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1. INTRODUCTION 
In this paper we consider the use of penalty functions to solve the mathe- 
matical programming problem 
minimize g(x) 
subject to 
fi(x) 3 0, i = 1, 2,...,p (1.1) 
by transforming it into a sequence of unconstrained minimisation problems. 
In the form considered here this approach is due to Carrol [l]. This work has 
been extensively developed by Fiacco and McCormick whose book [2] can be 
taken as defining the present state of the subject. Our main aim is to study 
questions relating to the rate of convergence of penalty function algorithms. 
This work is the subject of the second section of the paper, and it is illustrated 
numerically in the third. 
Let R = {x;fi(x) > 0, i = 1, 2,...,p}. It is assumed that R is a bounded 
set in n dimensional Euclidean space, has a nonempty interior R,, and that 
every neighbourhood of points of R contains points of R, . We define 
R, = {x; fi(x) 2 6 > 0, i = 1, 2 ,..., p} 
and 
N(x, 8) = {t; t E R, 11 t - x 11 < S} 
where the vertical bars denote the Euclidean vector norm. If x $ R then 
for 6 sufficiently small N(x, 6) = 8, the empty set. We also assume that g 
and fi , i = 1,2,..., p, are continuously differentiable on X where R C X. 
DEFINITION 1.1. +(f( )) x is a penalty function for R if (suppressing the 
dependence on f) 
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(9 +( > . P ‘t’ x is osr ive, bounded, and continuously differentiable on R, for 
6 > 0, 
(ii) +-+ + CO asfi--+Ofor eachf,, i = 1,2 ,..., p, 
(iii) a+/afi < 0 iffi small enough, and 
(iv> I W% I b oun e d d on N(x, S) if fi > 0 on N(x, 8). 
EXAMPLE. (i) Carrol [l], 
(ii) Frisch [3], 
4 = - El l%(fiW> + K. 
(1.2) 
In (ii) K is chosen so that (b > 0 on R. It plays no essential part in the penalty 
function algorithm. 
DEFINITION 1.2. x* is a local minimum of the problem (1.1) if there exists 
a 6” > 0 such that g(x*) <g(x) for all x E A/(x*, 8) where 6 < 6*. 
DEFINITION 1.3. 
T(x, 4 = g(x) + am. (1.4) 
Note that g(x) is bounded on R and that, for h > 0, T(x, A) 3 + cc as 
x + aR (the boundary of Ii). Thus there exists at least one x(h) such that 
T(x(h), A) = lnng T(x, A). (l-5) 
Clearly, x(h) E R, for all X > 0. 
LEMMA 1.1. Let Aj , j = 1,2,... be a sequence of positive values of h tending 
to zero, and let x(X,) = xj . Then 
(i) T(xj , Ai) is monotonic decreasing, 
(ii) g(xJ is monotonic nonincreasing, and 
(iii) $(xJ is monotonic nondecreasing. 
Proof. Let A, < A, , then the results are an immediate consequence of the 
inequalities 
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As T(xj , /\J > ming(x), x E R, the sequence of values for j = 1,2,... 
is strictly decreasing and bounded below and is therefore convergent. It does 
not follow that the bounded sequence xj converges. However, the limit points 
of the sequence are characterised by the following theorem. 
THEOREM 1.1. Let xOi , i = 1,2 ,... be a subsequence of the xj tending to a 
limit point w. Then w is a local minimum of the problem (1.1). 
Proof. Clearly w E R. Assume w is not a local minimum. Then there is a 
S* > 0 such that for each S where 0 < S < S* 
Thus, by continuity of g(x), there exists for each S a point ts E R,, such that 
&a) <g(w). Now hTi can be chosen sufficiently small to ensure that 
T(ts , hOi) < g(w). Thus gives 
by Lemma 1.1 as 4(x) > 0, and this is a contradiction. 
This result provides a justification for Carroll’s suggestion that the solution 
to (1.1) be estimated by minimising T(x, h) for a decreasing sequence of 
values of X. The above treatment follows closely that given in Chap. 3 of [2]. 
If the definition of a penalty function is specialised then the result of 
Theorem 1.1 can be generalised slightly. 
DEFINITION 1.4. A penalty function is separable if it can be written in the 
form 
w = t1 5ufi(X>)7 (1.6) 
where each $i depends only on fj and is positive, bounded, and continuously 
differentiable on R, for S > 0. Note that both (1.2) and (1.3) are separable. 
DEFINITION 1.5. 
Qh V = g(x) + f ui(x). 
i=l 
(1.7) 
Again the minima of Q(x, Xi) can be studied for a sequence X, , k = 1,2,... 
of positive decreasing vectors (so that h, > X, > e-e where the inequalities 
are interpreted component wise), and the principal results are summarised 
in the following theorem which can be proved by an argument similar to that 
used above. 
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THEOREM 1.2. Let A,, k = 1,2,... be a strictly decreasing sequence of 
positive vectors tending to zero. Then 
(i) IX& Q(x, hk) is attained for xk E R, , 
(ii) the sequence Q(x~ , A,), k = I, 2,... is monotonic decreasing, and 
(iii) the limit points of the sequence xy , k = 1, 2,... are local minima of 
problem (1.1). 
Remark. Given a sequence of positive vectors tending to zero, it is 
possible to select a subsequence which is strictly decreasing. Conclusions (i) 
and (ii) remain valid for this more general case. 
2. TRAJECTORY ANALYSIS 
Let the constraints holding with equality at w be indexed fyi , i = 1,2,..., t. 
Then if either 
CONDITION 2.1. The vectors Vf”,(w), i = 1, 2,..., t are linearly inde- 
pendent, or 
CONDITION 2.2. There exists a vector d such that 
dTVfvYi(w) > 0, i = 1, 2 ,..., t, (2.1) 
the following set of conditions are necessary for w to be a minimum of 
problem (l.l)-see for example corollaries 2 and 3 to Theorem 1 of [2]. 
KUHN-TUCKER CONDITIONS. Let L(x, y) = g(x) - yTf(x) where f is the 
vector formed by the constraint functions fi , i = 1, 2,...,p. Then, if w is a 
minimum of problem (1. l), there exists a y > 0 such that 
(9 V&h Y) = 0, (2.2) 
(ii) V,L(w, Y) < 0, (2.3) 
(iii) yV,L(w, y) = 0. (2.4) 
Note. By equation (2.4), yi = 0 iff< > 0. Thus yi can be different from 
zero only if the corresponding constraint is active at x = w. If N(w, 6) C R, 
for some 6 then it is clear that y = 0 satisfies (2.2)-(2.4). 
It is significant in using penalty functions to solve problem (1.1) that a 
vector y satisfying the Kuhn-Tucker conditions can be deduced from the 
sequence of unconstrained minimisations if either condition 2.1 or 2.2 holds. 
For condition 2.1 this result is given in [2], p. 73. However, the result for 
condition 2.2 would appear to be new for the class of penalty functions we 
consider. A constructive proof in this case has been given by Beltrami [4] 
using a different approach. 
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Let the rank of the set of vectors ci = Vfyi(w), i = I,2 ,..., t be s < t, 
and assume that they have been ordered so that the subset c1 ,..., c, has rank S. 
We denote by C, the matrix with columns c1 ,..., c, and by Ca the matrix 
formed by the remaining vectors. The relation of linear dependence of the 
columns of C, on those of C, is written 
c, = c,u. (2.5) 
We define matrices C,(x) and C,(x) with columns selected from the set 
Vf”<(X), i = 1, 2 ,...) t, such that C, = Cl(w), Ca = Cs(w), and note that the 
rank of C,(x) is s if x is close enough to w.l We write 
34 ay = - Ai afy, (Xi), i = l,..., s 
a+ bf’ = - A, afy, (x9), 
(2.6) 
i = k - s, k = s + l,..., t. 
THEOREM 2.1. Let A,, k = 1,2,... be a strictly decreasing sequence tending 
to zero such that xk tends to w. If 
my (- hk 2 bk)) -c 9, j = 1, L., t, 
for each k and constant q, then the sequence of vectors 
zk = a(k) + Ub(k) 9 k = 1, 2,... (2.7) 
converges, and 
;+ir z* = 2 = (CIT1)-l C1~Vg(w). (2.8) 
Proof. From the definition of a penalty function and the condition that 
T(x, hk) is stationary at xk we have for k large enough for C,(x,) to have rank s 
b?txk) = cl(xk) a (k) + c&i,) bfk’ + O(h,) 
= C,(x,) (atk) + Ubtk)) (2.9) 
+ (c,(xk) - cl@,) u) b”’ + o@k), 
so that, as the equations are compatible by construction, 
Zk = {c,(xk>= cl@,)>-’ Cl(xk)T~V&k) - (c2(xk) - cl(xk) u, bck) + o(Ak))* 
(2.10) 
1 By assumption C,rC, has a bounded inverse so that Cxr(x) C,(X) = CITCI + 
O(lj x - w 11) has a bounded inverse for 1) x - w 1) small enough. 
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The desired result follows from this as the components of b’“) are bounded 
by assumption. 
COROLLARY 1. If the elements of atk) and b(“) are boundedfor every k, then 
the Kuhn-Tucker conditions hold at x = w. 
Proof. It does not follow from Theorem 2.1 that the ack) and b(“) con- 
verge. However, for k large enough, they have bounded, nonnegative com- 
ponents. Thus it is possible to select a convergent subsequence such that 
api -+ a, b,, -+ b, i --+ co, and the limit of this subsequence must be bounded, 
nonnegativk, and satisfy a + Ub = z. It can be padded out with zeros to 
give a y satisfying the Kuhn-Tucker conditions. 
COROLLARY 2. If the Kuhn-Tucker conditions do not hold at x = w 
then the sequence maxi(- Ak(&#/afd) (xk)) is unbounded as k + CO. 
COROLLARY 3. If condition 2.1 holds then s = t. In this case there exists a 
constant q such that maxj(- hk(+/8fi) (xx)) < q for each k. 
Proof. Here C,(x) = 0 so that zk = atk) and the boundedness of the 
ack) follows from equation (2.10). In this case the components of the ack) con- 
verge to the Lagrange multipliers. 
We now show that the components of afk) and b(‘“) are bounded if condi- 
tion 2.2 holds. This is the content of the following lemma. 
LEMMA 2.1. If condition 2.2 holds then there exists a constant q such that 
maxj(- x,(a$/afJ (x2)) < q for all k. 
Remark. 
lim A, g (x~) = 0 
fj k-m 
for j # v1 ,..., vt . 
Proof. It is necessary to demonstrate boundedness only for Ak small 
enough, and we choose Aa small enough to satisfy 
(i) dT VfvI(xk) > 0, j = 1, 2 ,..., t, and 
(ii) +/3fvy, < 0, j = 1, 2 ,..., t. 
Satisfaction of the first condition is possible by continuity. The condition for 
an unconstrained minimum of T(x, A,) gives 
v&x,) =jj - ‘k -$ of”i (xk) + ‘(“) (2.11) 
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whence 
(dTV&d - O(b)) 
m~(dTWj(xk)) * (2.12) 
The desired result follows from (2.12) as each term in the sum on the left in 
positive and the denominator on the right is bounded away from zero as 
h-0. 
Geometrically, points at which the Kuhn-Tucker conditions do not apply 
correspond to cusps on the boundary of R. In these circumstances the ultimate 
approach to the minimum must be tangential to certain of the constraint 
surfaces-that is, 
vf~(xk)‘(xk - w, = O(li xk - w ii) 
for certain indices i, and it might be anticipated that this would cause nume- 
rical difficulty and possibly a slower rate of convergence. However, it is not 
necessarily true that penalty function algorithms converge more slowly to 
points at which the Kuhn-Tucker conditions do not hold (see example (iii) 
below). Also the relation (2.13) is possible even when the boundedness 
condition on the ak and b, is met, and in this case convergence can be slowed 
(example (ii) below). 
A knowledge of rates of convergence is clearly of importance in selecting 
penalty function algorithms, and the above discussion indicates that a general 
treatment of this question could prove difficult. However, some progress 
can be made under comparatively simple assumptions which have the 
advantage that they could be tested numerically. 
THEOREM 2.2 Let hk , xk , k = 1, 2,... be the sequence defined in Theorem 
2.1. If (i) g(x) and fi(x), i = 1, 2 ,..., p are twice continuously da&rentiable, 
(ii) aCk) and b(“) satisfy the boundedness condition of Theorem 2.1, and (iii) 
VgT(xk) (xk - w) = SO(jl xk - w 11) where the SO notation indicates that the 0 
order relation holds and, further, that 
for some jixed k, , then 
t a4 
dxk) - dw) = - 9;l ‘k Kfuj(xk) 
(2.14) 
f o(max(hk 11 xk - w II , II xk - w f% 
where the left side of equation (2.14) is SO((l xk: - w II). 
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Proof. This result follows on taking the scalar product of both sides of 
equation (2.11) with xlc - w. We note that equation (2.14) is valid without 
condition (iii) which only ensures that the specified terms dominate the 
remainder. However, the estimate of the remainder requires both conditions 
(i) and (ii). 
Remark. Condition (iii) is related to the condition of strict complementary 
which is used in [2] in a similar context (Chap. 6). This requires that condi- 
tion 2.1 holds and that the multipliers associated with the active constraints 
be strictly positive (that is lim,,, - A&/~fvyi > 0, i = 1, 2,..., t). Consider, 
for example, the log penalty function (1.3). We have 
f”,(X?c) = Vfvj(xk)= (x&5 - w) + O(ll x?s - w II”) 
so that fv,(xk) = O(ll xlc - w 11) at most. Now if strict complementarity does 
not hold then 
for at least one j. Thus A, = o(II xk - w 11). In this case equation (2.11) gives 
V&k)T(Xk - w> = thk + O(II xk - w iI> (2.15) 
which shows that condition (iii) also does not hold. The converse, that strict 
complementarity implies condition (iii) for the log penalty function, follows 
from Theorem 15 of [2] which guarantees the existence of derivatives of 
x = x(X) in a neighbourhood of h = 0 to an order consequent on the smooth- 
ness of g and fi , i = 1,2,..., p. Let the E-order derivative be the first not 
vanishing at h = 0, then 
Xk - w = ; g (0) + O(h=“) 
whence hk = SO(ll xk - w Ill/&), 01 > 1. But then, by equation (2.15), (II = 1 
is the only case possible so that condition (iii) holds. 
EXAMPLE. (i) [2], p. 45. 
Minimise xi + xs 
subject to 
- Xl2 + x.2 2 0, x1 > 0. 
This problem has a minimum of zero at x1 = xs = 0. In this case strict 
complementarity holds at the minimum. 
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Penazty F#nction (1.2). 
x1 = AlI2 - h + qw), x2 = Al12 + h + O(W), 
Penalty Function (1.3). 
x1 = A - 2P + O(P), x2 = x + A2 + O(A3), 
VgT(x -4 ---f #j 
Ilx--WI * 
(ii) [2], p. 81. 
Minimise x2 
subject to 
- Xl2 + x2 3 0, x1 > 0. 
This problem has a minimum of zero at X, = x2 = 0. Strict complementarity 
does not hold, and the multiplier associated with the second constraint is zero. 
Penalty Function (1.2). 
x 113 
x1 = ( 1 
A 313 
z ’ x2 = AlI2 + z ( 1 
) 
VgT(x - w) 
II x - WII 
= O(W) -+ 0. 
Penalty Function (1.3). 
x 112 
( ) 
3x 
x1 = 
T ’ 
x2 = - 
2 ’ 
VgT(x - w) 
II x -w/I 
= O(W) + 0. 
Note that the convergence rates are slower than in example (i). 
(iii) [2], p. 22. 
subject to 
Minimise - x1 
(1 - x1)3 - x2 > 0, x2 > 0. 
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This problem has a minimum of - 1 at x1 = 1, xa = 0. The Kuhn-Tucker 
conditions do not hold at the minimum so that - h(&#/afi) + co, i = 1,2, 
as h + 0. This example is due to Kuhn and Tucker. 
Penalty Function (1.2). 
xl = 1 - 2V3WXV x2 = 2V23W/\W > 
VgT(x - w) 
jlx-w~/+l* 
Penalty Function (1.3). 
x1 = 1 - 6h, x2 = 108P, 
VgT(x - w> ~ 1 
/lx--WI1 ’ 
In this case the rate of convergence for the inverse penalty function is slower 
than in example (i) while it is the same for the logarithmic penalty function. 
For this penalty function, we have 
- gr X $fi = 2h while g(x) -g(w) = 6h. 
2 
Theorem 2.2 can be used in at least two ways. First, it is often not difficult 
to determine the constraints active at the solution, and in this case equation 
(2.14) provides an asymptotically correct error estimate. Second, the sum in 
equation (2.14) can be extended over all constraints, and in this case we expect 
to obtain a bound for the left side valid anyway when h, is small enough. 
It is known that this bound is strict when suitable convexity requirements are 
satisfied [2], p. 98 in which case it can be derived by making use of the dual 
to problem (1.1). As the inactive constraints do not influence the problem, 
the sum over the active constraints also gives a strict bound in this case. 
If the inverse penalty function (1.2) is used, and if the conditions of Theo - 
rem 2.2 are satisfied then h, = 0 (f;v(x#), j = 1, 2,..., t. It follows that the 
right hand side of equation (2.14) is O(/\i”). However, for the logarithmic 
penalty function the right hand side of equation (2.14) is O(h,), and this 
implies faster convergence for a given sequence X, . Now let F be chosen 
such that 
?g(F - bdhWN > 1, j= 1,2 ,..., p, (2.16) 
and choose (r > 1. 
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We define 
p(x) = log(F - log(fi(x))), 
l&x) = log(a + &l’(x)) 3 , i = 2,... 
then 
is a penalty function. In this case the error estimate is given by 
(2.17) 
Equation (2.19) would appear to offer a still faster rate of convergence for 
each successive penalty function $u). 
However, an even more interesting result is possible. This shows that in 
certain circumstances it is possible to choose a penalty function having the 
property that the solution of the problem (1.1) is approximated arbitrarily 
closely by the result of a single unconstrained minimisation of the corre- 
sponding T(x, A). Let 
and 
Tyx, y) = g(x) + y 2 Q(x) 
j=l 
Qk A) = g(x) + f W- - bdfb))). 
j=l 
THEOREM 2.3. Let Q(x, h) have a unique stationary value (necessarily a 
minimum) in R,, for each ?. > 0, and let xti) minimise Tci)(x, y) for i = 1, 2,... 
andJixed y, then the limit points of the sequence x(~) are local minima of problem 
(1.1). 
Proof. The condition that xu) minimise Tci)(x, y) gives 
Vg(x(i’) - Y i i-1 1 1 1 Vf(x’i’) = 0 j=l ~ (u + &qx’i’)) F - 10&xX’“‘)) fj(x’“‘) 
which is in the form 
VQ(x(i), h(i)) = 0 (2.21) 
409/31/3-7 
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where 
Thus the sequence x(*) also corresponds to a sequence minimising Q(x, A(~)) 
by the assumed uniqueness of these stationary values. Now, as u > 1 and 
#‘j”’ > 0, s = 1, 2 )..., i - 1, hy) can be made as small as we choose for each 
j by taking i large enough, so that the desired result is a consequence of the 
remark following Theorem 1.2. 
Remark. If R is convex andg(x) andfi(x), i = 1,2,..., p are, respectively, 
convex and concave functions on R, then Q(x, h) is convex on R for h > 0, 
and it is strictly convex if strict convexity/concavity holds for any of the g, 
fi , i = l,..., p. In this latter case the conditions of Theorem 2.3 are satisfied, 
and we also have that a local minimum of problem (1.1) is a global 
minimum. 
3. NUMERICAL EXAMPLES 
Here we give numerical results for several problems to illustrate the results 
of the previous section. In detail the problems are as follows. 
(A) KUHN-TUCKER PROBLEM ([2], p. 22). 
minimise - x1 
subject to 
(i) (1 - ~r)~ - x2 > 0, 
(ii) x1 > 0, 
(iii) x2 3 0. 
This problem corresponds to example (iii) of the previous in all essential 
details. Calculations were started from the feasible point x = (.25, .25). The 
solution is g(x) = - 1 at x = (1,0) with constraints (i) and (iii) active, and 
we note that the Kuhn-Tucker conditions do not hold at the minimum. 
(B) ROSEN-SUZUKI PROBLEM [5]. 
minimise xl2 + x22 + 2xs2 + xf - 5x, - 5x2 - 21x3 + 7x, 
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subject to 
(i) - 2xr2 - x22 - xS2 - 2x, + x2 + x, + 5 3 0, 
(ii) - xl2 - x22 - xs2 - Xl + x3 - x3 +x4 + 8 > 0, 
(iii) - xl2 - 2x22 - x32 - 2x42 + xi + x4 + 10 > 0. 
Here the initial feasible point taken was x = 0. The solution is g(x) = - 44 
at x = (0, 1,2, - 1) with constraints (i) and (ii) active. 
(C) POST OFFICE PARC= PROBLEM [6]. 
subject to 
(i) xl > 0, 
(ii) 20 - xi > 0, 
(iii) x2 > 0, 
minimise - x,xax3 
(iv) 11 -x220, 
(v) x3 3 0, 
(vi) 42 - x3 > 0, 
(vii) x1 + 2(x2 + x3) 2 0, 
(viii) 72 - (x1 + 2(x2 + x3)) 3 0. 
The calculations were started from the feasible point x = (1, 1, 1). The 
solution is g(x) = - 3300 at x = (20, 11, 15) and constraints (ii), (iv), and 
(viii) are active. 
(D) COLVILLE PROBLEM 1 [7]. 
minimise i ejxi + i 5 cijxixj + i djxi3 
j=l j-1 i=l +l 
subject to constraints 
1 - 10, j$ %jxj + bi > 0, i = 1,2,..., 10, 
11 - 15, xi z 0, i = 1) 2 )..., 5, 
where aij , cii , bi , di , e, are given in Table I. 
The initial feasible point is x = (.125, .0625, .125, .125, 1). The solution is 
g(x) = - 32.3486790 where x is given approximately by (.3, .3335, .4, 
.4283, .2240). Constraints (3), (5), (6), and (9) are active. 
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TABLE I 
Coefficients for Problem D 
i 
\ 
j 1 2 3 4 5 
et -15 -27 -36 -18 -12 
1 30 -20 -10 32 -10 
2 -20 39 -6 -31 32 
Cif 3 -10 -6 10 -6 -10 
4 32 -31 -6 39 -20 
4 4 8 10 6 2 bi 
1 -16 2 0 1 0 40 
2 0 -2 0 0.4 2 2 
3 -3.5 0 2 0 0 0.25 
4 0 -2 0 -4 -1 4 
a&f 5 0 -9 -2 1 -2.8 4 
6 2 0 -4 0 0 1 
I -1 -1 -1 -1 --I 40 
8 -1 -2 -3 -2 -1 60 
9 1 2 3 4 5 -5 
10 1 1 1 1 1 -1 
Each problem has been solved using three penalty functions 
(ii> 41 = iI - Wdx)), and 
The function +rr is the first member of the family of penalty functions (2.17) 
and F was set to 10 for the numerical calculations. The Davidon method was 
used for the unconstrained minimisations, and it was modified to use the 
golden section algorithm in the linear searches (see [8], p. 109). The calcula- 
tions were programmed in FORTRAN and carried out on an IBM 360/50 
computer using double precision arithmetic. 
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TABLE II.AI 
P.F. JL Xl X2 g(x) 
100 0.191936 2.6382D-1 -0.191936 
4i 10-l 0.215089 2.4179D-1 -0.215089 
10-S 0.419509 9.780313-2 -0.419509 
10-a 0.669210 1.8098D-2 -0.669210 
100 0.162278 
41 10-l 0.500000 
10-Z 0.94063 1 
10-a 0.994006 
100 
4 11 10-l 
10-Z 
10-S 
0.617140 2.8060D-2 -0.617140 
0.972317 l.O607D-5 -0.972317 
0.997952 4.2958D-9 -0.997952 
0.999837 2.1553D-12 -0.999837 
2.9395D-1 -0.162278 
6.25OOD-2 -0.5OOOOO 
l.O463D-4 -0.940631 
l.O767D-7 -0.994006 
TABLE ILA2 
100 1.4368D 1 1.4368D 1 7.5809D 0 -7.772872 
4i 10-l 1.7106D 0 1.7106D 0 8.2718D-1 - 1.042266 
10-Z 1.0454D 0 1.0452D 0 2.0449D-1 -0.624011 
10-a 3.0531D 0 3.0531D 0 l.lOSlD-1 -0.779719 
100 3.4020D 0 3.4020D 0 2.OOOOD 0 -2.162277 
41 10-l 1.6OOOD 0 1.6000D 0 2.OOOOD- 1 -0.700001 
10-z 9.5577D 1 9.5577D 1 2.OOOOD-2 -0.960631 
10-S 9.2872D 3 9.2872D 3 2.OOOOD-3 -0.996006 
100 2.6256D 0 2.6256D 0 1.4735D-1 -0.764487 
4 11 10-l 4.3943D 2 4.3943D 2 9.3223D-3 -0.981639 
10-Z 7.9542D 4 7.9542D 4 6.8339D-4 -0.998635 
10-a 1.2586D 7 1.2586D 7 5.4255D-5 -0.999892 
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TABLE II.Bl 
P.F. X, 
100 - 1.5642D-2 0.912479 1.899167 -0.835025 -41.46807 
10-l -8.7436D-3 0.970932 1.967363 -0.957171 -43.22576 
$hi 10-Z -3.6955D-3 0.993318 1.988775 -0.988594 -43.75809 
10-a - 1.2667D-3 0.998503 1.996281 -0.996571 -43.92364 
10-a -4.0913D-4 0.999606 1.998804 -0.998928 -43.97586 
10-s -1.3014D-4 0.999884 1.999620 -0.999662 -43.99236 
100 4.1762D-2 0.867958 1.938858 -0.736371 -41.63005 
10-l 5.7665D-3 0.968053 2.000055 -0.970539 - 43.78449 
91 10-Z 4.5151D-4 0.995907 2.000163 -0.997545 -43.97980 
10-B 4.3409D-5 0.999578 2.000018 -0.999761 -43.99800 
lo-” 4.2939D-6 0.999957 2.000002 -0.999976 -43.99980 
10-S 4.3817D-7 0.999996 2.OOOOOO -0.999998 -43.99998 
100 6.0530D-3 0.967234 2.002343 -0.737576 -43.82941 
10-l 4.4360D-4 0.995937 2.000457 -0.981749 -43.98682 
4 11 10-Z 4.0860D-5 0.999585 2.0004b54 -0.999844 -43.99888 
10-S 3.9152D-6 0.999958 2.OOOOO5 -0.999986 -43.99990 
10-d 4.0358D-7 0.999996 2.000001 -0.999999 - 43.99999 
10-b 3.6478D-8 1 .oooooo 2.oom -l.OOOOOO -44.OOOOO 
TABLE II.B2 
100 2.235698 0.895115 2.4413D 0 -43.90940 
10-l 2.106723 0.942892 7.6606D-1 -43.99182 
A 1o-2 2.030369 0.991962 2.4209D-1 -44.00017 
10-a 2.007888 1 a00397 7.6438D-2 -44.00008 
10-b 2.002246 1.000520 2.4153D-2 -44.00001 
10-s 2.000682 1.000208 7.6355D-3 -4l.OOOOO 
100 1.921990 0.918628 
10-l 2.059076 0.889972 
41 10-Z 2.010331 0.983628 
10-Z 2.001092 0.998292 
10-d 2.000101 0.999826 
IO-5 1.999979 1.OOOOO1 
2.OOOOD 0 
2.OOOOD-1 
2.OOOOD-2 
2.OOOOD-3 
2.OOOOD-4 
2.OOOOD-5 
-43.63005 
-43.98449 
-43.99980 
- 44.OOOOO 
-44.OOOOO 
-44.000# 
100 2.064759 0.878275 
10-l 2.010999 0.982454 
Q 11 10-z 2.001177 0.998149 
10-s 2.000122 0.999821 
IO-4 1.999868 1.000016 
IO-6 1.999539 0.999981 
1.5584D-1 
1.3015D-2 
l.l221D-3 
9.8734D-5 
8.8213D-6 
7.9757D-7 
-43.98525 
-43.99984 
-44.OOOOO 
-44.OOOOO 
-44.OOOOO 
- 44.00000 
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TABLE II.Cl 
P.F. 
100 19.86704 10.89100 15.12741 -3273.147 
di 10-l 19.95755 10.96494 15.04117 -3291.509 
10-Z 19.98653 10.98885 15.01311 -3297.315 
IO-3 19.99573 10.99647 15.00415 -3299.151 
100 19.98190 10.98759 15.01690 -3297.006 
41 IO-’ 19.99818 10.99875 15.00170 -3299.700 
10-z 19.99982 10.99987 15.00017 -3299.970 
10-a 19.99998 10.99999 15.00002 -3299.997 
100 
4 11 10-l 
10-Z 
10-s 
19.99892 10.99927 15.00101 -3299.826 
19.99990 10.99993 15.00008 -3299.985 
19.99999 10.99999 15.OOOOO -3299.999 
2o.OoOOO ll.OWOO 15.OOOOO -3300.000 
TABLE II.C2 
P.F. 
100 56.56766 84.17029 108.1877 2.7097D 1 -3300.244 
$4 IO-’ 55.50888 81.35206 109.4169 8.5161D 0 - 3300.026 
10-e 55.16232 80.43111 109.8145 2.6875D 0 - 3300.003 
10-g 55.05148 80.13667 109.9413 8.4929D-1 -3300.000 
100 
$1 10-l 
10-e 
10-a 
100 
4 11 IO-’ 
10-a 
10-a 
55.25840 80.57489 109.8051 30000D0 -3300.006 
55.02603 80.05791 109.9804 3.OOOOD-1 -3300.000 
55.00262 80.00575 109.9979 3.OOOOD-2 -3300.000 
55.00021 80.00055 109.9998 3.OOOOD-3 -3300.000 
55.01869 80.03869 109.9910 1.7438D-1 - 3300.000 
55.00175 80.00362 109.9993 1.5276D-2 -3300.000 
54.99999 80.00084 109.9993 1.36OOD-3 -33OO.OGu 
55.00069 79.99893 109.9998 1.2262D-4 -3300.000 
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The results are given in Tables IIA, IIB, IIC, IID where the label indicates 
the problem considered, and they correspond to the parameter sequence 
X, = 10IBk R = 1 2 . Each of the tables is further subdivided, the first 
part showing the ckkrgence of the xk andg(xk) and the second part showing 
the behaviour of - hk(8+/afj), and the error estimate (2.14). It will be seen 
that the penalty function +rr gives the fastest rate of convergence, and the 
tables are continued until the solutions for this penalty function are correct 
to seven figures in problems B, C, and D. For problem A the rapid conver- 
gence of x2 to zero caused difficulties with the tolerance in the linear search 
routine, and this table is truncated at an earlier stage. The results obtained 
are in excellent agreement with the predictions of the previous section. We 
note, in particular, the divergence of the terms - hk(&j/afj) in Table A, the 
agreement between the rates of convergence for problems B, C, and D for 
the penalty functions & and +r and the predictions of the previous section, 
and the confirmation of the value of the error estimate (2.14). 
We have also tested numerically the convergence result of Theorem 2.3. 
This is illustrated in Table III for problem A. In this case the relevant 
parameter values were y = 1, F = 10, and 0 = 2. 
TABLE II.Dl 
P.F. h, Xl X2 x3 x4 x5 g(x) 
100 0.176354 0.257550 0.288939 0.569868 0.427768 -26.26803 
10-l 0.234806 0.307222 0.346302 0.503774 0.309355 -29.88951 
4i 10-Z 0.277309 0.324216 0.381580 0.457650 0.256897 -31.56492 
10-Z 0.292670 0.330016 0.394059 0.439024 0.236670 -32.10196 
10-4 0.297667 0.332229 0.398109 0.432030 0.228584 -32.27078 
10-S 0.299261 0.333050 0.399401 0.429542 0.225531 -32.32405 
100 0.242829 0.250176 0.356302 0.523538 0.443040 -29.18271 
10-l 0.291231 0.317514 0.393635 0.455342 0.277745 -31.97916 
$1 10-Z 0.299067 0.330521 0.399324 0.433629 0.234649 -32.31008 
10-S 0.299906 0.333075 0.399932 0.429028 0.225414 -32.34471 
10-a 0.299991 0.333426 0.399993 0.428386 0.224118 -32.34828 
10-b 0.299999 0.333463 0.399999 0.428318 0.223980 -32.34864 
100 0.293805 0.318774 0.395646 0.452151 0.274285 -32.07532 
10-l 0.299448 0.331051 0.399605 0.432516 0.232796 -32.32401 
4 11 10-z 0.299951 0.333201 0.399965 0.428778 0.224952 -32.34647 
10-a 0.299996 0.333444 0.399997 0.428352 0.244053 -32.34848 
10-d 0.300000 0.333465 0.400000 0.428314 0.223973 -32.34866 
10-S 0.3OOOOO 0.333467 0.400000 0.428310 0.223966 -32.34868 
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TABLE III 
Solution of Problem A by the penalty function Sequence 
i Xl X2 
1 .61714 .0281 
2 .93776 1.2E-4 
3 .98658 1.2E-6 
4 .99666 1.9E-8 
5 .99912 3.4E-10 
6 .99976 7.1E-12 
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