



In this paper we show that for the D-optimal design, departures from the design are much







degree. In the literature on optimal design it is usually assumed that a statistical model is
known. In practice, however, the exact degree of the polynomial is not known with cer-
tainty. Moreover, the design support may not correspond to the optimal one given by an analy-
tical solution.
Consider the common polynomial regression model with heteroscedastic error
Eyx f x
T (|) ()  , Vyx x (|) /()  
2 ,
where the explanatory variable x varies in I, a real compact interval,
fx x x x
Tm ( ) ( , , ,..., )  1
2 ,     (, , , ) 01 m
T
and () x 	0 is the efficiency function of the experiment under study.
These models are widely used when the response is curvilinear or when nonlinear
relationships are approximated by a polynomial over reasonably small range of the x’s.
A design of experiment is a probability measure  defined on the interval I. An exact design is
a probability measure  with finite support xx x n 12 , ,...., at which uncorrelated observations are
taken, such that () / xn N ii  whereni is the number of observations taken at xi andNn i  is
the total number of observations. Otherwise,  is said to be an approximate design.
Theinformationmatrixofanapproximatedesign, denotedbyM()  , isdefinedbytheequality
Mx f x f x d x
T () () () () ()    
I
,
or, equivalently, for an exact design by
Mx f x f x x i
T
iii ( ) () () () ()    .
In that case the covariance matrix of the generalized least squares estimates of  is
(/ ) ( ) 
21 NM
 , andthevarianceofthepredictionatagivenpointxis
21 fx M f x
T() () ()
 .|( ) | M
1  is
known as the generalised variance.
Anoptimaldesignminimizes(ormaximizes)!m, aspecificconvex(orconcave)functionofthe
information matrix. !m
m Mt r a c e M () () () () []
/  
11 defines a class of classical criteria. For m  1
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55wehavetheA-optimality.TheD-optimalitycorrespondstom"0, thecriteriabasedonthedeter-
minantoftheinformationmatrix.Form"#theE-optimalityisdefinedthroughtheeigenvalues
of the information matrix.
Thepurposeofthispaperis, foracertainclassofefficiencyfunctionsandD-optimality, tostu-
dy the influence of departures from the optimal design on the values of the criteria.
Our numerical results show that the influence on the value of D-efficiency is more important
when perturbations are applied to boundary points than to others.
Asaconsequenceofanumericalstudyofthebehaviorofthestandardizeddeterminantofthe
informationmatrixwithrespecttothedegreeofthepolynomialregressionforclassicalefficiency
functions, we propose the following rule for choosing the regression degree.
For homoscedastic cases and for Jacobi’s type efficiency functions the regression degree
should be ‘the smallest reasonable’. For Laguerre efficiency functions the regression degree
should be the ‘the largest reasonable’. For the Hermite function there is no general rule.
We also point out that departures from the design are much less important than a departure
from the model.
Finally we define a new class of designs, higher-order D-optimal, which is
(1)more efficient than uniform designs
and
(2)as robust as uniform ones.
So, the family of higher-order D-optimal designs can be considered as a near optimal, robust
family of approximate designs.
2. Review of Classical Theory
In this article we restrict our attention to feasible designs for the polynomial regression.
Feasibility corresponds to the possibility of estimating the full parameter.
A design 
*, satisfying the equation





an important class of the efficiency functions given in Theorems 1 and 2.
Theorem 1 [Fedorov (1972)]
a) Forthepolynomialregressionofdegreen, theD-optimaldesignisunique, anditisconcen-
trated at n+1 equally weighted points.
b) For the following efficiency functions:
1. () x  1,   11 x ;
2. 
% ( ) () () xx x  
 11
11 , & & 	  11 1 x ,% and	 1 ;
3. () e x p ( ) xx  , 0 & # x ;
4. 
% () e x p ( ) xx x 
1 , 01 && # 	  x ,% ;
5. () e x p ( ) xx 
2 , # & & # x ,
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sthe design points are roots of the corresponding polynomials:
1. () ( ) 1
2   xPx n , where Px n() is the n
th Legendre polynomial;
2. Jx n1
% , () , where Jx n1
% , () is the (n+1)
th Jacobi polynomial with parameters% , ;
3. xL x n
1 () , whereLx n
1 () is the n
th Laguerre polynomial with parameter 1;
4. Lx n1
% () , whereLx n1
% () is the (n+1)
th Laguerre polynomial with parameter%;
5. Hx n1() , whereHx n1() is the (n+1)
th Hermite polynomial.
ThegeneralizationofthesecondpartofTheorem1, proposedby[Antille(1977)], wasfollowed
bynumerousauthors[Huangetal.(1995)], [Heetal.(1996)], [ChangandLin(1997)], [Imhoffetal.
(1998)], [Dette et al. (1999)] and others, and finally resulted in Theorem 2.
Theorem 2 [Antille, Dette, Weinberg (2001)]
For the following efficiency functions:
1. '
( () e x p ( /) xx x 
 , 0 & # x , '	0 and (	2n;
2. 
% () ( ) e x p ( () ) xx x 
 12
21 arctan , # & & # x , %  n 1and,




(' , () , whereBx n

1
(' , () is the generalized Bessel polynomial with parameters (' , ;





% % , () , the (n+1)
th Jacobi polynomial with parameters% %  ii , .
Figures1and2containgraphicalrepresentationsofexamplesofoptimaldesignsfordifferent
degrees of regression and for the efficiency functions 1 and 4() %5 of Theorem 1.
For more details on optimal designs we refer to the monographs [Fedorov (1972)], [Silvey
(1980)], [Atkinson and Donev (1992)], and [Pukelsheim (1993)].



























Figure1.OptimaldesignforLegendreefficiencyfunction3.  Robustness of D optimal Designs
3.1InfluenceofDesignPoints
Classical theory on optimal designs for polynomial regression provides analytical solutions to
optimization problems. However the design points may not correspond to the optimal ones. In
this section we study the influence of different perturbations on the design points.
In order to compare designs in term of D-optimality let us define Deff as the D-efficiency of












The standardised D-efficiency is the n
th root of the D-efficiency, where n is the degree of the
polynomial regression.
Asanexampleweconsiderthewellknownhomoscedasticcasefortheregressionofdegree4
with explanatory variable x [;] 11 . Figures 3 and 4 exhibit perturbed designs and their respec-
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bations are applied to boundary points than to others.
Another way to illustrate this fact is presented in Figure 5.
We shift respectively x1 towards x2, then x2 towards x3, after that x3 towards x2 and finally x2
towards x1 and plot, in Figure 5, the D-efficiency versus the distance between two neighbouring
points, wherexxxxx 1 2 345 &&&&aretheD-optimalpoints.Duetothesymmetryofthedesign
wedonotneedtoconsiderthemovesofthepointsx4 andx5.IneachcasetheD-optimaldesign
corresponds to the maximal distance between two neighbouring points, with the D-efficiency
equal to 1, and when the two points are close, the D-efficiency is close to 0. Looking at Figure 5
fromrighttoleftweobservethatthedecreaseoftheD-efficiencycurvesismoreimportantwhen




























Figure4.PerturbationofboundarypointsoftheoptimaldesignfortheLegendreefficiencyfunctionx1 moves towards x2 than when x2 moves towards x1 or when x2 towards x3. Therefore and ob-
viously, the conclusions are similar to those drawn in the cases of Figures 3 and 4.
3.2.InfluenceoftheDegreeofRegression
Usually the degree of a regression is supposed to be known to allow computation of optimal
designs. In practice however, the exact degree of the polynomial is not known with certainty.
Inthissectionwestudythebehaviorofthedeterminantoftheinformationmatrixwithrespect
to the degree of the polynomial regression for classical efficiency functions.
In each case we consider, for comparison,



































the standardized determinant of the information matrix. For the classical efficiency functions,
D-optimal design points are roots of orthogonal polynomials. The property of these roots, which





design support is in the interval [;]  11 . Hence, for efficiency functions, satisfying |() |  x  1 ,
x [;] 11 , the standardised determinant of the information matrix is a decreasing function of re-
gression degree. The opposite is true for Laguerre efficiency functions.
SoforD-optimaldesignsgeneratedbyLegendreorJacobipolynomialsthegeneralisedvarian-
ce is an increasing function of the degree of regression. For Laguerre or generalised Laguerre the
reverse is true. No general result exists for the Hermite case.
Hence, as long as D-optimality is concerned, a rule of choice of the degree can be formulated
as follows:
for homoscedastic cases and for Jacobi’s type efficiency functions the regression degree
should be ‘the smallest reasonable’; for Laguerre efficiency functions the regression degree
should be the ‘the largest reasonable’; for the Hermite function a case by case study has to be
done.
Table 1 presents standardized determinants for D-optimal designs for various efficiency
functions.
Table1
Standardized determinants of the information matrices for D-optimal designs
for degrees of regression from 1 to 9
Polynomials of Legendre, () x 1
1. 0.385 0.172 0.081 0.0389 0.0189 0.00924 0.00454 0.00224
Polynomials of Jacobi, % 
% ( ) () () ,, xx x     11 1 1
0.148 0.0716 0.035 0.0173 0.00854 0.00423 0.0021 0.00105 0.00052
Polynomials of Jacobi, % 
% ( ) () () ,, xx x     11 2 2
0.0819 0.0353 0.0159 0.00739 0.00349 0.00167 0.000802 0.000388 0.000189
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sPolynomials of Jacobi, % 
% ( ) () () ,, xx x     11 2 4
0.102 0.0326 0.0126 0.00524 0.00228 0.00102 0.000462 0.000213 0.0000996
Polynomials of Legendre, () xe
x 

0.135 0.199 0.415 1.12 3.71 14.5 65.7 337 1940
Polynomials of Generalized Laguerre, %
% () , xe
x 
 x1
0.0733 0.231 0.695 2.4 9.58 43.8 226 1300 8230
Polynomials of Generalized Laguerre, %
% () , xx e
x 
 2
0.268 0.824 2.68 10.1 44 218 1210 7480 50800
Polynomials of Generalized Laguerre, %
% () , . xx e
x 
 25
0.723 1.94 6.26 24 107 546 3120 19800 138000
Polynomials of Hermite, () xe
x 
 2
0.184 0.158 0.161 0.187 0.241 0.337 0.506 0.811 1.37
Polynomials of Hermite (xunscaled), 
 () , ,




36.8 14.1 13.9 18.8 30.5 55.9 113 245 568
Polynomials of Hermite (x unscaled), 
 () , . ,




0.0368 0.0141 0.00644 0.00335 0.00192 0.0012 0.00081 0.000581 0.00044
3.3.DeparturefromtheOptimalDesignVersusDeparture
fromtheModel
The analysis performed in this part of the study was motivated by [Huber (1975), (1981)], who
pointed out that D-optimal designs are strongly non-robust in the case of rather small deviations
from linearity and showed that the uniform designs have much more satisfactory behavior than
the optimal ones.
First, for illustrative purposes, in Table 2 we present the values of the standardized determi-
nants for different regression degrees for uniform designs. It can be easily seen that departure of
a model affects more the value of the standardized determinant than departures of the optimal
design.Wealsonotethatwithincreasingnumberofpointsinuniformdesignsthevaluesofstan-
dardized determinants monotonically increase as well.
AtthenextstepweintroducetheconceptofafamilyofD-optimaldesigns.D-optimaldesigns
of order k for the regression degree l& k are called higher-order D-optimal designs. For Legendre,
Jacobi, andHermiteefficiencyfunctionswecomputethestandardizeddeterminantsfordifferent
degreesofregressionforhigher-orderD-optimaldesigns.So, forexample, fortheoptimaldesign
of order 9, which contains 10 points we calculate the standardized determinants for the polyno-
mialregressionsofdegreesfrom1to9.TheseresultsarepresentedinTables3, 4, and5.Ourgoal
would be, on the one hand, to verify the Huber’s assertions and, on the other hand, to compare
the performance of the higher-order D-optimal designs versus uniform ones.
Againweobservethatdeparturesfromthedesignaremuchlessimportantthanthedeparture
from the model (Tables 3, 4, and 5), the values of standardized determinants are determined
more by the degree of regression than by the «quality» of the design.




























Standardized determinants of the information matrices for uniform designs






x1 0 –1 x1 0 –1 x1 0 –2 x1 0 –2 x1 0 –2 x1 0 –3 x1 0 –3 x1 0 –3 x1 0 –4
2 2.50
3 2.96 1.14
4 3.12 1.40 5.16
5 3.20 1.51 6.47 2.32
6 3.24 1.58 7.17 2.96 1.04
7 3.27 1.62 7.60 3.35 1.35 4.69
8 3.28 1.64 7.87 3.60 1.55 6.12 2.10
9 3.29 1.66 8.06 3.78 1.70 7.13 2.77 0.941
10 3.30 1.67 8.20 3.90 1.79 7.87 3.26 1.25 4.21




uniform designs. The same observation is true for other efficiency functions.
Table3
Standardized determinants for the information matrices for higher order D-optimal






x1 0 –1 x1 0 –1 x1 0 –1 x1 0 –2 x1 0 –2 x1 0 –2 x1 0 –3 x1 0 –3 x1 0 –3
2 10.00
3 6.67 3.85
4 6.00 3.10 1.72
5 5.71 2.90 1.49 8.10
6 5.56 2.80 1.42 7.24 3.89
7 5.45 2.74 1.38 6.97 3.55 1.89
8 5.38 2.70 1.36 6.83 3.45 1.75 9.24
9 5.33 2.67 1.34 6.73 3.39 1.71 8.67 4.54
10 5.29 2.65 1.33 6.66 3.35 1.68 8.47 4.30 2.24
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Standardized determinants for the information matrices for higher order D-optimal






x1 0 –2 x1 0 –2 x1 0 –2 x1 0 –2 x1 0 –3 x1 0 –3 x1 0 –3 x1 0 –3 x1 0 –4
2 14.8
3 9.60 7.16
4 8.40 5.74 3.50
5 7.84 5.33 3.02 1.73
6 7.51 5.13 2.87 1.54 8.54
7 7.30 5.00 2.79 1.48 7.80 4.23
8 7.15 4.91 2.74 1.45 7.56 3.93 2.10
9 7.03 4.85 2.70 1.43 7.43 3.82 1.97 1.05
10 6.95 4.80 2.84 1.42 7.34 3.77 1.92 0.98 5.20
Table5
Standardized determinants for the information matrices for higher order D-optimal






x1 0 –2 x1 0 –2 x1 0 –2 x1 0 –1 x1 0 –1 x1 0 –1 x1 0 –1 x1 0 –1 x1 0 0
2 18.4
3 10.8 15.8
4 8.00 12.0 16.1
5 6.38 10.3 13.5 1.87
6 5.31 8.99 12.1 1.64 2.41
7 4.55 8.05 11.0 1.50 2.16 3.37
8 3.98 7.31 10.1 1.40 2.02 3.08 5.07
9 3.54 6.71 9.40 1.31 1.91 2.92 4.70 8.12
10 3.18 6.21 8.80 1.24 1.81 2.78 4.48 7.60 1.37
This analysis shows, that for the same or close number of observations (points) higher-order
D-optimal designs are
(1)more efficient than uniform designs
and
(2)as robust as uniform designs.


























nSo the family of higher-order D-optimal designs can be considered as a near optimal, robust
family of approximate designs.
4. Conclusion
Analytical solutions to optimization problems in the optimal design theory do not exist in
many cases. Numerical calculations for D-optimal designs in the polynomial regression pointed
out the following results:
1.For Legendre, Jacobi and other non-exponential efficiency functions lower regression
degrees correspond to higher D-efficiency; for Laguerre efficiency functions higher degrees
correspond to higher D-efficiency and for Hermite efficiency there is no general rule.
2.For Legendre and Laguerre efficiency functions, less central is a point more important is
itsinfluenceontheD-efficiency; forHermiteefficiencyfunctionsthisresultisnotvalid; for Jacobi
efficiency functions there is no general rule, the results depend on its parameters.
3.We confirm the Huber’s hypotheses, that departures from the design are considerably less
important than departures from the model.
4.For Legendre efficiency functions we can compare uniform designs with higher-order
D-optimal designs, introduced in this paper. D-optimal higher-order designs are significantly
more efficient, and the family of higher-order D-optimal designs can be considered as a near
optimal, robust family of approximate designs.
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Âûáîð ñòåïåíè ðåãðåññèè ÿâëÿåòñÿ îäíîé èç îñíîâíûõ ïðîáëåì ïîëèíîìèíàëüíîé
ðåãðåññèè. Â ëèòåðàòóðå ïî îïòèìàëüíîìó ïëàíèðîâàíèþ, êàê ïðàâèëî, ïðåäïîëàãà-
åòñÿ, ÷òî ñòàòèñòè÷åñêàÿ ìîäåëü èçâåñòíà. Îäíàêî íà ïðàêòèêå òî÷íàÿ ñòåïåíü
ïîëèíîìèíàëàäîñòîâåðíîíåèçâåñòíà.
Áîëåå òîãî, èñïîëüçóåìûé ïëàí ýêñïåðèìåíòîâ ìîæåò íå ñîîòâåòñòâîâàòü îï-
òèìàëüíîìó, ïîëó÷åííîìó íà îñíîâå àíàëèòè÷åñêîãî ðåøåíèÿ çàäà÷è. Â íàñòîÿùåé
ðàáîòå ìû îáðàùàåì âíèìàíèå íà òî, ÷òî äëÿ D-îïòèìàëüíîãî ïëàíèðîâàíèÿ, îò-
êëîíåíèÿ îò ïëàíà ýêñïåðèìåíòîâ ãîðàçäî ìåíåå âàæíû, ÷åì îò ìîäåëè. Òàêèì îáðà-
çîì, íàîñíîâàíèèD-îïòèìàëüíîñòè, ìûïðåäëàãàåìïðàâèëîäëÿâûáîðàñòåïåíèðåã-
ðåññèè.
Ìû òàêæå èññëåäóåì ðàçëè÷íûå òèïû îòêëîíåíèé îò ìîäåëè äëÿ îïðåäåëåíèÿ íî-




àññìîòðèì Eyx f x
T (|) ()  — ìîäåëü îáùåé ïîëèíîìèàëüíîé ðåãðåññèè ñ ãåòåðî-
ñêåäàñòè÷íîé îøèáêîé Vyx x (|) /()  
2 ,ã ä å() x 	0 — ôóíêöèÿ ýôôåêòèâíîñòè
ýêñïåðèìåíòà.
Ïëàíýêñïåðèìåíòàÿâëÿåòñÿâåðîÿòíîñòíîéìåðîé, îïðåäåëåííîéâîáëàñòèçíà÷åíèé
x. Îïòèìàëüíûé ïëàí ìèíèìèçèðóåò (èëè ìàêñèìèçèðóåò) !m, ÿâëÿþùóþñÿ íåêîé âûïóêëîé
(èëè âîãíóòîé) ôóíêöèåé èíôîðìàöèîííîé ìàòðèöû Mx f x f x d x




m MM () () () () []
/  
 trace
11 îïðåäåëÿåò íàáîð êëàññè÷åñêèõ êðèòåðèåâ. Ïðè m  1ìû
ïîëó÷àåì A-îïòèìàëüíîñòü. Ïðèm"#E-îïòèìàëüíîñòü îïðåäåëÿåòñÿ ÷åðåç ñîáñòâåííûå
çíà÷åíèÿ ìàòðèöû. D-îïòèìàëüíîñòü ñîîòâåòñòâóåòm"0.
D-îïòèìàëüíûå ïëàíû õîðîøî èçâåñòíû áëàãîäàðÿ âàæíîìó êëàññó ôóíêöèé ýôôåêòèâíîñòè
[Fedorov (1972)]. Àíòèëü [Antille (1977)] ïðåäëîæèë îáîáùåííóþ âåðñèþ ðåçóëüòàòîâ Ôåäîðî-
âà.Àíòèëü, ÄåòèÂàéíáåðã[Antille, Dette, Weinberg(2001)]ïðåäëîæèëèíàéäåííûåàíàëèòè÷å-
ñêè D-îïòèìàëüíûå ïëàíû äëÿ ôóíêöèé ýôôåêòèâíîñòè 




( () e x p ( /) xx x 
 .
Áîëåå ïîäðîáíî îá îïòèìàëüíûõ ïëàíàõ ýêñïåðèìåíòà ðàññêàçûâàåòñÿ â ìîíîãðàôèÿõ
[Fedorov (1972)], [Silvey (1980)], [Atkinson, Donev (1992)] è [Pukelsheim (1993)].
 Российско швейцарский семинар по эконометрике и статистике
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×èñëåííûå ðåçóëüòàòû, ïðèâåäåííûå â ðàçëè÷íûõ ãðàôèêàõ ñòàòüè, óêàçûâàþò íà òî, ÷òî
âîçìóùåíèÿ ãðàíè÷íûõ òî÷åê îêàçûâàþò áîëåå çíà÷èòåëüíîå âëèÿíèå íà D-ýôôåêòèâíîñòü,
÷åì âîçìóùåíèÿ ëþáûõ äðóãèõ òî÷åê.
Íàïðàêòèêåòî÷íàÿñòåïåíüïîëèíîìàäîñòîâåðíîíåèçâåñòíà.Âýòîìðàçäåëåìûàíàëè-
çèðóåìïîâåäåíèåäåòåðìèíàíòàèíôîðìàöèîííîéìàòðèöûîòíîñèòåëüíîñòåïåíèïîëèíî-
ìèàëüíîé ðåãðåññèè äëÿ êëàññè÷åñêèõ ôóíêöèé ýôôåêòèâíîñòè. Äëÿ ôóíêöèé ýôôåêòèâíî-
ñòè, óäîâëåòâîðÿþùèõ|() |  x  1äëÿ x [;] 11 , ñòàíäàðòèçèðîâàííûé äåòåðìèíàíò èíôîðìà-
öèîííîé ìàòðèöû ÿâëÿåòñÿ óáûâàþùåé ôóíêöèåé ñòåïåíè ðåãðåññèè. Îáðàòíîå âåðíî äëÿ
ôóíêöèéýôôåêòèâíîñòèËàãåððà.Òàêèìîáðàçîì, äëÿD-îïòèìàëüíûõïëàíîâ, ãåíåðèðóåìûõ
ïîëèíîìàìè Ëåæàíäðà è ßêîáè, îáîáùåííàÿ äèñïåðñèÿ ÿâëÿåòñÿ âîçðàñòàþùåé ôóíêöè-
åé ñòåïåíè ðåãðåññèè. Äëÿ ôóíêöèé ýôôåêòèâíîñòè Ëàãåððà, èëè îáîáùåííîãî Ëàãåððà,
âåðíî îáðàòíîå. Â ñëó÷àå ôóíêöèè ýôôåêòèâíîñòè Ýðìèòà îáùåé çàêîíîìåðíîñòè íå ñóùå-
ñòâóåò.
Òàêèì îáðàçîì, ïðè àíàëèçå D-îïòèìàëüíîñòè ìîæíî ñôîðìóëèðîâàòü ïðàâèëî âûáîðà
ñòåïåíè ðåãðåññèè. Äëÿ ãîìîñêåäàñòè÷íûõ ñëó÷àåâ è äëÿ ôóíêöèé ýôôåêòèâíîñòè òèïà ßêî-
áèñòåïåíüðåãðåññèèäîëæíàáûòü«íàèìåíüøåéïðèåìëåìîé».Äëÿôóíêöèéýôôåêòèâíîñòè
Ëàãåððà ñòåïåíü ðåãðåññèè äîëæíà áûòü «íàèáîëüøåé ïðèåìëåìîé». Äëÿ ôóíêöèè Ýðìèòà
êàæäûé ñëó÷àé äîëæåí èçó÷àòüñÿ îòäåëüíî.
Â êà÷åñòâå èëëþñòðàöèè â òàáë. 1 ïðèâîäÿòñÿ ñòàíäàðòèçèðîâàííûå äåòåðìèíàíòû
D-îïòèìàëüíûõ ïëàíîâ äëÿ ðàçëè÷íûõ ôóíêöèé ýôôåêòèíîñòè.
Àíàëèç, ïðèâåäåííûé â ýòîé ÷àñòè èññëåäîâàíèÿ, áûë ìîòèâèðîâàí èññëåäîâàíèÿìè
Õüþáåðòà [Huber (1975), (1981)], óêàçàâøåãî, ÷òî D-îïòèìàëüíûå ïëàíû êðàéíå íåðîáàñòíû
äàæå äëÿ äîñòàòî÷íî íåáîëüøèõ îòêëîíåíèé îò ëèíåéíîñòè è ïîêàçûâàâøåãî, ÷òî ðàâíî-
ìåðíûå ïëàíû äåìîíñòðèðóþò ãîðàçäî áîëåå óäîâëåòâîðèòåëüíîå ïîâåäåíèå, ÷åì îïòè-
ìàëüíûå.
Êàê âèäíî èç òàáë. 2, îòêëîíåíèå îò ìîäåëè â áîëüøåé ñòåïåíè âëèÿåò íà âåëè÷èíó ñòàí-
äàðòèçèðîâàííîãî äåòåðìèíàíòà, ÷åì îòêëîíåíèÿ îò îïòèìàëüíîãî ïëàíà. Ìû âèäèì òàêæå,
÷òîâðàâíîìåðíûõïëàíàõñóâåëè÷åíèåìêîëè÷åñòâàòî÷åêçíà÷åíèÿñòàíäàðòèçèðîâàííûõ
äåòåðìèíàíòîâ òàêæå ìîíîòîííî âîçðàñòàþò.
È, íàêîíåö, ìû îïðåäåëÿåì íîâûé êëàññ ïëàíîâ (D-îïòèìàëüíûå ïëàíû áîëåå âûñîêî-
ãî ïîðÿäêà), êîòîðûé îäíîâðåìåííî (1) áîëåå ýôôåêòèâåí, ÷åì ðàâíîìåðíûå ïëàíû, è
(2) òàê æå ðîáàñòåí êàê è ðàâíîìåðíûå ïëàíû è, ñëåäîâàòåëüíî, ñåìåéñòâî D-îïòèìàëü-
íûõ ïëàíîâ áîëåå âûñîêîãî ïîðÿäêà ìîæåò ñ÷èòàòüñÿ ïî÷òè îïòèìàëüíûì óñòîé÷èâûì ñå-
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