Abstract-This paper describes the characterization, modeling, and application of a direct-readout complementary metal-oxide-semiconductor (CMOS) camera in white-light interferometry (WLI). The camera that was used consisted of a direct-readout 1024 × 1024 pixel logarithmic CMOS sensor. A continuous analog voltage from each pixel was converted to an 8-bit value by an internal analog-to-digital converter and processed with a digital signal processor. A mathematical model relating the input light intensity to the 8-bit digitized output is developed, which is critical in applications where knowledge of the scene intensity is essential to estimating the maximum allowable frame rates. The camera was utilized in WLI, and its application is analyzed in terms of maximum output signal amplitude, imaging speed, and light intensity. The mathematical modeling is implemented with SPICE simulations and verified with experimental data.
In a previous work [1] , the application of a logarithmic CMOS-DSP camera (iMVS-155, AKAtech SA, CH) to fullfield WLI was demonstrated. The electronic pixel scanning of the CMOS sensor proved to be an effective and inexpensive alternative to the complex electromechanical scanning of the sample under test. Using a Michelson interferometer and an 830-nm superluminescent diode light source supplying 3.6 mW of power, a 3-D reconstruction of a rough aluminum surface was achieved with lateral and axial resolutions of 14 and 14 µm, respectively. The intention of the work was to utilize the camera as an imaging device for full-field optical coherence tomography [2] ; however, with an unprocessed signal-to-noise ratio of approximately 3 from the surface of the aluminum sample, the subsurface imaging of a highly scattering sample proved to be unfeasible. The purpose of this paper is to provide a comprehensive model of the camera and through this model identify the limitations of the logarithmic CMOS-DSP camera in WLI.
Most CMOS image sensors can be classified as either linear or logarithmic. The pixel of the linear CMOS image sensor typically incorporates a reset signal, and by charging and resetting, it achieves an integration of input light photons to produce a linear output voltage response to light intensity. The logarithmic CMOS image sensor features a logarithmic resistive load that continuously produces a logarithmic output voltage to input photocurrent. This nonintegrating response of the logarithmic CMOS image sensor allows the continuous measurement of the logarithmic output voltage in time (hence the term "direct readout"). Combined with true random pixel access in space, the direct-readout sensor can access a small pixel region of interest with reduced processing time and permits very fast frame rates (e.g., 64 × 1 pixels at 1900 Hz).
The logarithmic CMOS image sensor [3] and the CMOS-DSP camera [4] are very suitable for industrial machine vision use since they provide good image quality with a large dynamic range and fast frame rates. These features proved to be invaluable in a real-time welding application where linear charge-coupled-device (CCD) cameras saturated [5] . When a logarithmic CMOS camera was applied to speckle interferometry [6] and compared to CCD-based systems, it was found that although the CMOS sensor suffered from higher noise levels, its fast frame rates and large dynamic range were attractive to the optical metrology of samples with a wide-ranging reflectivity. Furthermore, a logarithmic CMOS-DSP camera was employed in a full-field laser interferometry [7] , where it 0018-9456/$25.00 © 2008 IEEE achieved displacement measurements comparable in sensitivity to a commercial laser Doppler vibrometer.
A detailed model of fixed pattern noise in a logarithmic CMOS camera that suggested calibration and correction techniques for fixed pattern noise reduction was reported [8] . This paper models a logarithmic CMOS-DSP camera and its application to WLI. Section II develops a model that uses leastsquares minimization to relate the light intensity on the sensor to the output digitized value, which thus allows the quick and accurate estimation of the pixel response time. From this model, Section III analyzes the limitations of the camera in WLI with particular emphasis on optical coherence tomography.
II. CHARACTERIZATION OF THE LOGARITHMIC CMOS SENSOR

A. CMOS Pixel Output Voltage
The relationship between the CMOS pixel output voltage and the input light intensity is logarithmic due to the diodeconnected NMOS transistor M 1 that acts as a logarithmic resistive load to the pixel photocurrent, as shown in Fig. 1 . The output voltage response to light intensity I can be modeled as
where m and I 0 are constants, namely the voltage sensitivity per decade and the intensity value at which V out = 0, respectively. The squared correlation coefficient r 2 between the model of (1) and the SPICE simulation and data sheet response is presented in Fig. 2 for the light intensity range of 1 × 10 −4 to 1 × 10 2 W/m 2 . The mathematical model becomes inaccurate when at low intensities M 1 cuts off and at high intensities M 1 enters the linear mode of operation.
The SPICE simulations were performed with the software package OrCAD v9.2. The MOSFET level 7 model (BSIM3v3.2.2) was used with a 0.5-µm CMOS process: the MOSFETs width and length were 0.5 µm. The photodiode was modeled using a three-node diode subcircuit, where an output forward current was produced by an input power (light) multiplied by the sensitivity.
B. CMOS Pixel Response Time and Light Intensity
A consequence of the logarithmic resistive load and the capacitance associated with the pixel photodiode and pixel transistors is a pixel response time that is dependent on light intensity. This relationship was experimentally verified by applying a 780-nm laser light to the sensor at various smallsignal amplitude-modulated intensities, sweeping the frequency (10 Hz-10 kHz) of the modulation, and calculating the pixel rms digitized output. The pixel response was modeled as a low-pass filter having a frequency response that accounts for incident light intensity defined as
where f c is the −3-dB cutoff frequency of the response, which is directly related to the input light intensity I by a constant factor κ, which is related to the sensitivity of the CMOS pixel [9] . As shown in Fig. 3 , the SPICE simulation correlates with the experimental data and the pixel frequency response model of (2) . The cutoff frequency of the pixel increases with increasing light intensity due the decreasing resistance of the logarithmic load. It is important to note that although the CMOS sensor is capable of direct readout and random access at extremely high rates, it is the minimum intensity of interest in the image that determines how fast the pixel will respond.
C. CMOS Output Voltage and Digitized Camera Output
The investigated camera has an 8-bit analog-to-digital converter (ADC) that digitizes the analog output voltage of the CMOS sensor to an integer between 0 and 255. A block diagram of the camera operation and the digitization process is shown in Fig. 4 . Before arriving at the 8-bit integer N out , an offset voltage V O is added to the analog voltage of the CMOS sensor V out , as described in (1). This is proceeded by a gain factor G and followed by digitization with 0-255 grayscale levels that correspond to V min and V max , respectively. Note that the gain has the effect of increasing the voltage range of the digitizer, which therefore decreases the gain acts as an amplification of the pixel output. The relationship between the CMOS sensor analog output voltage and the 8-bit integer at the output of the camera is
where the subtraction from 255 achieves increasing digitized pixel output with increasing light intensity and will be ignored in the following calculations. The value of N out is dependent on a random pixel-to-pixel offset due to fixed pattern noise. This was corrected for by the subtraction of a calibration uniform gray image and will hence be ignored. However, this assumption is based on the calibration image being taken at a light intensity similar to the normal scene light intensity: a calibration image taken at a different light intensity would introduce error (∼4%) into the following model due to the fixed pattern noise being nonlinearly dependent upon the light intensity [8] . 
and substituting into (3), the normalized expression for the output pixel value can be written as
The unknown quantities of X are solved through computational linear algebra [10] . For a fixed value of voltage v, a set of three vectors N O , N m , and N M of length p is defined, from which p arbitrary estimations of n are deduced, i.e., a vector n. If p is chosen such that the number of equations is greater than the number of unknowns, e.g., p = 30, the set of equations is said to be overdetermined. If the closeness of the solution is defined in the least-squares sense, the overdetermined linear problem reduces to a solvable problem called the linear leastsquares problem. The quantities u M , u m , and w are adjusted to minimize the square of the vector
where Y is a vector of p components all equal to 1. The dependency of A on the unknown quantities u M , u m , w, and v is linear; hence, the system of four equations is linear, which satisfies the criterion of the linear least-squares problem.
Rearranging the vector A of (6) as
and noting the vector the vector A can be rewritten using (4) and (8) in the form of a matrix as
and the quantity to be minimized becomes
where · represents the matrix dot product, and W T represents the transpose of a matrix W . From (10), the unknown quantities of (4) are solved through
In Fig. 5 , the model that relates the 8-bit digitized camera output to the input light intensity is compared with the experimental data. With rms error values less than 2 pixel grayscale levels at each value of gain over an 8-bit output, the model is accurate within 0.8%. In an experimental situation, the camera parameter gain G, offset N O , and digitizer settings ADC max and ADC min are known. Using the parameter extraction technique described above, it is possible to relate the 8-bit pixel value to the analog voltage of the CMOS sensor and hence to the value of light intensity on the pixel. The importance of this is related to (2) , where the pixel speed of response and hence the maximum camera frame rate are determined by the input light intensity.
III. CMOS-DSP CAMERA IN WLI
WLI [11] uses a low temporal coherence light source that has the property that interference is only achieved when the sample and reference paths are matched within the coherence length of the source. Therefore, by translating one arm of the interferometer, the depth information of the sample is attained, and a 3-D image of the sample can be noninvasively constructed. In a Michelson interferometer employing a white-light source, the intensity produced by the recombination of light from the reference and sample arms can be written as
where I dc and I ac will be expressed terms of the source intensity I L and the reference and sample reflectivity constants k 1 and k 2 , where k 1 = B 1 2 R R , and k 2 = B 2 2 R S . Here, R R and R S are the sample and reference light power reflectivities, respectively, and B 1 and B 2 are the beam power splitting ratios with B 1 + B 2 ≈ 1. The dc and ac light intensity components of the WLI signal from (12) are defined as
where γ SR (∆t) is the complex degree of coherence of the two waves, and |γ SR (∆t)| is their degree of coherence. The term δ SR (∆t) = 2πν∆t is the phase delay, ∆t = ∆z/c is the time delay, ∆z is the path difference between the beams,ν is the mean spectral frequency of the light source, and c is the speed of light. The term α SR is a constant phase. Here, I WLI is called the "WLI signal," and |γ SR (∆t)| is called the "WLI envelope."
The WLI envelope has a Gaussian shape determined by the bandwidth of the light source and is written as
where ∆ν is the optical frequency bandwidth. The WLI envelope is the signal of interest in profile measurements utilizing WLI, since its magnitude represents the reflectivity of a specific point in or on the sample, and its peak is the precise axial location. By translating one arm of the interferometer, both the axial scanning can be achieved and an electronically detectable Doppler-shifted optical carrier is generated. The speed of the translation determines the speed of the scanning and hence the frequency of the Doppler-shifted carrier, which is defined as
where v s is the scanning speed or path length variation. Therefore, the WLI signal of (12) is on a sinusoidal carrier dependent upon the scanning speed of the interferometer. Fig. 6 shows a simulated WLI envelope with its Doppler-shifted carrier. When detecting a WLI signal with a logarithmic CMOS-DSP camera, the dc component of the signal must be considered since the pixel speed of response is dependent upon the light intensity.
A. Digitized Output Signal Amplitude
To analyze the output magnitude of the WLI envelope when detected by the camera, the output voltage of the CMOS sensor to the WLI signal is obtained by incorporating (12) into (1), thus
where the Doppler-shifted carrier has replaced the optical frequencyν, and the constant phase α SR has been omitted from (14). The output voltage of the CMOS sensor of (17) can be rewritten as
It is evident that due to the logarithmic response of the sensor, the WLI envelope term |γ SR (∆t)| is independent of the source intensity I L . Moreover, since the output of the camera is a process of digitizing (18) with equal level spacing through (3), the magnitude of the WLI envelope is determined by the ratio of the ac to dc component of the light intensity, i.e., the interference fringe visibility
Hence, increasing the source intensity will in fact decrease the amplitude of the coherence envelope at the digitized camera output. In the WLI of a rough surface having low light power Fig. 7 . Inherent tradeoff between the WLI envelope magnitude, scanning speed, and source intensity when using the camera in WLI.
reflectivity (R S ≈ 0.1%), this quantity is maximized when
Therefore, in utilizing the camera in WLI, a fundamental tradeoff exists between the WLI envelope magnitude, the scanning speed, and the source intensity. The scanning speed is limited by (2) , where low intensities force a low scanning speed. Increasing the source intensity does not increase the magnitude of the WLI envelope, as demonstrated in (18), but as a property of the logarithmic response, the WLI envelope magnitude decreases from (19). This relationship is shown in Fig. 7 for a mathematical simulation using the 830-nm superluminescent diode (SLD) with the experimentally verified frequency response model of (2) and the pixel output model of (3). The scanning velocity v s assumes a 200-µm scan depth. It is evident that increasing either the source intensity or the scanning speed of the interferometer results in the output WLI envelope decreasing.
B. Sensitivity of a Logarithmic CMOS-DSP Camera in Optical Coherence Tomography
The temporal noise in the camera was experimentally verified as being independent of light intensity over a 22-dB range, as shown in Fig. 8. Using maximum amplification, i. e., G = 0, the average noise level in terms of pixel grayscale levels was 1.16 rms or a 0.95-dB noise level over the 120-dB range of the camera. The application of the camera to optical coherence tomography is limited by its logarithmic response and high noise level. To obtain the WLI envelope, the peak-to-peak digitized pixel amplitude of the envelope must be greater than the digitized pixel rms noise. This can be expressed, using the ac and dc intensity components of the WLI signal of (12), as I ac > (100 + 10 N rms )I dc .
In the case of the camera investigated in this paper with N rms = 1.16, the peak-to-peak intensity of the WLI signal must be greater than 16% of the dc light intensity. In optical coherence tomography, where there is a relatively strong reflection from the sample surface, any subsample microstructure that reflects less than 16% of this value cannot be imaged.
IV. CONCLUSION
A comprehensive modeling of a logarithmic CMOS-DSP camera and its application to full-field WLI has been presented. The logarithmic voltage response, pixel response time, and relationship between CMOS sensor output voltage and camera 8-bit digital output have been mathematically modeled and verified through simulation and experimental data. The logarithmic response, high noise level, and slow pixel response time at low intensities limit its application to the full-field profilometry of rough surfaces, since in optical coherence tomography the subsample microstructure with a reflectivity of less than 16% of the surface reflectivity cannot be resolved. However, its direct readout, region-of-interest imaging, and fast frame rates are advantageous in optical metrology and machine vision applications, where light power is ample, and an inexpensive, autonomous, and versatile imaging device is demanded.
