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Espaces de types séparés
a b s t r a c t
La Logique positive a été introduite au début de ce troisièmemillénaire par Itaï Ben Yaacov,
qui y a été conduit par une nécessité interne à la Théorie des modèles. Dans ce contexte
de validité du Théorème de compacité, l’absence de négation provoque des situations
inhabituelles, comme celle des structures infinies qui ont une extension élémentaire
maximale, que nous étudions ici.
© 2009 Elsevier B.V. All rights reserved.
1. Rappels sur les fondements de la Logique positive
Comme il est exposé dans [1], en Logique positive les formules sont obtenues à partir des formules atomiques grâce aux
symboles ∃ ,∧ et∨; sous forme prénexe, elles s’écrivent (∃y) f (x, y), où f est libre positive. Le langage contient des symboles
de relation, de fonction et d’individu; il contient obligatoirement un symbole = pour noter l’égalité, et un autre, ⊥ , pour
noter l’antilogie, ce qui permet de définir positivement l’ensemble vide.
Les seuls énoncés considérés sont les énoncés dits h-inductifs (ou cohérents), conjonctions finies d’énoncés déclarant
qu’un certain ensemble positivement défini est inclus dans un autre. Un cas particulier est celui des énoncés h-universels,
qui déclarent qu’un certain ensemble positivement défini est vide.
Les énoncés h-inductifs simples sont donc de la forme (∀x) f (x) → g(x), où f et g sont positives; leur forme prénexe
est (∀u) (∃v) ϕ(u) → ψ(u, v), où ϕ et ψ sont libres positives. Si on prend pour ϕ la tautologie u = u, on voit que
(∀u) (∃v) ψ(u, v) est h-inductive, ainsi qu’en particulier chaque énoncé positif. Les énoncés h-universels s’obtiennent en
prenant pour ψ l’antilogie⊥; ce sont les négations d’énoncés positifs.
Comme c’est une condition h-inductive qui exprime que deux formules positives définissent des ensembles
complémentaires, le procédé de morleysation permet, par un simple gonflement du langage, d’interpréter la logique du
premier ordre usuelle, avec négation, dans la Logique positive. Si cette dernière est en fait plus générale, c’est qu’on restreint
son étude aux modèles existentiellement clos des théories h-inductives ; la logique avec négation s’identifie ainsi au cas
particulier des théories h-inductives modèle-complètes, chez lesquelles toute formule positive a un complément positif, et
dont tous les modèles sont existentiellement clos.
Par définition, un homomorphisme h deM dans N (deux structures demême langage) est une application telle que toute
formule atomique satisfaite par a l’est aussi par h(a); cela implique ipso facto que toute formule positive satisfaite par a dans
M l’est aussi par h(a) dans N . Si, pour tout uple a extrait deM , a et h(a) satisfont les mêmes formules positives, on dit que
l’homorphisme h est pur, ou encore que c’est une immersion.
Quand il existe un homomorphisme deM dans N , on dit que ce dernier est une continuation du premier.
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Lesmodèles d’une théorie h-inductive consistante Ti forment une classe close par limites inductives d’homomorphismes,
si bien qu’il en existe qui sont existentiellement clos: pour ceux-ci, tout homomorphisme dans un autre modèle de Ti est
une immersion.
Deux théories h-inductives sont dites compagnes si chaque modèle de l’une a une image homomorphe dans un modèle
de l’autre; cela signifie encore qu’elles ont les mêmes modèles existentiellement clos. Chaque théorie h-inductive Ti a une
compagne minimale Tu , qui est celle de ses conséquences h-universelles, et une compagne maximale Tk , qui est la théorie
h-inductive de ses modèles existentiellement clos: ses compagnes sont les théories h-inductives comprises entre Tu et Tk .
La compacité se traduit ainsi: tout ensemble de formules positives qui est finiment consistant avec Ti , ou avec Tu , ou
avec Tk (c’est la même chose), est réalisable dans un modèle existentiellement clos de ces dernières.
Les homomorphismes entre modèles existentiellement clos d’une théorie h-inductive peuvent s’amalgamer, ce qui
n’est le cas ni des homomorphismes, ni même des immersions en général. C’est une bonne raison de considérer les
existentiellement clos; une autre raison, c’est que dans un existentiellement clos suffisamment homogène et (positivement)
saturé le type d’un n-uple, c’est-à-dire l’ensemble des formules positives qu’il satisfait, détermine son orbite sous l’action
du groupe d’automorphismes de la structure.
2. L’extension élémentaire en Logique positive
L’extension élémentaire en Logique positive a été définie dans [5]. Si M est une structure de langage L , c’est un modèle
existentiellement clos de sa propre théorie h-universelle Tu(M) , dans le langage L(M) où on a ajouté à L un nompour chaque
élément deM; en effet, s’il n’existe pas de y dansM satisfaisant f (a, y), c’est que¬ (∃y) f (a, y) fait partie de Tu(M). SiM est
une sous-structure de N , l’injection canonique de M dans N est une immersion si et seulement si N est modèle de Tu(M);
on dit que N est une extension élémentaire deM si N est un modèle existentiellement clos de Tu(M) .
Une extension élémentaire de M est un modèle de Tk(M) , la théorie inductive de M dans le langage L(M); autrement
dit, elle conserve l’équivalence des formules (positives) à paramètres dansM . Mais tous les modèles de Tk(M) ne sont pas,
sauf modèle-complétude de cette dernière, extensions élementaires deM .
Les extensions élémentaires de M sont closes par limites inductives et amalgamables. Elles vérifient les propriétés de
transitivité suivantes, dont nous rappelons la démonstration:
Lemme de transitivité ([5], Corollaires 3 et 4). (i) Si N est extension élémentaire de M, et P extension élémentaire de N, alors
P est extension élémentaire de M.
(ii) Si P est extension élémentaire de M, et N est une structure immergée dans P et contenant M, alors P est extension élémentaire
de N et N est extension élémentaire de M .
Démonstration. (i) P est modèle de Tk(N) , donc de Tk(M); si pour un a de P , f (a, y) est consistante avec Diag+(P)
et Tu(M) , elle est consistante avec Diag+(P) et Tu(N) , qui est finiment approximable dans M; comme P est un modèle
existentiellement clos de Tu(N) , on peut trouver y dans P qui vérifie la formule.
(ii) Comme N est immergé dans un modèle existentiellement clos de Tk(M) , c’en est un aussi. Par ailleurs, P est modèle
de Tu(N); comme il est existentiellement clos dans la classe desmodèles de Tu(M) , il l’est aussi dans la classe plus restreinte
des modèles de Tu(N) . Fin
Rappelons cette propriété caractéristique des existentiellement clos : si un uple b d’une extension élémentaire de M
ne satisfait pas une formule positive f (y, a) à paramètres a dans M , c’est qu’il en satisfait une autre, g(x, a′) , qui est
contradictoire avec elle: l’axiome¬ (∃y)f (y, a) ∧ g(y, a′) fait partie de Tu(M) .
Cet aspect à la fois positif et négatif de l’extension élémentaire fait qu’elle n’est pas conservée par réduction à un sous-
langage. C’est ainsi qu’un ensemble infini E, dans le langage réduit à l’égalité=, n’a pas d’extension élémentaire propre (ni
par conséquent de restriction élémentaire propre); en effet, si le modèleM de Tu(E) contient un x hors de E, comme rien de
positif n’interdit à cet x d’être égal à un quelconque e de E,M n’est pas existentiellement clos. Il n’en est plus de même si on
ajoute au langage le complément 6= de l’égalité.
On remarque l’absence d’un Théorème de Lovenheim–Skolem descendant, donnant des restrictions élémentaires de
même cardinal que celui du langage. La deuxième partie du Lemme de transitivité ne donne un tel résultat que pour les
sous-structures contenant une restriction élémentaire.
Dans la démonstration du Lemme de transitivité, nous avons utilisé le fait suivant: si N est une extension élémentaire
deM , on peut approximer finiment le diagramme positif de N et sa théorie h-universelle Tu(N) par des éléments deM . En
effet, si f (a, b) et (∀ x)¬g(x, a, b) sont vérifiées, avec a dans M et b dans N , c’est que (∀u)[f (a, u)→ (∃x)g(x, a, u)] ne fait
pas partie de Tk(M) , si bien qu’on peut trouver b′ dansM qui satisfait f (a, b′) ∧ (∀x)¬g(x, a, b′).
Par contre il n’est pas possible d’approximer ainsi Tk(N), comme lemontre l’exemple qui suit. L’ordre au sens large≤ des
entiers naturels n’a qu’une seule extension élémentaire propre, obtenue en leur ajoutant un plus grand élément ω; en effet,
les énoncés déclarant que≤ est une chaîne sont h-inductifs (pas h-universels !), ainsi que les conditions (∀x) x ≤ 0→ x = 0
et (∀x) n ≤ x ≤ n+ 1→ (x = n ∨ x = n+ 1), si bien qu’une extension élémentaire ne peut ajouter que des majorants de
tous les entiers, que rien de positif n’empêche d’être égaux (par contre, les axiomes¬ (∃x)x = n∧x ≥ n+1 leur interdisent
de se continuer dans N). Or c’est un énoncé h-inductif qui déclare que ω est le plus grand élément.
814 B. Poizat / Annals of Pure and Applied Logic 161 (2010) 812–816
On dit enfin que deux structures sont (positivement) élémentairement équivalentes si elles ont une extension
élémentaire commune; il s’agit bien d’une équivalence. Deux structures élémentairement équivalentes ont même théorie
h-inductive, mais cette condition ne suffit pas en général pour qu’elles le soient.
Une remarque (merci Itaï !) pour conclure cette section: si M est un modèle existentiellement clos de la théorie h-
inductive Ti, ses extensions élémentaires sont exactement ses continuations qui sont modèles existentiellement clos de
Ti . En effet, si nous notons Tu l’ensemble des conséquences h-universelles de Ti , les continuations deM qui sont modèles de
Tu sont aussi celles qui sontmodèles de Tu(M) . Par ailleurs, les restrictions élémentaires deM , comme elles sont immergées
dans M , sont aussi des modèles existentiellement clos de Ti . Autrement dit, si Tu est une théorie h-universelle complète,
dans un langage L , ses modèles existentiellement clos forment une classe élémentaire (nous appelons ainsi la classe des
structures qui ont une extension élémentaire commune avec une structure donnée).
3. Structures séparées
Un n-uplet extrait d’une extension élémentaire de M y réalise un type, c’est-à-dire un ensemble maximal de formules
positives en n variables, à paramètres dansM , qui soit consistant avec Tu(M) (ou, de façon équivalente, avec Tk(M)).
On topologise l’ensemble Sn(M)des n-types en décrétant que les formules (positives) y définissent des fermés. En général,
ces espaces ne sont pas des vrais compacts au sens français; ils sont seulement quasicompacts, c’est-à-dire qu’ils peuvent
ne pas satisfaire la condition de séparation de Hausdorff, ce qui cause divers inconvénients.
Nous dirons qu’une structureM est séparée si, pour chaque entier n, l’espace de types Sn(M) est un vrai compact.
Une extension élémentaireN d’une structure séparéeM est séparée. En effet, d’après le Théorème 20 de [1], la séparation
de Hausdorff équivaut à la possibilité d’amalgamer les homomorphismes entre tous lesmodèles de Tk(M) , et pas seulement
entre ceux d’entre eux qui sont existentiellement clos; et si on peut amalgamer dans Tk(M) , on peut aussi amalgamer dans
la classe plus restreinte Tk(N) .
Question. Est-ce qu’une restriction élémentaire d’une structure séparée est séparée?
Le Théorème d’omission des types est sujet à caution, même dans le cas séparé. Voici un contre-exemple: la structureM est
formée des points a0 , a1 , . . ., an , . . .; le langage comprend l’égalité, un symbole d’individu pour a0 , et des prédicats x 6= a1
, . . . x 6= an, . . .. Elle n’a ni extension, ni restriction élémentaire propre, et le type de a0 sur M , qui est à la fois non isolé et
réalisé, ne peut être omis.
Cet exemple très simple montre qu’il est parfois possible de séparer les espaces de types par une simple augmentation
du langage. Cela nous conduit à la définition suivante : nous appelons raffinement d’une structure une augmentation de
son langage par des négations de formules (positives) qui ne change ni ses extensions élémentaires, ni ses ensembles de
types, leur donnant seulement des topologies plus fines. Comme la réunion d’une suite croissante de raffinements en est
un, toute structure a des raffinements maximaux. Par exemple un vrai espace compact n’est pas raffinable, puisqu’une
bijection continue entre deux compacts est bicontinue, mais ce n’est pas le seul cas: nous verrons dans la section suivante
une structure sans raffinements séparés.
Dans le même ordre d’idées, on peut imaginer qu’une extension élémentaire N de M puisse raffiner la topologie des
types surM . Toutefois, le lemme suivant montre que les extensions élémentaires ne donnent pas une totale liberté de faire
cela (c’est ce qui semble rendre difficile la construction d’un contre-exemple à la question ci-dessus) :
Lemme. Si N est extension élémentaire de M, et l’élément a de M a un type non isolé dans S1(M), c’est-à-dire si x 6= a n’est pas
positivement définissable, alors il reste non isolé dans S1(N).
Démonstration. Supposons que f (x, b), où b est dansN , soit vraie de tout x sauf a; b satisfait à une raison positive g(y, a′),
avec a’ dansM , qui empêche f (a, b); la formule (∃y) f (x, y) ∧ g(y, a′) isole a dans S1(M). Fin
4. Structures bornées
Nous dirons qu’une structure est bornée s’il y a une borne au cardinal de ses extensions élémentaires. Vu la propriété
d’amalgamation, cela signifie encore qu’elle a une extension élémentaire maximale. A l’exception de celui qui suit, tous les
exemples présentés dans cet article sont bornés.
Une structure peut être à la fois infinie et bornée. Cela ne contredit pas le Théorème de compacité, à condition, bien sûr,
que l’inégalité ne soit pas positivement définissable.
Voici cependant un exemple de structure non bornée ou l’inégalité n’est pas (positivement) définissable. Considérons
des relations binaires symétriques g0(x, y), g1(x, y), . . . gn(x, y), . . ., et la théorie Tu déclarant qu’elles sont deux-à-deux
incompatibles, et aussi incompatibles avec l’égalité. N’importe lequel de ses modèles existentiellement clos est non-borné,
car il a des cliques infinies pour g0 (et aussi pour toutes les autres gn!). On peut rendre l’exemple séparé en le raffinant par
les compléments de g1, . . . , gn, . . ..
SiM est bornée, chaquepaire d’éléments distincts de l’extension élémentairemaximaleN deM doit satisfaire une formule
positive à paramètres dansM qui les empêche d’être égaux; on peut supposer ces formules symétriques, et, par compacité,
chacune d’elles à ses cliques de cardinal borné par un certain entier. Le Théorème d’Erdos-Rado limite le cardinal de N à
2L(M) . Dans le cas d’une structure séparée, le cardinal de N est celui de S1(M); en effet:
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Théorème 1. Si M est bornée et séparée, chaque type de S1(M) n’est réalisé qu’une seule fois dans l’extension élémentaire
maximale N de M .
Démonstration. Soit p un type (positif) sur M non réalisé dans M; si nous considérons N comme une structure de la
logique avec négation, p devient un type partiel sur N , qui est finiment réalisable dans M; par compacité, il s’étend en un
type complet q surN qui a la même propriété. Il a été observé dès [3] que les cohéritiers sont spéciaux, car si a et b ontmême
type sur M , f (x, a) ∧ ¬f (x, b) n’est pas satisfaisable dans M , si bien que le type q est invariant par M-automorphisme de
N . Soit x une réalisation de q dans une extension élémentaire négationiste (c’est-à-dire une extension élémentaire au sens
de la logique avec négation) P de N; P est un modèle de Tk(N). Par maximalité de N , il existe une rétraction de P sur N , qui
envoie x sur une réalisation a de p : cela signifie que toute formule positive, à paramètres dans N , qui est satisfaite par x l’est
aussi par a . S’il y avait une autre réalisation a′ de p dans N , l’invariance de q serait la cause d’une autre rétraction de P sur
N envoyant x sur a′; cela contredirait la propriété d’amalgamation des modèles de Tk(N) . Fin
Unebonne illustrationde ce théorèmeest donnéepar les rationnels du segment ]0 , 1[ , dans le langage≤ , dont l’extension
élémentaire maximale est formée du segment réel [0 , 1] . Une structure séparée et bornée a une espèce de complétion; son
extension élémentaire maximale est définie sur S1(M) , muni de la structure définie par les fermés des Sn(M) . On remarque
que les espaces de types S1(M) et S1(N) , ainsi que Sn(M) et Sn(N) , sont homéomorphes (une application bijective et continue
entre deux compacts est bicontinue).
Un contre-exemple non-séparé au Théorème 1 est le suivant. On considère un ensembleM = {a0, b0, a1, b1, . . . , an, bn,
. . .}, muni de la relation r binaire symétrique reliant chaque an au bn correspondant, des prédicats Pn satisfaits par an et bn ,
ainsi que de leurs compléments; l’unique extension élémentaire propre deM comprend deux points a et b à l’infini liés par
r , qui ont tous deuxmême type surM . On remarque que, dans S2(M) , on ne peut séparer le type de (a, a) de celui de (a, b);
l’obstacle à l’amalgamation dans les modèles de Tk(M) vient des couples (x, y) d’éléments distincts et non liés, qu’on peut
continuer au choix sur (a, a) ou sur (a, b). En conséquence du Théorème 1, cette structure n’a pas de raffinements séparés.
Pour conclure la section, disons quelques mots des modules, sur un anneau R. Dans le langage réduit à l’addition et aux
multiplications par les scalaires de R, la notion de R-module s’exprime par des axiomes h-inductifs. Le module nul est à
la fois sous-structure et image homomorphe de n’importe quel module, si bien que tous les modules ont même théorie
h-universelle, dont 0 est le seul modèle existentiellement clos.
La situation devient plus intéressante si on ajoute des constantes individuelles au langage. En effet, comme une formule
positive primitive ne fait que préciser une cossettemodulo un groupe 0-définissable, n’importe quelmoduleN positivement
|R|+-saturé est facteur direct dans tout modèle de Tu(N) , si bien que les modules sont des structures bornées, l’extension
élémentaire maximale deM étant ce que les algébristes appellent son enveloppe injective.
Un module est séparé ou pas; par exemple, parmi les groupes abéliens, Z est séparé, son enveloppe injective étant le
produit des entiers p-adiques, où p parcourt l’ensemble des nombres premiers; ses espaces de types, correspondant à des
classes de divisibilité, sont profinis. Par contre, nous verrons dans la prochaine section que Q n’est pas séparé.
5. Structures solitaires
Nous dirons qu’une structure est solitaire si elle n’a ni extension, ni restriction élémentaire propre. Par exemple, dans le
langage L(N), l’extension élémentaire maximale d’une structure bornée est solitaire.
On remarque que n’importe quel espace quasicompact est celui des 1-types d’une structure solitaire, de langage unaire
(un prédicat par fermé de l’espace).
Nous dirons qu’une structure infinieM est miséreuse si les seules parties définissables deM , avec paramètres dansM ,
sont celles qu’on ne peut éviter, à savoirM lui-même et ses parties finies.
Dans une structure miséreuse, on obtient une notion d’algébricité sur ∅ , ou sur un ensemble quelconque de paramètres.
Voici un exemple où elle ne satisfait pas au principe de l’échange: le langage est celui d’une relation binaire symétrique et
réflexive; la structure contient un point a lié à tous les autres, tandis que ces autres ne sont liés qu’à eux-mêmes et à a.
Théorème 2. Les miséreux sont solitaires.
Démonstration. Soit x dans une extension élémentaire du miséreux M; si x ne satisfait pas x = a, où a est dans M ,
c’est qu’il satisfait une autre formule à paramètres dans M contradictoire avec cette dernière. Comme elle est de la forme
x = a1 ∨ · · · ∨ x = an, x est dans M . Une structure miséreuse n’a donc pas d’extension élémentaire propre, et comme ses
restrictions élémentaires sont aussi miséreuses, elle n’en a pas non plus. Fin
A titre d’exercice, déterminons les groupes miséreux. On remarque tout d’abord que, dans le langage de la loi du groupe,
la notion de groupe s’exprime h-inductivement par les axiomes: (∀xyz) (x.y).z = x.(y.z) et (∀xy) (∃uv)x = u.y ∧ x = y.v.
Soit a dans G miséreux; sa classe de conjugaison est positivement définie, et ne peut être égale à G tout entier; elle est
donc finie, et le centralisateur de a, qui est positivement défini, est infini. On voit donc que a est central dans G, qui est par
conséquent commutatif. Si, pour tout entier n, nG est infini, G est divisible, et il faut que pour chaque nombre premier p il
n’ait qu’un nombre fini d’éléments d’ordre p . Si, pour un certain n, nG est fini, G est de torsion, et on voit facilement qu’il
doit être d’exposant premier.
Il est par ailleurs clair que les groupes satisfaisant à ces conditions sont miséreux, si bien que nous parvenons à cette
conclusion anecdotique: les groupes miséreux sont les mêmes que les groupes minimaux (voir [6]), et aussi que les groupes
fortement minimaux.
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Rappelons que, grâce à [7], un corps minimal de caractéristique p est algébriquement clos, mais qu’on ne sait toujours
pas ce qu’il en est en caractéristique nulle. Dans notre contexte positif, il n’y a pas de corps miséreux; en effet, si la notion de
corps s’axiomatise bien h-inductivement dans le langage (+, ., 1), sans oublier l’axiome h-universel¬(1+1 = 1), l’inégalité
x 6= y s’y définit positivement par la formule (∃z) x.z = y.z + 1.
On peut aussi faire joujou avec les structures positivement minimalesM , où chaque partie définissable deM est finie ou
cofinie, ou encore avec la dimension chirugicale positive, à la manière de [2].
6. Quelques mots sur les univers
Les univers ont été introduits dans [4], et leur version positive dans [5]. Si leurs extensions élémentaires sont
indépendantes du langage, leurs restrictions élémentaires demandent en fait le choix d’un langage générateur; un tel langage
est générateur aux constantes individuelles près, ce qui rappelle une problématique que nous avons rencontrée ici.
Dans cet article, nous avons parlé de structures, et non pas de leurs univers. Pourtant, la plupart des propriétés que nous
avons considérées sont insensibles au changement de langage, et ne dépendent que des univers; c’est ainsi qu’un univers
séparé et borné a une complétion, bien que la notion de type n’ait pas de sens au niveau des univers. La solitude, elle, est
sensible au langage; c’est une propriété plus forte pour un univers que pour la structure qui l’engendre; cependant, il est
vrai qu’un univers miséreux est solitaire.
Si je mentionne ici ces univers, ce n’est pas pour déplorer l’aveuglement des deux rapporteurs et de l’éditeur qui ont
rejeté le premier papier où il en était question; c’est pour faire remarquer qu’en théorie des univers comme en Logique
positive (même à propos de structures) on est souvent confronté à la nécessité de devoir fixer une partie conséquente du
langage pour obtenir le moindre résultat.
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