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A SEQUENT CALCULUS FOR CONSTRUCTIVE LOGIC
WITH STRONG NEGATION AS A SUBSTRUCTURAL
LOGIC
Abstract
Gentzen systems are introduced for Spinks and Veroff’s substructural logic cor-
responding to constructive logic with strong negation, and some logics in its
vicinity.
It has been shown by Spinks and Veroff in [9], [10] that the variety of
Nelson algebras, the algebras of constructive logic with strong negation N,
is term-equivalent to a certain variety of bounded commutative residuated
lattices called Nelson residuated lattices. An algebraic proof of this result,
simplifying some aspects of the presentation, has been given by Busaniche
and Cignoli in [4]. In this short note a sequent calculus is defined for Nel-
son residuated lattices by extending a sequent calculus (essentially CFLew
or AMALL, see e.g. [6]) for involutive bounded integral commutative resid-
uated lattices with a single structural rule. Using the translation of [9], [10]
this is also a calculus for the logic N, providing an alternative to systems in
the literature that make use either of decomposition rules acting on more
than one connective at a time (e.g. [1], [7]) or more complicated structures
for display calculi (e.g. [11]). The calculus can be used to show very easily
some known results for N such as the disjunction property, decidability, and
interpolation, and extended to obtain calculi for logics such as nilpotent
minimum logic NM [5] and  Lukasiewicz three-valued logic  L3.
A bounded integral commutative residuated lattice (BICRL for short) is
an algebra A = 〈A,∧,∨,,→,>,⊥〉 with binary operations ∧, ∨, , →,
and constants>, ⊥ such that: 〈A,∧,∨,>,⊥〉 is a bounded lattice; 〈A,,>〉
is a commutative monoid; and x  y ≤ z iff x ≤ y → z for all x, y, z ∈ A.
We also define ¬x =def x → ⊥; x ⊕ y =def ¬x → y; x0 =def >; and
xn+1 =def xxn for n ∈ N. A BICRL A is said to be involutive if ¬¬x = x
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for all x ∈ A. Following the terminology and simplified presentation of [4],
a Nelson residuated lattice is then an involutive BICRL satisfying:
((x2 → y) ∧ ((¬y)2 → ¬x)) → (x→ y) = >.
Via algebraization, the variety of Nelson residuated lattices NR is the
equivalent algebraic semantics of a logic NR defined for sets of formulas
T ∪ {ϕ} by T `NR ϕ iff {ψ = > : ψ ∈ T} |=NR ϕ = >. An axiom system
is obtained by extending any system for BICRLs with the schema:
(N) ((ϕ2 → ψ) ∧ ((¬ψ)2 → ¬ϕ)) → (ϕ→ ψ).
Let us define a sequent as an ordered pair of finite multisets of formu-
las, written Γ ⇒ ∆ and interpreted by I(Γ ⇒ ∆) = Γ → ⊕∆ where
?[ϕ1, . . . , ϕn] = ϕ1 ? . . . ? ϕn for ? ∈ {,⊕}, [] = >, and ⊕[] = ⊥. A se-
quent calculus CFLmew (essentially the calculus CFLew of [6] presented using
multisets rather than sequences and lacking exchange rules) for BICRLs is
given in Figure 1. The following standard rules for defined connectives ¬
and ⊕ are derivable in CFLmew:
Γ ⇒ ϕ,∆
Γ,¬ϕ⇒ ∆ (¬⇒)
Γ, ϕ⇒ ∆
Γ ⇒ ¬ϕ,∆ (⇒¬)
Γ1, ϕ⇒ ∆1 Γ2, ψ ⇒ ∆2
Γ1,Γ2, ϕ⊕ ψ ⇒ ∆1,∆2 (⊕⇒)
Γ ⇒ ϕ,ψ,∆
Γ ⇒ ϕ⊕ ψ,∆ (⇒⊕)
The sequent calculus GNR is CFLmew extended with the rule:
Γ,Γ,Π ⇒ Σ,∆,∆ Γ,Π,Π ⇒ Σ,Σ,∆
Γ,Π ⇒ Σ,∆ (n)
The axioms of the schema (N) are derivable as follows, where (for space
reasons) (n)∗ consists of (n) with extra applications of (wl) and (wr):
ψ⇒ψ (id) ψ⇒ψ (id)
ϕ⇒ϕ (id) ϕ⇒ϕ (id) ⇒ψ,¬ψ (⇒¬) ⇒ψ,¬ψ (⇒¬) ϕ⇒ϕ (id)
ϕ,ϕ⇒ϕ2 (⇒) ψ⇒ψ (id) ⇒ψ,ψ,(¬ψ)2 (⇒) ¬ϕ,ϕ⇒ (¬⇒)
ϕ2→ψ,ϕ,ϕ⇒ψ (→⇒) (¬ψ)2→¬ϕ,ϕ⇒ψ,ψ (→⇒)
(∧⇒)1 (∧⇒)2
(ϕ2→ψ)∧((¬ψ)2→¬ϕ),ϕ,ϕ⇒ψ (ϕ2→ψ)∧((¬ψ)2→¬ϕ),ϕ⇒ψ,ψ
(ϕ2→ψ)∧((¬ψ)2→¬ϕ),ϕ⇒ψ (n)
∗
(ϕ2→ψ)∧((¬ψ)2→¬ϕ)⇒ϕ→ψ (⇒→)
⇒((ϕ2→ψ)∧((¬ψ)2→¬ϕ))→(ϕ→ψ) (⇒→)
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Theorem 1. `GNR Γ ⇒ ∆ iff `NR I(Γ ⇒ ∆).
Proof. The right-to-left direction follows since (1) all the axioms of
NR are derivable in GNR and modus ponens is admissible for GNR (using
(cut)), and (2) `GNR Γ ⇒ ∆ iff `GNR⇒ I(Γ ⇒ ∆) (see [8]). For the
left-to-right direction, we need only show that the rule (n) is sound with
respect to NR. Let ϕ = I(Γ ⇒ ∆) and ψ = I(Π ⇒ Σ). If `NR ϕ ⊕ ϕ ⊕ ψ
and `NR ϕ⊕ ψ ⊕ ψ, then easily `NR (¬ϕ)2 → ψ and `NR (¬ψ)2 → (¬¬ϕ).
Hence `NR ((¬ϕ)2 → ψ) ∧ ((¬ψ)2 → (¬¬ϕ)) and so using (N) and modus
ponens, `NR ¬ϕ→ ψ as required. 
Initial Sequents
ϕ⇒ ϕ (id) ⊥ ⇒ (⊥⇒) ⇒ > (⇒>)
Logical Rules
Γ1 ⇒ ϕ,∆1 Γ2, ψ ⇒ ∆2
Γ1,Γ2, ϕ→ ψ ⇒ ∆1,∆2 (→⇒)
Γ, ϕ⇒ ψ,∆
Γ ⇒ ϕ→ ψ,∆ (⇒→)
Γ, ϕ, ψ ⇒ ∆
Γ, ϕ ψ ⇒ ∆ (⇒)
Γ1 ⇒ ϕ,∆1 Γ2 ⇒ ψ,∆2
Γ1,Γ2 ⇒ ϕ ψ,∆1,∆2 (⇒)
Γ, ϕ⇒ ∆ Γ, ψ ⇒ ∆
Γ, ϕ ∨ ψ ⇒ ∆ (∨⇒)
Γ ⇒ ϕ,∆
Γ ⇒ ϕ ∨ ψ,∆ (⇒∨)1
Γ ⇒ ψ,∆
Γ ⇒ ϕ ∨ ψ,∆ (⇒∨)2
Γ, ϕ⇒ ∆
Γ, ϕ ∧ ψ ⇒ ∆ (∧⇒)1
Γ, ψ ⇒ ∆
Γ, ϕ ∧ ψ ⇒ ∆ (∧⇒)2
Γ ⇒ ϕ,∆ Γ ⇒ ψ,∆
Γ ⇒ ϕ ∧ ψ,∆ (⇒∧)
Structural Rules
Γ1, ϕ⇒ ∆1 Γ2 ⇒ ϕ,∆2
Γ1,Γ2 ⇒ ∆1,∆2 (cut)
Γ ⇒ ∆
Γ, ϕ⇒ ∆ (wl)
Γ ⇒ ∆
Γ ⇒ ϕ,∆ (wr)
Figure 1. The Sequent Calculus CFLmew
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Cut-elimination for GNR (an algorithm transforming any derivation of a
sequent S in GNR into a derivation of S in GNR without (cut)) follows
from any one of several presentations of sufficient conditions in the liter-
ature. In particular, using conditions given in [8], it is enough to notice
that (n) is substitutive: roughly speaking, the rule is closed under the uni-
form substitution of formulas with a multiset of formulas on the left and a
multiset of formulas on the right.
Theorem 2. GNR admits cut-elimination.
Cut-elimination has some immediate consequences, obtained by considering
cut-free derivations of the relevant sequents.
Corollary 3. NR (and hence N) has the disjunction and constructible
falsity properties; i.e. `NR ϕ ∨ ψ iff `NR ϕ or `NR ψ, and `NR ¬(ϕ ∧ ψ) iff
`NR ¬ϕ or `NR ¬ψ.
A couple of other well-known facts for N can be established with just a
little more work.
Proposition 4. NR (and hence N) is decidable.
Proof. For a formula ϕ, consider the set Ξ of all sequents constructed
from subformulas of ϕ with no more than three occurrences of a formula
on the left or right. Clearly Ξ is finite. Moreover, it is an easy induction
to show that `GNR ⇒ϕ iff ⇒ϕ has a cut-free derivation in GNR using only
sequents from Ξ. But with loop-checking the search for such a derivation
must terminate, so NR is decidable. 
Proposition 5. NR (and hence N) admits Craig interpolation; i.e. if
`NR ϕ→ ψ, then there exists a formula χ whose variables occur in both ϕ
and ψ such that `NR ϕ→ χ and `NR χ→ ψ.
Proof. Follows the Maehara-style proof for CFLew described in [6]. 
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Cut-elimination also holds (see e.g. [8] for details) for the extension GNR∀
of GNR with the usual quantifier rules (distinguishing between bound vari-
ables x, y, . . . and free variables a, b, . . . ):
Γ, ϕ(t) ⇒ ∆
Γ, (∀x)ϕ(x) ⇒ ∆
Γ ⇒ ϕ(a),∆
Γ ⇒ (∀x)ϕ(x),∆
Γ, ϕ(a) ⇒ ∆
Γ, (∃x)ϕ(x) ⇒ ∆
Γ ⇒ ϕ(t),∆
Γ ⇒ (∃x)ϕ(x),∆
where a does not occur in the conclusions of the middle two rules.
Since the lattice connectives are preserved in the translations between
N and NR of [9], [10], GNR∀ is also a calculus for first-order N. Moreover,
it follows from cut-elimination that, e.g., both the prenex fragments and
the logics restricted to quantifiers, ∧, ∨, and ¬, are decidable.
Calculi for some other logics in the vicinity of N can also be defined. For
example, a sequent calculus for the variety of involutive BICRLs satisfying
> = (x ∧ ¬x) → (y ∨ ¬y) investigated in [4] is obtained by adding the
rule (md) of Figure 2 to CFLmew. For varieties satisfying the prelinearity
condition > = (x→ y) ∨ (y → x), a generalization of sequents is required.
A hypersequent (introduced by Avron [2] with a slightly different definition)
is a finite non-empty multiset of sequents, written Γ1 ⇒ ∆1 | . . . | Γn ⇒ ∆n
and interpreted by I(S1 | . . . | Sn) = I(S1) ∨ . . . ∨ I(Sn). For a sequent
rule with instances S1, . . . , Sn / S, the hypersequent version of the rule has
instances (G | S1), . . . , (G | Sn) / (G | S) where G is any hypersequent. A
calculus GNM for the nilpotent minimum logic NM of [5] then consists of
the hypersequent versions of the rules of GNR plus the (ew), (ec), and
(com) rules of Figure 2. Adding to GNM also the rule (w3) of Figure 2 (in
fact the rules (com) and (n) become redundant) gives a known calculus
for three-valued  Lukasiewciz logic  L3 (see [8] for details). Cut-elimination
for all these calculi follows from general results presented in [8].
Let us make one final remark. The extra rules for the calculi developed
above were obtained (fairly easily) by trial and error. However, the method-
ology of [3] should provide a more principled approach. In the cited paper
the authors give an algorithm for obtaining single-conclusion sequent and
hypersequent rules from Hilbert-style axioms falling into certain classes.
It is reasonable to expect that this can be extended to the involutive /
multiple-conclusion case.
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G | Γ1,Π1 ⇒ Σ1,∆1 G | Γ2,Π2 ⇒ Σ2,∆2
G | Γ1,Γ2 ⇒ ∆1,∆2 | Π1,Π2 ⇒ Σ1,Σ2 (com)
G
G | H (ew)
G | H | H
G | H (ec)
Γ,Γ ⇒ ∆,∆ Π,Π ⇒ Σ,Σ
Γ,Π ⇒ Σ,∆ (md)
G | Γ1,Π ⇒ Σ,∆1 G | Γ2,Π ⇒ Σ,∆2
G | Γ1,Γ2 ⇒ ∆1,∆2 | Π ⇒ Σ (w3)
Figure 2. Extra Sequent and Hypersequent Rules
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