The increasing use of expensive computer simulations in engineering places a serious computational burden on associated optimization problems. Surrogate modelling becomes standard practice in analyzing such expensive blackbox problems. Moreover, surrogate based optimization (SBO) is able to drastically reduce the number of needed function evaluations with respect to traditional methods. This paper briefly discusses several approaches available which use surrogate models for optimization and highlights one sequential design approach in particular, i.e., expected improvement. Expected improvement is described in detail, along with recent related work. The approach has been implemented in a readily available research platform for surrogate modelling and demonstrated on a concrete application from Electro-Magnetics (EM). The results hold competitive designs and one optimum is even able to outperform the reference optimum obtained using extensive domain specific knowledge.
Introduction
For many problems from science, and engineering it is impractical to perform experiments on the physical world directly (e.g., airfoil design, earthquake propagation). Instead, complex, physics-based simulation codes are used to run experiments on computer hardware. While allowing scientists more flexibility to study phenomena under controlled conditions, computer experiments require a substantial investment of computation time. This is especially evident for routine tasks such as optimization, sensitivity analysis and design space exploration [41] .
As a result researchers have turned to various approximation methods that mimic the behavior of the simulation model as closely as possible while being computationally cheap(er) to evaluate. This work concentrates on the use of data-driven approximations using compact surrogate models (also known as metamodels, or response surface models (RSM)). Examples of surrogate models include: rational functions, Gaussian Process (GP) models, and Support Vector Machines (SVM).
It is crucial to stress the distinction between local and global surrogate modelling. With the latter the surrogate model itself is the goal, i.e., constructing a global surrogate model that attempts to imitate the response of the real simulation model as closely as possible over the whole design space. The resulting global surrogate model is able to fully replace the expensive simulator in design and analysis. In contrast, local surrogate models used in optimization only seeks one or more optima, the surrogate model itself is often discarded as it contains little extra information.
Constructing accurate surrogate models as efficiently as possible is an entire research domain in itself. In order to come to an acceptable model, numerous problems and design choices need to be overcome (what data collection strategy to use, what model type is most applicable, how should the model parameters be tuned, which variables are relevant, how to integrate domain knowledge, etc.). This work describes a popular optimization method for expensive blackbox simulators based on surrogate modelling, i.e., expected improvement. This approach has been implemented as a data collection (=sequential design) strategy in a flexible research platform for surrogate modelling, the SUrrogate MOdelling (SUMO) Toolbox [13] . Consequently allowing different model types and model selection methods to be used without additional effort. Hence, the expected improvement implementation has been tested with 3 different modelling strategies on an optimization problem from Electro-Magnetics (EM).
Section 2 highlights critical components in surrogate modelling. In the next section the expected improvement approach and related work is presented, i.e., section 3. This approach is demonstrated to design an inter-digital filter. Details of the application are found in section 4, while the experimental setup is described in section 5. Results and conclusion form the last 2 sections of this paper, i.e., sections 6 and 7.
Surrogate modelling
As stated in the introduction, the principal reason driving surrogate model use is that the simulator is too time consuming to run for a large number of simulations. One model evaluation may take many minutes, hours, days or even weeks [41] . A simpler approximation of the simulator is needed to make optimization, design space exploration, etc. feasible.
An important aspect of surrogate modelling is data collection. Since data is computationally expensive to obtain, it is impossible to use traditional, one-shot, space filling designs. Data points must be selected iteratively, there where the information Figure 1 : Flow chart of the SUMO toolbox gain will be the greatest. A sampling function is needed that minimizes the number of sample points selected in each iteration, yet maximizes the information gain of each iteration step. This process is called sequential design, but is also known as active learning, or adaptive sampling. Other aspects of surrogate modelling include choosing the right type of approximation model for the problem at hand, a hyperparameter tuning strategy and a performance measure to asses the accuracy of the model.
The primary users of global surrogate modelling methods are application scientists, few of which will be experts in the intricacies of efficient sampling and modelling strategies. Their primary concern is obtaining an accurate replacement metamodel for their problem as fast as possible and with minimal overhead. Model (type) selection, model parameter optimization, sampling strategy, etc. are of lesser or no interest to them. At the same time every discipline or engineer has their preferred technique and approximation method and there is no such thing as a "one size fits all".
The authors argue a more holistic, integrated approach is needed to deal with the increasing diversity and computational complexity of current simulation codes. This has of course been noticed before (a discussion is given in [22] ). Various authors have proposed powerful and novel sequential replacement metamodelling techniques, e.g., [14, 6, 11] . However, there is still room for a more flexible, and automated approach to surrogate modelling, that does not mandate assumptions (but does not preclude them either) about the problem, model type, sampling algorithm, etc. Particularly, if such assumptions are neither applicable nor practical.
The software used in this paper is the SUMO Toolbox which is an adaptive tool that integrates different modelling approaches and implements a fully automated, adaptive global surrogate model construction algorithm. The general flow of the toolbox is illustrated in figure 1 . First, an experimental design, often from Design of Experiments (DOE), is specified and evaluated. Subsequently, surrogate models are built to fit this data as good as possible, according to a set of measures (e.g., cross validation). The model parameter (hyperparameters) are estimated using an optimization algorithm. The accuracy of the set of surrogate models is improved until no further improvement can be obtained (or when another stopping criterion such as time is met). If all stopping criteria are satisfied the process is halted and the final, best surrogate model is returned. On the other hand, when at least one criterion is not met, a sequential design strategy will select new samples to be evaluated and the surrogate models are updated with this new information. Given a simulation engine the toolbox is able to produce an accurate global surrogate model with as little user interaction as possible.
While the focus of the toolbox is thus on global surrogate models the toolbox is easily adapted to perform optimization of the expensive simulator. In fact, the optimization method discussed in section 3 is a data collection strategy and thus can simply be implemented as a new sequential design method. Other components of the toolbox (approximation methods, hyperparameter tuning strategies, performance measures, etc.) can be reused.
Expected improvement
Surrogate based optimization (SBO) is an important research domain to accelerate optimization of expensive simulation problems. Existing optimization algorithms have been adapted to reduce the number of function evaluations as well as utilizing parallel computing to speedup the optimization process. A good overview is given by [2] , however, optimization methods can still greatly benefit by taking advantage of surrogate models. The extra information gained helps in avoiding local optima and efficiently guiding the search to global optima. E.g., a surrogate model offers a cheap alternative to the expensive simulator for exploration and exploitation purposes, likewise the practitioner is able to explore the region of the final optimum quite easily, etc. Various directions have been taken to incorporate surrogate models in the optimization process.
Trust region frameworks manage a local surrogate model throughout the design space. The move limit strategy, i.e., a set of mathematical based or pure heuristic rules, determines the size and location of the surrogate model. For more information the reader is referred to Alexandrov et al. [1] . While trust region frameworks are widely used in large scale optimization problems they have the disadvantage of often overlooking the global optimum, as only a very small part of the design space is approximated by the local surrogate model. On the other hand, by approximating only one local part of the design space at a time, it is possible to optimize very difficult, non-linear blackbox functions.
Another, more recent, approach is to use global surrogate models and emphasize more on adaptive sampling. However note that while these surrogate models are a global approximation, they are not necessarily accurate over the whole design space, which depends on the adaptive sampling strategy. In engineering, adaptive sampling strategies are also known as infill criteria. Starting from an initial approximation of the design space, the infill criterion identifies new samples of interest (infill or update points) to update the approximation model. It is crucial in global SBO to strike a correct balance between exploration 1 and exploitation 2 . A well-known infill criterion that is able to effectively solve this trade-off is expected improvement, popularized by Jones et al. [17, 35] in the Efficient Global Optimization (EGO) algorithm. Although, to the best of the author's knowledge expected improvement has been suggested in literature as early as 1978 [27] . Jones wrote an excellent discussion to the infill criteria approach in [16] . Subsequently, Sasena compared different infill criteria for optimization and investigated extensions of those infill criteria for constrained optimization problems in [34] .
The expected improvement equation (4) is more easily interpreted graphically, as in figure 2. At − → x = 0.5 a Gaussian probability density function is shown that express uncertainty about the predicted function value. Thus, the uncertainty at any point − → x is treated as the realization of a random variable Y ( − → x ) with meanŷ =f ( x) (=prediction) and varianceŝ 2 =σ ( x) (=prediction variance). Assume the random variable is normally distributed, then the shaded area is the probability of improvement of any newly calculated function value y( − → x ) over the current minimum function value f min (the dotted line), denoted as P(y < f min ) where,
Φ(·) is the standard normal cumulative distribution function. The probability of improvement is already a very handy infill criterion. Although, this criterion describes the possibility of a better minimum function value, it does not quantify how large this improvement will be.
Expected improvement quantifies the improvement and is the first moment of the shaded area, i.e., every possible improvement over f min multiplied by the associated likeliness. For continuous functions this is an integral defined by,
1 enhancing the general accuracy of the surrogate model 2 enhancing the accuracy of the surrogate model solely in the region of the (current) optimum This can be further developed and the following closed formula is obtained for expected improvement,
where φ (·) and Φ(·) denote the standard normal probability density function and standard normal cumulative distribution function, respectively. Expected improvement and probability of improvement serve as utility functions, often conceived as figures of merit, which have to be optimized over − → x to find the subsequent sample point to evaluate. Note, however, that besides the predictionŷ =f ( − → x ) of the surrogate model, a point-wise error estimationŝ 2 =σ ( − → x ) is needed.
Therefore, the original EGO algorithm used kriging as surrogate model of choice, as kriging provides closed formulae for prediction as well as a point-wise error estimation. Unfortunately, a full mathematical description of kriging is out of scope for this paper. Kriging has been explained many times in the literature, hence, a small overview of the most influential papers is given here. A good starting point for kriging would be the introductions of Matheron et al. and Sacks et al. [26, 33] . Kriging, in fact, is part of a broader class of approximation methods, i.e., Gaussian Processes (GP). While traditional approximation methods only predict a single function value, GP methods predict a complete normal distribution Y ( x) ∼ N (ŷ,ŝ) for a point x. The predicted distribution imparts the probability that a particular function value occurs. Generally, in Bayesian analysis, it is also possible to use a stochastic process as prediction model, allowing any kind of distribution function. However, solving such approximation models require expensive (and sophisticated) Markov Chain Monte Carlo simulation (MCMC) (for an implementation, see [25] ) or a, more deterministic, variational technique [3] .
A good insight into expected improvement using a simple 1D approximation model (a so-called Wiener process) is given by Locatelli [23] . However, for a full overview of modern GP the reader is referred to Gibbs et al. [12] , and, the more recent, GP reference book of Rasmussen et al. [29] . Depending on the context some authors coin the term Gaussian process (temporal) or Gaussian Random Field Metamodels (GRFM; spatial) [7] , however, the underlying methods are the same. As a final note, in case there is a cheaper, but more inaccurate, simulator available multi-fidelity approximation models can be used. For instance, co-kriging is able to incorporate several levels of fidelity samples in its prediction [4, 19] . This has been successfully used to optimize a transonic civil aircraft wing in [9] . Over the years small changes and improvements to expected improvement have been suggested. Sobester et al. [38] added a weight w to the 2 terms comprising the expected improvement equation, intuitively referring to it as weighted expected improvement (see equation 5). The weights allow fine-tuning of the balance between exploitation and exploration. In addition, Radial Basis Functions (RBF) were used instead of kriging.
Parallel versions of EGO have been proposed by [37, 28] . While expected improvement is a very popular criterion, other infill criteria were suggested that solve the exploitation and exploration trade-off completely different. For instance, Regis et al. introduced the Constrained Optimization using Response Surfaces (CORS) method in [30] .
The prediction variance of kriging is known to underestimate the true error, this sometimes causes expected improvement to put too much stress on exploiting a single region of interest. Therefore, expected improvement has been extended to sample more conservatively, stressing the global exploration when the number of samples is low and tends to the normal expected improvement when the number of samples increase [10] . Another approach is to use (expensive) bootstrapping to estimate the prediction variance more accurately, as done by den Hertog et al. [5] .
While infill criteria are often optimized to find the best infill points there are other, less expensive, search strategies available. Wang et al., for instance, treat the infill criterion as a probability density function and propose a dimensional-free method to efficiently sample according to the probability given by the infill criterion. This has been implemented by considering the prediction itself as the infill criterion in [42, 36] , thus focusing only on exploitation, though other infill criteria may be used.
Another topic that has been the subject of extensive research is that of multiobjective surrogate based optimization (MOSBO). Expected improvement has been used in a multi-objective setup in various ways. ParEGO [20] uses a dynamic weighted sum of the objective functions. This aggregate function is approximated using kriging, afterwards expected improvement is used to determine the new point to be evaluated.
The dynamic part of the weighted sum involves randomly changing the weights every iteration. Thus, every iteration progress is made to identify a single optimum on the pareto front. After many iteration, this results in several optima which approximately cover the pareto front. Another approach is to apply the expected improvement concept directly to the Pareto front [18, 40] . Using this approach two kind of improvements can be distinguished. Points that augment the current front and points that improve on the front, which in turn consist of multiple levels of improvement (i.e., on how many points of the frontier it improves on). Other MOSBO techniques consist of hybrids between classic optimization techniques and surrogate models, e.g., the surrogate based variants of NSGA-II [40] . Although the research into MOSBO is still very young, an excellent overview of current research is already available in [21] and [8] .
Application
The studied application in this paper is a common type of inter-digital filters broadly used in antennae of cellular phones, speech recognition, etc. There are various ways to analyze such electronic circuits. Circuit simulation allows for very fast evaluation with reasonable accuracy, while finite element methods (FEM) provide high accuracy but are also the most expensive. The inter-digital filter presented in this paper has been solved by a domain expert, Swanson [39] , using a combination of analytic methods, circuit simulation and FEM. For the sake of illustration the finite element model presented herein is used to illustrate expected improvement, trying to achieve similar results as a domain expert.
The commercial CST MICROWAVE STUDIO R (CST MWS) software from Computer Simulation Technology (CST) is used for the full 3D simulation. CST MWS is a popular high frequency EM simulation tool widely used in the industry. To reproduce the finite element model in CST MWS a similar approach to the one of Swanson was used. A simplification of the 3D model is depicted as a top-down view in figure 3 and consists of 5 microstrip resonators layed out in parallel. The finite element model is fully parametrized by S1 = [32, 38] 3] (the numbers in the brackets are the bounds). The last 3 parameters define the offsets in millimeter of the strips with respect to the parallel part (dotted lines) of the neighboring strip. In particular, o f f 1 is the offset of the outer 2 strips, o f f 2 of the second and fourth strip and o f f 3 of the middle strip. In other words, the offsets implicitly define the length of each microstrip. While S1 and S2 (spacings) denote the gap between the outer 2 strips and the inner 2 strips, respectively. In sum, this adds up to a total of 5 geometric design variables that need to be optimized. The structure is symmetric and is constructed so that, for any given set of parameters, the design is modified to accommodate the other components.
The goal is to design a narrow-band filter which maximizes throughput centered on 2.44 GHz, with a 10% band-width. For practical purposes this is equal to minimizing the maximum of the S 11 -parameter curve, i.e., the reflection coefficient, in the 
Experimental setup
Version 6.1 of the SUMO toolbox is utilized to perform the optimization of the narrowband filter and is configured as followed. The initial set of samples is generated by a maximin Latin Hypercube Design (LHD; implemented as in [31] ) of 19 points together with 32 corner points, adding up to a total of 51 initial points. Several variants of expected improvement are available in the toolbox, but for this particular application the original expected improvement function as defined in section 3 is used to select infill points. The expected improvement function is optimized using the DIviding RECTangles (DIRECT) algorithm of Jones et al. [15] to determine the next sample point to evaluate. A time budget constraint of 24 hours is applied, i.e., the total process runs for 24 hours.
The aforementioned configuration is reproduced 3 times with different surrogate modelling strategies. The first 2 cases configure kriging as surrogate model of choice as implemented by the DACE toolbox [24] . More precisely, one time the DACE toolbox itself performs the hyperparameter optimization, which comprises maximum likelihood estimation (MLE) using pattern search. In the other run, the hyperparameters of the kriging model are identified by Matlab's Genetic Algorithm (GA) toolbox using 10-fold cross validation to guide the search. In the last, and final configuration, a custom implementation of blind kriging [32] is employed (MLE using the DIRECT algorithm). Optimization of the hyperparameters θ occur in log space with lower bounds θ lower = (−5, −5, −5, −5, −5), upper bounds θ upper = (3, 3, 3, 3, 3 ) and starting point θ 0 = (0, 0, 0, 0, 0). The kriging models based on the DACE toolbox use a linear regression function and all kriging models utilize the standard Gaussian corre- Figure 4 shows the progress of the optimization process, i.e., current minimum function value versus the number of samples evaluated. The solid line is the blind kriging configuration and performs worst in terms of the final optimum. This may look counter-intuitive, as blind kriging is a more powerful approximation model, but is easily explained by the fact that fitting a blind kriging model is twice as expensive as standard kriging, hence, less time is available to evaluate the expensive simulation code. For this particular problem the benefit of investing in evaluating extra samples is greater than the approximation method itself. On the other hand, kriging (GA) is able to produce better kriging models due to a large search with a genetic algorithm guided by cross validation, and, thus, that configuration finds attracting basins more quickly. However due to the cost of cross validation and evolutionary based strategies it is only able to evaluate approximately 190 samples before the time budget is exceeded, however, at that point it is the best performing method. The standard kriging configuration finds the best optimum. As it is significantly faster than the other 2 configurations, it is able to process more simulator runs, which, as said above, seems more important in this application than a really accurate approximation model. After about 220 function evaluations it finds the final optimum and still has time to select about 100 more samples to look for an even better optimum or validate the current one. It should be noted that the usefulness of more expensive surrogate modelling strategies (such as blind kriging) may improve when the time to run a simulation increases to hours or even days.
Results
For reference purposes the optimal design found by Swanson [39] (see section 4) is included in the comparison. While it is hard to outperform methods that use domain specific knowledge it can still serve as a baseline to compare the results. The final optima found using expected improvement are displayed in Surprisingly, the optimal design found by the kriging (MLE) configuration is found to perform better than the reference design, i.e., with respect to the same objective function. To compare the different designs fairly the S 11 -parameter curves are drawn in figure 5 . The reference design is constructed so that the ripples in the S 11 -parameter curve are of equal height (exact equal ripple tuning). This is important so the filter has consistent performance over the whole frequency range of interest. However, regard that the actual goal function used is the maximum of the S 11 -parameter curve in the frequency range [2.32, 2.56] GHz and equal ripple tuning has not been factored in. Thus, the optimum found in this paper is better on the goal function but has not exact equal ripples (though very close to), while the reference design is slightly more consistent on the whole frequency with regard to the ripples.
A large advantage of using surrogate models to aid optimization is the ability to easily explore the final (and intermediate) approximation models. The practitioner is able to cheaply analyze the robustness of the optimum, locate other interesting regions (e.g., local optima), etc. For illustration purposes the region of the best optimum of the kriging (MLE) run has been located and a plot is shown in figure 6 . This plot is a 2 dimensional slice of the full design space where the offset parameters are set constant according to the best optimum, i.e., o f f 1 = 6.16, o f f 2 = −2.67 and o f f 3 = −2.47. As expected this region is densely sampled as the figure of merit, i.e., expected improvement, exhaustively explored this promising region. The samples are denoted by the dots, the larger the dot the closer it is to the actual slice. 
Conclusion and future work
The main contribution of this work is the adaptive integration of different state-ofthe-art surrogate modelling components (sample selection, model tuning, ...) into a fully functional, flexible software implementation, applicable to a very wide range of domains, from global surrogate modelling to optimization of expensive simulation codes. This work illustrates this by integrating a popular optimization approach into a research platform, the SUMO toolbox, which focuses on global surrogate modelling. The result is a powerful set of methods which can be used whether the practitioner needs a global accurate approximation or optimization of the simulation code.
This optimization approach, i.e., expected improvement, has been thoroughly explained together with related work. Subsequently, expected improvement is used to optimize a narrow-band filter problem with no domain specific knowledge. The results are in comparison to a reference design obtained by an expert in the field and one test configuration is even able to improve upon this reference design.
Future work includes solving more real-world examples (e.g., antenna problems) and researching multi-objective surrogate based optimization (MOSBO) methods.
