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1. Introduction
In this paper, we consider stochastic delay evolution equations of the form
{
dX(s) = AX(s)ds + F (s, Xs)ds + G(s, Xs)dW (s), s ∈ [t, T ],
Xt = x,
(1.1)
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Xs(θ) = X(s + θ), θ ∈ [−τ ,0], and x ∈ C
([−τ ,0], H).
The Wiener process W takes values in a Hilbert space Ξ . A is the generator of a C0 semigroup
of bounded linear operator in another Hilbert space H and the coeﬃcients F and G are assumed
to satisfy Lipschitz conditions with respect to appropriate norms. Under suitable assumptions, there
exists a unique adapted process X(s, t, x), s ∈ [t − τ , T ], solution to (1.1).
Our approach to optimal control problems for stochastic delay evolution equations is based
on backward stochastic differential equations (BSDEs) which were ﬁrst introduced by Pardoux and
Peng [1]: see [2,3] as general references. In fact, we consider the following forward–backward system⎧⎪⎪⎪⎨⎪⎪⎪⎩
dX(s) = AX(s)ds + F (s, Xs)ds + G(s, Xs)dW (s), s ∈ [t, T ],
Xt = x,
dY (s) = −ψ(s, Xs, Y (s), Z(s))ds + Z(s)dW (s),
Y (T ) = φ(XT ).
(1.2)
For (1.2), if ψ and φ satisfy suitable conditions, there exists a unique continuous adapted solution,
denoted by (X(·, t, x), Y (·, t, x), Z(·, t, x)) in H × R ×Ξ . We deﬁne a deterministic function v : [0, T ]×
C → R by v(t, x) = Y (t, t, x), it turns out that v is unique mild solution of the generalization nonlinear
Kolmogorov equation:⎧⎪⎪⎨⎪⎪⎩
∂v(t, x)
∂t
+Lt
[
v(t, ·)](x) = ψ(t, x, v(t, x),∇0v(t, x)G(t, x)),
t ∈ [0, T ], x ∈ C, x(0) ∈ D(A),
v(T , x) = φ(x),
(1.3)
where
Lt[φ](x) = S(φ)(x) +
〈
Ax(0)10 + F (t, x)10,∇xφ(x)
〉
+ 1
2
d∑
i=1
∇2xφ(x)
(
G(t, x)ei10,G(t, x)ei10
)
, (1.4)
{ei}1id denotes a basis of Ξ . Setting ψ ≡ 0 and d = ∞, if v is suﬃciently regular, we show that v
is a classical solution of the Kolmogorov equation⎧⎨⎩
∂v(t, x)
∂t
+Lt
[
v(t, ·)](x) = 0, t ∈ [0, T ], x ∈ C, x(0) ∈ D(A),
v(T , x) = φ(x).
(1.5)
Here ∇xφ(x), ∇2x φ(x) denote the extensions of ∇xφ(x), ∇2x φ(x), respectively (see Lemma 2.1 and
Lemma 2.2). ∇0v(t, x) is deﬁned by ∇0v(t, x)G(t, x) = ∇xv(t, x)(G(t, x)10).
Consider a controlled equation of the form:⎧⎪⎨⎪⎩
dXu(s) = AXu(s)ds + F (s, Xus )ds + G(s, Xus )R(s, Xus ,u(s))ds + G(s, Xus )dW (s),
s ∈ [t, T ],
Xu = x.
(1.6)t
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minimizing a cost functional of the form:
J (u) = E
T∫
t
q
(
s, Xus ,u(s)
)
ds + Eφ(XuT ), (1.7)
over all admissible controls. Here q and φ are functions on [t, T ] × C × U and C , respectively. We
deﬁne the Hamiltonian function relative to the above problem: for all t ∈ [0, T ], x ∈ C , z ∈ Ξ ,
ψ(t, x, z) = inf{q(t, x,u) + zR(t, x,u): u ∈ U}. (1.8)
Then, under suitable conditions, we eventually show that v is the value function of the control prob-
lem.
Stochastic optimal control problem has been studied by several authors. In the papers [4–8], the
authors showed there exists a direct (classical or mild) solution of the corresponding Hamilton–
Jacobi–Bellman (HJB) equation, and the optimal feedback law is obtained by the solution. Using reg-
ularity properties of the transition semigroup of the associated Ornstein–Uhlenbeck process, F. Gozzi
[7,8] proved there exists unique mild solution of the associated HJB equation, under the diffusion
term only satisﬁes weaker nondegeneracy conditions.
The notion of viscosity solution for HJB equations has been successfully applied to stochastic op-
timal control problems (see [9–14] and references therein). In [10], P.L. Lions showed that the value
function of the stochastic control for Zakai’s equation coincides with the unique viscosity solution of
the associated dynamic programming equation. A. S´wie¸ch [12] proved the existence and uniqueness
of the viscosity solution for general unbounded second order partial differential equation. In [15,16],
optimal control problems for a special class of nonlinear stochastic differential equations with delay
are considered. Mou-Hsiung Chang et al. [17,18] treat an optimal control problem for general stochas-
tic differential equations with a bounded memory and show that the value function is the unique
viscosity solution of the HJB equation.
BSDEs are useful tools in the study of control problems, for example, [19–21]. The existence of
optimal control for stochastic systems in inﬁnite dimensions has been considered in [22–25]. Using
Malliavin calculus and BSDEs, M. Fuhrman and G. Tessitore [22] show that there exists unique mild
solution of nonlinear Kolmogorov equations and it coincides with the value function of the control
problem. In [24], the existence and uniqueness of the mild solution for the generalizations of the
Kolmogorov equations is proved and the existence of optimal control is obtained by the feedback law.
Some authors considered the Kolmogorov equations associated with stochastic evolution equations
(see [22] and the following articles) and with stochastic delay differential equations (see [24]). How-
ever, as far as we know, there are few authors who concentrated on Eqs. (1.3) and (1.4), for example
[26] for G as a constant. In this paper we want to extend the results of [22] and [24] to stochas-
tic delay evolution equations in Hilbert spaces. The main diﬃculties are that we have to ﬁnd some
extensions f and β of the functionals f : C → H and β : C × C → H such that, for every z ∈ H and
t ∈ (−τ ,0], f (z1[−τ ,t)) and β(z1[−τ ,t), z1[−τ ,t)) are well deﬁned and we should establish a formula
for the Malliavin derivative of a H-valued functional of a stochastic process with values in H . Thanks
to Lemma 2.1, Lemma 2.2 and Lemma 2.3, we can consider the optimal control problem of (1.1) and
the associated nonlinear Kolmogorov equations (1.3) and (1.4).
The paper is organized as follows. In the next section we introduce the basic notations and prove
Lemma 2.3, which is the key of many subsequent result. Section 3 is devoted to proving the regularity
in the Malliavin spaces of the solution for stochastic delay evolution equation. The forward–backward
system is considered and the formula (4.4) is proved in Section 4. In Section 5, the Kolmogorov
equations (1.3) and (1.5) are considered. We showed that (1.5) has a classical solution and v(t, x) is
unique mild solution of (1.3). Finally, applications to optimal control are presented in Section 6.
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We list some notations that are used in this paper. Let Ξ , K and H denote real separable Hilbert
spaces, with scalar products (·,·)Ξ , (·,·)K and (·,·)H , respectively. We assume Ξ is a ﬁnite dimen-
sional Hilbert space expected in Section 5.1. We use the symbol | · | to denote the norm in various
spaces, with a subscript if necessary. C = C([−τ ,0], H) denotes the space of continuous functions
from [−τ ,0] to H , endowed with the usual norm | f |C = supθ∈[−τ ,0] | f (θ)|H . L(Ξ, H) denotes the
space of all bounded linear operators from Ξ into H ; the subspace of Hilbert–Schmidt operators,
with the Hilbert–Schmidt norm, is denoted by L2(Ξ, H).
Let (Ω,F , P ) be a complete space with a ﬁltration {Ft}t0 which satisﬁes the usual condi-
tion, i.e., {Ft}t0 is a right continuous increasing family of sub-σ -algebra of F and F0 contains
all P -null sets of F . By a cylindrical Wiener process deﬁned on (Ω,F , P ), and with values in a
Hilbert space Ξ , we mean a family {W (t), t  0} of linear mappings Ξ → L2(Ω) such that for every
ξ,η ∈ Ξ , {W (t)ξ, t  0} is a real Wiener process and E(W (t)ξ · W (t)η) = (ξ,η)Ξ t . In the following,
{W (t), t  0} is a cylindrical Wiener process adapted to the ﬁltration {Ft}t0.
We say f ∈ C1(C; H) if f is continuous, Fréchet derivatives and ∇x f : C → L(C, H) is continuous.
We say g ∈ G0,1([0, T ]×C; H) if g is continuous, Gtâeaux derivatives with respect to x on [0, T ]×C
and ∇x g : [0, T ] × C → L(C, H) is strongly continuous.
Let Fc be the vector space of all simple functions of z1[a,c) where z ∈ H , c ∈ (a,b] and 1[a,c) :
[a,b] → R is the character function of [a, c). It is clearly that C([a,b], H) ∩ Fc = ∅. Form the direct
sum C([a,b], H) ⊕ Fc and give it the complete norm
‖y + z1[a,c)‖ = sup
s∈[a,.b]
∣∣y(s)∣∣+ |z|, y ∈ C([a,b], H), z ∈ H .
We say f : C([a,b], H) ⊕ Fc → K satisfying (V) if {xn}n1 is a bounded sequence in C([a,b], H)
and y + z1[a,c) ∈ C([a,b], H) ⊕ Fc such that xn(s) → y(s) + z1[a,c) as n → ∞ for all s ∈ [a,b], and
sups∈[a,b] |(xn(s) − y(s),hi)| |(z,hi)| for all i ∈ N , where {hi}i1 is a basis of H , then f (xn) → f (y +
z1[a,c)) as n → ∞.
Lemma 2.1. Let f ∈ L(C([a,b]; H); K ). Then, for every c ∈ (a,b], f has a unique continuous linear ex-
tension f : C([a,b], H) ⊕ Fc → K satisfying (V). Moreover, the extension map e : L(C([0, T ], H), K ) →
L(C([0, T ], H) ⊕ Fc, K ), f → f is a linear isometry into.
Proof. Let {hi}i1 be a basis of H . We deﬁne the bounded linear functional f i from C([a,b], R) to K
by
f i(x) = f (hix), x ∈ C
([a,b]; R),
and, for every y ∈ K , deﬁne f y from C([a,b]; H) to R by
f y(x) = f (x)y, x ∈ C([a,b]; H).
Then, f y can be extended to B([a,b], H) and get F y , moreover, ‖F y‖ = ‖ f y‖, where B([a,b], H)
denotes the space of bounded functions in [a,b] with the norm ‖x‖ = supatb |x(t)|, x ∈ B([a,b], H).
Let us deﬁne ki,y(ξ) = F y(hi1[a,ξ ]) for ξ ∈ [a,b].
Firstly, for all z ∈ H , y ∈ K and ‖y‖ = ‖z‖ = 1, let εi, j,y = sign[(z,hi)(ki,y(ξ j) − ki,y(ξ j−1))] and
a = ξ0 < ξ1 < · · · < ξn = b, we have that, for every N ∈ N,
n∑
j=1
∞∑
i=N+1
∣∣(z,hi)∣∣∣∣ki,y(ξ j) − ki,y(ξ j−1)∣∣= n∑
j=1
∞∑
i=N+1
(
εi, j,y(z,hi)
(
ki,y(ξ j) − ki,y(ξ j−1)
))
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n∑
j=1
∞∑
i=N+1
F y
(
εi, j,y(z,hi)(1[a,ξ j ] − 1[a,ξ j−1])hi
)
=
n∑
j=1
F y
( ∞∑
i=N+1
εi, j,y(z,hi)(1[a,ξ j ] − 1[a,ξ j−1])hi
)
= F y
(
n∑
j=1
(1[a,ξ j ] − 1[a,ξ j−1])
∞∑
i=N+1
εi, j,y(z,hi)hi
)

∥∥F y∥∥( ∞∑
N+1
(z,hi)
2
) 1
2
 ‖ f ‖
( ∞∑
N+1
(z,hi)
2
) 1
2
,
and, for a ﬁxed M > 0, for any ε > 0, there exists an n > 0 such that
M∑
i=N+1
∣∣(z,hi)∣∣ b∨
a
(
ki,y(ξ)
)
 ε +
M∑
i=N+1
∣∣(z,hi)∣∣ n∑
j=1
∣∣ki,y(ξ j) − ki,y(ξ j−1)∣∣
 ε + ‖ f ‖
( ∞∑
N+1
(z,hi)
2
) 1
2
.
Therefore, we obtain that
M∑
i=N+1
∣∣(z,hi)∣∣ b∨
a
(
ki,y(ξ)
)
 ‖ f ‖
( ∞∑
N+1
(z,hi)
2
) 1
2
.
Letting M → ∞ we show that
b∨
a
( ∞∑
i=N+1
(z,hi)k
i,y(ξ)
)

∞∑
i=N+1
∣∣(z,hi)∣∣ b∨
a
(
ki,y(ξ)
)
 ‖ f ‖
( ∞∑
i=N+1
(z,hi)
2
) 1
2
.
By the Riesz representation theorem [27, Theorem VI (7.2)–(7.3), pp. 492–496], for every f i , there
is a unique regular ﬁnite measure μi : Borel[a,b] → K such that
f i(x) =
b∫
a
x(s)dμi(s) for all x ∈ C([a,b], R).
For every y ∈ K , we have that f i(x)y = ∫ ba x(s)dμi(s)y, therefore, |μi(·)y| ∨ba(ki,y(ξ)). Deﬁne
f : C([a,b], H) ⊕ Fc → K by
f (x+ z1[a,c)) = f (x) +
∞∑
i=1
(z,hi)μ
i([a, c)), x ∈ C([a,b], H), z ∈ H, c ∈ (a,b].
Let {xn}n1 be a bounded sequence in C([a,b], H) such that xn(s) → x(s)+ z1[a,c)(s) as n → ∞ for
all s ∈ [a,b] and sups∈[a,b] |(xn(s) − x(s),hi)| |(z,hi)| for all i ∈ N . Then we have that
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
N∑
i=1
∣∣ f i((xn − x,hi))− (z,hi)μi([a, c))∣∣+
∣∣∣∣∣ f
( ∞∑
i=N+1
(
xn − x,hi
)
hi
)∣∣∣∣∣+
∣∣∣∣∣
∞∑
i=N+1
(z,hi)μ
i([a, c))∣∣∣∣∣
=
N∑
i=1
∣∣ f i((xn − x,hi))− (z,hi)μi([a, c))∣∣+
∣∣∣∣∣ f
( ∞∑
i=N+1
(
xn − x,hi
)
hi
)∣∣∣∣∣
+ sup
y∈K ,‖y‖=1
∣∣∣∣∣
∞∑
i=N+1
(z,hi)μ
i([a, c))y∣∣∣∣∣

N∑
i=1
∣∣∣∣∣
b∫
a
(
xn(s) − x(s) − z1[a,c)(s),hi
)
dμi(s)
∣∣∣∣∣+ ‖ f ‖
( ∞∑
i=N+1
(z,hi)
2
) 1
2
+ sup
y∈K ,‖y‖=1
∞∑
i=N+1
∣∣(z,hi)∣∣ b∨
a
(
ki,y(ξ)
)

N∑
i=1
∣∣∣∣∣
b∫
a
(
xn(s) − x(s) − z1[a,c)(s),hi
)
dμi(s)
∣∣∣∣∣+ 2‖ f ‖
( ∞∑
i=N+1
(z,hi)
2
) 1
2
.
For any ε > 0, ﬁrstly, letting N large enough such that 2‖ f ‖(∑∞i=N+1(z,hi)2) 12 < ε2 , then for the
ﬁxed N , by the dominated convergence theorem for vector-valued measures [27,28], we have that∑N
i=1 |
∫ b
a (x
n(s) − x(s) − z1[a,c)(s),hi)dμi(s)| < ε2 for n large enough. Therefore, we get that
lim
n→∞ f
(
xn
)= f (x+ z1[a,c)).
To prove uniqueness let f ′ ∈ L(C([a,b], H) ⊕ Fc, K ) be a continuous linear extension of f satis-
fying (V). For any z1[a,c) ∈ Fc choose a bounded sequence {xn}n0 in C([a,b], H) such that xn(s) →
z1[a,c) as n → ∞ for all s ∈ [a,b]; e.g. take
xn(s) =
⎧⎪⎨⎪⎩
z, s ∈ [a, c − 1n ],
nz(c − s), s ∈ (c − 1n , c],
0, s ∈ (c,b].
By (V) one has that
f ′(x+ z1[a,c)) = f ′(x) + f ′(z1[a,c)) = f (x) + lim
n→∞ f
(
xn
)= f (x) + f (z1[a,c)) = f (x+ z1[a,c)),
for all x ∈ C([a,b], H). Thus f ′ = f .
The map e from L(C([0, T ], H), K ) to L(C([0, T ], H)⊕ Fc, K ): f → f is clearly linear. Since f is an
extension of f , we have that ‖ f ‖ ‖ f ‖. On the other hand, let x= y+ z1[a,c) ∈ C([0, T ], H)⊕ Fc and
construct {xn}n1 in C([a,b], H) as above, so we have that∣∣ f (x)∣∣= lim
n→∞
∣∣ f (y + xn)∣∣ lim
n→∞‖ f ‖
∥∥y + xn∥∥
 lim
n→∞‖ f ‖
(‖y‖ + ∥∥xn∥∥)= ‖ f ‖(‖y‖ + |z|)= ‖ f ‖‖x‖
for all x ∈ C([0, T ], H) ⊕ Fc . Thus ‖ f ‖ ‖ f ‖. Therefore, ‖ f ‖ = ‖ f ‖ and e is an isometry into. 
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bounded sequences in C([a,b], H) and x + z11[a,c), y + z21[a,c) ∈ C([a,b], H) ⊕ Fc such that xn(s) →
x(s) + z11[a,c) , yn(s) → y(s) + z21[a,c) as n → ∞ for all s ∈ [a,b], and sups∈[a,b] |(xn(s) − x(s),hi)| 
|(z1,hi)|, sups∈[a,b] |(yn(s) − y(s),hi)|  |(z2,hi)| for all i ∈ N , then f (xn, yn) → f (x + z11[a,c), y +
z21[a,c)) as n → ∞.
Lemma 2.2. Let β : C([a,b], H) × C([a,b]; H) → R be a continuous bilinear map. Then, for every c ∈ (a,b],
β has a unique continuous bilinear extension β : [C([a,b], H)⊕ Fc]×[C([a,b], H)⊕ Fc] → R satisfying (W).
Proof. We deﬁne the bounded bilinear functional β i, j from C([a,b], R) × C([a,b], R) to R by
β i, j(x, y) = β(xhi, yh j), x, y ∈ C
([a,b]; R),
and deﬁne β i from C([a,b], R) × C([a,b]; H) to R by
β i(x, y) = β(xhi, y), x ∈ C
([a,b]; R), y ∈ C([a,b]; H).
By Theorem VI (7.2)–(7.3) in [28], we have that there is a unique measure ui, j : Borel[a,b] →
C([a,b], R)∗ such that for all ξ, y ∈ C([a,b], R)
β i, j(ξ, y) =
b∫
a
ξ(s)dui, j(s)y,
and by the Riesz representation theorem there is a unique regular ﬁnite measure μi,y : Borel[a,b] → R
such that
β i(x, y) =
b∫
a
x(s)dμi,y(s), x ∈ C([a,b]; R), y ∈ C([a,b]; H).
Hence, for all x, y ∈ C([a,b], H),
β(x, y) =
∞∑
i, j=1
b∫
a
(x,hi)(s)du
i, j(s)(y,h j) =
∞∑
i=1
b∫
a
(
x(s),hi
)
dμi,y(s).
If we let x, y have the form: x= (x,hi)hi , y = (y,h j)h j , then we get that
μi, j(·)(y,h j) = μi,(y,h j)h j (·), i, j ∈ N.
Deﬁne β˜ : [C([a,b], H) ⊕ Fc] × C([a,b], H) → R by
β˜(x+ z1[a,c), y) = β(x, y) +
∞∑
i=1
(z,hi)μ
i,y([a, c)), x, y ∈ C([a,b], H), z ∈ H, c ∈ (a,b].
Firstly, let us show that β˜(z1[a,c), y) is bounded linear functional with respect to y for every z ∈ H ,
and c ∈ (a,b]. Let {xn} be a sequence satisfying sups∈[a,b] |(xn(s),hi)| |(z,hi)| for all i  1 such that
limn→∞ xn = z1[a,c) . By Lemma 2.1, we have that
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n→∞β(xn, e1 y1 + e2 y2)
= lim
n→∞ e1β(xn, y1) + limn→∞ e2β(xn, y2)
= e1β˜(z1[a,c), y1) + e2β˜(z1[a,c), y2)
and
∥∥β˜(z1[a,c), ·)∥∥= sup
y∈C([a,b],H),‖y‖=1
∣∣β˜(z1[a,b), y)∣∣ sup
y∈C([a,b],H),‖y‖=1
∥∥β˜(·, y)∥∥|z|
= sup
y∈C([a,b],H),‖y‖=1
sup
x∈C([a,b],H),‖x‖=1
∣∣β(x, y)∣∣|z|
= ‖β‖|z|.
Let us deﬁne β : C([a,b], H) ⊕ Fc → [C([a,b], H) ⊕ Fc]∗ by
β(x+ z1[a,c)) = β˜(x+ z1[a,c)), x ∈ C
([a,b], H), z ∈ H, c ∈ (a,b].
Let {xn}n1, {yn}n1 be bounded sequences in C([a,b], H) such that xn(s) → x(s) + z11[a,c)(s)
and yn(s) → y(s) + z21[a,c)(s) as n → ∞ for all s ∈ [a,b] and sups∈[a,b] |(xn(s) − x(s),hi)|  |(z1,hi)|,
sups∈[a,b] |(yn(s) − y(s),hi)| |(z2,hi)| for all i ∈ N . Then we have that, for any ε > 0,
∣∣β(xn, yn)− β(x+ z11[a,c), y + z21[a,c))∣∣

∣∣β(xn, yn)− β˜(x+ z11[a,c), yn)∣∣+ ∣∣β˜(x+ z11[a,c), yn)− β(x+ z11[a,c), y + z21[a,c))∣∣

N∑
i=1
M∑
j=1
∣∣∣∣∣
b∫
a
(
xn(s) − x(s) − z11[a,c)(s),hi
)
dμi,(y
n,h j)h j (s)
∣∣∣∣∣
+
N∑
i=1
∣∣∣∣∣β
((
xn − x,hi
)
hi,
∞∑
j=M+1
(
yn,h j
)
h j
)∣∣∣∣∣+
N∑
i=1
∣∣∣∣∣β˜
(
(z1,hi)1[a,c)hi,
∞∑
j=M+1
(
yn,h j
)
h j
)∣∣∣∣∣
+
∣∣∣∣∣β
( ∞∑
i=N+1
(
xn − x,hi
)
hi, y
n
)∣∣∣∣∣+
∣∣∣∣∣β˜
( ∞∑
i=N+1
(z1,hi)1[a,c)hi, yn
)∣∣∣∣∣
+ ∣∣β˜(x+ z11[a,c), yn)− β(x+ z11[a,c), y + z21[a,c))∣∣

N∑
i=1
M∑
j=1
∣∣∣∣∣
b∫
a
(
xn(s) − x(s) − z11[a,c)(s),hi
)
dμi, j(s)
∣∣∣∣∣(‖z2‖ + ‖y‖C )
+ 2
N∑
i=1
‖β‖∣∣(z1,hi)∣∣
[( ∞∑
j=M+1
(z2,h j)
2
) 1
2
+ sup
s∈[a,b]
( ∞∑
j=M+1
(
y(s),h j
)2) 12]
+ 2‖β‖
( ∞∑
(z1,hi)
2
) 1
2 (‖z2‖ + ‖y‖C )+ ∣∣β˜(x+ z11[a,c), yn)− β(x+ z11[a,c), y + z21[a,c))∣∣.i=N+1
J. Zhou, B. Liu / J. Differential Equations 253 (2012) 2873–2915 2881Firstly, letting N be large enough such that 2‖β‖(∑∞i=N+1(z1,hi)2) 12 (‖z2‖ + ‖y‖C ) < ε3 , then
for the ﬁxed N , letting M be large enough such that 2
∑N
i=1 ‖β‖|(z1,hi)|[(
∑∞
j=M+1(z2,h j)2)
1
2 +
sups∈[a,b](
∑∞
j=M+1(y(s),h j)2)
1
2 ] < ε3 ; now for the ﬁxed M,N , by the dominated convergence
theorem and Lemma 2.1 we have that
∑N
i=1
∑M
j=1 |
∫ b
a (x
n(s) − x(s) − z11[a,c)(s),hi)dμi, j(s)|‖z2‖ +
|β˜(x+ z11[a,c), yn) − β(x+ z11[a,c), y + z21[a,c))| < ε3 for n large enough. Therefore, we get that
lim
n→∞β
(
xn, yn
)= β(x+ z11[a,c), y + z21[a,c)).
Finally we prove uniqueness. Let β ′ : [C([a,b], H) ⊕ Fc] × [C([a,b], H) ⊕ Fc] → R be a continuous bi-
linear extension of β satisfying (W). For any z11[a,c) ∈ Fc and z21[a,c) ∈ Fc choose bounded sequences
{xn}n0 and {yn}n0 in C([a,b], H) as in Lemma 2.1 such that xn(s) → z11[a,c) and yn(s) → z21[a,c) as
n → ∞ for all s ∈ [a,b]. By (W) one obtains that
β ′(x+ z11[a,c), y + z21[a,c)) = lim
n→∞β
(
x+ xn, y + yn)= β(x+ z11[a,c), y + z21[a,c)),
for all x, y ∈ C([a,b], H). Thus β ′ = β . 
For every h ∈ L2([0, T ];Ξ) we denote
W (h) =
T∫
0
h(t)dW (t).
For a given Hilbert space K , let SK be the set of K -valued random variables F of the form
F =
m∑
i=1
f i
(
W (h1),W (h2), . . . ,W (hn)
)
ki,
where h1,h2, . . . ,hn ∈ L2([0, T ];Ξ), {ki} is a basis of K and f1, f2, . . . , fm are inﬁnitely differentiable
functions Rn → R bounded together with all their derivatives. The Malliavin derivative DF of F ∈ SK
is deﬁned as the process Ds F , s ∈ [0, T ], where
Ds F =
m∑
i=1
n∑
l=1
∂l f i
(
W (h1),W (h2), . . . ,W (hn)
)
ki ⊗ hl(s).
By ∂l we denote the partial derivatives with respect to the lth variable and by ki ⊗ hl(s) denote
the operator u → ki(hl(s),u)Ξ . It is well known that the operator D : SK ⊂ L2(Ω; K ) → L2(Ω ×
[0, T ]; L2(Ξ ; K )) is closable. We denote by D1,2(K ) the domain of its closure, and use the same letter
to denote D and its closure:
D : D1,2(K ) ⊂ L2(Ω; K ) → L2(Ω × [0, T ]; L2(Ξ ; K )).
The adjoint operator of D:
δ : dom(δ) ⊂ L2(Ω × [0, T ]; L2(Ξ ; K ))→ L2(Ω, K )
is called Skorohod integral.
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∇x f (y)v =
d∑
i=1
(∇x f (y)(v, ei))⊗ ei,
and deﬁne ∇x f (y)v by
∇x f (y)v =
d∑
i=1
(∇x f (y)(v, ei))⊗ ei .
Here {ei}1id is a basis of Ξ . Now we prove a lemma which plays a key role in our paper.
Lemma 2.3. Let f ∈ C1(C([−τ , T ]; K ); H) and ∇x f be bounded. We assume that y ∈ L2P ([−τ , T ]; H) ∩
L2([−τ , T ];D1,2(H)) is a continuous process, {Dt y(s), s ∈ [t, T ]} is a continuous process for all t ∈ [0, T ]
satisfying
E sup
s∈[−τ ,T ]
∣∣y(s)∣∣2 < ∞; E T∫
0
sup
s∈[t,T ]
∣∣Dt y(s)∣∣2 dt < ∞.
Then f (y) ∈ D1,2(K ) and its Malliavin derivative is given by the formula: for a.e. t ∈ [0, T ] we have that
Dt
(
f (y)
)= ∇x f (y)Dt(y).
Proof. We apply the techniques introduced in Lemma 2.6 of [29]. Firstly, we assume that f is of the
form:
f (y) = g(y(s1), y(s2), . . . , y(sn)), (2.1)
where g ∈ C(Hn; K ), ∇x g is bounded and si ∈ [−τ , T ], i = 1,2, . . . ,n, so we have that f (y) ∈ D1,2(K )
and
Dt f (y) = Dt g
(
x(s1), x(s2), . . . , x(sn)
)= n∑
i=1
∇xi g
(
x(s1), x(s2), . . . , x(sn)
)
Dt
(
y(si)
)
.
On the other hand, by the deﬁnition of the Fréchet derivative, for every z ∈ C([−τ , T ]; H), we get that
∇x f (y)z =
n∑
i=1
∇xi g
(
x(s1), x(s2), . . . , x(sn)
)
z(si).
From Lemma 2.1 it follows that the above relation is true for all z ∈ C([−τ , T ]; H) ⊕ Ft , where t ∈
(−τ , T ] and ∇x f (y)z is replaced by ∇x f (y)z. Then we get that
Dt f (y) = ∇x f (y)Dt(y) =
n∑
i=1
∇xi g
(
x(s1), x(s2), . . . , x(sn)
)
Dt
(
y(si)
)
. (2.2)
In the general case, we deﬁne Pn : x ∈ C → Pnx ∈ C by
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(
k(T + τ )
n
− τ
)
+ n
T + τ
(
s − k(T + τ )
n
+ τ
)(
x
(
(k + 1)(T + τ )
n
− τ
)
− x
(
k(T + τ )
n
− τ
))
, s ∈
[
k(T + τ )
n
− τ , (k + 1)(T + τ )
n
− τ
)
and deﬁne f n(x) : x ∈ C → K by
f n(x) = f (Pnx), x ∈ C.
It is clearly that f n(x) is of the form described by (2.1), so we get that f n ∈ D1,2(K ) and
Ds f
n(y) = ∇x f n(y)Ds(y). (2.3)
By the deﬁnition of Fréchet derivative we can verify that, for z ∈ C ,
∇x f n(x)z = ∇x f (Pnx)Pnz.
We assume that z ∈ C([−τ , T ], H) ⊕ Ft , let us construct {zm}m0 in C([−τ , T ], H) as in Lemma 2.1,
by the deﬁnition of Pn ,
∇x f n(x)z = lim
m→∞∇x f
n(x)zm = lim
m→∞∇x f (Pnx)Pnz
m = ∇x f (Pnx)Pnz. (2.4)
Now we have that, for a suitable constant C > 0,
lim
n→∞ E
∥∥ f n(y) − f (y)∥∥2 = lim
n→∞ E
∥∥ f (Pn y) − f (y)∥∥2  lim
n→∞C E sups∈[−τ ,T ]
∥∥Pn y(s) − y(s)∥∥2 = 0,
and
lim
n→∞ E
T∫
0
∣∣Dt f n(y) − ∇x f (y)Dt(y)∣∣2L2(Ξ,H) dt
= lim
n→∞ E
T∫
0
∣∣∇x f (Pn y)PnDt(y) − ∇x f (y)Dt(y)∣∣2L2(Ξ,H) dt
 lim
n→∞2E
T∫
0
∣∣(∇x f (Pn y) − ∇x f (y) )PnDt(y)∣∣2L2(Ξ,H) dt
+ lim
n→∞2E
T∫
0
∣∣∇x f (y)(PnDt(y) − Dt(y))∣∣2L2(Ξ,H) dt
 lim
n→∞
[
2dE
T∫
0
∣∣∇x f (Pn y) − ∇x f (y))∣∣2 sup
s∈[0,T ]
∣∣Dt(y(s))∣∣2L2(Ξ,H) dt + 4dE
T∫
0
∣∣∇x f (y)∣∣2
× sup
s∈[0,T ]
∣∣Pn[Dt(y(t))1[−τ ,t)(s) + Dt(y(s))]− Dt(y(t))1[−τ ,t)(s) − Dt(y(s))∣∣2L2(Ξ,H) dt
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T∫
0
∣∣∇x f (y)(PnDt(y(t))− Dt(y(t))1[−τ ,t)(s)∣∣2L2(Ξ,H))dt
]
= 0.
It follows from the closedness of the operator D that f (y) ∈ D1,2(K ) and for a.e. t ∈ [0, T ],
Dt
(
f (y)
)= ∇x f (y)Dt(y).
The proof is ﬁnished. 
We note that it follows from the proof procedure of Lemma 2.1 that, for K = R ,
b∨
a
( ∞∑
i=1
(z,hi)k
i(ξ)
)

∞∑
i=1
∣∣(z,hi)∣∣ b∨
a
(
ki(ξ)
)
 ‖ f ‖. (2.5)
Then we have that
f (z1[c,b]) =
∞∑
i=1
(z,hi)
b∫
a
1[c,b] dμi(s) =
b∫
a
1[c,b] d
( ∞∑
i=1
(z,hi)μ
i(s)
)
=:
b∫
a
z1[c,b] d f (s), z ∈ H, c ∈ [a,b]. (2.6)
We also notice that, similarly to Lemma 2.5 in [24], Lemma 2.3 also holds true for f ∈ G1(C; H).
3. The forward equation
In this section we consider the system of stochastic delay evolution equation:{
dX(s) = AX(s)ds + F (s, Xs)ds + G(s, Xs)dW (s), s ∈ [t, T ],
Xt = x ∈ C
(3.1)
for s varying on the time interval [t, T ]. We make the following assumptions.
Hypothesis 3.1. (i) The operator A is the generator of a strongly continuous semigroup {et A, t  0} of
bounded linear operators in the Hilbert space H .
(ii) The mapping F : [0, T ] × C → H is measurable and satisﬁes, for some constant L > 0,∣∣F (t, x)∣∣ L(1+ |x|C ),∣∣F (t, x) − F (t, y)∣∣ L|x− y|C , t ∈ [0, T ], x, y ∈ C.
(iii) The mapping G: [0, T ] × C → L2(Ξ, H) is measurable and satisﬁes, for every t ∈ [0, T ] and
x, y ∈ C , ∣∣G(t, x)∣∣L2(Ξ,H)  L(1+ |x|C ),∣∣G(t, x) − G(t, y)∣∣L2(Ξ,H)  L(|x− y|C ), (3.2)
for some constants L > 0.
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F (·,·) ∈ G0,1([0, T ] × C, H), G(·,·) ∈ G0,1([0, T ] × C, L2(Ξ, H)).
We say that X is a mild solution of Eq. (3.1) if it is a continuous, {Ft}t0-predictable process with
values in H , and it satisﬁes: P -a.s.,⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
X(s) = e(s−t)Ax(0) +
s∫
t
e(s−σ )A F (σ , Xσ )dσ +
s∫
t
e(s−σ )AG(σ , Xσ )dW (σ ),
s ∈ [t, T ],
Xt = x ∈ C.
(3.3)
For every p ∈ [2,∞), let LpP (Ω,C([−τ , T ]; H)) denote the space of predictable process X with
continuous paths in H , such that the norm |X |p = Esupl∈[−τ ,T ]|X(l)|p is ﬁnite.
The following basic result on stochastic delay evolution equation can be achieved as Proposition 3.2
and Proposition 3.3 in [22].
Theorem 3.2. Assume Hypothesis 3.1(i)–(iii) holds. Then, for every p ∈ [2,∞), there exists a unique process
X ∈ LpP (Ω,C([−τ , T ]; H)) which is mild solution of (3.1). Moreover,
E sup
s∈[−τ ,T ]
∣∣X(s)∣∣p  C(1+ |x|C )p (3.4)
for some constant C depending only on p, γ , T , τ , L, and M =: sups∈[0,T ] |esA |.
If we further assume that Hypothesis 3.1(iv) holds true, then, for every p ∈ [2,∞), themap (t, x) → X·(t, x)
belongs to G0,1([0, T ] × C, LpP (Ω;C([0, T ];C))).
We extend the domain of the solution setting X(s, t, x) = x((s − t) ∨ (−τ )) for s ∈ [−τ , t).
We say u ∈ L˜1,p(H) if u ∈ Lp(Ω,C([−τ , T ]; H)) such that {Dtu(s), s ∈ [t, T ]} is a continuous process for
all t ∈ [0, T ] and satisﬁes that
E
T∫
0
sup
s∈[t,T ]
∣∣Dtu(s)∣∣p dt < ∞.
Lemma 3.3. If X ∈ L˜1,p(H) for p > 2, then the random processes
l∫
0
e(l−r)A F (r, Xr)dr,
l∫
0
e(l−r)AG(r, Xr)dW (r), l ∈ [0, T ],
belong to L˜1,p(H) and for all s and l with s < l, we have that
Ds
l∫
0
e(l−r)A F (r, Xr)dr =
l∫
s
e(l−r)A∇x F (r, Xr)Ds Xr dr,
Ds
l∫
0
e(l−r)AG(r, Xr)dW (r) = e(l−s)AG(s, Xs) +
l∫
s
e(l−r)A∇xG(r, Xr)Ds Xr dW (r). (3.5)
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e(l−r)AG(r, Xr) (u(r) = 0 for r > l or r < 0). We note that
E
T∫
0
∣∣u(r)∣∣p dr  T E sup
r∈[−τ ,T ]
∣∣u(r)∣∣p = T E sup
r∈[0,l]
∣∣e(l−r)AG(r, Xr)∣∣pL2(Ξ,H)
 T (ML)p E sup
r∈[0,l]
(
1+ |Xr |C
)p  T (ML)p E sup
r∈[−τ ,T ]
(
1+ ∣∣X(r)∣∣)p
< ∞.
From Lemma 2.3 it follows that Dsu(r) = e(l−r)A∇xG(r, Xr)Ds Xr for all s  r, whereas Dsu(r) = 0 for
s > r. By Hypothesis 3.1(iv), we have that
E
T∫
0
T∫
0
∣∣Dsu(r)∣∣p dr ds = E T∫
0
l∫
s
∣∣e(l−r)A∇xG(r, Xr)Ds Xr∣∣pL2(Ξ,L2(Ξ,H)) dr ds
 (2LM)pd
p
2 E
l∫
0
l∫
s
sup
θ∈[−τ ,0]
∣∣Ds Xr(θ)∣∣pL2(Ξ,H) dr ds
 (2LM)pd
p
2 T E
T∫
0
sup
r∈[s,T ]
∣∣Ds X(r)∣∣pL2(Ξ,H) ds
< ∞.
Now from the fact that the Skorohod and the Itô integral coincide for adapted integrands it follows
that
T∫
0
E
∣∣δ(Dsu)∣∣2 ds = T∫
0
E
∣∣∣∣∣
T∫
0
Dsu(r)dW (r)
∣∣∣∣∣
2
ds = E
T∫
0
T∫
0
∣∣Dsu(r)∣∣2 dr ds < ∞.
Since
δ(u) =
l∫
0
e(l−r)AG(r, Xr)dW (r), δ(Dsu) =
l∫
s
e(l−r)A∇xG(r, Xr)Ds Xr dW (r),
we get that (3.5) holds for all l ∈ [0, T ] by Proposition 3.4 in [30].
E
T∫
0
sup
l∈[s,T ]
∣∣∣∣∣Ds
l∫
0
e(l−r)AG(r, Xr)dW (r)
∣∣∣∣∣
p
ds
 cp E
T∫
sup
l∈[s,T ]
∣∣e(l−s)AG(l, Xl)∣∣p ds + cp E T∫ sup
l∈[s,T ]
∣∣∣∣∣
l∫
e(l−r)A∇xG(r, Xr)Ds Xr dW (r)
∣∣∣∣∣
p
ds0 0 0
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r∈[0,T ]
(|1+ |Xr |)p + cp(2LM)p(dT ) p2 E T∫
0
sup
r∈[s,T ]
∣∣Ds X(r)∣∣pL2(Ξ,H) ds
< ∞.
It shows that the process
∫ l
0 e
(l−r)AG(r, Xr)dW (r) belongs to L˜1,p(H). 
Theorem 3.4. Let Hypothesis 3.1 be satisﬁed, then X(l) ∈ D1,2(H) and
Ds X(l) = e(l−s)AG(s, Xs) +
l∫
s
e(l−σ )A∇x F (σ , Xσ )Ds Xσ dσ
+
l∫
s
e(l−σ )A∇xG(σ , Xσ )Ds Xσ dW (σ ), l ∈ [s, T ]. (3.6)
Proof. Let us consider the Picard approximation of stochastic delay evolution equation (3.3): X0(s) ≡
x(0), s ∈ [t, T ].
Xn+1(s) = e(s−t)Ax(0) +
s∫
t
e(s−σ )A F
(
σ , Xnσ
)
dσ +
s∫
t
e(s−σ )AG
(
σ , Xnσ
)
dW (σ ), s ∈ [t, T ],
and Xn(s) = x((s − t) ∨ (−τ )) for s ∈ [−τ , t). By the proof of Theorem 3.2, we get that Xn converges
to the solution of Eq. (3.3) in the space LpP (Ω;C([−τ , T ]; H)). From Lemma 3.3 it follows that Xn ∈
L˜1,p(H) and
Ds X
n+1(l) = e(l−s)AG(s, Xns )+ l∫
s
e(l−σ )A∇x F
(
σ , Xnσ
)
Ds X
n
σ dσ
+
l∫
s
∇x
(
e(l−σ )AG
(
σ , Xnσ
))
Ds X
n
σ dW (σ ), l ∈ [s, T ].
Similarly to [22], setting I(Xn)sl = e(l−s)AG(s, Xns ) for l s and I(Xn)sl = 0 for l < s; Γ1(Xn, DXn)sl =∫ l
s e
(l−σ)A∇x F (σ , Xnσ )Ds Xnσ dσ and Γ2(Xn, DXn)sl =
∫ l
s e
(l−σ)A∇xG(σ , Xnσ )Ds Xnσ dW (σ ). We deﬁne the
space Hp of processes Q sl , 0 s l  T , such that for every s ∈ [t, T ), Q sl , l ∈ [s, T ], is a predictable
process in L2(Ξ, H) with continuous paths, and such that
sup
s∈[0,T ]
E
(
sup
l∈[s,T ]
e−βp(l−s)|Q sl|pL2(Ξ,H)
)
< ∞.
We ﬁrst note that I(Xn) is a bounded sequence in Hp . Since
sup
s∈[0,T ]
E
(
sup
l∈[s,T ]
e−βp(l−s)
∣∣e(l−s)AG(s, Xns )∣∣pL2(Ξ,H)) MpLp sups∈[0,T ] E(1+ ∣∣Xns ∣∣C )p
Xn is a bounded sequence in Lp(Ω,C([−τ , T ]; H)). Next we show that
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s∈[0,T ]
E
(
sup
l∈[s,T ]
e−βp(l−s)
(∣∣Γ1(Xn, DXn)sl∣∣pL2(Ξ,H) + ∣∣Γ2(Xn, DXn)sl∣∣pL2(Ξ,H)))
 C(β) sup
s∈[0,T ]
E
(
sup
l∈[s,T ]
e−βp(l−s)
∣∣Ds Xn(l)∣∣pL2(Ξ,H)), (3.7)
where C(β) depends on β, p, L, T and M =: supl∈[0,T ] |elA |, and C(β) → 0 as β → ∞. For simplicity,
we only consider the operator Γ2. Fixed s ∈ [0, T ) we introduce the space of L2(Ξ, H)-valued con-
tinuous adapted processes Ql , l ∈ [s, T ], such that the norm ‖Q ‖ps = E supl∈[s,T ] e−βp(l−s)|Ql|pL2(Ξ,H)
is ﬁnite. We will use the so-called factorization method; see [31, Theorem 5.2.5]. Let us take p and
α ∈ (0,1) such that
1
p
< α <
1
2
and let c−1α =
s∫
σ
(s − r)α−1(r − σ)−α dr,
by the stochastic Fubini theorem
Γ2
(
Xn, DXn
)
sl = cα
l∫
s
l∫
σ
(l − r)α−1(r − σ)−αe(l−r)Ae(r−σ )A∇xG
(
σ , Xnσ
)
Ds X
n
σ dr dW (σ )
= cα
l∫
s
(l − r)α−1e(l−r)AV (r)dr,
where
V (r) =
r∫
s
(r − σ)−αe(r−σ )A∇xG
(
σ , Xnσ
)
Ds X
n
σ dW (σ ).
Setting q = p
(p−1) ,
∣∣Γ2(Xn, DXn)sl∣∣ cαM
l∫
s
(l − r)α−1|Vr |dr
 cαM
( l∫
s
eqβ(r−s)(l − r)q(α−1) dr
) 1
q
( l∫
s
e−pβ(r−s)
∣∣V (r)∣∣p dr)
1
p
,
and we get that
∥∥Γ2(Xn, DXn)∥∥ps  cpαMp
T∫
s
e−pβ(r−s)E
∣∣V (r)∣∣p dr sup
l∈[s,T ]
e−βp(l−s)
( l∫
s
eqβ(r−s)(l − r)q(α−1) dr
) p
q
 cpαMp
T∫
s
e−pβ(r−s)E
∣∣V (r)∣∣p dr( T∫ e−qβrrq(α−1) dr)
p
q
.0
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∥∥Γ2(Xn, DXn)∥∥s  cαM
( T∫
s
e−pβ(r−s)E
∣∣V (r)∣∣p dr) 1p( T∫
0
e−qβrrq(α−1) dr
) 1
q
.
By the Burkholder–Davis–Gundy inequalities, we have, for some constant cp depending only on p,
E
∣∣V (r)∣∣p  cp E( r∫
s
∣∣(r − σ)−2αe(r−σ )A∇xG(σ , Xnσ )Ds Xσ ∣∣2L2(Ξ);L2(Ξ ;H) dσ
) p
2

(
2MLd
1
2
)p
cp E
( r∫
s
(r − σ)−2α sup
θ∈[−τ ,0]
∣∣Ds Xσ (θ)∣∣2L2(Ξ,H) dσ
) p
2

(
2MLd
1
2
)p
cp
∥∥DXn∥∥ps
( r∫
s
(r − σ)−2αe2β(σ−s) dσ
) p
2
.
Then we obtain that
∥∥Γ2(Xn, DXn)∥∥s  2M2Lcαd 12 (T cp) 1p
( T∫
0
e−qβrrq(α−1) dr
) 1
q
( T∫
0
e−2βσ σ−2α dσ
) 1
2 ∥∥DXn∥∥s.
This inequality proves (3.7).
Finally, we show that there exists unique Q ∈Hp such that Q satisﬁes (3.6) and DXn → Q in Hp
as n → ∞. By the closedness of the operator D , one has that X(l) belongs to D1,2(H) and there exists
a version of DX such that DX = Q satisfying (3.6). 
Similarly to [24, Corollary 2.7], by a standard truncation procedure, we obtain the following result.
Corollary 3.5. Assume Hypothesis 3.1 holds true, X is the solution of (3.1) and f ∈ G1(C; R) satisﬁes∣∣∇x f (x)h∣∣ C |h|C (1+ |x|C )m, h, x ∈ C,
for some C > 0 and m 0. Then for every t ∈ [0, T ], f (Xt) ∈ D1,2 and for a.e. s ∈ [0, T ],
Ds
(
f (Xt)
)= ∇x f (Xt)Ds(Xt). (3.8)
4. The forward–backward system
In this section we consider the system of stochastic differential equations⎧⎪⎪⎪⎨⎪⎪⎪⎩
dX(s) = AX(s)ds + F (s, Xs)ds + G(s, Xs)dW (s), s ∈ [t, T ],
Xt = x,
dY (s) = −ψ(s, Xs, Y (s), Z(s))ds + Z(s)dW (s), (4.1)
Y (T ) = φ(XT )
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setting X(s, t, x) = x((s − t) ∨ (−τ )) for s ∈ [−τ , t).
We make the following assumptions.
Hypothesis 4.1. (i) The mapping ψ : [0, T ] × C × R × L2(Ξ, R) → R is Borel measurable such that, for
all t ∈ [0, T ], ψ(t, ·) : C × R × L2(Ξ, R) → R is continuous and for some L > 0 and m 1,
∣∣ψ(s, x, y1, z1) − ψ(s, x, y2, z2)∣∣ L(|y1 − y2| + |z1 − z2|),∣∣ψ(s, x, y, z)∣∣ L(1+ |x|mC + |y| + |z|), (4.2)
for every s ∈ [0, T ], x ∈ C , y, y1, y2 ∈ R , z, z1, z2 ∈ L2(Ξ, R).
(ii) The map ψ(t, · , · , ·) ∈ G1(C × R × L2(Ξ, R); R) and there exist L > 0 and m 1 such that∣∣∇xψ(t, x, y, z)h∣∣ L|h|C (1+ |x|C + |y|)m(1+ |z|)
for every t ∈ [0, T ], x,h ∈ C , y ∈ R and z ∈ L2(Ξ, R).
(iii) The map φ ∈ G1(C; R) and there exists L > 0 such that, for every x1, x2 ∈ C ,∣∣φ(x1) − φ(x2)∣∣ L|x1 − x2|C .
Firstly, we prove a technical result, Theorem 4.2, which will be used in the rest of this section.
Theorem 4.2. Assume that u : [0, T ]×C → R is a Borel measurable function such that u(t, ·) ∈ G1(C, R) and
∣∣u(t, x)∣∣+ ∣∣∇xu(t, x)∣∣ C(1+ |x|)m,
for some C > 0, m 0 and for every t ∈ [0, T ], x ∈ C . Then the joint quadratic variation on [t, T ′]
〈
u(·, X·),Wei
〉
[t,T ′] =
T ′∫
t
∇0u(s, Xs)G(s, Xs)ei ds,
for every x ∈ C , i = 1,2, . . . ,d and 0 T ′ < T .
Proof. We apply the techniques introduced in Theorem 3.1 of [24]. We only have to prove that
C := C[0,T ′]
(
u(·, X·),W i
)= 1

T ′∫
0
(
u(t + , Xt+) − u(t, Xt)
)(
W (t + )ei − W (t)ei
)
dt
→
T ′∫
0
∇0u(t, Xt)G(t, Xt)ei dt,
in probability as  → 0.
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u(t + , Xt+) − u(t, Xt)
)(
W (t + )ei − W (t)ei
)
= (u(t + , Xt+) − u(t, Xt)) t+∫
t
ei dW (s)
=
t+∫
t
Ds
(
u(t + , Xt+) − u(t, Xt)
)
ei ds +
t+∫
t
(
u(t + , Xt+) − u(t, Xt)
)
ei dW (s), (4.3)
where the symbol dW denotes the Skorohod integral.
Next we recall that Ds(u(t, Xt)) = 0 for s > t by the adaptedness, and from (3.8) and (4.3) we
deduce that
C = 1

T ′∫
0
t+∫
t
∇xu(t + , Xt+)Ds(Xt+)ei ds dt
+ 1

T ′+∫
0
s∧T ′∫
(s−)+
(
u(t + , Xt+) − u(t, Xt)
)
dtei dW (s)
= 1

T ′∫
0
t+∫
t
∇xu(t + , Xt+)e(t++θ−s)AG(s, Xs)ei ds dt
+ 1

T ′∫
0
t+∫
t
∇xu(t + , Xt+)
t++θ∫
s
Ds
(
e(t++θ−σ )AG(σ , Xσ )
)
dW (σ )ei ds dt
+ 1

T ′∫
0
t+∫
t
∇xu(t + , Xt+)
t++θ∫
s
Ds
(
e(t++θ−σ )A F (σ , Xσ )
)
dσ ei ds dt
+ 1

T ′+∫
0
s∧T ′∫
(s−)+
(
u(t + , Xt+) − u(t, Xt)
)
dtei dW (s)
= I1 + I2 + I3 + I4 .
By the similar procedure in Theorem 3.1 of [24], we can show that I2 + I3 + I4 → 0 in probability as
 → 0. Now let us compute the limit of I1 .
I1 =
1

T ′∫
0
t+∫
t
∇xu(t + , Xt+)e(t++θ−s)AG(s, Xs)ei ds dt
= 1

T ′+∫

t∫
∇xu(t, Xt)1[s−t,0](θ)e(t+θ−s)AG(s, Xs)ei ds dtt−
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
T ′+∫

t∫
t−
∇xu(t, Xt)1[s−t,0](θ)
(
e(t+θ−s)AG(s, Xs)ei − G(t, Xt)ei
)
dsdt
+ 1

T ′+∫

t∫
t−
∇xu(t, Xt)1[s−t,0](θ)G(t, Xt)ei ds dt
=: H1 + H2 .
Next let us show that H1 → 0, P-a.s. as  → 0.
∣∣H1∣∣  C(1+ sup
t∈[0,T ]
|Xt |C
)m 1

T ′+∫

t∫
t−
sup
s−tθ0
∣∣e(t+θ−s)AG(s, Xs)ei − G(t, Xt)ei∣∣dsdt
 C
(
1+ sup
t∈[0,T ]
|Xt |C
)m T∫
0
1

t∫
(t−)+
sup
s−tθ0
∣∣e(t+θ−s)AG(s, Xs)ei − G(t, Xt)ei∣∣dsdt
 CM
(
1+ sup
t∈[0,T ]
|Xt |C
)m T∫
0
sup
(t−)+st
∣∣G(s, Xs)ei − G(t, Xt)ei∣∣dt
+ C
(
1+ sup
t∈[0,T ]
|Xt |C
)m T∫
0
sup
0s
∣∣esAG(t, Xt)ei − G(t, Xt)ei∣∣dt
→ 0 P-a.s. as  → 0.
Now it remains to consider H2 . By (2.6),
H2 =
1

T ′+∫

t∫
t−
∇xu(t, Xt)1[s−t,0](θ)G(t, Xt)ei ds dt
= 1

T ′+∫

t∫
t−
0∫
−τ
1[s−t,0](θ)G(t, Xt)ei d∇xu(t, Xt)(θ)dsdt
= 1

T ′+∫

0∫
−
t+θ∫
t−
dsG(t, Xt)ei d∇xu(t, Xt)(θ)dt
= 1

T ′+∫

0∫
−
( + θ)G(t, Xt)ei d∇xu(t, Xt)(θ)dt
=
T ′+∫ 0∫ (
1+ θ

)+
G(t, Xt)ei d∇xu(t, Xt)(θ)dt. −τ
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0∫
−τ
(
1+ θ

)+
G(t, Xt)ei d∇xu(t, Xt)(θ)
→
0∫
−τ
1{0}(θ)G(t, Xt)ei d∇xu(t, Xt)(θ) = ∇0u(t, Xt)G(t, Xt)ei,
and by the dominated convergence theorem we obtain that
H2 →
T ′∫
0
∇0u(t, Xt)G(t, Xt)ei dt.
This shows that C converges in probability and its limit is
〈
u(·, X·),Wei
〉
[0,T ′] =
T ′∫
0
∇0u(s, Xs)G(s, Xs)ei ds. 
For p  2 we denote: Kp(t) = LpP (Ω;C([t, T ], R))× LpP (Ω; L2([t, T ],Ξ)) endowed with the natural
norm. For simplicity, we denote Kp(0) by Kp .
For the backward–forward system (4.1) we have the following basic result (see Proposition 5.2
in [22]).
Theorem 4.3. Assume Hypotheses 3.1 and 4.1 hold, then for every p ∈ [2,∞), there exists a unique solution in
LpmP (Ω,C([0, T ];C)) ×Kp of Eqs. (4.1) that will be denoted by (X(·, t, x), Y (·, t, x), Z(·, t, x)) and the map
(t, x) → (Y (·, t, x), Z(·, t, x)) belongs to G0,1([0, T ]×C;Kp). Moreover, for every h ∈ C , there exists a suitable
constant c > 0 such that
(
E sup
s∈[0,T ]
∣∣∇xY (s, t, x)h∣∣p) 1p  c|h|(1+ |x|m2C ).
Corollary 4.4. Assume Hypotheses 3.1 and 4.1 hold. Then the function v(t, x) = Y (t, t, x) belongs to
G0,1([0, T ] × C; R) and there exists a constant C > 0 such that |∇xv(t, x)h|  C |h|C (1 + |x|m2C ) for all
t ∈ [0, T ], x ∈ C and h ∈ C .
Moreover, for every t ∈ [0, T ] and x ∈ C , we have that
Y (s, t, x) = v(s, Xs(t, x)), P-a.s., for all s ∈ [t, T ],
Z(s, t, x) = ∇0v
(
s, Xs(t, x)
)
G
(
s, Xs(t, x)
)
, P-a.s., for a.e. s ∈ [t, T ]. (4.4)
Proof. By the similar procedure of Proposition 5.7 in [22], we can show that v ∈ G0,1([0, T ] × C; R),
and its property is a direct consequence of Theorem 4.3. From uniqueness of the solution of Eq. (4.1)
it follows that Y (s, t, x) = υ(s, Xs(t, x)), P-a.s. for all s ∈ [t, T ].
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interval [t, T ′]. By the backward stochastic differential equation we get that
〈
Y (·, t, x),Wei
〉
[t,T ′] =
T ′∫
t
Z(s, t, x)ei ds.
From Theorem 4.2 it follows that
〈
v
(·, X·(t, x)),Wei 〉[t,T ′] =
T ′∫
t
∇0v(s, Xs)G(s, Xs)ei ds.
Therefore, we obtain that
Z(s, t, x) = ∇0v
(
s, Xs(t, x)
)
G
(
s, Xs(t, x)
)
, P-a.s., for a.e. s ∈ [t, T ]. 
5. The Kolmogorov equation
5.1. Classical solution of the Kolmogorov equation
Some authors considered the classical solution of the Kolmogorov equation associated with
stochastic evolution equations (see [33]) and with stochastic delay differential equations (see [28,34]).
In this subsection, we study the classical solution of the Kolmogorov equation associated with stochas-
tic delay evolution equations.
Let X(s, t, x) denote the mild solution of the stochastic delay evolution equation{
dX(s) = AX(s)ds + F (s, Xs)ds + G(s, Xs)dW (s), s ∈ [t, T ],
Xt = x ∈ C
and Xs(t, x)(θ) = X(s + θ, t, x), θ ∈ [−τ ,0].
Let us introduce Lt . For a Borel measurable function f : C → R , we deﬁne
S( f )(x) = lim
h→0+
1
h
[
f (x˜h) − f (x)
]
, x ∈ C,
where x˜ : [−τ , T ] → H is an extension of x deﬁned by
x˜(s) =
{
x(s), s ∈ [−τ ,0),
x(0), s 0,
and x˜s is deﬁned by
x˜s(θ) = x˜(s + θ), θ ∈ [−τ ,0].
We denote by D̂(S) the domain of the operator S , being the set of f : C → R such that the above
limit exists for all x ∈ C . We note that D̂(S) does not contain C1b (C; R). We deﬁne D(S) as the set of
all functions Φ : [0, T ] × C → R such that Φ(t, ·) ∈ D̂(S) for all t ∈ [0, T ].
We deﬁne Lt by
Lt[φ](x) = S(φ)(x) +
〈
Ax(0)10 + F (t, x)10,∇xφ(x)
〉+ 1
2
∞∑
∇2xφ(x)
(
G(t, x)ei10,G(t, x)ei10
)
,i=1
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denote the extension of ∇xφ and ∇2x φ, respectively (see Lemma 2.1 and Lemma 2.2).
In this subsection, we will show that, if the function v(t, x) = Eφ(XT (t, x)) is suﬃciently regular,
then v(t, x) is a classical solution of the Kolmogorov equation:⎧⎨⎩
∂v(t, x)
∂t
+Lt
[
v(t, ·)](x) = 0, t ∈ [0, T ], x ∈ C, x(0) ∈ D(A),
v(T , x) = φ(x).
(5.1.1)
Let C∗ and C† be the space of bounded linear functionals f : C → R and bounded bilinear function-
als Φ : C × C → R , of the space C , respectively. We denote by C1,2lip ([0, T ] × C) the space of functions
Φ : [0, T ]×C → R such that ∂Φ
∂t : [0, T ]×C → R and ∇2xΦ : [0, T ]×C → C† are continuous and satisfy,
for a suitable constant K > 0,∥∥∇2xΦ(t, x) − ∇2xΦ(t, y)∥∥C†  K‖x− y‖, t ∈ [0, T ], x, y ∈ C.
We say v(t, x) is a classical solution of Eq. (5.1.1) if v ∈ C1,2lip ([0, T ]×C)∩D(S) and (5.1.1) is fulﬁlled
for any t ∈ [0, T ] and x ∈ C , where x(0) ∈ D(A).
We deﬁne xˆ by
xˆ(s) =
{
x(s), s ∈ [−τ ,0),
esAx(0), s 0
and xˆs is deﬁned by
xˆs(θ) = xˆ(s + θ), θ ∈ [−τ ,0].
Lemma 5.1.1. There exists a constant K > 0 independent of s such that∥∥∥∥ 1s − t E(Xs(t, x) − xˆs−t)
∥∥∥∥C  K , s ∈ (t, T ], x ∈ C. (5.1.2)
Moreover, if f ∈ C∗ we have that
lim
s→t+
1
s − t E f
(
Xs(t, x) − xˆs−t
)= f (F (t, x)10), x ∈ C.
Proof. By the deﬁnitions of Xs(t, x) and xˆs , we have that, for every s ∈ [t, T ],
Xs(t, x)(θ) − xˆs−t(θ)
=
{∫ s+θ
t e
(s+θ−σ )A F (σ , Xσ )dσ +
∫ s+θ
t e
(s+θ−σ )AG(σ , Xσ )dW (σ ), s + θ  t,
0, s + θ < t.
Hence, we get that[
E
(
1
s − t
(
Xs(t, x) − xˆs−t
))]
(θ) = E
[
1
s − t
(
Xs(t, x)(θ) − xˆs−t(θ)
)]
=
{
1
s−t
∫ s+θ
t E
[
e(s+θ−σ )A F (σ , Xσ )
]
dσ , s + θ  t,0, s + θ < t.
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lim
s→t+
[
E
(
1
s − t
(
Xs(t, x) − xˆs−t
))]
(θ) =
{
lims→t+ 1s−t
∫ s
t E[e(s−σ )A F (σ , Xσ )]dσ , θ = 0,
0, −τ  θ < 0
= F (t, x)10(θ).
Now let us prove (5.1.2). By Theorem 3.2, we get that
∣∣∣∣[E( 1s − t (Xs(t, x) − xˆs−t)
)]
(θ)
∣∣∣∣ Ms − t
s∫
t
E
(
1+ |Xσ |C
)
dσ  M sup
s∈[t,T ]
E
(
1+ |Xs|C
)
 M + C 12 (1+ |x|C )=: K .
Therefore, we have that ‖ 1s−t E(Xs(t, x) − xˆs−t)‖C  K for all s ∈ (t, T ].
Let us deﬁne X by
Xs(t, x)(θ) =
{∫ s+θ
t F (t, x)dσ , s + θ  t,
0, s + θ < t.
Then
lim
s→t+
sup
θ∈[−τ ,0]
∣∣∣∣[E( 1s − t (Xs(t, x) − xˆs−t − Xs)
)]
(θ)
∣∣∣∣
= lim
s→t+
sup
θ∈[t−s,0]
∣∣∣∣∣ 1s − t
s+θ∫
t
[
e(s+θ−σ )A
(
E
[
F (σ , Xσ )
]− F (t, x))+ (e(s+θ−σ )A F (t, x) − F (t, x))]dσ ∣∣∣∣∣
 lim
s→t+
sup
θ∈[t−s,0]
1
s − t
s∫
t
∣∣e(s+θ−σ )A E[F (σ , Xσ ) − F (t, x)]∣∣dσ
+ lim
s→t+
sup
σ∈[0,s−t]
∣∣eσ A F (t, x) − F (t, x)∣∣
 lim
s→t+
sup
θ∈[t−s,0]
1
s − t
( s∫
t
∣∣e(s+θ−σ )A E[F (σ , Xσ ) − F (σ , x)]∣∣dσ
+
s∫
t
∣∣e(s+θ−σ )A[F (σ , x) − F (t, x)]∣∣dσ)
 ML lim
s→t+
sup
σ∈[t,s]
E|Xσ − x|C + M lim
s→t+
sup
σ∈[t,s]
∣∣F (σ , x) − F (t, x)∣∣
= 0,
and
lim+
[
1
s − t Xs(t, x)(θ) − F (t, x)1[−τ ,0](θ)
]
= −F (t, x)1[−τ ,0)(θ).
s→t
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f ∈ C∗ , we get that
1
s − t E f
(
Xs(t, x) − xˆs−t
)= f [ 1
s − t E
(
Xs(t, x) − xˆs−t
)]
= f
[
E
(
1
s − t
(
Xs(t, x) − xˆs−t − Xs
))]+ f( 1
s − t Xs
)
.
By the property (V), we ﬁnally obtain that
lim
s→t+
1
s − t E f
(
Xs(t, x) − xˆs−t
)= f (F (t, x)10), x ∈ C. 
For every  > 0 and a.e. ω ∈ Ω , we deﬁne W ∗t+ ∈ C([−τ ,0],Ξ) by
W ∗t+(ω)(θ) =
{
1√

[
W (ω)(t +  + θ) − W (ω)(t)], θ ∈ (−,0],
0, θ ∈ [−τ ,−].
Lemma 5.1.2. Let β be a continuous bilinear functional on C . Then
lim
→0+
[
1

Eβ(Xt+ − xˆ, Xt+ − xˆ) − Eβ
(
G(t, x)W ∗t+,G(t, x)W ∗t+
)]= 0. (5.1.3)
Proof. Firstly, we prove that
lim
→0+
E
∥∥∥∥ 1√ (Xt+ − xˆ) − G(t, x)W ∗t+
∥∥∥∥2C = 0, (5.1.4)
where
G(t, x)W ∗t+(ω)(θ) =
{
1√

∫ t++θ
t e
(t++θ−σ )AG(t, x)dW (σ ), θ ∈ (−,0],
0, θ ∈ [−τ ,−].
Observe that
1√

(Xt+ − xˆ)(θ) − G(t, x)W ∗t+(θ)
=
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
1√

∫ t++θ
t e
(t++θ−σ )A F (σ , Xσ )dσ
+ 1√

∫ t++θ
t e
(t++θ−σ )AG(σ , Xσ )dW (σ )
− 1√

∫ t++θ
t e
(t++θ−σ )AG(t, x)dW (σ ), θ ∈ (−,0],
0, θ ∈ [−τ ,−].
Therefore, for a suitable constant C > 0 that can be different in different places
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→0+
(
E
∥∥∥∥ 1√ (Xt+ − xˆ) − G(t, x)W ∗t+
∥∥∥∥2C
)2
 lim
→0+
E sup
θ∈[−τ ,0]
∣∣∣∣ 1√ (Xt+ − xˆ)(θ) − G(t, x)W ∗t+(θ)
∣∣∣∣4
 C
2
lim
→0+
E sup
θ∈[−,0]
∣∣∣∣∣
t++θ∫
t
e(t++θ−σ )A F (σ , Xσ )dσ
∣∣∣∣∣
4
+ C
2
lim
→0+
E sup
θ∈[−,0]
∣∣∣∣∣
t++θ∫
t
e(t++θ−σ )A
(
G(σ , Xσ ) − G(t, x)
)
dW (σ )
∣∣∣∣∣
4
 C lim
→0+
−1
( t+∫
t
E|Xσ − x|4C dσ +
t+∫
t
∣∣G(σ , x) − G(t, x)∣∣4L2(Ξ,H) dσ
)
= 0.
Since β is continuous bilinear functional, for all  > 0,∣∣∣∣1 Eβ(Xt+ − xˆ, Xt+ − xˆ) − Eβ(G(t, x)W ∗t+,G(t, x)W ∗t+)
∣∣∣∣
=
∣∣∣∣Eβ( 1√ (Xt+ − xˆ) − G(t, x)W ∗t+, 1√ (Xt+ − xˆ) − G(t, x)W ∗t+
)
+ Eβ
(
1√

(Xt+ − xˆ) − G(t, x)W ∗t+,G(t, x)W ∗t+
)
+ Eβ
(
G(t, x)W ∗t+,
1√

(Xt+ − xˆ) − G(t, x)W ∗t+
)∣∣∣∣
 ‖β‖E
∥∥∥∥ 1√ (Xt+ − xˆ) − G(t, x)W ∗t+
∥∥∥∥2
+ 2‖β‖
[
E
∥∥∥∥ 1√ (Xt+ − xˆ) − G(t, x)W ∗t+
∥∥∥∥2]
1
2 [
E
∥∥G(t, x)W ∗t+∥∥4] 14 . (5.1.5)
On the other hand,
E
∥∥G(t, x)W ∗t+∥∥4 = E sup
θ∈[−,0]
∣∣∣∣∣ 1√
t++θ∫
t
e(t++θ−σ )AG(t, x)dW (σ )
∣∣∣∣∣
4
 M
4
2
( t+∫
t
∥∥G(t, x)∥∥2 dσ)2 = M4∥∥G(t, x)∥∥4. (5.1.6)
Combining (5.1.5) and (5.1.6) and letting  → 0+ give that
lim+
[
1

Eβ(Xt+ − xˆ, Xt+ − xˆ) − Eβ
(
G(t, x)W ∗t+,G(t, x)W ∗t+
)]= 0. (5.1.7)
→0
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lim
→0+
[
Eβ
(
G(t, x)W ∗t+,G(t, x)W ∗t+
)− Eβ(G(t, x)W ∗t+,G(t, x)W ∗t+)]= 0. (5.1.8)
We deﬁne Gn(t, x) ∈ L2(Ξ, H) by
Gn(t, x)y =
n∑
i=1
G(t, x)(y, ei)ei, y ∈ Ξ,
and Gn(t, x) ∈ L2(Ξ, H) by
Gn(t, x)y =
∞∑
i=n+1
G(t, x)(y, ei)ei, y ∈ Ξ.
We assume that Gn(t, x)y ∈ D(A) for all y ∈ Ξ , then
lim
→0+
E
∥∥Gn(t, x)W ∗t+ − Gn(t, x)W ∗t+∥∥2C
= lim
→0+
−1E sup
θ∈[−,0]
∣∣∣∣∣
t++θ∫
t
e(t++θ−σ )AGn(t, x) − Gn(t, x)dW (σ )
∣∣∣∣∣
2
= lim
→0+
−1E sup
θ∈[−,0]
∣∣∣∣∣
t++θ∫
t
t++θ−σ∫
0
erA AGn(t, x)dr dW (σ )
∣∣∣∣∣
2
= lim
→0+
−1E sup
θ∈[−,0]
∣∣∣∣∣
+θ∫
0
t++θ−r∫
t
er A AGn(t, x)dW (σ )dr
∣∣∣∣∣
2
= lim
→0+
−1E sup
θ∈[−,0]
∣∣∣∣∣
+θ∫
0
erA AGn(t, x)
(
W (t +  + θ − r) − W (t))dr∣∣∣∣∣
2
 lim
→0+
M2−1E
( ∫
0
sup
θ∈[r−,0]
∣∣AGn(t, x)(W (t +  + θ − r) − W (t))∣∣dr)2
 lim
→0+
M2
∫
0
E sup
θ∈[r−,0]
∣∣AGn(t, x)(W (t +  + θ − r) − W (t))∣∣2 dr
= lim
→0+
M2
∫
0
E sup
θ∈[r−,0]
∣∣∣∣∣
t++θ−r∫
t
AGn(t, x)dW (σ )
∣∣∣∣∣
2
dr
 lim
→0+
1
2
M2
∣∣AGn(t, x)∣∣2L2(Ξ,H)2
= 0.
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D(A) for all m  1, y ∈ Ξ and xm → Gn(t, x) in L2(Ξ, H) as m → ∞. Then for a suitable constant
C > 0,
E
∥∥Gn(t, x)W ∗t+ − Gn(t, x)W ∗t+ − (xmW ∗t+ − xmW ∗t+)∥∥2C
= −1E sup
θ∈[−,0]
∣∣∣∣∣
t++θ∫
t
(
e(t++θ−σ )A − I)(Gn(t, x) − xm)dW (σ )
∣∣∣∣∣
2
 −1C E
t+∫
t
∣∣Gn(t, x) − xm∣∣2L2(Ξ,H) dσ
= C ∣∣Gn(t, x) − xm∣∣2L2(Ξ,H).
Hence
E
∥∥Gn(t, x)W ∗t+ − Gn(t, x)W ∗t+∥∥2C
 2E
∥∥Gn(t, x)W ∗t+ − Gn(t, x)W ∗t+ − (xmW ∗t+ − xmW ∗t+)∥∥2C
+ 2∥∥xmW ∗t+ − xmW ∗t+∥∥2C
 2C
∣∣Gn(t, x) − xm∣∣2L2(Ξ,H) + 2∥∥(xmW ∗t+ − xmW ∗t+)∥∥2C .
For any ε > 0, ﬁrstly, letting m be large enough such that 2C |Gn(t, x) − xm|2L2(Ξ,H) < ε2 , then for
the ﬁxed m, there exists a constant δ > 0 such that 2‖(xmW ∗t+ − xmW ∗t+)‖2C < ε2 for all  < δ.
Therefore, we get that
lim
→0+
E
∥∥Gn(t, x)W ∗t+ − Gn(t, x)W ∗t+∥∥2C = 0.
Finally, we have that
E
∥∥G(t, x)W ∗t+ − G(t, x)W ∗t+∥∥2C
= −1E sup
θ∈[−,0]
∣∣∣∣∣
t++θ∫
t
e(t++θ−σ )AG(t, x) − G(t, x)dW (σ )
∣∣∣∣∣
2
 2E
∥∥Gn(t, x)W ∗t+ − Gn(t, x)W ∗t+∥∥2C
+ 2−1E sup
θ∈[−,0]
∣∣∣∣∣
t++θ∫
t
e(t++θ−σ )AGn(t, x) − Gn(t, x)dW (σ )
∣∣∣∣∣
2
 2E
∥∥Gn(t, x)W ∗t+ − Gn(t, x)W ∗t+∥∥2C + 2(M2 + 1)∣∣Gn(t, x)∣∣2L2(Ξ,H)
= 2E∥∥Gn(t, x)W ∗t+ − Gn(t, x)W ∗t+∥∥2C + 2(M2 + 1) ∞∑ ∣∣G(t, x)ei∣∣2H .
i=n+1
J. Zhou, B. Liu / J. Differential Equations 253 (2012) 2873–2915 2901Since |G(t, x)|L2(Ξ,H) < ∞, let n be large enough such that 2(M2 +1)
∑∞
i=n+1 |G(t, x)ei|2H < ε2 , then for
the ﬁxed n, there exists a constant δ > 0 such that 2‖(Gn(t, x)W ∗t+ − Gn(t, x)W ∗t+)‖2C < ε2 for all
 < δ. Therefore, we get that
lim
→0+
E
∥∥G(t, x)W ∗t+ − G(t, x)W ∗t+∥∥2C = 0.
By the same steps as above, we can show that (5.1.8) holds. Then, combining (5.1.7) and (5.1.8) we
get (5.1.3). 
Theorem 5.1.3. Suppose Φ ∈ C1,2lip ([0, T ] × C) ∩ D(S). Then, for each x ∈ C and x(0) ∈ D(A), we have that
lim
→0+
E[Φ(t + , Xt+(t, x))] − Φ(t, x)

= ∂
∂t
Φ(t, x) + S(Φ)(t, x) + 〈Ax(0)10 + F (t, x)10,∇xΦ(x) 〉
+ 1
2
∞∑
i=1
∇2xΦ(t, x)
(
G(t, x)ei10,G(t, x)ei10
)
. (5.1.9)
Proof. Since Φ ∈ C1,2lip ([0, T ] × C), then by Taylor’s theorem we get that
Φ
(
t + , Xt+(t, x)
)− Φ(t, x) = Φ(t + , Xt+(t, x))− Φ(t, Xt+(t, x))+ Φ(t, xˆ) − Φ(t, x)
+ ∇xΦ(t, xˆt+)(Xt+ − xˆ) + R2(), a.s., t > 0,
where
R2() =
1∫
0
(1− s)∇2xΦ
[
t, xˆ + s
(
Xt+(t, x) − xˆ
)](
Xt+(t, x) − xˆ, Xt+(t, x) − xˆ
)
ds, a.s.
Taking expectations, we show that
1

E
[
Φ
(
t + , Xt+(t, x)
)− Φ(t, x)]
= 1

E
[
Φ
(
t + , Xt+(t, x)
)− Φ(t, Xt+(t, x))]+ 1

[
Φ(t, xˆ) − Φ(t, x)
]
+ 1

E
[∇xΦ(t, xˆ)(Xt+(t, x) − xˆ)]+ 1

ER2(). (5.1.10)
From Φ ∈ C1,2lip ([0, T ] × C), it follows that
lim
→0+
1

E
[
Φ
(
t + , Xt+(t, x)
)− Φ(t, Xt+(t, x))]= ∂
∂t
Φ(t, x).
By Φ ∈ D(S), we have that
lim+
1 [
Φ(t, x˜) − Φ(t, x)
]= S(Φ)(x).→0 
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x(θ) =
{∫ +θ
0 Ax(0)dσ ,  + θ  0,
0,  + θ < 0.
By the deﬁnition of xˆ and x˜,
xˆ(θ) − x˜(θ) =
[
e(+θ)Ax(0) − x(0)]1[−,0](θ).
Then we show that
lim
→0+
sup
θ∈[−τ ,0]
∣∣∣∣1 [xˆ − x˜ − x](θ)
∣∣∣∣= lim
→0+
sup
θ∈[−,0]
∣∣∣∣∣1
+θ∫
0
[
eAσ Ax(0) − Ax(0)]dσ ∣∣∣∣∣
 lim
→0+
sup
σ∈[0,]
∣∣eAσ Ax(0) − Ax(0)∣∣
= 0.
Using the continuity of ∇2xΦ(t, ·), for every l ∈ [0,1], there exists a constant r ∈ (0,1) such that∣∣∣∣1∇xΦ(t, x˜ + l(xˆ − x˜))(xˆ − x˜) − 1∇xΦ(t, x)(xˆ − x˜)
∣∣∣∣

∥∥∇xΦ(t, x˜ + l(xˆ − x˜))− ∇xΦ(t, x)∥∥∥∥∥∥1 (xˆ − x˜)
∥∥∥∥

∥∥∇2xΦ(t, x+ r(x˜ + l(xˆ − x˜) − x))∥∥∥∥x˜ + l(xˆ − x˜) − x∥∥∥∥∥∥1 (xˆ − x˜)
∥∥∥∥

(∥∥∇2xΦ(t, x)∥∥+ K‖x˜ − x‖ + K‖xˆ − x˜‖)(‖x˜ − x‖ + ‖xˆ − x˜‖)∥∥∥∥1 (xˆ − x˜)
∥∥∥∥.
Letting  → 0+ we get that
lim
→0+
1

∇xΦ
(
t, x˜ + l(xˆ − x˜)
)
(xˆ − x˜) = lim
→0+
1

∇xΦ(t, x)(xˆ − x˜)
uniformly in l ∈ [0,1]. Therefore,
lim
→0+
1

[
Φ(t, xˆ) − Φ(t, x)
]= lim
→0+
1

[
Φ(t, xˆ) − Φ(t, x˜) + Φ(t, x˜) − Φ(t, x)
]
= lim
→0+
1

∇xΦ
(
t, x˜ + l(xˆ − x˜)
)
(xˆ − x˜) + S(Φ)(x)
= lim
→0+
1

∇xΦ(t, x)(xˆ − x˜) + S(Φ)(x)
= lim
→0+
1

∇xΦ(t, x)(xˆ − x˜ − x) + lim
→0+
1

∇xΦ(t, x)x + S(Φ)(x)
= 〈Ax(0)10,∇xΦ(t, x) 〉+ S(Φ)(x). (5.1.11)
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nuity of ∇xΦ(t, ·), we have
lim
→0+
∣∣∣∣1 E∇xΦ(t, xˆ)(Xt+(t, x) − xˆ)− 1 E∇xΦ(t, x)(Xt+(t, x) − xˆ)
∣∣∣∣
= lim
→0+
∣∣∣∣∇xΦ(t, xˆ)[1 E(Xt+(t, x) − xˆ)
]
− ∇xΦ(t, x)
[
1

E
(
Xt+(t, x) − xˆ
)]∣∣∣∣
 K lim
→0+
∥∥∇xΦ(t, xˆ) − ∇xΦ(t, x)∥∥
= 0.
Then, by Lemma 5.1.1, we obtain that
lim
→0+
1

E∇xΦ(t, xˆ)
(
Xt+(t, x) − xˆ
)= lim
→0+
1

E∇xΦ(t, x)
(
Xt+(t, x) − xˆ
)
= ∇xΦ(t, x)
(
F (t, x)10
)
. (5.1.12)
Finally, we look at the limit lim→0 1 ER2(). By the Burkholder–Davis–Gundy inequalities, for
some constant C that may vary from line to line, we have
E
∥∥Xt+(t, x) − xˆ∥∥4
= E sup
θ∈[−,0]
∣∣∣∣∣
t++θ∫
t
e(t++θ−σ )A F (σ , Xσ )dσ +
t++θ∫
t
e(t++θ−σ )AG(σ , Xσ )dW (σ )
∣∣∣∣∣
4
 8M4E
( t+∫
t
∣∣F (σ , Xσ )∣∣dσ)4 + 8C E( t+∫
t
∣∣G(σ , Xσ )∣∣2L2(Ξ,H) dσ
)2
 C
(
2 + 4).
Furthermore, for l ∈ [0,1], we have that
∣∣∣∣1 E∇2xΦ(t, xˆ + l(Xt+(t, x) − xˆ))(Xt+(t, x) − xˆ, Xt+(t, x) − xˆ)
− 1

E∇2xΦ(t, x)
(
Xt+(t, x) − xˆ, Xt+(t, x) − xˆ
)∣∣∣∣
 1

E
(∥∥∇2xΦ(t, xˆt+ + l(Xt+(t, x) − xˆ))− ∇2xΦ(t, x)∥∥∥∥Xt+(t, x) − xˆ∥∥2)
 1

[
E
∥∥∇2xΦ(t, xˆ + l(Xt+(t, x) − xˆ))− ∇2xΦ(t, x)∥∥2] 12 [E∥∥Xt+(t, x) − xˆ∥∥4] 12
 C 12
(
1+ 2) 12 [E∥∥∇2xΦ(t, xˆ + l(Xt+(t, x) − xˆ))− ∇2xΦ(t, x)∥∥2] 12 . (5.1.13)
But
2904 J. Zhou, B. Liu / J. Differential Equations 253 (2012) 2873–2915E
∥∥∇2xΦ(t, xˆ + l(Xt+(t, x) − xˆ))− ∇2xΦ(t, x)∥∥2  2K 2(‖xˆ − x‖2C + (E∥∥Xt+(t, x) − xˆ∥∥4C ) 12 )
 2K 2
(‖xˆ − x‖2C + C 12 (1+ 2) 12 ). (5.1.14)
Letting  → 0+ in (5.1.13) and (5.1.14), we get that
lim
→0+
1

E∇2xΦ
(
t, xˆ + l
(
Xt+(t, x) − xˆ
))(
Xt+(t, x) − xˆ, Xt+(t, x) − xˆ
)
= lim
→0+
1

E∇2xΦ(t, x)
(
Xt+(t, x) − xˆ, Xt+(t, x) − xˆ
)
uniformly in l ∈ [0,1].
We deﬁne a continuous bilinear functional γm : C([−τ ,0]; Rm) × C([−τ ,0]; Rm) → R by
γm( y˜, z˜) = ∇2xΦ(t, x)
(
G(t, x)y,G(t, x)z
)
, y, z ∈ C([−τ ,0];Ξ),
where y = ∑mi=1 yiei , z = ∑mi=1 ziei , yi, zi ∈ C([−τ ,0], R) and y˜ = (y1, y2, . . . , ym), z˜ = (z1, z2, . . . ,
zm) ∈ C([−τ ,0]; Rm). Let W ∗,mt+ =
∑m
i=1(W ∗t+ , ei)ei and Ŵ
∗,m
t+ =
∑∞
i=m+1(W ∗t+ , ei)ei for every m 1.
From Lemma 3.5 on p. 88 of [28], it follows that, for every m 1,
lim
→0+
Eγm
(
W˜ ∗,mt+ , W˜
∗,m
t+
)= m∑
i=1
γm(ki10,ki10),
where {ki}mi=1 is the canonical bases of Rm .
Now let us show that γm(ki10,ki10) = ∇2xΦ(t, x)(G(t, x)ei10,G(t, x)ei10). Take
xn(θ) =
{
ei, θ ∈ [−τ ,− 1n ],
−nθei, θ ∈ (− 1n ,0].
Clearly, G(t, x)xn → G(t, x)ei10 as n → ∞ and supn1 |(G(t, x)xn,h j)|  |(G(t, x)ei,h j)|. By prop-
erty (W), we have that
∇2xΦ(t, x)
(
G(t, x)ei10,G(t, x)ei10
)
= ∇2xΦ(t, x)
(
G(t, x)ei1[−τ ,0],G(t, x)ei1[−τ ,0]
)− ∇2xΦ(t, x)(G(t, x)ei1[−τ ,0],G(t, x)ei1[−τ ,0))
− ∇2xΦ(t, x)
(
G(t, x)ei1[−τ ,0),G(t, x)ei1[−τ ,0]
)+ ∇2xΦ(t, x)(G(t, x)ei1[−τ ,0),G(t, x)ei1[−τ ,0))
= γm(ki1[−τ ,0],ki1[−τ ,0]) − lim
n→∞
[∇2xΦ(t, x)(G(t, x)ei1[−τ ,0],G(t, x)xn)
+ ∇2xΦ(t, x)
(
G(t, x)xn,G(t, x)ei1[−τ ,0]
)− ∇2xΦ(t, x)(G(t, x)xn,G(t, x)xn)]
= γm(ki1[−τ ,0],ki1[−τ ,0]) − lim
n→∞
[
γm
(
ki1[−τ ,0], (xn, ei)ki
)
+ γm((xn, ei)ki,ki1[−τ ,0])− γm((xn, ei)ki, (xn, ei)ki)]
= γm(ki1[−τ ,0],ki1[−τ ,0]) − γm(ki1[−τ ,0],ki1[−τ ,0))
− γm(ki1[−τ ,0),ki1[−τ ,0]) + γm(ki1[−τ ,0),ki1[−τ ,0))
= γm(ki10, ei10).
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lim
→0+
E∇2xΦ(t, x)
(
G(t, x)W ∗,mt+ ,G(t, x)W
∗,m
t+
)= lim
→0+
1

Eγm
(
W˜ ∗,mt+ , W˜
∗,m
t+
)
=
m∑
i=1
∇2xΦ(t, x)
(
G(t, x)ei10,G(t, x)ei10
)
.
Since∣∣∣∣∣E∇2xΦ(t, x)(G(t, x)W ∗t+ ,G(t, x)W ∗t+)−
∞∑
i=1
∇2xΦ(t, x)
(
G(t, x)ei10,G(t, x)ei10
)∣∣∣∣∣

∣∣∣∣∣E∇2xΦ(t, x)(G(t, x)W ∗,mt+ ,G(t, x)W ∗,mt+ )−
m∑
i=1
∇2xΦ(t, x)
(
G(t, x)ei10,G(t, x)ei10
)∣∣∣∣∣
+
∣∣∣∣∣E∇2xΦ(t, x)(G(t, x)Ŵ ∗,mt+ ,G(t, x)Ŵ ∗,mt+ )−
∞∑
i=m+1
∇2xΦ(t, x)
(
G(t, x)ei10,G(t, x)ei10
)∣∣∣∣∣

∣∣∣∣∣E∇2xΦ(t, x)(G(t, x)W ∗,mt+ ,G(t, x)W ∗,mt+ )−
m∑
i=1
∇2xΦ(t, x)
(
G(t, x)ei10,G(t, x)ei10
)∣∣∣∣∣
+ 5∥∥∇2xΦ(t, x)∥∥
( ∞∑
i=m+1
∣∣G(t, x)ei∣∣2
)
,
by the similar procedure as in Lemma 5.1.2, we can show that
lim
→0 E∇
2
xΦ(t, x)
(
G(t, x)W ∗t+,G(t, x)W ∗t+
)= ∞∑
i=1
∇2xΦ(t, x)
(
G(t, x)ei10,G(t, x)ei10
)
.
From this and Lemma 5.1.2, by the dominated convergence theorem, one gets
lim
→0
1

ER2() =
1∫
0
(1− s) lim
→0 E∇
2Φ(t, x)
(
G(t, x)W ∗t+,G(t, x)W ∗t+
)
ds
= 1
2
∞∑
i=1
∇2Φ(t, x)(G(t, x)ei10,G(t, x)ei10). (5.1.15)
Letting  → 0+ in (5.1.10) and putting together the results of (5.1.11), (5.1.12) and (5.1.15), we ﬁnally
obtain (5.1.9). The proof is ﬁnished. 
Corollary 5.1.4. If the function v(t, x) ∈ C1,2lip ([0, T ]×C)∩ D(S), where v(t, x) = Eφ(XT (t, x)). Then, v(t, x)
is a classical solution of (5.1.1).
Proof. From the deﬁnition of v(t, x), it follows that v(T , x) = φ(x). Moreover, by Corollary 4.4 in this
case of ψ ≡ 0, we have that
Ev(t + , Xt+) = EY (t + , t, x) = EY (t, t, x) = v(t, x).
Hence the statement of the corollary follows by Theorem 5.1.3. 
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Let X(·, t, x) denote the mild solution of (3.3). In order to study the mild solution of the Kol-
mogorov equation, we ﬁrst introduce the Markov property of stochastic process Xs(t, x), s ∈ [t, T ].
Theorem 5.2.1. Assume Hypothesis 3.1(i)–(iii) holds. Then for arbitrary f ∈ Bb(C) and 0 t  l  s T , we
have that
E
[
f
(
Xs(t, x)
)∣∣Fl]= E( f (Xs(l, y)))∣∣y=Xl(t,x), P-a.s.
Proof. Without any loss of generality, we assume that f ∈ Cb(C). By Lemma 1.1 in [33] there exists a
sequence of C-valued Fl-measurable simple functions
fm : Ω → C, fm =
Nm∑
k=1
h(m)k I{ fm=h(m)k }
, Nm ∈ N,
where h(m)1 , . . . ,h
(m)
m are pairwise distinct and Ω =
⋃Nm
k=1{ fm = h(m)k }, such that∣∣ fm(ω) − Xl(t, x)(ω)∣∣ ↓ 0 for all ω ∈ Ω as n → ∞.
For any B ∈Fl , we have∫
B
f
(
Xs(t, x)
)
dP = E IB f
(
Xs
(
l, Xl(t, x)
))
= lim
m→∞ E IB f
(
Xs
(
l, fm(ω)
))= lim
m→∞
Nm∑
k=1
E
(
I B I{ fm=h(m)k }
f
(
Xs
(
l,h(m)k
)))
= lim
m→∞
Nm∑
k=1
[
E(I B I{ fm=h(m)k }
)E f
(
Xs
(
l,h(m)k
))]
= lim
m→∞ E
[
I B
Nm∑
k=1
[
I{ fm=h(m)k }
E f
(
Xs
(
l,h(m)k
))]]
= lim
m→∞ E
[
I B E f
(
Xs(l, y)
)∣∣
y= fm
]
=
∫
B
E f
(
Xs(l, y)
)∣∣
y=Xl(t,x) dP ,
and we get that
E
[
f
(
Xs(t, x)
)∣∣Fl]= E f (Xs(l, y))∣∣y=Xl(t,x), P-a.s.
The proof is ﬁnished. 
We denote by B(C) the set of measurable functions φ : C → R with polynomial growth. The tran-
sition semigroup Pt,s is deﬁned for arbitrary φ ∈ B(C) by the formula
Pt,s[φ](x) = Eφ
(
Xs(t, x)
)
, x ∈ C,
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shows that Pt,s is well deﬁned from B(C) to itself. Clearly, Pt,s P s,l = Pt,l , t  s l.
We study a generalization Kolmogorov equation of the following form:⎧⎪⎪⎨⎪⎪⎩
∂v(t, x)
∂t
+Lt
[
v(t, ·)](x) = ψ(t, x, v(t, x),∇0v(t, x)G(t, x)),
t ∈ [0, T ], x ∈ C, x(0) ∈ D(A),
v(T , x) = φ(x).
(5.2.1)
Deﬁnition 5.2.2. We say a function v : [0, T ] × C → R is a mild solution of the nonlinear Kolmogorov
equation (5.2.1) if v ∈ G0,1([0, T ] × C; R), there exist some constants C > 0, q 0 such that∣∣∇xv(t, x)h∣∣ C |h|(1+ |x|)q, t ∈ [0, T ], x,h ∈ C, (5.2.2)
and the following equality holds true,
v(t, x) =
T∫
t
Pt,s
[
ψ
(
s, ·, v(s, ·),∇0v(s, ·)G(s, ·)
)]
(x)ds + Pt,T [φ](x), t ∈ [0, T ], x ∈ C. (5.2.3)
We note that the formula (5.2.3) is meaningful if ∇0v is well deﬁned and provided ψ(t, · , · , ·) and
v(t, ·) satisfy polynomial growth and measurability conditions.
Theorem 5.2.3. Assume that Hypotheses 3.1 and 4.1 hold. Then there exists a unique mild solution v of the
nonlinear Kolmogorov equation (5.2.1). The function v coincides with the one introduced in Corollary 4.4.
Proof. (Existence) Let v be the function deﬁned in Corollary 4.4. Then, v has the regularity prop-
erties stated in Deﬁnition 5.2.1. It remains to prove that equality (5.2.3) holds true. It follows from
Corollary 4.4 that
Pt,s
[
ψ
(
s, ·, v(s, ·),∇0v(s, ·)G(s, ·)
)]
(x)
= E[ψ(s, Xs(t, x), v(s, Xs(t, x)),∇0v(s, Xs(t, x))G(s, Xs(t, x)))]
= Eψ(s, Xs(t, x), Y (s, t, x), Z(s, t, x)).
Hence we get that
T∫
t
Pt,s
[
ψ
(
s, ·, v(s, ·),∇0v(s, ·)G(s, ·)
)]
(x)ds = E
T∫
t
ψ
(
s, Xs(t, x), Y (s, t, x), Z(s, t, x)
)
ds. (5.2.4)
The backward equation of system (4.1) is
Y (t, t, x) +
T∫
t
Z(s, t, x)dW (s) =
T∫
t
ψ
(
s, Xs(t, x), Y (s, t, x), Z(s, t, x)
)
ds + φ(XT (t, x)).
Taking expectation and applying (5.2.4) we obtain the equality (5.2.3).
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v(s, x) = Eφ(XT (s, x))+ E T∫
s
[
ψ
(
σ , Xσ (s, x), v
(
σ , Xσ (s, x)
)
,∇0v
(
σ , Xσ (s, x)
)
G
(
σ , Xσ (s, x)
))]
dσ .
Since Xσ (s, x) is independent of Fs , we can replace the expectation occurring in the last formula by
conditional expectation given by Fs . By Xσ (s, x) is Fs-measurable, we can replace x by Xs(t, x). Using
the identity Xσ (s, Xs(t, x)) = Xσ (t, x), we obtain that
v
(
s, Xs(t, x)
)= E[φ(XT (t, x))∣∣Fs]
+ E
[ T∫
s
[
ψ
(
σ , Xσ (t, x), v
(
σ , Xσ (t, x)
)
,∇0v
(
σ , Xσ (t, x)
)
G
(
σ , Xσ (t, x)
))]
dσ
∣∣∣Fs]
= E[ξ |Fs]
− E
[ s∫
t
[
ψ
(
σ , Xσ (t, x), v
(
σ , Xσ (t, x)
)
,∇0v
(
σ , Xσ (t, x)
)
G
(
σ , Xσ (t, x)
))]
dσ
∣∣∣Fs],
where
ξ = φ(XT (t, x))+ T∫
t
[
ψ
(
σ , Xσ (t, x), v
(
σ , Xσ (t, x)
)
,∇0v
(
σ , Xσ (t, x)
)
G
(
σ , Xσ (t, x)
))]
dσ .
By the representation theorem (see Proposition 4.1 in [22]), there exists Z˜ ∈ L2P (Ω × [0, T ],Ξ) such
that E[ξ |Fs] = v(t, x) +
∫ s
t Z˜(σ )dW (σ ), s ∈ [t, T ]. Therefore,
v
(
s, Xs(t, x)
)= v(t, x) + s∫
t
Z˜(σ )dW (σ )
−
s∫
t
ψ
(
σ , Xσ (t, x), v
(
σ , Xσ (t, x)
)
,∇0v
(
σ , Xσ (t, x)
)
G
(
σ , Xσ (t, x)
))
dσ . (5.2.5)
By Theorem 4.2 we have that 〈v(·, X·(t, x)),Wei〉[t,T ′] =
∫ T ′
t ∇0v(σ , Xσ (t, x))G(σ , Xσ (t, x))ei dσ .
Hence, Z˜(σ ) = ∇0v(σ , Xσ (t, x))G(σ , Xσ (t, x)), and by v(T , XT (t, x)) = φ(XT (t, x)) equality (5.2.5) can
be rewritten as
v
(
s, Xs(t, x)
)= v(t, x) + s∫
t
∇0v
(
σ , Xσ (t, x)
)
G
(
σ , Xσ (t, x)
)
dW (σ )
−
s∫
ψ
(
σ , Xσ (t, x), v
(
σ , Xσ (t, x)
)
,∇0v
(
σ , Xσ (t, x)
)
G
(
σ , Xσ (t, x)
))
dσt
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s
∇0v
(
σ , Xσ (t, x)
)
G
(
σ , Xσ (t, x)
)
dW (σ )
+
T∫
s
ψ
(
σ , Xσ (t, x), v
(
σ , Xσ (t, x)
)
,∇0v
(
σ , Xσ (t, x)
)
G
(
σ , Xσ (t, x)
))
dσ .
Comparing with the backward equation of system (4.1) we see that the pairs (Y (s, t, x), Z(s, t, x))
and (v(s, Xs(t, x)),∇0v(s, Xs(t, x))G(s, Xs(t, x))), s ∈ [t, T ], solve the same equation. By uniqueness,
we have Y (s, t, x) = v(s, Xs(t, x)), s ∈ [t, T ]. Setting s = t we show Y (t, t, x) = v(t, x). 
6. Application to optimal control
In this section we consider the controlled state equation:⎧⎪⎨⎪⎩
dXu(s) = AXu(s)ds + F (s, Xus )ds + G(s, Xus )R(s, Xus ,u(s))ds
+ G(s, Xus )dW (s), s ∈ [t, T ],
Xut = x.
(6.1)
The solution of this equation will be denoted by Xu(s, t, x) or simply by Xu(s). We consider a cost
functional of the form:
J (t, x,u) = E
T∫
t
q
(
s, Xus ,u(s)
)
ds + Eφ(XuT ). (6.2)
We formulate the optimal control problem in the weak sense following the approach of [32]. By an
admissible control system we mean (Ω,F , {Ft}t0, P ,W ,u, Xu), where (Ω,F , {Ft}t0, P ) is a ﬁltered
probability space satisfying the usual conditions, W is a cylindrical P -Wiener process with values
in Ξ , with respect to the ﬁltration {Ft}t0. u is an Ft-predictable process with values in U , Xu is
a mild solution of (6.1). An admissible control system will be brieﬂy denoted by (W ,u, Xu) in the
following.
Our purpose is to minimize the function J over all admissible control systems.
We deﬁne in a classical way the Hamiltonian function relative to the above problem: for all t ∈
[0, T ], x ∈ C , z ∈ Ξ ,
ψ(t, x, z) = inf{q(t, x,u) + zR(t, x,u): u ∈ U} (6.3)
and the corresponding, possibly empty, set of minimizers
Γ (t, x, z) = {u ∈ U , q(t, x,u) + zR(t, x,u) = ψ(t, x, z)}.
We remark that by the Filippov theorem, see e.g. [35, Theorem 8.2.10, p. 316], if Γ takes non-
empty values there exists a Borel measurable map Γ0 : [0, T ] × C × Ξ → U such that Γ0(t, x, z) ∈
Γ (t, x, z) for t ∈ [0, T ], x ∈ C , z ∈ Ξ .
We are now ready to formulate the assumptions we need.
Hypothesis 6.1. (i) A, F , and G verify Hypothesis 3.1.
(ii) (U ,U) is a measurable space, q : [0, T ] × C×U → R is measurable, R : [0, T ] × C×U → Ξ is
measurable and bounded.
(iii) φ satisﬁes Hypothesis 4.1(iii).
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Hypothesis 4.1.
We are in a position to prove the main result of this section:
Theorem 6.2. We assume Hypothesis 6.1 holds true and assume that the set-valued map Γ has non-empty
values and it admits a measurable selection Γ0 : [0, T ] × C × Ξ → U . Let υ denote the function in the state-
ment of Corollary 4.4. Then for all admissible control systemwe have J (t, x,u) υ(t, x) and the equality holds
if and only if
u(s) = Γ0
(
s, Xus ,∇0v(s, Xs)G(s, Xs)
)
, P-a.s. for almost every s ∈ [t, T ]. (6.4)
Moreover, the closed loop equation⎧⎨⎩
dX(s) = AX(s)ds + F (s, Xs)ds
+ G(s, Xs)
(
R
(
s, Xs,Γ0
(
s, Xs,∇0v(s, Xs)G(s, Xs)
))
ds + dW (s)), s ∈ [t, T ],
Xt = x
admits a weak solution (Ω,F , {Ft}t0, P ,W , X) which is unique in law and setting
u(s) = Γ0
(
s, Xs,∇0v(s, Xs)G(s, Xs)
)
,
we obtain an optimal admissible control system (W ,u, X).
Proof. For all admissible control system (Ω,F , {Ft}t0, P ,W ,u, Xu), let us deﬁne
Wu(s) = W (s) +
s∫
t∧s
R
(
σ , Xuσ ,u(σ )
)
dσ , s ∈ [0, T ],
and
ρ = exp
( T∫
t
−R∗(s, Xus ,u(s))dW (s) − 12
T∫
t
∣∣R(s, Xus ,u(s))∣∣2 ds
)
,
the Novikov condition implies that Eρ = 1. Setting dPu = ρdP , by the Girsanov theorem Wu is a
Wiener process under Pu . Let us denote by {Fut }t0 the ﬁltration generated by Wu and completed in
the usual way. Relatively to Wu Eq. (6.1) can be rewritten as{
dXu(s) = AXu(s)ds + F (s, Xus )ds + G(s, Xus )dW u(s), s ∈ [t, T ],
Xut = x.
In the space (Ω,F , {Fut }t0, Pu), we consider the system of forward–backward equations⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
dXu(s) = AXu(s)ds + F (t, Xus )ds + G(s, Xus )dW u(s), s ∈ [t, T ],
Xut = x,
dY u(s) = −ψ(s, Xus , Zu(s))ds + Zu(s)dW u(s),
Y u(T ) = φ(Xu).
(6.5)T
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Y u(s) +
T∫
s
Zu(σ )dW (σ ) = φ(XuT )+ T∫
s
(
ψ
(
σ , Xuσ , Z
u(σ )
)− Zu(σ )R(σ , Xuσ ,u(σ )))dσ . (6.6)
Recalling that R is bounded we get, for some constant C ,
Eu
[
ρ−2
]= Eu[exp2( T∫
t
R∗
(
s, Xus ,u(s)
)
dW u(s) − 1
2
T∫
t
∣∣R(s, Xus ,u(s))∣∣2 ds
)]
= Eu
[
exp
( T∫
t
2R∗
(
s, Xus ,u(s)
)
dW u(s) − 1
2
T∫
t
4
∣∣R(s, Xus ,u(s))∣∣2 ds
)
× exp
T∫
t
∣∣R(s, Xus ,u(s))∣∣2 ds
]
 C Eu exp
( T∫
t
2R∗
(
s, Xus ,u(s)
)
dW u(s) − 1
2
T∫
t
4
∣∣R(s, Xus ,u(s))∣∣2 ds
)
= C .
It follows that
E
( T∫
t
∣∣Zu(s)∣∣2 ds) 12 = Eu[( T∫
t
∣∣Zu(s)∣∣2 ds) 12 ρ−1](Eu T∫
t
∣∣Zu(s)∣∣2 ds) 12 (Euρ−2) 12 < ∞.
We conclude that the stochastic integral in (6.6) has zero expectation. If we set s = t in (6.6) and we
take expectation with respect to P , we obtain
EY u(t) = φ(XuT )+ E T∫
t
[
ψ
(
σ , Xuσ , Z
u(σ )
)− Zu(σ )R(σ , Xuσ ,u(σ ))]dσ .
Since Y u(t, t, x) = υ(t, x) and Zu(s, t, x) = ∇0v(s, Xs)G(s, Xs) P-a.s. for a.a. s ∈ [t, T ] we have that
J (t, x,u) = υ(t, x) + E
T∫
t
[−ψ(s, Xus ,∇0v(s, Xs)G(s, Xs))
+ ∇0v(s, Xs)G(s, Xs)R
(
s, Xus ,u(s)
)+ q(s, Xus ,u(s))]ds.
It implies that J (t, x,u) υ(t, x) and that the equality holds if and only if (6.4) holds.
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the usual conditions. {W (t), t  0} is a cylindrical Wiener process in Ξ with respect to {Ft}t0. Let
X(·) be the mild solution of{
dX(s) = AX(s)ds + F (s, Xs)ds + G(s, Xs)dW (s), s ∈ [t, T ],
Xt = x, (6.7)
and by the Girsanov theorem, let P1 be the probability on Ω under which
W 1(s) = W (s) −
s∫
t∧s
R
(
σ , Xσ ,Γ0
(
σ , Xσ ,∇0v(s, Xs)G(s, Xs)
))
dσ
is a Wiener process (notice that R is bounded). Then X is the mild solution of the closed loop equa-
tion relatively to the probability P1 and the Wiener process W 1.
(Uniqueness) Let X be a weak solution of the closed loop equation in an (Ω,F , {Ft}t0, P ,W ).
We deﬁne
ρ = exp
( T∫
t
−R∗(σ , Xσ ,Γ0(σ , Xσ ,∇0v(s, Xs)G(s, Xs)))dW (σ )
− 1
2
T∫
t
∣∣R(σ , Xσ ,Γ0(σ , Xσ ,∇0v(s, Xs)G(s, Xs)))∣∣2 dσ),
and
W 0(s) = W (s) +
s∫
t∧s
R
(
σ , Xσ ,Γ0
(
σ , Xσ ,∇0v(s, Xs)G(s, Xs)
))
dσ , s ∈ [0, T ].
From the fact that R is bounded, it follows that Eρ = 1. Setting dP0 = ρ dP , by the Girsanov theo-
rem W 0 is a Wiener process under probability measure P0. Let us denote by {F0t }t0 the ﬁltration
generated by W 0 and completed in the usual way. In (Ω,F , {F0t }t0, P0), X is a mild solution of{
dX(s) = AX(s)ds + F (t, Xs)ds + G(s, Xs)dW 0(s), s ∈ [t, T ],
Xt = x
and
ρ = exp
( T∫
t
−R∗(σ , Xσ ,Γ0(σ , Xσ , ζ(σ , Xσ )))dW 0(σ )
+ 1
2
T∫
t
∣∣R(σ , Xσ ,Γ0(σ , Xσ , ζ(σ , Xσ )))∣∣2 dσ).
By Hypothesis 6.1, the law of (X,W 0) is uniquely determined by A, F , G and x. Taking into account
the last displayed formula, we conclude that the law of (X,W 0,ρ) under P0 is also uniquely deter-
mined, and consequently so is the law of X under P . The proof is ﬁnished. 
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equation: ⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
dzu(t, ξ) = zu(t, ξ)dt + f
(
t,
0∫
−1
zut (t + θ, ξ)dθ
)
dt
+ σ
(
r,
0∫
−1
zut (t + θ, ξ)dθ
)[
u(t)dt + dW (t)],
zu0(ξ) = x(ξ), θ ∈ [−1,0],
zu(t,0) = zu(t,0) = 0.
(6.8)
Here x(ξ) ∈ C([−1,0], R), sup−1θ0
∫ 1
0 x
2(θ, ξ)dξ < +∞, W is a standard Wiener process in R .
Moreover, we consider the cost functional
J
(
t, x,u(·))= E T∫
0
1∫
0
l
(
t, ξ,
0∫
−1
zu(t + θ, ξ)dθ,u(t)
)
dξ dt
+ E
1∫
0
ρ
(
ξ,
0∫
−1
zu(T + θ, ξ)dθ
)
dξ. (6.9)
To satisfy our Hypothesis 6.1 we assume the following.
Hypothesis 6.3. (1) The initial condition x ∈ C([−1,0], L2(0,1)).
(2) The mappings f , σ : [0, T ] × R → R are measurable, and f , σ ∈ C0,1([0, T ] × R; R) and satisfy,
for some constant L > 0,∣∣ f (t,0)∣∣+ ∣∣ f ′(t, x)∣∣ L, ∣∣σ(t,0)∣∣+ ∣∣σ ′(t, x)∣∣ L, t ∈ [0, T ], x ∈ R.
(3) We say u is an admissible control if it is a real valued predictable process taking values in a
bounded closed subset U of R .
(4) ρ : [0,1] × R → R is continuous and bounded, and ρ(ξ, ·) ∈ C1b (R). Moreover, there exists a
function c1 continuous on [0,1] such that |∇xρ(ξ, x)| c1(ξ).
(5) For every t ∈ [0, T ] and ξ ∈ [0,1], l(t, ξ, ·,·) : R×U → R is continuous, and there is a constant L
such that, for every t ∈ [0, T ], ξ ∈ [0,1], y1, y2 ∈ R , u ∈ U ,∣∣l(t, ξ, y1,u) − l(t, ξ, y2,u)∣∣ L(1+ |y1| + |y2|)|y1 − y2|,
and for every t ∈ [0, T ]
1∫
0
sup
u∈U
∣∣l(t, ξ,0,u)∣∣dξ  L.
To rewrite the problem in an abstract way we set H = L2([0,1]), Ξ = R , and let A denote the
Laplace operator  in H with domain W 2,2([0,1]) ∩ W 1,20 ([0,1]).
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F (t, x)(ξ) = f
(
t,
0∫
−1
x(θ, ξ)dθ
)
,
(
G(t, x)ru(t)
)
(ξ) = σ
(
t,
0∫
−1
x(θ, ξ)dθ
)
r(ξ)u(t),
q(t, x,u) =
1∫
0
l
(
t, ξ,
0∫
−1
x(θ, ξ)dθ,u(t)
)
dξ, φ(x) =
1∫
0
ρ
(
ξ,
0∫
−1
x(θ, ξ)dθ
)
dξ,
for t ∈ [0, T ], x ∈ C([−1,0]; R), u ∈ U .
Under the previous assumptions we know that the assumptions in Hypothesis 6.1(i), (ii), (iii) are
satisﬁed.
We deﬁne the Hamiltonian:
ψ(t, x, z) = inf
u∈U
{
zu + q(t, x,u)}, t ∈ [0, T ], x ∈ C([−1,0]; R), z ∈ R. (6.10)
We note that, for all t ∈ [0, T ], x ∈ C([−1,0]; R), q(t, x, ·) is continuous on the compact set U , so the
above inﬁmum is attained. Therefore if we deﬁne
Γ (t, x, z) = {u ∈ U : zu + q(t, x,u) = ψ(s, x, z)},
then Γ (s, x, z) = ∅ for all t ∈ [0, T ], x ∈ C([−1,0]; R) and z ∈ R . By the Filippov theorem, see e.g. [35],
Γ admits a measurable selection, i.e. there exists a measurable function Γ0 : [0, T ] × C([−1,0]; R) ×
R → U with Γ0(t, x, z) ∈ Γ (t, x, z) for all t ∈ [0, T ], x ∈ C([−1,0]; R) and z ∈ R .
Assume that for every t ∈ [0, T ] the map ψ(t, ·,·) is differentiable with bounded derivatives, then
the Hamiltonian deﬁned in (6.10) satisﬁes Hypothesis 6.1(iv). Therefore, the closed loop equation ad-
mits a weak solution (Ω,F , {Ft}t0, P ,W ,u, z·(·)) and setting
u(s) = Γ0
(
s, zs(·),∇0v
(
s, zs(·)
)
G
(
s, zs(·)
))
,
we obtain an optimal admissible control system (W ,u, z(·)).
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