Linear systems which originate from the simulation of wave propagation phenomena can be very difficult to solve by iterative methods. These systems are typically complex valued and they tend to be highly indefinite, which renders the standard ILU-based preconditioners ineffective. This paper presents a study of ways to enhance standard preconditioners by altering the diagonal by imaginary shifts. Prior work indicates that modifying the diagonal entries during the incomplete factorization process, by adding to it purely imaginary values can improve the quality of the preconditioner in a substantial way. Here we propose simple algebraic heuristics to perform the shifting and test these techniques with the ARMS and ILUT preconditioners. Comparisons are made with applications stemming from the diffraction of an acoustic wave incident on a bounded obstacle (governed by the Helmholtz Wave Equation).
Introduction
The linear systems which originate from Maxwell and Helmholtz equations are known to be among the most difficult to solve by iterative techniques. These systems are typically complex valued. What makes them hard to solve is that they can be highly indefinite, and this leads to some difficulties when attempting to extract effective preconditioners. In this paper we examine just two preconditioners which are of an algebraic nature. The first is the standard Incomplete LU factorization with Threshold (ILUT) and the second is a version of the Algebraic Recursive Multilevel Solver (ARMS). In both cases, we explore a technique for modifying the diagonal in order to improve the quality of the preconditioner. The idea of diagonal perturbation was first used by Kershaw [11] to eliminate unstable pivots during an incomplete cholesky factorization. In the specific case of the Helmholtz equation, earlier work [1, 8, 9, 25, 16] has shown that a simple complex shift added to the Laplace operator can yield an improved preconditioner. These papers all consider the problem at the operator level, i.e., they motivate the approach by considering the Partial Differential Operator and show evidence that shifting the Laplacean yields an effective preconditioner. The question one may ask is whether or not similar results can be achieved by adapting standard incomplete LU factorization preconditioners in an analogous fashion. Based on stability arguments, it is clear that one should be able to improve stability of the ILU factorization by adding small terms to the diagonal. However, what is remarkable is that purely imaginary shifts have the effect of clustering eigenvalues close to a circle on the right half-plane, with an accumulation point near one. This can be explained easily by considering a simple model problem.
This paper considers adaptations of the idea of using complex shifts in the context of standard ILU factorizations. A number of strategies will be proposed for improving the stability of ILU preconditioners for complex indefinite matrices. These strategies will be tested with the ARMS and ILUT preconditioners and comparisons will be made using an example issued from the diffraction of an acoustic wave incident on a bounded obstacle (governed by the Helmholtz Wave Equation ) .
In section 2, we briefly discuss the Helmholtz equation application area considered in our examples. Section 3 introduces the solution methods and preconditioning techniques used in our experiments. In Section 4, we discuss briefly the motivation for the use of complex diagonal shifts for indefinite systems, and describe two strategies for selecting these shifts. We give some experimental results and discussion in section 5, and conclude in section 6.
Application Area
The Helmholtz equation is a partial differential equation of the form
which governs the propagation of waves in media. In the above equation, f represents a harmonic source, and k represents the wave number. The numerical solution to the Helmholtz equation at high wave numbers has been the subject of extensive research. At high wave numbers, the system matrix tends to be very indefinite, causing problems for many numerical methods. Our application problem is based on the simulation of the diffraction of an acoustic wave originating from infinity through an open medium, incident on a bounded obstacle with boundary Γ = ∂Ω, of circular shape. The corresponding boundary value problem (BVP) characterized by the Helmholtz equation is as follows:
where f represents a harmonic source, k is the wave number and δ is determined by the use of Bessel functions. The last equation in the above BVP is referred to as the Sommerfeld radiation condition and it models the non-reflecting condition at the boundary, thereby guaranteeing a unique solution to the above problem. This BVP is however not suitable for solution via the finite element method, primarily because the condition that the incident wave originates from infinity prescribes the problem in an infinite domain. The problem is therefore reformulated to introduce an artificial boundary, by enforcing the so-called Dirichlet-to-Neumann (DtN) technique. Thus, the radiation condition at infinity is replaced by a boundary condition on the artificial boundary, Γ art . The resulting problem becomes:
where B denotes the DtN operator. Discretization of this resulting BVP was done via variational formulation, using the Galerkin Least-Squares discretization scheme. The discretized system is of the form
where [K] is the stiffness matrix, [M] is the mass matrix, and C is the boundary matrix responsible for the introduction of complex terms in the discretization. The coefficient matrix is complex, symmetric but not Hermitian, and generally not diagonally dominant. It is also very indefinite for the higher values of the wave number k. Details of the reformulation of the BVP and the finite element discretization of the result may be found in the paper by Kechroud at al. [10] and references therein.
Iterative solution methods and preconditioners
Linear systems which arise from wave propagation phenomena are known to be highly indefinite, in the sense that eigenvalues of the discretized operator are on both sides of the imaginary axis. In the past, iterative methods have not been too successful with such problems and for this reason, direct methods have often been used. As problems are now often formulated in 3-D geometries, the use of direct methods is becoming prohibitive. Two classes of methods have attracted the interest of researchers in recent years. First, is the class of multigrid methods which do not work well for indefinite problems and for which various adaptations have been brought, see, e.g., [7, 1, 9] . Second, is the class of preconditioned Krylov subspace methods. Here, work has focussed mainly on improving the preconditioning, see, e.g., [8, 25] . Earlier work about complex shifting was based on dealing directly with the operator of the Partial Differential Equation (PDE). In this paper we consider this technique and aim at retrofitting it to general algebraic preconditioners. There are several reasons why it is important to consider this viewpoint. First, there are complex indefinite systems in other areas of science and engineering for which the operator is not that of Helmholtz. The Maxwell equations are similar to Helmholtz in nature but lead to more complicated operators. Second, a purely algebraic strategy, may lead to an automatic selection of the shift. We will consider here only two incomplete factorization techniques, though the ideas of complex shifts can be applied to virtually any type of ILU. These two preconditioners will be described briefly in the next two sections.
Incomplete LU Factorization with Threshold Dropping (ILUT)
ILUT is an ILU-based preconditioner which implements dropping strategies based on some threshold parameters [18, 19] . A common approach is the dual truncation technique -ILUT(τ ,p)
-in which dropping during the factorization is based on two parameters: the drop tolerance (droptol = τ ), and the fill level (lfil = p).
The preconditioner is constructed based on the following rules:
• During the elimination for a particular row i, an entry a i,k is dropped if |a i,k | < τ i , where τ i , the relative tolerance, is the product of τ and the original norm of the i-th row.
• After a row has been updated, apply the previous dropping rule once again to discard all updated elements that are less than the relative tolerance. Then keep only the p largest elements in the L and U parts of the row respectively.
The drop tolerance, τ , serves to reduce computational cost, while the parameter lfil, p, reduces memory usage, by controlling the number of entries kept per row [19] .
It is possible for the ILUT approach to fail for a number of reasons. The most obvious of these is when the original matrix A, contains a zero pivot (i.e. a zero diagonal entry). A remedy to this problem is to implement column pivoting. This leads us to a column pivoting variant of the ILUT called ILUTP [19] . ILUTP will usually result in a more robust preconditioner than ILUT, but this often comes with an additional cost in memory usage as ILUTP will tend to generate more fill-in. Since the issue is only to study the effect of using complex shifts, we will not not consider the pivoting variant ILUTP here. Regarding the choice of parameters for ILUT, a practical strategy is to take a large lfil value, and use the droptol to control the amount of fill-in. This generally yields good results without compromising memory efficiency.
Algebraic Recursive Multilevel Solver (ARMS)
ARMS [22] is a multilevel ILU preconditioner (a combination of ILU-based techniques with multilevel techniques), which implements a recursive solution to the construction of the preconditioner. The general mode of operation in the construction of a multilevel preconditioner is to first separate the points in the matrix into two subsets corresponding to the "coarse" set and the "fine" set. A block factorization of the matrix is then obtained from this partitioning and the process is continued recursively on the Schur complement associated with the coarse set. A brief sketch of the algorithm is now given.
In what follows, lev is the current level of the factorization: 0 ≤ lev ≤ last lev . A key step in ARMS is to find an independent set ordering P which permutes a matrix into the form
where B is a block diagonal matrix corresponding to an independent set. Then, at level lev of the recursion, the ARMS procedure reorders the matrix in the above form and then factors it as follows,
where P lev and P T lev are the permutation and its transpose, respectively. The idea then is to consider the matrix A lev+1 as the matrix of the next level and process it in turn by using the above strategy recursively.
Find an independent set permutation P lev 5.
Apply permutation A lev := P T lev A lev P 6.
Compute block factorization 7.
Call ARMS(A lev+1 ) 8. EndIf
The last lev variable in the above pseudocode is determined explicitly by the ARMS parameter nlev, which is the maximum number of levels for the recursion, or implicitly by the size of the Schur complement constructed. The size of the Schur complement A lev+1 is compared to the ARMS parameter bsize, which determines the minimum size of the Schur block. Hence if the size of A lev+1 is less than bsize, then lev + 1 = last lev . Note that if nlev = 0 or bsize ≥ |A|, then last lev = 0 and the ARMS preconditioning operation is similar to an ILUT or ILUTP operation, depending on which approximation technique is used in step 2. In addition to these two ARMS parameters, ARMS also includes the usual ILU parameters, droptol and lfil, for dropping during the factorization at the intermediate levels, as well as the last level. Another key feature that adds to the robustness of this approach is that in step 2 of the factorization, different approximations may be used to solve the last system. In addition, Step 4 includes a simple heuristic to improve the quality of the resulting factors in the process: all rows that are judged poor from the point of view of diagonal dominance, are not considered as part of the independent set [22] .
To improve robustness and performance on systems with poorly structured matrices, many preconditioners have been developed which make use of some form of permutation in their construction, see for instance [3, 6, 17] . This leads to ARMS with the diagonally-dominant PQ ordering which takes advantage of considering nonsymmetric permutations instead of the simple strategies based on independent sets. This technique is now described.
ARMS-ddPQ 1 is an extension of the standard ARMS that relies on nonsymmetric permutations to produce a better quality factorization. This is a two-sided approach where permutations P and Q are applied to the rows and columns respectively, to transform a matrix A into
Unlike the standard ARMS, there is no particular structure and no assumptions for the B block. The permutation pair P ,Q is selected such that the B block has the most diagonally dominant rows after the nonsymmetric permutation, and a few nonzero elements, so as to reduce fill-in. At level lev of the above algorithm, the coefficient matrix is reordered as in (5), and the following block factorization is approximately computed (instead of (4)), [20] 
The permutations P and Q are obtained in 3 steps:
Preselection
Step: Filter out poor rows and sort the selected rows. This ensures that the selected rows best satisfy the diagonal dominance criterion.
Matching
Step: Scan the candidate entries in the order given by the preselection, and accept them into a matching set M , or reject them. Here M is a set of n M pairs (p i , q i ), where n M ≤ n, the size of the matrix, and 1 ≤ p i , q i ≤ n, for i = 1, ..., n M and p i = p j for i = j, and q i = q j for i = j. See [20, 15] for a few approaches to construct the matching set.
Matching Set Completion:
The case where n M = n in the Matching step corresponds to a full permutation pair (P, Q). However, for n M ≤ n, the partial matching set M can be easily completed to a complete matching set (full pair of permutations (P, Q)) by a greedy approach.
Additional details on all the preconditioners described above can be found in a number of references, see, e.g., [19, 13, 12, 4, 22, 14, 23, 20, 15] .
Use of complex shifts 4.1 Motivation
We begin this section with an experiment to illustrate the power of complex shifts in a very simple case. The experiment is programmed in matlab. We take the finite difference discretization of the operator −∆ on a 25 × 20 grid using centered differences. This results in a matrix of size n = 500. We then add a negative shift of −1 to the resulting matrix. The final matrix A has 30 negative eigenvalues (smallest is λ 1 = −0.9631 and largest λ 500 = 6.9631). We then perform an ILU factorization of A and plot eigenvalues of L −1 AU −1 , calling the LUINC matlab function without pivoting and drop tolerance of 0.1. This yielded a preconditioner that is unstable. The condition number of the matrix LU was calculated to be 5.6e+17. This preconditioner is useless for any iterative method.
Next we shift the matrix by adding 0.25i to the diagonal of A and compute the resulting ILU preconditioner under the same conditions as above. As expected the condition number of LU is now better, and we find that κ 1 (LU ) ≈ 673.2. The resulting L, U factors are used to precondition the original matrix A, not B so we plot the eigenvalues of L −1 AU −1 where L, U are the incomplete LU factors of B = A + 0.25 * i. The result is shown in Figure 1 . The new preconditioner now appears remarkably good. It yields a good clustering around one and few eigenvalues with negative real parts and none close to zero. The interesting observation here is that by making the problem complex, somewhat artificially, we avoid the very serious instability we initially encountered with the ILU factorization on the original (real) matrix.
The explanation for what happened can be seen by simply looking at the operator L −1 AU −1 , where now L, U are the exact L, U factors of B . The spectrum is shown on the right side of Figure 1 .
Consider, more generally, A which has real eigenvalues and B = A + αiI n , where I n is the nxn identity matrix, and let B = LU be the LU factorization of B . The eigenvalues of the 
As a result, |µ j − 1/2| = 1/2, so all eigenvalues are located in a circle centered at the point 1/2 and with radius 1/2. The large eigenvalues are mapped near the point 1 by this transformation. The good surprise is that all eigenvalues are on the right side of the complex plane. In addition, there is an accumulation point at one. One may wonder why most of the eigenvalues seem to be located on the lower side of the complex plane. This can be seen from another expression for µ j which can be derived from (7), namely:
This indicates that for α > 0 a (real) positive eigenvalue λ j of A will be transformed into a complex eigenvalue with negative imaginary part and vice versa. The above trivial example uses a constant shift and there was no specific effort made in its selection. When performing an ILU factorization such as ILUT, we need to modify the diagonal element of U by adding a complex shift. The main criterion we will use is to achieve a compromise between making α as large as possible to improve stability and making it not too large to maintain the accuracy of the ILU factorization.
Some sensitivity analysis
As mentioned earlier in the introduction, diagonal perturbations have been successfully used as a tool for safeguarding stability during an incomplete factorization. In order to better understand the effect of shifting on the factorization, and the quality of the resulting preconditioner, it is necessary to understand how it varies with certain quantities that determine the quality of the factorization.
Consider a small problem in acoustic scattering on a bounded obstacle governed by the Helmholtz equation, with wavenumber k = 8π. The resulting system matrix has size n = 7380, with 63900 non-zero entries. We solve the system using a preconditioned flexible GMRES [21] , preconditioned with a shifted ILUT factorization with drop tolerance τ = 0.04 and lfil set to be large. We use a constant shift, iα for each row of the factorization, and solve the system many times over varying α. Figure 2 shows how α varies with ||A − LU || ∞ and ||(LU ) −1 e|| 2 , where e is a vector of all ones. The quantity ||A − LU || ∞ is shown to indicate how close is the product LU from A. The quantity ||(LU ) −1 e|| 2 , on the other hand, can be considered as a test for the stability of the factorization. Note that this is not a perfect measure as it can only provide a lower bound for the condition number of LU . An unstable factorization produces inverse factors that can be very large in norm, which renders the preconditioner useless. We see from figure 2(a) that the quantity ||A − LU || ∞ decreases rapidly to a minimum and then starts to increase again, with increasing α. This is easy to understand since by adding the diagonal shift, we make dropping smaller terms relatively easier, because the norm of the row has increased. As can be seen ||A − LU || ∞ decreases rapidly from α = 0 (no compensation, ||A − LU || ∞ ≈ 60) to a minimum (||A − LU || ∞ ≈ 2). However, as α increases, the perturbed system B = A + iαI n becomes more and more different than A, and the LU factorization of B becomes a poor approximation to A. Moreover, as we will show later, increasing α causes more terms to be dropped during the factorization, which may result in LU factors that poorly approximate A. In figure 2(b) , we see that the stability of the LU factorization generally improves with increasing α (||(LU ) −1 e|| 2 ≈ 10 17 for α = 0.0). This is to be expected since for larger perturbations, the matrix B becomes more diagonally dominant and yields a more stable factorization. A good choice for α is one which balances the accuracy and stability of the factorization. Figure 3 shows the effect of shifting on the iteration count for convergence, and the fill factor of the resulting factorization. We observe that the iteration count decreases as the quality of the factorization improves with increasing α to a minimum (61 iterations, α = 0.26), and increases again after some optimal α. Here ILUT applied to the original matrix A failed to converge. In similar tests (not shown here), we reduced the drop tolerance parameter and observed a flatter profile for the minimum number of iterations, corresponding to more than one value for the optimal shift. This suggests that the choice of α is sensitive to the drop tolerance. We shall exploit this later in designing a scheme for choosing the shift α. In figure (3b) , we see that the fill factor generally decreases with increasing α. This is because a large shift could result in small entries that are dropped during the elimination of a particular row of the factorization. As such, the factored row will contain less fill-in in the L and U parts. The figure shows that performing ILUT on the shifted matrix B, using the optimal (or best) α value (α = 0.26) as the shift, results in a preconditioner that is about 25% cheaper in terms of memory costs, than the preconditioner derived from the original matrix. These tests indicate that modifying the diagonal of the original matrix by adding a small complex perturbation, tends to improve the stability and accuracy of the resulting factorization, with the added benefit of reducing memory costs. 
Choosing the complex shift
As mentioned in the introduction, several strategies have been proposed to modify the diagonal in order to improve the quality of the preconditioner. In [25] , Van Gijzen et. al. proposed a "quasi" optimal value for the shift, as the value that minimized the upper bound of the GMRES residual norm. However, this optimal shift is derived with the assumption that an accurate factorization is performed during the preconditioning operation with the shifted-Laplace preconditioner, which may not be the case in practice. In [16] , Made et. al. base their choice on the discretization of the problem, by relating the shift to the mesh size parameter. We present two different algebraic strategies to select the complex shift. These strategies are based entirely on the premise that we wish to maximize the diagonal elements of the matrix to improve stability, without compromising the accuracy of the resulting preconditioner. Note that in these techniques, the shift is chosen locally with respect to each row of the matrix A, and hence is not constant (or global) as in the examples above in section 4.
Let a kk = η + iβ denote the diagonal entry of the k-th row of the original matrix A. We will perturb this term by iα and seek to increase its squared modulus by at least the quantity γ 2 , say. We therefore write:
This is satisfied when α ≥ −β + β 2 + γ 2 or α ≤ −β − β 2 + γ 2 . Increasing the square of the modulus of a kk by γ 2 with the smallest perturbation is achieved by the following choice for α:
Now, the question remains as to how to select the parameter γ. We propose two different schemes for selecting γ.
The first is based on improving the diagonal dominance of the rows of the matrix A. The motivation for this comes from the results of the analysis in section 4.2. We observed that even after reaching its minimum, the quantity ||A − LU || ∞ only grows slowly with increasing α. Moreover, only a small perturbation is required to reach the minimum. Thus by focusing on improving stability by improving diagonal dominance, we can obtain a factorization that is stable, and close to A in norm. Note that α need not be too large (for stability), as only a small shift is necessary to significantly improve stability, as depicted in figure 2 .
Recall that row k is (strictly) diagonally dominant if
Our strategy is based on selecting γ to be a weighted difference between k =j |a kj | and |a kk |.
The motivation for this is that the disparity between the two terms gives an indication of how far the row is from being diagonally dominant. Weighting is done to ensure that γ is not too large to affect the accuracy of the resulting preconditioner. We refer to the quantity σ = k =j |a kj | − |a kk | as the diagonal dominance gap. Note that the diagonal dominance gap is negative for strictly diagonal rows, in which case we need not employ any shifting. Consider the simple situation where the diagonal entry a kk is perturbed so as to increase its modulus by ρσ. Note that this is slightly different from the above requirement where the square of the modulus is augmented by γ 2 . For some weight ρ, the gap σ B after the shift is
With this viewpoint, the diagonal dominance gap will be reduced by a factor of 1 − ρ and when ρ = 1 we obtain a row that is weakly diagonally dominant since σ B = 0. The parameter ρ plays an important role in the size of the resulting shift. Note that ρ can be viewed as a scaling factor for the diagonal dominance gap and it is simpler if this scaling remained consistent across the rows of the matrix. That is, for each row k, we select γ as the same fraction of σ. In our work, we choose ρ as n nnz , where n is the size of the matrix, and nnz is the number of non-zero entries in the matrix. We formally define γ as:
This is simply the diagonal dominance gap of row k scaled by the average number of nonzero elements per row in the matrix. We shall refer to this strategy for choosing α as the dd-based (diagonally dominant based) scheme. The second heuristic is based on two ideas. The first is the assumption that each element that is dropped during the factorization is of the order of the drop tolerance τ . The second comes from the observation that α varies with τ , as was seen in figure 4 . Standard ILUT yields a more accurate factorization (smaller A − LU ) each time the drop tolerance is reduced (although this factorization may be unstable). Suppose it is also a relatively stable factorization. Then there need not be a large perturbation that could compromise accuracy. In the case where the factorization is unstable, again only a small perturbation may be necessary to remove unstable terms in the L and U factors to obtain better stability, as shown in section 4.2. Now suppose that the problem is such that a relatively large drop tolerance is needed to stabilize the factorization of the original matrix A. Then, again referring to section 4.2, a large shift could further improve stability without significantly affecting accuracy. The idea here is to define γ in terms of the drop tolerance τ . A heuristic which works well is to weight τ by an original norm of the row. For this scheme, we simply set γ as
where ||a k: || 1 denotes simply the 1-norm of the k-th row of A. We shall refer to this strategy as the τ -based scheme. Figure 5 shows the eigenvalue spectrum of the original and preconditioned matrices for the problem described in section 4.2, using the different strategies. Here the eigenvalues were approximated from those of the Hessenberg matrix of size 300 × 300 of an underlying Arnoldi process. For the preconditioned matrices, we used ILUT as the preconditioner and adjusted τ so that the fill factor is the same (≈ 3.4) for the different strategies.
From the figure, we observe that the preconditioned matrices with the complex shift ((c) and (d)) have a better eigenvalue distribution compared to the preconditioned matrix without the shift ( figure (5b) ). Figure (5b) shows that the spectrum of the unshifted preconditioned matrix contains some eigenvalues with negative real parts. Moreover, although the majority of the eigenvalues seem to be clustered close to 1, there are a few extreme eigenvalues with relatively large real parts that lie in the range. The same cannot be said for figures (5c) and (5d), where all the eigenvalues are clustered very close to 1. The iterative solution to the problem required 55 iterations to converge for preconditioning with unshifted A, as opposed to 32 and 24 iterations for the dd-based scheme and τ -based scheme respectively.
Numerical Studies and Discussion
We compare the above mentioned preconditioners to solve the acoustic wave diffraction problem described in section 2, with respect to the following physical setting. We model a plane wave propagating along the x-axis, and incident on a bounded obstacle in the form of a disk of radius 0.5m. We implement a second order Bayliss-Turkel boundary condition [2] at the artificial boundary, at a distance 1.0m from the obstacle. We discretize the system using an isoparametric discretization over quad elements as shown in figure 6 . The analytic solution to this problem is known, and can be found in [5, 26, 24] .
In all test cases, we keep the ILUT fill level parameter to be large, so that dropping is controlled by the drop tolerance τ . For the test cases with the ARMS preconditioning, we use the ddPQ version of ARMS as it produced similar results as with the symmetric ARMS for simpler problems, and was more robust for harder problems. We also allowed a maximum of 4 intermediate levels for the ARMS factorization. We used restarted GMRES, with a restart dimension of 60, as the accelerator and set the convergence tolerance to 1.0x10 −8 .
In the first test case, we compare the effect of shifting for the ARMS and ILUT preconditioners on a problem of size n = 29241, with wave number k = 8π. This corresponds to a mesh resolution of λ h = 20, where h is the element mesh size. The fill factor for each solve is fixed at ≈ 3.0 to allow for a fair comparison, and we allowed a maximum of 500 iterations for each test case. Figure 7 shows the convergence profiles for the numerical solution of the above problem with the ARMS and ILUT preconditioners, and their respective shifted variants. In both cases, we observe that the performance of the shifted variants is superior to the standard unshifted preconditioning. For the ILUT example, standard (unshifted) ILUT failed to converge for the fill factor allowed. In fact the factorization produced by this scheme under the conditions was very unstable -||(LU ) −1 e|| 2 ≈ 1.3e + 24. Under the same conditions, we see that the shifted ILUT preconditioners handled the problem well. Shifting with the dd-based scheme converged although the factorization was not very stable either (||(LU ) −1 e|| 2 ≈ 5.3e + 14). However, the result with the τ -based scheme was more impressive. It produced the smallest indicator of stable factorization (||(LU ) −1 e|| 2 ≈ 2.4e + 03), and also yielded the best convergence. The results are similar in the tests with the ARMS preconditioner. Preconditioning with ARMS-ddPQ generally produced a more stable factorization, with (||(LU ) −1 e|| 2 ≈ 2.1e + 04) for the unshifted preconditioner; (||(LU ) −1 e|| 2 ≈ 3.9e + 02) for the dd-based scheme; and (||(LU ) −1 e|| 2 ≈ 2.2e + 03) for the τ -based scheme. Next we investigate the effect of the wave number k, on the different preconditioners. In particular, we are interested in whether or not shifting can help solve the Helmholtz problem at high wave numbers. The solution to the Helmholtz problem at high wave numbers is a highly researched topic. Work in [10] showed that the solution to this problem with standard ILUT (no shifting) was not very effective. This is because at high wave numbers, the Helmholtz problem is very indefinite, which could lead to an unstable factorization. Sometimes a relatively high drop tolerance (and hence less fill-in) may be required to drop unstable terms during the factorization. However, this is usually not enough to guarantee convergence as it may also compromise the accuracy of the factorization.
For this example, we solve the Helmholtz problem described ealier in this section on a 121 by 361 mesh. The discretized system has size n = 43, 681, with nnz = 387, 000 non-zero elements. We solve the problem for the wave numbers k = 4π, 8π, 16π, and 24π. Table 1 shows results of the above problem with the ILUT preconditioner. Standard ILUT (no shift) stagnated for high values of k. At low values of k, it performed well, even doing better than with the dd-based scheme for the case with k = 4π. However, as k increases and the system becomes more indefinite, the performance of the unshifted ILUT deteriorates, and we see the shifted schemes performing better. Once again the τ -based scheme outperforms the rest in all the different values of k. Table 2 shows the results with the ARMS-ddPQ preconditioner. Here, standard ARMS without shifting stagnates for k = 24π. Once again we see the interesting situation where it performs better compared to the dd-based shifted scheme for relatively low values of k. But as k increases, the dd-based shifted scheme starts to do better. This is because at low values of k, the system is less indefinite, and standard unshifted ARMS can produce factors that are fairly stable and accurate. However, depending on the choice of the shift, the shifted scheme can yield a more stable factorization that is less accurate, as shown in figure 2 in section 4.2. The table shows that the choice of α used by the dd-based scheme seems to produce stable factors (as indicated by lower values for ||(LU ) −1 e|| 2 ) for all the different values of k. This enables it to perform well at high wave numbers where the system is very indefinite. The τ -based scheme, At relatively low wave numbers, the ARMS-ddPQ and standard ILUT preconditioning techniques both give good results. However, as the wave number increases, standard ILUT begins to struggle. Figure 8 shows the convergence profiles of ARMS-ddPQ and ILUT, shifted by the τ -based scheme. The fill factor is fixed at approximately 3.0, and we plot results for k = 4π and k = 24π. We see from the plot that the gap in performance between the two widens significantly for k = 24π.
In all our tests, shifting with the τ -based scheme yielded the best results for both ARMS and ILUT. It gave a stable and accurate factorization for the moderately to highly indefinite problems we investigated. The dd-based scheme typically produced the most stable factorization. However, as discussed in section 4.2, focusing on improving stability alone could adversely affect the accuracy of the resulting factorization. Since the accuracy of the standard ILUT technique is controlled by the drop tolerance, and since the best shift typically depends on the drop tolerance (as shown in figure 4 ), the τ -based scheme can improve stability while maintaining an accurate factorization. For the most indefinite problems discussed here, ARMS-ddPQ with the τ -based shifting strategy gave the best results in terms of both iteration count and memory costs.
Conclusion
Several authors have previously observed that adding purely imaginary shifts to the Laplace operator is a simple yet effective strategy for improving solution methods for the Helmholtz equation. In this paper we have adapted this technique to the algebraic context of ILU-type preconditioners. Our observation is that perturbing the diagonal entries of an indefinite system by a small complex perturbation can significantly improve the quality of the incomplete LU factorization of the matrix. Two different heuristics for selecting the complex shift were considered and tested with two incomplete LU factorization-based preconditioning techniques -ARMS and ILUT. Both strategies resulted in improved and more stable factors. The tests in this paper suggest that the drop tolerance used for dropping small terms during the factorization should be taken into account in the selection of the shift. Choosing the shift as the product of the drop tolerance and some original row norm (the 1-norm for instance) yielded good results overall, though much remains to be done to determine a truly optimal strategy.
