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Codes have been considered to combat different noise effects (e.g., 
substitution errors, synchronization errors, erasures). A unified 
theory treating arbitrary patterns of errors of any nature is sketched 
here by giving suitably general definitions of "error-correcting", 
"decodable with bounded delay", and "error-limiting" (or syn- 
chronizable) codes; and by establishing the usual implications. As a 
by-product the essence of those notions is brought out with greater 
clarity. 
The second part of the paper presents two applications of the 
general theory. One is a generalization f a previous result, giving 
sufficient conditions for a code to be decodable with bounded elay 
(and hence also error-correcting) with respect o certain patterns 
of up to e substitution or synchronization errors. The second is an 
extension of the basic Hamming Theorem: a block code (of word 
length n) has Levenshtein distance ~ 2e q- 1 between any two distinct 
words (with 2e < n) if and only if it can correct up to e substitution 
errors in every word or up to e substitution and synchronization 
errors in the whole transmitted sequence. 
INTRODUCTION 
The three properties of unique dec~pherability, deeodability with 
bounded elay, and synchronizability for variable length codes have been 
described and studied extensively. For the most part, however, they were 
treated under the assumption of a noiseless channel and the necessary 
definitions were formulated in that setting. It is only in recent years that 
attempts have been made to deal with those properties in the presence 
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of noise. Such attempts have faced a number of problems: how to de- 
scribe the allowable error patterns, how to give suitable generalizations 
of the definitions, how to characterize codes having those properties in a 
noise context, and finally how to construct such codes. 
Our approach to those problems has already proved fruitful in Hartnett  
(1968) and in Calabi and Hartnett  (1969). We use it again here to give 
very general definitions of, and theorems on, error-correcting codes, de- 
codable codes with bounded elay and error-limiting codes. We will not 
impose any restriction on the alphabet or the words of the code, nor on 
the channel noise and its effects. We will then apply our results to the 
study of codes capable of correcting synchronization errors. 
Our tools seem sufficiently different from those generally used to 
warrant some explanation of the basic ideas (for more background and 
examples ee Hartnett  (1968)). We let J denote the alphabet, a set of 
q _-__ 2 elements, let ~ ( J)  denote the set of ali finite sequences over J ,  
let A denote a non-empty finite subset of ~ (J)  and let ~ (A) denote the 
set of all finite sequences over A. The elements of A are called words 
and the elements of ~(A)  are called sentences. To each sentence 
X = (al, a2, . . .  , ak) there corresponds an element 2: in ~ ( J )  defined 
by :~ = ala~ . . .  ak and obtained by the juxtaposition of the words 
al, a2, • • • , a~ of X. If  X is  a sentence and ~ is  transmitted over a channel, 
we let a (X) denote the set of all members of Z ( J )  which, when received, 
should be decoded as X. Notice that we place no restrictions on the 
lengths of the words or on the kinds of errors the channel may produce; 
explicitly, this formulation permits substitution errors (replacement of
symbols) and/or synchronization errors (insertions and/or deletions of 
symbols) and/or erasures (replacement of any symbol by one not used 
in the words of A ). Notice also that our formalism describes the error 
patterns occurring in a sentence, not necessarily in each word. For 
instance we may talk of "up to n errors in every t consecutive symbols" 
instead of "up to n errors per word". Our only restriction on a (X) is that 
it contains 2:: if no errors occur in transmission, we certainly want to de- 
code correctly. 
If we assume that the channel is noiseless, then a (X) = IX} for each 
sentence and then unique decipherability requires that X ~ ~2 whenever 
X and Y are different sentences. Observe that this property can also be 
described by saying that a(X) N a(Y) = 5F/, the empty set, whenever X
and Y are different sentences. That is also a precise formulation of the 
notion of correcting ability: no received sentence which ought to be 
interpreted as X should be also decodable into Y. So it seems natural to 
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call the pair (A, a) a code and to say that it is (error) correcting (for a) 
if and only if a(X) N a(Y)  ~ ~ implies X = Yfor allsentences Xand Y. 
In Section 2 the notion of correcting code is analyzed in some detail; 
a general set-theoretical result of Section 1 yields then a set of necessary 
and sufficient conditions for a code to be correcting. Sections 3and 4 deal 
with deeodability and error-limiting ability (or synchronizability), re- 
spectively. Throughout we need to introduce auxiliary properties, to 
help isolate the most important features of the concepts involved. 
In the second part we apply some of our results to the study of block 
codes capable of correcting synchronization a d/or substitution errors. 
After a general study of the Levenshtein distance (Section 5), we char- 
acterize in Section 6 the correcting ability of those block codes whose 
words have pairwise Levenshtein distance 2e ~- 1 or larger. The last 
section, Section 7, gives sufficient conditions for such codes to be de- 
codable with bounded delay, generalizing a result of Calabi and Hartnett  
(1969). 
i. SEPARATION FOR A B INARY RELAT ION 
We now prove a general theorem which will be used in Section 2 to 
characterize correcting codes. We let A be an arbitrary non-empty  set, 
Z (A)  the set of finite sequences over A,  ] X I the length of a sequence 
X C Z (A) and a an arbitrary mapp ing  f rom E (A) into a set H.  We 
identify a C A with the one-term sequence (a )C  Z(A) and set 
a (A) --- H0  c H.  If $ is a binary relation between elements of H ,  that 
is if $ ~ H 2, we  say that the pair (A, a) is S-separating if and only if f rom 
(~ (X), ~ (Y)) ~ $ follows X = Y for all sequences X, Y over A. If 
c H 2 contains the diagonal (i.e. all the pairs (c, c) for c C H), we shall 
say for short hat $ is a reflexive relation in H. We than have the follog~ng 
characterization: 
THEOREM 1.1. Let 8 C H ~. Then, of the following two statements, the 
second implies the first; and if $ N Ho 2 is a reflexive relation in Ho , then 
also the first implies the second: 
(a) (a(X) ,  a (Y )  ) C $ implies X = Y for all X, Y in Z(A); 
(b) (a(X), a(Y) )  E $ implies I X I  = I Y[. Moreover there exists 
R c Ho 2 such that: 
(1) (a(a), c~(b ) ) E R implies a = b for aU a, b in A; 
(2) (a(X) ,  a (Y ) )  ~ $ and X = (al, a2, . . .  , ak), Y = 
(51, 52 , . . . ,  bk) imply (a(a~), a(b~)) E R for i = 
1 ,2 , . . .  ,k.  
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Proof. Assume (b) and (a (X) ,  a (Y ) )  E 8. Then IX]  = I YI and 
hence, say, X = (al, a2, . . -  , ak), Y = (bl, b2, . . .  , bk). Consequently 
(a(ai), a(b~)) E R by (2), and ai = b~ for each i by (1), which implies 
X = Y. Conversely assume now (a) and ~ n H02 reflexive, andset 
R = S AH02. If (a(X), a(Y)) ~ $ we know X = Y; hence certainly 
IX]  = IYl.  If (a (a ) ,a (b ) )  ERthena lso  (a (a ) ,a (b ) )  ESandthus  
a = b. Finally if (a (a i ,  a2, ' ' ' ,  ak), a(bl ,  b2, " ' ' ,  bk)) C $ then 
as = b~, a (a~) = a (bi) and by reflexivity, (a (at), a (bl)) C R. 
As an immediate consequence we obtain: 
COROLLARY 1.2. Let $ C H ~ and assume S O Ho 2 to be reflexive. Then 
(A, a) is $-separating i f  and only i f  
(a) (a(X),  a (Y ) )  E $ implies IX  I = I Y I  for all X ,  Y C ~(A) ;  
(b) (c~ (a ), a (b ) ) ~ $ implies a = b for all a, b ~ A ; 
(c) (a(al , a2, . . .  , ak), a(bl , 52, " "  , bk) ) E $ implies 
(a(ai), a(b~) ) C S for i = 1, 2 , . . .  , k for all equally long 
sequences (al, a2 , . . .  , ak ), (bl , b2, . . .  , bk ) over A. 
2. ERROR CORRECTING CAPABILITY 
We apply now the results of Section 1 to Coding Theory. For con- 
venienee we write a (X)  ~ a(Y)  if and only if a(X)  n a (Y )  # ~.  Ob- 
serve that = is then a binary, reflexive relation between subsets of 
( J) .  Reformulating the definition given in the Introduction, we say 
that the code (A, a) is correcting if and only if the following statement 
holds: 
(A) a(X)  - o~(Y) implies X = Y for all X, Y in ~(A).  
In the Terminology of Section 1, then, (A, a) is correcting if and only 
if it is --separating. Corollary 1.2 suggests the consideration of the fol- 
lowing three properties that a code (A, a) might have: 
(B) Given sentencesX = (al ,a2,  - . .  ,ak), Y -- (bl, b2, . . -  , b~), 
a(X)  ~ a(Y )  implies ~(a¢) ~ a(bl) for i = 1, 2, . . .  , k; 
(C) a (a) = a (b) implies a = b for all words a, b in A; 
(D) ~(X) ~ a(Y )  implies IX]  = I YI for all sentences X, Y in 
(A). 
Those statements may be interpreted as follows. Assume that, because 
of channel noise, two sentences X ~nd Y be received as the same sequence. 
Then (D) requires them to have the same number of words, say k. If 
k = 1, (C) will assure X = Y. If k > 1, we may use (B) to conclude 
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that, after transmission, each word a~ of X, may be decoded into the 
corresponding word b~ of Y. Notice that (D) is always satisfied whenall 
the words of A have equal ength ("block codes" ) and when the channel 
noise cannot change the length of the transmitted sequences. 
I t  is evident hat, together, (B), (C) and (D) imply (A); Corollary 
1.2 yields also the converse. We state: 
THEOREM 2.1. A code (A, a) is correcting i f  and only i f  statements (B), 
(C) and (D) hold. 
3. ERROR DECODING CAPABILITY 
In the noiseless case it is usual to say that we have decodability with 
bounded delay k if and only if, for sentences X = (al , a2, . . .  , a~) 
and Y = (bl, b2, . . -  , bin) and a sequence w, whenever J~ w = ]? and { X I 
> k, then X and Y have the same first word, which can be left- 
cancelled to obtain a2a3 . . .  a~w = b2b3 . . .  b,,. I t  is tempting to try a 
straightforward generalization and say that (A, a) is decodable with 
delay k, if and only if a (X )w - a (Y )  and [ X ] _-> k imply that the first 
words of X and Y are the same. Now, however, we cannot, in general, 
conclude a(al)a(a~ , . . .  , a~)w =-- a(al)a(b2 , . . .  , b,~), nor can we left- 
cancel to obtain a(a2, . . .  , a~)w = a(b2, . . .  , b~). Hence we lose the 
basic notion that decodability suggests, namely, that of successive de- 
termination of the words of the sentence X when X is received. 
An adequate definition, which reduces to the classical one when 
a (X) = {2~} for all X, is obtained as follows: we say that (A, a) is de- 
codable with delay k if and only if the statement holds: 
(Ek) Given sentences X, Y in Z(A)  and a sequence w, a(X)w - 
a(Y)  and{XI  --> k imply  X = ZX~,  Y = ZY2 for some 
sentences Z, X~, Y2 with Z non-empty and a(X2)w -- a(Y2). 
The next theorem is rich in consequences and has proven very use- 
ful (see Section 7 below and Calabi and Hartnett (1969)). 
THEOREM 3.1. The code (A, a)  is decodable with delay k i f  the following 
two statements hold: 
(F~) Given sentences X ,  Y in Z(A) and a sequence w, a (X)w -= 
a(Y )  and {X I _~ k imply X = X1X2,  Y = YIY2 with 
non-empty sequences X1 ,  Y1 such that a(X1)  --- a (Y1)  and 
~(X2)w - ~(Y2);  
(A~) a (X)  -= a (Y )  and IX  I <= k imply X = Y for all sentences X ,  
Y inZ(A) .  
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Notice that (A) could be denoted (A~) and that (A1) and (C) are 
identical. A code satisfying (A~) or (Fk) has been called /c-separating 
or, respectively,/c-exact in Calabi and Hartnett (1969). 
Proof. If a (X)w ~ a (Y), repeated applications of (Fk) yield decompo- 
sitions X = X1X2, Y = YIY2 with 0 < I .~ I --< k; then (Ak) implies 
X1 = Y1 : that is, (Ek) holds. 
As an immediate consequence we have 
ConoL~mY 3.2. The code (A, a) is decodable with delay k if it is cor- 
recting and has property (Fk ). 
Though (Ek) implies (Fk), the converse of the last result does not 
seem to hold: (Ek) does not imply (A) in our very general context. A 
partial converse may be formulated as follows: 
T~EonE~ 3.3. Let (A, a) be decodable with delay k; then it is correcting 
if statement (D) holds as well as (G) a(X)  Y c a (XY) ,  for all sentences 
X, Y in~(A) .  
Proof. Suppose a(X)  =- a(Y).  Then we have a(X) :~ ~ =-- a (Y )X  k and 
hence a (XX  k) ~ a(YXk) .  With U = XX k and V = YX k, decodability 
yields U = U~U~, V = UIV~ with a(U2) =- a(V2). Hence X, Y and 
UI have a prefix in common. By assumption, I XI = I YI, hence if 
I x I  < I u11, then X = Y. If not, repeat he construction to conclude 
that X -- Y and so that (A, a) is correcting. 
Using also Theorem 2.1, we now obtain a characterization of de- 
codability: 
COnOLLAnY 3.4. Let (A, a) have properties (C), (D) and (G). Then 
(A, a) is decodable with delay Ic if and only if (B) and (F~ ) hold. 
4. ERROR LIMITING CAPABILITY 
It seems very important to distinguish clearly between two syn- 
chronizability properties that a code may have. One is the ability of cor- 
recting synchronization errors, i.e., of reconstructing the original sentence 
in its entirety even in the presence of certain deletions or insertions (see 
below Sections 5 to 7). The other is the ability to resynchronize, i.e., to 
use an unintelligible portion of a message to determine the beginning of 
some word and, there, to resume the decoding process. A code with this 
second property has been called error-limiting. We adopt that termi- 
nology because it avoids misunderstandings and well describes the most 
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important aspect of the code capability. (In previous work  we have 
used the term "synchronizable" for what  we  now call error-limiting. ) 
Here  too we have to generalize the classical definition. Let us first 
agree to say that a sequence x is a message infix of (A, a ) if and only if 
there are sequences y, z (possibly empty) and a sentence W such that 
yxz C a (W) .  We then say that a code (A, a) is error-limiting with delay 
k if and only if it is correcting and satisfies: 
(Ik) Every message infix x with Ix] => /c has a decomposition 
x = xlx2 s'ach that from yxz E oz (W) follows the existence of 
a decomposition W = W1W2 with yxi ~ a(W1) and 
x~z C ~ (W~). 
The interpretation is easy: whenever we receive at least k consecutive 
symbols with allowable rrors (or none at all), we can find a "comma,," 
or word separation; from there normal decoding can resume. The inde- 
pendence of that comma from the particular sentence being transmitted 
is also assured since the decomposition x = xlx2 is the same for all W. 
I t  is apparent hat our definition reduces to the usual one when the 
channel is noiseless (see e.g., Scholtz (1966) or Hartnett (1968)). 
Decodability and error-limiting capability are related by our next 
result: 
THEOREM 4.1. Let (A, c~) be error-limiting with delay k, and assume 
that there is an integer h such that from x C a (X)  and I X 1 >-- h follows 
I x I >- k. Then (A, a) is decodable with delay h. 
Proof. In view of Corollary 3.2 it is enough to show that (A, a) has 
property (Fh). Assume a(X)w =- a (Y )  and I XI _-> h; there is then 
x E a (X) with I x I => k (by assumption) and xw C a (Y).  Since the code 
satisfies (Ik), there are decompositions x = XlX2, X = X1X2 and 
Y = Y~Y2 such that xl C a(X1), x2 C a(X2) (taking y, z empty in state- 
ment (h ) )  and xl E a(Y1), x2w E a(Y2) (with y empty and z = w). 
Consequently xl E a(X1) A a(Y~) ~ ~ and x~w E a(X~)w n a(Y2) ~ ~,  
showing indeed that (A, a) has property (Fh). 
5. ON THE LEVENSHTEIN DISTANCE 
We start here the second part of our paper, devoted to the study of 
block codes capable of correcting substitution and synchronization errors 
(irrespective of their error-limiting capability). In this context the 
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Levenshtein distance plays the central role that the Hamming distance 
has when only substitution errors occur. Because of the numerical diffi- 
culties encountered in the usage of the Levenshtein distance, we present 
in this section some helpful results of general interest, even if they are 
not logically needed in the sections to follow. 
The Hamming distance H(x, y) between two equally long sequences 
x, y may be defined as the smallest number of substitutions necessary to 
transform x into y. In order to study synchronization errors (deletions 
and insertions), alone or in conjunction with substitution errors, Leven- 
shtein (1965) has introduced two new distance functions. For arbitrary 
sequences x, y (not necessarily equally long), L (x, y) denotes the smallest 
number of deletions and insertions necessary to transform x into y; and 
similarly D (x, y), called the Levenshtein distance of x and y, denotes the 
smallest number of deletions, insertions and substitutions necessary to 
transform x into y. 
It  is not difficult to show that L and D are indeed distance functions, 
that is 
L(x ,y )  = 0 if and only if x = y; 
D(x ,y )  = 0 if and only if x = y 
L(x, y) = L(y, x); D(x, y) = D(y, x) 
L(x,  y) < L(x, z) + L(z, y); D(x, y) < D(x, z) + D(z, y). 
Given a sequence x, a sequence z will be called a subsequence of x if and 
only if it can be obtained from x by deletions. Denote by $ (x, - r )  the 
set of those subsequenees of x obtained by r deletions; and by S (x, +r )  
the set of those sequences obtained from x by r insertions. The following 
easy results will help in computing L and D. 
LEMMA 5.1. Given x and y, let z be a longest sequence which is a subse- 
quence of both x and y. Then L(x, y) = I x l + l Y f -- 21z l. 
As customary, we use the Hamming distance H (A, B) between two 
sets A, B to denote min H(a, b) for a ~ A and b E B. We then have: 
LElgMA 5.2. Let I xl  --- m + k, [y] = m and set D(x, y; r) = 
k + 2r + H($(x, -- (k + r)) ,  $(y, - -r)) .  Then 
D(x, y) = rain {D(x, y; r), r = O, 1, . . .  , h}, 
where 2h = L(x, y) -- k. 
If x is a sequence of length n, the Levenshtein ball B (x, e) of radius e 
around x is the set of all the sequences y with D (x, y) < e (and then 
n - e =< ]Yl =< n + e). We shall denote by B(x, e, m) the subset of 
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TABLE 5.1 
A SET OF 12 SEQUENCES OF LENGTH 7, WITH MUTUAL LEVENSHTEIN DISTANCE 
OF AT LEAST 3 
1100000 
1000101 
1110011 
1101111 
0000011 
0101001 
1010110 
1111100 
0010000 
0001100 
0111010 
0011111 
B (x, e) of those sequences whose length is m. If  m _-< n and e => 2 (n - m), 
B(x, e, m) contains, among others, all sequences having Hamming 
distance at most e - 2 (n - m) from some element of $ (x, m - n) ; and 
similarly if m > n. 
I f  A is a set of sequences of length n with mutual Levenshtein distances 
at least 2e + 1, we say here for short that A is an (n, e)-set. How many 
elements can an (n, e)-set have? Very little is known and the difficulties 
involved in answering that question are many. I t  may be enough to 
remember that the corresponding question for the Hamming distance is 
still open, in spite of great efforts by many scientists; and in spite of the 
fact that the Hamming balls are very easy to describe and the number of 
their elements depend only upon n and e, not upon the center x. On the 
contrary, the number of elements in B (x, e) and $ (x, - r) depends also 
upon x itself. 
I f  M(n, e) is the maximal number of elements in an (n, e)-set, 
Levenshtein has shown that, for binary sequences, 
f -1 /n  < M (n, 1) < 2~/ (n + 1). 
Forn  = 7 this yields 10 -< M(7, 1) -_< 16. In Table 5.1 we give a (7, 1)- 
set A with 12 elements to which no further sequence may be added; 
indeed for every sequence x of length 7 there is a C A with 
~(x, -1 )  n 8(a, -1 )  # ~. 
Only asymptotic bounds are known for e > 1. Table 5.2 gives a (13, 2)- 
set of 12 elements. 
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TABLE 5.2 
A SET OF 12 SEQUENCES OF LENGTH 13, WITH MUTUAL LEVENSHTEIN 
DISTANCE OF AT LEAST 5 
0000000000000 
0001001100111 
1010001010010 
1001010011110 
0110001111110 
0001101111000 
1110010000111 
1001110000001 
0110101100001 
0101110101101 
1110110011000 
1111111111111 
Denoting with vertical bars the number of elements in a set, Leven- 
shtein has also shown, for the binary case, 
o < (r(x) -- s ' t -1 )  < l g(x' -- s) [ < (r(s) -t- s -- 1) <(  n - t - s -  = =  = s 
if r (x) denotes the number of runs in x. (Remember that a run in a 
sequence x is a maximal subsequence of equal, consecutive terms.) For 
s = 1, those inequalities become 
IS(x, -1 ) l  = r(z)  
18(x, +1)1 = ]xl + 2. 
If  we consider a sequence over a more general alphabet we obtain very 
easily: 
LEMMA 5.3. I f  X is a sequence over an alphabet with q symbols, then 
18(x, --1)1 = r(x)  
I$(x, +1)1 = I x l (q - -  1) -{- q. 
Notice that, in the last relation, only the length of x appears. 
LEMMA 5.4. On the average (over all sequences of length Ix I, over an 
alphabet with q symbols) ~ (x, - 1 ) has (I x I (q -- 1 ) + 1 )/q elements. 
Proof. I f  y E g(x, --1), then and only then, x E g(y, ~1) .  Thus 
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Lemma 5.3 tells us that each one of the q~-i elements y of length n - 1 
belongs to exactly I Y [ (q - 1 ) + q = (n - 1 ) (q - 1 ) + q sets $ (x, - 1) 
with I x ] = n. Thus ~ I $ (x, -- 1)1, extended over the q~ elements of 
length n, counts each element y exactly (n - 1)(q - 1) + q times. 
Consequently 
average size = ~ I $(x, -- 1) I = q n - l [ (n  - -  1 ) (q  - -  1) + q] 
q~ q~ 
= ¢-1[ (  I x l  - : ) (q  - 1) + q], 
qn 
yielding the desired result. 
Notice that, again by Lemma 5.3, [[ x ] (q - 1 ) + 1]/q is then also the 
average number of runs in a sequence. Since B(x, 1)consists of 
$ (x, -- 1 ) [3 8 (x, +1 ) and of the Hamming ball around x of radius 1, we 
also obtain: 
LEMMA 5.5. For each x, 
[B(x, 1)1 = r(x) + 2]xl(q - 1) + q + 1. 
On the average (over all sequences of length I x I ), B (x, 1 ) has a number 
of dements given by 
Ix l  (2q 2 -  q -  1) +q2+q+ 1 
q 
I t  may be interesting to remark that, for q = 2, the average size is 
the arithmetic mean of the maximal size (r (x) = Ix]) and the minimal 
size (r (x) = 1 ). The following two results may also prove useful in the 
present context. 
LEMMA 5.6. The number of sequences of length n, over an alphabet with 
(n - -  1) 1)r_1. q symbols, having exactly r runs is given by 1 q (q - 
PROOF. If N (n, r, q) denotes the number of the lemma, consideration 
of the subsequences obtained by deletion of the last term yields 
N(n , r ,q )  =- (q -  1)N(n -  1, r -  1, q) + N(n-  1, r ,q).  
Since also N(n, 1, q) = q, N(n,  n, q) = q(q - 1) ~-1 and 
N(n, n + r, q) = 0, our result follows. 
If ~1, ~ ,  ' • • , ~q are the alphabet symbols, denote by x~ that sequence 
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whose ith term is ~i if i = rq ~ j, r --- O, 1,  . .  • : 
x ,  = ~1~ " . .  ~q~1~2 . . . .  
Let also f(n, r, q) = max {I S(x, - r ) I ,  for I xl = n}. Then we have 
LEM~ 5.7. For all n, r and q, f(n, r, q) = I S(x~, - r )  I. Moreover 
f (n, r, q) is the coe~cient of z n in the generating function 
The proof is rather involved and may be found in Caiabi (1967). For 
q = 2 we obtain 
f (n,r ,  2) =~(n- r )  
i=0 i 
a much better bound than Levenshtein,s (n  ~- r - l ) . r  
6. ERROR CORRECTING FOR THE LEVENSIITEIN METRIC 
Hamming has shown that a block code can correct up to e substitution 
errors per word if and only if the Hamming distance between any two 
distinct words is at least 2e -{- 1. I t  is our aim to present here the cor- 
responding result for the Levenshtein distance. The complexity apparent 
throughout Section 5 suggests that a straightforward generalization of
Hamming's theorem is not to be hoped for. That  is indeed the case and 
our result may be stated informally as follows: A block code of length n 
can correct up to e (2e < n) substitution errors per word or (but not 
both) up to e substitution and synchronization errors per sentence if 
and only if the Levenshtein distance between any two distinct words 
is at least 2e ~ 1. 
For a formal statement, and to prove it, let A be a set of sequences. 
Denoting Hamming balls by BH, we define a mapping a~ on Z (A) 
by setting ae(X) = B(X, e) [J BH(al, e)BH(a2, e) . . .  BA(ar, e) 
if X = (al, a~, . . .  , a,). Notice that, then, a (a) = B (a, e) for a E A. 
THEOREM 6.1. Let A be a set of sequences of length n, e an integer with 
2e ( n. Then (A, ae) is correcting if and only if D (a, b) ~ 2e -{- 1 for 
every pair of distinct words a, b. 
Proof. If (A, a~) is correcting, then in particular no(a) ----- a~(b) implies 
a = b. Thus D (a, b) < 2e ~ 1 implies a = b and the easy half of the 
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theorem is established. To prove the other half we use Theorem 2.1. 
Let ae(Z)  ~ ae(Y) . I f z  E a~(Z)  • a~(Y) , thenn]X I  - e < [z] < 
nl X l + e and similarly for Y. Consequently n] Y I - e _-< n I X [ -k e or 
[Y ]  <_ I Z l  Jr 2e/n. Since 2e < n, ]YI =< IX[.  By symmetry, 
IX[ = I Y l and IX] = I Y I establishing Property (D). Property (C) 
holds because D (a, b) => 2e -b 1. 
Let us establish Property (B). Assuming a~(ai, c~, . . . ,  ak) - 
a~(bl, b2, • • • , bk), let z be in both sets. Then ~here are (not necessarily 
unique) decompositions z = xix~ . . .  x~ = yiY~ ""  Yk with x~e a~(ai) 
and y~ e ae (b,). If, for some decomposition, x = y, for all i, then D (a,, b~) 
< D(a, ,  x~) -k D(y , ,  b~) =< 2e and a~(a~) -~ a~(b~), terminating the 
proof. Thus assume that for any decomposition, x, ~ y~ for some i; 
then certainly synchronization errors have occurred and, for appropriate 
sequences us, v~, one of the three cases obtains: yiu~ = v~x~, x~u~ = v~y,, 
or uiy,v~ = x~. I t  will be enough to consider in detail the first case, the 
others being similar. Let l (Y ,  i) and r (Y ,  i )  be the number of syn- 
chronization errors which have occurred in the first i - 1 and, respec- 
tively, in the last k - i words of Y; define similarly l (X, i) and r (X, i). 
S inceD(z,  f ( )  <= e, a fortioriD(b~, yi) <= e - l (Y ,  i) - r (Y ,  i) 
and similarly D (a,, xi) <-<_ e - l (X, i) - r (X, i).  Clearly ] vii -<_ l (X, i) 
Jr l (Y ,  i )  and l u~l <= r (X ,  i )  Jr r (Y ,  i) .  Then 
D (a,, b,) <- D(a~, x~) ~- D(x~, yi) -b D (y,,  b~) 
<= [e - l (X,  i )  - r (X ,  i)] ~- [Iv,[ -k lull] 
-{- [e - 1 (Y, i) - r (Y, i)] 
_ <- 2e, 
and again a~(a,) - a~(bi). 
I t  is interesting to speculate whether the mapping a~ is, in some sense, 
the "best" for which Theorem 6.1 holds. The question is open even 
when "best' means "largest": is there another mapping a, with a (X) D 
a~(X) for all X, for which our theorem holds? 
7. A SUFFICIENT CONDITION FOR DECODABILITY 
We begin by recalling that a block code capable of correcting sub- 
stitution errors is automatically decodable. This is manifestly not so 
if one allows synchronization errors as we do here. Hence it is of con- 
siderable interest to have conditions for decodability even for block 
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codes. In Calabi and Hartnett (1969) we have presented an infinite 
family of block codes capable of correcting substitution or synchroniza- 
tion errors and deeodable (with some delay). We generalize here the 
results of that paper, disregarding for the time being the corresponding 
generalization of the code construction. 
Let A be a set of sequences, e and t two integers with 2e < t; define a 
new mapping a~ on ~ (A) as follows: 
I. if I X I ~ t, ~t(X) consists of all those sequences which may be 
obtained from :~ by either up to e substitution errors in each one of 
t - 2e words, or up to e deletions in X, or up to e insertions in X; 
2. if I X I  > t, a~(X) = • a~(XI)a~t(X2)~(Xs) where the intersec- 
tion is extended over all the decompositions X = XIX2X8 with 
Ix I =t. 
In intuitive words, a~ (X) consists of all those sequences which may be 
obtained from :~ by making, in each block of t consecutive words, up 
to e substitution errors in each of t - 2e words, or up to e deletions, or 
up to e insertions. 
THEOR~.M 7.1. Let A be a set of sequences of length n and let e and t 
be integers with 2e < n, 2e < t. Suppose that D (a, b) >= 2e ~- 1 for every 
pair of distinct words a, b in A and suppose that A satisfies: 
(P~): au = vb for a, b C A implies l u l  > 2e. 
Then (A, ot~t) is decodable with delay nt. 
Proof. In view of Theorem 3.1, it is enough to show that (A, ~t)  has 
properties (F~) and (Ak) for k = nt. Let then ~(X)  ~ ~(Y)  with 
I :~ I =< nt and thus I X I < t. By a reasoning parallel to that used in the 
proof of Theorem 6.1, we obtain I YI = I x I  and thus also I Y I < t. 
But then ~(X)  c ~(X)  and a~t(Y) c a~(Y) and by Theorem 6.1, 
X = Y. Thus indeed (A, ~t )  has property (A~). To establish (F~), 
le tX  = (al ,a2,  . - - ,ak ) ,  Y = (bl, b2, . . . ,bh)  andzC~(X)w N 
~(Y)  with k > t. I t  follows as above that then also h => t. Let z = x~x2 
• • • x~w --- yly2 • • • y~, x~ e o~ (a~), y~ e ~ (b~). If there is an i -< t such 
that x~x~ . . .  x~ = yly2 . . .  y~ then the sentences X~ = (a~, . . .  , a~), 
X~ = (a~+l, . . . ,  a~), I71 = (51, . - . ,  b~), I72 = (b~+1, . - . ,  ba) satisfy 
the reducibility requirements. If such a subscript i does not exist, we have 
in particular I xl I ~ I yl I; and since we limit ourselves to consideration 
of only the first t words of X and of Y, we may assume l yll < I xll 
without any loss of generality. Then x~ is obtained by up to e insertions 
in al, or y~ is the result of up to e deletions in b~, or both. I f  both, then 
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xla2a8 . . .  a tx t+ l  . . .  xkw ---- y~b~b8 " "  b ty t+ l  " ' '  yh  and  ua~ -= b2v with 
I u I ~ 2e contradicting (P~). If l Yll = ]bl I < Ix1 !, the inequality 
t > 2e insures that there is at least one subscript j <= t such that yj = b j, 
x3" = aj and ua j  = b jv  with, again, ]u] ~ 2e. If l Yl] < ]x~] = ] all 
the conclusion is the same. In any case we obtain a contradiction. Thus 
necessarily x~x~ . . .  x~ = yly~ " ' "  y~ for some i < t. The theorem is 
established. 
We remark that, in view of Theorem 6.1, for (A, a~t) to be decodable 
(with some delay) it is necessary that A be an (n, e)-set. Condition 
(P,) however does not seem to be necessary. Notice though that A 
cannot contain with a = xu  also b = ux  if l u I < 2e. Indeed, if it does, 
write u = u~u~ with l ul I =< e, l u~ I =< e; and consider z = u2a h. Then 
z C aet (a  h) (obtained by lull insertions), and z C a , t (b t )u  preventing 
reducibility. As a consequence, A cannot contain the sequence 00 . . .  0 
or 11 . . .  1. Similarly one can show that if A contains a, b, c, d with 
ua = by and vc = du,  (A ,  a~t) cannot satisfy statement (F~) if I u ] = 2e. 
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