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Abstract
We present an efficient and robust numerical model for simulation of electrokinetic phenomena in porous
networks over a wide range of applications including energy conversion, desalination, and lab-on-a-chip
systems. Coupling between fluid flow and ion transport in these networks is governed by the Poisson-
Nernst-Planck-Stokes equations. These equations describe a wide range of transport phenomena that can
interact in complex and highly nonlinear ways in networks involving multiple pores with variable proper-
ties. Capturing these phenomena by direct simulation of the governing equations in multiple dimensions
is prohibitively expensive. We present here a reduced order computational model that treats a network
of many pores via solutions to 1D equations. Assuming that each pore in the network is long and thin,
we derive a 1D model describing the transport in pore’s longitudinal direction. We take into account the
non-uniformity of potential and ion concentration profiles across the pore cross-section in the form of area-
averaged coefficients in different flux terms representing fluid flow, electric current, and ion fluxes. Distinct
advantages of the present framework include: a fully conservative discretization, fully bounded tabulated
area-averaged coefficients without any singularity in the limit of infinitely thick electric double layers (EDLs),
a flux discretization that exactly preserves equilibrium conditions, and extension to general network of pores
with multiple intersections. By considering a hierarchy of canonical problems with increasing complexity,
we demonstrate that the developed framework can capture a wide range of phenomena. Example demon-
strations include, prediction of osmotic pressure built up in thin pores subject to concentration gradient,
propagation of deionization shocks and induced recirculations for intersecting pores with varying properties.
Keywords: Electrokinetics, Porous structures, Ion transport, Reduced order models, Deionization shock
1. Introduction
Electrokinetic phenomena in microstructures have implications in different technological applications and
have been attracting significant attention. These microstructures can be either fabricated with specified ge-
ometry, such as in microfluidics (Figure (1a)), or involve random porous media (Figure (1b)) made of either
conducting or non-conducting materials. In this paper we collectively refer to these systems as network of
pores. Microfluidic lab-on-a-chip devices are widely used to analyze biological entities and perform processes
including mixing, separation [1–4], and biomolecular detection [5–7]. On a larger scale, electrokinetics in
porous media is shown to have practical relevance for a wide variety of applications from filtration, desalina-
tion [8], and fluid pumping [9], to energy storage [10–16] and highly efficienct energy conversion [17, 18]. A
number of these applications involve transport nonlinearities induced when pores with different geometrical
and electro-chemical properties are connected [19–21]. Below we describe aspects of physical complexities
associated with a network of pores.
∗To whom correspondence should be addressed. Email: alimani@stanford.edu (Ali Mani)
1
ar
X
iv
:1
61
0.
00
00
2v
1 
 [p
hy
sic
s.f
lu-
dy
n]
  2
9 S
ep
 20
16
(a)
-
-
-- - --
-
-----
---
- - - - - - - --- - -------
----
- - ------
--- - - - - --
--
-- -
-
- ---
--
- - - - - -
- -
-
-
--
--
----
----
- - - -
----
-
-
---------
-
--
- -
-
-----
- -
-
-
- -
- - ---
-
------- --
- - -
--
--
-
--
-
-
- - -
- ----
--------
-
-
--
--
--
------------ - - - - - - --
------- -
------
------
---------------
- - - - -
-
---
-
-----
--
--
--
--
-- - - - -----------
--
--
---
E
(b)
-
-
-
-
-
- - -
--
- -
-
-
-
-
-
-
---
-
--
--
--
(c)
- - - ---
--
-
-
-- - - - - -
-
-
-
--
--
---- --
-
-
---
--------
-------- -
-∇P
-∇φ
(d)
Figure 1: (a) Schematic of a lab-on-a-chip system operating based on electrokentic injection of analyte into
a buffer. (b) Schematic of electrokinetic flows in a porous material which consists of many micro-scale and
nano-scale pores exposed to an external electric field (E). (c) Schematic of the propagation of a deionization
shock initially generated at the interface of two pores in series. (d) Internal recirculation in parallel pores.
A backward pressure driven flow dominates in the micro-pore with lower hydraulic resistance, while the
electro-osmotic flow becomes dominant in the nano-pore, where the surface effect is more significant.
Ion Concentration Polarization (ICP) is a well known phenomenon [22] that is described by induced
concentration gradient in systems where ion selectivity varies in the direction of transport. In the context
of porous networks, ICP can occur when pores of varying cross sections are connected in series [23–30, 33]
or T-junctions [34–37] as well as in pore-membrane junctions [21, 29, 38–42]. Wang et al. [19] reported the
use of ICP to generate high-focusing ratios of an ionic protein near a microchannel-nanochannel junction.
By examining different systems of pores, Kim et al. [39, 43] have demonstrated that ICP dynamics can
be exploited for a variety of applications including energy efficient desalination systems and biomolecule
preconcentration devices.
Mani, Zangle, and Santiago [30–32] performed an extensive numerical-experimental study on the propaga-
tion of ICP enrichment and depletion zones at galvanostatic (constant current) and potentiostatic (constant
potential) conditions. They showed that under certain circumstances, ICP enrichment and depletion regions
could spread as shocks (Figure (1c)), which are driven by both electromigration and diffusion. Mani and
Bazant [33] referred to the propagation of depletion zone as deionization shock, and explained in detail the
underlying physics of the shock and its stability in pores with slow variation of surface charge and geome-
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try. They illustrated how the nonlinear dynamics of deionization shock result from exchanges between bulk
and surface conduction carried by the excess charge in the EDLs. Other related studies have analyzed the
overlimiting current through porous material subject to ICP [41]. It has been demonstrated that in these
systems, a novel mechanism for overlimiting current exists due to surface conduction which is activated after
deionization shocks propagate through pores[42, 44, 45]. However, coupling between surface conduction and
deionization shocks in networks of many pores is yet to be understood.
Additional complexity arises when pores are connected in parallel in a network. As we will demonstrate,
such connections can lead to flow loops and enhanced mixing when pores with different properties are con-
nected to each others (Figure (1d)).
All of the aforementioned effects occur on the scale of pore length or intersection distance in a network,
and therefore, traditional homogenization models fail to capture such phenomena. On the other hand, full
numerical simulation of electrokinetic transport in three-dimensional porous media is prohibitively expensive
and infeasible for large networks of pores. One technique to overcome the present barriers is the utilization
of area-integrated models, which are developed based on the principle of local thermodynamic equilibrium
in the pore cross-section dimension. [30, 44, 46–52]. This approach reduces the transport equations to a
one-dimensional model for each pore, which relates the cross-section averaged fluxes including fluid velocity
u¯, electric current density i¯, and ion fluxes j¯± to the local driving forces with prefactors. The prefactors
are area-averaged quantities that take into account the non-uniformity of the concentration profile across
EDLs. For long and thin pores, the driving forces are proportional to gradients of driving potential functions
describing a combination of pressure, concentration, and electrostatic fields. As we will see, these driving
potentials can be constructed such that they only depend on longitudinal coordinates in each pore while
remaining uniform in cross-sectional planes. Such potential functions, which are most suitable for model
reduction, are also referred to as virtual quantities in the literature [46, 47]. The driving forces and their
potential functions can be expressed in different ways. In our modeling, we introduce three forces in the
form of gradients in virtual total pressure (P0), virtual electro-chemical potential for counterions (in our
case, µ+ given that there is negative surface charge), and virtual concentration (C0). Later in this section,
we will illustrate the reason of this choice by declaring the key advantages of these driving potentials over
the other forms represented in the literature. Detailed derivation of each force will be discussed in Sections
3.1 and 3.2. As shown in Figure (2), we sum the effects of three driving forces for each cross-section averaged
flux term and write a set of quasi-linear equations as follows:
pressure-driven electro-osmosis diffusio-osmosis
+ +
-∇P0 -∇μ+ -∇C0
Figure 2: Linear combination of three mechanisms driving fluid flow based on the gradients in pressure,
electro-chemical potential of counterions, and concentration. In addition to fluid flow, the same mechanisms
can lead to the generation of ion and charge transport.
u¯ = g¯11∇P0 + g¯12∇µ+ + g¯13∇C0, (1)
i¯ = g¯21∇P0 + g¯22∇µ+ + g¯23∇C0, (2)
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j¯− = g¯31∇P0 + g¯32∇µ+ + g¯33∇C0. (3)
The pre-factors g¯ij are area-averaged coefficients, which can be computed from the solution of the
Poisson-Boltzmann equation across each pore cross-section. As will be discussed in Section 3.4, in our
modeling we assume that for each pore the area-averaged charge is equal to that on the solid walls (total
cross-section is electroneutral). This allows tracking of only one ion in a binary electrolyte system; the
area-averaged concentration of the other ion can be computed from the electroneutrality condition. We can
rewrite equations (1)-(3) in a matrix form and develop a right hand side coefficient matrix as follows: u¯i¯
j¯−
 =
g¯11 g¯12 g¯13g¯21 g¯22 g¯23
g¯31 g¯32 g¯33
 ∇P0∇µ+
∇C0
 . (4)
For the sets of driving potentials and fluxes employed here, the coefficient matrix, g¯ij satisfies the On-
sager symmetry, a property derived based on the assumption of the reversibility of microscopic equations
of motions [53–55]. The property of linear response of the fluxes to the gradient of driving potentials,
which will be derived in detail below, has been utilized and discussed widely in electro-chemistry literature
[17, 18, 56–64]. One should note that equation (4) is only valid for local gradients at each axial position
along the pore. In general it does not hold for large distances due to the nonlinear response of the system
given g¯ij is a function of dynamically evolving fields with time. For each axial position, the determinant of
the corresponding matrix is always positive. In other words, the coefficient matrix is positive definite, which
verifies that the developed model satisfies the second law of thermodynamics [46] stating that the global
entropy increases during an irreversible process.
Despite the useful insights obtained from the previous reduced order models which have similar forms
to equation (4), they suffer from several limitations, which make them unsuitable for computational imple-
mentation and analysis of complex pore networks. Many of these models have been developed at steady
state [33, 44, 48, 52], or in the limit of thin EDL [33, 44]. Many are geometry dependent and are applicable
only to simple network topologies [30, 33, 44, 49, 50]. In this work, we have derived a new reduced order
transport model accompanied with a novel computational discretization that offers several advantages for
computational modeling of porous networks:
1. The developed reduced order model covers the entire range of EDL to pore size ratios. Large pores
and high concentrations lead to thin EDL limit, and small pores and low concentration result in highly
overlapped EDLs. Furthermore, the developed model includes an asymptotic treatment for the limit of
zero concentration (infinite EDL thickness). This entire regime is relevant to electrokinetic transport in
porous systems since deionization shocks often result in a wide range of variations in ion concentration.
2. The matrix coefficients in the developed model are bounded over the entire range of concentrations
and pore sizes.
3. The formulation setup in the developed model uses driving potentials that remain bounded in the
limit of very small (and large) concentration.
4. The discretization scheme is fully conservative without any numerical leakage of ion concentrations.
We should note that the variables that form the driving potentials (e.g. virtual concentration) are
not conservative by nature. However other field variables, such as area-averaged concentration, are
physically conserved. To maintain all of the advantages described above, our formulation uses evolution
equations for conservative fields as primary unknowns; the driving potentials are closed in terms of
conservative quantities through solutions to the Poisson-Boltzmann equation.
5. Our formulation is discretely well balanced. In other words, in the absence of any driving force,
equilibrium solution is recovered regardless of spatial mesh spacing. This property has been achieved by
utilizing virtual quantities as driving potentials since they are invariants of thermodynamic equilibrium
states.
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6. The derived methodology is capable of handling discrete jumps in pore size, or multi-pore intersections.
Handling such configurations is challenging since pressure, concentration, and electrostatic potential
can discretely jump across such interfaces. However, the virtual potentials remain continuous, and
this property has been utilized in the present model.
The outline of the paper can be summarized as follows: we begin by describing the model problem
and the governing equations. After nondimensionalizing the equations, we introduce main assumptions
of the model and motivate deriving reduced order models for thin and long pores. Then, we present the
derivation of model reduction in which the thermodynamic equilibrium is assumed in thin directions to
pre-specify the field profiles in cross-sectional directions. We then introduce the 1D model governing the
axial transport of ions at each pore and provide a comprehensive discussion of different flux terms. We
explain the coupling of solutions for different pores by proper application of conservation laws at pore
intersections. In the result section, we first present the results obtained by using tabulated coefficients to
investigate the influence of pore size and surface charge on the osmotic phenomenon in a single pore. We then
demonstrate our model validation by comparing our results with those from direct numerical simulations of
two pore systems: (1) a single micropore confined by a cation-selective membrane, and (2) a microchannel-
nanochannel-microchannel setting exposed to an external pressure gradient. We also discuss the temporal
and spatial evolution of electrokinetic behaviors emerging in networks of micro-pores and nano-pores in
series, parallel, and H-junction configurations.
2. Model problem
We model an electrokinetic porous structure as a network of micro-scale and nano-scale pores with small
aspect ratio; that is they are assumed to be long and thin pores. Figure (3) shows an example of a porous
network. For each pore, the x-axis is assigned in the axial direction. Each pore can have a general area
cross-section (S), and the area and the surface charge density (σ) can vary smoothly in the pore longitudinal
direction. For simplicity, we assume that the surface charge density is fixed in time and the pore is filled with
a symmetric binary electrolyte with diffusivity D and valence z. However, extension of the model to time-
variable surface charge, such as in conducting material or in systems with surface reaction, and inclusion of
multi-species is straightforward. As will be explained in detail, pores may lead to terminal reservoirs, where
the salt concentration is known, or be connected together via intersections that are modeled as “internal
reservoirs” whose concentration is to be dynamically determined. The pore surface charge is screened by
counterions through the electric double layer (EDL), denoted by λD in Figure (3).
2.1. Governing equations
We have employed coupled Poisson-Nerst-Planck-Stokes equations for the mathematical modeling of the
ion transport through the pore systems. Below we use the symbol “∼” to denote dimensional field variables
including space, time, and vector and scalar fields. All constants regardless of their dimensionality and
dimensionless field variables are denoted without ∼. The evolution of ion concentration fields is represented
by transport equations utilizing the Nernst-Planck flux form:
∂C˜±
∂t˜
+ ∇˜.(U˜C˜±) = ∇˜.{D∇˜C˜± ± zeD
kBT
C˜±∇˜φ˜}, (5)
where C˜± are concentrations for positive and negative ions and U˜ is the velocity field vector. The parameters
D, z, e, kB , and T refer to ion diffusivity, ion valence, elementary charge, Boltzmann constant, and absolute
temperature, respectively. Here we have employed Einstein’s relation to write the ion electromigration
mobility in terms of its diffusivity. We consider zero ion flux normal to the pore surfaces:
U˜⊥C˜± −D∇˜⊥C˜± ∓ zeD
kBT
C˜±∇˜⊥φ˜ = 0, (6)
5
Table 1: Nomenclature
dimensionless quantity description dimensional parameter description
C concentration of ion species VT thermal voltage
C0 virtual concentration L axial length scale
P hydrodynamic pressure R pore diameter
P0 pressure (hydrodynamic plus osmosis) ∇ gradient operator
φ electric potential D diffusivity coefficient
ψ surface induced electric potential kB Boltzmann constant
φ0 virtual electric potential T absolute temperature
µ+ electro-chemical potential z atomic valence
U velocity vector e elementary charge
u axial velocity component ε electric permittivity
U⊥ velocity components in the wall normal direction tdiff diffusion time scale
gp the pre-factor of pressure driven flow σ surface charge density
ge the pre-factor of electro-osmotic flow λref reference Debye length
gc the pre-factor of diffusion-osmotic flow hp local effective pore size
λD Debye length normalized by hp Cref reference concentration
λ0 normalized Debye length w.r.t. local C0 udiff diffusion velocity scale
λ∗ normalized Debye length w.r.t. local C−
a pore aspect ratio
κ electro-hydrodynamic coupling constant
S pore cross sectional area
Sr surface area of internal reservoir
Vr the volume of internal reservoir
ρ volumetric net charge density
σ∗ normalized surface charge density
Cs = −2λ2Dσ∗ excess concentration of counterions in
the EDL to screen local surface charge
A2, B2, C2 pre-factors of gradients in conservation of current
A1, B1, C1 pre-factors of gradients in conservation of fluid flow
Fx ion flux along the pore axis
F⊥ ion flux component in normal direction to pore axis
I electric current
Q background solvent flow rate
g¯, gp, ge, gc, gp−, ge−, gc− , area averaged coefficients
ge+, gpe, and gpc, f¯
pii pressure boundary value for a reservoir
θi electro-chemical potential boundary value for a reservoir
subscript description subscript description
L left reservoir R right reservoir
r reservoir quantity diff diffusion-related quantity
⊥ in the wall normal direction ref reference quantity
superscript description superscript description
∼ dimensional field variable c diffusio-osmotic variable
— area averaged quantity (1),(2),(3) solution of conservation equations for different boundary values
′ perturbation from mean value ± cation and anion
p pressure-driven variable
e electro-osmotic variable
where U˜⊥ is the velocity component normal to walls and ∇˜⊥ is the dimensional gradient operator in wall-
normal directions.
The electric potential field, φ˜ is governed by the Poisson equation:
∇˜2φ˜ = − ρ˜
ε
, (7)
where ε is the electric permittivity of the solution and ρ˜ is the local charge density equal to:
ρ˜ = ze(C˜+ − C˜−). (8)
Using Gauss’s law, we write the boundary condition for the electric field on the pore wall as follows:
∂φ˜
∂x˜⊥
|wall = σ
ε
, (9)
where σ is the known surface charge density and assumed to be constant in time and distributed uni-
formly over the pore perimeter at all axial positions, but it can vary along the pore axis. We consider an
incompressible fluid flow at low Reynolds number regime governed by the Stokes equations:
∇˜.U˜ = 0, (10)
−∇˜P˜ + µ∇˜2U˜− ze(C˜+ − C˜−)∇˜φ˜ = 0, (11)
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Figure 3: Sketch of an electrokinetic porous structure exposed to an external electric field. The coordinate
is set along the pore axis and in the direction normal to the axis. The Debye length has been shown next
to the charged surfaces, where the counterions are accumulated to screen the surface charge.
where µ is the fluid dynamic viscosity, and P˜ represents the hydrodynamic pressure in the domain. For all
velocity components, no-slip and no-penetration conditions are imposed at pore walls. We will discuss the
boundary treatment in the axial directions in Section 4.
2.2. Dimensionless formulation
Table 2: Normalization factors used for directional non-dimensionalization
Variable Notation Normalization
Axial coordinate x L
Transverse coordinates x⊥ hp
Time t tdiff = L
2/D
Axial velocity component u udiff = D/L
Tansverse velocity components U⊥ udiffhp/L
Ion concentrations C± Cref
Hydrodynamic pressure P CrefkBT
Electric potential φ VT = kBT/ze
In an approach analogous to lubrication theory, we have used a directional normalization to account
for different length scales present in pore systems. Table (2) summarizes the normalization factors used
to nondimensionalize the governing equations. Concentration is nondimensionalized using Cref, which is
typically the reservoir concentration. We have used reference osmotic pressure and thermal voltage to
normalize the hydrodynamic pressure and electric potential respectively. Moreover, diffusion time, tdiff =
L2/D and diffusion velocity, udiff = D/L are used to normalize time and the axial component of velocity.
The axial coordinate is nondimensionalized by the characteristic pore length, L, and for normal directions
we have used local effective pore size, hp, defined as follows:
hp ≡ cross-sectional area
cross-sectional perimeter
. (12)
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According to this definition, hp depends on the local area cross section of the pore and hence can change
along the pore axis. For a rectangular pore with width much larger than the pore thickness, hp =
h
2 ,
and for a circular cross-section with diameter d, hp =
d
4 . Using this parameter, we take udiffhp/L as the
normalization factor for velocity components in transverse directions.
The dimensionless parameters present in the normalized equations and boundary conditions are pore aspect
ratio, a, normalized Debye length, λD, electrohydrodynamic coupling constant, κ, and normalized surface
charge density defined below:
a =
hp
L
, λD =
λref
hp
, κ =
ε
µD
V 2T , σ
∗ =
hpzeσ
kBTε
(13)
where λref =
√
εkBT
2Crefz2e2
is the reference Debye length and VT =
kBT
ze is the thermal voltage. Note that a
and λD can vary along the pore axes, as both are defined based on hp. Using the normalization factors
introduced in Table(2), we obtain the non-dimensional equations as follows:
a2
∂C±
∂t
+ a2∇.(UC±) = a2 ∂
∂x
{∂C
±
∂x
± C± ∂φ
∂x
}+∇⊥.{∇⊥C± ± C±∇⊥φ}, (14)
−(a2 ∂
2φ
∂x2
+∇2⊥φ) =
1
2λ2D
(C+ − C−), (15)
∇.U = 0, (16)
a2
∂2u
∂x2
+∇2⊥u =
κ
2λ2D
{∂P
∂x
+ (C+ − C−)∂φ
∂x
}, (17)
a2(a
∂2(aU⊥)
∂x2
+∇2⊥U⊥) =
κ
2λ2D
{∇⊥P + (C+ − C−)∇⊥φ}. (18)
∇⊥ is the non-dimensional gradient operator in the transverse directions. Equations (17) and (18) are
the momentum transport equations in axial and traverse directions respectively.
The dimensionless boundary conditions at pore walls for equations (14), (15), (17), and (18) are respectively
as follows:
∇⊥C± ± C±∇⊥φ = 0, (19)
∂φ
∂x⊥
|wall = σ∗, (20)
U = 0. (21)
3. Reduced order model
We consider pores with small values of aspect ratio (a 1), which implies long and thin pores. From a
physical point of view, this means that the dynamics are fast in thin directions, and thus it is reasonable to
assume equilibrium condition in these directions. Mathematically, this assumption leads to a perturbation
analysis through which the terms in equations (14) to (21) are prioritized based on powers of a in the pre-
ceding pre-factors.
In this section, we introduce the numerical modeling of a single pore in the limit of small aspect ratio
and derive a set of reduced order equations in this setting. In Section 4, we explain how the solutions from
different pores can be coupled at the pore intersections using the proper conservation laws.
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3.1. Cross-sectional equilibrium profiles
In the limit of small a, equation (14) is simplified to:
∇⊥.{∇⊥C± ± C±∇⊥φ} = 0. (22)
Given the zero ion flux normal to the wall (for now we have ignored chemical reactions among ions and
surface groups), the normal flux for each ion species is zero. Thus, one can conclude:
∇⊥C± ± C±∇⊥φ = 0. (23)
Using the definition of electro-chemical potential for co-ion and counterion (µ± = lnC±±φ), we can interpret
equation (23) as constant electro-chemical potentials in the wall normal direction. The ion concentration
fields then follow the Boltzmann distribution:
C± = C±0 (x) exp(∓φ), (24)
where the integration constants C±0 are the ion concentrations where φ is zero and are only functions of the
axial coordinate. To write both solutions in relation (24) with the same constant, we define the following
parameters:
C0(x) =
√
C+0 (x)C
−
0 (x) =
√
C+(x, x⊥)C−(x, x⊥), (25)
φ(x, x⊥) = φ0(x) + ψ(x, x⊥), (26)
where φ0 is defined as follows:
exp(φ0(x)) =
√
C+0
C−0
=
√
C+
C−
exp(φ). (27)
In other words,
√
C+C− and
√
C+/C− exp(φ) are two invariants of the solution introduced in equation
(24) at each cross-section. Using these definitions, relation (24) can be written as:
C± = C0(x) exp(∓ψ). (28)
The physical interpretation of C0 and φ0 is straightforward in the limit of thin EDLs: C0 represents con-
centration of either species in the electroneutral fluid outside the EDLs (e.g., pore centerline). Likewise, φ0
represents the electrostatic potential outside the EDLs. The field ψ represents the equilibrium electrostatic
potential due to the EDLs. For cases that EDLs are not thin, C0 and φ0 respectively represent the concen-
tration and electrostatic potential in a virtual electroneutral reservoir which is in equilibrium with the local
cross-section (thus, they are called virtual quantities). As we will see, these quantities will form the driving
potentials whose gradients will be the driving forces for axial fluxes. In the limit of small a, we can rewrite
equation (15) using equation (28) as:
∇2⊥ψ =
1
λ20
sinh(ψ), (29)
where λ0 =
1
hp
√
εkBT
2C˜0z2e2
= λD√
C0(x)
is the normalized Debye length based on the local C0. The boundary
condition represented in equation (20) is also simplified to:
∂ψ
∂x⊥
|wall = σ∗(x). (30)
Equation (29) can be solved for equilibrium potential profiles and corresponding equilibrium concentrations
via (28) for a wide range of σ∗ and λ0. These profiles are smooth functions of parameters σ∗ and λ0.
Therefore, one can numerically tabulate the results of these solutions using a relatively coarse mesh in the
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input parameter space. The tabulation strategy will be discussed in detail in Section 3.5. Furthermore, we
note that the asymptotic solutions from equations (28)-(30) lead to concentration fields whose integral in
each cross-sectional plane are electroneutral when the surface charge is accounted for. This can be readily
examined by applying Green’s theorem to the integral of equation (29) and using the boundary condition
(30). This asymptotic electroneutrality will be utilized when developing the axial transport model in Section
3.4.
3.2. Virtual total pressure and electro-chemical potential
In our model, two of the driving potentials are virtual total pressure, P0 and virtual counterion electro-
chemical potential, µ+, instead of hydrodynamic pressure, P , and virtual electric potential, φ0. This choice
has been beneficial for the following reasons: (1) P0 and µ
+ remain continuous at the pore interfaces, where
the pore area cross-sections have jumps, whereas electric potential and hydrodynamic pressure may have
significant jumps at these locations. (2) µ+ remains finite in regions of very low concentration, e.g. behind
deionization shocks, while φ0 becomes unbounded. (3) As we will explain in Section 3.5, these variables
result in bounded area-averaged coefficients that are used for computing ion flux terms. Using bounded
coefficients is advantageous to deal with singularities in regions of low and high concentration.
Virtual total pressure: We can solve for cross-sectional variations of pressure using equation (18) for
small a. This yields:
∇⊥P = −(C+ − C−)∇⊥φ = 2C0∇⊥(cosh(ψ)), (31)
which results in the following solution after integrating from the point with ψ = 0 to a transverse location,
y with potential ψ:
P = 2C0 cosh(ψ) + P0(x). (32)
In other words, P0 = P−2C0cosh(ψ) is another cross-sectional invariant. This quantity physically represents
the superposition of hydrodynamic pressure and osmotic pressure.
Virtual electro-chemical potential: Using equations (25) through (27), we can show that electro-
chemical potentials for ion species are only functions of x:
µ± = ln(C0exp(∓ψ))± (ψ + φ0) = ln(C0(x))± φ0(x). (33)
As we will see in Section 3.3, this allows us to integrate the axial momentum equation and obtain the
velocity profile as a sum of the terms including axial gradients of driving potentials multiplied by transverse-
dependent fields. These transverse-dependent fields can be determined by using the equilibrium profiles
discussed in Section 3.1.
3.3. Cross-sectional velocity profile
Using relations (32) and (33) in the axial momentum equation (17) in the limit of small a, we can rewrite
this equation as follows:
∇2⊥u =
κ
2λ2D
{dP0
dx
+ (C+ − C−)dµ
+
dx
+ 2 exp(ψ)
dC0
dx
}. (34)
Due to the linearity of equation (34), we take advantage of superposition principle and write the solution as
follows:
u =
κ
2λ2D
{gp(x⊥)dP0(x)
dx
+ 2λ2Dg
e(x⊥)
dµ+(x)
dx
+ gc(x⊥)
dC0(x)
dx
}. (35)
Equation (35) has three terms describing the fluid motions generated by three mechanisms, which are
pressure driven flow, electro-osmosis, and diffusio-osmosis respectively. gp, ge, and gc are the transverse-
dependent part of the solutions and obtained by solving the following differential equations:
∇2⊥gp = 1, gp|wall = 0, (36)
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∇2⊥ge = −∇2⊥ψ, ge|wall = 0, (37)
∇2⊥gc = 2 exp(ψ), gc|wall = 0. (38)
Equation (36) results in the classical Poiseuille flow. Equation (37) and (38) can be solved using the
equilibrium profiles of ψ, which are available from solutions to equation (29) for different values of σ∗ and
λ0. Therefore, in addition to the profiles of ψ and C
± discussed in Section 3.1, one can access the velocity
profiles, gp, ge, and gc for a given σ∗ and λ0. Figure (4) demonstrates examples of three components of
velocity profile as well as equilibrium potential distribution, ψ.
- - - - - - - - - - - - - - - - - - - - -
- - - - - - - - - - - - - - - - - - - - - -
g11dP0/dx g13dC0/dx
g12dμ+/dx
ψ
λD
σ
σ
x
x⊥
Figure 4: A sample solution of equilibrium electrostatic potential, ψ, inside a micro-pore for some values
of σ∗ and λ0. The thickness of EDL varies along the pore axis due to the axial concentration gradient. In
another axial position, three axial velocity profiles have been depicted, which result from the local gradients
of P0, µ
+, and C0. The net axial velocity profile is obtained by the linear superposition of the three terms:
u = g11
dP0(x)
dx + g12
dµ+(x)
dx + g13
dC0(x)
dx . According to the notation on the figure and equation (35), one can
realize that g11 =
κ
2λ2D
gp, g12 = κg
e, and g13 =
κ
2λ2D
gc.
3.4. Area-integrated transport equation
To obtain the one dimensional transport equation, first we rewrite equation (14) as below:
∂C±
∂t
+
∂F±x
∂x
+∇⊥F±⊥ = 0, (39)
where,
F±x = uC
± − ∂C
±
∂x
∓ C± ∂φ
∂x
, (40)
F±⊥ = U⊥C
± − 1
a2
{∇⊥C± ± C±∇⊥φ}. (41)
Integrating equation (39) over the area cross-section, S, we obtain each term in the area-integrated transport
equation as follows: ∫
S
∂C±
∂t
ds = S
∂C±
∂t
,
∫
S
∂Fx
∂x
ds =
∂
∂x
S{uC± − ∂C
±
∂x
∓ C± ∂φ
∂x
}, (42)∫
S
∇⊥.F⊥ds =
∮
wall
F⊥.ndl = 0.
Note that the second term is integrated assuming that the axial variation of cross-sections is a smooth
function of x inside each pore (based on Leibniz integral rule). Writing the equation with respect to
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electro-chemical potential of positive ions, we obtain the area-integrated transport equations for positive
and negative ions respectively as:
S
∂C+
∂t
+
∂
∂x
S{uC+ − C+ dµ
+
dx
} = 0, (43)
S
∂C−
∂t
+
∂
∂x
S{uC− − 2C
−
C0
dC0
dx
+ C−
dµ+
dx
} = 0. (44)
These equations are partial differential equations (PDEs) describing the temporal and axial evolution of
area-averaged ion concentrations. In practice, one can choose to solve only one of these equations and use
electroneutrality, as discussed in Section 3.1, to relate C+ to C−. This can be obtained by applying Green’s
theorem and area integration of equation (29) and using boundary condition (30):
C+ − C− = Cs ≡ −2σ∗λ2D (45)
The right hand side of equation (45) refers to the excess concentration of counterions required to screen the
local surface charge, denoted by Cs in our formulation. This is another dimensionless parameter normalized
by Cref, which indicates the significance of surface conduction. Higher values of Cs means that there is a
strong surface conduction effect.
In our model, we have chosen to solve (44) for the concentration of coions (in this case, anions) and use
the electroneutrality condition (45) to obtain the counterion concentration. In continue, we describe how to
close different area-averaged flux terms in equation (44) and determine the virtual total pressure and virtual
electro-chemical potential fields.
We relate C− to C0 by the area-averaged parameter, g¯(x):
C− = C0g¯, (46)
where g¯ can be computed using the available equilibrium potential profiles from the solution to equation
(29) as follows:
g¯ =
1
S
∫
S
exp(ψ)ds. (47)
Using equation (47), we can compute g¯ and tabulate it for different values of σ∗ and λ0. To determine the
axial advective flux uC−, we utilize the Reynolds decomposition strategy for both C− and u:
C− = C−(x) + C−′(x, x⊥) , u = u¯(x) + u′(x, x⊥). (48)
Using equation (35), we derive u¯ and u′ as follows:
u¯ =
κ
2λ2D
{gp dP0
dx
+ 2λ2Dg
e
dµ+
dx
+ gc
dC0
dx
}, (49)
u′ =
κ
2λ2D
{gp′ dP0
dx
+ 2λ2Dg
e′ dµ
+
dx
+ gc′
dC0
dx
}. (50)
gp is computed using the Poiseuille velocity profile. For a 2D channel gp = −1/3 and for a cylindrical pore it
is equal to −1/2. ge and gc are also obtained by area averaging the solutions of equations (37) and (38). The
profiles with the superscript prime (such as gp′) can be simply obtained by subtracting the area-averaged
values from the corresponding profiles. Therefore, by means of equations (48)-(50), the advective flux in
(44) is written as:
uC− = uC− +
κ
2λ2D
{gp′C−′ dP0
dx
+ 2λ2Dg
e′C−′
dµ+
dx
+ gc′C−′
dC0
dx
}. (51)
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To close the last three terms, we normalize the area-averaged coefficients with Cs, and introduce the area-
averaged coefficients gp−, ge−, and gc−:
uC− = u¯C− + Cs
κ
2λ2D
{gp− dP0
dx
+ 2λ2Dg
e− dµ
+
dx
+ gc−
dC0
dx
}, (52)
where,
gp− = (
gp′C−′
2|σ∗|λ2D
), ge− = (
ge′C−′
2|σ∗|λ2D
), gc− = (
gc′C−′
2|σ∗|λ2D
). (53)
The coefficients defined in (53) are all functions of σ∗ and λ0, as one can compute C
−′
2|σ∗|λ2D
using the equi-
librium profiles as follows:
C−′
2|σ∗|λ2D
=
(exp(ψ)− f)
2|σ∗|λ20
. (54)
Normalization with Cs is appropriate since deviation of concentration profiles from the mean is controlled
by EDL whose total charge scales with Cs. As shown later, this normalization leads to bounded coefficients
even when the bulk concentration becomes very small. Knowing the local values of σ∗ and λ0, one can
first solve equations (28) to (30) to obtain ψ(x⊥) and C−(x⊥)/C0, and then solve equations (36) to (38)
to obtain gp(x⊥), ge(x⊥), and gc(x⊥). After computing g¯ and applying Reynolds decomposition, one can
compute the coefficients introduced in equation (53).
The same procedure is applied for the concentration of positive ions. Using the electro-neutrality assumption,
we decompose C+ as:
C+ = C− + Cs + C+′. (55)
The final result for the area-averaged advection of cation concentration is obtained as follows:
uC+ = u(C + Cs) + Cs
κ
2λ2D
{gp+ dP0
dx
+ 2λ2Dg
e+
dµ+
dx
+ gc+
dC0
dx
}, (56)
where,
gp+ = (
gp′C+′
2|σ∗|λ2D
), ge+ = (
ge′C+′
2|σ∗|λ2D
), gc+ = (
gc′C+′
2|σ∗|λ2D
), (57)
We can determine C
+′
2|σ∗|λ2 using the equilibrium solutions as follows:
C+′
2|σ∗|λ2 = (
exp(−ψ)− f
2|σ∗|λ20
− 1). (58)
In addition to area-averaged coefficients, we need to determine P0 and µ
+ to fully close equation (44). To
this end, we apply conservation laws for fluid mass and net electric charge in the axial direction inside each
pore. The area-integrated continuity of fluid flow, ddx (Su¯) = 0 yields:
d
dx
(A1(x)
dP0
dx
) +
d
dx
(B1(x)
dµ+
dx
) =
d
dx
(C1(x)
dC0
dx
), (59)
where,
A1(x) = S
κ
2λ2D
gp , B1(x) = Sκge , C1(x) = −S κ
2λ2D
gc.
Conservation of electric charge can be stated as ddx{Sz(F+x − F−x )} = 0, which can be written in a similar
form to equation (59):
d
dx
(A2(x)
dP0
dx
) +
d
dx
(B2(x)
dµ+
dx
) =
d
dx
(C2(x)
dC0
dx
), (60)
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where,
A2(x) = SCs
κ
2λ2D
(gp + gp+ − gp−),
B2(x) = −S{(2C− + Cs) + Csκ(ge + ge+ − ge−)},
C2(x) = −S{Cs κ
2λ2D
(gc + gc+ − gc−) + 2g¯}.
Inside each pore, we solve equations (59) and (60) to obtain P0 and µ
+ fields at each time step. All x-variable
coefficients in these equations are determined using the local values of C− and 9 area-averaged coefficients
obtained from the equilibrium solutions. The numerical strategy used to solve this set of equations are
discussed in detail in Section 4.
To summarize, one needs to compute 9 area-averaged coefficients that are g¯, ge, gc, gp−, ge−, gc−, gp+,
ge+, and gc+. These coefficients are only functions of σ∗ and λ0. Therefore, to reduce the problem to
1D, one needs to store only these 9 numbers with respect to dimensionless surface charge and dimensionless
Debye length. These coefficients are determined using the equilibrium solutions to the cross-sectional profiles
of electrostatic potential (ψ), concentration, and velocity fields. Knowing the values of the area-averaged
coefficients, one can use the following order of procedures to time-advance all quantities:
1. The field C−(x) is already known from previous time step. One can compute C0(x) from equation
(46).
2. Having C0(x), we can solve equations (59) and (60) coupled with each other to find P0 and µ
+.
3. u¯ can be computed by substitution into equation (49)
4. Mean advective flux, uC− can be computed by substitution into equation (52)
5. The substitution of the above quantities in (44) allows time-advancement for the field C−.
3.5. Tabulation strategy for area-averaged coefficients
The procedure described above uses λ0(C0) as the primary input for the computation of the area-averaged
coefficients. However, the developed evolution equation (44) updates C− as the primary field variable and
not C0. In the thin EDL limit, C0 is equal to C−, but in general we have C− < C0. In order to compute
λ0 one needs to close C0 in terms of C−. This relation is provided in equation (46), which sets an iterative
procedure as described below. First, we define an explicitly available dimensionless Debye length based on
the local C−:
λ∗ =
1
hp
√
εkBT
2C˜−z2e2
=
λD√
C−
. (61)
The idea is to tabulate all of the coefficients against σ∗ and λ∗ by bypassing λ0. For any given σ∗ and λ∗,
we iteratively guess the value of λ0. Then, by using the procedure described in Section 3.1 and computing
ψ across the pore cross-section, one can use equation (47) to obtain g¯(σ∗, λ0) and validate the guessed λ0
by testing whether substitution in equation (44) leads to the initially known C−. Equivalently, one can test
whether the following relation holds:
λ0 = λ
∗√g¯. (62)
If this equation does not hold, we update the guessed λ0 by the value obtained from (62). This iterative
procedure is repeated until λ0 and corresponding ψ(x⊥) profile are converged to their correct values. After
obtaining the converged solution, we can then compute area-averaged coefficients and tabulate them with
respect to σ∗ and λ∗. Once the tabulated coefficients are saved, no iteration procedure would be needed for
the main simulations, which time-advance C−(x). The summary of our tabulation strategy is as follows:
Equation (29) is solved for a wide range of parameters σ∗ and λ∗. Each value of σ∗ sets a new boundary
condition for equation (29). For each value of λ∗ an iterative procedure is applied to determine the correct
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value of λ0 and corresponding equilibrium solution of equation (29). The explanation of the numerical pro-
cedure to solve this equation is presented in Appendix A. Once the converged solution of (29) is obtained,
we compute gp(x⊥), ge(x⊥), and gc(x⊥) profiles by solving equations (36) to (38) numerically. Having ob-
tained the electric potential distribution, g¯ is computed using equation (47). gp, ge, and gc are determined
by integrating gp, ge, and gc profiles over pore area cross-section. gp−, ge−, gc− are computed by equations
(53) and the last three coefficients, gp+, ge+, and gc+ are obtained using equations (57). The computed
quantities are eventually tabulated based on the corresponding values of σ∗ and λ∗.
Figure (5) represents the area-averaged coefficients computed for a rectangular cross-section channel and
tabulated with respect to σ∗ and λ∗. Note that we have plotted the absolute values of all coefficients vs. λ∗
for different values of σ∗ and indicated the actual signs of the coefficients on the vertical axes. As mentioned
before, our formulation leads to bounded area-averaged coefficients for both thick and thin EDL limits. This
helps eliminate the singularities of the models presented in the literature in the limit of low concentration (
large λ∗) [30, 49].
Before moving to the next section, we provide a short summary on the three dimensionless Debye lengths
used in our model, which are λD, λ
∗, and λ0. All of these represent Debye lengths normalized by the local
pore size, hp, and thus are dependent on pore axial coordinates. λD is the dimensionless Debye length
defined based on Cref and thus, it is time independent. λ
∗ is the Debye length defined based on the local
C−, and together with σ∗, is the key input parameter to read the developed tables shown in Figure (5).
λ0 is the Debye length defined based on the local virtual concentration, C0 and appears in equation (29).
This parameter was useful to lay out the derivation process. However, in the simulation algorithm, after
the area-averaged coefficients are obtained, this parameter is not used explicitly. Overall, the important
dimensionless input parameters for a single pore are λD, σ
∗, κ, and the dimensionless driving forces which
are externally applied; the presented leading order solution is independent of the parameter a.
4. Extension to network of pores
We introduced the reduced order models and explained how to solve for area-averaged concentration,
virtual total pressure, and virtual electro-chemical potential using equations (44), (59), and (60). For a sin-
gle pore connected to external reservoirs, these equations are naturally accompanied by Dirichlet boundary
conditions that specify the values of C0, P0, and µ
+. However, when there is a network of connecting pores
and/or reservoirs with unknown pressure or potential (such as a dead-end pore with zero net flow), the
boundary values are to be determined via additional procedures discussed below.
We model any porous structure as a network of small aspect ratio pores that are connected via small
internal reservoirs. This can be viewed as a graph whose edges represent the pores and the nodes are the
connecting reservoirs. We classify the reservoirs into two groups of terminal reservoirs and internal reservoirs.
Terminal reservoirs refer to the end reservoirs with known concentration, however, the value of pressure and
potential may be unknown (instead the flow rate and/or current may be specified). Internal reservoirs are
the interfacial elements connecting two or more adjacent pores. In these reservoirs, the values of C−, P0,
and µ+ are all unknown. Figure(6) shows a schematic of a pore network with different types of reservoirs.
The terminal reservoirs are shown with rectangles and internal reservoirs are highlighted by red ellipses.
Note that pores can still have variable cross-sections and surface charge densities along their axes.
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Figure 5: The variation of 9 area-averaged coefficients vs. λ∗ in the log-log scale for different values of σ∗.
The coefficients were computed for a pore with rectangular cross-section. For such a geometry, gp = −1/3,
which is computed analytically using the pressure-driven velocity profile obtained from equation (36). All
plots are generated based on the absolute values of all coefficients, and their actual signs are indicated on
the vertical axes.
In order to determine P0 and µ
+ fields in the network, equations (59) and (60) for each pore must be
accompanied with proper boundary conditions in the connecting reservoirs. The procedure below describes
how conservation laws at the reservoirs are utilized to determine the boundary conditions.
To obtain the boundary conditions, first we solve equations (59) and (60) inside each pore for three
different conditions mentioned in Table (3). The superposition of these three solutions can satisfy any
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Figure 6: Schematic of an arbitrary network of pores and connecting reservoirs. The terminal reservoirs
are shown in rectangles and internal reservoirs are marked by red ellipses. Depending on the characteristics
of the reservoirs, their virtual total pressure (pii), electro-chemical potential (θi), or/and concentration (ci)
may be unknowns.
arbitrary boundary condition for that pore.
Table 3: Three B.C. for solving equations (59) and (60)
Case Left B.C. Right B.C. right hand side (RHS) terms
1 P0L = µ
+
L = 0 P0R = µ
+
R = 0 RHS1 =
d
dxC1(x)
dC0
dx
RHS2 =
d
dxC2(x)
dC0
dx
2 P0L = µ
+
L = 0 P0R = 1, µ
+
R = 0 RHS1 = RHS2 = 0
3 P0L = µ
+
L = 0 P0R = 0, µ
+
R = 1 RHS1 = RHS2 = 0
The first set of boundary conditions results in a solution, denoted by P
(1)
0 (x) and µ
+(1)(x), which are
the fields due to internal diffusio-osmotic effect present as source terms in RHS of equations (59) and (60)
for each pore. Case 2 is the solution induced by the nonzero pressure driven force, denoted by P
(2)
0 (x)
and µ+(2)(x). Case 3 represents the fields P
(3)
0 (x) and µ
+(3)(x) generated by the nonzero electro-chemical
potential force. Using the linearity of equations (59) and (60) with respect to P0 and µ
+, the general solution
is written by the linear combination of the three solutions introduced above:
P0 = P
(1)
0 + piL + (piR − piL)P (2)0 + (θR − θL)P (3)0 , (63)
µ+ = µ+(1) + θL + (piR − piL)µ+(2) + (θR − θL)µ+(3), (64)
where piL, piR, θL, and θR are correct, yet unknown, boundary conditions indicating P0 and µ
+ in the left
and right reservoirs respectively. Substituting relations (63) and (64) in the area-integrated flow rate Q = Su¯
and area integrated current I = Sz(F+x − F−x ) yields:
Q = Q(1) + (piR − piR)Q(2) + (θR − θL)Q(3), (65)
I = I(1) + (piR − piR)I(2) + (θR − θL)I(3), (66)
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where Q(1) and I(1) are the flow rate and the electric current resulting from fields, P
(1)
0 and µ
+(1). Q(2)
and I(2) are generated by P
(2)
0 and µ
+(2) fields, and Q(3) and I(3) are caused by P
(3)
0 and µ
+(3). Using
equations (65) and (66), we impose the conservation of mass and charge for the reservoirs whose virtual
total pressures and electro-chemical potential are both unknown. If either the pii or θi is unknown at some
reservoir i, we impose only one of the equations (65) and (66) and use the known value in lieu of the second
equation. Generally, when pressure is known, the flow rate constraint is relaxed, and when electro-chemical
potential is known, the current constraint is relaxed. Finally, this results in a linear system of equations
coupling the entire network of pores, by which we can solve for reservoir quantities, pii’s, and θi’s. Then, we
can substitute these values into equations (63) and (64) to obtain the P0 and µ
+ fields inside each pore.
Once we obtain P0 and µ
+ throughout the porous network, we can compute the temporal evolution of ion
species using equations (43) and (44). As mentioned before, since we have assumed local electroneutrality
inside each pore, we solve only the transport of negative ions using equation (44) and obtain the temporal
evolution of positive ions by imposing cross-sectional electroneutrality, C+ = C− + Cs(x).
The concentrations of internal reservoirs are also determined by writing the mass conservation of negative
ions for those elements. By considering the internal reservoir as a computational control volume, we can
write the mass conservation of negative ions in integral form as follows:∫
Vr
dC−
dt
dVr −
∫
Sr
~F−. ~dS = 0, (67)
where Vr and Sr are the reservoir volume and surface area respectively. Using area-averaged quantities, we
rewrite equation (67) in the following form:
dC−
dt
=
1
Vr
∑
Intersecting
pores
F−i Si. (68)
We use equation (68) to compute temporal evolution of reservoir concentrations. In Section 5, we explain in
detail our numerical approach including the spatial discretization and the time advancement scheme used
to solve the governing equations.
5. Summary of the model and solution algorithm
We derived two sets of equations under the assumption that all the pores in the network are thin and long
(small aspect ratio). The first set of equations that are solved in the wall normal direction are summarized
in Table (4).
Table 4: Equilibrium equations to be solved in transverse directions
Poisson-Boltzmann eqn.
Equation B.C.
∇2⊥ψ = 1λ20 sinh(ψ)
∂ψ
∂x⊥
|wall = σ∗(x)
C±
C0(x)
= exp(∓ψ)
Velocity profile
∇2⊥gp = 1 gp|wall = 0
∇2⊥ge = −∇2⊥ψ ge|wall = 0
∇2⊥gc = 2 exp(ψ) gc|wall = 0
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We solve these equations for a wide range of σ∗ and λ∗, where λ0 is obtained only as an intermediate
variable via iterations. We use these solutions to compute the area-averaged coefficients summarized in
Table (5).
Table 5: Area-averaged coefficients
Symbol Relation Symbol Relation
g¯ 1S
∫
S
exp(ψ)ds ge− g
e′C−′
2|σ∗|λ2D
gp 1S
∫
S
gpds gc− g
c′C−′
2|σ∗|λ2D
ge 1S
∫
S
geds gp+ g
p′C+′
2|σ∗|λ2D
gc 1S
∫
S
gcds ge+ g
e′C+′
2|σ∗|λ2D
gp− g
p′C−′
2|σ∗|λ2D
gc+ g
c′C+′
2|σ∗|λ2D
Once the area-averaged coefficients are tabulated and stored, we use these coefficients to solve the second
set of time-dependent equations in the pore axial directions. These equations are summarized in Table (6).
First, the equations representing the conservation of mass and charge are solved to determine P0 and µ
+
throughout the network. The mathematical procedure used to obtain the correct boundary conditions and
the corresponding pressure and potentials fields were explained in Section 4. We then use the area-integrated
transport equation to calculate the temporal evolution of C− inside pores and internal reservoirs.
Table 6: Area integrated equations to be solved in axial direction
Conservation of fluid flow and ion current
Equation B.C. - I.C.
d
dx (A1(x)
dP0
dx ) +
d
dx (B1(x)
dµ+
dx ) =
d
dx (C1(x)
dC0
dx ) piL, θL
d
dx (A2(x)
dP0
dx ) +
d
dx (B2(x)
dµ+
dx ) =
d
dx (C2(x)
dC0
dx ) piR, θR
Area integrated transport of negative ion
S ∂C
−
∂t +
∂
∂xS{uC− − 2C
−
C0
dC0
dx + C
− dµ+
dx } = 0 C−L , C−R
C−(t = 0)
We now describe our numerical strategy to solve the aforementioned equations. In the development of
our numerical model, we used the finite volume method. For the pore cross-sectional geometry, we con-
sidered two options: cylindrical pores and rectangular pores with wide and thin cross-sections, where the
effects of sidewalls can be ignored. For these pores, the equilibrium solution can be represented as a 1D
profile and thus, the transverse problem reduces to a 1D ODE. To solve these equations in the transverse
directions, we used uniformly spaced cells either in the wall normal direction of a pore with rectangular
cross-section or in the radial direction for a circular pore. The unknowns, ψ, C
±
C0
, gp, ge, and gc are located
at cell centers. The Laplace operator in equilibrium equations are discretized with second order accuracy.
In the Poisson-Boltzmann equation (28, 29), we solve for a correction, δψ, via an iterative procedure. As
shown in Appendix A, this iteration is crucial to properly handle the nonlinearity of the Poisson-Boltzmann
equation and improve the stability and convergence rate of the linear solver. Moreover, since the tabulation
parameters are σ∗ and λ∗, some iterations are required in order to find the corresponding value of λ0, which
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is the parameter present in the Poisson-Boltzmann equation. Once we obtain the correct solution of ψ, we
can solve for transverse dependent coefficients of velocity field (ge and gc) using the implemented linear
solver. To compute integral quantities present in the definition of area-averaged coefficients, we have used
the second order rectangle/mid-point rule. We conducted a convergence study to verify the independence
of the numerical solutions from the size of the computational cells. Once the area-averaged coefficients are
computed over a wide range of σ∗ and λ∗ values, they are tabulated with respect to these parameters. Given
the smooth dependence on σ∗ and λ∗, these input variables are spaced logarithmically, such that every factor
of 10 in σ∗ and λ∗ is resolved by 10 points.
To solve the 1D transport equations (Table (6)), we used uniformly spaced cells along the pore axes.
Note that since the pore area cross-section can vary along the axis, the cell volumes may not be equal to
each other. All area-averaged coefficients and the driving potential fields, P0 and µ
+, and C− are defined
at cell centers, whereas we compute the area-averaged velocity and ion flux components at cell faces. At
each time step, after updating C− throughout the porous network, we extract the area-averaged coefficients
by applying bi-linear interpolation in the developed table using the local values of σ∗ and λ∗ specified at
cell centers. Then, we use second order differentiation and linear interpolation in order to approximate the
derivatives and the area-averaged quantities at cell faces. For each reservoir, we consider one computational
element whose volume, σ∗, and λD are set to the values that belong to the largest adjacent cell. The inlet and
outlet surface areas of each interface with intersecting pores are equal to the cross-section areas of the pores
at their connecting points with the interface. This choice of volume brings better numerical stability when
solving for C− of internal reservoirs. The spatial variation of driving potentials, P0 and µ+, are obtained by
solving the conservation equations (59) and (60) leading to a penta-diagonal matrix system that is solved
by a direct linear solver for banded matrices. For the time integration of equation (44), we implemented a
second order semi-implicit scheme to enhance the numerical stability of the developed model. The implicit
time discretization of the area-integrated transport equation for negative ions is:
3C−
(n+1) − 4C−(n) + C−(n−1)
2∆t
=
−1
S
∂
∂x
{SF−x
(n+1)}+O(∆t2), (69)
where superscript (n + 1) refers to the quantities in the next time step. (n) and (n− 1) correspond to the
quantities at the current time step and the previous time step respectively. F−x
(n+1)
is the area-averaged flux
of negative ions at moment (n+ 1), which includes the advection, diffusion, and electromigration effects as
described in equation (44). The existence of stiff terms such as the diffusion term restricts the time step to
small values, which can dramatically slow down the time-integration process and convergence to the steady
state solution. To eliminate such limitations, we devised a fast implicit procedure, which is explained in
detail in Appendix B and Appendix C. For initial condition, in most cases it coincides with the time when
a driving force is applied. At the very first time step, one can assume equilibrium over the entire system
(uniform C0, P0, and µ
+). Therefore, we often choose initial conditions for C− such that they correspond
to uniform C0.
To demonstrate the capabilities of the developed model, we present series of canonical and engineering
problems in the next session, and show how our model predicts a wide range of phenomena relevant to
electrokinetic porous networks.
6. Numerical results
6.1. Osmosis phenomenon and its connection to pore size and surface charge
Consider the schematic of a single pore whose ends lead to the closed reservoirs with known and unequal
salt concentrations, as shown in Figure (7). The left reservoir contains higher salt concentration compared to
the right reservoir. Given the dead-end flow condition, one expects the imposed diffusio-osmosis flow to be
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Figure 7: Schematic of a single pore with surface charge density of σ connecting two closed reservoirs
with different salt concentrations. The thickness of EDL varies across the system due to the existing salt
concentration gradient. There is no externally imposed electric potential or pressure gradient. Dark blue
refers to the zones with higher salt concentration and light blue region shows low salt concentration.
blocked by an induced pressure gradient. However, the system is also coupled to induce electric current via
charge advection by both pressure driven and diffusio-osmotic flows, as described in equation (59). Another
required condition is that the net current through the system must be zero. Therefore, to predict the induced
pressure difference, one needs to solve equations (59) and (60) in a coupled fashion. Given zero flow and
current, one can first integrate these equations to obtain equations for gradients of P0 and µ
+:
A1(x)
dP0
dx
+B1(x)
dµ+
dx
− C1(x)dC0
dx
= 0, (70)
A2(x)
dP0
dx
+B2(x)
dµ+
dx
− C2(x)dC0
dx
= 0. (71)
Eliminating dµ
+
dx from the equations above, one can obtain
dP0
dx in terms of
dC0
dx :
dP0
dx
=
C1B2 − C2B1
A1B2 −A2B1
dC0
dx
. (72)
Using equation (32), we can write the virtual total pressure as the superposition of virtual hydrodynamic
pressure (Ph0) and virtual osmotic pressure (2C0). The following relation is eventually obtained between
the virtual hydrodynamic pressure gradient and the virtual osmotic pressure gradient:
dPh0
dx
= (
1
2
C1B2 − C2B1
A1B2 −A2B1 + 1)
d(2C0)
dx
, (73)
where the pre-factor is only a function of electro-hydrodynamic coupling parameter (κ) and tabulated area-
averaged coefficients. Figure (8) depicts the variation of this pre-factor with respect to λ∗ for different values
of σ∗. Here we considered κ = 0.5, which is relevant to aqueous electrolytes. The trend indicates the osmotic
pressure is fully recovered as the pore EDLs get highly overlapped (thinner pore).
While in thermodynamics the same relation is obtained from macroscopic energy analysis for membranes
with thin pores, the significance of the present result is that it provides a description of the osmotic pressure
via direct connection to the microscopic force balance relations. With this description, we not only capture
the ideal membrane limit, but also quantify the non-ideal behavior when the pore size is finite. Additionally,
the present result indicates a tradeoff between pore size and pore charge, which can be utilized in designing
perm-selective material. For example, Figure (8) depicts that for highly charged pores, one can achieve
roughly the same performance as in a low-charge pore, by choosing a pore size that is about 10 times
thicker. This analysis provides quantitative guidelines for designing new membrane material that have lower
viscous friction while maintaining other performance measures.
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Ideal membrane limit
Thinner pore or lower C 
Figure 8: The ratio of virtual hydrodynamic pressure gradient and osmotic pressure gradient vs. λ∗ for
different values of σ∗ and κ = 0.5. At steady state, as pore EDLs become highly overlapped and pore
surface charge density increases, the osmotic pressure is fully recovered.
6.2. Deionization shock propagation through a micro-pore
To validate our numerical solution, we compared the numerical results from our reduced model with
multi-dimensional direct numerical simulations of single micro-pore implemented by Nielsen et al. [44]. As
shown in Figure (9), the geometry of interest is a circular pore with normalized axial length. At the right
boundary the pore is blocked by a cation selective membrane, which imposes zero area-averaged flux of
negative ion species as well as zero net flow, u¯ = 0. The electro-chemical potential is known at this end,
however, the pressure is to be determined such that it results in the zero net flow through the system. At
the other side, the pore is connected to a large reservoir with known uniform salt concentration, pressure,
and electro-chemical potential.
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Figure 9: An axisymmetric normalized length micro-pore connecting a uniform reservoir to a cation selective
membrane. The membrane enforces zero net flow and zero flux for anions.
In order to make a rational comparison to direct simulation, we looked at the results in Nielsen et
al. obtained for the smallest value of aspect ratio (R/L = 0.01). Their dimensionless quantities for
the case we considered here were normalized Debye length λref/R = 0.01 and averaged charged density
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in the pore cross-section, Cs = −0.1. The equivalent non-dimensional values in our model are equal to
λD = λref/hp = λref/(R/2) = 0.02 and σ
∗ = −Cs/(2λ2D) = −125. The electrohydrodynamic coupling
constant, κ was set to 0.235 to match the corresponding parameter in the direct simulation. The direct
simulation by Nielson et al. was conducted by solving steady state Poisson-Nernst-Planck-Stokes problem
using the commercial multiphysics software COMSOL. In contrast, our mathematical model solves transient
area-integrated transport equation and returns the temporal evolution of the system until it reaches steady
state, when the deionization shock arrives close at the interface of the reservoir with uniform salt concen-
tration. To resolve an initially thin shock front and avoid numerical oscillations in the concentration profile,
we fully resolved the spatial domain with nx = 800 computational cells and chose ∆t = 10
−4 for the time
integration. We used the steady state quantity of the total electric current for different electro-chemical
potential gradients applied to generate the I-V response of the system.
The I-V characteristics that we obtained for this geometry is depicted in Figure (10) with the blue
curve. The red curve represents the results from the full simulation by Nielsen et al. The curves are in
good agreement over the entire range of applied voltages, corresponding to classically known ohmic regime
V < VT , and overlimiting regime. In this case, an overlimiting current with the slope of di/dV = 0.063 is
observed due to the surface conduction mechanism.
~
Figure 10: Normalized I-V characteristics for a cylindrical dead-end micro-pore with λD = 0.02, σ
∗ =
−125, and κ = 0.235. The current densities are normalized by limiting current density, ilim = 2zeDCrefL ,
which is twice our model normalization factor. The dashed line represents the theoretical limiting current
corresponding to solution with no surface charge effect and zero λD.
Figure (11) shows the transient solution of area-averaged anion concentration profile inside the micro-
pore for which the applied voltage is V/VT = 60. Moreover, Figure (12a) presents the spatial and temporal
evolution of negative ion concentration during the propagation of deionization shock. This figure confirms
the t1/2 scaling of shock distance from the membrane for early times under a constant voltage condition [32].
The t1/2 scale has been shown by dashed line on this figure. We have shown the time variation of shock
thickness until it reaches close to the end reservoir at steady state. The shock thickness is determined on
each C− vs. x curve as the distance between the intersections of the straight line that is tangent to C− = 0.5
with lines C− = 0 and C− = 1. Once the shock thickness is computed, its time evolution was compared to
the red curve representing the t1/2 scaling in Figure (12b), which demonstrates the same growth rate as the
one reported in the literature for early propagation times and[33].
6.3. Microchannel-nanochannel-microchannel junction
In this section we present our results for a micro-nanofluidic pre-concentrator system operating based
on hydrodynamic flow. As shown schematically in Figure (13), we consider a microchannel-nanochannel-
microchannel system in which a negatively charged nano-channel bridges two uncharged micro-pores. We
consider a specification adopted from the investigation of Wang et al. [67] who performed full DNS of
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Figure 11: Propagation of a deionization shock in a micropore. Depicted is the area-averaged concentration
profile versus x, which are uniformly sampled in time. The system parameters are λD = 0.02, σ
∗ = −125,
and κ = 0.235. The external potential gradient provoking the nonlinear dynamics is V/VT = 60.
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Figure 12: (a) Space-time evolution of area-averaged concentration of anions in a micropore. The system
parameters are λD = 0.02, σ
∗ = −125, and κ = 0.235. (b) The variation of shock thickness vs. time and
the fitted curve representing the t1/2 scaling of the shock thickness.
Poisson-Nernst-Planck-Stokes equations at steady state in multi-dimensions for this geometry. In their
setting, the micro channels are 2µm long and 1.05µm thick. The nano channel is 1µm long and 50nm thick.
In other words, their system involves elements that are not long and thin. This setting provides a useful
scenario to assess the capabilities of our model when some of our derivation assumptions are relaxed. In
our model, we obtained the area-averaged coefficients from the solutions to the Poisson-Boltzman system
(Table (4)) for a 2D geometry. This assumption is justified, given that the channel widths are much larger
than their thickness. The nanochannel includes a fixed surface charge density of −2mC/m2. The open ends
of the microchannels are connected to the reservoirs filled with potassium chloride aqueous solution with
the concentration of 0.1mM . According to Wang et al. [67], we model the electrolyte using the following
properties: ε = 7.08e − 10F/m, z=1, D = 2e − 9m2/s and, µ = 8.9e − 4Pa s. The system operates under
a fixed pressure head ∆p = 0.1atm imposed from the right end. The electric potential in the left reservoir
is zero, but it is relaxed in the right reservoir as the induced streaming potential grows. To enforce this
condition, we impose a net zero current since the system is open-loop. We let the system evolve until the
streaming potential is fully established and the system reaches steady state. Below we present the results
from our reduced order model and compare them against the DNS of the same pore system conducted by
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Figure 13: Schematic of a microfluidic pre-concentrator consisting of serial microchannel-nanochannel-
microchannel. There is no charge on the microchannel surfaces, but the nanochannel possesses a fixed
amount of negative charge on the surface. A constant pressure head is imposed, which leads to the devel-
opment of streaming potential and the ICP phenomenon in the form of an enrichment zone in the right
interface and a depletion zone in the left interface.
According to equation (28), the centerline concentrations of species are equal to C± = C0(x) exp(∓ψcenterline),
where C0(x) is given by the model. ψcenterline(x) is the electrostatic potential that is obtained simply by the
solution of the Poisson equation (29) at the pore centerline. Thus, in addition to the 9 area-averaged coef-
ficients, we also tabulated ψcenterline with respect to σ
∗ and λ∗. Once we determine the values of ψcenterline,
we are able to compute the total electric potential at the centerline as well. Combining equations (26) and
(33), one can obtain this potential as follows:
φcenterline(x) = µ
+(x)− ln(C0(x)) + ψcenterline(x), (74)
where C0 and µ
+ profiles are given by our model at steady state. Figure (14a) compares the steady state
concentration of ion species at the pore centerline obtained by our model against the DNS. Since there is no
surface charge on the microchannel walls, the concentration of K+ and Cl− are almost the same to sustain
electroneutrality. However, as seen in Figure (14a), in the nanochannel the concentration of K+ is higher
than the concentration of Cl−, which is necessary to screen the nanochannel negative surface charge. The
high gap between the concentration of ion species is also related to the fact that there are highly overlapped
EDLs formed inside the nanochannel, which prohibits the transmission of coions. Therefore, steep concen-
tration gradients are observed at both interfaces of nanochannel with the microchannels.
The inset in Figure (14a) magnifies the formation of ICP zones at the nanochannel interfaces. The
negative ions carried by the hydrodynamic flow toward the right micro-nano interface are accumulated and
do not move through the nanochannel due to its high negative surface charge. The concentration of positive
ions also arises at this interface to maintain electroneutrality and hence, higher concentration of ions is built
up at this interface. On the other hand, both ion species are carried away from the left interface leading
to the formation of a low concentration zone. It should be noted that while there are high gradients in the
ion concentrations at the centerline, the virtual concentration (C0) is much closer to a uniform profile in
the system. Our model and the DNS both show consistent results, which also match the underlying physics
described above.
Figure (14b) shows the longitudinal variation of the electric potential at the centerline of the pores,
which is computed by equation (74). The potential is almost constant in the microchannels due to their low
ohmic resistance compared to the nanochannel, but it varies almost linearly inside the nanochannel. While
the virtual electro-chemical potential varies continuously in the system, the electric potential involves jumps
at the micro-nano interfaces. These jumps lead to locally strong electric fields and significant electromigra-
tion fluxes, which are in balance with the large diffusion fluxes that result from the existing jump in the
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concentration profiles at the interfaces. In [67] these jumps were attributed to the Donnan potential. The
Donnan model assumes uniform concentration of anions and cations across pore cross-section. Historically,
this model has been assumed to be valid in the limit of thick EDL, λ∗ >> 1. However, we point out that
|σ∗| = ze|σ|hpkBTε << 1 is an additional necessary condition for the validity of the Donnan model. Here we pro-
vide a brief reasoning regarding the importance of the second condition. Given σε equals to the wall normal
electric field, σ∗ represents the order of magnitude for the cross-sectional variation of electrostatic potential
relative to the thermal voltage, specifically in the thick EDL limit. In other words, when λ∗ >> 1 the
variation of ψ is on the order of |σ∗|. According to equation (24), this estimate implies that when |σ∗| > 1,
concentration profiles cannot be modeled by uniform profiles. Therefore, the validity of the Donnan model
not only requires λ∗ >> 1, but also it demands small values of |σ∗| << 1. In this case, σ∗ = −2.7. Therefore,
our model, which captures the cross-sectional profiles of ion concentration, can appropriately predict the
area-averaged ion concentration in the nanochannel.
As indicated in the inset of Figure (14a), the ICP effects are weak at the zones outside the nanochannel
interfaces, as the overall magnitude of induced potential in the system are not large compared to the thermal
voltage. The consistency of the results between our model and the DNS demonstrates that our model is
able to capture the nonlinear response of the system with sufficient accuracy, even when the assumption of
having low aspect ratio pores are relaxed for microchannels.
(a)
(b)
Figure 14: Spatial distribution of centerline ion concentration and electrostatic potential for a microchannel-
nanochannel-microchannel system. (a) concentration of ions at the pore centerline versus x at steady state,
computed by our numerical model (solid lines) as well as the direct simulation of Wang et al. [67] (dashed
lines). C0 profile is continuous across the whole system, whereas the physical concentrations of ion species
involve steep gradients at the interfaces of the nanochannel. (b) The centerline electric potential profile and
the virtual electro-chemical potential along the pore axial direction.
6.4. Flow recirculation in porous topologies involving loops
Next, we consider a network involving a thin pore connecting in parallel to a thicker pore, shown in
Figure (15a). We refer to these pores as nano-pore and micro-pore respectively, and consider a setting in
which the micro-pore thickness is 1µm and the nano-pore thickness is 430nm. We consider a uniform sym-
metric surface charge density of σ = −13mC/m2 throughout the system. At the two ends, the micro-pore
is connected to two reservoirs with the same salt concentration of 1mM . The right end of the micro-pore is
dead-end in order to avoid the net inflow and outflow in the system. An external potential difference of 5 V is
applied across the micro-pore. To model this geometry, we partitioned the system into three microchannels
26
and three nanochannels, as indicated in Figure (15a). For two internal reservoirs located at the interfaces
of the micro-pores and nano-pores, the volume and the surface charge are equal to the values specified
for the micro-pore computational cells. The other internal reservoirs have the same volumes and surface
charge as the nano-pore computational elements, and effectively represent two arbitrary mid-elements of the
longer nano-pore partitioned into three shorter nano-pores. For the results presented below, we used 200
computational cells for all the pores with the length 6mm, and 100 cells for the two nano-pores with the
lengths 3mm. The time step used was ∆t = 5× 10−5, which allows the accurate computation of the system
transient evolution.
Figure (15b) presents the steady state contours of area-averaged concentration of anions as well as the
flow direction in the interior section of the micro-pore and nano-pores under V0 = 5 V. As observed, there
is no big concentration gradient across the system, which is due to the fact that the pore sizes and electro-
chemical properties are not substantially different. However, a significant recirculation net flow is formed in
the loop zone. The explanation for this internal recirculation phenomenon is straightforward: the external
electric field acts on the positively charged EDLs and induces an electroosmotic flow from left to right.
Meanwhile, the dead-end boundary conditions results in a pressure rise in the right reservoir and thus the
net flow in the system becomes zero. However, for the parallel internal pores, the micro-pore has a smaller
hydraulic resistance compared to the nano-pore. As a result, for the combination of pressure difference and
voltage difference imposed on these pores, the pressure effects win in the micro-pore, while electro-osmotic
effects win in the nano-pore, and thus a counter-clockwise internal recirculation is induced in the system.
All of these combined effects are captured quantitatively with the present reduced order model. The Peclet
number associated with the recirculating flow rate in the loop is Pe= u˜LD =
Q
Smicro+Snano
= 6.3, indicating that
such internal recirculations can significantly affect ion transport and mixing rate by surpassing molecular
diffusion effects. These effects can be present as long as internal loops involve variation in pore sizes; any
pore ratio other than 1 can generate such internal flows. A realistic porous medium containing a massive
network of many pores offers numerous cites for inducing these recirculation zones. In a recent study, Deng et
al. [41] attributed the mismatch between molecular diffusivity and effective diffusivity to such recirculation
zones. However, the quantitative impact of this phenomenon on transport through porous media and its
dependence on pore morphology is not well understood. The computational model presented here can be
used as an effective tool for such investigations in the future.
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Figure 15: (a) A network with two pores in parallel forming a loop subject to an external voltage. (b)
contours of area-averaged anion concentration and the flow direction at steady state.
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6.5. H-Junction
The last model problem is an H-junction microfluidic network. This type of geometry has been used in
numerous lab-on-a-chip experiments [39, 40, 68] as a preconcentration device for detection of biological and
chemical samples. As shown in Figure (16a), two microchannels with different lengths are connected to a
nafion channel, which we model as parallel replicas of a nano-scale pore. Previous experimental results show
that a stationary interface (similar to deionization shocks) is formed in one of the microchannels indicated
as Channel 1 in Figure (16a), while the connecting microchannel indicated as Channel 2 experiences the full
propagation of a depletion front. Prior to the present study, no mathematical analysis of this system has
been performed in the context of deionization shocks. The question that still remains open is whether the
experimentally observed interface is a deionization shock [33], and if so, why this shock does not propagate
away from the intersection, as observed in similar analyses [30, 33]. We show that our reduced order model
captures these effects as observed in the experimental reports and confirms that the stationary interface
is indeed a deionization shock. Secondly, inspired by our network model, we present an even simpler phe-
nomenological model to explain why the deionization shock in this system remains stationary.
We model this system as a network of five pores, with two internal reservoirs and four terminal reservoirs.
The two internal reservoirs are on the two sides of a cation-selective nafion element. Each microchannel
is modeled as a single pore connecting one of the terminal reservoirs to the internal reservoir as shown in
Figure (16a). The system specifications are adopted from an experimental setting performed by Professor
Kim’s group in Seoul National University, Korea [65]. All microchannels have the same surface charge
density, thickness, and width, which are σm = −13mC/m2, h = 1.4µm, and w = 50µm respectively. As
shown in Figure (16a), Channel 1 and Channel 2 are both 6.5mm long, while Channel 3 and Channel 4
have lengths equal to 8.7mm. We consider a nafion element with volumetric porosity of 40%, which is
1µm thin, 90µm long, and 50µm wide. We model this component as an element including circular nano-
pores that all have the same diameters, dn = 10nm and surface charge density, σn = −200mC/m2. All
terminal reservoirs contain the same salt concentration of 1mM and are open to atmospheric pressure (i.e.
P0 = 0 for all terminal reservoirs). The terminal reservoirs that are connected to Channel 3 and 4 have
zero potential, while different potential values are applied in the terminal reservoirs located at the two ends
of Channel 1 and 2, whose potentials are indicated by VL and VR in Figure (16a). Since all reservoirs are
physical components of microchannels, their thicknesses and surface charge densities match the quantities
specified for microchannels’ computational cells. Furthermore, the computational volumes of two internal
reservoirs are set to their largest adjacent grid cell volumes, which are inside Channel 1 and Channel 3
respectively. We considered 3200 computational cells for each microchannel, and 30 elements for the nafion
element. ∆t = 10−6 was employed to compute the results presented below. Figure (16b) is the steady
state solution obtained after a long term time-advancement and represents the contours of area-averaged
negative ion concentration. As in experimental results [21, 39, 40], we predict a stationary interface near the
nafion junction in Channel 1. Initially, two deionization shocks are formed near the junction and then they
propagate away from the intersection towards the terminal reservoirs. This effect is very similar to the shock
propagation phenomenon discussed in Section 6.2 for a simpler microchannel-membrane junction. However,
here the shock in Channel 1 stops at a stable distance after a finite propagation length indicated as ds in
Figure (16b). Moreover, in this figure, one can observe that there is an enrichment region occurring at the
bottom interface of the nafion. Despite the non-symmetric propagation of depletion fronts, the enrichment
fronts move in the bottom microchannels symmetrically, which is expected because the same boundary
conditions are applied at the two ends of Channel 3 and Channel 4. Figure (17) shows that, consistent with
related experiments, there is a monotonic rise of ds by increasing VR. While our model consistently predicts
these trends, we next present a phenomenological model that better explains the observed behavior.
Next, we use ideas from circuit modeling to explain the dynamics associated with the propagation of
deionization shocks in the H-junction considered. Figure (18) presents a schematic of a circuit model at
steady state. Rbi refers to the electric resistance of channel i, which includes the combined effects of the bulk
and surface charge. The depletion zone behind deionization shocks could be regarded as a large resistor and
to distinguish its resistance from the general pore resistance, we have considered Rsi. In this phenomeno-
logical model, we consider the nafion element to have a small electric resistance, given its significant surface
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Figure 16: (a) Sketch of an H-junction microfluidic system consisting of two micro channels perpendicularly
connected to a nafion with known porosity, nano-pore diameters, and surface charge density. (b) contours of
area-averaged concentration of anions at steady state for VL = 10V and VR = 4V . The steady state shock
locations are marked by red lines in Channel 1 and Channel 2. Shock 1, which propagates in the opposite
direction of electro-osmotic flow, stops in a finite distance, ds, from the nafion junction, whereas shock 2,
which moves in the flow direction, propagates through the end of Channel 2.
to volume ratio with highly charged EDL. However, the hydraulic resistance of the nafion is assumed to be
so large that almost no net flow can pass through this element.
Initially, no shock is propagated and Channel 1 and Channel 2 have low electric resistance indicated by
Rb1, and Rb2, respectively. This leads to high electric currents in these two channels, I1, and I2. Mani
and Bazant [33] developed an analysis of deionization shocks, and predicted that in the absence of net flow,
deionization shock speed is proportional to electric current:
Vshock ∼ I. (75)
For channels with negative surface charge, the shock propagates in the opposite direction of the current. As
observed in Figure (16b) this leads to the propagation of shock fronts to the left in Channel 1 and to the
right in Channel 2. In our system however, given the voltage difference VL > VR, a net electroosmotic flow is
enforced from Channel 1 through Channel 2. A negligible portion of this flow passes through nafion element,
but there is a net flow from left to right as indicated in Figure (18). Using Hemholtz-Smoluchowski relation,
the advective flow scales as Vadv ∼ εζ(VL − VR)/µL, where ζ represents the zeta potential associated with
the EDLs. Combining this relation with equation (75) results in:
Vshock = cI + Vadv, (76)
where c is a constant. On the contrary to Channel 2, which experiences a net flow in the direction of shock
propagation, the advective flow in Channel 1 is against the direction of shock movement. In other words, in
Channel 1 the two terms in the RHS of (76) compete with each other. Initially, the depletion zone behind
deionization shocks are small, and the first term in (76) dominates, leading the shock to propagate to the
left. However, as ds grows, the ohmic resistance Rs1 builds up and decreases the electric current. Meanwhile,
depletion leads to thicker EDLs and hence, larger Vadv in the connected channels. These conditions shift
in balance between the two terms, eventually leading to a situation that the second term in (76) becomes
equal to the first term, when the deionization shock ceases further propagation. Based on this qualitative
analysis, larger difference between VR and VL should lead to larger Vadv and thus, a stationary shock closer
to the intersection. As shown in Figure (17), our model correctly captures these trends.
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Figure 17: The shock distance from the nafion junction in Channel 1 for VL = 10V and variable VR.
The distance increases monotonically as VR increases. For the case when VR = VL, shock1 and shock2
symmetrically propagate through the ends of Channel 1 and Channel2, leaving a completely depleted region
behind them.
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Figure 18: The circuit model of the H-junction system undergoing the propagation of deionization shocks
in the top section. Rs1 and Rs2 are the amplified resistors by the expansion of the depleted region. In the
bottom microchannel, the reduction of bulk resistance is observed as the accumulation of the ions occur.
The sizes of the arrows indicating the relative magnitude of fluid flow rate (Q) and the current (I) in different
parts of the system; larger and thicker arrows refer to higher values of fluid and charge flow rates.
7. Conclusions
We presented a multi-scale method that provides an efficient technique for accurate modeling of nonlinear
electrokinetic phenomena in networks of micro-scale and nano-scale pores. Our model treats each pore as a
one-dimensional element for which the coupled transient equations governing the interactions of fluid flow,
charge transport, and ion transport are derived from an area-averaging procedure. Assuming equilibrium
in cross-sectional directions, this model takes into account the EDL effect, which results in non-uniformity
in cross-sectional profiles of flow and concentration. The effects of these non-uniformities on area-averaged
fluxes are accounted for in terms of tabulated transport coefficients that can robustly handle all regimes of
surface charge densities and EDL thicknesses. While similar models have been attempted in the past, the
present model has unique advantages, which make it suitable for numerical simulations of porous networks:
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1. It covers the entire range of EDL to pore size ratios and does not impose any limitation on the thickness
of EDL. This has been enabled by the tabulation of transport coefficients, which are otherwise not
available analytically. Our table requires only two input parameters, σ∗ and λ∗, and the transport
coefficients are smooth functions of these parameters. Therefore, the developed tables can be stored
with a very low memory overhead.
2. The tabulated coefficients are bounded and remain non-singular for the entire range of σ∗ and λ∗.
This has been achieved by proper choice of input parameters to the table and by properly normalizing
each coefficient (for example the use of Cs as opposed to C− turns a 0×∞ singularity to the product
of finite numbers in the limit of low concentration).
3. An asymptotic treatment is developed that automatically treats regions of zero concentration (i.e,
behind strong deionization shocks) where the input λ∗ is outside of the table bounds.
4. The discretization scheme of the model is fully conservative without any numerical leakage of ions.
This property has been achieved by deriving the evolution equation for C−, which is a physically
conserved quantity (as opposed to C0, whose evolution does not map to the conservative quantity, C−,
when computed discretely.)
5. The model formulation is discretely well balanced and in the absence of any driving forces, equilibrium
solution is fully recovered regardless of spatial mesh spacing. We enabled this property by utilizing
virtual potentials as driving forces for fluxes. The virtual potentials are invariants of equilibrium
solutions.
6. The model is capable of simulating general network of pores that may contain discrete jumps in
pore size, or multi-pore intersections. This property is gained by taking advantage of virtual driving
potentials, which remain continuous across the system as well as proper coupling of conservation laws
at pore intersections.
We evaluated our model performance for several model problems and discussed the key outcomes for
each case. Our model has revealed to capture the osmotic pressure phenomenon that is induced between
two reservoirs with different salt concentration when connected with thin pores. In addition, our model
quantified non-ideal behavior when the pore size is finite. Additionally, we demonstrated that our model
captures a wide range of phenomena associated with charged pores connecting with other pores or electroki-
netic elements. These predictions were verified against multi-dimensional DNS, previously derived scaling
laws, and/or validated against previously reported experiments. The studied examples include: nonlinear
I-V curve for a micropore/membrane junction, deionization shock propagation in a micropore, streaming
potential in a microchannel-nanochannel-microchannel junction, flow recirculation in a network with a loop
connecting pores with different cross-sections, and stationary shock in a microfluidic H-junction.
The developed model provides an efficient framework for engineering analysis of various electrokinetic
porous systems with applications in energy conversion, desalination, and lab-on-a-chip systems. In this pa-
per, we demonstrated the results obtained for simple and small network topologies, even though this model
is capable of modeling big networks of pores with arbitrary pore sizes and pore connections. A number of
generalizations can be envisioned for the developed model. Given the modular nature of this model, many
of these extensions are straightforward to implement. A wide range of capabilities can be achieved via only
changing the tabulated coefficients. These include extensions to electrolyte systems that are non-symmetric,
or EDL regimes that involve non-continuum effects [70, 71]. Another interesting extension would be to
generalize the model to account for time-dependent surface charge, relevant to systems involving conducting
pores such as supercapacitors [69], or systems in which surface charge can be regulated by bulk chemistry
[11, 72]. In these cases, the conservation laws must incorporate time dependent surface charge, and the
tabulation strategy (input) may need to be changed depending on the constraints on the surface. Lastly,
extensions to non-binary electrolytes allows tracing of multiple species within these systems.
31
References
[1] Hibara, A; Saito, T; Kim, HB; Tokeshi, M; Ooi, T; Nakao, M; Kitamori, T. Nanochannels on a Fused-silica Microchip
and Liquid Properties Investigation by Time-resolved Fluorescence Measurements. J. Anal. Chem. 2002, 74, 6170-6176.
[2] Pennathur, S; Santiago, JG. Electrokinetic Transport in Nanochannels. 1. Theory. J. Anal. Chem. 2005, 77, 6772–6781.
[3] Griffiths, SK; Nilson, RH; Charged Species Transport, Separation, and Dispersion in Nanoscale Channels: Autogenous
Electric Field-Flow Fractionation. J. Anal. Chem. 2006, 78, 8134-8141.
[4] Marshall, LA; Han, CM; Santiago, JG. Extraction of DNA from Malaria-infected Erythrocytes Using Isotachophoresis.
J. Anal. Chem. 2011, 83, 9715-9718.
[5] Han, J; Fu, J; Schoch, RB. Molecular Sieving Using Nanofilters: Past, Present and Future. Lab on a Chip 2008, 8, 23-33.
[6] Tegenfeldt, JO; Prinz, C; Cao, H; Huang, RL; Austin, RH; Chou, SY; Cox, EC; Sturm, JC. Micro-and Nanofluidics for
DNA Analysis. J. Anal. and Bioanal. Chem. 2004, 378, 1678-1692.
[7] Pennathur, S; Baldessari, F; Santiago, JG; Kattah, MG; Steinman, JB; Utz, PJ. Free-solution Oligonucleotide Separation
in Nanoscale Channels. J. Anal. Chem. 2007, 79, 8316-8322.
[8] Ko, SH; Song, YA; Kim, SJ; Kim, M; Han, J; Kang, KH. Nanofluidic Preconcentration Device in a Straight Microchannel
Using Ion Concentration Polarization. Lab on a Chip 2012, 12, 4472-4482.
[9] Suss, ME; Mani, A; Zangle, TA; Santiago, JG. Electroosmotic Pump Performance is Affected by Concentration Polar-
izations of Both Electrodes and Pump. Sens. Actuators A: Physical 2011, 165, 310-315.
[10] Biesheuvel, PM; Fu, Y; Bazant, MZ. Diffuse Charge and Faradaic Reactions in Porous Electrodes. J. Phys. Rev. E 2011,
83, 061507.
[11] Andersen, MB; Van Soestbergen, M; Mani, A; Bruus, H; Biesheuvel, PM; Bazant, MZ. Current-induced Membrane
Discharge. J. Phys. Rev. Lett. 2012, 109, 108301.
[12] Kharkats, YI; Theory of the Exaltation Effect and the Effect of Correlation Exaltation of Migration Current. J. Electro-
analytical Chemistry and Interfacial Electrochemistry 1979, 105, 97-114.
[13] Linden, D; Reddy, T. B. Handbook of Batteries, McGraw-Hill, New York 2002.
[14] Tanner, CW; Fung, KZ; Virkar, AV. The Effect of Porous Composite Electrode Structure on Solid Oxide Fuel Cell
Performance I. Theoretical analysis. J. Electrochemical Society 1997, 144, 21-30.
[15] Virkar, AV; Chen, J; Tanner, CW; Kim, JW. The Role of Electrode Microstructure on Activation and Concentration
Polarizations in Solid Oxide Fuel Cells. J. Solid State Ionics 2000, 131, 189-198.
[16] ElMekawy, A; Hegab, HM; Dominguez-Benetton, X; Pant, D. Internal Resistance of Microfluidic Microbial Fuel Cell:
Challenges and Potential Opportunities. J. Bioresource Tech. 2013, 142, 672-682.
[17] Gillespie, D. High Energy Conversion Efficiency in Nanofluidic Channels. J. Nano letters 2012, 12, 1410-1416.
[18] Hoffmann, J; Gillespie, D; Ion Correlations in Nanofluidic Channels: Effects of Ion Size, Valence, and Concentration on
Voltage-and Pressure-driven Currents. Langmuir 2013, 29, 1303-1317.
[19] Wang, YC; Stevens, AL; Han, J. Million-fold Preconcentration of Proteins and Peptides by Nanofluidic Filter. J. Anal.
Chem. 2005, 77, 4293-4299.
[20] Ramirez, JC; Conlisk, AT. Formation of Vortices Near Abrupt Nano-channel Height Changes in Electro-osmotic Flow of
Aqueous Solutions. Biomed. microdevices 2006, 8, 325-330.
[21] Holtzel, A; Tallarek, U. Ionic Conductance of Nanopores in Microscale Analysis Systems: Where Microfluidics Meets
Nanofluidics. J. Sep. Sci. 2007, 30, 1398-1419.
[22] Levich B. The theory of Concentration Polarisation. Discuss. Faraday Soc. 1947, 1, 37-49.
[23] Park, SY; Russo, CJ; Branton, D; Stone, HA. Eddies in a Bottleneck: an Arbitrary Debye Length Theory for Capillary
Electroosmosis. J. Colloid Interface Sci. 2006, 297, 832-9.
[24] Plecis, A; Schoch, RB; Renaud, P. Ionic Transport Phenomena in Nanofluidics: Experimental and Theoretical Study of
the Exclusion-enrichment Effect on a Chip. Nano lett. 2005, 5, 1147-1155.
[25] Schoch, RB; Van Lintel, H; Renaud, P. Effect of the Surface Charge on Ion Transport Through Nanoslits. J. Phys. Fluids
(1994-present) 2005, 17, 100604.
[26] Schoch, RB; Bertsch, A; Renaud, P. pH-controlled Diffusion of Proteins with Different pI Values Across a Nanochannel
on a Chip. Nano lett. 2006, 6, 543-547.
[27] Mishchuk, NA; Takhistov, PV. Electroosmosis of the Second Kind. Colloids Surf., A 1995, 95, 119-131.
[28] Dukhin, SS; Shilov, VN. Theory of Static Polarization of Diffuse Part of Thin Electric Double Layer of Spherical Particles.
COLLOID J. USSR+ 1969, 3, 564.
[29] Ehlert, S; Hlushkou, D; Tallarek, U. Electrohydrodynamics Around Single Ion-permselective Glass Beads Fixed in a
Microfluidic Device. Microfluid Nanofluidics 2008, 4, 471-487.
[30] Mani, A; Zangle, TA; Santiago, JG. On the Propagation of Concentration Polarization from Microchannel-nanochannel
Interfaces Part I: Analytical Model and Characteristic Analysis. Langmuir 2009, 25, 3898-3908.
[31] Zangle, TA; Mani, A; Santiago, JG. On the Propagation of Concentration Polarization from Microchannel-nanochannel
Interfaces Part II: Numerical and Experimental Study. Langmuir 2009, 25, 3909-3916.
[32] Zangle, TA; Mani, A; Santiago, JG. Effects of Constant Voltage on time Evolution of Propagating Concentration Polar-
ization. J. Anal. Chem. 2010, 82, 3114-3117.
[33] Mani, A; Bazant, MZ. Deionization Shocks in Microstructures. Phys. Rev. E. 2011, 84, 061504.
[34] Probstein, RF. Physicochemical Hydrodynamics: an Introduction. John Wiley and Sons, 2005.
[35] Horno, J; Gonzalez-Fernandez, CF; Hayas, A; Gonzalez-Caballero F. Simulation of Concentration Polarization in Elec-
trokinetic Processes by Network Thermodynamic Methods. Biophys. J. 1989, 55, 527.
32
[36] Rubinstein, I; Zaltzman, B. Electro-osmotically Induced Convection at a Permselective Membrane. Phys. Rev. E. 2000,
62, 2238.
[37] Pu, Q; Yun, J; Temkin, H; Liu, S. Ion-enrichment and Ion-depletion Effect of Nanochannel Structures. Nano lett. 2004,
4m 1099-10103.
[38] Kwak, R; Kim, SJ; Han, J. Continuous-flow Biomolecule and Cell Concentrator by Ion Concentration Polarization. J.
Anal. Chem. 2011, 83, 7348-7355.
[39] Kim, SJ; Song, YA; Han, J. Nanofluidic Concentration Devices for Biomolecules Utilizing Ion Concentration Polarization:
Theory, Fabrication, and Applications. Chem. Soc. Rev. 2010, 39, 912-922.
[40] Kim, SJ; Ko, SH; Kwak, R; Posner, JD; Kang, KH; Han, J. Multi-vortical Flow Inducing Electrokinetic Instability in
Ion Concentration Polarization Layer. Nanoscale 2012, 4, 7406-7410.
[41] Deng, D; Dydek, EV; Han, JH; Schlumpberger, S; Mani, A; Zaltzman, B; Bazant, MZ. Overlimiting Current and Shock
Electrodialysis in Porous Media. Langmuir 2013, 29, 16167-16177.
[42] Dydek, EV; Zaltzman, B; Rubinstein, I; Deng, DS; Mani, A; Bazant, MZ. Overlimiting Current in a Microchannel. Phys.
Rev. Lett. 2011, 107, 118301.
[43] Kim, SJ; Li, LD; Han, J. Amplified Electrokinetic Response by Concentration Polarization Near Nanofluidic Channel.
Langmuir 2009, 25, 7759-7765.
[44] Nielsen, CP; Bruus, H. Concentration Polarization, Surface Currents, and Bulk Advection in a Microchannel. Phys. Rev.
E. 2014, 90, 043020.
[45] Dydek, E; Bazant, MZ. Nonlinear Dynamics of Ion Concentration Polarization in Porous Media: The Leaky Membrane
Model. AIChE J. 2013, 59, 3539-3555.
[46] Peters, PB; van Roij, R; Bazant, MZ; Biesheuvel, PM. Analysis of Electrolyte Transport Through Charged Nanopores.
Phys. Rev. E 2016, 93, 053108.
[47] Yaroshchuk, AE. Transport Properties of Long Straight Nano-channels in Electrolyte Solutions: a Systematic Approach.
Adv. Colloid Interface Sci. 2011, 168, 278-291.
[48] Yaroshchuk, A; Zholkovskiy, E; Pogodin, S; Baulin, V. Coupled Concentration Polarization and Electroosmotic Cir-
culation Near Micro/nanointerfaces: Taylor-Aris Model of Hydrodynamic Dispersion and Limits of Its Applicability.
Langmuir 2011, 27, 11710-11721.
[49] Harvie, DJ; Biscombe, CJ; Davidson, MR. Microfluidic Circuit Analysis I: Ion Current Relationships for Thin Slits and
Pipes. J. Colloid Interface Sci. 2012, 365,1-5.
[50] Biscombe, CJ; Davidson, MR; Harvie, DJ. Microfluidic Circuit Analysis II: Implications of Ion Conservation for Mi-
crochannels Connected in Series. J. Colloid Interface Sci. 2012, 365, 16-27.
[51] Biscombe, CJ; Davidson, MR; Harvie, DJ. Electrokinetic Flow in Parallel Channels: Circuit Modelling for Microfluidics
and Membranes. Colloids Surf., A 2014, 440, 63-73.
[52] Biscombe, CJ; Davidson, MR; Harvie, DJ. Electrokinetic Flow in Connected Channels: a Comparison of Two Circuit
Models. Microfluid Nanofluidics 2012, 13, 481-490.
[53] Onsager, L. Reciprocal Relations in Irreversible Processes. I. Phys. Rev. 1931, 37, 405.
[54] Onsager, L. Reciprocal Relations in Irreversible Processes. II. Phys. Rev. 1931, 38, 2265.
[55] Monroe, CW; Newman, J. Onsager’s Shortcut to Proper Forces and Fluxes. Chem. Eng. Sci. 2009, 64, 4804-4809.
[56] Gross, RJ; Osterle, JF. Membrane Transport Characteristics of Ultrafine Capillaries. J. Chem. Phys. 1968, 49, 228-234.
[57] Mazur, P; Overbeek, JT. On Electro-osmosis and Streaming potentials in Diaphragms: II. General Quantitative Rela-
tionship Between Electrokinetic Effects. Recl. Trav. Chim. Pays-Bas. 1951, 70, 83-91.
[58] Overbeek, JT. Donnan-EMF and Suspension Effect. J. Colloid Sci. 1953, 8, 593-605.
[59] Ajdari, A. Transverse Electrokinetic and Microfluidic Effects in Micropatterned Channels: Lubrication Analysis for Slab
Geometries. Phys. Rev. E 2001, 65, 016301.
[60] Brunet, E; Ajdari, A. Generalized Onsager Relations for Electrokinetic Effects in Anisotropic and Heterogeneous Geome-
tries. Phys. Rev. E 2004, 69, 016306.
[61] Bahga, SS; Vinogradova, OI; Bazant, MZ. Anisotropic Electro-osmotic Flow Over Super-hydrophobic Surfaces. J. Fluid
Mech. 2010, 644, 245-255.
[62] Behrens, SH; Grier, DG. The Charge of Glass and Silica Surfaces. J. Chem. Phys. 2001, 115, 6716-6721.
[63] Andersen, MB; Frey, J; Pennathur, S; Bruus, H. Surface-dependent Chemical Equilibrium Constants and Capacitances
for Bare and 3-cyanopropyldimethylchlorosilane Coated Silica Nanochannels. J. Colloid interface Sci. 2011, 353, 301-310.
[64] Jensen, KL; Kristensen, JT; Crumrine, AM; Andersen, MB; Bruus, H; Pennathur, S. Hydronium-dominated Ion Transport
in Carbon-dioxide-saturated Electrolytes at Low Salt Concentrations in Nanochannels. Phys. Rev. E 2011, 83, 056307.
[65] Energy, Environment and Sustainability Lab. (http://ees.snu.ac.kr).
[66] Tandon, V; Bhagavatula, SK; Nelson, WC; Kirby, BJ. Zeta Potential and Electroosmotic Mobility in Microfluidic Devices
Fabricated from Hydrophobic Polymers: 1. The Origins of Charge. Electrophoresis 2008, 29, 1092-1101.
[67] Wang, Y; Pant, K; Chen, Z; Wang, G; Diffey, WF; Ashley, P; Sundaram, S. Numerical Analysis of Electrokinetic
Transport in Micro-nanofluidic Interconnect Preconcentrator in Hydrodynamic Flow. Microfluid Nanofluidics 2009, 7,
683-696.
[68] Son, SY; Lee, S; Lee, H; Kim, SJ. Engineered Nanofluidic Preconcentration Devices by Ion Concentration Polarization.
BioChip J., 1-11.
[69] Mirzadeh, M; Gibou, F; Squires, TM. Enhanced Charging Kinetics of Porous Electrodes: Surface Conduction as a
Short-circuit Mechanism. Phys. Rev. Lett. 2014, 113, 097701.
[70] Gillespie, D. A Review of Steric Interactions of Ions: Why Some Theories Succeed and Others Fail to Account for Ion
Size. Microfluid and Nanofluidics 2015, 18, 717-738.
33
[71] Lee, JW; Mani, A; Templeton, JA. Atomistic and Molecular Effects in Electric Double Layers at High Surface Charges.
Langmuir 2015, 31, 7496-7502.
[72] Andersen, MB; Rogers, DM; Mai, J; Schudel, B; Hatch, AV; Rempe, SB; Mani, A. Spatiotemporal ph Dynamics in
Concentration Polarization Near Ion-selective Membranes. Langmuir 2014, 30, 7902-7912.
[73] Karatay, E; Druzgalski, CL; Mani, A. Simulation of Chaotic Electrokinetic Transport: Performance of Commercial
Software Versus Custom-built Direct Numerical Simulation Codes. J. Colloid Interface Sci. 2015, 446, 67-76.
Appendix A. Iterative Poisson solver
For clarity, we explain our numerical strategy for solving Poisson equation (equation (29) ) in the cartesian
coordinate for a 2D pore. The z-direction is assumed to be in the wall normal direction. The equation and
surface charge boundary condition are as follows in this coordinate:
d2ψ
dz2
=
1
λ20
sinh(ψ), (A.1)
dψ
dz
|wall = σ∗. (A.2)
Assume the parameters σ∗ and λ0 are known. Before discretization, we substitute the following predictor-
corrector format, ψ = ψ∗ + δψ into equation (A.1) and apply the linearization technique to RHS:
d2δψ
dz2
+
d2ψ∗
dz2
=
1
λ20
(sinh(ψ∗) + δψcosh(ψ∗)). (A.3)
An initial distribution of predictor ψ∗ is also set. We use uniformly spaced computational cells with thickness
of ∆z and discretize Laplace operator with second order accuracy to obtain the final discretized equation:
δψi−1 + (−2− ∆z
2
λ20
cosh(ψ∗i ))δψi + δψi+1 =
∆z2
λ20
sinh(ψ∗i )− (ψ∗i−1 − 2ψ∗i + ψ∗i+1). (A.4)
The discretized boundary condition is used to set the values of ψ∗ in the boundaries. Equation (A.4) results
in a tri-diagonal system of equations, which are solved using Thomas algorithm. The linearization causes
the left hand side matrix to be diagonally dominant, which ensures the convergance of the iterative proce-
dure and also enhance the convergence rate. Each time after we obtain the corrector δψ, we update ψ∗ by
ψ∗ = ψ∗+δψ and solve the system of equations derived from (A.4) using the new values of ψ∗. The iteration
is terminated when the L2-norm of δψ is smaller than a threshold, which was set to be 1e−8 in our computa-
tions. The calculation of area averaged coefficients is straightforward once the converged solution is obtained.
To develop the table based on σ∗ and λ∗, for each set of input parameters, we initialize g¯ with 1 which
results in the initial λ0 = λ
∗. At the end of each iteration when the new ψ∗ is obtained and g¯ is calculated,
the value of λ0 is re-set using equation (62) and the system of equations are solved for new values of λ0
and ψ∗. This iterative procedure eventually leads to the correct value of λ0 in addition to improving the
numerical stability.
Appendix B. Asymptotic treatment for regions of small concentration
In depletion regions behind strong deionization shocks, concentration of coions can physically become
very small (i.e. C− ∼ 10−10). In these zones, even though the second order discretization error is very small,
it can lead to locally negative numerical concentrations. As long as the spatial coordinate is well resolved the
magnitude of the unphysically negative concentration can be maintained to arbitrarily small values. Given
that the EDLs contribute finite amount of counterions in depleted zones (C+ ∼ Cs), one can ensure that
the error in the prediction of C− does not affect the accuracy and positivity of conductivity fields (equal
to 2C− + Cs, in equation (60)). Additionally, such numerical errors still lead to acceptably close to zero
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prediction of ion fluxes. The only problem with regions of negative concentration is that they interfere with
the table reading step since the input to the table, λ∗, requires the computation of
√
C−. To resolve this
issue, we formulated an asymptotic treatment that is utilized in the limit of very small positive values of
concentration, or when the local concentartion turns into small negative value numerically. This treatment
is constructed based on the asymptotic scaling of area-averaged coefficients with local C−, and relaxes the
need of positive C−. According to Figure (5) the following scalings are obtained for each area-averaged
coefficient in the limit of small C− or large λ∗:
g¯ ∼ C−1/2 , ge ∼ C−0, and gc ∼ C−1/2
gp− ∼ C−, ge− ∼ C−, gc− ∼ C−3/2
gp+ ∼ C−0, ge+ ∼ C−0, gc+ ∼ C−1/2.
Using the mathematical relation between C0 and C−, one can see that C0 ∼ C−1/2. We rewrite the
diffusion flux term in equation (44) as follows:
−2C
−
C0
dC0
dx
= −C
−
C20
dC20
dx
=
−1
C−
g¯2
d
dx
(
C−
g¯2
C−) =
−1
f¯
d
dx
(f¯C−). (B.1)
In the new formulation of diffusion term, f¯ = C
−
g¯2 is easily computed using tabulated g¯. When C
− becomes
small, f¯ = C
−
g¯2 ∼ C−
0
, and the ratio becomes independent of concentration. For any given σ∗ we extrapolate
the value of f¯ for small concentration, based on the largest available λ∗ (smallest available concentration,
C−min) in the table. This procedure still involves use of finite coefficients while bypassing the need for the
computation of
√
C−.
We apply the same strategy on the terms containing C0 in the conservation equations (59) and (60).
Thus, the RHS terms in these equations are written as follows:
C1
dC0
dx
= −S κ
2λ2D
gc
dC0
dx
= −S κ
2λ2D
gc
2C0
d
dx
(f¯C−) (B.2)
C2
dC0
dx
= −S{Cs κ
2λ2D
(gc + gp− − gc−) + 2g¯}dC0
dx
= (B.3)
−S{Cs κ
2λ2D
(
gc
2C0
+
gc+
2C0
− g
c−
2C0
) +
1
f¯
} d
dx
(f¯C−).
Similar to f¯ , g
c
2C0
and g
c+
2C0
scale with C−
0
in the limit of small concentration and thus they are computable
using the quantities stored for the largest λ∗. However, g
c−
2C0
∼ C−, which requires linear extrapolation to
compute the value associated with the parameters beyond the table limits. Mathematically, this can be
achieved by scaling the value obtained based on the largest λ∗ by factor of C−
C−min
. Although this treatment
allows the negative concentration to emerge, it does not interfere with the physical prediction of the model as
long as spatial resolution is sufficiently fine to resolve physical features. Namely, the finite ohmic resistance,
electroosmotic flow, and advective current are computed accurately.
In LHS of equations (59) and (60) the area-averaged coefficients which scale with C−
0
are ge, gp+, and
ge+. Thus, similar to f¯ , these coefficients are set to the tabulated quantities associated with the largest λ∗.
However, gp− and ge− scale linearly with C−, and thus, the linear extrapolation is used to determine their
values in the limit of zero concentration, when λ∗ goes beyond the table highest bound.
The treatment described by equations (B.1) to (B.3) is exact for all ranges of concentration. Therefore,
our spatial discretization uses the form presented above for the entire range of C0. However, only when
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table inputs are out of bound, the extrapolations described above are used. We use the new formulation in
Appendix 3 to explain our time-integration procedure.
Appendix C. Semi-implicit solver
In this section, we describe the details of our second order semi-implicit time advancement scheme used
to solve transport equation (44). The transport of area-averaged concentration for negative ions is driven
by the following flux components:
F−x = u¯C− + u′C−′ − 1
f¯
d
dx
(f¯C−) + C−
dµ+
dx
, (C.1)
which consists of the advection, diffusion, and electromigration terms respectively. Since we solve for only
negative ion concentration, for simplicity we drop the superscript − and use C¯ in our description of numerical
strategy afterwards. Thus, the implict time discretization described by equation (69) is simplified to:
3C¯(n+1) − 4C¯(n) + C¯(n−1)
2∆t
=
−1
S
∂
∂x
{SF¯ (n+1)x }+O(∆t2). (C.2)
The implicit time advancement enables us to robustly treat the stiff diffusion terms, which otherwise
would limit us to small time steps in regions where a quasi-steady phenomenon could be accurately captured
by large time steps. To avoid costly calculations associated with the coupled nonlinear system described
by (C.2), we devised an iterative procedure to solve this equation in a fashion similar to that applied by
Karatay et al. [73]. In an iteration loop we treat C¯ portion of the flux terms implicitly and their remaining
components are updated based on the latest available results. Once iterations converge, the full implicit
solution to (C.2) is achieved. The terms treated implicitly include u¯C¯, 1
f¯
d
dx (f¯ C¯), and C¯
dµ+
dx . The semi-
implicit nature of our time-advancement procedure comes from the fact that the driving potentials, P0 and
µ+ are to be computed at moment (n) as all area-averaged pre-factors in conservation equations (59) and
(60) are obtained based on C¯(n) quantities.
We introduce the delta notation of concentration as δC¯ = C¯(n+1) − C¯(n). Using this notation, we apply
linearization on the flux at moment (n+ 1) and write it in the following form:
Fx
(n+1) ' Fx(n) + δFx, (C.3)
where Fx
(n)
refers to the flux quantities at time t(n), and δFx contains the terms treated implicitly:
δFx(δC¯) = u¯
(n)δC¯ +
1
f¯
d
dx
(f¯ δC¯) + δC¯
dµ+(n)
dx
. (C.4)
Using the introduced delta notation and equations (C.3) and (C.4), we rewrite equation (C.2) as follows:
3δC¯
2∆t
+
1
S
∂
∂x
{SδFx(δC¯)} ' C¯
(n) − C¯(n−1)
2∆t
+
−1
S
∂
∂x
{SFx(n)}. (C.5)
Equation (C.5) can be solved by inverting the left-hand side operator and computing δC¯. At this form,
we achieve first-order temporal accuracy, since only a portion of the flux terms is computed at time (n+1).
However, it is possible to increase the order of accuracy by employing an iterative procedure and using a
series of intermediate solutions C¯∗, which eventually matches C¯(n+1). We define the intermediate correction
as δC¯∗ = C¯∗+1 − C¯∗ and replace C¯(n+1) in equation (C.2) with C¯∗+1 = δC¯∗ + C¯∗. The final equation used
for iteration is as follows:
3δC¯∗
2∆t
+
1
S
∂
∂x
{SδFx∗(δC¯∗)} = −3C¯
∗ + 4C¯(n) − C¯(n−1)
2∆t
− 1
S
∂
∂x
{SFx∗(C¯∗)}, (C.6)
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where Fx
∗
and δFx
∗
are evaluated based on the most recent concentration computed, C¯∗. With only one
iteration per time step when C¯∗ = C¯(n) initially, equation (C.6) is exactly equal to (C.5) and the method
reduces to first accuracy. However, with two or higher iterations per time step the scheme becomes second
order in time and is shown to be highly robust [73].
Equation (C.6) is solved inside each pore, and thus appropriate boundary conditions are required for δC¯∗.
To determine the correct boundary conditions, we employ the same trick we used to solve the conservation
equations (59) and (60) to obtain the virtual total pressure and electro-chemical potential fields. For each
pore in the network, we solve equation (C.6) three times for different boundary conditions and source terms
summarized below:
Table C.7: three B.C. conditions and source terms in RHS used to solve equation (C.6).
Case Left B.C. Right B.C. RHS
1 δC¯∗L = 0 δC¯
∗
R = 0 RHS =
−3C¯∗+4C¯(n)−C¯(n−1)
2∆t − 1S ∂∂x{SFx
∗}
2 δC¯∗L = 1 δC¯
∗
R = 0 RHS = 0
3 δC¯∗L = 0 δC¯
∗
R = 1 RHS = 0
We combine three solutions that are obtained for these cases to find the concentration correction (δC¯∗)
throughout the network:
δC¯∗ = δC¯∗(1) + δC¯∗LδC¯
∗(2) + δC¯∗RδC¯
∗(3), (C.7)
where δC¯∗(i) are the solutions obtained for case 1, 2, and 3. The boundary values, δC¯∗L and δC¯
∗
R, are obtained
by enforcing equation (C.6) for internal reservoir. For terminal reservoirs whose concentration values are
known, we impose δC¯∗ = 0. After solving for concentration correction in the reservoirs, we compute
this variable throughout the network using equation (C.7) and the new concentration field is obtained by
C¯∗+1 = δC¯∗+ C¯∗. This procedure is applied iteratively until δC¯∗ ' 0, which implies that C¯(n+1) ' C¯∗. We
run our simulation with three iterations to ensure that the method is second order accurate and the solution
is sufficiently robust.
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