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Résumé : Pour transrire des douments sonores, les systèmes de reonnaissane de la parole
font appel à des méthodes statistiques, notamment aux haînes de Markov ahées et aux
modèles N-grammes. Même si es tehniques se sont révélées performantes, elles approhent
du maximum de leurs possibilités ave la mise à disposition de orpus de taille susante et il
semble néessaire, pour tenter d'aller au-delà des résultats atuels, d'utiliser des informations
supplémentaires, en partiulier liées au langage. Intégrer de telles onnaissanes linguistiques
doit toutefois se faire en tenant ompte des spéiités de l'oral (présene d'hésitations par
exemple) et en étant robuste à d'éventuelles erreurs de reonnaissane de ertains mots.
Ce doument présente un état de l'art des reherhes de e type, en évaluant l'impat de
l'insertion des informations linguistiques sur la qualité de la transription.
Mots-lés : reonnaissane de la parole, langue parlée, orpus oral, traitement automatique
des langues, modèle de langage, onnaissanes linguistiques, disuenes
∗
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Using Linguistis in Speeh Reognition: A State of the
Art
Abstrat: To transribe speeh, automati speeh reognition systems use statistial meth-
ods, partiularly hidden Markov model and N-gram models. Although these tehniques per-
form well and lead to eient systems, they approah their maximum possibilities. It seems
thus neessary, in order to outperform urrent results, to use additional information, es-
peially bound to language. However, introduing suh knowledge must be realized taking
into aount speiities of spoken language (hesitations for example) and being robust to
possible misreognized words. This doument presents a state of the art of these researhes,
evaluating the impat of the insertion of linguisti information on the quality of the tran-
sription.
Key-words: speeh reognition, spoken language, spoken orpus, natural language pro-
essing, language model, linguistis knowledge, disuenies
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1 Introdution
De nombreux douments sonores ontiennent de la parole. Rares sont les émissions ra-
diophoniques ou audiovisuelles sans disours, dialogues ou enore ommentaires, et il ex-
iste maintenant ertaines bases de données sonores très volumineuses. En Frane, l'Institut
national de l'audiovisuel ollete ainsi haque année 80 000 heures de programmes radio-
phoniques ou télévisuels. Une des plus grandes arhives digitales au monde, ontenant les
témoignages des survivants de la Shoah, ontient quant à elle plus de 115 000 heures de dis-
ours non ontraints, provenant de 52 000 louteurs s'exprimant dans 32 langues diérentes
[FRWP03℄. Fae à la taille des données à traiter, le reours à des méthodes automatiques,
notamment à elles de reonnaissane de la parole, failite la manipulation des douments
et apporte une aide pour ertaines tâhes, telles que l'indexation.
L'objetif d'un système de reonnaissane automatique de la parole (RAP) est de tran-
srire automatiquement un signal sonore en texte. Un tel système herhe dans un premier
temps à reonnaître des mots, en se basant uniquement sur des ritères d'ordre aoustique,
sans essayer d'interpréter le  ontenu  transmis par l'ensemble de es mots. L'analyse du
signal onduit alors à un ensemble d'hypothèses sur la suession des mots prononés, auquel
sont adjoints des sores dits aoustiques. Une seonde étape hoisit la meilleure hypothèse
en ne onsidérant plus le signal omme une suite de sons mais plutt omme une suession
de mots porteurs d'information. L'utilisation de la linguistique, en tant que siene du lan-
gage, s'insrit naturellement dans e ontexte puisque des onnaissanes sur la morphologie,
la syntaxe ou le sens semblent pouvoir guider la séletion de la meilleure hypothèse. Néan-
moins, bien souvent les systèmes de RAP ne s'appuient dans leur hoix que sur des ritères
prinipalement statistiques, et e, essentiellement pour des raisons historiques.
Pendant une longue période, les linguistes et les adeptes du traitement automatique
des langues (TAL) ont en eet délaissé les méthodes empiriques permettant d'estimer la
probabilité d'observation d'un phénomène à partir d'une grande olletion de douments ou
orpus. Noam Chomsky dit ainsi en 1969 : But it must be reognized that the notion proba-
bility of a sentene is an entirely useless one, under any known interpretation of this term
1
.
Le point de vue des linguistes s'intéressant à l'érit s'est alors éloigné des préoupations
des herheurs en reonnaissane de la parole, à tel point que Frederik Jelinek, en 1988,
alors à IBM, délara : Anytime a linguist leaves the group the reognition rate goes up
2
. Les
méthodes statistiques, à base de N-grammes, se sont en eet révélées beauoup plus eaes
que les solutions proposées par les linguistes pour hoisir la meilleure hypothèse de mots.
Depuis la n des années 80, les méthodes statistiques ont toutefois ommené à atteindre
leurs limites dans l'amélioration des systèmes de RAP, notamment ave la mise à disposition
de orpus de tailles satisfaisantes. Dans le même temps, le domaine du TAL faisait de plus
en plus appel aux modèles probabilistes. Une des pistes envisageables pour améliorer les
performanes de la reonnaissane de la parole peut don onsister à employer davantage de
linguistique dans les systèmes de RAP.
1
Mais il doit être reonnu que la notion de  probabilité de phrase  est absolument inutile, et e, quelle
que soit l'interprétation de e terme.
2
À haque fois qu'un linguiste quitte le groupe, le taux de reonnaissane augmente.
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Ce doument se propose de faire une synthèse de l'introdution de onnaissanes lin-
guistiques au ours de la reonnaissane de la parole. Il expose des tentatives eetuées
pour utiliser ertaines informations telles que la morphologie, la syntaxe ou la sémantique
dans les diérentes étapes du proessus de transription. Une première partie dérit le fon-
tionnement général d'un système de RAP, en insistant sur ses limitations à traiter ertains
phénomènes. Elle présente la suession des étapes néessaires, à savoir l'extration d'infor-
mations numériques pertinentes à partir du son, la onversion de es valeurs en plusieurs
hypothèses possibles de suession de mots et enn le hoix de la meilleure hypothèse. La
deuxième partie examine les propriétés de la langue parlée. Les méthodes de TAL sont en
eet souvent appliquées à des douments qui restent dans le domaine de l'érit, omme des
ouvrages ou des artiles de journaux ; or, les douments analysés par les systèmes de RAP
sont d'une autre nature. La dernière setion expose à quel niveau du proessus de transrip-
tion les onnaissanes linguistiques peuvent être mobilisées. Elle se foalise partiulièrement
sur l'introdution de onnaissanes linguistiques au sein des modèles de langages, un des
deux onstituants, ave le modèle aoustique, d'un système de RAP. Si le modèle aoustique
utilise des ressoures purement aoustiques, se limitant don, sur le plan de la linguistique, à
la phonétique et à la phonologie, le modèle de langage peut au ontraire prendre en ompte
des onnaissanes linguistiques plus variées puisque son rle est justement d'examiner les
informations véhiulées par les hypothèses de mots. Cei peut don onduire à l'exploitation
de morphologie, de syntaxe, de sémantique ou enore de pragmatique.
RR n° 5917
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2 Prinipes de la reonnaissane de la parole
L'objetif d'un système de RAP est d'extraire les mots prononés à partir du signal
aoustique. Le résultat produit représente la nalité d'une appliation de ditée voale mais
peut également être utilisé par d'autres dispositifs. La transription onstitue ainsi une
soure d'informations pour indexer des douments audio ou audiovisuels. Les interfaes
voales homme-mahine intègrent quant à elles un module de ompréhension de la parole
en sus d'un système de RAP.
La reonnaissane de la parole est un problème omplexe, notamment du fait de la
grande variabilité des signaux à traiter. Après avoir présenté les prinipales diultés de
la transription, nous exposons la modélisation qui est employée pour déoder le signal
aoustique. Nous évoquons ensuite sous quelles formes les systèmes de RAP produisent
leurs résultats et nous terminons ette setion par une desription des tehniques utilisées
pour évaluer es systèmes.
2.1 Diultés de la transription
Les diultés de la transription de la parole sont dues pour une grande part à la diversité
des signaux à traiter. La parole produite pour une même phrase prononée peut ainsi varier
d'un individu à un autre. Outre le fait que haque individu possède une voix qui lui est
propre, on renontre d'importantes diérenes telles que les variations homme/femme, le
régionalisme ou enore les diultés de prononiation renontrées par des louteurs non
natifs. Cette variabilité est qualiée d'inter-louteurs. Il existe également une variabilité,
dite intra-louteur, orrespondant à une modiation de la parole produite par un même
individu. Cette variabilité peut onerner aussi bien les aratéristiques de la voix, dans
les as d'un rhume ou d'un état émotionnel, ou bien la qualité d'éloution, selon que la
parole intervient lors d'un disours formel ou d'un dialogue spontané. En sus des variabilités
au niveau de la parole prononée par le louteur, les onditions d'enregistrement peuvent
dégrader le signal qui sera traité par le système de RAP. Il peut par exemple y avoir une
modiation de la qualité du signal, notamment si elui-i doit transiter par un anal de
ommuniation qui a une bande passante limitée, omme une ligne téléphonique. De même,
l'environnement aoustique peut être disparate. Le bruit de fond peut être plus ou moins
important et de natures diverses (musique, paroles d'autres louteurs, parasites du miro,
bruits de bouhe...).
Par ailleurs, le lexique des douments à transrire est un autre fateur-lé inuençant
la qualité des résultats et dépendant de haque appliation. La taille du voabulaire peut
être très réduite (moins de 100 mots) dans le as d'un système de navigation dans un menu,
moyenne (quelques milliers de mots) pour des reherhes d'information dans une base de
données dans un domaine préis, ou large (plusieurs dizaines de milliers de mots) pour faire
de la ditée voale [Sto97℄.
La parole humaine, on le voit don, est très variable. La modélisation d'une telle varia-
tion étant diile à faire de manière ompate et la ompréhension des méanismes ognitifs
intervenant dans la reonnaissane de la parole étant limitée, les systèmes de RAP utilisent
INRIA
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essentiellement des méthodes statistiques. Ces méthodes extraient automatiquement les in-
formations sur le langage et la relation entre le son et les mots prononés à partir de orpus
dans lesquels les textes sont alignés ave les signaux aoustiques. Elles utilisent ainsi des
modèles dont les paramètres sont appris sur des orpus d'apprentissage [DGP99℄.
Pour réduire les diultés impliquées par la variabilité inter-louteurs, ertains systèmes
de RAP requièrent de la part de haque louteur une prononiation préalable d'un ertain
nombre de mots. Toutefois, e proédé étant ontraignant, les systèmes sont généralement
indépendants du louteur. An d'augmenter la robustesse vis-à-vis du louteur et de l'envi-
ronnement, ils ombinent plusieurs modèles statistiques [Jou96, GAAD
+
05℄. Ainsi, dans le
as de la variabilité inter-louteurs, un modèle spéique peut être réé pour les hommes,
un autre pour les femmes. De même, des méanismes d'adaptation permettent de modier
le traitement aoustique en fontion des aratéristiques de la voix du louteur. Dans le
as de hangements de onditions d'enregistrement, les systèmes de RAP peuvent avoir un
modèle partiulier pour les entretiens téléphoniques et avoir des déteteurs  bruit/parole 
ou  musique/parole  pour ne herher à transrire que les segments du signal ontenant
de la parole. En outre, un ltrage adaptatif peut être mené pour éliminer le bruit du signal.
En e qui onerne le lexique, an d'avoir un espae de reherhe raisonnable lors du
déodage du signal aoustique, les systèmes de RAP ont un voabulaire fermé. Ils utilisent
atuellement un lexique beauoup plus important que eux employés auparavant, qui pou-
vaient se limiter à quelques dizaines de mots. Les systèmes de RAP les plus perfetionnés,
dits à très grand voabulaire, ont ainsi un lexique dont le volume avoisine les 65 000, voire
200 000 mots. L'ensemble des mots reonnaissables est hoisi en fontion de l'appliation.
Dans le as de reonnaissane d'un dialogue spontané, il pourra ainsi être utile d'inlure
dans le lexique des mots qui n'en sont pas vraiment mais qui ont pourtant une fréquene
élevée, tels que le  euh  marquant une hésitation (f. setion 3.3). Si l'on prend l'exem-
ple d'une transription d'émissions d'atualité diusées à la radio, le voabulaire pourra
inlure les mots renontrés réemment. Ce domaine d'appliation se heurte à des diultés
partiulières dues à l'apparition des noms propres (noms de personnes ou de lieu) au gré
de l'atualité. De manière à pouvoir modier le voabulaire pris en ompte par le système
de RAP, la reonnaissane doit être exible, e qui signie qu'elle doit autoriser l'introdu-
tion de mots dans le ditionnaire qui n'ont pas été utilisés au ours de l'apprentissage des
paramètres des modèles.
Notons au passage l'ambiguïté du terme mot [Pol03℄. Il peut par exemple désigner un
sens préis ou bien un signe linguistique. En reonnaissane de la parole, mot désigne un
mot-forme déni par son orthographe. Ainsi, deux exions ou dérivations d'un même lemme,
e.g. mange  et manges , seront onsidérées omme deux mots diérents. De même, deux
homographes appartenant à deux atégories diérentes (e.g.  mérite [VERBE℄  et  mérite
[NOM℄ ) ou deux sens diérents (e.g.  avoat [AUXILIAIRE DE JUSTICE℄  et  avoat [FRUIT
COMESTIBLE℄ ) ne représenteront pas le même mot [Jel97℄. Par la suite, haque emploi du
terme mot désignera en réalité un mot-forme.
Malgré les diultés renontrées, les systèmes de RAP parviennent à déoder le sig-
nal aoustique ave d'assez bonnes performanes. La transription de mots prononés de
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manière isolée, par un louteur unique, est une tehnologie anienne et bien maîtrisée. Son
hamp d'appliation est néanmoins très restreint puisque le louteur doit marquer une pause
brève entre haque mot. Les herheurs et ingénieurs en parole ont par la suite développé
des systèmes de transription de parole ontinue, e qui a augmenté onsidérablement la
omplexité du problème. Les systèmes atuels les plus performants reonnaissent toutefois
sans erreur plus de 90% des mots d'une émission d'atualité en anglais [Pal03℄ et plus de
88% des mots pour une émission du même type en français [GAAD
+
05℄. Dans des situations
plus omplexes à analyser, omme des onversations téléphoniques, où haun des louteurs
n'a pas préparé son disours et est don sujet à de nombreuses hésitations, les systèmes de
RAP peuvent reonnaître sans erreur jusqu'à 80% des mots [Pal03, GAL
+
04℄.
2.2 Modélisation statistique de la reonnaissane de la parole
Le signal sonore à étudier peut être interprété omme une version de la phrase prononée
qui serait passée par un anal de ommuniation. Ce anal introduit du  bruit  dans la
version originale. L'objetif d'un système de RAP est de modéliser le anal de manière à
retrouver la phrase prononée après déodage (Fig. 1). Cei revient à herher parmi un
très grand nombre de phrases soures potentielles elle qui a la plus grande probabilité de
générer la phrase  bruitée  [JM00℄. Autrement dit, dans ette métaphore du anal bruité,
un système de RAP herhe à trouver la séquene de mots la plus probable W parmi toutes
les séquenes d'un langage L, étant donné le signal aoustique A.
Fig. 1  Modèle du anal bruité
L'entrée aoustique A représente une séquene d'observations a1 . . . at, obtenue en dé-
oupant l'entrée par exemple toutes les 10milliseondes et en assoiant à haque moreau
les oeients représentant l'enveloppe spetrale du signal. La sortieW du système de RAP
est une haîne de mots w1 . . . wn appartenant à un voabulaire ni.
En utilisant une formalisation statistique issue de la théorie de l'information, le problème
de la reonnaissane de la parole se ramène alors à herher :
Wˆ = arg max
W∈L
P (W |A) (1)
Cette équation peut être réérite sous la forme suivante à l'aide de la formule de Bayes
[Jel97℄ :
Wˆ = arg max
W∈L
P (W )P (A|W )
P (A)
(2)
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où P (W ) est la probabilité que W soit prononée, P (A|W ) est la probabilité que le louteur
émette les sons A en souhaitant prononer les mots W et P (A) est la probabilité moyenne
que A soit produit. Wˆ étant estimé en xant A, P (A) n'intervient pas et l'équation (2)
devient :
Wˆ = arg max
W∈L
P (W )P (A|W ) (3)
Le problème de la reonnaissane de la parole se ramène ainsi à l'extration des indies
aoustiques A, au alul de la vraisemblane d'observation P (A|W ) ainsi que de la proba-
bilité a priori P (W ), et à la reherhe de la séquene de mots W la plus probable. Pour e
faire, la transription se déompose en plusieurs modules (Fig. 2) :
 l'extration de aratéristiques produisant A,
 l'utilisation du modèle aoustique (MA) alulant P (A|W ) et herhant les hypothèses
W qui sont vraisemblablement assoiées à A,
 l'utilisation du modèle de langage (ML) alulant P (W ) pour hoisir une ou plusieurs
hypothèses sur W en fontion de onnaissanes sur la langue.
Pour évaluer P (W ), le ML doit disposer au préalable des hypothèses W établies par le MA
sur les mots prononés. Néanmoins, les systèmes de RAP atuels ne se limitent pas à une
juxtaposition séquentielle des deux modules ; de manière à utiliser le plus tt possible les
informations sur la langue, ils font appel au ML dès qu'une hypothèse de mot est proposée
par le MA et non à la n du traitement de la totalité du signal.
Les setions suivantes dérivent les prinipes de fontionnement de haun de es mod-
ules.
2.2.1 Extration de aratéristiques
Le signal sonore à analyser se présente sous la forme d'une onde dont l'intensité varie
au ours du temps. La première étape du proessus de transription onsiste à extraire
une suession de valeurs numériques susamment informatives sur le plan aoustique pour
déoder le signal par la suite.
Le signal est suseptible de ontenir des zones de silene, de bruit ou de musique. Ces
zones sont tout d'abord éliminées an de n'avoir que des portions du signal utiles à la tran-
sription, i.e., elles qui orrespondent à de la parole. Le signal sonore est ensuite segmenté
en e que l'on qualie de groupes de soue, en utilisant omme délimiteurs des pauses si-
lenieuses susamment longues (de l'ordre de 0,3 s). L'intérêt de ette segmentation est
d'avoir un signal sonore ontinu de taille raisonnable par rapport aux apaités de aluls
des modèles du système de RAP ; dans la suite du proessus de transription, l'analyse se
fera séparément pour haque groupe de soue.
Pour repérer les utuations du signal sonore, qui varie généralement rapidement au
ours du temps, le groupe de soue est lui-même déoupé en fenêtres d'étude de quelques
milliseondes (habituellement de 20 ou 30ms). De manière à ne pas perdre d'informations im-
portantes se trouvant en début ou n de fenêtres, on fait en sorte que elles-i se hevauhent,
e qui onduit à extraire des aratéristiques toutes les 10ms environ.
RR n° 5917
10 S. Huet, P. Sébillot & G. Gravier
Fig. 2  Constituants d'un système de transription
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À partir du signal ontenu dans haque fenêtre d'analyse sont alulées des valeurs
numériques aratérisant la voix humaine. À l'issue de ette étape, le signal devient alors
une suession de veteurs dits aoustiques, de dimension souvent supérieure ou égale à 39.
2.2.2 Modèle aoustique
Une étape suivante onsiste à assoier aux veteurs aoustiques, qui sont, omme nous
venons de le voir, des veteurs numériques, un ensemble d'hypothèses de mots, i.e., des
symboles. En se référant à l'équation (3) de la modélisation statistique, ela revient à estimer
P (A|W ). Les tehniques qui permettent de aluler ette valeur forment e qu'on appelle le
modèle aoustique.
L'outil le plus utilisé pour la modélisation du MA est la haîne de Markov ahée
(désignée aussi sous le terme de HMM pour Hidden Markov Model). Les HMM ont en eet
montré dans la pratique leur eaité pour reonnaître la parole. Même s'ils présentent
quelques limitations pour modéliser ertaines aratéristiques du signal, omme la durée ou
la dépendane des observations aoustiques suessives, les HMM orent un adre mathé-
matique bien déni pour aluler les probabilités P (A|W ) [Rab89℄. Les MA font intervenir
trois niveaux de HMM (Fig. 3).
Ils herhent dans un premier temps à reonnaître les types de son, autrement dit à
identier des phones
3
. Pour e faire, ils modélisent un phone par un HMM, généralement à
trois états représentant ses début, milieu et n. La variable ahée est alors un sous-phone
et les observations sont des veteurs aoustiques, i.e., des veteurs ontinus. Pour aluler
les probabilités d'observation dans haque état, deux approhes sont souvent envisagées,
l'une basée sur la représentation des densités de probabilité par des gaussiennes et l'autre
reposant sur des réseaux de neurones. Ces diérentes méthodes établissent des hypothèses
sur la probabilité des phones prononés. Or, l'objetif des MA est de déterminer une su-
ession de mots. Les MA utilisent à ette n un ditionnaire de prononiations, qui eetue
la orrespondane entre un mot et ses prononiations. Comme un mot est suseptible d'être
prononé de diérentes manières, selon son prédéesseur et son suesseur, ou tout simple-
ment selon les habitudes du louteur, il peut y avoir plusieurs entrées dans e lexique pour
un même mot. Les indiations sont données au moyen des phonèmes
4
aratéristiques de la
prononiation. Sur la gure 4, les phonèmes sont transrits dans le système de représentation
SAMPA.
Le deuxième niveau de HMM modélise les mots à partir des HMM représentant des
phones et du lexique de prononiations. Il se présente sous la forme d'un arbre lexial on-
tenant initialement tous les mots du voabulaire, progressivement élagué au fur et à mesure
que sont reonnus des phones. Puisque les HMM de premier niveau modélisent des phones
et non des phonèmes, les phonèmes disponibles dans le ditionnaire de prononiations sont
3
Sons prononés par un louteur et dénis par des aratéristiques préises.
4
Unité linguistique assoiée à un type de prononiation d'une langue donnée. Le phonème nal /p/ pourra
par exemple être prononé en français par le phone [b℄ dans l'expression  grippe aviaire  et par le phone
[p℄ dans  grippe du poulet .
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Fig. 3  Niveaux de modélisation du modèle aoustique
adorateurs a d O R a t 9 R z
adorateurs a d O R a t 9 R
adoration a d O R a s j o~
adore a d O R 
adore a d O R
Fig. 4  Extrait d'un ditionnaire de prononiations
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onvertis en phones an de reonnaître des mots. Des règles de transformation dépendant
du ontexte d'apparition du phonème sont alors utilisées.
Le troisième niveau modélise enn la suession des mots W au sein d'un groupe de
soue et peut alors inorporer les onnaissanes apportées par le ML surW . Pour établir e
HMM équivalent à un graphe de mots, le HMM orrespondant à l'arbre lexial est dupliqué
à haque fois que le MA eetue l'hypothèse qu'un nouveau mot a été reonnu [ONA97℄.
Le fontionnement du MA que nous venons de dérire se heurte à un problème ma-
jeur : l'espae de reherhe du HMM de plus haut niveau devient fréquemment onsidérable,
surtout si le voabulaire est important et si le groupe de soue à analyser ontient plusieurs
mots. Des algorithmes issus de la programmation dynamique permettent de aluler e-
aement les probabilités ; il s'agit prinipalement de l'algorithme de Viterbi et le déodage
par pile, appelé aussi déodage A*. De plus, il est fait reours très régulièrement à l'élagage
pour ne onserver que les hypothèses suseptibles d'être les plus intéressantes [DGP99℄.
Le rle du MA onsiste ainsi à aligner le signal sonore ave des hypothèses de mots en
utilisant uniquement des indies d'ordre aoustique. Il inlut dans son dernier niveau de
modélisation les informations sur les mots apportées par le ML.
2.2.3 Modèle de langage
Le ML a pour objetif de trouver les séquenes de mots les plus probables, autrement
dit elles qui maximisent la valeur P (W ) de l'équation (3). Si l'on se réfère au HMM de plus
haut niveau du MA (Fig. 3), les valeurs P (W ) orrespondent aux probabilités de suession
de mots.
Fontionnement d'un modèle de langage
En posantW = wn1 = w1 . . . wn, où wi est le mot de rang i de la séqueneW , la probabilité
P (W ) se déompose de la manière suivante :
P (wn1 ) = P (w1)
n∏
i=2
P (wi|w1 . . . wi−1) (4)
L'évaluation de P (W ) se ramène alors au alul des valeurs P (wi) et P (wi|w
i−1
1 ) qui
s'obtiennent respetivement à l'aide des égalités :
P (wi) =
C(wi)∑
w∈V C(w)
(5)
P (wi|w
i−1
1 ) =
C(wi1)∑
wi
C(wi1)
(6)
où V est le voabulaire utilisé par le système de RAP, et C(wi) et C(w
i
1) représentent les
nombres d'ourrenes respetifs du mot wi et de la séquene de mots w
i
1 dans le orpus
d'apprentissage.
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Malheureusement, pour prédire la suite de mots wn1 , le nombre des paramètres P (wi)
et P (wi|w
i−1
1 ) du ML à estimer augmente de manière exponentielle ave n. Dans le but de
réduire e nombre, P (wi|w
i−1
1 ) est modélisé par un modèle N-gramme, i.e., une haîne de
Markov d'ordre N − 1 (ave N > 1), à l'aide de l'équation suivante :
P (wi|w
i−1
1 ) ≈ P (wi|w
i−1
i−N+1) (7)
Cette équation indique que haque mot wi peut être prédit à partir desN−1mots préédents.
Pour N = 2, 3 ou 4, on parle respetivement de modèle bigramme, trigramme ou quadri-
gramme. PourN = 1, le modèle est dit unigramme et revient à estimer P (wi). Généralement,
e sont les modèles bigrammes, trigrammes et quadrigrammes qui sont utilisés dans les ML
des systèmes de RAP.
Cette approhe renontre des limites du fait de l'absene de nombreuses séquenes de
mots de taille N , appelées des N-grammes, dans les orpus d'apprentissage, bien que eux-i
puissent être de taille onséquente. En eet, même en ayant une valeur de N réduite, de
nombreux mots seront rares, voire absents du orpus. On dit à e sujet que les mots suivent
une loi de Zipf, stipulant que la fréquene d'apparition d'un mot déroît rapidement ave son
rang d'apparition. Pour pallier ette diulté, il est fait appel à des méthodes statistiques
de lissage.
Un premier proédé de lissage, onnu sous le nom de disounting, onsiste à retranher au
omptage des N-grammes une ertaine valeur qui sera en suite redistribuée vers le omptage
des N-grammes absents du orpus d'apprentissage. Il existe de nombreuses méthodes de
disounting. Un proédé très simple onsiste par exemple à ajouter un à l'ensemble des
omptages, y ompris eux assoiés aux N-grammes absents.
Un autre moyen d'eetuer le lissage est d'utiliser les fréquenes d'apparition des N-
grammes d'ordres inférieurs si le N-gramme étudié est peu présent dans le ditionnaire.
On distingue alors la tehnique de l'interpolation linéaire de elle du repli (appelée aussi
bako ).
L'interpolation linéaire onsiste à évaluer la probabilité Pˆ (wi|w
i−1
i−N+1) en faisant une
ombinaison linéaire des probabilités alulées pour les N-grammes d'ordre inférieur. Dans
le as d'un modèle trigramme par exemple, le alul s'eetue à partir des probabilités
unigramme, bigramme et trigramme de la manière suivante :
Pˆ (wi|wi−2wi−1) = λ1P (wi|wi−2wi−1) + λ2P (wi|wi−1) + λ3P (wi) (8)
ave :
3∑
k=1
λk = 1 (9)
de manière à e que Pˆ demeure une probabilité. P est alulée au moyen de l'équation (6)
utilisant les omptages. Les valeurs λk sont estimées de façon à maximiser la vraisemblane
de Pˆ sur un orpus de test, diérent du orpus d'apprentissage.
Le repli eetue lui aussi une ombinaison linéaire ave les probabilités de N-grammes
d'ordre inférieur mais, à la diérene de l'interpolation linéaire, le reours aux N-grammes
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de tailles plus réduites n'est pas systématique [Kat87℄. Le alul des probabilités s'exprime
de la manière suivante :
Pˆ (wi|w
i−1
i−N+1) =
{
P˜ (wi|w
i−1
i−N+1) si C(w
i
i−N+1) > 0
α(wi−1i−N+1)× Pˆ (wi|w
i−1
i−N+2) sinon
(10)
De même que pour les λi de l'équation (8), les oeients α sont alulés pour que Pˆ
soit une probabilité. Le symbole ~ sur le P sert à indiquer que P˜ est souvent obtenu à partir
d'un proédé de disounting.
Au-delà de es tehniques de lissage, il existe de nombreuses variantes basées sur leurs
prinipes, parmi lesquelles gure la version modiée du lissage de Kneser-Ney qui, d'après
des études empiriques, donne de bons résultats [CG98℄.
Les modèles N-grammes, qu'ils utilisent ou non des tehniques de lissage, sont des méth-
odes statistiques dont le nombre de paramètres à estimer est très grand, e qui néessite
de disposer d'une grande quantité de données d'apprentissage. Depuis les débuts d'utilisa-
tion des N-grammes, de nombreux textes de natures diérentes ont été olletés, e qui a
largement proté à l'amélioration de es tehniques. Toutefois, ette évolution suit depuis
quelque temps une asymptote. Selon une estimation informelle d'IBM, les performanes des
modèles bigrammes n'enregistrent plus de gain important au-delà de quelques entaines de
millions de mots, tandis que les modèles trigrammes semblent saturer à partir de quelques
milliards de mots. Or, dans plusieurs domaines d'appliation de systèmes de RAP, de tels
volumes de données ont déjà été olletés [Ros00b℄.
Pour tenter d'améliorer les performanes des ML, des évolutions du mode de alul des
probabilités par les modèles N-grammes ont été envisagées. Le prinipal reprohe qui est
fait aux modèles N-grammes est l'hypothèse qui a permis l'élaboration des premiers ML
performants et utilisables, à savoir la prise en ompte d'un historique hi de taille limitée. Le
alul des probabilités est en eet réalisé au moyen d'une égalité du type :
P (wn1 ) = P (w1)
n∏
i=2
P (wi|hi) (11)
Plusieurs études ont été menées pour examiner un historique plus étendu que wi−1i−N+1
[Goo01℄.
Modiations de l'historique dans le alul des probabilités
La prise en ompte d'un historique de très grande taille est suseptible d'améliorer les
performanes du ML. Toutefois, les modiations envisagées doivent tenir ompte du fait
que parmi l'ensemble des historiques possibles, beauoup deviennent rares voire inexistants
dans le orpus d'apprentissage quand on augmente le nombre de mots pris en ompte.
Un moyen très simple pour étendre les N-grammes est d'utiliser l'interpolation linéaire
(f. équation (8)) pour ombiner des modèles N-grammes d'ordres diérents. Cei permet
d'avoir un historique étendu mais aussi de faire fae à la rareté des données dans le or-
pus d'apprentissage. Ces modèles sont nommés modèles polygrammes [KNST94, GSTN96℄.
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Cette méthode présente deux inonvénients. Elle néessite tout d'abord l'évaluation de nom-
breux paramètres puisque les aluls de probabilité sont eetués à partir de plusieurs tailles
d'historique. De plus, il n'est pas possible d'augmenter indéniment la taille de l'historique,
même en utilisant des méthodes de lissage perfetionnées. On onsidère souvent à e sujet
que les modèles N-grammes d'ordre supérieur à 5 n'apportent pas de gain par rapport aux
modèles d'ordres inférieurs [Goo01℄.
Une autre variation des modèles N-grammes onsiste à ignorer ertaines positions dans
l'historique ; il s'agit alors de modèles skipping. L'interpolation linéaire de modèles 5-grammes
skipping peut ainsi avoir la forme :
λ1P (wi|wi−4wi−3wi−2wi−1) + λ2P (wi|wi−4wi−3wi−1) + λ3P (wi|wi−4wi−2wi−1) (12)
Ces types de modèles permettent de prendre en ompte des historiques qui sont prohes
mais non stritement identiques au ontexte ourant. Cette propriété est partiulièrement
importante quand on augmente la taille des N-grammes ar il devient alors de plus en plus
rare de trouver deux historiques identiques [Goo01℄.
Les modèles dits permugrammes adoptent une approhe similaire en e qui onerne les
historiques, en eetuant une permutation des mots pris dans le ontexte. Ils redénissent
le alul des probabilités par l'équation :
P (W ) = P (wπ(1))
n∏
i=2
P (wπ(i)|wπ(i−N+1) . . . wπ(i−1)) (13)
où pi est une permutation qui réordonne la suession des mots. Cette équation onduit ainsi
à des historiques de la forme hi = wi−3, wi+1 [STHKN95℄. L'utilisation de es modèles peut
parfois apporter une légère amélioration des performanes des N-grammes. Ils augmentent
toutefois de manière importante l'espae de reherhe ainsi que le nombre de paramètres à
aluler.
D'autres études ont onsidéré l'historique non pas omme une suession de mots mais
omme une suite de groupes de mots. Cette approhe s'appuie sur une segmentation en
séquenes de mots, en xant une taille maximum M pour es séquenes. Le alul de la
probabilité P (w1w2w3) devient par exemple, ave M = 3 et en prenant un historique de
longueur maximale 2 :
P (w1w2w3) = max


P ([w1w2w3])
P ([w1])P ([w2w3]|[w1])
P ([w1w2])P ([w3]|[w1w2])
P ([w1])P ([w2]|[w1])P ([w3]|[w1][w2])


(14)
Il existe une variante de e alul, remplaçant max par la somme de toutes les segmen-
tations possibles. Ces modèles, qualiés de multigrammes, n'ont pas permis pour l'instant
d'améliorer véritablement les performanes par rapport aux ML lassiques [BPLA95, DB95,
AB05℄.
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Un autre type d'extension des N-grammes repose sur un historique à longueur variable,
e qui permet de faire des distintions supplémentaires dans ertains as ambigus, tout en
onservant un nombre raisonnable de paramètres à estimer. Les N-grammes pris en ompte
dans le alul des probabilités sont alors présentés sous la forme d'un arbre (Fig. 5). Dans
le as des modèles N-grammes lassiques, où la taille de l'historique est xe, et arbre a
une profondeur xe égale à N − 1. Dans le as des modèles varigrammes au ontraire, la
profondeur varie selon les branhes puisque des n÷uds prohes dans l'arbre et assoiés à des
probabilités onditionnelles similaires sont fusionnés [SO00, Kne96, NW96b℄. La oneption
Fig. 5  Représentation sous forme d'arbre d'un modèle varigramme
des modèles varigrammes onduit à une diminution de la taille des ML, sans modier leurs
performanes. Les modèles dits x-grammes poursuivent également le même objetif, i.e.,
la fusion des historiques très prohes. Leur partiularité est de modéliser les ML par des
automates à états nis.
Enn, on peut iter l'utilisation des modèles à base de ahe. Ces modèles onduisent à
l'utilisation d'historiques de l'ordre de plusieurs entaines de mots, i.e., de taille beauoup
plus importante que les modèles N-grammes. Ils sont basés sur le prinipe que si un louteur
utilise un mot, la probabilité qu'il l'utilisera à nouveau dans un futur très prohe augmente
onsidérablement. Ils redénissent alors le alul des probabilités P (W ) par l'équation :
P (W ) = P˜ (w1)
n∏
i=2
P˜ (wi|wi−N+1 . . . wi−1) (15)
où les probabilités P˜ sont évaluées à partir des omptages des mots dans le ahe et non
plus dans un orpus d'apprentissage omme ela est le as pour les modèles N-grammes. Les
modèles à base de ahe sont systématiquement ombinés ave des modèles N-grammes. Ils
peuvent ontribuer à améliorer les performanes des ML, mais e, au détriment de la vitesse
de alul des probabilités lors de la transription [Goo01, KDM90, CR97℄.
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REF: il AURA ALORS fae à lui une fronde syndiale *** UNIE
HYP: il **** VALEUR fae à lui une fronde syndiale EST PUNI
D S I S
Fig. 6  Alignement de la transription automatique (HYP) et de la transription de
référene (REF)
On le voit don, de nombreuses tentatives ont été faites pour essayer de saisir les dé-
pendanes à longue distane, i.e., les relations entre les mots qui sont séparés par plus de
N − 1 mots. Les tehniques qui viennent d'être présentées permettent souvent d'améliorer
légèrement les performanes par rapport à des modèles trigrammes. Toutefois, les progrès
sont bien souvent peu signiatifs, alors que leur utilisation engendre un aroissement de la
omplexité des aluls lors de la reonnaissane ou une augmentation importante du nombre
de paramètres à estimer [Goo01℄.
Cette setion a présenté les prinipes des ML, la dernière étape intervenant dans l'assoi-
ation du signal aoustique à une suession de mots. Il nous reste à voir sous quelles formes
se présentent les sorties du proessus de transription de la parole.
2.3 Sorties des systèmes de transription
Comme dit préédemment, le rle d'un système de RAP est de produire une transription
d'un signal sonore. Le résultat pourra don être naturellement un texte. Toutefois, selon le
adre d'utilisation d'un tel système, il existe d'autres types de sortie envisageables.
Texte brut Lorsqu'un système de RAP produit un texte, elui-i orrespond à la su-
ession de mots qui a obtenu la plus haute probabilité de la part du système. Ce texte est
organisé sous la forme de groupes de soue, le déodage de la parole se basant sur la dé-
tetion de pauses silenieuses. Cette forme purement textuelle laisse envisager la possibilité
d'appliquer des tehniques de TAL pour améliorer les résultats produits.
Dans le as où l'on dispose d'une transription de référene, obtenue généralement
manuellement, elle-i peut être alignée ave le texte produit par le système de RAP (Fig. 6)
pour eetuer des aluls de performane (f. setion 2.4). L'alignement est obtenu en faisant
orrespondre un maximum de mots des deux transriptions au moyen d'un algorithme de
type Viterbi. Trois types d'erreur sont alors distingués :
 les insertions, repérées par des I, orrespondant à un ajout d'un mot de la transription
automatique par rapport à la transription de référene,
 les suppressions, marquées par des D (pour deletion), assoiées à un mot manquant
dans la transription automatique,
 les substitutions, représentées par des S, indiquant un remplaement d'un mot de la
transription de référene par un autre mot présent dans la transription automatique.
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Lorsque des traitements doivent être opérés après le proessus de transription, on hoisit
parfois de onserver non pas la meilleure hypothèse, mais plutt la liste des N meilleures
hypothèses. Cei laisse la possibilité de réordonner les hypothèses, si on dispose de onnais-
sanes supplémentaires par la suite.
Graphes de mots La liste des N meilleures hypothèses présente de nombreuses redon-
danes, les éléments de la liste diérant bien souvent par un seul mot. Une sortie plus
ompate qui lui est souvent préférée est le graphe de mots (Fig. 7). Ce graphe peut être
une variante du HMM de plus haut niveau du MA (f. setion 2.2.2). Les ars sont valués
par les probabilités établies par le MA et le ML, et représentent des hypothèses ou sur les
mots prononés ou sur la présene de pauses silenieuses (notées par  sil  sur la gure 7).
Les n÷uds sont quant à eux assoiés aux instants possibles où un mot se termine et un autre
débute. Puisque les informations onernant l'instant de prononiation des mots sont peu
employées, le graphe est souvent ompaté en supprimant les ars et les n÷uds qui représen-
tent les mêmes hypothèses de suession de mots [DGP99℄. De surroît, la taille du graphe
de mots onstruit pouvant être onsidérable, il peut être utile de l'élaguer en xant par
exemple un nombre maximum de n÷uds. Un autre ritère possible d'élagage est le nombre
k d'hypothèses retenues sur les suessions de mots.
Fig. 7  Exemple de graphe de mots (non valué)
Réseaux de onfusion Cet autre type de sortie orrespond à un ompatage des graphes
de mots, en onservant davantage d'informations que les k meilleures hypothèses. La on-
strution des réseaux de onfusion, également appelés  saussisses  (Fig. 8), onsiste à
aligner les hypothèses de suession de mots, un peu omme on le ferait si l'on souhaitait
aligner la transription automatique ave la transription de référene (Fig. 6). L'extra-
tion des meilleures hypothèses se fait ii en tentant de minimiser les erreurs d'insertion, de
suppression ou de substitution, et non pas en déterminant la suession de mots assoiée
aux plus faibles probabilités a posteriori, omme dans le as des graphes de mots. Cei est
une propriété intéressante des réseaux de onfusion dans la mesure où les systèmes de RAP
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herhent plutt à obtenir une transription ayant le minimum d'erreurs qu'un texte ayant
un bon  sore  de probabilité [MBS00℄.
Fig. 8  Exemple de réseau de onfusion
À l'issue de la présentation des diérents types de sorties de la transription, la se-
tion suivante s'intéresse à la desription de méthodes de mesure de la qualité des résultats
produits.
2.4 Méthodes d'évaluation
La mesure qui est ommunément employée pour mesurer la qualité d'une transription
est le taux d'erreur sur les mots déni par :
taux d'erreur =
nb d'insertions+ nb de suppressions+ nb de substitutions
nb de mots dans la transription de référene
(16)
Dans e alul revenant à déterminer la distane d'édition entre la transription automa-
tique et la transription de référene, les oûts d'insertion, de suppression ou de substitution
ont une valeur xe qui ne dépend pas du nombre de aratères erronés dans la transrip-
tion automatique. La transription étant envisagée omme une suession de mots-formes
(f. setion 2.1), ei implique qu'une simple erreur d'aord en genre et en nombre aura le
même oût qu'une substitution par un mot qui n'a auun rapport sur le plan aoustique ou
sémantique ave le mot orret. On voit ainsi que le taux d'erreur, même s'il est très utilisé,
n'indique pas diretement si le résultat produit est orret du point de vue des informations
transmises. Bien entendu, s'il devient faible, la probabilité qu'il s'est produit une erreur sur
les mots informatifs diminue mais e n'est pas systématique.
Le taux d'erreur sur les mots permet d'évaluer globalement le système de RAP. Il existe
d'autres mesures, telles que l'entropie roisée ou la perplexité, pour mesurer la qualité du
ML seul [JM00℄. Pour dénir la première, préisons pour débuter la notion d'entropie.
L'entropie, notée H , est une mesure d'information qui se alule pour une séquene de
mots wn1 de la manière suivante :
H(wn1 ) = −
∑
wn
1
∈L
P (wn1 ) log2 P (w
n
1 ) (17)
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Pour un langage L, elle s'obtient par :
H(L) = lim
n→∞
1
n
H(wn1 ) (18)
= lim
n→∞
−
1
n
∑
wn
1
∈L
P (wn1 ) log2 P (w
n
1 ) (19)
La mesure d'entropie roisée, diretement dérivée de l'entropie et souvent abusivement
appelée de manière identique, permet d'évaluer la performane d'un ML. Si l'estimation
de la probabilité par un ML est notée Pˆ et si P est la distribution réelle de probabilité,
l'entropie roisée de e modèle se alule par :
H(P, Pˆ ) = lim
n→∞
−
1
n
∑
wn
1
∈L
P (wn1 ) log2 Pˆ (w
n
1 ) (20)
En supposant que le langage L possède de bonnes propriétés, le théorème de Shannon-
MMillan-Breiman permet d'érire :
H(P, Pˆ ) = lim
n→∞
−
1
n
log2 Pˆ (w
n
1 ) (21)
En pratique, pour omparer la performane de deux ML, on ompare les entropies roisées
alulées pour es deux modèles sur un orpus de test T aussi grand que possible, de manière
à approximer au mieux la limite vers l'inni :
HT (P, Pˆ ) = −
1
t
log2 Pˆ (T ) (22)
où t représente le nombre de mots du orpus de test. Cette équation est très prohe de
l'objetif de la modélisation statistique du ML (f. équation (3)), i.e., trouver Pˆ maximisant
Pˆ (L). Plus l'entropie roisée est faible, meilleur est ainsi le modèle.
Dans la plupart des études évaluant les ML, la perplexité PP est souvent préférée à
l'entropie roisée. Elle se alule sur un ensemble de test T à partir de :
PPT (Pˆ ) = 2
HT (P,Pˆ )
(23)
Bien que très utilisé pour la omparaison des ML, e ritère possède des limites. Une
baisse importante de la perplexité ne orrespond pas forément à une baisse de même ordre
du taux d'erreur sur les mots, si on intègre le ML dans un système de RAP ; seules des rédu-
tions de la perplexité d'au moins 10-20% semblent être vraiment signiatives [Ros00b℄. Son
prinipal inonvénient est qu'il favorise les modèles aordant une plus grande probabilité
aux mots présents dans le orpus de test, et ignore la manière ave laquelle sont distribuées
les probabilités aux autres mots. Or, es mots peuvent onduire, lors du déodage par le
système de RAP, à des probabilités plus élevées que elles obtenues pour les mots orrets
[CR99℄. Dans ertaines situations, on peut ainsi observer une augmentation du taux d'er-
reur en même temps qu'une diminution de la perplexité. Certains auteurs préonisent don
d'utiliser plutt l'entropie roisée, qui semble plus orrélée ave le taux d'erreur [Goo01℄.
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Cette setion 2 dédiée aux prinipes de fontionnement des systèmes de RAP nous a donné
l'oasion d'évoquer les limitations des ML les plus populaires, i.e., les modèles N-grammes.
Avant de voir en détail omment il est possible d'intégrer davantage de onnaissanes lin-
guistiques pour améliorer les performanes de la transription, la setion suivante se foalise
sur les spéiités de la langue parlée.
INRIA
Utilisation de la linguistique en reonnaissane de la parole 23
3 Caratéristiques de la langue parlée
Les douments traités par les systèmes de RAP sont par dénition prononés par des
louteurs et relèvent don du domaine de la langue parlée. Ces types de douments ont
malheureusement été peu étudiés par les linguistes et les adeptes du TAL, omparativement
aux textes érits. Cette onstatation trouve sa soure dans le mode de pensée de la ulture
oidentale, qui établit très souvent que l'érit, onsidéré omme prestigieux, est seul digne
d'intérêt. En outre, peu de orpus oraux existent et eux qui sont disponibles sont souvent
de taille peu importante. Les plus volumineux d'entre eux pour le français ne possèdent
ainsi que quelques millions d'ourrenes. Cei a pour résultat que les systèmes de RAP
atuels eetuent l'apprentissage des ML sur un orpus oral de taille réduite, aompagné
d'un orpus érit beauoup plus volumineux, au risque de paramétrer les modèles ave la
langue utilisée dans le journal Le Monde pour le français ou elui du Wall Street Journal
pour l'anglais [Vér04℄.
Deux questions se posent alors. Peut-on modéliser la langue parlée à l'aide de orpus
de la langue érite, disponibles en plus grands volumes que les orpus oraux ? Quel est
le omportement du TAL et du proessus de transription par rapport aux phénomènes
spéiques de la langue parlée ? Pour répondre à es questions, nous préisons tout d'abord
e qui dénit la langue parlée par rapport à la langue érite. Nous présentons ensuite les
prinipales aratéristiques de ette langue parlée en e qui onerne son voabulaire et
sa syntaxe, avant de dérire les perturbations provoquées par les phénomènes d'hésitation
très fréquents qu'elle ontient. Nous abordons ensuite la onstitution des orpus oraux,
en montrant brièvement sous quelles formes ils se présentent et omment ils peuvent être
annotés. Nous terminons ette setion en étudiant le omportement des systèmes de RAP
vis-à-vis des dialogues spontanés, qui sont la forme de l'oral se distinguant le plus des formes
onventionnelles de l'érit.
3.1 Langue parlée et langue érite
La langue parlée est dénie omme étant e qui est prononé par des louteurs à l'oral
et fait don appel à la voix et à l'oreille. La langue érite représente quant à elle e qui
s'érit et implique don l'usage de la main et des yeux. La langue parlée et la langue érite
exploitent ainsi des anaux diérents qui ont des ontraintes importantes sur leur mode de
prodution [Mel00℄.
Le anal oral impose une ertaine linéarité lors son émission et de son éoute, même si on
peut parfois avoir reours à des dispositifs d'enregistrement permettant de faire des retours en
arrière. L'oral, produit en ontinu, exlut en général toute forme de préparation préalable, de
planiation. La onguration typique de l'oral est aratérisée par une réeption immédiate
par un ou plusieurs interlouteurs, qui ont la possibilité de réagir au ours même de la
prodution. Cei peut obliger le louteur à adapter son disours en fontion de es réations.
Le anal érit au ontraire exploite la page et fait intervenir deux dimensions : la largeur
et la hauteur, failitant ainsi les retours à des éléments antérieurs. Le texte est généralement
produit en diéré et peut don être formulé et reformulé avant d'être livré aux destinataires.
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Les réepteurs ne sont pas au ontat du sripteur et elui-i se trouve en général ontraint
de proposer un texte désambiguïsé, informatif et struturé.
Il existe en outre une opposition entre l'oral et l'érit au niveau de la segmentation des
produtions. La prosodie, qui reouvre des informations sur l'intonation, l'aent, les pauses
et même le débit, joue un rle important dans la segmentation de la langue orale, sans
toutefois permettre une struturation aussi importante que e qu'on peut attendre pour les
textes érits. Il n'existe en eet pas à l'oral de démaration aussi nette que elle permise par
les signes de pontuation ; on ne peut vraiment d'ailleurs y parler de phrase (f. setion 3.4.1).
Les proédés de mise en page de l'érit, à savoir les alinéas, les paragraphes ou enore les
setions, autorisent au ontraire une struturation de douments de taille importante.
Les modes de prodution des langues parlée et érite, que nous venons d'évoquer, font
que l'érit est stable et la parole instable. Cette aratéristique a ainsi onduit la ulture
oidentale à valoriser l'érit sur l'oral, même si nalement l'érit peut être vu uniquement
omme un simple système de odage de la langue parlée au moyen de signes visibles. Alors
que les lois, les ontrats, les textes religieux fondamentaux sont des douments érits, l'oral
ne néessite pas un apprentissage à l'éole aussi formel que l'érit. Ave l'invention de l'im-
primerie, qui a grandement favorisé la diusion des textes, le ode érit a pris de plus en plus
d'importane. L'apparition des ordinateurs et d'Internet a fait roître de manière exponen-
tielle la prodution et la diusion de douments érits, mais favorise également l'apparition
de nouvelles formes de douments, omme les ourriels ou les blogs. Dans le même temps,
les médias ont permis la diusion massive de disours télévisés ou bien enore d'émissions
radiophoniques. L'opposition entre langue parlée et langue orale est ainsi loin d'être aussi
laire que elle présentée au début de ette setion et on assiste à une hybridation des odes
[Pol03℄. Si l'on peut failement opposer les dialogues aux romans littéraires, on ne trouve pas
toujours de ontrastes aussi forts entre la langue parlée et la langue érite, notamment en e
qui onerne l'interativité et la préparation des douments. Le disours télévisé du hef de
l'état à la nation sera par exemple préparé et n'autorise pas l'intervention des réepteurs.
Le ourrier életronique autorise quant à lui davantage d'interations ave les destinataires
et se rapprohe plus du dialogue oral.
La langue qui est employée dans les douments érits ou oraux peut subir d'importantes
variations selon les régionalismes, les périodes onsidérées, les groupes soiaux et ulturels
ou enore les registres [Mel00℄. Dans le domaine de l'oral, la linguiste Blanhe-Benveniste
dénit six genres majeurs : les onversations fae à fae, les onversations par téléphone,
les débats et entrevues en publi, les émissions de radio ou de télévision, les disours non
préparés et enn les disours préparés [BB97℄.
Les langues parlée et érite orrespondent don à deux odes diérents puisqu'elles n'u-
tilisent pas le même anal de ommuniation. On ne peut ainsi onsidérer l'oral omme
une simple forme dégradée de l'érit. De même, bien que ertaines éritures soient phono-
graphiques et odent en partie les sons, omme ela est le as du français, l'érit est loin
d'être une seule transription de l'oral, ne serait-e que pare que le sripteur hoisit la
manière de présenter les informations [GT04℄. Les diérenes entre l'oral et l'érit ne sont
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toutefois pas susantes pour qu'il faille les étudier de manière totalement indépendante
[BB90℄.
Les setions suivantes se proposent de dégager des phénomènes revenant plus fréquem-
ment à l'oral qu'à l'érit.
3.2 Voabulaire et syntaxe
Même s'il est inorret de dire que l'oral est une forme relâhée de l'érit, le registre de la
langue parlée est généralement moins soutenu dans la mesure où elle est souvent employée
dans des adres moins formels. Du point de vue lexial, la langue parlée se fonde sur un
ensemble familier de mots, plus restreint que elui de la langue érite. Une étude omparant
deux orpus de 20 millions d'ourrenes de mots haun, le premier orrespondant à des
journaux érits et le seond à des émissions journalistiques radiophoniques et télévisées
transrites manuellement, a ainsi obtenu 127 000 mots distints pour l'oral et 215 000 pour
l'érit, et e, en onsidérant une même année de prodution. Toujours selon ette même
étude, l'utilisation des atégories grammatiales suit des répartitions diérentes dans les
deux orpus. Un taux plus important de pronoms et un taux moins important de noms
sont ainsi observés à l'oral [GAD02℄. On y observe aussi l'introdution de  petits  mots,
notamment appelés ligateurs, marqueurs de disours ou enore inserts, omme par exemple
 quoi ,  bon ,  don ,  enn  ou  genre .
Au niveau de la syntaxe, il existe des tournures propres à l'oral. Si en français le  pas 
est faultatif à l'érit dans la négation  ne ... pas , 'est le  ne  qui le devient à l'oral.
Le  il  prend également à l'oral un aratère faultatif dans les formules  il faut  et  il
y a . On peut aussi iter l'invariabilité du  'est  dans des expressions telles que  'est
les voisins qui sonnaient . Ces expressions sont dues au ontexte d'utilisation de la langue
orale qui favorise l'interativité et impose don un temps limité de formulation des idées.
Pour la même raison, et même si ela est loin d'être systématique, les aords du partiipe
passé seront moins respetés à l'oral qu'à l'érit [Mel00℄.
Il semble également que l'ordre des mots soit un peu plus souple dans la langue parlée
que dans l'érite, bien que les langues rigides sur l'ordre des mots omme le français ou
l'anglais le soient enore à l'oral [AG01℄. Les éléments régis par le verbe peuvent, à l'oral,
se plaer avant le groupe sujet-verbe, omme dans l'exemple  les hariots j'aime pas . On
observe aussi davantage de livées ( 'est le oieur qui est ontent ), de pseudos-livées
( e qui l'intéresse 'est le pognon ), de doubles marquages ( moi j'en ai jamais vu en
Suisse des immeubles ) ou enore de disloations ( j'ai hoisi la bleue de robe ) [BB90℄.
Ces phénomènes ne justient pas toutefois de proposer une grammaire spéiale pour la
langue parlée. Pour le français, Blanhe-Benveniste indique ainsi que la syntaxe de l'oral ne
dière en rien de elle de l'érit, sauf en termes de proportions [BB90, BCD
+
04℄. Bien que
ela soit plus rare qu'à l'oral, on observe également à l'érit des livées ou même des erreurs
d'aord de partiipe passé.
Cette setion a montré les prinipales diérenes que l'on pouvait observer entre l'oral et
l'érit du point de vue du lexique et de la syntaxe. Toutefois, elle a oulté les perturbations
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de la syntaxe par les phénomènes d'hésitation, plus nombreux dans la langue parlée. La
setion suivante étudie l'inuene de es phénomènes.
3.3 Phénomènes d'hésitation
Les marques d'hésitation ne sont pas propres à l'oral puisqu'elles se manifestent égale-
ment dans les nouvelles formes de ommuniation érite omme les ourriels, les forums,
les hats ou enore les SMS [Ben04℄. Elles sont également présentes dans les brouillons des
textes érits sous la forme de ratures. Néanmoins, elles sont avant tout aratéristiques de
l'oral spontané. Il est ainsi estimé qu'elles représentent environ 5% des mots dans les or-
pus spontanés et moins de 0,5% des mots dans les orpus de parole lue ou préparée (f.
setion 3.4). Elles ne peuvent don être ignorées lors de la transription.
Les phénomènes d'hésitation orrespondent généralement à un travail de formulation de
la part du louteur, dans la mesure où le disours est omposé au fur et à mesure de sa
prodution. Ils peuvent ependant avoir d'autres rles tels que la manifestation d'un doute,
l'envoi d'un signal au réepteur pour garder la parole ou au ontraire la lui éder, le marquage
de frontières dans le disours, ou bien enore l'expression d'un stress ou d'une déontration.
Comme les marques d'hésitation introduisent une rupture dans la ontinuité du disours,
ou plus exatement dans le déroulement syntagmatique, elles sont également appelées disu-
enes. Il existe bien d'autres termes utilisés dans la littérature pour les nommer, ertains ne
désignant pas exatement les mêmes phénomènes : turbulenes, faux départs, lapsus, inatten-
dus struturels, spontanéités, modes de prodution de la langue parlée, marques de réparation,
marques du travail de formulation, extragrammatialités, et. Une telle profusion de termes
témoigne de la disordane entre ertains linguistes sur e qui relève ou non de l'hésitation à
l'oral. Toutefois, depuis quelques années, plusieurs études se sont intéressées aux phénomènes
d'hésitations et une nomenlature ommene à se dégager.
Ces phénomènes peuvent être de natures diérentes. Ils inluent par exemple les pauses
silenieuses, mais pas toutes, ertaines jouant d'autres rles que l'hésitation omme la hiérar-
hisation et la struturation des onstituants, ou enore la mise en valeur stylistique de er-
tains syntagmes. Les pauses remplies, orrespondant au  um  ou au  uh  en anglais et au
 euh  en français, ou enore les allongements voaliques en n de mots sont des marques
d'hésitation très employées [Hen02a, Can00℄. On peut aussi iter [Shr01℄ :
 les répétitions :  tous les - les jours
5
,
 les suppressions :  'est - il est arrivé lundi ,
 les substitutions :  tous les jours - toutes les semaines ,
 les insertions :  je suis onvainu - je suis intimement onvainu ,
 les erreurs d'artiulation :  en jouin - en juin .
Ces quatre derniers types de disuene sont parfois désignés sous le terme d'autoorretions
[Hen02a℄.
Il est possible de faire une autre lassiation des phénomènes d'hésitation, en distinguant
[PH04℄ :
5
Le  -  représentant une pause silenieuse.
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 les bribes, orrespondant à une reprise à partir de syntagmes inahevés :  il a quand
même un - une bre pédagogique ,
 les amores, assoiées aux mots inahevés :  'est pas malho - 'est pas malhonnête .
Les diérents phénomènes d'hésitation sont rarement produits seuls mais plutt en om-
binaison. Il peut ainsi y avoir des répétitions de fragments de mots ( on le re- re- revendique
enore une fois ) [HP03℄. De même, pour assurer un rle d'hésitation, les pauses silenieuses
sont généralement assoiées à des allongements voaliques ou à des pauses remplies [CV04℄.
La fréquene d'apparition des marques d'hésitation est très variable selon le louteur
et le ontexte d'éloution. Dans les dialogues homme-mahine, on onstate généralement
moins de disuenes que dans les dialogues entre deux humains. Il semble également que les
hommes produisent en moyenne davantage de disuenes que les femmes. La fréquene des
marques d'hésitation est de plus dépendante de la position dans la phrase. Les disuenes
ont ainsi tendane à se produire plutt en début de phrase, lorsque l'eort de planiation
est le plus important. Pour la même raison, leur taux augmente souvent ave la longueur
de la phrase [Shr01℄. Les phénomènes d'hésitation aetent enn diéremment les mots.
En distinguant deux types de mots, à savoir les lexiaux, représentant eux qui ont une
harge lexiale pleine
6
et les grammatiaux, partiipant à la struturation de la langue
7
,
on onstate que les répétitions onernent plus souvent les mots grammatiaux et que les
amores aetent plus fréquemment les lexiaux [PH04, Hen02b℄.
En analysant les disuenes, des psyholinguistes ont mis en évidene plusieurs régions
(Fig. 9)[Shr94, Shr01℄ :
 le reperandum, désignant une partie ou la totalité de la séquene qui sera abandonnée
au prot de la réparation,
 le point d'interruption, marquant une rupture dans la uidité du disours,
 l'interregnum, pouvant être des pauses remplies, mais aussi des termes d'édition,
omme  ben ,  hein ,  tu vois ,  disons pour simplier ,  je sais pas moi  ou
enore  je me rappelle plus du nom ,
 la réparation, représentant la partie orrigée du reparandum.
Fig. 9  Régions dans une disuene (d'après [Shr01℄)
La segmentation des disuenes en régions est liée à des modiations des propriétés aous-
tiques et phonétiques. On observe ainsi généralement un allongement des syllabes avant le
6
En général les noms, les adjetifs, les verbes et les adverbes.
7
Les pronoms, les déterminants, les prépositions, les onjontions et les verbes auxiliaires.
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point d'interruption, ou au ontraire, dans le as d'une détetion d'erreur de la part du
louteur, un raourissement des syllabes. Cette struturation permettrait de réduire les
énonés à un oral  propre , prohe de l'érit, en éliminant le reparandum et l'interregnum.
Malheureusement, ette approhe ne renontre pas l'unanimité des linguistes étudiant l'oral.
3.4 Corpus oraux
On dispose à l'heure atuelle de orpus érits de taille volumineuse. Le British National
Corpus (BNC) ontient ainsi 100 millions d'ourrenes pour l'anglais, tandis que la base
Frantext omporte 210 millions d'ourrenes pour le français. Les pages disponibles sur
Internet, bien que souvent bruitées, peuvent être également onsidérées omme une soure
gigantesque d'informations [Vér04℄. Il n'existe malheureusement pas pour l'oral de orpus
de taille omparable. Le plus grand, à savoir la partie orale du BNC, ontient 10 millions
d'ourrenes en anglais. On peut iter pour le français de Belgique le orpus Valibel omp-
tant près de 4 millions d'ourrenes et pour le français de l'hexagone, le orpus Corpaix
omptant environ 2,5 millions d'ourrenes [CVD05℄, et le Corpus de référene du français
parlé omptant 440 000 ourrenes [ÉD04℄.
Les orpus oraux, onstitués au moyen de transriptions manuelles, onernent aussi bien
de la parole lue, préparée ou enore spontanée. La parole lue est assoiée à la leture à haute
de voix de textes, qui bien souvent appartiennent au domaine de la langue érite. La parole
spontanée orrespond à des situations de la vie quotidienne où le louteur parle sans avoir
préparé au préalable e qu'il allait dire et en s'adaptant onstamment à ses interlouteurs.
La parole préparée est une forme intermédiaire par rapport aux deux préédentes et est plus
déliate à dénir. Elle désigne des prises de parole où le louteur a réféhi auparavant aux
idées qu'il souhaite transmettre ; il peut même disposer d'un texte ontenant une partie de
son disours, qu'il n'ira pas toutefois jusqu'à lire mot à mot pour pouvoir interagir ave
les interlouteurs. Les questions posées par un journaliste et les entretiens donnés par un
homme politique sont deux exemples de prodution de parole préparée.
Selon les onventions adoptées, les orpus peuvent avoir plusieurs formats ; ils peuvent
ontenir des informations préises sur la prosodie, être pontués ou bien enore avoir des
annotations sur des événements autres que la prononiation des mots. Aessoirement, ils
sont souvent étiquetés pour failiter leur exploitation. Ils sont alors segmentés en mots ou
groupes de mots, auxquels sont assoiées des informations (e.g. syntaxiques ou sémantiques)
sur le rle de es onstituants dans le groupe de soue ourant. La forme hoisie du orpus
dépend de l'utilisation prévue mais aussi des ressoures humaines disponibles, ompte tenu
de la diulté et du temps néessaire pour eetuer une transription manuelle. L'indiation
de la prosodie dans les orpus oraux, bien que souhaitable, demande notamment un temps
onsidérable et se limite souvent à quelques informations. Même si des logiiels tels que
Transriber simplient l'alignement du son ave la transription [BGWL01℄, il a été estimé
qu'environ 40 heures de travail sont néessaires pour faire une transription orthographique
préise d'une heure de parole, et e, ave de bonnes onditions d'enregistrement et sans
alternane de louteurs [Cam01, Vér04℄. La suite de ette setion dérit sous quelles formes
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peuvent se présenter les orpus oraux, avant de présenter la manière dont ils peuvent être
étiquetés.
3.4.1 Formes des orpus oraux
La transposition du signal sonore sous la forme d'un autre anal de ommuniation,
à savoir le texte, néessite ertaines onventions. Elle se heurte à des diultés qui sont
prinipalement : la présene d'événements non linguistiques dans le ux audio, l'existene
de phénomènes propres à la langue parlée et la segmentation du disours.
La pereption des mots à partir du signal sonore peut tout d'abord être perturbée par
des événements non linguistiques qu'il est intéressant d'annoter dans la mesure où ils peu-
vent rendre la parole inaudible. Ces phénomènes peuvent être liés aux onditions d'en-
registrement, tels les parasites ou les bruits de fond, ou bien enore être produits par les
louteurs, omme les inspirations, les rires ou les toux.
Des événements propres à la langue parlée néessitent également des onventions. Les
hevauhements entre les disours prononés en même temps par plusieurs louteurs sont
ainsi problématiques, dans la mesure où il faut indiquer la simultanéité dans le texte, qui a un
format séquentiel. Les phénomènes d'hésitation néessitent quant à eux une attention parti-
ulière de la part du transripteur ar ils sont naturellement ignorés lors de la ompréhension
des dialogues. Ils présentent pourtant un intérêt pour les linguistes, qui en les observant
peuvent voir la prodution du langage en train de se réaliser. Il faut don adopter des règles
pour indiquer les pauses silenieuses ou enore les amores. Il existe aussi plusieurs types de
prononiation pour ertains mots, e qu'il est utile d'indiquer. Cei peut onduire à faire une
transription phonétique plutt qu'une transription plus lassique, dite orthographique, sous
forme de mots. On hoisit généralement d'avoir une transription orthographique, ave une
onvention pour distinguer les prononiations de mots problématiques, tels que les sigles.
Une des diultés majeures de la onstitution des orpus oraux réside dans leur segmen-
tation. Pour failiter leur lisibilité, ils ne peuvent en eet se présenter sous la forme d'une
suite ininterrompue de mots. Un premier niveau de segmentation onsiste à distinguer les
tours de parole, i.e., les suites de mots prononées par un louteur donné avant qu'il ne
ède la parole. Il n'existe pas d'unité qui soit aussi nettement dénie que la phrase pour la
langue érite. L'unité de la langue parlée, que l'on qualie d'énoné, peut ainsi représenter
l'ensemble du tour de parole. Certains linguistes et psyholinguistes aratérisent aussi un
énoné omme étant délimité par la prosodie. D'autres le dénissent omme une suession
de mots représentant une idée ohérente ; dans les diretives d'annotation metadata adop-
tées dans les évaluations Rih Transription onduites par le NIST, on parle ainsi de SU,
assoiée à plusieurs signiations : Sentential Unit, Syntati Unit, Semanti Unit ou Slash
Unit [Str03℄.
Malgré la subjetivité que ela entraîne de la part du transripteur, ertaines reomman-
dations de transription demandent d'indiquer les signes de pontuation dans les orpus
oraux, e qui les rapprohe de textes plus onventionnels. La prosodie et les pauses silen-
ieuses apportent alors des informations préieuses quant à la pontuation. La gure 10
montre ainsi un extrait de orpus transrit ave des pontuations. D'autres onventions de
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 Le gouvernement amériain va présenter, [i℄ euh, au onseil de séurité de l' !ONU, [i℄
un projet d(e) résolution, [mi℄ un texte qui permettrait, [i℄ la levée d(e) l'embargo Noëlle
^^Véli. 
où  [i ℄  marque une inspiration,  !ONU  représente un aronyme,  d(e)  indique
une absene de prononiation du  e ,  [mi℄  témoigne de la présene d'un bruit de
miro et  ^^Véli  préise que le mot est inonnu par le transripteur.
Fig. 10  Extrait d'un orpus transrit selon les onventions de Transriber
 ils ont des ouvriers euh payés
spéialisés sup-
sur les hantiers de fouille 
Fig. 11  Mise en grille d'un énoné (d'après [Gué05℄)
transription reommandent au ontraire de ne pas indiquer de signes de pontuation ar le
déoupage eetué par le transripteur en syntagmes ou en phrases préjuge de l'analyse à
faire [BB90℄. Les pauses silenieuses se révèlent de plus impréises pour déteter es pontu-
ations, y ompris quand le orpus transrit orrespond à un texte lu [CV02℄. Pour améliorer
la lisibilité des transriptions, Blanhe-Benveniste propose une segmentation plus ne sous
forme de grille. Lors de la prodution de la parole, il existe en eet un travail de formulation
important qui vient perturber la suession des mots et le disours s'apparente souvent à
une énumération. Ce type de présentation onduit à positionner l'un en dessous de l'autre
des éléments prononés suessivement et qui oupent une même plae syntaxique (Fig. 11)
[BB90℄.
3.4.2 Étiquetage des orpus oraux
Pour failiter l'utilisation des orpus, qu'ils soient oraux ou érits, un étiquetage morpho-
syntaxique est souvent réalisé. Cet étiquetage onsiste à attribuer à haque mot, voire à des
groupes de mots dans le as de loutions, une étiquette que l'on appelle partie du disours
ou PoS (pour Part of Speeh). Une PoS orrespond à une propriété grammatiale dans une
phrase, telle que nom, verbe, adjetif, préposition, et., que l'on peut préiser par le genre,
le nombre, la personne, et. Le hoix des PoS à onsidérer n'est pas xe pour une langue
donnée. Les étiqueteurs peuvent ainsi avoir des jeux d'étiquettes divers pour des mots très
employés [CVD05℄.
Devant la taille des orpus à analyser, l'étiquetage automatique se révèle indispensable.
Les premiers programmes d'étiquetage automatique sont apparus pour l'érit dès les années
50. Ils étaient basés sur la prodution manuelle de règles. Depuis les années 80, ertains
étiqueteurs utilisent des méthodes statistiques, telles que les HMM [Bra00℄ ou les arbres
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de déision [Sh94, Sh95℄, pour prédire la probabilité d'attribution des étiquettes. Mais e
n'est que réemment que des études ont été menées sur l'étiquetage de orpus oraux.
Il n'existe pas à l'heure atuelle, tout du moins à notre onnaissane, d'étiqueteurs onçus
spéiquement pour l'oral. Des systèmes prévus initialement pour étiqueter des douments
érits ont été utilisés sur des orpus oraux, que e soit pour l'anglais [Gar95℄, le français
[VV99, CVD05℄, le suédois [NG01℄, le néerlandais [VEZD00℄, l'espagnol [MG03℄, le por-
tugais [MAB03℄, l'italien [PPM04℄ ou enore le japonais [UNY
+
02℄. Ces étiqueteurs sont
souvent adaptés à l'oral en modiant légèrement leur omportement pour ertains mots et
en appliquant au orpus un traitement préalable pour éliminer ertaines aratéristiques de
l'oral, telles que les amores. Dans le as où le orpus ne ontient pas de signe de pontua-
tion, les marques de pauses peuvent être remplaées par des points de suspension, i.e., par
la pontuation la plus neutre possible par rapport au fontionnement de l'étiqueteur. Les
amores de mots sont en général ignorées par l'étiqueteur ar il est parfois diile de deviner
le mot prononé. Il peut être également utile d'éliminer des événements non lexiaux, tels
que  hein  et  euh , ou enore des événements non linguistiques omme le signalement
d'applaudissements. De plus, ertains mots apparaissent beauoup plus fréquemment à l'oral
qu'à l'érit, notamment les ontrations de mots et les interjetions ; les mots aratéristiques
de l'oral sont ainsi insérés dans le lexique de l'étiqueteur. De même, on ajoute manuellement
des règles ou on modie manuellement les probabilités d'assignation des étiquettes pour les
mots qui ont un omportement diérent à l'érit et à l'oral.
Pour mesurer les performanes de l'étiquetage automatique, un extrait de orpus étiqueté
automatiquement est omparé ave le même extrait étiqueté manuellement. L'évaluation est
une opération déliate à eetuer dans la mesure où l'étiquetage de référene, i.e., l'étique-
tage manuel, peut diérer selon les annotateurs pour ertains mots problématiques. Il est
le plus souvent hoisi de onsidérer omme aeptable une étiquette dès qu'elle relève d'un
point de disussion entre linguistes. Le ritère de performane est alors le pourentage d'éti-
quettes aeptables. La omparaison des performanes entre étiqueteurs n'est pas non plus
hose aisée ar le jeu d'étiquettes ou la segmentation en unités à étiqueter peuvent diérer
[AMP
+
99℄. En e qui onerne l'étiquetage de l'érit, les performanes sont supérieures à
95% d'étiquettes orretes. En utilisant des étiqueteurs onçus initialement pour l'érit et
adaptés pour l'oral, des expérienes ont permis d'atteindre 98,75% pour le français [VV99℄,
entre 95% et 97% pour le suédois [NG01℄, 94,3% pour le néerlandais [VEZD00℄ ou enore
98,3% pour l'espagnol [MG03℄.
Les performanes sont don très prohes de e qui est observé pour l'érit, ontrairement
à e que l'on aurait pu penser. L'expliation qui est souvent donnée pour justier es ré-
sultats est que les étiqueteurs se basent sur des phénomènes loaux et se révèlent don peu
sensibles aux phénomènes propres à la langue parlée. Une analyse qualitative des erreurs
montre toutefois que l'étiquetage est mis en erreur par ertaines partiularités des orpus
oraux omme l'absene de pontuation, les répétitions ou les hevauhements entre des mots
prononés simultanément [VV99℄.
Outre l'étiquetage par des PoS, il existe d'autres niveaux d'annotation envisageables
pour les orpus oraux. On peut ainsi iter :
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 l'annotation pragmatique aratérisant les ates de disours, tels que la question, le
onseil, la onrmation, les remeriements... [LMW97℄,
 l'annotation stylistique aratérisant la présentation du disours et de la pensée, e.g.
par narration, disours diret, disours indiret, disours indiret libre... [LMW97℄
 l'annotation syntaxique indiquant les dépendanes entre mots ou groupes de mots
[BCD
+
04, BV05℄.
Toutes es annotations sont beauoup moins ourantes que l'étiquetage morphosyntaxique
et ne peuvent être obtenues onvenablement par des méthodes automatiques. L'analyse
syntaxique de l'oral par des grammaires pose ainsi de nombreux problèmes. Aux diultés
renontrées pour la langue érite et qui sont également présentes dans la langue parlée,
omme l'ambiguïté des analyses possibles, s'ajoutent des problèmes bien spéiques à l'oral,
tels que la présene de disuenes, le respet plus lâhe des règles de la langue et l'absene
de segmentation bien laire en phrases. Les distorsions de la langue parlée requièrent une
grande robustesse de la part des analyseurs syntaxiques. Pour onevoir es systèmes, une
approhe similaire à la démarhe adoptée pour l'étiquetage morphosyntaxique onsiste à
utiliser un analyseur développé pour l'érit et à lui adjoindre des proédures traitant les
extragrammatialités de l'oral [BDM98℄.
3.5 Transription automatique des dialogues spontanés
La ommunauté de la reonnaissane de la parole s'intéresse de plus en plus aux dia-
logues spontanés, pour lesquels les louteurs s'expriment sans préparer leur disours, e qui
entraîne une prodution arue de disuenes. Les ampagnes d'évaluation onduites par
le NIST depuis 1987 témoignent de ette évolution [Pal03℄. Les premières évaluations ont
ainsi porté sur des appliations au voabulaire très réduit et ave une grammaire spéiée,
puis sur la leture de journaux. C'est ave la transription d'émissions d'atualité que les
systèmes de RAP se sont heurtés à des douments plus variés. Ces émissions omportent
en eet des disours préparés mais aussi des interviews ou des reportages, dans lesquels
on retrouve fréquemment des dialogues spontanés, dans des onditions d'enregistrement
bruitées. D'autres évaluations portent désormais sur la transription de la base de données
Swithboard, onstituée de dialogues téléphoniques spontanés sur des sujets partiuliers, ou
plus réemment sur les éhanges enregistrés entre les partiipants d'une réunion.
Les phénomènes aratéristiques de la langue parlée gênent onsidérablement la tran-
sription automatique. L'ordre plus exible des mots perturbe par exemple les modèles de
langages qui basent leur alul sur les séquenes de mots (f. setion 2.2.3). Les disuenes
ompliquent quant à elles l'analyse du signal et viennent perturber le alul des probabilités
par les modèles N-grammes. Les amores et les ontrations de mots sont également diiles
à modéliser, le voabulaire ayant une taille limitée. Enn, les marqueurs de disours tels que
 en fait ,  enn ,  voilà  sont partiulièrement problématiques ar ils sont beauoup
plus fréquents à l'oral et sont souvent très mal artiulés. Une étude menée sur 10 heures
d'interviews télévisées a montré que les disuenes, représentant 8% du orpus, expliquent
12% du taux d'erreur (f. setion 2.4) global sur la transription. Ce taux suggère que les
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disuenes aroissent la diulté de la transription mais n'exerent pas un eet majeur
sur les segments voisins [ADHB
+
04℄.
La segmentation du signal aoustique en groupes de soue n'est pas non plus sans poser
de problème. Le groupe de soue étant en eet justié par le mode de fontionnement des
systèmes de RAP et uniquement déni d'après des indies aoustiques, à savoir la détetion
de pauses, les unités sur lesquelles ont à opérer les ML ne sont pas aussi ohérentes que
les phrases de la langue érite. Une segmentation plus linguistique peut ainsi être envisagée
avant d'appliquer des ML. Les meilleures perplexités obtenues sur un orpus de test non
segmenté, ave un ML utilisant une segmentation linguistique plutt qu'une segmentation
aoustique, illustrent l'utilité de ette adaptation [MI96℄. Toutefois, la détetion des seg-
ments linguistiques, eetuée notamment à l'aide d'indies sur les lasses grammatiales et
la prosodie, restent une tâhe diile puisque les meilleurs systèmes détetent les ns de
segments ave des taux d'erreurs variant entre 30% et 50%, selon le type de disours à
analyser [LSHS04℄.
Pour traiter les dialogues spontanés, il est néessaire d'apporter des modiations im-
portantes au proessus de transription. Un système de RAP initialement onçu pour être
appliqué sur des émissions d'information transrivait ainsi des onversations téléphoniques
ave un taux d'erreur de l'ordre de 50%. Après plusieurs ranements, e taux a nalement
pu être ramené à 21% [GAL
+
04℄. Parmi les adaptations à eetuer pour prendre en ompte
la parole spontanée, on peut iter :
 au niveau du modèle aoustique, l'ajout de trois phones assoiés aux pauses, aux
hésitations et aux respirations ;
 au niveau du ditionnaire de prononiations, l'ajout de répétitions et de ontrations
pour ertains mots et l'intégration des interjetions ;
 au niveau du modèle de langage, l'inlusion des inspirations et des pauses remplies
dans l'historique des modèles N-grammes.
De manière à limiter les perturbations engendrées par les disuenes, ertains systèmes de
RAP herhent à les déteter et à les éliminer. Les disuenes qui sont alors prinipalement
orrigées sont elles où le reparandum et la réparation (Fig. 9, page 27) sont très prohes
au niveau lexial [DGA
+
93, JC04℄. Certaines sont toutefois plus problématiques à déteter
et peuvent de surroît apporter des informations pour la prédition des mots. Il a été ainsi
onstaté qu'une suppression des pauses remplies dans les orpus d'apprentissage et de test
entraînait une augmentation de la perplexité [SS96℄. Une alternative est don d'utiliser les
disuenes omme soure d'informations pour la transription [SO96℄.
La setion 3 a exposé les aratéristiques de la langue parlée, en montrant brièvement les
formes sous lesquelles se présentent les orpus oraux. La setion suivante dérit omment
des onnaissanes linguistiques peuvent être introduites dans des systèmes de RAP. Les
tehniques utilisées à ette n doivent pouvoir s'intégrer dans le shéma de fontionnement
que nous avons dérit en setion 2 et être susamment exibles pour ne pas être perturbées
par les phénomènes de l'oral.
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4 La linguistique pour la reonnaissane de la parole
Comme nous l'avons vu en setion 2.2, les systèmes de RAP adoptent une modélisation
hiérarhique pour déoder la parole. Le MA identie à partir des aratéristiques extraites
du signal des phones puis des mots ; le ML est quant à lui hargé de reonnaître les su-
essions de mots les plus probables pour un groupe de soue. Ce mode de fontionnement
présente des similarités ave elui de l'être humain qui, pour reonnaître le sens véhiulé
par la parole, identie suessivement des phones, des syllabes, des mots et des  phrases 
[All94℄. Mais à la diérene de l'être humain qui utilise diérents niveaux de onnaissanes
linguistiques, les informations sur le langage dans les systèmes de RAP se limitent essen-
tiellement à la onnaissane des phones et des phonèmes d'une langue, à la réalisation d'un
ditionnaire de prononiations et à l'apprentissage de modèles de langages sur des orpus
oraux. Il est notamment souvent reprohé aux ML les plus employés, i.e., aux modèles N-
grammes, de ne onsidérer de manière arbitraire qu'un historique de N−1 mots. Il existe en
eet bien des ongurations où leurs hypothèses de oneption sont mises en défaut. Ainsi,
dans l'exemple suivant :  les oiseaux sur l'arbre hantaient , un modèle quadrigramme
n'aura pas les éléments utiles, dans son historique de trois mots, pour prédire l'aord du
verbe  hantaient , du fait de l'insertion du omplément de lieu entre le sujet et le verbe.
Une expériene menée par Brill et al. orrobore l'hypothèse d'un apport de la linguistique
à l'amélioration de la reonnaissane de la parole. Elle a onsisté à analyser les ressoures
qu'un être humain utiliserait pour orriger des transriptions automatiques [BFHM98℄. Trois
orpus de parole ont été à ette n traités par un système de RAP pour produire les listes
des dix meilleures hypothèses (f. setion 2.3) assoiées à haque groupe de soue. Il a alors
été demandé à des sujets humains de séletionner parmi haune de es listes l'hypothèse
qui leur semblait la plus juste. Les hoix eetués par les sujets se sont souvent révélés
judiieux puisqu'ils ont permis une nette diminution du taux d'erreur par rapport à la
meilleure hypothèse désignée par le système de RAP pour haun des groupes de soue.
Un questionnaire sur les onnaissanes utilisées pour faire leur séletion a montré que les
humains se basaient prinipalement sur des informations linguistiques telles que l'emploi
orret des prépositions et des déterminants, les aords en genre et en nombre, l'examen
du temps pour les verbes, la onnaissane de syntagmes idiomatiques ou enore l'analyse de
la struture des hypothèses proposées.
Si l'introdution de onnaissanes linguistiques supplémentaires est don souhaitable,
elle peut s'eetuer de diverses manières. D'une part, elle implique des hoix qui inuent
sur le proessus de transription. Si l'on souhaite utiliser au plus tt des informations sur le
langage, ertains modes de ouplage MA-ML sont ainsi à privilégier par rapport à d'autres.
Il existe également plusieurs modes possibles de alul de probabilités de suessions de
mots. D'autre part, les tehniques dièrent suivant le type de onnaissanes envisagé. Les
méthodes introduisant des informations morphologiques ne sont ainsi pas les mêmes que
elles prenant en ompte de la sémantique. Cette setion présente dans un premier temps les
tehniques adaptant le proessus de transription à l'introdution de la linguistique, avant
de rentrer plus en détail dans les méthodes spéiques à haque type de onnaissanes.
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4.1 Adaptation du proessus de transription
Les ML lassiques ne manipulent que des mots et se limitent à un historique restreint dans
leurs aluls de probabilités. L'intégration de onnaissanes linguistiques onduit à traiter
des informations supplémentaires au ours de la transription, telles que la déomposition
morphologique des mots à reonnaître, ou bien enore à eetuer des aluls de probabilités
prenant en ompte l'intégralité du groupe du soue ourant, omme ela est le as de
ertaines méthodes d'analyse syntaxique. Le mode de fontionnement du système de RAP
doit alors être modié an d'introduire es onnaissanes sans trop dégrader la rapidité de
la transription. Les adaptations néessaires sont eetuées au niveau de l'interfae MA-ML
et du alul des probabilités par le ML, e qui fait l'objet des deux setions suivantes.
4.1.1 Intégration du modèle aoustique ave le modèle de langage
L'intervention du MA et du ML dans le proessus de transription se révèle souvent
plus omplexe que la desription qui en a été faite en setion 2.2. Pour des raisons de
rapidité, le déodage de la parole est généralement réalisé en plusieurs passes, haque passe
orrespondant à une appliation d'un MA et d'un ML et onduisant à la réation d'un graphe
de mots. Au fur et à mesure des passes, les graphes de mots produits sont de plus en plus
réduits, tandis que les MA et les ML sont de plus en plus informatifs et, par onséquent,
lents. On utilisera par exemple plutt un ML trigramme dans une première passe et un ML
quadrigramme dans une seonde passe. L'intérêt de es systèmes multipasses onsiste ainsi
à pouvoir utiliser des modèles omplexes au niveau des dernières passes, sans engendrer une
augmentation trop importante du temps de alul. En sus du mode d'organisation général
du proessus de transription, le système de RAP peut être adapté au niveau de l'interfae
entre un MA et un ML donnés. Il existe ainsi trois types d'intégration des modules : le
ouplage étroit, le ouplage lâhe et le ouplage modéré [HJM
+
94℄.
Un système à ouplage étroit intègre toutes les onnaissanes dans un ensemble de pro-
essus interdépendants et non séparables. Dans un tel système, le ML est diretement intégré
dans le MA, e qui est permis par ertaines strutures de ML. Celui-i doit ainsi être parti-
ulièrement rapide puisque le nombre d'hypothèses examinées par le MA est très grand et n'a
pas enore été réduit. Les ML qui prennent uniquement en ompte des ontraintes loales
sont ainsi bien adaptés à e type de ouplage ar ils failitent la mise en ÷uvre d'algorithmes
dynamiques. Un modèle N-grammes, à ondition que N ne soit pas trop grand, ou enore
une grammaire à états nis [Moo99℄, peuvent par exemple onvenir à e type de ouplage.
Les systèmes à ouplage étroit présentent l'avantage d'utiliser au plus tt les onnais-
sanes linguistiques du ML pour réduire l'espae de reherhe du MA. Ils sont néanmoins dif-
iles à faire évoluer puisque e ouplage impose des ontraintes fortes sur le fontionnement
du ML. En outre, la forte imbriation des omposants omplique grandement l'évaluation
de l'impat de haque onnaissane sur les performanes du système.
Un système à ouplage lâhe isole le MA et le ML en modules relativement indépendants
et ommuniquant entre eux. Le rle du ML est alors de ltrer ou réordonner les hypothèses
fournies par le MA. Trois possibilités sont généralement envisagées pour faire l'interfae entre
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le MA et le ML : utiliser un graphe de mots [CR89, HJJ
+
99℄, une liste des N meilleures
hypothèses [CS89℄, ou bien enore un graphe d'homophones [GAAD
+
05, BNSd99℄. Dans e
dernier type d'interfae, haque mot de la meilleure hypothèse est remplaé par tous ses
homophones possibles, i.e., par tous les mots du langage qui ne sont pas disriminables au
moyen d'indies aoustiques. Cette approhe onvient parfaitement à la détetion des erreurs
dues à des problèmes d'aord en genre et en nombre.
Généralement, les systèmes à ouplage lâhe sont plus failes à faire évoluer que eux à
ouplage étroit et on ne onstate pas d'explosion ombinatoire quand on augmente le nombre
de onnaissanes prises en ompte. De plus, ils n'imposent pas de ontraintes importantes sur
la struture du ML et permettent d'évaluer failement les performanes des MA et des ML,
qui se présentent sous la forme de modules bien diéreniés. Ils ont toutefois le désavantage
de ne pas réduire l'espae de reherhe lors du déodage par le MA.
Un système à ouplage modéré a un omportement intermédiaire entre les deux préé-
dents. Il utilise le ML pour guider le MA, sans y être intégré. Il se diérenie du ouplage
lâhe par le fait que le ML ne peut pas être supprimé sans modier le proessus de reherhe
onduit par le MA. Deux approhes ont été envisagées pour le ouplage modéré : l'ap-
prohe desendante et l'approhe asendante [HW94℄. Dans l'approhe desendante, le ML
est invoqué à des points de déision où il prédit des hypothèses. Le MA est ensuite hargé
de séletionner la meilleure hypothèse. Un analyseur syntaxique LR peut par exemple être
utilisé pour prédire des phones qui sont ensuite vériés par un HMM de phones [KKS89℄.
Les phones qui onstituent un mot sont alors spéiés par des règles de grammaire. Dans
l'approhe asendante, les sores aoustiques sont alulés en premier et le ML est appliqué
pour vérier les hypothèses, en réduisant éventuellement le nombre de andidats aoustiques.
Cette organisation est très prohe de elle des systèmes à ouplage lâhe mais il est fait appel
au ML à haque point de déision et non pas à la n de l'analyse du groupe de soue. L'ap-
prohe asendante a été par exemple mise en ÷uvre par un analyseur syntaxique tabulaire
par îlots [BP03℄. Les hypothèses de mots sont alors fournies les unes après les autres par le
MA au ML. Quand elui-i éhoue dans son analyse syntaxique, il demande au MA de pro-
duire des hypothèses supplémentaires à des endroits préis du groupe de soue. Une autre
possibilité envisagée a onsisté à onstruire dynamiquement le ML par un réseau représen-
tant une grammaire, de manière à n'inlure que les transitions néessaires à l'analyse du
groupe de soue ourant [MPM89℄.
Les systèmes à ouplage modéré onstituent don un ompromis original ave les deux
autres types. Malheureusement, ils posent de nombreux problèmes d'ingénierie pour faire
interagir les modules et imposent des ontraintes sur la struture des ML telles que la
néessité d'une analyse gauhe-droite.
Au terme de la présentation des trois modes de ouplage du MA et du ML, les deux
alternatives qui paraissent les plus intéressantes sont don le ouplage étroit et le ouplage
lâhe, le premier autorisant l'intégration de onnaissanes linguistiques au plus tt, le seond
imposant moins de ontraintes sur la struture et la rapidité du ML. Les systèmes à ouplage
modéré semblent quant à eux être une approhe diile à mettre en ÷uvre. Il existe d'ailleurs
peu de systèmes de RAP à e jour qui soient basés sur ette organisation. Cette setion a
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présenté les manières de réaliser l'interfae MA-ML en vue d'introduire des informations
linguistiques ; la suivante dérit omment des ML prenant en ompte des onnaissanes
diverses peuvent être agenés pour aluler des probabilités de suession de mots.
4.1.2 Linguistique et modèle de langage
Dans les systèmes de RAP atuels, le ML ontient généralement un modèle N-grammes.
Il existe plusieurs shémas d'intégration de onnaissanes linguistiques supplémentaires dans
e modèle [CRAR99℄.
Une première solution onsiste à onstruire un nouveau ML, plus linguistique, que l'on
utilise en remplaement d'un modèle N-grammes. Cei implique qu'il possède des propriétés
ommunes ave le modèle N-grammes ; il doit être notamment apable de fournir un sore et
de faire une analyse gauhe-droite en un temps raisonnable. Ce type de solution est générale-
ment envisagé quand on dispose de onnaissanes a priori sur un domaine partiulier, mais
pas d'un orpus d'apprentissage susant, ou quand le nouveau ML intègre simultanément
plusieurs types de onnaissanes, y ompris des onnaissanes lexiales qui seraient redon-
dantes ave elles apportées par un modèle N-grammes [WH02℄.
Une deuxième possibilité est d'utiliser les onnaissanes linguistiques pour lisser le alul
des probabilités des modèles N-grammes [JWS
+
95℄. Cei se fait par exemple en utilisant
une grammaire pour générer des phrases qui viennent ensuite enrihir le orpus d'appren-
tissage du modèle N-grammes [WMH00℄. Les probabilités d'un modèle N-grammes peuvent
également être évaluées diretement à partir du nouveau ML [SS94℄.
Dans une troisième solution, les onnaissanes sont utilisées séquentiellement. L'intérêt
est que si haque soure d'informations est suseptible d'améliorer les performanes globales
du système de RAP, haune a une inuene et une omplexité de alul potentiellement
très diérentes. Par exemple, un modèle bigramme pourra réduire la perplexité d'un fateur
de dix, ave peu de aluls, tandis qu'un ML apportant des informations plus omplètes sur
la syntaxe et la sémantique pourra demander beauoup de aluls pour une rédution de
perplexité moindre [SA90℄. Dans ette approhe séquentielle, les modèles les plus rapides
sont utilisés en premier lieu pour produire l'ensemble des hypothèses les plus probables. Cet
ensemble, qui se présente sous la forme d'une liste des meilleures hypothèses [CS89℄ ou d'un
graphe de mots [SCL92℄, est ensuite ltré et réordonné au moyen des soures de onnaissane
restantes.
Une dernière solution onsiste à ombiner plusieurs modèles, apportant haun des on-
naissanes, pour onstituer un seul ML. Cette ombinaison peut se faire à l'aide de l'in-
terpolation linéaire ou du repli, dont les prinipes ont déjà été exposés (f. setion 2.2.3).
Dans le as de l'interpolation linéaire, tehnique la plus utilisée du fait de sa simpliité,
la ombinaison de M modèles diérents, assoiés aux distributions de probabilité Pk ave
k = 1 . . .M , s'eetue de la manière suivante :
P (wi|w
i−1
1 ) =
M∑
k=1
λkPk(wi|w
i−1
1 ) (24)
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où
∑M
k=1 = 1. En e qui onerne le repli, le alul pour ombiner M modèles, ave M xé
ii à 2 pour simplier l'équation, s'érit [NW96a℄ :
P (wi|w
i−1
1 ) =
{
P1(wi|w
i−1
1 ) si wi ∈ Φ1(w
i−1
1 )
α(wi−11 )× P2(wi|w
i−1
1 ) sinon
(25)
où Φk(w
i−1
1 ) représente l'ensemble des mots dans le ontexte w
i−1
1 pour lequel le k
ie`me
mod-
èle est à utiliser en priorité, et α est un oeient de normalisation. L'intérêt de ette méth-
ode est d'utiliser d'abord les modèles les plus informatifs quand on dispose de susamment
d'informations dans le ontexte ourant. Une autre possibilité pour ombiner des modèles
est d'utiliser des modèles exponentiels, appelés enore à entropie maximale [Ros96, Goo01℄.
Ceux-i évaluent les probabilités sous la forme :
P (wi|w
i−1
1 ) =
exp(
∑
k λkfk(w
i
1))
z(wi−11 )
(26)
où z est une fontion de normalisation telle que :∑
wi
P (wi|w
i−1
1 ) = 1 (27)
Les λk sont des oeients obtenus grâe à un algorithme d'apprentissage, tandis que les
fk sont des fontions de ontraintes retournant typiquement 0 ou 1. Le prinipal intérêt
de e type de modèle est que les fk permettent de représenter des modèles N-grammes,
des modèles à base de ahe (f. setion 2.2.3), des modèles N-lasses (f. setion 4.2.2) ou
enore des modèles triggers (f. setion 4.2.3). Dans le as d'une fontion pour le trigramme
wawbwc, on aura ainsi :
fwawbwc(w
i
1) =
{
1 si wi−2 = wa, wi−1 = wb et wi = wc
0 sinon
(28)
Les modèles exponentiels permettent ainsi d'intégrer plusieurs soures d'informations de
manière élégante. Leur temps d'apprentissage est ependant extrêmement long et ils se
révèlent assez lents lors de leur utilisation. En outre, mis à part ave les modèles triggers,
il semble qu'ils n'aient pas enore permis de réduire la perplexité de manière signiative
[Goo01℄.
Après avoir dérit les adaptations possibles du proessus de transription pour intégrer
de nouvelles informations, nous nous tournons désormais vers la présentation des sortes de
onnaissanes linguistiques pouvant ompléter elles généralement apportées par les MA et
les ML, des méthodes qui ont déjà été envisagées pour les utiliser et de leur inuene sur la
qualité de la transription produite.
4.2 Quelles onnaissanes linguistiques ?
Cette setion fait un tour d'horizon des types d'informations linguistiques qui ont été
pris en ompte en RAP. Les MA ne pouvant inlure que des onnaissanes onernant
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l'aoustique, nous nous onsarons plus partiulièrement ii aux expérienes menées dans le
adre de l'intégration de es onnaissanes au sein de ML. La présentation est struturée
selon une typologie à inq niveaux généralement reonnue en linguistique :
 la phonologie et la phonétique qui étudient les sons,
 la morphologie qui étudie la struture des mots,
 la syntaxe qui étudie la struture des syntagmes et des phrases,
 la sémantique qui étudie les sens des mots, des loutions, des phrases ou des textes,
 la pragmatique qui étudie la relation entre le langage et son ontexte d'utilisation.
Les tehniques d'insertion se heurtent à plusieurs diultés ; elles doivent être robustes
aux distorsions de l'oral, susamment rapides selon le type de ouplage MA-ML envisagé
et doivent pouvoir s'intégrer dans un ML statistique pour séletionner les hypothèses les
plus probables. Ce dernier point omplique notamment la prise en ompte de onnaissanes
symboliques au ours de la transription [AG99℄.
4.2.1 Phonologie et phonétique
Les ensembles de phonèmes et de phones d'une langue sont nis et il est possible d'établir
des règles quant à la suession de leurs éléments. En français, l'emploi onséutif des deux
phones [d℄ et [s℄ est par exemple illiite. Les onnaissanes issues de la phonologie et de la
phonétique présentent la partiularité de pouvoir être prises en ompte à la fois dans le MA,
le ditionnaire de prononiations et le ML.
Les MA les plus performants utilisent par exemple davantage d'informations sur le on-
texte de prononiation des phones que e qui a été présenté en setion 2.2.2 ; les états des
HMM peuvent être des triphones, prenant en onsidération les inuenes des phones préé-
dant et suivant le phone ourant, plutt que des phones. La prédition des phénomènes de
liaison entre les mots, dans des séquenes telles que  les enfants  [BDMADG03℄, peut
également être envisagée pour aner l'utilisation du ditionnaire de prononiations par le
MA. Cette setion se onsarant plutt à l'amélioration du ML, nous ne dérivons toutefois
pas davantage les modiations possibles du MA et du ditionnaire de prononiations.
Peu d'informations sur la phonologie et la phonétique ont été intégrées dans le ML. La
seule étude que nous ayons renontrée porte sur la détermination des événements impossibles
[LBSH03℄. Ce sont des suessions de mots qui ne peuvent se produire du fait de ontraintes
sur la langue. En français, l'expression  je aime  est par exemple interdite. La détermina-
tion de es événements permet d'aner le alul des probabilités des modèles N-grammes,
qui s'eetue au moyen de l'équation (6) (f. page 13), en dénombrant l'ensemble des événe-
ments S (pour Seen) présents dans le orpus d'apprentissage. Les tehniques de lissage
prennent en ompte les séquenes de mots absentes de e orpus mais elles ne distinguent
pas les événements U (pour Unseen) non renontrés mais pourtant possibles des événements
I impossibles. Il paraît intéressant d'intégrer uniquement S et U dans l'évaluation des prob-
abilités. Une des ontraintes examinées dans l'étude, d'ordre phonologique, repose sur des
règles d'élision, imposant que ertains mots terminés par une voyelle ne peuvent être suivis
par une voyelle (e.g.  le arbre ). Cette ontrainte a permis de onsidérer omme impossible
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une fration très modeste (0,1%) de l'ensemble des bigrammes et n'apporte don pas de gain
signiatif au niveau de la qualité de la transription.
4.2.2 Morphologie
La struturation des mots onstitue une soure d'informations intéressante pour des
langues morphologiquement très rihes omme le tur, le russe ou l'arabe ou même pour
des langues à haut taux de exion omme le français. Dans le as des langues agglutinantes
notamment, pour avoir une ouverture lexiale similaire à elle obtenue pour l'anglais, il est
néessaire d'envisager un nombre onsidérable de mots ; le fait de déomposer les mots en
plusieurs onstituants élémentaires permet de réduire le nombre d'événements à envisager
lors du alul des probabilités. Dans le as des langues exionnelles, l'analyse morphologique
permet de rassembler dans une même lasse des mots qui jouent le même rle dans la phrase,
omme  mangeait  et  mangerons  en français.
Les informations morphologiques peuvent être introduites dans un ML en utilisant des
modèles N-grammes basés sur des lasses (on parle alors de modèles N-lasses), et non plus
des modèles basés sur des mots. Les lasses ontiennent alors l'ensemble des mots possédant
le même lemme
8
. Généralement, un mot est assoié à un seul lemme mais il peut arriver en
as d'ambiguïté qu'il orresponde à plusieurs. Il en existe ainsi deux pour le partiipe passé
 plu  :  pleuvoir  et  plaire .
Dans un modèle N-lasses, si Ci représente l'ensemble des lasses ci auxquelles peut
appartenir un mot wi, le alul des probabilités se fait de la manière suivante :
P (wn1 ) =
∑
c1∈C1...cn∈Cn
P (wn1 c
n
1 ) (29)
=
∑
c1∈C1...cn∈Cn
n∏
i=1
P (wi|w
i−1
1 c
i
1)P (ci|w
i−1
1 c
i−1
1 ) (30)
où P (wi|w
i−1
1 c
i
1) est appelée la probabilité lexiale et P (ci|w
i−1
1 c
i−1
1 ) la probabilité on-
textuelle. En supposant que la probabilité de wi dépend uniquement des lasses ci auxquelles
il peut appartenir dans le groupe de soue, on obtient :
P (wn1 ) ≈
∑
c1∈C1...cn∈Cn
n∏
i=1
P (wi|ci)P (ci|w
i−1
1 c
i−1
1 ) (31)
De manière similaire aux modèles N-grammes de mots qui ne prennent en ompte que les
N − 1 mots préédents dans le alul, P (ci|w
i−1
1 c
i−1
1 ) est approximé en ne onsidérant que
8
Forme  simple  d'un mot obtenue par un proessus de lemmatisation. Le lemme assoié à un verbe
onjugué sera par exemple sa forme à l'innitif ; pour un adjetif ou un nom, e sera sa forme au masulin
singulier. Cette notion permet d'assoier à un même lemme l'ensemble de mots qui ne se distinguent que
par la exion.
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les N − 1 lasses attribuées préédemment :
P (wn1 ) ≈
∑
c1∈C1...cn∈Cn
n∏
i=1
P (wi|ci)P (ci|c
i−1
i−N+1) (32)
L'intérêt prinipal des modèles N-lasses est de réduire onsidérablement le nombre
d'événements possibles par rapport aux modèles N-grammes puisque le nombre total de
lasses est généralement beauoup plus petit que la taille du voabulaire du système de
RAP. Cei permet de limiter le reours aux tehniques de lissage, qui introduisent des ap-
proximations lors du alul des probabilités.
Les modèles N-lasses utilisant les lemmes sont généralement ombinés, par interpolation
linéaire, ave des modèles N-lasses à base de PoS (f. setion 4.2.3) [EBD90, MM92℄. Cei
permet d'améliorer légèrement la perplexité par rapport à un simple modèle N-lasses de
PoS. Le omportement n'a toutefois pas été testé dans des systèmes de RAP.
Une alternative aux modèles N-lasses est leML fatorisé. Ce ML déompose haque mot
wi en k aratéristiques f
1:k
i , aussi appelées fateurs. Elles représentent des informations
morphologiques, syntaxiques ou sémantiques sur le mot, en plus du mot lui-même. Les
ML fatorisés probabilistes utilisant une approximation trigramme alulent les probabilités
grâe à l'expression :
P (f1:k1 , f
1:k
2 . . . f
i:k
n ) =
n∏
i=3
P (f1:ki |f
1:k
i−2, f
1:k
i−1) (33)
Ces ML fatorisés ont notamment été appliqués à l'arabe, ave omme fateurs le radial
9
,
la raine
10
et la lasse morphologique. Leur utilisation au sein d'un système de RAP pour
transrire des émissions d'atualité a permis de réduire le taux d'erreur sur les mots de
57,6% à 56,1% [VKDS04℄. Un inonvénient prinipal est qu'ils néessitent des adaptations
importantes pour être intégrés dans le proessus de transription, elui-i étant généralement
onçu pour opérer sur des mots, plutt que sur des fateurs.
4.2.3 Syntaxe
L'information syntaxique peut être utilisée sous plusieurs formes : les ML peuvent ainsi
tenir ompte des lasses grammatiales attribuées aux mots, d'une nouvelle segmentation
du groupe de soue en réunissant plusieurs mots au sein d'un même onstituant, ou enore
d'une analyse syntaxique du groupe de soue. Nous présentons suessivement un état de
l'art des tentatives faites pour intégrer es divers types de onnaissanes.
9
Support morphologique d'un mot. C'est la partie qui ontient le sens d'un mot, après avoir supprimé
tout e qui relevait de la exion. Par exemple, les radiaux respetifs de  déstabiliser  et  nationaliser 
sont  déstabilis-  et  nationalis- .
10
Constituant d'un mot qui porte la partie prinipale de son sens. À la diérene du radial, la raine ne
peut pas être déomposée en d'autres éléments porteurs de sens ou morphologiquement simples. Ainsi, les
raines respetives de  déstabiliser  et  nationaliser  sont  stabil-  et  nation .
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Parties du disours et lasses statistiques
Il existe des suessions de parties de disours (PoS) (f. setion 3.4.2) qui se produisent
de manière rarissime dans une langue donnée. Il est ainsi très peu fréquent que deux noms
ommuns se suivent en français. Des ML basés sur e prinipe ont été onçus en onsidérant
soit des lasses syntaxiques déterminées a priori (en général des PoS souvent aompagnées
d'informations morphologiques sur le genre, le nombre, le temps ou enore le mode), soit
des lasses produites automatiquement par des méthodes statistiques.
Les PoS sont généralement intégrées au système de RAP au moyen de modèles N-lasses,
où haque PoS orrespond à une lasse [MM92, Goo01℄. Les modèles N-lasses sont toutefois
moins performants que les modèles N-grammes, en onsidérant des historiques de même
longueur. On observe en revanhe dans ertains as une amélioration de la perplexité par
rapport aux modèles N-grammes quand on ombine des modèles N-lasses ave des modèles
N-grammes. Cette baisse de la perplexité reste ependant peu importante même quand
on dispose de susamment de données pour apprendre les paramètres du ML. Diverses
améliorations des modèles N-lasses ont don été envisagées.
Dans une première solution, le mode d'intégration dans le système de RAP des modèles
N-lasses utilisant les PoS est révisé. Au lieu d'être employé sur le graphe de mots produit
aux ours des passes préédentes, le ML est appliqué de manière plus séletive sur le graphe
d'homophones établi à partir de la meilleure hypothèse trouvée (f. setion 4.1.1). Le rle du
modèle N-lasses est alors de séletionner un homophone possible parmi eux générés pour
haque hypothèse de mots [BNSd99℄. Ce mode est partiulièrement adapté pour orriger des
fautes d'aord en genre et en nombre, notamment en français où les formes d'un même mot
au singulier et au pluriel sont souvent homophones. L'appliation d'un modèle N-lasses
adoptant ette méthode a permis de réduire le taux d'erreur de 10,7% à 10,5% sur la
transription d'émissions d'atualité en français [GAAD
+
05℄.
Une deuxième solution onsiste à reonsidérer le mode de alul des probabilités. En
modiant l'approximation faite sur la probabilité lexiale dans l'équation (31) par :
P (wi|w
i−1
1 c
i
1) ≈ P (wi|c
i
i−N+1) (34)
une légère amélioration de l'entropie roisée a été observée [Goo01℄. On peut même aller
jusqu'à supprimer les approximations faites à la fois sur les probabilités lexiale et on-
textuelle. Une étude [Hee99℄ propose ainsi de redénir l'objetif d'un système de RAP (f.
setion 2.2), de manière à e que les PoS C assoiées aux mots W à reonnaître soient
onsidérées omme partie intégrante de la sortie de la transription et non plus omme des
objets intermédiaires. La nalité de la RAP revient alors à estimer :
Wˆ , Cˆ = argmax
W,C
P (W,C|A) (35)
En éliminant les approximations, le nombre d'événements à examiner pour évaluer les prob-
abilités augmente onsidérablement ; une méthode basée sur des arbres de déision a don
été élaborée. Cette tehnique a donné des résultats satisfaisants pour transrire des dialogues
portant sur des sujets préis puisque le ML trilasse modié a onduit à une rédution du
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taux d'erreur de 26,0% à 24,9% par rapport à des ML trigrammes, tandis que le ML trilasse
onventionnel faisait quant à lui augmenter le taux d'erreur.
Une troisième solution pour améliorer les modèles N-lasses est de modier la onstru-
tion des lasses. Au lieu d'avoir une lasse par PoS, une possibilité est de regrouper au
sein d'une même lasse l'ensemble des mots ayant les mêmes PoS possibles ave le même
ordre de vraisemblane. Cei supprime l'ambiguïté des lasses que l'on peut assoier aux
mots. Bien que l'attribution d'une PoS à un mot soit une tehnique relativement maîtrisée
(f. setion 3.4.2), il demeure toujours des erreurs qui peuvent venir perturber le alul des
probabilités. Un ML trilasse utilisant e type de lasses, ombiné ave un ML trigramme,
a permis de réduire le taux d'erreur sur les mots pour traiter de la parole lue [SR99℄.
On peut également envisager un système à nombre très restreint de lasses, en poussant
à l'extrême la propriété prinipale des modèles N-lasses, qui est de réduire le total des
événements à envisager pour le alul des probabilités. Normalement, il est possible de
onsidérer d'une vingtaine à une entaine de PoS diérentes ; dans un nouveau système, on
ne diserne que deux types de PoS : les lasses ouvertes, orrespondant aux mots lexiaux, et
les lasses fermées, orrespondant aux mots grammatiaux (f. setion 3.3). Cette distintion
est faite ave l'idée que la séquene des mots grammatiaux reète les ontraintes syntaxiques
du groupe de soue, alors que la séquene de mots lexiaux est ontrlée par des relations
sémantiques entre les mots. Les lasses ouvertes et fermées sont généralement utilisées en
adaptant les modèles N-lasses [IM94, Geu96℄. Dans le as où on onsidère un historique de
longueur deux, seuls les derniers mots lexial et grammatial renontrés sont onsidérés. Si
oi−1 est le dernier mot de lasse ouverte et fi−1 le dernier mot de lasse fermée dans w
i−1
1 ,
le alul des probabilités se fait omme suit :
P (wi|w
i−1
1 ) ≈
{
P (wi|wi−1, oi−1) si wi−1 est un mot de lasse fermée
P (wi|wi−1, fi−1) si wi−1 est un mot de lasse ouverte
(36)
La ombinaison d'un tel modèle ave un ML trigramme a permis de réduire le taux d'erreur
de 29,4% à 29,0% pour transrire un orpus de parole spontané en allemand [Geu96℄. La
prise en ompte de es deux types de lasses peut être faite diéremment en utilisant un
modèle N-grammes lassique pour les lasses ouvertes et un modèle spéialement onçu pour
les mots de lasses fermées [PS01℄. Le modèle spéique prédit alors les mots grammatiaux
à partir des M − 1 mots grammatiaux préédents. La oneption de e modèle est justiée
par le fait qu'en anglais par exemple, les mots des lasses fermées représentent 30% du
langage érit et sont en moyenne distants de 1,9 mots. L'utilisation de e modèle a permis
une légère amélioration de la perplexité par rapport à un ML trigramme.
Outre les modèles N-lasses, la onnaissane sur les PoS peut être introduite grâe aux
modèles de ahe (f. setion 2.2.3). Un ahe, limité à 200 mots, peut être onstruit pour
haque PoS [KDM90℄. Le ahe d'une PoS donnée ontiendra alors les derniers mots ren-
ontrés, étiquetés par ette PoS. Ces modèles sont onçus ave l'idée que haque PoS a une
répartition partiulière d'ourrenes. Les mots lexiaux ont ainsi tendane à apparaître par
vagues, au gré des sujets traités, tandis que les mots grammatiaux sont répartis plus uni-
formément. Ce type de modèle possède des propriétés intéressantes puisque la ombinaison
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d'un modèle de ahe ave un ML trigramme a onduit à une rédution de perplexité d'un
fateur supérieur à trois par rapport à un modèle trigramme [KDM90℄. Un modèle assez
similaire a été également onçu pour disriminer les formes singulier et pluriel homophones
[BNSd99℄.
Une alternative aux PoS déterminées a priori onsiste à onstruire des lasses statistiques
[BDPd
+
92, KN93, TK95, FIO96, Jar96℄. L'objetif de es lasses est de regrouper les mots
qui ont le même  omportement . Elles peuvent ainsi réunir eux qui possèdent les mêmes
PoS et qui sont liés sur le plan sémantique, omme par exemple  gens ,  hommes ,
 femmes  et  enfants . Elles sont obtenues par des méthodes de lassiation automa-
tique, en herhant notamment à maximiser la perplexité sur un ensemble de test ou à
maximiser l'information mutuelle moyenne entre les lasses. Lors du proessus de onstru-
tion des lasses statistiques, la position du mot peut être prise en ompte. Des lasses dites
préditives peuvent ainsi être réées quand le mot est situé en position wi dans le alul de
P (wi|w
i−N+1
1 ), tandis que d'autres dites onditionnelles orrespondent aux mots positionnés
dans l'historique wi−N+11 [YS99℄. Si on onsidère par exemple en anglais  a  et  an , ils
peuvent suivre les mêmes mots puisque e sont deux artiles indénis ; ils appartiennent par
onséquent à la même lasse préditive. En revanhe, du fait qu'il existe très peu de mots
qui peuvent à la fois se positionner après  a  et  an , ils sont assoiés à deux lasses
onditionnelles diérentes. L'utilisation de deux types de lasses permet ainsi d'introduire
des onnaissanes de granularité plus ne.
Généralement, on attribue une seule lasse statistique à haque mot, ontrairement aux
ML à base de PoS où plusieurs PoS sont assoiables à un mot. Cette propriété permet de
simplier le alul des probabilités de l'équation (32) :
P (wn1 ) ≈
n∏
i=1
P (wi|ci)P (ci|c
i−1
i−N+1) (37)
Des modèles trilasses utilisant des lasses statistiques ont permis de réduire la perplexité par
rapport à des modèles trigrammes, que e soit pour l'anglais, le français ou l'allemand [Jar96℄.
Les gains en perplexité sont plus importants pour des langues à haut taux de exion telles
que le russe [WW01℄. L'intégration des lasses statistiques dans des modèles varigrammes
(f. setion 2.2.3) a onduit quant à elle à une baisse du taux d'erreur relative de 7% par
rapport à des modèles varigrammes sans lasse pour transrire de la parole lue en anglais
[Bla99℄. Il semble que es lasses statistiques onduisent à une rédution plus grande de
perplexité que les PoS [NWW98℄. Toutefois, le fait que la perplexité diminue davantage
quand on ombine les modèles N-lasses à base de lasses statistiques ave eux à base de
PoS [KN93, PMVGL03℄ laisse penser que les deux types de lasses portent des informations
omplémentaires. Les bons résultats des lasses statistiques pourraient être expliqués par
le fait que elles-i dépassent généralement une taille ritique, e qui permet aux modèles
N-lasses de ne pas faire intervenir des nombres d'ourrenes faibles dans le alul des
probabilités, ontrairement aux modèles N-grammes. La baisse du taux d'erreur, onstatée
en lassiant uniquement les mots peu fréquents pour transrire de la parole spontanée dans
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le domaine du tra aérien, va dans e sens [FIO96℄. Il apparaît toutefois que l'assoiation des
mots rares à leur lasse par des méthodes automatiques est peu able, e qui diminue l'intérêt
des modèles N-lasses par rapport aux tehniques de lissage pour évaluer la probabilité des
événements absents de l'ensemble d'apprentissage [Ros00a℄.
En sus des modèles N-lasses, les réseaux de neurones onstituent un autre mode de on-
strution des ML à base de lasses statistiques [BDVJ03℄. Leur partiularité est de représen-
ter haque mot non plus par une lasse disrète, mais par un veteur de aratéristiques à m
dimensions (e.g. m = 30), où m est beauoup plus petit que la taille du voabulaire. L'ob-
jetif du nouvel espae est que deux mots qui jouent des rles syntaxiques et sémantiques
similaires, omme  hat  et  hien  par exemple, aient des veteurs de aratéristiques
prohes. La projetion de haque mot dans le nouvel espae et les valeurs P (wi|w
i−1
i−N+1)
sont déterminées simultanément lors de la phase d'apprentissage d'un réseau de neurones,
où la première ouhe ahée représente les veteurs de aratéristiques des mots wi−1i−N+1
et les sorties les probabilités P (wi|w
i−1
i−N+1) pour haque mot wi du voabulaire. Les ML à
base de neurones se révèlent performants puisqu'ils ont permis de réduire le taux d'erreur
de 22,6% à 21,8% pour transrire de la parole onversationnelle en anglais, par rapport à
un ML quadrigramme [SG04℄.
Enn, une autre appliation envisageable de la onnaissane des lasses statistiques est
de réduire le nombre d'événements impossibles (f. setion 4.2.1). Les mots sont regroupés
en lasses selon leurs ressemblanes syntaxiques et sémantiques et reçoivent l'étiquette de
leur lasse. L'ensemble des suites possibles de deux lasses onséutives étant onnu, les
séquenes impossibles sont elles qui sont absentes d'un orpus représentatif de la langue,
voire présentes de manière peu signiative si on tient ompte des erreurs de typographie de
e orpus. Cette tehnique a également été étendue aux PoS, en remarquant que des règles
de ertaines langues prohibent des suessions telles que  [ARTICLE DÉFINI PLURIEL℄ [NOM
MASCULIN SINGULIER℄ . Dans l'expériene dérite dans [LBSH03℄, la prise en ompte de
200 lasses statistiques et de 233 PoS a ainsi permis de réduire de près de 15% le nombre
de bigrammes possibles.
Multimots
Une autre utilisation de onnaissanes syntaxiques onsiste à regrouper plusieurs mots
au sein d'unités d'ordre supérieur, omme des loutions ou des syntagmes, et à les ajouter
au voabulaire du système de RAP. Ces groupes de mots, que nous désignons par la suite
par le terme multimots, peuvent être de natures très diverses. Il peut s'agir de mots qui
oourrent fréquemment dans un orpus, tels que  demain matin  ou enore  millions
de dollars , de mots omposés omme  New York  ou  vie président , ou d'entités
nommées onernant des dates ou des noms de personne. Dans le as d'appliations iblées,
e peut être des expressions propres à un domaine telles que  vous êtes la bienvenue  ou
 pouvez-vous s'il vous plaît me mettre en ontat ave .
Les multimots sont généralement séletionnés par des méthodes automatiques parmi
l'ensemble des ombinaisons possibles de mots du voabulaire du système de RAP. Il ex-
iste deux approhes prinipales pour les obtenir : les méthodes purement statistiques et les
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systèmes à base de règles, même si ette distintion est parfois un peu arbitraire, ertaines
tehniques ombinant les deux approhes [BNSd99℄. Parmi les méthodes purement statis-
tiques gurent les modèles multigrammes, déjà évoqués en setion 2.2.3, qui hoisissent pour
haque groupe de soue la meilleure segmentation parmi plusieurs possibles, en maximisant
la probabilité d'observation. Ce type de modèle détermine les multimots en ligne pour haque
nouveau groupe de soue, en xant le nombre maximal de mots qu'ils peuvent ontenir.
La plupart des méthodes statistiques prennent ependant en ompte les multimots en les
séletionnant hors ligne suivant un ritère donné, tel que les fréquenes de oourrenes, ou
enore l'évaluation de la perplexité par validation roisée, puis en les intégrant au voabulaire
du système de RAP au même titre que les mots [SW94, RBW96, KR99℄. Parmi les méthodes
à base de règles, on peut iter elles utilisant les automates à états nis [NEB
+
99, BNSd99℄
ou les grammaires non ontextuelles probabilistes [GW98, WMH00, MSZ02, SWH03℄.
L'intérêt prinipal des multimots par rapport aux mots est d'autoriser la prise en ompte
de phénomènes entre mots distants, tels que les aords en genre et en nombre, sans avoir
à augmenter la taille de l'historique des ML [BNSd99℄. Ces unités peuvent également être
utilisées ave prot pour améliorer la modélisation aoustique des liaisons entre les mots.
Elles permettent enn d'introduire des onnaissanes spéiques à un domaine en indiquant
des expressions à reonnaître [KR99℄ ou enore des règles pour identier ertaines entités
nommées [MSZ02℄.
La qualité des multimots détetés dière selon le domaine étudié [KR99℄. Dans des ap-
pliations iblées, telles que le routage d'appels téléphoniques, les onstrutions stéréotypées
telles que  an you please get me  sont très naturellement modélisées. Le hoix des multi-
mots se révèle plus déliat dans le adre de la parole lue, où les onstrutions et le voabulaire
sont rihes et variés. L'apport des multimots dans des modèles trigrammes est d'ailleurs plus
important en domaines spéialisés.
L'ajout de multimots au voabulaire ayant l'inonvénient d'augmenter le nombre d'évé-
nements possibles, des modèles N-lasses sont souvent envisagés [DS98, RBW96, NEB
+
99℄.
Les lasses peuvent indiéremment ontenir des mots et des multimots [DS98, RBW96℄, e
qui peut notamment permettre de regrouper des expressions diérant uniquement par la
présene de disuenes (f. setion 3.3), omme  euh je veux  et  je veux . Ce type de
modèle a onduit à une rédution du taux d'erreur de 29,5% à 27,9% par rapport à un
ML trigramme pour transrire de la parole spontanée en allemand [RBW96℄. Les lasses
peuvent également ne onerner que les multimots, e qui est surtout le as quand on utilise
des automates d'états nis ou des grammaires [NEB
+
99, GW98, WMH00, MSZ02, SWH03℄.
Les multimots reonnus par une même règle et orrespondant à un onept préis, tels que
le type de préipitation ou le nom d'une ville, se retrouvent ainsi au sein d'une même lasse.
Cette méthode a permis de faire baisser le taux d'erreur par rapport à des modèles N-lasses
standard pour des requêtes sur la météo (de 18,3% à 18,0%) ainsi que dans le domaine du
tra aérien (de 15,6% à 15,0%) [SWH03℄.
Analyse syntaxique
Nous venons de voir, au travers de l'extration de multimots, un emploi un peu partiulier
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de l'analyse syntaxique. Les tehniques présentées ii l'utilisent dans un adre plus formel,
en prenant en ompte la struture du groupe de soue. Les grammaires non ontextuelles,
notamment leurs versions probabilistes, ont été le premier type d'analyse envisagé dans
les systèmes de RAP [SS94, JWS
+
95, Sen92, SMZ95, LBS04℄. Le mode d'attribution des
probabilités pour es grammaires est souvent jugé limité puisqu'il ne dépend que du non-
terminal de la partie gauhe de haune des règles ; d'autres formes d'analyse sont souvent
préférées. Les grammaires lexialisées [JM00℄ étendent ainsi les grammaires non ontextuelles
en hoisissant pour haque onstituant déteté un mot jouant le rle de tête. Le alul des
probabilités est alors onditionné par la tête [CJ00℄ et parfois par d'autres non-terminaux
renontrés auparavant dans l'analyse [Roa01, Cha01℄. Les grammaires de dépendane of-
frent elles aussi un plus haut degré de lexialisation que les formes non ontextuelles, en
déterminant les liens qui s'établissent entre les mots (par exemple à l'aide de grammaires de
liens [LST92, BP98℄) ou en exprimant les dépendanes par des ontraintes syntaxiques et
sémantiques (on parle alors de grammaires de dépendane par ontraintes [HH95, WH02℄).
Si les règles de toutes es grammaires sont généralement déterminées a priori, l'évaluation
des probabilités se fait automatiquement soit à partir de orpus annotés syntaxiquement tels
que le Penn Treebank, soit à partir de orpus analysés par des méthodes automatiques.
Le prinipal avantage de e type de onnaissane est de prendre en ompte les dépen-
danes syntaxiques entre les onstituants d'un même groupe de soue, et e, même si es
onstituants se trouvent à des positions assez éloignées. Le alul des probabilités intègre
alors des informations plus préises que l'inuene des N − 1 mots préédents sur le mot
ourant, omme ela est le as des modèles N-grammes.
La diulté la plus importante à laquelle se trouvent onfrontées les méthodes d'analyse
syntaxique onerne la oneption de grammaires susamment robustes. Il est déjà di-
ile d'élaborer pour l'érit des analyseurs syntaxiques ayant une large ouverture, même si
ertaines grammaires lexialisées parviennent à une préision
11
et un rappel
12
prohes de
90% pour analyser une partie du orpus du Wall Street Journal [Cha00℄. Les diultés
intrinsèques de l'oral (f. setion 3), notamment le manque de pontuation, la présene de
disuenes et l'absene éventuelle de majusules dans la transription, ajoutées aux erreurs
de reonnaissane des systèmes de RAP, ompliquent enore la réalisation d'analyseurs. L'u-
tilisation de l'analyse syntaxique par les systèmes de RAP a, pour es raisons, longtemps
été onnée à des appliations homme-mahine où les tournures de phrase et le voabulaire
étaient très spéiques [Sen92℄. Les méthodes d'analyse partielle, qui ne néessitent pas de
onstruire un arbre syntaxique dérivant la struture détaillée du groupe de soue entier,
sont partiulièrement adaptées pour onevoir des solutions robustes. Un ML a ainsi été
déni en segmentant les suites de mots à analyser en onstituants non réursifs, que l'on
appelle hunks [ZW98℄.
La prise en ompte de l'analyse syntaxique au niveau du ML s'envisage diéremment
selon que l'on assoie ou non des probabilités aux règles de la grammaire. Dans le as des
11
Dénie par
nb de onstituants ommuns à GOLD et à TEST
nb de onstituants dans TEST
, où GOLD et TEST sont les arbres d'analyse
obtenus respetivement manuellement et automatiquement.
12
Déni par
nb de onstituants ommuns à GOLD et à TEST
nb de onstituants dans GOLD
.
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versions non probabilistes, on distingue trois types d'intégration pour guider le hoix des
hypothèses de transription. Une solution simple onsiste à utiliser l'analyse pour ltrer les
N meilleures hypothèses fournies les unes après les autres par le système de RAP, en arrêtant
dès qu'une hypothèse a pu être analysée entièrement. Une deuxième solution repose sur le
alul du nombre de mots du groupe de soue ouverts par l'analyse. Plus e nombre est
grand, meilleure est onsidérée l'hypothèse [ZW98℄. Dans une dernière solution, un modèle
N-grammes est onstruit en examinant les séquenes de onstituants de l'analyse et non plus
elles de mots. Dans le as où on utilise des hunks, l'examen du groupe de soue  [NP
you℄ [VC weren't born℄ [ADVP just ℄ [NP to soak up℄ [NP sun℄
13
 onduira ainsi à l'étude de
la séquene  NP VC ADVP VC NP  [ZW98℄.
L'intégration des versions probabilistes dans les systèmes de RAP dépend quant à elle
du type de grammaire envisagé. En e qui onerne les grammaires non ontextuelles proba-
bilistes, il existe des algorithmes rapides [JL91, Sto95℄ permettant d'estimer ave exatitude
les probabilités P (wi1) = P (S
∗
→ w1w2 . . . wi . . .) des haînes préxes w
i
1. Ces tehniques peu-
vent être utilisées pour dénir des probabilités de modèles bigrammes à partir de grammaires
[SS94, JWS
+
95℄, en onsidérant que :
P (wi|w
i−1
1 ) =
P (wi1)
P (wi−11 )
(38)
Un autre proédé introduisant une grammaire non ontextuelle probabiliste dans un
ML onsiste à la onvertir en un réseau stohastique. Dans le système TINA, les règles
X → ABC et X → BCD sont par exemple transformées en un graphe (Fig. 12) dont les
ars sont valués par des probabilités apprises sur des exemples et dépendant de la partie
gauhe X de la règle utilisée ainsi que du mot qui vient d'être renontré. Cette méthode
présente l'avantage de fournir des probabilités expliites d'un mot, étant donné une séquene
de mots [Sen92, SMZ95℄.
Fig. 12  Réseau stohastique obtenu à partir de 2 règles ayant la même partie gauhe
Une autre tehnique, employée aussi bien par les grammaires non ontextuelles que par
les lexialisées, repose sur les probabilités assoiées aux arbres de dérivation [LBS04, Roa01,
Cha01℄. Si Dwi
1
représente l'ensemble des dérivations assoiées à wi1, on peut estimer P (w
i
1)
par :
P (wi1) =
∑
d∈D
wi
1
P (d) (39)
13
Où NP = groupe nominal, VC = verbe omplexe et ADVP = groupe adverbial.
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où P (d) est obtenue en faisant le produit des probabilités de toutes les règles utilisées dans
la dérivation d. Il en résulte que :
P (wi|w
i−1
1 ) =
P (wi1)
P (wi−11 )
=
∑
d∈D
wi
1
P (d)∑
d∈D
w
i−1
1
P (d)
(40)
En pratique, l'ensembleDwi
1
peut être très grand, e qui onduit à utiliser une pile onservant
uniquement les dérivations les plus probables.
Les modèles de langages struturés [CJ00℄, à base d'une grammaire lexialisée, utilisent
un mode de alul légèrement diérent de l'équation (40) :
P (wi|w
i−1
1 ) =
∑
d∈D
w
i−1
1
P (wi, h−1,d, h0,d)P (d)∑
d∈D
w
i−1
1
P (d)
(41)
où h−1,d et h0,d représentent les têtes des deux derniers onstituants de la dérivation d. Ce
alul a l'avantage de prendre expliitement en ompte des dépendanes à longue distane.
Dans l'exemple de la gure 13, le mot  after  est ainsi prédit à partir de  ontrat 
et  ended , et non à partir de  7  et  ents  omme ela serait le as ave un ML
trigramme lassique.
Fig. 13  Arbre de dérivation partielle dont les feuilles sont des mots aompagnés de leurs
PoS et dont les n÷uds sont annotés par la tête et le type du onstituant auquel ils sont
assoiés (d'après [CJ00℄)
Il existe, selon les méthodes d'analyse syntaxique employées, des façons enore diérentes
d'intégrer les onnaissanes syntaxiques au ML. C'est par exemple le as pour l'analyse
par grammaire de liens qui utilisent d'autres méthodes probabilistes omme les modèles
exponentiels (f. setion 4.1.2) [BP98℄. La fontion de ontraintes déterminée sur les liens
du groupe de soue s'exprime ii sous la forme :
fu⌢v(w
i
1) =
{
1 si w = v et si ∃u ∈ wi−21 tel que u et v sont liés
0 sinon
(42)
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Category: Verb
Features: {verbtype=past, voie=ative, inverted=yes, gapp=yes, mood=whquestion,
agr=all}
Role=G, Label=VP, (PX > MX) (Gouverné par un mot à sa gauhe)
Role=Need1, Label=S, (PX < MX) (Néessite un modieur à sa droite)
Role=Need2, Label=S, (PX < MX) (Néessite un modieur à sa droite)
Role=Need3, Label=S, (PX = MX) (Pas de modieur)
Dependent Positional Constraints:
MX[G℄ < PX = MX[Need3℄ < MX[Need1℄ < MX[Need2℄
Fig. 14  Super-étiquette de  did  dans le groupe de soue  what did you learn , où
G représente le rle de gouverneur, Need1, Need2 et Need3 représentent des ontraintes
grammatiales sur le mot  did , PX et MX représentent respetivement la position de
 did  et d'un de ses modieurs (d'après [WLH02℄)
La prédition est réalisée à partir des liens établis ave le ontexte gauhe, mais elle peut
également être faite en prenant en ompte à la fois les ontextes gauhe et droit [LST92℄. Les
modèles onstruits à partir de e type de grammaire sont très similaires aux ML à base de
mots triggers [TN97℄. Les paires de mots triggers sont deux mots qui apparaissent souvent
dans le même ontexte, tels que  demande  et  répond , et qui peuvent être assimilés à
des bigrammes longue distane. Les relations entre mots triggers s'apparentent à des liens
établis par des grammaires de liens mais elles présentent la partiularité d'être déterminées
a priori et non en fontion de l'analyse du groupe de soue ourant.
Enn, les grammaires de dépendane par ontraintes font quant à elles appel à des
méthodes prohes de elles renontrées pour intégrer les PoS dans un ML. Le prinipe de
e type d'analyse est d'attribuer à haque mot un rle en fontion de sa position dans le
groupe de soue. Ce rle, qui ontient des informations lexiales, syntaxiques mais aussi
sémantiques, est assimilable à une super-étiquette (Fig. 14), plus informative qu'une PoS,
e qui permet de prendre en ompte es grammaires en utilisant des modèles N-lasses, où
haque lasse est assoiée à une super-étiquette [WH02℄.
Les grammaires ont été prinipalement intégrées dans les systèmes de RAP pour des appli-
ations iblées, du fait de leur manque de robustesse et de leur lenteur. Les non ontextuelles
probabilistes ont ainsi permis de diminuer le taux d'erreur dans les domaines de réservations
pour le tra aérien (de 34,6% à 29,6% par rapport à un modèle bigramme) [JWS
+
95℄ et
de la restauration (de 6,9% à 6,7% par rapport à un modèle quadrigramme) [SMZ95℄. Les
grammaires lexialisées ont quant à elles onduit à une baisse de la perplexité par rapport
aux modèles trigrammes sur un orpus du Wall Street Journal [CJ00, Roa01, Cha01℄. Les
progrès réents de l'analyse syntaxique, obtenus en prenant en ompte un ontexte de plus
en plus grand lors de l'attribution des probabilités à haune des règles, ont ainsi autorisé
son utilisation sur de la parole lue. En outre, leur ombinaison ave des modèles N-grammes
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a fait baisser davantage enore la perplexité, e qui semble indiquer qu'elles apportent des
onnaissanes supplémentaires à es modèles. Les modèles onçus ave es grammaires sont
ependant trop oûteux en aluls pour être utilisés au sein de systèmes de RAP dans
des appliations à grande éhelle, même si l'un de es modèles a pu être intégré dans un
ML multipasses en resorant des graphes de mots [HJ04℄. L'intégration des grammaires de
dépendane par ontraintes semble quant à elle plus aisée puisqu'elle a permis d'obtenir des
ML de omplexité raisonnable, et e, en onstatant une diminution du taux d'erreur pour
transrire des émissions d'atualité (de 14,7% à 14,3% par rapport à un modèle trigramme)
[WHS03℄ mais aussi des onversations téléphoniques (ave une baisse relative de 6,2% par
rapport à des ML 4-grammes et 4-lasses interpolés) [WSH04℄.
4.2.4 Sémantique
L'introdution de onnaissanes sémantiques vise à favoriser les hypothèses qui possèdent
plusieurs mots prohes au niveau de leur sens, en supposant que les groupes de soue à
reonnaître ont une ertaine ohérene sémantique. On attribuera ainsi un meilleur sore à
des hypothèses de déodage ontenant les mots  ation   obligation  et  bourse  qu'à
une hypothèse n'ayant pas de hamp sémantique bien déni.
Une première possibilité pour introduire e type d'information repose sur l'utilisation de
onnaissanes a priori. Un ditionnaire, ontenant les domaines d'emplois et les dénitions
des sens de 36 000 lemmes en anglais, a ainsi permis d'établir des assoiations séman-
tiques S(x, y) entre paires de mots [DAS97℄. Pour ne pas avoir à désambiguïser les mots, les
desriptions sémantiques de tous les sens assoiés à un même mot sont fusionnées. S(x, y)
est alors fontion du nombre de mots en ommun que possèdent les desriptions sémantiques
de x et y. Un ML a été onstruit en alulant pour haque groupe de soue W un sore
Score(W ) :
Score(W ) =
1
k
∑
i6=j
S(wi, wj) (43)
où k est un fateur de normalisation dépendant de la taille deW . Ce ML n'a pas été omparé
à des modèles N-grammes mais des expérienes ont montré qu'il était informatif lorsque le
ontexte pris en ompte était important, i.e., que le groupe de soue à analyser était long.
Une autre tehnique étudiée pour introduire des onnaissanes sémantiques est l'analyse
sémantique latente [Bel98℄. Le prinipe de ette méthode, utilisée en reherhe d'informa-
tion, est de trouver les relations sémantiques qui s'établissent entre les mots d'un doument.
Pour e faire, elle suppose que deux mots sont prohes s'ils ont tendane à apparaître dans
les mêmes douments. W , la matrie d'ourrenes de mots dans des douments d'un or-
pus d'apprentissage, est alulée de façon à e que wij représente le nombre d'ourrenes
pondéré du mot wi dans le doument dj . La pondération utilise un oeient dépendant de
wi, qui vise à traduire que deux mots apparaissant ave les mêmes nombres d'ourrenes
dans dj ne portent pas néessairement autant d'information ; ela dépend également de leur
distribution dans la olletion entière de douments, eux apparaissant dans beauoup de
douments étant onsidérés omme moins informatifs. An de réduire ses dimensions,W est
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transformée dans un espae S de dimension R×R (ave 100 ≤ R ≤ 200), par des tehniques
prohes de l'analyse en omposantes prinipales :
W = USV T (44)
où S est une matrie diagonale de dimension R × R, U est une matrie dont les lignes ui
sont les représentations de haque mot wi dans S et V est une matrie dont les lignes vj
sont les projetions de haque doument dj dans S. D'après la dénition de W , la manière
dont wi et dj sont assoiés est déterminée par wij . Cei peut être également aratérisé
selon l'équation (44) par le produit salaire de uiS
1/2
et vjS
1/2
, et une distane mesurant
la proximité entre ui et vj , i.e., entre wi et dj , est :
K(ui, vj) = cos(uiS
1/2, vjS
1/2) (45)
L'analyse sémantique latente permet de dénir sur e prinipe un nouveau type de ML
[Bel98, Bel00℄. Le alul des probabilités P (wi|hi) est établi en onsidérant que hi représente
le doument ourant d˜i−1 jusqu'au mot wi. d˜i−1 pouvant être vu omme une olonne supplé-
mentaire de W , on alule sa représentation v˜i−1 dans S. P (wi, d˜i−1) est alors déterminée
à partir de la mesure de proximité K(wi, d˜i−1) entre wi et l'historique d˜i−1, en réalisant
une normalisation pour obtenir une probabilité bien dénie. Grâe à e mode de alul,
P (wi, d˜i−1) est plus grande pour les mots dont le sens se rapprohe le plus de elui des mots
de l'historique et plus petite dans le as ontraire. Pour avoir des informations sur l'ordre des
mots, le alul des probabilités prend en outre en onsidération les N-grammes. L'analyse
sémantique latente est une tehnique intéressante puisque e type de ML a permis une baisse
relative du taux d'erreur de 16% par rapport à des ML trigrammes pour transrire de la
parole lue en anglais [Bel00℄.
4.2.5 Pragmatique
L'introdution de la pragmatique dans la RAP reouvre un ensemble de tehniques qui
visent à adapter le proessus de transription au ontexte d'utilisation. L'adaptation peut
se faire de deux façons :
 soit en onevant des modèles adaptatifs, qui se spéialisent automatiquement au ours
du proessus de RAP, en fontion de e que le système a déjà reonnu,
 soit en utilisant des orpus d'adaptation, obtenus par des systèmes de reherhe d'in-
formation et plus prohes du texte à transrire que le orpus d'apprentissage.
Modèles adaptatifs
Il existe plusieurs méthodes d'adaptation des ML, parmi lesquelles on retrouve les modèles
à base de ahe (f. setion 2.2.3) et les modèles à base de mots triggers (f. setion 4.2.3).
Dans le as des modèles à base de ahe, les probabilités P (wi|hi) sont réestimées en fontion
des mots ontenus dans le ahe, en supposant que les mots qui sont apparus réemment
voient leur probabilité d'apparition augmenter. Les modèles lassiques à base de ahe n'ap-
portant pas un gain signiatif, il en existe plusieurs variantes. Il a été par exemple envisagé
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de ne onsidérer dans le ahe que les mots rares [Ros94℄, ou bien enore de faire déroître
les probabilités du ahe de manière exponentielle en fontion de la distane entre le mot
ourant et les apparitions préédentes de e mot [CR97℄.
Si es modèles modient uniquement les probabilités des mots présents dans le ahe,
eux à base de mots triggers font l'hypothèse que ertains mots présents dans l'historique ont
une inuene sur l'apparition des mots auxquels ils sont orrélés. Le mot  avion  pourra
par exemple favoriser la prédition du mot  vol . Ce type de modèle peut ainsi prendre en
ompte des dépendanes entre mots distants dans le doument à transrire [Ros96℄.
Un autre type de ML adaptatif repose sur la détetion du thème traité par le doument à
transrire. Il est en eet onstaté que pour des douments sonores abordant plusieurs thèmes,
notamment les émissions d'atualité, les tournures de phrase et les termes employés dièrent
selon le sujet traité. Dans ette approhe, le orpus d'apprentissage est divisé en plusieurs
ensembles orrespondant haun à un sous-langage ou un thème ; un ML thématique est
alors onstruit pour haun de es ensembles. Pour partitionner le orpus d'apprentissage,
il est généralement supposé que haque doument du orpus est assoié à un unique thème.
Ces douments sont le plus souvent regroupés en utilisant des méthodes automatiques non
supervisées [IO99, CR97, MLN97, FY99, GH99℄ mais peuvent être aussi lassés grâe à des
méthodes automatiques supervisées [LKMN05, KW99℄ ou de manière manuelle en annotant
haque doument [KS93, Bru03℄. Le nombre de groupes obtenu à partir du orpus d'appren-
tissage est très variable. Il peut par exemple être inférieur à 10 si les thèmes détetés sont
généraux, omme l'éonomie, l'histoire ou la politique [Bru03, BDMS00℄ ou être de plus de
5 000, permettant ainsi une distintion plus ne du sujet abordé [SR97℄.
Il existe plusieurs proédés pour utiliser les modèles adaptatifs basés sur la détetion
de thèmes. Tout d'abord, la reonnaissane du sujet abordé par le doument à transrire
peut se faire à diérents niveaux. Elle est souvent réalisée à partir du doument entier pour
limiter l'inuene des erreurs sur les mots reonnus, puisque e sont des hypothèses de tran-
sription, suseptibles d'être partiellement erronées, qui sont utilisées pour la détetion du
thème. Elle peut néanmoins être eetuée au niveau de haque groupe de soue. Malgré
une diulté plus importante, e type de détetion onduit dans ertains as à une plus
grande baisse du taux d'erreur de la transription [KW99℄. Pour limiter les erreurs de déte-
tion du thème sur un groupe de soue, les sujets peuvent être hiérarhisés ; on utilise alors
des modèles orrespondant à des thèmes plus ou moins préis selon la onane attribuée
au groupe de soue [LKMN05℄. Un autre niveau de segmentation suppose de déouper le
doument à transrire pour obtenir des ensembles onséutifs de groupes de soue assoiés
à un seul thème. Les segments obtenus étant plus longs, ette solution présente l'avantage
de limiter l'inuene des erreurs de transription, tout en détetant des thèmes plus préis
qu'en prenant en ompte l'ensemble du doument [CGL
+
01℄.
Les modèles thématiques dièrent en outre selon la manière dont ils sont ombinés pour
aluler les probabilités. Le ML orrespondant au thème déteté à partir d'une première
hypothèse de transription peut être diretement utilisé dans la deuxième passe du système
de RAP [LKMN05℄. Cependant, les modèles spéiques à un thème ayant été appris sur des
orpus de taille réduite, ils sont généralement ombinés ave le modèle général, onstruit
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à partir de l'ensemble du orpus d'apprentissage. Cette ombinaison peut être réalisée au
moyen d'une interpolation linéaire [Bru03, IO99, SR97℄ ou d'un modèle exponentiel (f.
setion 4.1.2) [KW99℄. L'avantage du dernier est qu'il modie, pour haque thème, les prob-
abilités du modèle général pour un nombre limité de mots, e qui permet de ne pas aroître
beauoup la taille du ML. Des méthodes propres à l'adaptation ont été de plus onçues pour
ombiner plusieurs modèles spéiques à un thème. Si tk est un thème présent dans le orpus
d'apprentissage, les ML dits à mélange de modèles alulent les probabilités de la manière
suivante :
P (wi|w
i−1
1 ) =
∑
k
λk(w
i−1
1 )P (wi|w
i−1
1 , tk) (46)
Ce proédé dière de l'interpolation linéaire dans la mesure où les paramètres λk sont
déterminés dynamiquement en fontion des mots renontrés préédemment [KS93, MLN97,
CR97℄. Il existe une autre variante des mélanges de modèles, onsistant à évaluer les paramètres
λk au niveau des phrases (ou groupes de soues) et non pas au niveau des N-grammes
[IO99℄. Notons que les oeients λk peuvent être assimilés aux probabilités P (tk|w
i−1
1 )
[FY99, GH99℄. L'intérêt de e type de modèle est de pouvoir assoier plusieurs thèmes au
doument à transrire.
D'une manière générale, les modèles adaptatifs ont permis une rédution signiative
de la perplexité, mais ette rédution s'est traduite par une baisse limitée du taux d'erreur
de transription. Une propriété intéressante des modèles thématiques est qu'ils semblent
apporter des informations omplémentaires à elles fournies par une analyse syntaxique. En
ombinant es deux soures d'informations, il a été ainsi onstaté que les gains de haque
soure sont presque additifs en e qui onerne la baisse du taux d'erreur [WK99℄.
Une tehnique alternative d'adaptation onsiste à utiliser des orpus spéialisés en fon-
tion du texte à transrire.
Utilisation de orpus d'adaptation
Les ML statistiques sont partiulièrement sensibles à l'adéquation du orpus d'appren-
tissage vis-à-vis du type de doument à transrire. Dans le as d'émissions d'atualité, le
poids attribué aux transriptions manuelles de programmes radio est ainsi beauoup plus
important, eu égard à son volume de données, que elui de journaux érits. On voit ainsi
l'intérêt d'avoir un orpus adapté au doument à transrire.
Le orpus d'adaptation peut être déjà disponible, e qui orrespond à une adaptation
statique. Par rapport au orpus général, e orpus se rapporte davantage au domaine des
textes à transrire mais sa taille réduite, souvent de l'ordre de quelques milliers de mots,
ne lui permet pas d'être diretement utilisable omme orpus d'apprentissage du ML. Les
paramètres du ML sont alors alulés prinipalement à partir du orpus général et, dans les
situations où le volume de données est susant, à partir du orpus spéialisé [GLL00, Fed99℄.
Le orpus d'adaptation peut être aussi régulièrement mis à jour ; on parle alors d'adapta-
tion dynamique. Cette mise à jour est eetuée soit à partir de douments qui ont été onçus
durant la même période que e qui est à transrire [AG03, KW98℄, soit à partir de douments
dont le ontenu est similaire à e que l'on souhaite déoder [BM98, CGLA03, BHDM04℄.
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Dans le deuxième as, il est fait appel à un système de reherhe d'information (SRI) ; un
ML général établit alors une première hypothèse de transription utilisée par le SRI pour
retourner les douments les plus prohes. L'ensemble des résultats de la reherhe forme un
orpus d'adaptation, permettant de retier le ML, et le ML modié est utilisé dans une
deuxième passe du proessus de transription.
La reherhe d'information peut se faire à partir de soures de types diérents. Une
reherhe parmi l'ensemble de douments du orpus d'apprentissage permet d'avoir un or-
pus spéialisé, e qui est intéressant quand le orpus d'apprentissage se rapporte à plusieurs
thèmes [CGLA03℄. Une autre possibilité repose sur l'utilisation d'Internet [BHDM04℄. Cette
vaste soure d'informations évolutive présente également, au sein de ertains sites tels que les
blogs ou les serveurs de news, des aratéristiques prohes de la langue parlée (f. setion 3.1)
[VAR99℄.
Le système de RAP prend en ompte les orpus d'adaptation de deux manières dif-
férentes :
 en modiant son voabulaire,
 en adaptant le alul des probabilités du ML au orpus d'adaptation.
L'adaptation du voabulaire est partiulièrement pertinente pour transrire des émis-
sions d'atualité, des entités nommées apparaissant au gré des événements [KW98, AG03,
BHDM04℄. La ollete régulière d'informations sur des sites de dépêhes d'agenes de presse
ou de quotidiens nationaux permet de réduire le taux de mots hors voabulaire. Pour ne
pas augmenter la taille du voabulaire, des mots présents initialement sont supprimés pour
laisser plae à des mots apparaissant souvent dans l'atualité réente. L'ajout d'un mot au
système de RAP néessite à la fois d'assoier une transription phonétique à e mot et de
l'inlure dans les distributions N-grammes du ML. La modiation du voabulaire présente
don l'inonvénient de devoir eetuer un réapprentissage fréquent des MA et des ML.
Toutefois, une méthode a permis de onstruire un système de RAP à voabulaire ouvert,
ave une diminution onstatée du taux d'erreur de 25,5% à 24,9% pour la transription
d'émissions d'atualité en français [AG05℄.
Le alul des probabilités du ML peut être modié selon plusieurs proédés pour prendre
en ompte le orpus d'adaptation. Une première possibilité onsiste à utiliser les mélanges
de modèles thématiques (f. setion 4.2.5). Les paramètres λk de l'équation (46) sont alors
appris non plus à partir des mots transrits préédemment omme dans le as des modèles
adaptatifs, mais à partir du orpus d'adaptation. Le mélange de modèles peut se faire en
outre de manière dynamique en adaptant le alul des probabilités P (wi|w
i−1
1 , tk) au orpus
d'adaptation [CGLA04℄. D'autres tehniques onsistent à spéialiser un ML général sur le
orpus d'adaptation en utilisant un ritère de maximum a posteriori (MAP) [Fed96, BM98,
CGLA04℄ ou un ritère de minimum d'information disriminante (MDI pour Minimum Dis-
rimination Information) [Fed99, CGLA04℄. L'utilisation de orpus d'adaptation permet
une rédution non négligeable du taux d'erreur de la transription. Il a ainsi été onstaté
une baisse de 17,1% à 16,3% dans la transription d'émissions d'atualité en anglais. Les
adaptations au moyen de mélanges dynamiques de modèles et du ritère MDI semblent être
les proédés les plus performants [CGLA04℄.
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5 Conlusion
La desription du prinipe de fontionnement de la transription met en évidene que les
systèmes de RAP atuels s'appuient sur une modélisation statistique. Ce type de oneption
a onduit à la onstrution de MA à base de HMM et de ML N-grammes. Il a permis
de réaliser diérents systèmes apables de transrire des émissions d'atualité mais aussi
des dialogues spontanés, même si le traitement de e dernier type de douments est rendu
problématique par la présene non négligeable de phénomènes de la langue parlée tels que
les disuenes. Les onnaissanes linguistiques prises en ompte se limitent bien souvent
à la oneption d'un lexique de prononiations et à l'apprentissage de ML N-grammes, e
qui laisse penser que des améliorations de la qualité de la transription sont possibles en
exploitant davantage d'informations sur le langage.
La présentation que nous avons faite des ML N-grammes et leurs variantes a montré
que deux limitations sont souvent mises en avant quant à leur apaité à donner une valeur
orrete aux probabilités de séquenes de mots. D'une part, les ML N-grammes sont basés sur
l'hypothèse un peu simpliste et arbitraire, mais onduisant à des méthodes de aluls rapides,
qui est d'examiner uniquement lesN−1mots préédents pour prédire le mot ourant. An de
remédier à e premier point, des essais ont été onduits de façon à intégrer des onnaissanes
supplémentaires telles que les dépendanes syntaxiques ou les similarités sémantiques entre
les mots d'un groupe de soue. Des méthodes d'adaptation tentent également de prendre en
ompte des relations entre diérents groupes de soue. D'autre part, malgré des tehniques
de lissage perfetionnées, les aluls pour prédire des événements rares voire même absents
du orpus sont impréis. Pour tenter de orriger e problème, des études ont réuni des mots
possédant la même partie du disours ou le même lemme au sein d'une même lasse, de
manière à réduire le nombre d'événements possibles.
Au nal, les résultats obtenus en intégrant des onnaissanes linguistiques supplémen-
taires montrent que les améliorations en terme de taux d'erreur sur les mots reonnus sont
généralement assez peu signiatives, d'autant plus que les nouveaux ML proposés ne sont
presque jamais omparés ave des ML 5-grammes utilisant un lissage performant [Goo01℄.
Parmi les raisons qui expliquent et état de fait, les nouvelles informations introduites par
es méthodes sont souvent redondantes ave les onnaissanes déjà apportées par les ML N-
grammes de mots. En outre, les partiularités des transriptions produites automatiquement,
notamment la exiblité de la langue parlée, la segmentation en groupes de soue ou enore
les erreurs de reonnaissane, viennent ompliquer la oneption de méthodes extrayant
automatiquement des onnaissanes linguistiques. De plus, les tehniques employées ont
souvent le défaut d'augmenter onsidérablement le temps de déodage du signal aoustique,
e qui fait qu'elles sont utilisées prinipalement au niveau de la dernière passe du proessus
de transription.
Quelques méthodes apparaissent toutefois prometteuses pour orriger ertaines erreurs
de transription : les ML utilisant des grammaires lexialisées probabilistes, bien qu'ils soient
enore trop oûteux au niveau des aluls, l'introdution de onnaissanes sémantiques, les
modèles thématiques ou enore l'utilisation de orpus d'adaptation. Les modèles N-lasses,
qui sont rapides lors de leur utilisation, peuvent également réduire le taux d'erreur. La
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ombinaison de plusieurs types de onnaissanes semble de plus souhaitable pour apporter
des informations omplémentaires.
Notons enn que ette synthèse s'est limitée à l'amélioration de la qualité de la tran-
sription mais que le ouplage TAL-RAP peut également s'exprimer à l'issue de la reon-
naissane. De nombreuses reherhes s'intéressent ainsi atuellement au repérage d'entités
nommées dans les textes produits, à la détetion de thèmes ou enore à la réalisation de
résumés.
RR n° 5917
58 S. Huet, P. Sébillot & G. Gravier
Référenes
[AB05℄ P. Alain et O. Boëffard.  Évaluation des modèles de langage N-gramme
et N/M-multigramme. Dans Ates de la 12ème onférene sur le Traitement
Automatique des Langues Naturelles (TALN), volume 1, Dourdan, Frane,
2005.
[ADHB
+
04℄ M. Adda-Deker, B. Habert, C. Barras, G. Adda, P. Boula de
Mareüil et P. Paroubek.  Une étude des disuenes pour la transrip-
tion automatique de la parole spontanée et l'amélioration des modèles de
langage . Dans Ates des 25èmes Journées d'Études sur la Parole (JEP),
Fès, Maro, 2004.
[AG99℄ J.-Y. Antoine et D. Genthial.  Méthodes hybrides issues du TALN et
du TAL Parlé : état des lieux et perspetives . Dans Ates de la 6ème
onférene sur le Traitement Automatique des Langues Naturelles (TALN),
Cargèse, Frane, 1999.
[AG01℄ J.-Y. Antoine et J. Goulian.  Word Order Variations and Spoken Man-
Mahine Dialogue in Frenh: a Corpus Analysis on the ATIS Domain . Dans
Pro. of Corpus Linguistis, Lanaster, Royaume-Uni, 2001.
[AG03℄ A. Allauzen et J.-L. Gauvain.  Adaptation automatique du modèle de
langage d'un système de transription de journaux parlés . Traitement
Automatique des Langues (TAL), 44(1):1131, 2003.
[AG05℄ A. Allauzen et J.-L. Gauvain.  Open Voabulary ASR for Audiovisual
Doument Indexation . Dans Pro. of the IEEE International Conferene on
Aoustis, Speeh, and Signal Proessing (ICASSP), volume 1, Philadelphie,
Pennsylvanie, États-Unis, 2005.
[All94℄ J. B. Allen.  How do Humans Proess and Reognize Speeh? . IEEE
Transations on Speeh and Audio Proessing, 2(4):567577, 1994.
[AMP
+
99℄ G. Adda, J. Mariani, P. Paroubek, M. Rajman et J. Leomte.
 Métrique et premiers résultats de l'évaluation GRACE des étiqueteurs mor-
phosyntaxiques pour le français . Dans Ates de la 6ème onférene sur le
Traitement Automatique des Langues Naturelles (TALN), Cargèse, Frane,
1999.
[BB90℄ C. Blanhe-Benveniste. Le français parlé : études grammatiales. Paris :
Éditions du CNRS, 1990.
[BB97℄ C. Blanhe-Benveniste. Approhes de la langue parlée en français. Gap
- Paris : Ophrys, 1997.
[BCD
+
04℄ C. Benzitoun, E. Campione, J. Deulofeu, S. Henry, F. Sabio,
S. Teston, A. Valli et J. Véronis.  L'analyse syntaxique de l'oral :
problèmes et méthode . Dans Ates de la journée d'étude de l'ATALA sur
l'annotation syntaxique de orpus, Paris, Frane, 2004.
INRIA
Utilisation de la linguistique en reonnaissane de la parole 59
[BDM98℄ N. Boufaden, S. Delisle et B. Moulin.  Analyse syntaxique robuste de
dialogue retransrits : peut-on vraiment traiter l'oral à partir de l'érit ? .
Dans Ates de la 5ème onférene sur le Traitement Automatique des
Langues Naturelles (TALN), Paris, Frane, 1998.
[BDMADG03℄ P. Boula De Mareüil, M. Adda-Deker et V. Gendner.  Liaisons in
Frenh: a Corpus-Based Study Using Morpho-Syntati Information . Dans
Pro. of the 15th International Congress of Phoneti Sienes, Barelone,
Espagne, 2003.
[BDMS00℄ B. Bigi, R. De Mori et T. Spriet.  Reonnaissane thématique à partir de
textes dités et adaptation dynamique de modèles de langage thématiques .
Dans Ates des 23èmes Journées d'Études sur la Parole (JEP), Aussois,
Frane, 2000.
[BDPd
+
92℄ P. F. Brown, V. J.Della Pietra, P. V. deSouza, J. C. Lai et R. L.Mer-
er.  Class-Based N-Gram Models of Natural Language . Computational
Linguistis, 18(4):467480, 1992.
[BDVJ03℄ Y. Bengio, R. Duharme, P. Vinent et C. Jauvin.  A Neural Proba-
bilisti LanguageModel . Journal of Mahine Learning Researh, 3(2):1137
1155, 2003.
[Bel98℄ J. R. Bellegarda.  A Multispan Language Modeling Framework for Large
Voabulary Speeh Reognition . IEEE Transations on Speeh and Audio
Proessing, 6(5):456467, 1998.
[Bel00℄ J. R. Bellegarda.  Large Voabulary Speeh Reognition with Multispan
Statistial Language Models . IEEE Transations on Speeh and Audio
Proessing, 8(1):7684, 2000.
[Ben04℄ C. Benzitoun.  L'annotation syntaxique de orpus oraux onstitue-t-elle
un problème spéique ? . Dans Ates de la 8ème Renontre des Étudiants
Cherheurs en Informatique pour le Traitement Automatique des Langues
(RECITAL), Fès, Maro, 2004.
[BFHM98℄ E. Brill, R. Florian, J. C. Henderson et L. Mangu.  Beyond N-
Grams: Can Linguisti Sophistiation Improve Language Modeling? . Dans
Pro. of the 36th Annual Meeting of the Assoiation for Computational Lin-
guistis and the 17th International Conferene on Computational Linguistis
(COLING-ACL), volume 1, Montréal, Canada, 1998.
[BGWL01℄ C. Barras, E. Geoffrois, Z. Wu et M. Liberman.  Transriber: Devel-
opment and Use of a Tool for Assisting Speeh Corpora Prodution . Speeh
Communiation, 33(1-2):522, 2001.
[BHDM04℄ B. Bigi, Y. Huang et R. De Mori.  Voabulary and Language Model
Adaptation Using Information Retrieval . Dans Pro. of the 8th Interna-
tional Conferene on Spoken Language Proessing (ICSLP), volume 2, île de
Jeju, Corée du Sud, 2004.
RR n° 5917
60 S. Huet, P. Sébillot & G. Gravier
[Bla99℄ R. Blasig.  Combination of Words and Word Categories in Varigram
Histories . Dans Pro. of the IEEE International Conferene on Aoustis,
Speeh, and Signal Proessing (ICASSP), volume 1, Phoenix, Arizona, États-
Unis, 1999.
[BM98℄ A. Berger et R. Miller.  Just-in-Time Language Modelling . Dans
Pro. of the IEEE International Conferene on Aoustis, Speeh, and Signal
Proessing (ICASSP), volume 2, Seattle, Washington, États-Unis, 1998.
[BNSd99℄ F. Béhet, A. Nasr, T. Spriet et R. de Mori.  Modèles de langage à
portée variable : appliation au traitement des homophones . Dans Ates de
la 6ème onférene sur le Traitement Automatique des Langues Naturelles
(TALN), Cargèse, Frane, 1999.
[BP98℄ A. Berger et H. Printz.  Reognition Performane of a Large-Sale
Dependeny-Grammar Language Model . Dans Pro. of the 5th Interna-
tional Conferene on Spoken Language Proessing (ICSLP), volume 6, Syd-
ney, Australie, 1998.
[BP03℄ R. Beutler et B. Pfister.  Integrating Statistial and Rule-Based Knowl-
edge for Continuous German Speeh Reognition . Dans Pro. of the 8th Eu-
ropean Conferene on Speeh Communiation and Tehnology (Eurospeeh),
Genève, Suisse, 2003.
[BPLA95℄ F. Bimbot, R. Pieraini, E. Levin et B. Atal.  Variable-Length Se-
quene Modeling: Multigrams . Signal Proessing Letters, IEEE, 2(6):111
113, 1995.
[Bra00℄ T. Brants.  TnT - A Statistial Part-of-Speeh Tagger . Dans Pro. of
the Sixth Applied NLP, Seattle, Washington, États-Unis, 2000.
[Bru03℄ A. Brun.  Détetion de thème et adaptation des modèles de langage pour
la reonnaissane automatique de la parole . Thèse de dotorat, Université
Henri Poinaré - Nany 1, Frane, 2003.
[BV05℄ C. Benzitoun et J. Véronis.  Problèmes d'annotation d'un orpus oral
dans le adre de la ampagne EASY . Dans Ates de la 12ème onférene
sur le Traitement Automatique des Langues Naturelles (TALN), volume 2,
Dourdan, Frane, 2005.
[Cam01℄ E. Campione.  Étiquetage prosodique semi-automatique de orpus oraux :
algorithmes et méthodologie . Thèse de dotorat, Université de Provene,
Aix-en-Provene, Frane, 2001.
[Can00℄ M. Candea.  Contribution à l'étude des pauses silenieuses et des
phénomènes dits d'hésitation en français oral spontané. Étude sur un or-
pus de réits en lasse de français . Thèse de dotorat, Université Paris III,
Frane, 2000.
[CG98℄ S. F. Chen et J. Goodman.  An Empirial Study of Smoothing Teh-
niques for Language Modeling . Rapport tehnique, Harvard University,
Cambridge, Massahusetts, États-Unis, 1998.
INRIA
Utilisation de la linguistique en reonnaissane de la parole 61
[CGL
+
01℄ L. Chen, J.-L. Gauvain, L. Lamel, G. Adda et M. Adda-Deker.  Us-
ing Information Retrieval Methods for Language Model Adaptation . Dans
Pro. of the 7th European Conferene on Speeh Communiation and Teh-
nology (Eurospeeh), Aalborg, Danemark, 2001.
[CGLA03℄ L. Chen, J.-L. Gauvain, L. Lamel et G. Adda.  Unsupervised Language
Model Adaptation for Broadast News . Dans Pro. of the IEEE Inter-
national Conferene on Aoustis, Speeh, and Signal Proessing (ICASSP),
volume 1, Hong Kong, Chine, 2003.
[CGLA04℄ L. Chen, J.-L.Gauvain, L. Lamel et G. Adda.  Dynami Language Mod-
eling for Broadast News . Dans Pro. of the 8th International Conferene
on Spoken Language Proessing (ICSLP), île de Jeju, Corée du Sud, 2004.
[Cha00℄ E. Charniak.  A Maximum-Entropy-Inspired Parser . Dans Pro. of
the 1st Conferene of the North Amerian Chapter of the Assoiation for
Computational Linguistis, Seattle, Washington, États-Unis, 2000.
[Cha01℄ E.Charniak.  Immediate-Head Parsing for LanguageModels . Dans Pro.
of the 39th Annual Meeting of the Assoiation for Computational Linguistis
(ACL), Toulouse, Frane, 2001.
[CJ00℄ C. Chelba et F. Jelinek.  Strutured Language Modeling . Computer
Speeh and Language, 14(4):283332, 2000.
[CR89℄ Y.-L. Chow et S. Roukos.  Speeh Understanding Using a Uniation
Grammar . Dans Pro. of the IEEE International Conferene on Aoustis,
Speeh, and Signal Proessing (ICASSP), volume 2, Glasgow, Royaume-Uni,
1989.
[CR97℄ P. R. Clarkson et A. J. Robinson.  Language Model Adaptation Us-
ing Mixtures and an Exponentially Deaying Cahe . Dans Pro. of the
IEEE International Conferene on Aoustis, Speeh, and Signal Proessing
(ICASSP), volume 2, Munih, Allemagne, 1997.
[CR99℄ P. Clarkson et T. Robinson.  Towards Improved Language Model Eval-
uation Measures . Dans Pro. of the 6th European Conferene on Speeh
Communiation and Tehnology (Eurospeeh), volume 5, Budapest, Hongrie,
1999.
[CRAR99℄ J.-C. Chappelier, M. Rajman, R. Aragüés et A. Rozenknop.  Lattie
Parsing for Speeh Reognition . Dans Ates de la 6ème onférene sur le
Traitement Automatique des Langues Naturelles (TALN), Cargèse, Frane,
1999.
[CS89℄ Y.-L. Chow et R. Shwartz.  The N-Best Algorithm: An eient Proe-
dure for Finding Top N Sentene Hypotheses . Dans Pro. of the DARPA
Speeh and Natural Language Workshop, Philadelphie, Pennsylvanie, États-
Unis, 1989.
RR n° 5917
62 S. Huet, P. Sébillot & G. Gravier
[CV02℄ E. Campione et J. Véronis.  Étude des relations entre pauses et pontua-
tions pour la synthèse de la parole à partir de texte . Dans Ates de la 9ème
onférene sur le Traitement Automatique des Langues Naturelles (TALN),
Nany, Frane, 2002.
[CV04℄ E. Campione et J. Véronis.  Pauses et hésitations en français spontané .
Dans Ates des 25èmes Journées d'Études sur la Parole (JEP), Fès, Maro,
2004.
[CVD05℄ E. Campione, J. Véronis et J. Deulofeu.  C-ORAL-ROM, Integrated
Referene Corpora for Spoken Romane Languages , Chapitre 3. The Frenh
orpus, pages 111133. Amsterdam: John Benjamins, 2005.
[DAS97℄ G. Demetriou, E. Atwell et C. Souter.  Large-Sale Lexial Semantis
for Speeh Reognition Support . Dans Pro. of the 5th European Confer-
ene on Speeh, Communiation, Tehnology (Eurospeeh), Rhodes, Grèe,
1997.
[DB95℄ S. Deligne et F. Bimbot.  Language Modeling by Variable Length Se-
quenes: Theoretial Formulation and Evaluation of Multigrams . Dans
Pro. of the IEEE International Conferene on Aoustis, Speeh, and Sig-
nal Proessing (ICASSP), Detroit, Mihigan, États-Unis, 1995.
[DGA
+
93℄ J. Dowding, J. M. Gawron, D. Appelt, J. Bear, L. Cherny, R.Moore
et D. Moran.  Gemini: A Natural Language System for Spoken Language
Understanding . Dans Pro. of the 31st Annual Meeting of the Assoiation
for Computational Linguistis (ACL), Columbus, Ohio, États-Unis, 1993.
[DGP99℄ N. Deshmukh, A. Ganapathiraju et J. Pione.  Hierarhial Searh
for Large Voabulary Conversational Speeh Reognition . IEEE Signal
Proessing Magazine, 16(5):84107, 1999.
[DS98℄ S. Deligne et Y. Sakisaga.  Learning a Syntagmati and Paradigmati
Struture from Language Data with a Bi-Multigram Model . Dans Pro.
of the 36th Annual Meeting of the Assoiation for Computational Linguis-
tis and the 17th International Conferene on Computational Linguistis
(COLING-ACL), volume 1, Montréal, Canada, 1998.
[EBD90℄ M. El-Bèze et A.-M. Derouault.  A Morphologial Model for Large
Voabulary Speeh Reognition . Dans Pro. of the IEEE International
Conferene on Aoustis, Speeh, and Signal Proessing (ICASSP), volume 1,
Albuquerque, Nouveau Mexique, États-Unis, 1990.
[Fed96℄ M. Federio.  Bayesian Estimation Methods for N-Gram Language Model
Adaptation . Dans Pro. of the 4th International Conferene on Spoken
Language Proessing (ICSLP), volume 1, Philadelphie, Pennsylvanie, États-
Unis, 1996.
[Fed99℄ M. Federio.  Eient Language Model Adaptation through MDI Esti-
mation . Dans Pro. of the 6th European Conferene on Speeh, Communi-
ation, Tehnology (Eurospeeh), volume 4, Budapest, Hongrie, 1999.
INRIA
Utilisation de la linguistique en reonnaissane de la parole 63
[FIO96℄ A. Farhat, J.-F. Isabelle et D. O'Shaughnessy.  Clustering Words for
Statistial Language Models Based on Contextual Word Similarity . Dans
Pro. of the IEEE International Conferene on Aoustis, Speeh, and Signal
Proessing (ICASSP), volume 1, Atlanta, Géorgie, États-Unis, 1996.
[FRWP03℄ M. Franz, B. Ramabhadran, T. Ward et M. Piheny.  Information
Aess in Large Spoken Arhives . Dans Pro. of the ISCA Multilingual
Spoken Doument Retrieval Workshop, Maao/Hong Kong, Chine, 2003.
[FY99℄ R. Florian et D. Yarowsky.  Dynami Nonloal Language Modeling via
Hierarhial Topi-Based Adaptation . Dans Pro. of 37th Annual Meet-
ing of the Assoiation for Computational Linguistis (ACL), College Park,
Maryland, États-Unis, 1999.
[GAAD
+
05℄ J.-L. Gauvain, G. Adda, M. Adda-Deker, A. Allauzen, V. Gend-
ner, L. Lamel et H. Shwenk.  Where are we in Transribing Frenh
Broadast News? . Dans Pro. of the 9th European Conferene on Speeh
Communiation and Tehnology (Eurospeeh), Lisbonne, Portugal, 2005.
[GAD02℄ V. Gendner et M. Adda-Deker.  Analyse omparative de orpus oraux
et érits français : mots, lemmes et lasses morpho-syntaxiques . Dans Ates
des 24èmes Journées d'Études sur la Parole (JEP), Nany, Frane, 2002.
[GAL
+
04℄ J.-L. Gauvain, G. Adda, L. Lamel, F. Lefèvre et H. Shwenk.  Tran-
sription de la parole onversationnelle . Dans Ates des 25èmes Journées
d'Études sur la Parole (JEP), Fès, Maro, 2004.
[Gar95℄ R. Garside.  Spoken English on Computer: Transription, Mark-up and
Appliation , Chapitre Grammatial Tagging of the Spoken Part of the
British National Corpus: A Progress Report, pages 161167. Harlow:
Longma, 1995.
[Geu96℄ P. Geutner.  Introduing Linguisti Constraints into Statistial Language
Modeling . Dans Pro. of the 4th International Conferene on Spoken Lan-
guage Proessing (ICSLP), Philadelphie, Pennsylvanie, États-Unis, 1996.
[GH99℄ D. Gildea et T. Hofmann.  Topi-Based Language Models Using EM .
Dans Pro. of the 6th European Conferene on Speeh Communiation and
Tehnology (Eurospeeh), Budapest, Hongrie, 1999.
[GLL00℄ J. Gao, M. Li et K.-F. Lee.  N-Gram Distribution Based Language Model
Adaptation . Dans Pro. of the 6th International Conferene on Spoken
Language Proessing (ICSLP), volume 1, Pékin, Chine, 2000.
[Goo01℄ J. T. Goodman.  A Bit of Progress in Language Modeling, Extended
Version . Rapport tehnique, Mirosoft Researh, Redmond, Washington,
États-Unis, 2001.
[GSTN96℄ F. Gallwitz, E. G. Shukat-Talamazzini et H. Niemann.  Integrating
Large Context Language Models into a Real Time Word Reognizer . Dans
Pro. of the 3rd Slovenian-German and the 2nd SDRV Workshop, Ljubljana,
Slovénie, 1996.
RR n° 5917
64 S. Huet, P. Sébillot & G. Gravier
[GT04℄ J. Gardes Tamine. Pour une grammaire de l'érit. Paris : Belin, 2004.
[Gué05℄ M.-L. Guénot.  Parsing de l'oral : traiter les disuenes . Dans Ates de
la 12ème onférene sur le Traitement Automatique des Langues Naturelles
(TALN), volume 1, Dourdan, Frane, 2005.
[GW98℄ J. Gillett et W. Ward.  A Language Model Combining Trigrams and
Stohasti Context-Free Grammars . Dans Pro. of the 5th International
Conferene on Spoken Language Proessing (ICSLP), volume 6, Sydney, Aus-
tralie, 1998.
[Hee99℄ P. A. Heeman.  POS Tags and Deision Trees for Language Modeling .
Dans Pro. of the Joint SIGDAT Conferene on Empirial Methods in Nat-
ural Language Proessing and Very Large Corpora, College Park, Maryland,
États-Unis, 1999.
[Hen02a℄ S. Henry.  Quelles répétitions à l'oral ? Esquisse d'une typologie . Dans
Ates des 2èmes Journées de Linguistique de Corpus, Lorient, Frane, 2002.
[Hen02b℄ S. Henry.  Étude des répétitions en français parlé spontané pour les teh-
nologies de la parole . Dans Ates de la 6ème Renontre des Étudiants
Cherheurs en Informatique pour le Traitement Automatique des Langues
(RECITAL), Nany, Frane, 2002.
[HH95℄ M. P.Harper et R. A.Helzerman.  Extensions to Constraint Dependeny
Parsing for Spoken Language Proessing . Computer Speeh and Language,
pages 187234, 1995.
[HJ04℄ K. Hall et M. Johnson.  Attention Shifting for Parsing Speeh . Dans
Pro. of the 42nd Meeting of the Assoiation for Computational Linguistis
(ACL), Barelone, Espagne, 2004.
[HJJ
+
99℄ M. P. Harper, M. T. Johnson, L. H. Jamieson, S. A. Hokema et C. M.
White.  Interfaing a CDG Parser with an HMM Word Reognizer Using
Word Graphs . Dans Pro. of the IEEE International Conferene on Aous-
tis, Speeh, and Signal Proessing (ICASSP), volume 2, Phoenix, Arizona,
États-Unis, 1999.
[HJM
+
94℄ M. P. Harper, L. H. Jamieson, C. D. Mithell, G. Ying, S. Potisuk,
P. N. Srinivasan, R. Chen, C. B. Zoltowski, L. L.MPheters, B. Pel-
lom et R. A. Helzerman.  Integrating Language Models with Speeh
Reognition . Dans Pro. of the AAAI94 Workshop on the Integration of
Natural Language and Speeh Proessing, Seattle, Washington, États-Unis,
1994.
[HP03℄ S. Henry et B. Pallaud.  Word Fragments and Repeats in Spontaneous
Spoken Frenh . Dans Proeedings of Disueny in Spontaneous Speeh
Workshop (DISS), Göteborg, Suède, 2003.
[HW94℄ A. Hauenstein et H.Weber.  An Investigation of Tightly-Coupled Time-
Synhronous Speeh Language Understanding Using a Uniation Gram-
mar . Dans Pro. of the 12th National Conferene on Artiial Intelligene
INRIA
Utilisation de la linguistique en reonnaissane de la parole 65
Workshop on the Integration of Natural Language and Speeh Proessing,
Seattle, Washington, États-Unis, 1994.
[IM94℄ R. Isotani et S. Matsunaga.  Speeh Reognition Using a Stohasti
Language Model Integrating Loal and Global Constraints . Dans Pro. of
the ARPA SLT Workshop, 1994.
[IO99℄ R. Iyer et M. Ostendorf.  Modeling Long Distane Dependene in Lan-
guage: Topi Mixtures versus Dynami Cahe Models . IEEE Transations
on Speeh and Audio Proessing, 7(1):3039, 1999.
[Jar96℄ M. Jardino.  Multilingual Stohasti N-Gram Class Language Models .
Dans Pro. of the IEEE International Conferene on Aoustis, Speeh, and
Signal Proessing (ICASSP), volume 1, Atlanta, Géorgie, États-Unis, 1996.
[JC04℄ M. Johnson et E. Charniak.  A TAG-Based Noisy Channel Model of
Speeh Repairs . Dans Pro. of the 42nd Annual Meeting of the Assoiation
for Computational Linguistis (ACL), Barelone, Espagne, 2004.
[Jel97℄ F. Jelinek. Statistial Methods for Speeh Reognition. The MIT Press,
1997.
[JL91℄ F. Jelinek et J. D. Lafferty.  Computation of the Probability of Initial
Substring Generation by Stohasti Context-Free Grammars . Computation
Linguistis, 17(3):315323, 1991.
[JM00℄ D. Jurafsky et J. H. Martin. Speeh and Natural Language Proessing:
An Introdution to Natural Language Proessing, Computational Linguistis,
and Speeh Reognition. Prentie-Hall, 2000.
[Jou96℄ D. Jouvet.  Robustesse et exibilité en reonnaissane automatique de la
parole . L'ého des reherhes, 165:2538, 1996.
[JWS
+
95℄ D. Jurafsky, C.Wooters, J. Segal, A. Stolke, E. Fosler, G. Tajh-
man et N. Morgan.  Using a Stohasti Context-Free Grammar as a
Language Model for Speeh Reognition . Dans Pro. of the IEEE Inter-
national Conferene on Aoustis, Speeh, and Signal Proessing (ICASSP),
volume 1, Detroit, Mihigan, États-Unis, 1995.
[Kat87℄ S. M. Katz.  Estimation of Probabilities from Sparse Data for the Lan-
guage Model Component of a Speeh Reognizer . IEEE Transations on
Aoustis, Speeh, and Signal Proessing, 35(3):400401, 1987.
[KDM90℄ R. Kuhn et R. De Mori.  A Cahe-Based Natural Language Model for
Speeh Reognition . IEEE Transations on Pattern Analysis and Mahine
Intelligene, 12(6):570583, 1990.
[KKS89℄ K. Kita, T. Kawabata et H. Saito.  HMM Continuous Speeh Reogni-
tion Using Preditive LR Parsing . Dans Pro. of the IEEE International
Conferene on Aoustis, Speeh, and Signal Proessing (ICASSP), Glasgow,
Royaume-Uni, 1989.
RR n° 5917
66 S. Huet, P. Sébillot & G. Gravier
[KN93℄ R. Kneser et H. Ney.  Improved Clustering Tehniques for Class-Based
Statistial LanguageModelling . Dans Pro. of the 3rd European Conferene
on Speeh Communiation and Tehnology (Eurospeeh), volume 2, Berlin,
Allemagne, 1993.
[Kne96℄ R. Kneser.  Statistial Language Modeling Using a Variable Context
Length . Dans Pro. of the 4th International Conferene on Spoken Lan-
guage Proessing (ICSLP), volume 1, Philadelphie, Pennsylvanie, États-Unis,
1996.
[KNST94℄ T. Kuhn, H. Niemann et E. G. Shukat-Talamazzini.  Ergodi Hid-
den Markov Models and Polygrams for Language . Dans Pro. of the
IEEE International Conferene on Aoustis, Speeh, and Signal Proessing
(ICASSP), volume 1, Adélaïde, Australie, 1994.
[KR99℄ H.-K. J. Kuo et W. Reihl.  Phrase-Based Language Models for Speeh
Reognition . Dans Pro. of the 6th European Conferene on Speeh Comu-
niation and Tehnology (Eurospeeh), Budapest, Hongrie, 1999.
[KS93℄ R. Kneser et V. Steinbiss.  On the Dynami Adaptation of Stohasti
Language Models . Dans Pro. of the IEEE International Conferene on
Aoustis, Speeh, and Signal Proessing (ICASSP), volume 2, Minneapolis,
Minnesota, États-Unis, 1993.
[KW98℄ T. Kemp et A. Waibel.  Reduing the OOV Rate in Broadast News
Speeh Reognition . Dans Pro. of the 5th International Conferene on
Spoken Language Proessing (ICSLP), Sydney, Australie, 1998.
[KW99℄ S. Khudanpur et J. Wu.  A Maximum Entropy Language Model to In-
tegrate N-Grams and Topi Dependenies for Conversational Speeh Reog-
nition . Dans Pro. of the IEEE International Conferene on Aoustis,
Speeh, and Signal Proessing (ICASSP), Phoenix, Arizona, États-Unis,
1999.
[LBS04℄ D. Linares, J.-M. Benedí et J.-A. Sánhez.  A Hybrid Language Model
Based on a Combination of N-Grams and Stohasti Context-Free Gram-
mars . ACM Transations on Asian Language Information Proessing
(TALIP), 3(2):113127, 2004.
[LBSH03℄ D. Langlois, A. Brun, K. Smaïli et J.-P. Haton.  Événements impos-
sibles en modélisation stohastique du langage . Traitement Automatique
des Langues (TAL), 44(1):3361, 2003.
[LKMN05℄ I. R. Lane, T. Kawahara, T.Matsui et S. Nakamura.  Dialogue Speeh
Reognition by Combining Hierarhial Topi Classiation and Language
Model Swithing . IEICE Transations on Information and Systems, E88-
D(3):446454, 2005.
[LMW97℄ G. Leeh, A. MEnery et M. Wynne.  Corpus Annotation , Chapitre
Further Levels of Annotation, pages 85101. London: Longman, 1997.
INRIA
Utilisation de la linguistique en reonnaissane de la parole 67
[LSHS04℄ Y. Liu, A. Stolke, M. P. Harper et E. Shriberg.  Comparing and
Combining Generative and Posterior Probability Models: Some Advanes in
Sentene Boundary Detetion in Speeh . Dans Pro. of the Conferene on
Empirial Methods in Natural Language Proessing (EMNLP), Barelone,
Espagne, 2004.
[LST92℄ J. Lafferty, D. Sleator et D. Temperley.  Grammatial Trigrams: A
Probabilisti Link Grammar . Dans Pro. of the AAAI Fall Symposium on
Probabilisti Approahes to Natural Language, Cambridge, Massahusetts,
États-Unis, 1992.
[MAB03℄ A. Mendes, R. Amaro et M. F. Baelar do Nasimento.  Reusing
Available Resoures for Tagging a Spoken Portuguese Corpus . Dans Pro.
of the Workshop on Tagging and Shallow Proessing of Portuguese (TASHA),
Lisbonne, Portugal, 2003.
[MBS00℄ L.Mangu, E. Brill et A. Stolke.  Finding Consensus in Speeh Reog-
nition: Word Error Minimization and Other Appliations of Confusion Net-
works . Computer Speeh and Language, 14(4):373400, 2000.
[Mel00℄ L. Melis.  Le français parlé et le français érit, une opposition à géométrie
variable . Romaneske, 25(3):5666, 2000.
[MG03℄ A. Moreno et J. M. Guirao.  Tagging a Spontaneous Speeh Corpus of
Spanish . Dans Pro. of Reent Advanes in Natural Language Proessing
(RANLP), Borovets, Bulgarie, 2003.
[MI96℄ M.Meteer et R. Iyer. Modeling Conversational Speeh for Speeh Reog-
nition . Dans Pro. of the Conferene on Empirial Methods in Natural Lan-
guage Proessing (EMNLP), Philadelphie, Pennsylvanie, États-Unis, 1996.
[MLN97℄ S. C. Martin, J. Liermann et H. Ney.  Adaptive Topi Dependent Lan-
guage Modelling Using Word-Based Varigrams . Dans Pro. of the 5th Eu-
ropean Conferene on Speeh Communiation and Tehnology (Eurospeeh),
Rhodes, Grèe, 1997.
[MM92℄ G. Maltese et F. Manini.  An Automati Tehnique to Inlude Gram-
matial and Morphologial Information in a Trigram-Based Statistial Lan-
guage Model . Dans Pro. of the IEEE International Conferene on Aous-
tis, Speeh, and Signal Proessing (ICASSP), volume 1, San Franiso, Cal-
ifornie, États-Unis, 1992.
[Moo99℄ R. C. Moore.  Computational Models of Speeh Pattern Proessing ,
Chapitre Using Natural-Language Knowledge Soures in Speeh Reogni-
tion, pages 304327. Springer-Verlag, 1999.
[MPM89℄ R. Moore, F. Pereira et H. Murveit.  Integrating Speeh and Natural-
Language Proessing . Dans Pro. of the DARPA Speeh and Natural Lan-
guage Workshop, Philadelphie, Pennsylvanie, États-Unis, 1989.
RR n° 5917
68 S. Huet, P. Sébillot & G. Gravier
[MSZ02℄ X. Mou, S. Seneff et V. Zue.  Integration of Supra-Lexial Linguisti
Models with Speeh Reognition Using Shallow Parsing and Finite State
Transduers . Dans Pro. of the 7th International Conferene on Spoken
Language Proessing (ICSLP), Denver, Colorado, États-Unis, 2002.
[NEB
+
99℄ A. Nasr, Y. Estève, F. Béhet, T. Spriet et R. de Mori.  A Lan-
guage Model Combining N-Grams and Stohasti Finite State Automata .
Dans Pro. of the 6th European Conferene on Speeh Communiation and
Tehnology (Eurospeeh), volume 5, Budapest, Hongrie, 1999.
[NG01℄ J. Nivre et L. Grönqvist.  Tagging a Corpus of Spoken Swedish . In-
ternational Journal of Corpus Linguistis, 6(1):4778, 2001.
[NW96a℄ T. R. Niesler et P. C. Woodland.  Combination of Word-Based and
Category-Based Language Models . Dans Pro. of the 4th International
Conferene on Spoken Language Proessing (ICSLP), volume 1, Philadelphie,
Pennsylvanie, États-Unis, 1996.
[NW96b℄ T. R.Niesler et P. C.Woodland.  A Variable-Length Category-Based N-
Gram Language Model . Dans Pro. of the IEEE International Conferene
on Aoustis, Speeh, and Signal Proessing (ICASSP), volume 1, Atlanta,
Géorgie, États-Unis, 1996.
[NWW98℄ T. R. Niesler, E. W. D. Whittaker et P. C. Woodland.  Compari-
son of Part-of-Speeh and Automatially Derived Category-Based Language
Models for Speeh Reognition . Dans Pro. of the IEEE International
Conferene on Aoustis, Speeh, and Signal Proessing (ICASSP), Seattle,
Washington, États-Unis, 1998.
[ONA97℄ S. Ortmanns, H. Ney et X. Aubert.  A Word Graph Algorithm for
Large Voabulary Continuous Speeh Reognition . Computer, Speeh and
Language, 11(1):4372, 1997.
[Pal03℄ D. S. Pallett.  A Look at NIST's Benhmark ASR Tests: Past, Present,
and Future . Dans Pro. of the IEEE Workshop Automati Speeh Reog-
nition and Understanding, St. Thomas, îles Vierges, États-Unis, 2003.
[PH04℄ B. Pallaud et S. Henry.  Amores de mots et répétitions : des hésitations
plus que des erreurs en français parlé . Dans Ates des 7èmes Journées in-
ternationales d'Analyse statistique des Données Textuelles (JADT), Louvain-
la-Neuve, Belgique, 2004.
[PMVGL03℄ F. Perraud, E. Morin, C. Viard-Gaudin et P.-M. Lallian.  Modèles
N-grammes et N-lasses pour la reonnaissane de l'ériture manusrite en-
ligne . Traitement Automatique des Langues (TAL), 44(1):6392, 2003.
[Pol03℄ A. Polguère. Lexiologie et sémantique lexiale : notions fondamentales.
Les Presses de l'Université de Montréal, 2003.
[PPM04℄ A. Panunzi, E. Pihi et M. Moneglia.  Using PiTagger for Lemmati-
zation and PoS Tagging of a Spontaneous Speeh Corpus: C-Oral-Rom Ital-
INRIA
Utilisation de la linguistique en reonnaissane de la parole 69
ian . Dans Pro. of the 4th International Conferene on Language Resoures
and Evaluation (LREC), volume 2, Lisbonne, Portugal, 2004.
[PS01℄ F. Peng et D. Shuurmans.  A Simple Closed-Class/Open-Class Fator-
ization for Language Modeling . Dans Pro. of the 6th Natural Language
Proessing Pai Rim Symposium (NLPRS), Tokyo, Japon, 2001.
[Rab89℄ L. Rabiner.  A Tutorial on Hidden Markov Models and Seleted Applia-
tions in Speeh Reognition . Pro. of the IEEE, 77(2):257285, 1989.
[RBW96℄ K. Ries, F. D. Buø et A.Waibel.  Class Phrase Models for LanguageMod-
eling . Dans Pro. of the 4th International Conferene on Spoken Language
Proessing (ICSLP), volume 1, Philadelphie, Pennsylvanie, États-Unis, 1996.
[Roa01℄ B. Roark.  Probabilisti Top-Down Parsing and Language Modelling .
Computational Linguistis, 27(2):249276, 2001.
[Ros94℄ R. Rosenfeld.  A Hybrid Approah to Adaptive Statistial Language
Modeling . Dans Pro. of the ARPA Workshop on Human Language Teh-
nology, Plainsboro, New Jersey, États-Unis, 1994.
[Ros96℄ R. Rosenfeld.  A Maximum Entropy Approah to Adaptive Statistial
Language Modeling . Computer, Speeh and Language, 10:187228, 1996.
[Ros00a℄ R. Rosenfeld.  Inorporating Linguisti Struture into Statistial Lan-
guage Models . Philosophial Transations: Mathematial, Physial and
Engineering Sienes, 358:13111324, 2000.
[Ros00b℄ R. Rosenfeld.  Two Deades of Statistial Language Modeling: Where do
we Go from Here? . Pro. of the IEEE, 88(8):12701278, 2000.
[SA90℄ R. Shwartz et S. Austin.  Eient, High-Performane Algorithms for
N-Best Searh . Dans Pro. of the DARPA Speeh and Natural Language
Workshop, Hidden Valley, Pennsylvanie, États-Unis, 1990.
[Sh94℄ H. Shmid.  Probabilisti Part-of-Speeh Tagging Using Deision Trees .
Dans Pro. of the International Conferene on New Methods in Language
Proessing, Manhester, Royaume-Uni, 1994.
[Sh95℄ H. Shmid.  Improvements in Part-of-Speeh Tagging with an Appliation
to German . Dans Pro. of the ACL SIGDAT Workshop, Dublin, Irlande,
1995.
[SCL92℄ K.-Y. Su, T.-H. Chiang et Y.-C. Lin.  A Unied Framework to Inorporate
Speeh and Language Information in Spoken Language Proessing . Dans
Pro. of the IEEE International Conferene on Aoustis, Speeh, and Signal
Proessing (ICASSP), volume 1, San Franiso, Californie, États-Unis, 1992.
[Sen92℄ S. Seneff.  TINA: a Natural Language System for Spoken Language Ap-
pliations . Computational Linguistis, 18(1):6186, 1992.
[SG04℄ H. Shwenk et J.-L. Gauvain.  Neural Network Language Models for
Conversational Speeh Reognition . Dans Pro. of the 8th International
RR n° 5917
70 S. Huet, P. Sébillot & G. Gravier
Conferene on Spoken Language Proessing (ICSLP), île de Jeju, Corée du
Sud, 2004.
[Shr94℄ E. Shriberg.  Preliminaries to a Theory of Speeh Disuenies . Thèse
de dotorat, University of California, Berkeley, Californie, États-Unis, 1994.
[Shr01℄ E. Shriberg.  To Errrr is Human: Eology and Aoustis of Speeh
Disuenies . Journal of the International Phoneti Assoiation, 31(1):153
169, 2001.
[SMZ95℄ S. Seneff, M. MCandless et V. Zue.  Integrating Natural Language
into the Word Graph Searh for Simultaneous Speeh Reognition and Un-
derstanding . Dans Pro. of the 4th European Conferene on Speeh Com-
muniation and Tehnology (Eurospeeh), Madrid, Espagne, 1995.
[SO96℄ M.-H. Siu et M. Ostendorf.  Modeling Disuenies in Conversational
Speeh . Dans Pro. of the 4th International Conferene on Spoken Lan-
guage Proessing (ICSLP), volume 1, Philadelphie, Pennsylvanie, États-Unis,
1996.
[SO00℄ M.-H. Siu et M. Ostendorf.  Variable N-Grams and Extensions for Con-
versational Speeh Language Modeling . IEEE Transations on Speeh and
Audio Proessing, 8(1):6375, 2000.
[SR97℄ K. Seymore et R. Rosenfeld.  Using Story Topis for Language Model
Adaptation . Dans Pro. of the 5th European Conferene on Speeh Com-
muniation and Tehnology (Eurospeeh), Rhodes, Grèe, 1997.
[SR99℄ C. Samuelsson et W. Reihl.  Class-Based Language Model for Large-
Voabulary Speeh Reognition Extrated from Part-of-Speeh Statistis .
Dans Pro. of the IEEE International Conferene on Aoustis, Speeh, and
Signal Proessing (ICASSP), volume 1, Phoenix, Arizona, États-Unis, 1999.
[SS94℄ A. Stolke et J. Segal.  Preise N-Gram Probabilities from Stohas-
ti Context-Free Grammars . Dans Pro. of the 32nd Annual Meeting of
the Assoiation for Computational Linguistis (ACL), Las Crues, Nouveau
Mexique, États-Unis, 1994.
[SS96℄ A. Stolke et E. Shriberg.  Statistial Language Modeling for Speeh
Disuenies . Dans Pro. of the IEEE International Conferene on Aous-
tis, Speeh, and Signal Proessing (ICASSP), volume 1, Atlanta, Géorgie,
États-Unis, 1996.
[STHKN95℄ E. G. Shukat-Talamazzini, R. Hendryh, R. Kompe et H. Niemann.
 Permugram Language Models . Dans Pro. of the 4th European Con-
ferene on Speeh Communiation and Tehnology (Eurospeeh), volume 3,
Madrid, Espagne, 1995.
[Sto95℄ A. Stolke.  An Eient Probabilisti Context-Free Parsing Algorithm
that Computes Prex Probabilities . Computational Linguistis, 21(2):165
202, 1995.
INRIA
Utilisation de la linguistique en reonnaissane de la parole 71
[Sto97℄ A. Stolke.  Linguisti Knowledge and Empirial Methods in Speeh
Reognition - Natural Language Proessing . AI Magazine, 18(4), 1997.
[Str03℄ S. Strassel.  Simple Metadata Annotation Speiation. Version 5.0 .
Linguisti Data Consortium, 2003.
[SW94℄ B. Suhm et A. Waibel.  Towards Better Language Models for Sponta-
neous Speeh . Dans Pro. of the 3rd International Conferene on Spoken
Language Proessing (ICSLP), volume 2, Yokohama, Japon, 1994.
[SWH03℄ S. Seneff, C. Wang et T. J. Hazen.  Automati Indution of N-Gram
Language Models from a Natural Language Grammar . Dans Pro. of the
8th European Conferene on Speeh Communiation and Tehnology (Eu-
rospeeh), Genève, Suisse, 2003.
[TK95℄ M. Tamoto et T. Kawabata.  Clustering Word Category Based on Bino-
mial Posteriori Coourrene Distribution . Dans Pro. of the IEEE Inter-
national Conferene on Aoustis, Speeh, and Signal Proessing (ICASSP),
Detroit, Mihigan, États-Unis, 1995.
[TN97℄ C. Tillmann et H. Ney.  Word Triggers and the EM Algorithm . Dans
Pro. of the Workshop Computational Natural Language Learning (CoNLL
97), Madrid, Espagne, 1997.
[UNY
+
02℄ K. Uhimoto, C. Nobata, A. Yamada, S. Sekine et H. Isahara.  Mor-
phologial Analysis of the Spontaneous Speeh Corpus . Dans Pro. of the
19th International Conferene on Computational Linguistis (COLING), vol-
ume 2, Taipei, Taiwan, 2002.
[VAR99℄ D. Vaufreydaz, M.Akbar et J.Rouillard.  Internet Douments: a Rih
Soure for Spoken Language Modeling . Dans Pro. of the IEEE Workshop
Automati Speeh Reognition and Understanding (ASRU), Keystone, Col-
orado, États-Unis, 1999.
[VEZD00℄ F. Van Eynde, J. Zavrel et W. Daelemans.  Part of Speeh Tagging and
Lemmatisation for the Spoken Duth Corpus . Dans Pro. of the Conferene
on Language Resoures and Evaluation (LREC), Athènes, Grèe, 2000.
[VKDS04℄ D. Vergyri, K. Kirhhoff, K. Duh et A. Stolke.  Morphology-Based
Language Modeling for Arabi Speeh Reognition . Dans Pro. of the 8th
International Conferene on Spoken Language Proessing (ICSLP), île de
Jeju, Corée du Sud, 2004.
[VV99℄ A. Valli et J. Véronis.  Étiquetage grammatial de orpus oraux : prob-
lèmes et perspetives . Revue française de linguistique appliquée, 4(2):113
133, 1999.
[Vér04℄ J. Véronis.  Le traitement automatique des orpus oraux . TAL, 45(2):7
14, 2004.
[WH02℄ W. Wang et M. P. Harper.  The SuperARV Language Model: Investigat-
ing the Eetiveness of Tightly Integrating Multiple Knowledge Soures .
RR n° 5917
72 S. Huet, P. Sébillot & G. Gravier
Dans Pro. of the Empirial Methods in Natural Language Proessing Con-
ferene (EMNLP), Philadelphie, Pennsylvanie, États-Unis, 2002.
[WHS03℄ W. Wang, M. P. Harper et A. Stolke.  The Robustness of an Almost-
Parsing Language Model Given Errorful Training Data . Dans Pro. of the
IEEE International Conferene on Aoustis, Speeh, and Signal Proessing
(ICASSP), volume 1, Hong Kong, Chine, 2003.
[WK99℄ J. Wu et S. Khudanpur.  Combining Nonloal, Syntati and N-Gram
Dependenies in Language Modeling . Dans Pro. of the 5th European Con-
ferene on Speeh Communiation and Tehnology (Eurospeeh), Budapest,
Hongrie, 1999.
[WLH02℄ W. Wang, Y. Liu et M. P. Harper.  Resoring Eetiveness of Language
Models Using Dierent Levels of Knowledge and their Integration . Dans
Pro. of the IEEE International Conferene on Aoustis, Speeh, and Signal
Proessing (ICASSP), volume 1, Orlando, Florida, États-Unis, 2002.
[WMH00℄ Y.-Y. Wang, M. Mahajan et X. Huang.  A Unied Context-Free Gram-
mar and N-GramModel for Spoken Language Proessing . Dans Pro. of the
IEEE International Conferene on Aoustis, Speeh, and Signal Proessing
(ICASSP), volume 3, Istanbul, Turquie, 2000.
[WSH04℄ W. Wang, A. Stolke et M. P. Harper.  The Use of a Linguistially
Motivated Language Model in Conversational Speeh Reognition . Dans
Pro. of the IEEE International Conferene on Aoustis, Speeh, and Signal
Proessing (ICASSP), volume 1, Montréal, Canada, 2004.
[WW01℄ E. W. D. Whittaker et P. C. Woodland.  Eient Class-Based
Language Modelling for Very Large Voabularies . Dans Pro. of the
IEEE International Conferene on Aoustis, Speeh, and Signal Proessing
(ICASSP), volume 1, Salt Lake City, Utah, États-Unis, 2001.
[YS99℄ H. Yamamoto et Y. Sagisaka.  Multi-Class Composite N-Gram Based on
Connetion Diretion . Dans Pro. of the IEEE International Conferene
on Aoustis, Speeh, and Signal Proessing (ICASSP), volume 1, Phoenix,
Arizona, États-Unis, 1999.
[ZW98℄ K. Zehner et A. Waibel.  Using Chunk Based Partial Parsing of Spon-
taneous Speeh in Unrestrited Domains for Reduing Word Error Rate in
Speeh Reognition . Dans Pro. of the 36th Annual Meeting of the Assoi-
ation for Computational Linguistis and the 17th International Conferene
on Computational Linguistis (COLING-ACL), Montréal, Canada, 1998.
[ÉD04℄ Équipe DELIC.  Présentation du orpus de référene du français parlé .
Reherhes sur le français parlé, 18, 2004.
INRIA
Unité de recherche INRIA Rennes
IRISA, Campus universitaire de Beaulieu - 35042 Rennes Cedex (France)
Unité de recherche INRIA Futurs : Parc Club Orsay Université - ZAC des Vignes
4, rue Jacques Monod - 91893 ORSAY Cedex (France)
Unité de recherche INRIA Lorraine : LORIA, Technopôle de Nancy-Brabois - Campus scientifique
615, rue du Jardin Botanique - BP 101 - 54602 Villers-lès-Nancy Cedex (France)
Unité de recherche INRIA Rhône-Alpes : 655, avenue de l’Europe - 38334 Montbonnot Saint-Ismier (France)
Unité de recherche INRIA Rocquencourt : Domaine de Voluceau - Rocquencourt - BP 105 - 78153 Le Chesnay Cedex (France)
Unité de recherche INRIA Sophia Antipolis : 2004, route des Lucioles - BP 93 - 06902 Sophia Antipolis Cedex (France)
Éditeur
INRIA - Domaine de Voluceau - Rocquencourt, BP 105 - 78153 Le Chesnay Cedex (France)
http://www.inria.fr
ISSN 0249-6399
