Abstract. We consider a problem of stabilization of the linearized Schrödinger equation using boundary actuation and measurements. We propose two different control designs. First, a simple proportional collocated boundary controller is shown to exponentially stabilize the system. However, the decay rate of the closed-loop system cannot be prescribed. The second, full-state feedback boundary control design, achieves an arbitrary decay rate. We formally view the Schrödinger equation as a heat equation in complex variables and apply the backstepping method recently developed for boundary control of reaction-advection-diffusion equations. The resulting controller is then supplied with the backstepping observer to obtain an output-feedback compensator. The designs are illustrated with simulations. For exact controllability and observability results, see [10, 19, 16] .
1. Introduction. We consider a problem of stabilization of the linearized Schrö-dinger equation using boundary actuation and measurements. The existing results on the boundary control of the Schrödinger equation usually use the simple "passive damper" feedback [17, 6] most commonly used for stabilization of the wave equation. For exact controllability and observability results, see [10, 19, 16] .
We propose two novel control designs. First, a proportional collocated boundary controller is shown to exponentially stabilize the system. The controller is simple and uses only boundary measurements of the state (rather than measurements of the time derivative of the state in case of "passive damper" controllers). However, the decay rate of the closed-loop system cannot be arbitrarily prescribed.
Our second approach relies on the backstepping method recently developed for parabolic PDEs [20, 21] . The idea of the design is to formally consider the Schrödinger equation as a complex-valued heat equation and apply the method developed in [20] . This method uses invertible Volterra integral transformation together with the boundary feedback to convert the unstable plant into a well-damped target system. The kernel of this transformation satisfies a certain PDE, which turns out to be solvable in closed form. The proposed full-state design is explicit and achieves an arbitrary decay rate of the closed-loop system. The interest in achieving arbitrary decay rates in stabilization of distributed parameter systems goes back to at least Theorem 2.1 in [22] .
We also develop dual backstepping observers that require only boundary sensing. These observers are combined with the backstepping controllers to obtain a collocated output-feedback compensator.
Collocated boundary controller.
Consider the linearized Schrödinger equation (1) ψ t (x, t) = −jψ xx (x, t), 0 < x < 1, where ψ is a complex-valued state and j is the imaginary unit. We assume the following boundary conditions:
ψ(1, t) = u(t) , (3) where u is the control input. With u = 0, this system displays oscillatory behavior and is not asymptotically stable (all the eigenvalues lie on the imaginary axis).
The idea for our first control design comes from the consideration of the L 2 energy of the system |ψ(x, t)| 2 dx .
Differentiating E with respect to time, we get (5)Ė(t) = ju(t)ψ x (1, t).
If we take
The above inequality certainly does not imply that the controller (6) achieves asymptotic stability; it only gives an indication that the proposed controller is potentially useful. We are going to investigate the properties of the closed-loop system
using the Riesz spectral method.
Define the system operator A 0 in H = L 2 (0, 1) as
Then the system (8)-(10) can be written as an evolutionary equation in H:
Lemma 2.1. Let the operator A 0 be defined by (11) . Then the following hold.
0 is compact on H and hence σ(A 0 ), the spectrum of A 0 , consists of isolated eigenvalues of finite algebraic multiplicity only.
(ii) A 0 is dissipative and generates a C 0 -semigroup of contractions on H.
Proof. The proof of a generalized version of this lemma (for multidimensional systems) can be found in [12] . For completeness, here we give a short proof for the one-dimensional case. A straightforward computation shows that
Statement (i) follows from the Sobolev embedding theorem. Another direct computation shows that (14) Re
therefore (ii) follows from the Lumer-Phillips theorem [18, Theorem 4.3, p. 14] . Let us compute the eigenvalues of operator A 0 :
i.e.,
The solution to (16) - (18) is (19) ϕ(x) = cosh jρx , where ρ satisfies
Suppose that
where n is a sufficiently large integer. Substituting (21) into (20), we obtain
Hence,
and therefore
The corresponding eigenfunctions are
Since {cos nπx, n ≥ 0} forms an (orthogonal) Riesz basis for H, we immediately obtain the following result by Theorem 6.3 of [4] (see also [3] ). Theorem 2.2. Let the operator A 0 be defined by (11) . Then, there exists a sequence of generalized eigenfunctions of A 0 , which forms a Riesz basis for H. Moreover, the following statements hold:
(i) All eigenvalues with sufficiently large modules are algebraically simple.
(ii) Eigenvalues have the asymptotic expansion (24), where n's are positive integers.
(iii) The spectrum-determined growth condition holds true for the semigroup e A0t : S(A 0 ) = ω(A 0 ), where S(A 0 ) is the spectral bound of A 0 and ω(A 0 ) is the growth order of e A0t . (iv) The semigroup e A0t is exponentially stable:
where M, ω are positive constants. Therefore, the energy of the system (12) decays exponentially in the following sense:
Proof. The statements (i)-(iii) follow from Theorem 6.3 of [4] and (25) . To show (iv), it suffices to show that there are no eigenvalues of A on the imaginary axis. Obviously, zero is not the eigenvalue. Let λ = ja, where a is real and positive; then ρ = √ ja. Substituting this into (20), we get
The right-hand side of this equation is real, while the left-hand side is on the unit circle; therefore, it can only be equal to 1 or −1. We get
It is clear that neither equation is satisfied when c 1 > 0, and therefore there are no eigenvalues on the imaginary axis. Remark 2.3. We should point out that the result (iv) of Theorem 2.2 has previously been proved in a much more general setting; see [12, 13] . However, Theorem 2.2 shows that for this one-dimensional case the Riesz basis approach provides more profound results than just exponential stability. These results are summarized in statements (i)-(iii).
The control law (6) is simple and requires only boundary observation. However, we should stress that the asymptotic expansion (24) , while clearly indicating that high eigenvalues have a negative real part proportional to the feedback gain c 1 , does not give us a clue on how the low-number eigenvalues behave when c 1 increases. Only the numerical analysis can provide us with the clear picture.
In Figure 1 to the left, except for the eigenvalue with the lowest imaginary part. One can only move the real part of that eigenvalue to −1.4 (for c 1 ≈ 2.3), and further increasing c 1 just moves this eigenvalue back to the imaginary axis. Since the mode corresponding to that eigenvalue carries the most energy, it is desirable to have the controller that can move it arbitrarily to the left.
Backstepping design. Consider again the plant
We propose considering (27)-(29) formally as a heat equation with the imaginary diffusion coefficient and solving the stabilization problem using the backstepping control design for parabolic PDEs [20] . Consider the transformation
where k(x, y) is a complex-valued function that satisfies the PDE
with c > 0. It is straightforward to show that this transformation maps (1), (2) into the following target system:
The eigenvalues of this system are
therefore, the design parameter c allows us to move them arbitrarily to the left in the complex plane. The control law is obtained by setting x = 1 in (30):
where k(1, y) is obtained from the solution to the PDE (31)-(33), which is [20] k(x, y) = −cjx
Here I 1 (·) is the modified Bessel function and ber 1 (·) and bei 1 (·) are the Kelvin functions, which are defined in terms of I 1 as follows [23] :
From the second equality in (39) we see that the kernel k is C ∞ in both variables in the triangle region defined by the inequalities 0 ≤ y ≤ x ≤ 1 since the series
and the corresponding series obtained by term-by-term differentiation with respect to x and y is absolutely convergent. Therefore, k(1, y) makes sense in the feedback law (38). The precise statement of stability of the closed-loop system (1), (2), (38), (39) is given by the following theorem.
Theorem 3.1. Consider the system
, where the operator A is defined as
and k is given by (39). Then, there exists a sequence of eigenfunctions of A, which forms a Riesz basis for H. Moreover, the following statements hold: (i) The eigenvalues of A are given by (37).
(ii) The spectrum-determined growth condition holds true for the semigroup e At . (iii) The semigroup e
At is exponentially stable in the sense
where M > 0 and c is an arbitrary positive design parameter. Proof. The main idea of the proof is to first establish well-posedness and stability of the target system (34)-(36) and then to use the fact that the transformation (30) is invertible to get well-posedness and stability of the closed-loop system. One can write (34)-(36) as
on H, where the operator B is defined by
A simple computation shows that eigenvalues of B are (45)
and the corresponding eigenfunctions are
which forms an (orthogonal) Riesz basis for H. This shows that the spectrum-determined growth condition holds for (43). Therefore, there exists a constant M 1 > 0 such that
One can show by direct substitution that the transformation
with [20, 23] l(x, y) = −cjx
where J 1 is the Bessel function, is inverse to the transformation (30). Using the same argument as for the kernel k, we conclude from the second equality in (49) that the kernel l is C ∞ in both variables in the triangle region defined by inequalities 0 ≤ y ≤ x ≤ 1. Therefore, the transformations defined by (30) and (48) are bounded on H. Let us rewrite these transformations in the form
where both I − P and (I − P) −1 are bounded on H. A simple calculation shows that A(I − P) = (I − P)B, that is,
where A is defined by (42). Hence, (µ, φ) is an eigenpair of B if and only if (µ, (I −P)φ) is an eigenpair of A. This fact, together with the spectral properties of B (see (44)- (46)) and the relation e At = (I − P)e Bt (I − P) −1 , gives the properties of A stated in the theorem.
Remark 3.2. In the proof of Theorem 3.1, the well-known property (47) of the operator B is rederived using the Riesz basis approach so that the Riesz basis property can be established for the operator A. This allows us to strengthen the arbitrary decay property (iii) with properties (i) and (ii). This remark is also relevant for Theorems 3 and 4.
Remark 3.3. It is possible to combine the feedback law (38) with the design presented in section 2. In order to do this, one modifies the target system (34)-(36) by replacing the boundary condition (36) with
Then the combined controller for the Schrödinger equation becomes
4. Observer design. The controller (38) relies on full-state measurements. Let us assume now that only boundary measurements are available (so that ψ x (1) is measured and ψ(1) is actuated). We are going to design the observer which closely follows the observer design presented in [21] for the heat equation. We denote the estimate of the state byψ and use the observer
which is in a familiar form of the copy of the plant (27)-(29) plus output injection with the observer gain p 1 (x) to be designed.
The observer errorψ = ψ −ψ satisfies the PDẼ
Note that the integral runs from x to 1 here, which is the consequence of the collocated input-output architecture. Let us select the target system for the observer error as w t (x, t) = −jw xx (x, t) −cw(x, t), (59)w
The design parameterc allows to set the desired observer convergence rate (which usually needs to be faster than the closed-loop system decay rate −c). Substituting the transformation (58) into (55)-(57) and matching the terms, we get the following conditions on p(x, y) which form a PDE:
The observer gain p 1 (x) is computed from p(x, y) as follows:
The PDE (62)-(64) has the following solution [21]:
p(x, y) = jcy
From the second equality in (66) it follows that p is C ∞ in both variables in the triangle region defined by inequalities 0 ≤ x ≤ y ≤ 1. Using (65) we get the observer gain
which is C ∞ in x. Note that whenc = c, we have p 1 (x) = jk(1, x), which is the well-known duality property between observer and control gains.
The result of this section is summarized in the following theorem. Theorem 4.1. Consider the system
, where the operatorÃ is defined as
and p 1 (x) is given by (67). Then, there exists a sequence of eigenfunctions ofÃ, which forms a Riesz basis for H. Moreover, the following statements hold.
(i) The eigenvalues ofÃ are
(ii) The spectrum-determined growth condition holds true for the semigroup eÃ t .
(iii) The semigroup eÃ t is exponentially stable in the sense
where M 2 > 0 andc is an arbitrary positive design parameter. Proof. The proof closely follows the proof of Theorem 3.1. We define the operator B asB
and write the system (59)-(61) on H as
Since the operatorB is the same as B (with c replaced byc), using the same arguments as in the proof of Theorem 3.1, we get that there exists a sequence of eigenfunctions ofB, which forms a Riesz basis for H. Writing the transformation (58) in the form
and using the fact that both I −P and (I −P) −1 are bounded operators on H due to the C ∞ property of p(x, y), we obtaiñ
The results (i)-(iii) follow immediately from the spectral properties ofB and the relations
5. Output-feedback compensator. In this section we combine the observer (52)-(54) with the state feedback controller developed in section 3:
The result is an output-feedback compensator which is the alternative to (6) . Under the feedback (75), the plant (27)-(29) becomes
whereψ is the solution of (55)-(57). Applying the transformation (30), we obtain
Nowψ in (78) can be expressed throughw using the transformation (58):
The above PDE together with (59)-(61) gives the following system (v,w) in H × H, equivalent to the closed-loop system (ψ,ψ):
where
. In order to discuss the well-posedness of system (85)-(89) in a suitable state space, we introduce an operator (90) ∆f
The operator ∆ is self-adjoint and positive definite in H. We can easily find the analytic expression of ∆ 1/2 :
Since ∆ has eigenpairs {(λ n = n − 
Let Define the system operator A : D(A)(⊂ X) → X for (85)- (89) as follows:
Then the system (85)-(89) can be written as an evolutionary equation in X:
Theorem 5.1. Let A be defined by (93) and suppose that c =c. Then, there exists a sequence of eigenfunctions of A, which forms a Riesz basis for X. Moreover, the eigenvalues of A are
and the following statements hold: (i) The spectral growth condition holds for the semigroup e At generated by A in X. (ii) The solution of (94) satisfies
Since c =c, we have cosh j(c + λ n2 ) = 0 for any n ≥ 1. Using (44)-(46), we get two families of eigenpairs {(λ n1 , F n1 ), (λ n2 , F n2 )} ∞ n=1 of A as follows:
Note that since {b n } are the Fourier coefficients of L(x) under the orthonormal basis { √ 2 cos(n − 1/2)πx} in H, we have
For any n ≥ 1 we have
Using (100)- (102), we get
uniformly for x ∈ [0, 1], where C 0 > 0 is a constant independent of n. Define
forms an (orthogonal) Riesz basis for X, and it follows from (98)-(103) that
By Bari's theorem [2, Theorem 2.3, p. 317], we get that {F n1 , F n2 } ∞ n=1 forms a Riesz basis for X. This, together with the expression of eigenvalues in (98), gives the required results.
For c =c, it is not easy to find out whether the root subspace of A is complete in X. For this case, the Riesz basis approach cannot be applied, and we address it differently.
Theorem 5.2. Let A be defined by (93). Then A generates a C 0 -semigroup on X. Moreover, for any 0 < ε < min{c,c}, there exists a constant K ε > 0, such that
Proof. Using the definitions of operators B andB (44), (71), let us write the system (85)-(89) as follows (see, e.g., [6, 11] ):
It can be easily shown that b * B * −1 is a bounded operator from H −1 to C, the complex number field. Consider the adjoint system
We can write the solution z explicitly using the orthonormal basis {
Therefore,
By Ingham's theorem [7, Theorem 4.3, p . 59] and (92), for any T > 0, there exists a constant C T > 0 such that
This shows that b is admissible for the semigroup e Bt generated by B on H −1 (see [25] ). Therefore, for any (v(·, 0),w(·, 0)) ∈ X, there exists a unique solution (v,w) ∈ C(0, ∞; X) to system (106) such that
where e Bt is now understood to be the C 0 -semigroup generated by B on H −1 . Therefore, A generates a C 0 -semigroup e At on X. For any 0 < ε < min{c,c}, (108)
Since −c + ε < 0, −c + ε < 0, and e εs f (s) ∈ L 2 (0, ∞; C), it follows from (47), (73), and (7.4.1.2) of [14, Theorem 7.4.1.1, p. 654] (note that we use (7.4.2) of [14] only for the = 0 there) that
This, together with (108) and the assumptions −c + ε < 0, −c + ε < 0, proves that
By Theorem 4.1 in [18] , there exist constants K 0 , δ > 0 such that
The proof is completed. Remark 5.3. A comparison of Theorems 5.1 and 5.2 shows that the Riesz basis approach leads to more profound results in the case of c =c; in particular, the spectral growth condition and the exact decay rate are established.
6. Simulation. The results of numerical simulation of two designs proposed in the paper (using finite-difference approximations) are presented in Figures 2-4 . We present only state-feedback simulations since an observer design with (typically desirable)c c would result in an output-feedback controller performing essentially the same as a full-state controller.
In Figure 2 (top) one can see the uncontrolled oscillations of the open-loop system. The closed-loop response for the backstepping control design with c = 6 is shown in the bottom picture of Figure 2 (only for the real part of the state; the imaginary part is similar).
In Figures 3 and 4 we compare the performance of two different control designs (6) and (38) for c 1 = 3 and c = 6, respectively. The coefficients c 1 and c are chosen so that all the modes of the closed-loop system except for first one have approximately the same decay rate in both designs. From the eigenvalue formulae (24) and (37), it follows that the real parts of all eigenvalue pairs except for the first one are ≈ −6. The difference is in the first eigenvalue pair: in the backstepping design, its real part is −6, whereas in design (6), it has a real part of about −1.4 (as discussed in section 2, it cannot be moved further than that to the left in the complex plane; see Figure 1 ).
In Figure 3 (right) the real part of the control input ψ(1, t) is shown. One can see that the backstepping controller is much less aggressive; its peak value is about three times less than that of the control (6) . From Figure 3 (left), we see that the output performance is approximately the same in both designs; the backstepping controller achieves slightly faster convergence to zero.
In Figure 4 we plot the logarithm of the L 2 -norm of the closed-loop state. Up to Re(ψ(1, t)) some point, the energy decays with the same rate in both designs (slope of ≈ −6). At t ≈ 0.45, higher modes die out, and the difference in the decay rate of the first mode in the two designs becomes obvious.
To summarize, both control designs stabilize the plant successfully; however, the more complicated backstepping controller achieves slightly faster convergence with a much smaller control effort.
7. Future work. We have presented two boundary control designs for the Schrödinger equation. It is well known [17] that the linearized Schrödinger equation is equivalent to the Euler-Bernoulli beam model (both real and imaginary parts of the solution to the Schrödinger equation satisfy separate Euler-Bernoulli beam equations). Therefore, the next natural step is to design the stabilizing controllers for the Euler-Bernoulli beam based on the controllers presented in this paper. We should note, however, that the design does not carry over trivially from one system to another because the boundary conditions of the particular setup of the beam (free, hinged, clamped, etc.) do not directly correspond to the boundary conditions of the This result would be significant since even though there is an extensive literature on the control of the Euler-Bernoulli beam, including, among others, [1, 9, 24, 4, 3, 5, 15] , to the best of our knowledge, there are no boundary stabilization results that achieve a prescribed decay rate of the closed-loop system.
