We study the local epsilon constant conjecture as formulated by Breuning in [3] . This conjecture fits into the general framework of the equivariant Tamagawa number conjecture (ETNC) and should be interpreted as a consequence of the expected compatibility of the ETNC with the functional equation of Artin-L-functions.
Introduction
We fix a Galois extension F/E of number fields and set Γ := Gal(F/E). Let S be a sufficiently large finite set of places of E which, in particular, includes all archimedean places and all places which ramify in F/E. Let ζ F/E,S (s) denote the S-truncated equivariant zeta-function of F/E as defined in [5, Sec. 2.3] which takes values in the centre Z(C[Γ]) of the complex group ring C [Γ] . We recall that ζ F/E,S (s) can be considered as the vector consisting of S-truncated Artin L-functions for all irreducible characters of Γ. For each rational integer m we write ζ F/E,S (0) is equivalent to the lifted root number conjecture of Gruenberg, Ritter and Weiss (cf. [11] ), and moreover, is expected to be equivalent to the equivariant Tamagawa number conjecture for the pair (h 0 (Spec(F )), Z[Γ]) (cf. . We also recall that by [1, Rem. 4 
.2 (iv)]
Conjecture 1 implies Chinburg's Ω(2)-conjecture as stated in [9] .
Conjecture 1 is essentially of local nature. In fact, it is a local approach which lies behind the proofs of the known cases mentioned above. Based on this observation, Breuning stated in [3] an independent conjecture for Galois extensions N/K of local number fields. We write G for the Galois group of N/K. Breuning defined an element R N/K in K 0 (Z p [G] , Q p ) incorporating local epsilon constants and algebraic invariants associated to N/K. We will briefly recall the definition of R N/K in Section 2. Breuning stated the following conjecture. Conjecture 2. (cf. [3, Conj. 3.2] ) One has the equality
Since T Ω loc (F/E, 1) is contained in the subgroup K 0 (Z[Γ], Q) it can be studied prime by prime. We let T Ω loc (F/E, 1) p ∈ K 0 (Z p [Γ], Q p ) denote its p-primary part. Then the local conjecture is related to the global conjecture by the equation
where v runs through all places of E above p, w is a fixed place of F lying over v, Γ w denotes the decomposition group and i Γ Γw is the induction map on the relative algebraic K-group, cf. [3, Th. 4.1] .
In [3, 4] Breuning proved Conjecture 2 for tamely ramified extensions, for abelian extensions of Q p with p = 2, for all S 3 -extensions of Q p , and for certain families of dihedral and quaternion extensions. If p is odd, an algorithmic proof for Conjecture 2 is given in [2] for all Galois extensions of degree ≤ 15. If p = 2, the conjecture is also proved in loc.cit. for all non-abelian Galois extensions of Q 2 with [N : Q 2 ] ≤ 15 and, in addition, for all abelian extensions N/Q 2 with [N : Q 2 ] ≤ 7.
In this manuscript we will focus on weakly and wildly ramified extensions N/K of an unramified extension K/Q p . We recall that N/K is weakly ramified, if the second ramification group in lower numbering is trivial.
We state the main result of our work. Theorem 1. Let p be an odd prime and let K/Q p be a finite unramified extension. Let m denote the degree of K/Q p . Let N/K be a weakly and wildly ramified finite abelian extension with cyclic ramification group. Let d denote the inertia degree of N/K and assume that m and d are relatively prime. Then Conjecture 2 is true for N/K.
Remark 1. The assumptions of the theorem imply that the ramification group is cyclic of order p (cf. [15, Cor. 3.4] ). More precisely, |G| = pd, |G 0 | = |G 1 | = p and |G i | = 1 for i ≥ 2. Here G i for i ≥ 0 denotes the higher ramification subgroup.
The invariant R N/K incorporates amongst other terms the equivariant local epsilon constant and a certain equivariant discriminant attached to N/K. Whereas the main ingredient in the definition of the equivariant epsilon constant is a local Gauß sum, equivariant discriminants are closely related to norm-resolvents. The relation between norm-resolvents and Galois Gauß sums in the context of Theorem 1 is analyzed by Pickett and Vinatier in [15] . Indeed, Theorem 2 of loc.cit. was one of the main motivations and a starting point for our project. In addition, the strategy for the proof of Theorem 1 was inspired by the reductions made in Section 3.3 of loc.cit.
The above relation between T Ω loc (F/E, 1) p and R Fw/Ev implies results for global Galois extensions F/E which satisfy the following property.
Property ( * ). We say that the Galois extension F/E of number fields satisfies Property ( * ) if for every wildly ramified place v of E with w|v|p one of the following cases is satisfied Every tamely ramified extension F/E obviously satisfies Property ( * ). It is easy to construct infinite families of weakly and wildly ramified extensions of number fields which satisfy condition d) using class field theory. In particular, if p is an odd prime, E/Q an extension of number fields in which p is unramified and F/E a cyclic extension of degree p which is at most weakly ramified, then F/E satisfies Property ( * ). Corollary 1. Conjecture 1 is valid for all Galois extensions F/E which satisfy Property ( * ).
The projection onto the class group also proves Chinburg's conjecture: Corollary 2. Chinburg's Ω(2)-conjecture is valid for all Galois extensions F/E which satisfy Property ( * ).
Moreover, the functorial properties of [3, Prop. 3.3] imply the following result:
Corollary 3. Conjecture 1 and Chinburg's Ω(2)-conjecture are valid for global Galois extensions F/E for which E ′ ⊆ E ⊆ F ⊆ F ′ with a Galois extension F ′ /E ′ that satisfies Property ( * ).
In Section 2 we will first recall Breuning's conjecture and then give a short description of the organization of the manuscript.
Notations Given a field extension F/E, we will denote the norm and the trace by N F/E and T F/E respectively. If K is a local field, then v K will always denote its normalized valuation. We will write O K and p K for the valuation ring and the maximal ideal respectively. Furthermore, U K will denote the units of O K and U (n) 
The shape of the conjecture
The element R N/K is of the form
where each of the terms is an element in
. This algebraic K-group lies in an exact localization sequence of the form
) is onto, so that in the abelian case we can and will identify
× where χ runs through the set Irr Q c (G).
The term T N/K is called the equivariant local epsilon constant. If K is a finite extension of Q p and χ a character of Gal(K c /K) with values in Q c we write τ K (χ) ∈ Q c for the local Galois Gauß sum as defined in [13, II, Sec. 4] . Let N/K be an abelian extension of p-adic fields and put G := Gal(N/K). We set
Let k : Q c −→ Q c p be any embedding and also write k :
× is defined to be the class represented by k(τ N/K ). By [3, Lemma 2.2] the definition T N/K does not depend on the choice of the embedding k.
We call C N/K the cohomological term. Let L be a full projective Z p [G]-sublattice of O N which is contained in a sufficiently high power of the maximal ideal such that the exponential map of N is defined on L. We recall that in [1, Sec. 3 
. The computation of E(exp(L)) p in our special situation is the technical heart of this paper. We therefore postpone its definition to Section 2.2. For the definition of [L, ρ N , H N ] we just recall that for a normal basis element θ ∈ O N and
denotes the norm resolvent and δ K is a root of the discriminant of K (cf. [3, Lemma 2.7] ).
We continue to describe the correction term M N/K . To simplify the notation we assume that G is abelian. For x ∈ Q p [G] we define an invertible element
Let I be the ramification group of G and let σ ∈ G be a lift of the Frobenius automorphism in G/I.
.
Finally we discuss the unramified term U N/K . We write O t p for the ring of integers in the maximal tamely ramified extension of 
. By Taylor's fixed point theorem it therefore suffices to show that ι(R N/K ) = 0 (cf. [3, Cor. 3.5] ). In the abelian case it therefore suffices to prove that a representative of
Definition of E(X)
Let N/K be a finite Galois extension of p-adic fields with group G. Let X ⊆ U N be any cohomologically trivial 
where Σ := ker(d 2 ) and compute groups of the form Ext 
Without loss of generality we may assume that ϕ is surjective. We then set B := ker(d 1 ) and K := ker(ϕ) and we write i 1 , i 2 and i 3 for the inclusion morphisms
We also choose Q[G]-equivariant sections ρ, σ and τ to the morphisms
r −→ B Q and d 1,Q respectively. We then writeθ for the composite isomorphism
By [1, Lemma 3.7 ] the module K is finitely generated and Z[G]-projective and, moreover,
r , respectively, and let Aθ ∈ Gl r (Q p [G]) denote the matrix which representsθ with respect to this choice of bases. Then E(X) p is represented by det(Aθ).
Plan of the manuscript
In Section 4 we will compute the term E(exp(L)) p for extensions N/K as in Theorem 1 and a special choice of lattice L. The term [L, ρ N , H N ] − T N/K is represented by the quotient of a norm resolvent by Galois Gauß sums. In Section 5 we will use the main result of [15] to quickly compute this term. Finally in Section 6 we calculate M N/K and complete the proof of Theorem 1 by showing that a representative of
The setting
Definitions and notation
In this section we fix the setting in which we will work. We will consider local field extensions as follows.
Here K/Q p is the unramified extension of degree m and K ′ /K is the unramified extension of degree d. We assume throughout that (m, d) = 1. Furthermore, M/K is a weakly and wildly ramified cyclic extension of degree p.
Further we set N = MK ′ , K nr the maximal unramified extension of K and N 0 = K nr N. We will prove Conjecture 2 for the extension N/K.
. Since there will be no ambiguity, we will denote by the same letters a, b their restrictions to N. Then Gal(N/K) = a, b and ord(a) = p, ord(b) = d.
Lemma 3.1.1. Let L/k be a finite tamely ramified Galois extension of p-adic fields. Then there exists a normal integral basis generator of trace one.
is an integral normal basis generator of trace one.
Let us call A such an element for the extension K/Q p and let θ 2 be such an element for the extensionK ′ /Q p .
Proof. By [12, Th. 1.1 and Lemma 1.
For the rest of the paper we fix an element θ 1 ∈ p M as in Lemma 3.1.2. Since a ∈ G 1 \ G 2 , where G i is the i-th ramification group of G = Gal(N/K), we know by
constitute a basis of O K over Z p . In particular, we have the equality A =
Lemma 3.1.3. With the above notation,
Proof. We have
and the right hand side is clearly a multiple of
Now we choose an element x 2 ∈ O Knr so that the class of
Proof. By the choice of x 2 and Lemma 3.1.3 we obtain
Multiplying by α q d 1 and observing α
Now we conclude
where the last congruence follows from (3).
LetN 0 denote the completion of N 0 .
Lemma 3.1.5. For all u ∈ UN 0 there exists z ∈ UN 0 such that
) and the element γ can be chosen so that
Proof. The first part of the lemma is contained in [14, Sec. V, Lemma 2.1]. The second part follows from the constructions made in the proof of loc.cit. combined with Lemma 3.1.4. For the reader's convenience we carry out the details.
Since the residue field of N 0 is algebraically closed, there exists a solution
. Now let us assume that i ≥ 2 and that we have an element z i−1 ∈ U N 0 such that z
Multiplying by θ
) and easily verify that z
). The z i form a Cauchy sequence which converges to an element z ∈ UN 0 with the requested properties.
If
, then by Lemma 3.1.4 we can start the construction of the sequence of the z i from the element z 2 = ζ q d −1 (1 + x 2 θ 1 ) and take γ = z p+1 .
For the rest of the paper we fix an element γ ∈ U N 0 as in Lemma 3.1.5.
Some preliminary results
In this subsection we collect some preliminary results which will be needed in Section 4. We assume all the notations introduced in Subsection 3.1.
Lemma 3.2.1. We have
, we obtain 
Proof. One can take, for example,
Proof. Easy exercise.
Proof. We have to show that v N (x a−1 −1) = 1 which is equivalent to
N . By our assumptions we have 
N . In the following we write (T a , (a − 1)
j where j is a non-negative integer. 
Finally, in order to complete the proof, we recall that [p N : p j+1 N ] = q dj and note that the q dj elements in
The computation of E(exp(L)) p
We assume the notations introduced in the previous section. We put L := pp N = p In this section we will compute a representative in
) p as described at the end of Section 2.2.
The local fundamental class
We will need the algebra N nr = K nr ⊗ K N, on which the group Gal(K nr /K) × G acts canonically. We obtain an isomorphism
For later reference we explicitly describe the action for some particular elements (see [9, Sec. VI]): (F × 1)(x 1 , x 2 
In particular, we deduce from (4)
L for each non-negative integer s. Proof. Analogous to the proof of [9, Prop. 6.1].
Let
and let
Note that the assignment v k,j → α k w j induces an isomorphism
of free Z p [G]-modules.
In the following we let [x 1 , . . . , 
Further, X(2) := ker(δ 2 | F ′ ) and f 4 is the restriction of f 3 to X(2) ⊕ F .
Proof. Straightforward verification.
The diagram in Lemma 4.1.2 will be fundamental for our proof of Theorem 1. We will use the top exact sequence to compute groups of the form Ext Lemma 4.1.5. We have
Proof. The inclusion "⊇" is immediate from the definition of δ 2 . Let us consider the reverse inclusion. Let
with α i,j , β i,j ∈ Z. From δ 2 (x) = 0 we derive
for all 0 ≤ i < p and 0 ≤ j < d. Here and in the following we regard all indices as integers modulo p and d respectively.
From (8) we deduce that α := p−1 i=0 α i,j does not depend on the choice of j. Now we are looking for integers γ i,j , µ i , ν j , for 0 ≤ i < p and 0 ≤ j < d, such that
So, in other words, the lemma is proved if we find integers γ i,j , µ i , ν j such that
and
With ν j := β 0,j , µ 0 := α, µ i = 0 for i > 0 and γ i,j = − 1≤ℓ≤i α ℓ,j it is straightforward to verify (9) . Equality (10) is proved by an easy induction on i using (8).
We evaluate f 4 at the three special elements of X (2) given by the last lemma.
Lemma 4.1.6. We have
Proof. Straightforward computation using (4), (5), θ
We writef 4 :
and according to (7) we setf 4 (βw j ) :
. Then we have for j = 0, . . . , p − 1
Proof. As above we write β = m k=1 λ k α k . We note that that for n ≥ 1 the map
Proof. For j = p, F ≥p = {0} and U (p+1) N /U (p+1) N = {0}, so the result is trivial. We assume the result for j + 1 and proceed by descending induction. If
. This means that x is the product of an element in the image of (F ≥j ) p and an element in
, which is by assumption in the image of (F ≥j+1 ) p ⊆ (F ≥j ) p .
After these preparations we are ready to provide the proof of Lemma 4.1.3.
Proof of Lemma 4.1.3. We recall the properties of γ described in Lemma 3.1.5. Since a is in the inertia group, by (13) we obtain
N . Since p is co-prime to the order
N , we conclude that the projection of f 4 (X(2)) onto N(1) contains the torsion subgroup U N /U 
The kernel off 4
In order to compute a representative of E(exp(L)) p we have to compute a Z p [G]-basis of ker(f 4 ) p = ker(f 4 ). As a first step in this direction we construct certain explicit elements in ker(f 4 ) and show that they form a complete set of generators. We then manipulate this set of generators in order to obtain a basis. The main result is summarized in Proposition 4.2.10. Lemma 4.2.1. Letm be an integer such that mm ≡ 1 (mod d). Set
Then there exists y 1 ∈ (F ≥1 ) p , such that t 1 :=t 1 + y 1 ∈ ker(f 4 ). 
).
Now we see that
By the choice of the basis α 1 , . . . , α m in (2) we have
. So we get
The congruence (i) follows from our choice of x 2 and (ii) is immediate from θ 2 ∈K ′ . Combining the last congruence with the computation in (14) and recalling that θ
So we conclude that
and by Lemma 4. 
is in the kernel off 4 .
) the formulae in Lemma 4.1.6 and Lemma 4.1.7 implŷ
Note that by [16, Sec. V.6, Prop. 8] we know that 
By the choice of x 2 made after Lemma 3.1.3 we have
Lemma 4.2.3. The elements t 1 and t 2 generate kerf
Proof. We write W ⊆ X(2) p ⊕ F p for the Z p [G]-submodule which is generated by F p , t 1 and t 2 . For each x ∈ kerf 4 we have to show that x ∈ W . In the following all congruences are modulo W . By Lemma 4.1.5 there exist
From the definitions of t 1 and t 2 we immediately obtain
Hence x ≡ x 2 T b z 1 . Without loss of generality we may assume
N and using Lemma 4.1.6, we see that, to kill the [θ 1 ], x 2 must be in the augmentation ideal. Therefore there exists
is in the kernel off 4 . Here w p should be interpreted as 0.
Proof
For j = p − 1, using Lemma 3.2.4, we havê
Now we conclude using Lemma 4.1.8 as in the proof of Lemma 4.2.1.
By construction, any element of F ′ p ⊕ F p can be written as a linear combination of z 1 , z 2 and α i w j , for i = 1, . . . , m and j = 0, . . . , p − 1 with coefficients in Z p [G] . In this context we will speak of z 1 -, z 2 -and α i w j -components of elements of kerf 4 .
We recall thatm is an integer such that mm ≡ 1 (mod d).
Lemma 4.2.5. The element
belongs to kerf 4 ∩ F p and its α 1 w 0 -component is bmT a .
Proof. By the definition of t 1 and t 2 in Lemmata 4.2.1 and 4.2.2 the element r 1 belongs to ker(f 4 ). Hence it suffices to prove that the z 1 -and z 2 -components of r 1 are zero and the α 1 w 0 -component is bmT a . This follows by a straightforward computation.
Lemma 4.2.6. The elements
for 1 < k < m, and
are in the kernel off 4 .
Proof. 
Therefore, for 1 < k < m,
Recalling Lemma 3.2.4, for 1 < k < m we obtain
Therefore we conclude that in all cases r k ∈ kerf 4 .
Proof. We define elements r j,k , for 0 ≤ j ≤ p − 1, 1 ≤ k ≤ m, as follows: r 0,k = r k and r j,k = T a s j−1,k , for j > 0. It will suffice to show that the 2pm elements r j,k , s j,
It is obvious that they generate kerf 4 ∩(F ≥p ) p = {0}. Let us assume they generate kerf 4 ∩ (F ≥j+1 ) p , for some j < p, and let us prove that they generate kerf 4 ∩ (F ≥j
), which must be congruent to 1 by the assumption that x ∈ kerf 4 . Hence
By Lemma 3.2.5, if v N (λ 1 θ) = 1, then v N ((a − 1) j λ 1 θ) = j + 1 (recall that j < p), and this contradicts (15) . Hence v N (λ 1 θ) > 1, so that Lemma 3.2.6 implies λ 1 θ ∈ p 2 N = (T a , a − 1)θ. It follows that λ 1 ∈ (T a , a − 1). So in particular λ 1 w j is a sum of a linear combination of the elements r j,k and s j,k , for k = 1, . . . , m, and an element in (F ≥j+1 ) p . Hence also x is a combination of the elements r j,k and s j,k and an element in (F ≥j+1 ) p , which must also be in kerf 4 . To conclude we only need to recall the inductive hypothesis. Now we consider the α i w p−1 -components, i = 1, . . . , m, of t 2 and r k for k = 2, . . . , m. We write these components as the columns of an m × m matrix M. We have to distinguish two cases. If m > 1, Proof. This is an easy calculation. We are now ready to state and prove the main result of this subsection. Writing the z 1 -, z 2 -and α i w j -components of the above generators as the columns of a matrix M we obtain
where I is the m × m-identity matrix andM andĨ denote the matrices obtained by removing the first column of M and I respectively. If m > 1 the vector e 2 is the second vector in the canonical basis of Z p [G] m , and if m = 1 we set e 2 = (1). Finally,
m is a vector with first component bm.
Computation of the representative of E(exp(L)) p
We recall that G = Gal(N/K) = a × b . Any irreducible character ψ of G decomposes as ψ = χφ, where χ is an irreducible character of a and φ an irreducible character of b .
We also recall that we always identify
× , which we regard as a subset of Q 
Proof. By Proposition 4.1.4 the map −f 4 represents the local fundamental class. Following the recipe described in Section 2.2 we therefore consider the following diagram.
Here the dotted maps τ, σ, ρ denote G-equivariant splitting morphisms. They only exist after tensoring with Q. Since we are only interested in the p-part of E(exp(L)) we tensor right away with Q p . In the following, if Y is a Z-module, we set
For the definition of σ we first note that (ker δ 1 ) Qp is generated by ( . Finally, we also need to define ρ :
is torsion. We define ρ(θ 1 ) := −e a T b z 1 and easily see that it defines a G-equivariant splitting of −f 4 .
In the following all maps are morphisms of Q p [G]-modules, even though this will not be apparent in the notation. The isomorphismθ of Section 2.2 specialized to our situation is now explicitly given bỹ
we take (0, 1), (v l , 0), 1 ≤ l ≤ pm + 1, where v l runs through the elements specified in Proposition 4.2.10. For F ′ p ⊕ F p we simply use the basis z 1 , z 2 , α k w j , 1 ≤ k ≤ m, 0 ≤ j ≤ p − 1. We now compute the matrix Aθ with respect to these bases. Following the definition ofθ we get
Writing the z 1 -, z 2 -and α i w j -components ofθ((0, 1)) as a column vector we obtain
Sinceθ| kerf 4 = i 2 • i 1 is the inclusion, we obtain Aθ = (w, M), which is the matrix whose columns are w and the columns of the matrix M defined at the end of Section 4.2.
Case 1: χ = 1 and φ = 1. Here (χφ)(Aθ) is of the form
where we recall that the first component of the vector v is bm. The determinant is (−1) (p−1)m dp m = dp m .
Case 2: χ = 1 and φ = 1. In this case (χφ)(Aθ) is of the form
The determinant is
Case 3: χ = 1 and any φ. The matrix (χφ)(Aθ) is here given by
Using Lemma 4.2.8 we compute for the determinant
This concludes the proof of Proposition 4.3.1.
Following the arguments of [15, bottom of page 1188] we apply Corollary 3.4 of loc.cit. with π = p. So there exist extensionsM andK ′ such thatM /K is a weakly and wildly ramified extension of degree p, the extensionK ′ /K is unramified and such that we have a diagram of the formÑ χ ), by the last displayed formula in the proof of [15, Prop. 3.9] . In our case we can choose c K,2 = p 2 and since p is in the norm group ofM /K we haveχ(c K,2 ) = 1. Hence we obtain τ Proof. We write inf for inf Gal(Ñ /K) Gal(M/K) . SinceÑ /M is unramified we see that for each irreducible character χ of Gal(M/K) we obtain inf(χ) =χφ 0 , whereφ 0 is the trivial character of Gal(K ′ /K) andχ is a uniquely determined irreducible character of Gal(M/K). Moreover, χ = χ 0 if and only ifχ =χ 0 .
By Lemma 5.1.1 we have (α M | χ) = (αMθ 2 | inf(χ)) = (αM |χ)(θ 2 |φ 0 ) = (αM |χ) because (θ 2 |φ 0 ) = TK ′ /Kθ 2 = 1. Recall that local Galois Gauß sums are invariant under inflation of characters (see e.g. [15, (5) ] and [13, p. 18] ). We therefore get from inf(χ) = inf
To conclude by Lemma 5.1.3 we notice that χ(4) = inf
Gal(M/K) (χ)((4|Ñ/K)) = χ(4).
Proposition 5.1.5. We assume the setting introduced in Section 2.1. Let ψ = χφ be a character of G. Then 
Proof of Theorem 1
In our setting the correction term M N/K is explicitly given by
