Representation theoretic viewpoint
By the uniformization theorem, we have Σ π 1 (Σ)\H where π 1 (Σ) is viewed (up to conjugacy) as a torsion free uniform lattice in the group of orientation preserving isometries Isom + (H) PSL 2 (R). We will work in a slightly more general context than in the introduction, allowing Σ to be an orbifold. Thus from now on we put G = PSL 2 (R), we fix a uniform lattice Γ in G (or any conjugacy class of such), and we let Σ = Γ\H.
Let K = PSO 2 (R) and endow the quotient G/K with the metric coming from the Killing form on Lie(G). We isometrically identify the left G-spaces H and G/K. The unit tangent bundle T 1 (Σ) of Σ (properly interpreted when Σ is an orbifold) can be identified with Γ\G. Unlike the base space Σ itself, the quotient Γ\G admits an action by G, given by right translation. We denote X = Γ\G and let dg be the unique G-invariant probability measure on X.
Maass forms.
There is a unique up to scaling G-invariant second order differential operator on G, called the Casimir operator, denoted by Ω. When Ω is restricted to right K-invariant functions, an appropriate choice of scaling recovers the Laplacian on H = G/K. The Maass form f of the introduction will then be viewed as an L 2 -normalized Ω-eigenfunction on G, left-invariant under Γ and right invariant under K.
We may write λ = 1−τ 2 4 , where τ ∈ (−1, 1) ∪ iR. As τ and −τ give rise to the same λ, we shall henceforth assume that τ ∈ (0, 1) ∪ iR ≥0 . The representation theoretic object associated to the Maass form f is a triplet (π, ν, e 0 ) given by (1) an infinite dimensional irreducible unitary spherical representation (π, E τ ) of G on which the Casimir operator acts by the scalar (1 − τ 2 )/4. We denote by V τ (or simply V if no confusion can arise) the space of smooth vectors of E τ ;
(2) a unitary G-intertwining morphism ν : V τ → C ∞ (X), where C ∞ (X) is equipped with the standard inner product given by integration over X with respect to the measure dg. The map ν is called an automorphic realization of V τ ;
(3) an L 2 -normalized K-invariant vector e 0 ∈ V τ such that f = ν(e 0 ). Passing from the Maass form f to its associated representation theoretic triplet (π, ν, e 0 ) offers many advantages. We can, for example, isolate the global (or automorphic) ingredient ν. Moreover, we can in a sense deform e 0 by working with all vectors in the space V .
Homogeneous cycles.
Closed geodesics and geodesic circles C on Σ can be realized as projections of closed orbits of one-parameter subgroups of G acting on X. This allows us to use the tools of Lie theory, homogeneous dynamics, and representation theory to approach the problem of bounding the coefficients c n (f ). More precisely, there exists x ∈ X and a subgroup H of G such that xH projects to C. We call H spherical or hyperbolic, accordingly to whether C is a geodesic circle or closed geodesic.
When C is a geodesic circle, then H = g −1 Kg for some g ∈ G (see [10, §4.1]). We have identified the upper-half plane H with G/K, where K = PSO 2 (R), but as there is no preferred choice of maximal compact subgroup of G, we can instead identify H with the quotient G/K , for some other maximal compact subgroup K . Doing so with K = gKg −1 , the acting group H giving rise to C simplifies to H = g −1 K g = K. We will henceforth assume that H = K in the spherical case. We use the usual parametrization of the circle group
where the bracket matrix refers to the class in PSO 2 (R). Now let us consider the case of C a closed geodesic. Once again we let H = G/K. Fix the standard identification of the unit tangent bundle T 1 (H) of H with PSL 2 (R) by associating the point (i, ↑) ∈ T 1 (H) with the identity element in PSL 2 (R). Then the geodesic flow on T 1 (H) is given by the action of A, the group consisting of (classes of) diagonal matrices (see [1, II. §3] ). When one changes the base point (i, ↑) in T 1 (H), the geodesic flow is given by a conjugate of A. This reflects the fact that, as in the maximal compact case, there is no preferred choice of maximal split torus. In the hyperbolic case, we may therefore freely suppose that H = rAr −1 , where r = cos π/4 − sin π/4 sin π/4 cos π/4 . We parametrize our group as
The above choices of H allow us to use similar notation for both the spherical and hyperbolic cases.
We now fix H to be either (1.1) or (1.2), according to whether C is a geodesic circle or a closed geodesic. Recall that there is an x ∈ X such that xH projects to C. If x = Γg, then the stabilizer of x in H is given by g −1 Γg ∩ H. Now changing Γ to a conjugate lattice g −1 Γg gives a surface isometric to Σ, so we are free to suppose that x is the identity coset.
We have reduced the set-up to H being of the form (1.1) or (1.2) and the uniform lattice Γ of G being such that Γ ∩ H\H is compact. We denote by X H the H-orbit on the identity coset in X. We give X H the natural measure coming from the probability Haar measure on Γ ∩ H\H.
Model representations.
If we drop the automorphic realization ν from our triplet (π, ν, e 0 ) then we are left with an abstract representation (π, V τ ). Abstract unitary representations of semisimple Lie groups such as G = PSL 2 (R) can often be realized concretely as spaces of sections of vector bundles on flag varieties. This is the case for our representation (π, V τ ), as we explain below.
Let R 2 − 0 be the plane punctured at the origin. We view the elements of . The resulting representation, denoted π mod , is irreducible and given explicitly by
The one-dimensional space of K-invariants consists of rotationally invariant functions. There exists an intertwining V τ → V mod τ , unique up to scalars, which we denote by v → Φ v .
We now endow V mod τ with a G-invariant inner product, in such a way that v → Φ v becomes an isometry. A very general way of doing this is to take any simple closed curve Q going around the origin and endow it with the measure dq corresponding to "area swept out": an open set U of Q is given the Lebesgue measure of the cone emanating from the origin and abutting at U . One then defines
is an isometric intertwining. The curve Q can close "at infinity" and the condition that the functions in V mod τ be even allows us to integrate over a curve confined to some half-plane.
We will choose the curve defining the inner product according to the relevant group H. Let X mod H ⊂ (R 2 − 0)/{±1} be the H-orbit passing through the origin x 0 = ( 1 0 ). In the spherical case, this model orbit is the circle
while in the hyperbolic case, it is the hyperbola
We give X mod H the measure 1 2π dθ in the spherical case and 1 2 dθ in the hyperbolic case. The formula (1.4), where Q = X mod H and dq is the above choice of measure, is our choice of G-invariant inner product. In the spherical case, this corresponds to passing to the circle model. Another common choice of Q is the vertical line through x 0 with measure 1 2 dx; this is referred to as the line model. The hyperbolic model does not seem to be present in the literature.
We write this out explicitly as follows.
We will sometimes drop the subscript τ and write , if no confusion can arise.
Periods and multiplicity one.
For a character χ of H denote by C χ the complex numbers viewed as a representation space for χ. Given a χ such that dim Hom H (V τ , χ) = 1, we may define a non-zero element of
We make some remarks on this definition. In the spherical case, we may view χ as a vector in V mod τ by extending it uniquely, by homogeneity, from the circle to a function on the punctured plane. Moreover, the inner product in the denominator requires no regularization in this case. In the hyperbolic case, however, one cannot view χ as an element of V mod τ . The inner product Φ v , χ τ in the numerator is therefore taken to be the integral defined in the previous section; it is the Fourier transform of Φ v along the hyperbola. As for the regularized inner product, it is given in the hyperbolic case by
As the space Hom
This constant of proportionality depends, up to a scalar factor of modulus 1, on the choice of model representation π mod and the automorphic realization ν.
A more precise formulation of Theorem 1.
We are now in a position to state Theorem 1 more precisely. Assume X H projects to the fixed curve C ⊂ Σ from the Introduction. Fix a group isomorphism of Z with the character group of Γ ∩ H\H = X H , denoted n → χ n . Each χ n can be naturally viewed as a function on X H , and (since X H was given volume 1) the set {χ n } n∈Z forms an orthonormal basis of L 2 (X H ). We write aut n for aut χn and similarly for the model functionals. This defines coefficients of proportionality c n (ν). Since we will only work with the modulus of the Fourier coefficients, we abuse notation and write simply c n . Then the statement of Theorem 1 is that c n = O(|n| 1 2 −δ ), for the value of δ given there.
To see how to obtain the original statement, in the more concrete setting of the Fourier expansion (0.1), we let {ψ n } n∈Z be the orthonormal basis of L 2 (C) given by the image of {χ n } n∈Z under the projection down to Σ, and put
where z = (r, θ) = r 1/2 r −1/2 h(θ).z 0 ∈ H and z 0 ∈ C is fixed. 1.6. Other periods. One could relax the restriction that the hyperbolic surface (or orbifold) Σ be compact, and instead ask only that it be of finite volume, i.e., remove the condition that the lattice Γ be uniform. In this more general context, one can still study the Fourier coefficients of a Maass form along a closed geodesic or hyperbolic circle. However, some of the Sobolev norm estimates that we quote in Section 3 have not yet been extended to such non-compact Σ. Moreover, since the equidistribution result Lemma 1 would naturally be stated for functions of compact support, one would need to control the error incurred when applied to Maass forms, perhaps assuming cuspidality.
When Γ is non-uniform, one can also consider Fourier coefficients along closed horocycles. If Γ is a congruence subgroup of PSL 2 (Z) and the Maass form is an eigenfunction of all Hecke operators, bounds on the unipotent Fourier coefficients are directly related to the Ramanujan conjecture. For an arbitrary lattice Γ, non-trivial bounds were first obtained by Good [8] and Sarnak [13] . Later, Venkatesh [14] gave a more dynamical treatment which used the mixing properties of the geodesic flow together with an amplification technique. Our method is quite close to that of Venkatesh, but rather than amplifying we "shorten the interval". In other words, we establish a sharp upper bound for the mean value |n−N |≤T |c n | 2 where T = N 1−δ for some δ > 0, and the bound in Theorem 1 follows after dropping all but one term. A bound for dyadic interval would only recover the trivial bound.
Finally we mention that in the non-compact case, one can also consider the Fourier coefficients along a divergent geodesic, i.e., one which leaves every compact as t → ±∞. Here, one more difficulty arises: the cycle itself is not of finite volume. See the work of Oh-Shah [9] for interesting results in this setting. In the case of congruence subgroups, the period integral along the divergent geodesic iR + of a Hecke-Maass form against a character is related to special value of an L-function by means of the classical Hecke integral.
Summation formula
For any smooth function F on G and any 1 ≤ p ≤ ∞ let
be the Sobolev (p, d)-norm. Here D ranges over all monomials of a fixed basis of g = sl 2 (R). The action of an element X ∈ g is by right differentiation (X.F )(g) = d dt F (ge tX ) t=0 , and one extends this action to monomials by composition.
It is a well-known phenomenon that the smoothness and regularity properties of test functions influence the quality of corresponding analytic estimates. The above norms S p,d (F ) measure the L p -norms of F along with its first few derivatives. A standard Sobolev norm in analytic number theory is S ∞,1 which provides pointwise bounds for both F and its first order derivatives and comes in handy in first order Taylor approximations. Proposition 1 below also features a slightly more complicated norm that we now define. For any 0 < ε < 1 2 
Note that N ε (λF ) = λN ε (F ) for scalars λ > 0. The norm N ε is a simpler substitute for the fractional Sobolev (2, 1/2 + ε)-norm. It comes from effective mixing, imported from [14, Equation (9.6)] that we use below in the proof of Lemma 1. At the cost of a slightly weaker exponent in Theorem 1, we could majorize N ε by the straightforward norm S 2,1 .
For T > 0 let
The aim of this section is to prove the following result.
Proposition 1. For any smooth vector v ∈ V and for all T > 1 we have
Here τ 1 is related to λ 1 as in Theorem 1.
Let aut X H ∈ Hom H (V ⊗ V , C) be the linear form on V ⊗ V given by the L 2 -norm of the restriction of ν(v) to X H . In other words
The idea of the proof of Proposition 1, which goes back to Sarnak [12] , is to evaluate aut X H (v T ) in two different ways. On one hand, we have the decomposition
given by the Parseval formula for L 2 (X H ). Inserting the proportionality relation we obtain aut
which we can then apply to the vector v T to obtain the left hand-side of Proposition 1.
On the other hand,
Proposition 1 then follows by an application of the following lemma to the case where F = |ν(v)| 2 .
Lemma 1. For any F ∈ C ∞ (Γ\G) and all T > 1 we have
In words, Lemma 1 states that the a(T )-translate of the probability measure integrating over the homogeneous cycle X H weak-* converges, in an effective way, to the uniform probability measure on Γ\G.
We prove Lemma 1 following a well-known argument of Eskin and Mc-Mullen [6] that goes back to Margulis's thesis. The idea is that the a(T ) translate of a fattening of X H remains uniformly close to a fattening of the translate. This is the wavefront lemma, see [6] ; it is a reflection of the negative curvature of Σ. Thus the left hand side can be viewed as a matrix coefficient, up to a small error. Then uniform and effective versions of the Howe-Moore theorem provide the desired decay of matrix coefficients.
Before proceeding, we introduce some explicit coordinates and group decompositions. Let
Using the parametrization of (1.1) or (1.2), we write a general element of H as h(z) for z ∈ R. A generalized (local) form of the Iwasawa decomposition grants the existence of a neighborhood U of the identity element e ∈ G such that any g ∈ U can be written uniquely as g = han, where h ∈ H, a ∈ A, and n ∈ N . We can in fact take U to be all of G when H is spherical, for in this case one obtains the standard Iwasawa decomposition G = KAN .
We now prove Lemma 1. We borrow heavily from the presentation of a similar result in [14, Lemma 9.4] .
Proof. We begin by defining a smoothing function on G, depending on a small parameter 0 < δ < 1. We make use of the HAN coordinates in the neighborhood U . For the H-coordinate, write p > 0 (for "period") for the smallest positive real number such that h(p) ∈ Γ, and let η ∈ C ∞ c (R) be such that We obtain a Γ-invariant non-negative function on G by averaging over the group,
From the HAN decomposition of the neighborhood U as well as the fact that Γ intersects A and N only at e, we compute the volume of Ξ by unfolding to get 
Using the volume normalization of Ξ and the bounds
we find
On the other hand, we may unfold the integral to obtain
Using the contraction relation
The right hand side is the probability measure averaging Since the x, y integration variables are constrained to these ranges (and α and ν have volume 1), we deduce
From the assumed properties of η, we have
Combining (2.1) and (2.3) and choosing
completes the proof.
The ergodic result could have been proved spectrally (in the style of Duke-Rudnick-Sarnak [5] ), instead of appealing to the wave-front lemma as we have. Proceeding by spectral methods to prove Lemma 1 is not, as one might suspect, a repackaging of Reznikov's argument. Indeed, the spectral argument reduces to bounding matrix coefficients and the resulting bounds depend again on the spectral gap of the lattice, which is not a feature of Reznikov's argument.
Results on Sobolev norms
Let {e n } n∈2Z be an orthonormal basis of K-types in V τ . We write φ (n) τ = ν(e n ) for the corresponding automorphic functions.
We list some useful bounds that follow from the work of Bernstein and Reznikov.
Lemma 2. For any n ∈ 2Z, and any integer d ≥ 0, one has
, where the implied constants depend only on d. Corollary 1. Let N 1 be an integer, and let a n be a sequence of complex numbers supported on the even integers. Put g = |n|≤N a n φ (n)
Then for any integer d ≥ 0 we have
Proof. By spectral expansion
where τ runs over all spectral parameters (with multiplicity). We apply Lemmas 2 and 3 to the τ -sum. Using Weyl's law #{τ ≤ R} R 2 we deduce the stated inequalities.
Note that the proof actually gave the stronger upper bounds
to which we then applied Cauchy-Schwarz. We shall not need these last estimates.
We also remark that the proof of Lemma 3 and hence implicitly the proof of Corollary 1 uses deep and intricate methods of representation theory via the L 4 -norm estimate imported from [3] . As mentioned in the introduction, the philosophy of this paper is to prove non-trivial bounds for Fourier coefficients mainly by ergodic methods. However, the use of [3, Theorem 3] can easily be avoided by the slightly weaker elementary estimate
(by Lemma 2) which weakens the bounds in Corollary 1 by a factor N 1/2 . This would replace the number 34 by 38 in Theorem 1.
Test functions and estimates
We now choose an explicit test function v to insert into Proposition 1. We shall assume throughout this section that the Maass form f is tempered; thus τ ∈ iR ≥0 . (Note that this is not the same thing as to assume that the lattice Γ is tempered: τ 1 could very well be close to 1.) The calculations when f is non-tempered are similar.
General formulae.
We begin by putting in place some notation.
For a smooth vector v ∈ V τ let Φ = Φ v be the associated vector in the model space C ∞ ev,−τ −1 (R 2 − 0). Denote by ϕ the restriction of Φ to X mod H (see §1.4). We recall the fixed isomorphism n → χ n between Z and the character group of Γ ∩ H\H of Section 1.5. As in the proof of Lemma 1, there is a p > 0 such that χ n (θ) = e inpθ . For notational convenience, we shall assume henceforth that p = 1.
In the spherical case, we have mod
In the hyperbolic case, we have mod
In either case, for Φ supported in a small neighborhood of ±x 0 , the expression for mod n (v) closely approximates the Fourier transform of y → Φ 1 y . We denote v T = π(a(T )).v as in Section 2 and put Φ T = Φ v T . Similarly to before, let ϕ T be the restriction of Φ T to the model orbit X mod H . Observe that on vertical lines x = const the A-action is given by contraction:
Thus we have the formula
valid for cos θ = 0. The formula in the hyperbolic case is the same, but with hyperbolic trigonometric functions (and valid for all θ). In practice, we will take Φ supported in a small neighborhood of ±x 0 , in which case this formula is valid for all θ in the support of ϕ T . Assuming this, we have
and similarly in the hyperbolic case.
Mean value estimates and convexity breaking.
If we choose v such that Φ v is a fixed smooth L 2 -normalized compactly supported bump function around ±x 0 , then one can show that | mod n (v T )| 2 = T −1 f (n/T ) for a fixed positive smooth function f of rapid decay. In this case the summation formula in Proposition 1 reads
This is a smooth mean-square asymptotic for the coeffcients c n . Despite the power savings error term, the smoothness of the sum does not allow one to recover anything more than the trivial bound c n = O(|n| 1/2 ) on any individual coefficient.
In the important paper [14] , Venkatesh observed that one can set up a correspondence between certain dynamical techniques, such as equidistribution and mixing, and classical techniques in analytic number theory for establishing subconvexity of special values of L-functions, such as mean value estimates and the amplification method of Friedlander-Iwaniec. He then used the dynamical reformulation to greatly expand the number of examples for which one can prove a subconvex bound. We now discuss the relation between the method of Venkatesh and ours.
In the general outline of [14, §1.3], a subconvexity result is proven in two steps. First one establishes a mean value estimate on the coefficients c n one is interested in bounding. This corresponds to the equidistribution of a sequence of measures supported on expanding H-orbits. The next step is to amplify: this means that one seeks to add weights to the mean value which are peaked at a given coefficient. The dynamical equivalent of this is to find a joint eigenmeasure σ for the orthonormal basis {ψ n } of L 2 (C) with respect to which f is uncorrelated. The eigenvalues of σ on ψ n are the weights in the mean value, and the independence of f with σ is expressed quantitatively by the mixing of the H-action on X. The tension between f , ψ n , and σ yields bounds on c n .
In our setting, the equidistribution result Lemma 1 is not for a sequence of measures supported on H-orbits, but rather of measures supported on translates of a fixed H-orbit. There do exist situations where the two notions coincide: since A normalizes N , if one translates an closed N orbit by the A-action, one obtains a continuous deformation of closed N orbits. In the spherical and hyperbolic cases, however, the A-translates we consider are not themselves H-orbits. Besides that, it is not the quantitative mixing of the H-action which enters into our Lemma 1, but rather that of the A-action, which is in a sense orthogonal to H. (Of course, it doesn't even make sense to speak of the mixing of the H-action when H is compact.)
In place of amplification, which puts a spike at a given coefficient, we shorten the interval in the mean value sum. The dynamical way to do this is to move the test vector v at the same time as we hit it with a(T ). This is explained in the next subsection, where we define v as a function of a second parameter M .
Precise test function.
Let α be a fixed non-zero test function that is supported in a fixed, but sufficiently small neighborhood of 0. For a parameter M > 0 let v ∈ V τ be such that Φ = Φ v be the unique function in C ∞ ev,−τ −1 (R 2 − 0) such that Φ 1 y = e iM y α(y).
Note that we are suppressing the dependence of v on M in the notation, but we will be careful to observe this dependence when it comes time to estimate various norms of v. In the spherical case, this yields ϕ T (θ) = (cos θ) −τ −1 T (1+τ )/2 e iM T tan θ α(T tan θ).
In the hyperbolic case, we have
