Curves of Degree r+2 in Pr: Cohomological, Geometric, and Homological Aspects  by Brodmann, Markus & Schenzel, Peter
Journal of Algebra 242, 577–623 (2001)
doi:10.1006/jabr.2001.8847, available online at http://www.idealibrary.com on
Curves of Degree r + 2 in r : Cohomological,
Geometric, and Homological Aspects1
Markus Brodmann





Institut fu¨r Informatik, Universita¨t Halle, Kurt-Mothes-Strasse 1,
06120 Halle, Germany
E-mail: schenzel@informatik.uni-halle.de
Communicated by Craig Huneke
Received June 26, 2000
Let  ⊆ rK be a non-degenerate projective curve of degree r+ 2, where r ≥ 3. By
means of the Hartshorne–Rao module of  we distinguish 4 different possible cases
(and an exceptional case which only appears if r = 3). In any case  is obtained
either by means of an embedding of an arbitrary smooth curve 0 of genus 2, or by
projecting an elliptic normal curve from a point or by projecting a rational normal
curve from a line. Finally, the possible minimal free resolutions of the homogeneous
coordinate ring of  are studied. © 2001 Academic Press
Key Words: projective curves; Hartshorne–Rao module; rational normal curve;
elliptic normal curve; surface of minimal degree; Betti numbers; Castelnuovo
regularity.
1We thank D. Eisenbud and C. Peskine for their hints and helpful comments during the
preparation of this paper.




Copyright © 2001 by Academic Press
All rights of reproduction in any form reserved.
578 brodmann and schenzel
1. INTRODUCTION
Let K be an algebraically closed ﬁeld and let X ⊆ rK be a non-
degenerate projective variety. Then the degree and the codimension of
X satisfy the well known inequality degX ≥ codimX + 1. If X is of
minimal degree, e.g., if degX = codimX + 1, the structure of X is well
known (cf. [Ei-Ha, Ha2, (3.10)]). In particular, if X is a curve of minimal
degree, it must be a rational normal curve. Moreover, a surface of minimal
degree is either a cone over a rational normal curve, the Veronese surface
in 5, or a rational normal scroll (see [Be, Chap. IV]).
If degX = codimX + 2, still rather much is known on the structure
of X, in particular from the homological point of view (see [Ho-St-V]).
Less is known in this case on the geometric aspect unless X is a curve
or a smooth surface: If X is a non-singular curve it is either an elliptic
normal curve or obtained by projecting a rational normal curve from a
point (for details see (4.7)(B)). The case of (complex) smooth surfaces
with degX = codimX+ 2 is partially covered by the so-called Del Pezzo
classiﬁcation (cf. [DP]). Even as far as degX ≤ codimX+ 5 rather much
is known on the structure of X, provided X is a complex smooth surface
(see [E]).
These observations gave the motivation for the present paper, whose aim
is to study in detail all curves X with degX = codimX + 3.
So, let  ⊆ rK be a non-degenerate curve of degree r + 2, where r ≥ 3.
Let I ⊆ Kx0     xr	 =
 S be the deﬁning ideal of , and let A = S/I be
the homogeneous coordinate ring of .
We attack our problem from the cohomological side by looking at the
Hartshorne–Rao module of , e.g., the ﬁrst local cohomology module
H1A of A with respect to the irrelevant maximal ideal A+ of A. It turns
out that only four different types of Hartshorne–Rao modules occur—plus
an additional type which appears only if r = 3 (see (3.9), (3.10), (3.11)).
We take these 4(+1) cohomology types as the basis for a ﬁrst classiﬁca-
tion of our curves, considering four possible cases I, II, III, IV, and an
exceptional case IV′′.
It is important to notice that in all cases the Hartshorne–Rao mod-
ule H1A is generated in degree 1 (see (3.5)(a)). This means that the
global transform DA = ⊕n∈ n of  is generated as a K-
algebra by homogeneous elements of degree 1 and thus is the homoge-
neous coordinate ring of a non-degenerate arithmetically Cohen–Macaulay
curve ′ ⊆ r ′K with r ′ = r + h1A1, where h1A1 is the dimension of
the ﬁrst homogeneous part H1A1 of H1A. In particular,  is obtained
by projecting ′ from a linear subspace P = r ′−r−1K ⊆ r
′
K which does
not meet the secants of ′ (see (4.1)). If r ′ > r, the curve ′ satisﬁes
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deg′ = r + 2 ≤ codim′ + 2 and hence is well understood. In the
smooth case this already leads to a satisfactory geometric description of
 (see (4.3)), either as an embedding of an arbitrary smooth curve 0 of
genus 2, or of a nonsingular projection of an elliptic normal curve from a
point or a nonsingular projection of a normal rational curve from a line.
The latter principle of construction completely recovers the cases III, IV,
and IV′′. In the cases I and II,  may be singular. So, the case I splits up
into four subcases I0, I1, I2, and I
′
2 according to whether  is smooth, has
a double point, a triple point, or two double points. The case II splits up
into two subcases II0 and II1, according to whether  is smooth or has a
double point. As the normalization of the associated curve ′ may be real-
ized by a projection of an arithmetically normal curve, we may describe 
as either an appropriate (singular) projection of an elliptic normal curve
from a point or of a rational normal curve from a line (see (4.6)).
Sections 5 and 6 of the present paper are devoted to the homologi-
cal aspect of our curves—the study of their Betti modules. We attack this
problem in two steps. The ﬁrst step consists of a complete calculation of
the Betti modules of the S-module DA in all possible cases (see (5.1)(a),
(5.3)(a), (b)). To do so, we ﬁrst write DA as a homomorphic image of
a polynomial ring S′ = Kx0     xr ′ 	 and determine the Betti-modules of
DA over S. In the case I, we can apply a result of Green and Lazarsfeld
[G-L] (resp. Nagel [N]) on r + 2 points in semi-uniform position in r−1K in
order to determine the requested modules. In the remaining cases DA
is either an extremal Gorenstein ring or an extremal Cohen–Macaulay ring
of size 2 and so we get what we want by [S1], (see (5.1)(a), (b), (c)). To
study the Betti modules of DA over S, we essentially have to com-
pare homologies of the two Koszul complexes •x0     xr ′ DA and
•x0     xr DA of DA. This may in fact be done by a repeated use
of the comparison sequence for Koszul homologies found in [Bru-He] (see
also (5.2)) and by watching carefully what happens in the single homoge-
neous parts of the occurring homology modules.
In Section 6, the Betti modules of the S-module A are studied in the
cases II, III, and IV. Our basic idea is to use the natural exact sequence
0→ A→ DA → H1A → 0
in conjunction with our knowledge of the Betti modules of DA and the
fact that we know the structure of the S-modules H1A. Another tool
is to intersect  with a generic hyperplane r−1K ⊆ rK and to exploit the
minimal free resolution of the vanishing ideal of r + 2 points in “general
position” in the hyperplane r−1K .
By a theorem of Green [G] the structure of the Betti module
TorSr−2KA is closely related to the fact whether the curve  is contained
in a surface X ⊆ rK of minimal degree. Much emphasis is given to this link
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between geometry and homology in Section 6, and for this reason we begin
this section with the needed preliminaries on surfaces of minimal degree.
As a basic reference for such surfaces we use Beauville [Be], where all the
necessary results are established over the complex numbers. For the case
of arbitrary algebraically closed ground ﬁelds the reader should consult the
corresponding appendix in [Be]. At ﬁrst instance we shall see that in the
case I, the curve  always is contained in a surface X ⊆ rK of minimal
degree and that X is non-singular if r ≥ 5 (cf. (6.3)(A)).
In the case II and if r ≥ 5 is never contained in a surface of mini-
mal degree (cf. (6.3)(B)) and moreover, the deﬁning ideal I ⊆ S of  is
generated by quadrics and one cubic (cf. (6.4)). In (6.6) we use this to
approximate the Betti modules TorSi KA of  in the case II. In (6.7) we
give a few examples calculated by means of Macaylay [Ba-St] and illustrat-
ing different phenomena that may occur in the case II.
In (6.9) and (6.10) we approximate the Betti modules of  for the case
III and list a few examples which go under this case. In (6.12) and (6.13)
we do the same for the case IV. In particular in the cases III and IV it
may occur for each r ≥ 4 that  is contained in a (non-singular) surface
X ⊆ rK of minimal degree.
In the case IV, the deﬁning ideal of  has the form I = JQ, where
J ⊆ S is generated by quadrics and cubics and where Q ∈ S is a quartic.
We shall see that J 
S Q deﬁnes a quadrisecant line to , the line which
must exist by Gruson et al. [Gr-L-P]. Moreover it will turn out that S/J is
a Cohen–Macaulay ring of dimension 2 (cf. (6.14)).
2. PRELIMINARIES
We ﬁrst ﬁx a few notations, which we shall use later without further
comment. If R =⊕n≥0Rn is a positively graded ring, we write Mod∗R for
the category of graded R-modules. If M is a graded R-module, and if n ∈
, we write Mn for the nth homogeneous part of M , so that as an R0-
module M may be written in the form M =⊕n∈Mn. If h
 M → N is a
homomorphism of graded R-modules, hn
 Mn → Nn shall denote the nth
homogeneous part of h. If M is a graded R-module and if r is an integer,
we write Mr for the r-shift of M , so that Mrn = Mn+r for all n ∈ .
The same notation is used to denote shifts of homomorphisms of graded
R-modules.
By R+ we denote the irrelevant ideal
⊕
n>0Rn of R. For i ∈ 0 let Hi
denote the ith local cohomology functor HiR+ = lim→n ExtiRR/R+n •
with support R+, which is deﬁned in the category ModR of all R-modules.
Let D
 ModR → ModR the functor DR+ = lim→n HomRR+n • of R+-
transforms.
curves of degree r + 2 in  r 581
21 Remark. (A) (We refer to [Br-Sh].) The functorsHi andD convert
graded modules into graded modules and homogeneous homomorphisms
into homogeneous homomorphisms, so that they induce functors HiD

Mod∗R → Mod∗R. Moreover, both functors commute with shifting, so that
for a graded R-module M we may write HiMr ∼= HiMr and
DMr ∼= DMr i ∈ 0 r ∈ .
(B) If R is noetherian, and if M is a ﬁnitely generated graded
R-module, then the nth homogeneous parts HiMn and DMn of the
graded R-modules HiM and DM are both ﬁnitely generated R0-
modules and moreover we have HiMn = 0 for all n  0. So, if R0 is
artinian and if R is of ﬁnite type over R0 and if M is a ﬁnitely generated
graded R-module, the R0-modules HiMn and DMn are of ﬁnite length.
In this case, the lengths of the modules HiMn and DMn are denoted
respectively by hiMn and dMn.
If a positively graded ring R =⊕n≥0Rn is generated over its 0th homo-
geneous part R0 by homogeneous elements of degree 1, we say that R is a
homogeneous R0-algebra.
22 Remark. Let R = R0R1	 =
⊕
n≥0Rn be a homogeneous R0-
algebra and let X = ProjR. If M is a graded R-module, let M˜
denote the quasicoherent sheaf of X-modules which is induced by
M . If X1 
= R1∼ denotes the induced twisting sheaf on X, we have
natural isomorphisms
Mr∼ ∼= M˜r 
= M˜ ⊗ X1⊗r r ∈ 
Moreover, if HiX  denotes the ith Serre-cohomology-module of X with
coefﬁcients in a sheaf  of X-modules, the Serre–Grothendieck correspon-
dence yields natural isomorphisms of graded R-modules (see [Br-Sh])⊕
n∈
HiX M˜n ∼= Hi+1M i ≥ 1
⊕
n∈
H0X M˜n ∼= DM
We now give a ﬁrst auxiliary result on graded modules over homogeneous
rings.
23 Lemma. Let R0 be an artinian ring, let R be a homogeneous R0-
algebra of ﬁnite type, and let M be a ﬁnitely generated and graded R-module
of Krull dimension 1. Then:
a For all n ∈  dMn equals the length of the coherent sheaf M˜
which is induced on ProjR by M .
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b If M is generated by homogeneous elements of degree ≤ t, then
h1Mn+1 ≤ max0 h1Mn − 1 for all n ≥ t
Proof. Statement (a) follows immediately from the Serre–Grothendieck
correspondence (see (2.2)).
To prove statement (b), we ﬁrst denote by 1    p the dif-




i=1iR0T 	. Then R0 
= S−1R0T 	 is faithfully ﬂat over R0.
Moreover R0 is artinian with the maximal ideals ¯i 
= iR0i = 1     p
and we have R0/¯i ∼= R/iT  for i = 1     p. In view of the ﬂat
base change property of local cohomology we now may replace R by the
homogeneous R0-algebra R0 ⊗R0 R and M by the graded R0 ⊗R0 R-moduleR0 ⊗R0 M . We thus may assume that the residue ﬁelds R0/i of R0 are
inﬁnite. Moreover we may replace M by M/H0M and thus assume that
R+ contains M-regular elements. As R0 has inﬁnite residue ﬁelds, we then
ﬁnd an M-regular element  ∈ R1.
Now, let n ≥ t and assume that h1Mn+1 > max0 h1Mn − 1. Apply-
ing cohomology to the exact sequence 0 → M →M1 → M/M1 →
0 and observing that dimM/M1 = 0 we get an epimorphism
H1Mn
→H1Mn+1. So, by our assumption we obtain
h1Mn+1 = h1Mn > 0
Now, let d 
= lengthM˜. Then, statement (a) and the short exact sequence
0 → M → DM → H1M → 0 show that the R0-modules Mn and
Mn+1 are both of the same length d′ < d. In particular, the multiplica-
tion map 
 Mn → Mn+1 becomes bijective. As M is generated in degree
t ≤ n and as R is homogeneous, each element m ∈ Mn+2 may be written
as m = ∑ri=1 xiui, with appropriately chosen elements x1     xr ∈ R1 and
u1     ur ∈ Mn+1. The surjectivity of the map 
 Mn → Mn+1 allows us
to write ui = vi, with vi ∈ Mn, and so m =
∑r
i=1 xiui = 
∑r
i=1 xivi shows
that the map 
 Mn+1 → Mn+2 is surjective too. Going on like this, we see
that all the maps 
 Mn+k → Mn+k+1k ∈ 0 are surjective, thus bijec-
tive. Therefore, all the modules Mn+k with k ∈ 0 are of the same length
d′ < d, and we get the contradiction that h1Mn+k = d − d′ > 0 for all
k ∈ 0 (see (2.1)(B)).
We now recall a few facts on point sets in “general position” in projective
spaces. So, let K be an algebraically closed ﬁeld and let s ∈ . By sK
we denote the projective s-space over K. Let p1     pd be d different
closed points of sK . We say that these d points are in semi-uniform position
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(see [B]), if the following two conditions are satisﬁed:
—The set P = p1     pd spans the whole space sK .
— If L1 L2 ⊆ sK are linear subspaces of the same dimension such
that Li is spanned by P ∩ Li for i = 1 2, then the two sets P ∩ L1 and
P ∩ L2 are of the same cardinality.
Correspondingly, a scheme of d points in semi-uniform position in sK is
a closed, reduced subscheme of dimension 0 in sK , whose underlying set
consists of d points in semi-uniform position in sK .
24 Lemma. Let K be an algebraically closed ﬁeld and let R be a graded
homomorphic image of the polynomial ring S 
= Kx0     xs	 such that
ProjR is a scheme of d points in semi-uniform position in sK 
= ProjS.
Then:
a h1Rn ≤ max0 d − 1− ns for all n ∈ 0.
b If s ≥ 3 and if d = s + 3, then the graded R-module H0R ⊆ R is
generated by homogeneous elements of degree 2.
Proof. (a) The homogeneous coordinate ring of X 
= ProjR is given
by R 
= R/H0R. Let r¯n denote the dimension of the K-vectorspace Rn.
Then by [N1, 2.1.2.2] (cf. also [B]) we have r¯n ≥ mind ns + 1 for all
n ≥ 0. But in view of the natural graded exact sequence 0→ R→ DR →
H1R → 0 and in view of (2.3)(a) (applied withM = R) we have h1Rn =
d − r¯n. All together, this proves our claim.
(b) By the “NP -Theorem” of Green and Lazarsfeld [G-L] (see also
[N2, Theorem 1]) we know that the homogeneous vanishing ideal I ⊆ S of
a reduced scheme X ⊆ sK of s + 3 closed points is generated by homoge-
neous polynomials of degree 2 if and only if no 3 points of X lie on a line
L ⊆ sK and no 5 points of X lie on a plane E ⊆ sK . As the points of X
are in semi-uniform position in sK and as s > 2, these later coincidence
conditions are indeed satisﬁed, and thus the vanishing ideal I of X is gen-
erated by quadrics. By means of the epimorphism in the ﬁrst column of the
canonical diagram of graded homorphisms
0
↓
0 −→ I −→ S −→ S/I −→ 0
↓ ↓ ↓
0 −→ H0R −→ R −→ R −→ 0
↓ ↓ ↓
0 0 0
we thus get our claim.
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Statement (2.4)(b) concerns s + 3 points in sK . We now will prove
another auxiliary result which concerns this case and which will be used
later (see proof of (3.5)).
25 Lemma. Let K and S = Kx0     xs	 be as in (2.4) and let R be
a graded homomorphic image of the polynomial ring S such that ProjR is
a reduced scheme of s + 3 points. Assume that h1R2 = 1. Then the graded
R-module H0R is generated by homogeneous elements of degree 2 and one
homogeneous element of degree 4.
Proof. We write again R for the homogeneous coordinate ring R/H0R
of X 
= ProjR and I for the homogeneous vanishing ideal of X in S. As
h1R2 = 1 the natural short exact sequence 0→ R→ DR → H1R →
0 and (2.3)(a) (applied with M = R) show that R2 is a K-vector space of





)− 1 quadrics and one quartic. Now we may conclude
as in the proof of (2.4)(b).
26 Remark. (A) Let  ⊆ rK a closed, one dimensional, integral,
non-degeneratedly embedded subscheme of degree d. Then, by the “semi-
uniform position lemma” (see [B; Ha1; N1, 2.1.1.7]) there is a hyperplane
H ⊆ rK such that  ∩H is a scheme of d points in semi-uniform position
in H = r−1K .
This last fact holds true for a generic hyperplane H in rK . Therefore
an element  of the homogeneous coordinate ring A = K ⊕A1 ⊕ · · · of
 is called a generic linear form, if it is homogeneous of degree 1 and if
ProjA/A =  ∩H is a subscheme of d points in semi-uniform position
in the hyperplane H ⊆ rK deﬁned by .
(B) Later, we shall use the following observations on sets of points
in semi-uniform position: let s ≥ 2 and let X ⊆ sK be a scheme of s + 3
points in semi-uniform position. Then if S denotes the polynomial ring
Kx0     xs	, the deﬁning ideal I ⊆ S of X has a minimal graded free
resolution of the form





Sai−i− 1 for 1 ≤ i ≤ s − 2,
Ss−s − 1 ⊕ Ss−1−s for i = s − 1,












for 1 ≤ i ≤ s − 2
(see [G-L; N2, Theorem 2]).
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27 Remark. We now recall an argument which will be used frequently
and which may be found in [Br1, 3.4]. Let R = K ⊕ R1 ⊕ R2 ⊕ · · · be a
ﬁnitely generated graded algebra over an algebraically closed ﬁeld K, let
M be a ﬁnitely generated graded R-module, let i ∈ 0, and let n ∈ .
Moreover let L ⊆ R1 be a K-linear subspace of dimension r + 1 r ∈ 0
such that the multiplication map 
HiMn → HiMn+1 is surjective (resp.
injective) for each  ∈ L\0. Then hiMn+1 ≤ max0 hiMn − r (resp.
hiMn ≤ max0 hiMn+1 − r).
Now, let R = K ⊕ R1 ⊕ · · · be a homogeneous and ﬁnitely generated
K-algebra, where K is a ﬁeld. Let M be a ﬁnitely generated and graded
R-module of dimension d. As usual, we write K for the graded R-module
R/R>0 and deﬁne the type of a ﬁnitely generated graded R-module M by
τM = τRM 
= dimK ExtdRKM.
28 Remark. (A) Keep the above hypotheses and notations. If
x ∈ R+ is a homogeneous M-regular element, we have τRM/xM =
τRM. So, if M is a CM-module and if x1     xd is a homogeneous
M-sequence in R+, we have τRM = dimK HomRKM/
∑d
i=1Mxi.
This shows in particular that the type is base-ring independent, if M is
a CM-module. More precisely, if S = K ⊕ S1 ⊕ · · · is a homogeneous
and ﬁnitely generated K-algebra and if R is a graded homomorphic
image of S, we may consider M as a graded CM-module over R and
over S and get τRM = τSM. In particular we get in this situation
τRM = τR/xRM/xM for any homogeneous M-regular element x ∈ R+.
(B) Assume now that M is a CM-module and that R is a graded
homomorphic image of a polynomial ring S = Kx0     xs	. Let 0 →
Fs−d+1 → Fs−d → · · · → F0 →M → 0 be a minimal graded free resolution
of the S-module M . Then we have the relation τRM = rankFs−d+1.
29 Lemma. Let K be an algebraically closed ﬁeld, let s ≥ 2, and let R
be the homogeneous coordinate ring of a scheme X ⊆ sK of s + 3 points in
semi-uniform position. Then τR = 2.
Proof. We may consider R as a graded homomorphic image of the poly-
nomial ring S = Kx0     xs	 and consider a minimal graded free resolu-
tion 0 → Fs → Fs−1 → · · ·F0 → R → 0 of the graded S-module R. But
then, by (2.6)(B) we have Fs ∼= S−s − 22. In view of (2.8)(B) this proves
our claim.
The next result will be useful for us when we shall consider normaliza-
tions of curves.
210 Lemma. Let K be an inﬁnite ﬁeld and let R = K ⊕ R1 ⊕ R2
⊕ · · · ↪→ R = K ⊕ R1 ⊕ R2 ⊕ · · · be a graded birational ﬁnite integral exten-
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sion of positively graded noetherian CM-domains of dimension 2. Assume that
R is homogeneous and that h2R1 = 0. Let δ 
= h2R0 − h2R0. Then
a dimKRn − dimKRn = δ for all n > 0.
b The graded ring R is homogeneous and minimally generated as a
K-algebra by dimKR1 + δ homogeneous elements of degree 1.
Proof. We write Q 
= R/R and consider the short exact sequence of
ﬁnitely generated and graded R-modules
∗ 0→ R→ R→ Q→ 0
As R is a birational extension ring of R, the R-module Q is of Krull dimen-
sion ≤ 1. So, the Hilbert polynomials pR and pR of R respectively R differ
only by a constant and we thus may write pRn = dn − h2R0 + 1 and
pRn = dn− h2R0 + 1 for all n ∈  where d denotes the degree of the
scheme ProjR.
By our hypothesis, h2Rn = 0 for all n > 0. As dimQ < 2, the
sequence ∗ yields an epimorphism H2R → H2R → 0 which shows
that h2Rn = 0 for all n > 0. As R and R are both CM, we have
HiR = HiR = 0 for i = 0 1. So, for all n ∈ , we obtain dimKRn =
pRn = dn− h2R0 + 1 and dimKRn = pRn = dn− h2R0 + 1. But
this obviously proves claim (a).
To prove statement (b), let s = dimkR1 r = dimKR1 and let
1     r be a K-basis of R1 such that 1     s ∈ R1. By statement (a) we
know that r = s + δ. It thus remains to show that R = K1     r	.
As R is homogeneous, we have R = K1     s	. It therefore is
enough to show that R = Rs+1     r	. It sufﬁces to prove thatR = R + ∑ri=s+1Rr , hence that the graded R-module Q is generated
in degree 1. As H0R = H1R = 0, the sequence ∗ gives H0Q = 0.
As K is an inﬁnite ﬁeld, we thus ﬁnd a Q-regular element  ∈ R1. In view
of statement (a), the multiplication maps 
 Qn → Qn+1 are isomorphisms
for all n ∈ . This proves our claim.
3. THE FOUR COHOMOLOGY TYPES IN
EMBEDDING DIMENSIONS ≥ 4
In this section, we give a ﬁrst cohomological classiﬁcation of the curves
under consideration. This classiﬁcation will be given in terms of the
Hartshorne–Rao module of our curve. It will turn out that we may expect
only ﬁve different types of curves to occur. In addition, one of the ﬁve
types is exceptional and occurs only if the embedding dimension r equals 3.
From now on let K be an algebraically closed ﬁeld, let r ≥ 3 be an inte-
ger, and let S = Kx0     xr	 be the polynomial ring in the indeterminates
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x0     xr over K. Finally, let  ⊆ rK 
= ProjS be a non-degeneratedly
embedded closed integral connected subscheme of dimension one—so we
refer to  as a curve—and of degree r + 2. Let A = K ⊕A1 ⊕ · · · be the
homogeneous coordinate ring of . So A is a homogeneous, integral, two-
dimensional homomorphic image of S and its ﬁrst homogeneous part A1 is
a K-vector space of dimension r + 1. As already announced in the Intro-
duction, we shall now study the structure of the Hartshorne–Rao module
H1A of our curve .
31 Remark. In view of the Serre–Grothendieck correspondence
(cf. (2.2)) we have H1c ∼= H2A0, so that the arithmetic genus of
 is given by h2A0. Consequently the Hilbert polynomial of  takes the
form χt = r + 2t + 1− h2A0.
32 Remark. Let  ∈ A1\0. As A is a domain of dimension 2, we
have H0A = 0 and dimA/A = 1, hence H2A/A = 0. So, if we
apply local cohomology to the short exact sequence
0→ A −→A1 → A/A1 → 0
we obtain for each n ∈  an exact sequence




33 Lemma. Let  ∈ A1\0. Then:
a h1A/An = r + 2 for all n < 0.
b h1A/A0 = r + 1.
c h1A/A1 = 2.
d h1A/A2 ≤ 1.
d′ h1A/A2 = 0 if the given element  is a generic linear form.
e h1A/An = 0 for all n > 2.
Proof. Let B 
= A/A/H0A/A and let r−1K ⊆ rK be the hyper-
plane deﬁned by . Then X 
= ProjB =  ∩ r−1K ⊆ r−1K is a zero-
dimensional subscheme of degree r + 2, and therefore X has length r + 2.
So, if we apply (2.3)(a) with R = A and M = B, we see that dBn = r + 2
for all n ∈ . Let bn denote the dimension of the K-vector space Bn.
Then, the graded short exact sequence 0 → B → DB → H1B → 0
together with the natural homogeneous isomorphism H1A/A ∼=→H1B
shows that h1A/An = r + 2 − bn for all n ∈ . As bn = 0 for all n < 0
and as b0 = 1, this proves statements (a) and (b).
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By the Serre–Grothendieck correspondence (2.2) we have DA0 =
 = K = A0 and so the natural short exact sequence 0 → A →
DA → H1A → 0 yields H1A0 = 0. If we apply the exact sequence of
(3.2) with n = 0, we thus get that H0A/A1 = 0. Consequently we have
isomorphisms B1 ∼= A/A1 ∼= A1/A0 ∼= Kr+1/K ∼= Kr , which show that
b1 = r hence that h1A/A1 = r + 2 − r = 2. This proves statement (c).
If now, we apply (2.3)(b) with R = AM = B, and n = 1, we immediately
obtain statement (d). Applying the same result for all n > 1, we get state-
ment (e). If  is a generic linear form, then ProjA/A = ProjB = X is
a subscheme of r + 2 points in semi-uniform position in r−1K (cf. (2.6)).
So, if we apply (2.4)(a) with s = r − 1 d = r + 2, and n = 2 to the
ring R = A/A, we get h1A/A2 ≤ max0 r + 2 − 1 − 2r − 1 =
max0 3− r = 0. This proves our claim d′.
34 Lemma. a h1An = 0 for all n ≤ 0.
b h1A1 + h2A0 = 2.
c h1A2 ≤ h1A1.
d h1An = 0 for all n > 2.
e h2An = 0 for all n > 0.
Proof. (a) In view of the Serre–Grothendieck correspondence (see (2.2)),
we have DAn = n = K or = 0, according to whether n = 0
or n < 0. Now, in view of the graded exact sequence 0 → A → DA →
H1A → 0 we get our statement.
Next, let  ∈ A1\0. By (3.2)—applied with n = 0—we get an exact
sequence 0 → H1A1 → H1A/A1 → H2A0
→H2A1 → 0. In
view of (3.3)(c) we conclude that h2A1 ≥ h2A0 − 2. If we apply (2.7)
with R = M = A and L = A1 and observe that A1 is of dimension
r + 1 > 3, we obtain that H2A1 = 0. This proves (again in view of
(3.3)(c)) our statement (b) and also our statement (e).
If we apply (3.2) in the case n = 1 with a generic linear form , (3.3)(d′)
shows that we have an epimorphism H1A1
→H1A2 → 0. This proves
statement (c).
To prove statement (d), observe that by (3.3)(e) and (3.2) we get an
epimorphism H1An
→H1An+1 → 0 for each  ∈ A1\0 and for each
n ≥ 2. So, by (2.7) (applied again with R = M = A and L = A1) we get
h1An+1 ≤ max0 h1An − r for all n ≥ 2. By the statements (b) and
(c) we also have h1A2 ≤ 2. As r > 2, this proves our claim.
35 Lemma. a The A-module H1A is generated by homogeneous
elements of degree 1.
b If r ≥ 4 and if  ∈ A is a generic linear form, then H0A/A is
generated by homogeneous elements of degree 2.
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c If  ∈ A1\0 is such that ProjA/A is reduced and
h1A/A2 = 0, then H0A/A is generated by homogeneous elements
of degree 2.
Proof. (a) Let  ∈ A1 be a generic linear form. Then, by (3.3)(d′)
we have H1A/A2 = 0, and so (3.2) gives rise to an epimorphism
H1A1
→H1A2 → 0. In view of (3.4)(d) this proves our claim.
(b) We may assume that  is the canonical image of the indeterminate
xr . Now, we may apply (2.4)(b) with s = r − 1 d = r + 2, and R = A/A.
(c) In view of (3.3)(d) we have h1A/A2 = 1. So, if we apply (2.5)
instead of (2.4)(b), we may conclude as in the proof of statement (b) that
H0A/A is generated by homogeneous elements of degree 2 and of
degree 4. But by (3.2) and (3.4)(d), H0A/An vanishes for all n > 3.
This proves our statement.
36 Lemma. Let r ≥ 4 and h1A1 = 0. Then h1A2 < h1A1.
Proof. Let  ∈ A1\0 be a generic linear form. Then (3.2) and
(3.3)(d′) give rise to a short exact sequence 0 → H0A A2 →
H1A1
→H1A2 → 0. Assume that h1A2 ≥ h1A1. Then this
sequence shows that H0A/A2 = 0. By (3.5)(b) we thus get H0A/A =
0. So (3.2) leads to an exact sequence 0 → H1A2 → H1A3 →
H1A/A3. In view of (3.3)(e) we therefore have h1A3 = h1A2 =
h1A1 = 0 and hence a contradiction to (3.4)(d).
37 Lemma. Let r ≥ 4 and let h1A2 = 0. Then:
a h1A2 = 1 h1A1 = 2.
b h2A0 = 0.
Proof. Obvious from (3.4)(b), (3.4)(c), and (3.6).
If M is a graded A-module, we denote its (graded) socle by soc(M), so
that socM is the sum of all graded simple submodules of M and may be
written as 0 
M A+. Using this notation, we have.
38 Lemma. Let r ≥ 4 and let h1A2 = 0. Then socH1A =
H1A2.
By (3.4)(d) we obviously have H1A2 ⊆ socH1A. Assume that
H1A2 = socH1A. Then (3.4)(a) shows that H1A1 ∩ socH1A =

T = 0. Now, let  ∈ A1\0 be a generic linear form. Then (3.2) and
(3.3)(d′) give rise to a short exact sequence 0→ H0A/A2 → H1A1
→
H1A2 → 0. So, by statement (3.7)(a) we ﬁrst obtain that h0A/A2 = 1,
and from this we conclude by (3.5)(b) that H0A/A is a cyclic A-
module. Moreover we have 0 = T ⊆ 0 
H1A1  ∼= H0A/A2. As
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h0A/A2 = 1 we get T = 0 
H1A1 , and so the connecting homomor-
phism δ
 H0A/A1 → H1A maps H0A/A2 onto T . By (3.2)
and (3.4)(d) we see that δ maps H0A/A3 onto H1A2. Again by
(3.4)(d), this yields a graded epimorphism H0A/A → T ⊕ H1A2 =
socH1A, which shows that socH1A is a cyclic A-module and sits in
more than one degree. This is obviously a contradiction.
Now, as h1An = 0 for all n = 1 2 it seems natural to distinguish differ-
ent cases according to the values taken by h1A1 and h1A2. We therefore
call the pair h1A1 h1A2 ∈ 20 the numerical cohomology type (n.c.t)
of A. Now we have:
39 Theorem. Let r ≥ 4. Then only the four numerical cohomology
types 0 0 1 0 2 0, and 2 1 may be expected to occur. Moreover
according to these four cases, we show the statements on the structure of the
ring A, the structure of the A-module H1A, and on the arithmetic genus
h2A0 of the curve  in Table I.
Proof. From (3.4)(b) and (c) it follows that the only numerical cohomol-
ogy types which may be expected besides the four listed in Table I are 1 1
and 2 2. But these two possibilities are excluded by (3.6). Now, the state-
ments on the structure of H1A follow by (3.4)(a) and (d) (in the cases I,
II, III) and by (3.8) (in the case IV). As A is a homogeneous domain of
dimension 2, the statements on the structure of A are an easy consequence
of the corresponding statements on the structure of H1A—at least in the
cases I, III, IV. In the case I it also follows at once that A is a CM-ring. As
the statements on h2A0 are obvious from (3.4) it remains to be shown
that the type τA of A equals 2, if A is a CM-ring.
To do so, let  ∈ A1\0 be a generic linear form, so that X 
=
ProjA/A is a scheme of r + 2 points in semi-uniform position in the
hyperplane r−1K ⊆ rK = ProjS deﬁned by . As A/A is a CM-ring, it
is the homogeneous coordinate ring of X. So (2.9), applied with s = r − 1
TABLE I
Case n.c.t Structure of H1A Structure of A paC = h2A0
I 0 0 H1A = 0 A is a CM-ring of 2
type 2
II 1 0 H1A ∼= K−1 A is a Buchsbaum ring 1
with invariant 1
III 2 0 H1A ∼= K2−1 A is a Buchsbaum ring 0
with invariant 2
IV 2 1 socH1A = A is a 2-Buchsbaum 0
H1A2 = K−2 ring
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and R = A/A, shows that τA/A = 2. In view of (2.8)(A) we thus get
τA = 2.
310 Remark. Let r ≥ 4. The data given in Table I deﬁne indeed
the structure of H1A as a module over A, e.g., as a module over S 
=
Kx0     xr	. Obviously we only have to make this evident in the case IV.
As the K-vector spaces H1A1 and H1A2 are of dimensions 2 and 1,
respectively, and as H1A1\0 contains no socle element of H1A1, the
K-vector space
V 
=  ∈ S1  H1A1 = 0 = 0 
S1 H1A
is of dimension r − 1. After an appropriate change of coordinates we may
write V = ∑rj=2Kxj and consider H1A as a module over the polyno-
mial ring T = Kx0 x1	. Now, the kernels of the two multiplication maps
xj
 H1A1 → H1A2 j = 0 1 are both of dimension one and different
from each other.
As an easy consequence we see that H1A has a minimal graded free
T -resolution of the shape
0→ T −4 ν−→T −23 µ−→T −12 → H1A → 0







Another consequence is that we have an isomorphism of graded T -modules
H1A ∼= HomKT/x0 x12TK−2
Observe in particular that up to graded isomorphism, H1A is uniquely
determined by V = 0 
S1 H1A.
311 Remark. (A) Besides the previous proposition, the results of
this section give rise to a few observations, which also hold true if r = 3. As
already remarked in the proof of (3.9) we cannot exclude the two additional
numerical cohomology types 1 1 and 2 2 if r = 3. By (3.3)(d′) and (3.2)
we see that socH1A = H1A2 in these two cases. In particular A is
a 2-Buchsbaum ring in these two cases. In case of the numerical cohomol-
ogy type 2 1 we see again by (3.3)(d′) and (3.2) that socH1A1 ≤ 1.
But for r = 3 we cannot exclude the case socH1A1 = 1. (Here soc	n
denotes the K-dimension of the nth homogeneous part of the socle of a
graded A-module 	.)
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TABLE II
Case n.c.t soc H1A Structure of A paC = h2A0
II′ 1 1 K−2 A is a 2-Buchsbaum ring 1
IV′ 2 1 K−1 ⊕K−2 A is a 2-Buchsbaum ring 0
IV′′ 2 2 K−22 A is a 2-Buchsbaum ring 0
(B) In case of the numerical cohomology type 0 0, it is always true
that A is a CM-ring of type 2, simply as Lemma (2.9), which we used to
calculate τA, holds also true for s = 2. So, we may say in general that 
is arithmetically CM if and only if pa = 2 and that in this case we must
have τA = 2.
(C) If  is smooth, it is of numerical cohomology type 0 0 precisely
if it is of (geometric) genus 2. The curves of this class present what one
could call the “generic case” in our classiﬁcation.
(D) All together, let us notice that besides the 4 cases listed in
Table I, we cannot exclude at the moment the 3 additional cases shown in
Table II if r = 3.
(E) Later we shall use the structure of the minimal free resolution
of the Hartshorne–Rao module H1A to exclude the cases II′ and IV′
(see (5.6)). On the other hand, the case IV′′ occurs indeed, as shown by
the example  = ProjKs5 s4t st4 t5	 in which s and t are used to denote
indeterminates (see S2	).
4. EMBEDDINGS AND PROJECTIONS OF SMOOTH CURVES
In this section, we describe the previous cohomologically deﬁned types
of curves in geometric terms: by means of embeddings or projections of
smooth curves of simple nature.
We keep the previous hypotheses and notations so that K is an alge-
braically closed ﬁeld, S denotes the polynomial ring Kx0     xr	 ⊆
rK = ProjS denotes a curve (e.g., an integral closed connected non-
degenerate subscheme of dimension 1) of degree r + 2 with homogeneous
coordinate ring A. Moreover we set r ′ 
= r + h1A1. By (3.4)(b) we have
r ≤ r ′ ≤ r + 2.
41 Remark and Deﬁnition. (A) In view of (3.5)(a), the canonical
exact sequence 0 → A η→DA → H1A → 0 shows that the graded
A-module DA is generated by homogeneous elements of degree one
and that dA1 = r ′ + 1. In particular DA is a homogeneous integral
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K-algebra of dimension 2 and minimally generated by r ′ + 1 homoge-
neous elements of degree one. Therefore DA may be viewed as a
graded homorphic image of the polynomial ring S′ 
= Kx0     xr ′ 	 and so
′ = ProjDA naturally occurs as a non-degeneratedly embedded curve
in r
′
K = ProjS′. We call this curve the curve which is associated to .
(B) As H1A vanishes in large degrees, the curves ′ and  have
both the same degree r + 2 and the canonical homomorphism η
 A →
DA induces an isomorphism ε
 ′ → . If h1A1 = r ′ − r > 0 we write P
for the linear subspace r
′−r−1
K = ProjS′/x0     xr of r
′
K . If h
1A1 = 0,
we set P =  . So P is empty, a point or a line respectively if r ′ = r, r ′ = r +
1 or r ′ = r + 2. Moreover we have P ∩′ =  . If πP 
 r
′
K\P → r denotes
the projection from the center P (given on closed points by c0 
    
 cr ′  !→
c0 
    
 cr, the isomorphism ε is induced by the projection πP . Let
Sec′ ⊆ r ′K be the secant variety of ′. Then, as ε is an isomorphism,
we have P ∩ Sec′ =  .
In the sequel, we use the notion of ∗canonical module of DA, as it is
deﬁned in [Bru-He, (3.6.8)]. In our context, the ∗canonical module of DA
is unique up to an isomorphism of graded modules (see [Bru-He, (3.6.9)]).
So, we allow ourselves to speak of “the” ∗canonical module of DA.
42 Propositon. DA is CM-ring. Moreover, for all r ≥ 3 we have:
a If h1A1 = 0, then A = DA so that DA is of type 2. In this
case, the ∗canonical module of DA is generated by (two) homogeneous
elements of degree 0.
b If h1A1 = 1, then DA is a Gorenstein ring and its ∗canonical
module is generated by a homogeneous element of degree 0, hence equal to
DA.
c If h1A1 = 2, then ′ ⊆ r+2K is a normal rational curve of degree
r + 2 and DA is of type r + 1 with a ∗canonical module which is generated
by r + 1 homogeneous elements of degree 1.
Proof. As H0DA = H1DA = 0 and dimDA = 2DA is a
CM-ring.
(a) If h1A1 = 0 we have H1A = 0 so that DA = A. Now, by
(3.9) and (3.11)(B) we see that τDA = 2. Next, let s ∈ , let As
be the sth Veronese subring of A and let s = ProjAs. Then, the
Hilbert polynomial of s has the shape χs t = χst = str + 2− 1
(see (3.1), (3.4)(b)). Moreover we have H1As = H1As = 0. In par-
ticular we see that dimK As1 = χs 1 = sr + 2 − 1, so that s is
of embedding dimension sr + 2 − 2 and of degree sr + 2. So, we may
apply what we know already to As and get that τAs = 2 = τA. By
[Bru-He, (3.3.11)] this means that the ∗canonical module 6s of As is
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minimally generated by the same number of homogeneous elements as the
∗canonical module 6 of A for all s ∈ . By [Bru-He, (3.6.21)(c)], we have
6s = ⊕n∈6ns. As 6 is a CM-module, 6s therefore is only minimally
generated by two homogeneous elements for all s ∈  if 6 is generated in
degree 0.
(b) Let us ﬁrst recall that a non-degenerate arithmetically CM curve
of degree t + 1 in tK is arithmetically Gorenstein (see, for example,
[Ho-St-V, Theorem B, (iv)]). As h1A1 = 1, we have r ′ = r + 1, so that
′ is an arithmetically CM-curve of degree r ′ + 1 in r ′K and hence is
arithmetically Gorenstein. So, D = DA is a Gorenstein ring. Now, let
s ∈  and consider again the Veronese transform ′s = ProjDs, whose
Hilbert polynomial is given by χ′s t = χ′ st = χst = str + 2
(see (3.1), (3.4)(b)). Now, we conclude again that ′s is an arithmetically
CM-curve of degree sr + 2 and of embedding dimension sr + 2 − 1,
hence is arithmetically Gorenstein. As this holds for all s ∈ , we conclude
as in the proof of statement (a) that D has a ∗canonical module generated
in degree 0.
(c) Let p1     pr+2 ∈ ′ be r + 2 distinct closed points. Then there
is a hyperplane H ⊆ r+2K which contains all these points. By Bezout we
conclude that the intersection multiplicity of ′ with H in each of these
points pi equals one. So, all these points are regular points of ′, hence
′ must be smooth. By (3.4)(b) we see that the arithmetic genus pa′ =
h2DA0 = h2A0 equals 0, so that ′ is smooth and rational. There-
fore, there is some closed embedding ι
 1K ↪→ r+2K , such that ′ = ι1K.
This embedding is given by a divisor of some degree r ′′ > 0 on 1K . If
we write 1K = ProjKs t	 with two indeterminates s and t, we thus get
a homomorphism Ks t	r ′′ α→DA of graded rings, which is an isomor-
phism in large degrees. As DA is a CM-ring α must be an isomorphism
and we must have r ′′ = r + 2. Now, our claim is obvious in view of [Br-He,
(3.6.21)(c), (3.6.10)].
Now, we want to give a ﬁrst geometric description of  according to the
four cases I, II, III, IV of (3.9) and the exceptional case IV′′ of (3.11)(C).
43 Corollary. Let r ≥ 3. Then
a In the case I, we have ′ = . Moreover, the smooth curves which
occur under case I are exactly the curves which are obtained by an embedding
of an arbitrary smooth curve 0 of genus 2 by means of a divisor D ∈ Div0
of degree r + 2.
b In the case II, the associated curve ′ ⊆ r+1K is a non-degenerate
arithmetically Gorenstein curve of arithmetic genus 1 and with dualizing sheaf
ω˙′ ∼= ′ . The isomorphism ε
 ′ ∼=  is induced by a projection from a point
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0K ∈ r+1K \Sec′. In particular the smooth curves which occur under case II
are exactly the curves which are obtained by projecting an elliptic normal curve
′ ⊆ r+1K from a point 0K ∈ r+1K \Sec′.
(c) The curves which occur under the cases III, IV, and IV′′ are always
smooth and rational and are precisely the curves which are obtained by pro-
jecting a rational normal curve ′ ⊆ r+2K from a line L 
= 1K ⊆ r+2K which
does not meet Sec′. In the case III, no quadrisecant 3-space 3K ⊆ r+2K of
′ contains the projecting line L, whereas in the cases IV and IV′′, L is lying
in such a 3-space.
Proof. (a) By (4.2)(a), we have ′ =  in the case I. The statement
made on the smooth curves which occur under case I is clear from [Hs, IV
(3.2), (3.3.2)].
(b) The statement made on the nature of the associated curve ′ is
clear from (4.2)(b) and (4.1)(B). As r ′ = r + h′A1, the statement made
on the smooth curves which occur under case II now follows easily.
(c) By (4.2)(c) and (4.1)(B) it follows easily that the curves which
occur under the cases III, IV, and IV′′ are precisely those which are
obtained by projecting a rational normal curve ′ ⊆ r+2K from a line
1K ⊆ r+2K disjoint to Sec ′. Observe that L = 1K is contained in a
quadrisecant 3-space 3K ⊆ r+2K to ′ if and only if  admits a quadrise-
cant line. But according to [Gr-L-P, Theorem (3.1)] this latter condition is
satisﬁed if and only if the smooth and rational curve  fails to be 3-regular.
But this occurs precisely if the numerical cohomology type of  is (2,1),
hence in the case IV.
If  is smooth, (4.3) already gives a rather satisfactory geometric charac-
terization of the different possible cases. What still is lacking is an account
on the possible singular cases. We attack now these latter cases beginning
with some preliminary remarks.
44 Remark. For a point p of a noetherian scheme X we write
mpX for the multiplicity of X at p. Then, the same argument as made
in the beginning of the proof of statement (4.2)(c) tells us that
∑
p′∈′
mp′ ′ − 1 ≤ r + 2 − r ′ = 2 − h1A1 = h2A0. As ε
 ′ →  is an
isomorphism, we thus can say:
(i) If h1A1 = 0, then  is of arithmetic genus 2 and has at most
2 singularities; in case of two singularities, both must be double points; in
the case of one singularity p, we must have mp ≤ 3.
(ii) If h1A1 = 1, then  is of arithmetic genus 1 and has at most
one singularity and this singularity must be a double point.
(iii) If h1A1 = 2 is smooth and rational.
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It shall be important to consider also the normalization ˜ of the curve .
It will turn out that ˜ may be embedded in a simple way into an appro-
priate projective space. This will allow us to describe the associated curve
′ in an easy way as a projection of the curve ˜. We begin with some
preliminaries.
45 Notation and Remark. (A) Let B be the integral closure of A in
the quotient ﬁeld QuotA of A. Then B is a normal, birational ﬁnite
integral extension domain of A which carries a natural positive grading
B = ⊕n≥0 Bn such that B0 = K and such that An = Bn ∩A for all n. In
particular, the induced morphism ν
 ˜ = ProjB →  presents a normal-
ization of .
(B) Keep the above notations and let  be the coherent sheaf of
-modules which is induced by the graded A-module B/A. Then
Supp = Sing and there is a short exact sequence.
0→  → ν∗˜ →  → 0
Let p ∈  be a closed point. According to [Hs, IV, Ex 1.8, p. 298] we may
introduce the invariant δp 
= length p. Then obviously δp > 0
if and only if p is a singular point of . More precisely, the multiplicity of
 at p is subject to the estimate
δp > 0⇒ 2 ≤ mp ≤ δp + 1
which holds as mp = length pν∗˜p/m pν∗˜p.




δp = length 
Then using the Hilbert polynomials pA and pB of A and B we have δ =
pBt − pAt and hence
δ = h2A0 − h2B0
In view of (3.4)(b) we also may write
δ + h2B0 = 2 − h1A1
In particular we get
0 ≤ δ ≤ 2 − h1A1
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(D) Obviously we have the following inclusions of graded domains
A ⊆ DA ⊆ B
In particular, B is a ﬁnite birational integral extension domain of DA,
and DA and B are both CM. Moreover (3.4)(e) shows that h2DA1 =
h2A1 = 0. We have seen already in (4.1)(A) that DA is a homogeneous
ring with dimKDA1 = dA1 = r ′ + 1 = r + h1A1 + 1. As h2A0 =
h2DA0 we now can apply (2.10) to the rings DA ⊆ B in order to see
B is a homogeneous ring which is minimally generated as a
K-algebra by r ′ + δ + 1 homogeneous elements of degree 1.
(E) Let r˜ = r ′ + δ so that r ′ ≤ r˜ ≤ r + 2. Then by the last obser-
vation there is a non-degenerate closed immersion ˜ ↪→ r˜K which allows
us to consider ˜ as a non-degenerate and arithmetically normal curve of
degree r + 2 in r˜K with homogeneous coordinate ring B. Moreover, the






in which ε is deﬁned according to (4.1)(B). Finally, η is induced by a linear
projection λ
 r˜K\Q → r
′
K from a linear space Q = δ−1K ⊆ r˜K disjoint
to ˜. Obviously, by the last estimate of part (C), Q is either empty (in
which case η is an isomorphism), a point, or a line.
(F) In view of the estimates in parts (B), (C) and in view of Remark
(4.4), case I splits up into four subcases I0, I1, I2, I
′
2 and case II splits up
into two subcases II0, II1 which are shown in Table III.
The cases I0 and II0 correspond precisely to the non-singular curves that
occur under case I resp. case II and thus are described in geometric terms
by statements (a) and (b) of Corollary (4.3). Now, we shall characterize the
TABLE III
Subcase δ sing δp δq mp mq
I0 0 φ
I1 1 p 1 2
I2 2 p 2 ≤ 3
I′2 2 p q 1 1 2 2
II0 0 φ
II1 1 p 1 2
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remaining singular cases I1, I2, I2′ , II1, in geometric terms, e.g., by means
of projections. In the result to come, a simple secant line to a curve in some
projective space is meant to be a 2-secant line to this curve.
46 Proposition. Let r ≥ 3. Then
a In the case I1 ˜ ⊆ r+1K is an elliptic normal curve and  is
obtained by projecting ˜ from a point 0K ∈ r+1K lying on presicely one secant
line to ˜; moreover this secant line is simple.
b In the case I2 ˜ ⊆ r+2K is a rational normal curve and  is
obtained by projecting ˜ from a line 1K ⊆ r+2K lying on precisely one trisecant
plane to ˜. The unique singularity p of  satisﬁes mp = 3.
c In the case I′2 ˜ ⊆ r+2K is as in statement (b) and  is obtained
by projecting ˜ from a line which is intersected by precisely two lines secant
to ˜; moreover these two secant lines are simple and skew to each other.
d In the case II1 ˜ ⊆ r+2K is again as in statement (b) and  is
obtained by projecting ˜ from a line 1K ⊆ r+2K which is intersected by pre-
cisely one secant line to ˜; moreover this secant line is simple.
Proof. (a) By statement (E) of (4.5) we may indeed consider ˜ as a
non-degenerate arithmetically normal curve of degree r + 2 in r+1K . In the
notation of (4.5) the genus of ˜ is given by h2B0 = h2A0 − δ = 1 so
that ˜ is an elliptic normal curve. By (4.5)(E) and as  = ′ (see (4.3)(a))
the morphism ν
 ˜ →  is induced by a linear projection r+1K \0K → rK
from an appropriate point 0K ∈ r+1K \˜. As  has a unique singularity,
which moreover is a double point (see (4.5)(F)), the center of projection
0K must lie on precisely one secant line to ˜, which moreover must be
bisecant.
(b), (c) By (4.5)(E) we may consider ˜ as a non-degenerate arithmeti-
cally normal curve of degree r + 2 in r+2K with genus h2B0 = h2A0 −
δ = 0, hence a rational normal curve. Again by (4.5)(E) and as  = ′,
the morphism ν
 ˜ →  is induced by a projection λ
 r+2K \1K → rK
from a line L 
= 1K ⊆ r+2K disjoint to ˜. For each k ∈ , the assignment
2K !→ λ2K\L gives rise to an injective map from the set of all k-secant
planes 2K ⊇ L of ˜ into the set of all k-fold points of λ˜ = .
In the case I2′ , we may use the dates listed in (4.5)(F) to conclude that
L contains precisely two 2-secant planes of ˜ and no k-secant plane of ˜
with k > 2. This immediately proves statement (c).
Assume now that we are in the case I2. Then by (4.5)(F) we see that the
unique singularity p of  satisﬁes mp = 2 or mp = 3. If mp = 2,
the above injection shows that L contains precisely one 2-secant plane
H 
= 2K of ˜ and no k-secant plane of ˜ with k > 2. This means that
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L is intersected in some point Q by a 2-secant line L′ of . Now, let
=
 r+2K \Q → r+1K be the projection from Q, let S 
= =L\Q, and
let σ 
 r+1K \S → rK be the projection from S. Then λ = σ ◦ =r+2K \L
and =˜ ⊆ r+1K is a non-degenerate curve with q 
= =L′\Q as a
unique singularity and moreover mq= = 2. As σ=˜ =  has p
as a unique singularity we obtain σq = p. As mp = 2 we conclude
that the line through S and q intersects =˜ only in q and the correspond-
ing multiplicity of intersection is 2 = mq=˜. It follows that σq′ = p
hence that σq′ ∈  is non-singular for each q′ ∈ =˜\q. So, for each
such q′, the line through S and q′ intersects =˜ only in q′ and this inter-
section is transversal. Therefore the projection σ induces an isomorphism
σ 
 =˜ ∼=→. This shows that  ⊆ rK is not linearly normal and hence
contradicts H1A1 = 0.
So, we must have mp = 3. In view of the previously observed relation
between k-secant planes 2K ⊇ L to ˜ and k-fold points of , statement
(b) follows immediately.
(d) By (4.5)(C) and (4.5)(E) we may conclude as in the proof of
statements (b) and (c) that ˜ ⊆ r+2K is a rational normal curve. Moreover
the morphism η
 ˜ → ′ is induced by a projection λ
 r+2K \Q → r+1K
from a point Q ∈ r+2K \˜. As ′ has precisely one singularity, which more-
over is a double point (see (4.4)), Q is contained in precisely one secant
line H; moreover, H is a simple secant line to . In addition, we know
by (4.3)(b) that the isomorphism ε
 ′ →  is induced by the projection
r+1K \P → rK from a point P ∈ r+1K \Sec′. Now, let L = 1K ⊆ r+2K
be the unique line passing through Q and satisfying λL\Q = P . Then,
ν = ε ◦ η is induced by a projection r+2\L → rK from L, and H is the
only secant of ˜ which intersects L. This proves statement (d).
47 Remark. (A) Keep the previous notations and hypothesis. Then
we see from (4.3) and (4.6) that except in the case I0, the curve  always is
a projection of a rational normal curve ˜ ⊆ r˜K or an elliptic normal curve
˜ ⊆ r˜K . More precisely:
(i) In the cases I1 and II0, the curve  is obtained by projecting
an elliptic normal curve ˜ ⊆ r+1K from a point P ∈ r+1K . The case II0 is
characterized by the condition P /∈ Sec˜.
(ii) In the cases I2, I
′
2, II1, III, IV, and IV
′′, the curve  is obtained
by projecting a rational normal curve ˜ ⊆ r+2K from a line L ⊆ r+2K . The
distinction between the 6 possible cases is caused by the different positions
of the projecting line L with respect to the secants of ˜.
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Observe that in the case IV′′ the condition that L is contained in a quadrise-
cants 3-space 3K ⊆ 5K to ˜ may be omitted, as it is always satisﬁed.
(B) For the sake of completeness let us mention here how non-
degenerate projective curves  ⊆ rK of degree r + 1 may be described
in geometric terms. Then, three possible casesI, II, and III may occur.
I 
  is an elliptic normal curve.
II 
  is obtained by projecting a rational normal curve ˜ ⊆
r+1K from a point P ∈ r+1K \Sec ˜.
III 
  is obtained by projecting a rational normal curve from a
point P ∈ r+1K \ ˜ which lies on precisely one secant line L to ˜; moreover,
L is a simple secant line. In addition  has precisely one singular point p¯
and this point p¯ is a double point.
At least if r ≥ 4, this may be seen by the arguments which were used to
prove (4.3) and (4.6), as then  is the associated curve of a curve ◦ ⊆ r−1K
of degree r + 1. Another approach consists in applying [Ho-St-V], (2.10),
and (4.5) and proving our claim independently in the spirit of the arguments
used in the proofs of (4.3) and (4.6).
5. BETTI NUMBERS OF DA
Now, we begin with the study of the homological aspect of our curves. We
keep our previous notation. Our goal is to determine or at least to approx-
imate the Betti numbers of the homogeneous coordinate ring A of . The
present section shall pave the way to this goal by an investigation of the
Betti numbers of the S-module DA.
By (4.1)(A) we know that DA is the homogeneous coordinate ring
of the associated curve ′ ⊆ r ′K and hence may be written as a graded
homomorphic image of the polynomial ring S′ 
= Kx0     xr ′ 	, where r ′ =
r + h1A1.
We ﬁrst compute the graded Betti modules TorS
′
i KDA of the
S′-module DA.
51 Proposition. Let r ≥ 3. Then:






K for i = 0,
Kci−i− 1 for 1 ≤ i ≤ r ′ − 3,
Kr
′−1−r ′ ⊕Kr ′−2−r ′ + 1 for i = r ′ − 2,
K2−r ′ − 1 for i = r ′ − 1,









r ′ − 1
i− 1
)
for 1 ≤ i ≤ r ′ − 3






K for i = 0,
Kci−i− 1 for 1 ≤ i ≤ r ′ − 2,
K−r ′ − 1 for i = r ′ − 1,
where
ci = r ′ + 1
(





r ′ + 1
i+ 1
)
for 1 ≤ i ≤ r ′ − 2





K for i = 0,







for 1 ≤ i ≤ r ′ − 1
Proof. (a) Clearly, in this case r = r ′ S′ = S, and A = DA. Let  ∈ S1




i KDA/DA ∼= TorS
′
i KDA for all i
As DA is CM (see (4.2)), DA/DA is the homogeneous coordinate
ring of r ′ + 2 points in semi-uniform position in r ′−1k (see (2.6)(A)). By
virtue of (2.6)(B) this shows that the modules
TorS
′/S′
i KDA/DA i = 0     r ′ − 1
are of the form given in statement (a).
In order to prove (b) and (c), ﬁrst note that the Castelnuovo–Mumford
regularity regDA respectively takes the values 2 and 1 under the
hypotheses of these two statements. In terms of [S1] this means that DA
is an extremal Gorenstein resp. an extremal Cohen–Macaulay ring of
size 2. Therefore the statements made in (b) and (c) are particular cases
of Theorem B and Theorem A of [S1], respectively.
In our next step we want to explore the homological structure of DA as
an S-module. We ﬁrst make a preliminary observation on Koszul homology,
which also will be useful later.
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52 Remark. Let f = f1     fn and g be homogeneous elements of
S′. For a graded S′-module M consider the Koszul homology modules
Hif M and Hif  gM of M with respect to f respectively with respect
to f  g. Then there is a graded long exact sequence
· · ·Hif M−d
g−→Hif M → Hif  gM → Hi−1f M−d · · · 
where d = degg; see [Bru-He] for details.
Now, we are ready to compute the graded Betti modules of the S-module
DA. Note that the case h1A1 = 0 is already settled by (5.1)(a), so that
we may restrict our attention to the cases where h1A equals 1 or 2.
53 Theorem. Let r ≥ 3.




K0 ⊕K−1 for i = 0,
Kei−i− 1 for 1 ≤ i ≤ r − 2,
K−r ⊕K−r − 1 for i = r − 1,









for i = 1     r − 2.
b If h1A1 = 2 (e. g., in the cases III, IV, IV′, and IV′′),
TorSi KDA ∼=
{
K0 ⊕K2−1 for i = 0,
Kfi−i− 1 for 1 ≤ i ≤ r − 1,







for i = 1     r − 1.
Proof. We write D 
= DA and start with the proof of statement (a).
By our assumption we have r ′ = r + 1. Now split the variables x0     xr ′
of S′ into two subsets x = x0     xr and y = xr+1. Then by (5.2) there is an
exact sequence
∗ HixD−1
yi−→ HixD → Hix yD
−→ Hi−1xD−1
yi−1−→Hi−1xD −→ Hi−1x yD
for all i, in which the yi denote the maps given by multiplication with y
on HixD−1. First put i = r. Then, because of the depth sensitivity
of Koszul complexes we know that HrxD = 0. By (∗) we get an exact
sequence
0→ Hrx yD → Hr−1xD−1
yr−1−→Hr−1xD → Hr−1x yD
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By (5.1)(b) we have Hrx yD ∼= K−r − 2 and Hr−1x yD ∼=
Kcr−1−r. As Hr−1xDn vanishes for all but ﬁnitely many n ∈  it follows
that
Hr−1xD ∼= K−r − 1 ⊕K−r
Moreover we see that coker yr−1 ∼= K−r. If we consider the sequence
(∗) with i = r − 1 we get an exact sequence
0→ coker yr−1 → Hr−1x yD → Hr−2xD−1
yr−2−→Hr−2xD → Hr−2x yD
By (5.1)(b) we know that Hr−1x yD ∼= Kcr−1−r and Hr−2x yD ∼=
Kcr−2−r + 1. By a similar argument as above it follows that
Hr−2xD = Ker−2−r + 1 with er−2 = cr−1 − 1
Moreover yr−2
 Hr−2xD−1 → Hr−2xD is the zero map. Now by
descending induction on i and on use of (5.1)(b) it follows that
HixD = Kei−i− 1 with ei = ci+1 − ei+1
and that yi
 HixD−1 → HixD is the zero map for 1 ≤ i ≤ r − 2.
Finally, an easy calculation proves our claim for i = 0. Thus part (a) is
shown.
Next let us prove part (b). By our assumption we have r ′ = r + 2. Again,
we split up the variables x0     xr ′ of S′ and set x = x0     xr+1 y = xr+2.
Once more, there is our exact sequence of Koszul homology modules as
given in (∗). Our ﬁrst aim is to show that
∗∗ HixD ∼=
{
K0 ⊕K−1 for i = 0,
Kdi−i− 1 for 1 ≤ i ≤ r,










) 1 ≤ i ≤ r.
By (5.1)(c) we have
Hr+1x yD ∼= Kcr+1−r − 2 and Hrx yD ∼= Kcr −r − 1
Moreover Hr+1xD = 0. Now, the sequence (∗) with the choice i = r + 1
gives rise to an exact sequence
0→ Hr+1x yD−1 → HrxD
yr−→HrxD → Hrx yD
which shows that
HrxD ∼= Kdr −r − 1 with dr = cr+1
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and that
yr 
 HrxD−1 → HrxD is the zero map.
Now, let 1 ≤ i < r. By (5.1)(c) we may write
Hi+1x yD ∼= Kci+1−i− 2 and Hix yD ∼= Kci−i− 1
By ∗, we have an exact sequence
Hi+1xD−1
yi+1−→Hi+1xD → Hi+1x yD → HixD−1
yi−→HixD → Hix yD
All together, this allows us to conclude by descending induction on i, that
HixD ∼= Kdi−i− 1 with di = ci+1 − di+1
and that
yi
 HixD−1 → HixD is the zero map.
In particular, this proves the claim made in ∗∗ for 1 ≤ i ≤ r. Once more
we now see by ∗ that H0xD has the requested form. So, ∗∗ is shown.
In order to ﬁnish the proof of statement (b), we split up the indetermi-
nates x0 x1     xr+1 by setting x = x0     xr and y = xr+1. Note that now
by ∗∗ the Koszul homology modules
Hix yD 0 ≤ i ≤ r
are known. In this new context, (5.2) yields again an exact sequence ∗.
Now, statement (b) may be shown by following the outline of our previous
arguments.
54 Remark. (A) Under the assumption of (5.3)(a) (e.g., in the
case I), it follows that a minimal free resolution F• → DA of the
S-module DA is self-dual, e.g., that F• ∼= HomSFr−1−• S−r − 1. In
particular it turns out that
DA ∼= Extr−1S DA S−r − 1
In other words, the ∗canonical module 6DA of the A-module DA is
isomorphic to DA (see [S2]).
(B) Let F• → DA be as above. This resolution and hence the Betti
modules calculated in (5.1)(a) and (5.3)(a), (b) provide information on the
Hilbert series FtDA of DA (cf. [Bru-He, (4.1.13)]). So, if h1A1 = 2
(e.g., in the cases III and IV), we conclude by (5.3)(b) that
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On the other hand, the Hilbert series of DA does not depend on whether
we consider DA as a module over S or over S′. Hence we may use
(5.1)(c)—or keep in mind that DA is the homogeneous coordinate ring
of a rational normal curve in r+2K (see (4.2)(c))—in order to conclude that
FtDA = 11− t2 1+ r + 1t




−1ifiti+1 = 1+ r + 1t1− tr−1







for 1 ≤ i ≤ r − 1.
If h1A1 = 1, we can use (5.3)(a) and (5.1)(b) to conclude that





−1ieiti+1 + −1r−1tr + tr+1
)
and
FtDA = 11− t2 1+ rt + t
2
A calculation similar to above conﬁrms the formulas for ei 1 ≤ i ≤ r − 2,
as given in (5.3)(a).
Now, we are ready to do what was announced in (3.11)(D): to show that
the two cases II′, IV′ (which only could appear for r = 3) do not occur at
all. In order to do so, we prove
55 Proposition. The Hartshorne–Rao module H1A does not possess
a graded direct summand isomorphic to K	/2−1	, where  ∈ S1\0 is a
linear form.
Proof. Assume the contrary. Then H1A = 0 and A is not arithmeti-
cally Cohen–Macaulay. By (4.1) we know that D 
= DA is a Cohen–
Macaulay homogeneous K-algebra and the ﬁnite free resolution of D as
an S-module is of the type described in (5.3). In particular it follows that
TorS1KD ∼= Kd−2 in each of the possible cases. Now consider the short
exact sequence
0→ A→ D→ H1A → 0
which induces an epimorphism
∗∗∗ TorS1KD → TorS1KH1A → 0
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To this end note that the induced homomorphism A ⊗S S/xS →
D ⊗S S/xS is injective. The Koszul resolution of K	/2−1	 shows
that Kr−3 is a direct summand of TorS1KH1A. This contradicts
the previously observed isomorphism TorS1KD ∼= Kd−2 and the
epimorphism ∗∗∗.
56 Remark. Now clearly Proposition (5.5) yields the impossibility
of the cases II′ and IV′ which was stated in (3.11): in both cases the
Hartshorne–Rao module H1A would have a graded direct summand of
the type excluded by (5.5).
6. BETTI NUMBERS OF A
The aim of this section is to accomplish the (approximate) calculation
of the Betti numbers of the homogeneous coordinate ring A of our curve
 ⊆ r . Remember that by (5.1)(a) we already know these Betti numbers
in the case I. The case IV′′, which only occurs if r = 3, need not be treated
either (cf. [S2]). So, it remains to treat the cases II, III, IV. We keep our
previous notations and write S for the polynomial ring Kx0     xr	 and
A for the homogeneous coordinate ring of . One point of our interest
shall be to decide in which cases  may lie on a surface of minimal degree.
We thus start our considerations with a few preliminaries about curves on
surfaces of minimal degree.
61 Remark. (A) (Cf. [Be, pp. 53–54]). Remember that an irre-
ducible non-degenerate projective surface X ⊆ rK always has degree
≥r − 1 and that such a surface is said to be of minimal degree if it has
degree r − 1. A surface X ⊆ r of minimal degree is known to be either a
rational scroll or a cone over a rational normal curve Y ⊆ r−1K or—in the
case r = 5—a Veronese surface. By the so-called Kp 1-Theorem of Green,
our curve  ⊆ rK lies on a surface X ⊆ rK of minimal degree if and only
if the r − 1th homogeneous part TorSr−2KAr−1 of the graded S-module
TorSr−2KA does not vanish. Moreover, in this case we have
dimKTorSr−2KAr−1 = r − 2
(see [G, 3.c.1]).
(B) Remember that rational scrolls are obtained as appropriate
embeddings of geometrically ruled surfaces over 1K and that—up to




= 1K 1K ⊕ 1K a
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with an uniquely determined number a ∈ 0 (see [Be, III. 15, IV.1 (iii)]).
Let π
 
a → 1K be the structural morphism and let FH ∈ Pic
a denote
the classes of the line bundles π∗1K 1 and 
a1, respectively, the latter
being the tautological line bundle of 
a (see [Be, III.17]). Then Pic
a is
freely generated by F and H. For the intersection numbers involved with
F and H we have F · F = 0 F ·H = 1, and H ·H = a (cf. [Be, IV.1 (i)]).
(C) Keep the notation of part (B). Then the ﬁbre π−1p of an arbi-
trary closed point p ∈ 1K is a projective line which belongs to the linear
system F . So, if we apply the genus formula (cf. [Be, I.15]) to the curve
π−1p ⊆ 
a we see that the canonical divisor C of 
a satisﬁes C · F = −2.
As C · C = 8 (cf. [Be, III.21]), the observation made at the end of part (B)
shows that C = a− 2F − 2H.
Finally, if D ⊆ 
a is an irreducible curve deﬁned by a divisor linearly
equivalent to αF +βHαβ ∈ 0 another use of the genus formula shows






+ α− 1β− 1
(D) Keep the notations of part (B). Then if α ≥ 1 the linear system
H deﬁnes a morphism j0
 
a → a+1K which is such that a 0 
= j0
a ⊆
a+1K is a singular surface of minimal degree, e.g., a cone over a rational
normal curve (see [Be, p. 53]). Moreover, any singular surface of minimal
degree in a+1K can be obtained in this way.
For any k ∈  and for any a ≥ 0, the linear system H + kF  deﬁnes a
closed immersion jk
 
a ↪→ a+2k+1K such that jk
a =
 a k ⊆ a+2k+1K is a
surface of minimal degree. Moreover, any non-singular surface of minimal
degree—different from the Veronesean in 5—can be obtained in this way
(see [Be, pp. 53–54]). So, if we ﬁx r ≥ 3, the surfaces of minimal degree in
r (different from the Veronesean surface in 5) are precisely the surfaces
r k 




Moreover the surface r k is singular if and only if k = 0 and r ≥ 3.
(E) The Veronese surface in 5K does not contain a curve of odd
degree, so that our curve  does not lie on this surface if r = 5. So by the
previous observation we see that a minimal surface X ⊆ r which contains
 must always be one of the surfaces r k.
Now, using the above notations we have the following result.
62 Lemma. Let r ≥ 4 0 ≤ k ≤ r−12 , assume that  ⊆ r k and let
αβ ∈ 0 be such that  is given as a member of αF + βH. Then β ∈
1 2 3. Moreover
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a if β = 1, then pa = 0 and α = k+ 3;
b if β = 2, then pa = 2 k ≥ r−42 , and α = 2k− r + 4 ≤ 3;
c if β = 3, then either pa = 1 r = 4 k = 1 α = 0 or pa = 0,
r = 5 k = 2 α = 1.
Proof. r + 2 = deg = kF + H · αF + βH = kαF · F + kβ +
αF ·H + βH ·H = kβ + α + βr − 2k − 1 (see (6.1)(B), (D)) gives us
the equation
∗ α = k+ 1− rβ+ r + 2
By (6.1)(C), (D) we have





+ α− 1β− 1
As pa ≥ 0 these equations immediately exclude the case β = 0. As
k ≤ r−12 , we see from ∗ that
• 0 ≤ α ≤ 1− r
2
β+ r + 2
In particular we see that β ≤ 2 + 6
r−1 ≤ 4. If β = 4 we must have r = 4
and the inequality • gives α = 0, a contradiction to ∗. So we obtain
β ∈ 1 2 3.
Now, statement (a) is obvious by ∗ and ∗∗. So, let β = 2. Then ∗
gives α = 2k− r + 4 ≥ 0 and ∗∗ gives pa = r − 2k− 1 + α− 1 = 2,
whereas • furnishes α ≤ 3.
If β = 3 ∗ shows that α = 3k − 2r + 5 and ∗∗ gives pa = r −
2k− 13+ α− 12 = 5− r, so that r ∈ 4 5 and pa ∈ 0 1.
If pa = 1, we have r = 4 and • gives α = 1 so that ﬁnally k = 1.
If pa = 0, we have r = 5 and • gives α ≤ 1. In this case, we also
have α = 3k− 5, hence α = 0 so that α = 1 and k = 2.
63 Remark. (A) If h1A1 = 0, e.g., in the case I, (5.1)(a) and the
observation made in (6.1)(A) show that  is contained in some surface
X ⊆ rK of minimal degree. Now, by (6.1) (D), (E) and by (6.2) and by
(3.9) we see that X is non-singular whenever r ≥ 5.
(B) In the case II we have pa = 1 (see (3.9)). So, if in this case,
the curve  is contained in a surface X ⊆ r of minimal degree, we see by
(6.1)(E) and by (6.2) that r ≤ 4.
Part (B) of the previous remarks will be used later to show that the
module TorSr−2KAr−1 vanishes in the case II if r ≥ 5. Next, we prove
another result which also concerns the case II for r ≥ 5.
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64 Lemma. Let h1A1 = 1 and r ≥ 5. Then, the deﬁning ideal I ⊆ S
of  is generated by quadrics and at most one cubic.
Proof. We are in the case II, so that h1A2 = 0 and h2A1 = 0. So A
is 2-regular and hence I is 3-regular and thus may be generated by quadrics
and cubics. So, we write I = JL with J = I2S and with a K-vector space
L ⊆ S3 such that I3 = J3 ⊕ L. Our aim is to show that dimKL ≤ 1.
After an appropriate linear change of coordinates we may assume
that xr ∈ S1 is generic with respect to  in the sense of (2.6)(A). Let
T 
= S/xrS ∼= Kx0     xr−1	. Then R 
= T/JLT ∼= S/I xrS deﬁnes
a scheme X of r + 2 points in semi-uniform position in r−1K . Now, the
graded short exact sequence 0 → A−1 xr→A → R → 0 and the isomor-
phism H1A ∼= K−1 show that H0R ∼= K−2. But this means that
the vanishing ideal of X in T has the form JL qT with an appropriate
quadric q ∈ S2. As r ≥ 5, the minimal free resolution of this ideal gives us
a graded exact sequence
∗ Ta2−3 ϕ−→Ta1−2 π−→JL qT → 0
(see (2.6)(B)). This allows us to write JL qT = J qT and to assume
that the ﬁrst a1 − 1 canonical basis elements of Ta1−2 are mapped by
π onto a K-basis of JT 2 and that the last canonical basis element of
Ta1−2 is mapped to q · 1T . Clearly, the map ϕ is given by a matrix whose
entries are linear forms in T . This shows that M 
= JT 
T q ⊆ T is a
proper ideal generated by linear forms:
As JT ⊆M and as J qT = IT is of height r − 1 we must have r − 2 ≤
heightM ≤ r. As M is generated by linear forms T/M1 is a K-vector
space of dimension t 
= r − heightM ∈ 0 1 2. So, the graded short
exact sequence
0→ T/M−2 → T/JT → T/J qT → 0
shows that dimKIT 3 = dimKJ q3 = dimKJT 3 + t. So, we may write
I xr = JL′ xr, where L′ ⊆ L ⊆ S3 is K-subspace of dimension ≤t. As
I is prime and as xr ∈ S1\I it follows I = JL′, hence L′ = L. So, if
dimKL′ ≤ 1, we are done.
Otherwise we have dimKL = dimKL′ = 2 = t and we may write
I = J k1 k2 with k1 k2 ∈ S3. As height I = r − 1, it follows height
J ≥ r − 3. As JT ⊆M and as height M ≤ r − 2, we have height JT  ≤
r − 2. As xr was a generic linear form, this means that height J ≤ r − 3
and hence height J = r − 3. As I = J k1 k2 is a prime of height r − 1 =
heightJ + 2 J must be prime, too. As xr was generic, we may conclude
by Bertini that JT ⊆ T deﬁnes an integral subscheme of r−1. So, the
saturation JT 
 'T+( ⊆ T of JT in T is a prime ideal of height r− 2. As JT ⊆
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MT+ and as M is a prime ideal of height r − 2, we get JT 
 'T+( = M .
So, ProjT/IT  = ProjT/J qT  = ProjT/JT qT  = ProjT/MqT 
consists of two points so that r + 2 = 2—a contradiction. So, this case does
not occur at all.
Before we attack the calculation of the Betti numbers of A, we make a
general remark which explains our further strategy and paves the way to
our calculations.
65 Remark. (A) Keep all previous notations and let D 
= DA
and H 
= H1A. In Section 5 we have calculated the Betti numbers of
the S-module D. Moreover we know the structure of the Hartshorne–Rao
module H in each of the occurring cases (see (3.9), (3.10)), so that we can
calculate its Betti numbers. Hence there is much evidence that the short
exact sequence
∗ 0→ A→ D→ H → 0
allows us to approximate the Betti numbers of A in a satisfactory way.
(B) Once more, let  ∈ S1 be a generic linear form and let T 
= S/S.
Then, by what is said in (3.9) on the structure of H  acts surjectively on
H, so that H0A/A ∼= 0 
H −1. As a consequence we get the short
exact sequence of graded T -modules
∗∗ 0→ 0 
H −1 → A/A→ B→ 0
where B 
= A/A/H0A/A. As B deﬁnes a scheme of r + 2 points in
semi-uniform position in r−1K = ProjT , we know the Betti numbers of the
T -module B (see (2.6)(B)). Moreover we can calculate the Betti numbers
of the T -module 0 
H  and hence use the sequence ∗∗ to approximate
the Betti numbers of the T -module A/A. As  is at the same time A-
and S-regular, these latter Betti numbers coincide with the Betti numbers
of the S-module A.
(C) In order to relate the approaches sketched in (A) and (B), we
make use of the following result: Let 0 → M → N → P → 0 be an exact
sequence of graded S-modules. Let n ∈ . Then:
(i) If Pn = 0 (resp. Pn = Pn−1 = 0), the induced map
TorSpKMp+n → TorSpKNp+n is surjective (resp. bijective) for all
p ∈ .
(ii) If Mn = 0 (resp. Mn = Mn+1 = 0), the induced map
TorSpKNp+n → TorSpKPp+n is injective (resp. bijective) for all
p ∈ .
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In order to prove statement (i), observe that TorSpKPp+n ∼= Hpx0    
xr Pp+n is a subquotient of P
r+1
p −p	p+n = 0. Statement (ii) follows
similarly.
Now, we give the announced approximation of the Betti numbers of A
in the remaining cases II, III, and IV. We start with the case II.
66 Theorem. Let r ≥ 3. Assume that h1A1 = 1, so that we are in
the case II. Then
TorSi KA ∼= Kui−i− 1 ⊕Kvi−i− 2 i = 1     r
where the Betti numbers ui and vi are given (respectively bounded) according
to Table IV.
Moreover
a If r ≥ 5 then v1 ≤ 1;
b ur−2 ∈ 0 r − 2; with ur−2 = 0 if r ≥ 5;







for 2 ≤ i ≤ r − 3;





for 2 ≤ i ≤ r − 2.
Proof. By our assumption, A is 2-regular and of depth 1. Therefore
the modules TorSi KA have the requested form in the range 1 ≤ i ≤ r
and vanish for i > r. Moreover H1A ∼= K−1. So, in the notations of
(6.5)(B) we have 0 
H −1 ∼= K−2 and hence
TorTi K 0 
H −1 ∼= K
r
i−i− 2 for i = 0     r
So, the TorT• K •-sequence associated to the sequence ∗∗ of (6.5)(B)
gives rise to exact sequences
0→ TorTi KA/Ai+1 → TorTi KBi+1 → K
r
i−1
→ TorTi−1KA/Ai+1 → TorTi−1KBi+1 → 0





Kai−i− 1 for 1 ≤ i ≤ r − 3,
Kr−1−r ⊕Kr−2−r + 1 for i = r − 2,
K2−r − 1 for i = r − 1,
TABLE IV













)− 1 r + 2 1












for 1 ≤ i ≤ r − 3
As TorSi KA ∼= TorTi KA/A (cf. (6.5)(B)), this gives what is said in
Table IV and in statement (c) on the values ui for i = r − 2, what is said
on the values vi for i > 1, and what is said in statement (d). Statement (a)
is a consequence of (6.4). Finally by (6.3)(B) the curve  is not contained
in a surface X ⊆ r of minimal degree if r ≥ 5. So, statement (b) follows
by (6.1)(A).
Now, let us illustrate Theorem (6.6) by some examples.
67 Examples. (A) Consider the two non-degenerate rational curves
12 ⊆ 7K of degree 9 which are parametrically given by
1
 s9 s7t2 s6t3 s5t4 s4t5 s3t6 st8 t9
2
 s9 s7t2 s6t3 s5t4 s4t5 s2t7 st8 t9
Both curves are obtained by projecting a rational normal curve ˜ ⊆ 9K
from a line and both have a unique double point (at p = 1 
 0 
 · · · 
 0).
So, by (4.3)(c) and (4.6) both curves j j = 1 2 go under case II1. The
corresponding Betti numbers ui and vi are as listed in Table V. In particular,
the curve 2 shows that v1 may vanish.
(B) If r ≤ 4, it may happen that v1 > 1. To see this, consider the
non-degenerate rational curve  ⊆ 4K of degree 6 parametrically given by
s6 s4t2 s3t3 st5 t6
Again  is obtained by projecting a rational normal curve ˜ ⊆ 6K from
a line and has a unique double point so that we are again in the case II1.
The Betti numbers are as listed below.
i 1 2 3 4
ui 3 2 0 0
vi 4 9 6 1
So, to deﬁne , we need 4 cubics (and 3 quadrics). As u2 = 2 = 0,  is
contained in a surface X ⊆ 4K of minimal degree (see (6.1)(A)). Indeed,
the quadrics x1x4 − x2x3 x0x4 − x22 x0x3 − x1x2 deﬁne such a surface.
TABLE V
j i 1 2 3 4 5 6 7
1 ui 18 52 60 24 0 0 0
vi 1 6 15 30 27 9 1
2 ui 18 51 55 18 0 0 0
vi 0 1 9 30 27 9 1
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(C) Let 0 ⊆ 2K be a non-singular plane cubic. Let n ∈ , let N =(n+2
2
)− 1, and let vn
 2K → NK be the nth Veronese embedding. Let ˜ 
=
vn0 ⊆ N so that ˜ is an elliptic curve of degree 3n. Moreover, the
linear hull r+1K of ˜ in 
N is of dimension r + 1 = dimK00n −
1 = 3n− 1. So with r = 3n− 2 we see that ˜ ⊆ r+1K is an elliptic normal
curve. Hence if we project ˜ from a generic point in r+1K we get a curve
 ⊆ rK which falls under case II0 (cf. (4.7)(i)).
To present a concrete example, we assume that K is of characteristic = 3
and that 0 ⊆ 2K is deﬁned by the cubic form x3 + y3 + z3 ∈ Kx y z	.
Then we choose n = 2, so that ˜ = v20 becomes an elliptic normal
curve in 5K . Now, let 12 ⊆ 4K be the curves of degree 6 which are







 1 = v20 
 0 







 0 /∈ v22K ⊇ ˜
So the two curves jj = 1 2 fall under case I1 or II0 (see (4.7)). The
corresponding Betti numbers are as listed in Table VI.
In particular we see that none of the two curves j is arithmetically CM ,
so that both must fall under case II0 (see (3.9)). Moreover 1 is con-
tained in a surface X ⊆ 4K of minimal degree (see (6.1)(A)) and the three
quadrics x0x3 − x21 x1x2 − x0x3 x1x4 − x2x3 deﬁne indeed such a surface X
containing 1.
Keep 0 as above and choose n = 3, so that v30 = ˜ ⊆ 8K is an
elliptic normal curve. If we project respectively from the points






 · · · 
 0 ∈ 8\v32
p2 = 1 
 0 
 · · · 
 0 ∈ 8\˜
we get two curves j ∈ 7j = 1 2 of degree 9. The corresponding Betti
numbers are shown in Table VII. As previously we now recognize both
curves 12 to go under case II0. Observe in particular that 2 has v1 =
v2 = 0.
TABLE VI
j i 1 2 3 4
1 ui 3 2 0 0
vi 4 9 6 1
2 ui 3 0 0 0
vi 2 9 6 1
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TABLE VII
j i 1 2 3 4 5 6 7
1 ui 18 52 60 24 0 0 0
vi 1 6 15 30 27 9 1
2 ui 18 51 54 18 0 0 0
vi 0 0 9 30 27 9 1
68 Remark. Assume that we are still in the case II that r ≥ 5 and that
our curve has a trisecant line 1 ⊆ rK which is deﬁned by a linear ideal
L ⊆ S. In this case, we have v1 = 1 (cf. (6.6)) so that the deﬁning ideal I ⊆
S of  may be written in the form I = J k where J ⊆ S is an ideal
generated by quadrics and where k ∈ S is a cubic.
In order to see this, observe that S/L I deﬁnes a subscheme of length 3
in ProjS/L = 1. So, we must have I2 ⊆ L. As I is generated by quadrics
and cubics, there also must be a cubic k ∈ I\L. As I2S ⊆ L, it follows
v1 ≥ 1. By (6.4) we also have v1 ≤ 1, thus v1 = 1.
Our next claim is that in the above notation, we have J 
S k = L.
By (6.6) we know indeed that I = J k has a minimal free resolution
beginning with
Su2−3 ⊕ Sv1−4 → Su1−2 ⊕ S−3 → J k → 0
As in the proof of (6.4) we may conclude that M 
= J 
S k is an ideal
generated by linear forms. As J = I2S ⊆ L and k /∈ L we have J ⊆ J 
S k =
M ⊆ L 
S k = L. In particular heightJ ≤ heightL = r − 1. Assume that
heightJ < r − 1. Then J k = I ∈ SpecS and heightI = r − 1 show
that J is prime and this leads to the contradiction that M = J 
S k = J.
Therefore, heightJ = r − 1 and hence M = J 
 k = L.
Now, we consider the case III.
69 Theorem. Let r ≥ 3 and assume that  is of numerical cohomology
type 2 0, so that we are in the case III. Then
TorSi KA ∼= Kui−i− 1 ⊕Kvi−i− 2 i = 1     r
where the Betti numbers ui and vi are given (respectively bounded)according
to Table VIII.
Moreover
a ur−2 ∈ 0 r − 2 with ur−2 = 0 if and only if  is not contained in
a surface X ⊆ rK of minimal degree;







for 2 ≤ i ≤ r − 3;





for 2 ≤ i ≤ r − 2.
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Proof. By our assumption, A is 2-regular and of depth 1. Therefore
the modules TorSi KA have the requested form in the range 1 ≤ i ≤ r
and vanish for i > 1. Moreover H1A ∼= K2−1. So, in the notations of
(6.5)(B) we have 0 
H −1 ∼= K2−2 and hence
TorTi K 0 
H −1 ∼= K2
r
i−i− 2 for i = 0     r
Now, we can prove what is said in Table VIII and in statement (b) on the
values ui for i = r − 2, what is said in Table VIII on the values vi, and
what is said in statement (c) by the same argument as in the proof of (6.6).
Statement (a) follows again from Green’s Kp 1-Theorem (cf. (6.1)(A)).
Let us consider a few examples.
610 Examples. (A) Consider the ﬁve non-degenerate rational
curves j ⊆ 7K of degree 9 j = 1     5 parametrically given respec-
tively by
1
 s9 s8t s6t3 s4t5 s3t6 s2t7 st8 t9
2
 s9 s8t s6t3 s5t4 s4t5 s2t7 st8 t9
3
 s9 s8t s7t2 s4t5 s3t6 s2t7 st8 t9
4
 s9 s8t s7t2 s5t4 s3t6 s2t7 st8 t9
5
 s9 s8t s7t2 s6t3 s3t6 s2t7 st8 t9
Fix j ∈ 1     5. Then the deﬁning monomials of j span a K-space of
dimension 8 and each monomial s18−ktk of degree 18 can be written as a
product of two deﬁning monomials of j . This shows that j is of numerical
cohomology type 2 0 and thus goes under case III. The Betti numbers ui
and vi of the ﬁve curves j are listed in Table IX.
(B) We do not know whether for r ≥ 6 the deﬁning ideal I ⊆ S
of the curve  needs at most two cubic generators in the case III. The
following example shows that this fails for r = 5. Namely, let  ⊆ 5K be
the non-degenerate rational curve of degree 7 parametrically given by
s7 s6t s5t2 s2t5 st6 t7
TABLE VIII





)− 4 ≤ ai ur−2 0 0





r2 − 1 2r + 2 2
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TABLE IX
j i 1 2 3 4 5 6 7
1 ui 17 46 45 8 0 0 0
vi 2 12 34 65 48 16 2
2 ui 17 45 45 14 0 0 0
vi 1 12 40 65 48 16 2
3 ui 17 46 45 24 5 0 0
vi 2 12 50 70 48 16 2
4 ui 17 44 36 8 0 0 0
vi 0 3 34 65 48 16 2
5 ui 17 44 45 24 5 0 0
vi 0 12 50 70 48 16 2
As in the examples given in (A), we see that  falls under the case III.
Here, the Betti numbers are as follows.
i 1 2 3 4 5
ui 6 8 3 0 0
vi 6 20 24 12 2
Moreover, the six quadrics
x0x2 − x21 x0x4 − x1x3 x0x5 − x2x3
x0x5 − x1x4 x1x5 − x2x4 x3x5 − x24
deﬁne a surface X ⊆ 5K of minimal degree which contains .
(C) Choose r ≥ 3 arbitrarily and let  ⊆ rK the non-degenerate
rational curve of degree r + 2 given parametrically by
sr+2 sr+1t     s5tr−3 s2tr str+1 tr+2
As above one sees that  falls under the case III. Now, let X ⊆ rK be the
rational surface scroll deﬁned by the 2 × 2-minors of the matrix[
x0 x1 · · · xr−4 xr−2 xr−1
x1 x2 · · · xr−3 xr−1 xr
]

Observe that X is a surface of minimal degree (cf. [Be]) and that  ⊆ X.
So, in contrast to what happens in the case II, in the case III the curve 
can be contained in a surface X ⊆ rK of minimal degree, for any choice
of r.
Now, we look at the case where  belongs to the class IV thus to the case
of n.c.t. (2,1). We begin with an auxiliary result about the Hartshorne–Rao
module
H = H1A ∼= HomKS/x0 x12 x2     xrSK−2
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of our curve  (cf. (3.10)). To formulate this result, let  ∈ S1 be a generic
linear form and let T 
= S/S. Without loss of generality we may assume
that  = x0.
611 Lemma. a For the S-module H we have
TorSi KH ∼= Ksi−i− 1 ⊕Kti−i− 2 1 ≤ i ≤ r + 1













b For the T -module 0 
H −1 we have
TorTi K 0 












Proof. (a) First observe that TorSi KH ∼= HixiH for all i ∈ ,
where x 
= x0     xr . We write
H = HomKS/x0 x12 x2     xrSK−2
and prove our claim by induction on r. If r = 1H has a minimal graded
free resolution of the shape
0→ S−4 → S−23 → S−12 → H → 0
and our claim is immediately clear.
If r > 1, we write x′ =
 x0     xr−1 and x = xr . As xH = 0, (5.2) gives us
isomorphisms
HixH ∼= Hix′H ⊕Hi−1x′H−1 ∀i ∈ 
which allows us to complete the induction.
(b) Choosing  = x0, we have a graded isomorphism
0 
H −1 ∼= HomKT/x21 x2     xrTK−3
which allows us to prove our claim by induction on r by similar arguments
as in the proof of (a).
612 Theorem. Let r ≥ 3 and assume that  is of numerical cohomol-
ogy type 2 1, so that we are in the case IV. Then
TorSi KA ∼= Kui−i− 1 ⊕Kvi−i− 2 ⊕Kwi−i− 3 i = 1     r
where the Betti numbers ui vi, and wi are given (respectively bounded) accord-
ing to Table X.
Moreover
a ur−2 ∈ 0 r − 2 with ur−2 = 0 if and only if  is not contained in
a surface X ⊆ rK of minimal degree;
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TABLE X





)− 3 ≤ ai ur−2 0 0














r − 1 1







for 2 ≤ i ≤ r − 3;









for 2 ≤ i ≤ r − 2.
Proof. By our assumption A is 3-regular and of depth 1, so that the
modules TorSi KA have the requested form and vanish for i > r. Let
H 
= H1AD 
= DA. Then the short exact sequence ∗ of (6.5)(A)
gives rise to graded exact sequences
• TorSi+1KD → TorSi+1KH → TorSi KA
→ TorSi KD → TorSi KH
for all i ∈ . We know that D is an S-module of depth 2 and that










for all i ∈ 1     r − 1 (see (5.3)(b)).
If we apply the sequence • with i = r and use (6.11)(a), we get
TorSr KA ∼= Kr − 3.
If we apply the sequence • with i = r − 1 and keep in mind (6.11)(a)
we obtain a graded isomorphism TorSr−1KA ∼= Kur−1−r⊕K3−r − 1⊕
Kr−1−r − 2.
If we apply the TorT• K •-sequence associated to the sequence ∗∗ of
(6.5)(B) and keep in mind (6.11)(b) and the further observations made in
(6.5)(B), we get graded exact sequences
•• TorTi+1KB → TorTi K 0 
H −1
→ TorTi KA/A → TorTi KB for all i ∈ 0
with





⊕Kti−i− 2 for 1 ≤ i ≤ r + 1,
K−2 for i = 0,
••′′ TorTi KB ∼=


Kai−i− 1 for 1 ≤ i ≤ r − 3,
Kr−1−r
⊕Kr−2−r + 1 for i = r − 2,
K2−r − 1 for i = r − 1,
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••′′′ TorSi KA ∼= TorTi KA/A
where the numbers si and ti are deﬁned according to (6.11)(b) and the
numbers ai are deﬁned as in (2.6)(B). If we apply •• with i = r − 1 we
ﬁrst get ur−1 = 0 and hence TorSr−1KA ∼= K3−r − 1 ⊕ Kr−1−r − 2.
Now, apply • with r − 1. As TorSr KD = 0 the connecting homomor-
phism TorSr KH → TorSr−1KA in • is an isomorphism. So, for i =
r − 2, • gives an exact sequence
0→ TorSr−1KD → TorSr−1KH → TorSr−2KA → TorSr−2KD






So, for i ≥ r − 2, the values of ui vi, and wi are indeed as stated in Table X.
Moreover •• ••′ ••′′, and ••′′′ now easily give what is stated in
Table X on the values ui vi, and wi for 1 ≤ i ≤ r − 3, where ai is as in
statement (b).
Statement (a) is a consequence of (6.4). To prove statement (c) observe
that the available information on the Betti numbers ui vi, and wi shows
that the Hilbert series of A has the form
















On the other hand, as  is of n.c.t 2 1 and as DA is the homoge-
neous coordinate ring of a rational normal curve in r+2K we have (cf. also
(5.4)(B))
FtA = FtDA − 2t + t2 = 11− t2 1+ r − 1t + 3t
2 − t4




−1iui − vi−1ti+1 = 1− tr−11+ r − 1t + 3t2
From this we get statement (c).
We illustrate this result by a few examples.
613 Examples. (A) Consider the non-degenerate rational curve
 ⊆ 7K of degree 9 parametrically given by

 s9 s8t s5t4 s4t5 s3t6 s2t7 st8 t9
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Clearly,  is a non-singular projection of a rational normal curve in r+2K
from a line so that we are in case III or case IV (see (4.3)(c)). The Betti
numbers of  are as follows:
i 1 2 3 4 5 6 7
ui 18 32 60 24 5 0 0
vi 0 0 0 15 12 3 0
wi 1 6 15 20 15 6 1
So, we are actually in the case IV. Moreover  is contained in a surface
X ⊆ 7K of minimal degree.
(B) More generally, let r ≥ 4 and let  ⊆ rK be the non-degenerate
rational curve of degree r + 2 given parametrically by

 sr+2 sr+1t     s4tr−2 str+1 tr+2
so that  is obtained as a non-singular projection from a line of the rational
normal curve ′ ⊆ r+2K given parametrically by sr+2 sr+1t     str+1 tr+2.
An easy calculation shows that  is of numerical cohomology type 2 1,
so that we are in the case IV. It is also easy to see that  is contained in
the surface X ⊆ r of minimal degree which is deﬁned by the 2× 2-minors
of the matrix [
x0 x1 · · · xr−3 xr−1
x1 x2 · · · xr−2 xr
]

For r = 7, we get back the example treated under (A).
(C) In the case IV,  need not be contained in a surface of minimal
degree. An example which illustrates this is the curve  ⊆ 7K which is
given parametrically by
s9 s8t s7t2 s6t3 s5t4 s4t5 s2t7 + st8 t9
and whose Betti numbers are as follows:
i 1 2 3 4 5 6 7
ui 18 52 60 24 0 0 0
vi 0 0 0 10 12 3 0
wi 1 6 15 20 15 6 1
(D) Finally we remark that v1 = 0 does not hold in general. To this
end let  ⊂ 4K denote the non-degenerate rational curve of degree 6 given
parametrically by

 s6 s5t s4t2 st5 t6
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Then the Betti numbers are given by
i 1 2 3 4
wi 3 2 0 0
vi 3 6 3 0
wi 1 3 3 1
It follows that X, where X is the surface of minimal degree deﬁned by





614 Remark. (A) Assume that we are still in the case IV and keep
our previous notations. By (6.12) the minimal graded free resolution of I
starts with
Su2−3 ⊕ Sv2−4 ⊕ Sr−1−5 ϕ−→ Su1−2 ⊕ Sv1−3 ⊕ S−4 π−→ I → 0
Let J = πSu1−2⊕ Sv1−3 and let Q ∈ S4 be such that QS = πS−4.
The natural projection of ϕSr−1−5 to S−4 has the form L · S−4,
where L ⊆ S is an ideal generated by r − 1 linear forms. It follows I =
JQ L = J 
S Q. As heightL ≤ r − 1 it follows Q /∈ L. From this we
get heightL = r − 1, as otherwise J ⊆ L would again imply that J is prime
(cf. (6.8)) and hence lead to the contradiction that J = L. All together this
implies that L deﬁnes a quadrisecant line to  in rK , the line we already
met in the proof of (4.3)(c).
(B) Keep the notation of part (A). We claim that the graded ring
S/J is a two-dimensional Cohen–Macaulay ring. First it follows that I/J ∼=
S/L−4 because J 
S Q = L. So there exists a graded short exact sequence
0 −→ S/L−4 −→ S/J −→ S/I −→ 0
Because S/L is the coordinate ring of a line in rK it follows that S/J
is a two-dimensional ring such that N 
= H1S/J is a submodule of the
Hartshorne–Rao module H of . In order to verify our claim we have to
show that N = 0. Assume the contrary. Then in view of the structure of H
(cf. (3.10)) it is to see that N is isomorphic to one of the following modules
K−2 HomKS/x20 x1     xrSK−2 or H
To this end recall that any non-trivial submodule of H corresponds to a
non-trivial epimorphic image of S/x0 x12 x2     xrS. In each of the
three cases there is an isomorphism TorSr+1KN ∼= K−r − 3 . This is
true in the ﬁrst and last case by (6.11). In the second case this is con-
ﬁrmed by a slight modiﬁcation of the proof of (6.11)(b). As an applica-
tion of our previous arguments—modiﬁed slightly—there is an isomorphism
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TorSr K S/J ∼= K−r − 3. Let K•−4 and F• denote the Koszul resolu-
tion of S/L−4 and the minimal free resolution of S/J. Then the natural
homomorphism S/L−4 → S/J lifts to a homomorphism K•−4
f•→F• of
resolutions. So (see [Ei, Exercise A3.30]) the mapping cone M 
= Mf•
provides a free resolution of S/I. Because of Mr ∼= Kr−1−4 ⊕ Fr and by
view of (6.12) it follows that the mapping cone does not provide a minimal
free resolution. That means that the homomorphism fr−1 splits. But now
Fr ∼= Kr−1−4 ∼= S−r − 3 and therefore the homomorphism Fr → Fr−1
splits also. But this contradicts the minimality of F• and therefore N = 0.
Hence S/J is a Cohen–Macaulay ring, as required.
(C) Let  in rK denote a reduced irreducible curve of degree d, not
contained in any hyperplane. In their paper (see [Gr-L-P]) Gruson et al.
showed that regA ≤ d+ 1− r for the coordinate ring A of . In the case
of d > r + 1 it fails to be d + 1− r-regular if and only if  is rational and
has a d + 2 − r-secant line. In the case of our investigations d = r + 2
and this provides the existence of the 4-secant we have found with different
methods. Moreover, as shown in (6.12) we have been able to compute a
number of invariants of the free resolution in the particular case d = r + 2.
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