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Abstract
The purpose of this article is to discuss some aspects of the convergence analysis per-
formed in the paper [Design of momentum fractional LMS for Hammerstein nonlinear
system identification with application to electrically stimulated muscle model, Eur. Phys.
J. Plus (2019) 134: 407]. It is highlighted that the way the authors prove convergence,
suffers lack of correct and valid mathematical justifications.
Key words. Least mean square (LMS); Momentum fractional LMS (M-FLMS); Parameter estimation; Ham-
merstein system identification; Hammerstein autoregressive exogenous input (H-ARX).
1 Introduction
In [1], the so-called momentum fractional least-mean-square (M-FLMS) algorithm is utilized for
estimation of parameters of a nonlinear system based on Hammerstein autoregressive exoge-
nous input (H-ARX) structure. The exploited M-FLMS algorithm was first introduced in [2]
whereas the Hammerstein nonlinear control autoregressive systems were discussed ealier using
another fractional variant of the LMS algorithm in [3]. The main contribution of [1] is the
mathematical and computational performance analysis of the M-FLMS algorithm presented in
[2] for a stimulated muscle modeling and identification system problem. The most important
part of the study is the mathematical analysis which is presented in [1, Sec. 4]. However, there
are some mathematically invalid justifications which are detrimental to the correctness of the
entire framework. The main objective of this note is to list those mistakes and substantiate
that the entire analysis is mathematically invalid.
Remark 1.1. The symbols, notations and equation numbers used in this comment are consis-
tent with [1].
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2 Mathematical Mistakes
Let us first give some general remarks regarding the overall design of the problem undertaken
in [1].
2.1 General Remarks
1. Basic matrix algebra suggests that [1, Eq. 8] is invalid. Indeed, each Ψi ∈ R
m is being
multiplied with qic ∈ R
l (dimension mismatch) and is therefore, invalid and different from
[1, Eq. 7]. In fact, the definition of Ψi ∈ R
m in [1, Eq. 10] is faulty. For [1, Eq. 8] to be
valid and equivalent to [1, Eq. 7], Ψi should have been defined as
Ψi(t) =
[
f1[r(t− i)], f2[r(t− i)], · · · , fl[r(t− i)]
]T
∈ Rl, 1 ≤ i ≤ m. (10*)
2. Equation [1, Eq. 17] is derived from [1, Eq. 11] by applying rule [1, Eq. 16] with a = 0
and subsequently using ordinary chain rule. It is a well known fact that the chain rule
for fractional derivatives is different and is much more complicated than that for ordinary
derivatives, see e.g., [4, 5]. The expression [1, Eq. 17] is mathematically unjustified. The
fractional derivative [1, Eq. 17] of the mean square error (MSE) [1, Eq. 11] has already
been discussed in detail in [6] and the correct form is also presented therein. Nevertheless,
the resulting expression [1, Eq. 18] and the weight update rules [1, Eq. 19-21] can be
viewed as approximations and therefore, we don’t make any claim.
3. [1, Eq. 18] is a vector equation containing fractional power Ωˆ1−v(t) of a vector Ωˆ(t). The
equation is taken from [3] wherein the fractional power of a vector is defined component-
wise. Whenever, there is a negative element in the vector Ωˆ, Ωˆ1−v(t) will render a
complex output and impede the algorithm to converge to a real sought value. See [6, 7, 8]
for detailed discussions on this. In case Ωˆ1−v(t) is not defined item-wise, its sense needs
to be specified since the fractional powers of vectors are undefined in mathematics.
4. To avoid appearance of the complex outputs, a modulus is introduced in [1, Eq. 19-21],
i.e., Ωˆ1−v(t) is replaced by |Ωˆ|1−v(t) (which makes it a scalar). However, an itemized
vector multiplication operator ⊗ is introduced in the equations that does not make sense
because now there is only one vector in each of the products Ψ(t)⊗ |Ωˆ|1−v(t) and Ψ(t)⊗
(1 + |Ωˆ|1−v(t)) in [1, Eq. 19-21].
It is worthwhile mentioning that all the aforementioned errors can be taken as approxi-
mations in algorithmic design, although, they can be nasty when we talk about convergence
analysis. Therefore, we do not make any claim here and, instead, use this information to
establish our claims regarding convergence analysis.
2.2 Issues in Convergence Analysis
1. In the convergence analysis presented in [1, Sect. 4.2], [1, Eq. 21] should have been
considered containing |Ωˆ|1−v. However, in [1, Eq. 23] the magnitude disappears. Note
that |Ωˆ|1−v is a scalar whereas Ωˆ1−v is a vector (with component-wise power). Therefore,
[1, Eq. 21] does not provide [1, Eq. 23]. Moreover, vector [Ωopt +∆Ω(t)]
1−v is added to
a scalar 1 in the last term of [1, Eq. 23] which is absurd mathematically.
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2. In equation [1, Eq. 24], vector Ψ(t) is multiplied with [Ωopt +∆Ω(t)]
1−v
which gives us
a dyad (or simply a matrix). The resultant is then added to vectors ∆Ω(t), and ηΨ(t)s(t)
etc., which does not make sense.
3. The binomial theorem [1, Eq.25] is inappropriate for vectors. In fact, it is not defined
in Mathematics. A basic reason is that the multiplication of vectors, if possible, is not
commutative. Moreover, how would you interpret Ωkopt∆Ω(t)
j−k? What is its direction?
Can we add it to Ωj−kopt ∆Ω(t)
k? What would be the meaning and direction of the resul-
tant? Not only this, [1, Eq. 25] is used with a fractional exponent and that with negative
values of the components of Ω will render complex outputs. More interesting is the fact
that if Ω is a vector, mathematically, Ω2 is a 2-tensor (matrix) or a dyad and Ω3 is a
3-tensor and so on. So the summation is adding scalar, vectors and matrices and k -
tensors for k ≥ 3! One can argue that these powers are taken component-wise, even then,
the application of the binomial theorem is incorrect.
4. In view of the above, [1, Eq. 27] is mathematically invalid and absurd. The rest of the
convergence analysis is based on this equation. Moreover, [1, Eq. 28] has similar issues.
5. It is claimed that p−RΩopt = 0 after [1, Eq. 28] where Ωopt is the optimal Wiener solu-
tion. However, there is no guarantee that the fractional optimal solution Ωˆopt, furnished
by the M-FLMS algorithm, will converge to the Wiener solution or even if it will converge
at all. We refer the reader to [9] for a discussion on fractional extreme values and issues
with fractional optimization frameworks in the family of M-FLMS.
6. A function F(∆Ω(t), v) is defined in [1, Eq. 30]. It is not clear whether it is a scalar field,
vector field or a matrix valued function. Moreover, important is the fact that why should
such a function exist at first place? In the last term ηE[∆Ω(t)]F[∆Ω(t), v], the function
F is multiplied with a column vector ∆Ω(t) from the left, which is only possible if F is a
scalar. On contrary, it is being added to a matrix R in [1, Eq. 32] which is valid only if
it is a matrix. So, F needs to be a scalar and a matrix at the same time.
7. From [1, Eq. 32] to [1, Eq. 37], F is treated as a matrix of the same dimension as R, this
is apparent from the context, otherwise, all these equations are invalid. However, in [1,
Eq. 38], it is once again subtracted from a scalar λi. Moreover, in [1, Eq. 39] it is divided
and recall that matrices or vectors cannot be divided. So, either it is a scalar and [1, Eqs.
32-37] are invalid or it is a matrix and [1, Eqs 38-39] are invalid. So, for the convergence
analysis to make some sense F can neither be a scalar or a matrix in contradiction to the
previous remark. One can simply conclude that such a function F does not even exist.
8. In view of the above mathematical jargon, it is unclear how much the numerical values
contained in [1, Tables 1-10] are reliable or how correct are the simulations provided in
[1, Sect. 5].
Based on these observations, it is clear that the entire convergence analysis suffers lack of
correct and valid mathematical justifications.
3 Conclusions
In this note, we have provided details of mathematical mistakes in the convergence analysis
presented in [1]. Based on our observations, it is concluded that the convergence analysis in [1]
is invalid and mathematically wrong.
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