Abstract. Using Popa's deformation/rigidity theory, we investigate prime decompositions of von Neumann algebras of the form L(R) for countable probability measure preserving equivalence relations R. We show that L(R) is prime whenever R is nonamenable, ergodic, and admits an unbounded 1-cocycle into a mixing orthogonal representation weakly contained in the regular representation. This is accomplished by constructing the Gaussian extensioñ R of R and subsequently an s-malleable deformation of the inclusion L(R) ⊂ L(R). We go on to note a general obstruction to unique prime factorization, and avoiding it, we prove a unique prime factorization result for products of the form L(R1) ⊗ L(R2) ⊗ · · · ⊗ L(R k ). As a corollary, we get a unique factorization result in the equivalence relation setting for products of the form R1 × R2 × · · · × R k . We finish with an application to the measure equivalence of groups.
1. Introduction
Background and statement of results.
A natural question in the classification of von Neumann algebras asks how a tracial von Neumann algebra can be written as the tensor product of subalgebras. A tracial von Neumann algebra M is called prime if whenever M = N ⊗ Q for subalgebras N, Q ⊂ M , either N or Q is of type I. For II 1 factors M , this amounts to forcing either N or Q to be finite dimensional. A II 1 factor is called solid if the relative commutant of any diffuse subalgebra is amenable. All non-amenable subfactors of a solid II 1 factor are prime.
In [Po83] , Popa proved primeness for certain II 1 factors with non-separable preduals, including the group von Neumann algebra of the free group on uncountably many generators. Then in [Ge96] , using free probability theory, Ge showed that the free group factors L(F n ) are prime as well. In [Oz03] , Ozawa used C * -algebraic methods to prove that L(Γ) is in fact solid for all icc hyperbolic groups Γ, recovering the primeness of L(F n ) as a special case. By developing a new technique of closable derivations, Peterson showed in [Pe06] that L(Γ) is prime for nonamenable icc groups which admit an unbounded 1-cocycle into a multiple of the left regular representation. Popa then used his powerful deformation/rigidity theory to give a new proof of solidity for L(F n ), [Po06b] . Using Sinclair's malleable deformation of L(Γ) arising from an unbounded 1-cocycle [Si10] , Vaes showed in [Va10] that deformation/rigidity theory could also be used to recover Peterson's result. In this paper, we construct an analogous deformation of L(R) and use Popa's theory to prove the following analogue of Peterson's primeness result in the setting of countable pmp equivalence relations:
Theorem A. Let R be a countable pmp equivalence relation with no amenable direct summand which admits an unbounded 1-cocycle into a mixing orthogonal representation weakly contained in the regular representation. Then L(R) ≇ N ⊗ Q for any type II von Neumann algebras N and Q and hence R ≇ R 1 × R 2 for any pmp R i which have a.e. equivalence class infinite. In particular, if R is ergodic then L(R) is prime. For additional primeness results, we refer the reader to [Oz04, Po06a, CI08, CH08, Bou12, DI12] . For a II 1 factor which is not prime, it is natural to ask if it can be written uniquely as the tensor product of prime subfactors. Of course, if M = P 1 ⊗ P 2 for prime II 1 factors P 1 and P 2 , then any u ∈ U (P 1 ⊗ P 2 ) gives M = uP 1 u * ⊗ uP 2 u * as a prime factorization of M . Moreover, for any II 1 factors N, Q and t > 0, there is a natural identification N ⊗ Q ∼ = N t ⊗ Q 1/t , where N t denotes the amplification of N by t (see Section 2.7). Hence prime factorization results are considered up to such amplification as well as up to unitary conjugacy.
In fact, as first proved by Ozawa and Popa in [OP03] and subsequently in [Pe06, CS11, SW11, Is14, CKP14, HI15], the techniques used to prove primeness can often be used to prove unique prime factorization results. However, we find that in the setting of L(R), the presence of the Cartan subalgebra L ∞ (X) ⊂ L(R) can present additional obstacles to passing from a primeness result to a unique prime factorization result. These obstacles do not appear to have been encountered before; to best of our knowledge this paper gives the first unique prime factorization result for factors of the form L(R) (or L ∞ (X) ⋊ Λ) that do not arise also as L(Γ) for some countable group Γ.
The root of the difficulties in the setting of L(R) lies in the fact that our s-malleable deformation of L(R) does not deform the Cartan subalgebra L ∞ (X). As an example, take any free ergodic action of a nonabelian free group F n on a standard probability space (X, µ). Then the orbit equivalence relation R = R(F n X) will satisfy the assumptions of Theorem A, so that P = L(R) is prime. But if we now assume that the action of F n is not strongly ergodic, then P will have property Gamma 1 and the following theorem shows that P ⊗ P admits two prime factorizations which are distinct up to unitary conjugacy and amplification:
Theorem B. Let M 1 and M 2 be · 2 -separable II 1 factors with property Gamma and set M = M 1 ⊗ M 2 . Then there is an approximately inner automorphism φ ∈ Inn(M ) such that φ(M i ) ⊀ M j for any i, j ∈ {1, 2}.
In particular, this implies that there is no t > 0, i, j ∈ {1, 2} such that φ(M i ) is unitarily conjugate to M t j in M . To avoid this obstruction, when considering unique factorization we will restrict to the case of strongly ergodic R and use Popa's deformation rigidity theory to prove the following:
Proposition C. Let R be a strongly ergodic countable pmp equivalence relation which is nonamenable and admits an unbounded 1-cocycle into a mixing orthogonal representation weakly contained in the regular representation. Then L(R) is prime and does not have property Gamma.
Still, the presence of L ∞ (X) ⊂ L(R) presents additional difficulty in applying the techniques developed in [OP03] . Nevertheless, we are able to prove the following:
Theorem D. For i ∈ {1, 2, . . . , k}, let R i be a nonamenable strongly ergodic countable pmp equivalence relation which admits an unbounded 1-cocycle into a mixing orthogonal representation weakly contained in the regular representation. Then for each i, L(R i ) is prime and does not have property Gamma, and (1). If M = L(R 1 ) ⊗ L(R 2 ) ⊗ . . . ⊗ L(R k ) = N ⊗ Q for tracial factors N, Q, there must be a partition I N ∪ I Q = {1, . . . , k} and t > 0 such that N t = i∈I N L(R i ) and Q 1/t = i∈I Q
L(R i ) modulo unitary conjugacy in M .
1 A II1 factor M has property Gamma if there exists a sequence of unitaries {un} ⊂ M with τ (un) = 0 for all n and unx − xun 2 → 0 for each x ∈ M .
(2). If M = L(R 1 ) ⊗ L(R 2 ) ⊗ . . . ⊗ L(R k ) = P 1 ⊗ P 2 ⊗ · · · ⊗ P m for II 1 factors P 1 , . . . , P m and m ≥ k, then m = k, each P i is prime, and there are t 1 , . . . , t k > 0 with t 1 t 2 · · · t k = 1 such that after reordering indices and conjugating by a unitary in M we have L(R i ) = P t i i for all i.
(3). In (2), the assumption m ≥ k can be omitted if each P i is assumed to be prime.
As an application, we prove the following corollary:
Corollary E. Let R 1 , R 2 , . . . , R k be as in Theorem D.
(1). If R 1 × R 2 × · · · × R k ∼ = S 1 × S 2 for infinite pmp equivalence relations S 1 and S 2 , then there is t > 0 and an integer 1 ≤ m < k such that after reordering the indices we have S t 1 ∼ = R 1 × R 2 × · · · × R m and S 1/t 2
. . , S m and m ≥ k, then m = k and there are t 1 , . . . , t k > 0 with t 1 t 2 · · · t k = 1 such that after reordering indices we have R i ∼ = S Note that in Theorem D we assume that each R i is strongly ergodic, but that the obstruction in Theorem B only applies when multiple factors have property Gamma. We leave open the case of exactly one factor with Gamma.
We conclude with an application to the measure equivalence of countable groups. In [Ga02], Gaboriau showed that measure equivalent groups have proportional ℓ 2 Betti numbers. It follows that a countable group with positive first ℓ 2 Betti number cannot be measure equivalent to a product of infinite groups. The following theorem augments this conclusion:
Theorem F. Let Γ be a countable nonamenable group which admits an unbounded 1-cocycle into a mixing orthogonal representation weakly contained in the left regular representation. Then Γ ME ≁ Γ 1 × Γ 2 for any infinite groups Γ 1 , Γ 2 .
1.2. Organization and strategy. Following the introduction, we establish the necessary preliminaries in Section 2. In Section 3 we review how an s-malleable deformation can be used to prove primeness, condensing this strategy as Theorem 3.2. Section 4 then constructs such a deformation of L(R) by considering the Gaussian extensionR of R, and Section 5 combines this construction with Theorem 3.2 to prove primeness for L(R), Theorem A.
In Section 6, we go on to apply this strategy in the more general context of prime factorization. We first prove the obstruction in Theorem B, then condense the general strategy as Theorem 6.4. Proving Proposition C allows us to apply this strategy to prove Theorem D and subsequently Corollary E. The paper concludes in Section 7 with the application to the measure equivalence of groups, Theorem F.
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Preliminaries
Throughout, M, N, P and Q will denote tracial von Neumann algebras, which we will always take to be · 2 -separable. We will let τ denote the trace on each where there is no danger of confusion, and the unit ball of (say) M will be written as (M ) 1 . The group of unitary operators in M will be denoted U (M ), and if N ⊂ M , then N M (N ) = {u ∈ U (M ) : uN u * = N } will denote the normalizer of N in M . We will write e N ∈ B(L 2 (M )) for the orthogonal projection onto L 2 (N ), and E N : M → N will denote the resulting faithful normal conditional expectation onto N .
2.1. Measured Equivalence Relations. We review here the foundations of the study of measured equivalence relations as established by Feldman and Moore in [FM75a] . Throughout, let (X, µ) denote a standard probability space. A measured equivalence relation on (X, µ) is an equivalence relation R on X such that R ⊂ X × X is measurable in the product space.
We denote by [R] the full group of R, that is, [R] = {φ ∈ Aut(X) : graph(φ) ⊂ R} where we write Aut(X) for the group of bimeasurable bijections on X. R is probability measure preserving
Given a positive measure subset E ⊂ X, we denote by R| E the measured equivalence relation on the probability space (E, µ/µ(E)) given by R| E = R ∩ (E × E). Measured equivalence relations R 1 on (X 1 , µ 1 ) and R 2 on (X 2 , µ 2 ) are isomorphic, written R 1 ∼ = R 2 , if there are full measure subsets E 1 ⊂ X 1 , E 2 ⊂ X 2 which admit a measure space isomorphism
Henceforth, R will always denote a countable pmp equivalence relation on a standard probability space (X, µ). We endow R with a measure m given by
2.2. Equivalence Relation von Neumann Algebras. To such an equivalence relation R, we associate a von Neumann algebra L(R), first constructed and studied by Feldman and Moore in [FM75b] .
as L(R) modules and we will identify these Hilbert spaces henceforth.
If R is ergodic then L(R) is a factor, and if R is strongly ergodic then any sequence {a n } ⊂ (A) 1 with a n u g − u g a n 2 → 0 for each g ∈ [R] must have a n − τ (a n ) 2 → 0.
Note that L ∞ (R, m) acts on L 2 (R, m) by pointwise multiplication and that
One can show that L(R) is an amenable von Neumann algebra if and only if R is amenable. We say R has an amenable direct summand if there is a measurable subset
has an amenable direct summand as well. Let Z 1 (R, S 1 ) denote the group of S 1 -valued multiplicative 1-cocycles on R, that is, the group of measurable maps c : R → S 1 such that for µ-a.e. x ∈ X, c(x, y)c(y, z) = c(x, z) for all (x, y), (y, z) ∈ R, (2.1)
identifying cocycles that agree m-a.e. Given c ∈ Z 1 (R, S 1 ) and g ∈ [R], let f c,g ∈ U (L ∞ (X)) be given by f c,g (x) = c(x, g −1 x). Then using (2.1), one can check that the formula
gives rise to a well defined
2.3. Representations of Equivalence Relations. In analogy to group representations on Hilbert spaces, pmp equivalence relations on X are represented on measurable Hilbert bundles with base X. For an excellent detailed account of measurable Hilbert bundles, we refer the reader to [Di69] . We recall here a few of the necessary facts. Given a collection of Hilbert spaces {H x } x∈X , we form the Hilbert bundle X * H as the set of pairs
A measurable Hilbert bundle is a Hilbert bundle X * H endowed with a σ-algebra generated by the maps
for each x ∈ X, and (ii) the maps {x → ξ n (x) } ∞ n=1 are measurable. It is a useful fact that the σ-algebra of any measurable Hilbert bundle can be generated by an orthonormal fundamental sequence of sections, i.e. sections which moreover satisfy (iii) {ξ n (x)} ∞ n=1 is an orthonormal basis of H x for x ∈ X with dim H x = ∞, and if dim H x < ∞, the sequence {ξ n (x)} dim Hx n=1 is an orthonormal basis and ξ n (x) = 0 for n > dim H x .
A measurable section of X * H is a section ξ such that x → (x, ξ(x)) ∈ X * H is a measurable map, or equivalently, such that the maps {x → ξ(x), ξ n (x) } ∞ n=1 are measurable for the fundamental sequence of sections {ξ n } ∞ n=1 . We let S(X * H) denote the vector space of measurable sections, identifying µ-a.e. equal sections. We then consider the direct integral
which is a Hilbert space with inner product ξ, η
we denote by aξ or ξa the element of
is an orthonormal fundamental sequence of sections, any ξ ∈ ⊕ X H x dµ(x) has an expansion ξ = ∞ n=1 a n ξ n where a n = ξ(·), ξ n (·) ∈ A. A unitary (resp. orthogonal) representation of R on a complex (real) measurable Hilbert bundle X * H is a map (x, y) → π(x, y) ∈ U (H y , H x ) 2 on R such that for µ-a.e. x ∈ X, we have π(x, y)π(y, z) = π(x, z) for all (x, y), (y, z) ∈ R, 2 For complex (resp. real) Hilbert spaces H, K, we write U(H, K) for the set of unitary (orthogonal) maps from H onto K and such that (x, y) → π(x, y)ξ(y), η(x) is a measurable map on R for all ξ, η ∈ S(X * H). Given a measurable Hilbert bundle X * H with an orthonormal fundamental sequence of sections S = {ξ n } ∞ n=1 , we can always form the identity representation id S of R on X * H, where id S (x, y) is determined by the formula id S (x, y)ξ n (y) = ξ n (x) for each (x, y) ∈ R, ξ n ∈ S.
To define the regular representation of R, take H x = ℓ 2 ([x] R ) for each x ∈ X, and form the measurable Hilbert bundle X * H with fundamental sequence of sections {ξ g } g∈Γ , where ξ g (x) = 1 {g −1 x} and Γ is a countable subgroup of [R] which generates R (which exists by [FM75a] , Thm. 1). The regular representation of R is then the representation λ on X * H given by λ(x, y) = id for all (x, y) ∈ R.
Given representations π on X * H and ρ on X * K, we say that π and ρ are unitarily equivalent if there is a family of unitaries {U x ∈ U (H x , K x )} x∈X with U x π(x, y) = ρ(x, y)U y for all (x, y) ∈ R, and such that x → U x ξ(x) is in S(X * K) for each ξ ∈ S(X * H). We say that π is weakly contained in ρ, written π ≺ ρ, if for any ǫ > 0, ξ ∈ S(X * H), and E ⊂ R with m(E) < ∞, there exists {η 1 , . . . , η m } ⊂ S(X * K) with
A representation π on X * H is called mixing (cf. [Ki14] , Def. 4.4) if for every ǫ, δ > 0 and ξ, η ∈ S(X * H) with ξ(x) = η(x) = 1 a.e., there is E ⊂ X with µ(X \ E) < δ such that
3) and such that (x, y) → (x, b(x, y)) ∈ X * H is measurable. A 1-cocycle b is a coboundary if there is a measurable section ξ of X * H such that b(x, y) = ξ(x) − π(x, y)ξ(y) for m-a.e. (x, y) ∈ R, and a pair of 1-cocycles b and b ′ are cohomologous if b − b ′ is a coboundary.
We define a 1-cocycle to be bounded if there exists a sequence of measurable subsets {E n } ∞ n=1 of X with µ( Proof. Suppose there is ξ ∈ S(X * H) such that b(x, y) = ξ(x) − π(x, y)ξ(y) for m-a.e. (x, y) ∈ R. Then for n ≥ 1 set E n = {x ∈ X : ξ(x) ≤ n}. Then ∞ n=1 E n = X and for (x, y) ∈ R| En we have b(x, y) ≤ ξ(x) + π(x, y)ξ(y) ≤ 2n < ∞.
Conversely, consider a sequence of measurable subsets {E n } ∞ n=1 of X with µ( ∞ n=1 E n ) = 1 and sup{ b(x, y) : (x, y) ∈ R| En } < ∞ for each n ≥ 1. Then by Lemma 3.21 of [A-D03], for each n we know that b restricted to R| En is a coboundary, i.e., there is ξ n ∈ S(E n * H) with b(x, y) = ξ n (x) − π(x, y)ξ n (y) for m-a.e. (x, y) ∈ R| En . We can then extend ξ n to the R-saturation F n = x∈En [x] R by the formula ξ n (x) = b(x, y) + π(x, y)ξ n (y) for some y ∈ E n such that (x, y) ∈ R. This definition does not depend on the choice of y; if z ∈ E n with
Thus we have a sequence {ξ n } ∞ n=1 such that ξ n ∈ S(F n * H), b(x, y) = ξ n (x) − π(x, y)ξ n (y) for m-a.e. (x, y) ∈ R| Fn . Now for
and let ξ(x) = 0 for x / ∈ F . Note that if (x, y) ∈ R, then n x = n y since each set F n is R-invariant. Thus
Finally, to see that ξ is measurable, note that ξ(x) = ξ n (x) for all x ∈ F n \ n−1 k=1 F k which (along with F c ) decompose X into measurable subsets on which the restriction of ξ is measurable.
Thus a 1-cocycle that is not a coboundary must be unbounded (i.e. not bounded), for which we have another useful characterization.
Lemma 2.2. A 1-cocycle b for a representation π of R on X * H is unbounded if and only if there is δ > 0 such that for any
Proof. First, suppose there is δ > 0 such that for any R > 0 there is
which is impossible. Conversely suppose that b is unbounded. By Feldman and Moore [FM75a] , R = R(Γ X) for a pmp action of a countable group Γ. Moreover, Γ can be chosen such that (x, y) ∈ R if and only if y = hx for some h ∈ Γ with h 2 = e. Since Γ is countable, enumerate the elements of Γ of order ≤ 2 as {h n } ∞ n=1 . For each n ≥ 1, we recursively define a sequence of measurable subsets
from which it follows that h k A n k = A n k for every k. We can therefore define g n ∈ [R] by the formula
Note that g 2 n = e and b(x, g n x) ≥ n for all x ∈ A n . Now set
we must have δ > 0, since otherwise b would be bounded. For any R > 0, taking some integer n > R we have
2.4. Orbit Equivalence Relations. Given a countable group Γ with a pmp action Γ (X, µ), the orbit equivalence relation R(Γ X) is defined by
and two group actions are orbit equivalent (OE) if and only if they have isomorphic orbit equivalence relations.
In the case where R = R(Γ X) for a free 3 pmp action of Γ, then L(R) ∼ = L ∞ (X)⋊Γ, and for this reason the algebra L(R) is sometimes called the generalized group-measure space von Neumann algebra. If Γ is an amenable group then R(Γ X) is amenable, and the converse holds if the action is free. Feldman and Moore showed in [FM75a] that any countable pmp R arises from the action of a countable group, however this action cannot always be taken to be free, a question which was settled by Furman in [Fu99] .
If R = R(Γ X) for the free pmp action of a countable group Γ, then any group representation π : Γ → U (H) of Γ on a Hilbert space H gives rise to a representation π R of R, and a 1-cocycle b for π gives a 1-cocycle b R for π R as follows. We represent R on the Hilbert bundle X * K where K x = H for all x ∈ X. Let E 0 = {x ∈ X : gx = x for some nonidentity g ∈ Γ}. Then µ(E 0 ) = 0 since Γ is countable and the action is free. Define
and since µ(E 0 ) = 0, for x ∈ E 0 take (say) π(x, y) = id and b(x, y) = 0. One can check that π R is mixing if π is mixing and b R is unbounded if b is unbounded. Moreover if π ≺ ρ for another representation ρ of Γ, then π R ≺ ρ R as well. When π is either the left or right regular representation, then π R is unitarily equivalent to the regular representation λ.
Relative Mixingness and Weak Containment of Bimodules.
We recall a few useful notions for bimodules over von Neumann algebras. Let N ⊂ M be a von Neumann
The following lemma is standard and appears in Remark 3.7 of [Va10] , for instance. We include the proof below for completeness.
Proof. For each x ∈ M and n ≥ 1 set φ n (x) = xξ n , ξ n . By (ii) we have 0 ≤ φ n ≤ κ 2 τ so there is T n ∈ M with 0 < T n ≤ κ 2 such that xξ n , ξ n = τ (xT n ) for all x ∈ M . Since T n ≤ κ 2 for all n, passing to a subsequence we may assume that T n → T weakly for some T ∈ M with 0 ≤ T ≤ κ 2 . Moreover, T = 0 since τ (T n ) = ξ n 2 ≥ ǫ 2 for all n, and by (iii)
Then for any x, a ∈ M and y ∈ Qz we have
2.6. Relative Amenability. The notion of relative amenability for von Neumann subalgebras is due to Ozawa and Popa in [OP07] , from which we get the following: 
This generalizes the notion of amenability for subalgebras: N is amenable iff it is amenable relative to C inside M for some (and hence all) M ⊃ N .
We will need the following useful proposition due to Popa and Vaes:
2.7. Amplifications. In order to give the prime factorization result in Section 6 and the application to measure equivalence in Section 7, we will need the language of amplifications. For a II 1 factor (M, τ ), we consider the type II ∞ factor M ∞ = M ⊗ B(ℓ 2 (Z)). If we denote by Tr the semifinite trace on B(ℓ 2 (Z)), then τ ⊗ Tr gives a semifinite trace on M ∞ . For any t > 0, the amplification of M by t is the II 1 factor M t = P M ∞ P for a projection P ∈ M ∞ satisfying (τ ⊗ Tr)(P ) = t. Note that such a projection exists since M is II 1 and that M t is well defined up to unitary conjugacy in M ∞ . If M is type I n for some n ∈ Z >0 such P exists provided nt ∈ Z and in this case we define M t as above. For s, t > 0, (M s ) t = M st . Now consider the tracial factor L(R) for ergodic R. If R is infinite, ergodicity implies that the space (X, µ) must be non-atomic and L(R) is a type II 1 factor. For such R and t > 0, we can define as follows the amplification R t of R in such a way that
Consider the measure space (X ∞ , µ ⊗ #) = (X × Z, µ ⊗ #), where # denotes the counting measure on Z. Then R ∞ = R × Z 2 ⊂ X ∞ × X ∞ is a countable measurable equivalence relation. For t > 0, define R t = R ∞ | E for measurable E ⊂ X ∞ with (µ ⊗ #)(E) = t. Such a set E exists since X is non-atomic, and using the ergodicity of R one can show that R t is well defined up to isomorphism. From this it further follows that (R t ) s = R ts for t, s > 0.
If R has a representation π with 1-cocycle b on a Hilbert bundle X * H, we can form the Hilbert bundle E * H t , where E is as above and where H t (x,k) = H x for each (x, k) ∈ E. Then we can define a representation π t of R t with 1-cocycle b t by π t ((x, k), (y, m)) = π(x, y), and
For any t > 0, π is mixing if and only if π t is mixing, b is unbounded if and only if b t is unbounded, and for another representation ρ of R, π ≺ ρ if and only if π t ≺ ρ t .
2.8. Popa's intertwining by bimodules. We will make essential use of the following theorem of Popa, fundamental to deformation/rigidity theory:
Theorem 2.6 (Popa's Intertwining by Bimodules, Theorem 2.1 of [Po03] ). Let N and P be unital subalgebras of a tracial von Neumann algebra M . The following are equivalent:
(1) There is no sequence {u n } ⊂ U (N ) such that E P (xu n y) 2 → 0 as n → ∞ for every
(3) There are nonzero projections p ∈ N , f ∈ P , a unital normal * -homomorphism θ : pN p → f P f , and a partial isometry v ∈ M such that
If the above equivalent conditions hold, we say that N intertwines into P inside M , written N ≺ M P , or simply N ≺ P when there is no danger of confusion.
Deducing Primeness from an s-Malleable Deformation
In this section, we review how an s-malleable deformation can be used to prove primeness results using a technique introduced by Popa in [Po06b] . We define an s-malleable deformation of a tracial von Neumann algebra M as an inclusion M ⊂M into some tracialM , along with a continuous action α : R → Aut(M ), and β ∈ Aut(M ) such that β| M = id, β 2 = id, and
To exploit an s-malleable deformation, we will use Popa's transversality inequality from [Po06a] , part (1) of the following lemma. We include as part (2) another well known inequality as we shall use the pair several times in combination.
.
Proof. For (1),
and since βα t = α −t β and β| M = id, we have
We can now show how an s-malleable deformation can be used to prove primeness. Proof. Using Zorn's Lemma, let z ∈ Z(M ) denote the maximal central projection such that α t → id uniformly in · 2 on the unit ball (M z) 1 . Then (1) is satisfied and for any central projection z ′ ≤ 1 − z we have α t → id non-uniformly in · 2 on (M z ′ ) 1 . Now suppose toward a contradiction that M (1−z) = N ⊗ Q with N and Q not of type I. Since M has no amenable direct summand, we assume without loss of generality that Q also has no amenable direct summand. As previously, set δ t (x) = α t (x) − E M (α t (x)) for x ∈ M .
Theorem 3.2 (Popa's Spectral Gap Argument). Let M be a tracial von Neumann algebra with no amenable direct summand which admits an s-malleable deformation {α
First suppose that α t → id is not uniform in · 2 on (N ) 1 . Then by part (1) of Lemma 3.1, δ t → 0 is not uniform in · 2 on (N ) 1 . Hence there is ǫ > 0 and sequences {a n } ∈ (N ) 1 , {t n } ⊂ R, with t n → 0 and δ tn (a n ) 2 > ǫ for all n. For x ∈ Q, we have [x, a n ] = 0 and α tn (x) − x 2 → 0 as n → ∞, so part (2) of Lemma 3.1 gives [δ tn (a n ), x] 2 → 0. We also have xδ tn (a n ) 2 ≤ x 2 , so applying Lemma 2.3 with H = L 2 (M ) ⊖ L 2 (M ), and using our
Qq , which contradicts the fact that Q has no amenable direct summand. Thus we must have α t → id uniformly in · 2 on (N ) 1 . Next, since N is not type I, there is z ′ ∈ Z(N ) ⊂ Z(M )(1 − z) such that N z ′ is type II. Then since A is abelian and N z ′ is type II, we have N z ′ ⊀ M A, so it follows from Theorem 2.6 that there is a sequence {u n } ⊂ U (N z ′ ) such that for each x, y ∈ M , E A (xu n y) 2 → 0 as n → ∞. Since M L 2 (M )⊖L 2 (M ) M is mixing relative to A, we have that u n δ t (x), δ t (x)u n → 0 as n → ∞ for all x ∈ M . Note that for any t ∈ R, x ∈ (Qz ′ ) 1 we have
and so using both parts of Lemma 3.1, we have
As this convergence is independent of x, this shows that α t → id uniformly in · 2 on (Qz ′ ) 1 . Now fix any ǫ > 0, and let t 0 > 0 be such that for |t| < t 0 we have
and so for |t| < t 0 , the · 2 -closed convex hull K t of the set
7 for all k ∈ K t . In particular, the unique element k t ∈ K t of minimal · 2 has k t − z ′ 2 ≤ 3ǫ 7 . Since k t is unique and α t (u)K t u * = K t for all u ∈ U (N ) ∪ U (Qz ′ ), it follows that α t (u)k t u * = k t for all u ∈ U (N ) ∪ U (Qz ′ ), and hence α t (a)k t = k t a for all a ∈ N ∪ Qz ′ . Then for any a ∈ N , b ∈ Qz ′ , we have
for all x ∈ M z ′ and |t| < t 0 . Thus for any x ∈ (M z ′ ) 1 and |t| < t 0 we have
which implies that α t → id uniformly in · 2 on (M z ′ ) 1 . But z ′ ∈ Z(M ) with z ′ ≤ 1 − z, so this is a contradiction and we conclude that M (1 − z) is indeed prime. In the particular case where the convergence α t → id is not uniform in · 2 on (M ) 1 , the above projection z ∈ Z(M ) has 1 − z = 0. Suppose toward a contradiction that M ∼ = N ⊗ Q with N and Q of type II. Then since M (1− z) is prime by the above result, the decomposition
Gaussian Extension of R and s-Malleable Deformation of L(R)
In this section we construct the s-malleable deformation that will be used to prove the main result. In [PS09] and [Si10] , Peterson and Sinclair used 1-cocycles for group representations to build deformations; we follow this spirit in the setting of pmp equivalence relations. To accomplish this, we generalize Bowen's Bernoulli shift extension of R (see [Bo12] ) to the Gaussian extensionR of R arising from an orthogonal representation π of R. A 1-cocycle for π will then give rise to the desired s-malleable deformation of L(R) ⊂ L(R).
4.1. Gaussian extension of R. Let π be an orthogonal representation of R on a real Hilbert bundle X * H, and let {ξ i } ∞ i=1 be an orthonormal fundamental sequence of sections for X * H. Let
where S x j is the coordinate function
For x ∈ X, one can show that the linear span
which is well defined and · 2 -isometric since (4.1) implies
In particular, ρ(x, y) is τ -preserving, and so extends to a * -isomorphism ρ(x, y) :
. We now consider X * Ω as measurable bundle with σ-algebra generated by the maps (x, r) → ω x ( i∈I a i ξ i (x))(r) for I ⊂ N finite and a i ∈ R. A measure µ * ν on X * Ω is then given by [µ * ν](E) = X ν x (E x )dµ(x), where E x = {s ∈ Ω x : (x, s) ∈ E}. We define the Gaussian extension of R to be the equivalence relationR on (X * Ω, µ * ν) given by ((x, r), (y, s)) ∈R ⇐⇒ (x, y) ∈ R and θ (y,x) (r) = s (4.2)
leaving the reader to check thatR is a countable pmp equivalence relation.
s-Malleable deformation of L(R)
. Now consider a 1-cocycle b for the representation π on X * H above and let M = L(R) andM = L(R). Using the cocycle relation for b, one checks that
defines a one-parameter family {c t } t∈R of multiplicative 1-cocyles ofR, and hence as in (2.2), a one-parameter family {ψ ct } t∈R ⊂ Aut(M ) which we will denote by {α t } t∈R . Moreover, c t 1 c t 2 = c t 1 +t 2 for all t 1 , t 2 ∈ R, and hence t → α t defines an action α :
where the convergence follows from Lebesgue's dominated convergence theorem. When combined with (4.3), this shows that α : R → Aut(M ) is a continuous action when Aut(M ) is given the topology of pointwise · 2 convergence. Next, one can check that defining
, one can check that β extends to an * -automorphism ofM by the rule β(au g ) = β(a)u g . We have β 2 = id, β| M = id, and β • α t = α −t • β since one can check that β(f ct,g ) = f c −t ,g for each g ∈ [R]. Hence α : R → Aut(M ) is an s-malleable deformation of M ⊂M .
Primeness of L(R)
In this section, we prove the main result, Theorem A. Before doing so, however, we pause to further analyze the maps ρ(x, y) : L ∞ (Ω y ) → L ∞ (Ω x ) defined in Section 4.1. Note first that each can be extended (and then restricted) to a unitary
⊖C for x ∈ X, we now form the Hilbert bundle X * K with the σ-algebra determined by fundamental sections ω 0 (span Q {ξ n } ∞ n=1 ), where {ξ n } ∞ n=1 is as in Section 4.1, and [ω 0 (η)](x) = ω x (η(x)) − e − η(x) 2 for η ∈ S(X * H). Noting that ρ(x, y)ρ(y, z) = ρ(x, z) for all (x, y), (y, z) ∈ R, we may then consider ρ as a representation of R on X * K. The following lemma makes explicit the relationship between ρ and π.
for ξ ∈ H x , which is well defined and isometric since for any ξ, η ∈ H x , we have
, and one can check that ξ 1 ⊙ · · · ⊙ ξ n ∈ U x (D x ) for all ξ 1 , . . . , ξ n ∈ H x by induction on n. Hence we extend this map to a unitary
Then for (x, y) ∈ R, it is immediate from the definitions ofπ and ρ that
for all ξ ∈ H y , and hence
In particular, since U y fixes C for each y ∈ X, the lemma follows.
L(R)-L(R)
bimodules arising from representations of R. We will need one more tool before the proof of Theorem A. Again let M = L(R) andM = L(R), and write A for L ∞ (X) ⊂ M . Note that a representation π of R on X * H induces a group representatioñ
we would like to define an M -M bimodule structure on H π . The intuition comes from the proof of the following analogue of Fell's absorption principle:
Lemma 5.2. Let π be a representation of R on a measurable Hilbert bundle X * H. Then π ⊗ λ is unitarily equivalent to id S ⊗ λ for any orthonormal fundamental sequence of sections S for X * H.
Proof. Let S = {ξ n } ∞ n=1 . For (x, y), (x, z) ∈ R and n, m ≥ 1, we have
Since H x ⊗ ℓ 2 ([x] R ) = span{ξ n (x) ⊗ 1 {y} : (x, y) ∈ R, n ≥ 1} for each x ∈ X, the above calculation shows that the formula U x (ξ n (x) ⊗ 1 {y} ) = π(x, y)ξ n (y) ⊗ 1 {y} for (x, y) ∈ R, n ≥ 1 gives rise to a well defined unitary U x ∈ U (H x ⊗ ℓ 2 ([x] R )) (note that U x is surjective since {π(x, y)ξ n (y)} ∞ n=1 is a basis for H x for (x, y) ∈ R) for each x ∈ X. Moreover, for (x, y), (x, z) ∈ R and n ≥ 1 we have
For measurability, take any g, h ∈ [R], n, m ≥ 1 and note that
is the product of two measurable maps.
Lemma 5.3. The Hilbert space H π has an L(R)-L(R) bimodule structure which satisfies
, and ξ ∈ ⊕ X H x dµ. Proof. We have already from the construction of Connes' fusion tensor that H π is an A-L(R) bimodule with the right action satisfying (5.2). The proposed left and right actions certainly commute, so it is enough to show that the left action in (5.2) makes H π into a left Hilbert L(R)-module. For each n ≥ 1, set p n = 1 {x∈X:dim Hx≥n} ∈ A. If (x, y) ∈ R, then H x = π(x, y)H y so dim H x = dim H y and therefore p n ∈ Z(L(R)). Let {ξ n } ∞ n=1 be an orthonormal fundamental sequence of sections for X * H and note that p n = ξ n (·) . Set K = ∞ n=1 p n L 2 (R). We wish to define a unitary U :
, a ∈ A, and n ≥ 1, let η n,a,g ∈ K denote the vector which is p n au g in the nth summand and 0 elsewhere (note that p n au g ∈ p m L 2 (R) for any 1 ≤ m ≤ n, so we must be careful with our notation). Then K = span{η n,a,g : a ∈ A, g ∈ [R], n ≥ 1} and we define U (η n,a,g ) =π g (ξ n ) ⊗ A au g . Then for a, b ∈ A, g, h ∈ [R], and n ≥ 1, since E A (u g u * h ) = 1 {x∈X:
Thus U extends to a well defined unitary U : K → H π (U is surjective since
For any a, b ∈ A, g, h ∈ [R], ξ ∈ ⊕ X H x dµ, write ξ = ∞ n=1π h (ξ n )a n with a n ∈ A. Then using the above,
Since elements of the form bu h span a dense subspace of L 2 (R), it follows that the left action of L(R) satisfies (5.2).
Given two representations π and ρ of R with π weakly contained in (resp. unitarily equivalent to) ρ, one can check that H π is weakly contained in (resp. unitarily equivalent to) H ρ as M -M bimodules. If a representation π is a mixing, then H π is mixing relative to A.
Proof of Theorem A.
We can now prove the main primeness result. Proof. Consider the s-malleable deformation M ⊂M , {α t } t∈R ⊂ Aut(M ) constructed in Section 4. Note that the representationπ = ⊕ ∞ n=1 π ⊙n C is mixing and weakly contained in the regular representation λ of R, since π has these properties.
By identifying
The latter is then unitarily equivalent to Hπ by Lemma 5.1, and sinceπ is mixing, we have that L 2 (M ) ⊖ L 2 (M ) is mixing relative to A. Moreover, Hπ ≺ H λ sinceπ ≺ λ, and one can check that
Since A is amenable, the latter is weakly contained in the coarse M -M bimodule.
Since b is unbounded, there is δ > 0 such that for all
. But taking R > 0 large enough that e −2t 2 0 R 2 < δ 2 , and g ∈ [R] with µ({ b(x, g −1 x) ≥ R}) ≥ δ, we would have
which is false. Hence α t → id is not uniform on (M ) 1 , and so by Theorem 3.2 we conclude that M ≇ N ⊗ Q for N and Q of type II. In particular, if
, so there is j ∈ {1, 2} such that L(R j ) is not type II and hence R j does not have a.e. equivalence class infinite.
5.3.
Remark. Theorem A (as well as Theorem D) in fact holds with L(R) replaced by L(R, σ), which is constructed as L(R), but "twisted" by some 2-cocycle σ : X) ), in the sense that for g, h ∈ [R] the unitaries u g , u h , u gh ∈ L(R, σ) satisfy u g u h = σ(g, h)u gh . Indeed, withR and (4.4) exactly as before, the formula (2.2) now gives rise to an smalleable deformation of L(R, σ) ⊂ L(R, σ). Similarly, (5.2) now defines an L(R, σ)-L(R, σ) bimodule and the necessary identifications in the proof of Theorem A hold.
There is good reason for considering the algebras L(R, σ). The subalgebra L ∞ (X) ⊂ L(R, σ) is a Cartan subalgebra, i.e., it is maximal abelian and its normalizer generates L(R, σ) as a von Neumann algebra. Such subalgebras have been the object of intense study (see [Io12] for a detailed survey). Feldman and Moore showed in [FM75b] that a Cartan subalgebra A ⊂ M of a tracial von Neumann algebra M always arises as L ∞ (X) ⊂ L(R, σ) for some 2-cocycle σ and measured equivalence relation R on a standard probability space X.
Unique Prime Factorization
In this section we obtain a unique prime factorization result for a class of type II 1 factors in the spirit of [OP03] . It is important to note that for II 1 factors N, Q, and any t > 0 we have N ⊗ Q ∼ = N t ⊗ Q 1/t , so unique factorizations are considered modulo amplifications as well as unitary conjugacy.
6.1. An Obstruction to Unique Factorization. We will need two lemmas before our proof of Theorem B. Both are well-known, but we include their proofs for completeness. 
and therefore for any δ > 0, Chebyshev's inequality gives
Lemma 6.2. Let {p n } ∞ n=1 ⊂ M be an asymptotically central sequence of projections. Then there exist commuting projections {q k } ∞ k=1 ⊂ M which are asymptotically central with
Proof. Let q 1 = p 1 . Then given q 1 , . . . , q k , commuting projections, we let A = {q 1 , . . . , q k } ′′ , and note that A = m i=1 Ce i for projections {e i } m i=1 which are minimal in A and such that m i=1 e i = 1. Let n k+1 be large enough so that p n k+1 e i − e i p n k+1
e i xe i for x ∈ M and hence
. Thus p n k −q k 2 → 0 as k → ∞ from which it further follows that the sequence {q k } ∞ k=1 is asymptotically central.
Theorem B. Let M 1 and M 2 be · 2 -separable II 1 factors with property Gamma and set
Proof. Since M 1 and M 2 have Γ, there exist asymptotically central sequences of projections
Claim: There are sequences
) and a subsequence {k n } ∞ n=1 ⊂ N such that for each n ≥ 1, the asymptotically central unitaries w n = 1 − 2p kn q kn satisfy
Before we prove the claim, let us prove the theorem assuming it holds. For n ≥ 1, let
using (6.6). Similarly, (6.6) implies that W * n x i W n is also 4 · 2 -Cauchy for any i ≥ 1, so we may define φ ∈ Inn(M ) by φ(x) = lim n→∞ W n xW * n for x ∈ M , where the convergence is in the SOT. Then noting that [w n , w m ] = 0 for all n, m ≥ 1, and using (6.4) and (6.5), for each 4 In fact Wn = W * n here, but it is useful to note this as an implication of (6.6) since the construction Wn = w1w2 · · · wn can be done without arranging wn = w * n and [wn, wm] = 0 for all n, m ≥ 1.
n ≥ 1 we have
which, combined with (6.3), gives
We then see that for any y ∈ M 2 , lim sup
where we use the fact that τ (yy n ) − τ (y)τ (y n ) → 0 for any y ∈ M 2 and any asymptotically central sequence {y n } ⊂ M 2 , which follows from the uniqueness of the trace.
On the other hand, note that φ(
Proof of Claim:
We construct the necessary sequences recursively. Therefore, suppose we are given {k 1 , . . . , k n−1 }, {v 1 , . . . , v n−1 }, and {u 1 , . . . , u n−1 } such that (6.3), (6.4), (6.6), and (6.5) are satisfied (allowing these sets to be empty for the base case n = 1). We construct k n , v n , and u n as follows.
Letting B 1 = {p k 1 , . . . , p k n−1 } ′′ , we know that B 1 is abelian and hence of the form
which are minimal in B 1 and such that
. . , q k n−1 } ′′ and letting q denote the image of {q k } in M ′ 2 ∩ M ω 2 , the same argument shows that there
which asymptotically commute with B 1 and B 2 , we can then find k n large enough that v n =ṽ kn and u n =ũ kn have
, and u n q k i u * n − q k i 2 ≤ 1 2 n+1 for 1 ≤ i < n, (6.9) and we further assume that k n is large enough that (6.6) and (6.5) are satisfied (which can be done since
and similarly w n u n w * n − [1 − 2p kn ]u n 2 ≤ 1 2 n so that (6.3) is satisfied. For 1 ≤ i < n, we use (6.8) to estimate
and similarly u n w * i u * n − w * i 2 ≤ 1 2 n so that (6.4) holds.
6.2. Unique Prime Factorization via s-Malleable Deformation. The principle challenge in the proof of the unique prime factorization in Theorem 6.4 is controlling the Cartan subalgebras of each factor. The following proposition will be critical for this reason: 
Proof. By Theorem 2.6 there are projections p ∈ N , f ∈ A ⊗ M 2 , a unital normal * -homomorphism θ : pN p → f (A ⊗ M 2 )f , and a nonzero partial isometry v ∈ M , such that
, and e = vv * . Note that Af ⊂ L and therefore
and hence Ze = v(Cv * v)v * = Ce. Therefore setting z = C(e) (the support of e in Z), and taking any z ′ ∈ Z, z ′ ≤ z, we have z ′ e ∈ Ce and hence z ′ e ∈ {0, e} which implies that z ′ ∈ {0, z}. Thus Lz is a finite factor. Hence there is e ′ ∈ Lz, e ′ ≤ e with τ Lz (e ′ ) = τ (e ′ )/τ (z) = 1 n for some integer n. Let v 1 = e ′ v and note that for any x ∈ pN p we have
Since Q s and Lz are factors, let w 1 , . . . , w n ∈ Q t and u 1 , . . . , u n ∈ Lz be partial isometries with n j=1 w j w * j = 1, n j=1 u j u * j = z and w * j w j = q ′ , u * j u j = e ′ for all 1 ≤ j ≤ n. Then setting w = n j=1 u j v 1 w * j we have w * w = p ′ and ww * = z, and wN 1/s w * ⊂ z(A ⊗ M 2 )z. Cutting w to the right by a projection in N under p ′ , we may assume that τ (p ′ ) = τ (z) = 1 m for some integer m. By [Po81, Theorem 3.2 and Remark 3.5.2], we can find a copy of the hyperfinite II 1 factor R, with A ⊂ R ⊂ M 1 and 
Then {b k } would be an asymptotically central sequence in R and hence in R ⊗ M 2 . In particular, {b k } would asymptotically commute with u 0 N 1/s u 0 which does have property Gamma since M is non-Gamma. But this would imply
In particular, taking ǫ =
Using Lemma 3.5 of [Va07] , we pass to relative commutants to find that 
. . , P m and m ≥ k, then m = k, each P i is prime, and there are t 1 , . . . , t k > 0 with t 1 t 2 · · · t k = 1 such that after reordering indices and conjugating by a unitary in M we have M i = P Proof. We prove (1) by induction on k. Note that by Theorem 3.2, we know that each M i is prime, so the case k = 1 can only occur if either Q or N is finite dimensional. Without loss of generality, assume N = M n (C) for some n ∈ Z >0 . Then t = 1/n does the job with I N = ∅. Now suppose that k ≥ 2 and for convenience set M = N ⊗ Q. Since M is nonamenable, we assume without loss of generality that Q is nonamenable. For each i, we extend
We claim that there must be i such that α i t → id uniformly in · 2 on (N ) 1 . Suppose not. Then using Lemma 3.1, for each i we find ǫ i > 0 and sequences {x i n } ⊂ (N ) 1 , {t i n } ⊂ R with t i n → 0 as n → ∞ and ξ i n = δ i
for each i. Then combining (6.12) and (6.13) we have
, so that Q is amenable relative toM i in M for each i. But note that for any I, J ⊂ {1, 2, . . . , n}, the subalgebras M I and M J satisfy M = N M (M I ) ′′ and [e M I , e M J ] = 0, so that after k − 1 applications of 2.5 we find that Q is amenable relative to k i=1M i = C, which contradicts the nonamenability of Q. Thus there must indeed be some j ∈ {1, 2, . . . , k} such that α
is mixing relative to A i . It follows that there can be no sequence {u n } ⊂ (N ) 1 with E A i ⊗M i (xu n y) 2 → 0 for each x, y ∈ M . If there were, we would conclude, just as in (3.1), that α i t → id uniformly on (Q) 1 , and then on all of (M ) 1 as in the proof of Theorem 3.2. This would then contradict the assumption that the convergence α i t → id is not uniform on (M i ) 1 . Thus N ≺ M A i ⊗M i by Theorem 2.6. Then by Proposition 6.3, there is t > 0 such that after decomposing M = N t ⊗ Q 1/t and conjugating by a unitary, we have N t ⊂M i . Set P = (N t ) ′ ∩M i = Q 1/t ∩M i so thatM i = N t ⊗ P . If P is type I n for some n, it follows thatM i = N nt and M i = Q 1/nt and the proof is done. Otherwise, P is type II 1 and by the inductive hypothesis, there is a partition I N ∪ I P = {1, . . . , k} \ {i} and s > 0 such that N st = M I N and P 1/s = M I P modulo unitary conjugation. Then since
, setting I Q = I P ∪ {i} concludes the proof of (1). We also prove (2) by induction on k. The case k = 1 follows immediately from the primeness of M 1 . For k ≥ 2, we apply (1) with N = P 1 ⊗ · · · ⊗ P m−1 and Q = P m , to find a partition I N ∪ I Q = {1, . . . , k}, t > 0 such that after conjugating by a unitary in M we have
Then m − 1 ≥ |I N | so we apply the inductive hypothesis to conclude that |I N | = m − 1 and find s 1 , . . . , s m−1 with s 1 s 2 · · · s m−1 = 1 such that after reordering and unitary conjugation (in N t ) we have M i = P
14) so setting t m = 1/t and t i = ts i for 1 ≤ i ≤ m − 1 finishes the proof of (2). For (3), we proceed just as for (2), except that we replace (6.14) by the observation that P 1/t m = M I Q implies |I Q | = 1 when P m is assumed to be prime. Proof. That M = L(R) is prime is simply a special case of Theorem A. Again, consider the s-malleable deformation M ⊂M , {α t } t∈R ⊂ Aut(M ) constructed in Section 4, and suppose toward a contradiction that M has property Gamma. Then there is a sequence {u n } ∈ U (M ) with τ (u n ) = 0 for all n and u n x − xu n 2 → 0 as n → ∞ for each x ∈ M . Then for any u ∈ N M (A) we have
Moreover, since 1 − z g = 1 {s∈X:gs =s} , for any nonzero z ≤ 1 − z g with u g zu * g = z, we can find
for all z ′ ≤ z and then z ≤ z g ). Then because g 2 = e, it follows that we can find a projection z ∈ A such that 1
Combining (6.15) and (6.16) we see that E A (u n u * g ) 2 → 0 as n → ∞ for each g ∈ [R] with g 2 = e. By Feldman and Moore [FM75a] , we know that (x, y) ∈ R if and only if y = gx for some g ∈ [R] with g 2 = e, so that L(R) = {au g : a ∈ A, g ∈ [R], g 2 = e} ′′ . It therefore follows that E A (xu n y) 2 → 0 as n → ∞ for any x, y ∈ M .
From the proof of Theorem A, we know that M L 2 (M ) ⊖ L 2 (M ) M is mixing relative to A, so this implies that u n δ t (x), δ t (x)u n → 0 as n → ∞ for each x ∈ M . We also know that α t → id is not uniform on (M ) 1 , and hence by part (1) of Lemma 3.1 there is ǫ > 0 and sequences
Then using Lemma 3.1, for any k we get
Thus setting
. Then using Lemma 3.1 again, for any
Since we also have xδ t k /2 (u n k ) 2 ≤ x 2 for all k, we apply Lemma 2.3 to find that
Combining Theorem 6.4 with Proposition C and the proof of Theorem A, we get Theorem D immediately. We prove Corollary E below:
Proof of Corollary E. For (1), let A i ⊂ L(R i ) and B i ⊂ L(S i ) denote the canonical Cartan algebras of the factors. By [FM75b] , the hypothesis leads to a normal * -isomorphism
Applying Theorem D, we find t > 0, u ∈ U (M ), and an integer 1 ≤ m < k such that after reordering the indices we have uL(
. Setting A = A 1 ⊗ · · · ⊗ A k , we have uB t 1 u * ≺ M A (as u * (uB t 1 u * )u ⊂ A) which implies that uB t 1 u * ≺ uL(S 1 ) t u * A 1 ⊗ · · · ⊗ A m . Indeed, if there were {u n } ⊂ U (uB t 1 u * ) with E A 1 ⊗ ··· ⊗ Am (xu n y) 2 → 0 for all x, y ∈ uL(S 1 ) t u * , one can check that it would give E A (xu n y) 2 → 0 for all x, y ∈ M as well. Then since uB t 1 u * and A 1 ⊗ · · · ⊗ A m are both Cartan subalgebras of uL(S 1 ) t u * , we know as in [Po01] that there is v 1 ∈ U (uL(S 1 ) t u * ) such that v 1 uB t 1 u * v 
Application to Measure Equivalent Groups
The tools developed in the previous sections lend themselves easily to the measure equivalence of groups, a notion first introduced by Gromov [Gr91] . Countable groups Γ 1 and Γ 2 are called measure equivalent (ME), written Γ 1 ME ∼ Γ 2 , if there is a Lebesgue measure space (Y, ν) and commuting free measure preserving actions Γ i (Y, ν), i ∈ {1, 2}, which each admit a finite measure fundamental domain.
Measure equivalence is closely related to stable orbit equivalence. Recall that two probability measure preserving actions Γ i (X i , µ i ), i ∈ {1, 2}, on standard probability spaces (X i , µ i ) are stably orbit equivalent (SOE) if for each i ∈ {1, 2} we can choose a measurable subset E i ⊂ X i meeting the orbit of a.e. x ∈ X i , such that the restricted equivalence relations are isomorphic, i.e. R 1 | E 1 ∼ = R 2 | E 2 where R i = R(Γ i X i ) for i ∈ {1, 2}. Then Γ ME ∼ Λ if and only if Γ and Λ admit SOE free actions. This equivalence was proved by Furman in [Fu99] where it is attributed to Zimmer and Gromov, and the form stated here (that the actions can be taken to be free) was proved in [Ga00] .
Gaboriau showed in [Ga02] that measure equivalent groups have proportional ℓ 2 Betti numbers, i.e., if Γ ME ∼ Λ there is λ > 0 such that β n (Γ) = λβ n (Λ) for all n. In particular, if β 1 (Γ) > 0 then Γ cannot be measure equivalent to a product of infinite groups (as β 1 = 0 for a product of infinite groups). The following theorem strengthens this conclusion since we know from [PT07] that if β 1 (Γ) > 0 then Γ is nonamenable and admits an unbounded 1-cocycle for the left regular representation (which is mixing).
Proof. Suppose that Γ ME ∼ Γ 1 × Γ 2 for groups Γ 1 , Γ 2 . Then there are SOE free actions Γ (X, µ) and Γ 1 × Γ 2 (Y, ν). Letting R = R(Γ X) and R ′ = R(Γ 1 × Γ 2 Y ), this means there are measurable E ⊂ X, F ⊂ Y meeting a.e. orbit and such that R| E ∼ = R ′ | F . We may assume that R and R ′ are ergodic, since if not, we replace µ| E ∼ = ν| F by a measure in the ergodic decomposition of R| E ∼ = R ′ | F and then extend this measure toμ on X andν on Y using the fact that E ⊂ X, F ⊂ Y meet a.e. orbit. Then for t 1 = µ(E), t 2 = ν(F ), we have R t 1 ∼ = (R ′ ) t 2 , and hence R t 1 /t 2 ∼ = R ′ .
Set t = t 1 /t 2 , M = L(R t ), and let (X t , µ t ) denote the underlying probability space of R t . Since Γ X is free, we see from (2.7) that R admits an unbounded 1-cocycle b into a mixing orthogonal representation π weakly contained in the regular representation. Let π t and b t be the amplifications as in (2.10). Then, as in Section 4, we construct from π t and b t an imbedding M ⊂M and s-malleable deformation {α s } s∈R ⊂ Aut(M ), β ∈ Aut(M ). As in the proof of Theorem A, we know that L 2 (M ) ⊖ L 2 (M ) is weakly contained in the coarse M -M bimodule and mixing relative to the abelian subalgebra A = L ∞ (X t ). Thus M satisfies the assumptions of Theorem 3.2, and we need only modify its proof slightly.
We know that R (and hence R t ) is nonamenable since Γ is nonamenable and Γ X is free. It follows that either Γ 1 or Γ 2 must be nonamenable, so assume without loss of generality that Γ 2 is nonamenable. Since R t ∼ = R ′ , we have an isomorphism M ∼ = L ∞ (Y ) ⋊ (Γ 1 × Γ 2 ) which identifies A = L ∞ (X t ) and L ∞ (Y ). We therefore consider the commuting subalgebras L(Γ 1 ), L(Γ 2 ) ⊂ M . Then just as in the proof of Theorem 3.2, we must have α s → id uniformly in · 2 on the unit ball of L(Γ 1 ), since otherwise we would have
contradicting the nonamenability of Γ 2 . Assuming toward a contradiction that Γ 1 is also infinite, take a sequence {u gn } ∞ n=1 ⊂ Γ 1 . From the freeness of the action it follows that lim n→∞ E A (xu gn y) 2 = 0 for each x, y ∈ M . Then just as in (3.1), combining the sequence {u gn } with the mixingness of L 2 ( M t ) ⊖ L 2 (M t ) relative to A gives α s → id uniformly in · 2 on the unit ball of L(Γ 2 ).
Therefore for any ǫ > 0, we can find s 0 > 0 such that for |s| < s 0 we have α s (x) − x 2 < ǫ 4
for all x ∈ L(Γ 1 ) ∪ L(Γ 2 ) with x ≤ 1. Then for |s| < s 0 , the · 2 -closed convex hull K s of the set {α s (u g )α s (u h )u * g u * h : g ∈ Γ 1 , h ∈ Γ 2 } has a unique element k s ∈ K s of minimal · 2 satisfying k s − 1 ≤ ǫ 2 . For a ∈ U (A) and (g, h) ∈ Γ 1 × Γ 2 using the facts that α s (a) = a, [u g , u h ] = 0 and u g , u h ∈ N M (A), one can check that α s (au g u h )K s (au g u h ) * = K s . From the uniqueness of k s it then follows that α s (au g u h )k s (au g u h ) * = k s and hence α s (x)k s = k s x for all x ∈ M . Then α s (x) − x 2 ≤ α s (x) − α s (x)k s 2 + k s x − x 2 ≤ 2 k s − 1 2 ≤ ǫ for all x ∈ (M ) 1 , |s| < s 0 . Thus α s → id uniformly on (M ) 1 , which contradicts the unboundedness of b t just as in (5.3).
