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protokol OLSR, který se v těchto sítích využívá pro směrování dat. Dále seznámit se s prostredím
OPNET Modeler, ve kterém bude vytvořen model Mobile Ad-hoc (MANET) sítě využívající protokol
OLSR. Prozkoumat způsob implementace protokolu OLSR v prostředí OPNET Modeler a zpracovat
možnosti rozšíření protokolu. V rámci rozšíření protokolu OLSR se zaměřit na podporu kvality služeb a
energetickou náročnost protokolu. Následně provést simulace modelu a vyhodnocení výsledků, které
budou přehledně popsány v bakalářské práci.
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ABSTRAKT
Hlavním úkolem této bakalářské práce je simulace směrovacího protokolu OLSR (Optimized Link
State Routing Protocol) v prostředí OPNET Modeler a realizace scénáře, kde je možné simulovat
funkčnost a vlastnosti tohoto protokolu. Zpracování jednotlivých simulací je rozděleno do tří hlavních
částí. Jsou to popis situace, konfigurace a vyhodnocení výsledků. První scénář slouží pro ukázku funkč-
nosti protokolu, ve druhém jsou scénáře s uzly, které mají různou rychlost pohybu a ve třetí simulaci
je vyhodnocena energetická náročnost protokolu z perspektivy množství vysílaných paketů. Dále je
v práci zpracováno prozkoumání způsobu implementace směrovacího protokolu OLSR v prostředí OP-
NET Modeler. Struktura implementace je rozdělena do tří úrovní: úroveň uzlu, manažera a směrovacího
protokolu. V jednotlivých úrovních jsou zpracovány procesní modely, stavy, přechody, bloky kódů, pro-
měnné a klíčové zdrojové kódy funkcí. Dále je zpracována možnost rozšíření tohoto protokolu. V rámci
rozšíření protokolu OLSR byla práce zaměřena na podporu kvality služeb. Funkce jsou editovány tak,
aby protokol vytvořil tabulky, vyčetl ze statistiky aktuální přenosovou rychlost, doplnil ji do vytvořeného
pole a hodnoty zobrazil. Výsledky jsou vyhodnocovány a přehledně popsány. Ke všem částem práce
jsou přehledně zpracovány teoretické základy, kde se práce zabývá základními vlastnostmi Mobile Ad-
hoc (MANET) sítí, podrobně popisuje směrovací protokol OLSR a poskytuje informace o simulačním
prostředí OPNET Modeler.
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ABSTRACT
The main task of this bachelor’s thesis is to simulate the routing protocol OLSR (Optimized Link
State Routing Protocol) in the OPNET Modeler environment, and to realize a scenario where it is
possible to model protocol functionality and properties. The processing of each simulation is divided
into three main parts and they are the description of a situation, configuration and the evaluation of
results. In the first scenario there is shown the functionality of the protocol, in the second simulation
there are scenarios with the nodes of different movement speed, and in the third simulation the energy
requirements of the protocol from the perspective of quantity of the transmitted packets are evaluated.
Furthermore, in this thesis there is analyzed the way of implementing the routing protocol OLSR in the
OPNET Modeler environment. The implementation structure is divided into three levels: the level of a
node, a manager and the routing protocol. At these levels the process models, transitions, code blocks,
variables and key codes of functions are processed. Next, there is introduced the possibility of extending
the protocol. In order to extent the OLSR protocol, the work focused on supporting services quality.
The functions are edited for the protocol to create logs, read out the current transfer speed from the
statistics, add it to the created pool and organise writing the logs. The results are evaluated and clearly
described. This work provides the theoretical basics: it deals with the primary characteristics of Mobile
Ad-hoc networks (MANET), describes in detail the OLSR routing protocol and provides information
about the OPNET Modeler simulation environment.
KEYWORDS
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ÚVOD
V dnešní době již nejsou klasické Wi-fi sítě dostatečně mobilní, zejména kvůli různým omeze-
ním. Jedním z omezení je například dosah přístupového bodu. Před pár lety proto vznikla nová
technologie pro řešení této problematiky, která je nazývána Mobile Ad-hoc (MANET), což je ne-
závislé řešení bez použití infrastruktury.
Směrovací protokol OLSR byl vyvinut právě pro MANET sítě. Patří mezi proaktivní protokoly,
tedy uložené informace o páru zdroj-cíl jsou pravidelně aktualizovány. Vhodný je i pro takové sítě,
kde je mnoho uzlů a ve kterých je hustota uzlů příliš vysoká. Také se dá velmi dobře využít
například u městské dopravy, kde by si každý vůz jako uzel vyměňoval informace např. o stavu
silnice anebo o nehodě s jinými vozy.
Cíle
Prvním cílem této práce je seznámení s Mobile Ad-hoc (MANET) sítěmi, směrovacím proto-
kolem OLSR, prostředím OPNET Modeler a shrnout dostupné poznatky.
Dalším cílem bylo simulovat směrovací protokol OLSR v simulačním prostředí OPNET Mode-
ler, ověřit funkčnost, chování protokolu, energetickou náročnost a vyhodnotit dosažené výsledky
z provedené simulace.
Dále analyzovat způsob implementace protokolu OLSR do prostředí OPNET Modeler, prostu-
dovat procesní model protokolu, popis stavů, funkcí a přechodů.
Dále bylo cílem modifikovat protokol tak, aby identifikoval aktuální přenosovou rychlost bez-
drátového síťového rozhraní MANET stanice. Rozšířit původní datové jednotky protokolu, aby
výchozí pakety směrovacího protokolu byly upraveny tak, že zjištěná aktuální přenosová rychlost
byla do nich vkládána. Dále bylo třeba změnit protokol, aby po přijímání paketu vypisoval a ukládal
údaje do tabulky.
Struktura práce
V první kapitole je uvedeno stručné seznámení se sítěmi MANET, jak fungují a jaké jsou hlavní
typy protokolů.
V druhé kapitole je seznámení se směrovacím protokolem OLSR. Zde jsou popsány jeho vlast-
nosti, principy, typy a formáty paketů, energetická náročnost a podpora QoS v rámci protokolu.
Třetí kapitola se věnuje simulačnímu programu OPNET Modeler. Je uvedeno k čemu slouží a
hlavní vlastnosti jednotlivých editorů.
Ve čtvrté kapitole se práce věnuje již nasimulovanému směrovacímu protokolu OLSR v simu-
lačním prostředí OPNET Modeler a vyhodnocení výsledků simulace.
Pátá kapitola se věnuje prozkoumání způsobu implementace protokolu OLSR, rozděleného na
tři úrovně a podrobně na popis jednotlivých stavů, přechodů a funkcí.
V poslední kapitole bylo popsáno, jak byl změněn protokol, aby identifikoval aktuální přeno-




MANET1 (Mobile Ad-hoc Networks) jsou bezdrátové sítě, které fungují velmi stabilně v pří-
padech, kdy dochází ke změně topologie sítě v čase i v prostoru. Tyto sítě nepotřebují žádnou
infrastrukturu nebo centralizovanou administrativu (např.: rozbočovače, směrovače). Vše je rea-
lizováno tak, že se uzly (nodes) v MANET sítích nechovají jen jako hosté, ale i jako směrovače.
Každý uzel, který se chce stát součástí sítě, musí být schopen dosáhnout na ostatní uzly, které už
v síti jsou. Jestliže uzel A je v dosahu uzlu B, který je prvkem MANET sítě (což představují uzly
B, C, D, E) a jsou schopny mezi sebou komunikovat, uzel A se stane součástí sítě. V případě, že
uzel E je mimo pokrytí uzlu A, a chtějí si mezi sebou vyměňovat data, tak přenos bude probíhat
přes uzly B, C, D.[14, 10, 7]
A B C D E
Obr. 1.1: Ad-hoc síť
Existuje více řešení pro problematiku směrování v Ad-hoc sítích, tzv.: směrovací algoritmy a
protokoly. Díky tomu, že uzly v MANET sítích nepotřebují žádná zařízení na to, aby jejich činnost
byla zorganizována, jsou směrovací protokoly implementovány do jednotlivých stanic.[14, 10]
1.1 Hlavní typy protokolů pro Ad-hoc sítě
Směrovací protokoly v MANET sítích můžeme rozdělit na tři velké skupiny[9, 13]:
• Proaktivní protokoly – udržují aktualizovaný seznam o cílech a o jejich trasách takovým
způsobem, že pravidelně distribuují směrovací tabulky skrze síť.
• Reaktivní protokoly – na požádání (on demand) najdou trasu až v době, kdy je potřeba,
tzn. že cesta je sestavena před přenosem dat.
• Hybridní protokoly – kombinují vlastnosti proaktivního a reaktivního algoritmu.
1.2 Nejvýznamnější směrovací protokoly pro Ad-hoc sítě
Nejvýznamnější směrovací protokoly pro MANET sítě jsou[9]:
• OLSR – je proaktivní směrovací protokol. Princip a vlastnosti OLSR viz kapitola 2.
1Technologie MANET RFC 2501 je dostupné na http://www.ietf.org/rfc/rfc2501.txt
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Obr. 1.2: MANET směrovací protokoly
• DSR (Dynamic Source Routing) – je reaktivní směrovací protokol. Uzel, který bude
posílat pakety, potřebuje znát celou cestu. K tomu používá 2 procesy:
– proces na nalezení cesty, který funguje jako flooding a má dynamicky najít nové cesty,
– proces údržby trasy, který periodicky detekuje a upozorňuje na změny v topologii.
• AODV (Ad Hoc On-demand Distance Vector) – je reaktivní směrovací protokol, který
je kombinací protokolů DSR a DSDV (Destination Sequenced Distance Vector). Používá se:
– pro vyhledávání trasy na požádání (on demand),
– proces údržby trasy od DSR,
– směrování hop-by-hop a sekvenční číslo od DSDV.
• TORA (Temporally Ordered Routing Algorithm) – je reaktivní směrovací protokol.
Poskytuje více tras pro všechny požadované páry zdroj-cíl. Tento protokol sestaví a udržuje




• GRP (Geographic Routing Protocol) – je proaktivní směrovací protokol. Pozice všech
uzlů jsou označeny GPS souřadnicemi a flooding je optimalizován kvadranty.
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2 OLSR
Tato kapitola se bude zabývat protokolem OLSR, funkčností, zpracováním a významem jed-
notlivých typů paketů a podporou QoS v rámci OLSR. Dále bude zkoumat, v jak velké sítí se dá
použít a jak je protokol náročný na síťové zařízení.
Směrovací protokol OLSR byl vyvíjen pro MANET sítě. Jedná se o proaktivní směrovací pro-
tokol a jako u všech takovýchto protokolů si uzly mezi sebou pravidelně vyměňují informace o to-
pologii. To má za následek zmapování celé sítě a provádění administrativních úkolů. K poznávání
sítě a ke zjištění informace o stavu spojů v celé síti používá protokol OLSR pakety HELLO a TC
(Topology Control). Pravidelná výměna informací zvýší síťový provoz, ale zvýší i pravděpodobnost
úspěšného doručení paketu.
OLSR je link-state (má v paměti mapu celé sítě = proaktívní) směrovací protokol, který reali-
zuje vysílání paketů přes předem vybrané uzly. Každý uzel si vybírá uzly z vlastního okolí, a tento
princip významně snižuje redundanci vysílání zpráv při výběru trasy. Díky tomuto funguje OLSR
i na takovém kanálů, kde se vyskytuje hodně chyb.
2.1 Využití protokolu OLSR
Je vhodný pro velké mobilní sítě a to díky optimalizaci, kterou řeší MPR. Proto lze dosáhnout
ještě lepších výsledků ve srovnání s klasickým link-state algortimem. OLSR používá hop-by-hop
směrování, proto každý uzel používá lokální informace pro směrování paketu.[5]
OLSR je vhodný pro sítě, kde je provoz náhodný a sporadický mezi více uzly. Dále se jako
proaktivní protokol hodí pro scénáře, kde se komunikující páry v průběhu času mění. Zde se už
žádná další kontrola provozu negeneruje, neboť cesty jsou vedeny pro všechny známé destinace za
všech okolností. [5]
2.2 Princip funkce protokolu OLSR
Protokol OLSR se skládá ze dvou skupin funkcí, první jsou základní funkce (resp. jádro proto-
kolu) a druhé jsou pomocné funkce. Základní skupina poskytuje funkčnost směrování v MANET
sítích a pomocná skupina funkcí poskytuje dodatečné možnosti, které mohou být aplikovány ve
speciálních situacích. Např. když uzel realizuje připojení mezi MANET sítí a mezi dalšími směro-
vacími doménami.
Cílem dělení funkčnosti protokolu na základní a pomocné funkce je to, abychom dostali jedno-
duchý a snadno srozumitelný protokol.[5]
2.2.1 Základní funkce
Funkce jádra protokolu specifikují chování uzlů, které využívá směrovací protokol OLSR. Sta-
nice jsou vybaveny OLSR rozhraním a jsou připojeny do MANET sítě. To zahrnuje používání
OLSR zprávy a jejich přenos přes síť, stejně jako snímání spojů, rozptyl informace o topologii a
výpočet trasy.
Komponenty jádra protokolu jsou následující[5]:
• Formát a směrování paketů – Jeho úkolem je, aby v celé síti byl používán jednotný formát
šíření paketů. (viz část 2.3)
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• Snímání spoje – Slouží k tomu, aby uzly mohly lokálně nastavit sadu spojů. Tím se rozliší
spoje mezi lokálním rozhraním a vzdáleným rozhraním (např. rozhraní sousedních uzlů).
Tento úkol je realizován pravidelným posíláním HELLO zpráv (viz část 2.3.2) a to přes
rozhraní přímo na spoj, který chceme kontrolovat.
• Detekování sousedů – Jestliže je dána síť s uzly, které mají jediné rozhraní, uzel umí
sestavit sadu sousedů přímo z informace (main address), které získal během snímání spojů.
Jestliže uzly v dané síti mají více rozhraní, je potřeba získat dodatečné informace, aby byl
uzel schopný sestavit sadu sousedů. Uzel potřebuje vědět adresy rozhraní, které získá MID
zprávami(viz část 2.3.4).
• Vybírání MPR – Cílem vybírání MPR je, aby byl vybrán uzel, přes který bude probíhat
směrování paketů z jednoho uzlu do druhého. Potřebné informace pro realizaci jsou získávány
během pravidelné výměny HELLO zpráv.
• Rozptyl TC (Topology Control) zprávy – TC zprávy jsou posílány z důvodů, aby uzel
dostal dostatečné informace pro výpočet trasy. (viz část 2.3.3)
• Výpočet trasy – Jestliže uzel získal informace o spojích i o konfiguraci rozhraní uzlů, lze
sestavit směrovací tabulku, která je základní podmínkou směrování.
2.2.2 Pomocné funkce
Může nastat situace, kdy jsou potřeba dodatečné funkce, aby celá síť fungovala. Tyto situace
nastávají například tehdy, když má uzel více rozhraní, a některé z nich už vystupuje v jiné smě-
rovací doméně nebo když OLSR rozhraní přijímá link-layer oznámení, případně když je potřeba
poskytovat redundantní topologické informace o síti.
Pomocné funkce jsou následující[5]:
• Non-OLSR rozhraní – Rozhraní, které se nezúčastňují v MANET síti s běžícím protokolem
OLSR. U jednoho uzlu mohou být přítomny různé druhy rozhraní (bezdrátové i drátové).
Směrovací informace o těchto rozhraních mohou být implementovány do OLSR směrovací
domény.
• Link-layer oznámení – OLSR nebyl navržen tak, aby ukládal nebo očekával specifické
informace od linkové vrstvy, ale když už informace od linkové vrstvy příjme (např.: poruchu
spoje), může uzel tuto informaci použít.
• Redundantní informace o topologii – Uzel může zveřejnit sadu spojů obsahující takové
spoje, které nejsou mezi MPR selektory.
• Reduntantní MPR flooding – Redundance MPR specifikuje schopnost vybírání redun-
dantních MPRů.
2.2.3 MPR (Multipoint Relaying)
MPR slouží na snížení počtů vysílaných zpráv, které by jinak byly redundantní na jisté části
sítě. Cílem tohoto mechanismu je nejen to, aby uzly nedostaly nepotřebné informace anebo infor-
mace, které už mají, ale i to aby protokol minimalizoval energetické nároky a zátěž šířky pásma
pro jednotlivé linky. Čím méně paketů bude vysíláno na kontrolu a na organizaci sítě, tím více dat
může být propuštěno. [5, 10]
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Vybírání MPR
Daný uzel vybírá ze sousedů jeho MPR, které jsou na vzdálenost jeden skok a musí umožnit
spojení na vzdálenost dvou skoků. Jestliže nastane situace, kdy více sousedů umožňuje spojení se
všemi uzly na dva skoky, tehdy se stane MPR ten uzel, který umožní spojení s největším počtem
uzlů na dva skoky. O tomto rozhodnutí uzel informuje jeho okolí v HELLO zprávě, kdo jsou její
MPR. [5, 10]
V síti mohou přenášet všesměrové zprávy (např.: zprávy TC) pouze MPR uzly. Všechny ostatní
uzly mohou jen přijímat a zpracovat všesměrovou zprávu, ale nebudou ji posílat dál.[5, 4, 10]
Obr. 2.1: Ukázka MPR uzlů sítě
V případe na obr. 2.1: Uzel C vybírá mezi uzly B (ten je vybrán jako MPR pro uzel A) a uzly
D a G. Jako další MPR je vybrán uzel D, jelikož pokrývá všechny ostatní 2-hop uzly uzlu C.
2.3 Typy a formáty paketů
Zpracování a přesměrování zprávy jsou dvě různé činnosti, které jsou podmíněny i různými
pravidly.
Uzel během zpracování zpráv musí zpracovat obsah zprávy a v souladu s výsledky rozhodnout,
co s ní bude dále dělat.
Přesměrování (a nastavení korektního záhlaví ve směrovaných zprávách) je odpovědnost algo-
ritmu, který určuje, jak jsou zprávy zpracovány, a když je potřeba, tak vše odešle znovu.
Toto by nemohlo fungovat bez použití jednotného formátu a šíření paketů.[5]
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2.3.1 Obecný paket
Navrhovaný formát všech paketů, které OLSR používá je následující[5]:
Obr. 2.2: Obecný OLSR paket
Záhlaví OLSR paketů
Skládá se ze dvou polí[5]:
• Velikost paketu (Packet Length) – Velikost paketu v bajtech.
• Pořadové číslo paketu (Packet Sequence Number – PSN) – Pořadové číslo paketu je
zvýšeno pro každý nový paket.
Komponenty OLSR zprávy
Po záhlaví začínají OLSR zprávy, přičemž jich může být i více v jednom paketu. Všechny
zprávy mají jednotný formát (viz obr. 2.2) a jejich složky jsou[5]:
• Typ zprávy (Message Type) – Toto pole ukazuje o jaký typ zprávy se jedná (HELLO,
TC, MID).
• Vtime (Validity Time) – Toto pole ukazuje platnost zprávy po doručení. Platnost je
reprezentována její mantisou (4 nejvyšší bity v poli) a jejím exponentem (4 nejnižší bity
v poli).
• Velikost zprávy (Message Size) – Toto pole udává velikost zprávy v bajtech, včetně
hlavičky.
• Adresa tvůrce zprávy (Originator Address) – Toto pole obsahuje hlavní adresu (main
address) uzlu, který ho vygeneroval. Během přenosu nelze tuto hodnotu změnit.
• Time To Live (TTL) – Je hodnota (8 bitová položka), kterou se omezuje doba platnosti
dat nebo počet průchodů paketů přes aktivní prvky počítačové sítě. Při průchodu je TTL
automaticky snižováno o jednu hodnotu.
• Hop Count – Toto pole obsahuje hodnotu, kolikrát byla zpráva přeposlána. Při průchodu
je hodnota Hop Count automaticky inkrementována o jednu hodnotu.
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• Pořadové číslo zprávy (Message Sequence Number) – Jestliže je nová zpráva vygene-
rována, pak původce zprávy přiřadí unikátní identifikační číslo každé zprávě. Tato hodnota
je inkrementována pro každou novou zprávu.
2.3.2 HELLO
Zpráva HELLO umožňuje posílat informace o lokálních spojích a o sousedech. Výměna zprávy
HELLO se děje periodicky. Přizpůsobí snímání spojů, detekování sousedů a slouží k signalizaci
výběrového řízení MPR.
Navrhovaný formát HELLO zprávy je následující[5]:
Obr. 2.3: HELLO zpráva
V obecném OLSR paketu je „Typ zprávyÿ (Message Type) nastaven na HELLO zprávu
(HELLO MESSAGE), TTL pole je nastaveno na 1 (jedničku) a Vtime na hodnotu
NEIGHB HOLD TIME.[5]
Komponenty HELLO zprávy[5]:
• Rezervováno (Reserved) – Musí být nastavený na hodnotu „0000000000000ÿ.
• Htime – Toto pole specifikuje interval posílání HELLO zprávy. Vysílací interval je repre-
zentován její mantisou (4 nejvyšší bity v poli) a jejím exponentem (4 nejnižší bity v poli).
• Ochotnost (Willingness) – Toto pole specifikuje ochotnost uzlů, jak ochotný je uzel pře-
směrovat provoz pro jiné uzly. Uzel s hodnotou ochotnosti WILL NEVER znamená, že tento
uzel nechce nést provoz pro ostatní (nikdy nemůže být vybírán jako MPR), ale s hodnotou
ochotnosti WILL ALWAYS udává, že tento uzel by vždy měl být vybrán na přesměrování
provozu pro ostatní. Uzly mají výchozí ochotnost WILL DEFAULT. Hodnoty ochotnosti:
– WILL NEVER = 0
– WILL LOW = 1
– WILL DEFAULT = 3
– WILL HIGH = 6
– WILL ALWAYS = 7
Tato vlastnost je typicky přidělována na základě zdrojů (baterie, napájení, kapacita) a do-
stupnosti uzlu.
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• Kód typu linky (Link code) – Toto pole specifikuje informace o spoji mezi rozhraním
vysílače a sousedním rozhraním (např.: duplex). Dále ještě specifikuje informace o stavu
sousedů.
• Velikost zprávy (Link Message Size) – Velikost zprávy spoje se počítá v bajtech a je
měřená od začátku položky „Kód typu linkyÿ pole do další položky „Kód typu linkyÿ pole.
• Adresa rozhraní sousedního uzlu (Neighbor Interface Address) – Je adresa jednoho
rozhraní jednoho souseda.
2.3.3 TC (Topology Control)
Snímání spojů a detekování sousedů je částí základního úkolu protokolů. Zpráva TC pro každý
uzel nabízí informace o jeho sousedech a o stavu jednotlivých linek. Na základě toho jsou informace
o topologii rozšířeny přes síť.
Zprávy TC jsou vysílány periodicky, ale i tehdy, když se změní struktura sítě. Navrhovaný
formát TC zprávy je následující[5]:
Obr. 2.4: TC zpráva
V obecném OLSR paketu je „Typ zprávyÿ (Message Type) nastaven na TC zprávu
(TC MESSAGE), TTL pole je nastaveno na 255 (maximum, aby zpráva byla rozšířená v celé síti)
a Vtime na hodnotu TOP HOLD TIME.[5]
Komponenty TC zprávy[5]:
• ANSN (Advertised Neighbor Sequence Number) – Jestliže se změní okolí uzlů, na-
příklad množství sousedů, pak se změní zasílaný obsah TC paketu, proto je hodnota pole
ANSN inkrementována.
• Hlavní adresa sousedního uzlu – Toto pole obsahuje hlavní adresu jednoho souseda.
2.3.4 MID (Multiple Interface Declaration)
Obr. 2.5: MID zpráva
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MID zprávy rozšiřují informace o takových uzlech, které disponují v OLSR síti více rozhraními.
Obsahují všechny IP adresy, které uzly používají na jejich rozhraních. V obecném OLSR paketu je
„Typ zprávyÿ (Message Type) nastaven na MID zprávu (MID MESSAGE), TTL pole je nastaveno
na 255 (maximum, aby zpráva byla rozšířená v celé síti) a Vtime na hodnotu MID HOLD TIME.[5]
MID zpráva má jedinou komponentu[5]:
Adresa OLSR rozhraní – Toto pole obsahuje adresu jednoho rozhraní OLSR.
2.4 Popis parametru protokolu OLSR
• Ochotnost (Willingnes)[12] – viz část 2.3.2.
• HELLO Interval[12] – Tento atribut určuje časový interval mezi pakety HELLO. Tyto
pakety jsou nezbytné pro udržení spojení mezi uzly a nesou 1-hop a 2-hop sousední informace.
• TC Interval[12] – Tento atribut určuje časový interval mezi TC zprávami. Tyto zprávy jsou
generovány u MPR uzlů, aby poskytovaly informace o topologii a zprostředkovávají tabulky
topologie jednotlivých uzlů. Tato informace se používá pro výpočet směrovací tabulky.
• Časovač udržování sousedů (Neighbor Hold Time)[12] – Tento atribut specifikuje ča-
sovač uplynutých spojení. Ten je obvykle nastaven na 3-násobek HELLO Intervalu. S každým
příchodem HELLO paketu je obnoven časovač uplynutí spojení. Pokud HELLO paket v této
době nepřijde, pak je odkaz prohlášen za ztracený. Pokud jsou ztraceny všechny spojení pro
souseda, je soused prohlášen za nedostupný.
• Časovač pro udržování topologie (Topology Hold Time)[12] – Tento atribut určuje
dobu uplynutí pro položky v topologické tabulce a je obvykle nastaven na 3-násobek TC
Intervalu. Položky tabulky topologie jsou obnovovány s příchody TC zpráv na základě jejich
původní adresy a pořadového čísla.
• Časovač udržování duplicitních zpráv (Duplicate Message Hold Time)[12] – Tento
atribut definuje dobu uplynutí položky v tabulce „Duplicate set tableÿ. Tato tabulka se
používá, aby se zabránilo zpracování duplicitních zpráv přijatých v rámci intervalu časovače
udržování duplicitních zpráv pro dané adresy původců zprávy a pořadového čísla.
• Způsob adresování (Addressing Mode)[12] – Nastavení tohoto atributu určuje rodinu IP
adres. Pokud je nastavena na IPv4, OLSR v tomto uzlu bude poskytovat IPv4 adresy a bude
komunikovat pouze s OLSR procesy, které mají IPv4 adresu v nastavení. Pokud je nastavena
na IPv6, OLSR v tomto uzlu bude poskytovat pouze IPv6 adresy a bude komunikovat pouze
s OLSR procesy, které mají stejnou IPv6 adresu v nastavení.
2.5 Energetická náročnost
V Ad-hoc sítích se vyskytují pouze mobilní uzly (není zde žádná infrastruktura), takže baterie
jsou jedinými zdroji energie. Z tohoto důvodu je živnost baterie velmi důležitá. Ad hoc protokoly
už na nějaké úrovni počítají s touto problematikou a tak se snaží ušetřit co nejvíce energie.[3]




Např. síťová karta Intel PRO Wireless 2100 má spotřebu při vysílání 3,12W, při přijímání
2,55W a při pohotovostním režimu 0,14W.[6] Z tohoto měření je možné konstatovat, že nejvíce
energie se používá na vysílání a na přijímání.
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Směrovací protokol OLSR zvolí MPR uzly proto, aby jenom tyto uzly přenášely všesměrové
zprávy (např. TC zprávy), rovněž se ušetří mnoho energie, protože každý uzel nemusí zbytečně
přenášet všechny zprávy. Dále se šetří energie tak, že algoritmus zvolí přenosové cesty tak, aby o ní
věděly jenom uzly MPR.[3]
2.6 Podpora QoS
2.6.1 Quality of Service (QoS) – Kvalita služeb
QoS je funkce, která je schopna měřit a regulovat jednotlivé vlastnosti sítě, tím udržuje určitou
kvalitu komunikace. Například v sítích, kde je QoS podporován, se zprávy s vyšší prioritou přenáší
před zprávami s nižší prioritou.
Abychom dosáhli požadovanou QoS úroveň, je potřeba regulovat jednotlivé síťové parametry.
Tyto parametry „metrikyÿ mohou být např.:
• zpoždění (delay)
• jitter
• šířka pásma (bandwidth)
• zahozené pakety (dropped packets)
2.6.2 QOLSR
Jak je patrné z názvu, QOLSR je projektem1 implementace podpory QoS do směrovacího
protokolu OLSR. Je proaktívní QoS směrovací protokol pro MANET sítě. Aby QoS bylo funkční,
je nutné následující změny implementovat do standardního OLSR protokolu[1]:
• Byly doplněny dodatečná pole do zprávy HELLO a TC, které nesou informace o jednotlivých
parametrech sítě (šířka pásma, zpoždění atd.)
• Metriky jsou měřeny u všech spojů.
• Na základě výsledků z těchto měření jsou vypočítány QoS-MPR (QMPR).
• Výsledky v TC zprávách jsou publikovány v síti.






Tyto informace jsou doplněny do jednotlivých směrovacích zpráv jako HELLO a TC. Z těchto
informací jsou vypočítány QMPR uzly a směrovací tabulky. QMPR je uzel, který uzly vybírají
mezi sebou a slouží k optimalizaci šíření směrovacích zpráv v síti, ve které je QOLSR aktivní. Při
výběru QMPR uzlů se používají QoS metriky a tyto metriky – v tomto případě – se nazývají
jako QMPR-metriky. Defaultní metriky, se kterými algoritmus (pro vybírání QMPR) pracuje, jsou
šírka pásma a zpoždení. Používání QMPR uzlů významně redukuje provoz vysílaných směrovacích
zpráv a jejich opakovaných vysílání.[1]
1Webová stránka tohoto projektu: http://qolsr.lri.fr/.
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3 POPIS PROSTŘEDÍ OPNET MODELER
Tato kapitola se bude zabývat základními vlastnostmi programu OPNET Modeler.
OPNET Modeler (OM) je produktem firmy OPNET Technologies Inc, který byl poprvé před-
staven v roce 1987 jako první komerční síťový simulátor. Slouží k modelování a simulaci jakékoliv
možné architektury sítě, zařízení a protokolů.[10, 8]
OM je tvořen ze tří editorů:
Obr. 3.1: Editory
3.1 Projekt editor
Graficky reprezentuje topologii komunikační sítě. V tomto editoru jsou uzly (směrovače, rozbo-
čovače, servery atd.) a modely linek (Ethernet, ATM, FDDI atd.). V project editoru je možné naši
síť znázornit na mapě. Síťové prvky mohou být také rozmístěny v budově nebo v jiném fyzickém
prostoru.[10, 8]
3.2 Editor uzlů
Je editor uzlů, který popisuje vnitřní architekturu a tok dat mezi jednotlivými funkčními
jednotkami (tzv. moduly). Moduly jsou procesy, které generují, posílají a přijímají pakety od jiných
procesů, aby splnily jejich funkci v rámci uzlů. Moduly reprezentují aplikace a vrstvy protokolů
jako buffery, porty atd.[10, 8]
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3.3 Editor procesů
Tato kapitola zahrnuje základní vlastnosti editoru procesů, mezi které patří hlavní prvky, jed-
notlivé proměnné a soubory, které OM používá.
Chování a funkčnost modulů jsou popsány v proces editoru. Na detailní popsání protokolů
používá editor konečný stavový automat (FSM – Finite State Machine). Stavy a přechody graficky
reprezentují chování procesů, navíc stavy procesů pro kontrolu obsahují kód v C/C++.[10, 8]
Obr. 3.2: Editor procesů, ukázka stavového automatu
3.3.1 Základní prvky
• Stav (State) – představuje stav procesu. Proces může být např. ve stavu čekání na IP
adresu. Dále dělíme stavy na tři typy:[2, 15]
Obr. 3.3: Typy stavů
– Počátek (Initial - INIT) – je místo, kde je vykonán začátek procesu. Je označen jako
hrubá černá šipka.
– Vynucený (Forced) – je označen zelenou barvou v OM. Pokud proces běží, není
dovoleno jej přerušit. Při přechodu procesu se vykoná zdrojový kód, který je ukládán ve
vstupní (Enter Executive) i výstupní pozici (Exit Executive) a poté vstoupí do dalšího
stavu.
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– Nevynucený (Unforced) – je označen červenou barvou v OM. Při přechodu je spuštěn
kód, který je ukládán do vstupní pozice. Poté se čeká na událost, která je definována
přerušením a když ji přijme, je spuštěn kód, který se ukládá do výstupní pozice.
• Přechod (Transition) – má dva typy, viz obr. 3.2. Určuje způsob přechodu z jednoho stavu
do druhého.[2, 15]
– Podmíněný (Conditional) – je označen na procesním modelu tenkou přerušovanou
čarou. Vedle čáry je jméno podmínky, která, když je splněna, vykoná přechod do dalšího
stavu. Např. (podmínka)/pošli paket()
– Nepodmíněný (Unconditional) – je označen na procesním modelu tenkou plnou
čarou. Přechod uskuteční ihned do následujícího stavu.
3.3.2 Proměnné a bloky
• Stavové proměnné (SV - State Variables Block) – deklarují proměnné, které zachová-
vají jejich hodnoty, i když proces uskuteční přechod mezi jedním stavem do druhého. Tyto
proměnné jsou dostupné i pro funkční blok.[15]
• Dočasné proměnné (TV - Temporary Variables Block) – deklarují proměnné, které
zachovávají jejich hodnoty jen v rámci jednoho procesu. Tyto proměnné nejsou dostupné pro
funkční blok.[15]
• Hlavičkový blok (HB - Header Block) – definuje konstanty, makro výrazy, hlavičkové
soubory, globální proměnné, datové typy. datové struktury a deklarace funkce pro procesy.
Také deklaruje, zda procesní model bude v C/C++.[15]
• Funkční blok (FB - Function Block) – definuje C/C++ funkce, které jsou spojené
s procesem.[15]
• Diagnostický blok (DB - Diagnostic Block) – definuje C/C++ prohlášení, které vysílají
diagnostické informace na standardní výstupní zařízení.[15]
• Ukončovací blok (TB - Termination Block) – definuje C/C++ prohlášení, které je
provedeno těsně před ukončením procesů.[15]
3.3.3 Typy souborů pro ukládání potřebné informace
Pro ukládání projektu (scénáře) OM používá několik typů souborů, které mají různý účel.
Přípony jsou následující:[15]
• .prj - Project Model – je založen při vytvoření projektu. V něm jsou uloženy informace
o celém projektu a používá se při otevření projektu.
• .seq - Simulation Sequence – tady jsou uloženy informace o simulaci scénáře.
• .nt.m - Network Model – tady jsou uloženy informace o konfiguraci scénáře.
• .nt.dll; .nt.pdb; .ov; .ot – jsou generovány při spuštení simulace. Není potřeba je zálohovat.
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4 SIMULACE PROTOKOLU OLSR V PROSTŘEDÍ OP-
NET MODELER
Tato část práce se bude zabývat simulací směrovacího protokolu OLSR v programu OPNET
Modeler. Na různých scénářích budou popisovány vlastnosti a chování protokolu. Popis scénářů je
rozdělen do tří hlavních částí:
• Úvodní část – popis scénáře, popis situace a odhad výsledku.
• Konfigurace scénáře – popis veškerého nastavení krok za krokem, co je třeba provádět
v programu OM, aby síť fungovala a aby bylo možné zobrazit požadované výsledky.
• Vyhodnocení výsledků – popis jednotlivých grafů a souvislostí s protokolem OLSR.
4.1 Scénář na ukázku funkčnosti protokolu OLSR
Obr. 4.1: Schéma sítě
V tomto scénáři je demonstrována funkčnost protokolu OLSR v pro-
středí OM. Pro dosažení tohoto cíle je použit jednoduchý datový přenos
mezi dvěma uzly a to takovým způsobem, že během simulace tyto dva
uzly nebudou stále v přímém spojení. To bude i důkazem toho, že se
jedná skutečně o MANET síť.
Scenář obsahuje statické (fixed) uzly a jeden dynamický (mobile)
uzel. Schéma sítě ukazuje obr. 4.1.
Přenos dat bude probíhat mezi uzly node 0 a mobile node 0. Na
schématu bude mobilní uzel během přenosu vykonávat vertikální rovno-
měrný přímočarý pohyb a tím se bude pohybovat mezi pokrytím jednot-
livých statických uzlů. Výsledkem takovéhoto typu pohybu v prostředí,
kde byl implementován OLSR protokol do všech uzlů, je to, že datový
přenos mezi node 0 a mobile node 0 je zprostředkován uzly, které jsou
mezi nimi. To může být demonstrováno tím, že budou sledovány přenosy
dat ze všech uzlů. Výsledek je takový, že jednotlivé uzly začnou vysí-
lat data pouze tehdy, pokud dynamický uzel vstoupí do oblasti jejich
pokrytí.
Dále je třeba zjistit, který uzel se stane MPR, kdy a proč. Jestliže
jsou uzly brány jako řetězec a vezmou se do úvahy známá fakta o vy-
bírání MPR (viz část 2.2.3), tak lze předpokládat, že node 0 se během
simulace nikdy nestane MPR. Node 6 bude MPR pouze od okamžiku, kdy musí zprostředkovat
datový přenos pro uzel mobile node 0 (resp. kdy node 6 detekuje nového souseda, který není
v přímém spojením s uzlem node 5).
4.1.1 Konfigurace scénáře
Vytvoření projektu
1. Je potřeba spustit program OM.
2. Je třeba vybrat položku File ↦→ New a potvrdit project.
3. Bylo zadáno jméno projektu project1olsr a jméno scénáře scenario1.
4. S pomocí Startup Wizard pro vytvoření prázdného scénáře je třeba zadat Create empty
scenario.
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5. Při specifikaci rozlohy byla vybrána položka Campus a zatrhnuta hodnota Use metric
units.
6. Rozměry plochy byly nechány na 10 x 10 kilometers.
7. Byla vyhledána ze sloupce Model Family položka MANET a hodnota No změněna na
Yes. Tím bylo potvrzeno, že hlavní objekty při používání budou MANET objekty a průvodce
dokončíme stisknutím Finish.
Obr. 4.2: Paleta objektů
Vytvoření modelu a nastavení uzlů
8. Otevřela se Object Palette (viz obr. 4.2), byla rozkliknuta nabídka MANET ↦→ Node
Models a vloženo sedum manet station (Fixed node) a jeden manet station (Mobile
Node) přesně podle obr. 4.1.
9. Byly nastaveny IP adresy pro všechny uzly, a to tak, že bylo třeba vybrat Protocols ↦→ IP
↦→ Addressing ↦→ Auto-Assing IPv4 Addresses. Tím se automaticky přidělí program
IP adresy.
10. Dále byl nastaven směrovací protokol OLSR pro všechny uzly. Byl označen jeden uzel, klik-
nutím na něj pravým tlačítkem a vybráním Select Similar Nodes, byly označeny všechny
podobné uzly. Ještě jednou bylo kliknuto pravým tlačítkem a z menu bylo vybráno Edit
Attributes ↦→ AD-HOC Routing Parameters ↦→ AD-HOC Routing Protocol a
tuto hodnotu je třeba nastavit na OLSR. Dále byla zaškrtnuta položka Apply changes to
selected objects (aby byla změna aplikována na všechny statické uzly).
11. Poté, co byly označeny všechny statické uzly a po kliknutí pravým tlačítkem je třeba nastavit
hodnotu položky Transmit Power (W) z kategorie Edit Attributes ↦→ Wireless LAN
↦→ Wireless LAN Parameters na 0,01. Je třeba zaškrtnout položku Apply changes to
selected objects, aby byla změna aplikována na všechny uzly.
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Nastavení přenosu dat
12. Pravým tlačítkem myši je třeba kliknout na uzel node 0. Bylo vybráno Edit Attribu-
tes ↦→ MANET Traffic Generation Parameters ↦→ Number of Rows (počet řádků)
nastaveno na 1. Dále je třeba nastavit další hodnoty:
• Start Time(seconds) – na 10, což znamená, že vysílání dat začíná v definovaném
čase.
• Packet Size(bits) – na konstantní hodnotu ↦→ constant; 10000 bit, proto, aby byl
výsledek lépe viditelný.
• Destination IP Address – na IP adresu uzlu mobile node 0, kterou je možno zjistit
pravým tlačítkem na uzel a položkou Edit Attributes ↦→ IP ↦→ IP Host Parameters
↦→ Interface Information ↦→ Address (např.: 192.168.1.8).
Konfigurace trajektorie
13. Požadavek je, aby se mobilní uzel pohyboval, proto musí být nakonfigurována jeho trajektorie.
Z menu je třeba vybrat Topology ↦→ Define Trajectory, dále trajektorii pojmenovat
např. pohyb1 a kliknut na Define Path. Nyní objeví okno definice trajektorie, zde do
pole Duration (doba pohybu) je třeba zadat hodnotu 600 (tj. 600s = 10 minut). Levým
tlačítkem je potřeba kliknout na pozici, kde je třeba definovat bod pro začátek pohybu a
druhým kliknutím je definován konec pohybu (Trajektorii je nutné definovat tak, jak je vidět
na obr. 4.1). Dokončení kliknutím na Complete.
14. Trajektorii pohyb1 je potřeba přiřadit uzlu mobile node 0 a to takovým způsobem, že
pravým tlačítkem se třeba kliknout na uzel a vybrat Edit Attributes ↦→ trajectory ↦→
pohyb1.
Obr. 4.3: Atributy uzlů mobil node 0 a node1
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Výběr charakteristiky
15. Je potřeba kliknout pravým tlačítkem na volnou plochu a vybrat Choose Individual DES
Statistics. Dále zaškrtnout položku:
• Node Statistics ↦→ OLSR ↦→ MPR Status a
• Node Statistics ↦→ Wireless Lan ↦→ Data Traffic Rcvd (bits/sec) a Data Traffic
Sent (bits/sec).
Pozn.: Charakteristika MPR Status slouží na zjištění skutečnosti, zda uzel je nebo není MPR
(hodnota 0 na y souřadnici znamená, že uzel není a 1 znamená, že je MPR). Charakteristiky
Data Traffic slouží na zjištění provozu na jednotlivých uzlech, Rcvd (Received) je příjem a
Sent je vysílání.
Spuštění simulace
16. Simulace byla spuštěna tak, že z hlavního menu bylo vybráno DES ↦→ Configure/Run
Discrete Event Simulation, nebo je třeba kliknout na ikonku Run, anebo na klávesnici
stiskenem Ctrl+R.
17. Objeví se informační panel pro nastavení parametrů simulace.
• Duration – je doba sledování chování sítě, která se nastaví na hodnotu 11 minutes.
• Values per statistic – udává počet naměřených hodnot na vykreslení statistiky. Čím
větší hodnota je zadána, tím přesnější charakteristiky se zobrazí. Nastaví se na 300.
• Simulation kernel – definuje způsob překladu modelu do spustitelného kódu. Bylo
zvoleno Optimized.
18. Po nastavení parametrů a spuštění simulace (po stisku tlačítka Run) se objeví další okno
Simulation Progress. Jestliže všechno proběhlo úspěšně bez chyb, zobrazí se oznámení
Simulation Completed.
Obr. 4.4: Okno Simulation Progress s oznámením Simulation Completed
19. Stiskem tlačítka Close se zavře okno.
26
Zobrazení výsledků
20. Kliknutím pravého tlačítka myši na volnou plochu a z nabídky zvoleno View Results.
21. Je potřeba zobrazovat provoz na jednotlivých uzlech. Bylo rozklikáno Object Statistics
↦→ Campus Network ↦→ a dále u všech uzlů ↦→ Wireless LAN. U mobile node 0 byla
sledována charakteristika Data Traffic Rcvd (bits/sec) a u všech ostatních uzlů Data
Traffic Sent (bits/sec).
22. Kliknutím na tlačítko Show se objeví v samostatném okně první výsledek (viz přílohu A).
23. Aby byl zobrazen status MPR jednotlivých uzlů, musí se nejdříve smazat předchozí výběr a
to stisknutím Unselect All. Teď je třeba rozkliknout u všech uzlů ↦→ OLSR a označit
položku MPR Status. Ještě je potřeba označit node 6 ↦→ Wireless LAN ↦→ Data Traffic
Sent (bits/sec).
24. Kliknutím na tlačítko Show se objeví v samostatném okně druhý výsledek (viz přílohu A.3).
4.1.2 Vyhodnocení výsledků
Provoz na jednotlivých uzlech
Na prvním grafu (viz příloha A) je vidět datový provoz jednotlivých uzlů v čase. Na souřadnici
𝑦 jsou datové provozy v jednotkách bits/sec a na souřadnici 𝑥 je simulační čas ve vteřinách (resp.
odkdy existuje síť).
V prvním řádku je přijatý provoz pohybujícího se uzlu mobile node 0 a v druhém řádku je
graf vysílaného datového provozu pro uzel node 0. Grafy ukazují to, že uzel node 0 po celou dobu
simulace posílal data a pohybující se uzel data přijímal, takže datový provoz nebyl při pohybu
přerušen.
Dalších šest řádků zobrazuje vysílané datové provozy uzlů node 1 až node 6. Je vidět, že na
začátku každý uzel produkuje jenom minimální odchozí provoz, čímž se jen zajistí zachování sítě
(např.: výměna HELLO paketů).
Když uzel node 0 začne posílat data pro uzel mobile node 0 na začátku simulace, mají mezi
sebou přímé spojení (nejsou žádní zprostředkovatelé). Kolem sedmdesáté sekundy vstoupí pohy-
bující se uzel do pokrytí uzlu node 1, v tomto okamžiku začne přijímat data od node 0 a ten začne
přeposílat data na uzel mobile node 0. Toto pokračuje, dokud se pohybující uzel nedostane na
konec trajektorie. Každý uzel od node 1 až po uzel node 6 zprostředkovává data pro pohybující se
uzel. Takže rychlý skok datového provozu na jednotlivých uzlech ukazuje to, že se uzly dostaly do
přímého kontaktu s pohybujícím se uzlem.
MPR statusy
Jak bylo odhadnuto, první a poslední uzel v řetězci se nestanou MPR na začátku simulace,
protože nepředstavují 2-hop spoj pro jejich sousedy. (například uzel node 3, který je MPR po celou
dobu, protože zajišťuje spoj mezi uzly node 2 a node 4).
U uzlu node 6 je možné vidět, že v okamžiku, kdy se stal MPR, začal posílat data, protože uzel
mobile node 0 vystoupil z pokrytí node5 a vstoupil do pokrytí node6 (Zajišťuje 2-hop spoj mezi
uzlem node 5 a mobile node 0). (viz příloha A.3)
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4.2 Scénáře s různou rychlostí pohybu
Dále je zkoumán protokol OLSR v MANET síti, který bude složen ze 40 uzlů. Tyto uzly se
budou pohybovat různými rychlostmi ve třech scénářích. V prvním se budou pohybovat rychlostí
2m/s (7,2km/h), v druhém 15m/s (54km/h) a v posledním 40m/s (144km/h). Tyto situace a
získané výsledky v praxi bohužel nebude možné ověřit kvůli ideálnímu prostředí a kvůli vysoké
rychlosti pohybu (bylo by potřeba nějaké vozidlo).
Obr. 4.5: Schéma scénářů s různou rychlostí pohybu s viditelnou trajektorií pohybu
Díky náhodnému pohybu, budou uzly rozložené po celé oblasti. Proto je pravděpodobné, že uzel,
který se během simulace dostane do extrémní pozice (např. ke kraji oblasti), bude pro komunikaci
s ostatními potřebovat mnoho zprostředkovatelů. Odhad je, že výsledkem bude více MPR. Toto
bude první věc, která bude zkoumána. Dále bude zkoumáno:
• provoz a velikost HELLO zprávy v závislosti na čase,
• reakce protokolu v závislosti na změny v topologii
4.2.1 Konfigurace scénáře
1. Byl vytvořen projekt s rozlohou s nastavenými rozměry 2x2km. Následně je třeba rozložit
správný počet uzlů podle schématu, který je vidět na obr. 4.5.
2. Celá oblast byla označena jako Wireless Domain, to bude doména, ve které se budou uzly
pohybovat.
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3. Byl nastaven pro každý uzel směrovací protokol OLSR a přiděleny IP adresy.
4. Je potřeba nastavit náhodný pohyb a pro každý scénář nastavit různé rychlosti pohybu.
5. Nakonec vybrat DES statistiky, které budou zobrazovat výsledky a to jsou OLSR a OLSR
Performance.
(a) Atributy jednoho uzlu (b) Atributy Mobility Config
Obr. 4.6: Nastavené parametry pro scénář s 15m/s rychlostí pohybu
4.2.2 Vyhodnocení výsledků
Množství MPR a změny v topologii
Na grafu Topology Changes (viz příloha B.1) je vidět vyskytující se změny v závislosti na
čase. Čím rychlejší je pohyb uzlů, tím větší je velikost změny ve struktuře topologie.
Z grafu MPR Count je jasné, že s rozptylem uzlů se zvýší počet MPR. Jak bylo odhadnuto, děje
se tak proto, protože pro uzly, které jsou např. na kraji oblasti, klesá počet jejich sousedů a uzel
může komunikovat s ostatními jenom na „delšíÿ cestu (více skoků).
Tyto dva grafy spolu souvisejí, protože čím intenzivnější je změna v topologii, tím stoupá počet
MPR v síti.
Provoz HELLO zprávy
Graf Total Hello Messages Sent ukazuje, že počet HELLO zpráv v síti osciluje kolem jedné
hodnoty a to proto, že hodnota počtu HELLO zpráv závisí jen na počtů uzlů v síti.
Následující graf Hello Traffic Sent bits/sec uvádí zajímavé výsledky. Modrá čára ukazuje
provoz HELLO zpráv (v jednotkách bits/sec) ve scénáři, ve kterém se uzly pohybují pomalu s rych-
lostí 2m/s. Červená a zelená ukazují provoz rychlejších uzlů. Bylo zjištěno, že u simulací s rychleji
se pohybujícími velikost HELLO zpráv s časem klesá. Je to proto, protože čím větší je rozptyl uzlů,
tím mají uzly méně sousedů (na některé z uzlů již nedosáhnou). Výsledkem tohoto poklesu počtů
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sousedů je to, že v HELLO zprávách klesá počet polí „Adresa rozhraní sousedního uzluÿ (Neighbor
Interface Address), a tím klesá i velikost paketů v bitech a to vidíme na obrázku (viz příloha B.2).
Reakce protokolu na změny
Na začátku simulace protokol vykoná úkony detekování a rozšíření informace o sousedech a
proto není stejný počet zpráv od začátku simulace. Po rozšíření informací o sousedech se velikost
provozu směrovacích zpráv stabilizuje.
Na grafu jsou vidět v okamžiku 125, 180, 260 a 290 sekund rychlé skoky stoupání provozu
směrovacích zpráv, což je způsobeno růstem TC zpráv. OLSR periodicky vysílá TC zprávy a
pokud je změna počtu sousedů u jediného uzlu, tak ten vyšle TC zprávu, aby informoval jeho
okolí o změně. V tom okamžiku je náhlý růst způsoben změnou sousedů a to hlavně u rychleji se
pohybujících uzlů, neboť oni provádějí v topologii změn nejvíce.
Na grafu Routing Traffic Sent (viz příloha B.3) je vidět reakce protokolu na změny v to-
pologii. Reaguje vysíláním TC zprávy v okamžiku změny a to nastiňuje graf Total TC Messages
Sent.
4.3 Scénáře se zaměřením na energetickou náročnost proto-
kolu
V kapitole 2.5 bylo popsáno, že síťová karta je nejnáročnější z pohledu energetiky v přijímajícím
a vysílající režimu. Proto souvisí energetická náročnost s množstvím vysílaných paketů.
Byl používán základ z předchozího scénáře, tzn. 40 uzlů, rychlost a náhodný pohyb. V jednot-
livých scénářích je nastaven atribut „Hello Intervalÿ1 pro veškeré uzly:
1. na 0,5 vteřin
2. je zachována původní hodnota (2 vteřiny)
3. na 4 vteřiny
4.3.1 Konfigurace scénáře
1. Byl duplikován třikrát scénář ze scénáře s různou rýchlostí pohybu.
2. Pro každý uzel je potřeba nastavit jednotlivé „Hello Intervalÿ hodnoty. Byl označen jeden
uzel, kliknutím na něj pravým tlačítkem a výběrem Select Similar Nodes se označí všechny
podobné uzly.
3. Ještě je třeba kliknout pravým tlačítkem a z menu vybrat Edit Attributes ↦→ AD-HOC
Routing Parameters ↦→ OLSR Parameters ↦→ Hello Interval a interval je potřeba
nastavit na požadovanou hodnotu.
4. Dále je třeba zaškrtnout položku Apply changes to selected objects (aby byla změna
aplikována na všechny uzly).
4.3.2 Vyhodnocení výsledků
Množství HELLO zprávy
Je vidět, že čím je kratší interval pro vysílání Hello zprávy, tím je třeba vysílat více paketů
a energetická náročnost se zvyšuje. Pokud je interval zvýšen, je tím pádem vysíláno méně Hello
zpráv.
1Je popsán v kapitole 2.4.
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Obr. 4.7: Množství vysílaných HELLO zprávy v síti (Total HELLO Messages Sent)
V následující tabulce je možné vidět, jak se přesně mění množství Hello zpráv pro jednotlivé
hodnoty Hello intervalu:
Tab. 4.1: Porovnávání změn intervalu s hodnotami množství Hello zpráv
barvy grafů Hello Interval [vteřiny] Množ. Hello zprávy [cca.] Uzly
červený 0,5 240 40
modrý 2 60 40
zelený 4 30 40
Velikost HELLO zprávy
V případě krátkého intervalu je vidět, že uzly plýtvají energií tím, že vysílají zprávy příliš
často. Toto plýtvání má tu výhodu, že reakce na změny v topologii jsou mnohem rychlejší a tím
pádem jsou uzly lépe informovány.
Obr. 4.8: Velikost provozu HELLO zprávy v síti (HELLO Traffic Sent(bits/sec))
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5 ANALÝZA ZPŮSOBU IMPLEMENTACE PROTOKOLU
OLSR
Tato kapitola se zabývá rozborem směrovacího protokolu OLSR, resp. je zkoumán, jak je daný
protokol implementován do simulačního prostředí Opnet Modeler. Je postupně rozebíráno i to,
co je třeba provést v programu, aby se dalo zobrazovat anebo editovat jednotlivé části programu
související se směrovacím protokolem OLSR.
Komentáře jednotlivých programových kódů jsou podle dokumentace [12].
Zkoumání způsobu implementace je rozděleno na různé úrovně podle „hloubkyÿ v programu
OM. Struktura úrovní je zobrazena v příloze C.
Nejvyšší je Úroveň uzlu, ve kterém je uzel wlan wkstn a jeho „procesoryÿ v modelu uzlu –
wlan wkstn adv.nd.m. Podrobněji v kapitole 5.1.
Další je Úroveň manažera (Parent Model), ve kterém je realizován procesor manet rte mgr.
Protokol OLSR přes tento procesor vysílá a přijímá pakety od síťového prvku. Je „rodičemÿ mo-
delu pro proces OLSR a je realizován procesním modelem – manet rte mgr.pr.m. Podrobněji
v kapitole 5.2.
Nejnižší je Úroveň směrovacího protokolu (Child Model), ve kterém běží směrovací pro-
tokol OLSR. Podrobněji v kapitole 5.3.
5.1 Úroveň uzlu
Obr. 5.1: Vlavo: wlan wkstn;
Vpravo: manet station
Pro zkoumání nějakého uzlu, není třeba žádné „extraÿ na-
stavení během vytváření projektu. Když je projekt vytvořen,
je třeba otevřít Object Pallette a rozkliknout složky Sha-
red Object Palettes ↦→ MANET ↦→ Node Models a vy-
brat wlan wkstn anebo manet station. Model uzlu wlan wkstn se dá najít v adresáři
OPNET∖1x.x.x∖models∖std∖wireless lan pod jménem wlan wkstn adv.nd.m. Hlavní vlastnosti
takového uzlu jsou[12]:
• chová se jako pracoviště (workstation),
• podporované protokoly: IP, UDP, TCP a IEEE 802.11,
• komunikuje přes WLAN rozhraní,
• do modelu je implementována podpora RIP, OSPF a MANET směrovacích protokolů.
Směrovací protokol OLSR byl nastaven takovým způsobem, že pravým tlačítkem je potřeba
kliknout na uzel, následně použít menu Edit Attributes ↦→ AD-HOC Routing Parameters
↦→ AD-HOC Routing Protocol a hodnotu nastavit na OLSR. To zajistí, že se tento uzel bude
chovat podle protokolu OLSR.
Dvojklikem na vybraný uzel se objeví okno modelu uzlu, ve kterém je procesor manažeru
pojmenovaný jako manet rte mgr, který můžeme vidět na obr. 5.2.
5.2 Úroveň manažera (Parent Model)
Manažer hlavně slouží na spouštění směrovacího protokolu OLSR jako „child procesÿ. Dále má
za úkol zajistit rozhraní pro komunikaci s procesorem UDP, vytvořit atribut modelu pro nasta-
vení parametrů protokolu, inicializace stavových proměnných, determinace směrovacího protokolu
nastaveného na daný uzel a zpracovávat příchozí pakety.
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Obr. 5.2: Model uzlu
5.2.1 Procesní model a funkce manažera
Obr. 5.3: Procesní model procesoru manet rte mgr
Procesní model manažera byl otevřen dvojklikem na procesor manet rte mgr. Model se skládá
ze třech stavů a čtyř přechodů, které jsou zobrazeny na obr. 5.3.
Po spuštění simulace proběhne vstupní pozice vynuceného stavu init. Tady je začátek procesu a
jsou vykonány inicializace stavových proměnných. Když vše proběhne, je uskutečněn nepodmíněný
přechod do nevynuceného stavu wait for ip.
Zde proběhne vstupní pozice, kde je nula řádků a proto proces čeká na přerušení. Po přijetí
přerušení s podmínkou IP NOTIFICATION proběhne výstupní pozice stavu a je vykonána determi-
nace směrovacího protokolu (když přerušení s podmínkou IP NOTIFICATION nepřijímá, čeká dále.)
Determinace1 protokolu je funkce, který zkoumá, jestli je anebo není nastaven protokol OLSR na
uzlu. Pokud tato kontrola proběhne úspěšně s pozitivním výsledkem, je spuštěn protokol OLSR
jako child proces a je uskutečněn podmíněný přechod do nevynuceného stavu wait.
1Funkce manet rte mgr routing protocol determine slouží k determinaci protokolu OLSR na uzlu, je popsán
v kapitole 5.2.6.
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Na pozadí běží směrovací protokol OLSR a začne vysílat HELLO zprávy. Takhle se chovají
i jiné MANET stanice a je předpokládáno, že uzel přijímá HELLO zprávu. Nevynucený stav wait
čeká na přerušení, které přijímá, když manet rte mgr přijímá zprávu od procesoru udp. Proběhne
výstupní pozice stavu, ve které je vykonána identifikace přijímané zprávy a její dodání pro child
proces. Po této úspěšné akci je vykonán přechod ve formě zpětné vazby do vstupní pozice, kde
proces čeká ve stavu wait dále na přerušení.
V dalších kapitolách byly rozebírány bloky, stavy a programové kódy manažeru.
5.2.2 Stavové proměnné
Blok stavových proměnných2 je editovatelný ve dvou módech. V prvním normálním módu
(přímo v tabulce) jsou vidět všechny proměnné zvlášť v rozličných kolonkách. Pokud se klikne na
tlačítko Edit ASCII, program zobrazí proměnné v textové podobě, tak jako tady:
1 Prohandle \child_prohandle; /* Deklarace provozovatele child procesu */
2 int \child_pro_id; /* Deklarace ID child procesu */
5.2.3 Dočasné proměnné
V tomto bloku jsou deklarovány dočasné proměnné, ze kterých první je intrpt type, která
slouží na determinaci typu přerušení. Druhá je intrpt code, která vrátí numerický kód související
s aktuálním přerušením.
1 int intrpt_type = -99;
2 int intrpt_code = -99;
5.2.4 Hlavičkový blok
V hlavičkovém bloku pomocí klasického preprocesoru #include <...> jsou připojeny jednot-
livé hlavičkové soubory:
1 #include <stdlib.h> /* Slouží pro práci s operacemi jako např. kontrola procesů.*/
2 #include <opnet.h> /* Hlavní hlavičkový soubor Opnetu.*/
3 #include <oms_pr.h> /* Obsahuje definice datových typů a symbolické konstanty.*/
4 #include <ip_observer.h> /* Balíky */
5 #include <ip_rte_support.h> /*pro spolupráci */
6 #include <ip_rte_v4.h> /*s procesorem IP.*/
Dále jsou definovány jednotlivé makro výrazy:
7 /* Definice protokolu OLSR.*/
8 #define OLSR (manet_rte_protocol == IpC_Rte_Olsr)
9 /* Definice přerušení IP_NOTIFICATION.*/
10 #define IP_NOTIFICATION (( intrpt_type == OPC_INTRPT_REMOTE) && (intrpt_code == 0))
11 /* Definice přerušení FAILURE_RECOVERY.*/
12 #define FAILURE_RECOVERY (( intrpt_type == OPC_INTRPT_FAIL) || (intrpt_type ==
OPC_INTRPT_RECOVER))
13 /* Definice přerušení IDLE_CHILD.*/
14 #define IDLE_CHILD (intrpt_code == -10) /* Definice výrazu LTRACE_ACTIVE ,
který zjistí jestli byl manet_rte_mgr aktivován s OBD příkazem anebo ne.*/
15 #define LTRACE_ACTIVE (op_prg_odb_ltrace_active ("manet_rte_mgr"))
2Bloky stavových proměnných, dočasné proměnné a hlavičkový a funkční blok je možné se zobrazit kliknutím na
ikony SV, TV, HB a FB, viz obr. 3.2
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Nakonec v hlavičkovém souboru jsou prototypy, které se budou volat funkcí z funkčního bloku.
Mají rozličný úkol a budou probrány u jednotlivých stavů.
16 /* Prototypy pro inicializaci stavových proměnných ,*/
17 static void manet_rte_mgr_sv_init (void);
18 /*pro determinaci směrovacího protokolu ,*/
19 static void manet_rte_mgr_routing_protocol_determine (void);
20 /*pro přijímání zpráv*/
21 static void manet_rte_mgr_packet_arrival (void);
22 /*a pro generování chybové zprávy a ukončení simulace.*/
23 static void manet_rte_mgr_error (const char* str1 , char* str2 , char* str3);
5.2.5 Stav init
Vynucený stav init slouží pro inicializaci stavových proměnných. Ihned na začátku simulace
je spuštěn programový kód ze vstupní pozice stavu init, který je následující:
1 /* Volání funkce inicializace stavových proměnné */
2 manet_rte_mgr_sv_init ();
Předchozí kód ukazuje na inicializaci, která proběhne ve funkčním bloku. Na začátku funkce






6 char proc_model_name [128];
7 Objid own_mod_objid;
8 Objid own_node_objid;
V pokračování proběhne inicializace, nastavení jména procesního modelu, získání Objid (Objekt
ID) modulu a uzlu, získání vlastního procesu „handlerÿ-u, registrace procesu a atributu protokolu
do registru:
9 /* Inicializuje stavové proměnné. */
10 FIN (manet_rte_mgr_sv_init (void));
11
12 /* Nastavuje jméno procesního modelu.*/
13 strcpy (proc_model_name , "manet_rte_mgr");
14
15 /* Získání Objid modulu.*/
16 own_mod_objid = op_id_self ();
17
18 /* Získání Objid uzlu.*/
19 own_node_objid = op_topo_parent (own_mod_objid);
20
21 /* Získání vlastního proces handleru.*/
22 own_prohandle = op_pro_self ();
23
24 /* Registrace procesu do registru.*/
25 own_process_record_handle = (OmsT_Pr_Handle)




28 /* Registrace atribut protokolu do registru.*/
29 oms_pr_attr_set (own_process_record_handle ,
30 "protocol", OMSC_PR_STRING , "manet_rte_mgr",





5.2.6 Stav wait for ip
Nevynucený stav wait for ip slouží pro identifikaci směrovacího protokolu běžícího na uzlu.
V tomto stavu proces čeká na přerušení. Když přijímá FAILURE RECOVERY (který je definován
v bloku HB v řadě 12), může to být příčinou jedním ze dvou důvodů:
• kdy typ přerušení je (OPC INTRPT FAIL) – selhání spojení,
• kdy proces přijímá přerušení typu – obnovení (OPC INTRPT RECOVER), – tedy musí znova
inicializovat stavové proměnné.
Jestli přijímá IP NOTIFICATION (který je definován v bloku HB v řadě 10), jde o typ dálkového
přerušení (OPC INTRPT REMOTE). Dálkové přerušení je forma komunikace mezi modely, ale během
tohoto přenosu není třeba přenášet datovou strukturu. Toto přerušení poslal procesor ip proto,
aby potvrdil, že i on zjistil protokol OLSR:
9973 /* Posílání dálkového přerušení pro manet_rte_mgr.*/
9974 op_intrpt_schedule_remote (op_sim_time (), 0, manet_rte_mgr_module_id);
Tady je programový kód z výstupní pozice stavu wait for ip:
1 /* Determinace parametrů přerušení.*/
2 intrpt_type = op_intrpt_type ();








Předchozí kód ukazuje na funkci manet rte mgr routing protocol determine, který pro-
běhne ve funkčním bloku. Další řádky kódu vykonají determinaci protokolu a poté spustí child




4 IpT_Rte_Module_Data* module_data_ptr = OPC_NIL;
5
6 FIN (manet_rte_mgr_routing_protocol_determine (void));
7
8 /* Získat modul data pointer.*/
9 module_data_ptr = ip_support_module_data_get (op_topo_parent (op_id_self ()));
Switch je spínač, který přepíná pro případ (case), když proměnné IpC Rte Olsr a rte protocol
mají stejnou hodnotu. Jsou stejné, když je vybrán směrovací protokol OLSR, a je to definováno
v hlavičkovém souboru v 8. řadě.
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14 /* op_pro_create - Vytváření opnet procesu , v tomto případě protokolu OLSR.*/
15 child_prohandle = op_pro_create ("olsr_rte", OPC_NIL);
16
17 /* Vyvolat proces aby mohl sám inicializovat.*/
18 op_pro_invoke (child_prohandle , OPC_NIL);
19
20 /* Získat ID procesu OLSR.*/
21 child_pro_id = op_pro_id (child_prohandle);
22
23 /* Registrovat handler , aby mohl přijímat přerušení selhání uzlu a dálkového
přerušení.*/
24 op_intrpt_type_register (OPC_INTRPT_FAIL , child_prohandle);




29 /* Vytiskne posloupnost řetězců na standardní výstupní zařízení. OPC_NIL je
terminátor posloupnosti řetězců.*/















Funkce manet rte mgr error proběhne ve funkčním bloku a slouží k vygenerování chybového
hlášení a poté na ukončení simulace. Programový kód v bloku FB je následující:
1 static void
2 manet_rte_mgr_error (const char* str1 , char* str2 , char* str3)
3 {
4 FIN (manet_rte_mgr_error <args >);
5






Když je proces již v tomto stavu, čeká na přerušení typu OPC INTRPT STRM. Jestli přijímá,
připravuje se na příjem zpráv a spustí funkce, které slouží na zpracovávání přijatého paketu. To
proběhne ve výstupní pozici stavu:
1 /* Získání typu a kódu přerušení. */
2 intrpt_type = op_intrpt_type ();
3 intrpt_code = op_intrpt_code ();
4
5 /* Podmínka na testování typu přerušení. */
6 if (intrpt_type == OPC_INTRPT_STRM)
7 {
8 if (LTRACE_ACTIVE)
9 { /* Vytiskne zprávu "Přijetí paketu" na standardní výstupní zařízení.*/
10 op_prg_odb_print_major ("Packet Arrival", OPC_NIL);
11 }
12 /* Zpracovává přijatý paket.*/
13 manet_rte_mgr_packet_arrival ();
14 }
15 /*Druhá podmínka na testování typu přerušení.*/
16 else if (( intrpt_type == OPC_INTRPT_PROCESS) && IDLE_CHILD)
17 {




22 { /* Vytiskne zprávu "OLSR nemá aktivní rozhraní - zničit paket teď.*/




Funkce manet rte mgr packet arrival má za úkol získat zprávu ze streamu a poslat paket





4 char msg1 [256];
5 Packet* packet_ptr = OPC_NIL;
6
7 FIN (manet_rte_mgr_packet_arrival(<args >));
8
9 /* Získání paketu.*/
10 packet_ptr = op_pk_get (op_intrpt_strm ());
11
12 /* Vypsání zprávy , že manažer přijal paket s IDčkem.*/
13 if (LTRACE_ACTIVE)
14 {
15 sprintf (msg1 , "Manet_rte_mgr received a packet of ID <%d>", (int) op_pk_id (
packet_ptr));
16 op_prg_odb_print_major (msg1 , OPC_NIL);
17 }
18
19 /* Dodávání paketu pro protokol OLSR jestli existuje.*/
20 if (op_pro_valid (child_prohandle) == OPC_TRUE)
38
21 op_pro_invoke (child_prohandle , packet_ptr);
22 else
23 {











V procesním editoru z hlavního menu bylo vybráno Interfaces ↦→ Model Attributes a
tady je možné kontrolovat nastavované atributy manažera. Položka OLSR Parameters je skupina
nastavitelných OLSR parametrů. Kliknutím na Edit Properties se objeví další okno (obr. 5.4a),
na kterém jsou parametry protokolu OLSR (Hello Interval, TC Interval. . . ). Popis a hodnoty
těchto parametrů se dají zobrazovat označením požadovaného parametru a poté kliknutím na
tlačítko Edit Properties.
Pravým klikem na uzel v projekt editoru se objeví menu, ve kterém se dá vybrat Edit Attri-
butes a rozkliknout AD-HOC Routing Parameters ↦→ OLSR Parameters a zde je možné
najít nastavené atributy v procesním editoru (obr. 5.4b).
(a) Atributy modelu (b) Editovatelné atributy uzlu
Obr. 5.4: Nastavitelné parametry protokolu OLSR
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5.2.9 Význam a místo jednotlivých souvisejících souborů
Související soubory s manažerem jsou nasledující:
• manet rte mgr.pr.m – procesní model
• manet rte mgr.pr.c – soubor zdrojových kódu
Tyto soubory jsou v adresáři:
OPNET∖1x.x.x∖models∖std∖manet
5.3 Úroveň směrovacího protokolu (Child Model)
Tato úroveň se zabývá běžícím směrovacím protokolem OLSR. Manažer po identifikaci, jakou
je protokol nastaven na daný uzel – jestli to je OLSR – spouští child proces (olsr rte).
5.3.1 Procesní model
Procesní model směrovacího protokolu OLSR je zobrazen na obr. 5.5. Je sestaven ze dvou
stavů, za kterých vynucený stav init proběhne jako první a druhý je nevynucený stav wait, který
ovládá funkčnost protokolu. Popis jednotlivých stavů a jejich řídící programové kódy jsou popsány
v kapitole 5.3.2 a 5.3.3.
Obr. 5.5: Procesní model protokolu OLSR
Kolem stavu wait je pět podmíněný přechodů. Proces po splnění podmínky vykonává funkci a
vrací se do výchozího stavu – (PODMÍNKA)/funkce().
Postup zobrazení procesního modelu
V kapitole 5.1 byl vybrán pro uzel směrovací protokol OLSR a pokud je požadována editace
anebo zobrazení jeho procesního modelu, je třeba v procesním editoru manažera vybrat File ↦→
Open Child Process Model ↦→ olsr rte.
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5.3.2 Stav init
Tady je začátek procesu a jsou zde volány funkce z funkčního bloku. Úkoly jednotlivých funkcí
jsou popsány v komentáři nad funkcemi. Následující programový kód je ve vstupní pozici stavu:
1 /* Inicializace sdílených globálních proměnných , různých paměťových polí , globální a
výkonné statistiky.*/
2 olsr_rte_globals_init ();
3 /* Inicializace stavových proměnných a vytvoření tabulky. Ještě proběhne otevření
UDP spojení - získání objektu ID modulu UDP , což je důležité k přepravě OLSR
paketů přes IP + získat handler sousedního udp procesu.*/
4 olsr_rte_sv_init ();
5 /* Registrace lokální statistiky.*/
6 olsr_rte_local_stats_reg ();
Po dokončení inicializace ze stavu init vede do stavu wait nepodmíněný přechod, tzn. usku-
teční se ihned bez čekání na splnění nějaké podmínky.
5.3.3 Stav wait
V tomto nevynuceném stavu ovládá proces uplynutí časovače, vypočítává směrovací tabulku a
zařídí všechny úkoly protokolu OLSR, které slouží na směrování.
Následující kód je ve výstupní pozici stavu:
1 op_pro_invoker (own_prohandle , &invoke_mode);
2
3 /* Získání typu a kódu přerušení.*/
4 intrpt_type = op_intrpt_type ();
5 intrpt_code = op_intrpt_code ();
6
7 if (intrpt_type == OPC_INTRPT_FAIL || intrpt_type == OPC_INTRPT_RECOVER)





12 if (invoke_mode == OPC_PROINV_INDIRECT)
13 { /* Jestli je paket přijat , tato funkce je vykonána.*/
14 olsr_rte_pkt_arrival_handle ();
15 }
Funkce olsr rte fail rec handle slouží pro snímání přerušení. Může přijmout přerušení typu
„selháníÿ a „obnoveníÿ. Jestli přijímá „selháníÿ, jsou vynulované časovače a jsou vymazané obsahy
tabulek a uzel ztrácí její MPR status. Jestli přijímá přerušení typu „obnoveníÿ jsou kontrolovány
podmínky související s uplynutím HELLO a TC časovačů.
Funkce olsr rte pkt arrival handle je vykonána tehdy, jestli na portu, na kterém proces
OLSR poslouchá, paket přijímá. Více v kapitole 5.3.4.
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5.3.4 Popis funkcí protokolu
Programové kódy jednotlivých funkcí jsou ve funkčním bloku (FB3).
Funkce inicializace
• olsr rte sv init – slouží pro vytvoření a inicializaci rozhraní ICI (Interface Control Infor-
mation). ICI je datová struktura, která se v prostředí OM používá k přenosu informací mezi
procesy. OLSR používá rozhraní ICI – udp command inet – pro komunikaci s UDP. Tento
ICI je ukládán v adresáři OPNET∖1x.x.x∖models∖std∖rip. Jsou používáná následující pole:
– interface received – adresa rozhraní
– local port – lokální port
– rem port – dálkový port
– rem addr – dálková adresa
207 if(command_ici_ptr == OPC_NIL)
208 {
209 /* Vytvořit přijímající port pro tuto aplikaci.*/
210 /* Vytvoření portu s příkazem CREATE_PORT.*/
211 command_ici_ptr = op_ici_create ("udp_command_inet");
212 op_ici_attr_set_int32 (command_ici_ptr , "local_port", OLSRC_UDP_PORT);
213 op_ici_attr_set (command_ici_ptr , "connection_class", CONNECTION_CLASS_1);
214 op_ici_install (command_ici_ptr);
215 op_intrpt_force_remote (UDPC_COMMAND_CREATE_PORT , udp_objid);
216 }
Nastavení dálkové adresy a portu v rozhraní UDP ICI:
223 op_ici_attr_set_ptr (command_ici_ptr , "rem_addr",
224 (is_ipv6_enabled ? &InetI_Ipv6_All_Nodes_LL_Mcast_Addr: &
InetI_Broadcast_v4_Addr));
236 op_ici_attr_set (command_ici_ptr , "rem_port", OLSRC_UDP_PORT);
Funkce příchodu paketu
• olsr rte pk arrival handle – slouží na ovládání příjmu paketů.
Následující řádky jsou pro získávání z ICI – adresy rozhraní (interface received), na kterém
byla přijata zpráva a IP adresa zdroje.
634 ici_ptr = op_intrpt_ici ();
635
636 op_ici_attr_get (ici_ptr , "interface received", &inet_local_intf_addr_ptr);
637 op_ici_attr_get (ici_ptr , "rem_addr", &inet_ip_src_addr_ptr);
Protokol musí vědět, že to je zpráva HELLO nebo TC. To zjistí takovým způsobem, že
z OLSR zprávy vyčítá pole typ zprávy (Message Type. Více o OLSR zprávě v kapitole 2.3.1):
643 op_pk_nfd_access_read_only_ptr (pkptr , "Message", (const void **) &
olsr_message_ptr);
644
645 if (( LTRACE_ACTIVE)||
3Bloky stavových proměnných, dočasné proměnné a hlavičkový a funkční blok je možné se zobrazovat kliknutím
na ikony SV, TV, HB a FB, viz obr. 3.2
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646 (op_prg_odb_ltrace_active ("trace_hello")== OPC_TRUE) ||
647 (op_prg_odb_ltrace_active ("trace_tc")== OPC_TRUE))
648 {
649 if (olsr_message_ptr ->message_type == OLSRC_HELLO_MESSAGE)
650 op_prg_odb_print_major (pid_string , "\nReceived HELLO message \n",
OPC_NIL);
651 else if (olsr_message_ptr ->message_type == OLSRC_TC_MESSAGE)




• olsr hello processing expiry handle – slouží na zpracování všech čekajících HELLO
zpráv. Je spouštěn s přechodem.
• olsr rte process hello – zpracovává přijatou HELLO zprávu. Aktualizuje položky spojů,
sousedů, 2-hop sousedů a MPRů.
• olsr rte process TC – zpracovává přijatou TC zprávu.
Funkcí vysílání paketu
• olsr rte send hello – tato funkce slouží pro periodické vysílání HELLO zpráv a je vo-
lána s funkcí olsr rte hello expiry handle. Před vysíláním kontroluje spojení a sousedy.
Sestavuje hlavičku pro HELLO zprávu:
1840 hello_msg_ptr ->reserved = 16;
1841 hello_msg_ptr ->htime = OLSRC_HELLO_EMISSION_INTERVAL;
1842 hello_msg_ptr ->willingness = node_willingness;
a zapíše HELLO zprávu do OLSR paketu:
1846 olsr_msg_ptr = olsr_pkt_support_olsr_message_create (hello_msg_ptr ,
originator_addr ,
1847 olsr_hello_message_size , msg_seq_num ++, OLSRC_HELLO_MESSAGE ,
neighbor_hold_time , 1, 0,
1848 is_ipv6_enabled);
Vysílání OLSR paketu:
1892 olsr_rte_pkt_send (olsr_pkptr , (is_ipv6_enabled?
InetI_Ipv6_All_Nodes_LL_Mcast_Addr: InetI_Broadcast_v4_Addr),
send_jittered);
• olsr rte send TC – tato funkce slouží pro periodické vysílání TC zpráv a je volána s funkcí
olsr rte tc expiry handle. Před vysíláním TC zprávy je vytvořena pomocí:
1966 tc_msg_ptr = olsr_pkt_support_tc_message_create ();
Pole TC zprávy jsou vyplněna pomocí:
1980 tc_msg_ptr ->tc_seq_num = ANSN;
1981 tc_msg_ptr ->reserved = 8;
Takovým podobným způsobem jako byla HELLO zpráva přidána, tak stejně je TC zpráva
přidána do OLSR paketu.
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1997 olsr_msg_ptr = olsr_pkt_support_olsr_message_create (tc_msg_ptr ,
own_main_address , olsr_tc_message_size , msg_seq_num ++, OLSRC_TC_MESSAGE ,
tc_hold_time , 255, 0, is_ipv6_enabled);
Vysílání OLSR paketu:
2027 olsr_rte_pkt_send (olsr_pkptr , (is_ipv6_enabled?
InetI_Ipv6_All_Nodes_LL_Mcast_Addr: InetI_Broadcast_v4_Addr),
send_jittered);
• olsr rte pkt send – slouží na vysílání OLSR paketu pro UDP.
Funkce ovládání vypršení časovače





2243 FIN (olsr_rte_hello_expiry_handle (void));
2244
2245 /*Volá funkce na vytvoření a vysílání HELLO zpráv.*/
2246 olsr_rte_send_hello (OPC_FALSE);
2247
2248 /* Naplánuje další kontrolu vysílání HELLO zpráv.*/
2249 if (op_dist_uniform (2.0) > 1.0)
2250 {
2251 hello_timer_evhandle = op_intrpt_schedule_self (op_sim_time () +




2255 hello_timer_evhandle = op_intrpt_schedule_self (op_sim_time () +








2269 FIN (olsr_rte_tc_expiry_handle (void));
2270
2271 /*Volá funkce na vytvoření a vysílání TC zpráv.*/
2272 olsr_rte_send_TC (OPC_FALSE);
2273
2274 if (( tc_entry_expiry_time + 20.0) < op_sim_time ())
2275 {
2276 /*Zničí uplynulé položky a naplánuje další kontrolu za 50 vteřin.*/
2277 olsr_rte_expired_tc_entries_remove ();




2281 /* Naplánuje další kontrolu vysílání TC zpráv.*/
2282 if (op_dist_uniform (2.0) > 1.0)
2283 {
2284 tc_timer_evhandle = op_intrpt_schedule_self (op_sim_time () + tc_interval




2288 tc_timer_evhandle = op_intrpt_schedule_self (op_sim_time () + tc_interval




Funkce ovládání směrovací tabulky
• olsr rte table calc expiry handle – volá funkci výpočtu směrovací tabulky po uplynutí





2315 FIN (olsr_rte_table_calc_expiry_handle (void));
2316
2317 /* Volání funkce výpočet tabulky.*/
2318 olsr_rte_djk_rte_table_calculate ();
2319
2320 rte_calc_already_scheduled = OPC_FALSE;




5.3.5 Význam a místo jednotlivých souvisejících souborů
Následující soubory jsou uložené ve složce:[11]
OPNET∖1x.x.x∖models∖std∖manet∖
• olsr rte.pr.m – obsahuje hlavní procesní model.
• olsr rte.pr.c – obsahuje zdrojový kód.
Následující soubory jsou uložené ve složce:[11]
OPNET∖1x.x.x∖models∖std∖include∖
• olsr.h – definuje strukturu OLSR tabulky.
• olsr pkt support.h – definuje formáty paketů.
• olsr support.h – definuje podpůrné funkce.
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6 ROZŠÍŘENÍ PROTOKOLU OLSR
Byl vytvořen simulační model MANET sítě, ve kterém je rozšířen směrovací protokol OLSR
takovým způsobem, aby uzly mohly v HELLO zprávě posílat přenosovou rychlost a aby ji ostatní
uzly uměly zobrazit. Tato kapitola je věnována k popsání vytvoření klíčové změny.
6.1 Změny v modelu uzlu
Obr. 6.1: „Static Wireÿ a její atributy.
Nejnižší vrstva komunikačního protokolu TCP/IP vrstva síťového rozhraní, poskytuje pří-
stup k fyzickému přenosovému médiu. Proto měření přenosové rychlosti a související informace
o provozu jsou v této vrstvě. Statistku, ve které jsou hodnoty aktuální přenosové rychlosti, bylo
třeba vyčítat z modulu wireless lan mac, abychom ji mohli používat v protokolu OLSR. V pro-
gramu OPNET se to udělá takovým způsobem, že je třeba kliknout na označenou ikonu (ukázka
na obr.6.1) a vézt linku statistiky z modelu wireless lan mac do manet rte mgr. Jakmile je
to hotové, pravým tlačítkem je potřeba kliknout na vytvořenou linku statistiky, objeví se na-
bídka a je třeba vybrat Edit Attributes. Objeví se další okno, ve kterém je třeba změnit další
parametry:
• src stat – je třeba vybrat statistiku aktuální přenosové rychlosti, která je
Wireless.Lan.Data.Traffic.Sent (bits/sec).
• dest stat – hodnotu je třeba nastavit na instat[1]. Hodnota [1] značí, že s funkcí
op stat local read(1)1 bude vyčítana tato statistika.
• dále je třeba všechny přerušení nastavit na hodnotu disabled.
1op stat local read bylo používáno při doplnění hodnoty statisktiky do pole HELLO zprávy ve funkci
olsr rte send hello – kapitola 6.3.3 v řádku 1942
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6.2 Vytvoření nového pole v HELLO zprávě
Ve složce OPNET∖1x.x.x∖models∖std∖include∖ je soubor olsr pkt support.h, ve kterém jsou
definovány OLSR zprávy.
Jelikož není dobré přepisovat výchozí soubory OPNETu, tento soubor se zkopíruje a pojmenuje
jako olsr pkt support potfay u5 v16.h a po editování uloží.
81 /* Hello Message */
82 typedef struct
83 {
84 #if defined (OPD_PARALLEL)
85 PrgT_Mt_Spinlock ref_count_lock;
86 #endif
87 int ref_count; /* memory -sharing counter */
88 OpT_uInt16 reserved;
89 OpT_uInt8 htime; /* Hello Emission Interval */
90 OpT_uInt8 willingness;
91 double rychlost; /*pole pro vkládání hodnoty přenosové rychlosti */
92
93 PrgT_Vector* hello_msg_vptr; /* List of all hello mesgs */
94 } OlsrT_Hello_Message;
6.3 Změny v procesním modelu OLSR
Následující změny byly provedeny v procesním modelu resp. v protokolu OLSR. Tyto změny
jsou přidané programové kódy do jednotlivých funkcí.
6.3.1 Hlavičkový blok
V hlavičkovém bloku bylo třeba odstranit řádek, kde je připojen soubor
olsr pkt support.h a následujícím řádkem připojit vytvořený hlavičkový soubor:
17 #include <olsr_pkt_support_potfay_u5_v16.h>
6.3.2 Blok stavových proměnných
Bylo třeba deklarovat nové proměnné:
1 /* Deklarace proměnné pro přenosové rychlosti */
2 double \rychlost_data;
3 /* Proměnná pro jméno uzlu , který přijímá zprávu.*/
4 char \meno_uzlu [128];
6.3.3 Funkční blok
Ve funkčním bloku jsou jednotlivé funkce, které řídí funkce protokolu. Proto je některé třeba
editovat tak, aby protokol:
1. vytvořil tabulky,
2. vyčetl ze statistiky aktualní přenosovou rychlost,
3. doplnil je do vytvořeného pole,
4. a zařídil zobrazení.
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Funkce olsr rte sv init
Potřebujeme vytvořit soubor pro všechny uzly, ve kterém bude vkládana tabulka s hodnotami.
Proto jsou vkládány následující řádky tady, protože vytvořit soubory a tabulky je potřeba jednou
a funkce inicializace proběhne jenom také jednou.
174 /* Vyčítá z atributu jmeno uzlu.*/
175 op_ima_obj_attr_get_str (own_node_objid , "name", 128, meno_uzlu);
176 /* Vytvoření souboru.*/
177 strcpy(nazev_uzlu , meno_uzlu);
178 strcat(nazev_uzlu , ".txt");
179 /* Vytvoření tabulky.*/
180 if ((f = fopen(nazev_uzlu ,"w")) == NULL)
181 {
182 printf("Soubor se nepodarilo otevrit\n");
183 }
184 fprintf(f, " |------------|---------------------------------------|




185 if (fclose(f) == EOF)
186 {
187 printf("Soubor se nepodarilo zavrit\n");
188 }
Funkce olsr rte process hello
Tato funkce slouží pro vyčítání hodnoty a doplnění informace do tabulky. Následující řádky je
třeba doplnit do funkčního bloku jako lokální deklaraci:
1140 FILE *f;
1141 double rychlost;
Získání informace z HELLO zprávy:
1166 rychlost = hello_msg_ptr ->rychlost;




1177 /* Zjištení jména a IP adresy vysílacího uzlu.*/
1178 InetT_Address inet_tmp_addr;
1179 char tmp_str [256] , node_name [256];
1180
1181 inet_tmp_addr = inet_rtab_index_to_addr_convert (originator_addr);
1182 inet_address_print (tmp_str , inet_tmp_addr);
1183 inet_address_to_hname (inet_tmp_addr , node_name);
1184
1185 char nazev_uzlu [128]; /* Proměnné pro přijímací uzel.*/
1186 Objid own_module_objid; /* Proměnné pro proces ID.*/
1187 Objid own_node_objid; /* Proměnné pro ID uzlu.*/




1191 /* Získání proces ID.*/
1192 own_module_objid = op_id_self ();
1193
1194 /* Získání ID uzlu.*/
1195 own_node_objid = op_topo_parent (own_module_objid);
1196
1197 /* Vyčítání jména uzla podle ID.*/
1198 op_ima_obj_attr_get_str (own_node_objid , "name", 128, meno_uzlu);
1199
1200 /* Zjištění aktuálního času simulace.*/
1201 cas = op_sim_time ();
1202
1203 /* Kopírování jmena uzlu , abychom obsah základní proměnne meno_uzlu mohli
používat dál. */
1204 strcpy(nazev_uzlu , meno_uzlu);
1205 /*Spojí jméno vysílače a příponu .txt.*/
1206 strcat(nazev_uzlu , ".txt");
1207 /* Otevře soubor a doplní informace.*/
1208 if ((f = fopen(nazev_uzlu ,"a")) == NULL) {
1209 printf("Soubor se nepodarilo otevrit\n");
1210 }
1211 fprintf(f, " | %0.2f | %s | %0.2f bitu/s | \n", cas , node_name , rychlost
);
1212 fprintf(f, " |---------|-------|---------------------------------------|
-----------------------| \n");
1213 if (fclose(f) == EOF)
1214 {
1215 printf("Soubor se nepodarilo zavrit\n");
1216 }
1217 }
Funkce olsr rte send hello
Naplnění hodnoty do HELLO zprávy před vysíláním:
1941 /* Vyčítání aktuální přenosové rychlosti ze statistiky.*/
1942 rychlost_data = op_stat_local_read (1);
1943 /* Naplnění přenosové rychlosti do HELLO zprávy.*/
1944 hello_msg_ptr ->rychlost = rychlost_data;
6.4 Provedené změny v modulu wireless lan mac
Byly provedeny klíčové změny v protokolu, aby se v HELLO zprávě přenášela přenosová rych-
lost. Ale zatím po simulaci na místo přenosové rychlosti jsou vidět jen samé nuly. Statistiky se
tvoří v modulu wireless lan mac, přesněji v „child procesuÿ modulu, který se nazývá wlan mac.
Ve funkčním bloku procesního modelu je možné najít následující řádky, kde se po aktualizaci ihned
doplní nuly do statistiky resp. na chvilku se „správnáÿ hodnota přenosové rychlosti objevuje.
2284 /* Update the data traffic sent statistics. */
2285 total_pk_size = (double) op_pk_total_size_get (wlan_transmit_frame_ptr);
2286 op_stat_write (data_traffic_sent_handle_inbits , total_pk_size);
2287 op_stat_write (data_traffic_sent_handle , 1.0);
2288
2289 /* Write a value of 0 for the end of transmission. */
2290 tx_end_time = current_time + total_pk_size / operational_speed;
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2291 op_stat_write_t (data_traffic_sent_handle_inbits , 0.0, tx_end_time);
2292 op_stat_write_t (data_traffic_sent_handle , 0.0, tx_end_time);
Další řadek provádí doplnění nul, proto je třeba editovat kód tak, že tento řádek byl označen
jako komentář, aby jej program ignoroval:
2291 /* op_stat_write_t (data_traffic_sent_handle_inbits , 0.0, tx_end_time);*/
6.5 Zobrazení a vypisování
Soubory, které obsahují tabulky jednotlivých uzlů Opnet, se vkládají do projektového adresáře.
Ukázka tabulky je v příloze D.
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7 ZÁVĚR
Cílem této bakalářské práce bylo seznámení s MANET sítěmi a zaměření se na protokol OLSR,
který je v těchto sítích využíván pro směrování dat. Dále bylo nutné se seznámit se simulačním
prostředím OPNET Modeler a v něm vytvořit scénáře s modelem Mobile Ad-hoc sítě se zavedenou
podporou směrovacího protokolu OLSR.
Dále v rámci rozšíření protokolu OLSR se zaměřit na podporu kvality služeb takovým způso-
bem, že do řídícího paketu protokolu byla vkládána aktuální přenosová rychlost rozhraní jednotli-
vých uzlů. Po dohodě s vedoucím došlo i k teoretickému zpracování QoS.
Rozšíření protokolu z hlediska energetické náročnosti není skutečné rozšíření, ale po dohodě
s vedoucím byl pouze vytvořen scénář na vyhodnocení nastaveného Hello intervalu.
Zhodnocení výsledků z hlediska úkolů
První tři kapitoly jsou veňovány seznámení se s MANET sítěmi, směrovacím protokolem OLSR
a simulačním prostředím Opnet Modeler. Což se rovná splnění prvních třech úkolů zadání.
Čtvrtá kapitola bakalářské práce je věnována simulaci směrovacího protokolu OLSR. V úvodním
popisu scénáře jsou prezentovány situace, odhady výsledků a vlastností, na které je důležité se
zaměřit. Dále jsou popsány konfigurace krok za krokem, co je nutné nastavit v programu OM, aby
bylo možné provézt simulaci modelu a zobrazit požadované výsledky. Výsledky statistiky ve formě
grafů jsou přehledně vyhodnoceny v souvislosti s protokolem OLSR.
Z výsledků je patrné, že směrovací protokol OLSR byl úspěšně simulován v prostředí OPNET
Modeler. Byly vyhodnoceny hlavní vlastnosti protokolu v souladu funkčnosti, jako výběr MPR,
reakce protokolu na změny v topologii, vyhodnocení provozu, energetická náročnost protokolu a
množství OLSR zpráv typu HELLO a TC.
Úkol prozkoumání způsobu implementace protokolu OLSR v prostředí OPNET Modeler je
zpracován v páté kapitole. Implementace protokolu byla rozdělena do úrovní od nejvyšší do nej-
nižší. Byly rozebrány procesní modely, stavy, přechody a funkce protokolu.
Rozšíření protokolu z hlediska podpory kvality služeb bylo zpracováno v šesté kapitole. Je
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SEZNAM SYMBOLŮ, VELIČIN A ZKRATEK
Ad-hoc – Dočasné spojení mezi rovnocennými prvky.
ANSN – Advertised Neighbor Sequence Number
AODV – Ad-hoc On-demand Distance Vector
ATM – asynchronní režim přenosu – Asynchronous Transfer Mode
DAG – Directed Acycling Graph
DSR – Dynamic Source Routing
FDDI – Fiber Distributed Data Interface
FSM – konečný automat – Finite-State Machine
GPS – globální polohový systém – Global Positioning System
GRP – Geographic Routing Protocol
ICI – Interface Control Information
IP – internet protokol – Internet Protocol
MANET – mobilní ad-hoc sítě – Mobile Ad-Hoc Network
MID – deklarace více rozhraní – Multiple Interface Declaration
MPR – Multipoint Relay
OLSR – optimalizován Link State směrovací protokol – Optimized Link State Routing Protocol
OM – OPNET Modeler
QOLSR – OLSR s podporou QoS – OLSR with QoS
QoS – kvalita služby – Quality of Service
TC – Topology Control
TORA – Temporally Ordered Routing Algorithm
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B VÝSLEDKY Z SCÉNÁŘŮ S RŮZNOU RYCHLOSTÍ
POHYBU
B.1 Množství MPR a změny v topologii
Obr. B.1: Závislost změny v topologii (Topology Changes) a závislost počtu MPR (MPR Count)
B.2 Provoz HELLO zprávy
Obr. B.2: Závislost počtu HELLO zpráv na čase (Total Hello Messages Sent) a vysílaný provoz
HELLO zpráv v síti (Hello Traffic Sent bits/sec)
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B.3 Reakce protokolu na změny
Obr. B.3: Vysílaný provoz směrovacích zpráv (Routing Traffic Sent pkts/sec) a závislost po-
čtu TC zpráv na čase (Total TC Messages Sent)
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