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Abstract
Information about the number of faults and the fault size distribution is an im-
portant factor in reservoir modeling and uid ow simulations. Inference is often
made based on an assumption of a negative power law distribution of maximum
displacements or fault widths. In this work it is shown how this assumption can
be statistically validated, by comparing the negative power law distribution with
an exponential distribution using Bayes factor. Inference about three dimensional
fault size distributions are often based on observations obtained in lower dimension.
Thus the relationship between the distribution in three and two dimensions must be
known, for both the negative power law and the exponential distribution. Further-
more, observation errors, like bias, censoring and missing observations, are accounted
for in the model choice problem.
1 Introduction
When tectonic forces, forces from overburdens, hydrostatic pressure etc. act on a subsurface
rock, stress elds arise. Some of the stress can be released through the formation of faults
and subsequent displacement of rock. A fracture in the rock forms, and if shear forces are
present the rock in a volume on both sides of the fracture is displaced, creating a fault. See
for instance Hatcher (1995) for an introduction to faults. The fault geometry is dened by
the nite extension of the faulted volume. The displacement is typically at its maximum
near the center of the faulted volume, descending to zero at the boundaries of the fault.
Figure 1 gives a sketch of a vertical cross section through a fault, where the lines illustrate
the displacement of rock.
When a stress eld is present in a rock, a number of faults can be produced, resulting in
a pattern of faults. The number of faults and the location, geometry and displacement of
each fault in the fault pattern can have great inuence on uid ow in a reservoir. Faults
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Figure 1: Vertical cross section through a fault. To the left is an illustration of the rock prior to
faulting, with the fault geometry indicated. The right gure shows the rock after faulting. Only
rock inside a bounded volume is displaced.
can act as either channels or barriers to uid ow, and compartmentalizing of reservoirs
can be related to the fault pattern, see for example Yielding et al. (1997) and Jones et al.
(1998). Thus the eect of faults should be taken into account in reservoir modeling and
uid ow simulations. However, the fault pattern of a subsurface reservoir can not be
observed exactly, but inference can be made based on available observations. For example,
it is of interest to predict the number of faults in a reservoir and their size distribution.
Observations of faults often span only a few size scales. Seismic data include faults on a
large scale, while core samples provide observations on a small scale and within a limited
area. Extrapolation of fault size distributions obtained at seismic scales, combined with
core observations if available, can be used to predict the distribution of fault sizes and
the number of faults below seismic resolution, see for instance Badley et al. (1990), Childs
et al. (1990), Walsh et al. (1991, 1994), Sassi et al. (1992), Gauthier and Lake (1993).
Several uncertainties are related to the extrapolation of fault distributions, as discussed in
the cited papers. For example, errors in the fault sampling may lead to great uncertainties
in estimated model parameters. Furthermore, changes in geological properties beyond the
scales of observations can not be predicted based on the observations, thus extrapolation
of the estimated distribution can lead to unreliable results.
In this work the focus is on the size distribution of faults, where fault size is measured as
either maximum displacement or width. The width represents the maximum horizontal
extent of the fault. In order to make inference about the overall fault population based on
available observations, an appropriate model should be chosen to represent the distribution
of fault size, and the model parameters should be estimated. Model choice is important for
predictive purposes. However, the model choice can also inuence on the understanding of
geological aspects related to the process of faulting.
Faults are objects embedded in a three dimensional space, while observations are often
obtained in a lower dimension. Two dimensional observations are obtained from seismic
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maps or from surface outcrops of the rock, while one dimensional observations consist of
measurements along a line. The size distribution observed in a lower dimension does not
necessarily equal the original distribution, since large faults have a greater probability than
small ones of being observed in lower dimensions and may thus be over-represented, see
for example Heer and Bevan (1990), Marrett and Allmendinger (1991). Hence, inference
about the size distribution of faults in three dimensions can only be made if the relationship
to the observations in lower dimensions is known. Another problem encountered when
investigating the fault size distribution is observation errors, which should also be accounted
for when choosing a proper model for the distribution.
If a fault size distribution is dened in three dimensions, corresponding unique distribu-
tions exist both in intersecting two dimensional planes and one dimensional lines. Under
reasonable assumptions on fault geometry and spatial distribution of faults, these dis-
tributions can be obtained by simulations or forward calculations. Examples of forward
calculations are found in the literature, mainly in the case of negative power law, or frac-
tal, distributions of fault size. Heer and Bevan (1990), Piggott (1997) and Berkowitz and
Adler (1998) studied relationships between fault or fracture populations in three and two
dimensions, assuming faults in three dimensions are shaped as circular discs. Marrett and
Allmendinger (1991) presented a forward calculation performed without dening a specic
model for the fault geometry, but using a general relationship A / W
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where A is the
surface area of the fault and W the fault width. A basic assumption in all the cited papers
is that fault positions are independently, uniformly distributed in space.
Consider a hypothesis testing problem concerning fault size distributions in three dimen-
sions. Inference can be made based on distributions in lower dimensions derived by forward
calculations, and observations obtained in two or one dimensions can be used to decide
which of two proposed distributions are most likely to describe the fault sizes in three
dimensions. The conclusion only tells which of the two models is favored based on the
observations, while there is still a possibility that none of the two distributions is the
right one. For example, for a size distribution obtained in lower dimensions, the initial
distribution in three dimensions need not be unique.
To the knowledge of the author, this work presents for the rst time a statistical approach to
dealing with ambiguities related to choosing a proper fault size distribution. Two possible
distributions of maximum displacement of faults in three dimensions are considered: a
fractal distribution and an exponential distribution. Corresponding distributions of fault
width are obtained, and distributions of fault sizes observed in lower dimensions are derived
under both models. A model choice problem is dened, comparing the two possible models
for observations gathered in two dimensions. The uncertainty in the model choice is closely
related to sampling errors, which are accounted for in the stochastic model. The conclusion
of the model choice problem is based on Bayes factor, see Kass and Raftery (1995) for an
overview. Bayes factor can not be analytically obtained for the stochastic model presented
in this work, but is estimated using the Markov chain Monte Carlo (McMC) algorithm
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presented by Borgos and Omre (2000). Only if all observation errors are ignored can Bayes
factor be calculated analytically.
The report is organized as follows. In Section 2 the fault model used in this work is
presented. In Section 3 it is described how the distribution of fault size in lower dimensions
can be derived from the distribution in three dimensions. This procedure is applied in
Section 4, for both the fractal and the exponential model. Fault observations are discussed
in Section 5, and the distribution of fault sizes and the number of faults, conditioned to the
observations, is dened in a Bayesian framework. In Section 6 it is described how Bayes
factor can be used to compare the two suggested models, and examples are provided in
Sections 7 and 8.
2 Fault Representation
A single fault is a three dimensional object, and can be described through a number of
fault characteristics. Throughout this work, fault geometry denotes the shape and extent
of the faulted volume. Figure 1 shows a vertical cross section through a fault. A fault
plane is a plane through the center of a fault, and the intersection of the faulted volume
and the fault plane is called the fault surface. The fault surface forms a discontinuity in the
rock, where rock on one side of the surface is displaced relative to the rock on the opposite
side. Away from the fault surface, rock within the faulted volume is still continuous, and
is only displaced relative to its original position. Consider two points innitely close prior
to faulting, but located on opposite sides of the fault surface. The distance between the
two points after faulting, measured in the fault plane, is denoted the displacement. The
displacement is typically at its maximum near the center of the fault surface, decreasing to
zero along the fault surface and within the displaced volume (Walsh and Watterson, 1987).
The angle between the fault plane and the horizontal plane is called the dip of the fault,
and the direction of the line of intersection between the fault plane and the horizontal
plane is commonly known as the strike. The strike is measured as the angle between the
line and a reference direction, for example north.
In this study an individual fault is represented by its location, orientation, the fault geom-
etry and the displacement within the faulted volume. The location of a fault is dened at
its center point. To enable fault modeling, the complexity of fault geometries observed in
nature is simplied, and the geometry is represented by a parametric model. The param-
eters include the volumetric extent and orientation of the fault. A simplied parametric
model is also used for the displacement within the faulted volume.
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2.1 Fault model
A fault pattern can be modeled as a marked point process where the points are the fault
locations and the marks are sets of fault characteristics, see Chiles (1988), Munthe et al.
(1993), Munthe et al. (1994), Stoyan and Stoyan (1994) and Stoyan et al. (1995). The
marked point process is given as follows:
Location The location of a fault is dened as its center point, and is represented by the







Geometry The fault geometry G = G(	) is a parametric model representing the shape
and extent of the faulted volume.
Parameterization The fault geometry is parameterized by a set of stochastic variables
denoted 	. The parameterization includes the extents in three orthogonal directions:
the horizontal extent W , the extent L in the dip direction and the extent R perpen-
dicular to the fault plane. The angles of dip  and the strike  is also included, thus
	 = (W;L;R;;).
Maximum displacement The maximum displacement of the fault, obtained at the cen-
ter point , is given by a stochastic variable D.
Displacement function For a fault with maximum displacement D = d, the displace-
ment at any point u within the faulted volume is given by the displacement function
Æ(u; d). The function should satisfy the following conditions:
(i) Æ(u; d) = d, u = 
(ii) Æ(u; d)  d, u inside G(	).
(iii) Æ(u; d)  0, u at the boundary or outside of G(	).
Fault representation One fault can now be represented as a stochastic variableM , given
as M = (;	; D;G(	); Æ()), constituting a marked point in the marked point pro-
cess.
In literature, the term size is used to represent both the width of a fault and the maximum
displacement. In the rst case size is a measure of the horizontal extent of the fault. In
the latter case the maximum relative movement on opposite sides of the fault surface is
measured. Fault width and maximum displacement are related, see Watterson (1986), and












Figure 2: (a) Fault ellipsoid in three dimensions. The length of the horizontal major axis is w=2,
measured from the center point to the ellipsoid boundary. The lengths of the two other axes are
l=2 and r=2, and are illustrated in gure (b), which shows a vertical cross section of the fault
ellipsoid perpendicular to fault strike. The dip of the fault is  and the vertical extent is h.
2.2 Fault geometry
The fault geometry G(	) in three dimensions is represented by an ellipsoid (Walsh and
Watterson, 1988, 1989), as illustrated in Figure 2a. A vertical cross section of the fault
ellipsoid is shown in Figure 2b, where the intersection of the ellipsoid with a plane results
in an ellipse. The ellipsoid is parameterized by the axis lengths W=2, L=2 and R=2 respec-
tively, measured from the center point to the boundary of the ellipsoid, and by the dip 
and strike , see Figure 2. The strike is of no concern throughout this work, and all faults
are assigned equal strike  = 0 without loss of generality. For a fault located at the origin,
the geometry G( ) is then the ellipsoid described by the set of points in R
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:
G( ) = G(w; l; r; ; 0) =





















When faulting occurs, only the volume inside of the ellipsoid is deformed by the fault, while
the volume outside the ellipsoid is unaltered. The displacement inside the fault ellipsoid is
given by the maximum displacement D and the displacement function Æ(). Deterministic

















and  are constants, see Watterson (1986), Walsh and Watterson (1987,
1988, 1989), Cowie and Scholz (1992a, b), Gauthier and Lake (1993), Dawers et al. (1993).
Several case studies have found values of the parameter  in the range [1; 2], and although
the relationship W / D
1=
is widely accepted, there has been some disagreement about
the actual value of  . See Cowie (1998) for a discussion and for further references.
The vertical extent, or height, of the ellipsoid is given by a function h() depending on the
lengths of the axes and the dip, and is illustrated in Figure 2b. Since there is a deterministic
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relationship between D, W , L and R, the height can be expressed as a function of either



















































The approximations of the height function correspond to the height of the axis of the fault
ellipsoid in the dip direction. The length of the ellipsoid in the dip direction is L and the
dip is , resulting in a vertical extent of L sin. Combining this with the expressions
in (1) gives the approximations in Expressions (2) and (3). The approximations of the
heights are used in later sections due to their simple analytical forms. A discussion of the
approximations and the error terms is given in Appendix A.
Consider a fault of width W = w, measured through the center of the ellipsoid. At a









see Figure 3. Thus, if a horizontal plane intersects a fault of width W = w at a vertical











h(w; )=2 uh(w; )=2
Figure 3: Vertical projection of the fault ellipsoid parallel to fault strike. At a vertical distance
uh(w; )=2 from the center of the fault ellipsoid, the horizontal extent is given by w
0
(u;w) in
Expression (4). At the point p the displacement is given by Æ(u; d) in Expression (5).
2.3 Displacement function
The displacement function should satisfy the conditions (i)-(iii) given in the beginning of
Section 2. In this work, a general displacement function of the form
Æ(u; d) = (1  juj)

d;  1  u  1;  > 0; (5)
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is used. The parameter  controls the shape of the displacement function along the axis in
the dip direction, and some examples are illustrated in Figure 4. Throughout this work,  is
assumed to be a constant. See Walsh and Watterson (1987), Barnett et al. (1987), Dawers
et al. (1993), and Dawers and Anders (1995) for discussions on displacement functions.
If a horizontal plane intersects a fault with maximum displacement D = d at a vertical
distance uh(d; )=2 from the center of the fault, see Figure 3, the maximum displacement











Figure 4: The displacement function Æ(u; d) in Expression (5), with dierent values of .
3 Relationship Between Fault Distributions in One,
Two and Three Dimensions
If a stochastic model for the fault geometry is well specied and a distribution of fault size
in three dimensions is dened, the distribution in two dimensions can be found by forward
calculations. The calculations may lead to expressions that are not analytically tractable,
in which case numerical approximations can be used.
Consider faults spatially distributed within a three dimensional box B of vertical extent T
v











If a two dimensional horizontal plane intersects B at an arbitrary depth t 2 [0; T
v
], a
number of faults inside B are intersected by the plane. The geometry of the intersection
between the plane and an individual fault is a two dimensional ellipse, and within this
intersection area the displacement is at a maximum at the center point of the ellipse. The
stochastic variable X is now used as a common term for the size of a fault measured in
three dimensions, being either maximum displacement or width. The corresponding size
measured in two dimensions is denoted Y . The probability density functions (pdf) of
the variables are denoted f(x) and f(y) respectively. The pdf f(x) in three dimensions
is assumed to be known, and the aim is to derive the corresponding pdf f(y) in two
dimensions.
Large faults or faults near the boundaries of the box B may intersect the edges of B and
are thus not completely contained in the box. This is not accounted for in the calculations
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below. The probability of a horizontal plane intersecting a fault depends on the vertical
thickness T
v
. The actual value of T
v
is of no interest in the calculations, and for simplicity
T
v
is assumed to exceed the vertical fault extents.
The variable Y is dened only for faults intersected by the plane, and an indicator variable
I
2
of this event is introduced. The discrete stochastic variable I
2
is assigned the value 1 if





1; if the fault is intersected by the horizontal plane
0; else.
The probability of intersection is proportional to the vertical extent of the fault, see Fig-
ure 2b, thus larger faults have greater probability of being intersected by the plane. The
vertical extent, and hence also the probability of an intersection, are independent of the
fault strike. The fault height h(X;) is given in Expressions (2) and (3), and the proba-




= 1jX = x; = ) = f
I
2




The probability of the two dimensional plane intersecting an arbitrary fault of unknown














h(x; )f(x; ) dx d = T
 1
v
E [h(X;)] : (6)
The pdf of the size X of a fault intersected by the two dimensional plane is not the same
as the original pdf f(x), since the larger faults are over-represented in the two dimensional
sample. The new pdf can be found based on the joint pdf of X and  for an intersected


















(). This is fullled by the
approximations in Expressions (2) and (3), where the height is given as h(x; ) = cx
a
sin .
Furthermore, X and  are assumed to be independent, giving f(x; ) = f(x)f() and




()]. Under these assumptions, the marginal pdf of X of an
intersected fault is found to be
f(xj1) =
Z




















which is independent of the dip.
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The fault size X represents the maximum displacement D or the horizontal extent W .
The displacement is at its maximum at the center of the fault, and decreases to zero at
the border. The horizontal extent of the ellipsoid is also at its maximum at the center
of the fault, and decreases to zero on the top an bottom of the faulted volume. Thus,
if the horizontal plane intersects the fault at an arbitrary level away from the center, the
observed displacement or horizontal extent at this level are less than D andW respectively.
Thus the stochastic variable Y representing the size of the fault observed in the horizontal
plane, is equal to or less than X. The variable Y is equal to X only if the plane intersects
the fault through its center.
The size Y of a fault observed in an intersecting horizontal plane can be expressed as a
function of the size X in three dimensions and the relative vertical distance U from the
center of the fault to the horizontal plane, see Expressions (4) and (5). Given that a
variable of size X is intersected by the two dimensional plane, the pdf f(yjx; 1) is found
by a transformation y = g(u; x), where the variable U has a uniform pdf f(ujx; 1). The
unconditional pdf of Y is found by:



















The conditioning on I
2
= 1 in the pdf f(y) is omitted, since the variable Y is dened only
for intersected faults. Thus I
2
= 1 for all faults where the size Y is measured.
The procedure described above can be used to derive the distribution in one dimension,
based on the distribution in two dimensions. Some of the faults in the two dimensional
plane are then intersected by a line across the plane. In one dimension a fault is only
observed as a point on a line, so the fault has no dened width. The size of the fault is
therefore represented by the local displacement at the observed point.
Expression (8) gives the forward relationship from the distribution of fault size in three
to two dimensions. Previous stereological analysis of ellipsoid or disc shaped faults obtain
similar results, and have also focused on the problem of inverting the integral equation (8)
in order to derive f(x) based on a known pdf f(y). See for instance Oakeshott and Edwards
(1992) and further references therein, Piggott (1997) and Berkowitz and Adler (1998). As
pointed out by Oakeshott and Edwards (1992), the inverse problem need not have a unique
solution, but may be under- or over-determined. Furthermore, the inverse problem can only
be solved analytically in special cases, but must in general be solved numerically. Berkowitz
and Adler (1998) present an algorithm for solving the inverse problem for general, non-
parametric, f(x). In the current work, the inverse problem is not explicitly solved. The
forward calculation in Expression (8) is performed under specied parametric models, and
for the distributions f(y) derived in two dimensions at least one solution of the inverse
problem exists: the initially specied pdf f(x). In most of the calculations below the
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distribution class from three dimensions is preserved in two dimensions, and there are
reasons to believe that even if there exist other solutions to the inverse problem, the
initial pdf f(x) specied in three dimensions is the most plausible one. The results of
forward calculations presented below also provide a one-to-one correspondence between
the model parameters in two and three dimensions, thus the parameters of the model in
three dimensions can be estimated based on observations from two dimensions.
4 Fault Size Distributions
The focus of this work is on fault size distributions. The distributions of interest are the
distribution of the displacement D in three, two and one dimensions, and the horizontal
extent W in three and two dimensions. First a distribution of D in three dimensions is
specied. Through the deterministic relationship between D and W given in Expression
(1), the distribution of W in three dimensions can be found based on the distribution of
D. By solving the integral (8) for X = D and X = W , the distributions of D and W in
















Before the fault size distributions are studied, a short discussion on the spatial distribution
of faults is given in Section 4.1. In Section 4.2 the cumulative distribution of fault size
is discussed in general, relating fault size distributions to common graphical presentations
of observed fault sizes. Two possible models for the distributions of fault size in three,
two and one dimensions are presented in Sections 4.3 and 4.4, a fractal model and an
exponential model respectively.
4.1 Spatial distribution of fault locations
Locations of fault centers  are assumed to form a stationary Poisson point process of
constant intensity (x) = , see Stoyan and Stoyan (1994), Stoyan et al. (1995). Condi-
tioned on the number of points, n, the center points 
1
; : : : ; 
n
located within the box B
are independent uniformly distributed in B. The locations of the fault centers are assumed
to be independent of the marks of all faults, and the marks of dierent faults are assumed
to be mutually independent. Thus there are no clustering or repulsion of faults, and the
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fault size is independent of the fault location. When a two dimensional plane intersects
B at an arbitrary depth, the expected number of faults to be intersected by the plane is
independent of the position t 2 [0; T
v
] of the plane. Notice that for a fault with center
point outside of the box B, parts of the fault ellipsoid may still intersect B. Thus also
faults with center points in a volume surrounding B have inuence on the number of faults
in B.
If the distance between the center points of two faults is small, the fault ellipsoids will
overlap. In nature, the younger fault may terminate in the older fault, and the resulting
ellipsoid should be truncated. The marked point process does not take any truncation into
account. This can lead to a slight sampling bias in two dimensions, since the extents of
faults that should be truncated are slightly too large in the specied model.
4.2 Cumulative fault size distribution
Consider the stochastic variable X representing the size of a fault, with pdf f(x). The
function S(x) is dened in the following way:





hence S(x) = 1   F (x) where F (x) is the cumulative distribution function of X. If the
number of observed faults is n, with a corresponding set of observations x
i
, i = 1; 2; : : : ; n,











where 1[] is the indicator function. The estimate of S(x) is thus given as the relative
number of faults with size x
i
equal to or larger than x. Observations of fault sizes are often
presented on a bilogarithmic plot, hereafter referred to as a log-log plot, giving empirical
plots of log
^
S(x) versus log x. An example of a log-log plot of observed displacements is
shown in Figure 5. Instead of plotting the relative number of faults on log-log scale, the
absolute number is often plotted, thus giving an estimate n
^
S(x). In some cases the plots
are normalized to give the number of faults per km
2
in two dimensions or per km in one
dimension.
4.3 Fractal distributions
The term fractal was introduced by Mandelbrot (1983), and an introduction to fractals










Figure 5: Log-log plot of relative number
^
S(d) of faults with observed displacements larger than
d, plotted at observations points d
i
, i = 1; : : : ; n.





where H is the scaling exponent, see Feder (1988). An example of a scaling distribution is
the negative power law distribution
S(x) = Cx
 
;  > 0; (11)
where C is a positive constant and S(x) is dened in Expression (9). The parameter  is
called the fractal dimension or the power law exponent. Negative power law distributions
are frequently used in geology to model distributions of fault displacements and widths, see
for example Childs et al. (1990), Heer and Bevan (1990), Walsh et al. (1991), Marrett and
Allmendinger (1992), Gauthier and Lake (1993) and Odling (1997). See also JSG (1996,
Vol. 18).
The function S(x) is often estimated as the relative number of observations larger than
x,
^
S(x), see Expression (10). If X follows the negative power law (11) and is observed
exactly, a plot of
^
S(x) versus x should produce a straight line of slope   on a log-log plot.
The relative number
^
S(x) should be bounded above by 1. According to the negative power
law (11) however, as x ! 0, the function S(x) increases unlimited: S(x) ! 1. Allowing
x = 0, no constant C can be chosen to satisfy the upper bound condition. Thus it is not
possible to dene a negative power law distribution for all X  0, but a lower limit x
0
> 0
for X must be chosen. Above this lower bound the distribution of X is fractal, while below
the limit the distribution is left unspecied. Thus the need of a lower bound results in a




be related to the geological properties of the rock, and a possible lower limit is the grain
size of the minerals. In practice, an articial lower bound is often used, for example the
limit of resolution for a set of observations.














> 0;  > 0; (12)
which is the pdf of the Pareto distribution (Johnson et al., 1994). The lower limit x
0
> 0,
discussed above, ensures that the integral of the pdf is nite. The pdf is plotted in Figure 6a,








; x  x
0
: (13)
Suppose a lower limit x
03
is used in a negative power law distribution of the size of faults
in three dimensions. When the corresponding distribution of fault size in two dimensions




in two dimensions can be
considered. If a fault observed in two dimensions has a size smaller than x
03
, it is uncertain
if the size of the fault in three dimensions is smaller or larger than x
03
, and thus the
distribution of the fault size in three dimensions is unknown. By the same reasoning a
lower limit x
01

















Figure 6: The Pareto distribution with parameters  = 1:0 and  = 2:0. Figure (a) shows the
pdf f(x), Expression (12), and gure (b) the function S(x), Expression (13), on log-log scale.
4.3.1 Displacement


















which is of the form given in Expression (12), where the lower bound and power law expo-






denote the displacement obtained in two
dimensions. The procedure described in Section 3 is used, with the approximation of the

































where  is the parameter involved in the displacement function (5). The calculations are




should be used for
the displacement D
0
obtained in two dimensions. A distribution with this lower bound is




. The conditional pdf can be found from Expression




. The two parameters 
3
and  only appear
in the combination 
3
  1= in Expression (15) and in the corresponding conditional pdf.





  1= and d
02



















; d  d
02
: (16)
This pdf is of the form given in Expression (12), and the distribution of the displacement
is fractal also in two dimensions.
The distribution of maximum displacement in one dimension can only be found if the re-
lationship between D and W in two dimensions is known. This relationship is discussed
below, after obtaining the distribution of fault width in two dimensions. Under the assump-
tion that the relationship in three dimensions, Expression (1), also holds in two dimensions,
the distribution in one dimension is found by the same procedure as above. Assuming in-


























. A negative power law is obtained also in one dimension.
This result is only valid if 
3
> 2= . If 
3
 2= , non-tractable expressions arise in the
calculations.
4.3.2 Width




between fault width and displacement.
Thus the pdf of W in three dimensions can be found from the pdf (14), by transformation
15
































obtained in two dimensions. The procedure described in Section 3, with the approximation





































The calculations are given in Appendix B. As for the displacement, a lower limit w
02
in




. The pdf of the width







































  1 = 
3
  1. This pdf is of the form given in Expression (12), and thus
also the width distribution is fractal in two dimensions.
As pointed out in Section 4.3.1, the relationship between W and D in two dimensions is








applies. The relationship between width W
0
and maximum displacement D
0
of the ellipse
observed in an intersection plane is obtained by combining Expressions (4) and (5). If the
plane intersects the fault ellipsoid at relative distance Uh(d; )=2 from the center point,





































(d) from Expression (16) and f
2
(w) from Expression (20), and is used above when
the pdf of the displacement in one dimension is found.
4.4 Exponential distributions
The fractal distribution is widely used to model the size distribution of faults. In some cases
however, fault sizes are observed to be better described by an exponential distribution. For
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example, exponential distribution of fault size are observed on mid-ocean ridges, see Cowie
et al. (1994), and transformations from fractal distribution at early stages of deformation
into exponential distributions are observed in analog experiments of fault growth, see Spry-
opoulos et al. (1999) and Ackermann et al. (1999). The pdf of the exponential distribution
is
f(x;) =  exp( x); x  0;  > 0; (21)
and Figure 7a shows a plot of the function. For this distribution there is no need to specify
a lower limit for x, as was the case for the fractal distribution. The function S(x), dened
in Expression (9), is
S(x) = exp( x); x  0; (22)
and is plotted on log-log scale in Figure 7b. For the exponential distribution, the integrals
which have to be solved to derive the size distributions in lower dimensions, see Section 3,
are not analytical tractable for general  and . Some expressions for general parameter
values are obtained below, but nal results are obtained only under the assumption
 =  = 1: (23)
This value of  corresponds to a linear relationship between maximum displacement and
fault width, Expression (1), while the value of  implies a liner displacement function, see
Expression (5). Under this requirement, the integrals involved in the calculations below
are analytically tractable.
















Figure 7: The exponential distribution with parameter  = 0:5. Figure (a) shows the pdf f(x)
in Expression (21) and gure (b) the function S(x) in Expression (22) on log-log scale.
4.4.1 Displacement
The pdf of the displacement in three dimensions is given by
f
3
(d) =  exp( d); d  0: (24)
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Using the procedure described in Section 3, and the approximation (3) of the height of the









 (1=   1= + 1; d)
 (1 + 1=)
; d  0; (25)
where the parameters  and  must satisfy  > =(1+), see Appendix B. The incomplete
gamma function  (; ) is described in Appendix C. Under the assumption in Expression
(23), the pdf simplies to
f
2
(d) =  exp( d); d  0; (26)
which is the pdf of the exponential distribution, see Expression (21). Thus under the
specied assumptions, if the distribution of D in three dimensions is exponential, then the
distribution is exponential also in two dimensions. The parameter is  both in three and
two dimensions.
As in Section 4.3.1, the relationship between W and D in two dimensions is required to
be able to derive f
1
(d). This relationship is discussed below. If the relationship W / D is
assumed to be valid also for displacement and width in two dimensions, the displacement
has the same exponential distribution in one dimension as in three and two:
f
1
(d) =  exp( d); d  0: (27)
4.4.2 Width
The pdf of the width in three dimensions is found from the pdf of D in Expression (24),











); w  0; (28)
where the parameter  is given by  = c
 1
1
. This is the pdf of a Weibull distribution. Let
W
0
denote the width obtained in two dimensions. Using the procedure in Section 3 and
the approximation (2) of the fault height, the pdf of W
0




























see Appendix B. The integral does not have a general analytical solution for arbitrary
 . Returning to the assumption in Expression (23), the pdf of W in three dimensions,
Expression (28), becomes f
3
(w) =  exp( w), the pdf on an exponential distribution.







(w); w  0; (30)
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. The function K
0
() is the modied Bessel function of order 0, see Appendix C,
and the pdf f
2
(w) is shown in Figure 8a. Unlike the pdfs of the Pareto distribution and the
exponential distribution, this function is not monotonely decreasing. The function S(w)
dened in Expression (9) is in this case given by
S(w) = wK
1
(w); w  0; (31)
where K
1
() is the modied Bessel function of order 1, see Appendix C. The function S(w)
is plotted on log-log scale in Figure 8b.





(d), and the pdf in Expression (27) was derived under the assumptionW / D. This










(d) from Expression (26) and f
2
(w) from Expression (30). It can be shown that






This relationship is slightly convex, but a relatively good approach to an asymptotic lin-
earity is soon established as W increases.



















Figure 8: (a) The pdf f
2
(w) given in Expression (30) with parameter  = 0:75. (b) The function
S(w) in Expression (31) on log-log scale.
4.4.3 Exponential distributions with lower bounds
The pdf of a fractal distribution only exists if a lower limit of fault size is specied. This
lower bound is not necessary for the distributions derived from an exponential distribution
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of displacement in three dimensions. However, to compare these distributions with the
fractal distributions, the same lower bounds are introduced. Under the assumption in
Expression (23), equal exponential distributions are obtained for the displacement in three,







in three dimensions, d
02
in two and d
01
in one, the pdf becomes
f(d) =  exp( (d  d
0
)); d  d
0
: (33)
The pdfs of the width distributions in Expressions (28) and (30), with the same lower
bounds as for the fractal distributions, are found to be
f
3
(w) =  exp( (w   w
03
















; w  w
02
: (34)
The pdf (34) is shown in Figure 9a. For reasonably large values of the lower bound w
02
, the
truncated pdf is monotonely decreasing. When lower bounds are imposed on the width,













and is illustrated on log-log scale in Figure 9b.
















Figure 9: (a) The pdf f
2
(w) given in Expression (34) width parameter  = 0:75 and lower bound
w
02
= 1:0. (b) The corresponding function S(w) in Expression (35) on log-log scale.
4.5 Number of faults
In addition to the fault size distributions, the distribution of the number of faults is also
of interest. The fault positions are assumed to follow a stationary Poisson point process,
20







; ! > 0; k = 0; 1; 2; : : : ; (36)
where ! is the intensity of the Poisson process. The number of faults in both three, two
and one dimensions will follow a Poisson distribution, but with dierent intensity ! in
dierent dimensions.
For seismic data, prior information about fault intensity can be obtained from wells, pro-
viding information about the number of faults along a one dimensional line. Thus if data is
obtained in two dimensions, the fault intensity obtained from the well should be converted
to an approximate number of faults in the area of observations. Denote by K
2
the number
of faults in the two dimensional observation area and by K
1
the number intersected by
a one dimensional line. The expected number of faults along a line through the area is












(1) is the probability of a fault in the area
being intersected by the line. If k
1












(1). The probability f
I
1




of a fault being intersected by a two dimensional plane, see Expression (6),
and is proportional to the mean value of the fault width in two dimensions. Thus based
on one dimensional well observations, the prior mean number of faults in two dimensions,
E [K
2










under the assumption  = 1 in Expression (23), where E
2
[D] is the expected maximum
displacement in two dimensions. The constant term is related to the size of the observation
area. Since E
2
[D] diers under the fractal and exponential model, the mean number of
faults ! should be chosen dierently for each model, if based on the same fault intensity in
one dimension. Note that the mean value of D in two dimensions in the case of a Pareto
distribution is only nite for 
2
> 1, see Expression (16), thus Expression (37) only holds
in this case. If 
2
 1, the number of faults in two dimensions can be approximated by
only considering faults of displacement below some specied size, D  d
max
, in which case
the mean value is nite under both models.
4.6 Prior distribution
The distributions presented in Sections 4.3{4.5 can serve as prior distributions for a fault
population, when a Bayesian framework is used to make inference based on observations
of faults. Fault sizes in an observation area are now denoted Y = (Y
1




represents either the maximum displacement or the width of a fault. The prior pdf of the
number of faults in the observation area, K, and their sizes Y can be expressed as
f(y; k; ) = f(yjk; )f(k;!)f(); (38)
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where  is a model parameter involved in the pdf of Y , while K has the prior pdf dened
in Expression (36) and is independent of . Assuming Y
j
, j = 1; : : : ; K, are iid variables,










j) is the marginal pdf of the fault size Y
j
. If the observation area is two
dimensional, the pdfs given in Expression (16), (26) or (33) can be used for the maximum
displacement. For fault widths observed in two dimensions the pdfs in Expression (20),
(30) or (34) can be used as prior pdfs. Some proper prior f() is chosen for the model
parameter. The prior pdf of (Y ; K; ) is thus













5 Observations of Faults
Faults can be directly observed in outcrops or in core samples from wells, or indirectly
observed from seismic data. In either case there is a sampling error connected to the
observations, see for example Heer and Bevan (1990) and Pickering et al. (1995). Dierent
types of errors are of interest in this work: measurement errors, censoring and missing
observations. A model for observation errors is dened through a likelihood function below.
Qualitatively the model is based on the discussions of error types given by Heer and Bevan
(1990) and Pickering et al. (1995), although the cited papers do not use the same parametric
models.
For seismic data, measurement errors mainly consist of a downward bias, where both fault
widths and maximum displacements tend to be measured too small, due to the limit of
resolution. Furthermore, the resolution of seismic data also results in a number of faults
not being observed, even at scales above the limit of resolution, hence there are often
missing observations. In geophysical literature, the term truncation is sometimes used to
denote both the downward bias in measured fault width and the missing observations at
some scales. Censoring of fault size observations is a result of the bounded observation
area. For faults extending beyond the observation area, the observed sizes are censored
and only give the size observed within the area.
5.1 Likelihood function
Consider the set of faults within an observation area, with sizes Y = (Y
1
; : : : ; Y
K
). Not
all faults are observed, and the stochastic vector S = (S
1
; : : : ; S
K
) of indicator variables
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Sj












Furthermore, due to measurement errors, the observed values, denoted Z, are not exact.
The likelihood function of the observations accounts for the observation errors described
above, and include information about the likelihood of observing the N faults dened by
the indicator vector S, with observed sizes Z, when the actual number of faults is K and
their sizes are Y . The probability of observing a fault of size Y
j
is given as p(Y
j
), depending









If a fault is observed, i.e., S
j
= 1, the observed value Z
j









is a measurement of this specic fault.
The likelihood function of the observations X = (Z;S) can thus be expressed as























5.1.1 Observed number of faults
For a seismic dataset x = (z; s) there are typically missing observations, and only a
proportion of the true number of faults is observed. The probability of observing exactly















and is specied through the function p(y). It is natural to assume that p(y) is a mono-
tonely increasing function, see Clark et al. (1999), since missing observations due to limited
resolution of the measurement equipment is most dominant for small scale faults, while
the presence of large scale faults in the observation area is more frequently detected. In





































and illustrated in Figure 10. The function gives a constant small probability p
1
of observing
faults of size smaller than y = 
1
, and a constant high probability p
2
of observing faults
of size larger than y = 
2
. Between y = 
1
and y = 
2
the probability of observation is
linearly increasing. The parameter 
1
is related to the limit of resolution, and p
1
can be
interpreted as the probability of observing a fault of size at the limit of resolution. The
parameter 
2
can be interpreted as a value for which most faults of size larger than this




= 1 all faults have probability 1 of being
observed, thus S
j
= 1, j = 1; : : : ; K, and the observed number of faults equals the true



















Figure 10: The function p(y) in Expression (42).
5.1.2 Observed fault sizes











is used to model the measurement errors, which typically leads to a downward bias. For





observations, the observed value tends to give a too small measurement of Y
j
, due to the




 0. For simplicity, it is assumed to be a lower









a uniform distribution of the error within this interval is chosen.
The dimension of the observation area of faults enforces an upper bound  on observable
fault size Z. If fault widths are observed,  is directly related to the size of the observation
area. There is however no strict upper bound of observable maximum displacement inside
a bounded area, hence in this case  can be chosen as  = 1. If the true fault size is
only slightly larger than , the downward bias in the observations gives an observation
Z   anyway. As Y increases, the observed value is censored and remains below . The
observation Z now only measures the size of the fault within the observation area, and
some bias is still allowed, with the same lower and upper limits as before.
If Y exceeds the upper bound , censoring is guaranteed. However, also smaller faults,
Y < , can in practice be censored, if one or both fault tips cross the boundary of the
observation area. This kind of censoring is not accounted for in the model.













 minfy;  + Æ
1
g   z  Æ
2
and z  0; (43)
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() being the Dirac delta function, is included to account
for boundary eects for small fault sizes. The choice of edge correction has only minor
inuence on the model.




= 0 implies no bias in the observations, and the fault size is
observed exactly for all faults with size below the upper bound . In this case the likelihood
function is replaced by h(zjy) = Æ
z
(minfy; g). If in addition the upper bound is  = 1,


































Figure 11: The likelihood function h(zjy), Expression (43), for dierent values of Y . The left
hand gures illustrate the uniform distribution of Z for small, intermediate and large values of
Y . The right hand gure shows the interval boundaries of the distribution.
5.2 Posterior distribution
The focus of this work is on the posterior distribution of fault sizes, conditioned to obser-
vations, and inference about the underlying fault population is based on this distribution.
In a Bayesian setting, the prior pdf f(y; k; ) = f(y; kj)f() of (Y ; K;), see Section 4.6,
includes general geological knowledge about the distribution of fault sizes and the number
of faults in the observation area. The likelihood function h(xjy; k) of the observations
X = (Z;S) models the data collection, see Section 5.1. The observations are assumed
to be conditionally independent of the parameter , given (Y ; K). Combining the prior
pdf (40) of the true fault population (Y ; K; ) and the likelihood function (41) of the
25
observations X = (Z;S), the posterior pdf is obtained:





































The relationship between the observations X and the true variables (Y ; K) is described
by the likelihood function in Expression (41). Suppose now that the pdf f(y; kj), Sec-








g = f1; 2g indicates which model is the correct one, model 1 or 2 respec-
tively. Under model m, the pdf of (Y ; K) is denoted f(y; kjm; 
m
) = f(kjm)f(yjm; k; 
m
),
m = 1; 2, where dierent model parameters 
m
with prior pdfs f(
m
jm) describe the two
distributions. Based on the observations X it is of interest to determine which of the two
pdfs of (Y ; K) is most likely. This can be expressed as a model choice problem, and Bayes
factor can be used as a criterion for choosing the model best tted to the observations. See





). Bayes factor B
12

























where f(mjx) is the posterior probability of model m. If the value of Bayes factor exceeds
one, B
12
(x) > 1, model 1 is favored, while for a value smaller than one model 2 is most
likely. If the prior probabilities of model 1 and 2 are equal, Bayes factor coincides with the













In some cases Bayes factor can be found analytically, but in general the value must be
estimated by the use of numerical integration techniques. Evans and Swartz (1995) and
Kass and Raftery (1995) discuss dierent estimation techniques. In this work, Bayes factor
is estimated by the use of McMC sampling, where the modelM is included as a stochastic
variable, see Carlin and Chib (1995). An introduction to McMC theory is given, for
instance, by Besag et al. (1995) and Han and Carlin (2000) give a review of McMC methods
for estimating Bayes factor.
Borgos and Omre (2000) describes an McMC sampling algorithm constructed to estimate






, representing the number of faultsK under the two competing models.








) given X can be found, integrating over
Y . The McMC algorithm then generate samples from this posterior distribution, and













































where 1[] is the indicator function. Estimation of the model parameter 
m
, the number
of faults K and fault sizes Y under the favored model is discussed in Section 6.2.
6.1 Competing models
Two alternative fault size distributions are discussed in Section 4, a fractal and an exponen-
tial model. As illustrated in Figure 6b, for the fractal model a log-log plot of the function
S(x), Expression (9), gives a straight line. However, the log-log plot of the estimate
^
S(x),
Expression (10), based on observed fault sizes often shows a concave shaped curve. The
concave shape can in some cases be explained by the typical sampling errors, especially
missing observations can result in this shape of the curve. However, the concave curve can
also be a result of a dierent underlying distribution, for example an exponential model.
As shown in Figure 7b, an exponential distribution gives a concave curve on a log-log plot
of S(x). The aim of this work is to use a statistical framework to investigate which model
is the most likely one, based on a set of fault observations.
In the calculations below, fault size Y is assumed to be measured as maximum displacement
D. True fault sizes Y are assumed to be iid variables, see Expression (39), while the number
of faults K follows a Poisson distribution, Expression (36). The fractal model with the
pdf in Expression (16) as marginal distribution of Y
j





as model 1. The assumption in Expression (23) is assumed to hold, and the truncated
exponential model with the pdf in Expression (33) as marginal pdfs and model parameter

2


























)); y  y
0
: (48)
A common lower bound y
0
is used in the two models.
The model choice problem is based on observationsX = (Z;S) of maximum displacements







and the observed maximum displacements are given as Z
j
for all fj; s
j
= 1g.





thus there is no prior belief that one model is more likely than the other.
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are introduced to represent this variable under the two
competing models in the McMC algorithm described by Borgos and Omre (2000). The
main reason for this is that the posterior distribution of K can be bimodal, with one
mode corresponding to each model, and auxiliary variables are introduced to avoid this
bimodality. Depending on how prior information about the number of faults is obtained, it
may also be appropriate to dene dierent prior distributions of K under the two models,
as discussed in Section 4.5. This is obtained by choosing individual intensities !
m
in the
Poisson distribution in Expression (36).
6.2 Inference under the favored model
When a model choice has been made based on a set of observations, the next aim is to
estimate the corresponding model parameters. Estimation of the power law exponent in a
fractal model is frequently found in the literature, and is used in prediction of the number
of faults in the observation area or in extrapolation to sub-seismic faults, see Gauthier and
Lake (1993), Walsh et al. (1994). The standard estimation procedure is to t a straight
line to the log-log plot of the cumulative number of faults versus fault size. For discussions
and improvements on this estimation technique, see Pickering et al. (1996). Pickering et al.
(1995) and Clark et al. (1999) compared dierent procedures for estimating the exponent
in a negative power law distribution, for example maximum likelihood estimation.
In this work, the model parameters in the favored model is estimated based on McMC
simulations from the posterior distribution. Since the algorithm generates realizations of
the model indicator and the model parameters simultaneously, parameter estimation can
be performed based on output from the same run of the algorithm. An estimate of the





















The number of faults in the observation area can be estimated similarly based on the real-
izations of K
m
under the favored model, and the unknown fault sizes Y can be generated




), see Borgos and Omre (2000).
The number of faults in the three dimensional reservoir, denoted K
m;3
under the favored
model, can be predicted based on the estimate of the number of faults in two dimensions,
now denoted K
m;2















(1jm) is the probability of intersecting a fault by a two dimensional plane, under
modelm, see Expression (6). In a reservoir of vertical thickness T
v













omitting the dip in the argument of the height function h(), see Expression (3). The
assumption  = 1 in Expression (23) is used, and the thickness of the reservoir is assumed
to fulll T
v
 h(D) for any maximum displacement D in the observation area, such that
the vertical extent of all faults are completely contained in the region under study. The





quantities which are not discussed in this work. When K
m;2
is observed or estimated, an

























































In this section the special case of no sampling errors is considered, where the exact number
of faults is observed and fault sizes are observed without measurement errors. In this case
the observations are X  Y , and the likelihood function in Expression (41) is replaced
by h(xjy) = Æ
x
(y). The number of faults, K, is not treated as a stochastic variable in
this case. The two proposed pdfs of Y under model 1 and 2, Expression (48), are now
also the pdfs of X under the respective models. Bayes factor can in this situation be




















. The calculation of Bayes factor involves
solving some integrals which are recognized as gamma functions, and is demonstrated by





























































The resulting posterior distributions of the parameters are gamma distributions with pa-
rameters 
m


























































The model choice problem can thus be solved analytically, and the posterior mean can be
used as estimators of the model parameters.
7 Example: Seismic Data
Figure 12 shows a dataset containing maximum displacements x observed on a two di-
mensional surface, interpreted from seismic data. The data are from the Gullfaks eld in
the North sea, see Fossen and Rrnes (1996). The number of observations is n = 169,
with displacement values ranging from 2m to 256m. Figure 12a shows a histogram of the
observed displacements, corresponding to the pdf f(x). Figure 12b shows a log-log plot of
^
S(d), see Section 4.2 for an explanation.
The pdfs in Expression (48) are used as competing models, with y
0
= 2m chosen as the
minimum of the observations. The model parameters of the two competing models are






= 0:25 and 
2
= 0:005.








] = 0:02. If the observations are





and the posterior mean values are E [
1
jx] = 0:393 and E [
2
jx] = 0:0232, see Expression
(52). In this case the exponential model is undoubtedly favored. However, the seismic
data are not exact and the estimation of Bayes factor should account for the uncertainty
caused by sampling errors. These errors are modeled by the likelihood function. Dierent
choices of parameters in the likelihood function and prior distributions can lead to dierent
conclusions of the model choice problem. This is demonstrated through a number of
simulations examples, using the McMC algorithm described by Borgos and Omre (2000).
In all simulations reported below, the estimates of model parameters and the number of
faults are based on 5000 realizations from the McMC algorithm, separated by 10 iterations,
while all 50 000 iterations are used to estimate Bayes factor. A sensitivity analysis is rst
carried out, exploring the inuence of the parameters in the prior pdf and the likelihood
function. Finally, well information is used to determine which prior parameters are most
realistic.





likelihood function and the prior mean numbers of faults !
m
under the two models. The
likelihood function of the observed displacements x = (z; s), Expression (41), contains
the functions p(y) given in Expression (42) and h(zjy) given in (43). In the simulation





 = 1. Thus the measurement error of each fault displacement is assumed to be in the





in the function p(y) is studied. The other values are held constant with values

1
= 2m, chosen as the minimum value of the observations, and p
2
= 0:99. For y  
2
there is a constant probability of 0.99 of observing the fault, while for decreasing y  
2
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Figure 12: Maximum displacements observed on a two dimensional surface. (a) Histogram of
the observations. (b) Log-log plot of
^
S(d), see Expression (10).
the probability is decreasing to p
1
for y = 2m. Table 1 gives a summary of all parameter
values held constant in the simulations, and the values of the hyper-parameters in the prior
distributions of the model parameters. Preliminary estimates of the number of faults in





the number of faults in two dimensions under the fractal model exceeds the





is chosen. Assessment of !
m
based on well observations from the Gullfaks eld is
discussed in Section 7.4.
Figure 13 shows two realizations of (Y ; K) from the posterior distribution (44) conditioned






= 0:1 and 
2
= 20m.
Figure 13a shows a realization from the fractal model, while Figure 13b shows a realization
from the exponential model. The gures show log-log plots of the estimates k
^
S(y) based on
the realizations, see Expression (10), plotting absolute number instead of relative number.
The estimates are compared with the estimate n
^
S(z) for the observed fault sizes and the
functions kS(y) obtained using Expression (48) with estimated model parameters. In both
gures a number of unobserved small faults are present in the realization of Y , and the left
part of the estimate
^
S(y) deviates to some extent from the corresponding estimate
^
S(z)
based on the observations. In the right part of the gures there are only minor dierences
between the curves based on the realizations and the observations. In this area almost all
faults are observed, and since  =1 no censoring is adjusted for in the realizations.
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= 20m and p
1




S(y), is plotted on log-log scale (+), see Expression (10), and is compared to the observations
n
^
S(z) (Æ). The corresponding function k
m
S(y) for the prior distribution of Y is plotted with
solid line, using the estimated model parameters.
7.1 Dependence on the prior distribution





keeping all parameters of the likelihood function constant. Thus dierent results of the
model choice problem is a consequence of the variations in !
m
, m = 1; 2. The parameter
value 
2
= 20m is used, while p
1
is held constant at the value p
1
= 0:1 or p
1
= 0:01.
The remaining likelihood variables are given in Table 1. Table 2 shows the results of




(x), for the observations


















, for the favored model m.
From Table 2 it is clear that the prior mean numbers of faults have great inuence on the
result of the model choice problem. Especially, Table 2b illustrates how fast the conclusion
of the model choice problem can change with changes in prior mean values. In most of the
runs reported in the table, the exponential model is favored. However, with a relatively
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large, equal prior mean number of faults under both models, the fractal model is favored.
From Table 2 it may seem that the model with the lowest prior mean number of faults in
general is favored. However, comparing the posterior mean number of faults, the model





Table 2b, no clear conclusion can be drawn. In this case, the posterior mean number of








= 329, thus the posterior
distribution of the number of faults alone is not crucial to the model choice.




= 0:1, while in Table 2c it is decreased to p
1
= 0:01. With
a lower probability of observing faults at the limit of resolution, the posterior mean number
of faults increases. Furthermore, dierent values of p
1
may result in dierent conclusions




= 700. The dependence of the





, the prior mean number of faults under model 2, increases, the posterior mean
number also increases, see Table 2. A corresponding change in parameter value 
2
is
observed. Similarly, the posterior mean number of faults and the parameter 
1
under
model 1 is observed to increase when the prior mean number of faults, !
1
, increases.
7.2 Dependence on the likelihood function









constant. Thus dierent results of the model choice are now a









inuence on the number of unobserved faults. Table 3 shows the results of McMC simu-
lations where 
2
is varied, with p
1





= 20m constant. Estimates of Bayes factor, the conclusion of the model choice
and the model parameter of the favored model are reported.
As 
2
increases, the fault size required for an almost certain observation increases. The
overall probability of observation decreases, increasing the number of unobserved faults.
The results of Table 3 show tendencies of an increasing Bayes factor as 
2
starts increasing,
thus model 1 becomes more favorable. However, as 
2
increases further, Bayes factor









= 720. For the dataset studied here, the posterior probability of the fractal model
being the right model seems to have a maximum for values of 
2
in the range 20{40. The
case !
1
= 600 and !
2
= 400 is also considered, in which case Bayes factor is approximately
equal to zero for all reported values of 
2
.
The number of unobserved faults also increases as p
1
decreases, since a small value of
p
1
indicates a large proportion of unobserved faults at small scales. The eect of p
1
is





































) 2 0.0329 284
700 700 0.00538 2 0.0364 322
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700 700 0.00538 2 0.0364 322
710 710 0.115 2 0.0367 324
720 720 1.239 1/2 0.780 570 0.0370 329









































Table 2: Results of McMC simulations where 
2
= 20m while various prior mean numbers !
m
are used. In (a) and (b) p
1
= 0:1 and in (c) this probability is reduced to p
1
= 0:01. Table (b)





. The estimates of Bayes factor and the model parameters are obtained using Expressions (47)




are based on 5000
realizations, separated by 10 iterations of the McMC algorithm. Bayes factor is estimated based




indicate that the estimate of Bayes
factor is either very small or very large, without being identically 0 or 1. O(u) gives the order
of magnitude.
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is favored when p
1
= 0:1. As p
1
decreases, the conclusion changes and model 1 is favored.
The prior mean values !
1
= 600 and !
2
= 400 are also considered. In this case model 2 is
favored for all values of p
1
considered, and a reduction of p
1
from 0.1 to 0.0001 does not























700 700 10 0

2 0.0275 225
700 700 20 0.00538 2 0.0364 322
700 700 40 0.129 2 0.0423 452
700 700 60 O(10
 13
) 2 0.0420 527
700 700 80 0

2 0.0402 568
700 700 100 0

2 0.0382 585
720 720 10 0

2 0.0282 231
720 720 20 1.239 1/2 0.780 570 0.0370 329
720 720 30 8:41  10
4
1 0.744 574
720 720 40 0.743 1/2 0.743 621 0.0431 469
720 720 50 5:25  10
 7
2 0.0430 507
600 400 20 0

2 0.0283 235
600 400 40 0

2 0.0320 295
600 400 60 0

2 0.0330 341
600 400 80 0

2 0.0326 369
600 400 100 0

2 0.0316 381
Table 3: Results of McMC simulations with p
1






are used. The estimates of Bayes factor and the model parameters are obtained using





based on 5000 realizations, separated by 10 iterations of the McMC algorithm. Bayes factor is
estimated based on all 50 000 iterations. The reported value 0

indicates that the estimate of
Bayes factor is very small, without being identically 0. O(u) gives the order of magnitude.
7.3 Parameter estimation and prediction of number of faults
Tables 2{4 show results of McMC simulations for observations with sampling errors. Both
Bayes factor and the model parameter under the favored model are estimated, see Expres-




, for some of the
simulation examples from Table 2. The histograms are compared with the corresponding
prior pdf, with hyper parameters given in Table 1. The histograms give an estimate of the
posterior pdf, showing how the modes of the posterior pdfs dier from the modes of the
prior pdfs. Furthermore, the histograms have narrower ranges than the prior pdfs, thus
























700 700 0.1 0.00538 2 0.0364 322
700 700 0.01 2:40  10
8
1 0.791 583
700 700 0.001 9:00  10
8
1 0.805 601
700 700 0.0001 1:34  10
9
1 0.799 594
600 400 0.1 0

2 0.0283 235
600 400 0.01 0

2 0.0292 245
600 400 0.001 0

2 0.0291 243
600 400 0.0001 0

2 0.0296 249
Table 4: Results of McMC simulations with 
2







are used. The estimates of Bayes factor and the model parameters are obtained using





based on 5000 realizations, separated by 10 iterations of the McMC algorithm. Bayes factor is
estimated based on all 50 000 iterations. The reported value 0

indicates that the estimate of
Bayes factor is very small, without being identically 0.
increases, the mode of the posterior pdf f(
m
jx) also increases. This coincides with the
results of Table 2, where the posterior mean is observed to increase with !
m
.
Since the relationship between model parameters in three and two dimensions is known
both for the fractal model and the exponential model, see Section 4, the parameters in
three dimensions can be estimated based on the corresponding estimates in two dimen-
sions. Thus, in cases where the fractal model is favored, the power law exponent in the













the assumption  = 1, see Expression (23). In the exponential model the distribution of







When a proper model is chosen for the distribution of displacement in three dimensions, the
nal goal is to predict the number of faults in a three dimensional reservoir. The procedure
is described in Section 6.2. To illustrate the consequence of the model choice on the
predicted number of faults in three dimensions, the estimates of the model parameters 
m




= 720. This situation gives no conclusion to the model

















= 329. The constant term in Expression




from Expression (1) and the distribution of the dip.
A typical dip of 60
Æ




are chosen inspired by the work of Walsh and
Watterson (1989) and Dawers et al. (1993). The result is a constant term of value 0.035.
By the use of Expression (50), the frequencies of faults in three dimensions of displacement
above d
03












under model 1 and 2 respectively. Thus in this case the estimates under
the two models dier by a factor 11, illustrating the possible consequences of choosing a
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Figure 14: (a) Histograms of realizations of the model parameter 
1





























are given below each gure, and 
2




wrong model. No boundary eects are accounted for in these calculations.
7.4 Most favorable model based on well information
Hesthammer and Fossen (1997) studied fault intensities in wells in the Gullfaks elds, and
found an estimate of 4:4 faults per km in the east-west direction, perpendicular to the
dominating strike direction. This number only includes faults of displacement larger than
approximately 10m and gives a lower limit of fault intensity, since also well observations
can suer from missing observations. This fault intensity can be converted into a number
of faults in the two dimensional observation area, which can serve as a prior mean number.





typically lies in the intervals 
1









] needed in Expression (37)
does not exist. To deal with this problem, E
2







is chosen larger than the maximum observed displacement value. Assuming
a value c
1
= 75 of the constant involved in Expressions (1) and (37), and using a rough
approximation of 8km  12:8km for the observation area, see Fossen and Rrnes (1996),
the number of faults of displacement above 2m are found to be 450{600 under model 1 and
150{250 under model 2. These numbers give an indication of how large the prior mean
number of faults under the two models at least should be chosen.





equal to or larger than the values found based on well information. Tables 2{4 show
that the fractal model is only considered best in cases where the prior mean values are
!
m
> 700 for both m. Such a large value can be realistic for !
1
, but is clearly too large for
!
2
based on the well information. Among the simulations presented above, the ones with
prior mean values !
1
= 600 and !
2
= 400 are more realistic. In this case the exponential
model is clearly most favorable, regardless of the likelihood parameters included in the
simulation study.
8 Example: Outcrop Data
Figure 15 shows log-log plots of faults observed in outcrops. Figure 15a shows n = 23
throw values obtained in a line sample in western Sinai, see Knott et al. (1996) and Beach
et al. (1999). Throw is measured as the vertical component of displacement. Figure 15b
shows n = 2565 fracture trace lengths observed in a two dimensional observation area in
Hornelen, Norway, see Odling (1997). In contrast to faults, fractures have no displacement
of rock.
The two models in Expression (48) are used as competing models for the dataset from
38




are now the parameters of the distributions of displacements
in one dimension, see Expressions (17) and (33). The common lower limit y
0
is chosen
equal to the minimum observation. If the line sample observations from western Sinai
are assumed to be exact, with no measurement errors or missing observations, maximum








= 0:00105. Using these estimates as prior means in gamma distributions with shape
parameters 
m
= 4, gives a Bayes factor of B
12
(x) = 3:04  10
6
. Other reasonable choices
of prior mean values also give a large value of Bayes factor, and the fractal model is
undoubtedly favored compared to the exponential model.
The observed fracture trace lengths from Hornelen are also assumed to be exact. The
distributions of fault width in two dimensions are compared for this dataset, given in Ex-
pression (20) for the fractal model and in Expression (30) or (34) under the exponential
model. Neither of the distributions from the exponential model give analytically tractable
expressions of Bayes factor. If a rst order approximation of the modied Bessel function
of order 0 is used, see Expression (58), the distribution in Expression (30) can be approxi-






]  Gamma(1:5; 
2
). In this case Bayes factor is
analytically tractable, and reasonable choices of hyper-parameters in the prior pdfs of the
model parameters give B
12
(x)  0. Thus in this case the exponential model is far better








= 0:815. The dataset is one of several datasets gathered at dierent scales, and Odling
(1997) concludes with a log-normal distribution for each single dataset, while a fractal
model is found to describe the coalescent fault population. The log-normal distribution
is not considered as an alternative distribution in the model choice problem described in
the current work, but the same approach as illustrated in this work could be applied to
compare this distribution with either the exponential or the fractal model.





































Figure 15: (a) Fault displacements observed in one dimension in western Sinai. (b) Fracture
trace lengths observed in two dimensions in Hornelen, Norway.
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9 Conclusion
A proper model should be chosen and the model parameters estimated, in order to make
inference about a fault population in three dimensions. The estimated number of faults
and their sizes depend on which model is used to obtain the estimates. Observation
errors should be accounted for in the model choice, and the relationship between the three
dimensional fault population and the observations obtained in lower dimensions must be
known.
Forward calculations are performed to derive the relationship between the distributions of
maximum displacement in three, two and one dimensions, starting with both a fractal and
an exponential distribution in three dimensions. Corresponding distributions of fault width
are obtained using the relationship W / D
1=
. Using some basic assumptions on fault
geometry and spatial distribution, it is shown that if the distribution of displacement in
three dimensions is fractal, then so is the distribution of fault width and the corresponding
distributions in two and one dimensions. The decrease in the power law exponent for the
displacement both from three to two dimensions and from two to one is 1= , while for
fault width the power law exponent decreases by 1 from three to two dimensions. The
relationships found between power law exponents of displacement or fault width in one,
two and three dimensions correspond to previously published results, see Heer and Bevan
(1990), Marrett and Allmendinger (1991), Piggott (1997) and Berkowitz and Adler (1998).
When an exponential distribution of displacement in three dimensions is assumed, the
derived expressions of the other distributions are less analytically tractable than the cor-
responding ones under the fractal model. The expressions simplies if  =  = 1, where a
linear relationship between width and displacement is assumed and a linear displacement
function is applied, see Expressions (1) and (5). In this case the displacement follows an ex-
ponential distribution with the same parameter in three, two and one dimensions, thus ob-
servations of exponentially distributed displacements do not suer from over-representation
of large faults in lower dimensions. Under the assumption  = 1 the distribution of the
width in three dimensions is also exponential, while in two dimensions the distribution is
not exponential.
Section 6 describes a statistical approach for choosing between two suggested models for
fault size distributions. The example in Section 7 shows how the conclusion of the model
choice depends on the parameters both in the prior distribution of the number of faults and
on the likelihood function. Parts of the parameter space is spanned to illustrate how the
conclusion varies as the prior model or the assumptions on the sampling errors change. The
prior distribution and likelihood function thus have great inuence on the model choice,
and in order to get the right conclusion the parameters of the prior pdf and the likelihood
model should be chosen based on general geological experience and knowledge about the
reservoir and the data collection.
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If there is a strong belief in a negative power law distribution of fault sizes, based solely on
prior experience, it can be tempting to dene the prior and likelihood parameters based
on the observations. For example, 
2
can be chosen as a break in the log-log curve and !
1
can be chosen by extrapolating a line tted to data with d  
2
to nd the total number
of faults. This may lead to an optimal choice of parameter values, in the sense that the
fractal model is more likely to be favored. However, this procedure uses the observations to
dene both the prior distribution and the likelihood function, thus reducing the reliability
of the statistical analysis.
The prior mean numbers of faults under the two models should be related to the lithology
and the tectonic history of the reservoir under study, and can also be calibrated with fault
observations from wells. The likelihood functions should be related to the data acquisition.
For example, for seismic data the likelihood parameters are related to the seismic resolution,
and thus the seismic wavelength. The interpretation process can also have inuence on the
likelihood parameters, as the detection of small faults can depend both on the interpreter
and on the time spent on the interpretation. If specic values for the likelihood parameters
are hard to dene, then alternatively the parameters can be assigned prior distributions.
The statistical analysis presented illustrates the importance of choosing the prior and
likelihood parameters correctly. For a given dataset from the Gullfaks eld, it is shown
how the fault intensity observed in wells is used to determine realistic prior mean number
of faults in the observation area under both competing models, and based on these values
the exponential model is found to describe the fault displacements displacements better
than the fractal model.
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A Approximation of Fault Heights






omitting the dependence on the dip , with




















The function h(x) can further be expressed as h(x) = Kx
 1





A Taylor expansion of g(x) gives







= 1 +R(x); for some  2 [0; x]:
Since a
2















for x, Expressions (2) and (3) are obtained respectively. The























































This function can be shown to be monotonely increasing, thus substituting w or d from
Expression (53), the relative error decreases monotonely for increasing fault size.
B Fault Distributions
B.1 Fractal distributions: displacement



















be the displacement obtained in two dimensions. Using the approximation of
the height of the fault ellipsoid given in (3) and the displacement function (5), the pdfs











































































The last expression is equal to the pdf in Expression (15), omitting conditioning on I = 1.
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B.2 Fractal distributions: width



















be the fault width obtained in two dimensions. Using the approximation of the
height of the fault ellipsoid given in (2) and the relationship (4) between w
0
and w at a
























































The latter integral can be solved using the substitution w = w
0



















































This is the pdf in Expression (19), omitting conditioning on I = 1.
B.3 Exponential distributions: displacement
The pdf of the maximum displacement D in three dimensions given in Expression (24) is
f
3
(d) =  exp( d); d  0:
Let D
0
be the displacement obtained in two dimensions. Using the approximation of the









This is the pdf of a gamma distribution. The function f(d
0
jd; 1) is the same as in the
fractal case, given in Expression (54). The integral in Expression (8) gives the pdf of the

























(d) and omitting conditioning on I = 1, Expression
(25) is obtained.
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B.4 Exponential distributions: width







); w  0:
Let W
0
be the width obtained in two dimensions. Using the approximation of the height












jw; 1) is the same as in the fractal case, Expression (55). The integral in Ex-






























































Using the substitution w = w
0



































(w) and omitting conditioning on I = 1, Expression (30) is obtained.
C Special Functions
The gamma function, incomplete gamma function and the modied Bessel function are
described below, see for example Abramowitz and Stegun (1965).
C.1 Gamma function and incomplete gamma function




















C.2 Modied Bessel function
The modied Bessel function of order , K

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(58)
see Abramowitz and Stegun (1965).
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