The main requirements in the design of high-speed railway embankments are low values of total differential settlements. The use of cement stabilized layers in embankments, as compared to non-stabilized layers that are now most often in use, is analysed in the paper. Different cement proportions and different water/cement ratios for stabilized layers are considered. It was established that the use of cement stabilized layers in embankments can greatly reduce thickness of individual layers, while also reducing settlement. The research was conducted using the feed forward neural network. 
Introduction
Travelling by high-speed railways is nowadays increasingly becoming a desirable mode of transport as such railway systems inter alia enable travelling at high-speed, combined with high level of safety and comfort. The design of highspeed railway embankments (HSRE) differs from the design of embankments for traditional railways in the following elements: greater dimensions are needed, more stringent material quality requirements are specified, and very small total settlement values are tolerated [1] [2] [3] [4] [5] [6] . For the time being, high-speed railways are built in a small number of countries, mostly in Europe and Far East (China, Japan, South Korea). A typical cross-section of a traditional track structure (track with ballast prism) is shown in Figure 1 , while a typical cross-section of track structure on hard bedding, which is most often used on high-speed tracks in Far East [1] , is shown in Figures 2  and 3 . A longitudinal section of high-speed railways is shown Railway embankment design based on neural networks in Figure 4 . In both systems, the layer stiffness increased from the bottom layers toward the top layers. Standard track substructure layers are: natural soil, subgrade, stabilized layer, and load-bearing layer. In case of a traditional track structure, the load-bearing layer is topped by the subbase, ballast prism, and track structure. In case of a track on solid bedding, the loadbearing layer is topped by concrete bedding, which is the base for a particular type of a rigid track structure. In practical terms, we are often faced with situations in which the width of the railway strip is not sufficient for the construction of 2:1 slopes. This is solved either by additional land purchase or by building stabilized embankment layers so as to permit steeper slope inclinations. Although the cost of building traditional structures is lower, the maintenance cost is higher. On the other hand, in case of tracks on hard base, higher construction costs are offset by lower maintenance costs [7] . The embankment construction system for tracks on hard base, destined for high speeds of travel, is analysed in this paper. In this system, one embankment layer that is normally not stabilized with cement (uncemented-prepared subgrade layer or U-PSL) is replaced by the load-bearing layer stabilized with cement (cemented-prepared subgrade layer or C-PSL) [1] . 
Experimental data
Characteristics of material used for preparation of the loadbearing layer not stabilized with cement (U-PSL) are presented in Railway embankment design based on neural networks Three sample sets were prepared and, at that , the first group (group A) was prepared as a small sample size (D=4 cm, H=8 cm), the second group (group B) as a medium sample size (D=8 cm, H=16 cm), and the third group (group C) as a large sample size (D=10 cm, H=20 cm). Thus, three sets with three specimens in each set were prepared. The first set was tested after 7 days of water curing, and the other two sets were tested after 28 days of cure. The total of 180 specimens were prepared. These specimens were divided into three groups, each with five different cement contents (10 %, 15 %, 20 %, 25 %, 30 %) and two different water-cement ratios, w/c (0.4 and 0.5). Thirty specimens tested after 28 days of cure, and thirty specimens tested after 7 days of cure, were used for the unconfined compressive strength testing. The testing was conducted at the IYTE-MAM Laboratory using the universal (static) testing machine. As the analysis does not include the material aging effect for the composite materials subjected to long term dynamic load, further research might be oriented toward preparation of the same samples to be tested under dynamic load (using dynamic uniaxial or triaxial testing machines) which would simulate dynamic train loads. Experimental test results are given in Tables 4 and 5 . (Figure 4 ), the maximum total long term settlement, or the maximum long term differential settlement, should not exceed 10 mm.
Settlement analyses
Long term usually refers to a service life (during operation and after construction) of 30 years [1] . Settlements are calculated from the "natural subgrade level" up to the top of rails, by adding the individual settlements of each layer, except the contribution from steel parts and their connections (i.e. rails and fasteners), which is considered as "rigid" and ignored.
If the above mentioned settlement limits are exceeded, serious safety risks are incurred, which may result in derailing. On the other hand, constructing the rail-track structure on a very rigid (non-settling) embankment may cause reduced riding comfort and increased "wear-and-tear" of tracks with train undercarriage, including wheels. The embankment settlement analysis is made in the paper, and the possibility of replacing the mechanically stabilised 2 m thick load-bearing layer having E v = 80 MPa, with the cement stabilized load-bearing layer, is considered. The thickness and elastic modulus values of the cement-stabilized load-bearing layer were varied, while moduli were obtained from uniaxial compression testing (Tables 4 and 5 ) conducted after 7 and 28 days of cure. The program Plaxis V8 (2D) FEM was used in the embankment settlement analysis, using the following procedure: a) First, the railway embankment was modelled for high speeds ( Figure 5 ). b) In a typical HSRE, there are four different fill layers, above the natural subgrade layer and below the "topof-rails" (Figures 2-4) . Although all these layers have different material properties and conditions (Table 6) , they were considered in the analyses as non-changing. The properties of individual layers were introduced in the analysis because the aim was to replace a usual 2 m thick unstabilized layer (U-PSL) (which is one of four sublayers) with the cement stabilized layer (by varying layer properties depending on cement content) (C-PSL) whose values are shown in Table 7 . For simplicity reasons, it was assumed that the ground water table (GWT) is below the natural subgrade level. c) A finite element mesh was generated for the HSRE model considered (Figure 6 ). Railway embankment design based on neural networks d) Six elastic moduli were obtained for the cementstabilized bearing layer (C-PSL). These moduli are presented in Table 7 . Two water-to cement ratios (0.4 and 0.5) and three cement contents (C=20, 25, 30 %) were varied to obtain the elastic modulus. Tests done for the lower cement contents of 10 % and 15 % were discounted, as they did not meet the criteria of equalling or exceeding the required minimum elastic modulus value of 80 MPa. Table 5 . Results compared with the minimum value of E v =80 MPa for the cement-stabilized layer are presented in Table 9 . Railway embankment design based on neural networks
Results have shown that all total settlement values are within the limiting values and that, consequently, each of these mixes could be used. On the other hand, layer thicknesses meeting the same stiffness requirements can be estimated by making a linear correlation between the elastic moduli of six cement-stabilized mixes (C-PSL) and the elastic modulus of the 2 m thick U-PSL,. Our estimation has shown that the layer thickness can be reduced by up to 70 % by using the highest E v value shown in Table 9 .
Application of neural networks

General information on artificial neural networks
An artificial neural network can identify a relationship among specimens and is therefore capable of solving a whole array of complex problems such as specimen recognition, nonlinear modelling, and classification [14] . A three-layered feedforward artificial neural network (ANN or FFNN) is applied in most cases, Figure 9 . In this network, input data (x i ) are fed into input layer neurons which, in turn, pass them on to hidden layer neurons (z i ), after multiplication with the weight coefficient of connection among neurons (v ij ) [15] :
A hidden layer neuron adds up the weighted input received from each input neuron (x i v ij ), associates it with a bias (b j ), and then passes the information (net j ) to the non-linear tangent hyperbolic transfer function [15] :
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The learning of ANNs is generally accomplished by the back propagation which is the most commonly employed supervised training algorithm. The objective of this algorithm is to obtain the optimal values of the connection weights that would generate an output vector Y= (y 1 , y 2 , ..., y p ) as close as possible to the target values of the output vector T = (t 1 , t 2 ,...,t p ) with the selected accuracy. The optimal weights are found by minimizing a predetermined error function (E) of the following form [15] :
where y i = component of the ANN output vector Y; t i = component of the target output vector T; p = number of output neurons; and P = number of training patterns. In the back propagation algorithm, the signals first flow in forward direction where model produces outputs for each pattern, and then the error is computed. The computed global error is then propagated back towards the input layer during which the values of the weights are updated. The gradient-descent method, along with the chain rule of differentiation, is employed to modify the network weights as follows [15] :
where Dv ij (n) = weight increments between nodes i and j during the n th iteration, Dv ij (n-1) = weight increments between nodes i and j during the (n-1) th iteration; d = the learning rate and a = the momentum factor (inertia). The learning rate (d) is used to increase the likelihood of avoiding the training process getting trapped in a local minimum instead of a global minimum. When it is trapped in local minimum, the solution often follows a zigzag path while trying to reach a minimum error, and this may slow down the training process. In such situations, the momentum factor (a) can be employed to speed up training in very flat regions of the error surface and help prevent oscillations in the weights [15] . The network learns by adjusting biases and weights that link its neurons. Before training, weights and biases of the network must be set to small random values. Also, due to the nature of the sigmoid function used in the back-propagation algorithm, all external input and output values should be standardized before passing them into a network. Without standardization, large values of input into an ANN would require application of extremely small weighting factors, and this could cause a number of problems [15] . Since tangent hyperbolic transfer function extends to minus infinity and plus infinity asymptotically, it never reaches -1 or +1. Therefore, in most cases it is better to compress the data into the -0.9 and +0.9 range. Eq. (5), which compresses all the data into the range of -0.9 to +0.9, was employed in this study for standardization [15] : 
Model Predictions
Three layer feed forward ANN is constructed in order to predict strain, stress, and elasticity in this study. The constructed ANN is used for the three cases where the input vector is the same and the output variable is different for each case, as presented in Figure 10 . Out of the total data base, 45 data sets (training stage) were allocated for network training, while 15 data sets (testing stage) were allocated for efficiency evaluation. The number of neurons in the input and output layers is fixed due to the specified number of input and output parameters. On the other hand, the number of neurons in the hidden layer, the number of epochs (training cycle), the learning rate, and momentum factor values, are decided on by the trial and error procedure. By changing values of these parameters, and keeping track of the error values in each tried case, optimum values of these parameters were selected. This procedure naturally involves many trial combinations, and it would be impossible to present all trial combinations and resulting errors in the scope of this paper. The parameter values that yielded the lowest error for the prediction of stress, strain, and elasticity, are summarized in Table 10 . The back propagation training algorithm that employs the gradient decent method is employed in this study. Since the results obtained are satisfactory, we did not try other training algorithms (such as the radial bases NN, conjugate gradient NN, etc) or other ANN configurations such as those involving more than one hidden layer. Sixty sets of data were employed for the ANN training and testing in this study. As presented in Tables 9 and 10 , the results imply that the number of data was satisfactory. It is of course desirable to have more data: a greater number of data would positively influence the generalisation capabilities of the trained neural network. Yet, it is not uncommon in literature that a similar [16, 17] or lower [18 -20] number of data sets is used quite successfully. Table 11 summarizes error measured for the training stage for three cases of stress, strain, and elasticity predictions. For each case, 900 iterations were performed, after which the error function was flat, and there was no need for additional iterations. Table 12 shows model performance results over the testing periods for the stress, strain and elasticity. As can be seen, the model predicts values with low errors and high correlation coefficients for the three cases. Bar graphs for predicted measured data for each case are presented in Figures 11-13 . As shown in these figures, values predicted according to the model are satisfactory for all cases. Sensitivity analysis has revealed that the proportion of cement is the most sensitive parameter for stress and elasticity. On the other hand, the age is the most sensitive parameter for strain.
Parameters Parameter values
Number of neurons in hidden layer 11 Railway embankment design based on neural networks involves high geometric design standards, good material properties, and very small total differential settlements. Compared to conventional railway fills, HSR embankments are designed to be much stiffer. Laboratory experiments were carried out to determine failure parameters of cemented soil mixes.
The following conclusions can be made: -Out of ten soil-cement mixes prepared, only six meet stiffness requirements (Table 5 ). -The layer thickness can be reduced by about 70 % if C-PSL is used in HSR embankments. -Artificial neural networks FFNN can be used to predict essential stiffness properties of cement-stabilized HSRE layers (i.e. stress, strain and elastic modulus values). -Good results have been obtained through the use of back propagation training algorithms using the gradient decent method and tangent hyperbolic activation function in ANN. -Further studies should be directed toward analysis of aging effect for composite materials subjected to longterm dynamic loads. [7] Lakušić, S., Vajdić, M.: Overview of modern track structures on solid bases, GRAĐEVINAR 63 (2011) 2, 125-134.
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Conclusions
The use of the cement-stabilized subgrade layer instead of the uncemented one in HSR embankments is studied in this paper based on numerical (FEM) and soft computing feed forward neural network (FFNN) methods. The design of HSRE
