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Résumé
Les travaux présentés dans ce rapport portent sur le choix de descripteurs et clas-
sieurs spéciques pour caractériser et reconnaître l'écriture arabe en mode hors ligne.
Diérents types d'écritures ont été considérées allant du linéaire au delà du bidimension-
nel. Nous nous sommes xés des dés aussi bien au niveau de l'écriture : manuscrite,
non contrainte, multi-scripteurs, multi-fontes, bidimensionnelle, etc. qu'au niveau du vo-
cabulaire : spécialisé, large et celui du document : manuscrits non contraints.
Pour chaque type d'écriture, nous avons à la fois considéré les descripteurs les plus
adéquats : des primitives contextuelles pour pallier la variation de la morphologie du
mot, sinon des descripteurs à base de forme comme ceux issus de l'histogramme des
orientations de gradients pour identier le script et sa nature. Un système complet de
discrimination entre mots arabes et latins, imprimés et manuscrits, a été proposé, testé
et comparé sur une base commune de 24000 mots. Un taux d'identication du script de
99.85% est atteint.
Nous avons également utilisé des descripteurs issus de transformations globales comme
la transformée généralisée de Hough ainsi que des descripteurs de contexte de forme
comme les histogrammes log-polaires déduits du contour pour repérer les mots de liai-
son et segmenter les zones de connections dans des anciens manuscrits arabes. Nous
avons proposé un système de segmentation capable de séparer entre les lignes ou mots
inter-connectés à 94% des cas.
Plusieurs types de classieurs ont été testés et utilisés dans des contextes diérents.
Pour traiter un vocabulaire large de mots arabes décomposables, issus de racines tricon-
sonantiques saines, nous avons proposé une combinaison de trois réseaux de neurones
transparents, chacun spécialisé dans une décomposition morphologique particulière du
mot (racine, schème, éléments de conjugaison) en tenant compte des aspects linguistiques
de la langue arabe. L'intégration de connaissances linguistiques dans le processus de la
reconnaissance ainsi que notre vision du mot ont permis d'accroître le taux de reconnais-
sance à 95.33% pour un vocabulaire de taille 5757 mots arabes décomposables (soit un
corpus de 17271 échantillons).
Pour reconnaître les mots arabes manuscrits, nous avons utilisé des modèles gra-
phiques probabilistes dont les modèles de Markov cachés linéaires et planaires et les
réseaux bayésiens reputés par leur puissance dans plusieurs problèmes de reconnaissance
qui nécessitent un raisonnement dans l'incertitude. Nous avons proposé de construire des
modèles 2D en couplant dans un réseau bayésien dynamique deux réseaux de type modèle
de Markov cachés, obtenus respectivement à partir de descripteurs extraits des lignes et
des colonnes des mots. Il en résulte une représentation plus ne d'image du mot, due aux
regroupements des informations concernant les lignes et les colonnes. Les résultats ont
montré qu'un taux de 90.42% pour la reconnaissance de mots arabes maunscrits, issus
iv
de la base IFN-ENIT, est atteignable.
Enn, pour les aspects bidimensionnels, nous avons proposé un analyseur syntaxique
ascendant descendant pour les formules mathématiques arabes. Il s'appuie sur les opé-
rateurs dominants avec décomposition en sous-expressions suivant une grammaire de
coordonnées qui tient compte du contexte pour résoudre les cas de confusions. Cela
nous a permis d'acher un taux de reconnaissance de l'ordre de 91% pour les formules
imprimés.
Mots clés :
Segmentation, Extraction et sélection de descripteurs, Classication, Reconnaissance,
Vocabulaire large, Identication du script, formules mathématiques.
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Abstract
The work, presented in this report, concerns the choice of specic descriptors and
classiers to characterize and recognize the Arabic script in o-line mode. Dierent types
of writings were considered from the linear beyond dimensional. We have set challenges
in writing (handwritten, unconstrained, multi-writers, multi-fonts, bi-dimensional, etc.),
in vocabulary (specialized, large) and in document (unconstrained handwritten).
For each type of writing, we have considered both the most appropriate descrip-
tors : contextual primitives to compensate the word morphology variation, fuzzy logic
to apprehend the writing uncertainty, otherwise shape descriptors as those derived from
the histogram of oriented gradients to identify the script and its nature. A fully system
which discriminates between machine-printed and handwritten words, written in Arabic
and Latin scripts has been proposed, tested and compared using a common base (24000
words). An identication rate of 99.85% is reached.
We also used descriptors from global transformations such as Hough generalized trans-
form and shape context descriptors (notably log-polar histogram deducted from contour
image) to respectively spot separator words and segment connection zones in ancient
Arabic manuscripts. We have proposed a segmentation system able to separate between
interconnected text-lines and words in 94% of cases.
Several types of classiers have been also tested and used in dierent contexts. To
recognize a large vocabulary of Arabic decomposable words, derived from healthy tri-
consonantal roots, we proposed a combination of three neural transparent networks, each
specialized in a particular morphological decomposition of the word (root, scheme and
conjugation elements), taking into account the linguistic aspects of the Arabic language.
The integration of language knowledge in the recognition process and our human vision
of the word allowed us to increase the recognition rate to 95.33% for a vocabulary of size
5757 (a corpus of 17271 word samples).
To recognize handwritten Arabic words, we used probabilistic graphical models :
linear and planar hidden Markov models and Bayesian networks, known by their power in
several recognition problems that require reasoning under uncertainty. We have proposed
to build independent and coupled models. The independent models are hidden Markov
model-based architectures whose observable outputs are respectively features extracted
from word image columns and rows. The coupled models combine these hidden Markov
models architectures into single dynamic Bayesian network. The objective is to consider
all possible correlations between parts of word. The results showed that a recognition
rate of 90.42%, using IFN-ENIT database, is achievable.
Finally, for two-dimensional aspects, we proposed a symbol recognizer, an ascending
and descending parser for Arabic mathematical formula recognition. It is based on the
dominant operators with decomposition into sub-expressions according to a coordinate
vi
grammar that takes into account the context to resolve confusion cases. This allowed us
to post a recognition rate of 91% for machine-printed formulas.
Keywords :
Segmentation, Descriptor extraction and selection, Classication, Recognition, Large
vocabulary, Script identication, Mathematical formulas.
vii
viii
Table des matières
1 Introduction générale 1
2 Contributions en reconnaissance de l'écriture arabe 7
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.2 Contribution 1 : Reconnaissance d'un vocabulaire de mots arabes de grande
taille . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.2.1 Analyse linguistique de l'Arabe . . . . . . . . . . . . . . . . . . . 9
2.2.2 Approche proposée, basée sur l'intégration de connaissances lin-
guistiques . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.2.3 Système proposé, basé sur la collaboration de classieurs neuro-
linguistiques . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.2.4 Expérimentations . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.3 Contribution 2 : Reconnaissance de mots arabes manuscrits . . . . . . . . 19
2.3.1 Etat de l'art . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.3.2 Approche proposée, basée sur les modèles graphiques probabilistes 20
2.3.3 Expérimentations . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.4 Contribution 3 : Reconnaissance de formules mathématiques arabes . . . 26
2.4.1 Formule mathématique arabe : spécicités et dicultés . . . . . . 27
2.4.2 Etat de l'art . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
2.4.3 Système proposé, dirigé par la syntaxe . . . . . . . . . . . . . . . 30
2.4.4 Expérimentations . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
2.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
3 Contribution en identication du script et de sa nature 39
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
3.2 Similarités et diérences entre l'Arabe et le Latin . . . . . . . . . . . . . 40
3.3 Etat de l'art . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
ix
TABLE DES MATIÈRES
3.4 Approche proposée . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
3.4.1 Etude de descripteurs . . . . . . . . . . . . . . . . . . . . . . . . . 43
3.4.2 Méthode des longueurs de plages de niveaux de gris . . . . . . . . 49
3.4.3 Descripteurs à base d'histogramme des orientations de gradients . 51
3.4.4 Expérimentations . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
3.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
4 Contribution en segmentation d'anciens manuscrits arabes 61
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
4.2 Etat de l'art . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
4.3 Système proposé . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
4.3.1 Extraction des zones de connections . . . . . . . . . . . . . . . . . 64
4.3.2 Segmentation des zones de connection . . . . . . . . . . . . . . . . 66
4.3.3 Segmentation des lignes en mots . . . . . . . . . . . . . . . . . . . 73
4.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
5 Conclusion générale et perspectives 79
x
Table des gures
2.1 Modèle percetif, inspiré du système de vision humaine [12]. . . . . . . . . 9
2.2 Notre vision du mot en Arabe. . . . . . . . . . . . . . . . . . . . . . . . . 11
2.3 Architecture du système proposé. . . . . . . . . . . . . . . . . . . . . . . 12
2.4 Description en primitives structurelles du mot 	àðQk. AJÓ. . . . . . . . . . . 13
2.5 Caractéristiques globales d'une image de mot . . . . . . . . . . . . . . . . 13
2.6 Apprentissage par RNT_R d'une même racine à partir de mots diérents. 14
2.7 Apprentissage, par RNT_S, d'un même schème à partir de mots diérents. 14
2.8 Apprentissage, par RNT_C, des mêmes éléments de conjugaison à partir
de mots diérents. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.9 Exemple de combinaison pour la reconnaissance du mot 	áK
XAªK. . . . . . . . 17
2.10 Ligne de base du mot entier. . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.11 (a) Nombre de transitions, (b) Structure du MMC-H (Etape d'initialisation). 22
2.12 (a) Hampes, jambages, boucles et diacritiques, (b) PAWs, (c) Structure
du MMC-V (Etape d'initialisation). . . . . . . . . . . . . . . . . . . . . . 22
2.13 Structure proposée pour Bayes naïf. . . . . . . . . . . . . . . . . . . . . . 23
2.14 Structure proposée pour Bayes naïf augmenté par un arbre. . . . . . . . . 23
2.15 De gauche à droite : RBD0, RBD1 et RBD2. . . . . . . . . . . . . . . . . 24
2.16 Symboles littéreaux et en miroir. . . . . . . . . . . . . . . . . . . . . . . 28
2.17 Larges opérateurs étirés . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
2.18 Formule manuscrite avec de larges opérateurs étirés. . . . . . . . . . . . . 29
2.19 Une même formule écrite par diérentes personnes. . . . . . . . . . . . . 29
2.20 Formules avec (a) symboles qui se touchent, (b) symboles brisés. . . . . . 29
2.21 Style oriental où on utilise des alphanumériques locaux non seulement
pour les nombre et les variables mais aussi pour les noms de fonction et
les opérateurs mathématiques. . . . . . . . . . . . . . . . . . . . . . . . . 31
2.22 Architecture du système proposé. . . . . . . . . . . . . . . . . . . . . . . 31
2.23 Vecteur des caractéristiques du nom de la fonction limite. . . . . . . . . . 32
xi
TABLE DES FIGURES
2.24 Exemple d'analyse syntaxique d'une formule d'intégrale. . . . . . . . . . 37
2.25 Codage MathML retourné par notre système vs. vérité de terrain. . . . . 37
3.1 Types d'écritures arabe et latine. . . . . . . . . . . . . . . . . . . . . . . 40
3.2 Lignes d'écriture. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
3.3 Bande centrale. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
3.4 Régularités et singularités par rapport à la ligne de base. . . . . . . . . . 41
3.5 Le même mot écrit par diérents scripteurs . . . . . . . . . . . . . . . . . 41
3.6 PAWs en écriture arabe. . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
3.7 Ligatures horizontales et verticales des lettres en mots arabes. . . . . . . 42
3.8 Elongations de l'écriture. . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
3.9 Descripteurs issus du prol de la ligne de base. . . . . . . . . . . . . . . . 44
3.10 Prol haut/bas du mot arabe imprimé : éJ
 	K @ 	Q
Ó. . . . . . . . . . . . . . . . 46
3.11 Positions des points diacritiques. . . . . . . . . . . . . . . . . . . . . . . . 47
3.12 Positions des boucles. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
3.13 Formes des jambages. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
3.14 Diérences d'orientation dans les écritures arabe et latine de natures im-
primée et manuscrite. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
3.15 Représentation d'une image par les longueurs de plages de pixels noirs. . 50
3.16 Calcul du descripteur HOG. . . . . . . . . . . . . . . . . . . . . . . . . . 51
3.17 Calcul de l'image gradient. . . . . . . . . . . . . . . . . . . . . . . . . . . 52
3.18 HOGs, selon trois bandes horizontales égales d'un (a) Mot arabe imprimé,
(b) Mot latin imprimé, (c) Mot arabe manuscrit et (d) Mot latin manuscrit. 53
3.19 Division de la bande centrale en 5 cellules. . . . . . . . . . . . . . . . . . 53
3.20 (a) 6 colonnes × 1 ligne, (b) 3 colonnes × 3 lignes, (c) 2 colonnes × 3
lignes et (d) 1 colonne × 6 lignes. . . . . . . . . . . . . . . . . . . . . . . 53
3.21 Disposition de 6 cellules en chevauchement. . . . . . . . . . . . . . . . . . 54
3.22 Illustration de PHOG à chaque niveau de résolution. . . . . . . . . . . . 54
3.23 Descripteurs HOG à 8 barres d'images de mots manuscrits. . . . . . . . . 55
3.24 (a) la distance qui peut être utilisée dans CO-MOG, (b) co-occurrence
d'images de mots à une distance donnée, (c) vectorisation et concatenation
des matrice de co-occurrences pour former le descripteur CO-MOG [53]. . 56
3.25 (a) Du pixel central ; pixel 1 représente 0 à d = 1 ; pixel 2 représente
45; pixel 3 représente 90et pixel 4 représente 135à d = 1 ; (b) Matrice
CO-MOG calculée à d = 2, θ = 0pour un voisinage 8 à 8 autour du pixel
en question. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
3.26 Quelques cas de confusion observés. . . . . . . . . . . . . . . . . . . . . . 58
4.1 Extrait d'une page de registre de dénombrement du 19ème siècle. . . . . 62
xii
TABLE DES FIGURES
4.2 (a) Simple touche, (b) Multi-touche, (c) Chevauchement, (d) Mots hori-
zontalement interconnectés. . . . . . . . . . . . . . . . . . . . . . . . . . 63
4.3 Extraction des lignes de base. . . . . . . . . . . . . . . . . . . . . . . . . 64
4.4 Extraction des connections verticales. . . . . . . . . . . . . . . . . . . . . 65
4.5 Extraction des connections horizontales. . . . . . . . . . . . . . . . . . . 65
4.6 (a) Contexte de forme d'un point d'une première zone de connection,
(b) l'histogramme log-polaire correspondant, (c) Contexte de forme d'un
point d'une seconde zone de connection, (d) l'histogramme log-polaire
similaire à (b), (e) Contexte de forme d'un autre point de la seconde zone
de connection,(f) l'histogramme polaire assez diérent de celui de (b) et
(d). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
4.7 (a) Zone de connection (b), Echantillonnage de ses points de contour. . . 68
4.8 Interpolation de la zone de connection en entrée et le meilleur modèle
après déformation par la transformation TPS pour calculer Dbe. . . . . . 69
4.9 Comparaison des résultats lors de la sélection du meilleur modèle. . . . . 70
4.10 (a) Contour de la partie A après transformation TPS, (b) Contour de la
partie B après transformation TPS. . . . . . . . . . . . . . . . . . . . . . 71
4.11 Résultats de la segmentation en utilisant deux métriques diérentes : (a)
sans ajustement de points intermédiaires, (b) avec ajustement des points
intermédiaires ajustés. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
4.12 Exemples de segmentation pour un Matchscore supérieur ou égal à 0.9. . 73
4.13 Paramètres de la TGH. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
4.14 Représentation du modèle. . . . . . . . . . . . . . . . . . . . . . . . . . . 74
4.15 Même portion appartenant à diérents noms propres. . . . . . . . . . . . 75
4.16 Repérage du nom propre : QÔ« par la TGH. . . . . . . . . . . . . . . . . . 76
4.17 (a) Repérage du mot de liaison 	áK. , (b) Segmentation de la ligne en mots. 76
xiii
TABLE DES FIGURES
xiv
Liste des tableaux
2.1 Caractéristiques considérées. . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.2 Contribution de la collaboration entre les réseaux et les cycles perceptifs
pour le vocabulaire de taille 5757. . . . . . . . . . . . . . . . . . . . . . . 16
2.3 Notre système versus quelques systèmes existants. . . . . . . . . . . . . . 18
2.4 Reconnaissance hors ligne par les MGPs. . . . . . . . . . . . . . . . . . . 20
2.5 Résultats obtenus. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.6 Système proposé versus quelques travaux similaires. . . . . . . . . . . . . 26
2.7 Evaluation de performance par classieur. . . . . . . . . . . . . . . . . . 33
2.8 Etiquettes attribuées. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
2.9 Exemple de règle de la grammaire proposée et son codage MathML. . . . 36
2.10 Taux de reconnaissance par type de formule. . . . . . . . . . . . . . . . . 38
3.1 Synthèse des systèmes d'identication . . . . . . . . . . . . . . . . . . . . 43
3.2 Test avec diérentes méthodes de sélection de descripteurs. . . . . . . . . 48
3.3 Taux moyen d'identication par classe. . . . . . . . . . . . . . . . . . . . 48
3.4 Matrice de confusion. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
3.5 Evaluation de performance par classieur. . . . . . . . . . . . . . . . . . 49
3.6 Evaluation par classeur. . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
3.7 Résultats par descripteur et classieur. . . . . . . . . . . . . . . . . . . . 58
3.8 Nombre de bins d'orientation vs. Taux d'indentication. . . . . . . . . . 58
3.9 Matrice de confusion. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
3.10 Notre système versus quelques travaux similaires . . . . . . . . . . . . . . 59
4.1 Synthèse des travaux sur la segmentation. . . . . . . . . . . . . . . . . . 64
4.2 Résultats des tests. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
xv
LISTE DES TABLEAUX
xvi
CHAPITRE 1
Introduction générale
Mon sujet d'habilitation concerne mes contributions à la caractérisation et la re-
connaissance de l'écriture arabe dans ses diérentes formes. Ce sujet soulève des dés
importants selon la nature : imprimée ou manuscrite, la dimension : linéaire ou bidimen-
sionnelle, de l'écriture et la taille : réduite ou large, du vocabulaire à reconnaître.
Pour l'imprimé, il existe plusieurs polices de caractères avec de nombreux styles et
des mises en page diérentes et complexes. Bien que l'écriture imprimée présente des
caractères bien alignés horizontalement et souvent bien séparés verticalement, de taille
connue et xe avec un graphisme conforme à une fonte ce qui simplie la tâche de la
reconnaissance, il n'existe pas encore de système capable de lire l'Arabe imprimé dans
un environnement non contraint : vocabulaire large, multi-fontes, documents dégradés
et/ou voyellés, etc. Comme signalé par Ben Amor et Ben Amara [1], la reconnaissance
de l'imprimé arabe n'est pas triviale particulièrement à cause de la multitude de fontes
et l'absence de standardisation des calligraphies d'un point de vue typographique.
Dans le manuscrit, l'écriture est souvent sans contrainte. Des lignes successives peuvent
se chevaucher. Certains mots d'une même ligne présentent parfois des accolements qu'il
faut défaire. Les caractères sont souvent ligaturés et leur graphisme est inégalement pro-
portionné provenant de la variabilité intra et inter-scripteurs. En eet, les personnes
n'écrivent pas tous de la même façon, les lettres sont les mêmes mais chacun a sa propre
façon de les écrire. De plus, une même personne peut écrire de manières diérentes dans
des états émotionnels diérents. Plus il y a de scripteurs (droitier/gaucher, enfant/adulte,
homme/femme, diérentes professions), plus il y a de styles d'écritures diérents, plus
la reconnaissance devient dicile. Ainsi, le système de reconnaissance doit faire face aux
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changements des formes des caractères dans un contexte multi-scripteurs où le style du
scripteur, le support et le stylo produisent des variations que le système doit contenir.
Cela nécessite donc l'emploi de techniques de délimitation très spéciques et souvent des
connaissances contextuelles pour guider la reconnaissance.
Ces dés s'accroissent pour l'Arabe à cause de son aspect cursif, le changement mor-
phologique de ses lettres en fonction de leurs positions dans le mot, la possibilité de
ligatures verticales de deux ou trois lettres, etc. Tous ces problèmes et bien d'autres, se
trouvent accentués dans le cas du manuscrit arabe où d'autres facteurs interviennent :
espaces inter et intra-mots de longueurs diérentes, chevauchements possibles entre les
parties d'un même mot, accollement et positions erronées des points et des marques
diacritiques, etc.
La taille du vocabulaire est également un facteur inuant sur les performances d'un
système de reconnaissance ainsi que sur la méthode adoptée. Pour des tâches nécessi-
tant un petit vocabulaire (une trentaine de mots dans le cas de la reconnaissance de
montants de chèques, par exemple) on cherche à reconnaître le mot comme une entité à
part entière. Pour des tâches de très grand vocabulaire on cherche plutôt à reconnaître
les lettres au sein du mot. Cependant, les performances obtenues ne sont pas vraiment
acceptables, excepté dans le cas de corpus spécialisés. Il est habituel de considérer qu'un
petit vocabulaire est consitué d'une dizaine de mots. Un vocabulaire de taille moyenne
comporte une centaine de mots. Un grand vocabulaire rassemble des milliers de mots.
Enn, un très grand vocabulaire (ou très étendu) renvoie à plus d'une dizaine de mil-
liers de mots. Il est évident aussi que dans le cas de petits ou moyens vocabulaires, la
complexité est moindre, car la réduction du nombre limite l'encombrement mémoire et
favorise l'utilisation de méthodes de reconnaissance directes et donc rapides, par balayage
systématique de l'ensemble des mots du lexique.
Ainsi en fonction de certains critères choisis (mono-fonte, multi-fontes, omni-fontes,
mono-scripteur, multi-scripteurs, omni-scripteurs, vocabulaire large ou réduit, etc.), il
peut y avoir des approches de reconnaissance plus dédiées, donc plus ecaces que
d'autres. La reconnaissance du manuscrit cursif à vocabulaire de grande taille présente
sans doute le cas de diculté le plus extrême. A l'opposé, l'écriture isolée imprimée est la
plus facile, car l'eort de reconnaissance se réduit à une simple reconnaissance de lettres
individuelles.
L'écriture bidimensionnelle, comme celle de formules mathématiques, pose aussi des
dés cruciaux tant au niveau de la segmentation des éléments de la formule qu'à celui de
la reconnaissance de ses symboles et l'analyse de sa structure. Il est dicile de retrouver
les opérateurs quand ils ressemblent aux caractères, distinguer les indices et les exposants,
dégager les opérateurs implicites, etc. Notons que contrairement aux mots, les formules
mathématiques utilisent un arrangement bidimensionnel de symboles pour encoder les
informations. Une erreur d'orthographe dans un mot n'empêchera pas la compréhension
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de ce mot. En revanche, une erreur d'un caractère dans une formule mathématique
peut modier complètement son sens. L'écriture en manuscrit de la formule soulève
des problèmes additionnels, comme la déformation et le défaut de positionnement des
symboles, etc. Être capable de comprendre et d'interpréter les formules mathématiques
implique résoudre plusieurs problèmes.
Suivant le type d'écriture (imprimée ou manuscrite, linéaire ou bidimensionelle) et la
taille du vocabulaire (réduite ou grande) qu'un système doit reconnaître, les opérations à
eectuer et les résultats peuvent varier notablement. Ainsi, la compréhension de l'écriture
par l'ordinateur est encore loin d'être pleinement satisfaisante. La raison est liée au fait
que l'analyse et la reconnaissance de l'écriture est un domaine très vaste tant par ses
applications que par ses techniques.
Ce sujet est motivé par le constat que les principaux travaux envisagés dans la lit-
térarture se sont jusqu'à présent principalement focalisés sur des cas spéciques : la
reconnaissance de mots isolés, de quelques fontes, de vocabulaires spécialisés ou pas as-
sez larges, de formules mathématiques simples ou de documents contraints dans leur
format et leur disposition spatiale an d'obtenir des performances acceptables. L'exten-
sion de ces approches à des documents au format et au contenu moins contraints pose
des dicultés spéciques comme la reconnaissance multi-fontes ou multi-scripteurs, le
traitement d'un vocabulaire de grande taille, la segmentation de zones de connections
entre lignes et/ou mots interconnectés, etc. que les approches utilisées pour le Latin ou
pour l'analyse de documents imprimés ne permettent pas de résoudre.
Ces problèmes, comme notié par Ben Amara [2], engendrent une forte inertie à
diérents niveaux notamment dans 1) le choix de descripteurs pertinents pour absorber
la variabilité de la morphologie des lettres et 2) la méthode de segmentation en lettres
ou en pseudo-mots (parties de mots qui peuvent se chevaucher surtout dans le cas du
manuscrit). Bien qu'il existe déjà diérentes approches pour caractériser et reconnaître
l'écriture arabe, les résultats enregistrés n'ont pas pu aboutir à des performances qui
peuvent égaler celles atteintes dans le cas d'autres scripts tel que le Latin. Face à tous
ces problèmes, la nécessité d'une méthodologie robuste s'impose.
Dans ce travail, je fais une synthèse non exhaustive des approches qui pourraient être
envisagées pour dépasser les limitations actuelles. J'ai essayé de mener les techniques aux
frontières en exploitant les aspects linguistiques, notamment la richesse et la stabilité
morphologique de la langue arabe, d'appréhender l'incertitude de l'écriture humaine,
de gérer la complexité et la variabilité des notations mathématiques, etc. Je me suis
attachée à traiter ces aspects en proposant des systèmes plus génériques, plus exibles
et plus robustes.
Notre contribution a été faite à quatre niveaux relatifs aux diérents aspects de
l'écriture : 1) linguistique, 2) bidimensionnel, 3) nature du script et 4) manuscrit :
 Au niveau linguistique, nous avons travaillé sur la reconnaissance d'un grand voca-
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bulaire de mots arabes décomposables issus de racines triconsonantiques saines par
collaboration de réseaux neuro-linguistiques (thèse d'Imen Becheikh). Nous avons
essayé d'accompagner une recherche qui était initiée par Cheriet [3] et par Kanoun
[4]. Cette recherche préconise l'intégration de connaissances linguistiques dans le
processus de reconnaissance. Nous avons tenté ainsi d'exploiter la richesse et la
stabilité morphologique de la langue arabe en factorisant le mot autour de la ra-
cine. Cela a permis de mettre en facteur plusieurs composants communs des mots,
ce qui a eu pour conséquence une économie dans la représentation du vocabulaire.
Nous avons combiné trois classieurs spéciques dans la reconnaissance d'entités
bien déterminées (racine, schème et éléments de conjugaison). Nous avons utilisé
des réseaux de neurones transparents comme classieurs de mots à partir de leurs
descriptions en primitives structurelles globales en couplant des cycles perceptifs
aux réseaux. Une thèse soutenue, cinq articles de conférence internationales (ICM-
WI'10, DRR'10, ACIT'09, ICPR'08, ICDAR'07) et un article en journal (IJPRAI)
sont issus de ce travail.
 Concernant l'aspect bidimensionnel, nous nous sommes inspirés d'un ancien travail
sur les formules mathématiques. Partant de la thèse de Belaïd [5] sur la reconnais-
sance en ligne de formules mathématiques latines, j'ai poursuivi d'abord ce travail
sur des documents mathématiques hors ligne et ce dans le cadre de ma thèse de
doctorat en proposant un système de segmentation par extraction automatique
de formules mathématiques à l'intérieur et à l'extérieur du texte. Ensuite, nous
avons proposé, dans le cadre de la thèse de Kaouther Khazri, un système dirigé
par la syntaxe pour reconnaître des formules mathématiques arabes en mode hors
ligne. En s'appuyant sur des descripteurs statistiques et un classieur K∗, pour
représenter et reconnaitre les symboles mathématiques, un analyseur syntaxique
ascendant-descendant a été proposé. Il repose sur la dominance d'opérateurs pour
diviser récursivement la formule en sous expressions plus simples. Dans le système
proposé, les modules de reconnaissance des symboles et d'analyse structurelle s'in-
teragissent d'une manière étroite. Il est ainsi possible d'utiliser des informations
structurelles pour aider à prédire les symboles en confusion. La représentation
de structure de formule est codée en MathML, ce qui facilite le traitement au-
tomatique, la recherche et la réutilisation des formules mathématiques. Dans ce
travail, j'ai encadré deux mastères de recherche et une thèse. Cinq articles publiés
dans des conférences internationales (ASAR'17, ICDAR'15, ICTIA'14, CIFED'10,
GREC'09) sont issus de ce travail.
 Au niveau du script et sa nature, nous avons proposé de séparer l'Arabe du La-
tin de natures imprimée et manuscrite, au niveau du mot (thèse d'Asma Saïdani).
Nous avons cherché une représentation du mot qui soit à la fois susamment
générique pour englober tous les types d'écritures, et susamment discriminante
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pour ne représenter qu'un des scripts. C'est une représentation intermédiaire, basée
sur le calcul de plusieurs descripteurs, permettant de mieux résumer l'information
que les seules valeurs des pixels. Au départ, nous avons extrait plusieurs types de
descripteurs (statistiques, structurels, etc.) d'images de mots. Plusieurs types de
classieurs (Bayes, k -plus proches voisins, les séparateurs à vaste marge, etc.) sont
aussi testés. Ensuite, nous avons proposé une méthode alternative de discrimina-
tion entre mots arabes et latins, en se basant sur l'inclinaison et l'orientation de
l'écriture. Cette méthode s'appuie sur le concept d'histogramme des orientations
de gradients. Dans ce travail, j'ai encadré un mastère et une thèse. Six articles
publiés dans des conférences internationales (ATSIP'16, ICDAR'15, SoCPaR'14,
ICTIA'14, ICDAR'13, ICDAR'11) et quatre papiers journaux publiés (PAA, ELC-
VIA, ELCVIA, IJCIS).
 Au niveau du manuscrit, nous avons abordé la problématique de la segmentation en
lignes et en mots que nous avons appliquée sur des anciens manuscrits arabes (thèse
de Nabil Aouadi). L'objectif est de repérer et segmenter les zones de connections
entre lignes successives ou entre mots de la même ligne. Les manuscrits utilisés
sont des registres de dénombrement issus du 19ème siècle. Ils présentent beaucoup
de spécicités tant au niveau de l'écriture elle même où diverses distorsions sont
présentes, qu'à celui de la syntaxe utilisée pour l'écriture des noms et des prénoms
avec beaucoup de répétitions, de renvois aux noms de parents, etc. Le repérage des
zones de connections entre lignes s'est fait par analyse du prol de la projection
verticale et entre les mots par une squelettisation suivie d'une recherche des points
d'intersection au dessous de la ligne de base. Une fois les zones de connections
repérées, elles sont segmentées en se basant sur le descripteur de contexte de forme
et une fonction de déformation. Nous nous sommes inspirés des travaux de Belongi
et al. [6] et celui de Kang et al. [7] et proposé une nouvelle forme d'appriement entre
la zone de connection à segmenter et les modèles stockés dans un dictionnaire ce qui
a permis une nette amélioration dans les résultats. La méthode de segmentation,
mise en place, a permis aussi de segmenter les lignes en entités informatives :
nom et prénoms en dégageant les mots de liaison. Nous nous sommes servis de la
syntaxe des noms de personnes et nous avons proposé une méthode de repérage
des mots de liaison en nous basant sur la transformée généralisée de Hough. Dans
ce travail, j'ai encadré deux mastères de recherche et une thèse. Dix papiers de
conférences internationales publiés (ICFHR'16, ICDAR'15, ICFHR'14, SoCPaR'14,
PSIVT'13, DRR'13, ICEESA'13, CIMTA'13, GREC'11, PATTERNS'11) ainsi que
trois papiers journaux (PAA, IJCIS, IAJeT) sont issus de ce travail.
Un autre travail, concernant l'aspect manuscrit de l'écriture, s'attache à la recon-
naissance de mots arabes isolés (thèse d'Akram Khémiri). Nous avons expérimenté
diérents modèles graphiques probabilistes en vue de prouver leur bonne adapta-
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tion à modéliser les variations morphologiques des lettres et leur capacité à résoudre
les problèmes épineux de la segmentation. Nous avons implémenté des modèles
markovien linéaires horizontaux (MMC-H) et verticaux (MMC-V). Nous avons de-
couvert que le MMC-V est capable de mieux reconnaître les mots que MMC-H car
l'information est étagée en trois bandes et qu'en exploitant les corrélations entre
variables, une modélisation plus ne peut être obtenue. Dans ce sens, nous nous
sommes inspirés du travail d'Alkhateeb [8] et nous nous sommes orientés vers les
réseaux bayésiens dynamiques par couplage des ux de données en un seul modèle.
Ce couplage est eectué grâce à une architecture qui combine MMC-H et MMC-
V dont les entrées sont des descripteurs structurels extraits respectivement des
bandes horizontales et verticales du mot. Il en résulte une représentation plus ne
d'image du mot et une amélioration du cadre basique du MMC. Dans ce travail,
j'ai encadré un mastère et une thèse. Six articles dans des conférences nationales et
internationales (CUP'16, ICFHR'16, ICDAR'15, ICFHR'14, ICFHR'12, CIDE'12)
et un papier journal publié dans ELCVIA sont issus de ce travail.
A travers ces travaux, nous avons essayé de montrer comment la reconnaissance de
l'écriture se ramène à des choix précautionneux de descripteurs et de classieurs aptes
à les intégrer avantageusement. Nous avons également étudié l'impact du choix de ces
descripteurs et classieurs sur les performances des systèmes de reconnaissance de l'écri-
ture, d'identication du script ou de segmentation de documents. Des bases de données
spéciques et des documents de vérité ont été construits à cet eet.
Le présent document est structuré comme suit :
 Après ce chapitre introductif, le chapitre 2 est consacré à la présentation de nos
contributions en reconnaissance de l'écriture. Il s'intérsse particulièrement au choix
de descripteurs et classieurs spéciques dans le cadre de : 1) la reconnaissance d'un
vocabulaire large de mots arabes, 2) la reconnaissance de mots arabes manuscrits
et 3) la reconnaissance formules mathématiques arabes.
 Le chapitre 3 est consacré à l'étude de choix de descripteurs et classieurs dans le
cadre de l'identication du script et de sa nature où l'objectif est de séparer l'Arabe
du Latin.
 Le chapitre 4 est destiné à la segmentation en lignes et en mots de manuscrits
arabes.
 A ces chapitres sont jointes une conclusion générale en présentant quelques pers-
pectives pour la poursuite de ces travaux et une liste de références bibliographiques.
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CHAPITRE 2
Contributions en reconnaissance de
l'écriture arabe
2.1 Introduction
La reconnaissance de l'écriture vise la conversion d'un texte écrit en une représen-
tation compréhensible par une machine et facilement reproductible par un logiciel de
traitement de texte. Parce que chaque personne produit une écriture qui lui est propre,
et parce qu'il existe de nombreuses polices de caractères pour l'imprimé avec de nom-
breux styles et des mises en page diérentes et complexes, l'écriture possède une innité
de représentations ce qui rend dicile sa reconnaissance automatique.
Dans le processus complet d'un système de reconnaissance de l'écriture, la classica-
tion joue un rôle important en se prononçant sur l'appartenance d'une forme telle qu'un
graphème, un caractère ou un mot à une classe. L'idée principale de la classication est
d'attribuer une forme non connue à une classe prédénie à partir de la description de
la forme. De ce fait, l'extraction de descripteurs (encore appelés caractéristiques, indices
visules, primitives ou même paramètres), c'est-à-dire la représentation des données d'en-
trée, est une étape critique et cruciale dans les systèmes de reconnaissance car même si on
utilise un classieur très performant celui-ci ne peut compenser un mauvais choix de des-
cripteurs. La sélection des descripteurs pertinents, discriminants et de dimension limitée,
tout en évitant le risque de perte des informations importantes et signiantes, est alors
d'une grande d'importance pour les raisons suivantes : 1) la mauvaise représentation des
données par des descripteurs conduit à des résultats insatisfaisants dans la reconnais-
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sance et 2) beaucoup de redondance de la représentation conduit à des confusions. Par
conséquence, de très nombreux travaux sont consacrés à la recherche sur des méthodes
d'extraction de descripteurs pertinents, vue l'importance de sélectionner un ensemble de
descripteurs discriminants pour la conception des systèmes de reconnaissance puissants
et performants. Ainsi, les descripteurs et les classieurs sont des élements fondateurs
en reconnaissance de l'écriture. Leur choix et associations sont capitales en fonction des
caractéristiques de la langue et la qualité du document.
La synthèse des travaux considérés, par Ben Amor et Ben Amara dans [9], montre
que les diérents types de descripteurs (structurels, géométriques, statistiques, issus de
transformations globales, corrélations, etc.) ont été pratiquement toutes utilisées pour
la description de l'Arabe, cependant le problème de la caractérisation reste encore d'ac-
tualité. Ce chapitre présente l'étude de nos choix de descripteurs et classieurs dans le
cadre de nos trois premières contributions notamment 1) la reconnaissance d'un grand
vocabulaire de mots arabes, 2) la reconnaissance de mots arabes manuscrits et 3) la
reconnaissance de formules mathématiques arabes.
2.2 Contribution 1 : Reconnaissance d'un vocabulaire
de mots arabes de grande taille
Ma première contribution, faisant l'objet d'une thèse que j'ai encadré celle d'Imen
Bencheikh, porte sur la reconnaissance d'un vocabulaire large de mots arabes décompo-
sables, issus de racines saines tri-consonantiques. Ce problème pose des dés à cause de
la complexité morphologique de la langue arabe, la rareté des données d'apprentissage
disponibles, le nombre gigantesque de mots arabes (les mots eectifs arabes se comptent
en millions [10]) ce qui rend leur traitement automatique irréaliste. Plusieurs travaux
de recherche ont ciblé la reconnaissance d'un vocabulaire large de mots arabes. Certains
chercheurs ont reconsidéré des approches proposées pour le Latin en les adaptant aux
particularités de l'écriture arabe, sans exploiter l'aspect linguistique. D'autres chercheurs
ont opté pour l'intégration de connaissances linguistiques pour guider le processus de la
reconnaissance. Mais aucune approche n'a vraiment exploité la richesse et la stabilité
de la langue arabe et leur impact sur le processus de la reconnaissance de l'écriture.
Nous persistons à croire que les approches prometteuses sont celles intégrant dans le
processus de reconnaissance des informations linguistiques permettant de guider le pro-
cessus de reconnaissance. Pour le prouver, nous allons montrer comment l'incorporation
de connaissances linguistiques dans un modèle perceptif permet la reconnaissance d'un
vocabulaire large de mots arabes où l'approche proposée allie la morphologie de la langue
arabe au processus de lecture humaine. Cette approche est inspirée du système neuronal
cognitif de Mc Clelland et Rumelhart (voir la Figure 2.1) permettant une représentation
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du mot par couches, allant du local au global et inversement [11].
Figure 2.1  Modèle percetif, inspiré du système de vision humaine [12].
Dans ce qui suit, nous présentons une brève analyse linguistique de l'Arabe. Ensuite,
nous décrivons les manières avec lesquelles les connaissances linguistiques arabes ont
été considerées pour la reconnaissance de l'écriture arabe dans des travaux de recherche
connexes antérieurs. Après, nous discutons certains problèmes qui doivent être surmontés
par le biais de l'approche neuro-linguistique proposée. Enn, nous détaillons l'approche
proposée, basée sur une collaboration de classieurs neuro-linguistiques en détaillant
les étapes d'extraction de descripteurs et classication. Des séries d'expérimentations
ont été éectuées pour démontrer la robustesse et la stabilité des classieurs, face à un
vocabulaire de plus en plus large.
2.2.1 Analyse linguistique de l'Arabe
Un mot arabe est décomposable ou non. A	Q 	̄ (France), PñJ»X (Docteur) et éJ
 	K AÖ
ß
(Huit) sont des exemples de mots non décomposables. Un mot décomposable dérive
d'une racine selon un schème donné. La racine est la forme du verbe nue. Elle est soit
tri-consonantique (trois lettres), soit quadri-consonantique (quatre lettres). Elle est aussi
soit saine, soit mal saine (contient au moins une lettre voyelle : ø
 , ø, ð, @). La racine est
interférée avec des schèmes pour former des mots. Le schème peut être considéré comme
étant un patron qui est régi par des règles bien déterminées. Ces schèmes produisent
des noms et des verbes [13]. Ainsi, le mot décomposable est composé de morphèmes :
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racine, préxe, inxe et suxe. Le préxe et le suxe correspondent aux éléments de la
conjugaison : le temps (passé/présent), la voix (passive/active), le sujet (la personne, le
genre, le nombre), le fait que le nom soit déni ou indéni, etc.
Le nombre de schèmes peut atteindre 70 (exemples : Èñª 	®Ó, ÈAª 	®J@, É«A 	®Ó, ÈAª 	®Ó,
É«A 	̄ , Éª 	® 	JÓ, ÈAªJ 	̄ @, etc.). 808 racines saines tri-consonantiques peuvent générer un lexique
de 98000 mots [14]. En moyenne, 80 mots fréquemment utilisés peuvent dériver d'une
racine donnée dans des schèmes variés [15]. Un mot décomposable suit un schème donné
selon qu'il soit un verbe (exemple : I. J» : Éª
	̄ , écrire), un nom d'agent (exemple : I. KA¿ :
É«A 	̄ Õæ @, un écrivain), un nom de patient (exemple : H. ñJºÓ : éK. Èñª
	®Ó, écrit), un nom
de machine (exemple : H. AJ» :
éË

@ Õæ @, un livre), un nom de procès (Exemple :
éK. AJ» : PYÓ,
écriture), un nom de place (Exemple : éJ. JºÓ, 	àA¾Ó Õæ@, une bibliothèque), un pluriel brisé
(exemple : I. J» : ÕËA Q

	« Q	m» 	YÓ ©Ôg. , livres), etc.
Notons que la racine d'un mot ne convient pas forcément à n'importe quel schème.
Certaines règles de cohérence doivent être vériées avant d'appliquer un schème à une
racine. Par exemple, le superlatif (ÉJ
 	 	®K Õæ @) ne peut pas être utilisé pour la racine :
I. J».
De ces mots, plusieurs classes de vocabulaires peuvent être formés. Nous nous sommes
intéressés, dans ce travail, au vocabulaire de mots arabes décomposables issus de racines
trilitères saines parce que la plupart des mots arabes sont morphologiquement dérivés
d'une liste de racines et la majorité de ces racines sont composées de trois consonnes.
2.2.2 Approche proposée, basée sur l'intégration de connaissances
linguistiques
Les résultats de la reconnaissance de l'écriture arabe, qu'elle soit imprimée ou ma-
nuscrite, sont globalement satisfaisants et dépendent, comme pour le Latin, de la taille
du vocabulaire et de complexité du script. Mais, la nature cursive de l'écriture arabe
multiplie de facto la diculté de sa reconnaissance. En outre, le problème de la largeur
du vocabulaire constitue une diculté de plus. De nombreuses études soulignent la ri-
chesse et la stabilité de l'Arabe en termes de concepts morpho-phonologiques propres
à cette langue [3], [16], [14]. Les tendances actuelles sont pour incorporer des connais-
sances linguistiques, soit en les maintenant comme une étape indépendante, soit en les
intégrant en partie ou totalement dans la chaîne de reconnaissance [3]. A titre d'exemple,
nous pouvons citer l'approche axale, proposée par [4], puis reconsidérée par [16] pour
la reconnaissance de textes imprimés, qui consiste en la segmentation des mots en lettres
et la reconnaissance de leurs entités morphologiques où on a utilisé plusieurs concepts
linguistiques, notamment des restrictions axales et sémantiques pour guider la recon-
naissance.
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Notre vision du mot est diérente : un mot décomposable est le résultat de la déri-
vation de sa racine selon un schème conjugué. Ce dernier est l'association du préxe et
du suxe (lettres de la conjugaison issues du temps, du genre, du nombre, etc.) à un
schème bref. La dérivation de la racine suivant le schème bref donne le radical comme
expliqué dans la Figure 2.2. Cette dérivation donne naissance à un mot représentant
éventuellement : un préxe, un inxe et un suxe. Les schèmes brefs ne dépassent pas
les 75. Les schèmes conjugués sont de l'ordre de 1400. Ainsi, pour reconnaître un mot,
nous avons juste besoin d'identier sa racine et son schème conjugué, sans avoir besoin
de le segmenter en lettres.
Figure 2.2  Notre vision du mot en Arabe.
Le problème de la reconnaissance d'un vocabulaire large de mots arabes se réduit
ainsi à un problème de factorisation autour du mot en associant les aspects linguistiques
de manière à élargir le spectre de la reconnaissance à d'autres mots présentant les mêmes
caractéristiques linguistiques. Dans ce sens, nous avons proposé une approche linguistique
générique fondée sur la collaboration de trois classieurs linguistiques pour reconnaître
respectivement la racine de laquelle le mot se dérive, le schème que le mot suit et ses
éléments de la conjugaison. Le mot est enn reconnu par sa reconstition à partir de sa
racine, son schème et ses éléments de conjugaison.
2.2.3 Système proposé, basé sur la collaboration de classieurs
neuro-linguistiques
Le système proposé consiste en la collaboration de trois classieurs bien déterminés,
spécialisé chacun en l'apprentissage et la reconnaissance de l'un des trois concepts : ra-
cines, schèmes et éléments de conjugaison. Ces classieurs peuvent être des RNAs, tels
qu'ici proposés, des MMCs ou autre type de classieurs. Selon l'approhe de reconnais-
sance adoptée (globale, locale ou hybride) avec ou sans retours (pour une vérication
locale), et le type de descripteurs extraits, diérents systèmes peuvent être conçus. Dans
ce travail, nous avons adopté l'approche hybride (qui opère globalement puis localement).
Nous avons utilisé des réseaux de neurones transparents (RNT_R, RNT_S et RNT_C).
Nous avons extrait des primitives structurelles globales et opté pour un ranement local
à des cycles perceptifs (voir la Figure 2.3).
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Figure 2.3  Architecture du système proposé.
Notre choix pour les RNAs est justié par 1) leur aptitude naturelle à fournir des
surfaces de décision complexes (par combinaison non linéaire des primitives) et 2) leur
grande capacité d'apprentissage. Leur inconvénient étant l'eet de boites noires. Pour
remédier à cela, nous nous sommes orientés vers les réseaux de neurones transparents
(RNTs) où un concept bien déterminé est associé à chaque neurone ce qui favorise l'ana-
lyse et la correction rapides des résultats. De plus, ce genre de modèle transparent est
inspiré du système à vision humaine (voir la Figure 2.1) développé d'abord par W.S. Mc
Culloch [12], utilisé ensuite pour le Latin par M. Côté [17] et reconsidéré pour l'Arabe
par S. Maddouri [18], par l'utilisation d'un RNT ayant autant de couches que de niveaux
de décomposition du mot arabe. Rappelons que ce modèle opère d'abord globalement par
extraction de primitives structurelles globales, puis en ranant la vision par un retour
local suivant des cycles perceptifs. Notons que ce modèle ne nécessite pas une étape de
segmentation qui pose problème en raison de l'aspect cursif de l'écriture arabe. Il sut
d'extraire des primitives structrelles globales pour représenter le mot.
Extraction de primitives structurelles
Comme le montre la Table 2.1, une caractéristique est une hampe, un jambage, une
boucle, des diacritiques ou rien de ce qui précède et une position dans le PAW : au
début, au milieu, à la n ou isolée. Nous avons considéré une primitive toute combinaison
de caractéristiques. L'association primitive-position est faite parce qu'une même lettre
peut présenter plusieurs caractéristiques de forme en même temps (boucle, diacritiques,
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Table 2.1  Caractéristiques considérées.
Désignation Caractéristique Description
H Hampe Caractéristique au dessus de la bande de base
J Jambage Caractéristique au dessous de la bande de base
B Boucle Intersection de deux contours fermés
P Points dicritiques hauts Diacritiques au dessus du corps du mot
Q Diacritiques bas Diacritiques au dessous du corps du mot
R Rien Aucune des cinq caractéristiques listées ci-haut
D Début Position de la caractéristique au début du PAW
M Milieu Position de la caractéristique au milieu du PAW
F Fin Position de la caractéristique à la n du PAW
I Isolé Caractéristique isolée
etc.) et une seule position dans un PAW. Par exemple, la primitive BD désigne une
boucle au début du PAW comme pour les lettres Ó ou  et la primitive JPI désigne
un jambage isolé avec des diacritique hauts comme pour les lettres , 	à et . L'étape
d'extraction de primitives vise ainsi à générer, pour un mot donné, sa description en
primitives structurelles, de droite à gauche, comme le montre la Figure 2.4.
Figure 2.4  Description en primitives structurelles du mot 	àðQk. AJÓ.
Pour cela, il faut extraire des caractéristiques globales telles que des hampes, des jam-
bages, des boucles, etc. avec leurs positions respectives, comme le montre la Figure 2.5.
Figure 2.5  Caractéristiques globales d'une image de mot
Apprentissage des classieurs
Nous avons xé pour chaque mot (échantillon de la base d'apprentissage), les entrées
et la ou les sorties désirées pour un apprentissage supervisé de classieurs. La fonction
d'activation des neurones étant la fonction Sigmoïde. Les pondérations des connections
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entre les neurones étant initialisées aléatoirement. La règle d'apprentissage utilisée est la
règle de rétro-propagation du gradient.
 RNT_R est un réseau à trois couches (primitives, lettres et racines) contenant
respectivement 50, 104 et 101 neurones qui apprend comment 1) ignorer les préxes,
inxes et suxes et 2) ne tenir compte que des lettres de la racine du mot. Cette
modélisation reste dèle à la morphologie de l'Arabe où trois lettres permettent de
générer plusieurs racines. Par exemple, YªK. , I. «X, ¨YK. et YJ.« sont quatre racines
tri-consonantiques formées des mêmes lettres H. , ¨ et X. Notons que contrairement
aux systèmes de reconnaissance classiques où l'apprentissage d'un mot se fait via
des échantillons diérents de ce même mot, RNT_R permet plutôt l'apprentissage
d'une racine via des mots diérents (mais issus d'une même racine) comme le
montre la Figure 2.6.
Figure 2.6  Apprentissage par RNT_R d'une même racine à partir de mots diérents.
 RNT_S a trois couches (primitives, lettres et schèmes) contenant respectivement
50, 28 et 22 neurones. A l'opposé de RNT_R, RNT_S apprend à ignorer les lettres
de la racine et à se concentrer sur celles du schème que le mot suit. Ainsi, face à un
échantillon, suivant un schème donné, RNT_S se spécialise dans l'apprentissage des
schèmes, en faisant contribuer quelques lettres déterminantes des schèmes parmi les
28 lettres vers le schème en question. RNT_S favorise l'apprentissage d'un schème
via des mots diérents (mais dérivés de la même schème) et non pas des échantillons
diérents de ce schème (voir la Figure 2.7).
Figure 2.7  Apprentissage, par RNT_S, d'un même schème à partir de mots diérents.
 RNT_C est un réseau à trois couches (primitives, lettres et conjugaisons) conte-
nant respectivement 50, 30 et 12 neurones. Ce réseau apprend comment ignorer
les inxes et ne tenir compte que des lettres du mot qui correspondent aux élé-
ments de la conjugaison (exion). RNT_C favorise l'apprentissage des éléments de
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conjugaisons via des mots diérents mais ayant subi une même conjugaison (voir
la Figure 2.8).
Figure 2.8  Apprentissage, par RNT_C, des mêmes éléments de conjugaison à partir
de mots diérents.
Collaboration des classieurs
Nous expliquons ici les phases d'apprentissage et de reconnaissance dans un contexte
de collaboration des trois RNTs.
 Apprentissage dans un contexte de collaboration : Nous avons observé les
comportements des réseaux après avoir eectué leurs apprentissages séparément.
Nous avons constaté que les scores de RNT_S sont les meilleurs et qu'il vaudrait
mieux compter sur ce réseau dans la supervision des autres réseaux : RNT_R et
RNT_C. Pour cela, nous avons suivi les étapes suivantes : 1) alimenter chaque
réseau par les primitives structurelles du mot à apprendre, 2) fournir à RNT_R la
racine du mot, à RNT_S son schème et à RNT_C ses éléments de conjugaisons,
an que chaque réseau ajuste les pondérations de ses connections selon la sortie dé-
sirée correspondante, et 3) compter sur le schème du mot pour superviser RNT_R
et RNT_C.
 Reconnaissance dans un contexte de collaboration : Les étapes à ce niveau
sont : 1) alimenter les trois réseaux par les primitives structurelles du mot à re-
connaître, pour que les trois réseaux proposent leurs candidats respectifs pour la
racine, le schème et les éléments de conjugaison, 2) autoriser RNT_S à superviser
RNT_R et RNT_C, 3) appliquer des cycles perceptifs, séparément à RNT_R,
RNT_S et RNT_C pour raner la vision et écarter ainsi les mauvais candidats,
4) utiliser des contraintes linguistiques pour rejeter d'autres confusions, en inférant
les sorties de RNT_R et celles de RNT_S, puisqu'en Arabe, une racine n'est pas
cohérente avec tous les schèmes et vice-versa et 5) reconstituer le mot à partir de
la racine, du schème et des éléments de conjugaison retenus.
Notons que les cycles perceptifs servent à éliminer les mauvais candidats de racines,
de schèmes et d'éléments de conjugaison via des retours arrières à vision locale qui
complète ce qui a échappé à la vision globale. Il s'agit de reprendre le processus de
reconnaissance, chaque fois que le réseau rencontre une ambiguïté, et ce en acti-
vant certaines entrées, en inhibant d'autres ou bien en agissant directement sur des
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neurones des couches internes. Tout ceci est évidemment favorisé par la transpa-
rence des réseaux utilisés. L'application de contraintes linguistiques, consiste en la
vérication de règles de cohérence entre les racines et les schèmes candidats. Cette
phase devrait exclure les fausses propositions.
2.2.4 Expérimentations
Pour générer un vocabulaire, nous avons utilisé entre 51 et 101 racines et nous avons
dérivé plusieurs mots selon 22 schèmes en faisant varier les éléments de la conjugai-
son (masculin, féminin, singulier, duel, pluriel, présent, passé, etc.). Pour construire la
base de mots, nous avons utilisé trois fontes arabes : Arial, AGA Abasan Regular et
AF_Buryidah dans des polices diérentes où il est possible d'observer plusieurs varia-
tions dans la hauteur des lettres, de la distance entre les lettres, de la forme et la hauteur
des hampes, de la profondeur et la forme des jambages, ligature verticale de quelques
lettres, etc.
Pour étudier la stabilité des réseuax face à la taille du vocabulaire, nous avons utilisé
8 vocabulaires de tailles diérentes qui varient de 1000 à 1700 mots en injectant 100
nouveaux mots à chaque fois. Nous avons constaté que RNT_R se comporte d'une
manière stable avec l'accroissement de la taille du vocabulaire et que plus le vocabulaire
est large, plus RNT_S apprend mieux puisque le nombre des schèmes est xe.
Pour évaluer la performance des réseaux, nous avons utilisé un vocabulaire large de
taille 5757, issu de 101 racines (soit 17271 échantillons dont les deux tiers ont servi pour
l'apprentissage et le reste pour les tests). L'évaluation est d'abord faite pour chacun
des réseaux séparement, ensuite en collaboration et nalement en considérant les cycles
perceptifs. Nous avons constaté à chaque fois une nette amélioration des taux de recon-
naissance (voir la Table 2.2). Cela prouve la contribution de la collaboration entre les
réseaux et l'intérêt des cycles perceptifs quant la reconnaissance d'un vocabulaire large de
mots arabes. Notons que les résultats achés sont fortement liés à la phase d'extraction
de primitives (évaluée à 97% sur un vocabulaire de taille 5757 mots).
Table 2.2  Contribution de la collaboration entre les réseaux et les cycles perceptifs
pour le vocabulaire de taille 5757.
RNT_R(%) RNT_S(%) RNT_C(%)
Sans collaboration 90.73 95.65
Avec collaboration/ Sans cycles 94.91 95.65 97
Avec collaboration/ Avec cycles 95.62 98.75 97.95
Pour calculer le taux de reconnaissance des mots ou de leur restitution à partir des
racines, schèmes et élements de conjugaisons, nous avons combiné les trois sorties des
réseaux. Pour restituer le radical, à partir des schèmes et racines proposés, nous avons
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calculé pour chaque mot, le maximum des produits de la probabilité majoritaire (à priori)
du schème avec la probabilité à posteriori de la racine sachant ce schème. Le top1, total
de restitution suite à cette combinaison est de 95.33% pour un vocabulaire de taille 5757
mots. Bien que, ce taux soit satisfaisant, il importe de noter que la présence de racines
morphologiqument semblables (décrites par les mêmes primitives structurelles) nuit à
l'apprentissage et par conséquent abaisse le taux total de restitution.
La Figure 2.9 illustre un exemple de reconnaissance d'un mot par combinaison des
sorties des trois réseaux. Notons que la combinaison a permis de rejeter le schème É«A 	̄ ,
le premier candidat de RNT_S (bien que son activation est égale à 0.8), et retenir le
schème ÈAª 	̄ , le deuxième candidat (activé à 0.73). En eet, étant supervisé par le schème
É«A 	̄ , le réseau RNT_R propose la racine ÈY« avec une précision 0.61, alors que supervisé
par le schème ÈAª 	̄ , il retrourne la racine YªK. . avec une certitude de 0.92. En multipliant
les probabilités respectives et en les comparant : (0.8 ∗ 0.61 = 0.48 < 0.67 = 0.73 ∗ 0.92),
le mot 	áK
XAªK. (combiné à 0.67) prend le dessus sur 	áËXAªK
 (combiné à 0.48).
Figure 2.9  Exemple de combinaison pour la reconnaissance du mot 	áK
XAªK. .
Il importe de noter que notre système est capable de reconnaître des échantillons
de mots qui n'ont pas été appris auparavant : des mots qui n'apparaissent pas dans le
vocabulaire considéré. Par exemple, les deux mots 	àA 	®ËA 	m× et I»PX

@ ne gurent pas dans
le vocabulaire traité mais leurs entités morphologiques ont bien été reconnues puisque
d'autres mots ont permis l'apprentissage des racines 	­Ê 	g et P̧X et des schèmes É«A 	®Ó
et Éª 	̄

@. Ceci conrme l'aspect générique de l'approche et son aptitude à reconnaître un
plus grand nombre de mots sans nouvel apprentissage.
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Comme notre système est basé sur une approche neuro-linguistique, à vision globale
qui intègre des connaissances linguistiques alors qu'elle traite un vocabulaire large, nous
l'avons comparé à d'autres systèmes qui 1) utilisent des propriétés linguistiques, comme
ceux proposés dans [14] et [16] et 2) sont conçus pour traiter des vocabulaires larges,
comme ceux proposés dans [19] et [20], bien que les expérimentations de certains de ces
systèmes sont menées sur des vocabulaires qui ne sont pas susamment larges (voir la
Table 2.3).
Touj et al. dans [19] ont proposé une approche à base de MMCs planaires pour la
reconnaissance de l'écriture arabe manuscrite et ce en décomposant l'écriture en cinq
régions horizontales homogènes (région médiane, des hampes, des jambages, des dia-
criques hauts, des diacritiques bas). Chaque région est décrite par un 1D-HMM. Kanoun
et al. dans [14] ont proposé un système pour la reconnaissance de textes imprimés.
Leur approche est dite axale et consiste en la segmentation des mots en lettres et la
reconnaissance des entités morphologiques de ces mots. Les morphèmes sont validés en
utilisant des dictionnaires de racines, inxes, préxes et suxes. Des restrictions axales
et sémantiques ont été utilisées pour guider la reconnaissance.
Table 2.3  Notre système versus quelques systèmes existants.
Système Nature de l'écri-
ture
Taille du vocabu-
laire
Taux de reconnaissance(%)
[14] Imprimée 1000 74
[16] Imprimée 1423 81.3
[19] Manuscrite 25 88.7
[20] Imprimée 113000 91.7
Notre système Imprimée 5757 RNT_R :95.62, RNT_S :98.75, RNT_C :97.95
Nous avons également comparé notre système à ceux proposés dans la compétition
d'ICDAR 2011, sur une base commune : la base APTI [21]. C'est une base synthétique,
constituée de 113284 échantillons de mots arabes imprimés décomposables. Les résultats
obtenus ont montré que notre système atteint un taux de reconnaissance satisfaisant, en
comparaison aux systèmes concurrents, puisque les mots ont été parfaitement restitutés
à partir de leurs morphèmes linguistique à 78.2% des cas.
En conclusion, nous avons proposé une approche hybride en utilisant une méthode
neuronale globale couplée à une vision locale. Elle reconnaît les racines, les schèmes et les
éléments de conjugaisons de mots à partir de leurs descriptions en primitives structurelles.
Des expérimentations détaillées ont été mises en oeuvre, des résultats encourageants
sur un vocabulaire de 5757 mots ont été obtenus et des comparaisons à des systèmes
concurrents ont été faites, démontrant ainsi l'ecacité de l'approche proposée face aux
vocabulaires larges et surtout son intérêt pour l'Arabe. Il importe de noter aussi que
cette approche se distingue par une contribution très originale quant à la résolution du
problème d'explosion du corpus d'apprentissage. Grâce au nouveau type d'apprentissage
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proposé et suite à des expérimentations faites sur des échantillons de mots n'appartenant
pas au vocabulaire, nous avons démontré la capacité de notre approche à traiter des
vocabulaires de plus en plus larges.
2.3 Contribution 2 : Reconnaissance de mots arabes
manuscrits
L'objectif de ma deuxième contribution, concernant la thèse d'Akram Khémiri, est
de montrer l'intérêt des modèles graphiques probabilistes (MGPs), notamment les mo-
dèles de Markov cachés (MMCs) et les réseaux bayésiens (RBs) quant au traitement des
distorsions non linéaires de l'écriture arabe manuscrite.
Notons que la reconnaissance de l'écriture arabe manuscrite est une tâche dicile
en raison de sa grande variabilité morphologique, son aspect cursif et l'incertitude de
l'écriture humaine. Comme les MPGs se sont avérés très puissants dans plusieurs pro-
blèmes de reconnaissance qui nécessitent un raisonnement dans l'incertitude, nous nous
sommes orientés vers ces modèles pour la reconnaissance de l'écriture arabe manuscrite.
Les MPGs sont principalement caractérisés par la combinaison judicieuse des avantages
de la théorie des probabilités avec ceux de la théorie des graphes. Alors que le pre-
mier fournit une base solide pour gérer l'incertitude, le dernier ore une modélisation
structurelle pour asseoir correctement son raisonnement. C'est dans le contexte de la
reconnaissance hors ligne de l'écriture arabe manuscrite que nous nous sommes placés
pour étudier sa variabilité et son incertitude et la résoudre par des moyens appropriés,
les MPGs. Pour cela, nous avons procédé par l'extraction de quelques primitives struc-
turelles globales (Points diacritiques, Hampes, Jambages, Boucles, etc.) compte tenu de
leur nombre, types et positions dans le mot. Ensuite, nous avons réalisé un premier mo-
dèle stochastique de type MMC à partir des vecteurs de caractéristiques qui décrivent
les mots. Nous avons couplé aussi divers MMCs et implémenté des réseaux bayésiens
statiques et dynamiques.
Après un bref rappel de l'application des MGPs, partciulèrement les RBs, dans le
domaine de la reconnaissance de l'écriture, nous présentons notre approche et expliquons
les étapes d'extraction des primitives structurelles et de classication de mots. Nous
présentons et comparons entre diverses architectures de MMCs et RBDs proposés pour
atteindre une meilleure performance de reconnaissance. Des expériences menées sur la
base IFN/ENIT, soutiennent fortement la faisabilité de l'approche proposée.
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2.3.1 Etat de l'art
Ci-dessous un tableau récapitulatif qui résume quelques travaux existants, auxquels
nous nous sommes comparés, pour la reconnaissance hors ligne basée sur des MGPs.
Table 2.4  Reconnaissance hors ligne par les MGPs.
Réf. Forme Méthode Base de données Taux de reconnaissance(%)
[22] Chires manuscrits ar-
ticiellement dégradés
Diérents couplages de
MMCs en RBDs : AR,
STCPL, GNLCPL,
ARCPL
MNIST AR-Vertical=93.2, AR-
Horizontal=87.7, STCPL=92.4,
GNLCPL=93.4, ARCPL=94.9
[22] Caractères latins réel-
lement dégradés
Idem Documents anciens AR-Vertical=94.5, AR-
Horizontal=91.2, STCPL=95.5,
GNLCPL=94, ARCPL=96
[23] Chires arabes manus-
crits
Idem ADBase 95.26
[8] Mots arabes manus-
crits
Idem IFN/ENIT 66.56
[24] Chires latins manus-
crits
4 modèles de RBD MNIST Modèle1=67.6, Modèle2=69.9,
Modèle3=74.8, Modèle4=71.2
[25] Mots arabes manus-
crits
RB Naïf, RB augmenté
par un arbre, RB aug-
menté par une forêt,
RBD
IFN/ENIT RB Naïf=73, RB augmenté par un
arbre=80, RB augmenté par une
forêt=82.56, RBD=83.7
2.3.2 Approche proposée, basée sur les modèles graphiques proba-
bilistes
Nous avons préconisé au début, une approche s'appuyant sur les MMCs, connus pour
leur capacité d'intégration du contexte et d'absorption du bruit. Nous avons proposé
deux modèles (MMC-V, MMC-H). Nous avons constaté par la suite que même si les
MMCs ont eu de bonnes performances, ils sont cependant des modèles essentiellement
monodimensionnels. Or l'écriture hors ligne a une nature réellement 2D. Ainsi, nous
avons essayé de modéliser l'écriture par une approche entièrement bidimensionnelle. En
exploitant les corrélations entre variables, une modélisation plus ne peut être obtenue.
Dans cette optique, nous nous sommes orientés vers les RBDs qui ont l'avantage de sur-
monter les limitations des MMCs. L'idée principale consiste à construire des modèles
2D en couplant dans un RBD deux réseaux de type MMC. Le premier MMC est ob-
tenu à partir des descripteurs extraits des colonnes (MMC-V), le second à partir des
descripteurs extraits des lignes (MMC-H). L'un des avantages de ces modèles est d'ob-
tenir une bonne modélisation des images des mots manuscrits, due aux regroupements
des informations concernant les lignes et les colonnes. Comme ces modèles nécessitent
des séquences d'observations en entrée, nous avons extrait des primitives structurelles à
partir d'images des mots, comme expliqué ci-après.
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Extraction de primitives structurelles
Nous avons choisi d'extraire des primitives structurelles car les mots arabes manus-
crits peuvent être représentés par ce type de descripteurs avec une importante tolérance
aux distorsions et aux variations de styles d'écritues. Ce type de représentation peut
également coder une certaine connaissance sur la structure du mot. Nous avons extrait
30 primitives relatives aux hampes, jambages, boucles et points diacritiques compte tenu
de leur types, nombres et positions dans le mot.
Comme les mots ne sont pas forcément écrits selon une seule ligne de base, nous avons
proposé d'extraire, à la place, une séquence de sous lignes de base pour un mot (voir la
Figure 2.10) et ce pour une meilleure extraction de primitives structurelles.
Figure 2.10  Ligne de base du mot entier.
Nous avons considéré également le nombre de PAWs, compte tenu de leurs positions
dans le mot : au début, au mileu ou à la n. Nous avons calculé aussi le nombre de
transitions entre pixels blancs et noirs et inversement selon des axes horizontaux qui
partagent les bandes supérieure, centrale et inférieure du mot en leurs milieux tout en
considérant leurs positions dans le mot.
Modélisation par des MGPs
L'idée générale est de créer des modèles reliant des états cachés à des primitives
extraites des images pour chaque classe de mots. Ces modèles serviront à déterminer la
classe la plus probable pour chaque mot à partir de ses primitives.
 MMC Horizontal (MMC-H) : Nous avons observé des diérences dans la ré-
partition des pixels dans les bandes supérieure, centrale et inférieure des mots. Pour
cela, nous avons divisé l'image du mot en trois lignes ou rangées : R1, R2 et R3.
Comme les primitives structurelles sont extraites, compte tenu de leurs positions
dans le mot (au début, au mileu ou à la n), nous avons partagé le mot en trois
colonnes : C1, C2 and C3 comme indiqué dans la Figure 2.11(a). Les neuf blocs
obtenus : (Ri, Cj)i,j:1..3 reétent ainsi une description locale du mot.
Pour MMC-H, nous avons calculé, pour chaque rangée de droite à gauche, le nombre
de transitions entre pixels (voir la Figure 2.11(a)). Nous avons xé le nombre de
transitions à six valeurs possibles (0, 1, 2, 3, 4, 5 ou plus). Ainsi 54 valeurs (18 par
rangée) sont calculées. La Figure 2.11(b) montre la structure du MMC-H.
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Figure 2.11  (a) Nombre de transitions, (b) Structure du MMC-H (Etape d'initialisa-
tion).
 MMCVertical (MMC-V) : Dans MMC-V, la description du mot est eectuée de
droite à gauche comme une séquence de primitives structurelles : hampes, jambages,
boucles, diacritiques (voir Figure 2.12(a)) et nombre de PAWs (Voir Figure 2.12(b))
recueillies à partir de chaque colonne d'image du mot. La Figure 2.12(c) présente
la structure du MMC-V.
Figure 2.12  (a) Hampes, jambages, boucles et diacritiques, (b) PAWs, (c) Structure
du MMC-V (Etape d'initialisation).
MMC-H et MMC-V sont réalisés à partir des vecteurs de caractéristiques qui dé-
crivent les mots. Ces MMCs calculent, à partir du vecteur de caractéristiques du
mot à reconnaître, le logarithme de vraisemblance par rapport à tous les modèles
de mots de référence et le mot reconnu est celui qui a la valeur maximale. No-
tons que MMC-H et MMC-V sont des MMCs discrèts, à une dimension et de type
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droite à gauche sans sauts d'états. Comme MMC-V et MMC-H sont des modèles
essentiellement mono-dimensionnels puisqu'ils ils supposent l'indépendance entre
les rangées et les colonnes des mots, nous pensons qu'en proposant une modélisation
bidimensionnelle et l'exploitation des corrélations entre variables, une modélisation
plus ne peut être obtenue. Dans ce sens, nous nous sommes orientés vers les RBs
comme expliqué ci-dessous.
 RBs statiques Pour résoudre le problème multidimensionnel, nous nous sommes
orientés vers les réseaux bayésiens statiques puis dynamiques. Nous avons essayé
d'abord avec le Bayes naïf (BN) qui malgré sa simple structure (voir la Figure 2.13)
a donné de bons résultats.
Figure 2.13  Structure proposée pour Bayes naïf.
Or l'hypothèse d'indépendance entre les attributs est généralement fausse. A cet
eet, il existe diérentes techniques pour assouplir cette hypothèse. Elles consistent
à identier les dépendances conditionnelles entre les attributs. Nous augmentons
ainsi le réseau bayésien naïf par un arbre (TAN, voir la Figure 2.14). Toutefois,
si les RBs statiques gèrent bien la multi-dimensionnalité, il ne gère pas l'aspect
temporel, d'où notre recours aux réseaux bayésiens dynamiques (RBDs).
Figure 2.14  Structure proposée pour Bayes naïf augmenté par un arbre.
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 RBDs, conçus par couplages de MMC-V et MMC-H : Nous avons conçu
trois RBDs par diérents couplages de MMC-V et MMC-H en ajoutant des liens
orientés entre les variables (noeuds). Nous avons modélisé les dépendances entre
les noeuds en créant des interactions entre les deux MMCs. Le MMC-V (resp.
MMC-H) prend pour séquence d'observations les primitives structurelles extraites
des colonnes du mot (resp. les rangées du mot). La modélisation 2D résulte du
couplage entre variables d'états de ces deux MMCs. Il s'agit bien de modélisations
bidimensionnelles puisqu'elles regroupent les données selon les lignes et les colonnes
simultanément (voir la Figure 2.15).
Figure 2.15  De gauche à droite : RBD0, RBD1 et RBD2.
Les MMC-H et MMC-V couplés sont divisés en 3 tranches de temps (3 ux d'ob-
servations). Dans chaque tranche de temps, le RBD contient un certain nombre de
variables aléatoires représentant les observations et états cachés du processus. Les
dépendances entre MMC-V et MMC-H, modélisant à la fois les données verticale-
ment et horizontalement, sont eectuées par les relations entre les états. Notons que
le sens des arcs reète la circulation de l'information et apporte une information
qualitative. Nous avons renforcé l'inuence du ux vertical en orientant les arcs du
ux vertical vers le ux horizontal (écriture de haut en bas et de droite à gauche)
car il s'est avéré que MMC-V, appliqué d'une manière indépendante, est capable
de mieux reconnaître les mots que MMC-H. Ce qui est traduit par les directions
des èches des variables d'états colonnes vers les variables d'états lignes.
Soient pour i = 1..2, (Sit)1≤t≤T , avec T = 3, les variables d'états cachées et
(Oit)1≤t≤T , les séquences d'observations correspondant aux colonnes du mot (resp.
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les lignes) à chaque instant t. Pour chaque i = 1..2, les Sit agissent sur les O
i
t pour
chaque mot. Dans RBD0, les variables d'états cachées S1t du MMC-V sont liées
aux S2t du MMC-H. Dans RBD1, un état d'un MMC-V est connecté aux états
voisins dans la la tranche suivante du MMC-H. Dans RBD2, un état d'un MMC-
V est connecté aux états voisins dans la même tranche et la tranche suivante du
MMC-H. Le processus, modélisé par ces RBDs, est Markovien de premier ordre et
stationnaire puisque les parents de toute variable Sit appartiennent à la tranche du
temps t ou t − 1. Ces modèles de couplage, bien qu'ils sont simples, ils sont plus
riches d'informations que les MMCs indépendants.
Pour avoir une spécication complète de notre RBD, nous avons besoin de dénir
les paramètres suivants : 1) la probabilité de transition entre les états (St|St−1), 2) la
probabilité conditionnelle des états cachés étant donnée une observation P (Ot|St) et
3) la propabilité de l'état initial P (S1). Pour apprendre les paramètres du RBD, un
modèle est élaboré pour chaque classe. Les modèles de toutes les classes partagent
une structure unique du RBD, mais leur paramètres changent d'une classe à l'autre.
L'apprentissage des paramètres du RBD est eectué indépendamment modèle par
modèle, en utilisant l'algorithme de Baum-welch. Pour reconnaître un mot, ses
primitives structurelles sont extraites. Ensuite, la probabilité de chaque modèle par
rapport à l'échantillon est calculée en utilisant un algorithme d'inférence Forward
et le mot est associé à la classe qui donne le maximum de vraisemblance.
2.3.3 Expérimentations
Pour évaluer la performance des modèles proposés, nous avons utilisé un sous en-
semble de la base IFN-ENIT (base de données standard de noms de villes tunisiennes,
écrits à la main). Nous avons utilisé 7881 échantillons relatifs aux 83 mots diérents.
Les résultats obtenus montrent que les modèles couplés (RBD0, RBD1 et RBD2) abou-
tissent aux meilleurs taux de reconnaissance que les modèles indépendants (MMC-H,
MMC-V, BN, TAN). Notons aussi que RBD0 a réussit à mieux reconnaitre les mots que
les RBD1 et RBD2 (voir la Table 2.5). La performance supérieure du RBD0 peut être
attribuée au fait que ce modèle représente mieux les aspects perceptuellemt pertinents
du mot arabe manuscrit et qu'il considère les diérentes variations morphologiques spé-
ciques à l'écriture arabe. En conséquence, le RBD a le potentiel de bien reconnaître les
mots manuscrits en tant qu'images à 2D. Mais il lui faudrait des matrices de covariance
considerables pour tenir compte des dépendances entre les ux horizontaux et verticaux.
Comment extraire des primitives utiles et faire usage du tout le potentiel des RBDs
nécessite plus d'investigation.
La table 2.6 fournit quelques résultats de systèmes similaires. Il est clair que notre
système présente des résultats concurrentiels. Mais, comme les systèmes impliqués uti-
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Table 2.5  Résultats obtenus.
BN(%) TAN(%) RBD0(%) RBD1(%) RBD2(%)
78.58 81.64 90.02 84.10% 86.07
lisent diérents protocoles et sous ensembles de la base IFN/ENIT, il n'est pas possible
de faire une comparaison équitable. Notons que nous nous sommes intéressés que par des
travaux spéciques, fondés sur des RBDs ou des MMCs planaires.
Table 2.6  Système proposé versus quelques travaux similaires.
Système Corpus Taux de reconnaissance(%)
[8] IFN/ENIT MMC=82, RBD=66
[26] 25 mots, 2347 échantillons MMC Planaire=88.7
[25] 18 mots, 3600 échantillons FAN=82.56, TAN=80, BN=73, RBD=83.7
Notre système 21 mots, 83 mots, 7881 échantillons BN=78.58, TAN=81.64, RBD0=90.02, RBD1=84.10,
RBD2=86.07
En conclusion, nous avons construit une variété de modèles markovien traditionnels
indépendants (MMC-V, MMC-H). Nous nous sommes orientés par la suite au formalisme
réseaux bayésiens (BN, TAN, RBD), couramment employé pour le raisonnement sous
incertain. Ce formalisme constitue en fait un cadre intéressant pour deux raisons. D'une
part, grâce à sa structure graphique, les RBs ore un outil naturel pour représenter
les dépendances entre les diérentes variables d'un système donné. D'autre part, en
exploitant les indépendances conditionnelles entre les variables, il introduit une certaine
modularité dans les systèmes complexes. Nous avons proposé de coupler des ux de
données en un seul RBD. Ce couplage est eectué grâce à une architecture qui combine les
deux MMCs de base : MMC-H et MMC-V dont les sorties sont les primitives structurelles
extraites respectivement des colonnes et des lignes. Il en résulte une représentation plus
ne d'image du mot et une amélioration du cadre basique du MMC.
2.4 Contribution 3 : Reconnaissance de formules ma-
thématiques arabes
Nous nous intéressons dans cette étude au problème posé par la reconnaissance de
formules mathématiques arabes hors lignes et ce dans le cadre de la thèse de Kaou-
ther Khazri. Il s'agit d'un vaste champ de recherche où peu de travaux internationaux
existent. En particulier aucune base de formules mathématiques arabes hors ligne n'est
aujourd'hui publiquement accessible. Les résultats actuels sont insusants dans le cadre
d'une utilisation industrielle. Il est en eet nécessaire, d'une part d'obtenir de meilleurs
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taux de reconnaissance, et d'autre part d'éviter une relecture fastidieuse et coûteuse de
l'ensemble des formules.
L'un des grands problèmes qui peut gêner la reconnaissance de l'écriture mathéma-
tique arabe vient de l'incohérence de direction dans les ux d'écriture. Ceci est facile à
constater dans le style occidental où le texte est naturellement écrit de droite à gauche,
par contre le ux mathématique est dans la direction opposée. Ce phénomène, connu sous
le nom de bidirectionnalité, introduit une série de dicultés supplémentaires à l'analyse
de formules en particulier dans le cas de la reconnaissance hors ligne. La notation arabe
pose d'autres problématiques. Il s'agit notamment de traitement d'une vaste collection
de nouveaux glyphes, y compris les alphabets arabes de base ou les extensions de ces
alphabets, en tenant compte des formes pointillés ou non pointillés des lettres et d'autres
séries de chires. En outre, nous devons reconnaître tout un ensemble de symboles sup-
plémentaires et ligatures pour certaines fonctions et opérateurs.
La problématique envisagée peut se dénir selon deux niveaux :
 une tâche de segmentation et reconnaissance de symboles élémentaires que contient
la formule. Il s'agit de regrouper les composantes connexes apparatenant à un même
symbole et de lui aecter une étiquette symbolique. A ce stade, il est nécessaire
de préciser les hypothèses guidant cette étape de regroupement. Notons que la
problématique de la reconnaissance de symboles est plus complexe que celle de
caractères dans la mesure où le nombre de classes se trouve être relativement élevé.
 une tâche d'analyse et interprétation permettant de reconstruire la formule corres-
pondante. Cette tâche va chercher à déduire de la disposition spatiale et de la taille
relative de ces symboles une description structurée cohérente de la formule.
Ce travail est motivé principalement par l'importance des informations que peut
contenir les formules mathématiques et l'utilité de rendre ces informations accessibles à
tout le monde. Il porte sur la méthodologie proposée pour atteindre ce but par combi-
naison des résultats de reconnaissance des symboles mathématiques, contenus dans les
formules, et leur analyse structurelle. Une première sous section permettra de prendre
connaissance des dicultés liées à la reconnaissance de la notation mathématique arabe.
Nous faisons, ensuite un survol des techniques de reconnaissance présentées dans la litté-
rature. L'architecture ainsi que la méthode mise en oeuvre seront décrites en une troisème
sous section. Une dernière sous section aura pour rôle de rendre compte, discuter des ré-
sultats obtenus et évaluer la qualité de la reconnaissance.
2.4.1 Formule mathématique arabe : spécicités et dicultés
Ci-après quelques spécicités et dicultés liées à la reconnaissance de formules ma-
thématiques arabes :
 Bidirectionnalité : la formule mathématique est écrite suivant ou à l'opposé de la
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direction droite à gauche de l'écriture arabe. Par conséquence, l'interprétation de
la formule dépend de la direction dans lequelle elle est écrite.
 Le texte en arabe et la formule mathématique interagissent mutuellement via des
mots de liaisons comme IJ
k, ¹Ë 	X Q
 	«, ©Ó, 	àA¿ @ 	X @.
 Un grand nombre et une grande diversité de signes [27] :
 Des lettres de plusieurs alphabets (Arabe, Latin, etc.), en plusieurs styles (Naskh,
Kou, etc. pour l'Arabe, Romain, italique, etc. pour le Latin). Ces alphabets
peuvent gurer en minuscule, majuscule, gras, etc. Les lettres sont généralement
privées des signes diacritiques ce qui restreint le nombre des lettres disponibles
pour composer des symboles.
 Des chires du Maghreb (0, 1, 2, 3, 4, 5, 6, 7, 8, 9) et du Machrek (0 ,1 ,2 ,3 ,R ,S
,T ,7 ,8 ,9).
 Des symboles spéciques en plusieurs formes et tailles. La forme des symboles est
soit les mêmes symboles que ceux utilisés en Romain d'usage courant (exemples :
+, -), soit les mêmes symboles moyennant une inversion du sens (exemples : < et
>, ∈ et ∋, etc.). La taille des symboles extensibles est fonction du contexte. Elle
peut dépendre de la taille de l'expression couverte (exemple : symbole racine) ou
de sa position, en indice ou en exposant.
 Utilisation de noms arabes pour les fonctions.
 Deux types de symboles : littéraux et en miroir. Les symboles de sommation (voir la
Figure 2.16(a)), de produit (voir la Figure 2.16(b)), la limite (voir la Figure 2.16(c))
et de factoriel (voir la Figure 2.16(d)) sont présentés de deux manières.
Figure 2.16  Symboles littéreaux et en miroir.
 la cursivité de lettres arabes est également mise à prot, dans quelques cas, pour
dénir des variables de noms composés de plus d'une lettre (exemple 	K désigne le
rayon de cercle).
 De grands opérateurs étirés à la largeur des limites inférieures et supérieures (voir
la Figure. 2.17). Parfois, ces limites ne correspondent pas exactement au-dessus ou
en dessous de l'opérateur surtout en cas du manuscrit (voir la Figure 2.18).
 Diérents styles d'écritures ce qui peut entrainer des formes incohérentes pour un
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Figure 2.17  Larges opérateurs étirés
Figure 2.18  Formule manuscrite avec de larges opérateurs étirés.
même caractère ou symbole (voir la Figure 2.19). En outre, des variations aléatoires
dans les formes sont rencontrées dans les diérentes instances de caractères écrits
par une même personne. Comme la notation mathématique exige un haut niveau
de précision typographique, toute modication dans l'écriture des caractères ou
symboles risque d'aecter le sens de la formule.
Figure 2.19  Une même formule écrite par diérentes personnes.
 De nombreux symboles peuvent se chevaucher, surout en manuscrit. Des symboles
brisés peuvent aussi apparaître (voir la Figure 2.20).
Figure 2.20  Formules avec (a) symboles qui se touchent, (b) symboles brisés.
2.4.2 Etat de l'art
Certains chercheurs [28], [29] se sont intéressés à la reconnaissance en temps réel des
formules mathématiques en utilisant des tablettes graphiques, ce qui simplie en partie
le problème en restituant le sens du tracé. Mais, rares ceux qui se sont penchés sur
l'imprimé et/ou le manuscrit en hors ligne en utilisant un scanner ou une caméra pour
la saisie des formules. Sans préjuger ici de la diculté d'un cas par rapport à l'autre,
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nous pouvons seulement constater que dans le cas de l'écriture en ligne, les résultats
sont souvent meilleurs pour des conditions similaires d'expérimentations. Cela vient des
informations temporelles qui fournissent des connaissances précieuses sur la dynamique
et la morphologie de l'écriture. S'ajoute à cela, la majorité des travaux sont eectués
sur certains types de formules avec un style et typographie spécique. Ils ne peuvent pas
gérer toutes sortes de formules. Ils reconnaissent généralement des équations simples,
comme fait par [30], mais pas des matrices ou des systèmes d'équations.
Comme discuté par Blosteïn et Grbavec[31], un certain nombre de systèmes de recon-
naissance de formules mathématiques latines obtiennent la structure de la formule sans
analyse. A la place de l'analyse, quelques règles codées procéduralement sont utilisées. En
eet, la plupart des méthodes d'analyse structurelle des formules mathématiques sont
basées sur certains types de syntaxe dénies implicitement ou explicitement. Pour les
formules simples, les deux manières devraient bien fonctionner. La situation change si
on essaye de reconnaître des formules plus complexes. Au lieu d'ajouter des règles co-
dées procéduralement au système et rester incertain de l'exactitude du module d'analyse
structurelle, des règles explicites appliquées par un analyseur devraient fournir une forme
plus claire et plus concise pour la vérication formelle. Le problème de création d'un sys-
tème qui soit à la fois ecace et susamment souple pour reconnaître des formules
complexes reste un problème ouvert.
L'objectif de ce travail est de proposer un système ecace et souple pour la recon-
naissance hors ligne de formules mathématiques arabes, fondé sur un analyseur syn-
taxique. En s'inspirant du travail de Belaïd et al.[32], nous avons proposé un système
s'appuyant sur un analyseur syntaxique ascendant-descendant. Le système proposé com-
mence l'analyse par la recherche de l'opérateur le plus important dans la formule et tente
de partitionner la formule en sous-expressions qui seront analysées de la même manière.
L'analyseur fonctionne en conjonction avec un système de reconaissance de symboles
comme il sera expliqué ci-dessous. L'avantage du système proposé c'est sa grande sou-
plesse qui se traduit par sa capacité de gérer une grande variation dans l'emplacement des
symboles. De plus, il permet la reconnaissance de formules linéaires et bidimensionnelles
à structure complexe, impliquant plusieurs symboles, opérateurs explicites et implicites,
nom de fonctions, etc.
2.4.3 Système proposé, dirigé par la syntaxe
Le système fonctionne suivant le schéma de la Figure 2.22. Il repose sur deux étapes
majeures : la reconnaissance des symboles et l'analyse structurelle. La première étape
convertit l'image de la formule en un ensemble de caractères et symboles. La seconde
étape analyse l'arrangement spatial des symboles an de rétablir l'information contenue
dans la formule. Nous nous intéressons aux formules écrites selon le style oriental (voir la
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Figure 2.21) où des symboles spéciques sont alors d'usage et l'écriture des expressions
symboliques suit le sens de l'écriture de la langue naturelle, de droite à gauche. C'est un
système d'écriture, en conformité avec les normes et les conventions adoptées, qui sont
en vigueur dans les manuels scolaires des pays du Moyen Orient, en Libye et en Algérie.
Figure 2.21  Style oriental où on utilise des alphanumériques locaux non seulement
pour les nombre et les variables mais aussi pour les noms de fonction et les opérateurs
mathématiques.
Figure 2.22  Architecture du système proposé.
Pour reconnaître les symboles, nous avons eu recours au classieur K∗ en utilisant
des descripteurs statistiques. Pour l'analyse structurelle, nous avons procédé par une
analyse lexicale, géométrique et syntaxique à la fois ascendante et descendante en se
basant sur une grammaire de coordonnées et les opérateurs dominants de la formule.
Nous allons reprendre chacune de ces étapes, décrire son fonctionnement, les problèmes
rencontrés ainsi que les propositions visant à leur résolution au moyen d'exemples de
formules mathématiques.
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Reconnaissance de symboles mathématiques isolés
Les caractères et symboles sont représentés par 30 descripteurs statistiques comme
aché dans la Figure 2.23. Cela inclut :
 L'histogramme de séquences de pixels noirs dans les directions horizontale, verti-
cale, diagonale primaire et secondaire [33]. Ce decripteur peut eectivement discri-
miner les orientations, les surfaces et formes géométriques des symboles.
 Les moments de Hu et de Zernike qui sont utilisés pour capturer des descripteurs
globaux d'une image.
 Co-occurrence à deux niveaux : il s'agit de compter le nombre de fois où une paire
donnée de pixels se produit à une distance et une orientation xe. Ce descripteur
s'avert puissant pour extraire des informations de texture à partir d'une l'image en
mettant en évidence la relation entre les pixels avoisinants [34].
 La portion de pixels blancs dans l'image.
Figure 2.23  Vecteur des caractéristiques du nom de la fonction limite.
Nous avons créé une base de données composée de 50 classes de symboles avec 100
échantillons par classe. Pour la classication de symboles, nous avons testé avec plu-
sieurs classieurs (voir la Table 2.7) et nous avons trouvé que le meilleur classieur est
K∗. C'est un classieur à base d'instances dans lequel la classe d'une instance de test
est déterminée à partir des classe d'instances apprises qui lui est semblable selon une
fonction de similarité à base d'entropie. L'intuition est que la distance entre les instances
est dénie comme la complexité de transformer une instance à une autre. L'utilisation
de l'entropie comme une mesure de distance présente plusieurs avantages dont le plus
saillant est la manipulation des attributs symboliques, des attributs à valeurs réelles et
des valeurs manquantes. Pour plus d'informations sur K∗, se reférer à [35]. Nous avons
utilisé l'algorithme génétique pour la sélection des descripteurs pertinents et la valida-
tion croisée pour évaluer le classieur. Nous avons observé une augmentation du taux de
reconnaissance de 95.98% à 96.18% et une réduction dans le nombre de descripteurs : de
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30 à 23. Nous avons également noté un abaissement dans le temps de classication : de
0.23s à 0.19s.
Table 2.7  Evaluation de performance par classieur.
Classieur F-Mesure(%) Temps(s)
K∗ 96.18 0.19
Arbre de décision 92.44 0.3
K-plus proches voisins 88.42 0.0037
Perceptron multi-couches 81.88 1.26
Naïf Bayes 72.92 0.0011
Bien que ce taux est assez élevé, l'echec du système de reconnaissance à distinguer
entre certains symboles communs serait gênant pour les étapes ultérieures. En fait, cer-
taines symboles distincts sont en étroite ressemblance morphologique tels le signe moins
et la barre de fraction horizontale, les chires arabes deux et trois (2,3), les lettres  et
, la lettre @ et le chire un 1, le chire zéro et le point diacritique (0,.), les parenthèses
ouvrantes et fermantes, les opérateurs de comparison (<,>), les chires arabes sept et
huit (7, 8), etc. Nous estimons que certains de ces cas sont diciles à discrminer par tout
classieur si le contexte n'est pas pris en compte. La résolution de tels cas de confusions
pourrait se faire lors de l'analyse structurelle de la formule.
Analyse structurelle
L'analyse de la structure de la formule passe par une analyse lexicale, géométrique
et syntaxique comme expliqué ci-après.
 Analyse lexicale : Cette analyse permet une abstraction supplémentaire dans le
cadre de l'analyse structurelle, en créant des classes de symboles ayant un compor-
tement identique (voir la Table 2.8). Un groupement vertical et/ou horizontal est
nécessaire pour regrouper les lettres à leurs signes diacritiques :

@, H. , H, etc., les
chires en entiers ou en réels et les opérateurs composites : =, ≤, ≥, ⊆, ⊇. Pour
évaluer l'ecacité de l'analyseur lexical à regrouper correctement ces symboles com-
posites, nous avons généré une vérité de terrain, composée de 100 formules dont les
symboles sont étiquetés à la main, et l'avons comparé aux résultats de regroupe-
ment. Nous avons constaté que 99% des symboles composites ont été parfaitement
regroupés.
 Analyse géométrique : A la suite de l'étape d'analyse lexicale, nous disposons
d'un ensemble de symboles avec des attributs associés tels que son type lexical,
son emplacement (coordonnées spatiales), son étendue (l'emplacement des ses opé-
randes) et son identité (résultat de la reconnaissance). Le but des analyses suivantes
est de déterminer la structure hiérarchique des symboles, représentée souvent par
un arbre d'analyse ou arbre de relations. Lors de l'analyse géométrique, nous avons
33
2.4 Contribution 3 : Reconnaissance de formules mathématiques arabes
Table 2.8  Etiquettes attribuées.
Type lexical Désignation Ensemble de symboles
SS Symbole de Sommation m.×,
∑
SP Symbole de Produit Yg. ,
∏
SI Symbole d'Intégrale
∫
SR Symbole de Racine
√
2
BFH Barre de fraction horizontale 1
1+2
DL Délimiteurs
((((
...
))))
OP Opérateurs −, =, <, <=, >, >=, etc.
AR Flèches →
Entier_non_signé Entier non signé 41, 2903
Réel_non_signé Réel non signé 036.5
Lettre Lettre @, H. , etc.
FN Fonction Ag, AJk, A 	£, AJk, Ag. , AJk. , A£, AJ£
NF Nouvelle Fonction () 
LM Limite Aî 	E
subdivisé l'espace entourant un symbole donné en plusieurs zones qui dénotent les
relations spatiales que le symbole peut avoir avec son voisinage. Nous avons consi-
déré dix relations spatiales : H (en haut), B (en bas), D (à droite), G (à gauche),
EG (en exposant à gauche), ED(en exposant à droite), IG (en indice à gauche), ID
(en indice à droite), I (inclus) et L (délimité). Notons que ces relations spatiales
sont également utiles pour résoudre les cas de confusions entre symboles à mor-
phologie similaire par la considération de leurs contexte. Par exemple, pour qu'un
symbole soit considéré une barre de fraction horizontale au lieu d'un signe moins,
il devrait avoir un numérateur et un dénominateur au-dessus et en dessous.
 Analyse syntaxique : Nous avons proposé une extension du formalisme gram-
maire de coordonnées, initialement adopté par Anderson [36], dans le but de réduire
les restrictions sur le positionnement de symboles et gagner en ecacité. Dans [36],
Anderson a utilisé une approche descendante pour l'analyse des expressions ma-
thématiques arithmétiques et matricielles latines les plus fréquemment utilisées.
Pour améliorer cette analyse, nous avons eu recours à des connaissances sur les
conventions de notation mathématique telles que la dominance et la priorité d'opé-
rateurs pour éviter le retour arrière et gagner ainsi en ecacité. L'objet de cette
analyse est donc d'introduire la connaissance à priori, déduite des règles de consti-
tution des formules, an d'améliorer la reconnaissance et de permettre au système
de détecter avec, une grande certitude, les zones susceptibles d'être mal reconnues.
Nous nous sommes inspirés aussi des travaux de [32] en adoptant une analyse syn-
taxique à la fois ascendante et descendante. L'idée est de subdiviser la formule en
sous-expressions plus simples par l'opérateur dominant qui à partir duquel et de
ses contextes (droit, gauche, haut, bas, en exposant, en indice, inclus et délimité),
l'analyseur choisira la règle correspondante dans la grammaire. Ce processus se ré-
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pète d'une manière récursive jusqu'à ce qu'ou chaque but soit atteint ou bien toutes
les possibilités échouent. Dans ce qui suit, nous expliquons comment choisir l'opé-
rateur dominant, introduire de la connaissance à priori et dénir une formalisation
grammaticale des formules mathématiques utiles à une meilleure reconnaissance.
 Choix de l'opérateur dominant :
1. Calculer pour chaque opérateur O combien de fois il a été dominé par les
autres opérateurs. Un opérateur O1 domine un opérateur O2 si O2 se trouve
dans l'étendue de O1. Rappelons que l'étendue d'un opérateur correspond
aux emplacements possibles de ses opérandes. L'opérateur dominant sera
donc le moins dominé.
2. S'ils existent dans la même formule plusieurs opérateurs de même domi-
nance, c'est l'opérateur le plus prioritaire qui l'emporte. Les opérateurs de
comparaison (=, <, ≤, >, ≥, etc.) ont la plus haute priorité, puis les paren-
thèses qui ont une priorité supérieure à celle des opérateurs arithmétiques
binaires (+ et −), puis le (∗ et /), ensuite les opérateurs unaires (+, − et
±), après les indices et les exposants enn les autres opérateurs, notamment
les sommations, les produits, les intégrales, les racines, les fractions et les
fonctions.
3. S'il y a dans la formule plusieurs opérateurs de même dominance et de même
priorité, l'opérateur le plus à droite sera l'opérateur de départ.
4. Il faut vérier aussi que l'opérateur dominant englobe, avec son étendue, la
totalité de l'espace qu'occupe la formule. Au cas contraire, il s'agit d'une
multiplication implicite entre deux sous-expressions et la formule sera par-
tagée en deux, juste à la n de l'étendue de l'opérateur dominant le plus à
droite.
5. S'il n'y pas d'opérateurs dans la formule, alors il s'gait d'une multiplication
implicite entre variables, constantes entières ou réelles. Auquel cas, la formule
sera partagée en deux selon les types lexicaux impliqués.
 Procédure d'analyse : Dans un contexte mathématique, des structures basiques
sont très souvent utilisées ensembles de manière récursive pour former des struc-
tures plus complexes comme une fraction dans une intégrale avec la racine carrée
d'un nombre. L'analyse de structure mathématique est assez complexe en raison
de la multitude de combinaisons possibles de diérentes structures qui peuvent
avoir des relations horizontales, verticales et même diagonales. L'analyseur doit
être capable de traiter un grand nombre de ces combinaisons. Pour cela, nous
avons procédé par une analyse à la fois ascendante et descendante. L'analyseur
ascendant cherche l'opérateur de départ. Ensuite, il sélectionne selon cet opé-
rateur et son contexte, la règle correspondante dans la grammaire. Cette règle
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donne des instructions à l'analyseur descendant pour partitionner la formule en
sous-expressions qui seront analysées de la même façon. La stratégie du parti-
tionnement de la formule est comme suit. Si la formule ou la sous-expression ne
contient pas un opérateur de départ ou bien les conditions ne sont pas vériées,
la règle ne s'applique pas. S'il existe une règle applicable, alors la division de la
formule ou de la sous-expression se fait selon la position relative de l'ensemble
de caractères et symboles par rapport à l'opérateur de départ sélectionné.
 Grammaire de coordonnées : Nous avons établi une trentaine de règles syn-
taxiques dont voici un exemple de règle relative à l'expression d'intégrale (voir la
Table 2.9). Comme les mathématiques exploitent de manière intensive plusieurs
modalités visuelles (formules, graphes, matrices, etc.) qui rendent particulière-
ment dicile pour une personne non voyante l'accès à ce savoir, nous avons cher-
ché à utiliser une présentation des formules mathématiques qui lui soit réellement
adaptée. Pour cela, nous avons procédé au codage MathML lors de l'analyse syn-
taxique des formules en insérant des actions sémantiques au niveau des règles.
La Figure 2.24 montre un exemple illustratif d'analyse d'une formule.
Table 2.9  Exemple de règle de la grammaire proposée et son codage MathML.
Règle Contexte Codage MathML
R10 : E → SINS E
1V lettre S = ∅|B(SI)|Rs(SI)|Ls(SI),
N = ∅|A(SI)|RS(SI)|LS(SI),
L(SI) = E1,
R(lettre) = E1,
L(lettre) = V ,
lettre.code =< d >
si(N ̸= ∅ and S ̸= ∅)
alors
E0.code = V.code < mo >< d >< /mo >
E1.code < munsubsup > S.codeN.code < mo >
&int;< /mo >< /munsubsup >
sinon
si(S = N = ∅)
alors
E0.code = V.code < mo >< d >< /mo > E1.code <
mo > &int;< /mo >
n si
2.4.4 Expérimentations
Nous avons testé notre système sur 110 formules mathématiques arabes imprimées.
Pour évaluer la performance du système, nous avons comparé sa sortie à une vérité de
terrain. La Figure 2.25(b) présente le code MathML retourné par notre system pour la
formule de la Figure 2.25(a). La Figure 2.25(c) ache la vérité de terrain. Comme nous
pouvons le constater, il y'a eu erreur de reconnaissance au niveau de la lettre arabe 
qui a été confuse à la lettre .
Nous avons testé notre système sur diérents types de formules : 1D (linéaires), 1D1
2
(linéaires impliquant des indices, des exposants et des racines), 2D (des fractions) et
2D1
2
(expressions d'intégrale, de sommation, de produits, etc.). La Table 2.10 présente
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Figure 2.24  Exemple d'analyse syntaxique d'une formule d'intégrale.
Figure 2.25  Codage MathML retourné par notre système vs. vérité de terrain.
les résultats obtenus en se comparant à une vérité de terrain par calcul de la distance de
Levenshtein. Un taux moyen de 91% est atteint.
En conclusion, l'objet de ce travail est de proposer des voies originales pour permettre
une reconnaissance automatique de formules mathématiques arabes. Pour cela, nous
avons présenté un système dirigé par la syntaxe qui reconnaît et retourne les résultats de
la reconnaissance dans le format MathML. Un ensemble de règles de remplacement est
déni par une grammaire de coordonnées pour analyser les formules. Cette grammaire
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Table 2.10  Taux de reconnaissance par type de formule.
Type de formule Taux de reconnaissance
1D 92.3%
1D 1
2
85.4%
2D 100%
2D 1
2
100%
est employée en s'appuyant sur la reconnaissance de symboles et l'analyse de leur arran-
gement spatial et constitue une approche claire et bien structurée. Nous avons extrait
des descripteurs statistiques et utilisé le classieur K∗ pour représenter et reconnaitre les
caractères et symboles mathématiques et un analyseur syntaxique ascendant-descendant
qui repose sur la dominance d'opérateurs pour diviser récursivement la formule en sous
formules plus simples.
2.5 Conclusion
Qu'il s'agisse d'écriture imprimée ou manuscrite, linéaire ou bidimensionnelle, pas
de bonne reconnaissance sans caractérisation ecace. Dans ce domaine, les descripteurs
peuvent être considérés comme un moyen permettant de caractériser et reconnaître l'écri-
ture. Dès lors, il est nécessaire de dénir de bons descripteurs lors du développement des
systèmes de reconnaissance. Un bon descripteur doit posséder les propriétés suivantes :
1) bonne délité à la forme initiale, 2) bonne discrimination de formes diérentes et 3)
bonne adaptation aux opérations de reconnaissance de formes (invariance par transla-
tion, rotation et changement d'échelle). Les descripteurs sont généralement dénies par
expérience ou par intuition. Plusieurs types de descripteurs peuvent être extraits et com-
binés. Suivant les applications et techniques utilisées pour les systèmes, les descripteurs
peuvent être très diérents (globaux ou locaux, topologiques, structurels ou statistiques,
de haut ou de bas niveau, etc.). Mais, l'objectif commun de tous les descripteurs est de
représenter au mieux la forme de l'écriture an de pouvoir distinguer si deux images
appartiennent à deux classes diérentes ou à la même classe. Ainsi, l'extraction des des-
cripteurs doit être eectuée avec le plus grand soin, car les traitements ultérieurs ne vont
plus manipuler l'image d'origine mais plutôt les résultats fournis par cette étape.
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CHAPITRE 3
Contribution en identication du
script et de sa nature
3.1 Introduction
Il existe de nombreux systèmes d'analyse de documents qui sont en mesure de gérer
des documents écrits dans une seule langue. Mais il y'a une grande nécessité d'étendre
ces systèmes pour gérer des documents multi-lingues. Pour développer de tels systèmes,
le problème de l'identication du script doit être abordé. L'identication de la langue
de l'écriture et de sa nature s'avère un problème complexe qui n'est pas encore entière-
ment résolu. Les travaux faits sur l'identication du script dépendent principalement des
descripteurs extraits des images de documents au niveau du bloc, ligne ou mot. Notons
que la plupart des systèmes existants identient le script au niveau du bloc. Comme ils
sont basés sur l'aspect visuel global du bloc textuel, ils sont généralement incapables de
faire face aux variations dans le style de l'écriture, la taille des caractères, l'espacement
entre les lignes ou mots, etc. Lorsque l'identication s'eectue par mots et non pas par
lignes ou blocs, il serait possible d'analyser plus de documents où des mots en diérentes
langues peuvent être dispersés partout dans le document. Mais cela nécessite une analyse
plus ne de chaque mot.
Nous proposons, dans le cadre de la thèse d'Asma Saïdani, l'étude de choix de des-
cripteurs et classieurs pour caractériser l'Arabe et le séparer du Latin. Il s'agit de discri-
miner entre les mots arabes et latins de natures imprimée ou manuscrite. Une première
approche de cette étude nous a conduits à analyser et exploiter des méthodes d'extraction
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de descripteurs et de classication, connues de l'état de l'art. Une seconde approche de
nos recherches a été d'exploiter la diérence d'orientation des écritures arabe et latine.
Des primitives spectrales (à base d'histogramme) locales utilisées pour extraire une infor-
mation de direction des traits sont en particulier étudiées. Nous commençons par décrire
les spécicités des scripts arabe et latin. Ensuite, nous étudions les descripteurs proposés
dans la littérature. Puis, nous présentons les étapes d'extraction des descripteurs et de
classication de mots du système proposé. Nous clôturons ce chapitre par comparaison
de nos résultats à ceux de travaux connexes.
3.2 Similarités et diérences entre l'Arabe et le Latin
La Figure 3.1 illustre les diérentes types d'écriture arabe et latine, manuscrite et
imprimée.
Figure 3.1  Types d'écritures arabe et latine.
Ces écritures ont les points suivants en commun :
 Présence de lignes d'écriture (voir la Figure 3.2).
Figure 3.2  Lignes d'écriture.
 La bande centrale est généralement la plus chargée en terme de densité d'infor-
mations en pixels (voir la Figure 3.3). Elle correspond aux ligatures horizontales,
aux lettres centrales (sans extensions) et aux boucles.
Figure 3.3  Bande centrale.
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 Régularités et singularités : l'écriture arabe comme latine, présente des singu-
larités au-dessus de la ligne de base, tandis que les régularités sont au-dessous (voir
la Figure 3.4).
Figure 3.4  Régularités et singularités par rapport à la ligne de base.
 Variabilité inter-scripteurs et intra-scripteur : L'écriture dépend du style de
l'écriture du scripteur (voir la Figure 3.5) et de son état émotionel (joie, nervosité,
peur, etc.).
Figure 3.5  Le même mot écrit par diérents scripteurs
En revanche, l'écriture arabe se distingue de celle latine en plusieurs points :
 Orientation de l'écriture : Les mots en Arabe sont écrits de droite à gauche.
 Projection horizontale : Comme illustré dans la Figure 3.3, le prol de la projec-
tion horizontale de textes arabes a un seul pic autour du centre de la ligne textuelle.
Mais, le prol de la projection horizontale de textes latins présentent généralement
deux pics majeurs. En eet, la distribution spatiale des caractères latins est répar-
tie dans les zones moyenne et supérieure. Seuls quelques caractères miniscules sont
répartis dans la zone inférieure.
 Alphabet : L'alphabet arabe comporte 28 lettres sans considérer la variation de
leur forme selon leur position, les éléments de voyellation et le contexte phonétique.
 Formes de lettre : La forme d'une lettre varie selon sa position dans le mot :
initiale, médiane, nale ou isolée. Par exemple, la lettre h a quatre formes dif-
férentes : isolée dans hAJ., au début dans Õæ
Êg, au milieu dans
	àAÔgP et à la n
dans iJ 	̄ . Toutes les lettres arabes sont les mêmes. Il n'y a pas de distinction entre
lettres imprimées et cursives comme c'est le cas pour le Latin. Certaines lettres se
connectent d'une seule côté et d'autres des deux côtés. Dans une même position,
la forme de certaines lettres varie aussi en fonction de son contexte phonétique.
 Points diacritiques : Il existe des lettres diérentes qui ont la même forme, mais
qui se distinguent par la position et le nombre de points qui leur appartiennent.
La moitié des lettres arabes contient des points diacritiques (un, deux ou trois).
Ces points sont situés au-dessus ou au dessous de la lettre, mais jamais les deux
simultanément.
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 Mot : Les lettres sont reliées ensembles pour former les mots de manière unique.
 Ecriture semi cursive : L'écriture arabe est semi-cursive qu'elle soit imprimée ou
manuscrite. Les lettres sont liées généralement entre elles. Le mot peut être composé
d'un ou plusieurs PAWs. Chaque PAW est une séquence de lettres complètement
cursives. Les PAWs sont séparés par quelques blancs et ils ne sont pas composés
nécessairement par le même nombre de lettres (voir les Figure 3.6).
Figure 3.6  PAWs en écriture arabe.
 Ligatures : Les lettres d'un PAW, peuvent être ligaturées horizontalement ou
verticalement (voir la Figure 3.7). Dans certaines fontes ou styles d'écritures, deux,
trois ou même quatre lettres peuvent être ligaturées verticalement.
Figure 3.7  Ligatures horizontales et verticales des lettres en mots arabes.
 Elongations : En Arabe, le même mot n'a pas une longueur xe puisque diérents
nombre d'élongations peuvent apparaître entre les lettres (voir la Figure 3.8).
Figure 3.8  Elongations de l'écriture.
Pour l'écriture arabe manuscrite, d'autres caractéristiques interviennent :
 Fusion de points diacritiques : Deux ou trois points diacritiques peuvent faci-
lement être agglomérées en deux ou même en un seul point (voir la Figure 3.5).
 Chevauchement de PAWs : Les PAWs peuvent se chevaucher comme illustré
dans la Figure 3.6(b).
3.3 Etat de l'art
Les systèmes d'identication du script et de sa nature sont résumés dans la Table 3.1.
Ils concernent principalement la diérenciation d'écritures arabe et latine de natures
imprimée et manuscrite.
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Table 3.1  Synthèse des systèmes d'identication
Ref. Script Nature Base Niveau Taux d'identication
[37] Arabe/Latin Imprimé/Manuscrit 400 Blocs Bloc/Ligne 88.5%
[38] Arabe/Latin Imprimé/Manuscrit 800 Documents Bloc 84.75%
[39] Arabe/Latin Imprimé/Manuscrit 800 Mots Mot 97.5%
[40] Arabe/Anglais Imprimé 1976 Lignes, 8320 Mots Ligne/Mot 99.7%(Ligne), 96.8%(Mot)
[41] Farsi_Arabe Imprimé/Manuscrit 32006 Mots Mot 97.1%
[42] Latin Imprimé/Manuscrit 50 Documents Ligne 98.2%
[43] Bangla/Anglais Manuscrit 1200 Blocs Bloc 95%
[44] Arabe/Latin Imprimé/Manuscrit 400 Blocs Bloc 95%
[45] Latin Imprimé/Manuscrit Mot >80%
[46] Arabe/Latin Imprimé Apprentissage : 3383
Mots, Test : 846 Mots
Mot 94.32%
3.4 Approche proposée
Diérents types de descripteurs, proposés dans la littérature et dans cette étude, sont
extraits et testés pour illustrer leurs propriétés et performances. L'analyse des résultats
obtenus nous a conduit a exploiter la diérence d'orientation des écritures arabe et latine.
Des descripteurs à base d'histogramme des orientations de gradients sont alors proposés
pour extraire l'information sur la direction des traits.
3.4.1 Etude de descripteurs
Ci-dessous la liste de descripteurs étudiés :
 Variance de la projection verticale : C'est une mesure d'homogénéité du prol
de la projection. Ce descripteur permet d'en savoir plus sur l'étalement horizontal
du mot [45]. Comme mentionné par Baâti et al. dans [38], en raison des chevau-
chements entre les lettres ou PAWs des mots manuscrits, les prols de projection
ont des valées et des pics lisses provenant de petites variances en comparison aux
mots imprimés.
 Largeur, hauteur, ratio d'aspect, surface et densité des composantes
connexes : Comme souligné par Ben Jlaïel et al. dans [44], les tailles des compo-
santes connexes des mots imprimés sont plus conformes, entraînant des variances
d'hauteurs et de largeurs plus petites. Selon nous, ce type de descripteurs reète
les diérences d'apparence visuelle et de structure. Ils s'utilisent lorsque les formes
à étudier sont très irrégulières. Mais ils sont invariants en translation uniquement.
Ils peuvent être utiles pour discriminer entre mots imprimés et manuscrits latins
uniquement, mais non pour l'Arabe en raison de son aspect cursif et la possibilité
d'élongation.
 Longueur de séparateurs entre paires de composantes connexes succes-
sives : En Latin imprimé, les composantes connexes sont séparées régulièrement
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comme noté par Ben Jlaiel et al. [44], ce qui n'est pas le cas dans le manuscrit.
 Analyse des prols des composantes connexes : L'analyse du prol inférieur
des composantes connexes a été faite par Zhou et al. [43] dans le but de mesurer la
discontinuité de l'écriture et séparer entre Bangla et le Latin. Sachant que l'Arabe
et le Latin manuscrits ainsi que l'Arabe imprimé sont tous cursifs, alors que le
Latin imprimé ne l'est pas, nous avons mesuré la discontinuité de l'écriture, dans un
travail antérieur [47]. Nous avons constaté que l'écriture arabe est moins discontinue
que celle du Latin. De plus, elle n'a pas des liens élevés entre ses lettres, comme
c'est le cas du Latin (o, υ, etc.) qui augmentent les diérences entre les coordonnées
des pixels du prol inférieur des mots latins.
 Ratio d'aspect des boucles : Le script imprimé est une succession de compo-
santes connexes pouvant contenir des boucles dont les surfaces sont régulières à la
diérence de celles de l'écriture arabe ou latine manuscrite qui dépendent du style
de l'écriture [37]. La largeur du rectangle englobant la boucle divisée par son hateur
est prise ainsi comme descripteur, généralisé en terme de moyenne et écartype.
 Distribution des pixels : Ce descripteur indique s'il y a une grande diérence de
répartition des pixels entre la moitié supérieure et la moitié inférieure du mot. Il
est particulièrement utilisé pour discriminer entre le manuscrit et l'imprimé Latin
dans [42].
 Descriteurs issus du prol de la ligne de base : Dans les mots imprimés, les
positions des ascendants et descendants sont déterminées en fonction de la ligne de
base. Mais, en cas du manuscrit, les mots ne sont pas toujours écrits selon une seule
ligne de base et les positions des ascendants et descendants varient selon le style
de l'écriture. Pour diérencier entre des mots imprimés et manuscrits on a utilisé,
dans [41], des descripteurs issus du prol de la ligne de base comme la position
de la ligne de base, le nombre n de sous lignes de base, la distance d1 du haut de
l'image à la ligne de base, la distance d2 du bas de l'image à la ligne de base et le
nombre p des pixels sur la ligne de base. La ligne de base est estimée par le pic de
l'histogramme horizontal du mot (voir la Figure 3.9).
Figure 3.9  Descripteurs issus du prol de la ligne de base.
 Histogramme à base de plage : Ce descripteur tient compte du nombre de pixels
noirs successifs qu'on peut trouver dans plusieurs directions (horizontale, verticale
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et/ou diagonale). Zheng et al. [48] ont utilisé ce descripteur pour la classication
imprimé/manuscrit des caractères chinois. Notons que ce descripteur peut être uti-
lisé pour souligner la diérence entre les longueurs des graphèmes. En considérant
ce descripteur pour la discrimination de mots arabes et latins de natures imprimée
et manuscrite, nous avons déduit que les histogrammes à base de plages pour les
mots de même nature (imprimée ou manuscrite), qu'ils soient arabes ou latins, sont
similaires. Nous avons constaté aussi que les histogrammes de mots manuscrits sont
décalés à droite ce qui signie que les segments verticaux (associés aux hampes et
jambages) sont plus étendus en manuscrit qu'en imprimé.
 Histogramme de transitions : Il s'agit de compter le nombre de fois que la
valeur du pixel passe de 0 à 1 en suivant un axe donné (horizontal et vertical). Ce
descripteur a été utilisé par Mozaari and Bahar dans [41], pour distinguer entre
les mots manuscrits et imprimés écrits en Farsi_Arabic. Il permet de mesurer la
complexité des graphèmes.
 Co-occurrence à deux niveaux : Le nombre de fois qu'un motif apparaît est
calculé. Un motif est une paire de pixels blanc - blanc, blanc - noir, noir - blanc,
noir - noir selon une distance entre pixels et un axe donné. Nous avons retenu que
les paires de pixels noirs successifs que nous considérons porteuses d'informations.
Les directions choisies sont les axes horizontal, vertical et les deux diagonales.
Nous avons constaté que ce descripteur permet de distinguer entre l'imprimé et le
manuscrit qu'il s'agit de mots arabes ou latins, principalement selon l'axe horizontal
et les deux diagonales.
 Prol haut/bas : Comme noté par Kavallieratou et al. [42], la hauteur des carac-
tères imprimés est plus ou moins stable au niveau de lignes textuelles. En revanche,
la distribution de la hauteur des caractères manuscrits est variable. Ces remarques
s'appliquent également pour la hauteur du corps principal des caractères ainsi que
la hauteur des ascendants et descendants. Pour caractériser un mot à la base de
son prol haut et bas, nous avons calculé : le ratio entre la zone de l'ascendant et
celle du corps principal du caractère, le ratio entre la zone du descendant et celle
du corps principal du caractère et le ratio entre la surface et la valeur maximale de
l'histogramme horizontal du prol haut/bas. La Figure 3.10 présente les résultats
obtenus pour le mot arabe imprimé éJ
 	K @ 	Q
Ó.
 Grandeurs physiques du mot : Dans [41], Mozaari et Bahar ont noté que
les tailles des mots imprimés sont plus conformes que celles des mots manuscrits.
Ainsi, des descripteurs en rapport avec les grandeurs physiques du mot tels que la
densité de pixels noirs, la largeur, la hauteur, le ratio d'aspect et la surface sont
considérés.
 Recouvrement : Dans l'écriture manuscrite, les rectangles englobant les compo-
santes connexes ont tendance à se chevaucher. Cela ne se produit pas en imprimé.
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Figure 3.10  Prol haut/bas du mot arabe imprimé : éJ
 	K @ 	Q
Ó.
 Moments : De simples propriétés de l'image du mot peuvent être déterminées
via les moments comme la surface, son centroïd et des informations concernant son
orientation. Nous avons considéré en particulier, les moments centrés qui traduisent
l'inuence qu'ils exercent en fonction de leur éloignement par rapport au centre de
gravité.
 Filtres de Gabor : Dans [49], les ltres de Gabor ont été appliqués et 16 primitives
de texture ont été extraites pour identier le script (Anglais ou Chinois) des mots
imprimés. Les résultats obtenus conrment la capacité des ltres de Gabor de
capturer les caractéristiques du script. Mais, ils sont très sensibles au bruit et
s'appliquent sur de grandes images. Ces ltres ont été utilisés aussi par Baâti et al.
[38] pour discriminer entre blocs textuels imprimés et manuscrits écrits en Arabe et
en Latin. Notons que les mots possèdent des structures géométriques très marquées.
Une étude des transformées existantes pour les images des mots montre que peu
d'entre elles (les ondelettes, les ltres de Gabor, etc.) permettent de représenter
ecacement ces structures géométriques des images. Comme notié par [9], malgré
leurs facilité d'utilisation et rapidité d'exécution, ces ltres s'avèrent insusants
pour la localisation des fréquences extrêmes. De telles fréquences renseignent sur
les contours des dessins des caractères.
 La transformée en pyramides orientables : Cette transformée permet d'ana-
lyser le contenu de l'image dans de nombreuses directions et à diérents niveaux de
résolution. Pour cela, elle utilise des ltres orientables dans diérentes directions
en assurant ainsi une invariance par rapport à la rotation. Par cette transformée,
l'image est subdivisée en collection de sous bandes localisées à diérentes échelles et
orientations [50]. Des descripteurs extraits des sous bandes de la pyramide ont servi,
dans [39] à classier les scripts. Le vecteur des caractéristiques inclut la moyenne,
l'écartype, etc. calculés à partir de la matrice de co-occurrences. Bien qu'ecace,
l'analyse par ltres orientables présente une importante redondance d'informations
dans les diérents niveaux des échelles de décomposition, ce qui pénalise considé-
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rablement son coût de codage.
 Primitives structurelles : Quelques caractéristiques structurelles ont été déjà
utilisées dans [46] pour identier les scripts arabe et latin imprimés. Ce type de
descripteurs ont l'avantage non seulement de représenter les mots avec une grande
tolérance aux distorsions et aux variations de styles, mais aussi de reèter les
aspects intuitifs de l'écriture, comme les boucles, les ascendants, les descendants,
etc. Nous proposons, dans cette étude, d'autres primtives structurelles notamment :
 Position des points diacritiques : Cette primitive est proposée en raison de
l'absence des points diacritiques en bas des mots latins, ce qui n'est pas le cas
pour les mots arabes (voir la Figure 3.11).
Figure 3.11  Positions des points diacritiques.
 Position des boucles : Les boucles dans les mots arabes sont généralement
présentes au niveau de la bande centrale à l'exception de la lettre ê dans laquelle
les boucles débordent légèrement en dessus et en dessous. En revanche, il y a
beaucoup de lettres latines dont les boucles se trouvent au dessus ou en dessous
de la bande centrale (voir la Figure 3.12).
Figure 3.12  Positions des boucles.
 Forme des jambages : L'écriture arabe, qu'elle soit imprimée ou manuscrite,
est caractérisée par des jambages allongés. Dans l'écriture latine, les jambages
sont plutôt étendus (voir la Figure 3.13).
Figure 3.13  Formes des jambages.
En combinant tous ces descripteurs, un ensemble de 126 descripteurs est formé.
Comme certains de ces descripteurs pourraient être inutiles, voire redondants au sys-
tème d'identication, leur pertinence doit être analysée. Pour cela, nous avons appliqué
plusieurs méthodes de sélection des descripteurs. Cela a permis de réduire le nombre des
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descripteurs à 25% (de 126 à 58) tout en améliorant la performance en taux d'identica-
tion du script et de sa nature. La Table 3.2 présente les résultats obtenus avec diérentes
méthodes de sélection de descripteurs en utilisant le classieur AODEsr. Elle indique
aussi le temps de classication.
Table 3.2  Test avec diérentes méthodes de sélection de descripteurs.
Méthode de sélection Descripteurs sélectionnés Taux d'identication (%) Temps(s)
Algorithme génétique 58 98.72 0.03
Analyse en composantes principales 48 95.69 0.02
Les premières expériences ont été menées en utilisant deux bases de données pu-
bliques : la base IAM (de mots latins manuscrits) et la base IFN/ENIT (de mots arabes
manuscrits). Pour les mots arabes et latins imprimés, nous avons construit nos propres
bases de données. Les mots sont extraits de magazines, journaux et autres doucments
de diérents styles, fontes et tailles de polices. Une résolution de 300 points par pouce
est utilisée pour numériser les mots. L'ensemble d'apprentissage et de test inclut 1720
échantillons (430 par classe) avec un nombre égal de mots arabes imprimés (AI), arabes
manuscrits (AM), latins imprimés (LI) et latins manuscrits (LM).
Comme notre base de départ est assez réduite en nombre, nous avons utilisé la va-
lidation croisée comme méthode d'estimation de abilité du classieur fondé sur une
technique d'échantillonnage. Le classieur est alors bâti sur l'échantillon d'apprentissage
et validé sur l'échantillon de test. Les mots sont partagés en dix ensembles disjoints
que nous les apprenons sur neuf ensembles puis nous validons le classieur sur l'en-
semble restant et nous répètons cette opération dix fois en calculant la moyenne des
taux d'identication obtenus de chaque itération.
Les résultats dans la Table 3.3 montrent que le taux d'identication moyen est environ
98.72% pour les mots manuscrits et imprimés qu'ils soient écrits en Arabe ou en Latin.
Notons qu'en utilisant les descripteurs sélectionnés, les mots arabes et latins imprimés
ont été identiés de manière able avec un taux d'identication dépassant les 99%.
Table 3.3  Taux moyen d'identication par classe.
PA HA PL HL Moyenne
Taux d'identication (%) 99.1 98.4 99.7 97.8 98.7
En analysant la matrice de confusion (voir la Table 3.4), nous avons remarqué que la
plupart des erreurs d'identicaion sont dues aux confusions entre mots latins et arabes
manuscrits à cause de leur nature cursive. Nous avons noté aussi que des confusions entre
Latin imprimé et manuscrit sont dues à certains styles d'écriture dans lesquels il n'y a
pas de ligatures entre lettres.
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Table 3.4  Matrice de confusion.
AI AM LI LM
AI 430 0 0 0
AM 3 420 0 7
LI 0 0 428 2
LM 5 4 1 420
Nous avons comparé également les performances de trois classieurs typiques : un
classieur bayésien (AODEsr), k plus proches voisins et l'arbre de décision (voir la
Table 3.5). Nous avons constaté que le classieur bayésien, avec les descriteurs sélec-
Table 3.5  Evaluation de performance par classieur.
Classieur F-Mesure(%) Temps (s)
Classieur bayésien 98.72 0.03
Arbre de décision 85.98 0.14
k plus proches voisins 97.5 0.01
tionnés, capture une grande partie des diérences entre mots arabes et latins, imprimés
ou manuscrits fournissant ainsi une bonne solution au problème d'identication du script
et de sa nature.
Dans le but d'améliorer le taux d'identication, nous avons observé les cas de confu-
sion, surtout entre scripts manuscrits. Nous avons remarqué qu'il est possible de les
résoudre en exploitant avantagieusement la diérence d'orientation entre scripts arabe
et latin (voir la Figure 3.14). Pour cela, nous avons eu recours à une méthode d'analyse
de texture, ensuite aux descripteurs de formes à base de d'histogramme des orientations
de gradients qui tiennent compte de cet aspect.
Figure 3.14  Diérences d'orientation dans les écritures arabe et latine de natures
imprimée et manuscrite.
3.4.2 Méthode des longueurs de plages de niveaux de gris
Cette méthode analyse la texture du mot caractérisée par l'arrangement plus ou moins
régulier de ses primitives dans diérentes directions. Elle consiste à compter le nombre de
plages d'une certaine longueur j, de niveau de gris i dans une direction q donnée. Nous
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avons considéré que les pixels noirs. A chaque direction correspond donc un vecteur (voir
la Figure 3.15). De ces vecteurs, nous avons extrait les descripteurs suivants :
 Le poids des plages courtes, traduit en Anglais par Short Run length Emphasis
(SRE) rend compte de la nesse d'une texture. Plus l'image contient des plages de
petite taille, plus SRE est élevé.
 Le poids des plages longues, traduit en Anglais par Long Run length Emphasis
(LRE) rend compte de la grossièreté de la texture de l'image. Plus l'image contient
des plages de grande taille, plus le LRE est élevé.
 La distribution des niveaux de gris ou Grey Level Distribution (GLD) permet
d'appréhender l'uniformité des plages dans les diérents gris. GLD augmente avec
le nombre de plages ayant des niveaux de gris identiques.
 La distribution des longueurs de plages ou Run Length Distribution (RLD) mesure
la non uniformité de la répartition des longueurs de plages, indépendamment de
leur niveau de gris. RLD est minimum lorsque les plages sont également distribuées
entre les longueurs.
Figure 3.15  Représentation d'une image par les longueurs de plages de pixels noirs.
En comparant les performances d'AODEsr, SVM et 1-PPV, combinés aux descrip-
teurs issus de l'analyse de texture du mot, nous avons trouvé que le classieur 1-PPV
aboutit au meilleur résultat (voir la Table 3.6).
Table 3.6  Evaluation par classeur.
1-PPV 99.03%
SVM 96.03%
AODEsr 98.56%
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3.4.3 Descripteurs à base d'histogramme des orientations de gra-
dients
Un histogramme des orientations de gradients (HOG) est une caractéristique utilisée
en vision par ordinateur pour la détection d'objets. Il s'est montré particulièrement
ecace pour la détection de personnes [51]. L'idée importante derrière le descripteur
HOG est que l'apparence et la forme locale d'un objet dans une image peuvent être
décrites par la distribution de l'intensité du gradient ou la direction des contours. Ceci
peut être fait en divisant l'image en des régions adjacentes de petite taille, appelées
cellules, et en calculant pour chaque cellule l'histogramme des directions du gradient ou
des orientations des contours pour les pixels à l'intérieur de cette cellule. La combinaison
des histogrammes forme alors le descripteur HOG (voir la Figure 3.16).
Figure 3.16  Calcul du descripteur HOG.
Descripteur HOG basique
Pour construire ce descripteur, nous avons suivi les étapes suivantes :
 Calcul de l'image gradient : Le gradient sert à calculer la variation de l'in-
tensité des pixels dans diérentes orientations. Il correspond à la première dérivée
(contour horizontal ou vertical) de l'image. La méthode la plus courante pour calcu-
ler le gradient consiste à appliquer un ltre dérivatif 1-D centré, dans les directions
horizontale et verticale (voir la Figure 3.17).
51
3.4 Approche proposée
Figure 3.17  Calcul de l'image gradient.
 Construction de l'histogramme : Elle est faite dans des cellules carrées de
petite taille (de 4× 4 à 12× 12 pixels). Chaque pixel de la cellule vote alors pour
une classe de l'histogramme, en fonction de l'orientation du gradient à ce point. Le
vote du pixel est pondéré par l'intensité (ou magnitude) du gradient en ce point.
Les histogrammes sont uniformes de 0à 180(cas non signé) ou de 0à 360(cas
signé).
 Formation et normalisation des blocs : Pour de meilleurs résultats, les histo-
grammes locaux sont normalisés en contraste, en calculant une mesure de l'intensité
sur des zones plus larges que les cellules, appelées des blocs, et en utilisant cette
valeur pour normaliser toutes les cellules du bloc. Cette normalisation permet une
meilleure résistance aux changements d'illuminations et aux ombres.
Le descripteur HOG maintient quelques avantages clés par rapport aux autres des-
cripteurs. Il est facile à mettre en oeuvre, caractérisé par une grande robustesse face à
la variabilité intra-classe et assez rapide pour la classication en temps réel. Etant basé
sur une description locale de l'image, HOG ore une analyse plus ne du mot. Au lieu
d'avoir un descripteur unique pour tout le mot, on aura un ensemble de descripteurs
qui représentent ses éléments constitutifs. Ce descripteur est invariant aux changement
d'échelle ce qui signie que les mots peuvent être classés sans qu'il soit nécessaire de pas-
ser par une étape de normalisation de la taille. Ainsi le descripteur HOG est devenu l'un
des descripteurs les plus populaires de représentations de bas niveau d'image en vision
par ordinateur. Toute amélioration, aussi petite qu'elle soit, de sa capacité à représenter
des images serait utile. Dans la suite, nous examinons plusieurs façons d'améliorer HOG
au minimum coût de performance.
Descripteur HOG basique amélioré
En remarquant que la distribution des pixels dière dans diérentes parties du mot,
nous avons divisé diérement l'image en une grille de cellules rectangulaires : 1) trois
bandes horizontales égales (voir la Figure 3.18), 2) bandes supérieure, centrale et infé-
rieure (voir la Figure 3.19), 3) cellules sans chevauchement (voir la Figure 3.20) et 4)
cellules en chevauchement (voir la Figure 3.21). Nous avons calculé un HOG pour chaque
cellule séparement, ensuite nous avons enchaîné les HOGs pour obtenir un descripteur
composite.
Généralement la zone relative à la bande centrale du mot présente une plus grande
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Figure 3.18  HOGs, selon trois bandes horizontales égales d'un (a) Mot arabe imprimé,
(b) Mot latin imprimé, (c) Mot arabe manuscrit et (d) Mot latin manuscrit.
variabilité, la densité d'information y est très importante car la morphologie de la chaîne
dans cette bande est complexe à cause des boucles, quand elles existent, des ligatures
horizontales et verticales. Pour cela, nous avons divisé l'image du mot en trois cellules
par rapport à la bande centrale du mot. Nous avons utilisé la méthode de projection
horizontale pour extraire la bande centrale et déduire les bandes inférieure et supérieure
du mot. Comme la bande centrale contient aussi la plus grande quantité d'information,
nous l'avons segmenté en cinq cellules égales (voir la Figure 3.19).
Figure 3.19  Division de la bande centrale en 5 cellules.
Pour la disposition de cellules sans chevauchement, nous avons également essayé de
varier le nombre de cellules dans la direction horizontale nx et verticale ny en fonction
du nombre total de cellules nx × ny et de voir son impact sur le taux d'identication du
script. Les dispositions possibles de six cellules sont achées dans la Figure 3.20.
Figure 3.20  (a) 6 colonnes × 1 ligne, (b) 3 colonnes × 3 lignes, (c) 2 colonnes × 3
lignes et (d) 1 colonne × 6 lignes.
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Figure 3.21  Disposition de 6 cellules en chevauchement.
Pyramide d'histogramme des orientations de gradients (PHOG)
PHOG considère la propriété spatiale de la forme locale lorsque l'image est représentée
par un HOG. L'information spatiale est représentée par un carrelage de l'image en cellules
à plusieurs résolutions en se basant sur une mise en correspondance de pyramide spatiale
[52].
Figure 3.22  Illustration de PHOG à chaque niveau de résolution.
Au départ, nous avons calculé le HOG pour la totalité de l'image (voir la Figure 3.22(a)).
L'histogramme est divisé en n barres (ici n = 8). Chaque barre de l'histogramme repré-
sente le nombre des pixels qui ont une orientation à l'intérieur d'une certaine plage
angulaire. Ensuite, l'image est divisée en quatre zones et un HOG est calculé pour cha-
cune d'entre elles (voir la Figure 3.22(b)). Ce processus est répétée récursivement jusqu'à
une profondeur L (voir la Figure 3.22(c) et (d)). Par conséquent, l'image du mot est di-
visée en cellules à plusieurs niveaux de la pyramide. Le niveau 0 est représenté par un
n-vecteur correspondant aux n barres de l'histogramme. Le niveau 1 est représenté par
un 4 n-vecteur et le descripteur PHOG de l'ensemble image est un vecteur de dimension
égale à K ∗
∑L
l=0 4
l. Les histogrammes du même niveau sont enchaînés dans un vecteur.
Le descripteur PHOG nal pour une image est une concaténation de tous les vecteurs à
chaque résolution (niveau) de la pyramide. Dans notre cas, n = 8 et L = 3. Par consé-
quent, notre descripteur de PHOG est de longueur 8 ∗ (1 + 4 + 16 + 64) = 680. Il s'agit
ainsi d'une analyse récursive multi-échelle, souple au niveau de l'analyse directionnelle.
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La Figure 3.23 montre les descripteurs du HOG (au premier niveau) de mots arabes
et latins manuscrits. Comme nous pouvons le constater, des images de mots arabes ont
des HOGs similaires. De même pour les mots latins. En revanche, les images de mots
latins ont des HOGs diérents de ceux de mots arabes. Chaque barre est d'une largeur
π
4
radians. Notons que HOG ache l'orientation prédominante des traits de lettres. Par
exemple, l'histogramme de mots manuscrits arabes ont des pointes importantes sur le
secteur [π
2
, 3π
4
] ce qui respecte l'orientation de l'écriture arabe : de droite à gauche où
les lettres sont généralement inclinées à gauche. Au contraire, les histogrammes de mots
manuscrits latins ont des pointes importantes au secteur [π, 5π
4
] qui respecte également
l'orientation de l'écriture latine : de gauche à droite où les lettres sont plutôt inclinées à
droite. De cette même gure, nous avons constaté que HOG est capable de discriminer
entre les scripts, mais pas entre leurs natures. Il a fallu raner encore l'analyse en faisant
recours au PHOG.
Figure 3.23  Descripteurs HOG à 8 barres d'images de mots manuscrits.
Notons que le caractère multi-résolutionnel de ce descripteur est capable de délivrer
des informations précises, à la fois en espace et en fréquence sur l'image, et d'analyser
l'écriture à diérents échelles. Notons que la magnitude ou l'intensité et l'orientation
des gradients sont calculées jusqu'ici qu'au seul niveau de pixel et les relations entre les
paires de pixels ne sont pas prises en compte. Nous pensons que si certaines relations
entre les pixels sont considérées, les résultats seront meilleurs. Cette information peut
être extraite à partir d'une matrice de co-occurrence comme indiqué ci-dessous.
Matrice de co-occurences des orientations de gradients (CO-MOG)
Nous proposons d'utiliser CO-MOG pour capturer l'information spatiale en comptant
la fréquence de co-occurrence de gradients orientés entre paires de pixels. Ainsi des
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emplacements relatifs sont mémorisés. Les emplacements relatifs sont reétées par la
distance entre deux pixels comme indiqué dans la Figure 3.24(a). Nous considérons le
pixel jaune au centre. Les pixels bleus voisins sont des pixels à diérentes distances.
Chaque pixel bleu voisin forme une paire d'orientation avec le pixel jaune du centre et
vote à la matrice de co-occurrence comme illustré sur la Figure 3.24(a). La fréquence
de la co-occurrence du gradient orienté est capturée à chaque distance via une matrice
de co-occurrence comme illustré dans la Figure 3.24(b). Notons que HOG est un cas
particulier de CO-HOG lorsque la distance est nulle puisque seul le pixel en question est
considéré. Par rapport à HOG, CO-HOG capture plus l'information spatiale locale tout
en maintenant les avantages du HOG.
Figure 3.24  (a) la distance qui peut être utilisée dans CO-MOG, (b) co-occurrence
d'images de mots à une distance donnée, (c) vectorisation et concatenation des matrice
de co-occurrences pour former le descripteur CO-MOG [53].
Plusieurs tests ont été éectués pour déterminer quelle distance et quelles orienta-
tions sont les plus appropriées. Notons qu'en écriture arabe ou latine (en particulier de
nature imprimée), il y a beaucoup de lettres qui sont principalment composées de traits
verticaux (Exemple : les lettres arabes : @, et Ë et les lettres latines : `l', `t', `I', etc.).
En Arabe imprimé, les lettres sont horizontalement ligaturées et les ligatures peuvent
être plus ou moins longues. Ainsi, pour ce type de lettres et ligatures horizontales, de
nombreux pixels voisins pixels ont une même orientation. Dans ces cas, une distance
lointaine pourrait sure puisqu'il n'y a pas de variations morphologiques. Par contre,
dans le cas d'une écriture cursive (arabe ou latine manuscrite), où les lettres ne sont pas
nécessairement rectilignes (Exemple : `r', `e', `c', `o', etc.), l'utilisation d'une distance
proche décrira mieux les formes de lettres (jambages, boucles, angles, etc.). Nous avons
trouvé qu'une distance égale à cinq est satisfaisante et qu'il sura aussi de considérer que
le voisinage haut de droite à gauche des pixels, soit quatres angles comme le montre la
Figure 3.25. Ainsi, de l'image d'un mot, quatre matrices de co-occurrence sont calculées
et par conséquence, la taille du vecteur des caractéristiques est 64 ∗ 4 = 256.
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Figure 3.25  (a) Du pixel central ; pixel 1 représente 0à d = 1 ; pixel 2 représente 45;
pixel 3 représente 90et pixel 4 représente 135à d = 1 ; (b) Matrice CO-MOG calculée
à d = 2, θ = 0pour un voisinage 8 à 8 autour du pixel en question.
3.4.4 Expérimentations
Nous avons étudié les eets des diérents choix d'implémentation, concernant les
dispositions de cellules, le nombre de descripteurs et secteurs d'orientation et les dis-
tances CO-HOG, sur les performances du système d'identication. Nous avons utilisé
une base de 24000 échantillons (6000 par classe). Comme le nombre des descripteurs
à base de HOG est relativement élevé, nous avons eu recours à l'algorithme génétique
pour sélectioner les descripteurs pertinents. Nous avons comparé aussi les performances
de diérents classieurs : AODEsr, k -Plus Proches Voisins (k -PPV) et Support Vector
Machine (SVM).
De ces expérimentations, nous avons constaté que pour le même nombre de descrip-
teurs (n = nx ∗ny avec n = 8 barres ou secteurs), le meilleur arrangement de cellules est
toujours lorsque nx ou ny sont diérents de 1. Ainsi, il faut éviter un arrangement hori-
zontal ou vertical de cellules. Nous avons noté que les arrangements sans chevauchement
de cellules sont meilleurs que ceux avec chevauchement. Nous avons remarqué aussi que
plus le nombre de cellules augmente, plus le taux d'identication est meilleur. Notons que
CO-MOG a abouti à un taux d'identication de 99.85%, ce qui est nettement supérieur
aux taux obtenus par HOG basique, HOG avec les arrangements multiples de cellules,
selon la bande centrale, avec ou sans chevauchement et PHOG (voir la Table 3.7). Il est
clair aussi qu'une meilleure classication est faite par k -PPV.
Nous avons également testé l'eet du nombre de secteurs d'orientation sur le taux
d'identication, en utilisant PHOG et AODEsr, et constaté que le meilleur nombre de
secteurs est égale à 8 (voir la Table 3.8). Nous avons testé aussi avec diérentes distances
(2, 4, 6, 8, 10 et 12) au niveau de CO-HOG pour décider de la meilleure distance qui
considère tout changement morphologique de lettres. Des expérientations ont montré
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Table 3.7  Résultats par descripteur et classieur.
HOG PHOG CO-MOG
Nombre de descripteurs 64 680 324
Descripteurs sélectionnés 38 268 248
Taux d'identication par SVM 80.56% 95.85% 96.43%
Taux d'identication par k -PPV 82.87% 95.64% 99.85%
Taux d'identication par AODEsr 93.47% 97.47% 99.71%
Table 3.8  Nombre de bins d'orientation vs. Taux d'indentication.
Nombre de secteurs d'orientation 5 7 8 10 12 18
Nombre de descripteurs 340 425 680 850 1020 1530
Descripteurs sélectionnés 120 201 268 374 654 847
Taux d'identication 94.54% 96.54% 97.47% 97.34% 97.38% 97.40%
qu'une distance d = 5 est la meilleure.
De la matrice de confusion, issue du CO-HOG et dek -PPV (voir la Table 3.9), nous
avons recensé quelques cas de confusion entre mots latins et arabes manuscrits due à leur
aspect cursif. Dans la Figure 3.26(a), un mot latin manuscrit a été confus à un mot latin
imprimé parce les hampes et les jambages des lettre sont droits. Dans la Figure 3.26(b),
un mot latin manuscrit a été classé comme mot arabe manuscrit car dans certains styles
d'écritures, les lettres sont inclinées vers la gauche, ce qui est généralement caractéristique
de l'écriture arabe manuscrite. Dans la Figure 3.26(c), un mot arabe imprimé a été confus
à un mot latin manuscrit en raison des jambages orientés vers la droite.
Table 3.9  Matrice de confusion.
AI AM LI LM Taux d'identication
AI 5982 0 18 0 99.70%
AM 0 6000 0 0 100%
LI 16 0 5983 1 99.71%
LM 1 0 0 5999 99.98%
Moy. 99.85%
Figure 3.26  Quelques cas de confusion observés.
Nous avons nalement comparé notre système, à base de CO-HOG, au système de
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Benjelil et al. [39] qui traite de la même problèmatique mais qui utilise la transformée
en pyramides orientables. Nous avons implémenté cette transformée [54] et l'a testé sur
une base de mots commune. La Table 3.10 résume les résultats obtenus.
Table 3.10  Notre système versus quelques travaux similaires
Système Vecteur de caractéristiques Classieur Base Taux d'identication
[39] 48 k -PPV 800 97.5%
[54] 48 k -PPV 24000 98.94%
[55] 64 par fenêtre GMMs 20000 99.10%
Notre système 226 k -PPV 20000 99.76%
Notre système 248 k-PPV 24000 99.85%
Notons qu'en testant avec la transformée en pyramides orientables [54], comme fait
par [39], mais sur une plus grande base (de 800 à 24000 mots), le taux d'identication a été
augmenté de 97.5% à 98.94%. L'utilisation des descripteurs CO-MOG avec le classieur
k -PPV réalise un taux d'identication de 99.85%, ce qui est nettement le meilleur parmi
les taux achés par les autres systèmes.
3.5 Conclusion
Dans ce travail, nous nous sommes intéressés à l'identication du script et de sa na-
ture au niveau de mot. Des expériences ont été menées sur des mots manuscrits à styles
d'écriture variés et des mots imprimés avec diverses polices, tailles et fontes, écrits en
Arabe et en Latin dans le but de tester, proposer et sélectionner les meilleurs descripteurs
et classieurs. Nous avons constaté qu'une représentation locale du mot permet d'avoir
une vue plus approfondie de la façon dont ses primitives sont formées. L'avantage d'uti-
liser une méthode locale est d'accorder de l'énergie aux petits détails locaux d'une image
évitant ainsi le bruit engendré par un traitement global. Pour cela nous avons opté pour
des descripteurs locaux en se basant sur des primitives directionnelles qui donnent la
direction générale du tracé, longueurs et angles surtout que l'arabe se distingue du latin
par l'orientation de l'écriture.
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CHAPITRE 4
Contribution en segmentation
d'anciens manuscrits arabes
4.1 Introduction
Une bonne partie du patrimoine culturel et scientique de la Tunisie est conservée
sous forme d'anciens manuscrits dans les archives nationales de la Tunisie. Le traitement
automatique de ces documents en vue de leur restauration, indexation et exploitation
ore un avantage certain. Cependant, on est confronté à de nombreuses dicultés dues au
mauvais état de conservation de ces manuscrits et à la complexité de leur contenu ce qui
mettent en échec les algorithmes classiques de segmentation. Le problème étudié, dans
ce travail, concerne la segmentation en lignes et en mots d'anciens manuscrits arabes.
En eet, la segmentation de ces manuscrits est nécessaire et constitue un dé impor-
tant car si elle échoue, handicape les étapes d'extraction et de reconnaissance de mots.
La segmentation s'avère être plus complexe lorsqu'il s'agit de manuscrits arabes où les
espacements interlignes sont parfois très réduits ce qui genère des chevauchements entre
les mots des lignes successives ou bien entre deux mots de la même ligne voir même
entre deux lettres du même mot. La segmentation des zones de connection constitue le
principal dé pour l'extraction correcte des lignes et des mots.
La méthode de segmentation, proposée dans ce travail et faisant l'objet de la thèse
de Nabil Aouadi, est destinée à des documents comme ceux de la Figure 4.1 où nous
montrons juste un extrait. Il s'agit d'anciens manuscrits arabes mono-orientés. Les lignes
textuelles sont horizontales et elles sont écrites selon des lignes de support. Ces manuscrits
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correspondent à des pages de registres de dénombrement du 19ème siècle.
Figure 4.1  Extrait d'une page de registre de dénombrement du 19ème siècle.
La segmentation en lignes et en mots des pages de ces registres, auxquels nous nous
intéressons, est rendue délicate par :
 la présence de lignes successives qui peuvent se connecter par les ascendants et les
descendants et qui sont très accentués dans l'écriture arabe, en vue de lui donner
un attrait calligraphique,
 la présence de points et de signes diacritiques,
 la diversité des formes des lettres et la variabilité de liaison entre les lettres (liga-
tures horizontale et/ou verticale).
L'approche de segmentation proposée débute par localisation et extraction des zones
de connections. Les lignes connectées sont ensuite séparées et l'approche se termine
par une phase nale d'extraction des mots dans les lignes. Ce chapitre, objet de notre
dernière contribution, est organisé de la manière suivante. Une première section présente
un bref état de l'art. Une deuxième section décrit le système de segmentation proposé en
insistant sur le choix de descripteurs et classieurs pour cette tâche. Une troisième section
discute des résultats de segmentation des zones de connection entre lignes. Une quatrième
section explique l'étape de segmentation des lignes en mots par repérage de mots de
liaison. Le chapitre se termine par une conclusion et des perspectives qui montreront un
prolongement possible du système proposé.
4.2 Etat de l'art
A cause de la sinuosité des lignes et de leur multi-orientation, les méthodes de seg-
mentation traditionnelles ont échoué à segmenter les anciens manuscrits en lignes et en
mots. Partant de ces constatations, certains chercheurs proposent de nouvelles approches.
Parmi les modèles, utilisés dans le domaine d'extraction des lignes, nous citons : le mo-
dèle de contour actif paramétrique. Dans [56], on propose une approche pour la détection
et la séparation de lignes connectées des documents manuscrits arabes multi-orientés. En
raison de la multi-orientation, on a utilisé un maillage automatique de l'image qui permet
de déterminer progressivement et localement les lignes. Le maillage est initialisé avec une
petite fenêtre où la taille est corrigée par extension jusqu'à ce que susamment de lignes
aient été trouvées.
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Pour la segmentation des zones de connections entre les mots d'une même ligne peu
de travaux ont été proposés. Selon le nombre de lettres connectées et la nature des
connections, les zones de connections peuvent être classées en trois catégories : 1) simple
touche (voir la Figure 4.2(a)), 2) multi-touche où la connection est entre plus de deux
lettres (voir la Figure 4.2(b)) et 3) chevauchement (entre lignes, voir la Figure 4.2(c) ou
entre mots, voir la Figure 4.2(d)).
Figure 4.2  (a) Simple touche, (b) Multi-touche, (c) Chevauchement, (d) Mots hori-
zontalement interconnectés.
Les approches de segmentation des zones de connections étudiées sont résumées dans
la Table 4.1. La plupart d'entre elles se font sans reconnaissance en exploitant des infor-
mations structurelles pour identier les parties qui composent la zone de connection. Les
approches qui segmentent une zone de connection par coupure horizontale [57], trouvent
des dicultés pour localiser là où il faut couper. L'endroit de la coupure est choisi se-
lon une analyse structurelle ou à base de règles. Le résultat d'un tel procédé n'est pas
toujours correct car la connection entre lettres est généralement plus complexe qu'une
simple touche horizontale. D'autres approches [58], [7], [59], qui se basent sur des infor-
mations de contour, s'avèrent être plus ecaces car elles tiennent compte de l'irrégularité
de ces connections, mais elles se sont appliqueées sur un ensemble réduit de connections.
D'autres méthodes dépendent fortement des seuils qui les limitent à un ensemble réduit
de styles d'écritures. Nous pensons également que les travaux à base de squelette de
la zone de connection ne pourraient être ecaces que si le squelette est correctement
extrait. Les approches à base de reconnaissance ont été testées sur des bases plus larges
comme dans [60] et ont abouti à de bons résultats.
4.3 Système proposé
La première étape dans le système proposé est l'extraction des lignes de texte. En
cas de lignes accolées, il faut passer par les étapes d'extraction et de segmentation des
zones de connections. A la n, il s'agit de segmenter les lignes en mots par repérage de
mots de liaison comme expliqué plus loin.
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Table 4.1  Synthèse des travaux sur la segmentation.
Catégories Réf. Approches Script Résultats
Sans reconnaissance
[57] A base de projection Latin -
[61] Contraintes géométriques Latin -
[62] Lignes de base Latin -
[63] Enveloppe convexe Arabe -
[64] Distance du centre de gravité Arabe -
[58] Méthode statistique Latin -
[65] Connaissances structurelles Latin -
[66] Algorithme à base de plages Latin -
[58] Variation angulaire Arabe 94%
[7] Décompoition de forme à base du contour Arabe 71.2%
[59] Tracé du conour Latin 82%
A base de reconnaissance
[60] Dictionnaire, contexte de forme et transformation TPS Arabe 71.4%
[67] Dictionnaire et arbre de décision Latin 90%
4.3.1 Extraction des zones de connections
D'abord, nous avons suivi les lignes de support déjà présentes dans les images des
documents, comme le montre la Figure 4.3, pour extraire les lignes de base.
Figure 4.3  Extraction des lignes de base.
Ensuite, en suivant la ligne de base, la méthode extrait les lignes de texte simplement
par association des composantes connexes du même alignement. Si parmi ces compo-
santes, il y'en a une qui fait partie simultanément à deux alignements, celle-ci est consi-
dérée cas de connection verticale. Auquel cas, ces lignes sont squelletisées et le point de
jonction où les deux caractères sont connectés est identié du côté de la ligne séparatrice
situé à mi-chemin des deux lignes de base des deux lignes textuelles inter-connectées.
Finalement, la connection est délimitée autour du point de jonction (voir la Figure 4.4).
Pour les connections horizontales, la méthode adoptée repose sur la morphologie
de l'écriture arabe en repérant et en ltrant des points de jonction entre caractères
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Figure 4.4  Extraction des connections verticales.
par analyse de la convexité des courbes qui leurs sont rattachées. Pour cela, il a fallu
d'abord considérer la partie squeletisée en dessous de la ligne de base et trouver toutes
les points de jonction. Ensuite, il a fallu trouver toutes les branches attachées à chaque
point de jonction, écarter les petites branches (relatives aux signes diacritiques ou au
bruit) et analyser la convexité des branches restantes. Pour les branches satisfaisant une
contrainte de convexité, nous avons retenu que celles se terminant près de la ligne de base.
Finallement, les branches semi-convexes sont fusionnées si nécessaire (voir la Figure 4.5).
Figure 4.5  Extraction des connections horizontales.
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4.3.2 Segmentation des zones de connection
L'objectif est de séparer une zone de connection en deux morceaux an que chaque
partie rejoigne son mot d'origine. Ci-après, nous discutons de la méthode que nous avons
proposée pour la segmentation des zones de connections [68], [69] et [70]. Elle repose sur
deux étapes majeures : 1) la reconnaissance et la transformation et 2) la segmentation
proprement dite. L'étape de reconnaissance et de transformation sélectionne, à partir
de plusieurs modèles prédénis celui qui se rapproche le plus à la zone de connection à
segmenter selon une mesure de distance. A ce niveau, nous avons proposé d'ajuster le
calcul de la distance, donné par [6] en trouvant un appariement optimal entre pixels de la
zone de connection et ceux du modèle. Nous avons estimé par la suite une transformation
de l'alignement et calculé la distance entre les deux formes comme étant une somme
pondérée des erreurs d'appariement entre les points correspondants, avec le coût de la
transformation et d'alignement. Nous avons montré qu'un tel ajustement dans la mesure
de distance permet de réduire la complexité d'appariement et aboutir à un taux meilleur
de segmentation. L'étape de segmentation se sert nalement des points intermédiaires et
la répartition des composantes du modèle pour segmenter la zone de connection.
Etape de reconnaissance et de transformation
Cette étape nécessite un dictionnaire qui regroupe des classes de modèles de connec-
tions préalablement segmentées où à chaque modèle est associé deux parties issues d'une
segmentation correcte de ce modèle. Ensuite, pour trouver le modèle le plus proche d'une
connection à segmenter, parmi des modèles stockés dans le dictionnaire, nous avons eu re-
cours au descripteur de contexte de forme (shape context, en Anglais). Il s'agit d'extraire
d'une image des points de contour et d'obtenir pour chacun de ces points le contexte de
forme en déterminant la distribution relative des points les plus proches au moyen d'un
histogramme de distribution de coordonnées log-polaires (voir la Figure 4.6). C'est un
histogramme de coordonnées relatives des points de contour par rapport à des points
pi, les points de référence. Ainsi, une forme est représentée par l'ensemble de points
échantillonnés des contours externes et internes, C = p1, p2, ..., pn où pi ∈ R2 et n est le
nombre de points de contour. Pour un point pi, les coordonnées relatives des n−1 autres
points sont déterminées. Les coordonnées relatives sont les coordonnées du point dans
un système de coordonnées log-polaire utilisant pi comme origine où rq est la distance
entre q et pi et θq est l'angle entre le vecteur
−→piq et l'axe horizontal.
q = (log(rq), θq),∀q ̸= pi et q ∈ C (4.1)
Le contexte de forme hi du point pi est déni par un ensemble de barres où chaque
barre (bin en Anglais) représente le nombre de points de contours associés au secteur de
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piste correspondant (voir la Figure 4.6(b), (d) et (f)). Les cellules sombres représentent
les valeurs les plus élevées et on a utilisé 5 pistes pour log r et 12 secteurs pour θ.
Figure 4.6  (a) Contexte de forme d'un point d'une première zone de connection,
(b) l'histogramme log-polaire correspondant, (c) Contexte de forme d'un point d'une
seconde zone de connection, (d) l'histogramme log-polaire similaire à (b), (e) Contexte
de forme d'un autre point de la seconde zone de connection,(f) l'histogramme polaire
assez diérent de celui de (b) et (d).
Comme le contexte de forme est un descripteur qui contient des informations de la
conguration locale associée à chaque point de contour, il semble bien adapté aux zones
de connections. Cependant, une telle représentation par des contextes de forme de presque
tous les points de contour engendre une grande complexité dans le calcul du descripteur
et lors de la recherche et l'appariement avec le modèle le plus proche. Pour cela, nous
avons opté pour un appariement en bipartie par région au lieu d'un appariement point
à point comme expliqué plus loin. Ci-après les phases suivies en étape de reconnaissance
et transformation.
 Apprentissage de modèles : Notre système est entrainé à partir de classes
de modèles de connections, de taille 120 × 120 pixels, préalablement segmentés
en deux parties A et B. Ces modèles sont stockés dans un dictionnaire avec un
élément représentant chaque classe qui va servir à une recherche rapide de modèles
appropriés.
 Appariement de formes : Cette étape a pour but de trouver des correspondances
entre la zone de connection et les modèles par calcul de la distance (Dsc). Pour
apparier deux formes, notre système compare les histogrammes de contexte de
forme de leurs points de contour. Pour extraire les points de contour, nous avons
appliqué le ltre de Canny [71] suivi d'un processus d'échantillonnage pour obtenir
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un nombre xe de points de contour ce qui facilite l'appariement. La Figure 4.7(a)
et (b) montre respectivement un exemple de zone de connection et l'échantillonnage
de ses points de contour.
Figure 4.7  (a) Zone de connection (b), Echantillonnage de ses points de contour.
Pour calculer le contexte de forme pour N points du contour et obtenir le des-
cripteur de forme, nous avons combiné les vecteurs de tous les contextes de formes
des points. Il s'agit d'une matrice N ∗K où K est le produit de θ et les bin de
distance (soit 5*12=60). En utilisant deux descripteurs de formes (un pour une
zone de connection d'entrée et l'autre pour un modèle stocké dans le dictionnaire),
le système calcule, pour chaque couple de points (pi, qj) des deux formes, le coût
d'appariement (voir Eq. 4.2) et obtient une matrice de coûts C de taille N ∗N où
hi(k) et hj(k) désignent les histogrammes au niveau de pi et qj.
Cij = C(pi, qj) =
1
2
K∑
k=1
[hi(k)− hj(k)]2
hi(k) + hj(k)
(4.2)
L'objectif à ce niveau est de trouver l'ensemble des couples (p, q) qui minimise le
coût total.
 Points atypiques et nouvelle forme d'appariement en bi-partie : Notons
que même si le contexte de forme est un descripteur riche, la présence de points
atypiques (outliers, en Anglais) est un problème qui peut aecter le résultat d'ap-
pariement surtout lorsqu'il s'agit de formes nes. Pour cela, nous avons déni une
relation de voisinage entre les points de la même forme. Ainsi, pour chaque point
M , nous avons considéré ses voisins lors de son appariement (voir la Figure 4.7(b))
et ce dans l'objectif d'écarter les points ne pouvant pas avoir de bonnes correspon-
dances. Cela dière de l'appariement point à point, proposé par Belongie et al. [6]
qui tient compte de toutes les paires de points minimisant le coût. En eet, nous ne
considérons que les points bien appariés (WMP, Well Matched Pixels, en Anglais),
compte tenu de leur voisinage. Ainsi, pour chaque point, nous associons un sous
ensemble de pixels dénissant un disque de rayon r autour de lui comme le montre
la Figure 4.7(b). Un appariement entre deux points n'est considéré valide que s'il
existe un nombre susant de leurs voisins qui peuvent aussi s'apparier ensemble.
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 Estimation de la transformation d'alignement : L'estimation de la transfor-
mation plane entre deux formes selon les résultats d'appariements est nécessaire
pour deux raisons : 1) calculer la distance et 2) transformer les parties séparées
du modèle de manière à s'aligner à la zone de connection et avoir ainsi des ca-
ractéristiques géométriques proches. Il existe plusieurs techniques d'interpolation.
Nous avons utilisé la transformation TPS (Thin-Plate Spline, en Anglais) [72] qui
est couramment utilisée pour des transformations souples de coordonnées. Cette
interpolation TPS minimise l'énergie de exion (voir la Figure 4.8).
Figure 4.8  Interpolation de la zone de connection en entrée et le meilleur modèle
après déformation par la transformation TPS pour calculer Dbe.
 Calcul de distance : Pour mesurer la distance entre deux formes, nous avons
impliqué trois paramètres : 1) Dsc, la distance de contexte de forme, 2) Nmatch, le
ratio du nombre de points bien appariés (WMP) par rapport au nombre total des
points du contour N et 3) Dbe, l'énergie de exion nécessaire pour l'alignement du
modèle à la zone de connection. Dsc et Dbe ont été déjà utilisées par [6] (voir Eq.
4.3).
D = Dsc + 0.3Dbe (4.3)
Nous avons ajusté cette équation pour ne considérer que les points bien appariés en
impliquant le ratio de points bien appariés Nmatch pondéré par un coeicient, dé-
terminé d'une manière empirique. Ainsi, la mesure de distance que nous proposons
est dénie dans Eq. 4.4 comme suit :
D = Dsc + 0.3Dbe − coe ∗Nmatch (4.4)
La Figure 4.9 montre un exemple où la formule (Eq. 4.3) adoptée par [6] ne recon-
naît pas le meilleur modèle alors qu'en utilisant l'Eq. 4.4, tel que nous proposons,
notre système réussit à l'identier.
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Figure 4.9  Comparaison des résultats lors de la sélection du meilleur modèle.
Etape de segmentation
Maintenant que nous disposons du modèle le plus proche à la connection à segmenter
ainsi que les paramètres TPS estimés qui ont servi à aligner le modèle à la connection,
il est possible de se servir des parties A et B du modèle pour segmenter la connection.
Soient (Pa, Pb) les contours des parties séparées du modèle, après leurs transformations
TPS et (Ca, Cb) leurs points intermédiaires respectifs, dénis pour caractériser la distri-
bution d'un ensemble de points (voir l'exemple de la Figure 4.10). Rappelons que pour
un ensemble de points P auquel nous associons une métrique D (distance Euclidienne
ou Manhattan, etc.), le point intermédiaire M est le point le plus accessible, celui qui
minimise la somme de toutes les distances de l'ensemble.
Ces points intermédiaires sont à peu près ceux des parties qui composent la zone de
connection à segmenter. Pour délimiter ces parties au niveau de la zone de connection, le
système associe ses pixels au point intermédiaire le plus proche. Pour les pixels de la zone
commune, c'est à dire à égale distance des deux points intermédiaires, l'aectation des
pixels aux deux parties de la zone de connection se fait après ajustement des points in-
termédiaires. Pour cela, notre système détermine d'abord les points d'intersection (Ia, Ib)
entre le segment L, reliant les deux points intermédiaires initiaux, et (Pa, Pb). Le système
ajuste les points inetrmédiaires initiaux en trouvant leurs symétriques les plus proches
des points d'intersection (voir Cb et C ′b dans la Figure 4.10(a)) et ainsi l'aectation des
pixels de la zone commune (en vert) se fait selon les points intermédiaires ajustés (voir la
Figure 4.11(b)). L'avantage de cette méthode de segmentation est son indépendance du
script puisque nous n'avons pas besoin d'étudier les connections d'une langue spécique.
Mais, il est nécessaire d'utiliser un ensemble approprié d'apprentissage. De plus, nous
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Figure 4.10  (a) Contour de la partie A après transformation TPS, (b) Contour de la
partie B après transformation TPS.
n'avons pas besoin de trouver le modèle qui s'aligne parfaitement à la zone de connec-
tion en question pour pouvoir la segmenter correctement. Il sut de trouver un modèle
proche et le transformer de manière à s'approcher plus de la zone de connection.
Figure 4.11  Résultats de la segmentation en utilisant deux métriques diérentes : (a)
sans ajustement de points intermédiaires, (b) avec ajustement des points intermédiaires
ajustés.
Experimentations
Pour évaluer l'extraction des zones de connection, nous avons eu recours à 1500
lignes textuelles impliquant 500 et 600 connections verticales et horizontales. Nous avons
réussi à extraire correctement 94% des connections entre lignes successives et 94.2% des
connections entre mots de même lignes. Quant à l'évaluation de la segmentation des zones
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de connection, nous avons utilisé 3000 connections dont 670 connections horizontales et
2330 connections verticales. Certaines connections sont extraites manuellement d'images
d'anciens manuscrits arabes. D'autres sont choisies parmi celles de la base de données
proposée par Kang and Doermann [60]. Les valeurs des paramètres utilisés sont :N = 200
le nombre de points de contour échantillonnés, Neighbors = 30 le nombre de de voisins
de chaque point, Threshold_Neighbors = 10 le nombre minimum de voisins bien appariés
et Coe= 0.2 le coeicient utilisé lors du calcul de distance, déterminé empiriquement.
Pour évaluer les résultats de la segmentation, nous avons calculé un score d'apparie-
ment (MatchScore, en Anglais) pour chaque partie [73] en se basant sur la comparaison
entre les parties de la zone de connection retournées par le système et ceux de la vérité de
terrain. Soit (GA, GB) les ensembles de tous les points des parties de la vérité de terrain,
(RA, RB) l'ensemble des points des parties retournées par le système et T (s) une fonc-
tion qui compte les éléments de l'ensemble s. MSi représente les résultats d'appariement
entre les parties de la vérité de terrain et celles retournées par le système.
MatchScore =
2 ∗MSA ∗MSB
MSA +MSB
avec MSi =
T (Gi ∩Ri)
T (Gi ∪Ri)
(4.5)
La méthode de segmentation proposée est testée avec la distance Euclidienne, de
Manhattan et Canberra. Les résultats achés dans la Table 4.2 sont les taux de seg-
mentation pour un score d'appariement supérieur à 0.9. Nous estimons que les résultats
obtenus sont encourageants. Par la distance Euclidienne, la segmentation de la zone de
connection est similaire à la coupe selon l'orthogonale de la ligne reliant les centres de
gravité des parties du modèle. La distance de Manhattan semble ainsi plus appropriée
pour la segmentation des zones de connection (voir la Figure 4.12).
Table 4.2  Résultats des tests.
Distance Euclidienne Manhattan Canberra
Taux de segmentation 92.6% 94% 92%
Pour nous comparer à des travaux connexes, nous avons mis en oeuvre la méthode de
segmentation proposée par Ouwayed et Belaïd [74]. Notons que cette dernière atteint un
taux de segmentation de 76% et que les erreurs enregistrées proviennent le plus souvent
des zones de connection entre mots de la même ligne. A noter également que la présence
de boucles dans l'image rend dicile la recherche du point de jonction principal même
dans le cas de connections entre lignes successives. En se comparant aussi au travail de
Kang et Doermann [60], dont le taux de segmentation est 71.4%, notre système réussit
à segmenter correctement les zones de connections, qu'elles soient entre lignes ou entre
mots dans 94% des cas.
Il importe de noter que notre méthode de segmentation n'est pas fortement dépen-
dante de l'étape de la reconnaissance puiqu'elle réussit à bien segmenter la zone de
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Figure 4.12  Exemples de segmentation pour un Matchscore supérieur ou égal à 0.9.
connection même si ce n'est pas le meilleur modèle qui a été selectionné car notre méthode
s'appuie aussi sur la phase de transformation et l'ajustement des points intermédiaires
lors de l'étape de segmentation. Les quelques erreurs de segmentation sont essentielle-
ment dues à la déviation de la transformation. En outre, le descripteur de contexte de
forme s'est avéré robuste aux déformations, bruit et aux points atypiques.
4.3.3 Segmentation des lignes en mots
Pour segmenter les lignes en mots au niveau des pages du regsitre de dénombrement,
nous avons eu recours à la Transformée Généralisée de Hough (TGH) pour le repérage
de mots de liaison comme : 	áK. , é 	JK. @, èñ 	k@, h. AmÌ'@, . q.J
 Ë@, ÈYªË@, etc. (voir la Figure 4.17).
Ces mots de liaision sont utilisés pour séparer entre noms et prénoms des personnes.
Rappelons que la transformée standard de Hough est une technique classique de
détection de formes paramétriques telles que les droites, les cercles, les ellipses. Cette
transformée a été généralisée pour la reconnaissance de formes quelconques. La méthode
de segmentation en mots proposée se base sur le repérage de certains mots, que nous
pouvons considérer comme formes sans représentation analytique simple par la TGH.
Cette technique repose sur une similarité de formes, évaluée à partir d'une analyse très
ne de l'orientation du tracé de l'écriture. Rappelons que dans la TGH, on recherche la
présence d'une courbe, caractérisée par un certain nombre de paramètres. Chaque point
de l'image analysée vote pour l'ensemble des jeux de paramètres générant des courbes
auxquelles il appartient. La présence d'une courbe recherchée est caractérisée par un jeu
de paramètres ayant un score élevé. Un tableau de référence dénit la correspondance
entre l'espace image de la forme recherchée et l'espace paramétrique (espace de Hough).
La TGH agit sur des points caractéristiques de l'image, ici sur les points de contour.
Elle permet, comme expliqué ci-dessous, en phase de modélisation ou d'apprentissage
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de décrire chaque forme par le tableau de référence. En phase de reconnaissance, elle
exploite les tableaux de références, issus de la phase d'apprentissage, pour générer les
espaces de votes qui permettent de faire la classication.
 Modélisation par la TGH : La Figure 4.13 illustre les paramètres de la TGH
pour une forme type donnée où O est le centre de gravité, MT est la tangente
au contour en M , G est la normale à MT (direction du gradient), d = MO, α
est l'angle sous lequel est vu le centre de gravité et β est l'angle de la normale au
contour avec l'horizontale. Le modèle est la liste des triplets β, α, d. Plusieurs points
Figure 4.13  Paramètres de la TGH.
du contour-modèle peuvent avoir le même angle β, avec des valeurs diérentes de
αi et di comme le montre la Figure 4.14. Pour représenter le modèle, on regroupera
les triplets β, α, d ayant la même valeur β.
Figure 4.14  Représentation du modèle.
 Reconnaissance : Pour reconnaître une forme, on calcule, pour chaque point
P , l'angle b que fait la normale au contour en P avec l'horizontale. On estime la
direction du contour à l'aide des deux points adjacents à P sur le contour. On
parcourt la forme modèle et on cherche les triplets b, α, d. Ce sont les points de
contours du modèle qui ont une normale parallèle à celle de P . On peut donc dire
que la portion de contour centrée sur P vote pour un centre de gravité dont les
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coordonnées sont données par α et d, sachant que l'espace des paramètres est celui
des coordonnées du centre de gravité O (voir Eq. 4.6) et que si beaucoup de points
de la forme votent pour ce même point, la forme sera reconnue.
x0 = x+ d cosα et y0 = y + d sinα (4.6)
 Repérage de mots par la TGH : Nous avons choisi d'appliquer la THG sur
des portions de mots pour deux raisons : 1) c'est plus simple et plus rapide que
sur un mot entier et 2) beaucoup de mots ont des portions en commun (voir la
Figure 4.15). Pour modéliser les portions de mots, lors de la phase d'apprentissage,
nous avons retenu pour chacun d'eux son centre de gravité O comme point de
référence. Ensuite, nous avons calculé, pour quelques points contour du modèle, les
triplets β, α, d. Nous avons regroupé les triplets du modèle ayant la même valeur β
et nous les avons rangé dans un tableau de références, dont les lignes sont indicées
par les diérentes valeurs de β. Nous avons construit ainsi un tableau de références
correspondant à chaque modèle de portion de mot. Nous avons procédé ensuite à la
construction d'un dictionnaire. Ce dernier comprend pour chaque mot, ses portions
et pour chaque portion son tableau de références ainsi que des valeurs servant au
regroupement des portions de mots en mots comme le seuil de Hough s-hough et
la distance d-cluster.
Figure 4.15  Même portion appartenant à diérents noms propres.
Pour repérer un mot, étant donné ses PAWs, nous avons extrait des points carac-
téristiques de chacun d'eux. Nous avons calculé les angles βi correspondants. Se
servant des βi comme index dans les tableaux de références, nous avons estimé la
position du point de référence pour chaque modèle du PAW inclus dans le dic-
tionnaire. Nous avons entassé au fûr et à mesure les résultats obtenus dans les
accumulateurs des modèles. Un processus de recherche de maximum parmi l'en-
semble complet des accumulateurs nous a permis de retenir la meilleure proposition.
Si le nombre de points votants dépasse un seuil s-hough alors le PAW en question
sera localisé. Avec la TGH il est possible ainsi d'identier les portions relatifs aux
mots et leurs positions dans l'image par localisation de leurs points de référence.
Pour reconnaître les mots en entier, nous avons considéré les groupes de points
votants des PAWs et les distances qui les séparent. Si une distance entre groupes
de votes, relatifs aux PAWs, est inférieure à une distance d-cluster, alors les PAWs
correspondants seront regroupés pour reconstituer le mot (voir La Figure 4.16). La
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Figure 4.16  Repérage du nom propre : QÔ« par la TGH.
Figure 4.17 montre en (a) le résultat de repérage du mot de liaison 	áK. par la TGH
et (b) son utilisation pour la segmentation en mots. Les résultats semblent être
satisfaisants.
Figure 4.17  (a) Repérage du mot de liaison 	áK. , (b) Segmentation de la ligne en mots.
4.4 Conclusion
Dans ce travail, nous avons proposé des méthodes d'extraction et de segmentation
des zones de connections dans des anciens manuscrits arabes. La méthode d'extraction
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a l'avantage de traiter diérents types de connections qu'elles soient entre lignes ou
mots successifs. La méthode de segmentation se base principalement sur les étapes de
reconnaissance et de transformation en s'appuyant sur le descripteur de contexte de
forme là où il s'agit de trouver le meilleur modèle, stocké dans un dictionnaire, et de
l'aligner à la zone de connection en question. Ensuite, les points intermédiaires des parties
transformées du modèle selectionné sont utilisés pour la segmentation proprement dite
de la zone de connection. La méthode de segmentation proposée a été essentiellement
testée sur des anciens manuscrits arabes. Mais, nous l'avons appliquée aussi sur quelques
manuscrits latins et s'est montrée ecace. Des expériences menées sur un ensemble de
zones de connections conrment l'ecacité du système de segmentation proposé. A la
n, nous avons proposé une méthode de segmentation des lignes en mots en se basant
sur la TGH qui a l'avantage d'être simple, rapide et robuste au bruit.
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CHAPITRE 5
Conclusion générale et perspectives
Dans cette habilitation, nous avons essayé de couvrir le domaine d'analyse et re-
connaissance de l'écrit et de documents selon diérents aspects de l'écriture (impri-
mée/manuscrite, linéaire/bidimensionnelle, arabe/latine, vocabulaire large/réduit, etc.).
Pour bien traiter ces diérents aspects, il a fallait choisir les bons descripteurs et clas-
sieurs. L'objectif étant la recherche de descripteurs les plus adéquats pour avoir des
classieurs les plus puissants et résoudre des applications les plus variées qui touchent à
divers aspects de l'écriture. De la synthèse des travaux encadrés, nous sommes parvenus
aux constatations suivantes :
Pour la reconnaissance d'un vocabulaire large de mots arabes, les spécicités de la
langue de l'écriture inuent sur les choix de la classe d'approche à adopter, des descrip-
teurs à extraire et de la méthode de reconnaissance à utiliser. De plus, les spécicités
linguistiques du vocabulaire peuvent, à leur tour, infuencer la décision d'intégrer ou non
des connaissances morphologiques dans le processus de la reconnaissance. Pour cela, nous
avons analysé les caractéristiques de l'écriture et étudié la morphologie de l'Arabe, le pro-
cessus de dérivation des mots décomposables en morphèmes et leurs eets sur la structure
du mot. Cette morphologie complexe fait que les mots arabes se comptent aux millions
ce qui rend leur traitement automatique irréaliste. Pour cela, nous avons proposé une ap-
proche, inspirée du système neuronal cognitif de Mc Clelland et Rumelhart, permettant
une représentation du mot par couches, allant du local (couche des primitives) au global
(couche des mots possibles) et inversement. Nous nous sommes limités au traitement
d'un vocabulaire canonique de mots décomposables vu que la plupart des mots arabes
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sont dérivés de racines trilitères saines. Nous avons proposé de combiner trois classeurs
neuro-linguistiques : des réseaux de neurones transparents pour reconnaître les racines,
les schèmes et les élements de conjugaison. Le mot est ensuite reconstitué à partir des
entités reconnues. Cette répartition permet de mettre en facteur plusieurs composants
communs des mots et par conséquence une économie dans la représentation d'un vo-
cabulaire large. Le réel dé de ce travail a porté sur une collaboration intelligente de
ces trois classieurs linguistiques neuronaux pour assurer l'apprentissage et la reconnais-
sance d'un maximum de mots. Des perspectives de ce travail représentent des champs
fertiles pour de nouveaux travaux de recherches : 1) traiter un vocabuliare plus large
de mots décomposables dérivés de racines saines non seulement tri-consonantiques mais
aussi quadri-consonantiques, 2) reprendre l'expérimentation du système sur une base de
mots arabes manuscrits en utilisant des modèles graphiques probabilistes qui sont plus
adaptées aux variations de styles d'écriture et 3) étendre le système à la reconnaissance
de phrases en tirant prot de l'analyse morphologique des mots.
Pour résoudre le problème de distorsions non linéaires au niveau de l'écriture arabe
manuscrite par des modèles graphiques probabilistes, l'étude de plusieurs modèles de
Markov cachés a montré que ces derniers savent bien s'adapter à la variabilité des ob-
servations, notamment les distorsions élastiques. Cependant ces modèles sont essentiel-
lement mono-dimensionnels et l'écriture a une nature réellement bidimensionnelle. Des
extensions à l'aspect bidimensionnel de l'écriture ont été proposées dans ce travail. Dans
cette optique, des modèles probabilistes s'appuyant sur les réseaux bayésiens dynamiques
ont été conçus, implémentés et testés. Notre approche est basée sur le couplage de deux
modèles de type Markov caché, en faisant apparaître des liens supplémentaires entre
variables. Les modèles ont été obtenus à partir des primitives structurelles, extraites de
bandes verticales horizontales du mot. Cela nous a permis d'obtenir une bonne modélisa-
tion des images des mots manuscrits, due aux regroupement des informations concernant
les lignes et les colonnes. Les résultats expérimentaux sur la base IFN-ENIT montrent
que cette voie est très prometteuse dans le domaine de la reconnaissance de l'écrit. Dans
l'avenir, nous projetons d'examiner d'autres architectures à base de modèles graphiques
probabilistes ou combiner avec d'autres types de modèles notamment les réseaux de
neurones profonds pour une meilleure performance de reconnaissance.
Pour la reconnaissance hors-ligne de formules mathématiques arabes, les approches
existantes sont empruntées le plus souvent des recherches en Latin. Des méthodes struc-
turelles ont été proposées, mais elles sont restreintes à des formules assez simples. La
plupart reposent sur l'analyse syntaxique ascendante ou descendante par respect à une
grammaire. D'autres utilisent des graphes. Toutes ces techniques semblent trouver des li-
mites du fait de la rigidité de leur action et la lenteur du processus d'analyse. Nous avons
proposé un système dirigé par la syntaxe qui soit à la fois ecace et exible, capable de
gérer une grande variation dans l'emplacement des symboles et reconnaître des formules à
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structure assez complexes : des structures bidimensionnelles récursives, impliquant même
des opérateurs implicites. Pour la reconnaissance des symboles, nous avons extrait des
descripteurs statistiques et utilisé un simple classieur. Pour l'analyse structurelle de
la formule, nous avons implémenté un analyseur syntaxique ascendant-descendant qui
repose sur une grammaire de coordonnées et la dominance d'opérateurs. Dans le sys-
tème proposé, il a été possible d'utiliser le contexte pour aider à corriger des symboles
en confusion. De plus, il retourne les résultats de la reconnaissance en MathML, ce qui
facilite le traitement automatique, la recherche et la réutilisation des formules mathé-
matiques. En perspectives, nous envisageons de traiter des formules manuscrites, bruités
et de structures plus complexes pour conrmer l'ecacité et la robustesse du système
proposé. Nous projetons aussi d'élaborer des tests de performance du système sur un
nombre plus grand de symboles et de formules.
Pour la discrimination entre mots arabes et latins de natures imprimée et manus-
crite, la tâche est complexe à cause de la variation de fontes, tailles, styles et scripts et
l'identication au niveau du mot où la quantité d'information, pourrait être insusante.
Nous avons commencé par l'étude des descripteurs, proposées dans la littérature et utilisé
quelques méthodes de sélection pour réduire leur nombre, en éliminant les descripteurs
redondants et non pertinents, et améliorer la performance du classieur. Nous avons
présenté aussi une méthode alternative pour la descrimination des mots en adaptant le
concept d'histogramme des orientations de gradients. La motivation derrière l'utilisation
de ce type de descripteurs vient de leurs capacité à détecter l'orientation de l'écriture
qui semble être une caractéristique permettant de séparer l'Arabe du Latin. Pour cela,
nous nous sommes basés sur la morphologie de ces deux scripts pour localiser les orienta-
tions dominantes. Les résultats expérimentaux montrent que le processus d'identication
est robuste et able. Notons que ces descripteurs peuvent être généralisés pour inclure
autres langues romaines et anglo-saxon au lieu de considérer seulement l'Anglais ou le
Français et d'autres langues qui utilisent des scripts arabes tels que le Perse et l'Urdu.
Dans l'avenir, nous prévoyons d'extraire et/ou combiner avec de nouveaux descripteurs,
de tester d'autres classieurs en utilisant des bases de mots plus larges.
Pour la segmentation d'anciens manuscrits arabes, les connections entre lignes ou
mots successifs compliquent considérablement la segmentation de ce type de documents.
Nous avons noté aussi que dans l'écriture arabe, ces situations existent fréquemment
à cause des caractères ascendants et descendants et la présence massive de symboles
diacritiques qui génère souvent des fausses lignes. Pour cela, il a fallu d'abord extraire les
zones de connection entre lignes ou mots successifs, puis les segmenter par une méthode
qui se base sur le descripteur de contexte de forme et une fonction de déformation. Nous
avons proposé également une méthode de segmentation des lignes en mots par repérage
de mots de liaison grâce à la transformée généralisée de Hough. Nous avons abouti à des
résultats satisfaisants. Dans le futur, nous proposons de tester le système proposé sur
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des manuscrits écrits dans d'autres scripts pour conrmer son aspect générique.
Pour l'évaluation de nos systèmes, nous nous sommes attachés à utiliser des bases de
données publiques pour comparer leurs performances à celles d'autres systèmes. Mais,
même si les bases utilisées dans nos travaux sont standards dans le domaine, la compa-
raison des résultats n'est pas toujours évidente, du fait qu'elle suppose des protocoles
d'évaluation identiques. Ainsi, nous projetons de participer à des campagnes d'évaluation
sur des bases de données communes.
En conclusion, les méthodes d'extraction de descripteutrs et de classication sont
nombreuses et variées. Chacune d'elle possède des propriétés qui lui sont propres et ne
peut s'appliquer qu'à certains contextes, réunissant certaines conditions. Avant de porter
son choix sur une méthode plutôt qu'une autre, il est important de connaître tous les
tenants et les aboutissants de leur utilisation. Pour ce faire nous avons étudié, testé
et combiné diérentes méthodes d'extraction et de classication. De tout ces travaux, il
m'est possible d'armer qu'il ne s'agit pas simplement d'inventer de nouvelles méthodes,
mais de faire en sorte que leurs particularités se voient à l'image.
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