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Abstract
If hard drives are destroyed either deliberately or by accident it can be
challenging to reconstruct the lost data. In situations where file-extensions,
-tables and -signatures are lost, the raw data may still be available and rebuilt
into working files. However, one of the biggest hurdles in these scenarios is
assigning file types to each block of data, so-called content based file type
detection. Automating this process will significantly reduce the work needed
for data reconstruction.
This paper explores the use of the naïve Bayes classifier combined with
n-gram analysis of byte sequences in files to correctly identify the file type.
It further examines both the use of various n-gram levels to increase the
classification accuracy, and which fragment sizes are needed to achieve levels
of accuracy.
The proposed algorithm outperforms other related work. Most signifi-
cantly, with our training data, the proposed solution is correctly assigning file
types based only on file fragments of size 1024 with an accuracy of 98.3%.
1 Introduction
A challenge in the digital age is the dependency of storing digital information on physical
mediums such as hard disk drives. These drives are often prone to failure due to ageing,
external physical causes, or deliberate destruction. When a failure occurs, data may seem
lost or inaccessible from standard means of access. It is in many cases important to
retrieve this data, e.g. for use in digital forensics.
In order for a modern operating system to recognize data as their corresponding files,
information such as file extensions or file signatures must be present. If this information
is lost, the operating system cannot recognize the data. However, lost files could easily
be reconstructed using only the raw data and manually assigning file type properties such
as extensions. The challenge is that it is not obvious which file type should be assigned
to the raw data. Currently, this process is often carried out manually by forensics teams,
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which is a tedious process [18]. By automatically assigning file types, the manual process
will be significantly reduced. This paper explores the possibility of using a naïve Bayes
classifier to classify different types of files from raw binary data. The aim is a content-
based approach, looking only at the binary data without file characteristics such as file
extensions and signatures. The goal is to detect the type of files on hard disk drives
that has become unreadable from standard means of access. This work is a step towards
automated identification of raw binary file fragments which will lead to significantly less
work in a file reconstruction scenario.
2 Content Based File-type Detection
There is much work in the literature on automated file type detection. The best performing
method to date was proposed by Amirani et al. [5]. This method is an extension of
previous work by the same author using Byte Frequency Distributions (BFD) to extract
features using principal component analysis and subsequent 5-layer auto-associative
neural network [4]. The classification method considered is a Support Vector Machine
(SVM), and their experiments considers the use of whole file contents as well as fragments
of 1000 and 1500 bytes. 1
For evaluation of the solution, six different file types (DOC, EXE, GIF, HTM, JPG
and PDF) were tested with only 200 of each file type. The results of their experiments
is given by Table 1. As seen, the Correct Classification Rate (CCR) is very high when
considering whole file contents, while it drastically falls when only fragments of those
files are considered. A conclusion from this is that, based on the dataset and method
proposed by Amirani et al., an SVM classifier outperforms a Multilayer Perceptron (MLP)
classifier.
Table 1: Summarized type detection accuracies from [5]
Data Classifier DOC EXE GIF HTM JPG PDF CCR
Whole file contents MLP 100% 97% 99% 100% 99% 97% 98.67%
Whole file contents SVM 100% 98% 100% 100% 99% 98% 99.16%
1500 byte fragments MLP 88% 83% 78% 95% 74% 85% 83.83%
1500 byte fragments SVM 89% 85% 80% 95% 75% 89% 85.5%
1000 byte fragments MLP 83% 80% 72% 90% 71% 84% 80%
1000 byte fragments SVM 85% 81% 76% 91% 73% 86% 82%
3 Approach
In this paper, a solution is presented that implements the naïve Bayes classifier to correctly
detect the type of a given file based on the Byte Frequency Distribution (BFD) of that file
type. For a classifier to be able to classify correctly, it needs to know some features about
different files to base the classification on. Given the BFD of various file types, features
are then used to train the classifier, giving it examples of distinct features belonging to
specific types. Figure 1 depicts the learning and classification process of the proposed
solution.
1Note that the common situation in data reconstruction is not having an entire file available to be
classified. It is typical that only file fragments are available, often equal to the hard drive block size.
Therefore, the true performance of the algorithms are shown when realistically sized data fragments are
classified, not entire files.
Figure 1: Flow chart of the proposed solution
Byte Frequency Distribution
In order to classify the raw data, properties need to be extracted from the raw data which
can be used as input to the classifier — so called feature extraction. This approach uses
byte values alone and a combination of multiple byte values. This section describes how
byte values are distributed within files and gives insight into how these byte values are
considered as features for the proposed solution.
Files stored on a hard-disk drive is represented by a collection of bytes, ranging from
values 0 through 255. The Figures 2a-2f depicts the Byte Frequency Distribution (BFD)
for the selected file types calculated from 100 files for each type. As seen, the BFD of
the different file types varies and is clearly distinct. This in turn implies that the detection
of file types should be possible based on the BFD. The different file types considered
are BMP, GIF, JPG, MP3, PNG and TXT. The file types are chosen based on the bias to
identify images, hence the choice to use four image types. Two additional types were
added to add variety to the learning and classification process.
The default BFD representation consists of 1-gram byte values. For higher order
n-grams to be considered by the proposed solution, the byte values are contiguously
combined in sequences as which they appear as in the binary data of a file. In theory,
the learner takes any order n-gram as learning data, and the same order n-gram must be
used when classifying files as well.
Naïve Bayes Classifier
The proposed method is a naïve Bayes classifier combined with an n-gram analysis. A
naïve Bayes classifier is chosen due to the fact that we consider this classifier as the
go-to algorithm when pattern recognition is to be performed. The lack of a naïve Bayes
classifier in other, comparable literature also motivates the consideration of this algorithm.
Many other algorithms have been tested for content-based file type classification, but there
is not much to be found about a naïve Bayes classifier in this context, specifically with
the combination of n-gram analysis. Instead, naïve Bayes is commonly used for text
classification[17, 16].
The naïve Bayes Classifier is simple and fast. It can be trained on patterns with
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Figure 2: Different Byte Frequency Distribution between file types
thousands of features and applied to many classes. However, the computational efficiency
can mean a higher error rate. The result of this paper will reveal whether the absence of a
naïve Bayes as a classifier for content-based file type classification is justified or not.
This paper uses the naïve Bayes classifier similar to standard text classification. A
potential weakness of using naïve Bayes is its assumption of independent features. In
practice it means that a byte value is assumed to be independent of the byte value located
before and after on the hard disk drive. This is often times not the case as files tend to be
stored sequentially2. Hence, by applying naïve Bayes with this assumption in place we
would risk ignoring valuable information which could be present.
As a mitigation, the proposed classifier uses n-gram byte sequences from a file or
a fragment of a file as features. By setting the n-gram level to one, it means that each
potential feature is one byte of data. By increasing n to for example 2, fragments of 2
bytes are considered, and so in. Hence, by using n-gram values higher than 1, the features
are no longer independent since multiple byte values are considered, and the weakness
of this classifier is overcome. It is therefore expected that increasing the n-gram should
therefore increase the result at the cost of computation time and required memory.
The classifier calculates the probabilities for every byte value in each class (file type)
for every byte sequence found in the file to be classified. In the learning phase it makes a
table for each file type and stores probabilities for each byte sequence based on training
2There is no guarantee that fragments located close to each other are from the same file. However, when
there is enough space on a file system which is not fragmented files are stored together to increase the
efficiency
data. This is used in the classification phase to calculate the probability of one new byte
sequence belonging to each specific class. However, if a classifier detects a byte value
that was not present in the training data for a class, naïve Bayes will assume that the
probability is 0 for this byte in that specific class. Further, when naïve Bayes multiplies
the probabilities together, to make an assumption of all detected byte sequences, it will
reach a combined probability of 0. Hence, if it detects one “new” byte sequence in the
classification phase, it assumes that the entire data set to be classified has 0 probability of
belonging to that one class. This is a challenge as one “new” byte sequence, which could
happen simply by chance, will yield 0 probability. This is a known problem with naïve
Bayes, and is often solved by giving “new” data a low probability instead of 0. However,
since we can, in contrast to many other classification problems, know all potential byte
values prior to classification. This is simply all numbers from 0 to 255n for an n-gram
value of n (0-255 for 1-gram, 0-2552 for 2-gram, and so on). In order to avoid unjust
0 probabilities, we assume that every byte value occurs at least once for each class. If
a byte sequence does not exist in the training data, this will say 1, and the probability
calculated accordingly. However, if the byte sequence occurs in the training data it will
keep counting and increase the probability of its occurrence.
4 Experiments
The following experiments were chosen in order to measure the performance of the
proposed solution.3 We first wish to investigate whether or not the use of the proposed
solution is a viable option for file type detection. Therefore, the first experiment (E1)
compares results gathered when classifying files in general, as well as files without
signatures. This tells us whether the proposed solution is viable or not, as well as its
usability when files without signatures are considered.
The second experiment (E2) compares the use of higher order n-gram combined with
different sizes of datasets. Lastly, the third experiment (E3) investigates how fragments
of files influence the results.
The relation 7:3 on the datasets, where 7 parts are for learning and 3 for classification,
is used due to it being a popular choice when deciding on learning:classification ratio for
machine learning systems [12, 19].
Experiment 1 (E1) - 1-gram
The file types considered in this experiment all have associated signatures with them
except for the TXT format which only contains pure ASCII code. For reasons of
comparability, TXT files will therefore not be considered in this experiment. Only
signatures that describes the type and information about the file that the subsequent data
belongs to are considered. These signatures are located at the beginning of the file4. The
length of signatures are type-specific, but varies between 2 to 46 bytes [9]. Therefore, 46
bytes will be removed at the start of all considered files.
This experiment considers the use of 1-gram and a dataset containing 700 files for
learning and 300 files for classification. Note that the same dataset is used in this
experiment when considering files both with and without signatures to be able to compare
3Many other experiments and results are carried out but not presented in this paper. For reasons of
brevity, we only present the most important findings and results.
4Some file types contain signatures in their footers [9].
the ramifications of removing signatures. The learning process considers whole file
contents.
Tables 2-5 shows the confusion matrices gathered from this experiment together with
their corresponding accuracy, precision and recall.
Although an average recall of 83% is rather unimpressive, it is apparent from Tables
2 and 4 that removing file signatures has minimal impact on the file type detection,
supporting further experiments using the proposed solution. We can also see that there is
some variation in how difficult it is to classify the different file types, making the results
very dependent on the actual types chosen.
The data also shows that most confusion happens when the actual class is BMP
(which is classified as PNG) or GIF (which is classified as MP3). This means that the
classifier can easily classify JPG, PNG and MP3 files based on the content alone with
1-gram. However, only considering sequences of 1 byte yields too much similarities in
the data between some file type pairs (BMP and PNG, and GIF and MP3) to give accurate
classifications.
Table 2: 700/300 1-gram confusion matrix (Avg. recall: 83%)
A.
P. BMP JPG PNG GIF MP3
BMP 58.7% 2.3% 20.3% 8% 10.7%
JPG 1% 97.7% 1% 0% 0.3%
PNG 0% 0% 99.7% 0.3% 0%
GIF 0% 0% 11% 66.7% 22.3%
MP3 2% 0% 3.7% 2% 92.3%
Table 3: Accuracy, Precision and Recall for 700/300 1-gram
BMP JPG PNG GIF MP3
Accuracy 91.1% 99.1% 92.7% 91.3% 91.8%
Precision 95.1% 97.7% 73.5% 86.6% 73.5%
Recall 58.7% 97.7% 99.7% 66.7% 92.3%
Table 4: 700/300 1-gram confusion matrix without signatures (Avg. recall: 82.9%)
A.
P. BMP JPG PNG GIF MP3
BMP 58.7% 2.3% 20.7% 7.7% 10.7%
JPG 1% 97.7% 1% 0% 0.3%
PNG 0% 0% 99.7% 0.3% 0%
GIF 0% 0% 11.3% 66.3% 22.3%
MP3 2% 0% 3.7% 2% 92.3%
Experiment 2 (E2) - Varying n-gram
This experiments examines how varying n in n-gram influences the performance of the
proposed solution. In other words, how many sequential bytes are needed in order to
perform a good classification. Further, as classifiers typically increase their accuracy as
the number of files in the training data increases, we also investigate how much training
data is needed for each n-gram.
This leads us into choosing six different sizes and number of datasets listed in table 6.
For each of these combinations, 1-gram, 2-gram and 3-gram tests are performed.
Choosing a higher value n-gram than 3 is infeasible due to lack of both hardware
Table 5: Accuracy, Precision and Recall for 700/300 1-gram without signatures
BMP JPG PNG GIF MP3
Accuracy 91.1% 99.1% 92.6% 91.3% 91.8%
Precision 95.1% 97.7% 73.1% 86.9% 73.5%
Recall 58.7% 97.7% 99.7% 66.3% 92.3%
and software capabilities, e.g. 4-gram would result in 2564 possible combination of
bytes, expanding over normal memory capabilities of a computer. This problem is also
experienced in [17], and applies for the term curse of dimensionality. Further research
into this field might result in a generic solution that allows for higher n-gram.
Table 6: Different sizes and numbers of datasets considered
Learning Classification Number of datasets
70 30 4
350 150 4
700 300 3
1750 750 3
3500 1500 2
7000 3000 1
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Figure 3: Recall of n-gram values regarding number of files
Figure 3 depicts the average recall of file types between the different n-gram and
number of files. The vertical bars show the range of which the detection rate varies
based on the different datasets used. It shows that for larger number of files used for
learning, detection rate is increased. It is worth repeating that for the largest number of
files considered (7000/3000), only one dataset was used. This is because it is only possible
get one data set of size 10000 from 10000 distinct files part of the data set used. This in
turn removes vertical bars from this number of files. However, the trend is still apparent
in the data that the variation is reduced as number of files increases.
The best outcome from these tests is shown by Table 7 and the corresponding
accuracy, precision and recall in Table 8.
One important observation done here is the fact that when considering around 350
files for learning, 3-gram is not superior to 2-gram.
Table 7: 7000/3000 3-gram confusion matrix (Avg. recall: 98.7%)
A.
P. BMP JPG PNG GIF MP3 TXT
BMP 92.5% 0% 2.6% 2% 2.9% 0%
JPG 0% 100% 0% 0% 0% 0%
PNG 0% 0% 100% 0% 0% 0%
GIF 0% 0% 0% 99.8% 0.1% 0%
MP3 0.1% 0% 0% 0% 99.9% 0%
TXT 0% 0% 0% 0% 0% 100%
Table 8: Accuracy, Precision and Recall for 7000/3000 3-gram
BMP JPG PNG GIF MP3 TXT
Accuracy: 98.7% 100% 99.5% 99.5% 99.4% 100%
Precision: 99.8% 100% 97.4% 97.4% 97% 100%
Recall: 92.4% 100% 99.9% 99.9% 99.9% 100%
The large deviation seen when using 1-gram and few files is due to the varying nature
of the byte distribution within different files, making the variation larger because of the
few number of files.
Experiment 3 (E3) - Fragments
This experiment tests how classifying only fragments of files impact the results.
During this experiment, whole file contents are used as learning data while only
fragments randomly selected from files are classified. The size of the different fragments
are given by 2n number of bytes, where n = 6 to 16, i.e. the fragment size is ranging from
64 to 65536 bytes. This is a realistic experiment as typically only fragments of files are
available for classification, not the entire file.
As given by E2, it is apparent that the use of 3-gram results in the best possible
detection rate among the tested rates when a sufficient number of files are considered.
Henceforth, the use of 3-gram on a dataset containing 7000 files for learning and 3000
files for classification are considered in this experiment.
Many of the 3000 files considered for classification is less in size than some of the
fragment sizes. When this is the case, the whole file is considered instead of a fragment
of that file. It is later shown that this possible error rate is accounted for.
Figure 4 illustrates a graph of the different sizes of fragments in bytes and the
corresponding average recall of the fragments, with the addition of vertical bars depicting
the uncertainty based on the percentage of files that are under the given fragment size.
Taking two samples from the results gathered, Tables 9-12 shows the classification of
fragments of 1024 bytes and 8192 bytes and their corresponding accuracy, precision and
recall. The first sample is chosen as an example here because of its comparability with the
results gathered by Amirani et al.[5]. The second sample contains the highest fragment
size where the results are still reliable. This is due to the fact that many of the files are
over this particular fragment size.
Table 9: 1024 bytes fragments (Avg. recall: 95%)
A.
P. BMP JPG PNG GIF MP3
BMP 89.2% 0% 3.8% 2.6% 4.5%
JPG 0% 100% 0% 0% 0%
PNG 0% 0% 98.7% 0.1% 1.2%
GIF 0.1% 0% 8% 88.3% 3.6%
MP3 0.4% 0.2% 0.5% 0% 98.9%
Table 10: Accuracy, precision and recall with byte fragments of 1024
BMP JPG PNG GIF MP3
Accuracy 98.1% 100% 97.7% 97.6% 98.3%
Precision 99.5% 99.8% 88.9% 97% 91.5%
Recall 89.2% 100% 98.7% 88.3% 98.9%
Table 11: 8192 bytes fragments (Avg. recall: 97.2%)
A.
P. BMP JPG PNG GIF MP3
BMP 89.8% 0.1% 3.4% 2.7% 4%
JPG 0% 100% 0% 0% 0%
PNG 0% 0% 99.6% 0% 0.4%
GIF 0% 0% 1.7% 97.6% 0.7%
MP3 0.4% 0.1% 0.3% 0% 99.2%
Table 12: Accuracy, precision and recall of 8192
BMP JPG PNG GIF MP3
Accuracy 98.2% 100% 99% 99.2% 99%
Precision 99.6% 99.8% 94.9% 97.3% 95.1%
Recall 89.8% 100% 99.6% 97.6% 99.2%
Experiment findings
Based on these results and the dataset used herein, it can be concluded that the proposed
method is fully capable of file type identification when considering only fragments from
files. These fragments are extracted from files with a randomly generated starting point,
making the contents of the fragments independent of file signatures.
As seen by Figure 4, the results are consistent up to and including the point when
classifying fragments of size 8192 bytes. Over this point, the results are not certain due
to the fact that many files are classified as whole instead of yielding fragments. This can
be seen as the variance portrayed by the vertical graphs.
Table 13 compares other works done in the field of file-type detection with the
proposed solution for comparability. Assuming the other works have defined accuracy
properly, the results given by the proposed solution clearly outperforms the results done
in the same field of content based file type detection.
When these results are compared to those of Amirani et al.[5], which are claimed
as "significant in comparison with those of other literature", it is shown that the results
presented here clearly outperforms those of other literature.
5 Conclusion
In this paper, we explored the possibility of using a naïve Bayes classifier to identify the
type of a file looking at the binary contents with n-gram analysis. The best possible results
were given using a 3-gram representation of byte values combined with a learning and
classification dataset of 7000 and 3000 files respectively per file type. When classifying
whole files, the proposed solution had an average accuracy of 99.51%, while yielding an
accuracy of 99.08% and 98.34% when classifying fragments of 8192 and 1024 bytes
respectively. Compared to other works done in the field of content-based file type
identification, such as Amirani et al.[5] who gathered an accuracy of 99.15% for whole
files and 82% for 1000 bytes fragments, the solution proposed herein proves to have
performed very well in the field of content-based file type detection.
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Figure 4: Classification of different fragments
Table 13: Important works within file-type detection (based of table in [5]) and the
proposed solution. The findings are organised by files (F), fragments (R) and both (B),
and number of file types (#T) and number of file (#F) used in the experiments
Contributors F/R/B Method #T #F Accuracy %
McDaniel and
Heydari [14]
F BFA, BFC, FHT analysis 30 120 27.5, 45.83, 95.83
Li et al.[13] F Manhattan distance, Mahalanobis distance,
Multi-centroid
8 (5) 800 82 (One-Centroid), 89.5
(Multi-Centroid), 93.8 (Ex-
empler files)
Dunham et al.[8] F Neural Networks 10 760 91.3
Karresand and
Shahmehri[11]
R Oscar method (based on Mean and standard
deviation of BFD). Biased for JPG.
49 53 97.9 (JPG)
Karresand and
Shahmehri[10]
R Oscar method + rate of change between
consecutive byte values. Biased for JPG
51 57 87.3-92.1 (JPG), 46-84 (ZIP),
12.6 (EXE)
Zhang et al.[20] R BFD and Manhattan distance 2 100 92.5
Moody and
Erbacher[15]
R Mean, standard deviation, kurtosis 8 200 74.2
Calhoun and
Coles[6]
R Fisher’s linear discriminant. Statistical mea-
surements
2 100 68.3-88.3 (bytes 129-1024),
60.3-86 (bytes 513-1024)
Amirani et al.[4] F PCA + Neural networks feature extraction.
MLP Classifier
6 720 98.33
Cao et al.[7] F Gram Frequency Distribution, Vector space
model
4 1000 90.34 (2-gram + 256 grams as
type signature)
Ahmed et al.[2] F Cosine similarity, divide and conquer, MLP
Classifier
10 2000 90.19
Ahmed et al.[3,
1]
B Feature Selection, Content Sampling, KNN
Classifier
10 5000 90.5 (40% of features), 88.45
(20% of features)
Amirani et al.[5] B PCA + Neural Networks feature extraction
SVM Classifier
6 1200 99.16 (Whole files), 85.5
(1500 bytes fragments), 82
(1000 bytes fragments)
Our proposed so-
lution
B n-gram analysis with naïve Bayes classifier 6 60000 99.51 (Whole files), 99.08
(8192 bytes fragments 5
types), 98.34 (1024 bytes
fragments, 5 types)
6 Future Work
To extend upon the proposed solution presented herein, the expansion of higher order n-
gram than 3 would be of certain interest as the classification results might increase with
it.
The concept of file type detection with a naïve Bayes classifier has in theory been
proven in this paper. The problem of recovering files based on this solution still remains,
as fragments are often split into different sectors on a physical hard-drive. The locations
of associated fragments need to be located in order to retrieve the actual file. The
implementation of this solution in a more complete system that is capable of file recovery
is then proposed as a product of future work.
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