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A variety of queueing models have been proposed and analyzed to evaluate the pelformance of
systems such as computer, communication and manufacturing systems. Among them, queueing
systems with vacations have been extensively studied in the last two decades since those have a
lot of applications in those real systems.
For example, in most computer systems, a processor is shared among various types of jobs
and hence is not available all the time to each type of jobs. From the view point of a specific job
type, it alternately handles jobs of the type or jobs of the other types. To reflect the occasional
inavailability of the processor in queueing systems, the server is regarded to take vacations.
Although a large number of works for the queueing systems with vacations have been carried
out, there are still unsolved problems expressed by service disciplines, buffer control policies and
the non-Poissonian arrival process. In this dissertation, we study such queueing models with
vacations. We focus our attention to a finite parameter which characterizes the way of service
and effects the system performance.
First of all, we consider queueing systems with vacations and a finite buffer under three
service disciplines and study the difference among those waiting time distributions in detail.
Three disciplines considered here are (1) first-come first-served (FCFS), (2) random scheduling
and (3) last-come first-served (LCFS).
Secondly, we analyze the M/G/l/K system with vacations under the buffer control policy
called push-out scheme and investigate how the buffer policy effects the waiting time distribution.
We consider following two buffering policies: Non-Preemptive-Buffering (NPB) and Preemptive-
Buffering (PB), and investigate the mean waiting time and the coefficient variation of the waiting
time for each policy.
Finally, we focus the queueing models with vacations in which the alTival process is not
POissollian. Most of the previous works on vacation models have assumed that customers arrive
to the system according to a stationary Poisson process. The assumption of Poisson arrivals is
fit to model the arrival process of data messages, and pelf0l1nance measures, such as the mean
waiting time, are given by simple formulas.
According to the evolution of the communication technology, however, such diverse traffic
as packetized voice and video can be integrated into data networks. Poisson process may not
be suitable to describe bursty traffic such as voice and video, where there exits a fair amount
of correlation and variation. Thus, queueing models with non-Poissolliall arrivals are of much
current interest in these days.
Conceming t.he non-Poissonian arrival process, we study the following queueing models:
SPP/G/l with vacations and E-limited service discipline, and Jl'fAP/G/1 queues under N-policy
wit,h and withont vacations. A Switched Poisson Process (SPP) is a two-state Markov Modulated
Poisson Process (MMPP) and some performance mea.'mres can be derived explicitly. On t.hc
other hand, Markovian Arrival Process (MAP) is a fairly general process and has a capability
of representing a wide class of arrival processes. In both models, we investigate the effects of
Vll
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the arrival process for the waiting time.
The results of this dissertation are fairly fundamental for the queueing theory. The author
expects that those results will be widely useful to resolve the problems which arise in modeling
computer, communication and manufacturing systems. He also hopes that this work is helpful
for the further research in the performance evaluation field.
December 1995·
Shoji Kasahara
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 LIS{T OF TA•BLES
Chapter 1
Introduction
A variety of queueing models have been proposed and analyzed to evaluate the performance
of systems such as computer, communication and manufacturing systems. !n most of these
systems, the server is busy when there are at least one custemer in the system and the server
becomes idle when there are no customers in the system. The server may start its service just
aSter the customer arriving at the system.
   In the case of a computer system, the processor has to do a lot of works such as ajob
scheduling, a process management, maintenance works for troubles, etc. Fti om the specific job's
point of view, the service to other processes cati be considered as a vacation. According te
the service or priority types, we can classify customers into two types, primary and secondary
customers. Queueing systeins in which the server works on primary and secondary customers
arise naturaJJy as models of computer, communication and production systems. As far as the
pTimary customers are concemed, the server working on the secondary customers is equivalent
to the server taking a vacation and not being available to the primary customers during this
period. Thus, there is a natural interest in the study of queueing systems with server vacations.
   Queueing models with vacations are also usefu1 for analyzing the system with priorities.
There are a number ofworks for queueing systems with priority irules. A priority rule deterrrdines
the allocation of resources to customers. This rule may take into account other factors such
as differences in delay costs or service times aniong customers classes. These factors may be
explicitly modeled, or may be implicit in the assignnient of customers to priority classes, where
some classes receive better service than others. Main results for those priority models are devoted
to first moment ofperformance measures such as queue length and waiting time. Unfortuiiately,
distribution$ and higher moments of such perfonnance measures are often given by complex
expres$ions. In many cases, the vacation formulation for inodels with a priority are very useful
for finding these other measures.
   This dissert,ation studies single server queueing systems wit,h vacat,ions mainly focusing on
the following subject,s: finite buffer, buffer cont-rol policies and non-Poissoniai) ai'rivaJ process.
   Most of previous works have assumed thxc t the system has ari infinite buffer since this as-
sumption enables us to derive simple cvid elegxc nt foiniulas for performarice n)easures such x(s
the queue lengt,h distribution and t•he waiting time distiribut•ion. However, practical systems
only have a finite buffer arid if we need to investigate the behavior of these systems in detail,
tl)e assumpt,ion of a infinitbe buffer is noti ,suit•able. The analyt is of systenis wit,h finit,e buffer is
necesg. airy for tl)is sit,uat,ion. In t,his dissertdat-ion, we consider queucing :yst,enis wit,h vacat,ions
and finite buffer ui)der several service disciplines,
   Secondly, we consider queueing systems witih vacations under several buffer cont,rol policieq. .
1
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 In general, the buffer control scheine is an important factiov for processing niessages as well as
 service discjplines. Buffering policies specify t•hose messages that are adntit-ted to enter aJid
 those to be removed from the buffer instead when the buffer is full. It is important to study the
 buffer behavjor under several control policies.
   Finally, we study queueing systems with vacations ar]d a non-Poissonian aiTival process.
FYom a number of works for the Broadband ISDN (B-ISDN) aJid it,s related technology, Asyn-
chronous TIiransfer Mode (ATM), it has been pointed out that the Poisson arrival assumption is
not sujtable for modeling the traMc composed of different kinds of data packets called cells due
to its burstiness property.
   In addition to the ATM, we caii fiiid several applications in the manufacturing and inventory
systems, where there exists the correlation in an'ivals and hence the axrival stream caiinot be
modeled by a Poisson process. Thus, it is greatly signficant to investigate how arrival processes
effect performat]ce measures such as mean waiting time.
   Throughout the dissertation, service requests such as customers and jobs are called as mes-
sages if there are no specifications for the service requests.
   The remainder ofthis chapter is organized as follows. in section 1.1, we show typical vacation
disciplines considered in this dissertation. in section 1.2, we present some importaJit practical
examples and show how to express those applications by queueing models with vacations. in
section 1,3, we summarize the non-Poissonian amrival processes dealt in the clissertation. In
section 1.4, we show the prevjous works of queueing systems with vacations. Finally, we present
the overview of this dissertation in section 1.5.
1.1 Principal Vacation Disciplines
There are a number ofcombinations of service and vacation disciplines. In this section, we show
some principal vacation disciplines and service policies. Considering the state at the end of a
busy perjod, we can classify vacation disciplines into two categories, exhaustive se7n)ice and non-
exhaustive service [Taka91]. Exhaustive service implies that a vacation begins only when there
are no messages in the system. On the other hand, under non-exhaustive service, a vacation
begins although there are messages in the system. First, we show some vacatjon disciplineB
under exiiaustive service.
e Multiple Vacations
  We assunie that the server begins a vacation each time the system becomes empty. If the
  server returns from a vacation and find the system not empty, it starts to work iinniediately
  arid continue$ until the system becomes empty again, If the server returns from a vacation
  t,e find no messages waiting, it begins another vacation inllnediately, and continues in this
  maniier uritil he finds at least one message waiting upon retuming from a vacation.
. Single Vacation
 The server takes exact]y one vacic tion immediately after tlie end of each busy period, lf
 he finds no message in t-he system upon ret,urning from the vacat,ion, it becomes idle until
 9oiisieerSeeagi2.arriVeS• Whei) a MeSsic ge arrives at the system, the server immediately starts
. N-polti,cy witho?tt, Vacations
  At t,he end of a busy period, t-he server is turned off atid inspects the queue length every
  time a message arrives, When the queue lengt,h reaches a pre-specified value N, the server
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    turns on and serves messages continuously u;itil the system becomes einpty. (In [Taka91],
    this is referred t•o as N-policy.) '
  . IV-policy with Vacations
    At the end of a busy period, the server takes a sequence of vacations. At the end of each
    vacation, the server inspects tdhe queue length. Zf the queue lengt•h is greatJer than or equal
    to a pre-specified value N at this time, the server begins to serve messages continuously
    until the system becomes empty. (bi [Taka91], this discipline is referred to as vacations
    with a threshold.)
Next, we show non-exliaustive service cases a$ following,
  e Gated Service
    When the server returns from a vacation, it accepts and serves continuously only those
    messages that are waiting at that time, deferring the service of all messages that arrive
    during the service period until after the next vacation. There are some variations of
    gated service systems, For exaniple, in the multiple vacation model, if the server returns
    from a vacation to find no messages waiting, it begins another vacation inrmediately, and
    continues in this marmer until it finds at least one message waiting upon returning from a
    vacation. in the single va,cation mode!, the server takes exactly one vacation after the end
    of each busy period.
   e Limited Service
    In the lintited service, the number of messages that are served continuously duiing a service
    period is limited. Simi1ar to the gated service, there are variations of the ]imited service.
      - Pure Limited Service
        The server takes a vacation each time it completes service to a message.
      - G-lirnited Service
        Let A4 be a positive integer aiid LA denote the number of inessages found in the
        system when the server returns from the nth vacation. Then, the server centinues to
        serve min[M, L:] messages during a service period, and then takes the next vacation.
        Note that the case M= 1corresponds to the pure limited service atid that the case
        M = oo corresponds to the gated service.
      - E-limited Service
        The server continues to serve until (1) M messages (including new arrSvals) are served,
        or (2) the system empties, whichever occurs fu'st, Note that the case M = 1 reduces
        to the pur'e lirnited service and that the case M = co corresponds to t,he exiiaust,ive
        servlce.
      - B-lintited Service
        Messages are served in batches ofa fixed size M. The server takes a vacation fo11owing
        the completion of a seivice period for each batch. If the server finds fewer than M
        messages queued upon returning from a vacation, he takes anot,her vacation, and
        continues to operate in this manner until he finds at least M messages queued upon
        returning from a vacation,
      - T-limited Service
        The length of each busy period is lintited by a given t,ime,
   In t,his dissertation, niultiple vacat-ions fnd exhaust,ive service are considered in Chapters 3
and 4, multiple vacations and E-limit,ed service discipline in Chapter 5, and N-policy with and
wjthout vacations in Chic pt•er 6.
4 CHAPTER 1.INTRODUCTION
1.2 Examples
In this section, we show some vacation models presented in [Dosh86].
   There ai'e a variet,y of problenLg cfuid quest,ions which can be addressed by using appropriate
vacation type models. These problems are from a diverse mix of application areas. Some of
these exainples illustrate end applications, while others show how vacation models arise in other
well-knowii queueing models from a broad range of applications.
1.2,1 MachineBreakdowns
A machine producing a variety ef itenE (primary jobs) can be modeled as a single--server queue.
Machine breakdown may occur randomly, independent of the status of the queue, and may be
regarded as secondary jobs which preempt the primary jobs. Alternatively, breakdowns may be
regarded as server vacatjens, The natural question here is how breakdowns affect the capacity
of the machine, the queue length and the sojouni time ofprimary jobs (itents being produced).
The system is also equivalent to a two-priority single-server queue with breakdowns having a
preemptive priority over the primary jobs. The vacation models are closely related to the priority
models.
1.2.2 MaintenanceinProductionSystems
When a machine becomes idle, preventive maintenance starts. While it is in process, any items
arriving at the machine will have to wait. A period for maintenance can be con$idered as a
vacation. However, the start of vacation depends on the state of the queue. It happens only
when the queue becomes idle after a busy period. Moreover, there is exactly one vacation after
the end of each busy period. This js a typical example of the single vacation model.
   in this situation, our' main interests are how preventive maintenarice affects the waiting time
of the primary jobs, aLid how long each dui'ation for preventive maintenance should be scheduled
after the end of each busy period.
1.2.3 Maintenance in Computer and Communication Systems
Processors in computer and coumiunication systenrs do considerable te$ting and maintenance
besides their primary functions (processing telephone calls, processing interactive and batch jobs,
receiving and transmitting data, etc,). The testing and maintenance are mainly to preserve the
normality of the system and to provjde high reliability. The way these functions are scheduled
relative to the primary jobs depends on the system requirements on the delays for the primary
a:nd maintenaiice functions. A few illustrative situations are the following:
1. E'equently, the maintenarice work required is divided into short segments. Whenever the
  primary jobs are absent, the processor does a segment of the maintenance work. lf, on
  completion of this segment, some primary jobs are present, then tbe processor will serve
  the primary jobs until it is idle again. On the ot,her hand, if no primary job is present
  on completion of a maintenarice segment, t,hen a second maintenatice segment is done atid
  so on. Here, maintenance is the lowest priority work done in short segments. Primary
  jobp have non-preemptive prjorit,ies over tblie maint.enance segment•s. Also, various types of
  n)amtenance scgine-ntl s are arrfnged in a cyclic sequence ,xnd when t,he entrire sequence is
  completed once, the cycle repeats. Thus, while primary jobs ai+e being served, the system
  behaves like a usual queueing system. When t,he syst,em is idle, t,he server takes a vacic tion
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(works on a maintenance seginent,) and keeps on taJcing vacations uiitil, on return from a
vacation, the server finds at leagt one primary job waitillg. This can be consSdered as the
multiple vacation model.
Since, in this syst•em, ati unusually heavy load ofprimary jobs may shut-off maintenance for
a prolonged period, some measures are frequent}y t,aken to guarantee that a certain mini-
muni aniount of rnaintenance work wil! be done in a given interval. One such measure is
to monitor the aniount of time available to the maintenarice work ar)d limit the acceptaince
of primary jobs so that the required amount of time is available for maintenance.
2. A limit M is placed on the number of primary jobs done before at least one segment of
  maintenance work is done. The resulting queueing model js a limited service vacation
  model in which the server takes vacation on becoming idle er after serving M consecutive
  primary jobs.
3. This is sintilar to 2 but the lintit is placed en the time T spent on primary jobs rather
  than the number of primary jobs served.
4. Maintenance jobs are scheduled periodically arid, when scheduled, they get preemptive or
  non-preemptive priority over the primary jobs. The vacations are secondary jobs which
  arrive independent,ly of the state of the system and have priority over primary jobs. The
  resulting queueing mode! is similar to that in 1.2.1.
   Typical questions here are the effects of maintenance jobs on the delay of primary jobs, the
appropriate length of a maintenance segment, and the appropriate values of the lintits M and
T in the limited service case.
1.2.4 Cyclic Server Queues
Cyclic server queues arise naturally as models with scheduling task processing in a variety of
computer systems, and those under disciplines by which various contending ports or v!rtual cir-
cuits are served in con"uunication syst,enrs, There are a number ofworks on cyclic server queues,
dealing with both the fundamental analysis alid app!ications to computer arad commiunication
systems, Here, we only briefly describe the basic rnodels and discuss their re!ationships to the
vacation models.
   The basic model has m classes of niessages, each with its own queue, These m queues are
served by a single server, The single server serves these queues in a cyclic way according to a
specified order. At time O, the server visits the first queue on the template. After completing
specified work tl)ere, it moves to the second queue in the temp!ate aiid so on uiitil it completes
work in the last queue in the template. At this point it goes back t,o the first queue ac i[id next
cycle stiarts again. Various models of this type are distinguished by when the server decides to
move from one queue in the templat•e to the next. In an exhaustive service case, the server leaves
a queue when it is empty. In trhe gated se7wice case,'the seitver, on arrival to a queue, closes
a gate behind t,he waiting messages in that queue atid leaves that queue when the messages
present inside t.he gat,e are served. Finally, in tiie li,mited serniice ccase there is a limit Mi placed
on t,he number of messages served on each visit t•o queue i. The server leaves queuet eit,her
when that queue is empt,y or when Mi iiiessftc ges have been sei'ved during t•he current• visit,,
   Two different t,ypcs of vacxc t,ion models are relat•cd t.o t-he cyclic scrver queue{ . Considering
a specific queue we note that, as far as the messages in that queue ar'e concerned, the t,inie
the server spends serving ot,her queues as well as moving fromlto qneues is like a vx, cation. In
6 CHAPTER 1.INTRODUCTION
exhaustive service, this vacation begins when the queue in question is idle aiid the vacation
rnode] is of a multiple vacations type. In the gat,ed or limited seivice case, vacation may start
even when messages are present in the queue, but only on completion of a seivice. However,
unlike the models discussed earlier, the length of each vacation here depends on the number
of arrivals in et,her queues since the last visit of the server t-o eaeh of those queues. This, in
particular, implies that vacation time is strong]y dependent on the length of busy periods. The
djstribution of vacation time is not known a priori. Consequently, al1 the results cannot be
necessarily obtained from the Imown results for vacation models. However, vacation models can
be at)d have been used successfu11y to obtain either iterative procedures or approximations for
the cyclic server queues. In some cases, the results frem vacation models are also used to obtain
exact expressions for various performance measures.
   When the underlying system is completely symmetric, that is all the interarrival, service
time and the walk time distributions are jndependent of the index of the queue, then the average
waiting time can be obtained directly from the total nmnber of messages in the system. HeTe,
a different type of vacation model would be xc pproprjate. Suppose we consider a single queue
consisting of al1 the waiting messages. Vacatiions are then the time intervals corresponding to
the movements of the server from one queue to another. Vacation starts even when there are
messages in the queue (even in the exliaustive service case). However, the vacation distributions
are explicitly kiiown and their durations are independent of the arrival processes. This makes
the application of the results fi'om vacation models relatively easier.
1.2.5 ClockDrivenSchedules
These types ofschedules are frequently used in computer systems for call processing applications
to schedule primamy and maintenance work. We present two variants depending en how the clock
is used. In both cases there is a cleck which ticks every T seconds. Primary jobs arrive to join an
external queue and the clock ticks are used to decide when these jobs are moved to an internal
queue from which they get served Moreover, there is an unen(ling supply of maintenance work
divided into segments as discussed earlier.
1. At each clock tick, al1 the primary jobs waiting in the external queue are moved to the
  internal queue where they have a non-preemptive priority over the maintenatice work.
  Arrivals between the elock ticks wait in the external queue until the clock ticks. If we
  concentrate on the internal queue of primary jobs, then interarrival times are constarit
  (equal to the interval between clock ticks) and when this queue becomes empty, the server
  takes a vacat,ion to do a maintena[nce segment atid keeps on doing these segments until
  the clock ticks. If new primary work arrives at the internal queue at this point, after
  the current maintenance segment•, the primary busy period starts again. We thus have a
  DICII queue with multiple vacations,
2, Tl}e c!oclj is asynchronous to the basic arrival and service processes, After completing each
  prnnary Job, the server checks the external queue and brings a:iy waiting primai'y jobs for
  service. Thus, as long as the primary job queue is noll--empt,y, this behaves like a usual
      .queuing system. When the primary queue is empty, a mi(intenance segment is started
  and continued until t,he asynchronous clock ticks again. At this point t,he primary queue is
  checked again.
            If  primary job is present,, it gets preemptive priority over t,he maintenance
  work in progress, but otherwise t.he maint,enac.iice work is corit,inued until the next clock
  tick and so on. Thus, after the end of each busy period the server takes a vacation until
  the next clock tick (the length of this vacation is raridom with support on [O, T]) alid
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keeps on taking vacatioits (subsequent vacations ai-e of constant length T) until, on return
from a vacation, it finds at least one message present. Then a busy period starts agadc n.
This model differs from the previous models in t,hat the first vacation after the end of each
busy period has a different distribution than the subsequent ones. In generai, we may have
a sequence of (not necessarily identical) distributions whieh govern the vacatioirs aftder the
end of each busy period. We will cal1 this a queue with variable vacations.
1.2,6 Priority Queue
Consider a queueing system with multiple vacations as described in 1.2.3 above. Now consider
a queueing system with two priority classes, the high priority message3 and low priority ones.
In this priority queueing model, if the total load approaches !, the low priority queue is ca[lways
full and, if the priori'ty i$ non-preemptive, the high priority queue behaves just like the queueing
system with vacations.
   For simplicity, suppose that we have a priority queueing system with t!iree priority classes
and we are interested in the messages with intermediate priority. The high priority messages
play the role of interruptions or brealcdowns in service. These may occur during aii ongoing
service of class 2 messages or at the end of such a service, depending on vvhether the service to
higher priority messages is preemptive or non-preemptive. in the case ofnon-preemptive service,
when the lowest priority messages go into service, those play the role of vacations which staxt
only when the class 2 (and class 1) queue is empty.
1,2.7 Related Models
Various other situations where the server is not always available te serve its primary jobs may
look different but are closely related to the vacation models. ln many of these cases the results
froin the vacation models can be successfu11y applied with a tittle mere effort. in others, essen-
tially the same tecllliiques can be used to analyze from scratch. Now, we discuss queues with
set-up time.
   These arise in maiiy production systems where each ruii involves set-up during which the
machine is not available for productive work, lf the type of set-up required is net known before
the first arrival, the set-up for the service starts when this arrival occurs and the servjce starts
after the set-up ends. This can be fomnulat,ed as a vacation model in which vacation begiiis
when ati idle period ends. Here vacation starting epochs ai'e dependent on the arTivai process.
On the other hatid, the vacation models discussed earlier can be fonnulated as set-up models
where the set-up time is the remajning length of the vacatJion in progress when aJi arrival finds
t,he system empty. In any case, vacat•ion and set-up time models are closely related, and in tui'n,
both are related to the priorit•y queueing models,
   A relat,ed situatien is one in which the first job t,o start a busy period has a service time
distribution different frem the ot,hers. The set-up tjme model is, in a sense a special case of
tliis sit,ui( t,ion where the first sei7vice is the siun of set-up t•ime ai)d regulai' service time. The
difference is that here the wait,ing t,iine of the first job is zero, while in t•he set-up inodel it is
110tr}
1.3 Non-PoissenianArrivalProcess
In this section, vee present the non-PoissoniaJi ac i+rival processes dealt in t,he dissertat,ion.
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   Non-Poissoniaii arrival processes have been studied in the context of the perforniance evalu-
ation of B-ISDN, especial!y ATM. ATM is based on packet orientJed informat,ion transfer using
small, fixed size blocks cailed cell and stFatisttical multiplexing [[[Xirn86, Armb87, Part94]. It
makes possible eMcient transmission of bursty traffic, such as packetized voice, image and video
generat,ed from various terminals,
   Since the traffic stream in ATM netwotk has t]ie property of burstiness, it is hardly enough
to model such eorrelated traffic using a Poisson process. Thms, non-Poissonian arrival processes
become more important to model the system with bursty traffic. in the following, we present
some non-Poissonian arrival processes in detail,
1.3.1 MarkovianArrivalProcess
Markovian Arrival Process (MAP) is one of the most usefu1 stochastic process among non-
Poissonian arrival processes. In the following, we sumniarize the MAP represented by (C, D)
[Luca90].
   We consider a Markov process on the state space {1,2,•••,m+1}, where {1,2,••-,m} are
translent states and {m + 1} is absorbing. Assume the Markov proce$s is in a transient state
i, 1 -Åq i S m. The sojourn time in this state is exponentially distributed with parameter Ai.
When the sojoum time has elapsed, there are two possibilities. With probabilitypi2ny, 1 S 1' Åq- m,
che Markov process enters the absorbing state and is instantaneously restarted in the transient
state i With probability qij+, 1 S j' Åqi m, ]' # i, the process immediately enters the transient
state o'. We define CiJ' and Die' as
Cij = Aiqii, 1 S i, j' Åq- m, i i7e j, Cii == -Ai, Dil- = Aipij, 1 S i, 1' -Åq m.
   Let C (D) denote the matrix with elements CiJ• (Did). We note that the assumption that
absorption is certain, starting from any transient state, is equivalent to the non-singularity of
matrix C. The MAP with (C, D) is a semi-Markovjan arrival process and the probability density
function (pdf) for the lengths of interarrival times is given in a matrix form:
                               f(x)=eCXD. (Ll)
  The irreducible matrix C+ D is the infinitesimal generator of the Markov process restricted
to the states {1,•••,m}. Let T denote the stationary vector of C+D, i.e,
                         T(C+D) == O, rre=1, (1.2)
where e denotes the colu:nn vector of ones,
   Let IV(t) be the nuniber of arrivals in (O, t) and J(t) the state of the MaJ'kov process at time
t. Defuie the following conditional probabilities:
       Pi,'(n, t) = Prob{N(t) = n, J(t) = j' 1N(O) = O, J(O) = i}, 1S i.,J' Åq- m.
fiW
.,e .d,e,[III8hP,S?fiaill-aKS,ti'e,g",,i,."8d).i.,att,,r.g:,yith eiements pii-(n, t)• p(n, t) sattisfies ti)e followj.g
             rl
             ziTt P(n, t) = P(n, t) C+ P(n - 1, t) D, n) 1, t2 O,
              P(O, O) = l,
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where I represents the unit matrix. We de
Then, P'(x, t) is given by
P' (z, t)
fine the inatrix generating function P-(z, t) as
   co
= 2 P(n, t) zn.
  n=O
pv (z, t) = e(C+:D)t, lzl s; 1, t2 o.
The fundamental arrival rate of this process is given by A = TDe.
(1.3)
1.3.2 MarkovModulatedPoissonProcess
Markov Modulated Poisson Process (MMPP) is a doubly stochastic Poisson process and can be
censtructed by varying the arrival rate of a Poisson process according to an m-state irreducible
continuous time Markov chain which is independent of the arrival process [Fisc92], When the
Markov chain is in state i, arrivals occur according to a Poisson process of rate Ai. The MMPP
is parameterized by the m-state continuous--time Markov chain with infinitesimal generator Q
and m Poisson arrival rates Ai, •••, Am. Let A= diag(Ai, ••+, A.), Using the MAP notations,
we have
                           C=Q- A, D= A.
1.3.3 SwitchedPoissonProcess
A Switched Poisson Process (SPP) is a two-state MMPP and hence perforrnance measures like
the queue length distribution and the mean waiting time can be derived explicitly [Taki93a,
Kasa93b].
   Now we consider the SPP which is modulated by a continuous time Markov chain with two
$tates, 1 and 2. We assurne that the time spent in state 1 (2) is exponentiany distributed with
rate a (fi). When the state of the underlying Markov process is i, messages'arrive to the system
according to a Poison process with parameter Ai.
   Using the MAP representation, the SPP is expressed as follows.
c.. ( -pa rafi ),






1.3.4 0ther Special Cases .
In this subsection, we show some different expressioits for ot,her arrjval processes using the MAP
representation [Luca90].
e Poisson process




 The phase-type (PH) renew{tl process contaims many fantiliai: arrival processes includjng
 Erlang and hyperexpontial arrival processes. A PH renewal process with the representation
 {a, T) is expressed with MAP notations as
C= T, D =-Tea.
. Superposition of MAPs
 The superposition of two independent MAPs with representations (Ci, Di) and (C2, D2),
 respectively, is also an MIAP with
C=ClOC2, D == Dl e D2,
where e denotes the matrix Kronecker sum. This satne construction may be extended to
the superposition of n(År 2) .tt4APs. The class of MAPs is closed under superposition.
1.4 Previous Works
In this section, we present previous works related to the dissertation. Since there are a number
of researches on queueing systerns with vacations and its associated models, we classify those
into three parts: queueing system with vacations, buffer control policies and non-Poissonian
arrival process.
1.4.1 Queueing Systems with Vacations
Since queueing systems with vacations have been the classical subject in the queueing theory,
there are a number of books treating those in detail [Coop81, Taka91, Taka93, Woif89]. In par-
ticular, [Taka91] focuses on queueing systems with vacations and infinite buffer, while [Taka93]
focuses on those with finite buffer. Excellent survey papers of queueing systems with vacations,
including some applications, are written by Doshi [Dosh86, Dosh90]. '
  As for the queueing systems with vacations and finite buffer, Lee [Lee84] ai)alyzed the waiting
time of an MIGIIIK system with server vacations under the exhaustive service discipline. He
studied the queue length process considering the embedded Markov chain. Using a combination
of the supplementary variable and sarnple biasing techniques, he derived the general queue
length distribution of the tiine continuous precess, the blocking probabi15ty, and the waiting
tinie distribution. Lee [Lee89a] xclso studied an MIG/1/K with vacations and limited service
discipline in the similar manner to [Lee84].
1.4.2 BufllerControlPolicies
Buffer control policies specify those messages that are adrnitted to enter atid those to be removed
from the buffeT instead when the buffer is full.
  A connnunlcation system under a preemptive buffering has been investigated by Rubin and
Ouaily in the context of an M!GlllK with push-out scheme [Rubi88], They have classified
buffer cont,rol policie-s int,o the following types.
  e Non-Preemptive-Buffering (NPB)
    An arr'iving message that finds the system full is blocked,
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. Preemptive-Buffering (PB)
 If an aiTiving message finds the system full, the message which has waited the longest is
 pushed out from the buffer arid the arriving message is allocac t,ed a buffer space.
They considered the models ofFCFS/NPB, FCFSIPB and LCFSIPB, respect•ively. in al1 cases,
they derived the queue length and the waiting time distribut•iorts.
   Sun]ita and Ozawa has studied a push-out scheme in [Sumi88] and analyzed loss probabilities
and the waiting tinie considering the MIDII queue with fuiite buffer.
   Takagi [Taka85] analyzed an M!Gll!K where the arrival process is switched eff when the
buffer limit is reached, and switched on again when the buffer occupation falls below a given
resuine level. He derived the queue length distribution aiid shows nuinerical results of loss
probability and response time.
   Kr6ner [Kr6n90] has proposed a partial buffer sharing scheme whicb is a modified PB scheme
for systems with two priorities. Class-1 messages are supposed to have the higher priority tihan
c!ass-2 messages, Let Ki (i = 1, 2) denote the pre-specified maximum number of priority i
messages in the system, and K = Ki. lf an arTiving class-2 message finds K messages or K2
class-2 messages in the system, this class-2 message cannot enteT the system. When a class-1
message arrives at the system, the following situations are considered:
. If the system is full with cl(xss--1 messages, the atTiving class-1
 system.
message cannot enter the
. If the system is fulI and there are h (S K2) class-2 messages, then the class-2 message
  which has waited the longest is pushed out from the buffer and the arriving class-1 message
  is aJlocated a buffer space,
He mainly
scheme.
analyzed loss probabilities and compares the numerical results with a push-out
1.4.3 Non-Poissonian Arrival Process
ln this subsection, we briefiy smmnarize the previous works for the queueing models with vaca-
tions and non-Poissonian arrival process.
   In early studies of queues with non-PoissoniaJi acirTival processes, a PH renewal process has
been mainly analyzed by Neuts [Neut79]. A PH renewal process is a renewal process in which
inter-renewal times have a PH, distribution. Although the notation used in [Neut79] is fairly
complex, the matrix formation shows that the process is indeed a natural generalization of the
ordinary Poisson process.
   Rariiaswami [Rama80] has int,roduced a N-precess, whjch is fonned from a PH renewa!
process, atid atialyzed the NIGII queue in detai1 for the first tl ime. In [Rama80], the stat,ional'y
probability dist,ributions such as the queue length and the virtual waiting t•inie ai'e derived
'and the algoritlllns for calculating mo]nents are shown jn the context of the matrix analytic
met,hodology, Neut,s also developed this nnc trix aiialytic methodology in [Neut81, Neut89]. He
hcfts distinguished the mat,rix analyt•ic methodology between two different paradigms: GIIM/1-
type [Neut81] aiid MIGII-type [Neut89], reg.pectively.
   MAP ha3 been introduced by Lucantoni et al.[Lucx(90] as a generalizatiion of PH renewal
proccsses and tlie A4MiPP's. In [Luca90], t•lie represent-atbion {C, D) is inttroduced for t,he first,
time and a MAPIGII queue wit•h innlt•iple vacatiions are analyzed in t,he context of MIG/1
paradigni.
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   Blondia [Blon91] has considered a single server queue with finite buffer where the server
takes vacations and atialyzed the model for both the c(fLses under the exiiaustive and the limited
seiTvice disciplines.
   Recently, Lucantoni extended the MAP to a batch Markoviati arrival process (BMAP)
[Luca91, Luca93] and con)pared the derived foi'mulas with Pojsson cases.
   rn the matrix analytic approach, there are some diMculties in implementing algorithnms for
calculating the moments of perforn)ar]ce measures. Takine et al.[Takj93a] considered a 2-state
MMPP called SPP, and analyzed a batch SPPIGII queue with multiple vacations and exhaustive
service discipline using the supplementary variable technjque.
1.5 Overview of the Dissertation
Although there have been a 1arge number of works for the queueing systems with vacations,
there are stili many unsolved problems in this field. We study queueing systems with vacations
mainly concerning the following points; service dtsciplines, buffer control poticies and the non-
Poissonian am'val process. These elements characterize the way of service and hence plays an
important role in the system performance,
   First, we consider a queueing system with finite buffer. in this model, our main interest is
the difference of waiting times under thTee service disciplines: FCFS, raiidom scheduling and
LCFS.
   in Chapter 2, we consider an M/GlllK system without vacations under ramdom scheduling
and LCFS. We apply the results of this chapter to an MIG/11.K with multiple vacatjons in
chapter 3. We analyze the waiting time distribution under raridom scheduling and LCFS and
compare the numerical results of the mean and the coeMcient of variation of the waiting time
under FCFS, random scheduling and LCFS,
  In Chapter 3, we consider an MIGII/K system with vacations under random scheduling
         Applying the results obtained in Chapter 2, we analyze the waiting time distributionand LCFS.
imder random scheduling and LCFS. in numerical exa:np!es, we show the mean and the coef-
ficient of variation of the waitjng time under three service disciplines. Those numericai results
are also compared with those obtained in Chapter 2.
   Secondly, we consider the buffer control policies which specify the znessage behavior in finite
buffer.
      In Chapter 4, we apply the results of Chapter 3 to the system with biiffer control policies,
We consider an MIGII!K system with push-out scheme and multiple vacations, and analyze
the waiting t,ime distribut,ion for the message which is eventually served. Some nunierical results
including the comparjsons between the push-out aiid the ordinary blocking models are presented.
   Chapters 5 and 6 deal with the queueing systems with vacations under a non-PoissoniaJ)
arrivaJ process. In Chapter 5, we consider an SPP!Gll queue with multiple vacations aiid E-
lintited discipline. We consider the joint probability density functions of the queue length and
the elapsed service t,ime or the elapsed vacation time. Then, we derive the equations for these
probability distribut,ion functions (PDFs) which include a finite number of unknown values,
Using Rouche's theerem, we deterniine the values from bouiidary cenditions aiid derive the
transform of the stationary quene length distribut,ion explicitly.
   In Chapt•er 6, we considcr A4APIGII qlleues iinder N-policy wit•h and without vxc cations. A
pre-specified value N is a finite parameter x, t which the server stanc 'ts service after an idle period
or vacations.
         We analyze the stationary queue length and the actual wait•ing time distribut,ions
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in both syst•ems with and without vacations, and derive the recursive formulas to compute the
moments of these distributions. iFUrthern)ore, we provide a numerical algorithm to obtain the
mass function of the stationary queue length,
  Finally, concluding remarks are provided in Chapter 7.
  Chapter 2 is mainly drawn from [Kasa89], Chapter 3 from [Kasa95a], Chapter 4 from
[Kasa93a], Chapter 5 from [Kasa93bl and Chapter 6 from [Kasa95b].






This chapter considers an MIG/1 queue with a finite buffer, MIG!1 queueing systems are
classical subjects amd many variants of those have been studied to evaluate the perforniance
of the computer alld comniunication systems. in particular, Takacs [Taka63] analyzed the
waiting time of an MIG!1!oo system under three service disciplines: first-come first-served
(FCFS), random $cheduling and last-come first-served (LCFS). These three service disciplines
are explained in more detai1 as
1, FCFS
  Messages are served in their arriving order.
2. Random scheduling
  Messages are independently selected for service regardless of their arriving order and
  elapsed time in the system. Messages have the uniforni probability of being chosen for
  next servlce.
  3. LCFS
    The message which has tihe least elapsed time is chosen for next service,
  In this chapter, we analyze the waiting time of an M/Gll!K system under random schedul-
ing and LCFS. The subject in this chapter is to compare the performance measures under above
tliree service disciplines.
  We explain the model of an M!GlllK system in section 2.2. in section 2.3, we show the
Lee's result,s [Lee84] of the queue length, a:id the joint distribution of the nuJnber of messages
aJid of the remaining service time at an arbitrary instant. Iri section 2.4, we consider the
lengt,h of a busy period and in sectiion 2.5, we derive the Laplace-Stieltjes transforms (LST's) of
distribut,ion functions of the message waiting time under the two seiTvice discip!ines. We show
soine nuniericaJ results in section 2.6.
2.2 Model
We consider an A41Cll system wit,h a finitie btiflrer.
tio ic Poisson process with a pai'aineter A. The PDF
Messages arrive at the system according
and t.he mean of the service tiine for a
15
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message are denoted by S(x) and b, respectively. The maximum number of niessages that caJi
be present in tl]e syst•em is K Åq co. When K messages ai'e in the syst,ern, new aiTiving messages
cannot enter the systJem. Let PB denote the loss probabjiity. Then, arriving messages can be
accommodated in the system with probability 1 - PB. Tliroughout the chapter, we assume t,hat
the system is in the equilibrium.
2.3 Queue Length Distribution
'
In this section, we consider the number of messages in the system by the method of imbedded
Markov chaims [Coop81, IÅqlei75, Taka89]. ,
   We choose a set of imbedded Markov points at those points in time when a service is com-
pleted. Let L. be the number of messages in the system imniediately after the nth Markov
point. We define the lintiting probability distribution and the state tratisition probabilities as
               "k E' .ILM.. PrOb[Ln == k], k• = O, 1, 2, ''', .K - 1,
              Pjk E! PrOb[Ln+i = klLn = jJi O ntÅq j', k -Åq. K fi 1-
 Note that Ln cannot be K because when a message leaves the system, it cannot leave behind
a completely fuIl $ystem, At least one waiting position must be empty.
   Let ak denote the probability that there are K' arriving messages in a service time. Then, we
have
                     ak+ -- foco (AkX!)ke-Axds(x), k2o
We obtain state transition probabilities as









   A'-JL1
1- Åí a.,
   m=O
e' -1SksK- 2,
k=K-L
The steady-state equations for state transitions are given by
                            k+1
                      Tk = ÅíTjpjk, OSkS.K-1,
                            2'=O
                   Is'-1
                   :Tk = 1.
                   lt--o
Substit•uting (2,1) ai)d (2,2) into (2.3), we obtain
                            k+1
                Tk = To ak +2 Tj ak-j+i, O f{ k f{I K- 2,
                            j=1








Since {2.4) and (2.5) provide K independent equations for {-k ; O S h S .K -- 1}, we can calculate
rk'$ by solving these equations.
   Let nk (k = O, 1, •••, K) be t•he probabilit-y that an ai:"iving message finds k messages
in the system. If we only consider the situation where the system is not fully eccupied, the
probability distribution {nk} for the nmnber of messages in the system immediately before
arrivals is identical to the probability distribution {Tk} of the nuniber of messages in the system
imniediately after departures because the system state changes by mtit steps only. Therefore,
both {nk ;O S k S K- 1} aJid {Tk ;O S k S K- 1} satisfy the same set ofequations (2,5) and
(2.6), and nk are proportional to zk, Thus, we have
                        llk --- crk. OSkSK-- 1, (2.7)
where c is a proportional constant. We also have the nornialization condition:
                                K
                                Xlik=1, (2.8)
                               k=O
in order to deternrine c, note that the probability distribution {nk} of the number ofmessages in
the system at ai'rival instamts is identicaJ to the probability distribution {Pk} of that at arbitrary
instant. This property comes from the assumption of a Poisson arrival process, for which we
have a theorem PASTA [Wolf82].
   Let 7 denote the throughput of the system, p the offered load and p' the carried load
respectively. Then, we have
                             ")• = A(1-PB), (2.9)
                             p= Ab, (2.10)
                             p' = p(1-PB). (2.11)
Note that PB = nit•. FtL'om PASTA, the probability that there is no message in the system at
an arriving epoch becomes
                             no=po =: 1- pr. (2.12)
From (2.11) aiid (2.12), we obtain
                                     1-no
                                          . (2.13)                             ll ic =1-
                                       p
Substituting (2.7) and (2.13) into (2,8) yields
                                     1
                               C= To +p' (2•14)
Using (2.7), (2.9), (2.11) (anid (2.14), we obtain following expressions:
                  nk = pk= Tk , oshsK-i, (2,is)
                             70+P
                                   1
                  ni,• = Ph+ =1-- , (2.16)
                                 TO +P
                   pr= P, (2.17)
                         no A+ P
                   cr= To+p' (2•18)
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   Next, we consider the joint distribution of the number of messages in the system, L, and the
 remaining service time S [Lee84, Taka89]. We define
          nZ.(s) =- fooo e-'rProb[L=k,xÅq S-' Åqx+ dx], 1sksK
 Note that
                    Pk=nk -- nX.(O), ISkS K. (2.19)
Let a(S- ) denote the nuniber of messages that arrive at the system during the attained service
time g, Given that the server is busy, there are K' messages in the system and S- remaining
service time (1) if there are no messages at the last service completion epoch and there are k - 1
arrivals during the elapsed service time S-"
 of a message that arrives during the idle period, or (2)
if there are e' (S 1) messages at tAhe 1ast service completion epoch and there are k - j' messages
during the elapsed service time S of the next messages, Thus, we obtain
          nZ. (s) = p' 7roE[e-SS Ia(SA) = h -- 1] • Pr eb [a(SA) = k - 1]
                    k
                 +p' 2 r,+ EEe-SSIa(g) = K" -- j] • Preb[ev(SA) = ic - 2'], (2.20)
                    p'=1
                                    1 mÅq kSK- 1,
                      co -
         llX(s) = p' 7o 2 EIe-SSIa(3) = m] • Pr ob[cr (S-") = m]
                    m=K-1
                    K-1 co
                 +p' Z Tj 2 E[e-SS Ia(S-`) = m] •Prob[a(SA) = ml. (2.21)
                    sL-1 m=K-j
We define an(s) as
                     a.(s) = E[e-sS'V . (A.SA!)" ,-AsA],
Then, we have
            prob[a(SA) = n] = a.(o), E[e-SSnyla(SA) = n] = :."[oSl.
Thus, (2.20) and (2.21) become
          "Z•(S) = P' [TOak-i(S)+tlt.ITi•crk--)•(S)], IShhÅqK-1 (2.22)
         ii},•(s) = p' [To.tit-,crm(s)+ 2i.-,i7J•.t/l?.Lja.(s)] (2•23)
an(s) is given by [Taka891 (see Appendix B in detai1) '
   a.(s) =; [sth (s) (A ll s) "+i - .2".oa., (A ls)"-M+i] , n= o, i, 2,•••. (2.24)
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Substituting (2.24) into (2.22) and (2.23), we obtain
nl.(s) = 1
TO +P
nvi"(s) = - 1










(TO + P)S A-s
A - s) k-j ] ,
 K-1
1ShSK- 1,
CIIIi,i 7rJ (A ll[ ,
   K-1
  -J]2':-orrj(
)it -i




In this section, we consider the busy period [Coop81, Taka89]. Let eA• be the mean length of a
busy period for the M/Gll/K system. The state of the system regenerates with the alternating
cycle of a busy period of mean length eK aiid an idle period of mean length 11A, Therefore, the
fraction of the time that the server is busy is given by
                             P'=e---. e+KllA• (2.27)
Thus, the probability that an arriving message is lost is given by
                       PB =1- ;i' =1- p(e-.e-+" 11A)' (2•28)
  Suppose that k messages arrive during the service of the iirst message in a busy period
of the M!G/11K system . Since the duration of a busy period is independent of the service
discipline, let us assume LCFS. If k S K - 2, there are K - k ernpty waiting positions at the
service completion epoch of the first me$sage. Therefore, it takes eK-k+i in average to clear the
position of t,he last arriving message. Similarly, it takes ek•-k+2 in average to clear the position
of the second to the last message, and so on, Finally, it takes ei,• in average to clear the head
of the queue. Simi1ar arguments apply for the case of k ) K - 1, when the system has just
one empty position at the start of the next service, So it tic kes the sum of e2, e3,••- and eit. in
average to cleaJr aJl messages. Thus, we obtain the following recursive equations:
                                                                 (2.29)
        ei = b,
                 It'-2 Js'
        e-K -- b+2ak- 2 e-,-+
                 k=1 J'=K-k+1
Fi'om the above equations, we have
                 rb
                 e2 = -,
                       aO iL. I
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  Following the saJne consideration, we find a recursive equation for e7,-(s) , the LST of the
PDF for the ]ength of a buLgy period in t`he M/alllK system:
ex (s) - s6(s) [i- ',l.-,2 s:(s),.1iji,, e;(s)- (,=;l;-, s"(s)) (C4-' e;(s))]-i,
where
Sk-•(s) =' foco (')`1.ll!)ke"(s+")rds(x),
h= O, 1, 2,•-•.
(2.33)
(2.34)
2.5 Analysis ofMessage Waiting Time
In this section, we analyze the LST V[iX(s) of the waiting time uiider (1) random scheduling
and (2) LCFS. We also present the previous analysis of the mean waiting time under FCFS in
Appendix C.1 [Taka89].
2.5.1 RandomScheduling
The message waiting time consists of the remaining time to the next imbedded point after arrival
and the duration from the imbedded point to the start of its service. To find the LST VV#(s), we
define VVj(x) as the probabdity that the service of an arbitrary message among the g' messages
in the system starts within time x fi'om an imbedded point.
  Each message is chosen for servjce without delay among waiting messages (say o') with equal
probability 11i With probabMty 1 - lle' the message is delayed for service at least one message
service period. If k more messages arrive during this period, the waiting time of the message is
the sum of the servjce period and the tii ne whose distribution is given by W)•+k-i (x). Therefore,
we obtain W,-(x) and its LST W] (s) as
     pv,(x) = ii+(i-;) [Ktli'(foXe'A"()LÅíl,)
                             +k.tA-,(foXe-Au(Aicu!)
                                      1S1' fiÅq K-1,
     Wit' (x) =: ft + (i - k) S(x) * Wit--i (x),
     w,.(s) ,., ;+(i-e-i)(i'tl.iisk'(s) w;+k-i(s)+kti,v
                                      1Sj' .Åq-. K-1,
     Wk (s) = ft + (1 - k,) s-(s) • w, --, (s),
where * in C2.35) and (2.36} denotes t.he convohrtiion.
k ds(u)) * w, ÅÄk-i(x)





            J
(2.38)
  If a message finds j' messages in the system upon aJ'rival aiid if k messages newly arrive during
the remaining service time, then t,he waiting time of the message is the suin of the remaining
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service time aiid the time whose distribution is given by i4ij+k(x). For simplicity, let A be the
nuniber of the messages that arrive during t`he remaining seivvice t,ime, and we define
              n;-,k.(s) = fooo e-S'prob[L =: j,A = k,x Åq sny Åq x+ dx).
Then nS•,k(s) becomes
                    n;•.k.(s) = feOO (AkX.,)k er(s+A)xdn, (x),
where fiJ-(x) is the inverse transfomi of n;• (s). Note that
                           co
                          Z n;,k(s) - n;(s).
                          k=O
Therefore, we obtain the LST of the message waiting time for random service as
        w'(s) = iNipB [po+Cilii,i(Att.i2n;,(s)w,+k(s)
                             + (n;(s) - "tl.o-2n,' k.(s)) wi, .i(s))] (2 3g)
2.5.2 LCFS
The waiting time of the tagged message is the remaining service time plus the length of a
delayed busy period which starts with those messages that arrive during the remaining service
time. Suppose that the arriving message finds j' messages in the system and that there are k new
arrivals during the remainSng service time. The number of messages left behind in the system
at the next imbedded point is s' + K". The mean length of the busy period initiated by the last
arriving message which starts with its service and ends at the beginning of the service of the
last but one is eK-j--k+i. Sinadlarly, the meall length of the busy period of the last but two is
ek--jLk-+2, and so on. After these periods, the service of the tagged message starts.
  When the tagged message arrives at the system while the server is busy, one of the following
cases arlses.
  1, The tagged message finds j'(S K - 2) messages, and during the remaining service time
     (a) k(O Åq k Åq K- j' - 1) new messages axi'ive.
    (b) More than K- 2' - 1 new messages arrive,
     (c) No message arrives.
  2. The tagged message finds K - 1 messages and new messages arriving during the remaining
    service tin)e are lost.
Thus, we obtain the LST of the message waiting time as
        w'(s) = i-ip. [po+',i.-,'('StT.,T2n;k(s) ill.l,ie7,.-t(s)
                                "s(,)-"tli2n;,(s))'tll.il,ier(s))] (24o)
        +
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2.6 Numerical Results
M/G/1/K under Random Scheduling and LCFS
 In this section, We show some numerical examples.
    Let pt denote the service rate of the server. Note that b = 11-. hi our numerical exaniples,
 the LST of the service time S-(s) is chosen as follows.
   1. k phase Erlangian distribution:
                                s'(s) = (, IIE2p)k,
     where p = 1.0, and k = 1(exponentjal distribution) and 3.
   2. Hyper exponential distribution:
                                s"(s) = II.illii sKli'liLfi, ,
     where m == 2, ta = O.5, p2 == 3, K'i = O.4 aJid k2 = O.6. in this case, the mean service time
     is equal to 1,O.
Let the first and second moments of the waiting time be VPr and W(2), respectively. We have
calculated the following values; •
  1. W : Mean waiting time.
  2. Cw : CoeMcient of variation (c.v.) of the waiting time,
                                     w(2) m (vpr)2
                              C14i= rv .
  3. CT: c.v, of the sojourn time in the system.
    The LST of the sojourn time in the system are expressed as
                               T'(s) = V'Vt(s)S"(s).
     Let b(2) denote the second moment of the service time. Then, CT becomes
                                 lpv(2) - (vlr)2 + b(2) - b2
                          CT == '` '
                                       W+b
We have illu$trated the nunierical results in Figs.2,1 to 2.12.
2.6.1 MeanWaitingTime
Figs,2,1 to 2.3 show the varjation of the mean waiting time for different system sizes. We can
observe that the mean wait,ing time increases suddenly ai'ound A = 1 and that it approaches a
constant value.
   The meari waiting tinie is independent of service disciplines, so we eonsider the case of
ECF.S- The number of messages in the system increases according to A. However, the system
size is of a finite value K, and the message t,hat can enter t,he syst•em sees at most• K - 1 ot,her
messages. Thus, using the mean service time b (== llp), tlie waiting ttime of x( messfge is at
most (K - 1)b.
            In this example, b =1.0, then each value for K =5, 10, and 20 approaches 4, 9,
and 19, respectively,
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2.6.2 C.V. of Waiting Time
From Figs.2.4 to 2,6, we compare c.v.'s of the waiting time under t,hree service disciplines
changing the service time distribution. In each service time dist,ribution, the c.v. of FCFS takes
the smallest value al)d that of LCFS takes the largest one. Under FCFS, if the tagged message
arrives at the system and finds ic messages al)ead, its service st,arts certainly after the service
completion of k messages. Under random scheduling, it is not sure wheii the service of the
tagged message begin and hence the value of the c.v, is larger than that under FCFS. in the
LCFS case, it is obsei'ved that the value of the c.v. diverges to infinity when the arrival rate
becomes large. At the large value of the arrival rate, the waiting time of the tagged message
becomes 1arger t•han that of the message which arrives after the t,agged one. That is, the tagged
message has few chances to be served since there are a lot of arriving messages after the tagged
one. Hence, the variation of the waiting time becomes very large.
   FYom Figs.2.7 to 2.9, we compare c.v,'s of the waiting time char]ging the system size K.
From Figs.2.7 and 2.8, c.v.'s become small as K increases under FCFS and random scheduling.
We cari observe that the c.v. of K = 20 is the 1argest and that of K = 5 is the sma[llest among
three cases for A S 1, while the c.v. of K = 20 is the smaJlest atid that of K = 5 is the largest
for A ) 1. Fig, 2.9 shows that the c.v. becomes 1arge as K increases under LCFS. It is because
the smal1 size system has less possibjlity to find the message with long waiting time than the
large size one.
2.6.3 C.V. of Sojourn Time in the System
Figs. 2.10 to 2.12 show c.v,'s of the sojourn time in the system under three service clisciplines,
in these figures, we can observe that three curves of c.v.'s start from the same value and that
the c.v. of FCFS takes the smallest value and that of LCFS takes the 1argest one among thi`ee
disciplines. When the arrival rate is smal1, the sojourn time is almost equal to the service time.
wnen the arrival rate beeomes 1arge, the sojourn time is affected by the waiting time.
   Let us consider the lintiting behavior of the sejouni time in the system when A tends to
infuzrity, Since the value of the c.v. under LCFS diverges to infinity, we consider FCFS and
random scheduling disciplines.
   in FCFS, the sojourn time of the tagged message is almost equal to the surti of service time
of K - 1 other messages at)d that of the tagged one. Hence, we obtain
                            TFeOcFs(s) =- {s"(s)}iC.
We obtain the first and second moments of the sojourn time as follows.
T.OOc(P)s = Kb,
T.Oec( 2.)s = K{ (K - 1) b2 + b(2) }.




   Under random scheduling, the sojourn tinie is the suin of tl}e reinaining service tiine (alrnost,
equal to S'(s)) and t,he service time of i meg.sages wit-h probabilit,y
l (K-2K-1 K-1 )f-1.
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Thus, the LST of the sojourn time becomes
             TROeA NDoA•f (s) = ].ll}=,{s=(s)}2 • K i- i ( KK i i s' (s)) '-i
                                {S'(s)}2
                           K- 1 - (K - 2)S-(s) '
First and second moments of Tfl)tNDoM are expressed as
                    TReO.(k)Do. == Kb,
                    TRcoA( k)DoM = Kb(2) + 2{ (K - 1)b}2.
Hence, we obtain the c.v. of the sojourn time as
                              Kb(2) + (K2 - 4K + 2)b2
                   CTcoRANDoM" Kb • (2.42)
Using above results, we calculate 1iniit values of the two cases (Tab!e 2,1). We can observe that
Exponential Erlangian Hyper-exp.
CTco• O.31623 O.18257 O.48304
CTco O.90554 O.86795 O,97639
                      Table 2.1: Limit Values of C.V.
c.v.'s under FCFS and LCFS tend to values in Table 2.1.
2.7 Conclusion
This chapter considers the waiting time of the MICIIIK system under random scheduling and
LCFS. Using the analytical results, we derived the LSTs of the waiting time distribution under
two service disciplines. We calculated the mean and the coeMcient of variation of the waiting
time a,nd the sojourn time in the system. Comparing those values under three service disciplines,
we showed the infiuence of the service discipline on the waiting time, We aLso considered the
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Figure 2.5: C,V. under Three Service Disciplines (K : 10, k = 3)
3












                     Arrival Rate












         Arrival Rate












M/G/1/K System under Random Scheduk'ng and LCFS
o
       •1 1.5 2
            ATTival Rate



















          Arrival Rate
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M/G/1/K with Vacations under
3.1 Introduction
in this chapter, we analyze the waiting time of an MIGII!K system with server vacation
under random schedu]ing and LCFS. The subject in this chapter is to compare the performance
measures under above three service disciplines and to inspect the influence of the vacation. We
derive the LSTs of tbe waiting time distribution under these disciplines in the similax manner to
that in Chapter 2. For the calculation of the performance measures, we present the nurnerical
procedures in detai1, Then, we show some nuinerical results under several conditions, We also
analyze the limiting behavior of the system considering the c.v. of the waiting time.
  We explain the model ef an MIGIIIK system with multiple vacations in section 3.2. In
section 3.3, we show the Lee's results of t•he queue length, and the joint distribution of the
number of messages a.nd of the remaining service or vacation tiime at ati arbitrary instant. in
section 3.4, we derive the djstribution functions ofthe message waiting time under the two service
disciplines. We explain the calculation method and show some numerical results in section 3.5.
3.2 Model
We consider an MIGII system with finite capacity. Messages arrive at the system according
to a Poisson process with a parameter A. The PDF and the mean of the service time for a
message are denoted by S(x) aJ)d b, respectively. The vacation policy of our model is multiple
vacations, i.e. the server takes vic cations repeat•edly uiitil he fmds at least one waiting message
accommodated in upon returiiing fi'om a vacation. Let V(x) be the PDF for the lengt,h of a
vacation, The maximum number of messages t•hat can be present in the system is K Åq cx),
When K messages ,xre in the system, new arriving messages cannot enter the system.
3•3 QueueLengthDistribution
In this section, we consider t,he nuniber of me: sages in tihe :,ystiem by the met,hod of imbedded
Markov chains [Coop81, Klei75, Taka89].
  We choose a set of imbedded Markov points at those point•s in t•ime when a service is com-
pleted or when a vacation ends. Let Ln be the number of messages in the systiem inunediately
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after the nth Markov point, and let
                        t O ifavacation ends,
                    "n = i 1 ifaservice is completed,
at the nth Markov point. We consider the limiting probability distributions:
           wk -= lim Preb [nyn = O, Ln = K"],
                 n-oo
           rk E lim Prob[n. = 1, L. = k],
                 n-tco
which satisfy the following equations:
             Wk
WK
7k
- (CVO + TO)fk ,
   , co= (wo+To) Z) fm,
         m=K
   k+1
= 2(wj+7J')ak-j+i,
  i=1
       K-1
  WK + ]Z) (Wj + Tj)
       e'=1
co
O-ÅqkSK,
OS K- Åq- K- 1,




              TK-i= 2am,
                                     m=K-j
and
                            K K-1
                           Åícvle+E) 7rk == 1, (3.3)
                           k=O k--O
where
               ak=fo co (AkX!)k e-Axds(x), k= o, 1, 2,••t, (3 .4)
and
               fk =fo co (AkX!)k e-"=dv(x), k= O, 1, 2, -••. (3t5)
 Erom (3,2) and (3.3), we can obtain wk(L" -- O,• - • ,K) and 7ic(k = O, • • •,K - 1).
   Next, we will find the loss probability PB and the throughput 7 of the system. Let us first
note from (3,2) that
                                    lt'
                            Ldo+To=]Z) Wk, (3,6)
                                   k--O
is the probability that an arbitrary Markov point is a vacation termination point. Therefore,
1--wo--To is the probability that aii a,rbitrary Mamkov point is a service completion point. Let p be
the ratio of the mean service time to the meali interarrival time, and p' the server utilization. Let
us denote by the reciprocal of a t,he meari length of the inteival between consecutive imbedded
  .po:nts, It is given by
                    a-i =(wo+To)E[V]+(1 -- wo-To)b. (3•7)
Flrom the theorem on the limiting probabilities of semi-Markov process, we obtain
              P' = (wo + Te )(i ivl liilt iiTg) ILo - ., )b == o(i - ceo - ro )b, , (3. s)
                                               'and
                        w, + T, - s.-[ei -- i- slr, (,.,)
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In tenns of p', a and wo + To, the loss probabiljty PB atid the throughput 'r of the system are
given by
                              PB =1- !ll'-, (3.10)
                      o'=A(1-PB)=a(1-cvo-7ro). (3.11)
  Next, vve consider the joint distribution of th-e state 4 of the server, the number L of messages
in the system,-and the remaining vacation time V when the server is on vacation or the remaining
service time S when the server i$ busy at an arbitrary instant [Lee84, Taka89]. The state 4 of
the server is defuied as
                    c-(9 ::g :si;g:.: g:,ya.cation• (,.,,)
We also define
       st z. (s) i fo OO e-SYPreb [C = O,L= k,yÅq i7 Åqy+ dy], OSkS K,
       nk(s) ii fo co e-S" Prob [C = 1,L = k,yÅq S- Åqy+ dy], 1ShS K.
 and S?k(x) and IIk(x) are the inverse transforms of LST S2X.(s) a td II:.(s), respectively. Let
a(X) be the nuniber of arn'vals during the period of length .X. Then, we suppose the server
is busy and that K4 messages are in the system. In this case, some (say 2'() 1)) of them were
already in theAsystem at the Iast imbedded point and the rest of them arrived during the elapsed
service time S. Then, we obtain
                    lk -nz.(s)
n=K(s)
= 1 ' wP o - To ,2.=,(Wi + ny)E[e-sSla(s"`) = ic - j.]
                •PTob[a(SA) =k- jl, 1 s{ kSK- 1,
= 1-wPo'-To(Ci'.i(Wj+TJ).t/l].-,E[e-SSNIa(sA)=m]
                        •Prob[a(SA) = m] + blk•E[e'SS-]
       S) Z. (s) = (1 - p')E[e-SVIcy (V) = k] Pr ob [a(V) = k], O -Åq K- sl K - 1,
                      oe .-
       st X- (s) = (1 - p') 2 E[e-S" Ia(V) = m] Prob[a(V) == m].
                     ni = Is'
Using or.(s) of (2,24) in Chapter 2, we writ,e (3.13) as
       iin(s) = i-.Po'-.otlt.i(CVj+T))i
                         [S'(s) (A ili s)k"J+i - ,!IIiliio am ()L l s)k-J-M+i]
(3,!3)
(3.14)
Noting that if there are k messages in the system at aii gbL servation instant during a vacation,
those messages ai'rived during the elapsed vacation time V. Thus we have




 However, by using (3.2) we have
            tS.i(cvJ + 7rj) ,lliiillio am (A ili s) k-i-M+i = 1/.z)".'i 7ri (A ili s)k-j .
Using (3,9) and (3.18) in (3.17), we obtain
        ii l• (s) = ll (s'(s) tS.i (we' + TJ) (A l s) k-J+i - li.- oi Ti- (A l s) k"] ,
                                       1Åq ic ÅqK-L
Erom (3.14), we also have
         n},• (s) = -g (s" (s) [illEl,i (w,- + 7r, ) (A li ,) K-' + ,vK]
                                    - CEig ny (, l ,) K--i)
rn order to calculate wi.(s) in a similar way as above, we define
             g.(s) =- E[e-sVny •(A.VA!)" e-AVA], n = o, 1,2,•+•.
Similarly to (2.24), we obtain
          pn(s) = Ai[v] [vn(s) (A ls)"+1 -- ,;"..io f. (Als)n-m+1]
Using (3.2),(3,9) and q.(s), (3.15) and (3,16) become
        s) x- (s) = lil [vx(s) (cvo + 7ro) (A l s) k+i - te.o ,vj (A ili s) k-' +i] ,
                                       OShSK- 1,
        s) x- (s) = -g [v lh (s) (wo + To) (A l ,)K - tK.o wJ' (A l ,) A -)]
3.4 Analysis of Message Waiting Time








We anaJyze the LST W"(s) of the waiting time under (1) random scheduling and (2) LCFS.
We also present the previous analysis of the mean waitjng time under FCFS jn Appendix C.2
[Lee84, Lee89a, Taka63].
3•4•1 RandomScheduling
The message wait,Sng t,ime consists of the remaining t,ime t,o the next imbedded point after amrival
lrtlii8du!le'ei,lil]i(iina)tiaOniidfr,[',vOiji;(g'liedeithtibeeddli?d(21]30sii)itfotO(51i3es;.tpart• of it•s service• To find the LST vvh(s),
  The message waiting t,ime for random scheduling is considered as follows.
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  1. The server is on vacation.
    If a message finds 1' messages in the system upon arrival and if h more messages arrive
    during the remaining vacation time, then t,he waiting time of the message is the sum of
    the remaining vacation time and the time whose distribution is given by Wj+k+i(x).
  2. The server is busy.
    If a message finds j' messages in the system upon arTivai and if h more messages arrive
    during the remaining service time, then the waiting tinie of the message is the sum of the
    remaining service time and the time whose distribution is given by VVj+k(x).
For simplicity, let A be the number of the messages that arrive during the remaining vacation
or servjce time, and we define
             g;.k(s) i fo eO e-sxprob[L =iA = k,x Åq i7 Åqx+ dx],
             n;•,k(s) = fo OO e-sx prob[L = j',A = k,x Åq g Åq = + dx],
Then S);,k(s) and nS•,k(s) become
                   st},k(s) = f,oo (AkX.!)ke-(s+")=dstj(x), (3,2s)
                   ii;•,k(s) = f,co(Xjli!)ke-(s'")xctrij(x), (3.26)
where S)j(x) and n)+(x) are the inverse transforms of LST 9;-(s) and n;(s), respectively. We
note that
                          co
                         29;,k(s) == 9;•(s),
                         kco=O
                         2n;,k.(s) == n;-(s).
                         k=O
Therefore, we obtain the message waiting time for random service as
    vv"(s) = i-ipB [illlil("tr.o-2s);k(s) w,'+k+,(s)
                + (s');(s) - KS}-2 s');.,,(s)) • wr,t(s)} + s')7c-i(s) • vvr,•(s)
                  x k-e 1 J
               + is2 g Ki$S-2 n;,k(,) • w,+-+k(s)
                1'=1 1 k=O
                 + (n;(s) - '`tl.i2 n; k(s))
(3.27)
(3.28)
• Wrt--i(s)) + rr},--i(s) • wr,•-i(s)1 . (3,2g)
3.4.2 LCFS
hi either of the cases that the server is on vacation ic nd that the server is busy, the wait,ing time
of the t,agged message is the remaining time plus the length of a delayed busy period which starts
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with those messages tbat arrive during the remaining time, New, we consider a busy period in
the case tihat the seiver is busy upon arrival of the ti( gged message. Suppose that the arriving
message fu)ds J' messages in the system and that there are k new cruTivals during the remaining
service time. The number of messages left behind in the systiem at the next, imbedded point is
j + k. The mean length of the busy period initiated by the last arTiving messa-ge which staxts
with its service and ends at the beginning of the service of the last but one is eke-jmk+i where
e- it• is defined in (2.29) to (2.32). Sintilarly, the mean length of the busy period of the last but
two is e- iÅq-J•-k+2, and so on. After these periods, the seirvice of the tagged message starts.
  When the tagged message arrives at the system while the ser"ver is busy, one of the following
cases at'lses.




k(O Åq k Åq K - j' - 1) new messages arrive.
More than K - 1' - 1 new messages arrive.
No message arrives.
2. The tagged message finds K- 1 messages and new messages arriving during the remaining
  service time are lost,
The case of vacation is considered similarly.
message waiting time as
VV' (s)
Using e7,•(s) of (2,33), we obtain the LST of the
= i-:p. [',i.-o3'!',Il.Ii"i2s);k(s) lg.o'e;,•m,ri-,(s)+:/E` ).ro2s-i;o(,)
    K-21 K-1'-2 X K-j'-1
  +2 tg;(s)- z) g;•k(s))• n er(s)+st},-,(s)
    d--ON k=O 1 i=1
    K-3 K-j-2 k-1 K-2
  + 2 2 n;•,k (s) + n e7,t -j-t (s) + Åí n:• ,o (s)
    i=l k=1 t=O i--1
    is'-21 lt' v'-2 N h'-i' 1
  + 2 tn;(s) - 2 fi ;• ,k(s)) • il er (s) + il xr-i (s)1 •
    )'=IN k=O l t=2 J (3.30)
3.5 Numerical Results
We have calculated the inean atid the c.v. of the waiting time using the results presented in
section 3.4. Before showing numerical examples, we explain the procedure of calculations.
3.5.1 Procedure of Calculations
First of all, we calculate the limiting probabi!ity distrjbutions {Tk;O S k S K- 1} and {wk;O S
k :!; K} ITaka89], We definc 7k trLs
itk =
Tk + CVk
     ,TO + CVO
OÅqhÅqK- !. (3.31)
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fi+om (3.2), {itk : O S k S K - 1} cdli be recursively calcnlated by
           ith+i = zlk (itk "" tli.ili it2ak-]+i-fk), osksK-2 (3 33)
From (3.2) and (3.3), we obtain
                                  -1                   -1
             To+wo=('k2I=-iitk+k.-eOk.fk) =(!+IE.i(itk-fk)) , (3.34)
Now, {wk- : O S ic S K} are obtained from (3,2) and then {Tk : O S k S K - 1} are calculated
from (3.31).
  For both random scheduling and LCFS cases, we need to calculate S');,k(O), n;•,k(O) and the
first and second derivatives of 9e"•,k.(s) aJid fi;•,k.(s). New we show the method of the calculation
of n;,k(O). Setting s = O in (3.26), we obtain
             ll,' k(o) = f,OO ()tÅíi,)it' e'"'dn, (x) = (-k4)" (1:5iF', H;(s)) ,., (3 35)
We need to derive the k-th derivative of IIIg•(s). Multiplying by (A - s)) in (3.19) and differenti-
ating k + j' times, we obtain
      k-+)'
          k+g' dn . -     .E=e( n ) dsn {(A-s)'}li;(k+J-")(s)
             Iil [S.i('r: +cvt)A'Mt+i ii+i ( K' +n j ) III/i '. {(A - s)i-i}s'(k+)-")(s)]
where U"(k)(s) denotes the k-th derivative of U'(s). Setting s = A, (3.36) becomes
             ilT/ n;•(K')(A) = gi ?.l}.,(7ri + w,) (k (+-i /r-i'+"1)!sx(k+i-i+i)(A).
Using (3.35) and (3.37), we obtain
               ii;:k(O) = Åq 1.,(ri + wi) (k( -+Ai). k-'+'iiii+i)!s"(k+e'-i+i)(A).
Using (3.38), the first and the second derivatives of nJX•,k(O) are expressed as
                  (ill,7n;':k(s)),., = -ic;ifi,"•,k•.i(o),
                  (Åí?is2 n:•:k- (s)) ,.o = (k + 2& (,k + i) n;. ,k.2 (o) .
st;•,k(O) and its first and second derivatives can be calculated in a similar way,
   URder the random scheduling, we need to calculate the derivatives of VVi (
axc ld (2.38).
K linear equations. Thus, derivatives can be calcuh( ted by solving those equations.
   In LCFS case, derivat,ives of et"(s) can be recursively calculat•ed ft'oni (2.33).







                                              s) d fined in (2.37)
When we differentiate (2.37) alid (2,38) with respect to s and set s = O, we ebtain
Aftex' above calculations, the meai) a.rid the c.v. of the wait•ing time under the two cases ca3i
44 M/G/1/K with Vacations under Random Schedulin g aiid LCFS
3.5.2 NumericalExamples
In our numerjcal exainples, the LS[[" of the serviee time,
Vi(s) are chosen as follows.
s'(s), and that of the vacation time,
1. LST of the service time S'(s)
•-•




where " = 1.0, and ic = 1(exponential distribution), 2, 5, and 10.
2. LST of the vacation time Vt(s) i•• exponential distribution;
v# (s) .v
- s+v'
and v talces v =1.0, 2.0, 4.0 and 8.0.
Let the first and second moments of the waiting time
calcu]ated the following values ;
be VjP' and VV(2), respectively. We have
1. W: Mean waiting time





We haveillustrated the numerical results in Figs.3.1 to 3.12.
Mean Waiting Time
Fig.3.1 illustrates the variation of the mean waiting time for different system sizes. We can
observe that the mean waiting time increases suddenly around A = 1 and that it approaches a
constant value.
  The mean waiting time is independent of service disciplines, so we consider the case of FCFS,
The number of messages in the system increa$es according to A. However, the system size is of
a finite value K, arid the message t,hat can enter the system sees at most K - 1 other messages.
Thus, using the meari service time b (= 11#), the waiting time ofa message is at most (K-1)b.
In this example, b ==1.0, then each value for K =5, 10, 20 arid 40 approaches 4, 9, 19 and 39.
   Fig.3.2 illustrates the variation of the mean waiting time for different S'(s)'s. When the
number of phases increases, the meari waiting tirne approaches the value for the case of constatit
selvice time,
   We note that in each graph t,he mean wait,ing time never t,ends to zero even when t,he arrival
rat-e is quiCe small. This is because ei( ch arriving message is delayed for the remaining vacation
time. Since the vacation time is exponenti,aJly distributed, the mean remaining vacation time is
11v. Forv = 1.0, the meaJi waiting time approaches 1 when A is smaJl.
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Coefficient of Variation of Waiting Time
Fig.3.3 illustrates the c.v. under three service disciplines. We can observe that the mean waiting
times of FCFS and random scheduling approach finite values, and that of LCFS tends to infinity,
When arrival rate A is small, the waiting time is affected by the remaining vacation tiime. Let first
atid second moments of the remaining vacation time V be V(i) cand V(2), respectively. Noting
that vacation time is exponentially distributed, we obtain the c.v, of the remaining vacation
time V as follows:
                                V{2) - ÅqV(i))2
                         Cs-,= va) =1'
Thus the value for each discipline starts from 1.
   Let us consider the limiting behavior of the waiting time when A is infinity. Although the
c.v. of LCFS becomes infinity, those of FCFS and random order remain finite. In the case, the
waiting time of FCFS is almost equal to the sum of service time of K - 1 other messages. Thus,
the LST of the waiting time is
                          iPVP28Fs(s) =: {s" (s)}K-i.
Denoting the second moment of S'(s) by b(2), we obtdain the first and second moments of the
waiting time as follows:
                     PVffc(})s = (K-1)b, (3.41)
                     VVge.(2.), == (K-1){(K-2)b2+b(2)}. (3,42)






  Under random scheduling and heavy trafllc condition, the message waiting time is the sum
of the remaining service time(equal to S=(s)) and the service time of i messages with probabMty
                            K1- 1 (:i i)i-i
Thus, we have the LST of the waiting time as follows:
               Wfie?NDoM (s) = li.ill, s'(s) • K i- i (KK -- i s- (,)) '-'
                           = K-i-{k(Sl 2)s-(,)' (3•44)
First and second moments ar'e expressed as
                   VVIIIS.4(N')DoAf = (K-1)b, (3.4or)
                   WRcoA('N)DoAti = (Kml){b(2)+2(K-2)b2}. (3.46)
So the coeMcient of variation is
                   cico4tR....,, = (K-i)({Kb(21 ll)(bK-3)b2}, (3 47)
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Using above results, we can calculic te the liinit values of the two cases as
              1
  C;cot..., = 5,
CletOrRANDoAl = 1•
We can observe that two curves in Fjg.3.3 approach these vaJues.
   Figs.3.4 to 3.6 illustrate the numerical results under three service disciplines while the mean
vacation time changes. When the vacation rate is 1arge, the c.v. is large. This is because the
mean remaining vacation time decreases as the mean vacation time 1!v does. To be mere
concrete, we set " = 1.0 and compare the two cases of v = 1.0 and 8.0. lf the t,agged message
finds the system empty, the mean waiting time VV is
vli [L - o] -( 1,, •O lf, : == il8,
'
If the message finds one message in the system, then the meaJn waiting time is
ptr[.=,]= (z,o l,ig:.gg
In light traflic, the probability of multiple messages in the system is small. Thus the variation
of the waiting time undeT v= 8.0 is 1arger than that under v = 1.0. So the c.v. becomes large
when the value of v is large.
   Fjgs.3.7 to 3.9 illustrate the nunierical results of the c.v. in the case that the phase of
Erlangian distribution is changed. As the number of the phases increases, the values under
FCFS and random scheduling become small and that under LCFS becomes 1arge.
   In FCFS, the mean waiting tirne varies only slightly when the number of the phases is laTge.
This is simply because the service time tends to constant. On the other hand, under random
scheduJing c.v, remains stable, because random selection for service still fluctuates the waiting
tjme.
   Figs.3.10 to 3,12 illustrate the behavior of the c.v. in the case that the system size K is
changed, We can observe that under FCFS and random order, the curves greatly vary around
A = 1, and that the value of the c,v. under LCFS is large when K is large. Under FCFS, the
variation of the waiting time becomes large in proportion to K. On the other hand, in random
scheduling, increasing K afllects the probability of selection for service. in LCFS, the messages
in the system become hard to be served when K becornes large.
3.6 Conclusion
In this cbapter, we analyzed the waiting time of the MIGIIIK system with server vacations
under random scheduling and LCFS, Using the aiiaJyt,ical resnlts, we derived the LSTs of the
waiting time. We also computed the mean and the coeficient of variation of the waiting time
and compared those values under three service disciplines. From the nuinericaJ results, we found
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 Figure 3.1: Mean Waiting Time (k =: 1, v = 1)
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Figure 3.7: C.V. under FCFS (K = 10, v = 1)
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Figure 3,9 : c.v . under LCFS (K = 10, v - 1)
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Figure 3.11: C.V. under Random Scheduling (k = 1, v = 1)
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This chapter considers a queueing system with a finite buffer and server vacation. Messages are
admitted into the system in accordance with aii appropriate buffering policy. That is, a finite
number of messages can be held in the system at any time since the system has a buflrer of
a finite capacity. There are two control policies for processing messages. One is the buffering
policy by which messages are selected for adntission into the system. The other is the service
policy by which messages are selected for admission into the service facility.
  Buffering policies specjfy those messages that are admitted to enter and those to be removed
from the buffer instead when the buffer is fu11. Rubin and Ouaily [Rubi88] classified the buffering
policies into the following types(Fig.4.1).
  e Non-Preemptive-Buffering (NPB)
    An arriving message that finds the system full is blocked.
  e Preemptive--BixH7ering (PB)
    If an arriving message finds the system ful1, the message which has waited the longest is
    pushed out from the buffer and the arriving message is allocated a buffer space.
  The service policy deterniines the selection ef messages waiting for service when the service
facility becomes ayailable. This policy includes, for example, FCFS, LCFS aa)d random order of
service.
  Queueing systems with a finite bul!fer and server vacatSon have been extensively studied
to model atid analyze a nun)ber of comput•er conimuiiication systenms. rn particular, queueing
systems with buffering policy have many applications like time-critical message transmission,
sensor telemetry, radar communication atid precessing systems. In t,hose applications, the in-
format•ion content of a message is associated with a timeliness index, so that the most recent
messic ge to arrive cont,ains t,he most valuable infonnat•jon, and tbhus needs to be given preference
for se!ectjon for service. On the ot,her hcfmd, the data t•rac iisntission is t•he primary job for t,hose
systems and when there are no rnessi( ges in tihe bti.ffer, they stTart secondary jobs Iike testing
and maint,enance work. Fro;n a queueing ttheoretiical point of view. tdhose periods spent for the
service of secondary jobs are considered xt s vacat•ions.
  Recently, with t,he increase of demcanids for mu]ti-medii( commtmication, many prot,ocols
atid archit,ectures to acconunodate t,ralllcs of different characteristrics from multiple sources in
59
60 M/G/1/K with Push-out Scheme under Vacation Policy
 a conli'non chcv)nel 1)ave been proposed and implen]ented so far [Armb87, 'Iln"n86, Part94], In
 this communication environment, messages are classified from two orthogonal points of view,
 delay cruid loss probability [Sumi88]. Delay (Loss probabilit•y) sensitive messages are insensitive
 to loss probability (delay) in general. These two factors can be expressed by assigning tjmeliness
 index to each message, which n)eans after some critical value fer its delay, each message becomes
useless. For effective traiismission of two types of messages, switching systems require the use
of finite preemptive buffering service system since jt is essential to provide short waiting time
to those messages which are delay sensitive. If we focus oui' attention on the behavior of delay
sensitive messages, the trarismission ef loss sensitive messages are considered as a secondary job
for those switching systems. Thus, we can apply our model to evaluate the behavior of delay
sensitive messages.
   There are severai literatures concerning buffering policjes, A comrnunication system under
a preemptive buffering was investigated by Rubin and Ouajly in the context of an M/Cll/K
with push-out scheme [Rubi88], Kr6ner arialyzed loss probabilities for a partial buffer sharing
scheme under FCFS [Kr6n90]. Sumita aiid Ozawa analyzed loss probabilities and the waiting
time of systerns with a push-out scheme [Sunii88].
   Concerning queueing systems wit•h server vacation, there are a number ofprevious works. An
excellent sur"vey of queueing sy$tems with vacations, including some applications, was written
by Doshi [Dosh86, Dosh90]. An MIGIIIK with multiple vacation has also been analyzed by
Lee [Lee84], but no anaiytical results are available for the model with push-out scheme.
   This chapter is organized as follows: ln section 4,2, we describe our mathematical model in
detai1. In section 4.3, we deTive the relation of the mean waiting times for NPB, PB-served and
PB-pushed-out messages. We,also sunimarize Lee's results [Lee84] to obtain the joint probability
distributions for the nuniber of messages in the system atid the remaining service or vacation
time, In section 4.4, the LST ef the waiting time distribution for an eventually served message
is derived. in section 4.5, we show the nuniericaJ results.
4.2 Model
We consider an MIGIIIK pusl}-out model with multiple vacations (Fig.4.2). Messages arrive
at the system according to a Peisson process with rate A. The service time distribution ftuiction
and its LST are denoted by S(x) aJid S"(s), respectively. The mean service time is 1/p.
   When the system becomes idle, the server takes a vacation. The vacation policy of our
model is multiple vacations, The server takes vacations repeatedly until he fiiids at least one
watting message acconrmodated upon returning from a vacation. The vacation time distribution
function and its LST are denoted by V(x) a(nd V'(s), respectively. The mean vacation time is
11v.
   The pia?dmum. number of niessages that can be present in the system is K Åq oo. When a
message is m service, the maximum number of iiiessages in the buffer is K - 1. The buffering
pol.icy determilles which to discard out of K-1 messages (K messages) to accominodate a newly
arriving message when the server is busy (t,aking a vacation) atid the system is full.
   The buffering policy considered here is that when a new message finds the syst,em full, a
message with the longest sojollrn t,ime in the btiffer is pmshed out and losti.
   We deal with two service disciplines, FCFS and LCFS.
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4.3 MeanWaitingTime
Following the approach of [Rubi88], we consider the relation between the mean waiting time of
NPB model and that of PB model, Let Wp denote the waiting time during which a message
stays in the buffer in PB medel. We then hx, ve
       El17Vp] = E[VVp [served] Prob[served] + E[VVp lpushed-out]Prob lpushed-out]. (4.1)
   Let or denote the system throughput. In both NPB and PB models, the event that a message
is lost occurs when the system is fu11. Note that the stochastic behavjor of the number efmessages
Sn the system does not depend on our buffering policy. Hence, L, 7 and p' are invariant in the
NPB and PB models with multiple vacatiens. Let VVB be the waiting time of a message accepted
in the NPB model. Applying Little's theorem to those messages present in the queue, we have
                        orE[WB]=E[L]-p'=AE[Wp]. (4,2)
Since e)r S A, it follows that
                             E[WplSE[VV"B]. (4.3)
Considering the throughput 7, we have
                    'y =A(1- PB) =A(1-Prob[pushed-out]). (4.4)
Hence, we obtain
                           Prob[pushed-out] =PB, (4.5)
and
                  Prob[served] =1- Prob[pushed-out] = 1- PB. (4.6)
Substituting (4.5) and (4.6) jnto (4.1), we have
             AE[Wp] = A(1 - PB)E[VVp[serTved] + APBE[VVp lpushed-out]. (4.7)
]Ftom (4.2) and (4,4), we obtain
                         AE[Vjl,Tp]=A(1-PB)E[i[,VB], (4.8)
From (4.7) and (4.8), E[Mip]pushed-out] is givei) by
                                1-PB
                                     (E[VVB] -E[Wp lserved]). (4.9)      E[Wplpushed-out] =
                                 PB
Thus, we can calculate the mean sojourn time of a pushed out message from (4,9) if we obtain
E[Wplserved].
4•4 Waiting Time Distribution for Served Messages
4.4.1 FCFS
We first consider the push-eut, sy: t,em under FCFS service discipline. Each arriving message
joins the queue at the tail and if the system is full upon arrival, the message at the head of the
queue is pushed out.
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   Let Wk:n denote the waiting time of a tagged message that has k other messdges ahead aiid
n others behind it at the end of a servjce or a vacation. We aiso define the following LST;
                    Wk".,.(s) = E[e-SiVk:" lserved] PTob[served], (4.lo)
 where OSh Åq- K-1 andOSnSK-k-1 at the end ofavacation, and OSkSK-2 and
O .Åq- n S K -- k -- 2 at the end of a service. Note that the LST VV:.,.(s) is the same in the both
cases of a vacation and a service.
   The set {VV:.,.(s);O S k S K- !, O Sn S K-k- 1} satisfies the following equations:
      Wo',.(S) = 1, OSnS K- 2, • (4.11)
                K-k-n-1 K-n-2
      VIIS,.(s) = Åí SJM'(S)'VV:•-i:n+j(S)+ 2) SJ'(S)'Wft-n-J'-2:n+i'(S),
                  d=O j=K-k-n
                        1S K- Åq- K-1, OSnSK-k- 1, (4.12)
where S;• (s) is delZned in (2.34). Using these LSTs, the LST VV-(s) ef the distribution function
for the waiting time of a served message in the FCFS system is given by
      w`(s) = i-ip. [fl:oi(iStl.o-2g,"k(s) wik.(s)
               + iSi s);,k(s) , pvft-h-,,k(s)1, + K2'is)]k•,k(s) • wxe-k-i,k(s)
                 k=K-JLI J h•=O
               + K2'i 1"]-z)"-i n;,,(,) . vvjtti,,(s) + KÅí'2 n;•,k(s) • vvrf-k-2:k(s) )'
                 i'=lk k=o k=Jc;i J
               + ',Åí1'.-o2 n},• ,k (s)`vvx- -k`2, k. (s)] , (4 .i3)
where st;•,k(s) and ll;•,k(s) are defined in (3.19), (3.20), (3,23) and (3.23) of chapter 3.
  in (Rubi88], there jB a technical error, The waiting time distribution of a served message
W(t) is given by
                               Jt'
                     W(t) = To + 2 7. IR(t) * B("-i)(t)],
                              n=1
where Tn's are the steady state probabilities that ari arriving message finds n messages in the
system, B(t) is the service time distribution, R(t) is the remaining service time distribution, *
denotes the convolution and B('"-i)(t) is the n- lst convolution. in that equation, the number of
messages at an arriving epoch and the remaining service time are treated as being independent,
but that is wrong, The number of messicges at an arriving epoch is not independent of the
remaining servSce time. Thus, we have to use the joint distribution of the number of messages
and the remaining service time, (We show the corrected LST of the waiting time distribution
in Appendix D,)
4.4,2 LCFS
We next consider the LCFS system, Each arriving message joins the queue at the liead and if
the system is fu11, the message at the tai! is pushed out.
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   As in the case of FCFS, let I-,IVik denote the waiting time of a tagged message that has h other
messages ahead at• the end of a service or a vacation. We define the fol}owing LST':
                      -v -
          1,VI. (s) = E[e-'TV" lserved] Prob[served], (4•14)
wherLs2tO S k K K-1 xct the end of a vacation, and OS k S K-2 at the end ofaservice, Note
t,hat Wk: (s) is the same in the cases of both a vacation and a service.
   The set {iiVt. (s); O S k S K - 1} satisfies the following equatiens:
              Wo` (S)=1, (4,15)
                        K-k-1
              t-v '-V              Wk:(S) = 2) S;•(s)•Wk-+,-.i(s), ISkSK-1. (4.16)
                         J'=O
For simplicity, we define the following LSTs:
                       s-;(s) = f,co(AjX,!)'e-{s+A)=dg(x), (4,i7)
                       i7ix(s) = f,OO (Aig)'e-(s+X)xdi7(x), (4,is)
where S(x) = Prob[S S x] and V(x) = Prob[V S x], lf K' messages arrive at the system during
the remaining vacation or service time, the tagged message has k messages ahead at the end of
this vacation or service. Thus, we have the LST of the distribution imction for the waiting time
of a served message in the LCFS, W'(s) by
          vv"(s) = i -ip. [a - p') IIIillli.i i-":Lf(s) iii7t• (s) +p' (IIilli.,2 s'vx(s) i]i ;kf(s)] . (4.ig)
4.5 Numerical Results
In this section, we show the nunierical results for the meati and the c.v. of the waiting time
using the analysis presented in section 4.4.
   in our numerical exa[niples, we cboose the system size K equal to 5, that is, the buflrer size
equals 4, As for vacation times, we assume an exponential distribution with mean 1.0. The
mean service time is fixed at 1,O, and the perfomiance values are calculated by changing the
arrival rate.
   First, we compare the mean waiting time under various situations. Using (4,9), (4,13) and
(4.19), we calculate the mean waiting times for served and pushed-out n)essages. Fh em [Lee84],
the mean waiting time for NPB n)odel caJi be also calculated.
   Figs.4.3, to 4.4. illustrate the meaii waiting time for t•hree types of messages: NPB, PB-
served and PB-pushed-out. Fiirthermore, meaLi waiting t•imes under the exponential service
distribution are compared wit,h those uiider deterministic one.
   in both figures, the mean wait,ing times of NPB aiid PB-served messages tend to the value of
1 as the offered load get,s smaan. This is because each arriving message most likely wait,s for the
rcmaining vacation time. On the ot,her hand, the mex( n sojourn t•ime of a pushed-out message
is larger t,han those of others, This phenomenon can be explained as follows, When the arrival
i'ate is very sinall, there are few nieg, g.ages in t-lie syst•em, Thu: , mostF of arriving inessages are
eventually served. However, if an (arriving message is eventually pushed out, its sojeurn t,ime
becomes large due to light traMc.
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   Next, when the offered load gets 1arge, the ]tiean waiting times for al1 types of messages
 converge under exponential and constant• service times, in particular, PB-served and PB-pushed-
 out messages converge to the saJlle vcrtlue. hi both NPB and PB cases, a new arriving message
which can be accenmiodated in the system fuids four other messages (including the message in
service) ahead when the arrival rate is very 1arge. Hence, the mean waiting time ofNPB messages
converges to the value 4. In PB case, a new arriving message can enter the system. But there
are many ether new arriving messages behind that and the probability that the tagged message
is eventually served gets small. Thus, the meari waiting times in the buffer of both messages
become smal1.
   In FCFS(Fig,4,3), the mean wajting time of a PB-pushed-out message is bounded by 5,
because each arrjving message finds at most five messages al]ead. On the other hand, in
LCFS(Fig.4,4), it may exceed 5. This is because there is no bound on the number of the
messages which are served before the service of the tagged one.
   In Fjg.4.4, the mean waiting time of a PB-pushed-out message under the detern inistic service
time djstrjbution fluctuates remarkably when the arrival rate is smal1. It can be considered that
under deterininistic service distribution, the mean waiting time of a PB-pushed-out message is
influenced by the loss probability and the waiting time of a PB-served one,
   One more interesting observation is the relation of the meati waiting time between PB-served
and PB-pushed-out messages under two service time distributions, Let WA,B[C] denote the mean
waiting time of a 'C' type message under 'A; service discipline and 'B' service distribution.
   In Fig,4.3, it is observed that WFcFs,E, p[Served] s{ WFcFs,E.p[Pushed-out], i.e., the mean
waiting time of a served message is always smaller than that of a pushed-out one. On the other
hand, under the deterministic servjce time distributjon, we see that
WFcFs:Det[Served] f{l WFcFs,Det[Pushed•-out],
V4,'FcFs,D,t[Served] År WFcFs,D,t[Pushed-out],











Equations (4.22) and (4.23) show that the mean waiting time of the served message is always
smaller than that of the pushed--out one under both service distributions. Thus, in FCFS, the
mean waiting times of the served and pushed-out messages are more influenced by the type of
service distribution.
   hi Fig.4.5 and Fig,4.6, the mean waiting times are compared for two push-out models; the
system with vacation ar)d that without vacation. We can calculate the mean waiting time of
the system without vacatjon by [Rubi88](see Appendix D). In both figui'es, we assume S(x) to
be exponentiial (mean seivice time = 1,O). From both figures, we can observe the influence of
vacations when the offered lead is small, Fui'thermore, when the offered load becomes large,
each mean waiting time converges to the satne value, This is because taking vacations hardly
affects the performaiice measures when the offered load is 1arge.
   Fig.4.7 illustrat,es the c.v. ef the w,xiting time of the PB-served rnessage under two service
time disciplines aiid two service distributions. In both FCFS aJ)d LCFS cases, the values start
from 1 because the vacation dist.ribution is exponent•ial i, nd itds mean equals 1.0. We alse observe
that bot•h curves converge rapidly. Tliis n)eai)s t.hat, the fluctmat,ion of tlihe wait-ing t•iine js sinall
when the offered load becomes large, We note that the variat,ion under LCFS is larger than that
imder FCFS.
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   Fig,4,8 illustrates the c.v. of the waiting time for NPB aJid PB-served messages with and
without vacatioms. wren the offered load is small, the iiifluence of vacations is recognized. in
FCFS cases, all va!ues converge to tihe sartie value when the offered load is large. Oll the other
hand, in LCFS cases, the vaJues of the PB-served message with and without vacatioris converge
to the same value but that of NPB model diverges to infuiity. We obseiTve that the waiting time
of the PB-served message with vacations varies least in both FCFS and LCFS cases.
4.6 Conclusion
rn this chapter, we have considered a buffer controlling policy, caJled push-out scheme. We
investigated the behaviors of the two types of messages, one is eventuaUy served and the other
is pushed out from the system,
   From the numerical results, the follewing has been found. First, the mean waiting times of
NPB and PB-served rnessages significantly depends on the remaining vacation time. ln such
a situation, the waiting time of the PB-pushed-out message is 1arger than others. The mean
waiting times of PB-served and PB-pushed out messages converge as the arrival rate gets 1arge,
and those limiting values are smaner thaJi that under NPB case. This is due to the push-out
scheme. We found that the mean waiting times under PB case are infiuenced by the service
time distribution. Fhrthermore, the variation of the waiting time of the PB-served message is
small and stable in comparison with that of the NPB one.
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Chapter 5
SPP/G/1 with Multiple Vacations
and E-limited Service Discipline
5.1 Introduction
Most of studies of vacation models have been related wjth M!Gll systems. That is, messages
arrive to the system in accordance with a Poisson process, service times are independent and
identically distributed (i.i.d.) according to a general probability distribution function. Those
studies have explicitly analyzed some of the performance measures, such as queue length, waiting
time, and so on.
  As Asynchronous Tlrransfer Mode (ATM) becomes important as one of the key technologies
for broadband ISDN, many papers related tbo the performance analysis of ATM switching fabrics
have appeared [Blon91, Suini88]. Since the trafllc stream has the property of burstiness, the
arrival process caimot be modeled as a Poisson process.
  Recently, queueing systems with vacations alid non-Poissonian arrivals have been studied,
Lucantoni et al. [Luca90] have analyzed a single-server queue with multiple vacations, where
the input process is the MAP. The MAP is a particular!y tractable point process and includes
the MMPP and the phase-type renewa! process, Neuts [Neut81, Neut89] developed the matrix
analytical approach for the MAP. Blondia [B]on91] has considered a single server queue with a
finite waiting room where the server takes vacations and analyzed the model for beth the cases
under the exhaustive and the limited service disciplines, Concerning the model, no explicit
formulas and nunierical results for t,he perfor!natice measures like the mean waiting time have
been presented.
  In this chapter, we consider a queueing system with multdiple vacations and E-limited service
discipline where the message arrival process is ar) SPP. The SPP is a two-state MMPP and
hence performatice mea(sures like t,he queue lengt•h and the inean wait•ing time can be derived
explicitly.
  The arrival process of :nessages is an SPP which is modulated by a continuous-time Markov
chain with two states 1 and 2. Time spent in st•at-e 1 (2) is expoinenti(rt[lly djstributed with ric t,e a
(iB). Let Åq denote the stat,e in the underlying Markov process. When Åq =: i (i = 1,2), messx( ges
arrive to the system according to a Poisson process with parametier Ai. Thus the mean arrival
rate A is given by
                            A= fiAi +aA2.
                                 a+fi
Message service times are i.i.d, according to a general probability dist-ribution S(x) whose LST
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js denoted by S'(s),
   The server serves messages under the E-lintited service discipline. Before taking a vacat,ion,
the server continues to serve until at most A4 messages are served or the system becomes empty,
whichever occurs first. On return from a vacation, if the server fuicls the syst,em empty, he t,akes
another vacation, If t,he server fuids at least one message in the system, he begins serving the
waiting messages. The system is called a multiple vacation mode!. Vacation times are S.i.d.
according to a general probability distribution. Let V(x) and Vi(s) be the PDF and its LST of
a vacation time V, respectively.
   Let S denote a raJidom variable for a message service time. All messages arriving to the
system are eventually served. That is, the system has a buffer of at) ii)finite cqpacity and the
following inequality is satisfied (see Appendix E.2):
                              p+AE[V]IM Åq 1,
where p = AE[S], Service is nonpreernptive: once selected for service, a message is served to
completion continuously. F'urther, the service order of messages is independent of their service
tilnes,
   Throughout the chapter, we assume that the system is in equilibrium. For simplicity, we
assume that S(O) = O and Il(O) = O, and that the PDF's S(x) and V(:) are absolutely continuous
with the pdf's h(x) and v(x), respectively.
   The remainder of this chapter is organized as follows, In section 5.2, we obtain the joint
distribution of queue length and either of the elapsed serviee or vacation time. in section 5.3,
we derive the mean queue length amd the mean waiting time.
5,2 Queue LengthDistribution
In this section, we consider thejoint distri'bution of the queue length, the state of the server and
of the arrival process, and the elapsed service time for a message if the server is busy, or the
elapsed vacation time if the server is on vacation.
   First, we define the following notatjons:
            f O if the server is on vacation.
      C = S m ifthe server is busy andserving the m-th message after taking
            1 the 1ast vacation, (1SmSM).
      Åq = state ef the arrival process.
     L = number of messages present in the system.
     9 == elapsed service time for a message in service.
     fi = elapsed vacation time for the server on vacation,
The joint pdf's Pk(.ijL(x) and (?Åíl)(x) are defined as
    PE(iL (x)dx = .Prob{L = k,C = m,Åq = l,x Åq SA Åq .z' + de}, (x ;il O, k l2 1, l= 1, 2), (5,1)
    (?IP (x)dx == Prob{L = k,4= O,Åq= l,x Åq i) Åq x+ dx}, (x 2 O, k År- O, l= 1, 2). (5.2)
These pdf's satisfy the following equations:
      li: PE• ln)i (x) = -(j'Li + i liL (sX )(.) + a) pE. l.) (x) + •ÅrLi pE. ll)i ,. (x) + x3 pE. ?il (x), (s.3)
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     z:.JPE?ilT(x) : -(•'L2+iili(illl.)+B)PE?,l(x)+A2pE.2r)i,.(x)+crpE.l.)(x), (s,4)
                                        (x )O, h År- 1, 1SmS M),
       PEIh(O) = f,eOPE.?,,,.-,(x)-ll"(sX)(.)dx, (k)1,2smsM), (5.s)
       pEl(o) - f,coqÅíP(x)•,-"(fl.)dx, (k)i), (s•6)
     zii.7 ([? Åí+i)(x) = -(Ai + i -" (ili l.) + a)qÅí.i )(x) + Ai qÅí.'-),(x) + fiQÅí?)(x), Åqsv)
     zii.T([?Åí-2}(x) == -(A2+i-"(ilil.)+fi)QÅí.2)(x)+A2qk.2-),(x)+a(?Åí.')(x), (s.s)
                                  ' (x20, h2 0),
       Q8" (o) - f, OO q8i'(x) •, -V (fl.) dx+tV., f, co Pf i% (x) •, l} (,X )(.) dx• (5•9)
       QÅí1)(o) = f,OOpse,,.(.)•1-h(sX)(.)dx, (ic)1), (5.10)
and
             tli.li,tV.,]l.il,f,coPEh(x)dx+tpa.,ll.l,f,coQkP(x)dx-i, (,.,,)
where we assume P6ih(x) =- O and Q(-'),(x) =- O for l = 1,2.
  For derivation of QÅíP(x), we define 7qKkt)(x) as
               7(l=}r(,')(x) = i([-?k('ilJl/2), (k År.-. o,x}i o, i= i, 2). (s.i2)
Then, from (5,7) and (5.8), we obtain
          zii;of.i)(x) = -(Ai+a)H(?ki)(x)+Ai'Q;{ki-)i(x)+I3(?Åí.2)(x), (5.13)
          zi:.77QÅqk2)(x) = -(A2+x3)-Qk2)(x)+A2:(7?KÅqk2-)i(x)+aHQ,i)(x), (s.14)
                                   . (k)O, =2 0).
Multiplying both sides in (5,13) and (5.14) by zk (lzl S 1) and suimning over all k ) O yields
         ,il., ( :dil[:]B ) == ( -"i(a) Ma -,, ,e, -, ) ( :le llXl :l )• (s-is)
where, forl= 1, 2,
                                oo
                       He t)(z, x)=Åí-Qki)(x)zk, (5.16)
                                k=O
arld
                          At(z)=At-Ali. (5.17)
The general solution of t,he partial different•ial equatdions (5.15) is found to be
            (:dillE::g.l)-(,,:-, S",'i,,. ij(:)z-,,g,/i'X)(ffs[zl), (s.is)
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where Ki(z) and K2(x) are functions of x and
                  Ai(z)+A2(z)+a+I3 F
        p(z),g(z) (Ai (z) + af - A2(z) - P) t-t + 4orfi
and
                                 Ai (z) + a -- p(z)
                         p(z) = fi ,
                                 A2(z) + iB - q(z)
                         0(z)= •
                                      a'
Now, we define the probability generatiing function of Q2t)(x)'s as
                   '
                                   co
                          q(i}(z, x) -m Åí QÅíP (x) • zk.
                                  k=O
Nete that
                           -Q ')(z, o) = Q(')(z,o).
Substituting x = O in (5,18), we obtain
                   ( :le ;IE:;81 ) - (,e., alz) ) ( ff;f:; )
Thus Ki(z) and K2(i) can be expressed in terms of 9(i)(z,e} apd Q(2)(z,O) as
                                                '
             ( k[:l ) -,-,,L,,,., ( -s,., -1(z) ) ( g[Bg;g).
Then, (5,18) becomes
          ($li`(:l:j) = i-fitsg(z)(p(:J,pt--ti'E-Årx d(g}2'(g(;"'=)
                                  .( -fo -- ij"s) ) ( gslgl gl )•
  For derivation of Pk{X(.T) (k ) e, l S ,n S M,
fUllCtiOZIS:
                            co
                Pin')(x,x) : Åíp,ffh(x}•gk, (lsmsM),
                           k=t
                'piT(R(ff,pt) = {IS:"(,""t.')), asmsAe
                '














similarly to Ql.t)(x), IPiSht)(z,x) aiid 75Sj'i)(z,x) are found in terms of .p,(.i)(z,o) and pÅÄL2)(x,o) as
     (Ibll[Z`"[:1:l) = i-ptz)ij(.)(p(2J,ptipt'Zox 4`g)e,7,q)/t'T)
                            ( Lfii(.) '4fz) ) ( i]E,ll[Zi,gl ), (i :{ m si M). (s•3o)
   Now we yield Q(t)(z,e) (l == 1,2) and Pse(z,O) (1 SmS M, l = 1,2 ) explicit!y, First, we
consider the boundary conditions (5.5), (5.6), (5.9) and (5.!O). Multiplying both sides of these
equatioiis by zk" (lx[ s{ 1) aJid sunmiing over all h, we obtain
     pfi)(z,o) ,. f,OeHq')(z,x)dv(x)-f,cofq')(o,x)dv(x), (5-3i)
     Pfi')(x, O) = ; f, co HP K)-i (z, x) dS (x) - f, co PS,%-i (x) 1 nh (sX )(.) dx, (2 s m S M), (5.32)
    Q(i) (x, o) = f, "0 7QK ') (o, x) dv (x) + e f, co LPiKA'i} (z, x) dS (x)
                               M-1
                             '.2.-,f,ooPSX(x),-h(gl.)dx+ (s.33)
For the calculation of the above functions, we introduce the following matrices and vectors:
      ,i(z) == .(,-pk)i(.))(p(9)Y,(ie[i'bl))) a(z,).lii[gSz))))(-f,i(.) -a,(z)), (s.34)
     B(z) - ,-p(i.)a(.)(p(II)X,(p.2;'6i).)) a(z.)Y(i[gSz))))(-fu -4,(z)), (s.3s)
                                     Q(z,x)-(:dil[:;:l), (s•36)              p.(z,x)=(Ibll[Z?l[:l:l)'
       tho = ($2,ll)= f,co(gk,ll[1'i)i:`fl.)dx• (s•37)
      ah. - ( wi,li ) - f, OO ( ;i,B [:l ), -h (,X ().) dx, (i sms A4 - i)• (s•3s)
Using t,he above notations, (5,31), (5,32) a( nd (5,33) are rewritten as
             Pi(z,O) = B(z)Q(z,O)-tho, (5.39)
             P.(z,O) = A(z)Pm-i(z,O)-th.-i, (2SmKM), (5.40)
                                     M-1
              Q(z,O) = A(z)PAf(x,O)+Z!P,.. (5.41)
                                     m=O
AIso we define t,he following equat•ion: :
                          Q(z,o) = B(z)Q(i,O), (s,42)
                         P.,(z,O) = A(z)P.(z,O). (5.43)
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Note that
                        Q(o,o)=cbo. (s.44)
Therefore, from (5.39), (5.40) a[nd (5.41), we obtain
            Pi(z,O) :Q(z,O)-ipo, (5,45)
           P. (z, O) = P.-i (i, O) - th.ni, (2 Sm -Åq M), (5.46)
                           Ad'-1
            Q(z,O) = PM(Z,O)+ Z) gPrn• (5•47)
                           m=O
For simplicity, we define AO = i where I js the identity matrix. It then follows from (5.45),
(5.46) and (5.47) that
                           m
       p.(x,o) = AM-i(z)Q(z,O)-2A"-i(z)th.-b (ISmSM), (5.48)
                          A;=1
        Q(z,o) = AM(z)Q(z,o)+2 [1 +-- AM(z)] thM"., (5.49)
                         m=1
Multiplying both sides in (5.49) by B(z) yields
                              A{f
         Q(z, o) == B(i)AM (z)Q (z, O) + Åí B(z) [I - AM (z)] t4, A,f -..
                             m=1
                                         '
The above equation becomes
                             M
          [l - B(z)AM (z)] • Q(z, O) = 2 B(z) • [l - AM (z)] th M-. ny
                            m=1
We define A(x) and fi(z) as
                   A(z) == z(1-P(z)ij(z))A(z),
                  IEi(z) = (1--p(z)G(z))B(z).
Then, (5.51) can be rewritten as
     [z"(1 -p(z)a(x))"'il- fi(z)A"(z)] Q(z,o) =
                      M
                     2 fi(z) [xM(1 -P(z)c7(z))
                     m=1
For abbreviation, p(z),
some algebraic manipulations (see Appendix E,1 for details), we have
    [zM (1 - fi ij)M+li - D(z) J4M (z)] dl =
                     1
                      M{i - AM (z)}] ÅëM-mt







(1 - pa)M+2(zAf - f,v (p})(zM - f.nf(q))
( Z"(i -p-?fg",),Tp)f":'L (fg,),?qiP)4f"' (P) .M (i -dl:itiq-")'Sq)f;, (fp")` +(P)ls)af.(q) )' (5 55)
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where f.(z) = iV"(z){S"(z)}M. Then, Q(z,O) is given by
            M
   Q(Z, O) = .Z., [z"(! -pc?)""il ---- D(z)AM (,)] -' g(,)
                   , [zM(1 - p4)M(I - xtlM (z))] aP Af-m
         =tV.,(i-paZ)lia;M(z)a,(.)'(,a-e.(:('.;-"'Q.a:(LZ)lZa(z()ZZ-,-8.gi,Z2,')
            •(,v.,v(yebs(:sL(y2.;e"ij.v:,?q,}big:,',Lz,lg}(y,1(,z)sk$r,)sz)s.,v.".(,p,)e,Sl:)(e.)j
            '2vbM-mi
where
               ap (z) = zM - hd (p), ag (z) = zM - fM (g),
             bSM)(z) = zm -{s"(p)}m, bSM}(z) = zm -. {su(g)}m.
Thus, Q(z, O) is expressed in terms of Åë. (O S m S M - 1) as
    Q(z,O) = B-i(z)Q(z,o)
          == amp4)i,(z)a,(x).ZM.izM-m
               a,(z)b$M)(z)-P4a,(z)bSM)(z) 4(a,(z)bSM)(z)-•a,(z)b$M)(z))     ' ( P(a, (z) bS  ) (z) - a, (i)b$M) (z)) a, (z)bEM) (z) - paa, (z) bS'" ) (z)
            •2X,M-m•
  Now, we consider the condition (5.11). Using (5.58), we have
      ll.l, f, oo 7Q="( ') (i, x) (i - V(x))dx = E[v] @(i)(i, o) + Q(2)(i, o))
                                M-i
                           - E[v] 2 IdSM-k)(.)].., (vki)+ipÅí.2)),
                                 k=O
                    dSm)(z) = ll.IT b$M)(z) /El,7 ap(z),
and
                   [dSM)(z)],--, - M(i[II(i-PA)E[v]'
Siinilarly, from (5.47),(5.48) and (5.56), we have
            ,lil.l, Åí., f,eO Hp#) (i, x)(i - s(x))d.r
                    Ad
              = E[s] 2 (pki )(1, o) + pS2)(1, o))
                   l,l=-il
              = E[s] 2 {M [dS""'-k)(z)],=, - (M - k)}(cbÅíP +v,k2)).
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Using (5.59) and (5.62), (5.11) is expressed in terms of 1/Jil ) (0 ~ k ~ M - 1, l = 1,2 ) as
f= t t loo Pk~~(x)dx + f= t loo Q11)(x)dx
k=1 m=ll=l 0 k=O 1=1 0
M
= E[V](Q(l)(l,O) + Q(2)(1, 0)) + E[8] I: (P!!)(I, 0) + P~)(l, 0»
m=l
[ ] M-lE V I: (M - k)(1/J(l) + 1/J(2»)
M(1 - p) - ..\E[V] 1,=0 k k
= 1. (5.63)
Again, we consider (5.58). We can easily show that ap(z) = 0 and aq(z) = 0 have M roots
in a unit circle Izi ~ 1 (see Appendix E.2). Let Wi and fh (0 ~ i ~ M - 1) denote the roots of
ap(z) = a and ag(z) = 0, respectively. We note that one real root, wo, of ap(z) = 0 is 1. Both
elements of (5.58), i.e. Q(I)(z,O)'s (l = 1,2 ), are analytical functions for Izl ~ 1. Thus, the
numerator of (5.58) should be zero for each z = Wj (1 ~ i ~ M -1) and Z = (}j (0 ~ i ~ M - 1).
Therefore, substituting z = Wi into (5.58), we obtain
The above equation becomes
M-lI: wfb1M- k )(Wi)(1/Jil ) - Q(wiN{2») = 0,
k=O
Also we substitute z = (}i into (5.58) and obtain
AI-IL (}f bfo,l-k) «(}il (-p«(}i)1/Ji1) +1/Ji2») = 0,
k=O
(1 ~ i ~ M - 1).
(0 ~ i ~ M -1).
(5.65)
(5.66)
(5.63), (5.65) and (5.66) are 2M independent and linear equations for 1/Jil ) (0 ~ k ~ M - 1, l =
1,2) (see Appendix E.3)' so we can determine the value of 1/Jil ) from these equations.
5.3 Mean Queue Length and Waiting Time
In this section, we consider the mean queue length and the mean waiting time. We define the
joint transforms p,;(I)(z, s) (1 ~ m ~ M, l = 1,2) and Q*(I)(z, s) (1 = 1,2) by
p,;(I)(z, s) = E[zLe-SS1~ = m, ( = I]Prob{~ = m, ( = I}, (1 ~ m ~ M,l = 1,2), (5.67)
Q*(I)(z, s) = E[zLe-SV I~ = 0, ( = l]PTOb{~ = 0, ( = I}, (l = 1,2). (5.68)




p"'(l)( »)= m Z,S
P *(2) ) ,111 (z,s
= (Q"(1)(Z, s) )
0"(2) (z, s) .
(5.69)
(5.70)
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fi'om (5.26), (5.30) and (5.36), the above equations become
      Q' (z, s) = f,co e-SXQ(i, x){1 - V(x)}dx
                    1
                1 - P(z)4(z)
                 (usx,2f{).?,?gz,)lz(x.),w.lg}i) .,zA!lg,(z:;.),.'fi,,u,Lz,•.s,L},,,)•Q(.,o), (s.7i)
     Ph (z, s) = fo co eLSX P. (z, x) {1 - S(x)}dx
                     !
                 1 - fi(z)a(z)
                 (rS.itg{),?.egz,)e(f,):lg•,g) ,,.lg`,(z:;.)(.-)i,Sz,•,i).1,))+p.(z,o), (s•72)
                                  (1 SmS A4),
where
             [:j]j,);'ii•/-il"\ilZ.l',]:Z.)l),:-i--/ii,l'(fi(i.'li ,,,,,
  Next, we define the joint transforms Pth(z, s) (1 S m S M) for the queue length and the
elapsed service time, and Q'(x, s) for the queue length and the elapsed vacation time by
                            .jS
           PM (z, s) == E[zLe-SS IC = m] Prob{C == m}, (I SmS M), (5.74)
           (?rk(z,s) = E[zLe-Sf'14=O]Prob{C=O}, (5,75)
Then, we have
     AI Adi
     Z PM (z, s) = 2{p-(i) (z, s) + p-(2) (z, s)}
    m=1 m=1
                            nf-1
               = i-pi)a(z) k2.=, zk
                               bSM-k)(.) v.(p(.))-1
                 ((1+P(z))r(Z,S)' bsi)(.) ' a,(z)
                                                  • (cbÅí.') - i(z)cbÅí.2))
                +(i + a(z))t(z, s) • bSil,-)Ai).IZ) • VX(Z:Zl - i - (-p(z)thÅí.') + thÅí.2))) , (s 76)
    Q" (z, s) = {? rk(i)(z, s) + q"(2} (z, s)
            = i -p(i.)ij(.) 11ii zk' ((i +p(z))u(z, s) • bS"iii))(X) . (cbÅíp k a(.)ipÅí.2))
                         J +(i + a(z))w (z, s)• bYi iii)iZ) •(---p(z) zb Åí.') + zp Åí.2))) (s 77)
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Let L(z) denote the generating function for the queue length at a randoin point in time.
(5.76) cfmd (5,77), we obtain L(z) as
                M
     L(z) == }i!i]n, 2 PM (z, s) + ], ll,ib ( "(zi S)
               m=1
          =i-Zp'iz)iij(.)",Åí/.-o'zk
                      1-v'(p(z)) s"(p(x)) bS"-k)(z)
           '((i+P(X))' p(.) ' b i)(.) ' .,(.) '(VÅí-i)-4(z)cbÅí2))
           +a+4(z))•i-Uii)q(Z)) Sb`,((,gi.Zl) bY.fii))(X) (-p(z)ipÅíi)+cbÅí.2))]
Differentiating (5,78) and substituting z = 1, the mean queue length L is fouz)d to be
     T = 1 -- p. 2Mp- (M-1)AE[V] + M(1 -- p) . AE[v2]
            2 M(1 -p) -AE[V]                        M(1 - p) - AE[V]                     2EIV]
          + Mp .AE[s2]+ ME[S]+E[V] . afi rAi-A212
            M(1 - p) - AE[V] 2E[S]
                  M(1 - p) - AE[V] a+ fi N or +P 1
          ' (:ii MEi"..i)klE{"E][v] cbÅí•2'- .Ifi) ' "X }2




From Little's formula, we obtajn the mean waiting time W as
W = LIA, (5.80)
5.4 Numerical Results
in this section, we show some numerical exarnples of the results obtained in Section 5.3. The
service time and the vacation time distributions are chosen as follows.
  . Service time S is exponentially distributed atid its mean is 1,O.
  . Vacation time V is constatit (= 1.0),
  Fig,5.1 illustrates the mean waiting time for various values of the limit number M as a
function of the overall arrival rate A. We set Ai : ,)t2=2: 1 ai)d a= fi = O.2. We observe that
the mean waiting time tends to infinity as t,he increase of A in each case. Also we observe that
when A approaches the values M!(ME[Sl + E[V]), the mean waiting time increases suddenly,
  Fig,5.2 illustrates the mean waiting time for various vaJues of the parametier u as a functjon
of A, where Ai:A2 is equal to u:1, We set M =5 tfuid or = i(3 = O.2. Note that, the arrival
process is a Poisson process wlien u = 1. The mean waiting time becoines large when the value
of u increaseB, This shows that the me,rui waiting time is affected by the ratio of two arrival
rates even when the overall arrival rate A is fixed.
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  Fig.5.3 shows the effect of the mean sojourn time jn each state on the mean waiting time
for various values of u. We set M = 5, a = fi and A = O.8. Note that in the case of u = 1, the
mean waiting time is constaiit regardless of the mean sojoum time. We observe that the meaii
waiting time becomes 1arge when the value of u increases. Erom this observation, it turns out
that the mean waiting time is affected strongly by the arTival rate and the mean sojoun) time
in each state of the arrival process.
5.5 Conclusion
ln this chapter, we consider an SPPIGII system with multiple vacations and E-liinited serviee
discipline. Using the supplementary variable tecl mique, we derive the transform of the stationary
queue length distribution explicitly. Numerical results show that the mean waiting time is
affected by the limit size M, the arrival rate and the sojourn time in each state of the arrival
process.
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Chapter 6
with and without Vacations
6.1 Introduction
in Chapter 5, we analyzed the SPPIGII system where the arrival process SPP is the special
case of the MMPP. in this chapter, we censider the queueing systems with MAPi, the fairly
extended anival process. The MAP includes as special cases the MMPP and the superposition
of phase-type renewal processes. Aspiussen aud Koole [Asmu93] have also sbown that MAP is
weakly dense in the class of stationary simple point processes, Therefore MAP is a fairly general
process and has a capability of representing a wide class of arrival processes.
  in this chapter, we consider MAPIGII vacation models with the following cbaracteristics.
Messages arrive to the system according to a MAP with representation (C, D), where C and D
are m Å~ m matrices, Note that 7n denotes the number of phases in the underlying Markov chain
which governs the arrival process. Service times are i.i.d, according to a general PDF S(x) with
finite mean E[S], whose LST is denoted by S"(s). As for the vacation policy, we consider the
following two situations;
  1. AT-policy without vacations
    At the end of a bu$y period, the server is turiied off and inspects the queue length every
    time a message a[Tives. When the queue !ength reaches a pre-specified value N, the server
    turns on and serves messages continuously until the system becomes empty.
  2. N-policy with vacations
    At the end of a busy period, the server takes a sequence of vacations, where vacation times
    are i.i.d. according to a general PDF V(x) with finitie mea!i E[V]. At the end of each
    vacation, t,he server inspects the queue length. If tihe queue length is great•er than or equal
    to a pre-specified value N at this tiime, the server begins t,o serve messages continuously
    unti! the system becomes empty.
  In both cases, there is a possibility that the server remains being idle even when some
messages are wait,ing for their services. Thus, both queues with the above features fall into
a category of queues with gener(ftlized vacations [F'uhr85]. Note that when N = 1 without
vacat-ions, our queueing model is reduced t,o the ordinary MAPIGII queue, Also when IV = 1
with vacations, oui' queueing model is reduced to t•he MAP/G/1 with multiple vacations and
  i We summarized some propert.ies of the MAP in section 1.3 of Chaptcr 1.
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 the exiiaustive service. Tl}us, the queueing niodels considered in this chapter Eu'e regarded as
 generalizations of tliose which have been analyzed.
   The queueing systdem under N-policy without vacat,ions has been one of the classical subjects
 on control of queues (see [Heym82] al]d references therein). As for the .N-policy with vacations,
 there also 1)ave been a number of works. Among t•hem, Hofri [Hofi86] and Kella [Kell89] studied
 the san]e controlpolicy for the M/G!1 system. Lee and Srinivasan ILee89b] studied the MXIGII
system under the-N-policy wjth vacations.
   A typical appljcation for N-policy is the quality control problem [Kel189]. A manufacturing
plant produces certain items that occasionally are defective. The good items are marketed while
the defective ones are kept in storage until they can be reworked to meet specifications. Assume
that one of the machines in the plant may be converted as needed from production mode to a
repair mode in order to perfoim this rework. The question is what would be all appropriate
cutoff number N such that ifthe number ofdefectjve items is at least N, then the special machine
will be converted fi'om the production mode to the repair mode at the next opportunity. After
conversion to repair mode, thjs ma( chine will rework all of the defective items (including new
arrivals) exliaustively, and then switch back to the production mode when there are no defective
items left.
   We can interpret the defective items as the served cuBtomer and the special machine as
the server, where this server is avajlable for serving these customers only when the machine is
in the repair mode. The service time is the time required to rework a defective item to meet
specifications.
   lf we count the number of defectives at each time when the defective is produced, we then
have a queueing system under N-policy without vacations. On the other hamd, if we inspect
the number of defectives after a certain period, we have a queueing system under N-policy with
vacations.
   in [Kel189], authors assumed that defective items occur according to a Bernoulli trjal for
each machine, and hence, the superposition of the output processes of defective items from
the various machines could be regarded as a Poisson process. However, if we consider a few
production machines, the MAP is suitable for modeling the arrival process.
   The queueing models considered in this chapter are formulated as Markov chains of MIGII
type [Neut89]. However, the boundary behavior in our queueing models is complicated, espe-
cially in the N-policy with vacations. Thus, the usual approach given in [Neut89] dees not seems
to be eMcient. We provide an alternative approach to compute an essential quantity related to
the boundary behavior. Thus, cembined with the established methods in [Luca90], [Neut89] and
[Taiki93b], this approach gives a simple and eficient algoritlim to compute various quantities of
,interest.
   The remainder of this chapter is organized as follows. In section 6.2, we study the queue
length and waitillg time distributions for N--policy without vacations. We derive the recursive
formulas to compute the queue length distribut,jon, the fact-orial moments of the queue length
distribution and the moments of t,he actual waiting time distribution. ln section 6.3, we study
the queue length and i, ctual wait,ing time distributions for N-policy with vacations. We derive
the recursive fonnulas to compute the queue length distribution, its factorial moments and the
mgments of the wait,ing time distribut,ion. Iii section 6,4, we show some numerical examples
using tjhe moment formul(rts of t,he wait,ing t,ime for N-policy with and wit,hout viccat,ions. In
particular, we show that in light traMc, t,he correlation in ic m'ivaJs leads to a smaller mean waiting
time. Throughout the ch? pter, we assume that t,he system is in equilibritun,
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6.2 N-policy without Vacations
In this section, we consider a MAPIG!1 queue under N-policy wjthout vacations in equilibriuni.
First, we consider t,he stationary queue length at departures. Then, we consider the stationary
queue length distribution at an arbitrary tiime.
time distribution for ari arriving message.
We also derive the LST of the actual waiting
6.2.1 Generating Function for Queue Length at Departures
We consider the imbedded Markov chain at departure epochs. Let An (n 2 O) denote an m Å~ m
matrix whose (i,e')th element represents the conditional probability that n messages arrive to
the system during a service time of a message and the underlying Markov chain is in phase j' at
the end of the service given that the underlying Markov chain is in phasei at the beginning of
the service, in the queue under N-policy without vacations, the transition probability matrix
P is given by
P ==
Ao Ai A2
O Ao Al •••
oo Ao
I I I L
i l'




  I I I
 Ao Ai A2







where Bn (n 2 IV - 1) denotes an m Å~ m matrix wh!ch is given by
                  Bn=[(-C)-IDINAn-N+1, n)N-1•
Note that the factor (-C)-iD represents the phase transition matrix during an interarrival time
[Luca90]. As for the computation of A., readers are referred to [Taki93b]. Let A(i) and B(z)
denote matrjx generating functions of the An and the Bn, respectively:
                         eo co
                   A(z) ==2A.z", B(z)= 2 B.z". (6.2)
                        n=O n=N-1
-
We then have [Luca90]
                        A(z) .. f,OO e(C+:D)=dS(x). (6.3)
Furthermore, B(z) is given in ternis of A(z):
                        B(z) = [(-c)-i D.] " Alz).
  Let xk (k ) O) denote a 1 Å~ m vector whose ith element represents the statienary joint
probability that the number of messx, ges in the system at departures is k arid the pbase ef the
arrival process is i. Furthemnore, we define the vector generating funct,ion X(z) as
      ooX(x) = 2 xkzk.
      k=O
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   Erom (6.l), we have the following equatien:
                        x(x)= xoB(z)+[x(z)-xe] A(Z), (6.4)
                                                z
  from which we obtairi
                  x(z) [d - A(z)] = xo {[(-C)r' D]"z" -I} A(z), (6.s)
  Thus, once we obtain xo, the vecter generating function X(z) js completely determined. Before
  considering xe, we derive some formulas which will be used later. ,
     Let rr denote a 1 Å~ m vector whose ith element represents the stationary probability of the
  underlying Markov chain being phase i. Note that T satisfies
                           r(C+D)=O, Te=1, (6.6)
  where e denotes an m Å~ 1 vector whose all elements are equal to one. Setting x = 1 in (6.5) and
  adding X(1)eT to both sides yield
                 X(1) =T+ xo {[(-C)-i D]N- I} A(I -A+ eT) -', (6.7)
  where A = A(1). We define P as P = A'(1)e. Post-multiplying both sides of (6.7) by P, we
  obtain
               xa)fi ,= p+ xo{[(-c)-'D]N- I} A(eT-C- D)-iDe, (6.8)
  where p denotes the utilization factor' which is given by TP. Due to the assumption that the
  system js in equilibrium, we have p Åq 1. in the derivation of (6.8), we use the equality
                 (I - A+ eT)-ifi = (eT - C - D)-iDe + (p - TDe)e,
  which comes from (6,3) and (6.6).
    On the other hand, differentiating (6.5) with respect to z, setting z == 1 and post-multiplying
• both sides by e yield
       1 - X(1)P = IV xee + xo ( [(-C)'i D] N - I} (l - A)(er - c - D)-iDe,
where we use the equality
                     fi = (i - A)(eT - C- D)-'Pe + pe,
which again comes from (6,3) and (6,6), ]lt'om (6.8) and (6,9), we obtain
       1 - p = Ar xoe + xo ( [(-c)-i D]N - l} (eT - c- D)-i De
                        N-1
            = Nxoe + xo 2 [(-C)-i D] k (- C)-i (C + D) (eT - c - D)-i De
                        lt--e
                  N-1
            = AxoÅí [(-c)-iD]k(-c)'ie,
                  k+=O
(6.9)
(6.10)
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where A denotes the meaii ai-rival rate which is glven by 7rDe. Note that p = AE[S], which caJi
be verified with (6.3).
Remarks. (6.!O) can be rewrit,ten to be
              p=E[sl/(E[s]+xoe1:itls,`ktll'lliLoi
where the right har)d side is considered as a time
conseeutive imbedded points.
l(-c)-iD]k(-c)-ie] ,
fraction of the server being busy between
6.2.2 Determinationofthe Vector xo
in this subsection, we obtain aformula to compute xo. We define the leveli as the set of states
{(i, 1), • • • , (i, m)}, i ) O. We first consider the state transition of the underlying Markov chain
during the first passage time from level i+ 1 to level i (i 2 O). Let G denote an m Å~ m matrix
which represents the state transition matrix of the underlying Markov chain during the first
passage time. Then we have [Neut89]
                                  oo
                              G = 2) A.G".
                                  v !O
Note that G is stochastic when p Åq 1. Also G satisfies the following equation [Luca90]:
                          G = foOO e(C+DG)xds(x).
(6.11)
As for the computation of G, readers ai'e referred to ILuca90] and [Taki93b],
   Using G, we consider the state transition of the uiiderlying Markov chain during the recur-
rence time of the level O. Let K denote an m Å~ m matrix which represents the state transition
matrix of the underlying Markov chain during the recui'rence time. Note that K satisfies
                           K= [(-c)-iD] '" GAT. (6.12)
Let rc denote the invariant probability vector of K, which satisfies KK = rc and Ke = !. Once
we obtain rc, we can readily obtain xo. Let K denote the mean recurrence time of level zero.
By definition, xo is given in terms of rc and K [Neut89]
                                     rc
                                Xo=i?i• (6.13)
Substituting xo in (6.13) into (6.10), and solving witdh respect t•o K, we have
                     i? = i lprc rE.i [(-c)-iD]k(-c)-i.
Thus, K is gjven in terms of K and the vector xo is given by (6.13).
R.entarX:s. In t,he ordir)ary MIGII paradjgm, we first compute t.he invarialit probabilit,y vector g
of G, and then obtain rc aiid IRi in terms of g [Neut89]. However, in our formulation, we derive
the quantities of interest only in terms of K and we don't need to compute g.
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6.2.3 Queue Length Distribution at Departure and its Moments
hi this subsection, we provide the computational algorithm for the queue length distributjon xk
(k ) 1) at departures and its moments. Note that a stable algoritlrm for the Markov chain of
M!Gl! type is provided in [Rama88]. Since (6,1) js of MIGII type [Neut89], we follows the
algorithm in [Rama88] and obtain the following recursion for xk (k ) 1):
                 xk --- [xoBk + tti xj-Ak+im)1 (i - 4i)-i ,
                     L j'=i J
where
                      co
                i4k = 2A.C"-k, k2 1, (6,14)
                      n-g
                Eik = 2 B.G"-k, lskslV-2, (6.ls)
                      ns:N-1
                Bk = ]2)B.G"-k, KA År-N-+ 1. (6.16)
                      n=k
  Next we previde a recursive formula to compute the factorial moments of the queue length
distribution at departures. We define X(n), A(") and B(") as
       x(")=l.i-m-.,tiIl,lli-".x(z), A(")=}-m,Eil.;-n.A(z), B(")=.li.-m,zll/IL-.B(z).
We then follow the approach in [Neut89] and obtain the following recursion for the factorial




    xo(B(1)-A(1)), n=O,
    xo (B(i)+B(O)-A(i)), n= 1,
    IE.ll2o (l]1) x(m)A(n-m) + mo(B(n) +nB(n-]) - A(n}), n ) 2,
    u(n+i)e 1
  (n + 1)(1 m p) + 1 - p{U(") - nX(n-i)(I - A(i))}
     •[l-A(1)+er]'iA(i)e, n)1,
- IT+ U(O) [I-A(1)+ eT]hi,' n= o,
- 1 X(")eT + {U(';) - nX("-i)(I - A(i))}[l - A(1) + eT]-i, n ) 1,
where
               X(O) = X(1), A(O) =A(1), B(O)= B(1).
Namely, computing U(O), X(O), u(i) and then U(k+i), X{k)e, XCk) in this order,
nth factoriaJ moment X("År of the queue length distribution at departures. we obtain the
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6.2.4 Queue Length Distribution at an Arbitrary Time and its Moments
In this subsection, we consider the distribution of the nuniber of messages in the system at an
arbitrary time, Let y. denote a 1 Å~ m vector whose ith element is the stationary joint probability
that the nun)ber of messages in the system is n at)d the phase of the atvival process is i at an
axbitrary time. We define the vector generating function Y(x) as
                              oo
                        Y(z) = Åí y.zn.
                             n=O
Y(z) consists of the idle term and busy one. Let U denote the idle time of t,he server. Then, we
obtain the mean idle time as
                         N-1
                 E[U] " GI:/l7 ,ll.il, [(mC)-iD]k(-c)'ie• (6.i7)
Using (6.10) and (6.17), we obtain the vector whose ith element represents the conditional
probability that the number of messages in the system is ic and the phase of the arrival process
is i given that the server is idle:
           1 xo
          E[Ul xee
Using (6.18), we obtain
Y(x)
[(-c)-iD] k- (-c)-' = i l p
       N-1




                       { [ -1                    +p X(z) - xo + xo (-c) D] " xN}Ark (z)
                    N-1
               = Axo 2) [(-c)-iD]k(-c)-i.k
                    k=O
                       { [ -i                    +p x(z) - xo + xo (•- c) D] N zN} A' (z),
where A"(z) is
recurrence time of a service time and given by [Luca90]
                         1
                           [A(z) --- l] (C + zD)-'.
                  A*(z) ==
                        E[S]
From (6.4) and (6.20), the second term in (6.19) becomes
       p{xÅqz) - xo +xo [(-c)-iD] N zN} A'(i)
            = A(g - 1)x (z) (c + zD)-' - Axo Nz' i [(-c)-i D] k (-c)-i .k.
                                   k=O
Substituting (6.21) into (6.19), wg obt•ain
                   Y(z) = A(z - 1)X(z)(C + xD)-'.
(6.18)
(6.19)
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(6.22) shows the relationship between the queue length distribution at depaii'tures Emd at an arbi-
traiv time. Since this relationship holds for any stationary queue with MAP arrivals [Taki94a],
ati independent verfication provides a validation for our analysis so far.
   Pest-multiply both sides of (6.22) by (C+zD) aJid comparing the coefflcients of zk in both
sides, we obtain the following recursion for yk (k• }l O) in terins of the xk•:
              yo=Axo(-C)-i, (6.23)
              yk = yk-iD(-C)-i+A(xk-Åëk-1)(-C)-i, k)L (6.24)
   Next we consider the factorial moments of the queue length distribution at aii arbitrary time.
We defuie Y(") as
                                      dn
                            y(n) = lim
                                        Y(z).
                                  :-.i dzn
We follow the approach in ILuca90] and obtain the following recursion to compute Y{") (n 2ir 1):
        Y(O) = T,
       y(")e = x(")e - n (y(n-i)DIA - X("-i )) (er - C - D)-iDe, n År. 1,
        y(n) = y(n)eT+n(y(n-i)D-AX("-i))(eT-C-D)-i, n)1,
where Y(O) = Y(1),
6.2.5 LST for Actual Waiting Time and its Moments
In this section, we consider the waiting time distributien of an arriving message. To do so, we
first consider the waiting time of a rnessage which arrives when the server is idle. Let yk+. denote
a 1 x m vector who$e ith eleznent represents the joint probability that a message arrives when
the server is idle, finds k waiting messages upon arrival, a,nd the state of the arrival process
inmiediately after the arrival is i. Using (6.18), We then have
         Yk+- = (i - p) ' 1 ill pxo [(-c)-' D] k (-c)"DIA = mo [(nc)-iD] k+i .
Thus, the LST Wik(s) of the waiting time distribution when the message arrives during an idle
time of the server is given by
                     N-1
           Wi"(S) == Åíyk+.l(sl-a)-'D]"-"'-ie[s#(,)]k
                     k=ON-1
                  = xo 2) [(-C)-iD]k+i [(sl -c)-iD]Nhk'-] [s'(,)]k..
                       k-=O
   Next, we consider the waiting time of a n)essage which ar'rives when the $erver is busy. To
do so, we first derive t,he joint traiisform for the number of messages and the forward recun'ence
time of the current service when the server is busy. Note that the server is busy with probability
p. Given that the server is busy, messac ges in the system is classified into two types, One includes
messages which ,rure in the system when t,he current service starts. The other includes messages
which arrive during the b
                   ackwai'd recurrence time of the current service. Thus we have the joint
transform Y'(z, s) for the number of messages and the forward recurrence time at an arbitrar.y
point of the current service:
               Yi(x, s) = p {X(z) - xo + zNxo[(-C)-iD]N} A(z, s),
     VV"(s) = xo Z [(-c) -i D] kÅÄi [(sl - c)-iD] "-"V! [ss (,)]k.
             k-=O
              + xo {l - [(-C) fi'D]"lst(s)]"} [sl + c + s' (s)D]-iDe.
  We now consider the moments of the actual waiting time. We first define WÅq") as
               VV(") == }iLmo(-1)nl /i. W(s), n2 1.
To obtain the recursive formula to compute W("), We rewrite (6,25) as
                  N-1
           W'(s) = xo Z [(--C)-'D]k+i Tk(s)e + mo T(s) De,
                  k=O
where
        Tk (s) = [(si - c)-i D] N-K'-' [s" (s)]K', o s{ k s{ N- i,
         T(s) = {l-[(-c)-iD]"ls'(s)]"}[sl+c+s"(s)D]-i,
We then have
               N-1
         vv(n) ,. xo 2 [(-c)-i D]k+iTE.")e+ xoT(")De, n ) 1,
               lt=o
where for n ) 1,
          TE.") = li-m,(- i) 'i lll/}i. Tk (s), T(") = li-m,(-i)" ?Iil/7T(s)-
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where A(z, s) denotes the joint transformed matrix for the number of messages which arrive in
the backwcfi rd recurrence time and the forward recurrence time, and is glven by
            A(z,s) = foeOXIIIi8)foX!lite(c+:D)te-s(=-t)
                   A(z) - S=(s)I
                 = E[s] [sl+C+zDl-i.
Therefore we obtain the LS[I] I4(l (s) for the waiting time distribution of a message which anives
when the server is busy as follows:
       VUi(s) = Y'(S"(s),s)DelAS"(s)
            = xo{I-[(-C)`iD]"[S"(s)]"}[sl+C+S"(s)D]-iDe,
where we use the equality
      x(s*(s))[s"(s)r - A(s-(s))] = {xo[(--- c)-iD]"[s' (s)]N - J} A(s'(s)),
which comes from (6.5).
  Let VV'(s) denote the LSrl' fer the actual waiting time distribution. By definition, W'K(s) is
given by I7Vf(s) + W2rk(s). Therefore we obtain
        N-1 (6,25)
(6.26)
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 Thus once we have Tk(.") and T("), ItV('i) is readiIy obtained. In what follows, we provide the
recursive formula to compute Tk(.") and T(").
  First, we consider TE.") (n 2 1). We defu)e ffk(s) and Sk(s) as
              Hk(s) = [(sl - c)ri D]k, sk(s) = [s' (s)]k.
Then, Tk(s) = HN-k-i(s)Sk(s). Furthermore, we define HE") aiid SÅí") as
           HE") = gi.-g.b(-1)nz l'I-. Hk(s), SÅí") = .li-nb(-1)"til, ;". Sk(s),
and S(n) = Si"). Note that S(i) = E[S], Taking the nth derivative of Hi(s), we obtain
Hi") J--- n! (-C)-(n+i)D. Since Hk(s) = Hi(s) Hk.i(s), we compute the nth derivative HÅí")
u$ing the recursion
                   H'Åí.") - S., ( 7 ) HI') HE.n:,:),
where ffE.O} = {(-C)"iD]k, Similarly, we compute the nth derivative SÅí.") using the recursion
                   sÅí•") - }l.III, ( f; ) s(t) sÅín--,i),
where S(O) == 1. Thus we obtain the nth derivative TE.") by
                  TE") - }I.li, ( 7 ) H5['i)-,-, sÅín-i).
  Secondly, we consider the nth derivative T(") of T(s). Using (6.26), it follows
                  T(s) [sJ + C+ S"(s)D] = U(s),
where
                  U(s) = I - [(-c)LiD]"[s"(s)]N.
We define U(") (n 2 1) as
           U(O) =U(O), U(") = l]Lm,(-1)"Åí:/rU(s), n) 1.
Then, we obtain
           u(O) = l- [(.t.c)-iDIN, u(n) = .[(-c)-iD]NsXn),
According to a similat' reasoning in [Luca90], we obtain the following recursion to compute T("):
      z(n) = -nT(n-i)+lil.ioi(Z)T(k)s(n-k)D-u(n), n)i,
      T(O)e = 1 l p {-- U(i)e - E[S] U(O)(eT - C - D)-iDe} ,
     T("}e = IE-[ .S2 z(")(eT - c - D) -i De + (. + 1)1(1 - p)
               (11Il.ioi ( 7i 1.] i ) s("+i-k')T(k)De - u("+i)e), n År- i,
      TCO) = T(O)eT - U(O}{eT - C - D)-1,
      T(n) = T(n)eT+z(n)(eT-C-D)fi1, n)1,
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where T(O) = T(O). We sunmiarize the procedure to compute W(").
  1. compute HÅí.") and Skn) recursively.
  2. Compute Tk(.") using HÅí") and SÅí").
  3. Compute U(O), T(O)e and T(O) in this order.
  4, Compute U("), Z("), T(n)e and TC") recursively.
  5. Compute IIX(") using TE.n} and T(").
Remarks
1. Setting N = 1 in (6.25), we obtain
                    VV"(s) = Misyo[sl + C + S"(s)D]riDe,
which is identical to the result in [Luca90].
2. In the case that messages arrive according to a Poisson process with rate A, C == -A and
D = A. Substituting these into (6.10) ylelds xo = (1 -p)!N. Furthermore, (6,25) becomes
           w*(,) == ixp [Aiftsi'(, l)]AV) i kSi(,S))]" + A(iN-[,Pl{Aii kSs-.(i,)l]"},
which is the LST of the waiting time distribution of MIGII under N-policy [Taka911.
6.3 N-policywithVacations
In this section, we consider a MAP/G!1 under N-policy with vacations in equilibrium. First, we
consider the queue length distribution at departures. Then, we derive the formula of the queue
length at an arbitrary time. We also derive the LST of the actual waiting time distribution for
an arrlvmg message.
6.3.1 Generating 1function for Queue Length at Departures
We choose the time epochs immediately after the service terrnination aid the vacation temni•-
nation a$ imbedded points, Let x7, (x;) denote the joint probability vectors whese ith element
represents the probability that the imbedded point is the service (vacation) termination, the
nuniber of the system is n and the phase of the arrival process is i. We define the following
generating fullctiolts:
         .xs(z) == 2) xs.z", xv(z)=2x;z", XX. (z) = 2) xXz",
                n=O n=O n=O
 Let V. denote ali m Å~ m vector whose (i,o')t,h element represents the condit,ional probability
that n messages arrive during a vacation atid the urider]ying Markov chain is in state j' at the
end of the vacation given that the underlying Markov chain being in state i at t,he begiiming of
the vacation, We define t,he matrix generating function V(z) as
                                    oo
                             V(z) = 2) V.zn.
                                   n=O
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 We then have ILuca90]
                         v(z) = foeO e(c+:D)x dv(x).
 Considering the transition between consecutive imbedded points, we have the follo,vving equa-
 tiOIIS:
                  xs(.) = [xs(z)-xs] A2i)+[xv(z)-xvNr,(z)] AÅíX), (6.27)
                 XV(z) = x8V(z)+X'N-i(z)V(z), (6.28)
         [XS{1)+XV(1)]e = 1, (6.29)
where A(z) is defined in (6.2).
   Note that xX. (O S k rÅq N - 1) are recursively obtained jn terms of x8:
            xcr = x8Vo [I-Vol-i, (6.30)
            xx. = [x3vk+til.liixy•v,-,]u-vo]-i, 1-ÅqksN-1, (6.31)
Thus, X"(z) is given in terms of x8 (see (6.28)) and therefore XS(z) contains oniy one unknown
vector x8. Note that the queue length at departures is characterized by XS(z). Let xk (k l}l O)
denote a 1 Å~ m vector whose ith element represents the joint probability of K" messages in the
system and phase i of the underlying Markov chain at departures. Ifurther, we define the vector
generating fimction X(z) as
                                   co
                             X(z) = 2 xkzk.
                                   k--O
By definition, we have
                                    XS(z)
                             X(X) = xs(1)e'
Thus once we obtain x8, X(i) is completely determined, Before considering xgo, we derive
some formulas which will be used later. Using (6.27), (6.28) and (6.29), we have the following
    .equatlon:
                                         1-p
                      (x8 +X"N-,(1)) e =
                                                                  (6.32)
                                      1 - p+ AE[Ti'] '
The derivation of (6,32) is given in Appendix F. Using (6.32) and (F,3), we have
                                    AE[V]
                         xS(1)e =
                                 1-p+AE[V]'
Emd therefore we obtain
                        X(z) =1- PA E+[ C? [V] XS (z). (6.33)
6•3•2 Computation ofthe Vector x8
In this subsection, we derive a formula t,o compute x8. First, we consider the nuinber ofmessages
at the en
     d of an idle period when t,1}e tliresheld value is equal to n (1 Sl n S{ IV). Let Rll (K' År- n)
denote an m Å~ m matrix whose (i, 2')th element represents the conditional probability that there
are h messages in the system and the underiying Markov chain is in state j` at the end of an
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idle period given that the underlying Markov chain being in state i at the beginning of the idle
period. Note that the Ril is computed by the following recursion:
Ri = [I - Vo]" Vk, ic ) 1,
Rkl = Rr.-i+R::ii'Rl.-.+i, 2ÅqnÅq k.
(6.34)
(6.35)
For later use, we define the matrix generating function R"(z) as
      ooRn(z) = ]Z) R2zk.
      k=n
  Now we consider the state transition during the recuz'rence tinie of the departure instant
being in level zero, Let K denote aii m Å~ rn matrix which represents the state transition matrix
of the underlying Markov chain in the recurrence time. Fui'thermore, let K denote the invariant
probability vector of K, Then x8 is given by
 sKxo= #1
where K denotes the mean recurrence time of the departure insta,nt being in level zero.
  Note that, with R.N , K is given by
    coK- 2 RVGh,
   k-=N
where G is defi!ied in (6,11), Thus, K is obtained by solving KK = n and rce == 1. We now
propose a simple recursive formula to compute K. Mu!tiplying both sides of (6.30) and (6.31)








                             xx.' = 7Z5xx. .
Also, multiplying both sides of (6.32) by 72i', we obt•ain
i + rll.li xx•*e - i - iiAPE [v] i?,
from which, it follows that




Therefore, K is computed as follows. First we comput,e xX.' (O S k S N- 1) by (6.36) and
(6,37) alid then compute Ri by (6.38).
102 MAP/G/l Queues under N-policy with aiid without Vacatjons
6.3.3 Queue Length Distribution at Departures and its Moments
We first consider the queue length distribution at departures. Observing the system iinmediately
after departures, we have the following transition matrix P:
P=
Ao Ai A2 ''
O Ao Al +•
o O Ae ••




















                          k+1
                     Bk -'- 2Rni Ak+i-n, k)N-1•
                          n=N
Since the transition matrix P takes the same form as in (6.1), we have the same recursion for
xZ as in section 6.2:
                   xsk = ixsiBJk + kz'i m,s•zk..ihjl (f - 4,)-i ,
                        L 2'=1 J
where Ak and Bk are given in (6.14), (6.15) and (6.16). Thus, from (6.33), the queue length
distribution xk is computed by
                           1-p+AE[V] ,
                                     xk, k) O.
                      Xk =
                              AE[V]
   Since the structure of the transition matrix is exactly the same as in section 6.2, we can use
the same recursive formula in subsection 6.2,3 to compute the factorial moments for the queue
length at departures.
6.3.4 Queue Length Distribution at an Arbitrary Time 'and its Moments
Let Y(z) denote the vector generating function of the number of messages at an arbitrai y time.
According to a similar reasoning as in subsection 6.2.4, we obtain
                            x6 + XVNh, (x)
             Y(z) = (1-p)
                                        V*(z) (6.39)
                           (x8 + XVN-,(1)) e
                            XS (z) - x8 + XV (z) - XVN-i(z)
                                                    A' (z),
      +p
                                1 - (x8 +XXr-i(1)) e
where A'(z) is given in (6,20) ai)d V'(z) is the matrix generating function of the number of
arrivals during the forward recurrence time of a vacation and given by:
                             1
                                [V(x) - l] [C +zD]-i .
                     V"(z) =
                            E[V]
Substit,uting V'(z) and A"(z) int,o (6.39) and noting t,he folrowiiig equalities
                  [xe +X"N-i(z)] [V(z) - I] = x8 [RN(z) - I] ,
