Abstract-Wind power has been treated as a non-dispatchable resource until recent development of active wind dispatch strategies in several electricity markets. In markets such as ISO New England, a dispatch range for each wind farm is determined based on security analysis. Wind power will be fully absorbed unless it is out of the ranges. This approach, though aiming at improving wind utilization with system security considered, relies solely on wind power forecasting, which could be inaccurate by nature, and might result in unnecessary wind curtailment. In our work, we recognize the discrepancy between wind power forecast and the actual wind power dispatched and develop a data-driven approach to better capture the uncertainties in wind power dispatch. The computational experiments demonstrate that the dispatch ranges determined by our data-driven approach can dispatch more wind without endangering the system security and that solution is also efficient.
I. INTRODUCTION

W
IND power has traditionally been treated as a nondispatchable resource due to its uncertain availability and variability. Operating reserves, such as ramping resources, are used to match up with the wind variability to balance the moment-to-moment electricity demand. Wind power is fully absorbed unless there are congestions or other security issues and wind curtailment is implemented. The amount of wind power a power market can accommodate is primarily determined by the network structure and flexibility resource quantities. High penetrations of wind energy will necessitate steeper ramp requirements from dispatchable generators and demand-response sources, require lower minimum generation operating levels than are required today, and increase the amount of reserves necessary to maintain reliability levels ( [1] ). Therefore, as wind integration keeps increasing, the demand and costs for flexibility resources are also increasing, resulting in a significant increase of integration cost [2] , [3] . Academic research ( [4] , [5] ) and industrial practice have shown that the traditional treatment of wind as a non-dispatchable resource might not be sufficient in a high wind penetration scenario in the near future. Therefore, experiments on wind dispatchability (contrary to manual wind curtailment under contingencies) have emerged in several electricity markets. In the Electricity Reliability Council of Texas (ERCOT), in addition to infrastructure investment such as transmission expansion and gas generator installation, markets are also redesigned for locational marginal price (LMP) pricing and faster schedules. Wind resources participate in the ERCOT real-time and day-ahead markets in much the same way as other resources, except that the first 48 hours of their operating plans must be based on ERCOTs most recent short-term wind power forecast. Wind and solar resources may submit negative bids. However, "downward dispatch" for wind and solar resources in ERCOT are still primarily a result of local congestion [6] .
Midcontinent ISO (Independent System Operator) introduced Dispatchable Intermittent Resources (DIR) in 2013 [7] , in which wind farms can bid in the energy market and decide the amount of power generation they plan to offer. The automated dispatch for DIRs is more efficient than the manual curtailment process currently in place for Intermittent Resources and leads to more economic solutions that utilize more wind than a manual process [8] . These experiments not only increase the utilization of wind power, but also improve the efficiency and transparency of energy markets. Although many of the manual wind curtailments are replaced by DIR dispatch down, the curtailed wind power quantity is still significant [6] .
In some other markets, wind power is still fully absorbed, however, only up to a pre-calculated limit. Recently, ISO New England proposed a variable resource dispatch strategy and is in the process of implementation [9] . Unlike DIR in MISO where wind farms decide their wind dispatch, in this framework, the ISO calculates a dispatch range for each wind farm based on the security analysis, given forecast and flexibility resource levels in the system. Wind farms follow the dispatch ranges and curtail power output only when the ranges are reached (this is the reason why it is called Do-Not-Exceed or DNE limits). DNE limits provide an innovative and practical framework for variable resource dispatch to maximize renewable energy utilization while ensuring system security and deserves a more comprehensive study. In this work, we observe that the DNE limit calculation relies solely on wind power forecasting, which not only could be inaccurate by nature, but also does not consider the fact that congestions might reduce the amount of wind power that could be injected into the grids. Furthermore, in [9] the DNE ranges at wind farms are prioritized by their LMPs in the objective functions, which do not necessarily reflect wind power dispatchability (high LMP at a bus normally indicates that congestions are present and that not all available wind power might be dispatchable into grids from that location). Therefore, dispatch range allocation determined in this way might be inefficient in reflecting where flexibility resources should be allocated and result in unnecessary wind curtailment.
Exploration of the data, such as wind forecast reports and observations of wind power dispatched, can reveal some of the patterns on forecasting inaccuracies and wind dispatches, which could help determine the ranges in a better way. In this work, we recognize the discrepancy between wind forecasting and actual wind dispatches caused by forecasting errors and curtailments. We exploit historical wind dispatch data and use a data-driven approach to better capture this uncertain discrepancy in the model. Furthermore, our objective in wind dispatch range allocation is maximizing the probability that dispatchable wind power is covered by the ranges. Therefore, our approach could better capture the wind dispatchability and could allocate wind dispatch ranges in a more efficient way to help improve wind utilization and reduce production costs.
The rest of the paper is organized as follows: in Section II, we briefly introduce DNE limit calculation from a geometric point of view and analyze the discrepancies between forecasting and actual dispatch, which motivated this research. In Section III, we propose a data-driven approach to capture the uncertain discrepancies and present a mixed-integer programming (MILP) formulation with infinite-many constraints for calculating dispatch ranges; In Section IV, we present solution algorithms for solving the proposed semi-infinite programming formulation using a stronger formulation and delayed column and constraint generation. In Section V, we present computational results on the effectiveness of the dispatch ranges in improving wind utilization and computational efficiency.
II. WIND DISPATCH RANGES AND DISCREPANCIES
The minimal and maximal amounts of wind power a system can accommodate is determined by the flexibility resource levels in the system. Wind dispatch ranges can be calculated by examining flexibility resource constraints and system security constraints [9] . We summarize the DNE range determination procedure in [9] as follows: 1) Determine reserve levels based on wind forecasting, which will serve as a base point; 2) Calculate the maximal range of power output for each wind farm, based on security analysis with reserve levels determined in the base point; 3) Wind farms follow these wind power output ranges as dispatch guidance: whenever the assigned ranges are about to be exceeded, the wind farms will curtail their generation; otherwise, wind power will be fully absorbed. Note that the ranges are updated frequently as new information comes, e.g., every five minutes. The second step is crucial as it allocates dispatch ranges to wind farms which determine their energy production and profits. Range allocation affects not only wind utilization but also the fairness and transparency of the markets. Allocation of dispatch ranges is actually allocation of flexibility resources. In [9] , the objective function of range allocation is to maximize weighted ranges. The weights are historical locational marginal prices (LMPs): the higher the wind farm's historical LMP is, the higher priority it has in obtaining a wider range. The purpose of using LMPs as weights is to reward the locations with higher energy prices with larger dispatch ranges so that the energy prices at these locations can be reduced [9] . However, the actual benefits of DNE ranges are limited by the effectiveness of dispatch ranges, e.g., wind utilization improvement and congestion alleviation. To better understand range determination, we examine the range determination problem (an optimization problem) from a geometric point of view. See [4] for more details on geometric interpretation of wind dispatchability and [10] for details on explicit construction of the dispatchable region.
Firstly, we notice that a feasible wind dispatch given a fixed reserve level is the one in which the system is feasible with recourse actions (conventional generation redispatches). We denote the set of all feasible wind dispatch given a fixed reserve level as follows:
where n and q are the numbers of wind farms and conventional generators, respectively; w is wind dispatch; and p is conventional generation dispatch. The constraints in (1) admit all constraints in a standard economic dispatch formulation, including DC power flow constraints. We observe that Observation 1: D is a polyhedron in R n , because D is a projection of the polyhedron defined by Ap + Bw ≤ c. Therefore, we can visualize the range determination problem with two wind farms in a two-dimensional figure, as in Fig. 1 as an illustration. The outer quadrilateral (could be a more complicated polyhedron) represents the boundary of the wind dispatch feasible region; the rectangle inside represents the ranges determined by the ISO. Note that the ranges must be a rectangle so that every wind farm can operate independently. The range maximization can be viewed as finding an inscribed rectangle that is maximal by certain criteria. In [9] , the criterion is the LMP-weighted circumference of the rectangle. The relative weights of LMPs determine which wind farms are more likely to be allocated with wider ranges. Another discussion on the design of dispatch ranges can be found in [11] , in which the radius of a Chebyshev's ball is used as the objective function.
The DNE procedure relies heavily on wind forecasting. Although wind forecasting can be more accurate as it comes closer to the forecasted time period, the discrepancy between forecast and actual wind power dispatched can never be eliminated for the following reasons. Firstly, wind forecast is inaccurate by nature. Secondly, the forecasting could be biased and twisted towards wind farms' benefits. Thirdly, wind curtailment is a common practice in wind farms across U.S., which also contributes significant discrepancies between wind forecast and the actual dispatched amount. As an illustration, we subtract the wind power dispatch observed by an ISO from the wind power forecast for the same time period at a National Renewable Energy Labora- tory (NREL) wind farm in a month and plot the discrepancies in Fig. 2 , which shows that the discrepancies could be significant. Therefore, wind dispatch range determination relying solely on forecasting could be inaccurate and ineffective. As an example illustrated on the left of Fig. 3 , wind farm 1 has curtailment due to insufficient dispatch range determined by an inaccurate forecast. If we make use of both the historical data and the forecast (which suggest the discrepancies), we could identify their patterns and allocate dispatch ranges in a better way to improve wind utilization (illustrated on the right of Fig. 3 .)
Hence, we exploit the value of the historical data of the observed wind dispatch at ISOs and develop a data-driven approach for wind dispatch range determination.
III. DATA-DRIVEN APPROACH FOR DISPATCH RANGE CALCULATION
A data-driven approach is a general concept in which data are exploited to understand patterns, relations, uncertainties, and so on. In our context, we treat the actual wind power dispatched as random numbers and we use historical data to understand their probability distributions. We first present our goal in wind dispatch range determination with uncertainties, then we present a brief overview on data-driven methodologies and introduce the one studied in our work.
A. A Criterion for Dispatch Range Determination
Uncertainties in an optimization problem can be dealt with in various ways depending on decision makers' perspectives, such as expectation minimization and mean-variance optimization. In this context, the uncertainties are the quantity of dispatchable windw ∈ R n + (wind power that can be injected into the system from that bus at a certain time). Wind dispatch ranges are calculated every 5 minutes and used only during that time period. Therefore, in a time period, it is the probability that the ranges can cover possible dispatchable wind that is of concern, i.e.,
where and u ∈ R n are the lower and upper bounds of the wind dispatch ranges, respectively. Our goal is to select a set of feasible wind dispatch ranges to maximize this probability, as illustrated in the following abstract formulation:
where I is an identity matrix, diag(v) is a diagonal matrix with elements of vector v, and constraint (2) indicates that every point in the dispatch ranges (represented by a convex combination of end points of the dispatch ranges) should be a feasible wind dispatch. Note that the objective in this step of the DNE framework is to design an optimal dispatch range allocation, instead of explicit cost savings (though well designed wind dispatch ranges can reduce system operating costs).
B. Sample Average Approximation
To evaluate the probability P { ≤w ≤ u} given and u in a time period, a precise distribution function forw is required. However, it is difficult to obtain such a distribution function in practice due to the lack of perfect information and knowledge about the uncertainties. In the main stream data-driven research, available information about the random parameters (moments information or reference distributions) are used to construct uncertainty sets, which consist of sets of distribution functions ( [12] - [17] ). To perform probability evaluation, the worst-case distribution functions are identified using distributionally-robust optimization. However, almost all data-driven approaches that use moments information or reference distribution functions and involve design variables (dispatch range design in our case) result in non-convex optimization problems, which are extremely hard to solve.
In this work we explore the sample average approximation approach (SAA), which uses raw data to replace the true distribution and can be easily modeled within the mixed-integer programming framework and efficient algorithms are ready to employ [18] , [19] . Dispatchable wind power is the amount of wind power that can be injected into the connected bus considering wind availability and system congestions, which should be distinguished from available wind power. Let w j ∈ R n j = 1, ..., s be s observations of wind power dispatches at n wind farms. The sample average approach replaces the true distribution by assuming that the observations are all outcomes in the sample space (i.e., Ω = {w j , j = 1, ..., s}) and that each observation has an equal probability, i.e.,
Note that samples with same values can be aggregated into a single sample by adding up their probabilities. The sample space can be constructed selectively by using data points recorded under similar conditions, e.g., similar weather conditions and time of the day. Using the probability function above, the evaluation of the probability P { ≤w ≤ u} can be obtained by
Note that by employing SAA, we do not need to make assumptions on the specific form of the underlying distribution of the wind dispatch discrepancies, which is not straightforward in this case.
Using auxiliary variables, we could model the probability evaluation with a mixed-integer programming model and reformulate (2) as follows:
where M is a sufficiently large positive number and called big-M. 1 is a vector of ones. z j ∈ {0, 1} models whether w j is covered by every wind dispatch range: when z j = 1, ≤ w j ≤ u is enforced; when z j = 0, constraints (4) are redundant. Therefore,
and objective (12) is to maximize the probability that dispatchable wind power will be covered by the dispatch ranges. Solving the optimization problem (12)-(6) has the following two challenges: 1) constraints (4) involve binary variables and big-Ms, which result in a weak linear programming relaxation, hence, a slow convergence to optimal. 2) (6) involves infinitely many constraints, which is called semi-infinite programming and requires special techniques. We introduce mixed-integer programming techniques to address the computational challenges in the following section.
IV. SOLUTION ALGORITHMS
We first replace 1 − z j with y j and rearrange (4) as follows: 
Note that constraints (7) and (8) both take the form of the mixing set. The mixing set was first introduced by [20] , and its variants have been studied in different contexts ( [21] , [22] ). All the valid inequalities for a mixing set are known and can be separated in polynomial time. We could add facet-defining inequalities directly to the formulation to tighten the linear programming relaxation; or we could separate and add violated cutting planes on the fly. The formulation can be further tightened by using a lower bound, α ∈ [0, 1], on P { ≤w ≤ u}. A trivial lower bound is zero. Then the following inequality can be added to (12)- (6):
Combining the cardinality constraint (9) with (7) and (8), respectively, strong extended formulations can be obtained, and their linear relaxations are shown to be as strong as having all the valid inequalities for the original formulation [18] , [23] . Although the extended formulation introduces new variables, it significantly reduces the number of constraints, resulting in a tighter and more compact formulation. Constraint (6) consists of infinitely many linear constraints. We note that once every corner point of the ranges (as illustrated in Fig. 1 , the corner points of the ranges are the four vertexes of the rectangle) is feasible, every point inside the ranges is consequently feasible. Therefore, at most 2 n constraints in (6) are necessary and the set defined by constraint (6) is a polyhedron. When n is small, enumeration is possible. However, since the number of constraints grows exponentially with n, an efficient algorithm is required. We will use delayed constraint and column generation [24] to separate violated constraint on the fly. Let the master problem be the optimization problem (12)-(4) and k constraints (6) added iteratively: 
where s is a variable vector representing the violation of each constraint. If 1 s = 0, then there is no violation. Otherwise, we seek the corner point corresponding to the largest violation. We first take the dual of the inner problem and rewrite it as follows:
The above bilevel optimization problem can be immediately rewritten in a maximization problem. As the inner problem in (14) is bounded, π is also bounded when optimal. Therefore, π t are the products of a binary variable with a bounded continuous variable, which can be easily linearized using the McCormick linearization technique [25] and (14) can be solved as a mixedinteger programming problem. Let t * be the optimal solution to (14) andv k +1 = t * . We add the following constraints to the master problem
The iterations terminate when there are no more violated constraints that can be separated. We summarize the solution algorithm in the following pseudocode:
Algorithm 1: Column and Constraint Generation
Input :master problem defined by (12) , (4), (5), and (9) Output :An optimal solution to (12)
Add (10) to master problem Solve master problem and obtain
The set of data points selected to construct the SAA formulation should be relevant to the conditions (wind availability and system congestions) in the upcoming time period and represent the true uncertainty of wind dispatchability well. Previous research ( [26] , [27] ) has discovered that the forecast errors and dispatchability are conditional to the levels of the forecasted values. In our implementation, we select those historical data points that are close to the levels of forecasted values in the upcoming time period in terms of euclidian distances. 
V. CASE STUDIES
In this section, numerical experiments are performed on two test systems to evaluate the proposed model and solution approach. The first experiment is carried out on a modified 6-bus system with two wind farms to demonstrate the mechanism and the effect of the proposed model on the system-wide financial benefits and wind power accommodation. The second experiment is performed on a modified IEEE 118-bus system with ten wind farms to verify the scalability of the proposed model and solution method. Detailed data of both test systems are provided in [28] . In both experiments, the proposed model is also compared with the model developed in [9] (denoted as O-DNE), which maximizes the LMP-weighted dispatch ranges:
Wind power forecast data and observations are extracted from the Eastern Wind Dataset by NREL [29] . The dataset provides hourly wind data, including point forecasted outputs and recorded outputs of more than 1,000 wind plants in the eastern United States from 2004 to 2006. All simulations are done on a PC with four-core CPU running at 2.40 GHz with 16 GB of RAM memory. All programs are developed using Matlab R2013a, and the solvers of Gurobi 6.0 [14] are employed to solve the quadratic programing problems and mixed integer programming problems.
A. 6-Bus Test System
The 6-bus test system consists of 6 buses, 7 transmission lines, 2 conventional units (G1 and G2), and 2 wind farms (W1 and W2), as shown in Fig. 4 . Wind data, including forecast and observed output, of W1 and W2 are obtained from real data of sites 3902 and 3945 in the Easter Wind Dataset, respectively, and scaled by a factor of 0.1.
Dispatch simulation is performed to compare the proposed data-driven dispatch range calculation (denoted as DD-DNE) and the O-DNE one. The simulation procedure is described briefly as following. Hourly dispatch is simulated in a receding horizon. In each time period, dispatch base points of all units are first calculated by solving the base-point economic dispatch model described in [9] with forecast information for the next period. Given the base points, DNE limits (or dispatch ranges) of wind farms are then determined by solving the O-DNE model. After the wind farm outputs are "observed" using their real observations, corrective dispatch is performed and benefits are evaluated. Then the scheduling period is moved a step forward, and the hourly dispatch is performed again. In this simulation, the hourly wind data from January 1st to December 31st in 2004, up to 8783 records, are treated as the historical data. Those from January 1st to January 10th in 2005, up to 240 records, are used as the validation data for dispatch simulation. Fig. 5 shows the DNE limits of wind farms obtained by the O-DNE and DD-DNE models as well as the realizations of wind power. It is observed that for the O-DNE approach, the ranges of DNE limits of W1 are mostly wider than those of W2. This is because the LMP at bus 5 is higher than that at bus 6, resulting in a wider range allocated to W1 in order to maximize the objective of the O-DNE model. Consequently, the observed available wind power of W2 is not fully captured by the DNE limits of this wind farm in many hours. Only 37.5% of the wind availability realizations are within the O-DNE limits. In contrast, the DNE ranges are allocated to two farms evenly by the DD-DNE method, and 82.5% of the wind availability realizations are covered by the DD-DNE ranges.
The improvement on the realization coverage by wind dispatch ranges is attributed to the use of data samples. Consider the case at the snapshot t=66. The cross markers plotted in Fig. 6 represent the selected data samples at that snapshot. Since the DD-DNE model aims to maximize the coverage probability of DNE ranges, its observed that the DD-DNE limits (red box) encompass most of the samples, while the O-DNE limits (blue box), weighted by LMPs, only capture a portion of the samples. Since the data samples provide an approximation of the probability distribution of dispatchable wind power, its anticipated that the wind power realization is more likely to lie in the DD-DNE range than the other. With the realization of wind power in Fig. 6 , wind power of W2 has to be unnecessarily curtailed in the O-DNE method as the wind power realization lies out of the O-DNE limits, while no wind spillage occurs in the DD-DNE approach. Fig. 7 shows the total wind power output by two different approaches in all simulation periods. It is observed that the total wind power generation using the DD-DNE method is no less than that using the O-DNE method, and the former is even significantly higher than the latter in some hours. Therefore, the proposed method performs better in terms of reducing wind power curtailment and promoting wind power integration. The total costs of dispatch simulations by two approaches are plotted in Fig. 8 . In all simulation periods, the total cost of the DD-DNE method is less than or equal to that of O-DNE, and considerable financial benefits can be observed in many periods. Hence, the proposed method can also improve the overall economic efficiency of real-time dispatch.
We also compare the robustness of the two approaches by examining their effectiveness under worst-case scenarios. We first construct the set of probability functions P using the first two moments of the historical data. Then we calculate the probabilities that the dispatchable wind is covered by the designed ranges under the worst-case scenarios using formula (17)- (21) (see Appendix C). We compare the robustness of the two approaches in Fig. 9 , which shows that the DD-DNE approach performs in a more consistent and robust way than the O-DNE approach in the worstcase scenarios.
B. Modified IEEE 118-Bus System
The modified IEEE 118-bus system consists of 186 lines, 76 conventional generators, and 10 wind farms. Wind data of this test system are also extracted from 10 sites in the Eastern Wind Dataset by NREL. Dispatch simulations are also performed using this system to test the performance of the proposed approach. The total simulation time of 240 runs in this case is 388s. Simulation results of total wind power generation and total dispatch costs are show in Figs. 10 and 11 , respectively. In all simulation periods, the total wind power outputs of the DD-DNE method are equal to or higher than those of the O-DNE approach, and the total costs using the DD-DNE limits are equal to or lower than those with the O-DNE limits. The comparison shows that the DD-DNE is better than the O-DNE in absorbing wind energy, leading to a lower total generation cost. This result also verifies that the effectiveness of the proposed model can scale up in large-scale power systems.
C. Computational Performance
The performance of the strong extended MILP formulation is demonstrated by comparing with the original MILP formulation. Both formulations are solved using the delayed constraint and column generation algorithm to calculate the dispatch ranges for the 6-bus and 118-bus systems in t = 1, and the master problems (MP) are solved using the MILP solver of Gurobi. The root node gap (an indicator for the strength of the added valid inequalities. In this case, adding extended formulation is equivalent to adding valid inequalities. For the root node gap, the less the better), the number of branch nodes (another indicator for the strength of the added inequalities. The less the better), and computation time in each MP iteration of the delayed constraint and column generation procedure of the two systems are shown in Table I and II, respectively. In the test case of the 6-bus system, the delayed constraint and column generation procedure converges in two iterations using both formulations. In each MP iteration, the root node gap of the extended formulation is much smaller than that of the original formulation. Moreover, no branch is needed in the extended formulation, while some nodes are branched in the original formulation. These results reflect that the extended formulation is tighter than the original formulation. Consequently, the extended formulation costs less computation time than the other formulation. The advantage of the extended formulation over the original one is more obvious with large-scale problems. As shown in Table II , the original formulation needs to explore a significant number of nodes even in the first-round MP iteration, and the solver fails in obtaining a solution within predefined time limits (1800 seconds) using this formulation. In contrast, the extended formulation, again with a smaller root node gap, needs no further node exploration, with which the delayed constraint and column generation procedure succeeds in converging in two iterations, consuming 2.56 seconds. It is shown that the computation efficiency is significantly improved by employing the extended formulation, which makes the DD-DNE method scalable to largescale problems. Considering the fact that the interval for running the range determination is 5-15 minutes, the practicality of the proposed model is promising for industrial use.
VI. CONCLUSION
In this work, we study the potential issues in an existing variable resource dispatch framework (DNE) that is in the implementation process in ISO New England. We propose a data-driven approach to calculate wind dispatch ranges, in which we maximize the probability that the dispatchable wind power will be covered by dispatch ranges. We approximate the uncertainties of dispatchable wind power by exploring the historical wind dispatch data and propose efficient algorithms to solve the wind dispatch range determination problem. The computational experiments have demonstrated that the proposed data-driven approach outperforms the original DNE approach in terms of wind power utilization and that the computational expense is moderate.
APPENDIX A A STRONG EXTENDED FORMULATION
We present the procedure based on results in [18] , [23] to produce a strong extended reformulation for the set defined by (7) and (9) . First, rewrite (9) as follows We introduce binary variables d j (m ) m = 1, .., k + 1. Then the set defined by (7) and (9) can be rewritten in the following extended formulation: This procedure can be applied to (8) and (9) and obtain a strong extended formulation.
APPENDIX B LINEARIZATION TECHNIQUE
In (12) , there are products of binary variables with continuous variables, i.e., π i t i . To linearize π i t i , π i needs to be bounded. Since π is the dual vector of the following linear program: 
The linear program above is feasible (zero vector is a trivialy feasible solution). Therefore, by duality theorem, the dual linear program has a bounded optimal solution. Hence, we can assume the dual vector π is bounded by a big number M , e.g., −M ≤ π i ≤ M i = 1, ..., q. Therefore, we can use McCormick linearization technique [25] to linearize π i t i :
When t i = 1, it enforces g = π i and (16) is redundant. When t i = 0, it enforce g = 0 and (15) are redundant. Therefore, g = π i t i at integral values of t i .
APPENDIX C WORST-CASE PROBABILITY USING UNCERTAINTY SETS
Worst-case probabilities are often used in data-driven optimization in the case of incomplete information about uncertain parameters. We compare the probabilities (that the dispatchable wind is covered by the designed ranges (by ODNE and DDDNE, respectively)) evaluated with the worst-case probability distribution functions.
When information of the uncertain parameters are incomplete (e.g., only estimates on the mean (μ) and covariance (δ) are known), we characterize the uncertainty as a set P of probability functions p r : R n → R, whose first two moments equal to μ and δ, respectively, i.e., P := {p r (ξ) : R n → R | p r (ξ) ≥ 0, A sharp lower bound on the probability P p r { ≤ ξ ≤ u}, where p r ∈ P, can be obtained using using the following semidefinite optimization problem [12] .
s.t. 
where Z i ∈ S n (symmetric n × n matrices), η i ∈ R n , and λ i ∈ R for i = 1, ..., 2n.
