We refer to the distance between optimal solutions of integer programs and their linear relaxations as proximity. In 2018, Eisenbrand and Weismantel proved that proximity is independent of the dimension for programs in standard form. We improve their bounds using existing and novel results on the sparsity of integer solutions. We first bound proximity in terms of the largest absolute value of any full-dimensional minor in the constraint matrix, and this bound is tight up to a polynomial factor in the number of constraints. We also give an improved bound in terms of the largest absolute entry in the constraint matrix, after efficiently transforming the program into an equivalent one. Our results are stated in terms of general sparsity bounds, so any new results on sparse solutions immediately improves our work. Generalizations to mixed integer programs are also discussed.
Introduction
Let A ∈ Z m×n with rank(A) = m, c ∈ Z n , and b ∈ Z m . For k ∈ {1, . . . , m}, denote the largest absolute value of a minor of order k of the matrix A by ∆ k := ∆ k (A) := max{| det(B)| : B is a k × k submatrix of A}.
Note that ∆ 1 = A ∞ is the largest absolute entry of A. For simplicity, we set ∆ := ∆ m .
We consider the standard form integer program max{c ⊺ z : Az = b, z ∈ Z n ≥0 } (IP) and its linear relaxation
Throughout, we assume that (IP) is both feasible and bounded. Given an optimal vertex solution x * to (LP), we investigate the question of (LP) to (IP) proximity: can we bound the distance from x * to some optimal solution z * of (IP)? We refer to any bound τ on x * − z * 1 as a proximity bound. Proximity bounds have a variety of implications in the theory of integer programming. For example, a proximity bound of τ translates into a bound of τ · c ∞ on the so-called integrality gap [8, 13, 14] . Furthermore, strong proximity bounds reduce the time needed for a local search algorithm to find an optimal (IP) solution starting from an optimal (LP) solution [11] .
One of the first seminal results on proximity is by Cook et al. [8] , who established that there exists an optimal solution z * to (IP) satisfying z * − x * ∞ ≤ n · max{∆ k : k ∈ {1, . . . , m}}.
Cook et al. actually consider problems in inequality form, i.e., with constraints Ax ≤ b rather than Ax = b, but their results easily translate to the standard form setting. A closer analysis reveals that ∆ suffices for the standard form problem rather than max{∆ k : k ∈ {1, . . . , m}} stated in (1) . Furthermore, if we naively extend (1) to a bound on proximity in terms of the ℓ 1 -norm, then we obtain z * − x * 1 ≤ n 2 ∆. Another closer analysis gives us the bound
See the proof of Lemma 3 for the two 'closer analyses' referred to above. Cook et al.'s bound has been generalized to various problems including those with separable convex objective functions [13, 14, 24] or with mixed integer constraints [20] , and extended to alternative data parameters such as k-regularity [17, 25] and the magnitude of Graver basis elements [12] . Notice that the proximity bound in (2) depends on the dimension. In 2018, Eisenbrand and Weismantel [11] proved that proximity can be bounded independently of the dimension by establishing the bound
The proof of (3) involves the Steinitz Lemma [23] . By applying a different norm in the Steinitz Lemma, Eisenbrand and Weismantel's result can be restated as
The proximity bounds (3) and (4) also hold for standard form problems with additional upper bound constraints on the variables. As for lower bounds on proximity, it is not difficult to come up with examples demonstrating z * − x * 1 ≥ m · ∆ and z * − x * 1 ≥ A m ∞ . Aliev et al. [4] give a tight lower bound ∆ − 1 on proximity in terms of the ℓ ∞ -norm when m = 1. However, it remains an open question if (2), (3), or (4) is tight in general. To this end, Oertel et al. established that the upper bound z * − x * 1 ≤ (m + 1) · (∆ − 1) holds for most problems, where 'most' is defined parametrically with b treated as input [18] .
Statement of Results and Overview of Proof Techniques
The focus of this paper is to create stronger proximity bounds. Recall that ∆ := ∆ m . Our first main result is an improvement over (4) for fixed ∆. We always consider the logarithm log(·) to have base two.
Theorem 1 For every optimal (LP) vertex solution x * , there exists an optimal (IP) solution z * such that
Theorem 1 demonstrates that proximity in the ℓ 1 -norm between (IP) solutions and (LP) vertex solutions is bounded by a polynomial in m and ∆. We focus on vertex solutions because proximity may depend on n for general non-vertex (LP) solutions. For example, suppose that c = 0 and take any feasible solution to (LP), which is optimal in this case, such that each of the n components is in 1 /2 + Z.
Our second main proximity result is in terms of A ∞ after A is transformed by a suitable unimodular matrix. Recall that a unimodular matrix U ∈ Z m×m satisfies | det(U )| = 1, so the m × m minors of U A have the same magnitudes as those of A. Moreover, the optimal solutions of (IP) are the same as the optimal solutions to max{c
If we know an m × m submatrix B of A satisfying | det(B)| = ∆, then in polynomial time we can find a unimodular matrix U such that U B is upper triangular, which implies that ∆ ≤ U B m ∞ . Here, we can apply Theorem 1 to obtain the bound
The previous bound is predicated on the knowledge of an m × m submatrix of maximum absolute determinant, which is NP-hard to find [16] . However, Di Summa et al. [9] established that this submatrix can be approximated in polynomial time. In particular, they demonstrated that there exists an m × m submatrix B of A satisfying ∆ ≤ | det(B)| · (2 log(m + 1)) m/2 (6) that can be found in time polynomial in m and n. 3 Similarly to the above, there exists a unimodular matrix U ∈ Z m×m for which U B is upper triangular that can also be found in polynomial time. We can use this approximate largest absolute determinant to derive our second main result. We denote the linear relaxation of (U -IP) by (U -LP).
Theorem 2 Let B be an m × m submatrix B of A satisfying (6) and U ∈ Z m×m a unimodular matrix such that U B is upper triangular. Then for every optimal (U -LP) vertex solution x * , there exists an optimal (U -IP) solution z * satisfying
It is worth reemphasizing that the proximity bound in Theorem 2 can be determined in polynomial time, which is in contrast to the bound in (5) , and the dependence on m is significantly less than the bound in (3). The proofs of Theorems 1 and 2 are based on combining proof techniques of Cook et al. [8] with results on the sparsity of optimal solutions to (IP). The support of a vector x ∈ R n is defined as
A classic theorem of Carathéodory states that | supp(x * )| ≤ m for every optimal vertex solution of (LP). It turns out that the minimum support of an optimal solution to (IP) is not much larger. Denote the minimum support of an optimal solution of (IP) by S := min {| supp(z * )| : z * is an optimal solution for (IP)} .
Aliev et al. [2] established that
For other results regarding sparsity, see [3, 10, 19] for general A and [5, 6, 7, 22] for matrices that form a Hilbert basis. See also the manuscript of Aliev et al. [1] , who give improved sparsity bounds for feasible solutions to special classes of integer programs and provide efficient algorithms for finding such solutions. Using sparsity, we derive the following proximity bound which forms the basis for Theorems 1 and 2.
Lemma 3 For every optimal (LP) vertex solution x * , there exists an optimal (IP) solution z * such that
Lemma 3 improves (2) by replacing the dependence on the dimension n to m + S. Lemma 3 is stated for a generic sparsity bound, so one could use it together with (7) to achieve a proximity bound in terms of ∆ and A ∞ . In order to provide a bound for proximity that is uniform in the data parameter, we prove a new sparsity result in terms of ∆.
Theorem 4 There exists an optimal (IP) solution z * such that
Our proximity bounds can be generalized to mixed integer programs. Given an index set I ⊆ {1, . . . , n}, the mixed integer program with integrality constraints indexed by I is
Similarly to [2, Corollary 4], we establish the extension of Theorem 4 to (MIP).
Corollary 5 There exists an optimal (MIP) solution z * satisfying
We obtain the following proximity result by applying Corollary 5.
Corollary 6 For every optimal (LP) vertex solution x * , there exists an optimal (MIP) solution z * such that
Our results also extend to integer programs in general form. Let A ∈ Z m×n and B ∈ Z m×d be matrices satisfying rank([A, B]) = m. Note that it is not necessary to assume that rank(A) = m in our general form results.
We define the general form linear program (GLP) similarly. Previously cited bounds on proximity hold for (GIP). However, our analysis reveals that proximity for (GIP) depends on the potentially smaller data parameter
If t = 0 and d = 0, then (GIP) is a standard form problem and δ = ∆ m (A). If m = 0 and n = 0, then (GIP) is an inequality form problem and δ = max{∆ k (C) : k ∈ {1, . . . , d}}.
Corollary 7
For every optimal (GLP) vertex solution x * , there exists an optimal (GIP) solution z * such that
The proximity bound in Corollary 7 coincides with the best known bounds in both the standard setting and the inequality form setting. Going beyond integer linear optimization problems, it would be ideal for proximity bounds in terms of sparsity to extend to integer programs with separable convex objective functions (see [13, 14] for similarities between the linear and separable convex setting). However, for separable convex maximization problems, strong proximity bounds do not exist for exact solutions, in general, even though sparsity results apply. In contrast, for separable convex minimization problems, strong sparsity bounds do not exist for exact solutions, in general, even though the classic proximity techniques apply.
In the remainder of this paper, we provide the proofs of our results. In Section 2, we first present our proofs of the proximity bound derived from a generic sparsity bound (Lemma 3) and the novel sparsity bound (Theorem 4 and Corollary 5), because the proofs of the proximity results depend on these. Then in Section 3, we provide the proofs of the proximity results for the standard form integer programs (Theorem 1 and Theorem 2). The proof of the mixed integer case (Corollary 6) is omitted because it is the same as the proof of the pure integer case except that a different sparsity bound is applied. Additionally, we provide a proof of the proximity result in the general form setting (Corollary 7).
Proofs regarding sparsity
Given A ∈ R m×n and I ⊆ {1, . . . , n}, we let A I ∈ R m×|I| denote the columns of A indexed by I. If I = {i} for some i ∈ {1, . . . , n}, then A i := A I . Similarly, given u ∈ R n , we let u I ∈ R |I| denote the components of u indexed by I.
Proof (of Lemma 3)
. We prove the result by projecting the optimization problems onto the union of the supports of x * and an optimal (IP) solution with minimal support. Letz ∈ Z n ≥0 be an optimal (IP) solution with minimum support. By the definition of S we have | supp(z)| = S. As x * is an optimal vertex solution of (LP), we also have | supp(x * )| ≤ m. Define H := supp(x * ) ∪ supp(z), and note that
If n = m, then A is invertible and there exists a unique solution A −1 b to the system Ax = b. In this case x * =z = A −1 b. Therefore, x * −z 1 = 0. For the rest of the proof, we assume that n > m and H = {1, . . . , |H|}.
Consider the optimization problems
Observe that x * H is an optimal basic feasible solution for (LP2), andz H is an optimal solution for (IP2).
Rewrite (LP2) in inequality form as follows:
where I H is the |H|× |H| identity matrix. Partition the rows of −I H into D 1 and D 2 such that D 1zH < D 1 x * H and D 2zH ≥ D 2 x * H . Define the polyhedral cone
Observe thatz H − x * H ∈ K.
The cone K is pointed because the submatrix defined by D 1 and D 2 in (9) has rank |H|. Thus, there exists a set U := {u 1 , . . . , u t } ⊆ R |H| \ {0} that generates the extreme rays of K, i.e.,
and u i satisfies |H| − 1 linearly independent constraints in (9) at equality for each i ∈ {1, . . . , t}.
Also, eachũ ∈ U can be scaled to have integer components and satisfy ũ ∞ ≤ ∆.
Proof. Set T := supp(ũ) and without loss of generality assume T = {1, . . . , |T |}.
Recall thatũ satisfies a set of |H| − 1 linearly independent constraints in (9) at equality. One such set is composed of |H| − |T | constraints from the system D 1ũ ≤ 0, D 2ũ ≥ 0 and |T | − 1 constraints from 0 = A Hũ = A TũT . By this choice of constraints, it follows that Ifū i = 0, thenū = 0 and soũ = 0. However, this contradicts thatũ ∈ U . Hence, u i = 0. Scaleū such that |ū i | = | det(A I )|. Applying Cramer's rule demonstrates that
Hence,ū, and consequentlyũ, can be scaled to have integer components with ũ ∞ ≤ ∆. This proves the claim.
⊓ ⊔
For the rest of the proof, we assume that eachũ ∈ U is scaled such that the conclusions of Claim 8 hold.
Recallz H − x * H ∈ K. By Carathéodory's theorem, there exists an index set I ⊆ {1, . . . , t} with |I| = |H| and λ i ∈ R ≥0 for each i ∈ I such that
Proof (of Theorem 4). Let z * be an optimal solution of (IP) with minimum support. The definition of S states that S := | supp(z * )|. DefineÃ ∈ Z m×S as the submatrix of A corresponding to the support of z * . If S ≤ 2m, then the result holds. Thus, assume that S > 2m which implies log( S /m) < ( S /m) − 1. Theorem 1 in Aliev et al. [2] states that S < m + log det(ÃÃ ⊺ ) .
The Cauchy-Binet formula for det(ÃÃ ⊺ ) states that
See, e.g., [15] . Combining the previous inequalities yields
Therefore,
Proof (of Corollary 5). Let z * be an optimal (MIP) solution with minimal support. By applying Theorem 4 to the standard form integer program with constraint matrix A I and right hand side b − A J z * J ∈ Z m , where J := {1, . . . , n} \ I, we see that
Similarly, by considering the standard form linear program with constraint matrix A J and right hand side b − A I z * I , we see that | supp(z * J )| ≤ m. Hence,
Results on proximity
Proof (of Theorem 1). For now, assume that m ≥ 2. Combining Lemma 3 with Theorem 4 demonstrates that there exists an optimal (IP) solution z * satisfying
This completes the proof when m ≥ 2.
It is left to consider the case m = 1. Here we have ∆ = A ∞ . The proximity bound (3) states that there exists an optimal solution z * to (IP) satisfying
This completes the proof.
⊓ ⊔
We use the following result to prove Theorem 2.
Lemma 9 (Theorem 1 in [9] ) For every ǫ > 0, there exists an m × m submatrix B of A satisfying
The matrix B can be found in time that is polynomial in m, n, and 1/ǫ.
Notice that selecting ǫ = 1/m in Lemma 9 yields the approximation factor ∆ ≤ | det(B)| · (e · ln (m + 1))
which is precisely (6) .
Proof (of Theorem 2). Let B be an m × m submatrix of A satisfying (6) . There exists a unimodular matrix U ∈ Z m×m such that U B is an upper triangular matrix with non-negative diagonal entries d i . The so-called row-style Hermite normal form is a transformation satisfying these properties, and the corresponding unimodular matrix U can be computed in polynomial time, see [21] . Unimodular matrices preserve the absolute value of m × m determinants, so | det(B)| = | det(U B)|. By (6) we see that
∞ · (2 · log(m + 1)) m/2 . Therefore, we may apply Theorem 1 to obtain the bound
Next, we present a proof of Corollary 7. We advise the reader that the proof is similar to the proof of Lemma 3.
Proof (of Corollary 7). Let z * be an optimal solution to (GIP) with minimal support on the first n components. Consider the n-dimensional integer program obtained by fixing the last d variables of (GIP) to the last d components of z * . Similarly, consider the n-dimensional linear program obtained by fixing the last d variables of (GLP) to the last d components of x * . These lower dimensional problems are in standard form. Therefore, by applying Theorem 4 to these lower dimensional problems and recalling ∆ m (A) ≤ δ, we see that
The conclusion of Corollary 7 follows directly from the inequality
and we complete the proof of the corollary by demonstrating that the latter inequality holds. For this, we project the original optimization problems onto the union of the supports of x * and z * . To simplify the presentation, we assume thatS = n + d. The other case is similar. As in the proof of Lemma 3, we create a pointed cone from the constraints defining (GIP). In order to assure a pointed cone, we introduce redundant constraints. Let Observe that z * − x * ∈ K. Moreover, the introduction of b 3 and I d ensures that rank(D) = n + d and that K is pointed. Let U be a finite set generating the extreme rays of K. The proof of Claim 8 can be used to demonstrate that for eachũ ∈ U we have | supp(ũ)| ≤ min{m + t + 1, n + d}, and eachũ ∈ U can be scaled such thatũ ∈ Z n+d and ũ ∞ ≤ δ. The main difference that arises when repeating this proof is that the matrices D 1 and D 2 contain rows of [0, C] rather than simply rows from the identity matrix as was the case in the proof of Lemma 3. It is this difference that necessitates the choice of the data parameter δ and dictates its definition.
By Carathéodory's theorem, there exist k ≤S vectors u 1 , . . . , u k ∈ U and coefficients λ 1 , . . . , λ k ∈ R ≥0 such that z * − x * = k i=1 λ i u i . Because z * − k i=1 ⌊λ i ⌋u i is also an optimal solution to (GIP), we can assume, without loss of generality, that λ 1 , . . . , λ k < 1 (the reasoning is similar to that in the proof of Lemma 3). This implies that
