Abstract-A novel power attack resistant cryptosystem is presented in this paper. Security in digital computing and communication is becoming increasingly important. Design techniques that can protect cryptosystems from leaking information have been studied by several groups. Power attacks, which infer program behavior from observing power supply current into a processor core, are important forms of attacks. Various methods have been proposed to countermeasure the popular and efficient power attacks. However, these methods do not adequately protect against power attacks and may introduce new vulnerabilities. In this work, we addressed a novel approach against the power attacks, i.e., Dynamic Voltage and Frequency Switching (DVFS). Three designs, naive, improved and advanced implementations, have been studied to test the efficiency of DVFS against power attacks. A final advanced realization of our novel cryptosystem was given out, which achieved enough high power trace entropy and time trace entropy to block all kinds of power attacks, with 27% energy reduction and 16% time overhead for DES encryption and decryption algorithms.
I. INTRODUCTION
This paper describes a novel DVFS approach to improve the security of cryptographic algorithms. Our approach uses hardware techniques to obscure the cryptoprocessor's activities, making it more difficult to attack. Differential power analysis (DPA), which identifies cryptographic keys by monitoring processor power supply current, is a very real thread that has been used to break the security of smart cards [1] . Our new method makes it substantially harder for an attacker to use DPA against a secure system.
Security is emerging as a discipline of utmost importance. This is especially true for embedded systems due to several unique security challenges [2] . Cryptography is the best known answer to these challenges, as it provides a way to securely encode digital information [3] . A cryptographic scheme is an encryption function C = f (K, P ) that maps an unprotected block of bytes P (plaintext) into a secure block of bytes C (cyphertext), and gives an easy way (a decryption function P = f −1 (K, C)) to recover the plaintext from the cyphertext if some additional information K (key) is available. Cryptographic algorithms can be implemented as hardware ASIC (Application Specific Integrated Circuits), software routines running on embedded cryptography processor (cryptoprocessor), or hybrid hardware-software modules. In this paper, we use a cryptoprocessor as a part of our novel cryptosystem, and try to realize a cost effective, flexible and power attack resistant platform for cryptographic algorithms software implementation.
Numerous attacks have been devised to break cryptoprocessor and can be classified into three categories, i.e., software attacks [4] , microprobing/physical attacks [5] , and side-channel attacks [6] . Software attack uses the normal communication interface of the processor and exploits security vulnerability found in the protocols, cryptographic algorithms, or their implementation. Microprobing is an invasive technique that involves physical manipulation of the cryptoprocessor by depackaging, layout reconstruction, manual microprobing and memory/bus readout. Side-channel attacks include timing analysis [7] , power analysis [1] , electromagnetic analysis [8] and fault induction [9] . Here, we are most interested in protection of cryptoprocessor against power attacks, which are considered as a fundamental class of attacks that are practically quite difficult to defend against.
Various countermeasures against power attacks have been proposed to remove the symptoms that make an cryptoprocessor vulnerable to monitoring and analysis of side-channel information. The proposed defenses, for example, reduction of signal sizes [1] , introduction of noise to signals [10] , self-timed circuit [11] , [12] , masking techniques [13] , [14] , and duplication techniques [15] , mainly try to make it more difficult to measure. These techniques either make the sample size for the analysis significantly large, or try to break the ability of the attacker to correlate information which is used for statistical analysis to work.
In this work, we propose a novel cryptosystem design using Dynamic Voltage and Frequency Switching (DVFS) against all kinds of power attacks. We show that naive random changes to the operating voltage and frequency are not sufficient to obscure the operation of the encryption system. We develop advanced circuit methods that substantially obscure encryption operations at minimum hardware cost in addition to much power savings without missing the timing deadline. The remainder of this paper is organized as follows. Section II presents some background material and motivates this work. Section III describes the novel cryptosystem design and experimental results. Section IV concludes this paper.
II. BACKGROUND AND MOTIVATION
This section describes previous work that motivates our study of DVFS. Specifically, we briefly introduce a typical cryptographic algorithm, DES algorithm, which will be used as a benchmark to test the efficiency of our novel cryptosystem. Then we discuss power attack techniques, which include Simple Power Attack (SPA) and Differential Power Attack (DPA). We also review the traditional idea of DVFS and show the potential of DVFS in the design of tamper resistant cryptosystem. Finally we point out the issues our novel approach needs to address and motivation of this work.
A. Data Encryption Standard
The DES [16] algorithm is the most widely used symmetric cryptographic algorithm. It uses 64 bits for the key, of which 56 bits are used for encryption and decryption while the other 8 bits are used for error detection in key generation, distribution and storage. The plaintext is permuted first before it goes to the encryption process. The core of the DES encryption process consists of 16 identical rounds, each of which has its own sub secret key, called K n(n = 1, 2, ...16). Each Kn is 48 bits produced from the original secret key using key permutation and shift operations. Each round consists of 8 S-box selection functions. Each of the unique selection functions, S1, S2,..., S8, takes a 6-bit block as input and yields a 4-bit block as output. For DES decryption algorithm, it is the reverse of encryption algorithm.
B. Power Attacks

B.1 Simple Power Attack
SPA is based on measuring and analyzing power traces during cryptographic computations. Basically by using inspection, the attacker analyzes the trace and identifies executed instructions (such as whether a branch at time t is taken or not taken or whether a multiplication or squaring operation is performed) and derives data bits of the involved operands (including secret keys). Due to its straightforward methodology, protecting against this type of simple attack can be achieved fairly easily by restructuring the code [17] , introducing noise into power measurement by adding dummy modules which are activating at random intervals [10] , etc. The key point of countermeasures is tuning the power traces to prevent information leakage.
B.2 Differential Power Attack
DPA is currently the most popular high order power analysis and is a very real threat which has been used to break the security of smart cards. This scheme utilizes power traces gathered from several runs and relies on the power consumption variation due to data dependency to break the key. It proceeds as follows. A DPA attack begins by running the encryption algorithm for N random values of plaintext inputs. For each of the N plaintext inputs, P i, a discrete power signal, Si [j] , is collected using high speed analog to digital converters and the corresponding ciphertext, Ci, may also be collected. The power signal Si[j] is a sampled version of the power consumed during the execution of the algorithm that is being attacked. The index i corresponds to the Pi that produces the signal and the index j corresponds to the time of the sample. After the data collection, the attacker makes a hypothesis about the key. For example, if the target algorithm is DES algorithm, a typical prediction might be that the 6 key bits entering S-box4 are equal to '011010'. If correct, an assertion of this form allows the attacker to compute four bits entering the second round of the DES computation. If the assertion is incorrect, however, an effort to predict any of these bits will be wrong roughly half the time. For any of the four predicted bits, the Si[j] signals are split into two sets using a partitioning function, D(.):
The next step is to compute the average power signal for each set:
where S0 + S1 = N . By subtracting the two averages, a discrete time DPA bias signal, T [ j] , is obtained:
If the original hypothesis is incorrect, the criteria, D(.) function, used to create the subsets will be approximately random. Any randomly chosen subset of a sufficiently large data set will have the same average as the main set. As a result, the difference ,T [j], will be effectively zero at all points, and the attacker repeats the process with a new guess. If the hypothesis is correct, however, choice of the subsets will be correlated to the actual computation. In particular, the second round bit will be '0' in all traces in one subset and '1' in the other. When this bit is actually being manipulated, its value will have a small effect on the power consumption, which will appear as a statistically significant deviation from zero in the T [ j] . This method allows the attacker to learn all 48 bits of the subkey for the 16th round. The remaining 8 bits can be found by brute force or by successively applying this approach backward to previous round.
From the above description, we can see that there is a very important assumption about DPA, i.e., the output of the S-Box must occur at a fixed time or the operational frequency of the cryptoprocessor must be constant. Thus, traces collected by an attacker can be correlated in time, so that the statistical analysis is 
C. Dynamic Voltage and Frequency Switching
DVFS was proposed as an effective approach to reduce energy and realized in two levels, low-level hardware support [18] , [19] and high-level software support(operating system, compiler, etc) [20] , [21] . In most current low-power DVFS processor designs [22] - [24] , the voltage range is limited from full supply voltage V dd to approximately half V dd at most, for example, the voltage ranges and frequency ranges are 1.0V-1.8V and 153M-333MHz for IBM PowerPC 405LP processor, 0.8v-1.3v and 300M-1GHz for Transmeta Crusoe TM5800 processor, and 0.95V-1.55V and 333M-733MHz for Intel Xscale 80200 processor. Theoretical study [19] showed that extending the voltage range below 1/2V dd will improve the energy efficiency for most processor designs, while extending this range to subthreshold operation is beneficial only for very specific applications.
D. Motivation
Based on the above analysis, we propose a new defense against the power attacks (SPA and DPA), which is effective, simple to implement and, unlike previous defenses, does not require algorithmic alterations. The defense is based on the implicit assumption of power attacks that the operational frequency of the cryptoprocessor is constant and thus, traces collected by an attacker can be correlated in time, so that the statistical analysis is feasible. The way to realize it is dynamic voltage and frequency switching during the execution of a cryptographic algorithm. Its methodology and implementation will be explained in the next section.
III. CRYPTOSYSTEM DESIGN
Our novel power attack resistant cryptosystem is composed of processor core, DVFS Feedback Loop (DVFSFL), and DVFS Scheduler (DVFSS), as shown in Figure 1 . The DVFSFL [18] , [19] takes the value of desired Voltage/Frequency (V/F) as an object, which is stored in a internal register by the DVFSS. DVFSFL physically implements the desired supply voltage and operating frequency by using ring oscillator, phase locked loop, etc, and finally outputs the supply voltage to the cryptoprocessor core. The DVFSS unit randomly generates a voltage or frequency (V/F) value under certain limits and stores it in the register. This unit requires some timing information about the application program from the Operating System (OS), for example, the desired running time. In this work, we focus our attention on the design of DVFSS unit which effectively makes our cryptosystem unbreakable by power attacks.
A. DVFS Efficiency Metrics
In order to quantitatively measure the efficiency of our DVFS technique against power attacks, we define three metrics: Signal Trace Entropy (STE), Energy Overhead (EO) and Time Overhead (TO). STE measures the uncertainty of the signal trace monitored by the attacker over time. To calculate STE, we bin the signal values in a signal trace into N equally spaced containers, and count the number of signal values in each container, ni. Then STE can be expressed as Equation (4) . Specifically in this work, we use Power Trace Entropy (PTE) and Time Trace Entropy (TTE) to represent the uncertainty of the power traces and the clock period traces, respectively. The power trace measures the power consumption for each clock cycle during the algorithm execution; while time trace gives the clock period for each clock cycle. For EO and TO, they measure the energy overhead and time overhead caused by using DVFS. We define V dd normal and F normal as the normal supply voltage and the normal operating frequency for the cryptoprocessor without DVFS. In general, they are the highest supply voltage and frequency. When the supply voltage is switched to a lower value v dd scale , the operating frequency f scale is scaled according to Equation (5), where V th represents threshold voltage. Finally, EO and TO can be expressed as Equation (6) and Equation (7), respectively, where T NCC is the total number of clock cycles, and Ci is the capacitive load for ith clock cycle.
B. Experimental Setup For the following designs and experiments, we make some reasonable assumptions. (1) In order to test the efficiency of the DVFSS unit, the underlying hardware of the DVFSFL unit is assumed to be realized already and implements DVFS from full range 1.8V/450MHz to 0.9V/250M. Furthermore, we abstract its function as a software program to communicate with the cryptoprocessor and the DVFSS unit. (2) The power overhead for the cryptoprocessor switching from high voltage/high frequency mode to low voltage/low frequency mode and vice versa is negligible. This assumption is tested to be reasonable in [18] , [19] . For the power consumption by DVFSS unit and DVFSFL unit, it is not counted when we measure the power traces and it is much less than that consumed by the cryptoprocessor. (3) For the cryptoprocessor, the supply voltage and operating frequency can be changed instantly during any clock cycle. It is an ideal condition. When an application runs for thousands of clock cycles, however, this ideal assumption tends to be true from a statistical viewpoint as voltag/freqquency switching may just take a few clock cycles.
For this work, we implement the DES encryption and decryption algorithms in software as benchmarks, and capture their energy consumption at each clock cycle when running on the processor core by using a customized version of the publicly available SimplePower [25] . The cryptoprocessor is based on the architecture of a five-stage pipelined datapath which consists of the instruction fetch stage IF, the instruction decode stage ID, the execution stage EXE, the memory access stage MEM, and the write back stage WB. The simulator uses validated transition-sensitive and cycle-accurate energy models for both the datapath and memory systems. The flexibility of working with the simulator provides us the ability to monitor the energy consumed in every cycle along with details of actual instructions executed.
C. Cryptosystem Design
For power analysis, the attackers uncover the secret key bits by observing some significant characteristics in the original power traces and the differential power traces after running the algorithm many times. If the measured power signal is random and cannot be repeated by running the algorithm any times using same plaintext and same key, the underlying secret key cannot be broken. Based on this analysis, an efficient power attack resistant method is to realize a random number generating algorithm in the pivotal design of the cryptosystem, i.e. DVFSS unit, which can randomly generate a voltage/frequency value and store it in the designated register. After the random operating voltages are applied to the cryptoprocessor, the output signal will achieve the desired property. In the following, we will implement this DVFSS unit step by step.
C.1 First DVFSS: Naive Design
For each clock cycle of the cryptoprocessor, a naive and extreme design of the DVFSS unit generates a random voltage value (frequency is determined by Equation (5)) and informs the DVFSFL unit to physically implement this voltage and feed it to the processor core. Here, we neglect the time consumed to generate the random number in the DVFSS and the time consumed to implement it in the DVFSFL. This means the DVFSS unit can generate as many random numbers as we want during a clock cycle and the DVFSFL unit can provide the cryptoprocessor with as many new voltage values as it needs in every clock cycle. With this assumption, we can analyze the effectiveness of DVFS against power attacks under the extreme condition. The algorithm of this naive implementation is shown in Figure 2 . The procedure takes V dd normal , F nomral , Signal Done and RW Enable as inputs; the first two signals come from the OS and give initial values for the DVFSS; the third signal is from the processor core which indicates whether the encryption/decryption finishes; and the fourth signal is sent out from DVFSFL to reveal the status of the internal register which stores the desired voltage/frequency value. By using the initial voltage/frequency value, the DVFSS generates random voltage/frequency number every clock cycle and outputs it to the DVFSFL register. DES encryption algorithm is tested in the cryptosystem and the power signal is measured by using customized SimplePower tool. In order to make the statistical results confident, the DES encryption algorithm is run for 1000 times on the naive implementation. The power traces without DVFS and with DVFS each clock cycle are shown in Figure 3 . We list the EO, TO, PTE and TTE in Table I . For Figure 3(b) , it is a typical case. However, its profile is similar as other power trace profiles with DVFS per clock cycle.
Figure 3(a) shows the power behavior of the DES encryption algorithm when running on the cryptoprocessor without DVFS technique. It clearly reveals the 16 DES rounds of operation. Figure 3(b) illustrates the power profile with DVFS per clock cycle, for DES algorithm running on the naive implementation. Although there is a little improvement on the information leakage, Figure 3 (b) still makes the 16 DES rounds obvious. This phenomenon can be explained by the following fact. The total 16 DES rounds need about 211000 clock cycles when completely running on the processor core, and each round consumes about 10 5 clock cycles. For each round, a high power peak value lasts for about 2.5 × 10 4 clock cycles, while a low power peak value lasts for another 2.5 × 10 4 clock cycles. Although the voltage/frequency is randomly changed every clock cycle, which makes the power value for each clock cycle to be a random number, the power peak values still will appear when the power trace is plotted over such a big sample size as 2.5×10 4 clock cycles. This fact makes the naive implementation unable to mask the power consumption and prevent the information leakage. From Table I big reduction on the total energy consumption and a big increase in the total time consumed by the DES algorithm, compared with that without DVFS. 
C.2 Second DVFSS: Improved Design
We now propose an improved design. The algorithm is shown in Figure 4 . The input and output signals of this implementation are same as that of the naive one. For the naive DVFSS, the voltage/frequency is changed every clock cycle and the time consumption for the random number generating algorithm is neglected. In this improved implementation, once the voltage/frequency is changed, the DVFSS unit will wait for a random time period before generating another random voltage/frequency value. As a result, there are two time periods introduced by this implementation, one is the time consumed by the random number generating algorithm, the other is the time consumed for waiting (Here, we still neglect the time consumed for voltage/frequency physical implementation in DVFSFL uint, and we treat it as a fixed time). The first time period is a constant (first order approximation), while the second time period is a random time period. As a final effect, the voltage/frequency is changed randomly in terms of value and generating time. In order to test the efficiency of this implementation, power and clock period are measured and calculated per clock cycle. To quantify the statistical properties of these two cases, the algorithm implementation is modified. The total number of random voltage/frequency values is fixed to 10 (for 1st case) or 211 (for 2nd case), while the voltage/frequency values and the time when the voltage/frequency values are generated are randomly determined. The experiments are repeated to 1000 times to make the statistics confident. Finally, the EO, TO, PTE, and TTE are listed in Table II . It shows that the second case with short waiting time improves the PTE, TTE and EO compared with the first case with 1.06% more time consumption. Although the first case will appear with small probability when the cryptography algorithm runs on our cryptosystem, this case should be avoided. To implement the advanced DVFSS unit, there are two problems we need to solve. The first is long random waiting time which should be avoided. The second is tradeoff between energy reduction and timing overhead which is a big problem for real time cryptographic applications with restricted deadline time.
C.3 Third DVFSS: Advanced Design
The algorithm of the advanced design of DVFSS unit is shown in Figure 6 . Two new signals, T B and ET CC, are input to the DVFSS unit from the OS. Signals T B and ET CC are estimations of the timing budget and the total clock cycles for the application program when running on the processor core. Both of them can be generated by the OS after the application program is compiled.
For the advanced DVFSS unit, it first generates a random v dd scale /f scale and stores it in the register for the processor core using it to run the program. After that, it initializes and determines the High limit W T , which represents the high limit of the waiting (a2)) and short random waiting time (for (b1) and (b2))in terms of power traces and clock period traces. For all the four figures, the X axis represents clock cycle number.
time. This limit prevents the DVFSS unit from a long random waiting time. For convenience, this waiting time limit can be calculated by the OS and input to the DVFSS unit. Here we assign it a constant number. During the program running in the processor core, the DVFSS unit iteratively generates random voltage/frequency values. In each iteration, it firstly waits a random time limited by High limit W T , then calculates some timing information, determines the lowest value (LV ) for the next voltage/frequency generation, and produces a random voltage/frequency which is not lower than the LV . As a final step, it outputs the voltage/frequency value to the register. Variables timing and timing space count the total elapsed time and the time elapsed for one iteration, respectively. They are used to calculate the LV . For our cryptosystem, the first goal is preventing the information leakage instead of saving power which is a by-product of DVFS. However, DVFS does bring much timing overhead that is not desired. In order to reduce it, the DVFSS unit first calculate the lower bound, i.e. LV , and then generates the suitable voltage/frequency. Equation 8 shows how to calculate the lower bound for the scaled frequency. And the corresponding scaled supply voltage can be calculated by Equation (5) .
where f scale (i − 1) represents the scaled frequency randomly generated in the (i − 1)th iteration. The summation is done over the number of iterations and calculates the total time elapsed. ∆ is an estimation of the time spent for steps from 16 to 21. The numerator gives the total clock cycles needed to finish the remainder workload, while the denominator gives the total time left for the application program to meet its deadline according to the time budget. Finally, this equation gives the lowest frequency for the processor to finish the application. The DVFSS unit uses this number as a lower bound and generates a random frequency number which is higher than the bound. Figure 7 compares two differential power traces generated by using two different keys and the same plaintext before using DVFS (Figure 7 (a) ) and after using advanced DVFSS (Figure 7 (b) ). And it illustrates the difference between two differential power traces generated by using two different plaintexts and the same key before using DVFS (Figure 7 (c)) and after using our advanced DVFSS (Figure 7 (d) ). For Figures 7 (a) and (b), the secret keys vary in the first bit; while for Figures 7 (c) and (d) the Plaintexts vary in the tenth bit. These bit variations are randomly selected, and same profiles can be observed for other choices. Figures 7 (a) and (c) demonstrate that without DVFS significant information is leaked by using different key bits or different plaintext bits to run the algorithms and doing time correlation. When the advanced DVFSS is used, this information leakage is prevented as shown in Figures 7 (b) and (d) .
Two factors contribute to this good property of our cryptosystem. (1) When the encryption/decryption program runs in our cryptosystem for the first time, operation A is executed at time t; while it is executed at time (t+∆t) when the program runs again. ∆t represents a time shift with positive or negative value. With high probability, it is not equal to zero. As a result, at a fixed time point for many power traces which are achieved by using different plaintexts or keys, different operations are carried out in the processor core. This makes time correlation, which is a very important step in power attacks, impossible. (2) Even if the same operation is executed at time t, the supply voltages for different runs may be different with much probability. This makes the power values at time t for different traces unequal and results in a random number for DPA bias signals. All the two aspects efficiently prevent the advanced cryptosystem from the power attacks, such as SPA and DPA.
To test and quantify the efficiency of our advanced cryptosystem against power attacks, DES encryption and decryption algorithms were run in this cryptosystem for one thousand times. Table III shows the energy overhead, time overhead, power trace entropy, time trace entropy and Long Time Waiting Effect (LTWE) for DES encryption and decryption algorithms. From the table, we can see the PTE and the TTE are greatly increased and much higher than that of the improved implementation. As a result, the LTWE does not exist for DES encryption and decryption algorithms. Furthermore, the TO is much less than that of the previous two implementations with a sacrifice of energy reduction. As an advanced implementation, it overcomes all the shortcomings of the naive and the improved implementations. By adjusting the lowest value for v dd scale /f scale in the algorithm to be a higher value, we can further reduce the time overhead. Experiments show that the TO range for encryption and decryption is about 17% to 5%.
Finally, we compare the performance of our DVFS cryptosystem and the cryptosystem without DVFS by using DES algorithm as a . Difference between power traces generated using two different keys (vary in the first bit of the key) before using DVFS (a) and after using advanced DVFSS (b); Difference between power traces generated using two different plaintext (vary in the 10th bit of the plaintext) before using DVFS (c) and after using advanced DVFSS (d). Table IV . As we can see, our novel cryptosystem obtains 27% energy reduction, 7.5% increase in power trace entroy, and ∞% increase in time trace entroy, with a timing overhead of 16%, compared with the cryptosystem without DVFS. IV. CONCLUSIONS In this paper, we presented a design of novel power attack resistant cryptosystem, which uses dynamic voltage and frequency switching to make the power traces show random property and prevent the power attackers from doing time correlation between different power traces. Experiments were carried out through three levels, naive, improve, and advanced implementations, to test the efficiency and performance of this dynamic voltage and frequency switching approach. For the naive and the improved implementations, they did enhance the resistance of the cryptosystem to the power attacks, but with inborn shortcomings which make this cryptosystem still attackable. Advanced cryptosystem realization overcame all the shortcomings and exhibited excellent efficiency to block the SPA and DPA attacks. DES encryption and decryption algorithms were tested on this advanced cryptosystem. Results show that both the power trace entropy and time trace entropy are high enough to prevent information leakage. While the energy consumption is averagely reduced by 27%, the execution times for both algorithms are delayed for 16%. This advanced DVFSS implementation provides an efficient method to countermeasure the popular power analysis attacks, and is difficult to be broken because of its random property.
