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Abstract
We give the explicit analytic development of any Jack or Macdonald polynomial
in terms of elementary (resp. modified complete) symmetric functions. These two
developments are obtained by inverting the Pieri formula.
Re´sume´
Nous donnons le de´veloppement analytique explicite de tout polynoˆme de Jack ou de
Macdonald sur les fonctions syme´triques e´le´mentaires (resp. comple`tes modifie´es).
Nous obtenons ces deux de´veloppements par inversion de la formule de Pieri.
Version franc¸aise abre´ge´e
Au milieu des anne´es cinquante, Hua introduisait les polynoˆmes zonaux et posait le
proble`me d’en obtenir un de´veloppement analytique explicite [1]. En de´pit de nombreuses
recherches, cette question est demeure´e ouverte.
Elle est de´sormais formule´e dans le cadre plus ge´ne´ral des polynoˆmes de Macdonald.
Les polynoˆmes zonaux sont en effet un cas particulier des polynoˆmes de Jack, qui sont
eux-meˆmes un cas limite des polynoˆmes de Macdonald.
Ces polynoˆmes sont indexe´s par les partitions d’entiers. Ils forment une base de
l’alge`bre des fonctions syme´triques a` coefficients rationnels en deux parame`tres q, t, et
ge´ne´ralisent notamment les fonctions de Schur, les polynoˆmes de Hall–Littlewood, et les
polynoˆmes de Jack.
Les polynoˆmes de Macdonald ont e´te´ de´termine´s par Lapointe, Lascoux et Morse [5],
qui les ont exprime´s comme de´terminants. Cependant les entre´es de ces de´terminants sont
des quantite´s combinatoires qui ne peuvent eˆtre en ge´ne´ral exprime´es analytiquement.
On ne disposait donc jusqu’ici d’aucune formule analytique explicite pour les polynoˆmes
de Jack et de Macdonald. On ignorait notamment leur de´veloppement sur les bases clas-
siques, sauf dans deux cas particuliers : lorsque la partition indexante est de longueur
deux [2], ou lorsqu’elle est de longueur trois [6], ainsi que dans les situations duales ou` les
parts sont au plus e´gales a` 2 ou 3.
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Le but de cette Note est de pre´senter une solution ge´ne´rale a` ce proble`me. Pour tout
polynoˆme de Macdonald nous obtenons deux de´veloppements analytiques explicites. Le
premier se fait sur les fonctions syme´triques e´le´mentaires. Le second sur les fonctions
syme´triques “comple`tes modifie´es”, dont le de´veloppement sur toute base classique est
connu [7].
1 Introduction
In the fifties, Hua posed the problem of finding an explicit analytic formula for the “zonal
polynomials” he had just introduced [1]. In spite of many efforts this question has re-
mained open.
Hua’s problem is now better understood in the more general framework of Macdonald
polynomials. Zonal polynomials are indeed a special case of Jack polynomials, which in
turn are obtained from Macdonald polynomials by taking a particular limit.
Macdonald polynomials are indexed by partitions. They form a basis of the algebra of
symmetric functions with rational coefficients in two parameters q, t, and generalize Schur
functions, Hall–Littlewood polynomials and Jack polynomials.
Lapointe, Lascoux and Morse [5] gave a determinantal expression for Macdonald poly-
nomials. However their method does not lead to an explicit analytic formula, since the
entries of these determinants are combinatorial quantities which in general cannot be
analytically explicited.
Thus Hua’s problem kept open for Macdonald polynomials. Their analytic expansion
was only known when the length of the indexing partition is two [2], or three [6], and in
the dual cases corresponding to partitions with parts at most equal to 2 or 3.
The aim of this Note is to present a general solution to this problem. We give two
explicit analytic developments for any Macdonald polynomial. One of them is made in
terms of elementary symmetric functions. The other one is made in terms of “modified
complete” symmetric functions, which have themselves a known development in terms of
any classical basis [7].
Our method relies on the inversion of the “Pieri matrix”. This is an infinite transition
matrix which has been analytically explicited by Macdonald [8]. We compute its inverse
by the operator method of Krattenthaler [3, 4], such as adapted to the multivariate case
by the second author [9].
Detailed proofs will be given in a forthcoming paper.
2 Macdonald Polynomials
The standard reference for Macdonald polynomials is Chapter 6 of [8].
Let X = {x1, x2, x3, . . .} be an infinite set of indeterminates (an alphabet) and S
the corresponding algebra of symmetric functions with coefficients in Q. Elementary
symmetric functions ek(X), complete symmetric functions hk(X) and power sums pk(X)
form three algebraic bases of S.
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Let q, t be two indeterminates. We define (a; q)0 := 1, (a; q)k :=
∏k−1
i=0 (1 − aq
i), for
k ≥ 1, and (a; q)∞ :=
∏
i≥0(1− aq
i).
A partition λ = (λ1, ..., λn) is a finite weakly decreasing sequence of positive integers,
called parts. The number n = l(λ) of parts is called the length of λ. For any integer
i ≥ 1, mi(λ) := card{j : λj = i} is the multiplicity of i in λ. Clearly l(λ) =
∑
i≥1mi(λ).
We shall also write λ = (1m1 , 2m2 , 3m3, . . .).
Let Q[q, t] be the algebra of rational functions in q, t, and Sym = S ⊗ Q[q, t] the
algebra of symmetric functions with coefficients in Q[q, t]. This algebra is endowed with
some scalar product for which Macdonald polynomials Pλ(X ; q, t) form an orthogonal
basis. Let Qλ(X ; q, t) = bλ(q, t)Pλ(X ; q, t) be the dual basis, with bλ(q, t) specified in [8],
p. 339, Equ. (6.19).
For any k ≥ 0 the “modified complete” symmetric function gk(X ; q, t) is defined by
the generating series ∏
i≥1
(tuxi; q)∞
(uxi; q)∞
=
∑
k≥0
ukgk(X ; q, t).
Then it is known ([8], p. 329, Equ. (5.5)) that the Macdonald polynomial associated with
a row partition (k) is given by Q(k)(q, t) = gk(q, t).
The symmetric functions gk(q, t) form an algebraic basis of Sym. They may be ex-
panded in terms of any classical basis. This development is explicitly given in [8] (p. 311
and 314) in terms of power sums and monomial symmetric functions, and in [7] (Sec. 10,
p. 237) for other classical bases.
The parameters q, t being kept fixed, we shall write Pµ for Pµ(q, t) (resp. Qµ for
Qµ(q, t)).
3 Pieri formula
Let u1, . . . , un be n indeterminates and N the set of nonnegative integers. For θ =
(θ1, . . . , θn) ∈ N
n let |θ| =
∑n
i=1 θi and define
dθ1,...,θn(u1, . . . , un) :=
n∏
k=1
(t; q)θk
(q; q)θk
(q|θ|+1uk; q)θk
(q|θ|tuk; q)θk
∏
1≤i<j≤n
(tui/uj; q)θi
(qui/uj; q)θi
(q−θj+1ui/tuj; q)θi
(q−θjui/uj; q)θi
.
Macdonald polynomials satisfy a Pieri formula ([8], p. 340, Equ. (6.24) (ii)), which
may be analytically explicited as follows ([8], p. 342, Example 2(b)).
Theorem 3.1 (Macdonald). Let λ = (λ1, ..., λn) be an arbitrary partition with length n
and λn+1 ∈ N. For all 1 ≤ k ≤ n define uk := q
λk−λn+1tn−k. We have
Q(λ1,...,λn) Q(λn+1) =
∑
θ∈Nn
dθ1,...,θn(u1, . . . , un)Q(λ1+θ1,...,λn+θn,λn+1−|θ|).
This Pieri formula defines an infinite transition matrix. Indeed let Sym(n+ 1) denote
the algebra of symmetric polynomials in n + 1 independent variables with coefficients in
Q[q, t]. Then the Macdonald polynomials {Qλ, l(λ) ≤ n+ 1} form a basis of Sym(n+ 1),
and so do the products {QµQ(k), l(µ) ≤ n, k ≥ 0}.
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4 Main results
Let u = (u1, . . . , un) and v = (v1, . . . , vn) be 2n indeterminates. We denote by ∆(v)
the Vandermonde determinant
∏
1≤i<j≤n(vi − vj). For a, b two indeterminates and θ =
(θ1, . . . , θn) ∈ N
n we define
c
(a,b)
θ (u; v) :=
n∏
k=1
bθk
(a/b; a)θk
(a; a)θk
(auk; a)θk
(abuk; a)θk
∏
1≤i<j≤n
(aui/buj ; a)θi
(aui/uj; a)θi
(a−θjbui/uj; a)θi
(a−θjui/uj; a)θi
×
1
∆(v)
det
[
vn−ji
(
1− bj−1
1− bvi
1− vi
n∏
k=1
uk − vi
buk − vi
)]
1≤i,j≤n
.
We have the following result.
Theorem 4.1. Let λ = (λ1, ..., λn+1) be an arbitrary partition with length n+ 1. For all
1 ≤ k ≤ n define uk := q
λk−λn+1tn−k. We have
Q(λ1,...,λn+1) =
∑
θ∈Nn
c
(q,t)
θ1,...,θn
(u1, . . . , un; u1q
θ1 , . . . , unq
θn)Q(λn+1−|θ|) Q(λ1+θ1,...,λn+θn). (1)
The reader will easily check that for n = 1 we obtain the result previously given in [2].
For n = 2 we recover the formula announced in a previous note by the first author [6].
Sketch of proof of Theorem 4.1. We invert the infinite transition matrix defined by the
Pieri formula in Theorem 3.1. We accomplish this by applying Krattenthaler’s [3, 4]
operator method for proving matrix inversions as adapted to the multivariate case by the
second author [9].
Let Z denote the set of integers and let β = (β1, . . . , βn), κ = (κ1, . . . , κn), γ =
(γ1, . . . , γn) ∈ Z
n. Defining
fβκ := c
(q,t)
β1−κ1,...,βn−κn
(
u1q
κ1+|κ|, . . . , unq
κn+|κ|; u1q
β1+|κ|, . . . , unq
βn+|κ|
)
, (2)
and
gκγ := dκ1−γ1,...,κn−γn
(
u1q
γ1+|γ|, . . . , unq
γn+|γ|
)
, (3)
our method yields that the infinite lower-triangular multidimensional matrices (fβκ)β,κ∈Zn
and (gκγ)κ,γ∈Zn are inverses of each other, i. e., the orthogonality relation∑
κ∈Zn
fβκgκγ = δβγ, (4)
for all β, γ ∈ Zn, holds.
It is immediately clear from (4) that if (wκ)κ∈Zn and (yκ)κ∈Zn are two multivariate
sequences of indeterminates, then∑
β∈Zn
fβκwβ = yκ for all κ ∈ Z
n, (5)
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if and only if ∑
κ∈Zn
gκγyκ = wγ for all γ ∈ Z
n, (6)
subject to convergence.
Now if in Theorem 3.1, we replace ui by uiq
γi+|γ|, λi by λi + γi, for i = 1, . . . , n, and
λn+1 by λn+1 − |γ|, then we see (after shifting the summation indices) that (6) holds for
yκ = Q(λ1+κ1,...,λn+κn,λn+1−|κ|) and wγ = Q(λ1+γ1,...,λn+γn)Q(λn+1−|γ|), with gκγ given as in
(3). Thus, with fβκ given as in (2), we immediately establish (5) for above values of yκ
and wγ. Setting now κi = 0 for i = 1, . . . , n gives (1).
It is known ([8], p. 327) that there exists an automorphism ωq,t of Sym such that
ωq,t(Qλ(q, t)) = Pλ′ (t, q), ωq,t(gn(q, t)) = en,
with λ
′
the partition conjugate to λ, whose parts are given by mk(λ
′
) = λk − λk+1.
Applying this automorphism to the previous theorem we obtain the following equivalent
result.
Theorem 4.2. Let λ = (1m1 , 2m2 , . . . , (n+1)mn+1) be an arbitrary partition consisting of
parts at most equal to n + 1. For all 1 ≤ k ≤ n define uk := q
n−kt
∑n
j=k mj . We have
P(1m1 ,2m2 ,...,(n+1)mn+1 ) =
∑
θ∈Nn
c
(t,q)
θ1,...,θn
(u1, . . . , un; u1t
θ1 , . . . , unt
θn)
× emn+1−|θ| P(1m1+θ1−θ2 ,2m2+θ2−θ3 ,...,(n−1)mn−1+θn−1−θn ,nmn+mn+1+θn).
5 Analytic developments
Theorem 4.1 (resp. Theorem 4.2) immediately generates the analytic development of any
Macdonald polynomial in terms of the symmetric functions gk (resp. the elementary sym-
metric functions ek), which form an algebraic basis of Sym.
Indeed for any partition µ = (µ1, ..., µl) with length l > 1 let us write
cθ1,...,θl−1(µ) := c
(q,t)
θ1,...,θl−1
(u1, . . . , ul−1; u1q
θ1, . . . , ul−1q
θl−1)
with uk := q
µk−µltl−k−1. Let M(n) be the set of lower triangular n × n matrices with
nonnegative integers. By an obvious iteration we deduce the following analytic expansion
of any Macdonald polynomial.
Theorem 5.1. Let λ = (λ1, ..., λn+1) be an arbitrary partition with length n+1. For any
θ = (θ(i, j))ni,j=1 ∈ M
(n), let us consider a sequence of n partitions {µ(θ, k), 1 ≤ k ≤ n}
where µ(θ, k) has length k + 1 and is defined by
µ(θ, k)i = λi +
n∑
j=k+1
θ(j, i) (1 ≤ i ≤ k + 1).
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We have
Qλ =
∑
θ∈M(n)
n∏
k=1
cθ(k,1)...θ(k,k)(µ(θ, k))
n∏
k=0
gλk+1+
∑n
j=k+1 θ(j,k+1)−
∑k
j=1 θ(k,j)
.
For any partition µ = (1m1 , 2m2 , . . . , lml) having its parts at most equal to l, let us
write
Cθ1,...,θl−1(µ) := c
(t,q)
θ1,...,θl−1
(u1, . . . , ul−1; u1t
θ1 , . . . , ul−1t
θl−1)
with uk := q
l−k−1t
∑l−1
j=kmj . By duality we deduce the following analytic expansion of
Macdonald polynomials in terms of elementary symmetric functions.
Theorem 5.2. Let λ = (1m1 , 2m2 , . . . , (n+1)mn+1) be an arbitrary partition consisting of
parts at most equal to n+ 1. For any θ ∈ M(n) let us consider a sequence of n partitions
{µ(θ, k), 1 ≤ k ≤ n} where µ(θ, k) has parts at most equal to k + 1 and is defined by
mi(µ(θ, k)) = mi +
n∑
j=k+1
(θ(j, i)− θ(j, i+ 1)) (1 ≤ i ≤ k)
mk+1(µ(θ, k)) =
n+1∑
j=k+1
mj +
n∑
j=k+1
θ(j, k + 1).
We have
Pλ =
∑
θ∈M(n)
n∏
k=1
Cθ(k,1)...θ(k,k)(µ(θ, k))
n∏
k=0
e∑n+1
j=k+1 mj+
∑n
j=k+1 θ(j,k+1)−
∑k
j=1 θ(k,j)
.
Remark : The expression given by Theorem 5.1 can be written in terms of raising
operators ([8], p. 9). Writing gµ =
∏
k≥1 gµk , the raising operators Rij act as follows
: Rijgµ = gµ1 . . . gµi+1 . . . gµj−1 . . .. Then
∏n
k=0 gλk+1+
∑n
j=k+1 θ(j,k+1)−
∑k
j=1 θ(k,j)
is exactly(∏
1≤i<j≤n+1R
θ(j−1,i)
ij
)
gλ.
6 Jack polynomials
Jack polynomials are the limit of Macdonald polynomials when t → 1, with q = tα and
α some positive real number ([8], p. 376). We note Pλ = limt→1 Pλ(t
α, t) and Qλ =
limt→1Qλ(t
α, t).
Let (u)k be the classical raising factorial defined by (u)k =
∏k
i=1(u + i − 1). Let
u = (u1, . . . , un) and v = (v1, . . . , vn) be 2n indeterminates. For θ = (θ1, . . . , θn) ∈ N
n
and any indeterminate a define
c
(a)
θ (u; v) :=
n∏
k=1
(1− a)θk
θk!
(uk + 1)θk
(uk + 1 + a)θk
∏
1≤i<j≤n
(ui − uj + 1− a)θi
(ui − uj + 1)θi
(ui − uj − θj + a)θi
(ui − uj − θj)θi
×
1
∆(v)
det
[
vn−ji − (vi − a)
n−j vi + a
vi
n∏
k=1
vi − uk
vi − uk − a
]
1≤i,j≤n
.
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Our theorems in Section 4 give rise, after letting q = tα and taking the limit t → 1,
to the following results.
Theorem 6.1. Let λ = (λ1, ..., λn+1) be an arbitrary partition with length n+ 1. For all
1 ≤ k ≤ n define uk := λk − λn+1 + (n− k)/α. We have
Q(λ1,...,λn+1) =
∑
θ∈Nn
c
(1/α)
θ1,...,θn
(u1, . . . , un; u1 + θ1, . . . , un + θn)Q(λn+1−|θ|) Q(λ1+θ1,...,λn+θn).
Theorem 6.2. Let λ = (1m1 , 2m2 , . . . , (n+1)mn+1) be an arbitrary partition consisting of
parts at most equal to n + 1. For all 1 ≤ k ≤ n define uk :=
∑n
j=kmj + (n − k)α. We
have
P(1m1 ,2m2 ,...,(n+1)mn+1 ) =
∑
θ∈Nn
c
(α)
θ1,...,θn
(u1, . . . , un; u1 + θ1, . . . , un + θn)
× emn+1−|θ| P(1m1+θ1−θ2 ,2m2+θ2−θ3 ,...,(n−1)mn−1+θn−1−θn ,nmn+mn+1+θn).
As in Section 5 these formulas generate explicit analytic developments for Jack poly-
nomials.
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