We analyzed recent developments of volatility in exchange rates of the Central European countries (Visegrad Group) and selected group of the European Union countries (Snake) participating in the former European Monetary System. We compared volatilities in currencies of both groups under specific exchange rate regimes using two different approaches to exchange rate volatility modeling: squared returns parametric model and GARCH. Both methods provide identical results for the currencies of the Visegrad Four group: increase in volatility after floating exchange rate regime was introduced. Case of Snake countries exhibits mixed results for two currencies and concurring results for another two currencies: decrease in volatility. We consider results as robust and suitable for policy making decisions.
Introduction and Motivation
This paper analyzes volatility of the exchange rates of the Central European countries and compares it to volatility of exchange rates of the European Union countries participating in the former European Monetary System. Since exchange rate stability was defined as one of the prerequisites for monetary integration in Europe, the topic is important for prospective candidates from transition countries. Further, realized volatility under specific exchange rate regimes can be used to compare prospects of candidate countries for exchange rate policies during the pre-accession period.
The motivation behind comparing exchange rate volatility when exchange rate regime becomes less tight due to a change in its arrangement is a loose parallel in development of exchange rate regimes in the European Union and advanced transition countries. The European Monetary System (EMS) was established in March 1979 as a way to stabilize exchange rates volatility within the countries of European Community (EC). According to the EMS, the EC countries agreed to limit fluctuations to their bilateral exchange rates in an obligatory way by interventions of national central banks that was known as the Exchange Rate Mechanism (ERM). From the beginning, all EC countries were members of the EMS but only eight of them initially participated in the ERM: Belgium, the Netherlands, Luxembourg, Denmark, France, Germany, Ireland, and Italy. Spain joined the ERM in 1989 followed by the United Kingdom and Portugal in 1990 and 1991, respectively. Only Greece remained out of the mechanism. However, after the major exchange rate crisis in September 1992, the United Kingdom and Italy stopped participating. After another crisis in August 1993, the ERM was redesigned to allow for wider fluctuation bands.
Thus, European Monetary System was created as a first step towards the full monetary integration of countries participating in this system (originally eleven countries). The essential feature of this system was that all countries adhering to the Exchange Rate Mechanism (ERM) fixed their currencies to all other currencies and then their exchange rate could fluctuate in range of ±2.25% from central parity.
1 Central banks of participating countries were obliged to keep their currencies within defined band. However, after many attacks and high market pressures (1992) (1993) , some central banks have to re-align the value of central parity and finally all central banks broaden the fluctuation band to ±15%. Despite that the exchange rate regime was formally still fixed, the width of the band (30% in absolute value) warrants to consider it as a floating regime. Therefore we consider the first part of EMS history dating 3 from March 1979 to 1993 as a period with fixed exchange rate within a narrow band, and from 1993 up to 1999 (introduction of Euro) as a period with floating exchange rate. We hypothesize that volatility of exchange rates of the EMS member countries during the period of fixed regime should be different than volatility during the quasi-float regime from 1993 till 1999. Volatility during the latter period could be used as a proxy to measure exchange rate stability during such period. Thus, it could be used as a complementary measure of stability stipulated in one of the Maastricht criteria.
In Central Europe the institutional design of exchange rate regimes has varied across countries since the beginning of transition. The degree of exchange rate regime homogeneity is not comparable to that of the former EMS but we can observe certain evolutionary similarities. The exchange rates of the Czech Republic, Poland, Hungary, and Slovakia were from the beginning of transition process fixed. Czech and Slovak republics fixed their currencies to currency basket. Till January 1, 1993 both republics formed a federation and shared uniform exchange rate policy. Thus, at the beginning of transition, this currency basket consisted of five different currencies, later of US dollar and German mark. The weights of each currency in a basket were based on importance of a currency in foreign trade of a particular country. The width of the band was set at ±0.5% from central parity. After the separation in 1993 Slovakia changed the band to ± 7% and later the Czech Republic changed it to ±7.5%. Central banks were obliged to intervene in the currency market to sustain the basket peg. The similar institutional evolution was encountered in Poland and Hungary. The only difference is that these two countries adopted pre-announce crawling peg to the basket of currencies. The central parity was not constant, as in case of the Czech Republic or Slovakia, but was changed each month. The periodic devaluations were announced ahead of time. In some cases the width of band has been changed throughout the time as well. Intricacy of such institutional design can be seized from the Table 1 that displays in an extensive detail all adjustments that central banks of four CEE countries adopted in exchange rate management.
Abundance of these steps is unreservedly apparent in cases of Poland and Hungary.
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After turmoil on financial markets, the Czech Republic adopted floating exchange rate regime in May 1997 as the first country in Central Europe. In October 1998, National Bank of Slovakia followed by adopting this regime as well. Later, Poland and Hungary left the fixed regime and adopted also floating one. Therefore, we can see a general tendency of easing from tight exchange regime to (more) loose exchange regime (Kočenda, 2002 Based on a theoretical model of Krugman (1991) widening of the fluctuation band should lead to an increase in credibility of the band and consequently to lowering volatility of exchange rate. Sosvilla-Rivero, Fernandez-Rodriguez and Bajo-Rubio (1999) compare the volatility in the six EMS exchange rates before and after the crisis in August 1993. As measure of volatility they used indicator of local volatility based on the inverse of the maximum Lyapunov characteristic exponent. They find that broadening of the bands would have led, in a first stage, to a decrease in volatility to levels comparable with those prevailing before the crisis. However, the subsequent episode of instability occurring at the end of February and particularly at the beginning of March 1995, would have witnessed a renewed increase in exchange rate volatility for all currencies considered, the only exception being the Dutch gulden. Similarly, Ayso, Perez-Jurado and Restoy (1994) conclude that broadening of the band led to decrease in volatility to levels comparable to those prevailing before the crisis. et al (2003) claim that widening of the fluctuation bands caused increase in credibility for the currencies participating in the ERM, with exception of the Belgian franc and Irish pound.
Ledesma-Rodrigues
Carporale, Hassapis and Pittis (1995) explore how the widening of the EMS band has affected the behavior of excess returns on Deutsche mark denominated assets. Their approach consists in estimating simple forecasting models for interest differentials, and testing for the presence of significant (negative) mean prediction errors. The comparison between predicted and actual outcome indicates that the new system might be characterized by the virtual disappearance of ''weak'' currencies, as the widening of the bands has removed the expectations of realignments which resulted in high interest differentials.
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There is limited number of studies which examines the behavior of exchange rate under fixed and floating regime in Central European currencies. Halpern and Wyplosz (1997) documents and interprets stylized facts of exchange rates in transition economies. Szapary and Jakab (1998) review the experience of Hungary with the preannounced crawling band exchange rate system during 1995-97. Ivanicova and Rublikova (2002) analyze the development of Slovak crown after introduction of floating exchange rate regime. Kočenda (1998) Evidence of impact of exchange rate volatility on macroeconomic variables is often mixed. Robertson and Symons (1992) argue that low exchange rate volatility brings greater output growth and lower inflation. Other studies, Sapir and Sekkat (1995) or Krugman (1989) do not notice the impact of volatility on trade, investment and growth. 3 Flood and Rose (1995) conclude that the fixed exchange rates are less volatile than floating rates, but there is no clear tradeoff between reduced exchange rate volatility and macroeconomic stability. Papazoglou (1999) examines the contribution of exchange rate policy to output growth in the transition economies of Central and Eastern Europe. His analysis indicates that a fixed exchange rate regime during the transition process may serve the growth objective better since, to the extent 6 that it is more effective in reducing inflation, it exerts a positive influence on output growth through the direct channel as well. Differences in shapes, on the other hand, would indicate differences in market environment and expectations. Similarly, shape of a drift function in financial models is also important.
Usually it is modeled as mean reverting. In a case of currency prices, the mean (to which price reverts) is modeled as the interest rate differential. Therefore, the shape of drift function can be understood as the way the currency complies with interest rate parity. Moreover from shape of this function we can figure out how quickly, if ever, the price process adapts to deviations from interest rate parity.
The remainder of article is as follows. In section 2 we introduce the methodology used.
The section 3 describes the data, while in Section 4 we present results. The brief comments conclude. Technical details are given in Appendix.
Methodology
The currency markets of Central Europe are usually not well covered in empirical finance literature. The research dealing with emerging markets concentrates mainly on the ''old'' emerging markets, e.g. Indonesia, Mexico, Thailand etc. and "new" emerging markets are largely neglected. The lack of studies thus offers a few hints on specifications of the drift and diffusion functions and miss-specification problem can be an important issue. For this reason other specifications that enable to capture volatility should be used. Andersen, Bollerslev, Diebold and Labys (2001) list three ways how to approximate otherwise unobservable volatility. The volatility which is inherently unobservable can be obtained by fitting parametric econometric models such as of generalized autoregressive conditional heteroscedasticity (GARCH), by calculating volatility implied by option prices, or by calculating direct indicators of volatility such as ex post squared or absolute returns. All of 7 these approaches have some weaknesses and authors propose to use new volatility measure, which they termed as realized volatility. They compute daily realized volatility by summing intraday squared returns. Thus, use of this measure is limited for data with intraday frequency.
In our analysis we use (1) parametric model where volatility is perceived as square returns of exchange rate after filtering from interest rate changes (residual volatility not caused by interest rate changes) and (2) by fitting parametric GARCH-in-mean model for exchange rate changes. Since the option price data for Central European currencies are not available for years covering early stages of transition process with under-developed financial markets we are unable to use approach calculating volatility implied by option prices.
Squared returns
The diffusion function, as a proxy for volatility, can be estimated using the most general parametric specification of Ait-Sahalia (1996) that was developed to model the behavior of interest rates. The general parametric model gives more precise estimates on smaller data samples. In general, a continuous time models for interest rate typically rest on one or more stationary diffusion processes with dynamics represented by Itô stochastic differential equation:
where i t is interest rate, ( ) -Sahalia (1996) argues that his specification proposed for interest rates can be extended to estimate mean and volatility of exchange rates. We believe that such extension is not as straightforward as suggested. The model is specified as to comply with desired properties of level stationary time series (interest rate). The exchange rate is usually level nonstationary, but the first log-differences (or returns) are already stationary time series.
Therefore, the properties of the model for exchange rate are very different from model for interest rate and Ait-Sahalia (1996) rich specification is not directly applicable. Thus, in spirit of Ait-Sahalia's rich specification we develop a model, using the concept of interest rate parity as a background motivation (Keynes, 1923) . Our specification models change in exchange rate in the following form for drift and diffusion functions:
where S is a log price of foreign currency in terms of domestic one, i t is domestic interest rate, i t * is foreign interest rate. The formal derivation of the model specification is given in the Appendix.
The richly specified µ and σ 2 functions of the spot exchange rate have not been previously introduced in the related literature. Moreover, the empirical evidence so far suggests that miss-specification of the models in the literature is caused jointly by the linearity of the drift and constant diffusion. These are the two main reasons why we opted for rich nonlinear parametric specification of the drift (mean) and diffusion (volatility) functions.
The specification of drift uses higher order terms of Taylor expansion of interest rate parity condition. In literature, it is usual to use only the first order approximation, but since we use countries with higher interest rates (sometimes 40% p.a.), the higher order terms are appropriate. 5 Further, we approximate volatility as a nonlinear function of interest rate differential. Many empirical studies base their result on reporting standard deviation as a proxy for volatility (see Hallett and Anthony (1997) among others). We believe that such an approach is overly simplistic and neglecting the role of interest rate can cause biased results.
5 It is possible to separate the interest rate differential into two variables -domestic and foreign interest rate. By separating them we would allow domestic and foreign interest rate to have different impact on exchange rate. This approach can be found in Svensson (1993) or Rose and Svensson (1994) . In these studies authors estimate foreign interest rate to have higher impact on exchange rate return than domestic one. However, they did not conduct statistical test for the equality of these two coefficients. The standard errors of coefficients are high enough to assume equality of them. We decide to use the differential, because the RHS variable (differential) should be integrated of the same order (zero order) as LHS variable (exchange rate return). We use this data transformation under assumption that the change in domestic and foreign interest rate would have same impact on exchange rate and only the level of interest rate differential plays important role.
Interest rate parity as a background motivation for our specification is a concept challenged by empirical literature. In early papers, we can find rejection of this hypothesis (Fama, 1984, Frankel and Froot, 1987, among others (2002) shows that UIP works better on average in the 1990s than in previous periods.
Interest rate parity under strictly fixed exchange rate regime is problematic since exchange rate cannot move. Under a currency basket regime or its adjustable version like crawling currency basket peg the situation is different. Under both regimes an exchange rate is allowed to move to a certain extent. This corresponds to arrangements in both Snake and Visegrad countries as we described earlier. During the period when the ERM was in place serious pressures on exchange rates were followed by depreciation in form of devaluation or realignment. In Visegrad countries exchange rates in Poland and Hungary depreciated by definition due to crawling or adjustable types of exchange rate regime. Exchange rates in Slovakia and the Czech Republic experienced pressure that build up over the time and depreciated eventually after approaching the upper limit of fluctuation band. Thus, evidence justifies connecting our specification with interest rate parity even for periods when exchange rates of both group of countries were not floating.
The estimation of the model is performed in two steps using the feasible least squares, the same estimation procedure as in Ait-Sahalia (1996) . First we estimate the discretized version of the drift equation (1) in the form: 
The second-stage regression for the drift uses the fitted values from the diffusion regression to form the weighting matrix for the generalized least-squares estimation of discretized drift.
GARCH-in-mean
The second approach for the volatility modeling is the fitting specific parametric econometric model of GARCH type. In literature on modeling of financial time series, and exchange rate especially, it is usual to model the exchange rate changes as the GARCH(1,1) process. This rather simple specification shows to be enough to capture basic properties of financial time series. Naturally, there are many other, more sophisticated, versions of GARCH which are able to explain other non-normalities of certain time series. However, empirically, many series with a conditionally heteroscedastic disturbances have been found to be adequately modeled with GARCH(1,1) specification:
( ) where dummy variable d t-1 is equal to 1 if ε t-1 <0 and 0 otherwise; r t is the exchange rate change over two consecutive trading days, and k is the number of the lags chosen by Schwarz-
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Bayesian lag selection criterion. The specification of volatility with leverage effect (represented by dummy variable d t-1 ) was introduced by Glosten, Jagannathan, and Runkle (1993) and applied for example by Engle and Ng (1993) and Hamilton and Susmel (1994) on asset prices; Kočenda (1998) used this specification on exchange rates.
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A negative value of the coefficient ξ would imply that the negative news (innovation) increases subsequent volatility of exchange rate more than positive news (innovation). The value of the statistically significant leverage coefficient ξ then indicates the magnitude of the leverage effect, and the sign its direction. A positive value of the coefficient ξ indicates an increase, and a negative coefficient indicates a decrease in subsequent volatility of the exchange rate. By comparing values and signs of statistically significant leverage coefficients for a particular exchange rate in the two separate periods of tighter and looser exchange rate regime, it is possible to comment on the effect of exchange regime on volatility. Further, the negative value of the coefficient,ψ 0 , would mean that the higher volatility is associated with decrease in price of local currency (depreciation). When estimation of this model yields insignificant coefficients of volatility in mean,ψ 0 , the simpler Leverage GARCH (1,1) should be used instead.
The estimation of the model is performed by using a log-likelihood function of the . The maximum likelihood estimates were obtained by using a numerical optimization algorithm described by Berndt, Hall, Hall and Hausman (1974) .
Data
For the purpose of comparative analysis we use two groups of countries with similar economic and institutional development with respect to exchange rate regime. In case of the EMS countries we use the group of countries that adopted tight exchange rate regime even prior to EMS. The group of countries, so-called "Snake", consists of Germany, the Netherlands, Belgium, and Denmark; it also included France on several occasions. In 1973, these countries fixed their exchange rates with each other while jointly floating against other 12 countries. In 1979 these countries were among the founders of the EMS and during its history never deviated from the ERM. For this reason we consider this group as a benchmark cases. 7 In 1993 all countries widened their fluctuation band and from this year we can consider the floating exchange rate system.
As for the Central European countries we chose the so-called Visegrad Four group that consists of the Czech Republic, Hungary, Poland, and Slovakia. As early as December 1991, the former Czechoslovakia, Poland and Hungary signed the so-called "European Agreements" with the European Union. These countries have striven to establish a workable framework for international trade and co-operation in order to facilitate the transition process. Their effort was institutionalized in March 1993 in the form of the Central European Free Trade Agreement (CEFTA) that was signed also by Slovenia. 8 We use the nominal exchange rates expressed in terms of Deutsche mark (or Euro) to calculate changes in exchange rate over two consecutive periods. We use interest rates of onemonth maturity to calculate needed interest rate differentials. In literature we may find also shorter maturities used. However, one-month maturity is the maturity that is published in each country for the longest period. It is also a standard reference interest rate for most of central banks. The basic statistics for exchange rate changes are in Table 4 .1 and for interest rates in Table 4 .2.
The motivation for our comparison lies in a change from one exchange rate regime to another. The date of change from fixed to floating exchange rate regime is our anchor date. terms of risk, to holding equities, literature dealing with the "leverage effect" in the context of exchange rate fluctuation is still lacking. 7 Kočenda and Pappel (1997) find out that countries which continuously participated in the narrow ERM band show a dramatically higher convergence rate of inflation during the ERM period than those staying outside the mechanism. They explain this fact by institutional reasons. 8 Kočenda (2001) examines the macroeconomic convergence of Central European countries. He finds that the group of five countries that signed the original CEFTA agreement (Visegrad group is a subset of CEFTA countrywise) displays similar and relatively high degrees of convergence in most variables. He attributes this finding to two factors. First, international trade within CEFTA framework serves as a natural means of coordinating economic development. Second, the prospective accession to the EU serves as an institutional means of coordination in order to satisfy a set of pre-accession criteria.
Since the decisive point in time is the date of change from fixed to floating regime, the time span for Snake countries begins on January 1, 1988 (5 years prior to change) and last till December 31, 1998 (5 years after the change). As for the Visegrad Four countries we use the maximum length available prior and post the change of regime, namely the data beginning in January 1993 to July 2002.
The change of the exchange rate regime (or its important modification) represents a certain shock for the currency markets. Traders and central banks during time before and short after the change react differently that during a "normal" period. During this period the exchange rate series have different statistical properties and contain many outliersobservations that do not come from the usual data-generating process. Therefore, we decide not to include the month when the change occurred and one month after the change (or modification) of exchange rate regime in our dataset. Our results should not contain potential bias coming from turbulent times.
Empirical Results

Correlation analysis
We first perform a simple correlation analysis among pairs of currencies. We take into account two forces that drive the exchange rate evolution: (1) institutional setup, e.g. either fixed or floating regime, and (2) market environment. We isolate their influences by the following manner.
The first is the institutional setup. We arrange all exchange rates time series in such a way that the days of introduction of the floating regime exactly overlap. This way we shift the time series in a way that they do not coincide with respect to the real time, but they do with respect to exchange rate regime. The graphs of shifted time series are in Figure 1 .A. We calculate the corresponding correlation coefficients for the sample with maximum overlap.
The results are in Panel A of Table 2 .
The second approach is the market environment. For this case we use time series without any shifts and we pair them in real time in their full available length, separately for two defined groups of countries. Graphs of the series are in Figure 1 
Model estimation
Squared returns
As the first step we have estimated model for mean (1) where squared residuals from this regression represent volatility. Then we estimate the equation (2). First we present results for the Visegrad Four currencies, separately for the periods of different exchange rate regimes.
The results are in Table 5 Panel A. Then we present results for the Snake currencies in Table 5 Panel B.
Because of the change in exchange rate regime, we expect the parameters of the drift and diffusion to be different during different regimes. Specifically, the particular parameterization is not time-homogenous. For example, the coefficient 1 α of the process estimated during float should be different than that estimated over the fixed regime.
Unfortunately, lack of statistical significance precludes making any unambiguous conclusion with respect for both groups of currencies. The lack of significance is present for other coefficients of the mean function as well. 
GARCH-in-mean
We employ maximum likelihood method in order to estimate the coefficients of equation (6).
The results are in Table 6 . Panel A captures Visegrad Four countries and Panel B Snake countries.
For all Visegrad Four countries, with exception of Hungary, we find support for random walk hypothesis of exchange rate returns and predictability of volatility. This finding is in accord with established stylized facts in the literature. On other hand, we detect significant autocorrelation in returns for Snake countries that refutes hypothesis of random walk, while predictability of volatility is again confirmed.
Uniformly for countries of Visegrad Four, we do not discover influence of volatility on exchange rate return. The lack of significance of volatility in mean equation could be explained by fact that currencies of Central European countries are volatile per se and investors are not as sensitive to volatility as investors in advanced markets. Therefore, for these countries, we estimated model without volatility variable in mean equation. For some countries of Snake group the coefficient, ψ 0 , turns out to be significant with negative sign. This result is in line with economic intuition since higher volatility is usually associated with depreciation of currency. In our model we expect causality running from volatility to returns and we do not explicitly test for it.
When we compare values and significance of leverage effect coefficients we found results for the Snake countries to be mixed. In case of the Belgian and French frank we detect decrease in volatility, while for the Netherlands gulden and Danish crown we detect increase in volatility. Results for Visegrad Four countries uniformly show increase in volatility during floating regime period.
In general, results from both methods lead to the conclusion that the width of the fluctuation band, either narrow or broad, does not necessary mean unambiguous influence on exchange rate fluctuation. There can be other factors that affect volatility of exchange rate.
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The type of exchange rate regime is the only one, however, most probably the strongest one.
In our analysis we try to isolate this effect and to asses its importance. The identification and evaluation of other factors is a topic for further research.
Conclusions
We analyzed volatility of the exchange rates of the Central European countries (Visegrad Group) and selected group of the European Union countries (Snake) participating in the former European Monetary System. We compared volatilities in currencies of both groups under specific exchange rate regimes. Currencies of the Snake countries exhibit lower volatility than currencies of the Visegrad Group under both fixed and floating regimes. After the change in exchange regime has taken place, volatility for the Visegrad Four currencies increased uniformly. Case of Snake countries exhibits mixed results. Volatility of some currencies has decreased or increased.
We base our conclusions on results produced by two different approaches to modeling exchange rate volatility. Both methods provide identical results for the currencies of the Visegrad Four group: increase in volatility after floating exchange rate regime was introduced.
Both methods provide also identical results for half of the Snake currencies (decrease of volatility after floating was adopted) but leave some ambiguity since for two currencies results go against each other. Our robust findings can be used to compare prospects of candidate countries (Visegrad Four) with respect to exchange rate policies during the pre-accession period and especially during the period prior to entering the EMU.
APPENDIX
In the Appendix we derive the mean and volatility specifications. We begin with the conventional notion of the interest rate parity in a form:
, where S is exchange rate at time t, F is exchange rate at time t+1, i is domestic interest rate, and i * is foreign interest rate. Taking . After rearranging the terms and neglecting the forth and higher order terms we obtain the expression of interperiod change in exchange rate as a function of domestic and foreign interest rate:
. This is our mean (drift) equation.
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