Abstract. This paper presents a new TCP-friendly rate control algorithm (i.e., MTFRC) for streaming media applications in the Internet. This algorithm integrates two new techniques: (i) the use of an application-utility function into the rate control algorithm; and (ii) a two-time-scale approach of rate averages (long-term and short-term) to satisfy TCP and application/media-friendliness. We use simulations and video quality measurement to evaluate the algorithm and compare the results with the commonly used TCP-Friendly Rate Control (TFRC) methods. We define five criteria to evaluate the two approaches, namely TCP fairness, responsiveness, aggressiveness, video quality, and the smoothness of the resulting bit rate. Simulation studies confirm that MTFRC, due to the two long and short-term averages, performs better in the different environments than TFRC and improves the overall video quality.
Introduction
Today's dominant transport protocol, TCP, reacts to packet loss by controlling the number of outstanding unacknowledged data segments allowed in the network. In steady state, TCP uses an additive increase multiplicative decrease mechanism (AIMD) to detect additional available bandwidth and to react to congestion. TCP congestion control is suitable and efficient for bulk data transfers. However, it is not well suited for the growing number of audio/video streaming applications. Indeed, without congestion control, non-TCP traffic could cause starvation or even congestion collapse for TCP traffic if both types of traffic were competing for resources at a congested FIFO queue [1] .
As a result, new TCP-compatible congestion control mechanisms [2] [3] were proposed for audio/video streaming applications in order to handle competing dominant TCP-flows in a fair manner and limit the variation of throughput accorded to the application (smoothed throughput). These mechanisms have two important characteristics in common: (i) slow responsiveness to smooth the throughput; and (ii) TCP-friendliness. TCP-friendliness is defined as a flow that, in steady-state, uses no more bandwidth than a conforming TCP flow running under comparable conditions [1] .
TCP-Friendly Rate Control (TFRC) [2] is an equation-based congestion control mechanism that uses the TCP throughput function presented in [4] . Previous work [5] [6] shows that TFRC offers better performance than other responsive congestion control protocols, in terms of a) the smoothness of the sending rate, b) the responsiveness, and c) the aggressiveness with regard to the network resource utilization. But, there is a fundamental shortcoming of the existing rate based congestion control protocols: they are optimizing the consumption of network resources only and do not take the resulting application quality into account. Even though TFRC can smooth the rate variability for video streaming, it does not minimize the distortion of the streamed video or, in others words, does not maximize the video quality.
To minimize the video stream distortion (or maximize the video quality), we introduced in our previous work [7] the video quality function of scalable video streams as the utility function into the utility-based network model. We derived the optimal throughput response function to maximize the overall video quality for scalable video streams (see Appendix). Based on this throughput function, we design a new rate control algorithm called MTFRC (Media-and TCP-friendly Rate Control Algorithm).
Given a system with scalable video streaming sources, receivers and links, the difficulty is to allocate a rate value to each source that it is both TCP-and media-friendly. A media-friendly rate control algorithm is defined in a way that it optimizes the overall video quality for the video streams in the network.
The main contribution of this paper is development of the TCP-friendly MT-FRC algorithm, which performs better with scalable video streams than TFRC. It optimizes the overall video quality, while maintaining TCP friendliness in long term. We use MPEG-4 Fine-Granularity Scalable (FGS) coding [8] as an example of scalable video coding technology. FGS video streams can be dynamically adapted to the varying condition of the network by truncating them to any desired bit rate determined by underlying rate control protocols like TFRC. FGS coding allows for using a continuous rate-distortion function at the receiver or relay, instead of the step-like function yielded by layered encoding techniques.
The paper is organized as follows. In section 2, we review the related work; Section 3 analyzes and describes the new TCP-friendly rate control algorithm for scalable video streams. Then, we analyze the results of our simulations in section 4 and conclude the paper in section 5.
Related Work
Rate control for video streaming has a two-fold mission, performing rate adaptation for streaming applications and performing rate-based congestion control.
Several bit rate control methods have been developed for multimedia streaming, and recently also for FGS video streaming [9] [10] [11] [12] . In [11] , the author derives an optimal policy for maximizing bandwidth efficiency and minimizing bit rate variability (instead of video quality) using a prefetch buffer. In [10] , the authors develop an optimal adaptation scheme and an online heuristic to minimize the quality variability by accommodating the mismatch caused both by the available bandwidth variability and the encoded video variability. In [12] , sets of rate-distortion (R-D) points are extracted during the encoding process and linear interpolation is employed to estimate the actual R-D curve of the enhancement layer signal. The extracted R-D information is then used to determine the bit allocation per frame for constant quality. Rate control in the above-mentioned publications is understood as rate adaptation in application without exceeding the maximum rate communicated by underlying layers like TFRC or TCP.
On the other hand, research activities have focused on end-to-end rate based congestion control algorithms such as TFRC, over which most scalable video nowadays is streamed. In [3] [2] [5] , rate control algorithms are designed to be TCP-friendly however, without consideration for application or media-friendliness.
A utility-based network model for resource allocation has been explored in the field of unicast rate control algorithms in [13] . In this model, a "price" is associated with each individual network link (congestion control information). The link iteratively updates its price based on the aggregate rate of flows traversing it. The receiver in turn collects the prices of all links on its unicast/multicast path and calculates the overall network price. Then, it adjusts the streaming rate so that its "net benefit", the receiver utility minus the network cost, is maximized. It is shown that this iterative algorithm converges to the optimal point, where the aggregate utility of all receivers is maximized.
We studied this price model and used it to solve our formulated problem in our previous work [7] (see also appendix). FSRC, the rate-based congestion control algorithm introduced in [7] optimizes both, the quality of streaming application and the consumption of network resources. We model the relation between the video quality of FGS video and its sending bit rate. Then, we introduce the resulting video quality of as the utility function to the utility-based network model. Specifically, maximizing the utility equals to maximizing the video quality in the network. Unlike TFRC, FSRC's rate control algorithm is not related to network congestion measures only to meet network friendliness, but also related to the application benefit, such as the video quality, to meet the media-friendliness criteria. In our previous work, we have shown that the video quality based on FSRC rate control algorithm is superior to the quality obtained with other rate control protocols like TFRC. However, the proposed FSRC algorithm was not TCP-friendly during periods of severe congestion.
In this paper, we will improve FSRC to be a TCP-friendly rate control algorithm: improved TCP-friendly MTFRC. The idea is that we calculate the long-term rate according to the long-term congestion information to meet the TCP-friendliness, and the sending rate reacts to the short-term congestion concerning the rate-distortion function of FGS video like MTFRC.
Media-and TCP-Friendly Rate Control Algorithm
In this section, we describe the basics of our MTFRC algorithm and how we address the problem of long-term TCP-friendliness. First, we explain the throughput response function, i.e., the algorithm used to determine the sending rate.
Deriving the throughput function
The throughput response function of our MTFRC algorithm is derived from the price model described in [13] . For our model, we used the rate-quality function from the FGS video stream as utility function as described in [7] . The source rate x s is determined by p (the end-to-end packet loss rate) and the parameters of the rate-distortion function. Hence, we define the throughput response function of our MTFRC algorithm as follows:
The throughput of TCP depends mainly on the parameters round-trip time t RT T , retransmission timeout value t RT O , segment size s, and packet loss rate p. Using these parameters, an estimate of TCP's throughput function Eq. (2) was derived in [4] . To behave TCP-friendly, the TFRC protocol adjusts its sending rate based on the TCP throughput equation shown in Eq. (2). A major advantage of TFRC is that it has a relatively stable sending rate while still providing sufficient responsiveness to competing traffic.
Discussion on TCP-friendliness in MTFRC
The MTFRC algorithm is network friendly and fair to each source under the condition that every streaming source in the network uses the same throughput response function Eq. (1). But, MTFRC and TCP act with different response functions when they co-exist in the network. Figure 1 plots an example bit rate response function of MTFRC and TCP or TFRC (note that TCP and TFRC use the same response function (2) in steady state). Figure 1 shows that when MTFRC and TCP flows co-exist in the network, MTFRC is not as aggressive as TFRC during periods of small congestion. However, during periods of severe congestion, MTFRC reduces the bit rate slower than TFRC; thus MTFRC is not TCP-friendly during this period.
To overcome this shortcoming of our algorithm, we describe next how the mechanism can be adopted to achieve both goals: TCP-and media-friendliness. 
Transform MTFRC into a TCP-friendly Rate Control Algorithm
When two traffic flows compete for resources at the same network bottleneck, both flows will only obtain a fair share of the bandwidth if both flows apply similar long-term response functions. In order to meet TCP-friendliness with our MTFRC algorithm, we modify the algorithm as follows:
1. The sender (or receiver) estimates two congestion control parameters (packet loss rates): the long-term packet loss rate p L , and the short-term packet loss rate p S . 2. The server calculates its long-term sending rate using the long-term packet loss rate p L according to the TFRC response function to meet the TCPfriendliness. However, the server reacts to the short-term congestion information p S according to our new MTFRC response function (1) to meet the media-friendliness and to achieve optimized overall video quality.
Let the rate response function of MTFRC Eq. (1) be denoted by X MT F RC (p); and let the rate response function of TFRC Eq. (2) be denoted by X T F RC (p). Then, the rate response function of our improved TCP-friendly MTFRC is:
Alternatively, one can adjust the parameters a, b, or c in Eq. (1) to achieve
Then, sending rate X MT F RC(pS ) can be determined using the same values for a, b, or c.
Simulations and Analysis

Description of Simulation Setup
For our studies, we use the ns2 network simulator [14] . The scenario implemented throughout our simulations is illustrated in Figure 2 . Physical links are marked with propagation delay and bandwidth. To evaluate our algorithm, we designed a network topology with two bottleneck links, each of a capacity of 2 Mbps. All other links have a capacity of 10 Mbps, introducing 10ms delay. Three FGS video streaming servers (node 3, 5 and 7) as well as three FGS video streaming clients (node 4, 6 and 8) are plotted as connections 1,2 and 3 as shown in figure 2 . The FGS video servers dynamically adapt the sending rate by truncating it to any desired bit rate determined by the underlying rate control protocol (MTFRC or TFRC). Connection 4, between node 9 and node 10, will be used to verify TCP-friendliness as well as to inject heavy cross traffic into the network (sending CBR traffic) in order to decrease the available bandwidth (discussed in section 4.2). 
Results and Analysis
In this section, we present the results obtained from simulations we conducted to evaluate our MTFRC algorithm, compared to TFRC. For evaluation, we identified the following five criteria: 1) Fairness: variations over the sending rates of competing flows; 2) Responsiveness: reaction time of the protocol to decrease the sending rate if severe network congestion occurs; 3) Aggressiveness: acceleration of protocol sending rate after congestion (increase of the available bandwidth); 4) Smoothness: rate variations over time for a particular flow in a stationary or dynamic environment; and 5) Overall FGS video quality.
Fairness, responsiveness and aggressiveness stand for the "friendliness" of the algorithm with regard to the network. The last 2 properties (smoothness and video quality) stand for the friendliness of the algorithm with regard to the application quality.
Paper [2] suggests a window size of N =8 as a default value for loss history size in TFRC, i.e. TFRC (8) . While in order to achieve smoother rates, authors in [5] and [15] suggest to set the history size to N =128, i.e. TFRC(128). In this paper, we will compare the characteristics of our proposed MTFRC algorithm to the properties of TFRC (8) and TFRC(128). For MTFRC as used in the simulation study, we use a long-term history size of N L =256 and a short-term history size of N s =8, i.e. MTFRC (256, 8) . The method used to calculate the loss event rate in MTFRC is the same as the Weighted Average Loss Interval (WALI) method applied in TFRC.
TCP fairness Conn. 1 and 4 encounter comparable conditions, since both of them go through the same 2 bottlenecks and both have the same round trip time. To examine TCP-friendliness, we run one single TCP connection on conn. 1 and one single video stream on conn. 4 using TFRC (in Figure 3(a) )or MTFRC (in Figure 3(b) ). The throughput obtained with TFRC and MTFRC is plotted in Figure 3(a) and 3(b) . We add background traffic (5 Pareto ON/OFF flows, each with a mean sending rate of 100kbps) to the network traffic running over the two bottlenecks . Figure 3 (a) and Figure 3 (b) indicate that both, TFRC and MTFRC, are TCPfriendly, since the long-term throughput of TFRC and MTFRC is roughly equal to that of the TCP connections. The average bandwidth-share ratio of TFRC to TCP (from the 0th to the 100th second) is 0.82 (see Figure 3(a) ) and 0.83 with MTFRC (see Figure 3(b) ).
The intra protocol fairness of MTFRC will be examined in the following subsection and is in illustrated in Figure 4(b) . (Fig.  4(a), Fig. 4(b) , and Fig. 4(c) ) plot the bit rate evolution of the two protocols in the event of severe network congestion and sudden increase of bandwidth.
Responsiveness, Aggressiveness and Smoothness The next 3 figures
We use a CBR source (sending rate: 1Mbps) on conn. 4 to decrease the bandwidth at the 60th second (severe network congestion) and to increase the available bandwidth at the 120th second.
From the sending rate traces of the plotted connections in Figures 4(a) , 4(b), 4(c), we follow that: (i) The sending rate obtained with MTFRC is smoother than (ii) the aggressiveness of MTFRC is better than TFRC(128) and close to TFRC(8); (iii) the responsiveness with MTFRC is better than with TFRC(128), but less responsive than TFRC(8).
More generally, we conclude that the intra protocol fairness of MTFRC is similar to that of TFRC in steady state (before 60th second). But after 60th second, the short-term response function takes effect and MTFRC reallocates the bit rate differently to TFRC. The MTFRC algorithm penalizes conn. 1 with higher packet loss and assigns higher bit rates to the two short conn. 2 and 3, which suffer less packet losses (as shown in figure 4(b) ).
Comparing with TFRC, the MTFRC algorithm re-allocates the bit rates between the streaming connections after steep increase or decrease of bandwidth with the goal to improve the total video quality of all streaming connections. The bit rate of conn. 2 is roughly similar to the bit rate of conn. 3 since both encounter comparable packet loss rates on similar network topologies.
Smoothness
The goal of TFRC and other responsive congestion control algorithms is to smooth the sending rates. The variability metric of the sending rate is used to analyze how often and to what extent a protocol changes its sending rate. The smaller the variability of a flow, the better is its media-friendliness and the more resilient it is to network traffic noise. The average rate variability is defined as the average, relative change of the sending rate in two consecutive round-trip times. In this simulation, the average rate variability of TFRC (8) Hence, the sending rate obtained with MTFRC is smoother than that obtained with TFRC (8) and roughly equal to that obtained with TFRC(128).
Responsiveness
The following figure plots the dropped-bit rate of each protocol at router 0 when the network congestion is suddenly increased at the 60th second of the simulation. We define the stabilization time as the time, between the start of the severe network congestion and the moment, when the network loss rate converges to the typical steady-state value for such level of congestion. Hence, the responsiveness of MTFRC is better than TFRC(128), but slower responsive than TFRC (8) . We also observe that MTFRC has less oscillation of packet loss than TFRC (8) and TFRC(128) in steady state.
Aggressiveness The next figure shows the utilization of bandwidth after the sudden increase of available bandwidth at the 120th second. We define the recovery time as the time, between the moment when the new bandwidth is available, and the time until the newly available bandwidth is occupied. We compare the Fig. 6 . Aggressiveness of MTFRC and TFRC to a sudden increase of the available bandwidth recovery time of TFRC with that of MTFRC algorithms. Longer recovery time indicate congestion control algorithms that suffers "longer than necessary" periods of bandwidth under-utilization after a sudden increase in available bandwidth (i.e., algorithms are less aggressive).
We measured recovery time for TFRC (8) , TFRC(128) and MTFRC(256, 8) with respectively 5 seconds, 19.5 seconds and 13.5 seconds. We conclude that in terms of aggressiveness MTFRC performs between TFRC(128) and TFRC (8) .
Overall FGS video quality We apply the obtained sending rate traces of the simulated network connections to FGS video scaling and compare the resulting video quality (luminance component) obtained with the MTFRC algorithm with that achieved by TFRC (depicted in the following table 1) for different streaming examples.
Summary of evaluation results
In table 2, we summarize the results of our evaluation. Overall, our improved TCP-friendly rate control algorithm (MTFRC) offers the best tradeoff between network-and media-friendliness. (8) and MTFRC Video quality
Better video quality Similar quality Similar quality (8) than TFRC (8) to TFRC (128) to TFRC and TFRC(128) worse than MTFRC worse than MTFRC Table 2 . Summary of the simulation results
Conclusion and future work
In this paper, we studied a new, optimized, TCP-friendly rate control algorithm for scalable video streams. We modified our previous work, which improved the global video quality of scalable streaming sources, to be conforming to the TCPfriendly rate control protocol. The resulting algorithm introduces two interesting new features to rate control: (i) the integration of an application-utility function into the rate control algorithm; and (ii) a two-time-scale approach of rate averages (long-term and short-term) to satisfy TCP and application/mediafriendliness.
Using simulations, we showed that our algorithm is TCP-friendly and achieves an improved network-friendly behavior (evaluated in terms of responsiveness, aggressiveness and fairness). We also measured the media-friendliness of our
