We perform an average analysis of the Grassmann condition number C (A) for the homogeneous convex feasibility problem ∃x ∈ C \ 0 : Ax = 0, where C ⊂ R n may be any regular cone. This in particular includes the cases of linear programming, second-order programming, and semidefinite programming. We thus give the first average analysis of convex programming, which is not restricted to linear programming. The Grassmann condition number is a geometric version of Renegar's condition number, which we have introduced recently in [arXiv:1105.4049v1]. In this work we use techniques from spherical convex geometry and differential geometry. Among other things, we will show that if the entries of A ∈ R m×n are chosen i.i.d. standard normal, then for any regular cone C we have E[ln C (A)] < 1.5 ln(n) + 1.5.
Introduction
Convex programming is an efficient tool in modern applied mathematics. In fact, a commonly accepted technique in current scientific computing is to "convexify"supposedly hard problems, solve the relaxed convex problem, and then hope that the result is close to a solution of the original problem. To quote from [9, §1.3.2] : "With only a bit of exaggeration, we can say that, if you formulate a practical problem as a convex optimization problem, then you have solved the original problem."
But what is the complexity of convex programming? To specify this question further, we ask for the number of arithmetic operations, or the number of iterations of an interiorpoint method. Steve Smale suggested in [49] to use the concepts of condition numbers and probabilistic analysis in a 2-part scheme for the analysis of numerical algorithms: 1. Establish a bound for the running time, which is polynomial in the size of the input and (the logarithm of) a certain condition number of the input. 2. Analyze the condition number of a random input in form of tail estimates.
The first step of this scheme, i.e., the analysis of the role of condition numbers in convex programming, was initialized by Jim Renegar in [42, 43, 44] , and is an active area of research, cf. [55, 56, 23, 26, 25, 39, 41, 17, 18, 21, 40, 24, 54, 6] . In these references the role of condition numbers is analyzed for linear and nonlinear convex programming, for exact arithmetic and for finite-precision arithmetic, for ellipsoid and for interior-point methods, etc.
Yet, the second step of Smale's scheme, i.e., the probabilistic analysis of the condition number, was until now severly restricted to the linear programming case. See the survey article [10] and the references given therein for more details on probabilistic analyses of condition numbers for linear programming.
We will give in this paper the first average analysis of a condition number for the general homogeneous convex feasibility problem. This includes the special cases of linear programming, second-order programming, and notably also the semidefinite programming case. More precisely, we consider the following problem:
Let C ⊂ R n be a regular cone, i.e., C is a closed convex cone with nonempty interior that does not contain a nontrivial linear subspace. The dual cone 1 of C is defined asC := {z ∈ R n | ∀x ∈ C : z T x ≤ 0}. We call C self-dual ifC = −C. The homogeneous convex feasibility problem is to decide for a given matrix A ∈ R m×n , 1 ≤ m < n, the alternative 2 ∃x ∈ R n \ 0 s.t. Ax = 0 , x ∈C , (P)
This problem reduces to the linear feasibility problem if C = R n + , it reduces to the second-order feasibility problem if C = L n 1 × . . . × L nr , where L n := {x ∈ R n | x n ≥ x 2 1 + · · · + . . . , x 2 n−1 } denotes an n-dimensional Lorentz cone, and it reduces to the semidefinite feasibility problem if C = Sym k + = {M ∈ Sym k | M 0} is the cone of positive semidefinite matrices, where
The condition number for which we will provide an average analysis, is the Grassmann condition number, that we have introduced in [3, 4] , cf. also [6] . In the following paragraph we will recall the necessary definitions so that we can state the main theorem of this paper. See [4] for a more extensive description of the Grassmann condition and its relation to Renegar's condition number. We denote by Gr n,m the set of m-dimensional linear subspaces in R n . It is a well-known fact that Gr n,m is a smooth Riemannian manifold, called Grassmann manifold. Definition 1.1. Let C ⊂ R n be a regular cone, and let 1 ≤ m ≤ n − 1. We define the sets of dual feasible and primal feasible subspaces via D m (C) := {W ∈ Gr n,m | W ∩ C = 0} , P m (C) := {W ∈ Gr n,m | W ⊥ ∩C = 0} .
Furthermore, we define the set of ill-posed subspaces via Σ m (C) := D m (C) ∩ P m (C) .
1 Some authors callC the polar cone, and define the dual cone as −C. 2 In fact, (P) and (D) are only weak alternatives, as it may happen that both (P) and (D) are satisfiable. But the Lebesgue measure of the set of these ill-posed inputs in R m×n is zero.
It is known (cf. [4] ) that D m (C) and P m (C) are compact subsets of Gr n,m , and D m (C) ∪ P m (C) = Gr n,m . Moreover the boundaries of D m (C) and P m (C) coincide with Σ m (C). Furthermore, Σ m (C) = {W ∈ Gr n,m | W ∩ C = 0 and W ∩ int(C) = ∅} .
In other words, the set of ill-posed subspaces consists of those subspaces, which touch the cone C at the boundary. The following definition is a restatement of [4, Def. 1.2]. We denote by d g the geodesic distance in Gr n,m (see [4] for more details on this). To simplify the notation we write C (W ) := C C (W ). Furthermore, for A ∈ R m×n with rk(A) = m we write C (A) := C (im A T ). Before we state the main result of this paper, we recall from [4] the following fundamental relation between the Grassmann condition number C (A) and Renegar's condition number R(A)
where κ(A) denotes the usual matrix condition number, i.e., the ratio between the largest and the smallest singular value of A. The Grassmann condition number can be interpreted as a coordinate-free version of Renegar's condition number, and the dependence of Renegar's condition number on the representation of the subspace is conveniently described by the matrix condition number κ(A). See [4] for more details.
The inequalities (1) show that probabilistic analyses of C easily imply corresponding results about R, as the probabilistic behavior of the usual matrix condition number is a well-studied subject, cf. [20, 16, 13] . For example, in [16] it was shown that for Gaussian matrices A ∈ R m×n one has E [ln κ(A)] < ln n 1 + |n − m| + 2.3 .
The following two theorems are the main results of this paper. Theorem 1.3. Let C ⊂ R n be a regular cone with n ≥ 3. If A ∈ R m×n is a Gaussian random matrix, then we have
E [ln C (A)] < 1.5 · ln(n) + 1.5 .
In fact, these bounds hold for any probability distribution on R m×n , which induces the uniform distributions on the Grassmann manifolds Gr n,n−m and Gr n,m via the maps A → ker A and A → im A T . We have reduced our formulation to the case of Gaussian random matrices for simplicity.
Assuming certain conjectures on the growth of the intrinsic volumes of special cones C (see Section 2.3) we can improve the bounds as follows. Theorem 1.4. Let C ⊂ R n be one of the following cones: R n + , L n , L n 1 × . . . × L nr , Sym k + . If A ∈ R m×n , with m ≥ 8, is a Gaussian random matrix, then we have
E [ln C (A)] < ln(m) + max{ln(v(C)), 0} + 3 ,
where the excess over the Lorentz cone v(C) (cf. (28) for the definition) is bounded as shown in the following table To illustrate the significance of Theorem 1.3, we will use a result from [54] to state a complexity result about general convex programming. Corollary 1.5. Let C be a self-scaled cone with a self-scaled barrier function. Then there exists an interior point algorithm, that solves the general homogeneous convex feasibility problem for Gaussian random inputs in expected O( √ ν C · (ln(ν C ) + ln(n))) number of interior-point iterations. Here, ν C denotes the complexity parameter of the barrier function for the reference cone C. For linear programming, second-order programming, and semidefinite programming, we have an expected number of interior-point iterations of O( √ n · ln(n)).
Proof. In [54] the authors describe an interior-point algorithm that solves the general homogeneous convex feasibility problem, for C a self-scaled cone with a self-scaled barrier function, in O( √ ν C · ln(ν C · R(A))) interior-point iterations. From (1) we have ln(R(A)) ≤ ln(κ(A)) + ln(C (A)). Using the estimates (2) and (4) we thus get E[ln(R(A))] = O(ln(n)).
As for the complexity parameter ν C , the typical barrier functions for (LP), (SOCP), (SDP), yield
In particular, for these cases we have ν C ≤ n. 2
Additionally, we mention that in [54] it is also shown that the condition number of the system of equations, that is solved in each interior-point iteration, is bounded by a factor of R(A) 2 . One can thus also use our results to get information about the expected cost of each iteration in the above-mentioned algorithm. We leave this to the interested reader.
This paper overall consists of two parts. The first part, which consists of the Sections 2-3, is elementary and easily accessible. In Section 2.1 we review some facts about spherical intrinsic volumes and in Section 2.3 we explain how these may be estimated. In Section 3 we use the fact that Gr n,m is a Riemannian manifold, which allows to define the tube T (Σ m , α) of radius α around Σ m with respect to the geodesic distance d g , cf. (33) . We will state in Theorem 3.1 an estimate of the volume of T (Σ m , α), and we shall derive proofs for Theorem 1.3 and Theorem 1.4 from this estimate.
The second part of the paper is devoted to the proof of Theorem 3.1. In Section 4 we will define a certain generalization ch Y (ϕ, t) of the characteristic polynomial of a self-adjoint linear operator ϕ : V → V of a euclidean vector space V , which depends on a linear subspace Y ⊆ V . We call ch Y (ϕ, t) the twisted characteristic polynomial and we will compute its expectation when the subspace Y (of a fixed dimension) is chosen uniformly at random. Section 4 only requires some elementary linear algebra, and although it seems to lie outside the general framework of this paper, it is a central step towards the proof of Theorem 3.1. In Section 5 we will provide some preliminaries from Riemannian geometry, and finally, in Section 6 we will complete the proof of Theorem 3.1.
From a high level point of view, one may interpret Theorem 3.1 as an extension of Weyl's (spherical) tube formula, cf. [57] , to the Grassmann manifold setting. Although such extensions in the sense of Theorem 3.1 were known before, cp. [28, 29] , these have the serious drawback that they only hold for radii α below a certain threshold α 0 , which depends on the cone C. In fact, for the interesting cones used in convex programming, this threshold is α 0 = 0, so that the previously existing results are useless for applications in convex programming, cf. Remarks 2.1 and 3.2. Theorem 3.1 does not suffer from this restriction and may thus be interpreted as a less precise, but more robust version of Weyl's tube formula in the Grassmann manifold setting, like it was achieved for the spherical setting in [14] .
A key idea in the proof of Theorem 3.1 is to consider cones with smooth boundaries. More precisely, we will assume that M := ∂C ∩ S n−1 is a smooth hypersurface of S n−1 with strictly positive curvature. Then it turns out that the corresponding set Σ m (C) of ill-posed inputs is an embedding of the Grassmann bundle Gr(M, m − 1) in the Grassmann manifold Gr n,m . Exploiting the induced bundle structure on Σ m is the crucial idea for the proof of Theorem 3.1.
Spherical convex geometry
It is a simple, yet essential observation that the analysis of the question whether a subspace hits a convex cone nontrivially, may be transferred from euclidean space to spherical space by intersecting both the subspace and the cone with the unit sphere. The above question then translates into the question of whether a subsphere of the unit sphere intersects a spherical convex set, or not. The analysis of the homogeneous convex feasibility problem thus naturally finds its place in the domain of spherical convex geometry.
While euclidean convex geometry is a classical and extensively studied subject, the situation for spherical convex geometry is quite different. The theory here is much less established, while a number of results, which are difficult to find in the literature, seem to be folklore among the experts in convex geometry. We find it thus appropriate to recall in this section a number of elementary facts and definitions to provide a preferably self-contained presentation. In our presentation we rely on the theses [28] (cf. also [29] ) and [3] , and the survey article [27] . We will put a special emphasis on intrinsic volumes.
The first subsection is mainly devoted to the elementary definitions and the corresponding notations. In the second subsection we will give the definition of spherical intrinsic volumes, and we will present formulas for the intrinsic volumes of the cones R n
In the third subsection we will describe a general way to estimate the intrinsic volumes (of self-dual cones). These estimates will be used in the proof of Theorem 1.4, which we will give in Section 3.
Some general facts
We denote the spherical distance function by d :
For a subset K ⊆ S n−1 of the unit sphere we denote the cone generated by this set by cone(K) := {λ · p | λ ≥ 0 , p ∈ K}, and we additionally set cone(∅) := {0}. A subset K ⊆ S n−1 is called (spherical) convex iff for all p, q ∈ K with q = ±p the (unique geodesic) arc between p and q is contained in K. This is equivalent to the condition that the set cone(K) is a convex cone. We denote the family of closed spherical convex sets by K(S n−1 ). Note that the empty set as well as the whole sphere S n−1 both lie in K(S n−1 ).
For M ⊆ S n−1 closed and α ≥ 0 we denote the tube of radius α around M by T (M, α) := {p ∈ S n−1 | ∃q ∈ M : d(p, q) ≤ α}. Using the notion of tubes we may define the Hausdorff distance d H on K(S n−1 ) in the following way
. It is well-known (cf. for example [38, §1.2] ) that the map d H is a metric on K(S n−1 ), which turns K(S n−1 ) into a compact metric space.
The duality map which sends a closed convex cone C onto its dual coneC naturally defines an involution on K(S n−1 ), which we also denote by. : K(S n−1 ) → K(S n−1 ), and which is given byK : 
In particular, the duality map is a local isometry.
Remark 2.1. One important difference between euclidean and spherical convex geometry are the convexity properties of tubes. In the euclidean case the tubes around a convex set are again convex. In the spherical case it is rarely true that the tube around a convex set is again convex, unless the tube is the whole sphere. For example, it is elementary to show (cf. [3, §3.1.2]) that if K ∈ K(S n−1 ) contains two antipodal points, or if the boundary of K contains a geodesic segment, then T (K, α) ∈ K(S n−1 ) for some α > 0 implies T (K, α) = S n−1 . It follows that tubes around (proper) subspheres are either the whole sphere or not convex. The same statement holds for spherical convex sets K, whose corresponding cone C = cone(K) has a nontrivial face, i.e., there exists a supporting hyperplane H ⊂ R n , H ∩ int(C) = ∅, such that the (linear hull of the) face F := H ∩ C has dimension dim lin(F ) ≥ 2. Hence, among our standard ensemble of cones R n
only the cones L n , n ∈ N, have convex tubes different from the whole sphere.
Another difference between euclidean and spherical convex geometry is that while the set of all convex bodies, i.e., the set of all compact euclidean convex sets, is connected, this is not true for K(S n−1 ) as we will see next. We use the notation S −1 (S n−1 ) := {∅}, and
Note that there is a canonical bijection between S k (S n−1 ) and Gr n,k+1 given by Gr n,k+1 → S k (S n−1 ), W → W ∩ S n−1 , and its inverse S k (S n−1 ) → Gr n,k+1 , S → lin(S). Note also that S = S ⊥ := W ⊥ ∩ S n−1 for S a subsphere of S n−1 , with W := lin(S).
As the non-subspheres are central objects for our study, we call elements in K c (S n−1 ) caps. This naming is different from other works, where "cap" may denote a spherical ball (cf. for example [11] ). We will denote spherical balls by the term circular caps. It is easily checked that an element K ∈ K(S n−1 ) is a cap iff ∃p ∈ K : −p ∈ K.
The set of spherical convex sets K(S n−1 ) decomposes into caps and subspheres, i.e., the decomposition of K(S n−1 ) into its connected components is given by
The connectedness of the components in this decomposition is checked easily. The fact that elements from separate components cannot be connected via a path in K(S n−1 ) is seen in the following way. If W 1 , W 2 are subspaces of R n of different dimensions, then counting dimensions shows that
This implies that the corresponding subspheres
) and a subsphere S we have the well-known theorem of alternatives, also known as Farkas-Lemma, which says that
The decomposition in (7) is thus the decomposition K(S n−1 ) in connected components.
The set of caps K c (S n−1 ) should be seen as the essential part of K(S n−1 ) containing a variety of sets with diverse properties. We need to specify subfamilies of K(S n−1 ) with which we can work in a unified way. We begin with the set of polyhedral convex sets: A spherical convex set K ∈ K(S n−1 ) is called polyhedral if cone(K) is the intersection of finitely many half-spaces:
Equivalently (cf. for example [45, Sec. 19] ), a set K ∈ K(S n−1 ) is polyhedral iff it is the (spherical) convex hull of finitely many points in S n−1 . Our standard example for a polyhedral convex set is the intersection R n + ∩ S n−1 of the positive orthant with the unit sphere. By definition, the set of polyhedral convex sets contains the subspheres of S n−1 . Furthermore, the set of polyhedral convex sets lies dense in K(S n−1 ) with respect to the Hausdorff metric. This is seen by an easy adaption (cf. [28, Hilfssatz 2.5] or [3, Prop. 3.3.4] ) of the proof for the euclidean statement (cf. [47, §2.4 
]).
Another important subfamily of spherical convex sets is given by the set of regular caps: A spherical convex set K ∈ K(S n−1 ) is called regular if both K andK have nonempty interior:
Note that subspheres are not regular, i.e., the set of regular convex sets is a subset of the set K c (S n−1 ) of caps, and we may thus speak of regular caps. In the set K r (S n−1 ) of regular caps we define for n ≥ 3 the subclass of smooth caps via
∂K is a smooth hypersurface in S n−1 with nowhere vanishing Gaussian curvature .
Here, the Gaussian curvature is the determinant of the Weingarten map (see for example [53] for an elementary introduction of these notions; see [19, Ch. 6 ] for a more thorough treatment).
For hypersurfaces M of S n−1 with a unit normal vector field ν : M → S n−1 the Weingarten map at p ∈ M is given by
where D p ν denotes the derivative of ν at p (for hypersurfaces of R n this is elementary (cf. for example [53, Ch. 9] ); for hypersurfaces of S n−1 this is also true (cf. [3, Sec. 4.1.1])). It can be shown that the Weingarten map is self-adjoint, and we will denote its eigenvalues by κ 1 (p), . . . , κ n−2 (p). These are called the principal curvatures of M at p. Furthermore, we will denote by σ k (p), 0 ≤ k ≤ n − 2, the kth elementary symmetric function in the eigenvalues of W p . When M is the smooth boundary of a cap M = ∂K with int(K) = ∅, then we will always assume that ν(p) denotes the normal direction pointing inwards the cap K. This has the effect that the Weingarten map is positive definite, i.e., M has everywhere positive curvature (cf. [47, §2.5] for the corresponding euclidean statement).
For the euclidean case, Minkowski (cf. [7, §6] ) has shown that the set of smooth convex bodies lies dense in the set of convex bodies. Using this result, it is elementary to show (see for example [3, Prop. 4.1.10] ) that the set of smooth caps K sm (S n−1 ) lies dense in the set of all caps K c (S n−1 ).
We finish this section with an important property of smooth caps, that we will need in the proof of the main result in Section 6.
Proof. As W ∈ Σ m (C), we have Σ m ∩ C = Σ m ∩ ∂C = {0}. It follows that there exists p ∈ W ∩K. To prove that p is the only element in W ∩K, assume that there exists q ∈ W ∩K, p = q. As K is a regular cap, we have p = −q, so that there exists a unique geodesic arc between p and q. By convexity of W and K, this arc lies in W ∩ K, and thus in M , the boundary of K. But this implies that along this arc M has zero Gaussian curvature, which contradicts the assumption K ∈ K sm (S n−1 ). 2
Intrinsic volumes
Before we give the definition of spherical intrinsic volumes we introduce the following notation for the volume of the unit sphere and for the volume of tubes around subspheres
where S ∈ S k (S n−1 ), and 0 ≤ α ≤ π
2 . An elementary computation shows (see for example [12, Lem. 20.5] or [3, Prop. 4.1.18] ) that the volume of the α-tube T (S, α) is given by
In particular, the volume of a circular cap B(z, β) of radius β ∈ [0, π] is given by
The following proposition may be used for the definition of the spherical intrinsic volumes (cf. [27] ); it may be interpreted as a spherical version of the Steiner polynomial (cf. for example [47] ). Proposition 2.4. For K ∈ K(S n−1 ) \ {∅} and 0 ≤ α ≤ π 2 the volume of the α-tube around K is given by
for some uniquely determined continuous functions
Proof. See (one of) the references given in [27] : [31, 2, 46, 36, 28] . 2 Definition 2.5. For −1 ≤ j ≤ n − 1 the jth (spherical) intrinsic volume is the function
Furthermore, for j ∈ {−1, n − 1}, the jth intrinsic volume of K is defined via
The definition of V −1 (K) in (14) may seem artificial at first sight, but in fact it is natural, as will become clear in (15) , (16) , (17) below. We will use the notation V j (C) := V j (C ∩ S n−1 ), if C ⊆ R n is a closed convex cone, and refer to V j (C) as the jth intrinsic volume of the cone C. Furthermore, we use the notation V (K) for the (n + 1)-tuple of the intrinsic volumes, i.e. V (K) := (V −1 (K), V 0 (K), . . . , V n−1 (K)), and similarly for V (C). As for the notation, it turns out that usually the formulas become nicer when using the shifted index V j−1 (C) with 0 ≤ j ≤ n. However, we refrain from reindexing the functionals V j to simplify the notation, as the given definition is by now established (cf. [28, 27, 48, 3] ), and a redefinition could lead to major confusion.
The following proposition provides a simple and illustrative description of the spherical intrinsic volumes in the special case of polyhedral cones. Additionally, a couple of essential properties of the intrinsic volumes are immediate from this description. Proposition 2.6. Let C ⊆ R n be a polyhedral cone and let Π C : R n → C denote the projection map onto C. Furthermore, let d C denote the function
where face(x) denotes the face of C of which x lies in its relative interior. Then the (j − 1)th intrinsic volume of C, 0 ≤ j ≤ n, is given by
where p ∈ S n−1 is drawn uniformly at random and x ∈ R n is drawn at random according to the normal distribution N (0, I n ).
Proof. 
for all K ∈ K(S n−1 ). The vector V (K) may thus be interpreted as a probability distribution on the set {0, 1, . . . , n}.
2. Another consequence of Proposition 2.6 is the following nice duality property of intrinsic volumes
where 0 ≤ j ≤ n. This relation may be deduced (cf. Another simple consequence of Proposition 2.6 is a calculation rule for direct products of cones. The euclidean analog of this statement is well-known (cf. for example [34, Sec. 9.7] ); the spherical statement below was, to our best knowledge, for the first time given in [3] . Corollary 2.9. Let C 1 , C 2 be closed convex cones. Then the intrinsic volumes of the direct product C 1 × C 2 are given by
where * denotes the convolution operator, i.e.,
Proof (Sketch). We sketch the main ideas of the proof and refer for a more elaborated proof to [3, App. B.1]. By continuity of the intrinsic volumes, it suffices to consider the case where both C 1 and C 2 are polyhedral cones. The faces of C 1 × C 2 are given by direct products of faces of C 1 and C 2 . Furthermore, using the notation of Proposition 2.6, it is easy to see that
. Hence, it follows from the characterization (15) that the intrinsic volumes of C 1 × C 2 arise as the convolution of the intrinsic volumes of C 1 and C 2 . 2 Example 2.10. The calculation rule from Corollary 2.9 provides an easy way to compute the intrinsic volumes of the positive orthant: For n = 1 we have V (R + ) = (
i.e., we have V j−1 (R n + ) = n j /2 n for 0 ≤ j ≤ n. In the following proposition we give a well-known formula for the spherical intrinsic volumes of smooth caps, which goes back to H. Weyl [57] . (See [57] , [14] or [3, Ch. 4] for proofs.) Proposition 2.11. Let K ∈ K sm (S n−1 ) and 1 ≤ j ≤ n − 1. Then the intrinsic volumes of K are given by
where M := ∂K denotes the boundary of K, and σ k (p) denotes the kth elementary symmetric function in the principal curvatures of M . 2
Example 2.12. Let K = B(z, β), 0 < β ≤ π/2, be a circular cap. Then from (19) and from Example 2.2 we get for 1 ≤ j ≤ n − 1, with M := ∂K,
We will finish this section by stating formulas for the intrinsic volumes of the cone of positive semidefinite matrices. These formulas have been developed in [3] , and a paper containing this derivation is in preparation [5] . We include these formulas here so that we may appropriately formulate Conjecture 2.18 about the orders of magnitude of these intrinsic volumes.
For z ∈ R k we denote the Vandermonde determinant by ∆(z) :
with x := (z 1 , . . . , z r ), y := (z r+1 , . . . , z k ), σ denoting the th elementary symmetric function, and
Lastly, we define for 0 ≤ r ≤ k, 0 ≤ ≤ r(k − r), and x, y as above,
and we set J(k, r, ) := 0 if the above inequalities on r and are not satisfied.
Theorem 2.13. The intrinsic volumes of the cone of positive semidefinite matrices are given by
where t(r) :=
See 
Estimating intrinsic volumes
In this section we will describe some quantities, which are related to binomial coefficients and which provide a method to estimate the intrinsic volumes of self-dual cones. Recall that in (9) we encountered the volume of the unit sphere, which we denote by O n−1 = vol n−1 S n−1 . We denote the volume of the nth unit ball B n ⊂ R n by
for n > 0, and
It is convenient to use the analytic extension of the binomial coefficient. For x > −1 and −1 < y < x + 1 we denote
Note that
.
Besides the binomial coefficient we also use the flag coefficients n m as defined in [34] . These are given by
The following proposition provides some useful identities involving the binomial and the flag coefficients.
Proposition 2.14.
In particular,
where the symbol ∼ means that the quotient of the two sides tends to one.
Proof. The first equation in (23) follows from applying the duplication formula of the Γ-function Γ(2x) =
. The remaining equations follow by plugging in the definitions of the corresponding quantities. As for the asymptotics stated in (26), we compute
where we have used the asymptotics
With this notation we can revisit Example 2.12 and improve the formulas for the intrinsic volumes of circular caps.
Example 2.15. Let K = B(z, β), 0 < β ≤ π/2, be a circular cap. Then from Example 2.12 we have for 1 ≤ j ≤ n − 1
Furthermore, we have for j = n V n−1 (K)
and similarly for j = 0
For Lorentz caps, i.e., β = π 4 , we have sin(
, and the formulas for V j−1 (L n ), which we denote by f j (n) for convenience, simplify to
where 2 F 1 denotes the ordinary hypergeometric function (cf. [1, Ch. 15] ). Note that the sequence f (n) is symmetric, i.e., f n−j (n) = f j (n).
It is convenient to estimate the intrinsic volumes of self-dual cones by means of the intrinsic volumes of the Lorentz cones. We therefore define for a self-dual cone C ⊆ R n the excess over the Lorentz cone v(C) as
In other words, v(C) is the smallest constant such that the inequality
The constant v(C) will come in handy for the estimations, as we will see in Section 3.
Proposition 2.16. For the positive orthant and for the Lorentz cone we have
Proof. The claim about the Lorentz cone follows trivially from the definition of v and f . As for the positive orthant, we use Example 2.10 and compute for 1 ≤ j ≤ n − 1
where the last inequality is easily checked with a computer algebra system. As for j ∈ {0, n}, we have
where again the last inequality is easily checked with a computer algebra system. 2
An important construction in convex optimization is taking direct products. It is thus desirable to have an easy estimate for v(C 1 × C 2 ). Unfortunately, this is more challenging than it might appear at first sight. The following conjecture is supported both by geometric reasonings and computer-aided experiments. 
In particular, for closed convex cones
For the cone of positive semidefinite matrices we put up the following conjecture about the order of magnitude of its intrinsic volumes. 
See Figure 1 and Figure 2 for an illustration of this conjecture.
The constant 2 in (29) and (31) is in both cases probably not optimal. In fact, concerning (29), computations suggest that f (n 1 ) * f (n 2 ) = (1+o(1))·f (n 1 +n 2 ) for n 1 , n 2 → ∞. Our conjectures about the excess over the Lorentz cone are succinctly summarized in the table of Theorem 1.4.
Concluding this section, we point out that the statistical behavior of intrinsic volumes is currently a field with a wealth of open questions. Note that Figure 1 shows an apparently unimodal sequence, and Figure 2 suggests that it should actually be log-concave. We conjecture that this holds in general.
Remark 2.20. Using the formulas in Example 2.15 and the calculation rule from Corollary 2.9, one can show (cf. [3, Cor. 4.4.14] ) that a direct product of circular cones has a log-concave sequence of intrinsic volumes. In particular, the intrinsic volumes of the positive orthant and of products of Lorentz cones are log-concave. If Conjecture 2.19 is true, it could be considered as a spherical analog of the famous Alexandrov-Fenchel inequalities (cf. [52, 47] ).
A tube formula for the Grassmann manifold
Before we state the main theorem we introduce the following notation for a rescaling of the volume of the tube of radius α around an i-dimensional subsphere (cf. (10))
where τ := tan α.
In the following, we fix a regular cone C ⊂ R n and set D m := D m (C), P m := D m (C), and Σ m := Σ m (C), cf. Definition 1.1. Furthermore, we define the tube around Σ m as
where d g denotes the geodesic distance in Gr n,m (see [4] for more details). We also define the primal and the dual tube around Σ m , respectively, as
In the following theorem we will give an estimate of the relative volume rvol of the primal tube around Σ m . By the relative volume we mean the unique probability measure on the homogeneous space Gr n,m , which is invariant under the action of the orthogonal group (see Section 5 for more details on this). The proof of Theorem 3.1 below is postponed to Section 6. where the constants d nm ij are defined for i + j + m ≡ 1 (mod 2), 0
and d nm ij := 0 otherwise.
Remark 3.2.
• It can be shown (see [3] for details) that (35) in fact holds with equality if T (C ∩ S n−1 , α) is convex and if d nm ij is replaced by (−1)
This reveals how close is our estimate (35) to being sharp.
• The coefficients d nm ij satisfy the symmetry relations
See Table 1 for a display of the coefficient matrix
The following corollary will be obtained from Theorem 3.1 by using duality properties as described in [4] to obtain an estimate of the dual tube of Σ m , and by changing the summation over i, j as depicted in Figure 3 . Corollary 3.3. Let C ⊂ R n be a regular cone and let d nm ij be defined as in (36) . Then, for 1 ≤ m ≤ n − 1 and 0 ≤ α ≤ π 2 , and using the convetion k := 0 if < 0 or > k, we have
Proof. The involution ι : Gr n,m → Gr n,n−m , W → W ⊥ is an isometry and thus preserves the geodesic distance. Moreover, ι maps P m (C) to D n−m (C), and therefore ι(Σ m (C)) = Σ n−m (C), cf. [4] . Hence, ι induces a bijection between T D (Σ m (C), α) and
From Theorem 3.1 we get, using the duality property V j (C) = V n−2−j (C) (cf. (17)) and the symmetry relation d
Using Proposition 2.14, we get
Using this in (39), changing the summation via i ← n − 2 − i and j ← n − 2 − j, and taking into account (37), we thus get
Here we interpret k = 0 if < 0 or > k, i.e., the above summation over i, j in fact only runs over the rectangle determined by the inequalities 0 Figure 3) . As the summation runs only over those i, j, for which i+j +m ≡ 1 mod 2, we may replace the summation over j by a summation over k = 
Before giving the proofs of the main Theorems 1.3 and 1.4 by estimating the tube formula (38), we will provide a number of technical estimates in the following lemma. In the proof and in the rest of this section we will mark estimates, which are easily checked with a computer algebra system, with the symbol .
Lemma 3.4. Let i, k, , m, n ∈ N with n ≥ 2 and 1 ≤ m ≤ n − 1.
We have
2
3. For 0 ≤ α ≤ π 2 , t := sin(α) −1 , and n ≥ 3, we have
Proof.
(1) We make a case distinction by the parity of . Using Γ(x + 1) = x · Γ(x), we get for odd
(2) As for the second estimate, we distinguish the cases i ≥ 2k and i ≤ 2k. From 0 ≤ k ≤ m − 1 and 0 ≤ i − k ≤ n − m − 1 we get
For i ≥ 2k we thus get
and for i ≤ 2k 
and for i = n − 2, assuming n ≥ 3,
With these estimates we get
For ε < n − 3 2 we thus get
Similarly we derive
For ε < 1 m we thus get
Proof of Theorem 1.3. If C is a regular cone then it is not a linear subspace. The intrinsic volumes are therefore bounded by V j (C) ≤ 
By Vandermonde's identity we have
2 and n ≥ 3 .
As for the expectation of the logarithm of the Grassmann condition, we compute
Before we finish this section with the proof of Theorem 1. 4 we need yet another technical lemma. A sequence (a n ) of nonnegative real numbers is called log-concave iff a 2 n ≥ a n−1 · a n+1 for all n. See [52] for a survey on log-concave sequences and their appearances in diverse areas of mathematics.
1. The sequence (g m (n)) n is log-concave, i.e., g m (n) 2 ≥ g m (n − 1) · g m (n + 1) for n ≥ m + 2.
For fixed m ≥ 8 we have max{g
(1) We have
In order to show that this expression is ≥ 1 we use induction on m. For m = 0 this is trivially true, and for m = 1 this is easily checked with a computer algebra system. For m ≥ 2 we have, using Γ(
≥1 by ind. hyp. > 1 .
(2) As the sequence (g m (n)) n is log-concave and positive, it follows that it is unimodal. This means that there exists an index N such that g m (n − 1) ≤ g m (n) for all n ≤ N , and g m (n) ≥ g m (n + 1) for all n ≥ N (cf. [52] ). Moreover, for m ≥ 8 we have N ∈ {2m + k | k ∈ {5, 6, 7}}, as
(3) For fixed k, the following asymptotics is easily verified:
In particular, it follows by (2) that for m ≥ 8 we have an asymptotic estimate of g m (n) = O( √ m). More precisely, it is straightforward to check that for k ∈ {5, 6, 7} and m ≥ 8 we have g m (2m + k) < 2.5 · √ m. It follows by (2) that for m ≥ 8 we have
Proof of Theorem 1.4. We will estimate the intrinsic volumes of
where f j (n) = V j−1 (L n ) and v(C) denotes the excess over the Lorentz cone introduced in Section 2.3. Note that for j = m + i − 2k with 1 ≤ j ≤ n − 1, we get from (27) using (21)
We thus obtain from Corollary 3.3 rvol T (Σ m , α)
Using the notation from Lemma 3.5, this implies
Analogous to the proof of Theorem 1.3 we estimate the expectation of the logarithm of the Grassmann condition. Definingṽ(C) := max{v(C), 1}, so that in particular lnṽ(C) ≥ 0, we get 
Twisted characteristic polynomials
This section is about a certain subspace-dependent version of the characteristic polynomial of a linear operator. This polynomial will appear in the computation of the volume of the tube around the set Σ m in the Grassmann manifold. Nevertheless, we will formulate what we call the twisted characteristic polynomial in a general context. The proof of the main result of this section is elementary and only involves basic linear algebra. Let ϕ be an endomorphism on a k-dimensional euclidean vector space V . We denote by σ j (ϕ), 0 ≤ j ≤ k, the coefficients of the characteristic polynomial of ϕ (up to sign). More precisely,
Note that we have σ k (ϕ) = det(ϕ), σ 0 (ϕ) = 1, and σ 1 (ϕ) = trace(ϕ). In the following we denote by Gr(V, ) the set of all -dimensional linear subspaces of V . Note that for = k we get ch V (ϕ, t) = det(ϕ − t · id V ), the usual characteristic polynomial, whereas for = 0 we get ch 0 (ϕ, t) = det(t · ϕ + id V ). We will see below that
Theorem 4.2. Let V be a k-dimensional euclidean vector space and let ϕ be an endomorphism on V . If Y ∈ Gr(V, ) is chosen uniformly at random, then
Moreover, the expectation of the (positive) twisted characteristic polynomial is given by
where the coefficients d ij are given for i + j + ≡ 0 mod 2 and 0
and
in the notation of (36).) If ϕ is positive semidefinite, then for t ≥ 0 we have |ch Y (ϕ, t)| ≤ ch
We will now express the twisted characteristic polynomial in coordinates. For A ∈ R k×k and 0 ≤ ≤ k we use the notation ch (A, t) := ch R ×0 (ϕ, t) , ch + (A, t) := ch
where ϕ :
, where A 1 ∈ R × , and the other blocks accordingly, then ch (A, t) = det
From this description we get for Y = R × 0 the identity ch Y (ϕ, 0) = ch
ϕ). This proves (47).
If Y 0 ∈ Gr k, is fixed and Q ∈ O(k) is chosen uniformly at random, then the induced probability distribution on Gr k, via Q → QY 0 is the uniform distribution. From this it is straightforward to check that if Q ∈ O(k) and Y ∈ Gr k, are chosen uniformly at random, then we have
These equalities allow to prove Theorem 4.2 with basic matrix calculus. The main idea is to use the multilinearity of the determinant and the invariance of the coefficients σ j (A) under similarity transformations to show that the coefficients of the expectation of the (positive) twisted characteristic polynomial are linear combinations of the σ j (A). We may then compute the exact linear combinations by choosing particularly nice matrices A, namely scalar multiples of the identity matrix.
In the following we use the notation [k] := {1, . . . , k}, and we denote by Lemma 4.3. Let A ∈ R k×k , and let Q ∈ O(k) be chosen uniformly at random. Then, for
Proof. For the first equality let J = {j 1 , . . . , j }, j 1 < . . . < j , and let π be any permutation of [k] such that π(i) = j i for all i = 1, . . . , . If M π denotes the permutation matrix according to π, i.e., M π ·e i = e π(i) , then
where we have used the fact that right multiplication by the fixed element M π leaves the uniform distribution on O(k) invariant. This also implies
Proof of Theorem 4.2. The statement (48) follows from (52) and (54) . For the equalities in (49) it remains to show that for Q ∈ O(k) uniformly at random
By multilinearity we may write the determinant of a matrix with columns v 1 , . . .
Using this repeatedly, we generally obtain
As we have (cf. (51))
we may expand the (positive) twisted characteristic polynomial to obtain
where c 1 , c 2 : 2 [k] → N are some integer valued functions on the power set of [k] . Averaging the twisted characteristic polynomial thus yields
for some rational constantsd ij . To compute these constants, let us consider the matrices A = s · I k . For this choice of A we have ch (
We expand the first term in order to make a comparison of the coefficients to get thed ij . We have (
where again we interpret and µ = k − i+j+ 2 . Comparing the coefficients of the two expressions of (s − t) · (1 + s · t) k− reveals that indeedd ij = d ij as defined in (50) . This shows the equality in (55) .
The equality in (56) is shown analogously with the observation
As for the last claim in Theorem 4.2, note that for positive semidefinite A every principal minor is nonnegative, i.e., pm J (A) ≥ 0 for all J ⊆ [k]. Therefore, if t ≥ 0, we get from (57) |ch (A, t)|
This finishes the proof of Theorem 4.2. 2
Preliminaries from Riemannian geometry
We refer to [19] , [8] , or [15, Ch. 1], for background on Riemannian geometry. In the following subsections we will focus on three different subjects. First, we will state the smooth coarea formula, which is the basis for all subsequent volume computations. Second, we will describe the Grassmann manifold as a quotient of the orthogonal group. This viewpoint is a great help in doing explicit calculations in the Grassmann manifold. The third and final topic is a description of the (orthonormal) frame bundle and the Grassmann bundle of a manifold. These bundles form the geometric basis for the computation of the tube formula in Section 6.
Coarea formula
An important tool in our computations will be the smooth coarea formula. Before we can state this, we need to define the normal determinant of a linear operator. 
where #ϕ −1 (q) denotes the number of elements in the fiber ϕ −1 (q). 2
The inner integral in (59) over the fiber ϕ −1 (q) is well-defined for almost all q ∈ M 2 . This follows from Sard's lemma (cf. for example [50, ), which implies that almost all q ∈ M 2 are regular values, i.e., the differential D p ϕ has full rank for all p ∈ ϕ −1 (q). The fibers ϕ −1 (q) of regular values q are smooth submanifolds of M 1 and therefore the integral over ϕ −1 (q) is well-defined. One calls ndet(D p ϕ) the Normal Jacobian of ϕ at p.
See [37, 3.8] or [22, 3.2.11] for proofs of the coarea formula with M 1 , M 2 being submanifolds of euclidean space. See [33, Appendix] for a proof of the coarea formula in the above stated form.
Orthogonal group and Grassmann manifold
The Lie algebra of the orthogonal group is given by
The tangent space of an element Q ∈ O(n) is thus given by T Q O(n) = Q · Skew n .
As for the Riemannian metric on O(n), it is convenient to scale the (euclidean) metric induced from R n×n by a factor of 1 2 . The Riemannian metric ., . Q on T Q O(n) = Q · Skew n is thus given by
for U 1 , U 2 ∈ Skew n . Observe that we have a canonical basis for Skew n given by {E ij − E ji | 1 ≤ j < i ≤ n}, where E ij denotes the (i, j)th elementary matrix, i.e., the matrix whose entries are zero everywhere except for the (i, j)th entry, which is 1. This basis is orthogonal and by the choice of the scaling factor it is also orthonormal.
The exponential map of a compact Riemannian manifold M is a map exp : T M → M, where T M denotes the tangent bundle of M, i.e., the disjoint union of all tangent spaces. For p ∈ M and v ∈ T p M, the map γ(t) := exp p (tv) is the constant speed geodesic with
For the orthogonal group O(n), the exponential map exp Q :
given by the usual matrix exponential, i.e., for U ∈ Skew n we have exp
the exponential map at Q in direction QN is given by
It can be shown (cf. for example [8, §VII.6] ) that for sufficiently small r > 0 the restriction of the exponential map at Q to an open ball B Q (r) of radius r around the origin in T Q O(n), is a diffeomorphism between B Q (r) and its image. This statement in fact holds for arbitrary Riemannian manifolds M. Furthermore, for arbitrary r ≥ 0 we have (cf. [8, §VII.6]) for p ∈ M andB p (r) ⊂ T p M the closed ball of radius r around the origin in T p M,
where d g denotes the geodesic distance in M. Moreover, if H ⊂ M is a compact hypersurface in M with unit normal vector field ν, then we can characterize the tube of radius r around H as follows: The Grassmann manifold Gr n,m , 1 ≤ m ≤ n, is defined as the set of all m-dimensional subspaces of R n . We can describe Gr n,m as the quotient O(n)/H := {QH | Q ∈ O(n)} of O(n) by the subgroup
in the following way:
In other words, the identification of Gr n,m with the quotient O(n)/H amounts to identifying an m-dimensional linear subspace W of R n with the set of all orthogonal matrices whose first m columns span W . Note that this identification endows Gr n,m with a topology, namely the quotient topology on O(n)/H. In the following paragraphs we will give a concrete description of the tangent space T W Gr n,m for W ∈ Gr n,m , and we will describe the Riemannian metric and the exponential map on Gr n,m . Note that the natural action of O(n) on R n induces a corresponding action on Gr n,m . It can be shown that, up to scaling, there exists a unique Riemannian metric on Gr n,m , which is O(n)-invariant. This is the Riemannian metric, that we will describe next explicitly.
Let W ∈ Gr n,m and let Q ∈ Π −1 (W ), i.e., the first m columns of Q span W . The coset QH is a submanifold of O(n), and its tangent space at Q is given by 
where U ∈ Skew n . The pair (Q, U ) with U ∈ Skew n thus defines the tangent vector ξ := D(Π • exp Q (QU )) in T W Gr n,m . However, we may also represent the subspace W by a group element Qh, for any h ∈ H. A small computation shows that the pair (Qh, h −1 U h) represents the same tangent vector ξ. More generally, if we define an equivalence relation
then it follows that the tangent vector ξ ∈ T W Gr n,m can be identified with the equivalence
We have thus obtained the following model for T W Gr n,m :
Note that the derivative D Q Π of Π at Q is given by
where π : Skew → Skew n denotes the orthogonal projection.
We can now define the Riemannian metric on Gr n,m by setting
for U 1 , U 2 ∈ Skew n (this is clearly a well-defined O(n)-invariant Riemannian metric). This way, Π : O(n) → Gr n,m becomes a Riemannian submersion, i.e., for every Q ∈ O(n) the restriction of D exp Q to the orthogonal complement of its kernel is an isometry. Using the above description of DΠ and elementary properties of geodesics (cf. for example [19, Sec. 3.2] ), one can show that the exponential map on Gr n,m is given by
In Definition 1.1 we assigned to a regular cone C ⊂ R n and 1 ≤ m ≤ n − 1 the compact subsets P m = P m (C) and D m = D m (C) of the Grassmann manifold Gr n,m . In Section 6 we will prove that Σ m = P m ∩ D m is a compact hypersurface in Gr n,m . Furthermore, we will identify a unit normal vector field ν in Σ m , which points into the component P m , i.e., for α > 0 small enough we have exp W (α · ν) ∈ P m for all W ∈ Σ m . In this situation, we can refine the characterization (64) of the tube around Σ m to a characterization of the primal tube T P (Σ m , α) = T (Σ m , α) ∩ P m as follows:
The inclusion '⊇' is clear by (64). As for the other inclusion, let W ∈ P m with α := d g (W , Σ m ) > 0. From (64) we get that a minimum length geodesic between some W ∈ Σ m and W has the form γ(ρ) = exp W (δ · ρ · ν(W )) with 0 ≤ ρ ≤ α, and δ ∈ {1, −1}. It is sufficient to show that δ = 1. By way of contradiction, assume that δ = −1.
We may use the smooth coarea formula (59) to compute the volumes of the orthogonal group and of the Grassmann manifold. Note that the map ϕ : O(n) → S n−1 , Q → Qe 1 , where e 1 ∈ R n denotes the first canonical basis vector, is a Riemannian submersion. In particular, we have ndet(D Q ϕ) = 1 for all Q ∈ O(n). Moreover, each fiber of ϕ is isometric to O(n − 1). So an application of the smooth coarea formula (59) shows that vol O(n) = O n−1 · vol O(n − 1). By induction on n we thus get vol O(n) = n−1 i=0 O i . As for the volume of Gr n,m , recall that by definition of the Riemannian metric on Gr n,m , we have a Riemannian submersion Π : O(n) → Gr n,m whose fibers are isometric to the direct product O(m) × O(n − m). The smooth coarea formula (59) thus implies
For later use, we also compute
Frame bundle and Grassmann bundle
In the remainder of this section we will discuss some elementary properties of frame bundles and Grassmann bundles. Note that the only difference between R n and a general n-dimensional euclidean space is that the space R n has a distinguished orthonormal basis. Let V be a k-dimensional euclidean vector space. We denote the set of orthonormal bases (frames) in V by F (V ), i.e.,
Note that one can naturally identify F (R n ) with the orthogonal group O(n). In particular, F (V ) has the structure of a smooth (Riemannian) manifold. We recall the th Grassmann manifold Gr(V, ) = {Y ⊆ V | Y an -dimensional linear subspace}, defined for 1 ≤ ≤ k. Again, since Gr(V, ) Gr k, , the set Gr(V, ) has a well-defined structure of a smooth (Riemannian) manifold. Note that we have the smooth surjective map F (V ) → Gr(V, ), (q 1 , . . . , q k ) → lin{q 1 , . . . , q }, whose definition is related to (65).
Let M be a k-dimensional smooth Riemannian manifold. The orthonormal frame bundle and the th Grassmann bundle, 1 ≤ ≤ k, over the manifold M are defined as
Using charts of M to connect the manifolds F (T p M ), it is possible to show that F (M ) has the structure of a smooth manifold. Moreover, F (M ) → M is a fiber bundle (cf. for example [35, §I.5] ). The same holds true for the Grassmann bundle Gr(M, ) → M . Furthermore, the maps of the fibers F (T p M ) → Gr(T p M, ) may be combined to a smooth surjective (bundle) map
whereQ = (q 1 , . . . , q k ). For (p,Q) ∈ F (M ) one has a natural decomposition of the tangent space of F (M ) at (p,Q) into a vertical space and a horizontal space,
The vertical space is defined by
For defining the horizontal space we consider the following construction. Let ζ ∈ T p M and let c : R → M be such that c(0) = p andċ(0) = ζ. Furthermore, letQ t denote the parallel transport (cf. for example [8, Thm. VII.3.12] ) of the frameQ along c at time t. Then the map c F : 
Establishing the tube formula
The following theorem is the main result of this section. Before approaching its proof, we will use it to give a proof of Theorem 3.1.
Theorem 6.1. Let K ∈ K sm (S n−1 ), C := cone(K), and let M := ∂K.
1. The set Σ m := Σ m (C) is an oriented hypersurface of Gr n,m . The map
is a diffeomorphism with inverse given by
and let the maps Π M and Ψ be defined via
Then the Normal Jacobians of Π M and Ψ are given by
where (p, Y ) = Φ −1 m (W ), and W p denotes the Weingarten map of M at p.
Proof of Theorem 3.1. Recall that the intrinsic volumes V j (K) are continuous in K (cf. Proposition 2.4). Moreover, the set of smooth caps K sm (S n−1 ) lies dense in K c (S n−1 ); in particular, it lies dense in the set of regular caps K r (S n−1 ) (cf. Section 2.1). Furthermore, it is straightforward to check [3, Lemma 6.1.7] that the map
is continuous and thus, by compactness of K(S n−1 ), uniformly continuous. Therefore, in order to show the inequality (35), we may assume w.l.o.g. that K ∈ K sm (S n−1 ). Let the notation be as in Theorem 6.1. As the unit normal field ν Σ of Σ m points into the component D m (K), i.e., the direction −ν Σ points into the component P m (K), we have for
Applying the coarea formula to the map Ψ, and using (77), yields
Changing the integration via the coarea formula applied to the map Π M : Σ m → M , and using (77), we get
where the expectation is with respect to Y chosen uniformly at random in Gr(T p M, m − 1). Using Theorem 4.2 with k = n − 2 and = m − 1, we obtain
σ n−2−j (W p ) dp (32) , (19) = vol Gr n−2,m−1 · n−2 i,j=0
So finally we get for rvol
vol Grn,m , using the formula (71),
The remainder of this section is devoted to the proof of Theorem 6.1. In order to get a clear picture about where the convexity assumption M = ∂K with K ∈ K sm (S n−1 ) comes into play, for the time being we will only assume that M ⊂ S n−1 is a compact orientable hypersurface with a unit normal vector field ν : M → S n−1 . (Take M for example to be the smooth boundary of a non-necessarily convex domain of S n−1 .)
We shall define a Sigma set Σ m (M ) ⊆ Gr n,m , which extends the notion Σ m (C) in the case M = ∂K with K ∈ K sm (S n−1 ) and C = cone(K). As the general framework of Section 5.2 and Section 5.3 suggests, it is useful to also define a lifted Sigma setΣ(M ) ⊆ O(n) such that Σ m (M ) = Π(Σ(M )), the canonical projection Π : O(n) → Gr n,m being defined as in (65). We first define the lifted Sigma setΣ(M ) before we give the definition of Σ m (M ).
In the following we identify the tangent space T p M for p ∈ M with the linear subspace
is an orthonormal basis of T p M and in the following we shall interpretQ as the matrix in R n×(n−2) with the columns q i ∈ R n . Note that (p,Q, ν(p)) = (p, q 1 , . . . , q n−2 , ν(p)) ∈ O(n). This defines the mapΦ :
We define the lifted Sigma setΣ(M ) as the image of the mapΦ
where e i ∈ R n denote the canonical basis vectors. Analogous to the definition ofΦ, we define for 1 ≤ m ≤ n − 1 the map (cf. (75))
where Y ∈ Gr(T p M, m − 1) is interpreted as an (m − 1)-dimensional subspace of R n . Furthermore, we define
Note that we have Π(Σ(M )) = Σ m , where Π : O(n) → Gr n,m denotes the canonical projection (cf. (65)), but we have a strict inclusionΣ(M ) Π −1 (Σ m (M )). We will see below (cf. Corollary 6.3) thatΣ is in fact a smooth submanifold of O(n) without posing any further assumption on M . In Corollary 6.5 we will see that Σ m (M ) is a smooth hypersurface in Gr n,m if M = ∂K for K ∈ K sm (S n−1 ).
The following commutative diagram provides an overview over the relations, which are central for the understanding of Σ m :
where Π b is defined as in (72) 
We denote the images of the vertical and the horizontal space of the frame bundle at (p,Q) under the derivative DΦ by
We will give next concrete descriptions of these spaces. Before we state the next result about the derivative ofΦ we define the following linear maps for Q = (p,Q, ν(p)) ∈Σ
Here W p : T p M → T p M is the Weingarten map of M at p, cf. (8), and we recall that the image ofQ ∈ R n×(n−2) equals T p M , as (p,Q, ν(p)) ∈Σ. Note thatÊ v is an isometric embedding independent of the manifold M and the element Q ∈Σ, whileÊ h is a linear injection, which depends both on M and on Q. For the sake of simplicity, we do not reflect this dependence in the notation. Note further that the images ofÊ v andÊ h are orthogonal subspaces of Skew n .
Proof. Since p = Qe 1 and ν(p) = Qe n , the image of the fiber {p} × F (T p M ) under the mapΦ is given byΦ
This implies that the image of the vertical space T v
As for the horizontal space, let ξ ∈ T h (p,Q)
F (M ) be represented by the curve c F : R → F (M ), i.e., c F (0) = (p,Q) andċ F (0) = ξ, which is given in the following way: c F (t) = (c(t),Q t ), whereQ t is the parallel transport ofQ along the curve c (cf. Section 5.3). Let us denote by ζ :=ċ(0) ∈ T p M the tangent vector at p defined by c. The image of the curve c F underΦ is thus given byΦ(c F (t)) = (c(t),Q t , ν(c(t))) =: Q(t), and the image of ξ is given by DΦ(ξ) =Q(0). It is sufficient to show thatQ(0) is given bẏ
To prove (83), note first that as Q(t) ∈ O(n) and Q(0) = Q, we haveQ(0) = Q · U with U ∈ Skew n . Recall that the columns ofQ form an orthonormal basis of
Therefore,ċ(0) = ζ =Qa for some a ∈ R n−2 , which implies a =Q T ζ. The first column of U is thus given by U e 1 = Q TQ (0)e 1 = Q T ζ = 0 a 0 . By skew-symmetry of U , this also gives us the first row of U . The zero matrix in the middle follows from the fact that the frameQ is parallel transported along c (cf. [8, §VII.3] ). Finally, the last column ofQ(0) is given by D p ν(ζ). This implies that the last column of U is given by In particular,Σ is a smooth submanifold of O(n) of codimension n − 1, and the tangent space T QΣ at Q ∈ O(n) has the orthogonal decomposition
Proof. The fact thatΦ is a smooth injective map is obvious. Furthermore, by Proposition 6.2, it follows that the derivative DΦ at (p,Q) has full rank. The mapΦ is thus an injective immersion, and as the domain F (M ) is compact, it is also an embedding. As for the dimension, we compute
The decomposition of the tangent space into the direct sum T QΣ = T v QΣ ⊕ T h QΣ follows from the decomposition of the tangent space of the fiber bundle (79). The fact that T v QΣ and T h QΣ are orthogonal follows from the description given in Proposition 6.2. 2
Now that we have a clear description of the lifted Sigma setΣ, we will transfer this description to Σ m via the projection map Π Σ (cf. (78)), resp. its derivative DΠ Σ . Analogous to the lifted case we denote the images of the vertical and the horizontal space, cf. (79), of the Grassmann bundle at (p, Y ) under the derivative DΦ m by
Recall that the subspace Skew n defined in (66) serves as a model for the tangent spaces of Gr n,m . We consider the linear map
where x 1 ∈ R m−1 and x 2 ∈ R n−m−1 , and we denote its image by
Note that S n has dimension n − 2. We now define the following linear maps for Q = (p,Q, ν(p)) ∈Σ
where again b :=Q T · W p (Qa), and a = a 1
The map E v is an isometry if the scalar product on Skew n induced from R n×n is scaled by 1 2 . Note that E v is independent of M and Q. On the other hand, as in the lifted case, the map E h depends on both M and Q. Unlike in the lifted case, the map E h need not be injective. We will see below in Proposition 6.4 that it is injective iff the restriction W p,Y of the Weingarten map W p to the subspace Y = lin{q 1 , . . . , q m−1 } ⊆ T p M , where Q = (p, q 1 , . . . , q n−2 , ν(p)), has full rank. If this is the case, then im E h = S n .
Note that we have an orthogonal decomposition of Skew n into
where N ∈ Skew n was defined in (62). If we define ι :
, and if we denote by π : Skew n → Skew n the orthogonal projection, then we have the crucial relation
Proposition 6.4. 1. Let (p, Y ) ∈ Gr(M, m−1) and W := Φ m (p, Y ), and let Q ∈Σ be such that Π Σ (Q) = W . Then we have, using the model of tangent spaces of Gr n,m described in Section 5.2,
2. The rank of the map E h is given by 
Similar arguments show the description (89) of the horizontal space.
(2) By the above choice of scalar product in S n , the map α defined in (85) is an isometry on its image. Hence, instead of considering E h we may focus on the map
where as usual b =Q T · W p (Qa), and a = a In order to compute D W Π M on the horizontal space T h W Σ m , we consider for fixed Q = (p, q 1 , . . . , q n−2 , ν(p)) ∈Σ the following diagram
where β(U ) = [Q, U ] for U ∈ S n , and γ(a) = n−2 i=1 a i · q i for a = (a 1 , . . . , a n−2 ) T ∈ R n−2 . Let us check that this diagram is commutative: using
= [Q, π(Ê h (a))]
we get
= D QΠM (Q ·Ê h (a)) = γ(a) .
Since β and γ are isometric we obtain
where the last equality follows from the positive definiteness of W p . 2
For the proof of Theorem 6.1 we make yet another definition in the lifted setting. For Q ∈Σ we define the directionν(Q) ∈ T Q O(n) and the mapΨ :Σ × R → O(n) viâ ν(Q) := Q · N ,Ψ(Q, t) = exp Q (arctan(−t) ·ν(Q)) , where N ∈ Skew n is, as usual, defined in (62). Abbreviating ρ := arctan(−t), we obtain from (63) that the mapΨ is given byΨ(Q, t) = Q · Q ρ , where Q ρ was defined in (63). Furthermore, denotingΠ := Π Σ × id R , we get the following commutative diagram
Proof of Theorem 6.1. The first part of the theorem, as well as the claim about the normal Jacobian of Π M , is covered by Corollary 6.5. It remains to show the claim about the normal Jacobian of Ψ. We will compute the derivative DΨ via the lifting DΨ in the following way. Let W ∈ Σ m and let Q = (p,Q, ν(p)) ∈ Σ be a lifting of W , i.e., W = Π Σ (Q). For (ξ,ṫ) ∈ T (W,t) (Σ m × R) letξ ∈ T QΣ be a lifting of ξ, i.e., ξ = DΠ Σ ξ . Using the relations displayed in the commutative diagram (92), we get DΨ(ξ,ṫ) = DΨ(DΠ(ξ,ṫ)) (92) = DΠ(DΨ(ξ,ṫ)) .
From the explicit formΨ(Q, t) = Q · Q ρ , where ρ = arctan(−t) and Q ρ defined as in (63), and . Furthermore, a liftingξ of ξ is given bŷ ξ = Q · E v (X), as DΠ Σ ([Q, E v (X)]) = Q · E v (X), cf. (67). As for fixed ρ, the map Q → Q · Q ρ is linear, we obtain fromΨ(Q, t) = Q · Q ρ
where the equality ( * ) follows from the fact that Q ρ only acts on the first and the last columns or rows. This implies via (93) and (67)
where, as usual, π : Skew n → Skew n denotes the orthogonal projection.
As for the horizontal space, any element ζ ∈ T v W Σ m is of the form ζ = [Q, E h (a)] for some a ∈ R n−2 , cf. (89). A liftingζ of ζ is given by ζ = Q ·Ê h (a), as
= [Q, E h (a)] = ζ .
We thus get fromΨ(Q, t) = Q · Q ρ
This implies via (93) and (67)
To finish the computation, note that we have for a, b ∈ R n−2 
where we use the abbreviations s := sin(ρ), c := cos(ρ). Using the decompositions a = 
Combining (98) 
We determine now | det DΨ|. We consider the following commutative diagram defining the linear map µ : R n−2 → R n−2 :
where β : Skew n → T h W Σ m , U → [Q, U ], and α : R n−2 → Skew n as defined in (85). As α, β are isometries, we obtain
As for the linear map µ, we obtain from (98) that µ has the transformation matrix cΛ 1 + sI m−1 cΛ 2 −sΛ 3 cI n−m−1 − sΛ 4 , as 
