



















p, q: p(x)  0. q(x)  0. （普通は密度関数だけに制限される．）
相互エントロピー d(p; q):
d(p; q)  d(p; p):
等号はp = qのときのみに成り立つ．
ダイバージェンス D(p; q):














なる (Fujisawa and Eguchi, 2008)．
Holderダイバージェンス







 > 0 (1) =  1 (z)   z1+ (z  0)
注：経験推定可能である相互エントロピーのあるクラスにおいて，ある
種のアフィン不変性をもつものは，適当な仮定の下では，上記の相互エ
ントロピーに限る (Kanamori and Fujisawa, 2014)．
例：
-相互エントロピー: (z) =  z1+ （これは下限）
-相互エントロピー: (z) =    (1 + )z
良いロバスト推定とは
データ発生分布：








^ = argminD(g; f)
= argminD
 
(1  ")f(x) + "(x); f





divergence を使うと，この定数(1   ")を自動的に（ほぼ）無視でき




m(x) = f(x);  = (; ):











dH(g;m) =   expf (1 + )d(g; f)g:





 (x)dx  0．適当な仮定の下で以下が成り立つ：
^ = argmin

dH(g;m)  1  ":
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