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Abstract
Let F be an arbitrary field and k  2 be an arbitrary fixed integer. A k-tuple of matrices
A1, . . . , Ak ∈Mn(F) is called rank permutable if rk(A1A2 · · ·Ak)= rk(Aσ(1)Aσ(2) · · ·Aσ(k))
for all σ ∈ Sk , where Sk is a symmetric group on k elements. We investigate the set of linear
operators on Mn(F) that preserve the set of rank permutable matrix k-tuples.
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1. Introduction
The classification of linear transformations under which certain matrix proper-
ties, relations, or subsets are invariant is the object of intensive study during the last
decades, for the detailed and self-contained surveys (see [2,3,5]). Among the first
results in this direction is the famous theorem by Dieudonné concerning singularity
preservers, which we recall for later use.
Let F be a field, Mn(F) denote the set of n × n-matrices over F, GLn(F) ⊂
Mn(F) denote the group of all invertible matrices, Ei,j denote the matrix with 1
on (i, j)th position and 0 elsewhere, I denote the identity matrix. The transposed
matrix to the matrix X we denote by Xt.
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Theorem 1.1 [1, Dieudonné]. Let F be an arbitrary field, T : Mn(F) → Mn(F) be
an invertible linear transformation such that detX = 0 implies det T (X) = 0. Then
there exist invertible matrices P,Q ∈ Mn(F) such that
T (X) = PXQ for all X∈Mn(F) or T (X) = PXtQ for all X∈Mn(F).
Definition 1.2. Matrices A,B ∈ Mn(F) are called rank commutative if
rk(AB) = rk(BA). (1.1)
Definition 1.3. Let k  2 be a given integer. A k-tuple of matrices A1, . . . , Ak ∈
Mn(F) is called rank permutable (matrices A1, . . . , Ak ∈ Mn(F) are called rank per-
mutable) if
rk(A1A2 · · ·Ak) = rk(Aσ(1)Aσ(2) · · ·Aσ(k)) for all σ ∈ Sk, (1.2)
where Sk is a symmetric group on k elements.
The relations of this type are vital in connection with simultaneous triangulization
of matrix families, see [4,6] and references therein for more details.
Definition 1.4. A linear transformation T : Mn(F) → Mn(F) preserves the relation
∼ if A ∼ B implies T (A) ∼ T (B) for all matrices A,B ∈ Mn(F).
Definition 1.5. A linear transformation T : Mn(F) → Mn(F) preserves the set M
if T (M) ⊆ M .
Definition 1.6. A linear transformation T : Mn(F) → Mn(F) is called standard if
there exist invertible matrices P,Q ∈ Mn(F) such that
T (X) = PXQ for all X∈Mn(F) or T (X) = PXtQ for all X∈Mn(F).
Definition 1.7. A transformation T : Mn(F) → Mn(F) is called a strong preserver
of a relation ∼ if
A ∼ B ⇔ T (A) ∼ T (B).
Definition 1.8. A transformation T : Mn(F) → Mn(F) is called a strong preserver
of a set M ⊆ Mn(F) × · · · × Mn(F) if
(A1, . . . , Ak) ∈ M ⇔ (T (A1), . . . , T (Ak)) ∈ M.
Let k be a given integer. The present work is devoted to the characterization of
linear operators that preserve the set of rank permutable matrix k-tuples. In Sections
2 and 3 the bijective linear preservers of rank commutativity and rank permutability
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for k-tuples over arbitrary fields are characterized. In Section 4 we show that linear
operators that strongly preserve the set of rank permutable matrix k-tuples for any
given k are automatically bijective and investigate the singular case.
2. Bijective linear preservers of rank commutativity
The following easy corollary from the Dieudonné theorem (Theorem 1.1) is vital
for the later discussion:
Corollary 2.1. Let a bijective linear transformation T : Mn(F) → Mn(F) preserve
the set GLn(F). Then T is standard.
Lemma 2.2. Let F be any field, bijective linear transformation T : Mn(F)→Mn(F)
preserve rank commutativity. Then T preserves GLn(F).
Proof. Let us show that T (A) ∈ GLn(F) for any matrix A ∈ GLn(F). Assume
the converse, rkT (A) = k < n. Since similarity preserves rank commutativity, with-
out loss of generality one can assume that T (A) =
(
H
0
)
, where H = (hi,j ) is a
k × n-matrix. We choose the indices i, j such that k < j  n and ith column of
H is non-zero (there exists such an index i since the transformation T is bijective
and T (A) /= 0). Since A ∈ GLn(F) it follows that rk(AB) = rkB = rk(BA) for
any matrix B ∈ Mn(F). Thus, rk(T (A)T (B)) = rk(T (B)T (A)) for all B ∈ Mn(F).
Let us take the matrix B = T −1(Ei,j ). Due to the choice of i and j one has that
T (A)T (B) =
(
H
0
)
Ei,j =


0 · · · 0 h1,i 0 · · · 0
· · · · · · · · · · · · · · · · · · · · ·
0 · · · 0 hk,i 0 · · · 0
0 · · · 0 0 0 · · · 0
· · · · · · · · · · · · · · · · · · · · ·

 ,
T (B)T (A) = Ei,j
(
H
0
)
= 0.
Thus, rk(T (A)T (B)) = 1 /= 0 = rk(T (B)T (A)). This contradiction concludes the
proof. 
Lemma 2.3. Let the transformation T : Mn(F) → Mn(F) be defined by T (X) =
PXQ for some matrices P,Q ∈ GLn(F). Assume that T preserves rank commuta-
tivity. Then there exists α ∈ F, α /= 0, such that Q = αP−1.
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Proof. Since similarity preserves rank commutativity, the transformation X →
P−1T (X)P = XQP = XD, D = QP ∈ GLn(F) preserves rank commutativity.
Thus we only need to check that D = (di,j ) is a scalar matrix.
For any 1  i, j  n, i /= j we consider matrices A = Ei,i + cEi,j and B =
Ej,i , where c ∈ F, c /= 0. One has that
(Ei,i + cEi,j )Ej,i = cEi,i ,
Ej,i(Ei,i + cEi,j ) = Ej,i + cEj,j ,
i.e., rk((Ei,i + cEi,j )Ej,i) = rk(Ej,i(Ei,i + cEi,j )) if c /= 0. Hence,
rk((Ei,i + cEi,j )DEj,i) = rk((Ei,i + cEi,j )DEj,iD) = rk(Ej,iD(Ei,i + cEi,j )D)
= rk(Ej,iD(Ei,i + cEi,j )). Now,
(Ei,i + cEi,j )DEj,i = (di,j + cdj,j )Ei,i ,
Ej,iD(Ei,i + cEi,j ) = di,i(Ej,i + cEj,j ).
Let us assume that there exists index i such that di,i = 0. Then di,j = 0 for all
j , j = 1, . . . , n, which contradicts the invertibility of D. Hence, di,i /= 0 for all
i, i = 1, . . . , n. We have rk((Ei,i + cEi,j )DEj,i) = rk(Ej,iD(Ei,i + cEi,j )) = 1.
Thus di,j + cdj,j /= 0 for all c /= 0. Hence, di,j = 0 for all 1  i, j  n, i /= j . It
follows that the matrix D is diagonal.
Let us assume that D is not scalar. Then there exists i, i = 1, . . . , n, such that
di,i /= di+1,i+1. Let us consider the matrices
A =

Ii−1 O OO A1 O
O O In−i−1

 , B =

Ii−1 O OO B1 O
O O In−i−1

 ,
where Ik is an identity matrix of order k, A1 =
(
1 1
0 0
)
, B1 =
(
0 1
0 −1
)
. Then we
have
AB = BA =

Ii−1 O OO O O
O O In−i−1

 ,
where O is the zero matrix and therefore, rk(AB) = rk(BA). However,
ADB =


d1,1
.
.
.
di−1,i−1
0 di+1,i+1 − di,i
0 0
di+2,i+2
.
.
.
dn,n


,
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while
BDA =


d1,1
.
.
.
di−1,i−1
0 0
0 0
di+2,i+2
.
.
.
dn,n


,
i.e., rk(BDAD) = rk(BDA) = n − 2 /= n − 1 = rk(ADB) = rk(ADBD). This
contradiction concludes the proof. 
Theorem 2.4. Let F be an arbitrary field. A bijective linear transformation T :
Mn(F) → Mn(F) preserves rank commutativity if and only if there exist P ∈ GLn(F)
and α ∈ F, α /= 0, such that T (X) = αPXP−1 or T (X) = αPXtP−1.
Proof. It is easy to see that similarity and multiplication by a scalar matrix preserve
rank commutativity. Let us check that the transposition transformation does. Indeed,
it follows from rk(AB) = rk(BA) that
rk(AtB t) = rk((BA)t) = rk(BA) = rk(AB) = rk((AB)t) = rk(B tAt).
Now, it follows from Lemma 2.2 that T (GLn(F)) ⊆ GLn(F). Thus, by Corollary
2.1, T is a standard transformation. Hence T has the required form by Lemma
2.3. 
3. Bijective rank permutability preservers
Let Nn(F) be the set of all nilpotent matrices, sln(F) be the set of all matrices
with zero trace, span(M) denote the linear envelope of the set M . For our further
investigations we need the following results:
Lemma 3.1. Let F be a field, X ∈ Mn(F) be an arbitrary matrix. Then there exists
a matrix A ∈ GLn(F) such that A + X ∈ GLn(F).
Proof. For any matrix X ∈ Mn(F) there exist invertible matrices P,Q ∈ Mn(F)
such that X = P diag(1, . . . , 1︸ ︷︷ ︸
r
, 0, . . . , 0)Q, r = rkX  0. The situation splits into
the following two cases:
Case 1. If r < n we take the matrix A = P(En,1 + E1,2 + · · · + En−1,n)Q ∈
GLn(F).
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Case 2. Now suppose that r = n, i.e., X = PIQ, where I is the identity matrix.
If char(F) /= 2 then it suffices to take A = X. In the case char(F) = 2 the additional
arguments are necessary. If n is even, then we take
A = P


1 1
1 0
.
.
.
1 1
1 0

Q ∈ GLn(F).
If n is odd, then we take
A = P


0 0 1
0 1 1
1 1 0
1 1
1 0
.
.
.
1 1
1 0


Q ∈ GLn(F). 
Corollary 3.2. Let F be an arbitrary field. Then span(GLn(F)) = Mn(F).
Lemma 3.3. Let F be an arbitrary field. Then span(Nn(F)) = sln(F).
Proof. Let us consider a matrix C ∈ Nn(F). Let F denote the algebraic closure of F.
Then C ∈ Nn(F). We consider the Jordan normal form CJ of the matrix C. Since all
eigenvalues of a nilpotent matrix are zero it follows that tr(C) = tr(CJ) = 0. Thus
span(Nn(F)) ⊆ sln(F).
Let us prove the inverse inclusion. The matrices Ei,j and Ei,i + Ei,j − (Ej,i +
Ej,j ) are nilpotent for all 1  i, j  n, i /= j . Thus the matrices Ei,i − Ej,j ∈
span(Nn(F)). It is easy to see that span{Ei,j , Ei,i − Ej,j |1  i, j  n, i /= j} =
sln(F). Hence, sln(F) ⊆ span(Nn(F)), which concludes the proof. 
Theorem 3.4. Let F be an arbitrary field, k  3 be an arbitrary fixed integer. A
bijective linear transformation T : Mn(F) → Mn(F) preserves the set of rank per-
mutable matrix k-tuples if and only if there exists an invertible matrix P ∈ GLn(F)
and a non-zero scalar α ∈ F such that T (X) = αPXP−1 or T (X) = αPXtP−1.
Proof. It is easy to see that transformations of type T (X) = αPXP−1 or T (X) =
αPXtP−1 preserve the set of rank permutable matrix k-tuples for any k.
Let T preserve the set of rank permutable k-tuples. Since the transformation T :
Mn(F) → Mn(F) is bijective and linear, there exists a matrix A ∈ GLn(F) such that
T (A) is not nilpotent. Indeed, let us assume the converse, i.e., T (GLn(F)) ⊆ Nn(F).
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Then by Corollary 3.2 and Lemma 3.3 we have T (Mn(F)) = T (span(GLn(F))) ⊆
span(Nn(F)) = sln(F) which contradicts with the bijectivity of T .
Let us show now that for the matrix A constructed above the matrix T (A) is invert-
ible. Consider the following rank permutable matrices: let A1 ∈ Mn(F) be an arbi-
trary matrix, A2 = · · · = Ak = A. Let us assume that U = T (A) is not invertible.
Thus, by the choice of A, the matrix Uk−1 is not invertible and non-zero. Let 0 <
rk(Uk−1) = m < n. There exists an invertible matrix Q ∈ Mn(F) such that Uk−1 =
QDQ−1, D =
(
H
0
)
, where H is an m × n-matrix. Let us take the indices i, j such
that m < j  n and ith column of D is non-zero (there exists such an index i since
Uk−1 /= 0). Let us now consider the matrix A1 = T −1(QEi,jQ−1). For this choice
of A1 one has that
T (A1)T (A2) · · · T (Ak) = QEi,jQ−1QDQ−1 = QEi,jDQ−1 = 0,
T (A2) · · · T (Ak)T (A1) = QDEi,jQ−1 /= 0,
and therefore,
rk(T (A1)T (A2) · · · T (Ak)) = 0 /= rk(T (A2) · · · T (Ak)T (A1)),
i.e., the matrices T (A1), T (A2), . . . , T (Ak) are not rank permutable. This contradic-
tion shows that T (A) is invertible.
Let us show now that T (I) is invertible. Now we consider the following matrix
k-tuple: A1 is an arbitrary matrix, A2 = I , A3 = · · · = Ak = A, where A is cho-
sen above. This k-tuple is rank permutable for any A1. Hence, matrices T (A1),
T (A2), . . . , T (Ak) are rank permutable. Since T (A) is invertible it follows that
rk(T (A1)T (I )) = rk(T (I )T (A1))
for an arbitrary matrix A1 ∈ Mn(F). As in the proof of Theorem 2.4 it follows that
T (I) is invertible.
We are going to obtain a reduction to Theorem 2.4 now. Let A1, A2 ∈ Mn(F)
be arbitrary rank commutative matrices, A3 = · · · = Ak = I . Thus the k-tuple
A1, . . . , Ak is rank permutable. Hence, the k-tuple T (A1), T (A2), . . . , T (Ak) is
rank permutable. It means, in particular, that
rk(T (A1)T (A2)T (I ) · · · T (I)) = rk(T (A2)T (A1)T (I ) · · · T (I)).
Since T (I) is invertible, it follows that rk(T (A1)T (A2)) = rk(T (A2)T (A1)), i.e.,
matrices T (A1), T (A2) are rank commutative. Thus T preserves rank commutativity.
Therefore, by Theorem 2.4 one has that T (X) = αPXP−1 or T (X) = αPXtP−1
for a certain invertible matrix P ∈ GLn(F) and 0 /= α ∈ F. 
Let us consider an important type of bijective linear transformations now:
Definition 3.5. A transformation T : Mn(F) → Mn(F) is called a permutation oper-
ator if its action is a permutation on the set of n2 matrix elements.
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Remark 3.6. It follows by the definition that permutation operator is bijective and
linear.
Definition 3.7. A permutation matrix is a matrix whose rows (columns) are differ-
ent elements of the standard basis in Fn.
The following is a direct corollary of Theorem 3.4 and [8, Lemma 1].
Corollary 3.8. Let F be a field, T : Mn(F) → Mn(F) be a permutation operator.
Then T preserves the set of rank permutable matrix k-tuples if and only if T (X) =
PXP t or T (X) = PXtP t for a certain permutation matrix P ∈ Mn(F).
4. Singular rank permutability preservers
Note that there exist singular rank permutability preservers.
Example 4.1. The linear transformation T : Mn(F) → Mn(F) defined on the stan-
dard basis by T (E1,1) = E1,1, T (Ei,j ) = 0 for all (i, j) /= (1, 1) is singular and pre-
serves the set of rank permutable matrix k-tuples for any k.
Proof. The image of T is the linear span of E1,1. Hence the image of T is commu-
tative, i.e., T preserves the set of rank permutable matrix k-tuples. 
Note that the transformation T from Example 4.1 can be written in the form
T (X) = E1,1XE1,1 for all X ∈ Mn(F).
Definition 4.2. A linear transformation T : Mn(F) → Mn(F) is called generalized
standard if there exist matrices P,Q ∈ Mn(F), possibly singular, such that
T (X) = PXQ for all X∈Mn(F) or T (X) = PXtQ for all X∈Mn(F).
The transformation T considered in Example 4.1 is generalized standard. Let us
turn to non-invertible linear transformations that are not generalized standard.
Example 4.3. The linear transformation T : Mn(F) → Mn(F) defined on basis by
T (E1,1) = E2,2 + · · · + En,n, T (Ei,j ) = 0 for all pairs of indices (i, j) /= (1, 1) is
non-bijective and preserves the set of rank permutable matrix k-tuples for all k.
However T is not generalized standard.
Proof. Since the image of T is commutative, T preserves the set of rank permut-
able matrix k-tuples. Let us show that T is not generalized standard. Assume that
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there exist matrices P = (pi,j ),Q = (qi,j ) ∈ Mn(F), such that T (X) = PXQ or
T (X) = PXtQ for all X ∈ Mn(F). Then PE1,1Q = E2,2 + · · · + En,n. It follows
that p1,1q1,1 = 0, pi,1q1,i /= 0 for all i > 1. Thus the (3, 2)nd element of the matrix
E2,2 + · · · + En,n is equal to p3,1q1,2 /= 0, which is a contradiction concluding the
proof. 
Note that the transformations from Examples 4.1 and 4.3 are not unitary, i.e., they
do not transform the identity matrix into itself. However, in spite of the fact that being
unitary guarantees bijectivity for linear preservers of many relations and invariants,
(see [5] for the details), this is not the case for rank permutability.
Example 4.4. The linear transformation T : Mn(F)→Mn(F), defined by T (E1,1)=
E1,1 + · · · + En,n, T (Ei,j ) = 0, (i, j) /= (1, 1) is a unitary non-invertible operator
which transforms the set of rank permutable matrix k-tuples into itself for all k.
Proof. Follows easily from the definition. 
Note that by its definition a unitary generalized standard transformation is stan-
dard.
To obtain the condition which guarantees the bijectivity of rank permutability
preservers we need to introduce the notion of radical of a relation defined on the
matrix algebra. Note that similar radicals of matrix functionals were considered in
[7].
Definition 4.5. The radical of a set M ⊆ Mn(F) × · · · × Mn(F) is the subset
Rad(M) = {(X1, . . . , Xk) |∀(A1, . . . , Ak) ∈ M,∀ c /= 0 (A1 + cX1, . . . , Ak + cXk)∈M}.
Definition 4.6. The radical of a relation ∼ is the radical of the set of all matrix
k-tuples being in ∼.
It follows directly from the definition that the set Rad(M) is closed with respect
to addition and multiplication by scalars from F, i.e., Rad(M) is a vector subspace
in Mn(F) × · · · × Mn(F).
Lemma 4.7. Assume that there exists a non-invertible linear transformation T :
Mn(F) → Mn(F) which is a strong preserver of a non-empty set M ⊆ Mn(F) ×
· · · × Mn(F). Then Rad(M) is non-zero.
Proof. Let (A1, . . . , Ak) ∈ M . Since T is non-invertible linear operator on the finite
dimensional vector space over a field, there exists a matrix X ∈ Mn(F) such that
T (X) = 0. By the linearity of T it follows that T (Ai) = T (Ai + cX) for all c ∈ F
for all 1  i  k. Now since (A1, . . . , Ak) ∈ M , we have (T (A1), . . . , T (Ak)) ∈ M .
Hence (T (A1 + cX), . . . , T (Ak + cX)) ∈ M . It follows that (A1 + cX, . . . , Ak +
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cX) ∈ M . Therefore, (X, . . . , X) ∈ Rad(M) by the definition of radical, i.e.,
Rad(M) /= {0}. 
Below we consider the following subsetSk ⊂ Mn(F) × · · · × Mn(F)︸ ︷︷ ︸
k times
:
Definition 4.8
Sk = {(A1, . . . , Ak) |A1, . . . , Ak ∈Mn(F), rk(A1 . . . Ak) = rk(Aσ(1), . . . , Aσ(k)) ∀σ ∈Sk}.
Note that strong preservers of the set of rank permutable k-tuples for a given k
are strong preservers ofSk .
Lemma 4.9. Rad(Sk) = {(0, . . . , 0)}.
Proof. The k-tuple (0, . . . , 0) ∈ Rad(Sk) since the radical is a vector space.
Assume that a k-tuple (X1, . . . , Xk) ∈ Rad(Sk), X1 /= 0.
Firstly we consider the case of non-invertible matrix X1, rkX1 = m < n. Note
that the k-tuple (0, A2, . . . , Ak) ∈Sk for all matrices Ai ∈ Mn(F), 2  i  k. Thus
(X1, A2 + X2, . . . , Ak + Xk) ∈Sk . There exists an invertible matrix P ∈ Mn(F)
such that X1 = PDP−1, D =
(
H
0
)
, where H is an m × n-matrix. Let us take the
indices i, j such that m < j  n and ith column of H is non-zero. We further specify
A2 = PEi,jP−1 − X2, Al = I − Xl , 3  l  n. By the choice of i, j one has that
X1(A2 + X2) = PDEi,jP−1 /= 0, (A2 + X2)X1 = 0. Therefore,
rk(X1(A2 + X2) · · · (Ak + Xk)) = rk(X1(A2 + X2)) /= 0,
rk((A2 + X2)X1(A3 + X3) · · · (Ak + Xk)) = rk((A2 + X2)X1) = 0.
Hence the k-tuple (X1, A2 + X2, . . . , Ak + Xk) /∈Sk . This contradiction concludes
the proof in this case.
Assume now that X1 is an invertible matrix. Let A1, A3, . . . , Ak ∈ Mn(F) be arbi-
trary invertible matrices, A2 ∈ Mn(F) be any matrix. Thus (A1, A2, . . . , Ak) ∈Sk .
Hence, (A1 + X1, A2 + X2, . . . , Ak + Xk) ∈Sk by the definition of radical. For
a given matrix X1 we take the matrix A1 = X1(E1,2 − I ). Since detX1 /= 0, then
detA1 /= 0, however, A1 + X1 = X1E1,2 is a non-invertible matrix. By Lemma 3.1
one can choose matrices Ai ∈ GLn(F) such that Ai + Xi ∈ GLn(F) for all 3  i 
n. As in the case of the non-invertible matrix X1 there exists a matrix A2 such that
rk((A1 + X1)(A2 + X2)) /= 0 = rk((A2 + X2)(A1 + X1)). Thus (A1 + X1, A2 +
X2, . . . , Ak + Xk) /∈Sk . This contradiction shows that X1 = 0. However, Rad(Sk)
is a symmetric set in the following sense: (X1, . . . , Xk) ∈ Rad(Sk) implies that
(Xσ(1), . . . , Xσ(k)) ∈ Rad(Sk) for all σ ∈ Sk . Therefore, Xi = 0 for all 1  i  n
and the lemma follows. 
A.A. Alieva, A.E. Guterman / Linear Algebra and its Applications 384 (2004) 97–108 107
Theorem 4.10. Let F be an arbitrary field, k be an arbitrary fixed integer, and let a
linear transformation T : Mn(F) → Mn(F) be a strong preserver of the set of rank
permutable matrix k-tuples. Then T is bijective.
Proof. If T is not bijective then by Lemma 4.7 Rad(S) /= 0, which contradicts with
Lemma 4.9. Hence, T is bijective. 
The following corollary can be deduced as a subsequent application of Theorems
4.10 and 3.4.
Corollary 4.11. Let F be an arbitrary field, k be an arbitrary fixed integer. A linear
transformation T : Mn(F) → Mn(F) is a strong preserver of the set of rank permut-
able matrix k-tuples if and only if there exist an invertible matrix P ∈ GLn(F) and
non-zero scalar α ∈ F such that T (X) = αPXP−1 or T (X) = αPXtP−1 for all
X ∈ Mn(F).
Corollary 4.12. Let F be an arbitrary field and let T : Mn(F) → Mn(F) be a linear
transformation. Then the following conditions are equivalent:
(1) T is a strong preserver of the set of rank permutable matrix k-tuples for all k;
(2) T is bijective preserver of the set of rank permutable matrix k-tuples for all k;
(3) there exist an invertible matrix P ∈ GLn(F) and a non-zero scalar α ∈ F such
that T (X) = αPXP−1 or T (X) = αPXtP−1 for all X ∈ Mn(F).
Conjecture 4.13. Let k  2 be a given integer and let a linear transformation T :
Mn(F) → Mn(F) preserves the set of rank permutable matrix k-tuples. Then either
T is generalized standard or T (Mn(F)) × · · · × T (Mn(F))︸ ︷︷ ︸
k times
⊆Sk.
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