On the basis of the canonical quantization procedure, in which we need the indefinite metric Hilbert space, we formulate field diagonal representation for the scalar Lee-Wick model. Euclidean path integral for the model is then constructed in terms of the eigenvector of field operators. Taking the quantum mechanical Lee-Wick model as an example, we demonstrate how to formulate path integrals for such systems in detail. We show that, despite the use of indefinite metric representation, integration contours for ghost degrees can be taken along the real axis.
extensively by Nakanishi in ref. [17] . We may therefore do not need to reconsider such aspects in this paper again. We just aim to formulate the Euclidean path integral for the scalar LW model and give the well-defined propagator for the theory. This paper is organized as follows: in the next section we show a detailed explanation of the method to obtain eigenvectors of field operators by making considerations on a quantum mechanical toy model. Our method given there is the extension and the refinement for the one by Aso in ref. [18] . The method will then be extended to the scalar LW model in section 3. We will give the Euclidean propagator there and show some calculations which clearly exhibit the finiteness of the theory. The final section will be devoted to the conclusion. We will give an explanation for some delicate aspects in evaluating the functional determinant in the appendix.
Quantum Mechanical Lee-Wick model
Consider the Lagrangian To quantize and formulate a path integral for systems of this kind requires a prescription how to introduce canonical pairs for which canonical commutation relations are defined. On this issue, a very clear explanation by Nakanishi is found in ref. [17] . According to Nakanishi's prescription, we consider a polynomial F (s) given by F (s) = (s − s 0 )(s − s + )(s − s − ), (2.2) where s 0 = −m 2 and s ± = ∓iM 2 . Since there holds 1
we obtain 1 = F (∂ to find q =q 0 +φ +φ † , (2.5)
We can then rewrite the Lagrangian as To simplify the notation and the formulation below, we redefine variables as
We then obtain Despite the appearance of ±iM 2 in the second and the third term, the Hamiltonian is Hermitian at least formally. We therefore take this Hamiltonian as the free Hamiltonian of the quantum mechanics of this system and denote operators byp 0 ,q 0 , etc. hereafter. As for the degree described byq 0 , the system is nothing but a usual harmonic oscillator whose quantum behavior is quite wellknown. We can thus achieve the quantization procedure for this degree by the use of ordinary Schrödinger representation of the canonical commutation relation [q 0 ,p 0 ] = i. (2.14)
We may define the creation and annihilation operators for this degree bŷ 15) to describe the Fock representation for the quantum mechanics of this oscillator.
On the other hand, the corresponding ones for the degrees ofφ andφ † : in addition to the other trivial ones. We can assume the existence of the eigenvectors ofq 0 andp 0 to satisfŷ
in addition to their Hermitian conjugates as the fundamental ingredient in construction of the path integral. We here rather proceed in a different way to find the explicit form of these eigenvectors in terms of the state vectors in the Fock space. To this aim let us consider
By formal manipulation, we find
Hence we can expectΠ 0 (q 0 ) defines the projection
In order to confirm this, we first define the coherent state |z by
where the vacuum |0 is defined to satisfŷ
We then sandwichΠ 0 (q 0 ) above by z| and |z ′ to find In the same way, we can find eigenvectors of the momentum operatorp 0 given by
In the calculation of inner products of these eigenvectors, it is convenient to linearizeâ † 2 0 andâ 2 0 by making use of integral representations, such as
This is equivalent to view eigenvectors above as Gaussian averages of the coherent states. It is then straightforward to see
As already pointed out above, our method of finding eigenvectors includes inside itself the explicit form of the resolutions of unity expressed in terms of eigenvectors to be obtained. We are therefore ready to formulate path integrals so long as theq 0 degree of freedom is concerned. To achieve the set up for other degrees, we have to look carefully the structure of the representation space for the algebra ofα,β,α † andβ † . If we define, for integers n 1 and n 2 ,
we observe n 1 , n 2 |n
Basing on these observations, we define a coherent state by
Taking the metric structure above into account, α, β| is defined as the conjugate to |α, β by α, β| = 0|e
and yield the inner product α, β|α
It is easy to prove the resolution of unity
where integrations should be taken with respect to real parts and imaginary parts of α and β. We now considerΠ
and sandwich it by α, β| and |α ′ , β ′ . Here, as will be made clear soon below, the contours of integrations above are taken as follows: λ * (λ) runs on a line on which λ
is easy to see if we make use of the integration by parts. By making use of the commutation relations, we easily obtain
and they take eigenvalues on coherent states aŝ
where
On the integration contours of λ and λ * , we define Gaussian integrals along their own contours; we can, however, modify these to the real axis because both ω and ω * possess positive real parts as far as M > 0. The same holds integrals appear below. We thus find
(2.48) By choosing the integration contours for φ (φ † ) such that ωφ 2 (ω * φ † 2 ) takes real values, we can carry out Gaussian integrations with respect to these variables and obatin
which clearly exhibits that there holds
as a resolution of unity. We can therefore identify aŝ
The inner product between eigenvectors is given by
in which delta functions are complex delta functions [17] defined on each integration contour. It should be noted here that we can modify both the integration contours Γ φ and Γ φ † to the real axis in (2.49) thanks to the existence of positive real parts both in ω and ω * . In this regard, the indefinite metric representation yields imaginary axis in the Euclidean path integral of vector field. It is therefore in a quite sharp contrast that field variables of ghost degrees can be taken to be real in the Euclidean path integral of quantum mechanical LW model. We will see this is true even for the field theoretical scalar LW model in the next section.
Finding eigenvectors of momentum operatorsπ andπ † can be formulated in the same manner. We may not need to repeat showing the detail and will be allowed to give the results here;
where Π and Π † are eigenvalues ofπ andπ † , respectively. Resolution of unity expressed by the momentum eigenvector reads
takes real values. The inner product is again defined as a product of complex delta functions on each integration contour as
while those between a momentum eigenvector and a position eigenvector being given by
We have thus completed the preparation for constructing path integrals for the system under consideration. Let us now turn to formulation of path integrals. We first consider the Euclidean path integral of the generating functional Z (E) [J a ]. As the first step for this aim, we consider a short time kernel
where Φ designates symbolically and uniformly q 0 , φ and φ † and in the source term J aΦa the suffix a runs over these elements. By making use of the momentum eigenvectors, we can evaluate the short time kernel above, after Gaussian integrations with respect to momentum variables, turns out to be
60)
We devide the Euclidean time interval −T /2 < t < T /2 into 2N + 1 equal length segments and require periodic boundary condition. The generating functional will be evaluated by integrating
As is evident, however, from the action of the short time kernel, this time sliced path integral is factorized into the ones for each degree. We can therefore carry out the path integral to obtain
. Since the action is quadratic, though with complex coefficients, the evaluation of each path integral is straightforward. We therefore obtain
respectively. Here the propagator for each degree is given by the substitution of m, ω and ω * to µ in
On a rather delicate aspect of path integrals for degrees ofφ andφ † , we will explain in the appendix in detail. By doing so, we are convinced that the model under consideration fulfills the Euclidicity postulate [19, 20] , that is, the existence of the Euclidean path integral is the key to define a quantum system.
In order to check the validity of our formulation and the calculation above, let us consider the effective action defined by Z (E) [J] above. The classical solution forq 0 under the effect of J 0 is determined by
and can be inverted to yield
where two kind of difference operator
We also obtain
We thus obtain from theq 0 sector as the component of the effective action
which is nothing but the Euclidean version of the classical action of this degree. In the similar manner, we obtain Γ
Thus we are convinced that, as far as the effective action is concerned, our formulation gives consistent result. If we aim to obtain the effective action for the original variable q, we arrange the source term to fit the form
Since operators in hand are redefined ones at the classical Lagrangian level, we have to carry out the inversion of their relations. To achieve this we put
and rewrite the sum
according to the change above. We then obtain, by writing J q simply as J,
where ∆ j, k being given by
The classical solution q cl. is determined by
and whose inversion reads
We can then express
We also rewrite ǫ
then we obtain
which is again the discretized Euclidean version of the classical action of the system under consideration. We may therefore consider that our formulation is reliable at least for the tree level and that we may perform the perturbative expansion for a suitable potentiel V (q) since we have the generating functional of Green's functions in hand.
Before closing this section, we should add a comment on the covariance of a path integral; as mentioned above, we can utilize the completness of coherent states as the basic tool for constructing path intergal representation. The same remains true for path integrals of field theories. If we formulate, however, path integrals in terms of coherent state, the action of such path integrals become naturally non-covariant. Nevertheless we can obtain covariant propagators or effective actions. It is therefore not the action of a path integral that determines the covariance of a path integral.
Scalar Lee-Wick model
To develop our method shown in the previous section to the quantum field theory, we here consider scalar Lee-Wick model defined by the Lagrangian density
Through the same proceder in the quantum mechanical model, we introducẽ
where F (s) is the same polynomial and s 0 = −m 2 0 and s ± = ∓iM 2 0 as before. The Lagrangian will be then rewritten as
where W is given by 1 + im 2 0 /M 2 0 as before. To simplify the notation, we redefine variables as
We then obtain
Thus the scalar field theory can be treated in the same way as we have studied quantum mechanical model. We here, however, introduce a spatial cubic lattice, whose length L to be divided into 2N + 1 pieces of length a, to make field operators well-defined. Lattice points will be designated by a set of integers n 1 , n 2 and n 3 each taking values in 0, ±1, ±2, . . . , ±N as x n = na. We then consider the quantization of the free Lagrangian
and dimensionless field operators are defined as φ n (x 0 ) = aφ(x n , x 0 ) and the mass matrix M 2 is a diagonal matrix whose components are given by dimensionless mass parameters, i.e.
The sum above is the abbreviation of sums with respect to n k = 0, ±1, ±2, . . . , ±N for k = 1, 2, 3. The difference and differential operators in (3.7) are defined as follows: for a field f n (x 0 ) on a lattice
k is the unit vector in the k-th direction, while ∇ 0 is defined by ∇ 0 = a∂ 0 here and for a while. When we formulate a time sliced path integral on the lattice, we will then switch the definition of ∇ 0 to the suitable one by changing the notation of the field to f n = f n (n 0 a) or f n = f n (n 4 a) corresponding to we are considering Minkowski space or Euclidean space. We assume the periodic boundary condition to field variables on the lattice and introduce orthogonal basis by
. The orthogonality and completeness of this basis read
For the quantized system, the Hamiltonian is given bŷ
and the commutation relations are given by 
and
Note that we should define square roots above so that real parts of both ω(r) and ω * (r) to be positive. It is possible even for the zero mode; we define ω(0) = e iπ/4 M and ω * (0) = e −iπ/4 M . By solving, for exampleα
we find commutation relations of creation and annihilation operators given by
in addition to the trivial ones. The first one shows that we can quantize the degree ofφ 0 on the positive definite Fock space. On the other hand, the second and the third ones indicates the need of indefinite metric representation.
To extend the method developed for quantum mechanical system in the previous section, we decompose field operators into the "positive frequency" parts and the "negative frequency" parts aŝ
where positive frequency parts designated by (+) correspond to the series of F r n while negative frequency parts are given by the series of F r * n . We write commutation relations of these operators as
(3.20) On defining the vacuum |0 to obeŷ
we introduce simultaneous eigenvectors (coherent states) ofφ , respectively, in this order. In the same way, we define its dual by
n and φ † (−) n , respectively. Note that
The inner product between the states above can be easily obtained as
The proof of the completness of the coherent state above is straightforward but we omit it here because we do not make use of it in this paper. We now consider
and rewrite it aŝ
We then sandwichΠ[{Φ}] between coherent states defined above to obtain
By carrying out the Gaussian integrations, we find
Expanding products in the exponent and remembering the inner product between coherent states, we find
where simultaneous eigenvectors ofφ 0; n ,φ n andφ † n are given by
and by
Since we can integrate the right hand side of (3.28), we observe
where the integration contour can be taken along the real axis for all variables. Let us here calculate {Φ}|{Φ ′ } . To achieve this, we rewrite |{Φ ′ } by making use of Gaussian identity as
in which we can interpret exp 2i
by identifying the eigenvalues ofφ
(3.36) We then immediately obtain
in which the second and the third delta functions are complex delta functions in general.
Finding eigenvectors ofΠ 0; n ,Π n andΠ † n can be done in a same way but there is a quick way of finding it by assuming that the inner product between eigenvectors of field operators and their canonical conjugates must be the plane wave:
We then calculate the Fourier transform
(3.40) and also whose conjugate as
(3.41) Here use has been made of
(3.42) Although a direct evaluation is of course possible, it is evident, by construction, that there holds
where the last two factors are complex delta functions in general. The completeness of these eigenvectors or the resolution of unity will also be clear because there holds
We are now ready to formulate path integrals for the model in terms of eigenvectors constructed above. As the frist step, we consider a short time kernel in Euclidean space. To do so, we divide the time interval −T /2 < t < T /2 into 2N + 1 equal length segments; we also put T = L so that lattice spacing is tuned to be a. By adding source terms, we evaluate
by making use of the resolution of unity in terms of the eigenvector |{Π} . Since the Hamiltonian is quadratic, we can perform the Gaussian integrals with respect to Π 0; n , Π n and Π † n immediately to obtain
and we have introduced
in which and hereafter sums with respect to repeated indices are assumed. The rule will also apply even for lattice points as a label of a sum. In the Euclidean formulation, we shall denote x 4 = n 4 a and four dimensional lattice points will be labeled simply by n = (n, n 4 ). As we will explain soon below, we require the periodic boundary condition also for the time direction. By taking it into account, we have already made use of the integration by parts in
Since our aim is to prepare for the perturbative expansion, we consider here the generating functional
(3.50) Here the second argument of the last term above exhibits the periodic boundary condition. If we write the time sliced path integral above as
the action of this path integral reads
The action is again, as in the case of quantum mechanical model, separated into three parts corresponding to each degree of freedom; theφ 0 degree possesses well-defined Euclidean action to yield usual generating functional for a massive scalar field while other degrees have a delicate aspect in the treatment of the zero mode in evaluating functional determinants. Nevertheless, as will be shown in the appendix by the quantum mechanical model, we can obtain well-defined generating functionals for each degree. We thus obtain
; in this product, each factor being given by
As in the case of quantum mechanical model, we can define the generating functional for the original variableφ by tuning sources in a harmony to yield
where ∆ n, n ′ being given by
It must be stressed here that in the final expression for ∆ n, n ′ there appear six poles in total but the way how to avoid these singularities have been already determined in obtaining each propagator from factorized path integral. There is no reason to change the rule just as we like; by changing the rule we will be forced to change boundary conditions for the propagator. Such a change may break the property of the model to fulfill the Euclidicity postulate. The effect of Lee-Wick ghosts is seen, if we consider a loop integral, which appears in calculation of the self-energy, for example in V (ϕ) = λϕ 4 (x)/4! case, Note that, in this propagator, the contribution from the pole at k 0 = ω µ (k) is taken into account for x 0 > 0 and the one from k 0 = −ω µ (k) contributes for x 0 < 0; that is, the prescription just to put x 4 = ix 0 in the Euclidean propagator gives correct method to obtain Lee-Wick prescription. The S matrix for this system is then unitary for any finite time. To define the S matrix, however, for infinite time, we need to introduce the Gaussian adiabatic factor that breaks the Lorentz invariance [15, 16, 17] . The same holds for the propagator above. If we add −ǫx 2 0 to the exponents, we can make the propagator remain finite for |x 0 | → ∞; but it apparently breaks the Lorentz invariance.
Conclusion
We have formulated the Euclidean path integral for the scalar LW model. Our method is based on the technique to find eigenvectors of field operators. The technique involves the resolutions of unity, the fundamental ingredient in formulating a time sliced path integral, in itself. Integration contours for ghost degrees are originally defined to be a pair of lines crossing at the origin with each other on the complex plane. It is very interesting to find that, despite the use of indefinite metric representation, we can modify the contours to be along the real axis for ghost degrees in the scalar LW model. In this regard, the Euclidean path integral of the vector LW model will be the next target for us to construct. This will be reported elsewhere [21] .
Euclidean formulation of path integrals for systems quantized with the indefinite metric representation is the key to define quantum theory for such systems in a proper way. In other words, the Euclidicity postulate [19, 20] will be the guiding principle to construct path integral representation of such systems. For the scalar LW model, we have successfully formulated the Euclidean path integral and obtained a well-defined propagator to be a basic tool for the perturbative expansion.
A Treatment of the zero mode in scalar Lee-Wick model
Let us consider the evaluation of the path integrals in quantum mechanical Lee-Wick model. The degree ofq 0 is the well-defined harmonic oscillator and we have nothing to take care about it. Since the other two degrees, on the other hand, possess pure imaginary square frequency, we may encounter a tough trouble in carrying out the "Gaussian" integrals. To make clear this point, we first consider the path integral for Z (E)
here. The action of the path integral
By making a shift φ j = φ cl.
j + ξ j , we find
We therefore require φ cl.
Since we can rewrite S (E)
we can evaluate the classical action to be given by
where we have introduced ∆ (ω) j, k to fulfill
By assuming the periodic boundary condition, we find that ∆
(Sum over n is assumed.) We thus obtain a finite result for S (E)
] without no difficulty though the square frequency is pure imaginary.
Our remaining task is to evaluate the functional determinant arises from integration with respect to ξ j s. To achieve this, we introduce the Fourier transform by
in particular. Since the Fourier transform is a unitary transformation, the Jacobian in the change of variables from ξs to us must be unity; from the constraint u * n = u −n , we can choose x n and y n in u n = x n + iy n for n = 1 2, . . . , N as independent degrees of freedom in addition to the isolated u 0 . The Jacobian of this change of variables yields
we may carry out "Gaussian" integrals with respect to u n s. For n = 1, 2, . . . , N , we may rewrite
Thus, for degrees of u n (n = 1, 2, . . . , N ), there appears no problem in carrying out Gaussian integrations. It is, however, the zero mode (u 0 ) that require a careful treatment here. As is evident above, the integrand for this degree is not Gaussian; it is rather a Fresnel integral. This integral can be evaluated by adding a path which goes from real axis down to the line ℑ(u 0 ) = −ℜ(u 0 ) then go along this line from lower-right to upper-left and goes down to the negative real axis. We then obtain
By making use of a formula
we finally obtain
We can proceed in a quite parallel way and we obtain .17) Note that the Fresnel integration for the zero mode for this case requires integration along a line which is orthogonal to the previous case; although the difference is harmless in the Euclidean formulation, it seems to break the convergence of the path integral in the former case if we consider the corresponding path integrals in the Minkowski space (real time). This observation is, however, wrong and we can define the Minkowski generating functionals for both systems if we make use of the coherent states. We will show this shortly in the following. We take the last two terms as the HamiltonianĤ ′ in the following. By introducing source terms as f * α + fβ † + g * β + gα † at each lattice point in the time sliced path integral, we consider the trace formula: where P.B.C denotes the periodic boundary condition. Clearly the path integral is factorized into two factors. We therefore consider them separately. First, we consider we obtain, for γ 2N +1 = 1,
For the present case γ = e −ωǫ and thus γ 2N +1 = e −ωT . As commented in the text, ω possesses positive real part so that we can claim γ 2N +1 = 1. It is important here to note that there is no difficulty in the process of finding det(1 − e −ωǫ Ω) and (1 − e −ωǫ Ω) −1 above. It remains true even if we replace T by iT . (For that case, due to the positive imaginary part of ω, we can claim again γ 2N +1 = 1 as far as T > 0.) By carrying out Gaussian integrals after completing the square, we obtain where propagators ∆ We thus observe that in the Euclidean formulation the behavior of both propagators ofφ andφ † are finite though it changes in the Minkowski (real) time.
