The popular method of estimation in regression, Ordinary Least Squares (OLS) often displays inefficiency especially with large variances and wide confidence intervals thereby making precise estimate difficult when there is strong multicollinearity. Bayesian method of estimation is expected to improve the efficiency of estimated regression model when there is relevant prior information and belief of situation being modelled is available. This study however provided an alternative approach to OLS when there is almost perfect multicollinearity while its performance were compared with the aid of simulation approach to OLS estimator. Results of the simulation study indicate that with respect to Mean Squared Error (MSE) criterion and other criteria, the proposed method perform better than OLS. . Bayesian method for solving the problem of multicollinearity in regression.
Introduction
Multicollinearity is a violation of assumption of regression model. It occurs when the regressors are correlated. This violation can be a serious problem when there is a near perfect correlation, in the sense that regression coefficients of X variables although may be determinate but possess large standard errors, which means that parameters cannot be estimated with great precision. If the correlation between the regressors is perfect, the parameters of the regression model can be indeterminate while the standard errors are infinite Gujarati (1995) , Belsley et al. (1980) Some of the solutions in literature to multicollinearity are addition of new data, transforming of variables using suitable transformations, the method of principal component by the reducing the number of regressors Jeffers (1967) , Jollife (1972) , Mansfield et al. (1977) and Miller (1990) . Other solution to the problem of multicollineairty, is the use of ridge estimator by Hoerl and Kennard (1970) , Duzan and Shariff (2015) and Iguernane (2016) , but all the methods are classical methods and Dreeze (1962) argued that classical inferences have shortcomings in that; the available information on parameters is ignored.
However, the use of Bayesian estimation method to solve the problem of multicollinearity in regression model is not common due to its complexity in terms of computation and prior information. Recently, some Bayesian works on multicollinearity in regression are Curtis and Ghosh (2011) and Ijarchelo et al. (2016) . Curtis and Ghosh (2011) in their work proposed a Bayesian model that accounted for correlation among the predictors by simultaneously performing selection and clustering of the predictors, dirichlet process and variable selection priors were used for regression coefficient while redundant predictors were removed from the models; they concluded that Bayes method proposed did not outperformed all other methods in all situations but often the best in high collinearity. Ijarchelo et al. (2016) 
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under collinearity of parameters using a Zellner's g-prior. Their results showed that a strong collinearity may lead to a multimodal posterior distribution over models in which joint summaries are more appropriate than marginal summaries. They concluded that their posterior distribution were not available in closed form and that can make the problem of multicollinearity become computationally challenging.
All the aforementioned Bayesian methods are variable selection method, but as noted by Lee et al (2015) on the use of variable selection methods, that if some explanatory variable are throws out in a regression model, others might not have explanatory power on the dependent variable and this may lead to difficulty in assessing the effect of regressors on the dependent variable.
Herein, we propose a Bayesian estimation procedure with the use of an informative prior. The use of proposed method permits easy computation of many posterior features of interest in regression to overcome the problem of multicollinearity.
The structure of the remainder of this paper is as follows. In section 2, the regression model and the method of Ordinary Least Squares (OLS) will be reviewed. Section 3 provides an overview of Bayesian procedure using an informative prior in regression model in the presence of Multicollinearity. Section 4; provide a simulation where numerical studies are conducted. For comparative purposes, the performance of proposed Bayesian estimation procedure is compared to OLS in Section 5. Section 6 concludes.
Regression Model and OLS
The Normal Regression model is given by:
Where y and x are the observed data on the n x 1 vector of dependent and n x k matrix of explanatory variables of the regression respectively. θ is the k x 1 vector of parameters to be estimated and is an error term which is normally distributed with mean zero and constant σ 2 and x values are independent of the error term. In order to estimate the parameters in (1), the popular Classical estimator, OLS for estimating the regression parameters is given by:
While the confidence interval can be obtained as:
Where
It could be observed from the equations (3) and (4) that parameter θ heavily depends on x'x.
Bayesian Estimation Procedures
In order to ameliorate the problem of multicollinearity, Bayesian method of estimation is given in this section. Bayesian approach can be expressed through the following relationship which can be written as:
is the prior density distribution and P (θ|y) ) is the posterior distribution The likelihood is written as follows;
For convenience, it is better to write (6) in terms of Ordinary Least Squares (OLS) estimator:
Hence, the likelihood is written as:
Prior distribution. Priors play a defining role in Bayesian inference which can take any form and are also meant to reflect any information the researcher has before seeing the data. However, it is common to choose particular classes of priors that are easy to interpret or which would make computation easier Koop (2003) . Natural conjugate priors typically belong to such class. The likelihood function in (10) suggests a prior in form of Normal distribution forθ|h and a Gamma distribution for h. The name of such prior which is a product of Gamma and a conditional Normal is called a Normal-Gamma distribution. Based on the above premise, it follows that:
Equation (11) can also be written as: 
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And also,
Where,
In the distribution of (12) and (13), θ o denotes the prior mean for parameter θ, Q 0 is the un-scaled variance-covariance matrix for parameterθ, S −2 0 is the prior mean of gamma density function for the model precision h and v 0 is the prior degree of freedom of gamma distribution for the model precision h.
Hence, equations (12) and (13), the natural conjugate prior for θ and h can be simply written as:
Equation (14) can also be written as:
Equation (15) Multiplying (10) and (15), gives the joint posterior distribution as:
Since both the prior and posterior distributions are Normal-Gamma, conjugacy was established.
Hence, the hyper-parameters given in (16) are: 1828
Equations (17), (18) and (19) are the estimators for un-scaled variance-covariance matrix which is a k x k matrix, posterior mean and degree of freedom of posterior, respectively. While the Sum of Squares of Error (SSE) and Variance of the error of the model in (1) can also be given respectively as:
In regression modelling, the coefficient on the regressors, θ is usually a primary focus, and a measure of marginal effect of the regressors on the dependent variable. The posterior mean, E(θ|y) is the point estimate, and v(θ) is a metric for measuring the uncertainty associated with the point estimate.
Since the interest is on θ, we integrate out h in (16) to obtain the marginal posterior for θ. Applying the rule of probability we have:
Hence, equation (23) becomes:
Equation (24) follows a t-distribution which can also be written as:
And from the definition of t-distribution, the mean and variance can be obtained as:
Equation (26) and (27) are mean and variance estimators used to obtain the values for parameter, θ for different degree of multicollinearity. SE (θ * ) is the standard error of Bayesian estimator of θ * which can also be obtained as:
The Credible interval for estimators of Bayesian in the same way we have confidence interval in the classical is given by: 
Simulation and Prior specification
The data experiment is set up using the Data Generating Process (DGP) below:
The error term, ∼ N (0, 1) and the explanatory variables generate the dependent variable. Since the degree of collinearity among regressors (X's) is of central importance, the works of Alkhamisi et al. (2006) , Kibria (2003) , Kibria and Banik (2016) will be used in generating x's using the following equation:
Where x * ij is the independent standard normal pseudo-random numbers, ρ is the correlation between any two x's.
Prior specification
v 0 = 4, V 0 =     2.4 0 0 0 0 6 × 10 −7 0 0 0 0 0.15 0 0 0 0 0.6     S −2 0 = 1.5, θ 0 =     15 10 5.5 2.5    
Results and Discussion
The objective of the work is to compare performances of our approach with OLS and work of based on the strength of multicollinearity. Tables 1 and 2 report the SE and CI for both the Bayesian (BIP) and OLS methods when the degree of multicollinearity are ρ = 0.80 and 0.95 for sample size of 30. The SE of the estimators for parameters when, ρ = 0.80 are bigger than when ρ = 0.95 which means then lower the degree of multicollinearity the better the estimates. Results obtained from the tables 1 show that Bayesian method gives better performances than the OLS estimator having a minimum SE for all the parameters considered. The CI also reveals that the proposed Bayesian method has a narrower CI than the OLS method of estimation. Results from Table 7 show the MSE of the estimators when the degree of multicollinearity is ρ = 0.95 for all the sample sizes. The MSE of Bayesian method of estimation are smaller than the OLS estimator for all the sample sizes considered.
Conclusion
In this work, Bayesian method of estimation with the use of informative prior (conjugate) in the presence of multicollinearity for linear regression model was proposed. The performance of proposed Bayesian method was compared with OLS. In order to facilitate comparison between the two methods, three different data sets were simulated with two multicollinearity levels. The criteria used for evaluation of performance of the estimators are the Standard Error (SE),Confidence/ Credible Intervals (CI)and MSE.
The performance of the estimators in terms of Standard Error (SE) shows that there was an increase in SE due to the increase in the degree of correlation especially when the sample size is small. As the sample sizes increase, the performance of both the OLS and BIP improve. The Bayesian method, BIP is more precise than OLS estimator having the minimum SE for both small and large samples while the average deviation from the true parameter as measured by MSE 1833 also showed that the MSE of Bayesian estimator is relatively smaller than the OLS In terms of stability of all the estimators, the results from the Credible and Confidence Intervals (CI) of estimators show that, Bayesian method, BIP has a narrower CI of parameter estimates and also the most stable estimator compared to OLS.
The results suggested that the proposed Bayesian method using a natural conjugate prior; outperformed the OLS method. Therefore, Bayesian method of estimation is suitable in handling multicollinearity especially when degree of multicollinearity is high and when there is sufficient prior information.
