Text categorization is the task of assigning labels to documents written in a natural language, and it has numerous real-world applications including sentiment analysis as well as traditional topic assignment tasks. In this paper, we propose 5 different configurations for the semantic matrix-based memory neural network with end-to-end learning manner and evaluate our proposed method on two corpora of news articles (AG news, Sogou news). The best performance of our proposed method outperforms the baseline VDCNN models on the text classification task and gives a faster speed for learning semantics. Moreover, we also evaluate our model on small scale datasets. The results show that our proposed method can still achieve better results in comparison to VDCNN on the small scale dataset. This paper is
Introduction
Text classification is a classic task in the natural language processing domain, in which one requires a machine learning model to learn semantics from text samples in order to achieve a good performance on assigning predefined categories to free-text documents.
In text classification research field, the state-of-the-art methods have long been linear predictors (e.g. linear kernel SVM [2, 3] ) with either bag-of-word or bag-of-n-gram vectors as input. More recently, it has become more common to use a deep neural network for text classification. These previous studies using the deep neural network can be mainly divided into the CNN-based genre (e.g. CNN [4] , char-CNN [5] , VDCNN [8] , DPCNN [7] ), transformer genre (e.g. BERT [13] , XLNet [12] ), and fine-tuning genre (e.g. ULMFiT [20] ). However, these methods highly rely on large-scale data sets and long-term training dependencies. Even though the ULMFiT model can reach state-of-the-art performance with only 100 labeled training samples, it still needs a large scale of samples for pre-training. This consumption limits the generalizability of models in new fields/tasks. In these cases, we considered that it is better to find a method to realize fast training and small sample dependency, so that meta-learning hereby comes to our mind. Meta-learning [1] , or learning to learn, is the science of systematically observing how the learning approaches perform on learning tasks, and then learning from this experience or meta-data. It is not only dramatically speed up and improve the design of machine learning pipelines or neural architectures, but also allows us to replace hand-engineered algorithms with novel approaches learned in a data-driven way [9] . Santoro et al. [11] proposed a method which is quite similar to the mechanism of meta-learning. They used an external memory matrix for augmenting memory of a neural network, which achieved amazing performance on one-shot learning for the image classification task. They utilized this external memory matrix to record and update memories, then verbatim retrieving these memories in the prediction. Although this mechanism can record the memory well, for the text classification task, the model not only needs to record the knowledge but also needs to understand the knowledge because of the variety of word combinations.
In this work, we proposed a neural network based on Memory Network [11] (MemNN) to update a semantic matrix that compresses the learned semantics and constructs a text understanding mechanism, we name it as semantic memory arXiv:2003.01857v1 [cs.CL] 4 Mar 2020 Table 1 ). The major contributions of this work is summarized as follows.
1) Classifying text based on SeMemNN in an end-to-end (E2E) manner.
2) Proposing 5 different configurations for SeMemNN 1 .
3) Outperforming VDCNN on the text classification task.
4) The proposed method gives a faster speed for learning semantics.
5) The proposed method is able to learn semantics from small scale datasets.
The paper is structured in the following way: In Section 2, we describe the details of our proposed method. The experiments along with the evaluation results are described in Section 3. Some discussions and future works are presented in Section 4. Section 5 is a brief summary of our work.
Model Architecture
Before diving into the details of SeMemNN, let me briefly recall what MemNN is and how do we humans do in the text classification task. It has been confirmed that MemNN and its derived models (e.g. end-to-end Memory Network [14] , Key-Value Memory Network [15] , etc.) outperform some conventional question and answer (QA) system that are based on LSTM or knowledge base in QA task. The core of inference for MemNN lies in the O and R (see equations (1) and (2)). Assuming that the input of MemNN is to be a sentence, the O produces output features by finding k supporting memories given the feature x, which is similar to addressing function. In equation (1), s O is a function that scores the pair of sentences and m i is the later supporting memory given in the previous iteration. The candidate supporting memory m i is scored with respect to the original input and the previous supporting memory. The final output is the input to the module R, which produces a textual response r. As equation (2) shows, the w is the set for all words in the vocabulary, and s R is a function that scores the match. The simplest responses are to directly return the matching memory. The scoring function is shown as equation (3), where U is a n × D matrix, D is the number of features and n is the embedding dimension. The role of φ x and φ y is to map the original text to the D-dimensional feature space.
As for how we humans do in task classification, when we read and try to understand a piece of text, we always firstly attempt to extract key information (abstract) from the contents, then look for the corresponding prior knowledge in our memory to confirm which field the text belongs to. If this text is new for us, we are about to record and compress it to our knowledge base.
By referring to the cues of humans' behaviors and using external storage to augment the memory, we proposed a neural network with a semantic matrix to augment learned semantics. Figure 1 depicts the architecture of our proposed model. We defined two external matrices, one is an addressing matrix, another one is a semantics matrix. The whole text classification procedures involve three steps:
Addressing As equation 4 shows, we use the information contained in the abstract to multiply with the addressing matrix to get the address tensor. The φ are feature maps of dimension D, P is a d × D matrix. Des i is the description text, Ab i indicates the abstract of each text data. And Sof tmax(z i ) = e zi / j e zj .
Reading Semantics In the reading step, the semantics are read by augmenting the parameter's value by adding address tensor with semantic matrix and go through a ReLU activation for selecting the corresponding semantics with the highest contribution value according to the obtained matching scores. The new learned semantic will be pushed into the semantics matrix constantly by backpropagation in each training episode. The ϕ in equation (5) is a semantic feature map of dimension M , Z is a m × M matrix. C i and S indicate the contents of each text data and parameters in the semantic matrix respectively. f is a ReLU activation that we used for emphasizing the most recently used semantic location and ignoring the least used memory location.
Classification The augmented semantic tensor is concatenated with the abstract embedding before passing to the classifier. Regarding the classifier, there are many types of neural layers that can be chosen. Since semantic is a sort of information lying on the time sequence of textual contents, modeling these temporal contexts effectively is a key to the text classification task. The most common approach is using a recurrent neural network (RNN) and its variants. Long short term memory (LSTM) has been used in several works to improve the model's ability to catch the long-term dependency in a time series [16, 17] . Moreover, For catching the interesting time steps in a sequence, the attention mechanism is also added to the LSTMs and showing its effectiveness [18] . Therefore, we adopt a recurrent neural network based model with attention mechanism. We then compared the performance of using different classifiers in the testing experiment.
Experiment
In this section, we demonstrate the performance of our models for text classification with different configurations, namely three different classifiers and two different sources to construct the semantics matrix. These three configurations are double-layer LSTM, one-layer bi-directional LSTM, one-layer bi-directional LSTM with self-attention. we note these different configurations as L-SeMemNN, B-SeMemNN, and SAB-SeMemNN respectively. Two different sources for constructing a knowledge matrix are the abstract (abs) and descriptions/contents (ct) of the news.
Datasets
We present our results on two freely available large scale datasets introduced by Zhang et al. [5] . We also shrink the scale of training samples by randomly picking up the same amount of data in each category (see Table 1 ). Sogou News A Chinese news data set. This data set is a combination of the SogouCA and SogouCS news corpora pertaining to 5 categories, which are Sports, Finance, Entertainment, Automobile and Technology. It contains 450,000 training samples and 60,000 samples for testing in total. Sogou New also has three columns in data set files, label, title, description, similarly, we treat title as abstract input and description as contents input.
Setting
External knowledge matrix size 128 × 128
Sequence length we set the input sequence length as 256 (word level) in all experiments besides comparison experiments.
Hyperparameters for classifiers The number of LSTM cells is set to 128 for the three configurations. The selfattention mechanism we adopted is the single head self-attention with the attention width set to 16.
Results and discussion
The experiment results are presented in Table 2 . The best performances of our configurations are highlighted in red, which are 8.37, 3.67, 13.79 and 7.89 for the error rates of our proposed model on AG, Sogou, AG(5k), Sogou(10k) respectively. The bold numbers are the officially reported accuracy of VDCNN, to which our proposed model is close.
The numbers in blue are the results coming from our comparison experiment by using VDCNN where we set the sequence length to 256 under word level. From these results we can see that our model outperforms VDCNN on AG News for the official error rate, and is very close to VDCNN's performance on Sogou News. If we set VCDNN with the same input sequence length (256) in word-level, the performance of our proposed model is obviously better. According to these results, we see the advantages of our model as follows: Using abstract to build the external memory is better than contents Before the experiment, we assumed that using the description to construct the semantics matrix would be better than using the abstract because of the complete information the description contains. However, the testing results surprised us. From Table 2 we can see that the results of using the description to construct the semantics matrix are better than using the abstract. This result suggests that a good summary or title already contains the main information for judging which domain/topic the text belongs to. The most recent semantics used during the reading processing may come mostly from the abstracts. It might also imply that when humans memorize text contents, they would have a clearer memory of the key information rather than the whole contents.
SeMemNN can still work on a few-shot learning Table 2 shows that although we have greatly shrank the scale of the training set, our proposed method can still outperform VDCNN. After shrinking the scale of the data, the performance of VDCNN has been greatly decreased, especially for Sogou news, VDCNN has been unable to learn from the training samples. Table 3 presents some samples of these two data sets. We can see that the samples from Sogou News consists of Pinyin (the romanization of the Chinese characters based on their pronunciation in Mandarin), which may have more varieties of combinations than the samples from AG News. Perhaps because of such complex combinations, VDCNN can not work on Sogou News with few-shot learning.
Comparing to the model with similar performance (VDCNN), our proposed can be trained faster Figure 2 shows the validation curves over the training period. It can be easily discovered that no matter whether the proposed method is trained with a large scale data set or few-shot learning, it learns faster and better than VDCNN. 
Conclusion and future works
In this paper, we proposed a semantic matrix-based memory neural network (SeMemNN) for text classification. The proposed method was evaluated on two freely available large scale datasets and their sub-sets by shrinking the amount of training data. On one hand, the analysis shows that SeMemNN is an effective and time-efficient method of learning semantics comparing to the VDCNN. Regarding training with the large scale datasets, our model converges only after one iteration and achieves about 91% and 96% on AG News and Sogou News respectively. Regarding training with the small scale datasets, our model converges after five iterations and achieves about 85% and 90% on AG News and Sogou News respectively. On the other hand, we found that using abstracts to encode semantic matrix is better than using descriptions (full text). This result is very worthy for further study.
In future work, we will evaluate SeMemNN on other kinds of text classification datasets on a large and small scale. Additionally, we will try to figure out why using abstract to encode semantic matrix is better than using the full text.
