Abstract-This paper addresses two issues concerning the separate-bias Kalman estimator. The first of these issues deals with the derivation of the optimal estimator for the general case in which the bias vector is stochastic in nature, and the second issue deals with defining a suitable suboptimal realization of the generalized estimator.
I. INTRODUCTION
In 1969, Friedland [1] introduced a Kalman estimation concept applicable to the case in which the state vector is composed of a set of dynamic states and a set of constant bias states. The resulting separate-bias estimator has since received considerable attention because of its inherent computational efficiency and stability, and because many practical problems naturally take this form. Alternative derivations of the estimator were given by Bierman [2] , Mendel and Washburn [3] , and Ignagni [4] . A suboptimal realization of the separate-bias estimator for the case in which the bias is stochastic was defined in [5] . Subsequently Alouani et al. [6] showed that, for a special case in which the bias state noise is correlated in a unique way with that of the dynamic state, an optimal form for the separate-bias estimator is possible. More recently, Hsieh and Chen [7] have derived the optimal separate-bias estimator for the case in which the bias vector is stochastic by assuming a specific decoupled structure for the estimator at the outset, and then determining its elements by an algebraic transformation approach. In the present work, the optimal separate-bias estimator is derived from basic principles, which provides further insight into the nature of the estimator and establishes the basis for a suboptimal realization having the potential of nearly optimal performance in applications in which the bias vector experiences only limited random variation.
II. STATEMENT OF THE PROBLEM
The problem of interest is defined by the following set of discretized equations:
x n =A n x n01 + B n b n01 + n (1) bn =Dnbn01 + n (2) where x n vector of dynamic states at the nth update point; bn vector of bias states at the nth update point; A n ; B n ; D n each represents a time-varying coefficient matrix.
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where yn is the measurement vector at nth update point and Hn and C n are time-varying measurement matrices. The quantities n ; n , and n are zero-mean uncorrelated random sequences governed by
in which jk is the Kronecker delta. It is assumed that, if x and b are initially correlated, the correlation originates from a general dependency of the form x0 =x 3 0 + M0b0
where x 0 initial value of x; x 3 0 component of x0 that is uncorrelated with the initial bias, b0;
M 0 known matrix; P x covariance matrix of the initial estimation errors in x 0 ;
P 3 x covariance matrix of the initial estimation errors in x 3 0 ; P b covariance matrix of the initial estimation errors in b 0 ; P xb cross-covariance matrix of the estimation errors in x 0 and b 0 .
It is noted that the system defined by (1)-(3) may also be used as the basis of either an augmented or partitioned implementation of the Kalman estimator. In the following development, as in [4] , a partitioned Kalman estimator will provide a convenient basis of comparison with the separate-bias estimator.
III. OPTIMAL SEPARATE-BIAS ESTIMATOR
For the system defined by (1)-(3), the optimal, linear, minimum variance separate-bias estimator to be derived is defined by a "bias-free" estimator of x given bỹ x 0 n =Anxn01 + Gnbn01; (x0 = x 3 0 )
P 0
xn =x 0 n +Kx(n)(yn 0 Hnx 0 n ) (P b (0) = P b )
b n =b 0 n + K b (n)(y n 0 H nx 0 n 0 S nb 0 n ) (V0 = M0)
Sn =HnUn + Cn:
The matrix, Gn, which couples the bias estimate into the bias-free estimator is defined according to
with the incremental process noise covariance matrix, 1Q x , for the bias-free estimator being given by
The a priori and a posteriori adjusted estimates of x are expressed aŝ x 0 n =x 0 n + U nb 0
and the estimation error covariance matrices, P 0 x (n) and Px(n), for the a priori and a posteriori adjusted estimates of x are given by P 0
Note that the optimal separate-bias estimator defined by (7)-(28) is not, in fact, a decoupled estimator because it manifests coupling in both the state and covariance matrix update equations. Note also that, when Q b (n) = 0; Dn = I; Gn = 0, and 1Qx(n) = 0, the estimator reduces to the known result applicable to the constant-bias case. Comparison of the expressions for 1Q x (n); G n ; and U n with the corresponding expressions defined in [7] shows that they are algebraically equivalent, although different in form [taking into account also that, in the present work, E( j T j ) = 0, which is not assumed in [7] ].
IV. DERIVATION OF THE OPTIMAL SEPARATE-BIAS ESTIMATOR
As a first step in arriving at the optimal form for the separate-bias estimator, the case in which the bias vector is time-varying but nonstochastic is considered. Here, an estimator may be defined that determines the initial condition on the bias rather than its instantaneous value, leaving the form of the bias estimator unchanged from that which is applicable to the constant-bias case, with the exception that the coefficient matrices B n and C n must be replaced by B 0 n = B n n01 ; C 0 n = C n n where n is the transition matrix relating the instantaneous bias to its initial value, defined recursively by n = D n n01 ; ( 0 = I):
The specialized form of the separate-bias estimator for the constant-bias case may then be used to determine the bias initial condition. However, the variables B; C; U; V , and S will all appear with a single prime, which designates that they apply to the estimation of the initial value of the bias. Then, the instantaneous estimate of the bias may be determined from its initial value via the transition relationshipb n = nb0 (n) 
Similarly, the a priori error covariance matrix for the instantaneous estimate may be derived from the error covariance matrix that applies to the initial value of the bias, as follows:
where P b and P b are the estimation error covariance matrices for the initial and instantaneous values of the bias, respectively. Extending this concept, it is possible to define the bias estimator that directly estimates the instantaneous value of the time-varying bias rather than its initial value. This result is accomplished by making a second substitution of variables, as follows: 
Another relationship required is that between the gain matrix for the instantaneous bias estimate and the gain matrix for the initial bias estimate, which is expressed by
Now, it is a straightforward matter to transform the single-prime equation set into a double-prime equation set by simple algebraic substitutions. The instantaneous bias gain equation is developed as
The a posteriori error covariance matrix for the instantaneous bias estimate is derived as
with the instantaneous a posteriori bias estimation equation being developed aŝ 
andx n =x n + V 0 nb0 (n) =x n + V 0 n 01 n nb0 (n) =xn + V 00 nbn :
The estimation error covariance for the adjusted estimate of x at the a priori update point is found to be P 0
In a similar manner, the estimation error covariance for the adjusted estimate of x at the a posteriori update point is found to be
From the basic definition of expectation, and employing a known result [4] applicable to the constant-bias case (which, utilizing established notation, is P 0 xb = U 0 P 0 b ), the joint expectation between the error in the adjusted estimate of x and the error in the estimate of the instantaneous bias vector is expressed at the a priori update point as P 0
The comparable relationship at the a posteriori update point is found in a similar manner as
From (33)- (45), it is clear that the structure of the estimator remains unchanged from that defined for the constant-bias case, the only differences being that (31) and (32) must be added and the equation for U 00 must be modified according to (33), these relationships providing the basis for (12), (13), and (20). As a notational convenience, the double-prime designation may be omitted throughout. Optimality of the separate-bias estimator defined for a time-varying but nonstochastic bias follows from the fact that its derivation utilizes only simple algebraic operations on the optimal constant-bias estimator. A formal proof of optimality may also be carried out using the inductive approach of [4] . Therefore, given that the resultant estimator is an optimal estimator, the following equivalencies to the partitioned Kalman estimator exist at the a priori update points:
with the following equivalencies existing at the a posteriori update points:
where P 11 ; P 12 , and P 22 are the partitioned Kalman estimator covariance matrices. The generalized problem in which the bias vector is time varying and stochastic may be treated, as in [5] , as the natural extension of the case in which it experiences a single random jump at some instant of time. The bias dynamic model defined by (2) may be decomposed into two individual variations. The first variation modifies the bias at the a priori update point in accordance with the transition relationship b 0 n = D n b n01 . The second variation causes a random bias jump, , having covariance matrix, Q b , at the a priori update point. The covariance relationships defined by (46)-(48) must be preserved across the bias jump if the estimator is to remain optimal, which requires a reinitialization of the separate-bias estimator in a manner that maintains the equivalency between the two estimators. Therefore, from (46)-(48), it is seen that the following relationships must be satisfied across the bias jump (where the left-hand side of each relationship applies just before the bias jump, and the right-hand side immediately after the jump): 1Q x required increase of statistical uncertainty in the bias-free estimate (also to be determined) that maintains the required equivalency across the bias jump. The relationship defined by (54) simply states that, at the a priori update point, the bias estimation error covariance matrix must be augmented by Q b to reflect the increase of uncertainty associated with the bias jump. The correlation between the bias and dynamic states is preserved by defining U after the bias jump to satisfy (53), which results
which is (18). The covariance matrix ofx is preserved across the jump by augmentingPx by the quantity 1Qx, defined from (52) by
which is (24). A final provision that must be made after the bias jump, which preserves the adjusted estimatex unchanged across the jump, requires that the bias-free estimatex be modified in the appropriate manner. The defining relationship expressing the equivalency between the pre-and postjump values of the adjusted estimate of x is x 0 n + Wnb 0 n =x 0 n + Unb 0 n + 1xn where 1x is the adjustment necessary in the bias-free estimate,x. Solving for 1x leads to 1x n = (U n Z 01
which is the bias coupling term in (7). The variation of the bias vector, as defined by (2), constitutes a series of discrete jumps at the a priori update points and is the natural extension of the single-jump case. Consequently, the defined reset of the estimator embodied in (54), and (55)-(57) are applicable at each a priori update point. The estimator that results is optimal by definition, because it preserves all of the required relationships for optimality across each successive bias jump. A formal proof of optimality follows.
V. PROOF OF OPTIMALITY OF THE SEPARATE-BIAS ESTIMATOR
The first part of the proof is to show that the separate-bias estimator is structurally equivalent to the partitioned Kalman estimator. The equivalency may be established by deriving the recursion equations applicable to the bias estimate and to the adjusted estimates of the dynamic state, in which the bias-free estimatex does not appear explicitly. This process proceeds as follows. The a priori adjusted estimate of x is developed aŝ 
where the gain matrix, K x , applicable to the adjusted estimate of x, emerges as
Comparison of (58)- (61) with the analogous equations for the generalized partitioned Kalman estimator reveals that the two sets of equations are exactly the same, and, importantly, this equivalency is true for constant biases, time-varying biases, and stochastic biases, depending only on the form of the state estimation equations and that of the functions U; V , and S . The second part of the proof is to show that the covariance and gain matrices associated with the separate-bias estimator are identical to those associated with the partitioned Kalman estimator or, explicitly, Px = P11; P b = P22; P xb = P12; Kx = K1 , and K b = K2 on each iterative cycle, where K 1 and K 2 are the gain matrices associated with the partitioned Kalman estimator. This part of the proof assumes that, at some point in the sequential estimation of x and b, the covariance matrix equivalencies between the partitioned and separate-bias Kalman estimators, defined by (49)-(51), have been established. That these equivalencies are preserved in the transition to the next a priori update point may then be shown using the same inductive proof employed in [4] . The first step in this part of the proof applies to the a priori update, defined for the partitioned estimator as P 0 11 (n + 1) = A n+1 P 11 (n)A T n+1 + A n+1 P 12 (n)B T n+1 + B n+1 P T 12 (n)A T n+1 + B n+1 P 22 (n)B T n+1 + Q x (n + 1):
Substituting from (49)-(51) leads to
+ B n+1 P b (n)B T n+1 + Q x (n + 1): Then, adding and subtracting 1Qx(n+1), utilizing (24) and (50), and consolidating terms results in
Observing that the fourth and sixth terms on the right cancel, and utilizing (8), yields 
The partitioned Kalman estimator updates the cross-covariance matrix according to
which, after substituting from (50) and (51), becomes 
The partitioned Kalman estimator updates the covariance matrix partition for the bias vector as follows:
which, after substituting from (51), becomes
Equations (62)- (64) show that the equivalency between the error covariance matrices of the separate-bias and partitioned Kalman estimators are preserved through the (n+1)tha priori update. Having demonstrated this, the remainder of the inductive proof given in [4] applies and shows that both the gain and covariance matrices for the partitioned and adjusted separate-bias estimates are identical for the (n + 1)th measurement update. Together with the structural equivalency inherent in (58)-(61), the estimates of the bias vector and the adjusted estimates of x for the two estimators are seen to be identical at each update point. The inductive proof requires, as a necessary condition, that the equivalencies defined by (49)-(51) be satisfied at n = 0, which is assured by virtue of (5) and (6).
VI. SUBOPTIMAL REALIZATION OF THE SEPARATE-BIAS ESTIMATOR
The optimal form of the separate-bias estimator is, because of its coupled nature, subject to potential numerical difficulties-especially for systems in which the dimension of the bias vector is large. Numerical errors incurred in the inversion of the bias covariance matrix, as required in (21), can propagate through the set of coupled state equations and the set of coupled covariance equations in a manner leading to numerical instability. To eliminate this potential difficulty, a suboptimal version of the estimator that retains the structure and the advantages of the decoupled formulation may be utilized. To derive the suboptimal separate-bias estimator from the optimal form, it is only necessary to introduce some approximations valid for the situation in which the random variation of the bias vector is limited, that is, for small Q b . The first approximation valid for small Q b affects the manner in which the noise covariance matrix, 1Q x , is defined. The optimal form for 1Qx, as defined by (24) 
A second approximation valid for small Q b is Z I , which leads to U W and G 0, and, consequently, to a separate-bias estimator that is a true decoupled estimator. Note that the suboptimal expression for 1Q x , as defined by (66), represents a refinement with respect to that proposed in [5] , which took the somewhat simpler form: 1Q x = BQ b B
T . Because the suboptimal realization of the separate-bias estimator does not correctly predict its own performance through its covariance matrices, a dedicated performance evaluation approach is required. Performance may be completely and rigorously determined by taking advantage of the structural equivalency of the partitioned Kalman and separate-bias estimators. The procedure is to compute the gainsK x and K b utilizing (9) and (15), from which the gain associated with the adjusted estimate of x is computed using (61). Then, the performance of the separate-bias estimator may be precisely determined by utilizing these gain matrices in the generalized partitioned Kalman estimator, in which the a posteriori covariance matrix computation is carried out employing Joseph's form. The suboptimal separate-bias estimator has the potential to perform at a level that is essentially optimal in applications in which the bias vector experiences only limited random variation and, at the same time, should be accompanied by increased computational stability relative to a standard Kalman estimator implementation by virtue of its implementation as two reduced-order filters. Similarly, implementation as two reduced-order filters leads to increased computational efficiency. Quantitative estimates of the computational savings associated with a separate-bias implementation were given by Duffy [8] and McConley [9] .
The computational savings associated with the use of the separate-bias estimator is problem specific, depending on both the number of bias states and dynamic states and the number of measurements processed. A comparison of the computational loads associated with the separate-bias and standard Kalman formulations was considered in [8] for the specific case in which the number of dynamic states equals ten, the number of bias states equals 47, and the number of measurements equals seven. A reduction of 82% in the number of multiplys was established for the separate-bias estimator implemention in comparison to a conventional Kalman implementation. More recently, in [9] , a comparison was made of the computational load associated with a U-D implementation of the separate-bias estimator, as opposed to a conventional U-D implementation. The results indicate that the computational load associated with the time propagation step is reduced by an amount ranging from 13-78%, for ratios of the number of bias states to dynamic states ranging from one to eight. The computational reduction associated with a measurement update was shown to vary from 7-14% per measurement, for the same range of ratios of bias states to dynamic states.
VII. CONCLUSION
The paper has derived the optimal form of the separate-bias estimator for the general case in which the bias vector is stochastic in nature. The resulting estimator consists of two coupled estimators and requires the inversion of the bias covariance matrix, which raises some concerns about numerical error propagation-especially for systems in which the bias vector is of large dimension. It was also shown that the generalized separate-bias estimator lends itself to simplification, given that the bias vector experiences only limited random variation. The resultant suboptimal form of the separate-bias estimator has the potential for nearly optimal performance in those applications in which the restriction on the random variation of the bias vector is satisfied and should, at the same time, be free of the potential numerical difficulties associated with the completely general separate-bias estimator.
