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In order to make the series more accessible to readers not fluent in German, the English section of by internationalisation and trans-disciplinary research. This goes along with the need for standards and harmonisation of data and metadata.
Progress powered by e-infrastructure is, among others, dependent on regulatory frameworks and human capital well trained in both, data science and research methods. It is also dependent on sufficient critical mass of the institutional infrastructure to efficiently support a dynamic research community that wants to "take the lead without catching up".
Are advances in socio-economic research driven by data or technology? Claims and inspired deliberations pondering on this alternative are not new. As Norman Nie asserted without reservation "that all science is fundamentally data driven" (Nie 1989 , 2) others argue "that progress in science rather depends on formal modelling" (Rockwell 1999, 157) and USA, where the social science communities made particular efforts to boost their einfrastructure. In this context it may be noteworthy that the first attempt to support retrieval of data by machine was actually conceived by a social science project described in 1964 already (Scheuch, Stone, Harvard 1964) and ideas for the researchers dialogue with interactive data analysis and retrieval systems date to 1972 (Scheuch and Mochmann 1972, 154f) . With respect to trans-national data infrastructure the Council of European Social Science Data
Archives (CESSDA) is studying the feasibility of Grid enabling. This activity investigates current developments and applications in Grid technologies in order to find efficient and sustainable ways for the implementation of a cyberinfrastructure for the Social Sciences and Humanities and to identify the issues for implementing Grid technology.
Instead of an enthusiastic uptake of Grid technologies, a number of initiatives followed a bottom up approach in collaborative systems development, e. g. for access to virtually distributed data bases using the World Wide Web in a more sophisticated way. These new trends in the use of WWW technology to enhance collaboration as well as information and data sharing are referred to as Web 2.0 technologies. They are still based on the so far known World Wide Web specifications. Results of these developments are possibly less perfect than those designed for GRID applications, but they are facilitated by cooperative approaches within the science community and they take usually much less time to implement.
Social Research Infrastructure, e-Infrastructure, Cyberinfrastructure
As Social Sciences had a long record of infrastructure development in terms of service institutions, databases, data laboratories and researcher networks in the field of international comparative research (Scheuch 2003) . Thus it was no surprise that the social scientists At the same time, the National Science Foundation Blue-Ribbon Advisory Panel identified
similar objectives for what they called "Cyberinfrastructure" (Atkins et al. 2003, 12) : "We envision an environment in which raw data and recent results are easily shared, not just within a research group or institution but also between scientific disciplines and locations. There is an exciting opportunity to share insights, software, and knowledge, to reduce wasteful recreation and repetition. Key applications and software that are used to analyze and simulate phenomena in one field can be utilized broadly. This will only take place if all share standards and underlying technical infrastructures." Cyberinfrastructure is defined in relation to known infrastructures so far: "Although good infrastructure is often taken for granted and noticed only when it stops functioning, it is among the most complex and expensive things that society creates. The newer term cyber-infrastructure refers to infrastructure based upon distributed computer, information and communication technology. If infrastructure is required for an industrial economy, then we could say that cyberinfrastructure is required for a knowledge economy" (Atkins et al. 2003, 5) .
In Europe, the provision of network services to research and education is organised at three levels: the Local Area Network to which the end-user is connected, the national infrastructure provided by the National Research and Education Network (NREN) and the pan-European level provided by GÉANT.
GÉANT currently interconnects the national research and education networks (NRENs) from all over Europe, including Russia. In terms of geographical coverage, technology used and services made available, GÉANT considers itself the number one research network in the world, which attracts requests for interconnection from all over the world. Under the GÉANT2 project it has grown to include more than 100 partners already. This is much more than the Social Sciences need so far, but it gains importance when we think about
International Data Federations to support continuous global comparative and transdisciplinary research. While the technical back bone network is in place many application tools, standards and content with rich metadata have to be developed in order to make full use of these technologies.
Data infrastructure needs of the Social Sciences (Major results of the SERENATE project and the AVROSS study)
Exciting visions of the future potentials of new technologies like to travel with appealing descriptions of actual implementations in working environments. Closer examinations frequent-ly show that services, which are actually needed by end-users on a continuous basis are often far from satisfactory. Economic potential to implement new technologies, the level of expertise in societies to support these technologies and to adjust them to the specific needs of their user communities, as well as data management and methodological skills vary from country to country.
Needs, challenges and obstacles in relation to these new technologies have been analysed by the Study into European Research and Education Networking as Targeted by eEurope (Serenate). Security features were highlighted by a large number of the respondents dealing with sensitive data or even medical images. Another requirement is for mobile access to the network services including both home access for researchers, particularly for non-laboratorybased research such as humanities and social sciences, and also access when on visits to other countries. As a consequence of these usage patterns, the deployment of "Authentication, Authorization and Accounting" (AAA) services across the various networks was stipulated to
give the necessary controls on access. The report from the final workshop also noted that access is possible to a rich variety of data from many sources and identified the potential for software to support collaborative working, sharing of data bases and data integration at many levels. Finally, the networks offer the means to include the "future generation of scientists in schools" (Serenate Report 2003, 14) .
In the spirit of e-Science approaches to systematically examine options and challenges for 
Status quo and best practice examples from Social Sciences
Predominantly Social Scientists do not see a particular need to use the Grid technology for eSocial Science developments, as most of their data and computation needs could be handled by the existing Internet capacities. Numerous Internet solutions for access to specific collections, even with local AAA procedures were employed. While many of them provide sufficient user support for their constituency, interoperability of databases and metadata (see Metadata chapter in this book) as well as world wide networked access are rarely possible.
There are, however, a few remarkable examples for trans-national data access in virtually distributed data bases.
Building on extensive experience in international data transfer, As software is only part of the solution, IQSS also provides citation standards for the content to be stored. The digital library services of each dataverse include data archiving, preservation formatting, cataloguing, data citation, searching, conversion, subsetting, online statistical analysis, and dissemination.
Conclusions
As we can observe already today: A comprehensive infrastructure based on advanced data communications, computing and information systems are extremely supportive for conducting high-quality research. They are indispensable for progress, which so far has been unlikely to It is up to each scientific community to assess its specific needs and to decide at what speed it wants to move. Sometimes there are latecomer advantages in adopting new technologies, as many detours may be avoided (Schroeder et al. 2007 ). Nevertheless, it is obvious that a lot of ground laying work needs to be done. A combination of methodological and technical expertise is required to adopt or design and implement the new infrastructures.
As has been emphasized in almost all prominent studies quoted, the combination of experts from the social research community working closely with IT specialists is required. Practical experiences from many international projects proof, however, that it is difficult to find the required expertise for limited project lifetimes and that it is even more difficult to keep the additional expertise acquired during the project accessible for further research and development. So, needs assessments, user community studies and capacity building at the interface of social research methodology and computer science are a prerequisite for viable and sustainable developments. It may be a healthy step to combine future research methodology curricula with modules of what might be called "data science", which is about data structures, data management, access and interoperability of data bases. Whether future developments will need GRID enabling of social science databases or can be further developed using WEB 2.0 support is currently an open question. The challenges here are seamless integration and interoperability of data bases, a requirement that is also stipulated by internationalisation and trans-disciplinary research.
Progress in e-infrastructure is also dependent on regulatory frameworks (Hahlen 2009) and data policies (e.g. NERC data Policy 2002). Best technical solutions may provide some routines and intelligent algorism to control access to sensitive data. International access, which is technically possible, can be out of question if statistical confidentially or Statistics law prohibit outside use. Last not least, the organisational infrastructure requires sufficient critical mass in terms of expertise, networking capacities and sustainable resources to efficiently support a research community that wants to "take the lead without catching up".
Recommendations
The current stocktaking of socio economic data bases does show again, that impressive amounts of data are available in many fields of research. It would not be surprising, however, that the data base as such is rather scattered, not well integrated and does not lean easily to intra-national or international comparative research or even the combination of different sources for analyses with trans-disciplinary perspective. Apart from harmonizing data on the measurement level non trivial investments would be required to get data bases organised and to get the metadata in place.
Predominantly Social Scientists do not see a particular need to use the Grid technology for e-Social Science developments, as most of their data and computation needs could be handled by the existing Internet capacities. Numerous Internet solutions for access to specific collections, even with local AAA procedures were employed. While many of them provide sufficient user support for their constituency, interoperability of databases and metadata (see Metadata chapter in this book) as well as world wide networked access are rarely possible.
1) Data Policy and strategic plans for research data management
Some scientific communities have formulated comprehensive strategic plans or even published explicit data policies. It might be a good starting point to assess needs in international context and to identify challenges, drivers and the blockages for the development of a future German e-infrastructure for the Social Sciences, that would also provide interfaces to and interoperability with leading international networks.
2) Needs Assessment and Framework Conditions
Like other countries, Germany has the technical infrastructure for modern data services in place. Whether there is the need and whether the regulatory framework conditions do allow to set up an integrated German Data Net has to be assessed. This could best be done by a working group that includes experts on methodological, legal and technical issues.
3) Standards on measurement -and metadata-level
Good documentation is one decisive factor for the potential of future data analyses. The
Association of German Market Researchers (ADM), the Association of Social Science
Institutes (ASI e.V.) and the Federal Statistical Office have agreed on minimal standards for demographic variables (Standarddemographie) long ago already to allow for better comparability of measurements across the three sectors. Likewise there are standards for metadata that would allow easier identification of and access to data that is related to the concepts central to the respective research questions. It might be advantageous to follow one meta-data standard, but this is not absolutely required. Nevertheless, to follow at least some metadata standard is a precondition to allow for interoperability at a later stage. DDI is being used by several institutes in Germany already. Working towards wider consensus on adopting metadata standards and agreeing on interfaces is one milestone to the infrastructure highway.
4) Best practice in data management and documentation
Efficient data base management will require close co-operation of researcher networks and data services. Best practice has to be communicated to implement metadata capture at the point of data collection already and to cover the whole life cycle from research design via data collection to publication and reuse.
5) Capacity building
Training of researchers in best practice of supplying all relevant information from the research process (cf. the OAIS model) and training of data professionals should be oriented towards what could be named "data science" in future curricula. The substantial investments in sound data bases need to be based on best methodological, data management and IT expertise. This is hard to find on the labour market in this combination and equally difficult to combine in research teams, simply because there is a serious lack of professionally trained people in this field. Data management, documentation and access could become one module "data science"
in studies of social research methods. There is a huge market in demand of these skills -such as social and market research, insurance companies, media centres and media archives, data providers etc.
6) Research funding should also cover data management
It is not always easy to assess the relevance of data for future needs. Nevertheless, a vast uninspired "omnium gatherum" should be avoided. At least reference studies and data collections that lean to comparability over time or space should be properly documented for further use. This is a non trivial and labour intensive phase in the research process.
Frequently the data management to create high quality data bases requires a lot of methodological and technical expertise. This should be acknowledged by funding authorities and evaluation committees, which tend to honour the analyses but not the investment in preparing the data for it. So future funding of data collection should include a line on data management and documentation. Likewise evaluation criteria should also include whether data bases have been created following methodological and technical best practice.
7) Technical developments
Whether current institution specific data portals, remote access to individual data bases, product catalogues in integrated literature and data portals like SOWIPORT or networked solutions with central data repositories, e.g. the DRIVER development on global level, or even Data Grid solutions are the needs of the future has to be assessed with a mid term and a long term perspective.
8) e-Infrastructure Competence Center for the Social Sciences
The in UK is an example to create a competence centre designed to serve the social science community in this respect.
