A Parameter Version of Forstneri\v{c}'s Splitting Lemma by Simon, Lars
ar
X
iv
:1
80
2.
01
44
2v
1 
 [m
ath
.C
V]
  5
 Fe
b 2
01
8
A PARAMETER VERSION OF FORSTNERICˇ’S SPLITTING LEMMA
LARS SIMON
Abstract. We construct solution operators to the ∂-equation that depend continuously on
the domain. This is applied to derive a parameter version of Forstnericˇ’s splitting lemma: If
both the maps and the domains they are defined on vary continuously with a parameter, then
the maps obtained from Forstnericˇ’s splitting will depend continuously on the parameter as
well.
1. Introduction
The well-known splitting lemma for biholomorphic maps close to the identity by Forstnericˇ
[3, Theorem 8.7.2 on p. 359] says the following:
Theorem. Let dist be a distance function induced by a smooth Riemannian metric on a
complex manifold X, let (A,B) be a Cartan pair in X and let C˜ be an open subset of X
containing C = A ∩ B. Then there exist open subsets A′, B′ and C ′ of X, with A ⊆ A′,
B ⊆ B′ and C ⊆ C ′ ⊆ A′ ∩B′ ⊆ C˜, satisfying the following:
For every η > 0 there exists an ǫη > 0 such that for every injective holomorphic map
γ : C˜ → X with dist
C˜
(γ, Id) < ǫη there exist injective holomorphic maps α : A
′ → X and
β : B′ → X with the following properties:
• α and β depend continuously on γ,
• γ = β ◦ α−1 on C ′,
• distA′(α, Id) < η,
• distB′(β, Id) < η.
If F is a nonsingular holomorphic foliation on X and γ is an F-map on C˜, then α and β
can be chosen to be F-maps on A′ resp. B′. If furthermore X0 is a closed complex subvariety
of X that does not meet C, then we can choose α and β to be tangent to the identity map to
any finite order along X0.
In [2] and, more recently, in [1], the need for a parameter version of said theorem has
become apparent. More precisely, if both the maps and the domains they are defined on vary
continuously with a parameter, one wants the maps obtained from Forstnericˇ’s splitting to
vary continuously with the parameter as well. The purpose of this paper is to give such a
parameter version of Forstnericˇ’s splitting lemma in the special case of Euclidean space Cn
and compact parameter space; our main result is the following (precise definitions can be
found in Section 2):
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Theorem 1.1. Let P be a nonempty compact topological space, let ((Aζ , Bζ))ζ∈P be admissible
and let µ > 0. Then there exists a τ > 0 satisfying the following:
For each η > 0 there exists an ǫη > 0, such that for every family (γζ)ζ∈P of injective
holomorphic maps γζ : Cζ(µ)→ C
n satisfying
• ‖γζ − Id‖Cζ (µ) < ǫη for all ζ ∈ P,
• (γζ)ζ∈P depends continuously on ζ ∈ P in the sense of Definition 2.3,
there exist families (αζ)ζ∈P and (βζ)ζ∈P of injective holomorphic maps αζ : Aζ(2τ )→ C
n and
βζ : Bζ(2τ )→ C
n having the following properties:
• γζ = βζ ◦ αζ
−1 on Cζ(τ) for all ζ ∈ P,
• ‖αζ − Id‖Aζ(2τ ) < η and ‖βζ − Id‖Bζ(2τ ) < η for all ζ ∈ P,
• (αζ)ζ∈P and (βζ)ζ∈P depend continuously on ζ ∈ P in the sense of Definition 2.3.
Regarding continuous dependence on a parameter, the main difficulty is the additive split-
ting in Forstnericˇ’s original proof, where he uses the well-known sup-norm bounded solution
operators to ∂ on bounded strongly pseudoconvex domains with boundary of class C2. While
the estimate is known to be stable under C2-small perturbations of the boundary, it is a priori
not clear whether these ∂ solution operators depend continuously on the domain, even in
Euclidean space Cn. However, Forstnericˇ’s original proof consists of an iteration, where, in
each step, the occurring domains shrink in a controlled way. Hence, by introducing an in-
termediate step, it is enough to construct solution operators to ∂ giving solutions on slightly
smaller domains, which makes it easier to ensure continuous dependence on a parameter.
This paper is organized as follows. In Section 2 we introduce some notation as well as
precise notions of continuous dependence on a parameter in various settings.
In Section 3 we construct solution operators to ∂ that depend continuously on the domain
and satisfy sup-norm estimates which depend continuously on the domain as well. They give
solutions on the closures of bounded strictly pseudoconvex domains in Cn with boundary of
class C2 for forms defined on arbitrarily small neighborhoods. The result we end up with is
Theorem 3.1, which might be of independent interest.
Section 4 contains some technical results and the announced additive splitting, which will
be used in Section 5 to prove Theorem 1.1.
It should be remarked that our method in Section 3 makes use of the properties of the
∂-operator, but is in no way specific to it. If one is willing to accept that the initial data
has to be defined on slightly larger domains, the method can easily be generalized to other
systems of linear partial differential equations admitting solution operators, or even to certain
linear operators on presheaves. The method can also be applied to find a result similar to
Theorem 3.1 in the setting of pseudoconvex domains varying with a parameter and solving ∂
with L2-estimates.
2. Preliminaries
In this section we introduce some notation and define the various notions of continuous
dependence on a parameter that appear in this paper.
Notation 2.1. Let M be a subset of Cn and let r > 0. Then we define:
M(r) := {z ∈ Cn : ∃x ∈M s.t. |x− z| < r}.
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M(r) obviously is an open subset of Cn. Concerning order of operations, taking the boundary
is given higher precedence, i.e. bN(s) := (bN)(s), whenever s > 0 and N ⊆ Cn.
Notation 2.2. Let M be a nonempty set and let f : M → Cm be a mapping. We set
‖f‖M := sup
x∈M
‖f(x)‖ ∈ R≥0 ∪ {∞},
where ‖·‖ denotes the Euclidean norm on Cm.
Next we define what it means for maps and forms defined on varying domains to depend
continuously on a parameter.
Definition 2.3. Let P be a nonempty topological space and, for each ζ ∈ P, let Uζ be a
nonempty subset of Cn and let gζ : Uζ → C
m be continuous. We say that the family (gζ)ζ∈P
depends continuously on ζ ∈ P, if the following map is continuous:
: {(z, ζ) ∈ Cn ×P : z ∈ Uζ} → C
m, (z, ζ) 7→ gζ(z),
where Cn×P is equipped with the product topology and {(z, ζ) ∈ Cn×P : z ∈ Uζ} ⊆ C
n×P
is equipped with the subspace topology.
If all Uζ are additionally assumed to be open, a family (fζ)ζ∈P of (0, 1)-forms fζ =
∑n
j=1 f
(j)
ζ dzj
∈ C00,1(Uζ) is said to depend continuously on ζ ∈ P if the family (fζ
(j))ζ∈P depends continu-
ously on ζ ∈ P in the above sense for all j = 1, . . ., n.
We now define a metric space Q which, intuitively speaking, describes all bounded strictly
pseudoconvex domains with C2-boundary in Cn. Not surprisingly, the metric δ on said space
is defined in a way that, roughly speaking, two domains are close whenever their defining
functions are close in C2-norm.
Definition 2.4. It is well known that (C2(Cn;R), δ) is a complete metric space, where for
r1, r2 ∈ C
2(Cn;R):
δ(r1, r2) =
∞∑
j=1
2−j ·
|r2 − r1|2,Bj
|r2 − r1|2,Bj + 1
where Bj is the closed ball of radius j around 0 ∈ C
n and |·|2,Bj denotes the C
2-norm. For
r ∈ C2(Cn;R), we define Ω(r) as the set of all points where r < 0.
Define
Q := {r ∈ C2(Cn;R) : dr 6= 0 at every point where r vanishes,
r strictly plurisubh. in a nhbd. of bΩ(r),
Ω(r) is nonempty, bounded and connected},
where bΩ(r) denotes the boundary of Ω(r). If r ∈ Q, then Ω(r) is a bounded strictly pseu-
doconvex domain with C2-boundary in Cn. Conversely, any (nonempty) bounded strictly
pseudoconvex domain with C2-boundary in Cn is given as Ω(r) for some r ∈ Q. We will
always assume Q to be equipped with the topology it gets from the metric δ.
We now define what it means for a family of nonempty bounded strictly pseudoconvex
domains in Cn with boundary of class C2 to depend continuously on a parameter.
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Definition 2.5. Let P be a nonempty topological space and let (Ωζ)ζ∈P be a family of
nonempty bounded strictly pseudoconvex domains in Cn with boundary of class C2. We say
that (Ωζ)ζ∈P depends continuously on ζ ∈ P, if there exists a continuous map d : P → R>0
satisfying the following:
(1) for all ζ ∈ P the signed distance function ρΩζ of Ωζ is of class C
2 on bΩζ(d(ζ)) and
satisfies dρΩζ 6= 0 at every point of bΩζ(d(ζ)),
(2) for all ζ0 ∈ P there exists an open neighborhood Wζ0 of ζ0 in P, such that:
(a) for all ζ ∈ Wζ0 we have bΩζ ⊆ bΩζ0(d(ζ0)/2) ⋐ bΩζ(3d(ζ)/4),
(b) ζ 7→ ρΩζ is continuous as a map fromWζ0 to the space of real-valued C
2-functions
on bΩζ0(d(ζ0)/2), equipped with the C
2-norm.
Remark 2.6. The intuition behind Definition 2.5 is the following:
The well known sup-norm estimates for ∂ on bounded strictly pseudoconvex domains with
boundary of class C2 depend on the C2-data of a defining function. Furthermore, the signed
distance function of a bounded C2-smooth domain is of class C2 in a neighborhood of the
boundary. Hence it is natural to require continuous dependence of the signed distance function
with respect to the C2-norm. The technical assumption 2a is necessary to ensure that the
map in 2b is welldefined: each ρΩζ is C
2 on an individual set, so one needs to find a common
set (for ζ close to ζ0), on which all ρΩζ are C
2.
Remark 2.7. An alternative way to Definition 2.5 of defining what it means for a family
(Ωζ)ζ∈P of nonempty bounded strictly pseudoconvex domains in C
n with boundary of class
C2 to depend continuously on ζ ∈ P would be to require that there exists a continuous map
: P → Q, ζ 7→ rζ , such that Ωζ = Ω
(rζ) for all ζ (compare Thm. 3.1).
Definition 2.5 is easier to verify, whereas the alternative definition is easier to handle from a
technical point of view. How the two definitions relate is the content of Lemma 4.3.
We now define what it means for a family of pairs ((Aζ , Bζ))ζ∈P to be “admissible” for
Theorem 1.1. The pairs (Aζ , Bζ) play the same role in Theorem 1.1 as the Cartan pair (A,B)
plays in Forstnericˇ’s original result.
Definition 2.8. Let P be a nonempty compact topological space and, for all ζ ∈ P, let Aζ ,
Bζ be compact subsets of C
n. The family of pairs ((Aζ , Bζ))ζ∈P is called admissible if the
following is satisfied:
(1) Aζ ∩Bζ is nonempty and Aζ ∪Bζ is the closure of its interior Int(Aζ ∪Bζ) for all ζ,
(2) (Int(Aζ ∪Bζ))ζ∈P is a family of nonempty bounded strictly pseudoconvex domains
in Cn with boundary of class C2 depending continuously on ζ ∈ P in the sense of
Definition 2.5,
(3) for all ζ, the sets Aζ \Bζ and Bζ \ Aζ are nonempty, but Aζ \Bζ ∩Bζ \ Aζ = ∅,
(4) both ζ 7→ Aζ \Bζ and ζ 7→ Bζ \ Aζ are continuous as maps from P to the set of
nonempty compact subsets of Cn, equipped with the topology induced by the Haus-
dorff distance.
Notation 2.9. If P is a nonempty compact topological space and ((Aζ , Bζ))ζ∈P is admissible,
we adapt the following notation:
• Cζ := Aζ ∩Bζ ,
• Ωζ := Int(Aζ ∪Bζ).
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3. Continuously Varying ∂ Solution Operators
In this section we will construct solution operators to ∂ that depend continuously on the
domain and satisfy sup-norm estimates which depend continuously on the domain as well.
They will give solutions on the closures of bounded strictly pseudoconvex domains in Cn with
boundary of class C2 for forms defined on arbitrarily small neighborhoods.
As mentioned in Definition 2.4, if r ∈ Q, then Ω(r) is a bounded strictly pseudoconvex
domain with C2-boundary in Cn. Conversely, any (nonempty) bounded strictly pseudoconvex
domain with C2-boundary in Cn is given as Ω(r) for some r ∈ Q. Hence it suffices to define
solution operators for the domains Ω(r), r ∈ Q. The result we will prove in this section is the
following:
Theorem 3.1. There exist a continuous map C : Q → R>0 and a collection of linear operators
Sr,ǫ : C00,1(Ω
(r)(ǫ))→ C0
(
Ω(r)
)
,
for ǫ > 0 and r ∈ Q, such that:
(1) Sr,ǫ is linear,
(2) for all positive intergers k: if f ∈ Ck0,1(Ω
(r)(ǫ)) then Sr,ǫ(f) ∈ Ck
(
Ω(r)
)
,
(3) if f ∈ C10,1(Ω
(r)(ǫ)) and ∂f = 0 on Ω(r)(ǫ) then ∂(Sr,ǫ(f)) = f on Ω(r),
(4) if f ∈ C10,1(Ω
(r)(ǫ)) then ‖Sr,ǫ(f)‖
Ω(r)
≤ C(r)‖f‖Ω(r)(ǫ) in R≥0 ∪ {∞},
(5) if ǫ> 0 is fixed, T is a nonempty topological space and if
• (Ωt)t∈T is a family of nonempty bounded strictly pseudoconvex domains in C
n
with boundary of class C2 depending continuously on t ∈ T in the sense that there
exists a continuous map : T → Q, t 7→ rt, such that Ωt = Ω
(rt) for all t ∈ T ,
• (ft)t∈T is a family of (0, 1)-forms ft ∈ C
1
0,1(Ωt(ǫ)) depending continuously on
t ∈ T in the sense of Definition 2.3,
then the family (Srt,ǫ (ft))t∈T of functions S
rt,ǫ (ft) : Ωt → C depends continuously on
t ∈ T in the sense of Definition 2.3.
Remark 3.2. We make some remarks about Theorem 3.1:
(1) One gets solutions on Ω(r), but the initial data has to be defined on the ǫ-neighborhood
Ω(r)(ǫ).
(2) Property 5 gives the desired continuous dependence on a parameter.
(3) Property 4 is the sup-norm estimate. Since C is continuous, the estimate depends
continuously on the domain. It is important to note that C only depends on r and
not on ǫ. This is crucial for the proof of the estimate in Lemma 4.10 and, by extension,
for the proof of Theorem 1.1. If C was to explode as ǫ approaches 0, then the controlled
shrinking of the occurring domains in the proof of Theorem 1.1 would not be possible
and the iteration would break down.
The remainder of this section is devoted to proving Theorem 3.1. We start with the
following technical lemma:
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Lemma 3.3. If s ∈ Q then there exist constants ds > 0, Ls > 0 and a bounded open
neighborhood Ws of bΩ
(s) in Cn with the following properties:
(1) Ws does not contain Ω
(s),
(2) ds 6= 0 at every point in Ws,
(3) s is strictly plurisubharmonic on Ws,
(4) for each s˜ ∈ Q with δ(s, s˜) < ds there exists a constant η
(s)
s˜ > 0 with the following
properties:
(a) for all η ∈
[
0, η
(s)
s˜
]
the set
Ωs˜,s,η :=
(
Ω(s) \Ws
)
∪ {x ∈Ws : s˜(x) < η}
is a bounded strictly pseudoconvex open set in Cn with boundary of class C2.
Furthermore there is a linear operator
Ss˜,s,η : C
0
0,1
(
Ωs˜,s,η
)
→ C0
(
Ωs˜,s,η
)
with the following properties:
(i) for all positive integers k: if f ∈ C00,1
(
Ωs˜,s,η
)
∩ Ck0,1
(
Ωs˜,s,η
)
then Ss˜,s,η(f) ∈
Ck
(
Ωs˜,s,η
)
,
(ii) if f ∈ C10,1
(
Ωs˜,s,η
)
and ∂f = 0 then ∂(Ss˜,s,η(f)) = f ,
(iii)
∥∥Ss˜,s,η(f)∥∥Ωs˜,s,η ≤ Ls · ‖f‖Ωs˜,s,η for all f ∈ C00,1 (Ωs˜,s,η) ∩ C10,1 (Ωs˜,s,η),
(b) for all ǫ > 0 there exist δ˜ǫ,s˜,s > 0 and ηǫ,s˜,s ∈
(
0, η
(s)
s˜
]
, such that all r ∈ Q with
δ(r, s˜) < δ˜ǫ,s˜,s satisfy the following:
Ω(r) ⊆ Ωs˜,s,ηǫ,s˜,s,
Ω(r)(ǫ) ⊇ Ωs˜,s,ηǫ,s˜,s.
Proof. By definition of Q it is obvious how to achieve Properties 1, 2 and 3. Property 4a
follows from the definition of the metric δ on Q and the fact that the well-known estimates
for ∂ on bounded strictly pseudoconvex domains in Cn with boundary of class C2 are stable
under small C2 perturbations of the boundary. A formal statement of that fact can be found
in Range’s book [4, Theorem 3.6 on p. 210].
Finally, Property 4b follows from a straight forward calculation. This is the only point where
we use that the sets defined by the elements of Q are connected. 
For the remainder of this section we fix a set Ws for each s ∈ Q, such that the conclusion
of Lemma 3.3 holds true for this choice of Ws and some choice of ds, Ls.
Even with this fixed Ws, the constants ds and Ls in Lemma 3.3 are obviously not uniquely
determined: one could, for example, replace ds by ds/2 and Ls by Ls + 1. With this in mind
we define
Is := inf{v ∈ R>0 : there exists u ∈ R>0, s.t. the conclusion of Lemma 3.3 holds
true with our fixed choice of Ws and with ds = u and Ls = v},
and
M̂s := min{m ∈ Z>0 : m > Is}.
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So M̂s is the smallest positive integer strictly larger than Is and we have Is ≥ M̂s − 1.
Furthermore, if ds is chosen appropriately, the conclusion of Lemma 3.3 holds true with M̂s
in the role of Ls. The remaining objects which exist by Lemma 3.3 are obviously not uniquely
determined either. From now on, we fix choices of ds, η
(s)
s˜ , Ss˜,s,η, δ˜ǫ,s˜,s and ηǫ,s˜,s such that
the conclusion of Lemma 3.3 holds true with M̂s in the role of Ls.
Armed with this notation, we define a cover of Q as follows: for every positive integer k
we define
Ok :=
⋃
s∈Q : M̂s≤k
B(s, ds),
where B(s, ds) denotes the set of all s˜ ∈ Q with δ(s˜, s) < ds. It is obvious that O1 ⊆ O2 ⊆ . . .
and that (Ok)k∈Z>0 is an open cover of Q. Since Q is a metric space and hence paracompact,
said cover admits a locally finite open refinement (Uβ)β∈B. It is important to note that neither
of these two covers depends on the ǫ > 0 in the statement of Theorem 3.1.
Now, if r0 ∈ Q, let kr0 := min{k ∈ Z>0 : r0 ∈ Ok}. By definition of the cover (Ok)k∈Z>0
there exists an s(r0) ∈ Q, such that M̂s(r0) = kr0 and r0 ∈ B(s(r0), ds(r0)). Since δ(r0, s(r0)) <
ds(r0), we have a welldefined δ˜ǫ,r0,s(r0) from Lemma 3.3 for any given ǫ > 0. For every ǫ > 0,
the following is an open cover of Q:
Q =
⋃
(r0,β)∈Q×B : r0∈Uβ
(
Uβ ∩B
(
r0, δ˜ǫ,r0,s(r0)
))
It should be noted that this cover does depend on ǫ. Since Q is a metric space and thus a
paracompact Hausdorff space, it admits partitions of unity with respect to any open cover.
Hence, for any ǫ > 0, we find a collection (φα)α∈A of continuous functions φα : Q → [0, 1],
such that:
• for all α ∈ A there exist r(α) ∈ Q and βα ∈ B, such that r
(α) ∈ Uβα and
supp(φα) ⊆ Uβα ∩B
(
r(α), δ˜ǫ,r(α),s(r(α))
)
• for all r ∈ Q there exists an open neighborhood Nr, such that φα 6≡ 0 on Nr for only
finitely many α ∈ A,
•
∑
α∈A φα ≡ 1 on Q.
It should be noted that (φα)α∈A and the other occurring objects depend on ǫ, since the cover
of Q depends on ǫ. If r ∈ Q satisfies φα(r) 6= 0 for some α ∈ A, then δ(r, r
(α)) < δ˜ǫ,r(α),s(r(α)).
Hence, by Lemma 3.3, we have (if φα(r) 6= 0):
Ω(r) ⊆ Ωr(α),s(r(α)),η
ǫ,r(α),s(r(α))
,
Ω(r)(ǫ) ⊇ Ωr(α),s(r(α)),η
ǫ,r(α),s(r(α))
.
For ease of notation, we denote the operator
Sr(α),s(r(α)),η
ǫ,r(α),s(r(α))
: C00,1
(
Ωr(α),s(r(α)),η
ǫ,r(α),s(r(α))
)
→ C0
(
Ωr(α),s(r(α)),η
ǫ,r(α),s(r(α))
)
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obtained from Lemma 3.3 as S(α,ǫ). Hence (if φα(r) 6= 0) we can take any f ∈ C
0
0,1(Ω
(r)(ǫ))
and apply the operator S(α,ǫ) to obtain a welldefined element of C
0
(
Ω(r)
)
. This shows that
the following operators are welldefined:
For r ∈ Q and ǫ > 0 we define the operator
Sr,ǫ : C00,1(Ω
(r)(ǫ))→ C0
(
Ω(r)
)
by
f 7→
∑
α∈A : φα(r)6=0
φα(r) · S(α,ǫ)(f)
We have to show that these operators have the desired properties.
Proof of Theorem 3.1. By construction, Properties 1, 2 and 3 in Theorem 3.1 are immediate
from the corresponding properties of the operators in Lemma 3.3. Property 5 follows from a
long and tedious (but straight forward) calculation making use of the fact that φα : Q → [0, 1]
is continuous for all α ∈ A. It should be noted, however, that we make use of the C10,1-
regularity assumption in Property 5 in order to use the estimates for the operators from
Lemma 3.3. It remains to prove Property 4.
Since (Uβ)β∈B is a refinement of (Ok)k∈Z>0 , there exists a map τ : B → Z>0, such that
Uβ ⊆ Oτ(β) for all β ∈ B. Consider any r ∈ Q. Since (Uβ)β∈B is locally finite, we find an open
neighborhood Vr of r in Q and βr,1, . . ., βr,mr ∈ B, such that (for β ∈ B) we have Vr ∩Uβ 6= ∅
if and only if β ∈ {βr,1, . . ., βr,mr}. If r 6∈ Uβr,j for some j ∈ {1, . . .,mr}, then we can replace
Vr by Vr \ Uβr,j ; hence we can assume that r ∈ Uβr,j for all j ∈ {1, . . .,mr}. Now we define
Mr := max{τ(βr,1), . . ., τ(βr,mr )} ∈ Z>0.
It is important to note that Mr does not depend on ǫ, since (Uβ)β∈B is independent from
ǫ. Now we consider the collection (φα)α∈A, which does depend on ǫ. If φα(r) 6= 0 for some
α ∈ A, then r ∈ Uβα and thus βα ∈ {βr,1, . . ., βr,mr}. By definition of Mr we get τ(βα) ≤Mr
and hence
r(α) ∈ Uβα ⊆ Oτ(βα) ⊆ OMr .
This implies that M̂s(r(α)) = kr(α) ≤ Mr, whenever φα(r) 6= 0. We compute for f ∈
C10,1(Ω
(r)(ǫ)):
‖Sr,ǫ(f)‖
Ω(r)
≤
∑
α∈A : φα(r)6=0
φα(r) ·
∥∥S(α,ǫ)(f)∥∥Ω(r)
≤
∑
α∈A : φα(r)6=0
φα(r) · M̂s(r(α)) · ‖f‖Ω(r)(ǫ)
≤
∑
α∈A : φα(r)6=0
φα(r) ·Mr · ‖f‖Ω(r)(ǫ)
=Mr · ‖f‖Ω(r)(ǫ)
Hence the map M : Q → R>0, r 7→ Mr does not depend on ǫ and satisfies the estimate in
Property 4. So it suffices to show that there exists a continuous map C : Q → R>0, such that
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C(r) ≥ Mr for all r ∈ Q. Since Q is a metric space, we only have to show that M is upper
semicontinuous.
To this end let r ∈ Q and let Vr be the open neighborhood introduced above. Consider
q ∈ Vr. It is enough to show that Mq ≤ Mr. We have q ∈ Uβq,j for all j ∈ {1, . . .,mq}; so,
since q ∈ Vr, we get
Vr ∩ Uβq,j 6= ∅ for all j ∈ {1, . . .,mq}.
So, since Vr is open, we also have:
Vr ∩ Uβq,j 6= ∅ for all j ∈ {1, . . .,mq}.
The defining property of Vr then immediately gives
{βq,1, . . ., βq,mq} ⊆ {βr,1, . . ., βr,mr},
which implies Mq ≤Mr, as desired. 
4. Technical Lemmas and Additive Splitting with Parameters
This section is devoted to stating and proving some lemmas which are important for the
proof of our main result, Theorem 1.1.
Lemma 4.1. There exists a constant constn > 0, depending only on n ∈ Z≥1, with the
following property:
Let V be a nonempty open subset of Cn, let d > 0, let x, y ∈ V and let F : V → Cn be
holomorphic and bounded. Assume that the real line segment S := {tx + (1 − t)y : t ∈ [0, 1]}
between x and y satisfies S(d) ⊆ V . Then we have:
‖F (y)− F (x)‖ ≤ constn ·
‖F‖V
d
· ‖y − x‖.
Proof. This is obvious from the Cauchy estimates. 
Lemma 4.2. There exists a constant K > 0, depending only on n ∈ Z≥1, with the following
property:
If D is a nonempty open subset of Cn, r > 0 and c : D(r)→ Cn is a holomorphic mapping
with ||c||D(r) ≤ K · r, then the following map is (holomorphic and) injective:
C : D → Cn, z 7→ z + c(z).
Proof. This is obvious from the Cauchy estimates. 
If (Ωζ)ζ∈P is a family of nonempty bounded strictly pseudoconvex domains in C
n with
boundary of class C2 depending continuously on ζ ∈ P in the sense of Definition 2.5, then
it is not immediately clear how to apply Theorem 3.1 to obtain solution operators to ∂ that
depend continuously on ζ. That is why we need the following lemma.
Lemma 4.3. Let P be a nonempty topological space and let (Ωζ)ζ∈P be a family of nonempty
bounded strictly pseudoconvex domains in Cn with boundary of class C2 depending continuously
on ζ ∈ P in the sense of Definition 2.5. Additionally assume that P is compact. Then there
exist τ0 > 0 and a continuous map
R : P × [0, τ0]→ Q,
such that:
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• Ωζ = Ω
(R(ζ,0)) for all ζ ∈ P,
• Ωζ(ǫ) = Ω
(R(ζ,ǫ)) for all ζ ∈ P, ǫ ∈ (0, τ0].
Proof. If µ > 0 is chosen small enough, τ0 := µ/2
10 and A > 1 is chosen large enough, then
the map R : P × [0, τ0]→ Q given by
(ζ, τ) 7→
(
: Cn → R, z 7→ − exp(Aτ) + 1 + (ψ ◦ ρΩζ )(z)
)
is welldefined and continuous and has the desired properties, where ρΩζ is as in Definition 2.5
and ψ : R→ R is a function with the following properties:
• ψ is of class C∞,
• ψ(t) = exp(At)− 1 for all t ∈ [−4µ, 4µ],
• ψ is increasing on R and strictly increasing on both [−5µ,−4µ] and [4µ, 5µ],
• ψ is constant on both (−∞,−6µ] and [6µ,∞),
• exp(A · (−7µ))− 1 ≤ ψ(t) ≤ exp(A · 7µ)− 1 for all t ∈ R.
This follows from a long and tedious calculation using compactness of P and the defining
properties in Definition 2.5. 
The following lemma concerns the existence of certain cutoff functions that are well-behaved
with respect to a parameter.
Lemma 4.4. Let P be a nonempty compact topological space and let ((Aζ , Bζ))ζ∈P be admis-
sible. Then there exist a τ˜ > 0 and a map χ : Cn × P → R with the following properties:
(1) χ is continuous and 0 ≤ χ ≤ 1 everywhere,
(2) (Aζ(τ)) ∩ (Bζ(τ)) = Cζ(τ) for all ζ ∈ P, τ ∈ (0, τ˜ ],
(3) for all ζ ∈ P, τ ∈ (0, τ˜ ] we have inf(α,β) ‖α− β‖ > 64τ˜ , where the infimum is taken
over all (α, β) ∈ (Aζ \Bζ)(τ)× (Bζ \ Aζ)(τ),
(4) for all ζ ∈ P, τ ∈ (0, τ˜ ] we have χ(·, ζ) ≡ 1 in a neighborhood of (Aζ \Bζ)(τ) and
χ(·, ζ) ≡ 0 in a neighborhood of (Bζ \ Aζ)(τ),
(5) χ(·, ζ) : Cn → R is of class C∞ for all ζ ∈ P,
(6) the map : P → R, ζ 7→
∥∥∂(χ(·, ζ))∥∥
Cn
is welldefined (i.e.
∥∥∂(χ(·, ζ))∥∥
Cn
< ∞ for all
ζ) and bounded,
(7) for all k ∈ {1, . . ., n} the map
: Cn × P → C, (p, ζ) 7→
∂χ(·, ζ)
∂zk
(p)
is continuous.
Proof. In the case without parameters, this is a standard construction using mollifiers. But,
by compactness of P, the defining properties in Definition 2.8 and the well-known properties
of both the Hausdorff distance and the standard mollifier, the construction can easily be
adapted to the parameter case. 
The following lemma will help with the estimates in the proof of Theorem 1.1.
Lemma 4.5. There exists a map ρ : R>0 × R≥1 × R≥1 → R>0 with the following property:
If (a,B,C) ∈ R>0×R≥1×R≥1 and if (ǫm)m∈Z≥0 is a sequence of non-negative real numbers
satisfying
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• 0 ≤ ǫ0 < ρ(a,B,C),
• ǫm+1 ≤ C ·
23mǫm2
a for all m ∈ Z≥0,
then we have for all m ∈ Z≥0:
16Bǫm <
a
23m
.
The proof is an elementary calculation and will be omitted. The next lemma says that,
roughly speaking, compositions are well-behaved under uniform convergence.
Lemma 4.6. Let ∅ 6= U, V ⋐ Cn be open and let W ⋐ V . Assume
(fm : U → C
n)m∈Z≥0 ,
(gm : V → C
n)m∈Z≥0 ,
are sequences of continuous maps such that:
• fm(U) ⊆W for all m ∈ Z≥0,
• (fm)m∈Z≥0 converges uniformly on U to a (continuous) map f : U → C
n,
• (gm)m∈Z≥0 converges uniformly on the smaller set W to a continuous map g : V → C
n.
Then g ◦ f is welldefined (i.e. f(U) ⊆ V ) and (gm ◦ fm)m∈Z≥0 converges uniformly on U to
g ◦ f .
The proof is an elementary calculation and will be omitted.
Lemma 4.7. Let D be a nonempty open subset of Cn and let ǫ, δ ∈ R satisfy 0 < ǫ < δ.
Assume Φ: D(δ)→ Cn is an injective holomorphic mapping with ‖Φ− Id‖D(δ) < ǫ. Then we
have:
D(δ − ǫ) ⊆ Φ(D(δ)).
Proof. Let x ∈ D(δ − ǫ) and let Ω be the open ball of radius ǫ around x in Cn. Set
f : Ω→ Cn, z 7→ Φ(z),
and consider
F : Ω× [0, 1]→ Cn, (z, t) 7→ tz + (1− t)f(z).
F is a smooth homotopy between f and IdΩ and the mapping
H : [0, 1]→ C1(Ω;Cn), t 7→ F (·, t)
is continuous, where C1(Ω;Cn) is equipped with the usual topology. But x is a regular value of
both f and IdΩ and we furthermore have x /∈ F (bΩ, t) for all t ∈ [0, 1], since ‖Φ− Id‖D(δ) < ǫ.
Hence the C1-mapping degrees of f and IdΩ are (welldefined and) equal, which implies the
claim. 
The following lemma is a version of [3, Lemma 8.7.4 on p. 360] in the special case of
Euclidean space.
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Lemma 4.8. There is a constant M2 ≥ 1, depending only on n ∈ Z≥1, such that the following
holds:
If V is a nonempty open subset of Cn and if ǫ, δ ∈ R satisfy 0 < ǫ < δ4 and α, β, γ : V (δ)→
C
n are injective holomorphic mappings with ‖α− Id‖V (δ) , ‖β − Id‖V (δ) , ‖γ − Id‖V (δ) < ǫ,
then the mapping
γ˜ := β−1 ◦ γ ◦ α : V → Cn
is welldefined, injective and holomorphic. Writing
α = a+ IdV (δ), γ = c+ IdV (δ),
β = b+ IdV (δ), γ˜ = c˜+ IdV ,
we have
‖c˜− (c+ a− b)‖V ≤M2
ǫ2
δ
.
If furthermore c = b− a on V , then we have
‖c˜‖V ≤M2
ǫ2
δ
.
Proof. Welldefinedness of γ˜ follows from Lemma 4.7. Since, in contrast to Forstnericˇ, we are
working in Cn, the estimates follow from an elementary calculation using Lemma 4.1. 
Notation 4.9. If U is a nonempty open subset of Cn, then we write HB(U) for the set of all
holomorphic and bounded mappings Φ: U → Cn.
The following lemma is based on [3, Lemma 8.7.6 on p. 362] and constitutes the announced
additive splitting. We follow the idea of the proof given there and adapt it to our situation.
Regarding continuous dependence on a parameter, this lemma is the key ingredient, since it is
the only point in the proof of our main result, Theorem 1.1, where we have to invoke Theorem
3.1 in order to obtain solution operators to ∂ depending continuously on the domain.
Lemma 4.10. Let P be a nonempty compact topological space and let ((Aζ , Bζ))ζ∈P be ad-
missible. Then there exist constants M3 ≥ 1 and τ0 > 0 and operators
E
(τ1,τ2)
ζ : HB(Cζ(τ2))→ HB(Aζ(τ1)),
Z
(τ1,τ2)
ζ : HB(Cζ(τ2))→ HB(Bζ(τ1)),
where ζ ∈ P and τ1, τ2 ∈ R with 0 < τ1 < τ2 ≤ τ0, such that:
(1) If ζ ∈ P, 0 < τ1 < τ2 ≤ τ0 and c ∈ HB(Cζ(τ2)), then we have:
c ≡ Z
(τ1,τ2)
ζ (c)− E
(τ1,τ2)
ζ (c) on Cζ(τ1),
(2) E
(τ1,τ2)
ζ and Z
(τ1,τ2)
ζ are C-linear and satisfy the following estimate:∥∥∥E(τ1,τ2)ζ (c)∥∥∥
Aζ(τ1)
≤M3 · ‖c‖Cζ (τ2) for all c ∈ HB(Cζ(τ2)),∥∥∥Z(τ1,τ2)ζ (c)∥∥∥
Bζ(τ1)
≤M3 · ‖c‖Cζ (τ2) for all c ∈ HB(Cζ(τ2)),
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(3) If τ1, τ2 ∈ R are fixed with 0 < τ1 < τ2 ≤ τ0 and if c : {(z, ζ) ∈ C
n×P : z ∈ Cζ(τ2)} →
C
n is a continuous map with c(·, ζ) ∈ HB(Cζ(τ2)) for all ζ ∈ P, then the following
two maps are welldefined and continuous:
a : {(z, ζ) ∈ Cn × P : z ∈ Aζ(τ1)} → C
n, (z, ζ) 7→
(
E
(τ1,τ2)
ζ (c(·, ζ))
)
(z),
b : {(z, ζ) ∈ Cn × P : z ∈ Bζ(τ1)} → C
n, (z, ζ) 7→
(
Z
(τ1,τ2)
ζ (c(·, ζ))
)
(z).
Proof. By definition, (Ωζ)ζ∈P = (Int(Aζ ∪Bζ))ζ∈P is a family of nonempty bounded strictly
pseudoconvex domains in Cn with boundary of class C2 depending continuously on ζ ∈ P in
the sense of Definition 2.5. Let τ0 > 0 and R : P× [0, τ0]→ Q be as in Lemma 4.3. By making
τ0 smaller if necessary (which does not affect the conclusion of Lemma 4.3 being true), we
can assume that τ0 < τ˜ , where τ˜ is as in Lemma 4.4.
We want to define the operators. To this end, let ζ ∈ P, 0 < τ1 < τ2 ≤ τ0 and c ∈
HB(Cζ(τ2)). For j ∈ {1, . . ., n} we define a (0, 1)-form on Ωζ(τ2):
f (j,ζ,τ1,τ2,c) :=
{
∂
(
χ(·, ζ) · cj
)
on Cζ(τ2),
0 on Ωζ(τ2) \ Cζ(τ2),
where cj is the j-th component function of c and χ is as in Lemma 4.4. Using Lemma
4.4, one readily checks that f (j,ζ,τ1,τ2,c) is welldefined, f (j,ζ,τ1,τ2,c) ∈ C∞0,1(Ωζ(τ2)) and that
∂f (j,ζ,τ1,τ2,c) = 0. Noting that Ωζ(τ2) = (Ωζ(τ1))(τ2 − τ1) = Ω
(R(ζ,τ1))(τ2 − τ1) and adopting
the notation from Theorem 3.1, we can set:
g(j,ζ,τ1,τ2,c) := SR(ζ,τ1),τ2−τ1
(
f (j,ζ,τ1,τ2,c)
)
∈ C∞(Ω(R(ζ,τ1))) = C∞(Ωζ(τ1)).
Let gζ,τ1,τ2,c : Ωζ(τ1)→ C
n be the map whose j-th component function is g(j,ζ,τ1,τ2,c). We now
define Z
(τ1,τ2)
ζ (c) : Bζ(τ1)→ C
n and E
(τ1,τ2)
ζ (c) : Aζ(τ1)→ C
n as follows:
Z
(τ1,τ2)
ζ (c) :=
{
−gζ,τ1,τ2,c + χ(·, ζ) · c on Bζ(τ1) ∩ Cζ(τ2),
−gζ,τ1,τ2,c on Bζ(τ1) \ Cζ(τ2),
and
E
(τ1,τ2)
ζ (c) :=
{
−gζ,τ1,τ2,c + (χ(·, ζ)− 1) · c on Aζ(τ1) ∩ Cζ(τ2),
−gζ,τ1,τ2,c on Aζ(τ1) \ Cζ(τ2).
Using Lemma 4.4, Lemma 4.3 and Theorem 3.1, we readily verify that Z
(τ1,τ2)
ζ (c) (resp.
E
(τ1,τ2)
ζ (c)) is indeed a welldefined element of HB(Bζ(τ1)) (resp. HB(Aζ(τ1))); so it remains
the check Properties 1, 2 and 3 from the statement of Lemma 4.10.
Property 1 is obvious and C-linearity in Property 2 is immediate from Theorem 3.1. In
order to establish the existence of the constant M3 ≥ 1 satisfying the estimate in Property 2,
we note that one easily computes the following:∥∥∥E(τ1,τ2)ζ (c)∥∥∥
Aζ(τ1)
≤
(
1 + n · C(R(ζ, τ1)) ·
∥∥∂(χ(·, ζ))∥∥
Cn
)
· ‖c‖Cζ (τ2),∥∥∥Z(τ1,τ2)ζ (c)∥∥∥
Bζ(τ1)
≤
(
1 + n · C(R(ζ, τ1)) ·
∥∥∂(χ(·, ζ))∥∥
Cn
)
· ‖c‖Cζ (τ2),
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where C : Q → R>0 is as in Theorem 3.1. But supζ∈P
∥∥∂(χ(·, ζ))∥∥
Cn
< ∞ by Lemma 4.4,
C : Q → R>0 is continuous by Theorem 3.1, R : P × [0, τ0]→ Q is continuous by Lemma 4.3
and P is compact by assumption, so the existence of a constant M3 with the desired property
follows.
Remark 4.11. The crucial point here is that, in the notation of Theorem 3.1, the map C only
depends on r ∈ Q and not on ǫ > 0. So, intuitively speaking, even as ǫ goes to 0 and the
neighborhoods of the closures of the domains get smaller and smaller, the estimates stay the
same.
It remains to prove Property 3. Since (p, ζ) 7→ ∂χ(·,ζ)∂zk (p) is continuous as a map from
C
n × P to C for all k by Lemma 4.4, a straight forward calculation involving the Hausdorff
distance and Lemma 4.4 shows that the assumptions for applying Property 5 in Theorem 3.1
are satisfied. Together with another calculation involving the Hausdorff distance and Lemma
4.4, this implies Property 3. 
The following lemma is based on [3, Lemma 8.7.7 on p. 363]. Following the proof given in
[3], we use the additive splitting obtained from Lemma 4.10 to construct maps which in some
sense are “close” to giving a compositional splitting. In the proof of Theorem 1.1 we will
repeatedly apply this (while shrinking the occurring domains in a controlled way) to obtain a
compositional splitting in the limit. Continuous dependence on the parameter will be ensured
by invoking Lemma 4.1 in order to obtain a Lipschitz estimate for a certain inverse map.
Lemma 4.12. Let P be a nonempty compact topological space, let ((Aζ , Bζ))ζ∈P be admissible
and let τ0 and M3 be as in Lemma 4.10. Then there exist constants M4,M5 > 1 with the
following property:
If τ > 0 and r > 0 satisfy τ + r ≤ τ0 and if γ : {(z, ζ) ∈ C
n ×P : z ∈ Cζ(τ + r)} → C
n is a
mapping satisfying
• γ is continuous,
• γ(·,ζ) : Cζ(τ + r)→ C
n is injective and holomorphic for all ζ,
• ‖γ(·,ζ)− Id‖Cζ(τ+r) < r/(16M4) for all ζ,
then there exist mappings
α : {(z, ζ) ∈ Cn × P : z ∈ Aζ(τ + r/2)} → C
n,
β : {(z, ζ) ∈ Cn × P : z ∈ Bζ(τ + r/2)} → C
n,
such that:
(1) α and β are continuous,
(2) α(·,ζ) (resp. β(·,ζ)) is injective and holomorphic on Aζ(τ + r/4) (resp. Bζ(τ + r/4))
for all ζ,
(3) for all ζ ∈ P we have:
‖α(·,ζ)− Id‖Aζ(τ+r/2) ≤M3 · ‖γ(·,ζ)− Id‖Cζ(τ+r) ,
‖β(·,ζ)− Id‖Bζ(τ+r/2) ≤M3 · ‖γ(·,ζ)− Id‖Cζ(τ+r) ,
(4) the mapping γ˜ : {(z, ζ) ∈ Cn × P : z ∈ Cζ(τ + r/8)} → C
n given by
(z, ζ) 7→
((
β(·, ζ)∣∣Bζ(τ+r/4)
)−1
◦ γ(·, ζ) ◦ α(·, ζ)
)
(z)
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is welldefined and continuous and, for all ζ, the map γ˜(·, ζ) : Cζ(τ + r/8) → C
n is
injective, holomorphic and satisfies
‖γ˜(·, ζ)− Id‖Cζ(τ+r/8) ≤ (M5/r) · ‖γ(·, ζ)− Id‖
2
Cζ(τ+r)
.
Proof. Let τ0 and M3 be as in Lemma 4.10, let K be as in Lemma 4.2, let M2 be as in Lemma
4.8 and set M4 := 2 · max
{
211M3,
M3
4K
}
> 1 and M5 := 32M2(M3)
2 > 1. We have to show
that M4 and M5 have the desired property.
To this end let τ , r and γ be as in the statement of Lemma 4.12. Define c : {(z, ζ) ∈
C
n × P : z ∈ Cζ(τ + r)} → C
n, (z, ζ) 7→ γ(z, ζ)− z, i.e. c(·, ζ) = γ(·, ζ)− Id for all ζ.
Applying Lemma 4.10 we define
a : {(z, ζ) ∈ Cn × P : z ∈ Aζ(τ + r/2)} → C
n, (z, ζ) 7→
(
E
(τ+r/2,τ+r)
ζ (c(·, ζ))
)
(z),
b : {(z, ζ) ∈ Cn × P : z ∈ Bζ(τ + r/2)} → C
n, (z, ζ) 7→
(
Z
(τ+r/2,τ+r)
ζ (c(·, ζ))
)
(z),
and
α : {(z, ζ) ∈ Cn × P : z ∈ Aζ(τ + r/2)} → C
n, (z, ζ) 7→ a(z, ζ) + z,
β : {(z, ζ) ∈ Cn ×P : z ∈ Bζ(τ + r/2)} → C
n, (z, ζ) 7→ b(z, ζ) + z.
We have to verify Properties 1, 2, 3 and 4 from the statement of Lemma 4.12.
Properties 1 and 3 are immediate from Lemma 4.10 and Property 2 follows from Lemma
4.2 by choice of M4; so we only have to show Property 4.
We will first show that, for all ζ, the map γ˜(·, ζ) is welldefined, injective, holomorphic and
satisfies the claimed estimate (which obviously implies that γ˜ is welldefined):
If, for fixed ζ ∈ P, we have γ(·, ζ) 6≡ Id, then this follows from an application of Lemma 4.8
(with Cζ(τ + r/8) in the role of V and 2M3 · ‖γ(·,ζ)− Id‖Cζ(τ+r) in the role of ǫ and r/8 in
the role of δ) by choice of M4 and M5.
If, however, γ(·, ζ) ≡ Id then the estimates imply that α(·, ζ) and β(·, ζ) are also ≡ Id on
their respective domains and hence the claimed properties are obvious.
It remains to show that γ˜ is continuous. We define the following sets:
H0 := {(z, ζ) ∈ C
n × P : z ∈ Cζ(τ + r/8)},
H1 := {(z, ζ, ζ
′, ζ ′′) ∈ Cn × P × P × P : (z, ζ) ∈ H0,
α(z, ζ) ∈ Cζ′(τ + r), γ(α(z, ζ), ζ
′) ∈ Cζ′′(τ + r/8 + r/2
14)},
H2 := {(z˜, ζ
′, ζ ′′) ∈ Cn × P × P : z˜ ∈ Cζ′(τ + r),
γ(z˜, ζ ′) ∈ Cζ′′(τ + r/8 + r/2
14)},
H3 := {(ẑ, ζ
′′) ∈ Cn × P : ẑ ∈ Cζ′′(τ + r/8 + r/2
14)}.
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We of course assume all of them to be equipped with the respective subspace topologies. We
define maps
φ0 : H0 → C
n × P × P × P, (z, ζ)
φ0
7−→ (z, ζ, ζ, ζ),
φ1 : H1 → C
n × P × P, (z, ζ, ζ ′, ζ ′′)
φ1
7−→ (α(z, ζ), ζ ′, ζ ′′),
φ2 : H2 → C
n × P, (z˜, ζ ′, ζ ′′)
φ2
7−→ (γ(z˜, ζ ′), ζ ′′),
λ : H3 → C
n (ẑ, ζ ′′)
λ
7−→
(
β(·, ζ ′′)∣∣Bζ′′ (τ+r/4)
)
−1(ẑ).
From our estimates and Lemma 4.7 it follows that the occurring maps are welldefined and
that φ0(H0) ⊆ H1, φ1(H1) ⊆ H2 and φ2(H2) ⊆ H3; hence the map λ ◦ φ2 ◦ φ1 ◦ φ0 : H0 → C
n
is welldefined. By direct computation one readily verifies that γ˜ = λ ◦ φ2 ◦ φ1 ◦ φ0. So, since
φ0, φ1 and φ2 are continuous, it suffices to show that λ is continuous.
To this end let (z0, ζ0) ∈ H3 and ǫ > 0. The set U1 := H3 ∩ ((β(·, ζ0)(Bζ0(τ + r/4)))× P)
is an open neighborhood of (z0, ζ0) in H3. Let β˜ be the restriction of β to {(z, ζ) ∈
C
n × P : z ∈ Bζ(τ + r/4)}. Since (β˜(·, ζ0))
−1 is a biholomorphism, we can find an open
neighborhood U2 of (z0, ζ0) in U1, such that for (z, ζ) ∈ U2 we can write
‖λ(z, ζ)− λ(z0, ζ0)‖ <
ǫ
2
+ ‖(β˜(·, ζ))−1(z)− (β˜(·, ζ0))
−1(z)‖.
By choice of M4, the explicit description of H3 and our distance estimates, the map h : U2 →
C
n × P, (z, ζ) 7→ ((β˜(·, ζ0))
−1(z), ζ) is welldefined and continuous and h(U2) is contained in
the set where β˜ is defined. Hence the map L := β˜ ◦h : U2 → C
n is welldefined and continuous.
For (z, ζ) ∈ U2, using the distance estimates and Lemma 4.7, one verifies that it is possible
to apply Lemma 4.1 (with Bζ(τ+r/4−r/2
16) in the role of V and r ·(1/4−1/8−1/213−1/216)
in the role of d and (z,L(z, ζ)) in the role of (x, y) and (β˜(·, ζ))−1 − Id in the role of F ). We
compute, using the distance estimates to ensure welldefinedness in each step:
‖(β˜(·, ζ))−1(z)− (β˜(·, ζ0))
−1(z)‖
=‖(β˜(·, ζ))−1(z)− (β˜(·, ζ))−1(L(z, ζ))‖
≤
∥∥∥((β˜(·, ζ))−1 − Id) (L(z, ζ))− ((β˜(·, ζ))−1 − Id) (z)∥∥∥
+ ‖L(z, ζ)− z‖
≤
(
constn ·
r/216
r · (1/4 − 1/8 − 1/213 − 1/216)
+ 1
)
· ‖L(z, ζ)− z‖,
where constn is as in Lemma 4.1. So, since L is continuous and since ‖L(z, ζ) − z‖ ≤
‖L(z, ζ)− z0‖+‖z − z0‖=‖L(z, ζ)− L(z0, ζ0)‖+‖z − z0‖, we find an open neighborhood U3
of (z0, ζ0) in U2, such that ‖λ(z, ζ) − λ(z0, ζ0)‖ < ǫ, whenever (z, ζ) ∈ U3. Hence λ is contin-
uous. 
Remark 4.13. When showing continuity of γ˜ in the proof of Lemma 4.12, we applied Lemma
4.1 to obtain a Lipschitz estimate. This relies heavily on the holomorphicity of the occurring
maps.
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5. Proof of the Main Result
This section is devoted to proving Theorem 1.1. To this end let P be a nonempty compact
topological space, let ((Aζ , Bζ))ζ∈P be admissible and let µ > 0. We follow the idea of
Forstnericˇ’s original proof, adapt it to our situation and ensure continuous dependence on the
parameter along the way.
Let τ0 be as in the proof of Lemma 4.10 and let τ > 0 be fixed with 5τ ≤ µ and 5τ ≤ τ0.
Let M3 be as in Lemma 4.10, let K be as in Lemma 4.2, let M2 be as in Lemma 4.8 and
let M4 = 2 · max
{
211M3,
M3
4K
}
and M5 = 32M2(M3)
2 as in the proof of Lemma 4.12. Let
R0 =
1
4 · min
{
1, τ2 ,K ·
τ
4
}
and let ρ : R>0 × R≥1 × R≥1 → R>0 be as in Lemma 4.5. For
η ∈ R>0 we define
ǫη :=
1
2
·min {1, ρ(R0,M4,M5), ρ(η,M4,M5)}.
We have to check that τ and (ǫη)η∈R>0 have the desired property. To this end let η > 0 and
let (γζ)ζ∈P be a family of injective holomorphic maps γζ : Cζ(µ)→ C
n satisfying
• ‖γζ − Id‖Cζ (µ) < ǫη for all ζ ∈ P,
• (γζ)ζ∈P depends continuously on ζ ∈ P in the sense of Definition 2.3.
Let Rm = R0/8
m for all positive integers m, define γ(0) : {(z, ζ) ∈ Cn × P : z ∈ Cζ(4τ +
R0)} → C
n, (z, ζ) 7→ γζ(z) and, for all ζ, let ǫ0,ζ := ‖γ
(0)(·, ζ)− Id‖Cζ (4τ+R0).
We continue our construction inductively; let m′ ∈ Z≥0 and assume we have already
constructed a family (γ(k))k∈{0,1,...,m′} of continuous maps γ
(k) : {(z, ζ) ∈ Cn×P : z ∈ Cζ(4τ+
Rk)} → C
n and a family (ǫk,ζ)k∈{0,1,...,m′},ζ∈P of non-negative real numbers with the following
properties:
• For all ζ ∈ P, k ∈ Z≥0 ∩ Z≤m′ the map γ
(k)(·, ζ) : Cζ(4τ + Rk) → C
n is injective and
holomorphic.
• For all ζ ∈ P, k ∈ Z≥0 ∩ Z≤m′ we have ǫk,ζ = ‖γ
(k)(·, ζ)− Id‖Cζ(4τ+Rk).
• For all ζ ∈ P, k ∈ Z≥1 ∩ Z≤m′ we have ǫk,ζ ≤M5 ·
1
Rk−1
· ǫ2k−1,ζ .
• For all ζ ∈ P, k ∈ Z≥1 ∩ Z≤m′ we have ǫk−1,ζ <
Rk−1
16M4
.
We have 1/Rk = 2
3k/R0 for all non-negative integers k and
ǫ0,ζ < ǫη < ρ(R0,M4,M5)
for all ζ ∈ P, so for each ζ we can apply Lemma 4.5 to the sequence
(ǫ0,ζ , ǫ1,ζ , . . . , ǫm′,ζ , 0, 0, . . . )
and obtain 16M4ǫm′,ζ < R0/2
3m′ = Rm′ , i.e. we have
ǫm′,ζ = ‖γ
(m′)(·, ζ)− Id‖Cζ(4τ+Rm′ ) <
Rm′
16M4
.
Hence we can apply Lemma 4.12 to obtain continuous maps
α(m
′) : {(z, ζ) ∈ Cn × P : z ∈ Aζ(4τ +Rm′/2)} → C
n,
β(m
′) : {(z, ζ) ∈ Cn × P : z ∈ Bζ(4τ +Rm′/2)} → C
n,
such that
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• α(m
′)(·, ζ) (resp. β(m
′)(·, ζ)) is injective and holomorphic on Aζ(4τ + Rm′/4) (resp.
Bζ(4τ +Rm′/4)) for all ζ,
• ‖α(m
′)(·, ζ)− Id‖Aζ(4τ+Rm′/2) ≤M3 · ‖γ
(m′)(·, ζ)− Id‖Cζ(4τ+Rm′ ) for all ζ,
• ‖β(m
′)(·, ζ)− Id‖Bζ(4τ+Rm′/2) ≤M3 · ‖γ
(m′)(·, ζ)− Id‖Cζ(4τ+Rm′ ) for all ζ,
• the mapping γ(m
′+1) : {(z, ζ) ∈ Cn × P : z ∈ Cζ(4τ +Rm′+1)} → C
n given by (z, ζ) 7→((
β(m
′)(·, ζ)∣∣Bζ(4τ+Rm′/4)
)−1
◦ γ(m
′)(·, ζ) ◦ α(m
′)(·, ζ)
)
(z) is welldefined and contin-
uous and, for all ζ, the map γ(m
′+1)(·, ζ) : Cζ(4τ +Rm′+1) → C
n is injective, holo-
morphic and satisfies
‖γ(m
′+1)(·, ζ)− Id‖Cζ (4τ+Rm′+1) ≤ (M5/Rm′) · ‖γ
(m′)(·, ζ)− Id‖2Cζ (4τ+Rm′ ).
Defining ǫm′+1,ζ := ‖γ
(m′+1)(·, ζ)− Id‖Cζ(4τ+Rm′+1) for all ζ, the last inequality reads
ǫm′+1,ζ ≤
M5
Rm′
· ǫ2m′,ζ ,
which completes the induction. It should be noted that over the course of the construc-
tion of the sequence (γ(m))m∈Z≥0 , we have also constructed sequences of continuous maps
(α(m))m∈Z≥0 and (β
(m))m∈Z≥0 . It is clear from the construction that
‖γ(m)(·, ζ)− Id‖Cζ(4τ+Rm) < Rm/32,
‖α(m)(·, ζ)− Id‖Aζ(4τ+Rm/2) < Rm/32,
‖β(m)(·, ζ)− Id‖Bζ(4τ+Rm/2) < Rm/32.
(DE)
For all ζ ∈ P,m ∈ Z≥0 we define the map
α˜(ζ)m : Aζ(4τ +Rm/4)→ C
n
by:
z 7→
(
α(0)(·, ζ) ◦ . . . ◦ α(m)(·, ζ)
)
(z).
It is welldefined (because of the distance estimates DE), injective and holomorphic. By the
distance estimates DE, the choice of R0 and by Lemma 4.7, the inverse map (α˜
(ζ)
m )−1 is wellde-
fined on Aζ(7τ/2) for all m. Using the distance estimates DE yet again, one readily computes
that
((
α˜
(ζ)
m
)−1)
m∈Z≥0
is a Cauchy sequence with respect to the sup norm on Aζ(7τ/2) and
hence converges uniformly to a holomorphic map
α−1,ζ : Aζ(7τ/2)→ C
n.
Noting that ‖α−1,ζ − Id‖Aζ(7τ/2) < R0/16 < K · τ/4, we can apply Lemma 4.2 to deduce that
the restriction of α−1,ζ to Aζ(13τ/4) is injective. By Lemma 4.7 the range of α−1,ζ
∣∣Aζ(13τ/4)
contains Aζ(51τ/16), so that the map
αˆζ : Aζ(51τ/16) → C
n
defined by
z 7→
(
α−1,ζ
∣∣Aζ(13τ/4)
)−1
(z)
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is welldefined, injective and holomorphic. Analogously we obtain maps
β˜(ζ)m : Bζ(4τ +Rm/4)→ C
n for all m ∈ Z≥0,
β−1,ζ : Bζ(7τ/2)→ C
n,
βˆζ : Bζ(51τ/16) → C
n,
with analogous properties. We define
αζ := αˆζ
∣∣Aζ(2τ),
βζ := βˆζ
∣∣Bζ(2τ).
So we have constructed families (αζ)ζ∈P and (βζ)ζ∈P of injective holomorphic maps. We have
to show that they have the desired properties.
Welldefinedness of βζ ◦ αζ
−1 on Cζ(τ) and the compositional splitting γζ = βζ ◦ αζ
−1 on
Cζ(τ) follow from our distance estimates DE and two applications of Lemma 4.6.
The estimates ‖αζ − Id‖Aζ(2τ) < η and ‖βζ − Id‖Bζ (2τ) < η follow from the distance es-
timates DE and an application of Lemma 4.5 to the sequence (ǫm,ζ)m∈Z≥0 and the triple
(η′,M4,M5), where η
′ = min {η,R0}.
It remains to check that (αζ)ζ∈P and (βζ)ζ∈P depend continuously on ζ ∈ P in the sense
of Definition 2.3. To this end define
α : {(z, ζ) ∈ Cn × P : z ∈ Aζ(2τ)} → C
n, (z, ζ) 7→ αζ(z),
β : {(z, ζ) ∈ Cn × P : z ∈ Bζ(2τ)} → C
n, (z, ζ) 7→ βζ(z).
We will show that α is continuous; continuity of β follows analogously. For all m ∈ Z≥0 we
define the map
α˜m : {(z, ζ) ∈ C
n × P : z ∈ Aζ(4τ +Rm/4)} → C
n,
by
(z, ζ) 7→ α˜(ζ)m (z).
With an inductive argument analogous to the proof of Lemma 4.12 one readily verifies that
α˜m is continuous for all m. If one can show that (α˜m)m∈Z≥0 converges to α uniformly on
{(z, ζ) ∈ Cn × P : z ∈ Aζ(2τ)}, then continuity of α will follow from the uniform limit
theorem.
Analogously to the proof of Lemma 4.12 we find an L > 0 (independent from ζ ∈ P) such
that for all ζ ∈ P and for all x, y ∈ Cn with {lx+ (1− l)y : l ∈ [0, 1]} ⊆ Aζ(25τ/8) we have:
‖αˆζ(y)− αˆζ(x)‖ ≤ L · ‖y − x‖.
Remark 5.1. We are heavily relying on holomorphicity to establish this Lipschitz estimate,
which is essential for proving that α is continuous.
Using the distance estimates we deduce that the map α−1,ζ ◦ α˜
(ζ)
m is welldefined on Aζ(2τ)
and that ∥∥∥αζ − α˜(ζ)m ∥∥∥
Aζ(2τ)
≤ L ·
∥∥∥Id− (α−1,ζ ◦ α˜(ζ)m )∥∥∥
Aζ(2τ)
for all m ∈ Z≥0, ζ ∈ P.
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Now we are ready to show that (α˜m)m∈Z≥0 converges to α uniformly on D := {(z, ζ) ∈
C
n × P : z ∈ Aζ(2τ)}. We compute, noting that all occurring compositions are welldefined
on the respective sets:
sup
(z,ζ)∈D
‖α˜m(z, ζ)− α(z, ζ)‖
≤ sup
ζ∈P
∥∥∥αζ − α˜(ζ)m ∥∥∥
Aζ(2τ)
≤L · sup
ζ∈P
∥∥∥Id− (α−1,ζ ◦ α˜(ζ)m )∥∥∥
Aζ(2τ)
≤L · sup
ζ∈P
(
lim sup
l>m,l→∞
(∥∥∥α−1,ζ ◦ α˜(ζ)m − (α˜(ζ)l )−1 ◦ α˜(ζ)m ∥∥∥
Aζ(2τ)
+
∥∥∥(α˜(ζ)l )−1 ◦ α˜(ζ)m − Id∥∥∥
Aζ(2τ)
))
≤L · sup
ζ∈P
(
lim sup
l>m,l→∞
(∥∥∥α−1,ζ − (α˜(ζ)l )−1∥∥∥
α˜
(ζ)
m (Aζ(2τ))
)
+ lim sup
l>m,l→∞
(∥∥∥(α˜(ζ)l )−1 − (α˜(ζ)m )−1∥∥∥
α˜
(ζ)
m (Aζ(2τ))
))
,
which goes to 0 as m goes to ∞. This concludes the proof of Theorem 1.1.
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