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Zusammenfassung
In dieser Arbeit wird untersucht, ob mit Hilfe eines von Siegert et al. (Siegert, Phys.
Lett. A, 1998) vorgeschlagenen datengetriebenen Verfahrens zur Rekonstruktion einer
Fokker-Planck Gleichung aus empirischen Zeitreihendaten eines stochastischen Prozes-
ses eine Charakterisierung von komplexen Systemen mit unbekannter Dynamik möglich
ist. Um auch Interdependenzen zwischen (Sub-) Systemen charakterisieren zu können,
wird eine Erweiterung dieses Verfahrens vorgestellt, im Rahmen derer verschiedene bi-
variate Interdependenzkenngrößen eingeführt werden. Unter gewissen Voraussetzungen
ist mit diesen Kenngrößen neben einer Differenzierung zwischen verschiedenen Arten
von Interaktionen im deterministischen und stochastischen Anteil der Dynamik des
betrachteten Systems auch eine Messung der Direktionalität von Kopplungen möglich.
Zunächst wird die generelle Eignung dieser Kenngrößen zur Messung von (direktio-
nalen) Interdependenzen mit Hilfe von synthetischen Daten von verschiedenen Mo-
dellsystemen untersucht. Im Rahmen dieser Untersuchung wird auch der Einfluss ver-
schiedener Faktoren, wie beispielsweise die Wahl algorithmischer Parameter, das Vor-
handensein von Messrauschen und strukturelle Unterschiede zwischen den analysierten
Systemen, auf die mit diesem Ansatz erzielbaren Ergebnisse besonders im Hinblick auf
eine konsistente Interpretierbarkeit bei der Anwendung auf Systeme mit unbekannten
Dynamiken studiert.
Anschließend wird das oben erwähnte Analyseverfahren und die darauf basierende Er-
weiterung zur Messung von Interdependenzen zur Charakterisierung der Dynamik eines
natürlichen komplexen Systems, des menschlichen epileptischen Gehirns, verwendet.
Dazu werden Zeitreihen hirnelektrischer Aktivität analysiert, die mit einer Vielzahl
von Messsonden und während verschiedener Zustände zeitlich und räumlich hoch auf-
gelöst bei Epilepsiepatienten aufgezeichnet wurden. Bei dieser Analyse wird zunächst
beispielhaft untersucht, inwieweit sich Zeitreihen physiologischer und pathophysiologi-
scher hirnelektrischer Aktivität in einem eindimensionalen Kontext durch eine Fokker-
Planck Gleichung beschreiben lassen. Zur Erfassung charakteristischer Eigenschaften
der geschätzten Koeffizienten werden univariate Kenngrößen definiert, die dann für eine
Charakterisierung von räumlichen und zeitlichen Aspekten der Dynamik des epilepti-
schen Gehirns genutzt werden. Zusätzlich zur Charakterisierung mit diesem univaria-
ten Ansatz werden auch zeitliche und räumliche Aspekte von Interaktionen zwischen
verschiedenen Strukturen im epileptischen Gehirn mit Hilfe des neu vorgestellten biva-
riaten Ansatzes untersucht.
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1 Einleitung
Die Dynamik vieler komplexer Systeme zeigt sowohl deterministische wie auch stochas-
tische Eigenschaften. Da bei realen Systemen die zugrunde liegenden Bewegungsglei-
chungen meist nicht bekannt sind, wird oft versucht, durch die Anwendung von Zeitrei-
henanalysetechniken auf experimentell gewonnene Observablen Rückschlüsse auf die
unbekannte zugrunde liegende Dynamik zu ziehen. Falls diese nur durch wenige Frei-
heitsgrade bestimmt ist, kann in vielen Fällen eine Charakterisierung von komplexem
Verhalten mit Hilfe von Methoden der linearen und nichtlinearen Zeitreihenanalyse
[1, 2, 3, 4, 5] möglich sein. Hierbei werden stochastische Einflüsse auf die Dynamik in
der Regel als Störeinflüsse betrachtet, deren Auswirkungen im günstigsten Fall vor der
Analyse mit Hilfe von Rauschreduktionsverfahren [6, 7, 8, 9] minimiert werden können.
Für die dynamischen Eigenschaften vieler, im Besonderen auch nichtlinearer Syste-
me können stochastische Einflüsse aber einen entscheidenden nicht trivialen Faktor
darstellen [10, 11, 12]. Des Weiteren besitzen die meisten realen komplexen Systeme
eine sehr große Anzahl von inneren Freiheitsgraden bzw. bestehen aus einer großen
Anzahl von miteinander wechselwirkenden Subsystemen, was zu einem stochastischen
Erscheinungsbild führen kann, auch wenn es sich um hochdimensionale deterministische
Systeme handelt.
Das menschliche Gehirn ist ein prominentes Beispiel eines sehr hochdimensionalen Sys-
tems mit einer großen Anzahl von Freiheitsgraden. Es besteht aus etwa 1010 Nerven-
zellen, von denen jede mit etwa 10000 anderen Nervenzellen auf komplizierte Weise
interagiert. Des Weiteren wird vermutet, dass auch die sogenannten Gliazellen, denen
bislang nur eine Rolle als Trägersubstanz und als Nährstofflieferanten für Nervenzellen
zugesprochen wurde, an der Verarbeitung von Informationen im Gehirn teil haben [13].
Da eine detaillierte Beschreibung aller dieser inneren Freiheitsgrade nicht möglich ist,
wird seit einigen Jahrzehnten versucht, durch die Analyse von z.B. elektroenzephalogra-
phischen (oder kurz EEG) Signalen — die eine makroskopische Observable der elektri-
schen Aktivität des Gehirns darstellen — Einblicke in die komplexe räumlich-zeitliche
Dynamik von physiologischen und pathophysiologischen Hirnfunktionen zu gewinnen
[14, 15, 16, 17]. Im Bereich der Epileptologie hat sich dabei gezeigt, dass besonders
nichtlineare Ansätze und Ansätze, die auf eine Messung von Synchronisationsphänome-
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nen abzielen, zu einem verbesserten Verständnis der intermittierenden Fehlfunktionen
des Gehirns zwischen epileptischen Anfällen beitragen und diagnostisch relevante In-
formationen liefern können [18, 19, 20, 21]. Des Weiteren wurden mit diesen Techniken
erste Hinweise auf die Existenz und Detektierbarkeit von Vorläuferstrukturen epilepti-
scher Anfälle gefunden, was zu einer Entwicklung von Methoden zur Vorhersage und
Verhinderung von Anfällen führen könnte [22]. Trotz der vielen Erfolg versprechenden
Ergebnisse gibt es eine Vielzahl von Problemen, für die es momentan keine befriedi-
genden Lösungen gibt. Dies liegt in vielen Fällen daran, dass kritische Aspekte der
pathologischen Dynamik des Gehirns als stochastisch bzw. hochdimensional angenom-
men werden müssen und daher bei einer Anwendung von Zeitreihenanalyseverfahren,
die den Fokus hauptsächlich auf den niederdimensionalen deterministischen Anteil der
Dynamik legen, nicht erfasst werden.
Bei hochdimensionalen komplexen Systemen kann in vielen Fällen der Einfluss der in-
neren Freiheitsgrade auf die Dynamik makroskopischer Observablen bzw. kritischer Sy-
stemparameter als stochastische Kraft modelliert werden [23, 24, 25, 26, 27]. Dies führt
zu einer Beschreibung mit Hilfe einer stochastischen Differentialgleichung, der soge-
nannten Langevin Gleichung, bzw. äquivalent hierzu mit Hilfe der Fokker-Planck Glei-
chung [28, 29, 30], die eine Zeitentwicklungsgleichung für die Wahrscheinlichkeitsdichten
eines stochastischen Prozesses darstellt. Diese Beschreibung stellt eine Erweiterung zu
rein deterministischen dynamischen Systemen dar, die darin besteht, explizit stochasti-
sche Einflüsse auf die Dynamik eines Systems zuzulassen. Ende der 1990er Jahre wurde
eine Analysemethode vorgeschlagen, die unter gewissen Voraussetzungen eine Rekon-
struktion der Fokker-Planck Gleichung aus Zeitreihendaten ermöglicht [31, 32, 33].
Hierbei werden durch die Berechnung von Momenten der Verteilungen der bedingten
Inkremente einer Zeitreihe Schätzer für die Koeffizienten der Fokker-Planck Gleichung
— die sogenannten Drift- und Diffusionskoeffizienten, die die deterministischen und
stochastischen Anteile der Dynamik beschreiben — gewonnen. Diese Methode konnte
erfolgreich mit Hilfe von verschiedenen wohl bekannten Modellsystemen inklusive nicht-
linearer chaotischer Systeme [32, 33, 34] validiert werden und hat in letzter Zeit bereits
eine Reihe von Anwendungen in verschiedenen Wissenschaftsdisziplinen gefunden. Ne-
ben Anwendungen aus dem Bereich der Physik [31, 35, 36, 37, 38, 39, 40, 41] seien
an dieser Stelle die Ingenieurswissenschaften [34, 42], die Wirtschaftswissenschaften
[43, 44], die Soziologie [45] und die Meteorologie [46] genannt. Des Weiteren wurde die
Methode auch auf Daten aus dem biomedizinischen Sektor angewandt, unter anderem
bei der Analyse von menschlichen rhythmischen Bewegungen [47] und bei der Unter-
suchung von Tremorerkrankungen [33] und Fluktuationen des Herzrhythmus [48, 49],
wo gezeigt werden konnte, dass die Methode weiterführende Einblicke in pathologische
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Hieraus ergibt sich für die vorliegende Arbeit die Fragestellung, ob durch eine Anwen-
dung des oben beschriebenen Analyseverfahrens auf Zeitreihen hirnelektrischer Akti-
vität eine Charakterisierung räumlicher und zeitlicher Aspekte sowohl physiologischer
wie auch pathophysiologischer Hirnaktivität möglich ist. Hierbei ist zunächst von In-
teresse, inwieweit sich Zeitreihen hirnelektrischer Aktivität in einem eindimensionalen
Kontext durch eine Fokker-Planck Gleichung beschreiben lassen bzw. ob die geschätz-
ten Koeffizienten Eigenschaften aufweisen, die für eine Charakterisierung der Dynamik
des epileptischen Gehirns genutzt werden können.
Für das Verständnis grundlegender physiologischer wie auch pathophysiologischer Pro-
zesse im Gehirn sind Informationen über Wechselwirkungen zwischen verschiedenen
Regionen bzw. Strukturen im Hirn unerlässlich. Generell ist das Verständnis von Inter-
dependenzen zwischen zwei oder mehreren Systemen bzw. Subsystemen eines Systems
bei der Untersuchung realer komplexer Systeme in vielen Wissenschaftsbereichen von
großer Relevanz. Es gibt mittlerweile eine Vielzahl von Zeitreihenanalysemethoden,
mit Hilfe derer auch bei Unkenntnis der zugrunde liegenden Bewegungsgleichungen ei-
ne Detektion und Quantifizierung der Stärke von Wechselwirkungen zwischen Systemen
möglich ist (siehe z.Bsp. [1, 2, 4, 50, 51] für einen Überblick). In letzter Zeit wurden
auch asymmetrische Ansätze entwickelt, die zusätzlich Aussagen über die Richtung
einer Kopplung erlauben. Diese können grob in drei Klassen unterteilt werden (sie-
he [17, 52] für einen Überblick): Techniken, die Abhängigkeiten zwischen den Phasen
der Zeitreihen ausnutzen [53, 54, 55, 56, 57, 58, 59, 21], zustandsraumbasierte Me-
thoden [60, 61, 62, 63] und informationstheoretische Ansätze [64, 65, 66, 67, 68]. Für
die meisten dieser Verfahren müssen relativ strikte Annahmen über die Dynamik der
betrachteten Systeme gemacht werden, wie beispielsweise, dass es sich um lineare Sys-
teme oder um schwach gekoppelte, selbst erhaltende Oszillatoren handelt. Weiterhin
legen die meisten dieser Methoden den Fokus wieder auf einen angenommenen niedrig-
dimensionalen deterministischen Anteil der Dynamik. Wie oben bereits erwähnt, zeigen
die Dynamiken vieler realer komplexer Systeme aber deterministische und stochastische
bzw. hochdimensionale Eigenschaften, was eine Interpretation der mit diesen Verfahren
gewonnenen Ergebnisse schwierig machen kann.
Ein weiteres Ziel dieser Arbeit ist daher eine Erweiterung des oben beschriebenen
Zeitreihenanalyseverfahrens zur Schätzung der Fokker-Planck Koeffizienten, die eine
Messung von Interdependenzen zwischen stochastischen dynamischen Systemen ermög-
lichen soll. Die im Rahmen dieser Erweiterung eingeführten Interdependenzkenngrößen
ermöglichen nicht nur eine Differenzierung zwischen Interaktionen im deterministischen
und im stochastischen Anteil der Dynamik, sondern können aufgrund ihrer Asymmetrie
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auch Informationen über die Richtung dieser Interaktionen liefern. Neben einer Unter-
suchung verschiedener Eigenschaften dieses neu entwickelten Ansatzes zur Messung von
Interdependenzen mit Hilfe von synthetischen Daten von Modellsystemen, wurde eben-
falls die Eignung des Verfahrens für eine Charakterisierung von Interdependenzen im
menschlichen epileptischen Gehirn untersucht.
Die vorliegende Arbeit ist wie folgt gegliedert. In Kapitel 2 werden zunächst die Grund-
lagen der Theorie der Diffusionsprozesse zusammengefasst, auf welcher die verwendete
Analysemethode basiert. Diese wird dann in Kapitel 3 vorgestellt und es werden mög-
liche Fehlerquellen bei einer Analyse von empirischen Daten diskutiert. In Kapitel 4
wird eine Erweiterung der Analysemethode vorgestellt, im Rahmen derer Kenngrö-
ßen zur Messung von gerichteten Interdependenzen eingeführt werden. Mit Hilfe von
synthetischen Zeitreihen wird dann die generelle Eignung dieser Kenngrößen zur Mes-
sung von Interdependenzen überprüft und es wird weiterhin untersucht, inwieweit die
gewonnenen Ergebnisse durch verschiedene Faktoren, wie beispielsweise die Wahl algo-
rithmischer Parameter oder überlagertes Messrauschen, beeinflusst werden. In Kapitel
5 werden schließlich Ergebnisse einer Anwendung des Analyseverfahrens auf Langzeit-
EEG-Aufnahmen von Epilepsiepatienten präsentiert und im Kontext mit anderen Ana-
lyseverfahren diskutiert, wobei neben einer Untersuchung der Beschreibbarkeit von
Zeitreihen hirnelektrischer Aktivität mit einer Fokker-Planck Gleichung der Schwer-
punkt auf eine räumliche und zeitliche Charakterisierung der pathologischen Prozesse
im epileptischen Gehirn sowohl in einem eindimensionalen Kontext, wie auch im Hin-
blick auf Interaktionen zwischen verschiedenen Hirnstrukturen gelegt wird. Die Arbeit
schließt mit einer Zusammenfassung der wesentlichen Resultate und einem Ausblick in
Kapitel 6.
2 Theoretische Grundlagen
In diesem Kapitel werden die theoretischen Grundlagen vorgestellt, auf denen diese
Arbeit basiert. Dies ist insbesondere die Theorie der stochastischen Prozesse, deren
mathematische Grundlagen aus der Wahrscheinlichkeitstheorie in Kapitel 2.1 kurz zu-
sammengefasst werden. Anschließend wird in Kapitel 2.2 die für diese Arbeit besonders
relevante Klasse von stochastischen Prozessen — die sogenannten Diffusionsprozesse —
vorgestellt und Möglichkeiten der mathematischen Beschreibung dieser Prozesse disku-
tiert. Für weitere ausführliche Abhandlungen zur Theorie stochastischer Prozesse sei
auf die vielfältige physikalische und mathematische Literatur zum Thema verwiesen
[29, 30, 69, 70, 28, 71].
2.1 Wahrscheinlichkeitstheoretische Grundlagen
2.1.1 Zufallsvariablen und Verteilungen
Die mathematische Beschreibung eines Zufallsexperimentes basiert auf dem Begriff des
Wahrscheinlichkeitsraumes. Dieser bezeichnet das Tripel (Ω,S, P ), wobei Ω die Menge
aller möglichen Elementarereignisse ω des Zufallsexperimentes, S eine σ-Algebra auf
der Menge Ω und P : S → R ein Wahrscheinlichkeitsmaß auf dem Raum (Ω,S) ist. Eine
σ-Algebra ist eine nicht leere Familie von Untermengen (den sogenannten Ereignissen),
die abgeschlossen ist unter der Bildung von Schnitten, Komplementen und abzählbaren
Vereinigungen. Eine Abbildung P : S → [0, 1] ⊂ R, die jedem Element A der σ-Algebra
S eine reelle Zahl zwischen 0 und 1 zuordnet und für die gilt (i) P (A) ≥ 0 (Maßaxiom),
(ii) P (Ω) = 1 (Normierungsaxiom) und (iii) P (A∪A′) = P (A)+P (A′) für A∩A′ = ∅
(Additivitätsaxiom), heißt Wahrscheinlichkeitsmaß.
Eine Abbildung X : Ω → Rd von (Ω,S) auf (Rd,Bd) heißt (reelle) Zufallsvariable,
wenn für alle B ∈ Bd das Ereignis
X−1(B) = {ω ∈ Ω|X(ω) ∈ B} ∈ S (2.1)
ein Element der σ-Algebra S ist. Bd bezeichnet hierbei die σ-Algebra der Borelschen
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Mengen in Rd und enthält speziell alle abgeschlossenen und offenen Mengen und d-
dimensionalen Intervalle. Eine Abbildung, die der Bedingung (2.1) genügt, wird als
messbar bezeichnet. Zufallsvariablen sind also messbare Abbildungen von Wahrschein-
lichkeitsräumen in Euklidische Räume. Aufgrund der Beziehung (2.1) lässt sich auf dem
Bildraum (Rd,Bd) ein Wahrscheinlichkeitsmaß PX definieren, mit PX : Bd → [0, 1] und
PX(B) = P
(
X−1(B)
)
.
Mit Hilfe dieses Wahrscheinlichkeitsmaßes lässt sich nun die sogenannte Verteilungs-
funktion FX : Rd → [0, 1] der Zufallsvariablen X = {X1, . . . , Xd} definieren als
FX(x) = FX(x1, . . . , xd) := P ({ω ∈ Ω|X1(ω) ≤ x1, . . . , Xd(ω) ≤ xd})
= PX ([X ≤ x]) . (2.2)
Eine Zufallsvariable X bzw. deren Wahrscheinlichkeitsmaß PX heißt stetig oder konti-
nuierlich, wenn die Verteilungsfunktion FX(x) als Stammfunktion einer nicht-negativen,
stückweise stetigen Funktion pX dargestellt werden kann:
FX(x) =
∫ x1
−∞
dx′1 · · ·
∫ xd
−∞
dx′d pX(x
′
1, . . . , x
′
d) ∀x ∈ Rd. (2.3)
Die Funktion pX(x) heißt Wahrscheinlichkeitsdichtefunktion der Zufallsvariablen X
(kurz PDF, vom englischen ’probability density function’).
2.1.2 Momente und Unabhängigkeit
Das n-te Moment einer Zufallsvariablen ist gegeben durch das Integral
〈Xn〉 :=
∫
Rd
ddx xnpX(x), (2.4)
falls der Zufallsvariablen eine Wahrscheinlichkeitsdichte zugeordnet werden kann. Im
allgemeinen Fall einer beliebigen Verteilungsfunktion FX(x) muss der obige Ausdruck
durch ein Stieltjes-Integral ersetzt werden
〈Xn〉 :=
∫
Rd
dFX(x) x
n. (2.5)
Häufig verwendete Momente zur Charakterisierung einer Zufallsvariablen sind die Er-
wartungswerte 〈Xi〉 und die Varianzen σ2i =
〈
(Xi − µi)2
〉
, welche die Streuungen um
die Mittelwerte quantifizieren.
Ein Maß für die Korrelationen zwischen zwei Zufallsvariablen X und Y ist die soge-
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nannte Kovarianzmatrix C(X,Y), deren Einträge sich berechnen als
Cij = 〈(Xi − 〈Xi〉)(Yj − 〈Yj〉〉 . (2.6)
Gilt C(X,Y) = 0, so werden die beiden Zufallsvariablen als unkorreliert bezeichnet. Zur
Berechnung der Kovarianzen wird in Gleichung (2.6) die Verbundwahrscheinlichkeits-
verteilung FXY (x,y) bzw. — falls diese existieren — die Verbundwahrscheinlichkeits-
dichten pXY (x,y) verwendet. Für diese gilt FXY (x,∞) = FX(x) und FXY (∞,y) =
FY (y) und die beiden Zufallsvariablen X und Y werden als (stochastisch) unabhängig
bezeichnet, falls gilt
FXY (x,y) = FX(x)FY (y) (2.7)
bzw. für den Fall, dass die Dichten existieren
pXY (x,y) = pX(x)pY (y). (2.8)
Die sogenannte bedingte Wahrscheinlichkeitsdichte pX(x|y) ist definiert als
pX(x|y) = pXY (x,y)∫
Rd
ddx pXY (x,y)
(2.9)
und gibt Auskunft über die Verteilung von X unter der Bedingung, dass die Zufallsva-
riable Y einen festen Wert Y = y hat. Für den Fall der stochastischen Unabhängigkeit
von X und Y folgt pX(x|y) = pX(x) und pY (y|x) = pY (y).
2.1.3 Stochastische Prozesse
Eine Familie von Zufallsvariablen {Xt; t ∈ I}, Xt : Ω → Rd mit gemeinsamen Wahr-
scheinlichkeitsraum (Ω,S, P ) und einer beliebigen, üblicherweise als Zeit interpretierten
Indexmenge I 6= ∅ wird als stochastischer Prozess bezeichnet. Ist I abzählbar, so ist
der Prozess diskret, andernfalls kontinuierlich. Für jedes feste t′ ∈ I ist Xt′(ω) eine
R
d-wertige Zufallsvariable, während für festes ω′ ∈ Ω Xt(ω′) eine Rd-wertige Funk-
tion von t ist, die als Realisation, Pfad oder Trajektorie des stochastischen Prozesses
bezeichnet wird.
Die Zeitabhängigkeit eines stochastischen Prozesses wird beschrieben durch eine Hier-
archie von Verteilungsfunktionen
Ft1(x1, t1), Ft2,t1(x2, t2;x1, t1), Ft3,t2,t1(x3, t3;x2, t2;x1, t1), . . . (2.10)
mit ti ∈ I, wobei die niedrigeren Verteilungen der Hierarchie aus den höheren folgen
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durch
Ftk...,t1(xk, tk; . . . ;x1, t1) = Ftn,...,tk+1,tk...,t1(∞, tn; . . . ;∞, tk+1;xk, tk; . . . ;x1, t1)
(2.11)
mit k < n. Auf der Ebene der Wahrscheinlichkeitsdichten entspricht dies der Eliminie-
rung der Variablen xn, . . . ,xk+1 durch Integration
ptk...,t1(xk, tk; . . . ;x1, t1) =∫
Rd
ddxn . . .
∫
Rd
ddxk+1 ptn,...,tk...,t1(xn, tn; . . . ;xk, tk; . . . ;x1, t1). (2.12)
Aus Gründen der Übersichtlichkeit wird von hier an der Index weggelassen, der angibt,
zu welchen Zufallsvariablen die jeweiligen Verteilungen gehören, falls dadurch keine
Zweideutigkeiten entstehen. Aus dem Ausdruck (2.12) wird damit
p(xk, tk; . . . ;x1, t1) =
∫
Rd
ddxn . . .
∫
Rd
ddxk+1 p(xn, tn; . . . ;xk, tk; . . . ;x1, t1). (2.13)
Ein stochastischer Prozess heißt stationär, wenn alle seine endlich dimensionalen Ver-
bundwahrscheinlichkeiten und Dichten, falls diese existieren, invariant sind unter Ver-
schiebungen in der Zeit
p(xn, tn + τ ; . . . ;x1, t1 + τ) = p(xn, tn; . . . ;x1, t1). (2.14)
Hieraus folgt speziell, dass die eindimensionale Dichte p(x1, t1) = p(x1) nicht von der
Zeit abhängt und die zweidimensionale Dichte p(x2, t2;x1, t1) = p(x2,x1; t2 − t1) nur
eine Funktion der Zeitdifferenz t2 − t1 sein kann. Damit werden der Mittelwert und
die Varianz konstant und für die Korrelationsfunktion, welche der Kovarianzmatrix für
zeitabhängige Zufallsvariablen entspricht (siehe Gleichung 2.6), gilt
C(Xt,Xt′) =
∫
Rd
ddx1
∫
Rd
ddx2 (x1 − 〈X(t)〉)
(
x2 −
〈
X(t′)
〉)T
p(x2, t;x1, t
′)
= C(|t− t′|). (2.15)
Eine wichtige Unterklasse der stationären Prozesse sind die ergodischen Prozesse. Diese
zeichnen sich durch die Eigenschaft aus, dass das Ensemblemittel gleich dem Zeitmittel
über eine Realisation ist, d.h. für jede beliebige Funktion f : Rd → Rd und jede
Realisation x(t) gilt
lim
T→∞
1
T
∫ T
0
dt f(x(t)) = 〈f(X(t))〉 . (2.16)
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2.1.3.1 Markovprozesse
Zur Klassifizierung von stochastischen Prozessen sind die bedingten Wahrscheinlich-
keitsdichten oder auch Übergangswahrscheinlichkeiten nützlich. Diese sind gegeben
(siehe auch Gleichung (2.9)) durch
p(xn, tn; . . . ;xk+1, tk+1|xk, tk; . . . ;x1, t1) = p(xn, tn; . . . ;x1, t1)
p(xk, tk; . . . ;x1, t1)
, (2.17)
wobei üblicherweise t1 ≤ . . . ≤ tk ≤ . . . ≤ tn verwendet wird, und geben Auskunft
über die Anzahl vergangener Zeitpunkte, die benötigt werden, um die zukünftige Ent-
wicklung des Prozesses festzulegen. Die einfachsten Prozesse sind solche, bei denen die
Zufallsvariablen Xt zu unterschiedlichen Zeitpunkten t unabhängig voneinander sind.
In diesem Falle reduzieren sich die bedingten Wahrscheinlichkeitsdichten zu einfachen
Dichten
p(xn, tn|xn−1, tn−1; . . . ;x1, t1) = p(xn, tn) (2.18)
und die Verbundwahrscheinlichkeitsdichten faktorisieren gemäß
p(xN , tN ; . . . ;x1, t1) = p(xN , tN |xN−1, tN−1; . . . ;x1, t1) · . . . · p(x2, t2|x1, t1)p(x1, t1)
= p(xN , tN ) · . . . · p(x1, t1). (2.19)
Solche Prozesse sind unphysikalisch, da bei realen Messungen aufgrund von Stetigkeit
immer eine endliche Korrelation vorliegt.
Die nächst einfacheren Prozesse sind die sogenannten Markovprozesse, bei denen die
Kenntnis des gegenwärtigen Zustands genügt, um die zukünftige Entwicklung festzule-
gen. Die bedingten Wahrscheinlichkeitsdichten hängen also nur vom Zustand am jeweils
vorherigen Zeitpunkt ab
p(xn, tn|xn−1, tn−1; . . . ;x1, t1) = p(xn, tn|xn−1, tn−1) (2.20)
und die Verbundwahrscheinlichkeiten zerfallen in Produkte aus einfach bedingten Dich-
ten
p(xN , tN ; . . . ;x1, t1) = p(xN , tN |xN−1, tN−1; . . . ;x1, t1) · . . . · p(x2, t2|x1, t1)p(x1, t1)
= p(xN , tN |xN−1, tN−1) · . . . · p(x2, t2|x1, t1)p(x1, t1). (2.21)
Es besteht die Vermutung, dass jeder in der Natur auftretende Prozess näherungsweise
als Markovprozess beschrieben werden kann, falls die Dimension des Zustandsvektors
nur weit genug erhöht wird [30].
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2.1.3.2 Chapman-Kolmogorov Gleichung
Nach Gleichung (2.13) gilt für eine beliebige Wahrscheinlichkeitsdichte
p(x3, t3;x1, t1) =
∫
Rd
ddx2 p(x3, t3;x2, t2;x1, t1). (2.22)
Mit der Definition der bedingten Wahrscheinlichkeitsdichte aus Gleichung (2.17) lässt
sich dieser Ausdruck schreiben als
p(x3, t3|x1, t1)p(x1, t1)
=
∫
Rd
ddx2 p(x3, t3|x2, t2;x1, t1)p(x2, t2;x1, t1)
=
∫
Rd
ddx2 p(x3, t3|x2, t2;x1, t1)p(x2, t2|x1, t1)p(x1, t1). (2.23)
Für einen Markovprozess gilt nun p(x3, t3|x2, t2;x1, t1) = p(x3, t3|x2, t2) und da Glei-
chung (2.23) für beliebiges p(x1, t1) erfüllt sein muss, folgt die sogenannte Chapman-
Kolmogorov Gleichung
p(x3, t3|x1, t1) =
∫
dnx2 p(x3, t3|x2, t2)p(x2, t2|x1, t1). (2.24)
Ist für einen Prozess Xt die Chapman-Kolmogorov Gleichung erfüllt, so folgt aller-
dings nicht zwingend, dass es sich bei Xt um einen Markovprozess handelt. D.h. das
Erfülltsein der Chapman-Kolmogorov Gleichung ist lediglich eine notwendige, jedoch
keine hinreichende Bedingung dafür, dass es sich beim betrachteten Prozess um einen
Markovprozess handelt.
2.2 Diffusionsprozesse
Eine wichtige Klasse stochastischer Prozesse sind die sogenannten Diffusionsprozesse.
Diese zeitkontinuierlichen Prozesse mit Markoveigenschaft erlauben eine sehr kompakte
und geschlossene mathematische Beschreibung und finden daher eine breite Anwendung
bei der Modellierung stochastischer Systeme. Die beiden grundlegenden Gleichungen
zur Beschreibung von Diffusionsprozessen — die Langevin und die Fokker-Planck Glei-
chung — werden in den folgenden Kapiteln vorgestellt.
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2.2.1 Langevin Gleichung
Eine Möglichkeit der mathematischen Beschreibung von Diffusionsprozessen stellen sto-
chastische Differentialgleichungen (kurz SDGL) dar. Da diese erstmals von Langevin
bei der Behandlung des Problems der Brownschen Bewegung genutzt wurden [72], wer-
den sie in der Physik häufig auch als Langevin Gleichungen bezeichnet. Für die i-te
Komponente eines stochastischen Prozesses X(t) ∈ Rd lautet die allgemeine Langevin
Gleichung
X˙i = hi(X, t) +
∑
j
gij(X, t)Γj(t), (2.25)
wobei Γj(t) gaußverteilte Zufallsprozesse sind, die folgende Eigenschaften besitzen1:
〈Γj(t)〉 = 0 und
〈
Γi(t)Γj(t
′)
〉
= 2δijδ(t− t′). (2.26)
Die zeitliche δ-Korreliertheit der Zufallsprozesse Γj(t) bewirkt eine konstante spektrale
Dichte, weshalb diese Prozesse auch als weißes Rauschen bezeichnet werden. Wird x(t)
als der Zustandsvektor eines dynamischen Systems aufgefasst, so stellt die Langevin
Gleichung durch die explizite Berücksichtigung stochastischer Einflüsse auf die zeit-
liche Entwicklung eine Erweiterung des Konzepts des deterministischen dynamischen
Systems dar. Das Vektorfeld h(x, t) : Rd → Rd beschreibt hierbei die deterministischen
Anteile der Dynamik und die Einträge gij(x, t) des d × d dimensionalen Rauschstär-
ketensors legen die Stärke des stochastischen Einflusses fest. Falls die Funktionen gij
konstant sind, wird das Rauschen als additiv bezeichnet, wenn sie explizit vom Zu-
stand x abhängen, als multiplikativ. Aufgrund der δ-Korreliertheit der Rauschprozesse
generiert die Langevin Gleichung Realisationen eines Markovprozesses.
Formal lässt sich die Langevin Gleichung (2.25) lösen durch
Xi(t) = Xi(t0) +
∫ t
t0
dt′

hi(X, t′) +∑
j
gij(X, t
′)Γj(t
′)


= Xi(t0) +
∫ t
t0
dt′ hi(X, t
′) +
∑
j
∫ t
t0
dt′ gij(X, t
′)Γj(t
′). (2.27)
Die Auswertung des zweiten Integrales in Gleichung (2.27) ist aufgrund der δ-Korreliert-
heit der Γj(t) im Riemannschen Sinne nicht möglich. Für eine konsistente Interpretati-
on von Gleichung (2.27) wird daher ein neuer Formalismus benötigt. Hierzu lässt sich
ausnutzen, dass gaußverteiltes weißes Rauschen formal als Ableitung des sogenannten
1 Gelegentlich wird in der Literatur auch 〈Γi(t)Γj(t′)〉 = δijδ(t− t′) verwendet, was einen Faktor 1/2 vor
dem Diffusionsterm in der im folgenden Kapitel eingeführten Fokker-Planck Gleichung bedingt.
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Wienerprozesses W (t) aufgefasst werden kann. Dieser ist ein gaußverteilter Markov-
prozess mit unabhängigen Inkrementen, der bei der mathematischen Beschreibung der
Brownschen Bewegung Verwendung findet. Der Wienerprozess ist fast überall stetig,
aber fast nirgends differenzierbar. Seine Ableitung existiert nur in einem verallgemei-
nerten Sinne, d.h das Inkrement dW (t) eines Wienerprozesses W (t) kann ausgedrückt
werden als
dW (t) = W (t+ dt)−W (t) = Γ(t)dt. (2.28)
Somit kann das Integral im zweiten Summanden der Gleichung (2.27) als Stieltjes-
Integral über einen Wienerprozess Wj(t) dargestellt werden
∫ t
t0
dt′ gij(X, t
′)Γj(t
′) =
∫ W (t)
W (t0)
gij(X, t
′)dWj(t
′). (2.29)
Zu seiner Berechnung erfolgt nun eine Partitionierung des Intervalls [t0, t] in n Intervalle
[ti−1, ti) gleicher Größe, wobei t0 < t1 < . . . < tn = t, und das Integral ergibt sich als
Grenzwert der Partialsummen
(2.29) = lim
n→∞
n∑
i=1
gij(X(τi), τi) [Wj(ti)−Wj(ti−1)] . (2.30)
Im Gegensatz zum Riemannschen Integral hängt der Wert dieses stochastischen Inte-
grales nun von der Lage der Stellen τi ∈ [ti−1, ti) in den Intervallen der Partitionierung
ab, an denen die Funktion gij ausgewertet wird. Wird τi dargestellt über
τi = αti + (1− α)ti−1 mit 0 ≤ α ≤ 1, (2.31)
so haben sich zwei Definitionen für das stochastische Integral durchgesetzt: das Itô-
Integral mit α = 0 [73, 74] und das Stratonovich-Integral mit α = 1/2 [75]. Die Defi-
nition nach Stratonovich reproduziert die gewohnten Regeln der Differentialrechnung,
wohingegen bei der Definition nach Itô neue Regeln für die Berechnung von Differentia-
len eingeführt werden müssen. Welche der beiden Interpretationen von stochastischen
Integralen letztendlich Verwendung findet, muss anhand der zu beschreibenden phy-
sikalischen Situation entschieden werden. Prozesse, die ausgehend von einem diskre-
ten Zeitverlauf durch einen Grenzübergang in einen kontinuierlichen Zeitverlauf über-
führt werden sollen, lassen sich besser durch die Interpretation nach Itô beschreiben.
Das Stratonovich-Integral hingegen beschreibt die Situation, wenn das δ-korrelierte
Rauschen als Grenzübergang von Rauschen mit endlicher Korrelation dargestellt wird
[76, 77], was eine endliche Korrelationszeit zwischen der Lösung der stochastischen
Differentialgleichung und dem Rauschen zur Folge hat.
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2.2.2 Fokker-Planck Gleichung
Neben der Beschreibung von Diffusionsprozessen auf der Ebene von einzelnen Reali-
sationen, die sich als Lösung der Langevin Gleichung ergeben, ist es in vielen Fällen
wünschenswert, eine äquivalente Beschreibung auf der Ebene der dem Prozess zugrunde
liegenden Verteilungen zu erlangen. Eine derartige Beschreibung durch eine Differential-
gleichung für die Wahrscheinlichkeitsdichte wurde erstmals von Fokker [78] und Planck
[79] bei der Beschreibung der Brownschen Bewegung verwendet. Neben der Bezeich-
nung Fokker-Planck Gleichung ist diese Zeitentwicklungsgleichung für die Wahrschein-
lichkeitsdichte ebenfalls unter den Namen „Kolmogorov Gleichung“ und „Smoluchowski
Gleichung“ bekannt.
Zu ihrer Herleitung werden nun zunächst die folgenden bedingten Momente des Pro-
zesses X(t) eingeführt [30]
M(n)i1,...,in(x, t, τ) := 〈[X(t+ τ)−X(t)]n |X(t) = x〉 (2.32)
=
∫
ddx′
(
x′i1 − xi1
) · . . . · (x′in − xin) p(x′, t+ τ |x, t).
Wie aus der unteren Gleichung ersichtlich, ist die Potenz in der ersten Gleichung von
(2.32) hierbei als dyadisches Produkt zu interpretieren, womit M(n) ein Tensor n-ter
Stufe ist. Die Konditionierung bewirkt, dass bei der Berechnung des Mittelwertes nur
über solche Trajektorien des Ensembles gemittelt wird, für die X(t) = x gilt. Mit
diesen bedingten Momenten lassen sich die sogenannten Kramers-Moyal Koeffizienten
D(n) definieren als
D
(n)
i1,...,in
(x, t) :=
1
n!
lim
τ→0
1
τ
M(n)i1,...,in(x, t, τ). (2.33)
Diese sind die Koeffizienten der sogenannten Kramers-Moyal Entwicklung, welche eine
Beschreibung der zeitlichen Entwicklung der Wahrscheinlichkeitsdichten des Prozesses
durch folgende Differentialgleichung erster Ordnung in der Zeit ermöglicht
∂
∂t
p(x, t) =

 ∞∑
n=1
∑
i1,...,in
(−∂n)
∂xi1 · . . . · ∂xin
D
(n)
i1,...,in
(x, t)

 p(x, t). (2.34)
Zu beachten ist hierbei, dass die auftretenden Differentialoperatoren auf die Koeffizien-
ten D(n) und auf die Dichte p wirken. Für Langevinprozesse, d.h für Prozesse, die sich
durch eine stochastische Differentialgleichung mit δ-korreliertem, gaußverteiltem Rau-
schen beschreiben lassen, stehen die Kramers-Moyal Koeffizienten mit den Funktionen
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hi und gij der Langevin Gleichung (2.25) in folgendem Zusammenhang:
D
(1)
i (x, t)
(I)
= hi(x, t) (2.35a)
bzw. D(1)i (x, t)
(S)
= hi(x, t) +
∑
kj
gkj(x, t)
∂gij(x, t)
∂xk
(2.35b)
D
(2)
ij (x, t) =
∑
k
gik(x, t)gkj(x, t) (2.35c)
D(n)(x, t) = 0 ∀n > 2. (2.35d)
Falls das Rauschen in der Langevin Gleichung multiplikativ ist, d.h falls die gij expli-
zit von x abhängen, unterscheiden sich die Ausdrücke für den ersten Kramers-Moyal
Koeffizienten je nach dem, ob die stochastische Differentialgleichung nach Itô (I) oder
nach Stratonovitch (S) interpretiert wird. Die Gleichung (2.35d) ist eine Folge des
sogenannten Pawula-Theorems [80], das besagt, dass die Kramers-Moyal Entwicklung
entweder nach dem ersten oder zweiten Term abbrechen oder unendlich viele Terme be-
sitzen muss, damit Gleichung (2.34) eine positive Dichte als Lösung hat. Ebenfalls lässt
sich zeigen, dass falls ein Kramers-Moyal Koeffizient mit geradem n > 2 verschwindet,
alle Koeffizienten mit n > 2 verschwinden müssen. In diesem Fall reduziert sich die
Kramers-Moyal Entwicklung zur Fokker-Planck Gleichung :
∂
∂t
p(x, t) =

−∑
i
∂
∂xi
D
(1)
i (x, t) +
∑
ij
∂2
∂xi∂xj
D
(2)
ij (x, t)

 p(x, t). (2.36)
Da die Übergangswahrscheinlichkeitsdichte p(x, t|x′, t′) der Dichte p(x, t) mit der An-
fangsbedingung p(x, t′) = δ(x− x′) entspricht, lässt sich die Fokker-Planck Gleichung
in gleicher Form auch für bedingte Wahrscheinlichkeitsdichten formulieren:
∂
∂t
p(x, t|x′, t′) =

−∑
i
∂
∂x
D
(1)
i (x, t) +
∑
ij
∂2
∂xi∂xj
D
(2)
ij (x, t)

 p(x, t|x′, t′). (2.37)
Der Koeffizient D(1) wird üblicherweise als Drift- und D(2) als Diffusionskoeffizient
bezeichnet.
Mit der Fokker-Planck Gleichung steht also eine Zeitentwicklungsgleichung für die
Wahrscheinlichkeitsdichten eines Diffusionsprozesses zur Verfügung, welcher durch An-
gabe des Drift- und Diffusionskoeffizienten vollständig beschrieben werden kann.
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2.2.3 Stationäre Lösung der Fokker-Planck Gleichung
In diesem Kapitel wird der Fall, dass Drift- und Diffusionskoeffizienten der Fokker-
Planck Gleichung nicht explizit von der Zeit abhängen, genauer betrachtet. Durch die
Einführung eines Wahrscheinlichkeitsdichtestromes j(x, t) mit
ji(x, t) =

D(1)i (x, t)−∑
j
∂
∂xj
D
(2)
ij (x, t)

 p(x, t) (2.38)
lässt sich die Fokker-Planck Gleichung zunächst als Kontinuitätsgleichung für die Wahr-
scheinlichkeitsdichte schreiben:
∂
∂t
p(x, t) +∇j(x, t) = 0. (2.39)
Im Falle einer stationären Wahrscheinlichkeitsdichte p(x, t) = ps(x), die nicht explizit
von der Zeit abhängt, folgt
∇j(x, t) =

−∑
i
∂
∂x
D
(1)
i (x) +
∑
ij
∂2
∂xi∂xj
D
(2)
ij (x)

 ps(x) = 0. (2.40)
Bei Prozessen in einer Dimension, bei denen die Dichten natürlichen Randbedingungen
unterliegen, kann kein Strom durch das System fließen, da die Dichte für große |x|
verschwindet. In diesem Fall ist es möglich, die stationäre Verteilung analytisch zu
berechnen. Zweifache Integration von (2.40) liefert:
ps(x) =
N
D(2)(x)
exp
(∫ x
dx′
D(1)(x′)
D(2)(x′)
)
, (2.41)
wobeiN eine Integrationskonstante ist, die so gewählt werden muss, dass ps(x) normiert
ist. Für einen mehrdimensionalen Prozess X ∈ Rd verschwinden die Wahrscheinlich-
keitsströme im stationären Zustand im Allgemeinen nicht. Die analytische Berechnung
ist daher in diesem Fall allgemein nicht möglich.
2.2.4 Beispiel: Ornstein-Uhlenbeck Prozess
Als Beispiel für einen einfachen eindimensionalen Prozess wird nun der häufig zur Mo-
dellierung von farbigem Rauschen verwendete Ornstein-Uhlenbeck Prozess vorgestellt
[81, 82]. Dieser ist ein Diffusionsprozess mit linearem Drift D(1)(x) = −kx und kon-
stanter Diffusion D(2)(x) = D. Seine Realisationen werden somit beschrieben durch die
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folgende eindimensionale Langevin Gleichung
X˙(t) = −kX(t) +
√
DΓ(t), (2.42)
wobei Γ(t) wieder ein δ-korreliertes, gaußverteiltes Rauschen ist. Die Zeitentwicklung
der Wahrscheinlichkeitsdichte wird durch die dazugehörige Fokker-Planck Gleichung
∂
∂t
p(x, t|x0, 0) = ∂
∂x
[kxp(x, t|x0, 0)] +D ∂
2
∂x2
p(x, t|x0, 0) (2.43)
beschrieben. Die Lösung dieser Fokker-Planck Gleichung ist analytisch durchführbar
und liefert mit der Anfangsbedingung p(x, 0|x0, 0) = δ(x−x0) eine Gaußverteilung für
die stochastische Variable X(t), deren Mittelwert und Varianz gegeben sind durch
〈X(t)〉 = x0 exp(−kt) (2.44a)
σ2 (X(t)) =
D
k
(1− exp(−2kt)) . (2.44b)
Im Grenzübergang t → ∞ geht diese Lösung in die stationäre Lösung des Problems
mit
〈X〉s = 0 und σ2s (X) =
D
k
(2.45)
über. Dieses Ergebnis folgt auch direkt als Lösung der stationären Fokker-Planck Glei-
chung, also wenn (∂/∂t)p = 0 gefordert wird (siehe Kapitel 2.2.3). Für die stationäre
Autokorrelationsfunktion folgt hiermit
〈
X(t′)X(t)
〉
s
=
D
k
exp(−k|t′ − t|). (2.46)
Wie für einen stationären Prozess erwartet, hängt sie nur von der betrachteten Zeitdif-
ferenz τ = |t′ − t| ab. Doob hat gezeigt [83, 84], dass der Ornstein-Uhlenbeck Prozess
der einzige stationäre gaußverteilte Markovprozess in einer reellen Variablen ist.
3 Datenanalyse von Diffusionsprozessen
Im folgenden Kapitel wird ein datengetriebenes Verfahren zur Analyse von Diffusions-
prozessen vorgestellt, dass von Siegert, Friedrich und Peinke [31, 32, 33] eingeführt
wurde. Dieses Verfahren ermöglicht unter gewissen Voraussetzungen eine parameter-
freie Schätzung der Kramers-Moyal Koeffizienten eines Prozesses anhand von Zeitrei-
hen einzelner, am betrachteten System gemessener Observablen. Da, wie in Kapitel
2.2 dargestellt, Diffusionsprozesse durch Angabe des Drift- und Diffusionskoeffizienten
eindeutig bestimmt sind, ist es somit prinzipiell möglich, den zugrunde liegenden sto-
chastischen Prozess — ohne vorherige Annahmen über die funktionellen Verläufe der
einzelnen Koeffizienten — vollständig aus Zeitreihen zu rekonstruieren. Zunächst wird
in Kapitel 3.1 das besagte Verfahren vorgestellt. In Kapitel 3.2 wird dann auf verschie-
dene Fehlerquellen eingegangen, die einen Einfluss auf die Qualität der Schätzung der
Koeffizienten haben können.
3.1 Verfahren zum Schätzen der Kramers-Moyal
Koeffizienten
In Kapitel 2.2.2 wurde mit der Kramers-Moyal Entwicklung eine Zeitentwicklungsglei-
chung für die Wahrscheinlichkeitsdichten eines kontinuierlichen Markovprozesses einge-
führt. Die Koeffizienten dieser Entwicklung sind definiert über die folgenden bedingten
Momente (siehe Gleichungen (2.32) und (2.33))
D(n)(x′, t) =
1
n!
lim
τ→0
1
τ
〈
[x(t+ τ)− x(t)]n |x(t) = x′〉 , (3.1)
wobei n die Ordnung des jeweiligen Kramers-Moyal Koeffizienten angibt und die Potenz
als dyadisches Produkt auszuwerten ist. Bei einem stationären Prozess hängen die Ko-
effizienten nicht explizit von der Zeit ab. Handelt es sich zudem um einen ergodischen
Prozess (siehe Gleichung (2.16)), so können die Ensemblemittelwerte in Gleichung (3.1)
ersetzt werden durch zeitliche Mittelwerte über eine einzelne Realisation des Prozesses.
Da es in experimentellen Situationen selten möglich ist, ein ausreichend großes Ensem-
ble von Messungen zu generieren, ergibt sich hiermit nun die Möglichkeit, die bedingten
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Momente aus Gleichung (3.1) aus einer einzelnen Realisation des Prozesses — also einer
gegebenenfalls mehrdimensionalen gemessenen Zeitreihe — zu schätzen und somit den
zugrunde liegenden stochastischen Prozess approximativ zu rekonstruieren.
Dazu werden zunächst Schätzer der Koeffizienten für endliche Zeitschritte τ gemäß
Dˆ(n)(x′, τ) =
1
τn!
〈
[x(t+ τ)− x(t)]n |x(t) = x′〉 (3.2)
aus der Zeitreihe berechnet und dann für τ → 0 extrapoliert. Da gemessene Zeitreihen
nicht kontinuierlich, sondern in Form einer Folge von Messungen xi = x(ti) zu bestimm-
ten Zeiten ti = t0 + i∆t (i = 1, . . . , N und ∆t bezeichnet hierbei das Abtastintervall)
vorliegen, wird der Mittelwert in Gleichung (3.2) über folgende Summe berechnet
〈
[x(t+ τ)− x(t)]n |x(t) = x′〉 = ∑i [xi+κ − xi]n δxi,x′∑
i δxi,x′
, (3.3)
wobei τ = κ∆t (κ ∈ {1, 2, 3, . . .}) gilt. Da eine gemessene Zeitreihe nur eine endliche
Anzahl N von Datenpunkten enthalten kann, ist die Bedingung x(t) = x′ in Gleichung
(3.2), die durch das δxi,x′ in Gleichung (3.3) eingeht, fast nie exakt erfüllbar. Für die
Schätzung der Koeffizienten aus Daten muss daher diese Bedingung abgeschwächt wer-
den zu x(t) ∈ U(x′), wobei U(x′) eine durch eine Diskretisierung (im Folgenden wird
hierfür meist die Bezeichnung Binning verwendet) des Zustandsraumes festgelegte Um-
gebung des Punktes x′ ist. Das Kronecker δ in Gleichung (3.3) wird dann interpretiert
gemäß
δxi,x′ =

1, falls xi ∈ U(x
′)
0, sonst.
(3.4)
Die geschätzten Koeffizienten liegen somit in Form von Wertemengen vor, die für jedes
Bin der Diskretisierung den jeweiligen Funktionswert der Koeffizienten enthalten. Falls
erforderlich, können an diese Wertemengen analytische Funktionen angepasst werden
(z.B. im Sinne der kleinsten Quadrate). Handelt es sich bei dem betrachteten Prozess
um einen Diffusionsprozess, so kann mit den ersten beiden geschätzten Koeffizienten
eine Fokker-Planck bzw. Langevin Gleichung aufgestellt werden, die den Prozess voll-
ständig charakterisiert.
Ein Hinweis darauf, ob eine Beschreibung des Prozesses mit den ersten beiden Kramers-
Moyal Koeffizienten — d.h. eine Beschreibung durch eine Fokker-Planck Gleichung
mit Drift- und Diffusionskoeffizient — ausreichend ist, lässt sich beispielsweise durch
Schätzung des vierten Koeffizienten gewinnen. Verschwindet dieser innerhalb seiner
statistischen Unsicherheit, so kann gemäß des Pawula Theorems (siehe Kapitel 2.2.2)
davon ausgegangen werden, dass alle Koeffizienten der Ordnung n > 2 verschwinden.
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Eine weitere Möglichkeit zur Verifizierung des rekonstruierten Modells besteht darin,
die aus den Daten geschätzte Fokker-Planck Gleichung numerisch zu lösen und die
so gewonnenen Wahrscheinlichkeitsdichten mit den aus den Originaldaten geschätzten
Dichten zu vergleichen. Äquivalent hierzu können eine oder mehrere Realisationen des
rekonstruierten Modells durch Integration der zugehörigen Langevin Gleichung erzeugt
werden, die dann mit den Originaldaten verglichen werden können.
Für eine Anwendbarkeit der oben beschriebenen Methode auf Felddaten muss voraus-
gesetzt werden, dass es sich beim betrachteten Prozess um einen stationären Markov-
prozess handelt. In der Literatur wurden verschiedene Möglichkeiten zur Überprüfung
der Markoveigenschaft einer Zeitreihe beschrieben. Zum Einen kann versucht werden,
einen direkten Vergleich der mehrfach bedingten Wahrscheinlichkeitsdichten in der De-
finition der Markoveigenschaft aus Gleichung (2.20) durchzuführen. Für empirisch ge-
wonnene Zeitreihen ist aber meist aufgrund der beschränkten Anzahl an zur Verfügung
stehenden Datenpunkten nur ein Vergleich der zweifach bedingten Wahrscheinlichkeits-
dichte p(x2|x1;x0) mit der einfach bedingten Dichte p(x2|x1) möglich, da zur Schätzung
von p(xn, tn|xn−1, tn−1; . . . ;x1, t1) eine n-dimensionale Partitionierung mit einer ausrei-
chenden Anzahl von Datenpunkten gefüllt sein muss. Bei Vorhandensein der Markovei-
genschaft müssen p(x2|x1;x0) und p(x2|x1) für beliebige Werte von x0 übereinstimmen.
Der Vergleich kann entweder graphisch oder mit Hilfe eines statistischen Tests, wie dem
Chi-Quadrat-Test [85] oder dem Rangtest nach Wilcoxon [86, 36, 39] erfolgen. Kürzlich
ist auch ein Test mit Hilfe der multilinearen Regression [87] vorgeschlagen worden. Ein
wesentlich robusteres Kriterium für das Vorhandensein von Markoveigenschaften ist
das Erfülltsein der Chapman-Kolmogorov Gleichung (2.24), in welcher nur einfach be-
dingte Wahrscheinlichkeitsdichten auftreten, die sich verlässlicher aus Zeitreihendaten
schätzen lassen (siehe z.B. [38, 88]). Die Chapman-Kolmogorov Gleichung ist allerdings
nur eine notwendige und keine hinreichende Bedingung für das Vorhandensein der Mar-
koveigenschaft. Generell kann die Markoveigenschaft für endliche Zeitreihen niemals in
einem mathematisch strengen Sinne bewiesen werden, es können immer nur Indizien
für ihr Vorhandensein gesammelt werden. Des Weiteren wurde kürzlich gezeigt, dass
das Vorhandensein von Messrauschen einen erheblichen Einfluss auf die Markoveigen-
schaften einer Zeitreihe haben kann [89].
3.2 Fehlerquellen bei der Schätzung der Kramers-Moyal
Koeffizienten
Bei der Auswertung von Gleichung (3.1) für Daten in Form von experimentell gewon-
nenen Zeitreihen können eine Reihe von Problemen auftreten, die zum einen durch den
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Messvorgang bzw. die Natur der Daten bedingt sind und zum anderen durch das Nicht-
erfülltsein der Voraussetzungen der Methode hervorgerufen werden können. Faktoren,
die einen Einfluss auf die Qualität der Schätzungen haben können, sind im Einzelnen:
• Endliche Abtastrate: Da Zeitreihen fast immer mit einem endlichen Abtastinter-
vall ∆t gemessen werden, gibt es eine untere Schranke für den Zeitversatz τ , d.h.
der Grenzübergang τ → 0 in Gleichung (3.1) kann nicht exakt vollzogen werden.
• Endliche Anzahl an Datenpunkten: Zeitreihen können immer nur über einen be-
stimmten Zeitraum aufgezeichnet werden, was aufgrund des endlichen Abtastin-
tervalls immer zu einer Beschränkung der Anzahl an Datenpunkten führt. Des
Weiteren muss das betrachtete System auf dem für die Berechnung betrachteten
Ausschnitt der Zeitreihe zumindest approximativ stationär sein, was ebenfalls zu
einer zeitlichen Beschränkung und somit zu einer Begrenzung der zur Verfügung
stehenden Anzahl von Datenpunkten führt. Die Mittelwerte in Gleichung (3.1)
können somit immer nur näherungsweise geschätzt werden.
• Diskretisierung des Zustandsraumes: Wie im vorigen Abschnitt beschrieben, muss
für die Schätzung der Koeffizienten eine Partitionierung des Zustandsraumes vor-
genommen werden. Die Größe der Bins hat dabei einen Einfluss auf die Qualität
des Ergebnisses, da von ihr sowohl die statistische Unsicherheit der Schätzwerte
wie auch die Auflösung, mit der die Koeffizienten geschätzt werden, abhängen.
• Digitalisierung der Daten: Werden die Daten mit einer zu geringen Amplituden-
auflösung digitalisiert, so kann es bei der Berechnung der bedingten Momente bei
kleinen Zeitinkrementen zu großen Fehlern kommen, da hierbei zwei annähernd
gleich große Amplitudenwerte voneinander subtrahiert werden.
• Messrauschen: Sind die betrachteten Zeitreihen mit Messrauschen überlagert, so
führt dies zu einem Versatz in den bedingten Momenten. Dies kann eine star-
ke Überschätzung der Kramers-Moyal Koeffizienten bedingen, da hierdurch die
Grenzwerte für τ → 0 divergieren.
• Markoveigenschaft: Die Grenzübergänge für τ → 0 können Probleme bereiten,
falls es sich unter den betrachteten Variablen nicht um einen Markovprozess han-
delt.
In den folgenden Unterkapiteln wird auf einige der oben genannten Fehlerquellen näher
eingegangen, die für die Untersuchungen in dieser Arbeit von Relevanz sind. Hierbei
werden nur die Schätzer des ersten und des zweiten Kramers-Moyal Koeffizienten, die
einen Diffusionsprozess vollständig festlegen, betrachtet.
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3.2.1 Fehler aufgrund endlicher Abtastrate
Wie bereits erwähnt, kann aufgrund des endlichen Abtastintervalls ∆t der Grenzüber-
gang τ → 0 in Gleichung (3.1) nicht vollzogen werden. Zudem muss bei experimentell
gewonnenen Zeitreihen oft davon ausgegangen werden, dass eine Zeitskala existiert (die
sogenannte Markovzeitskala), unterhalb der die Markoveigenschaft nicht mehr erfüllt
ist. Daher werden die Koeffizienten in der Regel für verschiedene Werte von τ , die
größer als diese Markovzeitskala sind, geschätzt und anschließend wird versucht, diese
für den Grenzfall τ → 0 zu extrapolieren. Nichtsdestotrotz können in vielen Fällen
die Schätzwerte, die für ein festes endliches τ erhalten werden, von ihrer Qualität her
als ausreichend betrachtet werden, so dass auf den Grenzübergang τ → 0 gänzlich
verzichtet werden kann.
Um quantitative Ausdrücke für die zu erwartenden Fehler bei der Schätzung von Drift-
und Diffusionskoeffizient bei einem festen τ gemäß
Dˆ(1)(x′, τ) =
1
τ
〈
[x(t+ τ)− x(t)] |x(t) = x′〉 (3.5a)
Dˆ
(2)
ij (x
′, τ) =
1
2τ
〈
[x(t+ τ)− x(t)]i [x(t+ τ)− x(t)]j |x(t) = x′
〉
(3.5b)
zu erhalten, gibt es mehrere Möglichkeiten, die zu den selben Fehlertermen führen.
Zum einen kann x(t + τ) aus den obigen Gleichungen (3.5) in eine stochastische Itô-
Taylor-Reihe entwickelt werden, von der dann Terme beliebiger Ordnung in τ betrachtet
werden können [90]. Hier wird jedoch ein anderer Weg zur Berechnung der Fehlerterme
beschritten, der von Friedrich et. al. in [91] für den eindimensionalen Fall vorgeschlagen
wurde. Hierbei wird die Fokker-Planck Gleichung für kleine Zeitinkremente entwickelt,
wodurch sich der Wahl einer Interpretation für stochastische Integrale aus dem Weg
gehen lässt. Zunächst wird die bedingte Wahrscheinlichkeitsdichte in der Definition der
bedingten Momente in Gleichung (3.5) betrachtet
〈
[x(t+ τ)− x(t)]n |x(t) = x′〉 = ∫ dnx (x− x′)np(x, t+ τ |x′, t). (3.6)
Die bedingte Wahrscheinlichkeitsdichte ergibt sich als Lösung der Fokker-Planck Glei-
chung, d.h. allgemein gilt
∂
∂t
p(x, t|x′, t0) = Lˆp(x, t|x′, t0), (3.7)
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wobei Lˆ der Fokker-Planck Operator ist
Lˆ = −
∑
i
∂
∂xi
D(1)(x, t) +
∑
ij
∂2
∂xi∂xj
D(2)(x, t). (3.8)
Eine formale Lösung der Gleichung (3.7) ist gegeben durch
p(x, t|x′, t0) = eLˆ(t−t0)p(x, t0|x′, t0) = eLˆ(t−t0)δ(x− x′). (3.9)
Die bedingten Momente sollen nun für einen kleinen Zeitschritt τ := t− t0 ≪ 1 unter-
sucht werden. Dafür wird die Reihendarstellung der Exponentialfunktion genutzt und
es folgt
p(x, t+ τ |x′, t) = eLˆτδ(x− x′) =
∞∑
k=0
(
Lˆτ
)k
k!
δ(x− x′). (3.10)
Die bedingten Momente werden nun bis zur Ordnung τ2 entwickelt, d.h es werden die
ersten drei Glieder der obigen Reihe benötigt
p(x, t+ τ |x′, t) =
(
1 + τLˆ+
1
2
τ2Lˆ2 +O(τ3)
)
δ(x− x′). (3.11)
Die hierbei auftretende zweite Potenz des Differentialoperators ergibt sich als Permu-
tation der einzelnen Terme des Operators. Auf eine Testfunktion f(x) wirkt Lˆ2 dabei
wie folgt
Lˆ2f(x) =

∑
ij
∂xiD
(1)
i (x, t)∂xjD
(1)
j (x, t)−
∑
ijk
∂xiD
(1)
i (x, t)∂xj∂xkD
(2)
jk (x, t)
−
∑
ijk
∂xi∂xjD
(2)
ij (x, t)∂xkD
(1)
k (x, t)
+
∑
ijkl
∂xi∂xjD
(2)
ij (x, t)∂xk∂xlD
(2)
kl (x, t)

 f(x), (3.12)
wobei für die auftretenden Differentialoperatoren die abkürzende Schreibweise ∂xi :=
∂
∂xi
verwendet wurde und diese jeweils auf alle rechts von ihnen stehenden Faktoren wir-
ken. Für die Berechnung der i-ten Komponente des ersten bedingten Moments ergeben
3.2 Fehlerquellen bei der Schätzung der Kramers-Moyal Koeffizienten 25
sich hiermit folgende Integrale
〈
[x(t+ τ)− x(t)]i |x(t) = x′
〉
=
∫
dnx (xi − x′i)p(x, t+ τ |x′, t) (3.13a)
=
∫
dnx (xi − x′i)δ(x− x′) (3.13b)
+ τ
∫
dnx (xi − x′i)Lˆδ(x− x′) (3.13c)
+
τ2
2
∫
dnx (xi − x′i)Lˆ2δ(x− x′) (3.13d)
+ O(τ3).
Diese Integrale lassen sich mit Hilfe partieller Integration berechnen (siehe Anhang A,
in dem beispielhaft das Integral (3.13d) berechnet wird), wobei das erste Integral nach
Auswertung der δ-Funktion verschwindet. Als Ergebnis bis zur Ordnung τ2 folgt:
(3.13) = τD
(1)
i (3.14a)
+
τ2
2
(∑
k
D
(1)
k ∂xkD
(1)
i +
∑
kl
D
(2)
kl ∂xl∂xkD
(1)
i
)
(3.14b)
+ O(τ3).
Hierbei sind die Koeffizienten immer Funktionen von (x′, t0), d.h. D(n)(x′, t0). Bei der
Berechnung des zweiten bedingten Moments ergeben sich analog folgende Integrale
〈
[x(t+ τ)− x(t)]i [x(t+ τ)− x(t)]j |x(t) = x′
〉
=
∫
dnx (xi − x′i)(xj − x′j)p(x, t+ τ |x′, t) (3.15a)
=
∫
dnx (xi − x′i)(xj − x′j)δ(x− x′) (3.15b)
+ τ
∫
dnx (xi − x′i)(xj − x′j)Lˆδ(x− x′) (3.15c)
+
τ2
2
∫
dnx (xi − x′i)(xj − x′j)Lˆ2δ(x− x′) (3.15d)
+O(τ3)
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mit dem Ergebnis bis zur Ordnung τ2
(3.15) = 2τD
(2)
ij (3.16a)
+ τ2
[
D
(1)
i D
(1)
j +
∑
k
(
D
(2)
jk ∂xkD
(1)
i +D
(2)
ik ∂xkD
(1)
j
)
+
∑
k
D
(1)
k ∂xkD
(2)
ij +
∑
kl
D
(2)
kl ∂xl∂xkD
(2)
ij
]
(3.16b)
+ O(τ3).
Da sich die Schätzungen für die Kramers-Moyal Koeffizienten aus den bedingten Mo-
menten gemäß Gleichung (3.5) ergeben, lassen sich mit Hilfe der Gleichungen (3.14)
und (3.16) quantitative Aussagen über die Fehler der Schätzungen machen, die aus der
Verwendung eines endlichen τ resultieren. Im Grenzübergang τ → 0 ergeben sich die
ungestörten Koeffizienten D(1)i und D
(2)
ij .
Zur Verringerung der Fehler, die aufgrund der Schätzung der Koeffizienten mit einem
endlichen Zeitschritt entstehen können, sind neben Korrekturtermen für die Koeffi-
zienten [92, 91, 93] auch Optimierungsverfahren für die Schätzung der Koeffizienten
eingeführt worden [94, 95]. Diese basieren auf einer Parametrisierung der geschätzten
Koeffizienten und einer anschließenden Minimierung des Unterschiedes zwischen der
numerischen Lösung der geschätzten Fokker-Planck Gleichung und der direkt aus den
Daten gewonnenen Verteilungsfunktionen des Prozesses.
3.2.2 Fehler aufgrund endlicher Datenpunktanzahl
Die Anzahl der zur Verfügung stehenden Datenpunkte bei experimentell erfassten
Zeitreihen ist immer begrenzt. Wie oft ein bestimmtes Bin der Diskretisierung des
Zustandsraumes von der Trajektorie getroffen wird und wie viele Inkremente damit bei
der Schätzung der Koeffizienten im jeweiligen Bin in die Mittelwerte eingehen, hängt
von der stationären Verteilung des betrachteten Prozesses ab. Diese bestimmt, wie sich
die zur Verfügung stehende Gesamtanzahl an Datenpunkten auf die verschiedenen Re-
gionen des Zustandsraumes verteilt. Für Prozesse mit natürlichen Randbedingungen
werden weit vom Zentrum entfernt liegende Bins kaum besetzt. Die Anzahl an Da-
tenpaaren, die für die Berechnung der bedingten Momente zur Verfügung stehen, ist
daher für manche Bins sehr gering und die statistische Unsicherheit der geschätzten
Koeffizienten kann an diesen Stellen sehr groß werden.
Um diese Unsicherheit zu quantifizieren, kann der Standardfehler der jeweiligen Mittel-
werte genutzt werden. Bezeichne U0 das d-dimensionale Bin, das den Wert x0 enthält
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und sei dieses Bin von N0 Werten der Zeitreihe besetzt. Die Schätzer der Drift- und
Diffusionskoeffizienten an dieser Stelle für ein festes τ ergeben sich dann als:
Dˆ
(1)
i (x0, τ) =
1
N0
∑
x(tk)∈U0
1
τ
{xi(tk + τ)− xi(tk)} (3.17)
Dˆ
(2)
ij (x0, τ) =
1
N0
∑
x(tk)∈U0
1
2τ
{
[x(tk + τ)− x(tk)]i [x(tk + τ)− x(tk)]j
}
.(3.18)
Der statistische Fehler, der bei der Schätzung eines Mittelwertes aus einer zufälligen
Stichprobe entsteht, berechnet sich als die Wurzel aus dem Quotient aus der Varianz
der Stichprobe und dem Stichprobenumfang. Im Falle des Driftkoeffizienten folgt damit
für den Fehler des Wertes für das Bin U0
E
[
Dˆ
(1)
i (x0, τ)
]
=
√
[σ(x0)]
2
N0
. (3.19)
Die hierbei auftretende Varianz im Bin U0 berechnet sich als
[σ(x0)]
2 =
1
N0
∑
x(tk)∈U0
[
1
τ
{xi(tk + τ)− xi(tk)} − Dˆ(1)i (x0, τ)
]2
=
2
τ
Dˆ
(2)
ii (x0, τ)−
[
Dˆ
(1)
i (x0, τ)
]2
, (3.20)
womit für den statistischen Fehler des geschätzten Wertes des Driftkoeffizienten folgt
E
[
Dˆ
(1)
i (x0, τ)
]
=
√√√√2
τ
Dˆ
(2)
ii (x0, τ)
N0
−
[
Dˆ
(1)
i (x0, τ)
]2
N0
. (3.21)
Die statistischen Fehler der Schätzwerte lassen sich also in Abhängigkeit der Schätz-
werte selbst darstellen. Die selbe Vorgehensweise liefert für die statistischen Fehler der
Werte des geschätzten Diffusionskoeffizienten
E
[
Dˆ
(2)
ij (x0, τ)
]
=
√√√√ 1
4τ2
Mˆ(4)ijij(x0, τ)
N0
−
[
Dˆ
(2)
ij (x0, τ)
]2
N0
, (3.22)
wobei der Schätzwert für das vierte bedingte Moment Mˆ(4)ijij(x0, τ) einfließt.
Allgemein lässt sich anhand der Gleichungen (3.21) und (3.22) feststellen, dass mit
zunehmender Binbesetzung N0 der Fehler der Schätzwerte abnimmt. Eine zu geringe
Anzahl von Datenpunkten pro Bin kann zum einen resultieren aus einer zu niedrigen
Gesamtdatenpunktanzahl (Zeitreihenlänge) oder zum anderen durch zu klein gewählte
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Bins. Weiterhin fällt auf, dass — falls Drift- und Diffusionskoeffizient ein konvergen-
tes Verhalten zeigen — der Fehler der Schätzwerte Dˆ(1)i des Driftkoeffizienten beim
Grenzübergang τ → 0 für festes N0 mit 1/
√
τ divergiert. Beim Fehler der Schätzwerte
Dˆ
(2)
ij für den Diffusionskoeffizienten tritt das Problem im Allgemeinen nicht auf, da die
Momente der Ordnung n eines Markovprozesses mindestens von der Ordnung n/2 in
τ sind [96]. Eine Minimierung der Fehler aufgrund einer endlichen Datenpunktanzahl
scheint also durch eine nicht zu kleine Wahl der Bingröße sowie des Zeitschrittes τ
möglich.
3.2.3 Fehler aufgrund von Messrauschen
Der Einfluss von Messrauschen auf die Schätzung von Drift- und Diffusionskoeffizi-
enten nach dem oben beschriebenen Verfahren wurde in [97] untersucht, wo Systeme
betrachtet werden, die durch eine eindimensionale Langevin Gleichung
x˙ = D(1)(x) +
√
D(2)(x)Γ(t) (3.23)
beschrieben werden können. Falls nun dem eigentlichen Signal x(t) ein Messrauschen
überlagert ist, so wird das Signal y(t) = x(t)+σRξ(t) gemessen, wobei σRξ(t) das Mess-
rauschen bezeichnet. Für dieses wird angenommen, dass 〈ξ(t)〉 = 0 und 〈ξ(t)ξ(t′)〉 =
δ(t− t′) gilt. Für die bedingten Momente M(n)(y, τ) des Signals y(t) lassen sich unter
Berücksichtigung des Messrauschens die folgenden Ausdrücke ableiten [97]
M(1)(y, τ) = 〈[y(t+ τ)− y(t)]〉
∣∣∣
y(t)=y=x(t)+σRξ(t)
= τ
∫
dx D(1)(x)f(x|y) +
∫
dx (x− y)f(x|y)
= m(1)(y, τ) + γ1(y), (3.24)
und
M(2)(y, τ) =
〈
[y(t+ τ)− y(t)]2
〉 ∣∣∣
y(t)=y=x(t)+σRξ(t)
= τ
∫
dx
[
2(x− y)D(1)(x) +D(2)(x)
]
f(x|y) + σ2R +
∫
dx (x− y)2f(x|y)
= m(2)(y, τ) + γ2(y), (3.25)
wobei sich die unbekannte Verteilung f(x|y) nach dem Satz von Bayes als
f(y|x)p(x)/ (∫ dx f(y|x)p(x)) ergibt und f(y|x) die Verteilung des Messrauschens ist.
Die bedingten Momente haben also bei Vorliegen von Messrauschen einen τ -abhängigen
3.2 Fehlerquellen bei der Schätzung der Kramers-Moyal Koeffizienten 29
Teilm(n)(y, τ) und einen τ -unabhängigen Teil γn(y). Im Gegensatz zum Fall ohne Mess-
rauschen (siehe Gleichungen (3.14) und (3.16)) ist die Steigung der bedingten Momente
M(n) in Abhängigkeit von τ gemäß der Gleichungen (3.24) und (3.25) nun im Allge-
meinen nicht mehr proportional zu den entsprechenden Koeffizienten D(n). Weiterhin
streben dieM(n) im Grenzübergang τ → 0 nicht gegen Null, sondern zeigen einen kon-
stanten Versatz γn(y), aufgrund dessen die Ausdrücke M(n)/τ für τ → 0 divergieren.
Daher kann bei Vorhandensein von Messrauschen die Schätzung der Koeffizienten vor
allem auf kleinen Zeitskalen problematisch sein.
Wird bei einer gemessenen Zeitreihe nun ein solcher Versatz in der τ -Abhängigkeit der
bedingten Momente festgestellt, so ist diese mit Messrauschen überlagert und Drift- und
Diffusionskoeffizienten können nicht mehr nach dem ursprünglichen Verfahren aus der
Zeitreihe geschätzt werden. Um in diesem Falle trotzdem Schätzer für die Koeffizienten
erhalten zu können, muss für diese ein funktioneller Ansatz gewählt werden, dessen
Parameter im allgemeinen Falle numerisch über eine Minimierung des Ausdruckes
min
{∑
i
[γˆ1(yi)− γ1(yi)]2 + [γˆ2(yi)− γ2(yi)]2
+
[
mˆ(1)(yi)−m(1)(yi)
]2
+
[
mˆ(2)(yi)−m(2)(yi)
]2}
(3.26)
bestimmt werden können, wobei γˆn und mˆ(n) die aus den Daten geschätzten Funktionen
sind und die Funktionen γn und m(n) sich mit Hilfe der stationären Verteilung des
Prozesses (siehe Gleichung (2.41)) aus den Ausdrücken in den Gleichungen (3.24) und
(3.25) ergeben.
Als Beispiel sind in Abbildung 3.1 die ersten beiden bedingten Momente einer mit Mess-
rauschen überlagerten Realisation eines Ornstein-Uhlenbeck Prozesses (siehe Kapitel
2.2.4) gezeigt. Die Parameter des Prozesses wurden als k = 0.5 und D = 0.1 gewählt,
womit für die stationäre Varianz im unverrauschten Fall folgt σ2 (X) = D
k
= 0.02.
Bei beiden Momenten M(1)(y, τ) und M(2)(y, τ) ist deutlich der mit der Stärke des
Messrauschens anwachsende Versatz zum Grenzwert im unverrauschten Fall (σR = 0)
limτ→0M(1,2)(y, τ) = 0 zu erkennen.
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Abbildung 3.1: Bedingte Momente eines Ornstein-Uhlenbeck Prozesses für festes y = −0.1
in Abhängigkeit von τ (in Einheiten des Abtastintervalls ∆t = 0.01) für verschiedene Stärken
des überlagerten Messrauschens (Quadrate: σR/σ (X) = 0; Dreiecke: σR/σ (X) = 0.5; Kreise:
σR/σ (X) = 1/
√
2; Rauten: σR/σ (X) = 1.0). Links: erstes bedingtes Moment M(1), rechts:
zweites bedingtes Moment M(2).
4 Fokker-Planck basierter Ansatz zur
Messung von Interdependenzen
In diesem Kapitel wird ein Verfahren zur Messung von Interdependenzen zwischen
zwei stochastischen dynamischen Systemen vorgeschlagen, das auf dem in Kapitel 3
vorgestellten Verfahren zur Schätzung der Drift- und Diffusionskoeffizienten eines Dif-
fusionsprozesses über die Berechnung von bedingten Momenten aus Zeitreihen basiert.
Teile dieses Kapitels sind in [98] veröffentlicht.
Die grundlegende Idee, die hier zur Messung von Interdependenzen zwischen zwei Sys-
temen verfolgt wird, ist es, zwei an diesen Systemen gemessene Zeitreihen x1 und x2 als
eine Realisation x = (x1, x2) eines zweidimensionalen Diffusionsprozesses X(t) ∈ R2 zu
betrachten. Für diesen Prozess lassen sich dann, wie in Kapitel 3 beschrieben, die Drift-
und Diffusionskoeffizienten aus der betrachteten zweidimensionalen Zeitreihe schätzen
gemäß (siehe Gleichung (3.1))
D
(1)
i (x1, x2) = lim
τ→0
1
τ
〈[
x′i(t+ τ)− x′i(t)
] |x′(t) = x〉 (4.1a)
D
(2)
ij (x1, x2) = lim
τ→0
1
2τ
〈[
x′(t+ τ)− x′(t)]
i
[
x′(t+ τ)− x′(t)]
j
|x′(t) = x
〉
(4.1b)
mit i, j ∈ {1, 2}. Jede der beiden Komponenten des geschätzten DriftvektorsD(1)i (x1, x2)
und jeder der drei unabhängigen Einträge der geschätzten (symmetrischen) Diffusions-
matrix D(2)ij (x1, x2) ist dabei durch die Konditionierung der Mittelwerte auf x
′(t) = x
im Allgemeinen eine Funktion von beiden Eingangssignalen. Diese Abhängigkeit wird
im Folgenden genutzt, um Kenngrößen zu definieren, die sowohl die Richtung als auch
die Stärke einer möglicherweise vorhandenen Asymmetrie in der Kopplung zwischen den
beiden betrachteten Eingangszeitreihen — bzw. zwischen den ihnen zugrunde liegenden
Systemen — in einer einfachen vollständig automatisierten und wenig rechenintensiven
Weise erfassen können. Des Weiteren wird es durch eine separate Betrachtung der ge-
schätzten Drift- und Diffusionskoeffizienten mit dem vorgestellten Verfahren möglich
sein, eine Differenzierung zwischen Kopplungen im deterministischen und im stochas-
tischen Anteil der Dynamik vorzunehmen.
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Nach einigen Vorüberlegungen zu den Arten der Kopplung, die für die betrachtete Klas-
se von Prozessen in Betracht kommen, werden im folgenden Abschnitt 4.1 zunächst die
einzelnen Kenngrößen definiert. Anschließend werden diese mit Hilfe von synthetischen
Zeitreihen von unterschiedlichen gekoppelten Modellsystemen getestet und im Hinblick
auf verschiedene Faktoren untersucht, die einen Einfluss auf die Ergebnisse haben kön-
nen (Kapitel 4.2).
4.1 Kopplungsarten und Definition der Kenngrößen
Wie einleitend bereits erwähnt, wird für die Definition von Kopplungskenngrößen da-
von ausgegangen, dass die beiden zu analysierenden Zeitreihen eine Realisation eines
zweidimensionalen Diffusionsprozesses darstellen, der vollständig durch den Driftvek-
tor und die Diffusionsmatrix bestimmt ist. Wie in Kapitel 2.2.1 dargestellt, lässt sich
ein solcher Prozess durch die folgende allgemeine zweidimensionale Langevin Gleichung
beschreiben(
x˙1
x˙2
)
=
(
h1(x1, x2)
h2(x1, x2)
)
+
(
g11(x1, x2) g12(x1, x2)
g12(x1, x2) g22(x1, x2)
)
·
(
Γ1(t)
Γ2(t)
)
, (4.2)
wobei Γ1(t) und Γ2(t) hierbei wieder gaußverteilte weiße Rauschprozesse sind, d.h. es
gilt 〈Γi(t)〉 = 0 und 〈Γi(t′)Γj(t)〉 = δijδ(t′ − t). Die Funktionen hi und gij hängen bei
Verwendung der Itô-Interpretation von stochastischen Integralen über (siehe Gleichung
2.35)
D
(1)
i (x) = hi(x) und D
(2)
ij (x) =
∑
k
gik(x)gkj(x) (4.3)
mit den Koeffizienten D(1) und D(2) der korrespondierenden Fokker-Planck Gleichung
zusammen.
Als Ursache für eine Interdependenz zwischen den beiden Prozesskomponenten werden
im Folgenden drei Ursachen betrachtet:
1. eine Kopplung in den Komponenten des Driftvektors, der den deterministischen
Anteil der Dynamik beschreibt, d.h. es gilt D(1)i (xj) 6= const für festes xi und
i 6= j;
2. eine Kopplung in den Einträgen der Diffusionsmatrix, die den stochastischen An-
teil der Dynamik beschreibt und zwar derart, dass die Diagonalelemente D(2)ii für
festes xi eine nicht konstante funktionelle Abhängigkeit von xj (j 6= i) besitzen;
und
4.1 Kopplungsarten und Definition der Kenngrößen 33
3. eine Kopplung im stochastischen Anteil der Dynamik über nicht verschwindende
Nichtdiagonalelemente der Diffusionsmatrix, d.h. D(2)ij 6= 0 (i 6= j).
Bei Betrachtung des Zusammenhangs in Gleichung (4.3) zwischen den Fokker-Planck
Koeffizienten D(1,2) und den Funktionen h und g in der Langevin Gleichung, lässt sich
erkennen, dass für den Fall 2 wegen D(2)11 = g
2
11 + g
2
12 und D
(2)
22 = g
2
12 + g
2
22 Kopplungen
sowohl in den Diagonal- als auch in den Nichtdiagonalelementen des Rauschstärketen-
sors g vorhanden sein können. Weiterhin wird klar, dass D(2)ij 6= 0 im Fall 3 wegen
D
(2)
12 = g11g12 + g12g22 nur erfüllt sein kann, wenn gij 6= 0 gilt, was zu einer Mischung
der beiden Rauschprozesse Γ1 und Γ2 in der Langevin Gleichung führt (vorausgesetzt
es gilt g11 6= 0 und g22 6= 0).
Im Folgenden werden nun Kenngrößen vorgestellt, mit denen in den Fällen 1 und 2
die Stärke der Asymmetrie in der Kopplung quantifiziert und im Fall 3 das Vorhan-
densein einer Kopplung festgestellt werden kann. Zur Messung von Kopplungen in den
Fällen 1 und 2 wurden dabei zwei verschiedene Ansätze zur Definition von Kenngrö-
ßen verwendet (bezeichnet mit F - und K-Kenngrößen), die in den folgenden beiden
Abschnitten vorgestellt werden. In Hinblick auf eine vollständig automatisierte Berech-
nung auf großen Datenmengen, wie sie typischerweise bei der Analyse realer komplexer
Systeme nötig ist, wurden zur Definition der Kenngrößen möglichst einfache und wenig
rechenintensive Ansätze gewählt.
4.1.1 Definition der koeffizientenbasierten Kenngrößen
Zur Veranschaulichung des Ansatzes zur Messung von Interdependenzen ist in Abbil-
dung 4.1 ein schematischer Verlauf der zweiten Komponente D(1)2 (x1, x2) eines hypo-
thetischen Driftvektors gezeigt, der eine nicht konstante funktionelle Abhängigkeit von
x1 besitzt. Aus Gründen der Übersichtlichkeit wurde für dieses Beispiel ein konstanter
Verlauf der Komponente des Koeffizienten mit x2 gewählt. In diesem speziellen Fall
läge also eine Kopplung der ersten Prozesskomponente in den deterministischen Anteil
der Dynamik der zweiten Komponente vor.
Wie im linken Teil von Abbildung 4.1 ersichtlich, wird für die Schätzung des Koeffizi-
enten gemäß Gleichung (4.1a) nun zunächst eine Partitionierung der (x1, x2)-Ebene in
diskrete Bins vorgenommen (im Falle von Abbildung 4.1 handelt es sich um ein äqui-
distantes Binning). Jedes Mal, wenn die Trajektorie des Prozesses ein bestimmtes Bin
(xk1, x
l
2) trifft, wird das Inkrement
I
(x2)
kl :=
1
τ
(x2(t+ τ)− x2(t))
∣∣∣
x(t)∈(xk1 ,x
l
2)
(4.4)
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Abbildung 4.1: Links: Schematische Darstellung der zweiten Komponente D
(1)
2 (x1, x2) eines
hypothetischen Driftvektors. Die schwarzen Quadrate und die Fehlerbalken entsprechen den
Schätzern D
(1)
2 (x
k
1 , x
l
2) und ihren statistischen Fehlern für feste Werte von x
k
1 und x
l
2. Die
durchgezogene Linie stellt den fehlergewichteten Mittelwert µwl der geschätzten Werte des Ko-
effizienten über alle Bins in x1-Richtung für einen festen Wert von x
l
2 dar. Die gestrichelten
Linien entsprechen den Abständen dieser Werte von µwl . Rechts: Verteilung der Inkremente
Ix2kl in einem festen Bin (x
k
1 , x
l
2) und der sich daraus ergebende Schätzer für den Wert des
Koeffizienten und sein statistischer Fehler.
in x2-Richtung berechnet. Der geschätzte Wert des Koeffizienten an der Stelle (xk1, x
l
2)
für einen festen Zeitversatz τ ergibt sich nun als der Mittelwert der Verteilung der
Inkremente im Bin (xk1, x
l
2) (siehe rechter Teil von Abbildung 4.1) und sein statisti-
scher Fehler als der Standardfehler dieses Mittelwertes. Um nun die Abhängigkeit von
D
(1)
2 (x1, x2) von der Prozesskomponente x1 zu quantifizieren, wird zunächst für jeden
festen Wert von x2 = xl2 der fehlergewichtete Mittelwert über alle Bins in x1-Richtung
berechnet als
µwl
(
D
(1)
2 (x1, x2)
)
=
∑
k wkD
(1)
2 (x
k
1, x
l
2)∑
k wk
, (4.5)
wobei die Kehrwerte der statistischen Fehler als Gewichte verwendet werden (wk =
1/E
[
D
(1)
2 (x
k
1, x
l
2)
]
). Im linken Teil von Abbildung 4.1 ist µwl als durchgezogene hori-
zontale Linie eingezeichnet. Dann wird der mittlere Abstand der einzelnen, zum Bin xl2
gehörenden Schätzwerte D(1)2 (x
k
1, x
l
2) von µ
w
l
(
D
(1)
2 (x1, x2)
)
(siehe gestrichelte Linien
in Abbildung 4.1) in Einheiten ihrer statistischen Fehler berechnet als
fl =
1
nl
∑
k
∣∣∣D(1)2 (xk1, xl2)− µwl (D(1)2 (x1, x2))∣∣∣
E
[
D
(1)
2 (x
k
1, x
l
2)
] , (4.6)
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wobei nl die Anzahl der Bins in x1-Richtung bezeichnet, die mindestens L-mal von der
Trajektorie getroffen wurden. Der Parameter L wird an dieser Stelle eingeführt, um
die statistische Unsicherheit der Schätzwerte des Koeffizienten zu begrenzen, da diese
besonders an den Rändern des betrachteten Gebiets in der (x1, x2)-Ebene durch sehr
wenige Inkremente bestimmt sein können. Schließlich wird der Mittelwert der fl über
alle Bins in x2-Richtung berechnet, wodurch sich
F
(1)
2←1 =
1
n
∑
l
fl (4.7)
als Maß für den Einfluss von x1 auf D
(1)
2 ergibt. Mit n wird hierbei die Anzahl der
diskreten xl2-Werte bezeichnet, in denen fl 6= 0 gilt. Der obere Index der Größe F (1)2←1
gibt an, dass der Kramers-Moyal Koeffizient erster Ordnung betrachtet wird und die
unteren Indizes legen fest, dass der Einfluss der ersten Prozesskomponente auf die zweite
Komponente des Koeffizienten betrachtet wird.
Wird nun auf gleiche Weise der Einfluss von x2 auf die erste Komponente des Drift-
vektors D(1)1 gemessen als F
(1)
1←2, so lässt sich als normiertes Maß für eine Kopplung im
deterministischen Anteil der Dynamik die Kenngröße F (1) definieren als
F (1) =
F
(1)
1←2 − F (1)2←1
F
(1)
1←2 + F
(1)
2←1
. (4.8)
Diese kann Werte im Bereich von [−1; 1] annehmen, wobei F (1) > 0 einen stärkeren Ein-
fluss von x2 auf x1 und F (1) < 0 einen stärkeren Einfluss von x1 auf x2 anzeigt. Ein Wert
von F (1) = 0 kann sowohl auf das Nichtvorhandensein einer Kopplung wie auch auf eine
gegenseitige Beeinflussung der beiden Prozesskomponenten mit vergleichbarer Stärke
hindeuten. In diesem Fall können weitere Kenngrößen wie etwa F (1)1←2/(F
(1)
1←2+F
(1)
2←1) für
eine Unterscheidung des Falles keiner Kopplung vom Fall gleich großer bidirektionaler
Kopplung hilfreich sein.
Durch ein analoges Vorgehen, bei dem anstatt der beiden Komponenten des Driftvek-
tors die beiden Diagonalelemente D(1)11 und D
(2)
22 der Diffusionsmatrix betrachtet wer-
den, lässt sich nun auch eine Kopplung im stochastischen Anteil der Dynamik durch
eine normierte Kenngröße messen, die definiert ist als
F (2) =
F
(2)
11←2 − F (2)22←1
F
(2)
11←2 + F
(2)
22←1
. (4.9)
Um weiterhin feststellen zu können, ob die Nichtdiagonalelemente der Diffusionsmatrix
verschieden von Null sind und somit im betrachteten System eine Mischung der bei-
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den Rauschprozesse vorliegt, wird die Kenngröße M (2) definiert als der Mittelwert der
Schätzwerte von D(2)12 in Einheiten ihrer statistischen Fehler
M (2) =
1
nB
∑
kl
D
(2)
12 (x
k
1, x
l
2)
E
[
D
(2)
12 (x
k
1, x
l
2)
] . (4.10)
Hierbei bezeichnet nB die Anzahl der Bins, die mehr als L-mal von der Trajektorie
getroffen wurden.
Abschließend sei angemerkt, dass durch die gewählten Definitionen der Kenngrößen,
bei denen die Abstände der Schätzwerte für die Koeffizienten von den jeweiligen Mit-
telwerten in Gleichung (4.6) und die Werte des Koeffizienten in Gleichung (4.10) nicht
absolut sondern in Einheiten ihrer statistischen Fehler eingehen, die Kenngrößen F (1,2)
und M (2) unabhängig von der gewählten Normierung der beiden Eingangszeitreihen
sind. Dies gilt ebenso für die nachfolgend definierten Kenngrößen K(1) und K(2). Wei-
terhin ist die Definition der Kenngrößen unabhängig von den Details der Schätzung der
Koeffizienten, auch wenn hier zur Erläuterung beispielhaft eine Schätzung der Koeffi-
zienten mit einem festen Zeitschritt τ verwendet wurde.
4.1.2 Definition der verteilungsbasierten Kenngrößen
Bei der Definition der F -Kenngrößen wurde eine mögliche Interdependenz zwischen den
beiden Eingangszeitreihen bzw. zwischen den zugrunde liegenden Systemen über eine
Änderung der Schätzwerte der Fokker-Planck Koeffizienten in bestimmten Richtungen
des Zustandsraumes gemessen (siehe Kapitel 4.1.1). Da sich diese Schätzwerte als die
Mittelwerte der Inkrementverteilungen in den jeweiligen Bins ergeben und ihre Fehler
durch die Varianzen dieser Verteilungen bestimmt sind, wird durch die F -Kenngrößen
somit die Information genutzt, die in den ersten beiden Momenten der Inkrementver-
teilungen enthalten ist. Eine Verallgemeinerung dieses Ansatzes kann dadurch erreicht
werden, dass die gesamte in den Inkrementverteilungen enthaltene Information genutzt
wird. Im Folgenden werden daher Kenngrößen vorgeschlagen, die nicht auf Änderun-
gen der Momente der Inkrementverteilungen beruhen, sondern allgemein Unterschiede
zwischen den Inkrementverteilungen in verschiedenen Bins quantitativ erfassen. Die
Definition dieser Kenngrößen wird wieder anhand des schematischen Beispiels aus Ab-
bildung 4.1 erläutert.
Um eine Beeinflussung der zweiten Prozesskomponente durch x1 zu erfassen, werden
nun für jedes feste xl2 die Verteilungen der Inkremente p
(
I
(x2)
kl
)
und p
(
I
(x2)
(k+s)l
)
für alle
möglichen Werte von k jeweils paarweise miteinander verglichen. Das Bin (xk+s1 , x
l
2)
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ist hierbei das zu (xk1, x
l
2) nächste Bin in x1-Richtung, das mehr als L mal von der
Trajektorie getroffen wurde. Der Unterschied zwischen den Verteilungen wird dabei
mit dem Kolmogorov-Smirnov Abstand dKS (siehe beispielsweise [99]) gemessen, da
einerseits die Stichproben aus den Verteilungen (also die Inkremente) in kontinuierlicher
Form vorliegen und da andererseits im Voraus keinerlei Annahmen über die Form der
Verteilungen gemacht werden können. Die Verteilung der Inkremente wird bestimmt
durch die bedingte Wahrscheinlichkeitsdichte p (x′, t+ τ |x, t) des zugrunde liegenden
Prozesses, die ihrerseits Lösung der zugehörigen Fokker-Planck Gleichung ist.
Für jedes feste xl2 wird nun zunächst der mittlere KS-Abstand
(
dKS
)
l
aller paarweisen
Vergleiche für diesen Wert von x2 berechnet, wobei die Abstände bei der Mittelung mit
der Anzahl NBin der Inkremente im jeweils seltener von der Trajektorie getroffenen
Bin gewichtet werden
(
dKS
)
l
=
1∑
rN
r
Bin
∑
r
N rBind
r
KS (4.11)
und wobei immer NBin > L gelten muss. Der Index r läuft hierbei über alle paar-
weisen Vergleiche, die für xl2 durchgeführt werden konnten. Durch diese Gewichtung
fallen Abstände zwischen den Verteilungen in öfter von der Trajektorie getroffenen Bins
stärker ins Gewicht, da diese verlässlichere Aussagen über den Unterschied zwischen
den Verteilungen zulassen. Schließlich wird über alle möglichen Werte von xl2 gemittelt,
wodurch sich die Kenngröße
K
(1)
2←1 =
1
n
∑
l
(
dKS
)
l
(4.12)
als Maß für den Einfluss von x1 auf die Dynamik von x2 ergibt. Mit n wird hierbei
die Anzahl der xl2 Werte bezeichnet, bei denen die Durchführung der Vergleiche mit
ausreichender Binbesetzung möglich ist.
Werden nun auf gleiche Weise wie oben die Verteilungen der Inkremente in x1-Richtung
für feste Werte von xk1 miteinander verglichen, so ergibt sich für den Einfluss von x2 auf
die Dynamik von x1 die KenngrößeK
(1)
1←2. Somit lässt sich analog zu den F -Kenngrößen
aus dem vorigen Abschnitt ein normiertes Maß für eine Kopplung über die Verteilungen
der bedingten Inkremente der Zeitreihe definieren als
K(1) =
K
(1)
1←2 −K(1)2←1
K
(1)
1←2 +K
(1)
2←1
. (4.13)
Diese Kenngröße ist wieder auf den Bereich von [−1; 1] beschränkt, wobei wie oben
K(1) > 0 einen stärkeren Einfluss von x2 auf x1 und K(1) < 0 einen stärkeren Einfluss
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von x1 auf x2 anzeigt.
Auch wenn anstelle der Inkremente I(xi)kl (aus Gleichung (4.4)) die quadrierten Inkre-
mente
J
(xi)
kl :=
1
2τ
(xi(t+ τ)− xi(t))2
∣∣∣
x(t)∈(xk1 ,x
l
2)
(4.14)
betrachtet werden, lässt sich mit diesem Ansatz eine Kopplungskenngröße definieren.
Durch ein ansonsten völlig analoges Vorgehen ergibt sich schließlich die normierte Kenn-
größe
K(2) =
K
(2)
11←2 −K(2)22←1
K
(2)
11←2 +K
(2)
22←1
. (4.15)
Abschließend sei angemerkt, dass der oben beschriebene Ansatz über Unterschiede in
den Verteilungen von bedingten Inkrementen vor allem dann viel versprechend sein
könnte, wenn die dem Fokker-Planck Zugang zugrunde liegenden Annahmen wie Mar-
koveigenschaften oder Gaußverteiltheit der Rauschprozesse nicht erfüllt sind und so-
mit die Schätzer aus Gleichung (4.1) nicht als Drift- und Diffusionskoeffizienten eines
Diffusionsprozesses interpretiert werden können.
4.2 Untersuchungen mit Modellsystemen
Um zu testen, ob die im vorigen Kapitel definierten Kenngrößen geeignet sind, In-
terdependenzen zwischen zwei Systemen gemäß der in Abschnitt 4.1 beschriebenen
Kopplungsmöglichkeiten zu charakterisieren, wurden diese für synthetische Zeitreihen
von verschiedenen Modellsystemen berechnet. Hierzu wurden zunächst zweidimensio-
nale Diffusionsprozesse mit gekoppelten Komponenten betrachtet, für die eine Diffe-
renzierung zwischen den verschiedenen Kopplungstypen definitionsgemäß möglich ist.
Für diese Klasse von Modellen wurde ebenfalls detailliert untersucht, inwieweit die
Ergebnisse der Analyse durch verschiedene Faktoren, wie beispielsweise der Wahl algo-
rithmischer Parameter und dem Vorhandensein von Messrauschen, beeinflusst werden.
Um zu untersuchen, ob auch bei einer Anwendung des Verfahrens auf Zeitreihen von
Systemen mit unbekannter Dynamik konsistent interpretierbare Informationen über
vorhandene Interdependenzen gewonnen werden können, wurden zum Anderen auch
höherdimensionale deterministische und stochastische Systeme betrachtet, für die eine
Beschreibbarkeit mit einer zweidimensionalen Fokker-Planck Gleichung nicht gegeben
ist. Um eine einfache automatisierte Berechnung der Kenngrößen auf vielen Realisatio-
nen der jeweiligen Prozesse zu ermöglichen, wurde im Folgenden bei der Schätzung der
Fokker-Planck Koeffizienten der Grenzübergang für τ → 0 nicht durchgeführt, sondern
die Schätzer gemäß Gleichung (3.2) für das kleinste verfügbare τ = ∆t berechnet.
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Abbildung 4.2:
Funktionelle Verläu-
fe der verwendeten
Funktionen fi(xi) des
deterministischen Anteils
der Dynamik. Gestrichelte
Linie: fi(xi) = −αxi,
durchgezogene Linie:
fi(xi) = xi(β − x2i )
und gepunktete Linie
fi(xi) = sin(αxi)− x3i .
4.2.1 Zweidimensionale Diffusionsprozesse
Die erste zum Test der Kenngrößen untersuchte Modellklasse waren zweidimensiona-
le Diffusionsprozesse mit gekoppelten Zustandskomponenten. Für die Untersuchung
wurden Realisationen dieser Prozesse durch numerische Integration einer zweidimen-
sionalen Langevin Gleichung (4.2) generiert, für die die folgende spezielle Form gewählt
wurde
x˙1 =
(
f1(x1) + ǫ
(1)
1 x2
)
+
(
g11(x1) + ǫ
(2)
1 x2
)
Γ1 + ǫ
(2)
12 g12(x1, x2)Γ2,
x˙2 =
(
f2(x2) + ǫ
(1)
2 x1
)
+ ǫ
(2)
12 g12(x1, x2)Γ1 +
(
g22(x2) + ǫ
(2)
2 x1
)
Γ2. (4.16)
Über die verschiedenen Kopplungsstärken ǫ(i)j und ǫ
(2)
12 war es möglich, Kopplungen der
Prozesskomponenten gemäß der verschiedenen in Abschnitt 4.1 beschriebenen Kopp-
lungsarten zu realisieren, ihre Richtung festzulegen und ihre Stärke zu variieren. Wie
aus Gleichung (4.16) ersichtlich, erfolgte die Kopplung hierbei additiv. Für die Funktio-
nen f1(x1) und f2(x2) des deterministischen Anteils der Dynamik wurden verschiedene
Kombinationen der in Abbildung 4.2 gezeigten funktionellen Verläufe gewählt. Neben
einer linearen Funktion fi(xi) = −αxi wie beim in Kapitel 2.2.4 vorgestellten Ornstein-
Uhlenbeck Prozess und einer nichtlinearen Funktion fi(xi) = xi(β − x2i ), die im eindi-
mensionalen Fall einen bistabilen Prozess beschreibt, wurde ebenfalls eine Driftfunktion
fi(xi) = sin(αxi)−x3i mit einem oszillierenden Anteil verwendet. Die im stochastischen
Anteil der Dynamik auftretenden Funktionen gij wurden alle als konstant gewählt, d.h.
gij 6= gij(x1, x2). Das System (4.16) wurde mit einem stochastischen Euler-Verfahren
[100] mit einer internen Schrittweite von ∆tint = 0.001 integriert und für die Analyse
wurde jeder zehnte Datenpunkt der so gewonnenen Zeitreihen verwendet. Der kleins-
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Abbildung 4.3:
Abhängigkeit der Kenn-
größen F (1,2), K(1,2)
und M (2) für ein System
nach Gleichung (4.16)
mit f1(x1) = −αx1 und
f2(x2) = x2(β − x22) von
der Kopplungsstärke ǫ
(1)
1
bei einer Kopplung im
deterministischen Anteil
(a), von ǫ
(2)
1 bei einer
Kopplung im stochasti-
schen Anteil (b) und von
ǫ
(2)
12 bei einer Mischung
der Rauschprozesse (c).
Die Symbole und Feh-
lerbalken entsprechen
den Mittelwerten und
Standardabweichungen
der Kenngrößen über
100 Realisationen der
jeweiligen Prozesse. Die
Zeitreihen enthielten
N = 10 000 Datenpunkte.
Wahl der Parame-
ter: α = β = 0.1;
g11 = g22 = 0.1,
g12 = 0.01.
te für die Analyse zur Verfügung stehende Zeitschritt war somit das Abtastintervall
∆t = 0.01.
Da bei allen Kombinationen der verschiedenen funktionellen Verläufe der Funktionen
im Drift qualitativ vergleichbare Ergebnisse erzielt wurden, erfolgt die Darstellung der
Ergebnisse im Folgenden beispielhaft anhand eines Systems mit f1(x1) = −αx1 und
f2(x2) = x2(β − x22). In Abbildung 4.3 sind für alle drei in Kapitel 4.1 beschriebenen
Kopplungsschemata die Abhängigkeiten der einzelnen Kenngrößen von den verschiede-
nen Kopplungsstärken für dieses System dargestellt. Die Kenngrößen wurden hierbei
für Zeitreihen der Länge N = 10 000 Datenpunkte mit B = 10 Bins pro Dimension
berechnet. Weiterhin wurde L = 100 gewählt. Abbildung 4.3 (a) zeigt die Abhängig-
keit der Kenngrößen von der Kopplungsstärke für eine unidirektionale Kopplung von x2
in den deterministischen Anteil der Bewegungsgleichung von x1 (d.h. alle Kopplungs-
stärken waren Null außer ǫ(1)1 , 1. Kopplungsschema). Mit der Kenngröße F
(1) war es
möglich, die Richtung der Kopplung zu bestimmen (positive Werte) und ihre Stärke
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für einen Bereich von Kopplungsstärken von ungefähr zwei Größenordnungen aufzu-
lösen, bevor eine Sättigung auf einen Wert nahe Eins eintrat. Auch die Kenngröße
K(1) konnte die Richtung der Kopplung korrekt festlegen. Sie scheint allerdings we-
niger sensitiv für kleine Kopplungsstärken zu sein, da mit ihr die Kopplung erst ab
etwas größeren Kopplungsstärken detektiert werden konnte, als es bei F (1) der Fall
war. Unerwünschterweise detektierten auch die Kenngrößen F (2), K(2) und M (2) die
Kopplung im deterministischen Anteil der Dynamik, was bei F (2) und M (2) in der
Schätzung der Kramers-Moyal Koeffizienten mit einem endlichen Zeitschritt τ und der
damit verbundenen Übertragung der Kopplung in die Schätzer für D(2) durch Ter-
me höherer Ordnung in τ begründet war (siehe Diskussion im folgenden Unterkapitel
4.2.1.1). Nichtsdestotrotz war eine Identifizierung der Kopplung als eine Kopplung im
deterministischen Anteil der Dynamik — zumindest bei alleiniger Betrachtung der F -
und M -Kenngrößen — für den Bereich von Kopplungsstärken (0.2 ≤ ǫ(1)1 ≤ 1) möglich.
Bei einer unidirektionalen Kopplung von x2 in das erste Diagonalelement des stochas-
tischen Anteils der Bewegungsgleichung von x1 (d.h. alle Kopplungsstärken waren Null
außer ǫ(2)1 , 2. Kopplungsschema) wurden qualitativ ähnliche Ergebnisse erzielt (Abbil-
dung 4.3 (b)). Die F - und K-Kenngrößen scheinen jedoch sensitiver auf eine Kopplung
im stochastischen Anteil zu reagieren, was darin begründet sein dürfte, dass sich in
diesem Fall aufgrund der Betrachtung der quadrierten Inkremente die Kopplung deut-
licher bemerkbar macht. Dies lässt sich auch direkt im Zusammenhang zwischen den
Kramers-Moyal Koeffizienten und den Funktionen der Langevin Gleichung aus Glei-
chung (4.3) erkennen, da hier die Kopplung im stochastischen Anteil quadratisch in
den Diffusionskoeffizienten eingeht. Mit der Kenngröße F (2) konnte ein Bereich von
Kopplungsstärken von etwas weniger als 1.5 Größenordnungen aufgelöst werden, bevor
diese gegen einen Wert nahe Eins sättigte. Des Weiteren war — zumindest bei allei-
niger Betrachtung der koeffizientenbasierten Kenngrößen F (1,2) und M (2) — für den
gesamten hier betrachteten Bereich von Kopplungsstärken eine klare Identifikation der
Kopplung als Kopplung im Diagonalelement des stochastischen Anteils der Dynamik
möglich, da F (1) und M (2) innerhalb ihrer statistischen Schwankungen verschwanden
(siehe hierzu auch die Diskussion im folgenden Unterkapitel 4.2.1.1).
Im Falle einer Mischung der beiden Rauschprozesse über die Nichtdiagonalelemente
der Rauschstärkematrix (d.h. alle Kopplungsstärken waren Null außer ǫ(2)12 , 3. Kopp-
lungsschema) war eine klare Identifizierung der Art der Kopplung möglich (Abbildung
4.3 (c)), da alle Kenngrößen außer M (2) für den gesamten betrachteten Bereich der
Kopplungsstärke innerhalb ihrer Fehlergrenzen verschwanden. Anzumerken ist hierbei,
dass die Kenngröße M (2) gemäß ihrer Definition nicht beschränkt ist.
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Abbildung 4.4: Abhängigkeit der Kenngrößen F (1,2), K(1,2) und M (2) von der Kopplungs-
stärke für f1(x1) = −αx1 und f2(x2) = x2(β−x22). (a) bidirektionale Kopplung im determinis-
tischen Anteil mit festem ǫ
(1)
2 = 0.7 und (b) bidirektionale Kopplung in den Diagonalelementen
des stochastischen Anteils mit festem ǫ
(2)
2 = 0.03. Die Symbole und Fehlerbalken entsprechen
den Mittelwerten und Standardabweichungen der Kenngrößen über 100 Realisationen der je-
weiligen Prozesse. Die Zeitreihen enthielten N = 10 000 Datenpunkte. Wahl der Parameter:
α = 3, β = 1, g11 = g22 = 0.1 für (a) und α = β = 0.1, g11 = g22 = 0.1 für (b).
Neben unidirektionalen Kopplungen wurden auch bidirektionale Kopplungen sowohl im
deterministischen als auch im stochastischen Anteil der Dynamik betrachtet (1. und
2. Kopplungsschema). Für eine bidirektionale Kopplung der beiden Prozesskomponen-
ten im deterministischen Anteil der Bewegungsgleichungen (d.h. alle Kopplungsstärken
waren Null außer ǫ(1)1 und ǫ
(1)
2 , 1. Kopplungsschema) zeigt Abbildung 4.4 (a), dass die
Richtung der dominierenden Kopplung mit der Kenngröße F (1) bestimmt werden konn-
te. Bei einem festen Wert von ǫ(1)2 = 0.7 nahm F
(1) negative Werte für ǫ(1)1 < 0.7 und
positive Werte für ǫ(1)1 > 0.7 an. Wie aufgrund der Ergebnisse für die unidirektiona-
le Kopplung zu erwarten, zeigte die Kenngröße K(1) eine vergleichbare Abhängigkeit,
wobei sie aber wie in Abbildung 4.3 (a) niedrigere Werte als F (1) annahm und für
ǫ
(1)
1 < 0.7 die Kopplung aufgrund der kleineren Sensitivität für schwache Kopplungen
nicht detektierte. Auch für eine bidirektionale Kopplung in den Diagonalelementen des
stochastischen Anteils (d.h. alle Kopplungsstärken waren Null außer ǫ(2)1 und ǫ
(2)
2 , 2.
Kopplungsschema) konnte die Richtung der dominierenden Kopplung identifiziert wer-
den (Abbildung 4.4 (b)), wobei die K-Kenngrößen die Kopplung wieder nur für den
Bereich ǫ(2)1 > ǫ
(2)
2 detektierten.
Wie bereits erwähnt, wurden für die anderen möglichen Kombinationen der funktionel-
len Verläufe aus Abbildung 4.2 der Funktionen im deterministischen Anteil der Dyna-
mik für alle betrachteten Kopplungsschemata qualitativ ähnliche Abhängigkeiten der
Kenngrößen von den Kopplungsstärken gefunden.
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4.2.1.1 Auswirkungen des endlichen Zeitschrittes τ
Wird die Schätzung der Koeffizienten wie oben mit einem endlichen Zeitschritt τ durch-
geführt, können gemäß Kapitel 3.2.1 Terme höherer Ordnung in τ einen merklichen Ein-
fluss auf die so erhaltenen Schätzwerte haben. Insbesondere können über diese Terme
Kopplungen, die eigentlich nur im Driftvektor vorhanden sind, in die Schätzer für die
Einträge des Diffusionskoeffizienten übertragen werden (siehe Gleichung (3.14)). Dies
gilt ebenfalls für Kopplungen in den Diagonalelementen des Diffusionskoeffizienten, die
sich so fälschlicherweise im Schätzer des Driftvektors wiederfinden können (siehe Glei-
chung (3.16)). Um die Größenordnung dieser möglichen Effekte einschätzen zu können
wurden die Terme der Ordnung τ für das allgemeine System aus Gleichung (4.16) für
den Fall gij = const berechnet (siehe Anhang B).
Im Falle einer unidirektionalen Kopplung der j-ten Prozesskomponente in die i-te Kom-
ponente des Drifts (d.h. alle Kopplungsstärken außer ǫ(1)i sind Null, wie in Abbildung
4.3 (a) für i = 1) ergibt sich für die Schätzer der Komponenten des Driftvektors
Dˆ
(1)
i = fi(xi) + ǫ
(1)
i xj
+
τ
2
[(
fi(xi) + ǫ
(1)
i xj
)
∂xifi(xi) + ǫ
(1)
i fj(xj)
]
+O(τ2) (4.17a)
Dˆ
(1)
j = fj(xj) +
τ
2
[
fj(xj)∂xjfj(xj)
]
+O(τ2), (4.17b)
wobei i 6= j und i, j ∈ {1, 2}. Für die geschätzten Diagonalelemente der Diffusionsma-
trix folgt in diesem Fall
Dˆ
(2)
ii = g
2
ii + τ
[
1
2
(
fi(xi) + ǫ
(1)
i xj
)2
+ g2ii∂xifi(xi)
]
+O(τ2) (4.18a)
Dˆ
(2)
jj = g
2
jj + τ
[
1
2
(fj(xj))
2 + g2jj∂xjfj(xj)
]
+O(τ2) (4.18b)
und für das Nichtdiagonalelement
Dˆ
(2)
12 = 0 +
τ
2
[(
fi(xi) + ǫ
(1)
i xj
)
fj(xj) + ǫ
(1)
i g
2
jj
]
+ O(τ2). (4.19)
Wie sich anhand der Gleichung (4.17a) erkennen lässt, wird der Einfluss von xj auf
die i-te Driftkomponente durch den Term der Ordnung O(τ) verstärkt, da dieser Aus-
drücke mit xj enthält. Der Term der Ordnung O(τ), der in der j-ten Komponente des
geschätzten Driftvektors in Gleichung (4.17b) auftritt, ist hingegen keine Funktion von
xi. Insgesamt sollte durch die Verwendung eines endlichen Zeitschrittes eine Detek-
tion einer Kopplung im Drift mit der Kenngröße F (1) also sogar begünstigt werden.
Im Schätzer des i-ten Diagonalelements der Diffusionsmatrix in Gleichung (4.18a) tritt
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die Komponente xj im Term der Ordnung O(τ) sogar quadratisch mit der Kopplungs-
stärke ǫ(1)i auf, wohingegen in Dˆ
(2)
jj in Gleichung (4.18b) bis zur Ordnung O(τ) keine
Abhängigkeit von xi vorhanden ist. Hiermit wird klar, warum die Kopplung im Drift —
wenn auch durch den Faktor τ < 1 erst bei größeren Kopplungsstärken — fälschlicher-
weise auch von der Kenngröße F (2) detektiert wurde (siehe Abbildung 4.3 (a)). Auch
das Ansprechen der Kenngröße M (2) kann durch die Übertragung der Kopplung durch
den Term der Ordnung O(τ) in den Schätzer für Dˆ(2)12 erklärt werden (siehe Gleichung
(4.19)).
Im Falle einer Kopplung in den Diagonalelementen der Diffusionsmatrix (d.h. alle Kopp-
lungsstärken außer ǫ(2)i sind Null, wie in Abbildung 4.3 (b) mit i = 1) ergibt sich für
die Schätzer der Komponenten des Driftvektors
Dˆ
(1)
i = fi(xi)
+
τ
2
[
fi(xi)∂xifi(xi) +
(
gii + ǫ
(2)
i xj
)2
∂xi∂xifi(xi)
]
+O(τ2) (4.20a)
Dˆ
(1)
j = fj(xj) +
τ
2
[
fj(xj)∂xjfj(xj) + g
2
ii∂xj∂xjfj(xj)
]
+ O(τ2), (4.20b)
wobei wieder i 6= j und i, j ∈ {1, 2} gilt. Für die geschätzten Diagonalelemente der
Diffusionsmatrix folgt in diesem Fall
Dˆ
(2)
ii =
(
gii + ǫ
(2)
i xj
)2
+ τ
[
1
2
(fi(xi))
2 +
(
gii + ǫ
(2)
i xj
)2
∂xifi(xi)
+ ǫ
(2)
i fj(xj)
(
gii + ǫ
(2)
i xj
)
+
(
ǫ
(2)
i gjj
)2]
+ O(τ2) (4.21a)
Dˆ
(2)
jj = g
2
jj + τ
[
1
2
(fj(xj))
2 + g2jj∂xjfj(xj)
]
+ O(τ2). (4.21b)
und für das Nichtdiagonalelement
Dˆ
(2)
12 = 0 +
τ
2
fi(xi)fj(xj) + O(τ2). (4.22)
Auch im Falle der Kopplung der j-ten Prozesskomponente in das i-te Diagonalelement
der Diffusionsmatrix kommt es durch den Term der Ordnung O(τ) in Gleichung (4.21a)
zu einer Verstärkung des Einflusses von xj auf Dˆ
(2)
ii , wohingegen Dˆ
(2)
jj bis zur Ordnung
O(τ) nicht von der Komponente xi beeinflusst wird (siehe Gleichung (4.21b)). Eine De-
tektion der Kopplung mit der Kenngröße F (2) sollte also analog zum Falle der Kopplung
im Drift durch die Verwendung eines endlichen Zeitschrittes bei der Schätzung der Ko-
effizienten erleichtert werden. Ob es zu einer Übertragung der Kopplung in den Schätzer
für den Driftvektor kommt, hängt in diesem Fall vom funktionellen Verlauf der i-ten
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Abbildung 4.5:
Abhängigkeit der Kenn-
größen F (1,2) und M (2)
von der Kopplungsstärke
für f1(x1) = −αx1 und
f2(x2) = x2(β − x22). (a)
Kopplung von x2 in das erste
Diagonalelement der Diffusi-
onsmatrix, (b) Kopplung von
x1 in das zweite Diagonalele-
ment der Diffusionsmatrix.
Die Symbole und Fehlerbalken
entsprechen den Mittelwerten
und Standardabweichungen
der Kenngrößen über 100
Realisationen der jeweiligen
Prozesse. Die Zeitreihen
enthielten N = 10 000 Daten-
punkte. Wahl der Parameter:
α = β = 0.1; g11 = g22 = 0.1,
g12 = 0.01. Abtastintervall
∆t = 0.1, B = 10 und
L = 100.
Komponente des Driftvektors ab, da der Term in Gleichung (4.20a), der die Kompo-
nente xj enthält, nur dann ungleich Null wird, falls ∂xi∂xifi(xi) 6= 0 gilt. Bei dem für
Abbildung 4.3 (b) betrachteten System wurde die zweite Komponente x2 in das erste
Diagonalelement der Diffusionsmatrix eingekoppelt (d.h., alle Kopplungsstärken außer
ǫ
(2)
1 waren Null). Da hier die Funktion f1(x1) = −αx1 linear in x1 war, kam es nicht
zu einer solchen Übertragung der Kopplung, weshalb die Kenngröße F (1) die Kopplung
nicht detektierte. Wird hingegen für das selbe System die Komponente x1 in das zweite
Diagonalelement der Diffusionsmatrix eingekoppelt (d.h., alle Kopplungsstärken außer
ǫ
(2)
2 sind Null), so lässt sich aufgrund von ∂xi∂xi (f2(x2)) = ∂xi∂xi
(
x2(β − x22)
) 6= 0
auch hier eine Übertragung der Kopplung in den Driftvektor beobachten, der durch die
Kenngröße F (1) ab einer Kopplungsstärke von etwa ǫ(2)2 = 1 detektiert wird (siehe Ab-
bildung 4.5 (b)). Für die Abbildung 4.5 wurde das gleiche System wie für Abbildung 4.3
betrachtet, nur das hier zur Verdeutlichung des Effektes das Abtastintervall der Zeitrei-
he um einen Faktor 10 auf ∆t = 0.1 erhöht wurde. Die interne Integrationsschrittweite
wurde bei ∆tint = 0.001 belassen. In Abbildung 4.5 (a) ist zum Vergleich noch ein-
mal der Fall der Kopplung des nichtlinearen Prozesses in den linearen Prozess gezeigt,
wobei auch hier das größere Abtastintervall von ∆t = 0.1 für die Analyse verwendet
wurde. Wie zu erwarten war, ist auch bei Verwendung des größeren Abtastintervalls
kein Übertrag der Kopplung in den Driftvektor erkennbar. Die Kenngröße M (2) zeigt
46 4 Fokker-Planck basierter Ansatz zur Messung von Interdependenzen
bei einer Kopplung in den Diagonalelementen der Diffusionsmatrix — wie aufgrund
von Gleichung (4.22) erwartet — keine Abhängigkeit von der Kopplungsstärke (siehe
Abbildung 4.3 (b) und 4.5 (a) und (b)).
Im Falle einer Mischung der Rauschprozesse (d.h. alle Kopplungsstärken außer ǫ(2)12 sind
Null, wie in Abbildung 4.3 (c)) ergibt sich schließlich für die Schätzer der Komponenten
des Driftvektors
Dˆ
(1)
i = fi(xi) +
τ
2
{
fi(xi)∂xifi(xi) +
[
g2ii +
(
ǫ
(2)
12 g12
)2]
∂xi∂xifi(xi)
}
(4.23)
+ O(τ2).
Für die Diagonalelemente des geschätzten Diffusionskoeffizienten folgt
Dˆ
(2)
ii = g
2
ii +
(
ǫ
(2)
12 g12
)2
+ τ
{
1
2
(fi(xi))
2 +
[
g2ii +
(
ǫ
(2)
12 g12
)2]
∂xifi(xi)
}
(4.24)
+ O(τ2),
und für das Nichtdiagonalelement
Dˆ
(2)
12 = ǫ
(2)
12 g12 (g11 + g22) (4.25)
+
τ
2
[
f1(x1)f2(x2) + ǫ
(2)
12 g12 (g11 + g22) (∂x1f1(x1) + ∂x2f2(x2))
]
+ O(τ2).
Anhand der Gleichungen (4.23) und (4.24) lässt sich erkennen, dass im Falle einer Mi-
schung der Rauschprozesse über ein nicht verschwindendes Nichtdiagonalelement der
Diffusionsmatrix die Terme der Ordnung O(τ) weder im Schätzer der i-ten Komponente
des Driftvektors noch im Schätzer des i-ten Diagonalelements der Diffusionsmatrix eine
Abhängigkeit von der Prozesskomponente xj aufweisen. Damit kann es mit den Kenn-
größen F (1) und F (2) nicht zu einer fälschlichen Identifikation einer Kopplungen über
ǫ
(2)
12 als Kopplung im Drift- oder in den Diagonalelementen des Diffusionskoeffizienten
kommen.
Abschließend lässt sich also feststellen, dass bei Verwendung eines endlichen Zeitschrit-
tes τ zur Schätzung der Fokker-Planck Koeffizienten eine eindeutige Klassifizierung von
Kopplungen gemäß der drei zu Beginn von Kapitel 4.1 beschriebenen Kopplungsmög-
lichkeiten mit Hilfe der Kenngrößen F (1), F (2) und M (2) problematisch sein kann. Ob
eine solche Klassifikation möglich ist, hängt zum einen von der Größe des verwende-
ten Zeitschrittes und der Stärke der Kopplung ab. Zum anderen haben aber auch die
funktionellen Verläufe der einzelnen Einträge des Drift- und des Diffusionskoeffizien-
ten einen Einfluss auf die Stärke einer eventuellen Übertragung der Kopplung auf die
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Schätzer der einzelnen Koeffizienten. Bei der Analyse realer unbekannter Systeme sind
diese funktionellen Verläufe jedoch nicht bekannt, weshalb die Interpretation der Er-
gebnisse einer solchen Analyse im Hinblick auf die Kopplungsart schwierig sein kann.
Eine Interpretation im Hinblick auf eine detektierte Kopplungsrichtung ist aber auf je-
den Fall zulässig, da es durch die oben berechneten Terme höherer Ordnung in τ nicht
zu einer Umkehrung der Kopplungsrichtung zwischen den beiden Prozesskomponenten
kommen kann.
4.2.1.2 Einfluss algorithmischer Parameter
Bei der Berechnung der Kenngrößen müssen Werte für einige Parameter geeignet ge-
wählt werden. Diese sind: die Anzahl N der Datenpunkte je Zeitreihe, die Anzahl B
der Bins pro Dimension für die Diskretisierung des Zustandsraumes und der Parameter
L, der eine Untergrenze der Binbesetzung für die Berücksichtigung eines Bins bei der
Berechnung der Kenngrößen festlegt.
Allgemein ist zu erwarten, dass die Leistungsfähigkeit der Kenngrößen bei der Detektion
von Kopplungen von der Qualität der Schätzung der Kramers-Moyal Koeffizienten bzw.
der Inkrementverteilungen abhängt. Hierbei sind vor allem zwei Aspekte von Relevanz.
Einerseits müssen die einzelnen Bins der Diskretisierung ausreichend besetzt sein, um
verlässliche Schätzwerte für die Berechnung der Kenngrößen zu erhalten. Dies kann da-
durch erreicht werden, dass die Gesamtzahl der zur Verfügung stehenden Datenpunkte
N groß ist. Diese N Datenpunkte verteilen sich gemäß der stationären Verteilung des
Prozesses auf die einzelnen Bins. Bei der Analyse experimenteller Daten kann N meist
nicht frei gewählt werden, so dass für eine Erhöhung der Binbesetzung nur die Möglich-
keit bleibt, die einzelnen Bins zu vergrößern (d.h. bei einem äquidistanten Binning mit
einer festen Anzahl von Bins pro Dimension, die Anzahl B der Bins zu verringern). Dies
wirkt sich aber negativ auf den zweiten relevanten Faktor aus, nämlich auf die Auflö-
sung im Zustandsraum mit der die Koeffizienten bzw. Verteilungen geschätzt werden.
Ist diese Auflösung zu gering, kann eine nicht konstante funktionelle Abhängigkeit in
einer bestimmten Richtung des Zustandsraumes gegebenenfalls nicht mehr detektiert
werden. Für den Parameter B ist somit zu erwarten, dass ein optimaler Wert existiert,
der bei noch ausreichender Auflösung eine möglichst gute Statistik in den einzelnen
Bins garantiert. Es ist davon auszugehen, dass der minimale Wert von B, der eine noch
ausreichende Auflösung des funktionellen Verlaufs der eingekoppelten Prozesskompo-
nente liefert, vom jeweils betrachteten System abhängig ist. Der Parameter L regelt,
welche Bins bei der Berechnung der Kenngrößen berücksichtigt werden. Ist beispielswei-
se die stationäre Verteilung des Prozesses derart, dass der Hauptteil der Datenpunkte
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Abbildung 4.6: Abhängigkeit der Kenngrößen F (1) (a) und K(1) (b) von den Parametern
B und L für ein System mit f1(x1) = −0.1x1, f2(x2) = x2(0.1 − x22), g11 = g22 = 0.1
und g12 = 0.01 bei unidirektionaler Kopplung im Drift (alle Kopplungsstärken waren Null au-
ßer ǫ
(1)
1 ). Links: Abhängigkeit der Kenngrößen von der Kopplungsstärke für festes L = 100
und verschiedene Werte von B. Symbole und Fehlerbalken entsprechen den Mittelwerten und
Standardabweichungen der Kenngrößen über 100 Realisationen mit N = 10 000 Datenpunkten.
Mitte und rechts: Farbkodierte Mittelwerte und Standardabweichungen für festes ǫ
(1)
1 = 2 in Ab-
hängigkeit von B und L. Falls eine Berechnung der Kenngrößen für ein Wertepaar (B,L) nicht
möglich war, wurden ihre Mittelwerte und Standardabweichungen jeweils auf den Maximalwert
der Skala gesetzt.
in der Nähe des Zentrums des Zustandsraumes konzentriert ist, so können bei zu klein
gewähltem L viele Bins aus den Randbereichen des Zustandsraumes in die Berechnung
mit eingehen, in denen keine sinnvolle Schätzung möglich ist. Wird L zu groß gewählt,
so stehen eventuell nicht genügend Bins zur Verfügung, um die durch Interdependenzen
hervorgerufenen Strukturen auflösen zu können. Es ist also auch beim Parameter L da-
von auszugehen, dass ein optimaler Wert existiert, der von der stationären Verteilung
und somit vom jeweils betrachteten Prozess abhängt.
Diese vermuteten Abhängigkeiten der Kenngrößen von den Parametern B und L ließen
sich mit Hilfe der verschiedenen durch Gleichung (4.16) beschriebenen Systeme nume-
risch bestätigen. Dazu wurden bei der Berechnung der Kenngrößen die Parameter B
und L in bestimmten Bereichen variiert und das Verhalten der Kenngrößen untersucht.
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Für den im Folgenden beispielhaft dargestellten Fall von N = 10 000 Datenpunkten
pro Zeitreihe wurde die Anzahl der Bins pro Dimension zwischen B = 2 und B = 20 in
Schritten von ∆B = 1 und der Parameter L zwischen L = 0 und L = 500 in Schritten
von ∆L = 10 variiert. In Abbildung 4.6 ist beispielhaft die Abhängigkeit der Kenn-
größen F (1) und K(1) von den Parametern B und L im Falle einer unidirektionalen
Kopplung von x2 in die erste Driftkomponente für ein System mit f1(x1) = −0.1x1
und f2(x2) = x2(0.1 − x22) dargestellt. Zunächst ließ sich feststellen, dass für festes
L die Sensitivität für schwache Kopplungen von F (1) wie auch von K(1) mit kleiner
werdender Anzahl an Bins B zunahm (siehe linke Spalte der Abbildung 4.6). Dieses
Verhalten spiegelte sich auch bei einer gemeinsamen Betrachtung der Abhängigkeiten
der Kenngrößen von beiden Parametern B und L für einen festen Wert der Kopplungs-
stärke wider (mittlere und rechte Spalte der Abbildung 4.6). Der betrachtete feste Wert
der Kopplungsstärke von ǫ(1)1 = 2 wurde hierbei aus einem Bereich mittlerer Kopplungs-
stärken gewählt, in dem eine Detektion der Kopplung mit beiden Kenngrößen möglich
war, die Kenngrößen aber noch nicht im Bereich der Sättigung waren. F (1) nahm bei
B = 4 Bins seinen maximalen Wert an, welcher nur eine schwache Abhängigkeit von
der Wahl des Parameters L zeigte, solange L ≥ 10 war. Dies könnte darin begründet
sein, dass bei B = 4 Bins der beste Kompromiss zwischen einer Auflösung des eingekop-
pelten Prozesses und einer ausreichenden Statistik in den einzelnen Bins vorlag. Auch
bei Einkopplung der anderen beiden Prozesse aus Abbildung 4.2 (f2(x2) = −αx2 und
f2(x2) = sin(αx2) − x32) sowie bei größeren Anzahlen an Datenpunkten pro Zeitrei-
he wurde bei fester Kopplungsstärke der maximale Wert von F (1) bei B = 4 Bins
angenommen. Die statistische Streuung der Werte von F (1) über die verschiedenen
Realisationen war für einen relativ großen Bereich von Werten von B und L um das
Wertepaar (B = 5, L = 100) am geringsten (siehe rechte Spalte von Abbildung 4.6
(a)). Für größere Werte von B stieg die Streuung von F (1) stark mit wachsendem L an,
was darin begründet sein dürfte, dass die Anzahl an Bins, die mehr als L-mal von der
Trajektorie getroffen wurden, für große L für eine verlässliche Detektion der Kopplung
nicht mehr ausreichte. Falls eine Berechnung der Kenngrößen aufgrund zu schwacher
Besetzung der Bins nicht für alle 100 Realisationen möglich war, wurden die Werte der
Kenngrößen in dieser und allen folgenden Abbildungen zur Untersuchung der Parame-
terabhängigkeit der Deutlichkeit halber jeweils auf den Maximalwert der dargestellten
Skala gesetzt. Die Kenngröße K(1) zeigte hingegen ihren größten Wert und die geringste
statistische Schwankung bei der kleinsten möglichen Anzahl an Bins B = 2 und eine
schwache Abhängigkeit vom Parameter L wurde erst für B > 2 sichtbar. Weiterhin zeig-
te K(1) eine stärkere Abhängigkeit von der Anzahl an Bins, was sich in dem schnellen
Abfall mit wachsendem B widerspiegelte. Eine mögliche Erklärung für dieses Verhal-
ten könnte sein, dass in die Berechnung der K-Kenngrößen nur Kolmogorov-Smirnov
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Abstände zwischen Inkrementverteilungen in benachbarten Bins eingehen (falls diese
jeweils mehr als L-mal von der Trajektorie getroffen wurden). Diese Verteilungen sind
bei der Verwendung von nur zwei Bins wahrscheinlich maximal unterschiedlich, da die
Mittelpunkte der Bins den größtmöglichen Abstand voneinander haben. Die in Abbil-
dung 4.6 nicht dargestellten Kenngrößen F (2) und K(2) zeigten im hier betrachteten
Fall einer Kopplung im deterministischen Anteil der Dynamik qualitativ vergleichbare
Abhängigkeiten von B und L wie F (1) und K(1), wobei die angenommenen Werte bei-
der Größen — wie nach den in Abbildung 4.3 gezeigten Ergebnissen zu erwarten war
— niedriger waren. Die hier ebenfalls nicht gezeigte Größe M (2) verschwand wunsch-
gemäß mit einer sehr geringen statistischen Streuung von weniger als σ
(
M (2)
) ≈ 0.05
für einen großen Bereich der Parameter solange L ≥ 10 und B und L nicht gemeinsam
zu groß gewählt wurden.
Im Falle einer Kopplung von x2 in das erste Diagonalelement der Diffusion ergaben
sich vergleichbare Abhängigkeiten der Kenngrößen von den Parametern B und L wie
im vorher betrachteten Fall der Kopplung im Drift. In Abbildung 4.7 sind für diesen
Fall die Abhängigkeiten für F (2) und K(2) gezeigt. Bei Betrachtung einer mittleren
festen Kopplungsstärke von ǫ = 0.1 war das Maximum von F (2) für B = 4 Bins
allerdings weniger deutlich ausgeprägt, als jenes von F (1) im Falle der Kopplung im Drift
(vergleiche Abbildung 4.6). Wie nach den in Abbildungen 4.3 gezeigten Ergebnissen zu
erwarten war, nahmen die hier nicht gezeigten Kenngrößen F (1) und M (2) innerhalb
ihrer statistischen Schwankungen einen Wert von Null an, es sei denn B und L wurden
gemeinsam zu groß für eine verlässliche Schätzung der Koeffizienten gewählt.K(1) zeigte
auch hier wieder eine ähnliche Abhängigkeit von den Parametern wie K(2), wobei es
aber geringere absolute Werte annahm.
Im Falle einer Mischung der Rauschprozesse über das Nichtdiagonalelement der Dif-
fusion zeigte sich, dass die Sensitivität der Kenngröße M (2) für kleine Kopplungen im
Gegensatz zu den F - und K-Kenngrößen bei den anderen beiden Arten der Kopplung
für festes L nicht von der Anzahl der Bins abhing (siehe Abbildung 4.8 links). Auch bei
gemeinsamer Variation von beiden Parametern für eine feste Kopplungsstärke zeigten
sich nur schwache Abhängigkeiten von diesen (siehe Abbildung 4.8 Mitte und rechts).
Solange B > 3, L ≥ 10 und beide Parameter nicht gemeinsam zu groß gewählt wurden,
ergab sich mit einer kleinen statistischen Schwankung von unter σ
(
M (2)
) ≈ 0.1 der
Wert M (2) ≈ 1.4. Dieses Verhalten könnte darin begründet sein, dass im Gegensatz zu
den anderen Kopplungsarten für die Detektion der Kopplung im Falle einer Mischung
der Rauschprozesse keine räumliche Auflösung eines eingekoppelten Prozesses nötig ist.
Es wird lediglich betrachtet, ob das geschätzte Nichtdiagonalelement verschieden von
Null ist. Die in Abbildung 4.8 nicht dargestellten Kenngrößen zeigten im hier betrach-
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Abbildung 4.7: Abhängigkeit der Kenngrößen F (2) (a) und K(2) (b) von den Parametern B
und L für das selbe System wie in Abbildung 4.6 bei unidirektionaler Kopplung in den Diago-
nalelementen der Diffusion (alle Kopplungsstärken waren Null außer ǫ
(2)
1 ). Links: Abhängigkeit
der Kenngrößen von der Kopplungsstärke für festes L = 100 und verschiedene Werte von B.
Symbole und Fehlerbalken entsprechen den Mittelwerten und Standardabweichungen der Kenn-
größen über 100 Realisationen mit N = 10 000 Datenpunkten. Mitte und rechts: Farbkodierte
Mittelwerte und Standardabweichungen für festes ǫ
(2)
1 = 0.1 in Abhängigkeit von B und L.
Falls eine Berechnung der Kenngrößen für ein Wertepaar (B,L) nicht möglich war, wurden
ihre Mittelwerte und Standardabweichungen jeweils auf den Maximalwert der Skala gesetzt.
teten Fall einer Mischung der Rauschprozesse das gleiche Verhalten wie im weiter unten
behandelten Falle keiner Kopplung (siehe Abbildung 4.9 und Erläuterungen dazu).
Bei allen Kenngrößen bis auf M (2) lässt sich also über die Wahl der Anzahl der Bins
und entsprechend angepasster Wahl des Parameters L in gewissen Grenzen der Bereich
von Kopplungsstärken festlegen, der durch die jeweiligen Kenngrößen aufgelöst werden
kann. Für kleinere B ist eine Detektion kleinerer Kopplungen möglich, wobei in diesem
Falle die Kenngrößen auch früher gegen ihren maximalen Wert sättigen.
Um eine fälschliche Detektion eigentlich nicht vorhandener Kopplungen zu vermeiden,
ist ebenfalls von Interesse, bei welcher Wahl der Parameter im Falle keiner Kopplung die
Kenngrößen am verlässlichsten den gewünschten Wert Null annehmen. Abbildung 4.9
zeigt für diesen Fall wieder beispielhaft die Mittelwerte sowie die Standardabweichun-
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Abbildung 4.8: Abhängigkeit der Kenngröße M (2) von den Parametern B und L für das
selbe System wie in Abbildung 4.6 bei einer Mischung der Rauschprozesse (alle Kopplungsstär-
ken waren Null außer ǫ
(2)
12 ). Links: Abhängigkeit von M
(2) von der Kopplungsstärke für festes
L = 100 und verschiedene Werte von B. Links: Symbole und Fehlerbalken entsprechen den
Mittelwerten und Standardabweichungen von M (2) über 100 Realisationen mit N = 10 000 Da-
tenpunkten. Mitte und rechts: Farbkodierte Mittelwerte und Standardabweichungen für festes
ǫ
(2)
12 = 2 in Abhängigkeit von B und L. Falls eine Berechnung der Kenngröße für ein Wertepaar
(B,L) nicht möglich war, wurde ihr Mittelwert und ihre Standardabweichung jeweils auf den
Maximalwert der Skala gesetzt.
gen der Kenngrößen über 100 Realisationen mit je N = 10 000 Datenpunkten des auch
vorher betrachteten Systems mit f1(x1) = −0.1x1 und f2(x2) = x2(0.1−x22). Zunächst
lässt sich erkennen, dass falls die Anzahl der Bins B und der Parameter L gemeinsam
zu groß gewählt wurden, eine Berechnung der Kenngrößen aufgrund zu schwacher Be-
setzung der Bins nicht möglich war. Für kleinere Werte von B und L gab es jedoch
für alle Kenngrößen große Bereiche, in denen ihre Werte unabhängig von der Wahl
von B und L verschwanden (siehe Mittelwerte in der linken Spalte der Abbildung 4.9).
Deutlichere Abhängigkeiten von B und L ergaben sich für die statistischen Streuungen
der Kenngrößen, die in der rechten Spalte der Abbildung dargestellt sind. So nahm
beispielsweise die Unsicherheit aller Kenngrößen außer M (2) mit kleiner werdender An-
zahl an Bins zu, so dass B in diesem Fall nicht kleiner als etwa B = 6 gewählt werden
sollte. Für diese Anzahl von Bins ergaben sich die niedrigsten Standardabweichungen
der F - und K-Kenngrößen für einen Bereich des Parameters L zwischen 10 und 200.
Diese Wahl liefert auch bei M (2) akzeptable Werte.
Bei Verwendung einer größeren Anzahl von Datenpunkten N pro Zeitreihe zeigten sich
in allen oben betrachteten Fällen qualitativ vergleichbare Abhängigkeiten der Kenngrö-
ßen von den Parametern B und L, wobei sich der Bereich, in dem eine Berechnung der
Kenngrößen nicht möglich war, aufgrund der besseren Statistik hin zu größeren Werten
von B und L verschob. In Abbildung 4.10 sind die Verläufe der einzelnen Kenngrößen
mit der Kopplungsstärke für verschiedene Anzahlen an Datenpunkten N pro Zeitreihe
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Abbildung 4.9: Mittelwerte (links) und Standardabweichungen (rechts) der Kenngrößen
F (1,2), K(1,2) und M (2) über 100 Realisationen mit N = 10 000 Datenpunkten für das selbe
System wie in Abbildung 4.6 in Abhängigkeit von den Parametern B und L für den Fall kei-
ner Kopplung (alle Kopplungsstärken waren Null). Falls eine Berechnung der Kenngrößen für
ein Wertepaar (B,L) nicht möglich war, wurden ihre Mittelwerte und Standardabweichungen
jeweils auf den Maximalwert der Skala gesetzt.
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Abbildung 4.10: Abhängigkeiten von der Kopplungsstärke für F (1) und K(1) im Falle ei-
ner Kopplung im Drift (linke Spalte), für F (2) und K(2) im Falle einer Kopplung im ersten
Diagonalelement der Diffusion (mittlere Spalte) und für M (2) im Falle einer Mischung der
Rauschprozesse (rechts) für verschiedene Anzahlen von Datenpunkten N pro Zeitreihe und
festes B = 10 und L = 100. Symbole und Fehlerbalken entsprechen Mittelwerten und Standard-
abweichungen über 100 Realisationen für das selbe System wie in Abbildung 4.6.
für festes B = 10 und L = 100 gezeigt. Hierbei wurde für F (1) und K(1) der Fall einer
unidirektionalen Kopplung im Drift, für F (2) undK(2) der Fall einer Kopplung im ersten
Diagonalelement der Diffusion und fürM (2) der Fall einer Mischung der beiden Rausch-
prozesse über das Nichtdiagonalelement der Rauschstärkematrix dargestellt. Allgemein
lässt sich feststellen, dass die Schätzung der Koeffizienten beziehungsweise der Vertei-
lungen erwartungsgemäß mit zunehmendem N verlässlicher wurde, was sich in einer
geringeren statistischen Streuung aller Kenngrößen über die verschiedenen Realisatio-
nen der jeweiligen Prozesse äußerte. Zudem nahm bei allen asymmetrischen Kenngrö-
ßen die Sensitivität für kleine Kopplungen mit wachsender Anzahl an Datenpunkten
zu, was wiederum darin begründet sein dürfte, dass der Einfluss der eingekoppelten
Prozesskomponente bei besserer Statistik besser aufgelöst werden konnte.
4.2.1.3 Einfluss von Messrauschen
Da alle experimentell gewonnenen Zeitreihen zwangsläufig mit mehr oder weniger star-
kem Messrauschen verunreinigt sind, war es nötig, die Robustheit der Kenngrößen
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gegenüber diesem Störeinfluss zu untersuchen. Messrauschen wirkt im Gegensatz zu
dynamischem Rauschen nicht auf die Dynamik des Prozesses ein, sondern wird den
Zeitreihen durch den Messprozess überlagert. Um diese Situation zu simulieren, wurden
wieder Zeitreihen durch Integration eines Systems nach Gleichung (4.16) mit f1(x1) =
−0.1x1 und f2(x2) = x2(0.1− x22) erzeugt, welchen anschließend gaußverteiltes weißes
Rauschen additiv überlagert wurde. Die Kenngrößen wurden also für die Zeitreihen
yi(t) = xi(t) + σ
R
i ξi(t) berechnet, wobei σ
R
i ξi(t) das externe Messrauschen bezeichnet,
für welches 〈ξi(t)〉 = 0 und 〈ξi(t)ξj(t′)〉 = δijδ(t − t′) galt. Die Stärke des Rauschens
wurde über das Rausch-zu-Signal Verhältnis NSR eingestellt, welches sich berechnet
als das Verhältnis der Standardabweichungen des Rauschens und der Zeitreihen
NSR =
σR1
σ (x1)
=
σR2
σ (x2)
, (4.26)
wobei σ (xi) die Standardabweichung der unverrauschten Zeitreihe xi bezeichnet und
für beide Zeitreihen jeweils das selbe NSR gewählt wurde. Die Untersuchungen wurden
wieder mit N = 10 000 Datenpunkten pro Zeitreihe durchgeführt.
Nach den Ausführungen in Kapitel 3.2.3 war zu erwarten, dass die Stärke des Ein-
flusses von Messrauschen bei Verwendung eines endlichen Zeitschrittes zur Schätzung
der Fokker-Planck Koeffizienten stark von der Größe dieses Zeitschrittes abhängt. Wie
dort gezeigt wurde, divergieren die mit festem τ geschätzten Werte der Koeffizienten
bei Vorhandensein von Messrauschen für τ → 0 proportional zu 1/τ . Dies lässt sich
anschaulich dadurch verstehen, dass bei Verwendung eines kleineren Zeitschrittes die
Inkremente xi(t+τ)−xi(t) im Schnitt ebenfalls kleiner werden, womit der Einfluss des
Messrauschen, dessen Größe aufgrund der δ-Korreliertheit unabhängig vom Zeitschritt
ist, zunimmt. In Abbildung 4.11 wurden daher die Abhängigkeiten der einzelnen Kenn-
größen vom verwendeten NSR für verschiedene Analysezeitschritte τ dargestellt, wobei
τ in Einheiten des Abtastintervalls ∆t = 0.01 angegeben wurde. Da die Verwendung
eines endlichen Zeitschrittes auch im unverrauschten Fall (also bei NSR = 0) einen
Einfluss auf die Werte der Kenngrößen hat, wurden diese in Abbildung 4.11 absolut
und nicht relativ zu ihrem Wert für NSR = 0 dargestellt.
Bei allen drei betrachteten Kopplungsarten war die Abhängigkeit der Ergebnisse vom
Analysezeitschritt deutlich zu erkennen. Bei einer Kopplung in der ersten Driftkompo-
nente beispielsweise fiel der Wert der Kenngröße F (1) bei Verwendung eines Zeitschrittes
von τ = 1∆t schon bei einem NSR von ungefähr 1.5% auf die Hälfte des Wertes im
unverrauschten Fall mit NSR = 0 (Abbildung 4.11 linke Spalte). Bei τ = 10∆t war
dies erst bei einem NSR von 5% der Fall. Weiterhin ließ sich erkennen, dass die K-
Kenngrößen deutlich weniger robust gegenüber Messrauschen zu sein scheinen als die
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Abbildung 4.11: Abhängigkeiten der Kenngrößen vom Rausch-zu-Signal Verhältnis NSR bei
Verwendung verschiedener Analysezeitschritte τ (in Einheiten des Abtastintervalls ∆t) für:
Kopplung im Drift mit ǫ
(1)
1 = 5 (linke Spalte), Kopplung im ersten Diagonalelement der Dif-
fusion mit ǫ
(2)
1 = 0.2 (mittlere Spalte) und Mischung der Rauschprozesse mit ǫ
(2)
12 = 3 (rechte
Spalte) für das selbe System wie in Abbildung 4.6. Symbole und Fehlerbalken entsprechen Mit-
telwerten und Standardabweichungen über 100 Realisationen mit je N = 10 000 Datenpunkten
bei Verwendung von B = 10 und L = 100 für die Berechnung der Kenngrößen.
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koeffizientenbasierten Kenngrößen F (1,2) und M (2). K(1) beispielsweise fiel für τ = 1∆t
schon bei einem NSR von ungefähr 1% auf die Hälfte des Wertes im unverrausch-
ten Fall. Eine Kopplung in den Diagonalelementen der Diffusion wurde mit Hilfe der
Kenngrößen bei Vorhandensein von Messrauschen generell robuster detektiert (Abbil-
dung 4.11 mittlere Spalte), was sich in den langsameren Abfällen der Kenngrößen mit
steigendem NSR widerspiegelte. Für τ = 1∆t fiel F (2) bei einem NSR von 6% auf die
Hälfte des unverrauschten Wertes und für τ = 10∆t sogar erst bei einem NSR von
17%. Die K-Kenngrößen waren auch in diesem Fall wieder weniger robust gegenüber
Messrauschen als die F -Kenngrößen. Die stärkste Abhängigkeit vom Analysezeitschritt
τ zeigte die Kenngröße M (2) im Falle einer Kopplung über das Nichtdiagonalelement
der Diffusion (Abbildung 4.11 rechte Spalte). Während sie für τ = 1∆t schon bei einem
NSR von etwa 3% um die Hälfte abfiel, geschah dies für τ = 10∆t erst bei einem NSR
von ungefähr 20%.
Nicht nur in Bezug auf die Robustheit gegenüber Messrauschen gibt die Abbildung
4.11 Aufschluss über den Einfluss des Analysezeitschrittes. Bei Betrachtung der Werte
der Kenngrößen für das Rausch-zu-Signal Verhältnis von NSR = 0 spiegeln sich die
Einflüsse der zuvor diskutierten Terme höherer Ordnung in τ (siehe Seite 43 und folgen-
de, Gleichungen (4.18) bis (4.25)) wider. Im Falle einer Kopplung im Drift (Abbildung
4.11 linke Spalte) wurde diese durch die Terme der Ordnung τ auch in die Schätzer der
Elemente des Diffusionskoeffizienten übertragen, weswegen die Kopplung auch von den
Kenngrößen F (2) und M (2) detektiert wurde. Diese Übertragung wurde mit wachsen-
dem τ immer stärker, weswegen die Werte von F (2) wie auch von M (2) für NSR = 0
mit steigendem τ anwuchsen. Im Gegensatz zum Diffusionskoeffizienten (Gleichung
(4.18a)) enthielten die Terme der Ordnung τ im Falle des Driftkoeffizienten (Gleichung
(4.17a)) die Kopplung nicht quadratisch sondern nur linear und zudem durch einen
Faktor ∂xifi(xi) (für das spezielle hier betrachtete System ist ∂xifi(xi) = −0.1) abge-
schwächt, weshalb die Abhängigkeit von τ für eine Detektion durch die Kenngröße F (1)
nicht ausreichte. Die Werte von F (1) waren daher für die verschiedenen Werte von τ bei
NSR = 0 in Abbildung 4.11 nicht unterscheidbar. Im Falle einer Kopplung in das erste
Diagonalelement der Diffusion gab es beim hier betrachteten System keine Übertragung
der Kopplung in den Schätzer für den Driftvektor (die Kenngröße F (1) detektierte die
Kopplung nicht, Abbildung 4.11 mittlere Spalte). Die Kenngröße F (2) zeigte in diesem
Fall für NSR = 0 im Gegensatz zum Fall der Kopplung im Drift einen Abfall mit
steigendem τ , was darin begründet war, dass der Term der Ordnung τ in Gleichung
(4.21a), der quadratisch in der Kopplung ist, durch den Faktor ∂xifi(xi) = −0.1 mit
negativem Vorzeichen in den Schätzer einging und somit die Auswirkung der Kopplung
abschwächte. Das gleiche Verhalten ließ sich für die Kenngröße M (2) im Falle einer
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Mischung der Rauschprozesse durch eine Kopplung über das Nichtdiagonalelement der
Diffusion beobachten (Abbildung 4.11 rechte Spalte und Gleichung (4.25)).
Zusammenfassend lässt sich also feststellen, dass über die Robustheit der hier vorge-
schlagenen Methode zur Messung von Interdependenzen gegenüber Messrauschen keine
allgemeinen Aussagen getroffen werden können. Wie stark sich eventuell vorhandenes
Messrauschen auf eine Detektion von Kopplungen auswirkt, hängt — zumindest bei
der hier verwendeten Schätzung der Koeffizienten mit einem endlichen Zeitschritt —
entscheidend von der Größe dieses Zeitschrittes ab.
4.2.2 Höherdimensionale deterministische und stochastische Systeme
In diesem Kapitel werden Ergebnisse einer Anwendung des in Kapitel 4.1 eingeführten
Verfahrens auf höherdimensionale deterministische und stochastische Systeme präsen-
tiert, für die die Annahme einer Beschreibbarkeit durch eine zweidimensionale Fokker-
Planck Gleichung verletzt ist. Diese Untersuchung ist wichtig im Hinblick auf die In-
terpretierbarkeit von Ergebnissen, die bei einer Berechnung der Interdependenzkenn-
größen für experimentell gewonnene Zeitreihen von Systemen mit unbekannter Dy-
namik erhalten werden. Für die im Folgenden präsentierten Untersuchungen wurden
sowohl strukturell identische als auch strukturell unterschiedliche Systeme betrachtet,
da für andere Ansätze zur Detektion von gerichteten Interaktionen bereits Abhängigkei-
ten von den strukturellen Eigenschaften der betrachteten Systeme beschrieben wurden
[61, 62, 21, 101, 102]. Einzelheiten zu den jeweiligen Systemen sowie zur deren Integra-
tion finden sich im Anhang C. Für alle betrachteten Systeme werden die Ergebnisse
für Zeitreihen mit N = 10 000 Datenpunkten gezeigt.
4.2.2.1 Strukturell identische Systeme
Zunächst wurden strukturell identische gekoppelte Systeme betrachtet, d.h. Systeme,
die durch die gleichen Bewegungsgleichungen beschrieben werden. Dabei wurden zu-
nächst Systeme untersucht, bei denen sich beide gekoppelten Subsysteme im selben
dynamischen Regime befanden.
Als erstes Beispiel für ein derartiges System wurden zwei unidirektional gekoppelte
Lorenz-Systeme mit leicht unterschiedlichen Kontrollparametern gewählt, deren Dyna-
miken beide im chaotischen Regime waren (siehe Gleichung (C.1)). Abbildung 4.12 (a)
zeigt die Abhängigkeit der für Realisationen dieses Systems berechneten Kenngrößen
von der Kopplungsstärke. Auch wenn die Werte der Kenngrößen eher klein waren, ließ
sich zumindest mit F (1) und K(1) die Kopplung korrekterweise als Kopplung des ersten
4.2 Untersuchungen mit Modellsystemen 59
(a) (b) (c)
0.00 0.05 0.10 0.15 0.20
-0.2
-0.1
0.0
0.1
0.2
0.3
0.4
 M(2)
0.01 0.1 1
-3
-2
-1
0
6
8
 M(2)
0 2 4 6 8 10
0.0
0.4
0.8
1.2
1.6
2.0
 M(2)
0.00 0.05 0.10 0.15 0.20
-0.3
-0.2
-0.1
0.0
0.1
0.2
0.3
 F(1),   F(2)
 K(1),   K(2)
0.01 0.1 1
-0.6
-0.4
-0.2
0.0
0.2
0.4
0.6
 F(1),   F(2)
 K(1),   K(2)
0 2 4 6 8 10
-0.2
0.0
0.2
0.4
 F(1),   F(2)
 K(1),   K(2)
ǫ
ǫ
ǫy
ǫy
ǫ
ǫ
Abbildung 4.12: Abhängigkeiten der Kenngrößen F (1,2), K(1,2) und M (2) von der Kopp-
lungsstärke für zwei unidirektional gekoppelte Lorenz-Systeme (a), zwei unidirektional gekop-
pelte fast identische Rössler-Systeme (b) und zwei bidirektional gekoppelte stochastische van der
Pol-Oszillatoren (c). Symbole und Fehlerbalken entsprechen Mittelwerten und Standardabwei-
chungen über 100 Realisationen mit je N = 10 000 Datenpunkten bei Verwendung von B = 5
und L = 100 für die Berechnung der Kenngrößen.
in das zweite System identifizieren, da diese mit steigender Kopplungsstärke zuneh-
mend negative Werte annahmen. Ab einer Kopplungsstärke von etwa ǫ = 7 beginnen
die Werte der Kenngrößen sich wieder an Null anzunähern, da die beiden Subsyste-
me zunehmend synchronisieren. Die Kenngröße M (2) schien bei diesem System sehr
gut geeignet zu sein, die Kopplung zu quantifizieren, da diese bei kleiner statistischer
Streuung einen annähernd linearen Anstieg mit zunehmender Kopplungsstärke zeigte.
Als zweites Beispiel wurden zwei gekoppelte Rössler-Systeme betrachtet, die sich nur
durch eine geringe Abweichung in ihren natürlichen Frequenzen (ν = (ωy − ωx)/2 =
0.03) voneinander unterschieden (siehe Gleichung (C.2)). Abbildung 4.12 (b) zeigt die
erhaltenen Ergebnisse für den Fall einer unidirektionalen Kopplung des ersten in das
zweite Subsystem. Alle asymmetrischen Kenngrößen erkannten die richtige Kopplungs-
richtung mit zunehmend negativen Werten bis zu einer kritischen Kopplungsstärke von
ǫcy ≈ 0.1, bei welcher für dieses System sowohl Phasen- als auch generalisierte Syn-
chronisation einsetzen [103]. Die Kenngröße F (2) schien in diesem Fall am sensitivsten
für kleine Kopplungen zu sein. Auch die symmetrische Kenngröße M (2) detektierte die
Kopplung und nahm mit steigender Kopplungsstärke zunehmend negative Werten an,
bis bei der Kopplungsstärke ǫcy ≈ 0.1 ein plötzlicher Sprung hin zu großen positiven
Werten auftrat. Das Vorzeichen von M (2) schien für dieses System also Informationen
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über den Synchronisationszustand zu enthalten.
Als letztes Beispiel für strukturell identische Systeme mit vergleichbarer Dynamik wur-
den zwei bidirektional gekoppelte stochastisch getriebene Van der Pol-Oszillatoren be-
trachtet (siehe Gleichung (C.3)), wobei die Stärke der Kopplung des zweiten Systems
in das erste System auf einen Wert von 0.03 festgelegt wurde. Wie in Abbildung 4.12
(c) zu erkennen ist, konnten die F - und K-Kenngrößen die Asymmetrie der Kopplung
für Kopplungsstärken ǫ < 0.03 nicht detektieren. Erst für Werte der Kopplung größer
als 0.03 nahmen diese im Mittel zunehmend negative Werte an und zeigten somit, wenn
auch nur schwach, die Richtung der dominierenden Kopplung korrekt an. Interessan-
terweise wechselten die Werte der Kenngröße M (2) genau beim Fall der bidirektionalen
Kopplung gleicher Stärke (also bei ǫ = 0.03) ihr Vorzeichen.
Bei allen drei der oben untersuchten strukturell identischen Systemen mit vergleichbarer
Dynamik wurden die Ergebnisse nur schwach von der Wahl der Parameter B und L
beeinflusst, solange diese nicht gemeinsam zu groß gewählt wurden. Auch im Falle des
Nichtvorhandenseins einer Kopplung nahmen die Kenngrößen bei allen drei Systemen
innerhalb ihrer statistischen Schwankung den gewünschten Wert Null an.
Schließlich wurde als Beispiel für strukturell gleiche Systeme mit unterschiedlichen Dy-
namiken ein System aus zwei gekoppelten Rössler-Oszillatoren betrachtet (siehe Glei-
chung (C.2)), bei denen die Parameter derart gewählt wurden, dass das System X
chaotisches und das System Y periodisches Verhalten aufwies. Wie sich in Abbildung
4.13 (a) erkennen lässt, konnten im Falle einer unidirektionalen Kopplung des chaoti-
schen Systems in die Dynamik des periodischen Systems alle Richtungskenngrößen die
korrekte Kopplungsrichtung detektieren, wobei F (2) am sensitivsten auf die Kopplung
zu reagieren schien. Auch M (2) nahm in diesem Fall mit steigender Kopplungsstärke
zunehmend negative Werte an. Dieses Verhalten der Kenngrößen wurde kaum von der
Wahl der Parameter B und L beeinflusst. Im Falle einer unidirektionalen Kopplung
des periodischen Systems in die Dynamik des chaotischen Systems war eine eindeutige
Detektion der Kopplungsrichtung nicht möglich (siehe Abbildung 4.13 (b)). Nur für
den Bereich ǫx > 0.026 zeigt die Kenngröße F (2) die gewünschten positiven Werte. In
diesem Fall zeigte auch M (2) keine konsistente Abhängigkeit von der Kopplungsstärke
und die Werte aller Kenngrößen wurden zudem stark durch die Wahl der Parameter
B und L beeinflusst. Wie im unteren Teil der Abbildung 4.13 (c) beispielhaft für F (2)
und feste Kopplungsstärken ǫx = 0.02 und ǫy = 0 dargestellt, nahmen alle Kenngrößen
abhängig von der Wahl von B und L sowohl positive wie auch negative Werte an, wo-
mit eine konsistente Detektion der Kopplungsrichtung nicht möglich war. Des Weiteren
zeigten die Kenngrößen F (1,2) und M (2) für dieses System im Falle keiner Kopplung
einen von Null verschiedenen Wert an (siehe Abbildung 4.13 (a) und (b)). Dieser Effekt
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Abbildung 4.13: Gekoppelte Rössler-Systeme mit unterschiedlichen Dynamiken. Abhängig-
keiten der Kenngrößen F (1,2), K(1,2) und M (2) von der Kopplungsstärke ǫy für ǫx = 0 (a)
und von ǫx für ǫy = 0 (b). Symbole und Fehlerbalken entsprechen Mittelwerten und Standard-
abweichungen über 100 Realisationen mit je N = 10 000 Datenpunkten bei Verwendung von
B = 5 und L = 100 für die Berechnung der Kenngrößen. (c) Abhängigkeit des Mittelwertes
von F (2) über 100 Realisationen von den Parametern B und L für den Fall keiner Kopplung
(ǫx = ǫy = 0, (c) oben) und für ǫx = 0.02 und ǫy = 0 ((c) unten).
wurde in [56] für dieses System auch mit anderen Ansätzen zur Messung gerichteter
Kopplungen beschrieben. Im oberen Teil der Abbildung 4.13 (c) lässt sich erkennen,
dass die Größe und das Vorzeichen dieses von Null verschiedenen Wertes von der Wahl
der Parameter B und L abhing.
4.2.2.2 Strukturell unterschiedliche Systeme
Als erstes Beispiel für strukturell unterschiedliche Systeme wurde ein mit einem stochas-
tischen Van der Pol-Oszillator gekoppeltes Rössler-System betrachtet (siehe Gleichung
(C.4)). Wie in Abbildung 4.14 (a) zu erkennen ist, detektierten im Falle einer unidirek-
tionalen Kopplung des Rössler-Systems in den Van der Pol-Oszillator alle Richtungs-
kenngrößen die korrekte Kopplungsrichtung und nahmen mit steigender Kopplungs-
stärke zunehmend negative Werte an. Die Wahl der Parameter B und L hatte kaum
Einfluss auf dieses Verhalten. Für den Fall keiner Kopplung zeigte nur F (2) einen von
Null verschiedenen Wert (unabhängig von der Wahl der Parameter B und L), wobei
allerdings der Wert Null innerhalb der statistischen Schwankung über die verschiede-
nen Realisationen des Systems lag. Auch M (2) nahm mit steigender Kopplungsstärke
zunehmend negative Werte an. Bei Betrachtung der entgegengesetzten Kopplungsrich-
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Abbildung 4.14: Abhängigkeiten der Kenngrößen F (1,2), K(1,2) und M (2) von der Kopplungs-
stärke für das System aus einem Van der Pol- und einem Rössler-Oszillator mit ǫx = 0 und
ǫy > 0 (a) und ǫx > 0 und ǫy = 0 (b), und für das von einem Rössler-Oszillator getriebene
Lorenz-System (c). Symbole und Fehlerbalken entsprechen Mittelwerten und Standardabwei-
chungen über 100 Realisationen mit je N = 10 000 Datenpunkten bei Verwendung von B = 5
und L = 100 für die Berechnung der Kenngrößen.
tung (d.h. bei Kopplung des Van der Pol- in den Rössler-Oszillator, Abbildung 4.14 (b))
konnte die korrekte Kopplungsrichtung allerdings nicht konsistent detektiert werden,
da F (1) fälschlicherweise negative Werte annahm. Dieses Verhalten war unabhängig
von der Wahl der Parameter B und L zu beobachten. Die Kenngröße M (2) schien in
diesem Fall jedoch sehr gut geeignet zu sein, die Kopplung zu quantifizieren, da sie bei
geringer statistischer Schwankung über die verschiedenen Realisationen des Systems
einen annähernd linearen Verlauf mit der Kopplungsstärke aufwies.
Als zweites Beispiel für zwei strukturell unterschiedliche gekoppelte Systeme wurde ein
Rössler-System betrachtet, das ein Lorenz-System treibt (siehe Gleichung (C.5)). Für
dieses System konnte die korrekte Kopplungsrichtung nicht detektiert werden, da alle
Richtungskenngrößen für fast alle Kopplungsstärken positive Werte annahmen (siehe
Abbildung 4.14 (c)), wobei keine der Kenngrößen eine konsistente Abhängigkeit von
der Kopplungsstärke zeigte. Zudem hingen die Werte der Kenngrößen stark von der
Wahl der Parameter B und L ab. In diesem Fall zeigte auch M (2) kein konsistent
interpretierbares Verhalten.
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4.3 Diskussion
Zusammenfassend lässt sich feststellen, dass mit dem in diesem Kapitel vorgeschlagenen
Verfahren eine Charakterisierung von Wechselwirkungen zwischen Diffusionsprozessen
möglich ist. Auch eine Differenzierung zwischen Kopplungen im deterministischen und
im stochastischen Anteil der Dynamik kann für diese Prozesse erreicht werden, solange
eventuelle Einflüsse einer Verwendung eines endlichen Zeitschrittes bei der Schätzung
der Koeffizienten berücksichtigt werden. An dieser Stelle sei noch einmal darauf hin-
gewiesen, dass die Definitionen der koeffizientenbasierten Kenngrößen F (1,2) und M (2)
unabhängig von den Details der Schätzung der Koeffizienten sind. Bei der hier ver-
wendeten Art der Schätzung der Koeffizienten über die bedingten Momente zu einem
endlichen Zeitschritt zeigte sich für die Kenngrößen F (1,2) und M (2) nur eine schwa-
che qualitative Abhängigkeit der Ergebnisse von der Wahl der numerischen Parameter.
Bei den verteilungsbasierten Kenngrößen K(1,2) war der Einfluss dieser Wahl ausge-
prägter, wobei sich bei allen Richtungskenngrößen über die Wahl der numerischen
Parameter der auflösbare Bereich von Kopplungsstärken beeinflussen ließ. Es ist zu
vermuten, dass sich die stärkere Abhängigkeit von den algorithmischen Parametern bei
den verteilungsbasierten Kenngrößen durch eine Modifikation der Definitionen dieser
Kenngrößen beeinflussen lässt. So könnten beispielsweise auch Vergleiche der Inkre-
mentverteilungen zwischen nicht benachbarten Bins berücksichtigt werden, wodurch
auch bei einer höheren Auflösung im Zustandsraum eine größere Anzahl an merklich
beitragenden KS-Abständen zustande kommen würde. Auch die Robustheit der vorge-
schlagenen Methode gegenüber eventuell vorhandenemMessrauschen wurde untersucht,
wobei festgestellt werden konnte, dass die Stärke des Einflusses von Messrauschen von
den Details der Schätzung der Koeffizienten bzw. der Verteilungen der bedingten Mo-
mente abhing. Ob mit anderen Arten der Schätzung der Koeffizienten (beispielsweise
durch Optimierungsverfahren [94, 95] oder die Verwendung von Kernel-Schätzern für
die Wahrscheinlichkeitsdichten) diese Robustheit erhöht werden kann, bedarf weite-
rer Untersuchungen. Ebenfalls sollte in zukünftigen Studien geklärt werden, ob das
Vorhandensein von unterschiedlich starkem Messrauschen für die beiden analysierten
Zeitreihen einen Einfluss auf die Messung von Interdependenzen hat.
Bei der Analyse von Systemen, bei denen die Annahme eines zweidimensionalen Dif-
fusionsprozesses verletzt war, ergab sich, dass die strukturelle Ähnlichkeit der beiden
gekoppelten Subsysteme einen entscheidenden Einfluss auf eine konsistente Interpre-
tierbarkeit der Ergebnisse sowohl in Bezug auf das Vorhandensein als auch auf die
Richtung von Kopplungen hat. Dieses Phänomen wurde auch bei anderen Ansätzen
zur Messung von asymmetrischen Kopplungen beobachtet [61, 62, 21, 101, 102]. Als
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mögliche Gründe hierfür wurden unter anderem eine unterschiedliche Dimensionalität
beziehungsweise Chaotizität oder auch Unterschiede im Frequenzgehalt der Systeme
diskutiert. Bei den im vorigen Abschnitt dargestellten Untersuchungen ließ sich jedoch
nicht eindeutig ein systematischer Einfluss einer dieser Faktoren erkennen. Für die bei-
den gekoppelten Rössler-Systeme, von denen eines periodisch und eines chaotisch war,
und für das System bestehend aus einem stochastischen Van der Pol- und einem Rössler-
Oszillator schien es für den Fall keiner Kopplung eine schwache Tendenz dahingehend
zu geben, dass das periodischere System fälschlicherweise als treibend detektiert wurde,
was möglicherweise auch durch die geringe Datenpunktanzahl der Zeitreihen bedingt
sein könnte. Für das Rössler-System, das ein Lorenz-System treibt, wurde das höher-
dimensionale Lorenz-System fälschlicherweise eher als treibend erkannt. Einige dieser
Effekte waren aber stark von der Wahl der Parameter B und L abhängig. Ob es für
die vorgestellten Interdependenzkenngrößen systematische Abhängigkeiten von der Di-
mensionalität oder dem Frequenzgehalt der beiden gekoppelten Systeme gibt, bedarf
weiterer Untersuchungen. Für eine Vielzahl von Systemen, für die eine Beschreibbar-
keit durch eine zweidimensionale Fokker-Planck Gleichung nicht gegeben ist, war es
jedoch möglich, konsistente Informationen über das Vorhandensein und die Richtung
von Kopplungen aus an diesen Systemen gemessenen Zeitreihen zu extrahieren.
Die Berechnung der hier vorgeschlagenen Kenngrößen ist wenig rechenintensiv, da der
Algorithmus von der Ordnung O(N) ist. Auf einem Desktopcomputer mit einer Takt-
frequenz von 1.73 GHz dauerte die Berechnung aller Kenngrößen für eine Zeitreihe mit
N = 50 000 Datenpunkten weniger als 0.1 Sekunden, was das Verfahren für eine An-
wendung auf reale komplexe Systeme, an denen oft große Mengen von Daten gemessen
werden, attraktiv macht.
5 Analyse von Zeitreihen
hirnelektrischer Aktivität
Gegenstand dieses Kapitels ist die Fragestellung, ob mit Hilfe des in Kapitel 3 vor-
gestellten Zeitreihenanalyseverfahrens und der darauf basierenden in Kapitel 4 ent-
wickelten Methode zur Messung von Interdependenzen Informationen zur räumlichen
und zeitlichen Charakterisierung der Dynamik des epileptischen Gehirns aus Zeitrei-
hen hirnelektrischer Aktivität gewonnen werden können. Die Datengrundlage für diese
Untersuchung bildeten hierbei Messungen der hirnelektrischen Aktivität (sog. Elektro-
enzephalogramme, oder kurz EEGs), die im Rahmen der prächirurgischen Abklärung
von Epilepsiepatienten an der Klinik für Epileptologie der Universität Bonn aufgezeich-
net wurden. Zunächst wird in Kapitel 5.1 ein kurzer Überblick über das Krankheitsbild
Epilepsie sowie über das EEG und bisherige Anwendungen von Zeitreihenanalysever-
fahren zur Untersuchung der Dynamik des epileptischen Gehirns gegeben. Anschließend
werden Ergebnisse des Versuchs einer Charakterisierung des epileptischen Prozesses mit
Hilfe des Analyseverfahrens in einem eindimensionalen Kontext (Kapitel 5.2) und in
Hinblick auf mögliche Interdependenzen (Kapitel 5.3) präsentiert.
5.1 Epilepsie und Elektroenzephalogramm
Die Epilepsie gehört zu den häufigsten chronischen Erkrankungen des Zentralnerven-
systems und ist gekennzeichnet durch wiederkehrende plötzliche Funktionsstörungen
des Gehirns (sogenannte epileptische Anfälle) [104]. Diese sind klinische Äußerungen
exzessiver, hochsynchroner Aktivität von Neuronenverbänden, die zu einer vorüberge-
henden Störung der betroffenen Hirnregionen führt. Ein epileptischer Anfall (auch als
Iktus bezeichnet) hat typischerweise eine Dauer von einigen Sekunden bis zu wenigen
Minuten. Selten kann es auch zu einem länger andauernden Anfall, dem sogenannten
Status epilepticus kommen, der sich bis zu Stunden hinziehen kann. Epilepsien können
grob in zwei Grundformen unterteilt werden. Haben die Anfälle ihren Ursprung in ei-
nem abgegrenzten Hirnareal (dem sogenannten epileptischen Fokus), auf welches die
Anfallsaktivität aber nicht notwendigerweise begrenzt bleiben muss, so wird von einer
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partiellen oder fokalen Epilepsie gesprochen. Beginnen die Anfälle hingegen scheinbar
gleichzeitig in verschiedenen Hirnregionen, so handelt es sich um eine generalisierte
Epilepsie. Bei einer fokalen Epilepsie wird die Hemisphäre, die den epileptischen Fokus
enthält auch als ipsilaterale und die gegenüberliegende als kontralaterale Hemisphäre
bezeichnet.
Etwa 0.5–0.8% der Weltbevölkerung leidet an Epilepsie [105], wobei es sich in etwa
50% der Fälle um fokale Epilepsien handelt. Bei ungefähr 70% der Patienten kann
die Anfallshäufigkeit mit Medikamenten zum Teil bis hin zur Anfallsfreiheit verringert
werden. Weitere 8% können durch eine chirurgische Entfernung des epileptogenen Hirn-
gewebes therapiert werden. Bei den übrigen Patienten ist keine der derzeit verfügbaren
Therapien erfolgreich.
Für eine Resektion des epileptogenen Hirnareals im Falle von fokalen Epilepsien ist
im Vorfeld eine exakte Lokalisierung des epileptischen Fokus sowie eine Abgrenzung
zu anderen, funktionell wichtigen Hirnregionen unerlässlich. Zu diesem Zwecke werden
verschiedene elektrophysiologische Methoden [104] in Kombination mit bildgebenden
Verfahren genutzt. Die Lokalisierung des Fokus setzt nach dem heutigen Standard die
Registrierung der hirnelektrischen Aktivität während eines oder mehrerer Anfälle vor-
aus. Da das Auftreten von Anfällen bisher nicht vorhersehbar ist, kann es teilweise
nötig sein, EEGs kontinuierlich über einen Zeitraum von mehreren Tagen aufzuzeich-
nen. Eine wichtige Fragestellung bei der Analyse von EEG-Signalen ist folglich, ob eine
Lokalisierung des epileptischen Fokus auch nur mit Hilfe von Ableitungen aus anfalls-
freien (sogenannten interiktualen) Zeitintervallen möglich ist. Eine weitere Fragestel-
lung von großer Relevanz ist, ob das Herannahen eines Anfalls anhand von bestimmten
Eigenschaften des EEGs erkannt werden kann. In diesem Fall könnten sich die the-
rapeutischen Möglichkeiten drastisch ändern [106]. Zum Beispiel könnte ein einfaches
Warnsystem den Patienten über einen nahenden Anfall informieren und die Langzeit-
Medikation zur Anfallsunterdrückung mit teils beträchtlichen Nebenwirkungen könnte
durch eine kurzfristige, bedarfsgerechte Medikation oder elektrische oder andersartige
Stimulation [107, 108] zur Verhinderung eines nahenden Anfalls ersetzt werden. Des
Weiteren würde eine eindeutige Detektion solcher Vorläuferstrukturen von ausreichen-
der Dauer die Erforschung grundlegender Mechanismen der Anfallsgenerierung beim
Menschen begünstigen.
5.1.1 Messung des Elektroenzephalogramms
Von einer Messung hirnelektrischer Aktivität wurde bei Tieren erstmals 1875 [109]
und beim Menschen 1929 [110] berichtet. Die mit Elektroden aufgezeichneten EEG-
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Abbildung 5.1: Beispiel eines Implantationsschemas für das SEEG und das ECoG. Links:
Horizontaler Hirnschnitt mit linker und rechter Tiefenelektrode TL und TR. Die Elektroden
bestehen aus jeweils zehn zylindrischen Messsonden einer Nickel-Chrom-Legierung oder aus
Platin (Länge 25 mm, Durchmesser 1 mm, Abstand 4 mm) und sind auf einem elastischen
Stab aufgesetzt. Mitte: Seitliche Ansicht der rechten Hirnhälfte mit rechter temporolateraler
Streifenelektrode TLR. Rechts: Ansicht von Unten auf die linke Hirnhälfte mit linken tempo-
robasalen Streifenelektroden (anterior TBAL und posterior TBPL). Die Messsonden sind auf
einem Plastikstreifen angebracht und bestehen aus rostfreiem Stahl mit einem Durchmesser von
2,5 mm und einem Abstand von 10 mm bis 15 mm zueinander, je nach kortikaler Lokalisation.
Signale spiegeln die elektrische Aktivität von Neuronenpopulationen wider und sind
eng mit deren Dynamik verknüpft [111]. Diese Elektroden können extrakraniell auf
der Kopfhaut angebracht sein oder auch intrakraniell — wie im Fall der invasiven
prächirurgischen Abklärung von Epilepsiepatienten — entweder unter der Hirnhaut
(subdural) auf der Oberfläche des Cortex oder direkt in tiefer liegende Hirnstrukturen,
wie beispielsweise den Hippocampus, implantiert werden. Je nach Lage der Elektroden
wird hierbei zwischen dem Oberflächen-EEG (Ableitung von der Kopfoberfläche), dem
Elektrocorticogramm (kurz ECoG, Ableitung mit Streifen- oder Gitterelektroden von
der Cortexoberfläche) und dem Stereo-Elektroenzephalogramm (kurz SEEG, Ableitung
aus tiefer liegenden Strukturen) unterschieden. Abbildung 5.1 zeigt ein Beispiel eines
in Bonn verwendeten Implantationsschemas für die intrakranielle Ableitung des EEG
bei Patienten mit einer Temporallappenepilepsie.
Die Implantation von Elektroden in die direkte Nähe des vermuteten epileptogenen
Herdes führt zu einer deutlich genaueren Umschreibung der Dynamik des gesuchten
Hirnbereichs. Des Weiteren zeigen intrakranielle Ableitungen im Verhältnis zu extra-
kraniellen Ableitungen deutlich weniger physiologische Artefakte (wie z.B. Muskelar-
tefakte) und ein deutlich verbessertes Signal-Rausch-Verhältnis. Signale aus tiefer lie-
genden Hirnstrukturen werden zudem bei einer Ableitung von der Kopfhaut durch die
unterschiedlichen Impedanzen von Gewebe und Knochen tiefpassgefiltert. Abbildung
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5.2 zeigt Beispiele für mit Tiefenelektroden abgeleitete SEEG-Zeitreihen aus dem an-
fallsfreien (interiktualen) Intervall (Abbildung 5.2 (a)) und zu Beginn eines Anfalls
(Abbildung 5.2 (b)).
Die im Rahmen dieser Arbeit untersuchten EEG-Zeitreihen wurden quasi-kontinuierlich
über einen Zeitraum von 4 – 12 Tagen mit einer Abtastrate von 200 Hz aufgezeichnet.
Zudem wurden die Signale in einem Frequenzbereich von 0.5 – 85 Hz bandpassgefiltert
(12 dB/oct.) und die Analog-Digital Wandlung wurde mit einer Auflösung von 16 Bit
durchgeführt.
5.1.2 Eigenschaften und Analyse des Elektroenzephalogramms
Das EEG misst die Summe der elektrischen Aktivitäten einer sehr großen Anzahl von
Neuronen, die in einem komplexen Netzwerk miteinander interagieren. Diese sich dar-
aus ergebende sehr große Anzahl von Freiheitsgraden kann im EEG nicht vollständig
aufgelöst werden und führt zu einem eher stochastischen Erscheinungsbild der Signale.
Es gibt jedoch eine Vielzahl von physiologischen und pathophysiologischen Prozessen,
die bewirken, dass große Anzahlen von Neuronen in Verbänden synchronisieren, was
sich in ausgeprägten Rhythmen und charakteristischen Mustern im EEG widerspiegelt
[112]. So lassen sich beispielsweise verschiedene Schlafstadien anhand von dominieren-
den Rhythmen mit unterschiedlichem Frequenzgehalt charakterisieren [113, 114]. Die
wohl deutlichste Ausprägung einer derartigen synchronen Aktivität lässt sich während
epileptischer Anfälle beobachten. Ein solcher synchronisierter Zustand von großen Neu-
ronenverbänden ist die Folge von zur Zeit noch nicht vollständig verstandenen Kopp-
lungen, die als eine Art dynamische Zwangsbedingung angesehen werden können und
somit die Anzahl der Freiheitsgrade des Systems und damit die Komplexität der Dy-
namik reduziert [115]. Hierdurch können sich im EEG charakteristische Eigenschaften
von Nichtlinearität und Determinismus manifestieren.
Dies ist der Grund dafür, dass neben den traditionellen linearen Techniken zur Analyse
des EEG (für einen Überblick siehe z.B. [14, 15]), wie beispielsweise der relativen spek-
tralen Leistung in verschiedenen Frequenzbändern, den statistischen Momenten oder
den sogenannten Hjorth-Parametern [116], auch verstärkt Verfahren aus dem Bereich
der nichtlinearen Zeitreihenanalyse [3, 5] auf das EEG angewandt wurden (für einen
Überblick siehe z.B. [19, 16, 117]). Diese Verfahren liefern beispielsweise Schätzer für die
Anzahl von Freiheitsgraden (effektive Korrelationsdimension [118, 119, 120, 121, 122],
Korrelationsdichte [123]), Lyapunovexponenten [124, 125, 126], die Rückschlüsse über
die Vorhersagbarkeit von Zeitreihen zulassen, informationstheoretische Kenngrößen, die
auf Entropien basieren [127, 128, 52, 68], sowie Kenngrößen für eine Unterscheidung zwi-
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Abbildung 5.2: Beispiele für mit den Tiefenelektroden TR und TL aufgenommene SEEG-
Zeitreihen: (a) aus dem anfallsfreien (interiktualen) Intervall und (b) am Beginn eines Anfalls,
wobei sich die Anfallsaktivität zunächst in den Kontakten TL01 und TL02 zeigt (in der Ab-
bildung markiert durch das schwarze Rechteck) und schließlich in allen Kontakten der linken
Tiefenelektrode sichtbar wird.
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schen stochastischen und deterministischen Dynamiken [129, 130] oder für eine Quanti-
fizierung vorhandener Nichtstationarität [131, 132]. Für einen Nachweis von Nichtlinea-
ritäten kommt häufig das Konzept der Surrogatdaten zum Einsatz [133, 134, 135, 20].
In der letzten Zeit wurden auch verstärkt bivariate Verfahren auf das EEG angewandt,
die Aufschluss über dynamische Wechselwirkungen zwischen verschiedenen Hirnarealen
geben können. Diese sind beispielsweise Maße für Phasensynchronisation [18, 136, 137]
und nichtlineare Interdependenz [61, 138, 139], wobei einige dieser Verfahren neben
der Stärke der Wechselwirkung auch Informationen über die Richtung vorhandener
Interaktionen liefern können [17, 52, 61, 21, 140].
Bei den meisten dieser Studien wird das EEG retrospektiv mit Hilfe einer gleitenden
Datenfensterung analysiert, bei der die Aufnahmen in kurze aufeinander folgende Seg-
mente unterteilt werden, auf denen dann jeweils Schätzer für verschiedene Kenngrößen
zur Charakterisierung des EEG berechnet werden. Die Länge eines derartigen Daten-
fensters wird dabei als Kompromiss zwischen einer näherungsweisen Stationarität des
Systems und einer für eine verlässliche Schätzung der jeweiligen Kenngröße ausrei-
chenden Statistik (Anzahl der Datenpunkte) gewählt. Es ist davon auszugehen, dass
EEG-Aufzeichnungen im Allgemeinen nichtstationär sind [141, 142], wobei, je nach dem
welche Aspekte der Dynamik betrachtet werden, die Zeitspanne, über die ein während
des anfallsfreien Intervalls gemessenes EEG als annähernd stationär betrachtet werden
kann, in der Literatur von Sekunden bis hin zu Minuten variiert [143, 132].
In Hinblick auf eine räumliche Charakterisierung der Dynamik des epileptischen Ge-
hirns mit den oben genannten Kenngrößen wurden in der Vergangenheit unter anderem
Hinweise darauf gefunden, dass EEG-Signale, die innerhalb oder in der Nähe des epi-
leptischen Fokus aufgezeichnet wurden, eher Eigenschaften eines nichtlinearen deter-
ministischen und niederdimensionalen Systems offenbaren als solche, die in entfernten
Hirnregionen aufgezeichnet wurden [144, 130, 122, 20]. Ebenfalls scheint das allgemei-
ne Niveau von Interaktionen innerhalb der fokalen Hirnhälfte höher zu sein als in der
gegenüberliegenden [61, 18, 145, 21]. Diese Effekte sind auch bei alleiniger Betrach-
tung interiktualer EEG-Aufzeichnungen nachweisbar. Untersuchungen von zeitlichen
Änderungen der Dynamik des epileptischen Gehirns besonders im Hinblick auf eine
mögliche Vorhersagbarkeit von epileptischen Anfällen mit Hilfe von EEG-Aufnahmen
werden seit den 1970er Jahren durchgeführt (für einen Überblick siehe z.B. [22, 146]).
Die anfangs verwendeten linearen Methoden wie beispielsweise Untersuchungen des
Frequenzgehalts [147] oder autoregressive Modellierungen [148] lieferten erste Hinwei-
se darauf, dass charakteristische Änderungen im EEG vor Anfällen detektierbar sein
könnten. Seit den 1990er Jahren wurden dann eine Vielzahl univariater und bivariater
Analyseverfahren der nichtlinearen Zeitreihenanalyse auch auf die Fragestellung der
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Anfallsvorhersage angewendet. In vielen dieser Studien wurde von charakteristischen
Änderungen bestimmter Kenngrößen wie beispielsweise dem größten Lyapunovexpo-
nenten [125, 149] oder der effektiven Korrelationsdimension [115, 119, 150] berichtet, die
auf eine Abnahme der Chaotizität bzw. der Komplexität der hirnelektrischen Aktivität
Minuten vor einem Anfall hindeuteten. In Studien, die bivariate Verfahren verwende-
ten [61, 18, 151, 152], wurde des Öfteren von einer Abschwächung der Synchronisation
teilweise bereits Stunden vor epileptischen Anfällen berichtet, wobei diese prädiktiven
Änderung der Interaktionen auch zwischen vom epileptischen Fokus entfernten Hirnre-
gionen beobachtet wurden [152, 153, 154, 155, 156, 102]. Viele dieser viel versprechenden
Ergebnisse hielten jedoch einer strikten Validierung mit neu entwickelten statistischen
Methoden [157, 153, 158, 159] nicht stand. Die Existenz von Vorläuferstrukturen vor
Anfällen, die mit einer für klinische Anwendungen ausreichenden Sensitivität und Spe-
zifität detektiert werden können, ist daher bis heute umstritten [146, 22].
5.2 Univariater Ansatz
In diesem Kapitel werden Ergebnisse einer Anwendung des in Kapitel 3 vorgestellten
Zeitreihenanalyseverfahrens auf EEG-Zeitreihen in einem eindimensionalen Kontext
präsentiert. Im Rahmen dieser Untersuchung (Kapitel 5.2.2) wurde zunächst anhand
von einigen beispielhaften EEG-Zeitreihen überprüft, inwieweit sich das EEG von Epi-
lepsiepatienten durch eine eindimensionale rekonstruierte Fokker-Planck bzw. Langevin
Gleichung beschreiben lässt. In Kapitel 5.2.3 wird dann eine Methodik zur räumlichen
und zeitlichen Charakterisierung der Dynamik des epileptischen Gehirns anhand von
Langzeit- und Vielkanal-EEG-Daten mit Hilfe datengetriebener Fokker-Planck Model-
le vorgestellt. Speziell werden Ergebnisse in Bezug auf die Lokalisierung des epilep-
tischen Fokus während des anfallsfreien Intervalls (Kapitel 5.2.3.2) und in Bezug auf
eine mögliche Detektion von Vorläuferstrukturen epileptischer Anfälle (Kapitel 5.2.3.3)
präsentiert. Teile dieses Kapitels sind in [160, 161] veröffentlicht.
5.2.1 Vorverarbeitung der Daten
Um eine für die Analyse von Langzeit-Vielkanal-EEG-Aufnahmen (siehe Kapitel 5.2.3)
unerlässliche automatisierte Verarbeitung der Daten mit Hilfe einer gleitenden Daten-
fensterung zu ermöglichen, wurde folgende Vorverarbeitung der Daten jeder betrach-
teten Zeitreihe durchgeführt. Zunächst wurde ein Amplitudenhistogramm erstellt, wel-
ches für EEG-Aufnahmen während des anfallsfreien Intervalls im Allgemeinen unimo-
dal ist. Dann wurde der jeweils erste Amplitudenwert rechts und links vom Modus
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bestimmt, dessen relative Häufigkeit auf 5% der relativen Häufigkeit des Modus der
Verteilung gefallen war. Nur Amplitudenwerte, die in dem durch diese beiden Werte
bestimmten Intervall lagen, wurden für die weitere Analyse berücksichtigt und wur-
den dazu schließlich auf einen Mittelwert von Null und eine Varianz von Eins normiert.
Diese Vorgehensweise schließt nicht nur gelegentlich auftretende hochamplitudige Arte-
fakte oder epileptische Spikes aus, sondern ermöglicht auch die Benutzung einer festen
Anzahl von Bins bei der Schätzung der Wahrscheinlichkeitsdichten mit einer zwischen
den verschiedenen Fenstern vergleichbaren Abtastung des Amplitudenbereichs. Analy-
sefenster, in denen eine solche Festlegung eines Amplitudenbereichs aufgrund von zu
häufigen oder zu lange andauernden Artefakten (dies können beispielsweise Amplitu-
denplateaus in den Signalen sein) nicht möglich war, wurden von der weiteren Analyse
ausgeschlossen.
5.2.2 Anwendung des Verfahrens auf beispielhafte EEG-Zeitreihen
Bei der Anwendung des in Kapitel 3 vorgestellten Zeitreihenanalyseverfahrens auf EEG-
Zeitreihen war zunächst von Interesse, inwieweit sich diese Zeitreihen durch eine eindi-
mensionale rekonstruierte Fokker-Planck bzw. Langevin Gleichung beschreiben lassen.
Um dies zu untersuchen, wurden einzelne beispielhafte EEG-Zeitreihen analysiert, die
während des anfallsfreien Intervalls verschiedener Patienten aufgezeichnet wurden. Im
Folgenden werden die gewonnenen Ergebnisse anhand von zwei exemplarischen Zeitrei-
hen dargestellt, die zum Einen innerhalb des epileptischen Fokus und zum Anderen
in einer von diesem entfernt gelegenen Hirnregion eines Patienten aufgezeichnet wur-
den. Ausschnitte dieser Zeitreihen sind in Abbildung 5.3 (a) dargestellt. Die für diesen
Patienten erhaltenen Ergebnisse waren charakteristisch für EEG-Zeitreihen, die in fo-
kalen bzw. nicht-fokalen Hirnregionen von Epilepsiepatienten aufgezeichnet wurden,
und konnten qualitativ für Zeitreihen anderer Patienten reproduziert werden. Für die
hier präsentierten Analysen wurden EEG-Zeitreihen mit N = 100 000 und N = 50 000
benutzt, was Aufnahmezeiträumen von 8.3 bzw. 4.2 Minuten entspricht.
Für eine Anwendbarkeit der Analysemethode muss die jeweils betrachtete Zeitreihe
die Markoveigenschaft (2.20) erfüllen. Um dies zu überprüfen, wurde die Chapman-
Kolmogorov Gleichung (2.24) betrachtet, die, wie in Kapitel 3.1 bereits erwähnt wurde,
eine robuste Möglichkeit bietet, Hinweise auf das Erfülltsein der Markovbedingung zu
erhalten. Ziel war hierbei, den kleinsten Zeitschritt τ in Einheiten des Abtastintervalls
zu finden, für den die jeweilige Zeitreihe markovsch erschien.Dazu mussten die rechte
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Abbildung 5.3: Ausschnitte aus den beiden exemplarischen EEG-Zeitreihen, die in einer
entfernten Hirnregion (bezeichnet als nicht-fokal) und innerhalb des epileptischen Fokus (be-
zeichnet als fokal) aufgezeichnet wurden (a). Vergleich der linken (gestrichelte Linien) und der
rechten Seite (durchgezogene Linien) der Chapman-Kolmogorov Gleichung (5.1) für die bei-
den exemplarischen EEG-Zeitreihen mit N=100 000 Datenpunkten: nicht-fokale Zeitreihe (b),
fokale Zeitreihe (c). Konturlinien (obere Graphen in (b) und (c)) und Schnitte durch die re-
sultierenden bedingten Wahrscheinlichkeitsdichten (untere Graphen in (b) und (c)) für einen
Zeitschritt von τ = 1∆t. Die Konturgraphen wurden mit einem Abstand zwischen den Kontur-
linien von 0.02 für (b) und 0.012 für (c) erzeugt. (Modifiziert nach [161]).
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und die linke Seite der Chapman-Kolmogorov Gleichung mit einem festen Zeitschritt
t3 − t2 = t2 − t1 = τ
p(x3, t+ 2τ |x1, t) =
∫
dx2 p(x3, t+ 2τ |x2, t+ τ)p(x2, t+ τ |x1t) (5.1)
geschätzt werden und die resultierenden bedingten Wahrscheinlichkeitsdichten konn-
ten dann verglichen werden. In Abbildung 5.3 (b) und (c) sind die Ergebnisse für die
beiden beispielhaften EEG-Zeitreihen dargestellt. Für beide Zeitreihen ließ sich beob-
achten, dass die Gleichung (5.1) für den kleinsten zur Verfügung stehenden Zeitschritt
τ = 1 Abtastintervall zumindest näherungsweise erfüllt zu sein schien. Bis auf kleinere
Abweichungen, die durch die begrenzte Anzahl an Datenpunkten bei der Schätzung
der Dichten verursacht worden sein könnten, stimmten die beiden Verteilungen jeweils
überein (siehe Abbildung 5.3 (b) und (c)), was als Indiz für Markoveigenschaften auf
dieser Zeitskala gewertet werden kann.
Nach der Festlegung eines Zeitschrittes von τ = 1∆t als mögliche Markovzeitskala
wurden die Kramers-Moyal Koeffizienten der Ordnung eins, zwei und vier gemäß der
Gleichung (3.2) mit diesem festen τ geschätzt. Im Hinblick auf eine automatisierte und
wenig rechenaufwändige Schätzung der Koeffizienten, die bei der Analyse von großen
Datenmengen wie beispielsweise der in Kapitel 5.2.3 untersuchten Langzeit-Vielkanal-
EEG-Aufzeichnungen unerlässlich ist, wurde der Grenzübergang τ → 0 nicht vollführt.
Bei einer derartigen Vorgehensweise müssen eventuelle Auswirkungen der Verwendung
eines endlichen Zeitschrittes berücksichtigt werden (siehe Kapitel 3.2.1 und Diskussion
weiter unten). Abbildung 5.4 zeigt die so erhaltenen Schätzer für die Kramers-Moyal Ko-
effizienten. Zunächst ließ sich feststellen, dass alle Koeffizienten größere absolute Werte
für die fokale als für die nicht-fokale Zeitreihe annahmen. Der erste und der zweite Koef-
fizient konnten gut durch Polynome niedrigen Grades beschrieben werden (siehe durch-
gezogene Linien in Abbildung 5.4). Wie im Rahmen dieses eindimensionalen Modells zu
erwarten war, zeigte D(1) im Großen und Ganzen ein lineares Dämpfungsverhalten. Für
die fokale EEG-Zeitreihe ließen sich jedoch hin zu größeren Amplitudenwerten schwa-
che Nichtlinearitäten beobachten, was im Einklang mit Ergebnissen von Anwendungen
nichtlinearer Zeitreihenanalysetechniken ist [20]. Der Koeffizient D(2) deutete in beiden
Fällen auf einen multiplikativen Einfluss des Rauschens (d.h., D(2) 6= const), wobei
der Schätzer für die fokale Zeitreihe zusätzlich asymmetrischer erschien als derjenige
für die nicht-fokale Zeitreihe. Um Hinweise auf stationäres Verhalten während der hier
untersuchten Beobachtungszeiträume (festgelegt durch die Fensterlänge) zu erhalten,
wurden die ersten beiden Koeffizienten auch auf den beiden sich ausschließenden Un-
terfenstern mit je N = 50 000 Datenpunkten geschätzt. Wie sich an den angepassten
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Abbildung 5.4: Geschätzte Kramers-Moyal Koeffizienten für zwei beispielhafte EEG-
Zeitreihen, die innerhalb des epileptischen Fokus (a) und in einer entfernten Hirnregion (b)
aufgezeichnet wurden. Dargestellt sind die mit N = 100 000 Datenpunkten pro Zeitreihe ge-
schätzten Werte der einzelnen Koeffizienten (Quadrate) und an die Schätzungen von D(1) und
D(2) angepasste Polynome niedrigen Grades (schwarze durchgezogene Linien). Die Fehlerbal-
ken entsprechen den statistischen Fehlern der Schätzwerte gemäß der Gleichungen (3.21) und
(3.22). Die grauen gestrichelten Linien zeigen angepasste Polynome für die Schätzungen von
D(1) und D(2) mit den ersten bzw. letzten 50 000 Datenpunkten der Zeitreihen. (Modifiziert
nach [160]).
Polynomen für diese Schätzungen erkennen ließ (gestrichelte Linien in Abbildung 5.4),
ergaben sich auf den Unterfenstern vergleichbare funktionelle Verläufe der geschätzten
Koeffizienten, so dass von näherungsweiser Stationarität der durch die Koeffizienten
erfassten Eigenschaften der Zeitreihen ausgegangen werden konnte.
Wie bereits erwähnt, können die durch die Verwendung eines endlichen Zeitschrittes
zur Schätzung der Koeffizienten hervorgerufenen Terme höherer Ordnung in τ die funk-
tionellen Verläufe der geschätzten Koeffizienten verändern. Bei Betrachtung der Glei-
chungen (3.14) und (3.16) lässt sich erkennen, dass vor allem der Schätzer für den
Diffusionskoeffizienten bei additivem Rauschen — also eigentlich konstantem D(2) —
durch den Term der Ordnung τ , der das Quadrat des Driftkoeffizienten enthält, ein
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Abbildung 5.5: An die geschätzten Diffusionskoeffizienten angepasste Polynome (durchge-
zogene Linien, siehe Abbildung 5.4) und berechnete Koeffizienten, die sich gemäß Gleichung
(5.2) mit einem endlichen Zeitschritt τ = 1∆t und mit den geschätzten Driftkoeffizienten für
verschiedene angenommene konstante Diffusionskoeffizienten D(2) = C ergeben (gestrichelte
Linien): (a) für die nicht-fokale und (b) für die fokale EEG-Zeitreihe.
multiplikatives Erscheinungsbild aufgeprägt bekommen kann. Für den eindimensiona-
len Fall mit konstantem D(2) = C folgt mit Gleichung (3.16) für den Schätzer Dˆ(2) des
Diffusionskoeffizienten für endliches τ
Dˆ(2)(x) = C +
τ
2
[(
D(1)(x)
)2
+ 2C
d
dx
D(1)
]
. (5.2)
Es kann also besonders bei linearem Drift und konstanter Diffusion zu einem quadrati-
schen Erscheinungsbild des geschätzten Diffusionskoeffizienten kommen. Um zu testen,
ob die Abweichungen von einem additiven Verlauf (d.h., D(2) 6= const in den mitt-
leren Graphen von Abbildung 5.4) von der Verwendung eines endlichen Zeitschrittes
verursacht wurden, wurde mit Hilfe der an die geschätzten Driftkoeffizienten angepass-
ten analytischen Funktionen der Ausdruck (5.2) für konstante Diffusionskoeffizienten
verschiedener Größe ausgewertet. Wie in Abbildung 5.5 zu erkennen ist, reichte der Ein-
fluss der Terme höherer Ordnung in τ nicht aus, um die beobachtete Multiplikativität
der geschätzten zweiten Koeffizienten zu erklären.
Wie in Kapitel 2.2.2 erläutert wurde, lässt der vierte Kramers-Moyal Koeffizient —Mar-
koveigenschaften vorausgesetzt — Rückschlüsse über Abweichungen von einer gauß-
schen Verteilung des treibenden Rauschprozesses zu. Nur wenn D(4) verschwindet, ist
das treibende Rauschen gaußverteilt und die zeitliche Entwicklung der Wahrscheinlich-
keitsdichte des zugrunde liegenden Prozesses kann durch eine Fokker-Planck Gleichung
beschrieben werden. Wie Abbildung 5.4 zeigt, nahm D(4) für die nicht-fokale EEG-
Zeitreihe Werte leicht größer als Null an, welche aber ungefähr einen Faktor zwanzig
5.2 Univariater Ansatz 77
-1.5
-1
-0.5
 0
 0.5
 1
 1.5
-1.5 -1 -0.5  0  0.5  1  1.5
-4 -2 0 2 4
0.0
0.1
0.2
0.3
0.4
0.5
-1.5
-1
-0.5
 0
 0.5
 1
 1.5
-1.5 -1 -0.5  0  0.5  1  1.5
-2 0 2 4
0.0
0.1
0.2
0.3
0.4
0.5
x
(t
)
x
(t
)
x(t+ τ) x(t+ τ)
x(t) x(t)
p p
(a) (b)
Abbildung 5.6: Vergleich der stationären Wahrscheinlichkeitsdichten p(x) (obere Graphen)
und Konturlinien der bedingten Dichten für τ = 1∆t (untere Graphen) zwischen den durch
Integration der Langevin Gleichung simulierten (Quadrate bzw. gestrichelte Linien) und den
ursprünglichen EEG-Zeitreihen (durchgezogene Linien) für die nicht-fokale (a) und die fokale
(b) Beispielzeitreihe. Die Konturgraphen wurden mit einem Abstand zwischen den Konturlinien
von 0.02 für (a) und 0.012 für (b) erzeugt. (Modifiziert nach [160]).
kleiner waren als die Werte des geschätzten zweiten Koeffizienten. Im Gegensatz dazu
ergaben sich für die fokale Zeitreihe deutlich größere Abweichungen der Werte von D(4)
von Null. Dies lässt darauf schließen, dass sich fokale EEG-Aktivität schlechter durch
eine eindimensionale Fokker-Planck Gleichung beschreiben lässt als nicht-fokale. Um
dieses Ergebnis zu überprüfen, wurden mit Hilfe der geschätzten ersten und zweiten
Koeffizienten Langevin Gleichungen aufgestellt und numerisch integriert. Die dadurch
gewonnenen simulierten Zeitreihen konnten anschließend mit den ursprünglichen EEG-
Zeitreihen verglichen werden (siehe Abbildung 5.6). Es ließ sich feststellen, dass sowohl
die Amplitudenverteilungen als auch die einfach bedingten Verteilungen für die nicht-
fokale EEG-Zeitreihe relativ gut übereinstimmten, während sich für die fokale Zeitreihe
deutlichere Abweichungen ergaben.
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Abbildung 5.7: Abhängigkeit des aus der nicht-fokalen (a) und der fokalen (b) Beispielzeitrei-
he geschätzten ersten und zweiten bedingten Moments M(1) und M(2) vom Zeitschritt τ (in
Einheiten des Abtastintervalls ∆t) für verschiedene Werte der normierten EEG-Amplitude x
(siehe Legende im unteren Graphen in (a)).
Abschließend wurde noch untersucht, ob eventuell vorhandenes Messrauschen in den
EEG-Aufzeichnungen einen Einfluss auf die Schätzung der Koeffizienten hatte. Wie
in Kapitel 3.2.3 erläutert wurde, erzeugt Messrauschen einen Versatz der geschätz-
ten bedingten Momente, der zur Folge hat, dass die Grenzwerte dieser Momente für
τ → 0 von Null verschieden sind. Abbildung 5.7 zeigt für die nicht-fokale und die foka-
le EEG-Zeitreihe die Schätzer der ersten beiden bedingten Momente für verschiedene
Amplitudenwerte in Abhängigkeit vom Zeitversatz τ . Eventuell vorhandenes Messrau-
schen hatte bei den hier betrachteten Zeitschritten in beiden Fällen keinen erkennbaren
Einfluss auf die Schätzung der Koeffizienten, da die Grenzwerte der Momente für τ → 0
gegen Null strebten.
Zusammenfassend lässt sich also feststellen, dass es Hinweise darauf gibt, dass intra-
kraniell gemessene EEG-Zeitreihen Markoveigenschaften zeigen und dass eine Beschrei-
bung von EEG-Zeitreihen, die pathologische Aktivität enthalten, mit Hilfe nur der ers-
ten beiden Kramers-Moyal Koeffizienten — d.h. mit einem eindimensionalen Fokker-
Planck Ansatz — nicht ausreichend zu sein scheint. Nichtsdestotrotz scheint es be-
stimmte charakteristische Eigenschaften der geschätzten Kramers-Moyal Koeffizienten
zu geben, die eine Differenzierung zwischen physiologischer und pathophysiologischer
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Hirnaktivität erlauben und somit für eine Charakterisierung der Dynamik des epilep-
tischen Gehirns nützlich sein könnten.
5.2.3 Analyse von Langzeit-EEG-Aufzeichnungen
Basierend auf den im vorangehenden Abschnitt dargestellten Ergebnissen erschien es
aussichtsreich, geschätzte Kramers-Moyal Koeffizienten zur Charakterisierung der Dy-
namik des epileptischen Gehirns anhand von Langzeit-Vielkanal-EEG-Aufzeichnungen
zu verwenden. Diese Daten werden im Allgemeinen mit Hilfe einer gleitenden Daten-
fensterung analysiert, wodurch, je nach Anzahl der Elektrodenkontakte, der Aufzeich-
nungsdauer und der Länge der Analysefenster, eine Anzahl von mehreren zehntausend
bis hin zu mehreren hunderttausend einzelnen zu analysierenden Zeitreihen resultiert.
Es ist klar, dass für diese Datenmengen eine Auswertung der funktionellen Verläufe der
geschätzten Kramers-Moyal Koeffizienten nur auf eine vollständig automatisierte Weise
geschehen konnte. Aus diesem Grund war es nötig, Kenngrößen einzuführen, die darauf
abzielen, die in den geschätzten Koeffizienten enthaltenen charakteristischen Informa-
tionen zu extrahieren und für weiterführende Auswertungen zugänglich zu machen.
Diese Kenngrößen werden im folgenden Abschnitt vorgestellt.
5.2.3.1 Definition von charakterisierenden Kenngrößen
Zur Motivation der Definitionen der charakterisierenden Kenngrößen zeigt Abbildung
5.8 geschätzte erste, zweite und vierte Kramers-Moyal Koeffizienten für beispielhafte
nicht-fokale und fokale Zeitreihen von zwei weiteren Patienten. Wie in Abbildung 5.4
zeigt sich auch hier, dass die Koeffizienten für pathologische Aktivität größere absolute
Werte annahmen. Um diesen Effekt zu quantifizieren, wurden die von den Koeffizienten
D(1) und D(2) überdeckten Wertebereiche als
Ri :=
∣∣∣max(D(i)(x))−min(D(i)(x))∣∣∣ , i ∈ {1, 2} (5.3)
berechnet. Hierbei, wie auch bei der Berechnung aller folgenden Kenngrößen, wur-
den nur Werte der Koeffizienten in Bins berücksichtigt, die mindestens L-mal von der
Trajektorie getroffen wurden. Der Parameter L legt also wie bei den Definitionen der
Interdependenzkenngrößen in Kapitel 4.1 eine untere Grenze für die statistische Be-
stimmtheit der Werte der Koeffizienten fest. Weiterhin wurden die Mittelwerte und
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Abbildung 5.8: Geschätzte Kramers-Moyal Koeffizienten D(1), D(2) und D(4) für exempla-
rische EEG-Zeitreihen mit N=100 000 Datenpunkten, die im Fokus (jeweils rechte Spalte) und
in einer entfernten Hirnstruktur (jeweils linke Spalte) von zwei Patienten (a) und (b) auf-
gezeichnet wurden. Quadrate entsprechen den geschätzten Werten der Koeffizienten und die
Fehlerbalken entsprechen den statistischen Fehlern der Schätzwerte gemäß der Gleichungen
(3.21) und (3.22). (Modifiziert nach [161]).
normierten Varianzen der Werte der Koeffizienten über x berechnet als
Mi :=
〈
D(i)(x)
〉
x
, i ∈ {1, 2} (5.4)
Vi :=
1
N
〈(
D(i)(x)−
〈
D(i)(x)
〉
x
)2〉
x
, i ∈ {1, 2} , (5.5)
wobei N = xmax−xmin. Die Größe V2 kann Auskunft über die Abweichung von einem
additiven Verhalten (d.h. die Multiplikativität) des geschätzten zweiten Koeffizienten
geben.
Um Hinweise auf die Stärke der Dämpfung im deterministischen Anteil des Modells
zu erhalten, wurde ein linearer fehlergewichteter Fit an den geschätzten ersten Ko-
effizienten D(1) durchgeführt und die Steigung dieses Fits als Kenngröße ∆1 erfasst.
Die mittlere quadratische Abweichung der Werte des Koeffizienten von der gefitteten
Gerade — im Folgenden als χ1 bezeichnet — konnte dann als Indikator für das Vor-
handensein möglicher Nichtlinearitäten betrachtet werden.
Um die Asymmetrie des geschätzten zweiten Koeffizienten zu messen, wurde die Kenn-
größe
A2 :=
〈 ∣∣D(2)(xm − x)−D(2)(xm + x)∣∣
max
{
D(2)(xm − x), D(2)(xm + x)
}
〉
x∈I
(5.6)
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eingeführt, wobei xm der Modus der Amplitudenverteilung der betrachteten EEG-
Zeitreihe ist und I das größtmögliche symmetrische Intervall mit dem Mittelpunkt
xm bezeichnet.
Schließlich wurde zur Messung möglicher Abweichungen von einer gaußschen Verteilung
der treibenden Rauschkraft der Mittelwert des geschätzten vierten Koeffizienten über
x
M4 :=
〈
D(4)(x)
〉
x
(5.7)
betrachtet, wobei die Werte von D(4)(x) mit ihren statistischen Fehlern gewichtet wur-
den, die mitunter für große Amplitudenwerte des EEG sehr ausgeprägt werden können.
Um abschätzen zu können, wie groß der Zugewinn an Information durch die Verwen-
dung der oben eingeführten Kenngrößen im Vergleich zu einfachen statistischen Ana-
lyseverfahren ist, wurden ebenfalls die ersten beiden statistischen Momente, d.h. der
Mittelwert (im Folgenden als ave bezeichnet) und die Varianz (im Folgenden als var
bezeichnet), der jeweiligen EEG-Zeitreihe nach der in Kapitel 5.2.1 beschriebenen Vor-
verarbeitung und vor der Normierung betrachtet.
5.2.3.2 Räumliche Aspekte der epileptischen Dynamik
Gegenstand der in diesem Kapitel dargestellten Untersuchungen war die Fragestellung,
ob mit Hilfe der im vorigen Abschnitt definierten Kenngrößen eine Charakterisierung
der räumlichen Verteilung der pathologischen Prozesse im epileptischen Gehirn erreicht
werden kann. Hierzu wurden Daten einer Gruppe von 20 Patienten retrospektiv unter-
sucht, von denen 10 einen rechts- und 10 einen linksseitigen epileptischen Fokus hatten.
Die EEG-Aufzeichnugen dauerten zwischen 4 und 12 Tage, wobei für die Analyse nur
Daten aus dem interiktualen Intervall berücksichtigt wurden, d.h. es wurden alle Daten
verworfen, die bis zu zwei Stunden vor, während und bis zu einer Stunde nach einem
Anfall aufgezeichnet wurden. Da alle Patienten nach erfolgter Operation anfallsfrei wa-
ren, kann davon ausgegangen werden, dass der Fokus im resektierten Gewebe enthalten
war.
Zunächst wurden die Kenngrößen für alle Datensätze und jeweils alle Elektrodenkon-
takte zeitaufgelöst mit Hilfe einer gleitenden Datenfensterung mit N = 50 000 Daten-
punkten pro Fenster und 50% Überlapp berechnet. Hierbei wurde ein Zeitschritt von
τ = 1∆t benutzt und eine Diskretisierung des Amplitudenbereichs mit B = 20 Bins ver-
wendet. Der Parameter L wurde als L = 100 gewählt.1 Als Beispiele sind in Abbildung
1 Für einzelne Patienten wurden auch andere Werte der ParameterB und L getestet. Hierbei ergab sich, das
die im Folgenden beschriebenen Effekte, die zu einer räumlichen Charakterisierung der pathologischen
Prozesse genutz werden, bei den hier benutzten Werten B = 20 und L = 100 am deutlichsten zum
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Abbildung 5.9: Werte von R1 (a) und R2 (c) für einen beispielhaften Ausschnitt von etwa 21
Stunden aus einer Vielkanal-EEG-Aufzeichnung (siehe Abbildung 5.1 für Bezeichnungen der
Elektrodenkontakte) eines Patienten (Patient F in folgenden Abbildungen), dessen Anfälle vom
rechten mesialen Temporallappen ausgingen (vgl. rechte Tiefenelektrode T). Zeitliche Mittel-
werte 〈R1〉t (b) und 〈R2〉t (d) von R1 und R2 für die einzelnen Elektrodenkontakte über den in
(a) und (c) gezeigten Ausschnitt (gleiche Ordinate wie in (a) und (c)). Bei den temporobasalen
Elektroden (TB) sind zuerst die vier Kontakte der anterioren und dann die vier der posterioren
Elektrode aufgetragen. (Modifiziert nach [161]).
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5.9 (a) und (c) typische Ausschnitte aus den räumlichen und zeitlichen Verteilungen von
R1 und R2 während eines anfallsfreien Intervalls eines Patienten mit Fokus im rechten
mesialen Temporallappen dargestellt (Patient F in den folgenden Abbildungen). Die
größten Werte von R2 konnten an Elektrodenkontakten beobachtet werden (6. und 7.
Kontakt der rechten Tiefenelektrode T), die nahe bei bzw. innerhalb einer Hirnregion
lagen, die im Rahmen der prächirurgischen Abklärung als der epileptische Fokus iden-
tifiziert wurde. Obwohl R1 für den hier betrachteten Ausschnitt seine größten Werte
ebenfalls für Kontakte aus dieser Hirnregion annahm, gab es andere sowohl ipsi- als
auch kontralaterale Regionen, die R1-Werte vergleichbarer Größe aufwiesen. Da diese
Effekte sehr stabil über lange Aufnahmezeiträume vorhanden waren, wurden zur Kom-
primierung der in den zeitlichen Profilen der Kenngrößen möglicherweise vorhandenen
räumlichen Informationen zur Lage des epileptischen Fokus für jeden Elektrodenkon-
takt die zeitlichen Mittelwerte der einzelnen Kenngrößen über alle Analysefenster be-
rechnet. In Abbildung 5.9 (b) und (d) sind beispielhaft die zeitlichen Mittelwerte 〈R1〉t
und 〈R2〉t von R1 und R2 über den in Abbildung 5.9 (a) und (c) gezeigten Ausschnitt
für alle Elektrodenkontakte dargestellt, wobei jeweils die gleiche Ordinate wie in Ab-
bildung 5.9 (a) und (c) gewählt wurde. Da R2 für Elektrodenkontakte aus der Region,
die im Rahmen der prächirurgischen Abklärung des Patienten als epileptischer Fokus
identifiziert wurde, Werte annahm, die um mehr als einen Faktor zwei größer waren als
für die übrigen Kontakte, war für diesen Patienten mit der Kenngröße R2 also eine ein-
deutige Lokalisierung des Fokus möglich, ohne dass hierfür Anfallsaktivität beobachtet
werden musste. Bei Betrachtung der zeitlichen Mittelwerte aller Kenngrößen über alle
interiktualen Daten dieses Patienten (siehe Abbildung 5.10) ließ sich erkennen, das eine
solche klare Identifizierung des Fokus nur mit der Kenngröße R2 möglich war.
Da nicht bei allen Patienten der epileptische Fokus mit Hilfe der Kenngrößen der-
art klar identifiziert werden konnte (siehe Tabelle 5.1), wurde weiterhin untersucht,
ob zumindest eine Lateralisierung des Fokus — also die Bestimmung der Hemisphä-
re, die den epileptischen Fokus enthielt — möglich war. Zu diesem Zwecke wurden
aus den kontaktweisen zeitlichen Mittelwerten durch eine weitere Mittelung über alle
Elektrodenkontakte c der ipsi- bzw. kontralateralen Hemisphäre die Mittelwerte der
jeweiligen Kenngrößen für die einzelnen Hirnhälften bestimmt. Für die Kenngröße Ω
(Ω ∈ {R1,2,M1,2, V1,2,∆1, χ1, A2,M4, ave, var}) konnte dann mit diesen Hemisphären-
mittelwerten 〈〈Ω〉t〉c∈{ipsi,kontra} der Lateralisierungsindex
Λ(Ω) =
〈〈Ω〉t〉c∈{ipsi} − 〈〈Ω〉t〉c∈{kontra}∣∣∣〈〈Ω〉t〉c∈{ipsi}∣∣∣+ ∣∣∣〈〈Ω〉t〉c∈{kontra}∣∣∣ (5.8)
Vorschein traten.
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〈M1〉t 〈M2〉t
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Abbildung 5.10: Zeitliche Mittelwerte der einzelnen Kenngrößen über alle interiktualen In-
tervalle des selben Patienten (Patient F) wie in Abbildung 5.9 für alle Elektrodenkontakte (siehe
Abbildung 5.1 für Bezeichnungen der Elektrodenkontakte). Bei den temporobasalen Elektroden
(TB) sind zuerst die vier Kontakte der anterioren und dann die vier der posterioren Elektrode
aufgetragen.
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berechnet werden. Dieser Index ist auf das Intervall [−1, 1] beschränkt, wobei positive
Werte einem im Mittel größeren Wert der Kenngröße für die ipsi- als für die kontralate-
rale Hemisphäre entsprechen und negative Werte dem umgekehrten Fall (hierbei wurde
das a priori Wissen über die fokale Hemisphäre verwendet). Für die nicht vorzeichenbe-
hafteten Kenngrößen (also alle Kenngrößen außer M1 und ave) bedeutet beispielsweise
ein Wert des Lateralisierungsindex von 0.5, dass die Differenz zwischen den mittleren
Werten für die ipsi- und kontralaterale Hemisphäre genauso groß ist wie der Gesamt-
mittelwert der Werte der Kenngrößen für beide Hemisphären.
Abbildung 5.11 zeigt die so gewonnenen Lateralisierungsindizes für alle 20 Patienten. Es
lässt sich erkennen, dass bei alleiniger Betrachtung des Vorzeichens der Indizes mit der
Kenngröße A2 eine Identifizierung der fokalen Hemisphäre als die Hemisphäre mit den
im Mittel größeren Werten von A2 bei 19 Patienten möglich war. Die an den beispiel-
haften EEG-Zeitreihen gemachte Beobachtung, dass der geschätzte zweite Koeffizient
für pathologische Aktivität asymmetrischer zu sein scheint als für nicht-pathologische,
konnte hiermit für alle bis auf einen Patienten bestätigt werden. In 17 der 20 Patien-
ten konnte aufgrund von größeren mittleren Werten der Kenngröße V2 die fokale Seite
identifiziert werden, was ein Hinweis auf stärkere Multiplikativität des zweiten Koeffizi-
enten für die aus Strukturen der ipsilateralen Hemisphäre aufgezeichneten EEG-Signale
sein könnte. Ein ipsilateral größerer mittlerer Wert des vierten Koeffizienten konnte bei
16 der 20 Patienten beobachtet werden, was auf eine schlechtere Beschreibbarkeit des
fokalen EEG durch einen eindimensionalen Fokker-Planck Ansatz in der Mehrzahl der
Patienten deuten könnte. Auch die absoluten Werte der ersten beiden geschätzten Ko-
effizienten waren im Mittel für Aktivität aus der fokalen Seite größer als für solche
aus der nicht-fokalen, was sich für den ersten Koeffizienten mit R1 bei 14 und für den
zweiten mit R2 bei 16 der 20 Patienten zeigte. Eine für die beiden Hirnhälften unter-
schiedlich starke Dämpfung im deterministischen Anteil der Dynamik konnte mit ∆1
nicht mit einem Signifikanzniveau kleiner 0.05 bestätigt werden, wohingegen mit χ1 bei
15 Patienten Hinweise auf stärkere Nichtlinearitäten auf der ipsilateralen Seite gefunden
wurden. Für 14 der 20 Patienten konnte auch durch eine Berechnung der Varianz der
EEG-Signale die fokale Seite festgelegt werden. Dies könnte durch das Vorhandensein
von sogenannten Spikes (hochamplitudige Spitzen, die verstärkt in EEG-Signalen von
Epilepsiepatienten auftreten) bedingt sein. Falls diese Spikes nicht zu häufig auftreten,
werden sie durch die in Kapitel 5.2.1 beschriebene Vorverarbeitung der Daten in der
Analyse nicht berücksichtigt, wobei ein Resteinfluss nicht auszuschließen ist. Diese im
EEG auftretenden Spikes haben aber in der Regel nur eine geringe Aussagekraft für
eine Lokalisierung des epileptischen Fokus.
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Abbildung 5.11: Ergebnisse der Lateralisierung des epileptischen Fokus mit den Lateralisie-
rungsindizes gemäß Gleichung (5.8) für alle Kenngrößen und für alle 20 untersuchten Pati-
enten. Ein positiver Wert eines Lateralisierungsindex deutet auf im Mittel höhere Werte der
jeweiligen Kenngröße für die ipsi- als für die kontralaterale Hemisphäre.
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Laterali- Signifikanz- „Lokali- Mittelwert Varianz
Kenngröße sierung niveau sierung“ Tag > Tag >
Nacht Nacht
R1 14 3.7 · 10−2 6 9 13
R2 16 4.6 · 10−3 13 10 11
M1 15 1.5 · 10−2 8 17 16
M2 14 3.7 · 10−2 5 9 14
V1 14 3.7 · 10−2 3 12 13
V2 17 1.1 · 10−3 10 14 16
∆1 12 1.2 · 10−1 4 10 15
χ1 15 1.5 · 10−2 8 15 17
A2 19 1.9 · 10−5 11 3 11
M4 16 4.6 · 10−3 10 9 12
ave 11 1.6 · 10−1 1 12 16
var 14 3.7 · 10−2 3 14 13
Tabelle 5.1: Anzahl der Patienten (aus insgesamt 20) bei denen eine Lateralisierung bzw.
eine engere räumliche Eingrenzung (hier „Lokalisierung“ genannt) des epileptischen Fokus mit
den einzelnen Kenngrößen möglich war. Für die Lateralisierung sind auch jeweils die Signifi-
kanzniveaus angegeben, die sich aus der Annahme einer gleichen a priori Wahrscheinlichkeit
beider Hirnhälften für die Identifizierung als fokale Hemisphäre mit Hilfe einer Binomialver-
teilung ergeben. Die letzten beiden Spalten enthalten die Anzahl der Patienten, bei denen die
Werte bzw. die Varianzen der einzelnen Kenngrößen für die Tagaufnahmen größer waren als
für die Nachtaufnahmen.
In Tabelle 5.1 sind die Ergebnisse in Bezug auf eine Lateralisierung und zusätzlich im
Hinblick auf eine mögliche engere räumliche Eingrenzung des epileptischen Fokus (in
der Tabelle als „Lokalisierung“ bezeichnet) für alle Patienten zusammengefasst. Hierbei
wurde für eine mögliche räumliche Eingrenzung des Fokus ein eher subjektives Krite-
rium gewählt, und zwar wurde eine solche als möglich gewertet, falls die im Rahmen
der prächirurgischen Abklärung als Fokus identifizierte Hirnregion sich durch entweder
herausragend große oder kleine Werte einer Kenngröße in einer Gruppe von benach-
barten Elektrodenkontakten im Vergleich zu den restlichen Kontakten äußerte (wie
beispielsweise die Kontakte 6 und 7 der rechten Tiefenelektrode für R2 in Abbildung
5.9). Die Anzahl der Kontakte in einer solchen Gruppe ließ sich aufgrund der hohen in-
terindividuellen Varianz innerhalb der Patientengruppe nicht festlegen, sondern musste
individuell angepasst werden. Wie sich anhand der Tabelle 5.1 erkennen lässt, war eine
solche räumliche Eingrenzung des Fokus mit den untersuchten Kenngrößen bei deut-
lich weniger Patienten möglich als eine korrekte Lateralisierung. Am besten geeignet
für eine Lokalisierung des epileptischen Fokus schienen die Kenngrößen zu sein, die auf
dem zweiten oder vierten geschätzten Kramers-Moyal Koeffizienten basieren. So konn-
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ten mit R2 bei 13, mit A2 bei 11 und mit V2 und M4 jeweils bei 10 Patienten auffällige
Strukturen identifiziert werden, die sich mit dem epileptischen Fokus deckten. Hierbei
gelang die Eingrenzung des Fokus je nach betrachteter Kenngrößen bei unterschiedli-
chen Patienten. Bei gemeinsamer Berücksichtigung der Information aller Kenngrößen
konnte bei 18 der 20 Patienten Hinweise auf eng umschriebene auffällige Strukturen
gefunden werden, die sich mit dem Fokus deckten. Auch für die Lateralisierung der
fokalen Hemisphäre schienen die Kenngrößen A2, V2, R2 und M4, die auf dem zwei-
ten oder vierten geschätzten Kramers-Moyal Koeffizienten basieren, am geeignetsten
zu sein.
Da EEG-Aufnahmen aus verschiedenen Aufmerksamkeits- bzw. Wachheitszuständen
unterschiedliche charakteristische Eigenschaften aufweisen können [15], wurde ebenfalls
untersucht, ob es einen Einfluss von Tag-Nacht-Rhythmen auf die oben vorgestellten
Analyseergebnisse gab. Da genaue Daten über das Verhalten der Patienten während des
Zeitraumes der EEG-Aufzeichnung, wie beispielsweise Schlaf- und Wachzeiten, nicht
vorlagen, wurden die untersuchten Langzeit-Datensätze ohne Bezug zum tatsächlichen
Verhalten der einzelnen Patienten in Tag- und Nachtintervalle unterteilt. Zeiträume
zwischen 6 Uhr morgens und 22 Uhr abends wurden hierbei als Tag gewertet und die
verbleibenden Zeiträume als Nacht. Für diese Intervalle wurden dann die Mittelwerte
und Varianzen der Kenngrößen zunächst für jeden Elektrodenkontakt einzeln berechnet.
Beim kontaktweisen Vergleich dieser Mittelwerte und Varianzen ergaben sich für einige
der Kenngrößen Unterschiede zwischen den Tag- und Nachtintervallen, wobei weder die
Stärke noch das Vorzeichen dieser Unterschiede eine systematische Abhängigkeit von
der Lage der Elektrodenkontakte im Gehirn, weder relativ zum epileptischen Fokus noch
zu anderen Hirnstrukturen, zeigte. Die relativen Unterschiede zwischen den Mittelwer-
ten und Varianzen lagen im Bereich zwischen einigen Prozent bin hin zu maximal 20%.
Um die durch zirkadiane Rhythmen induzierten Tag-Nacht-Schwankungen komprimiert
darzustellen, wurden jeweils die kontaktweisen Mittelwerte und Varianzen der einzelnen
Kenngrößen für die Tag- bzw. Nachtintervalle über alle Elektrodenkontakte c gemit-
telt, wodurch sich für die Kenngröße Ω (Ω ∈ {R1,2,M1,2, V1,2,∆1, χ1, A2,M4, ave, var})
der mittlere Wert
〈
〈Ω〉T,N
〉
c
und die mittlere Varianz
〈
σ2 (Ω)T,N
〉
c
für die Tag- bzw.
Nachtintervalle ergab. In den letzten beiden Spalten der Tabelle 5.1 sind die Ergebnisse
der Vergleiche dieser mittleren Werte und Varianzen für die unterschiedlichen Kenngrö-
ßen dargestellt. Die meisten der Kenngrößen zeigten keine systematische Abhängigkeit
ihrer Werte von der Tageszeit, da bei etwa der Hälfte der Patienten tagsüber und bei
der anderen Hälfte nachts größere Werte angenommen wurden. Deutliche Abweichun-
gen von diesem Verhalten und damit einen konsistenten Einfluss der Tageszeit zeigten
nur die Kenngrößen M1, A2, χ1, V2 und var, wobei nur bei A2 die Werte im Mittel
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nachts größer zu sein schienen als tagsüber (bei 17 Patienten). Für die anderen Kenn-
größen wurden tagsüber im Mittel größere Werte angenommen und zwar fürM1 bei 17,
für χ1 bei 15 und für V2 und var jeweils bei 14 der Patienten. Dies deutet darauf hin,
dass der zweite geschätzte Kramers-Moyal Koeffizient bei der Mehrzahl der Patienten
nachts asymmetrischer (erfasst durch A2) aber auch weniger multiplikativ (erfasst durch
V2) zu sein schien als tagsüber. Der erste geschätzte Koeffizient zeigte für die meisten
der Patienten tagsüber einen größeren Mittelwert (M1) und Hinweise auf ausgeprägtere
Nichtlinearitäten (χ1) als nachts. Des Weiteren konnte bei den meisten der Patienten
tagsüber eine größere Varianz des EEG (var) beobachtet werden als nachts, was durch
das seltenere Auftreten von epileptischen Spikes zu Nachtzeiten bedingt sein könnte.
Auch die Variabilität der Werte der Kenngrößen war für die Mehrzahl der Patienten
tagsüber größer als nachts, wobei dies bei den mittleren Varianzen von χ1, M1, V2, ave
und ∆1 am häufigsten zu beobachten war. Dieser Effekt könnte durch eine vielfältigere
Dynamik des EEG während den Tagintervallen bedingt sein.
5.2.3.3 Zeitliche Aspekte der epileptischen Dynamik
Wie eingangs bereits erwähnt, ist neben einer räumlichen Charakterisierung der pa-
thologischen Prozesse im epileptischen Gehirn auch eine mögliche Detektion von cha-
rakteristischen zeitlichen Änderungen im EEG vor Anfällen ein Forschungsgebiet von
großem Interesse. Voraussetzung für eine derartige Detektion ist, dass der Übergang
in die Anfallsaktivität nicht plötzlich und abrupt vonstatten geht, sondern durch all-
mähliche Änderungen in der Dynamik des epileptischen Gehirns hervorgerufen wird.
Eine Diskussion verschiedener Szenarien für die Entstehung von epileptischen Anfällen
findet sich beispielsweise in [162, 163].
Für die im Folgenden vorgestellte Untersuchung wurden von den 20 Patientendatensät-
zen, die in Kapitel 5.2.3.2 untersucht wurden, fünf ausgewählt (die Patienten A,F,I,G
und H), die eine ausreichende Anzahl von zeitlich genügend getrennten Anfällen (min-
destens drei Anfälle, die einen zeitlichen Abstand von mehr als vier Stunden haben)
enthielten. Diese fünf Datensätze bestanden aus EEG-Aufnahmen, die mit 20 bis 76
Elektrodenkontakten über Aufnahmezeiträume zwischen 5 und 12 Tagen aufgezeichnet
wurden. Des Weiteren enthielten Sie zwischen 4 und 10 Anfällen.
Vorgehensweise
Um Hinweise darauf zu bekommen, ob die Werte der in Abschnitt 5.2.3.1 eingeführ-
ten Kenngrößen charakteristische Änderungen vor Anfällen zeigen, wurde wie folgt
vorgegangen. Zunächst wurden die Kenngrößen mit einer gleitenden Datenfensterung
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für jeden Elektrodenkontakt zeitaufgelöst berechnet. Hierfür wurden wieder B = 20,
L = 100 und Datenfenster mit N = 50 000 Datenpunkten mit einem Überlapp von
50% verwendet, womit der zeitliche Abstand von zwei aufeinander folgenden Werten
der Kenngrößen 125s betrug. Die so erhaltenen zeitlichen Profile der einzelnen Kenn-
größen wurden dann in interiktuale und präiktuale Intervalle unterteilt, wobei alle Wer-
te der Kenngrößen, die in einer Zeitspanne tpre vor einem Anfall lagen als präiktual
und alle Werte, die weder in einem präiktualen Intervall, noch im Zeitraum eines An-
falls bzw. bis zu 30 Minuten nach einem Anfall lagen, als interiktual gewertet wurden.
Die hierfür angenommene Dauer des präiktualen Intervalls wurde als tpre = 120 oder
tpre = 240 Minuten gewählt [164, 165, 18, 152, 166]. Durch dieses Vorgehen wurden
somit durch Berücksichtigung aller vorkommenden Anfälle für jeden Elektrodenkontakt
die Verteilungen der prä- und interiktualen Werte der einzelnen Kenngrößen bestimmt.
Eine separate Betrachtung der prä- und interiktualen Verteilungen für jeden einzelnen
Anfall wie z.B. in [153], wie auch die Verwendung von kürzeren Dauern des angenom-
menen präiktualen Intervalls, waren aufgrund der durch die relativ große Anzahl an
Datenpunkten pro Analysefenster bedingten geringen zeitlichen Auflösung der Profile
der Kenngrößen und der daraus folgenden geringen Anzahl an Werten in den einzelen
präiktualen Intervallen nicht sinnvoll. Die statistische Trennbarkeit zwischen den so ge-
wonnenen prä- und interiktualen Verteilungen der Werte der verschiedenen Kenngrößen
wurde dann mit Hilfe der sogenannten Receiver-Operating Charakteristik (ROC) [167]
quantifiziert. Diese beruht im Gegensatz zu anderen statistischen Verfahren wie etwa
dem Kolomogorov-Smirnov Test auf einer gleichzeitigen Betrachtung der Sensitivität
und der Spezifität einer charakterisierenden Kenngröße. Hierbei wird für den Wert einer
Kenngröße eine Schwelle für eine Klassifizierung als präiktual bzw. interiktual festgelegt
und die Sensitivität wird als der relative Anteil korrekt als präiktual klassifizierter Wer-
te der Kenngröße an den insgesamt als präiktual klassifizierten Werten berechnet. Die
Spezifität ergibt sich analog als der relative Anteil korrekt als interiktual klassifizierter
Werte der Kenngröße an den insgesamt als interiktual klassifizierten Werten. Wird nun
diese Schwelle kontinuierlich variiert und für jeden Schwellwert die Sensitivität gegen
1 minus die Spezifität aufgetragen, so ergibt sich die sogenannte ROC-Kurve. Als Maß
für die Trennbarkeit der beiden Verteilungen kann dann die Fläche unter der ROC-
Kurve genutzt werden, die für den Fall gleicher Verteilungen den Wert 0.5 und für den
Fall disjunkter Verteilungen entweder den Wert 0 oder 1 annimmt, je nach dem, ob für
die Klassifizierung angenommen wurde, dass die Werte der Kenngröße präiktual größer
oder kleiner sind als interiktual. Im Folgenden wird als Maß für die Trennbarkeit der
Verteilungen die Abweichung der ROC-Fläche vom Wert 0.5 betrachtet. In Abbildung
5.12 wird diese Vorgehensweise anhand eines Beispiels verdeutlicht. In Abbildung 5.12
(a) ist das Profil der Kenngröße R1 für einen Elektrodenkontakt aufgetragen, welches
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Abbildung 5.12: Beispiel für eine Anwendung der Receiver-Operating Charakteristik (ROC).
(a) Zeitliches Profil der Kenngröße R1 für einen Elektrodenkontakt eines Patienten, der wäh-
rend der EEG-Aufzeichnung 10 Anfälle (markiert durch Pfeile) hatte. Für ein angenommenes
präiktuales Intervall von 240 Minuten sind die präiktualen Werte grau dargestellt. (b) Prä- und
interiktuale Verteilungen der Werte von R1. (c) Berechnung der Fläche unter der ROC-Kurve,
deren Wert in diesem Fall 0.78 betrug und damit eine Abweichung von 0.28 von einer Fläche
0.5 hatte.
aus einer etwa 5 Tage dauernden EEG-Aufzeichnung berechnet wurde, die 10 Anfäl-
le enthielt. Das zeitliche Auftreten der Anfälle ist durch Pfeile markiert und Werte
der Kenngröße, die dem präiktualen Intervall zugeordnet wurden, sind in grau darge-
stellt. Abbildung 5.12 (b) zeigt die so gewonnenen inter- und präiktualen Verteilungen
der Werte von R1 für diesen Elektrodenkontakt. Trotz der Überschneidung der beiden
Verteilungen lässt sich erkennen, dass diese nicht übereinstimmen. In 5.12 (c) ist die
ROC-Kurve für dieses Beispiel dargestellt, wobei die Fläche unter dieser in diesem Fall
0.78 betrug und die Abweichung der Fläche von 0.5 damit einen Wert von 0.28 hatte.
Statistische Validierung
Auch für den Fall, dass es keine detektierbaren Vorläuferstrukturen vor Anfällen gibt,
können die ROC-Flächen für die verschiedenen Kenngrößen aufgrund von statistischen
Schwankungen von 0.5 verschiedene Werte annehmen. Es ist zwar davon auszugehen,
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dass in diesem Fall die Wahrscheinlichkeit für einen ROC-Wert nahe 0 bzw. 1 für ein
einzelnes Zeitprofil einer Kenngröße sehr klein ist. Aufgrund der großen Anzahl an
statistischen Freiheitsgraden in der Analyse (die verschiedenen Patienten, Elektroden-
kontakte, Kenngrößen usw.) ist jedoch damit zu rechnen, dass es durchaus auch im
Falle keiner detektierbaren charakteristischen Änderungen zu ROC-Werten kommen
kann, die deutlich von 0.5 verschieden sind. Die erhaltenen Ergebnisse müssen also auf
ihre statistische Signifikanz getestet werden. Zu diesem Zweck wurde in [157] das Kon-
zept der Anfallszeitensurrogate entwickelt. Dieses basiert auf der Nullhypothese, dass
der Übergang vom interiktualen in den iktualen Zustand ein abruptes Phänomen ist und
ein präiktualer Übergangszustand nicht existiert. Für den Test dieser Hypothese werden
durch eine zufällige Permutation der Intervalle zwischen Anfällen (inklusive des Inter-
valls zwischen dem Beginn der Aufzeichnung und dem ersten Anfall) 19 verschiedene
Mengen von randomisierten Anfallszeiten generiert. Für jedes dieser Surrogate wird
die vollständige ROC-Analyse in selber Weise wie für die ursprünglichen Anfallszeiten
durchgeführt, nur das anstatt dieser nun die zufälligen Anfallszeiten der einzelnen Sur-
rogate für die Festlegung der prä- und interiktualen Intervalle verwendet werden. Falls
bei keinem der Surrogate eine größere Abweichung des ROC-Wertes von 0.5 gefunden
wird als beim besten Wert für die wahren Anfallszeiten, so kann die Nullhypothese mit
einem Signifikanzniveau von α = 0.05 verworfen werden.
Ergebnisse
Abbildung 5.13 zeigt für beide angenommenen Dauern des präiktualen Intervalls (tpre =
120 Minuten in Abbildung 5.13 (a) und tpre = 240 Minuten in Abbildung 5.13 (b)) die
erhaltenen Abweichungen von einer ROC-Fläche von 0.5 für alle Kenngrößen, wobei
für jeden Patienten jeweils der Wert für den Elektrodenkontakt mit der größten Ab-
weichung gezeigt ist. Eine positive Abweichung entspricht hierbei dem Fall, dass die
jeweilige Kenngröße in den präiktualen Intervallen im Mittel größere Werte annahm
als in den interiktualen Intervallen und eine negative dem umgekehrten Fall. Falls bei
keinem der 19 Surrogate (und bei Berücksichtigung jeweils aller Elektrodenkontakte)
eine größere Abweichung der ROC-Fläche von 0.5 beobachtet werden konnte als für die
originalen Anfallszeiten, wurde der beobachtete Unterschied als signifikant betrachtet
und die entsprechende Abweichung in Abbildung 5.13 mit einem Stern gekennzeichnet.
Zunächst ließ sich feststellen, dass bei beiden angenommenen Dauern des präiktua-
len Intervalls und für keine der Kenngröße eine eindeutige Tendenz hin zu entweder
größeren oder kleineren präiktualen Werten zu beobachtet war, da die maximalen Ab-
weichungen bei allen Kenngrößen je nach Patient sowohl negativ als auch positiv waren.
Nur die maximale Abweichung der Varianz der EEG-Zeitreihen scheint bei allen Pa-
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Abbildung 5.13: Abweichungen von der ROC-Fläche von 0.5 für alle fünf Patienten und alle
Kenngrößen für eine angenommene Dauer des präiktualen Intervalls von tpre = 120 Minuten
(a) und tpre = 240 Minuten (b). Für jeden Patienten ist jeweils der Wert für den Elektro-
denkontakt mit der größten Abweichung gezeigt und signifikante Werte sind mit einem Stern
gekennzeichnet.
tienten auf einer Zeitskala von 4 Stunden vor Anfällen positiv zu sein, wobei dieser
Unterschied nur bei einem Patienten signifikant war. Generell wurden nur sehr wenige
signifikante Unterschiede zwischen den prä- und interiktualen Verteilungen der Werte
der Kenngrößen gefunden. Für tpre = 120 Minuten war dies bei den Patienten A und
G jeweils mit einer Kenngröße und für tpre = 240 Minuten bei den Patienten A und
G jeweils mit zwei und beim Patienten F mit 6 der Kenngrößen der Fall. Die Elektro-
denkontakte, für die signifikante Unterschiede beobachtet wurden, lagen immer in der
ipsilateralen Hemisphäre aber nur teilweise exakt in der Region des epileptischen Fo-
kus. Weiterhin fiel auf, dass bei allen Patienten die Elektrodenkontakte mit den größten
Abweichung der ROC-Fläche von 0.5 für die meisten Kenngrößen in jeweils der selben
Hemisphäre lagen. So lagen bei den Patienten A,F und G die Elektrodenkontakte mit
den maximalen Abweichungen der meisten Kenngrößen in der ipsilateralen und bei den
Patienten H und I in der kontralateralen Hemisphäre.
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Zusammenfassend lässt sich feststellen, dass mit den Kenngrößen vereinzelt signifikante
Unterschiede zwischen prä- und interiktualen Intervallen beobachtet werden konnten
(vor allem auf einer Zeitskala von 4 Stunden vor Anfällen), wobei keine der Kenngrößen
im Vergleich mit den übrigen konsistent herausragend gute oder schlechte Ergebnisse
erzielte (ausgenommen der Mittelwert des EEG (Kenngröße ave), der für alle Patienten
die niedrigsten Abweichungen der ROC-Fläche von 0.5 erreichte).
5.3 Bivariater Ansatz
Gegenstand dieses Kapitels ist die Fragestellung, ob mit den in Kapitel 4 eingeführten
Interdependenzkenngrößen eine Charakterisierung der Interaktionen im epileptischen
Gehirn sowohl im Hinblick auf ihre Stärke als auch auf ihre Richtung erreicht werden
kann. Dabei werden wie im vorangehenden Kapitel räumliche und zeitliche Aspekte
getrennt voneinander betrachtet. Bei allen in diesem Kapitel vorgestellten Analysen
wurde auf die EEG-Zeitreihen wieder die in Kapitel 5.2.1 geschilderte Vorverarbeitung
angewandt. Teile des Kapitels sind in [98] veröffentlicht.
5.3.1 Räumliche Aspekte von Interdependenzen im epileptischen Gehirn
Zur Untersuchung der räumlichen Interaktionsstruktur der pathologischen Prozesse im
epileptischen Gehirn wurden die in Kapitel 4 eingeführten Interdependenzkenngrößen
für die Datensätze der selben 20 Patienten wie in Kapitel 5.2.3.2 berechnet, wobei
wieder nur EEG-Aufzeichnungen aus dem interiktualen Intervall berücksichtigt wur-
den. Um die Anzahl der zu analysierenden Kombinationen von Elektrodenkontakten
zu begrenzen, wurden nur Kombinationen zwischen den Nc = 20 Kontakten der beiden
Tiefenelektroden betrachtet, was aufgrund der Symmetrie der Kenngröße M (2) bzw.
der Antisymmetrie der Richtungskenngrößen F (1,2) und K(1,2) zu einer Anzahl von 190
nichtredundanten Kontaktkombinationen führte. Die Kenngrößen wurden zeitaufgelöst
mit Hilfe einer gleitenden Datenfensterung mit N = 10 000 Datenpunkten pro Ana-
lysefenster berechnet, wobei die Fenster einen Überlapp von 50% hatten. Ein Fenster
überdeckte somit einen Zeitraum von 50 Sekunden. Die Parameter B und L wurden
als B = 10 und L = 100 gewählt2 und es wurde der kleinste zur Verfügung stehende
Zeitschritt τ = 1∆t verwendet.
In Abbildung 5.14 (a) ist ein beispielhafter Ausschnitt aus dem zeitlichen Verlauf der
mittleren Interdependenz zwischen jeweils einem bestimmten Elektrodenkontakt c und
2 Die Analysen wurden auch mit B = 5 durchgeführt, was zu qualitativ vergleichbaren Ergebnissen führte.
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Abbildung 5.14: Beispielhafter Ausschnitt aus dem zeitlichen Verlauf der mittleren Inter-
dependenz zwischen einem festen Elektrodenkontakt c (aufgetragen auf der Ordinate) und al-
len Nc − 1 übrigen Kontakten, welche gemäß der Gleichungen (5.9) durch die Größen F¯ (1)c ,
F¯
(2)
c , K¯
(1)
c , K¯
(2)
c und M¯
(2)
c bestimmt wurde. Der gezeigte, 24 Stunden überdeckende Ausschnitt
stammt aus der Analyse eines Datensatzes von einem Patienten mit einer linksseitigen fokalen
Epilepsie und begann um 12:30 Uhr. Ein positiver Wert von F¯
(1,2)
c und K¯
(1,2)
c deutet darauf
hin, dass der Kontakt c im Mittel einen schwächeren Einfluss auf die übrigen Kontakte hatte
als umgekehrt.
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allen übrigen NC − 1 Kontakten gezeigt, welche gemäß der Gleichungen
F¯ (1,2)c (w) = (Nc − 1)−1
∑
c′ 6=c
F
(1,2)
cc′ (w),
K¯(1,2)c (w) = (Nc − 1)−1
∑
c′ 6=c
K
(1,2)
cc′ (w),
M¯ (2)c (w) = (Nc − 1)−1
∑
c′ 6=c
M
(2)
cc′ (w) (5.9)
bestimmt wurde, wobei beispielsweise F (1)cc′ (w) den Schätzer für F
(1) für das Analyse-
fenster w und die Kontaktkombination (cc′) bezeichnet. Bei Betrachtung der Kenngröße
F (2) schien aufgrund des positiven Vorzeichens von F¯ (2)c trotz des Vorhandenseins von
zeitlichen Schwankungen die Hirnregion, die durch die Elektrodenkontakte TL06-TL09
erfasst wurde, im Mittel durch die übrigen Kontakte getrieben zu werden. Mit der
Kenngröße F (1) war ein derartig räumlich umschriebener Effekt nicht zu beobachten.
Auch im Profil der symmetrischen Kenngröße M (2) fiel diese Hirnstruktur auf, da hier
M¯
(2)
c besonders niedrige Werte annahm. Dies könnte auf eine zeitweise weniger stark
ausgeprägte Mischung der Rauschprozesse für die EEG-Signalen aus dieser Hirnregion
hindeuten. Die verteilungsbasierten Kenngrößen K(1) und K(2) nahmen ebenfalls für
Kontakte in der linken Hemisphäre ihre größten mittleren Werte an, wobei hier zusätz-
lich die Kontakte TL03 und TL04 von den übrigen Kontakten beeinflusst zu werden
schienen.
Um eine komprimierte Darstellung sowohl des Vorhandenseins als auch der Richtung
von Kopplungen zwischen verschiedenen Hirnregionen zu ermöglichen, wurden für je-
de Kombination (c, c′) von Elektrodenkontakten die Größen
〈
F
(1,2)
cc′
〉
t
,
〈
K
(1,2)
cc′
〉
t
und〈
M
(2)
cc′
〉
t
berechnet, wobei 〈·〉t den Mittelwert über alle interiktualen Analysefenster
bezeichnet (d.h. alle Analysefenster, die nicht zwei Stunden vor, während oder bis zu
einer Stunde nach einem Anfall lagen). Für den selben Patienten wie in Abbildung 5.14
sind diese Mittelwerte in Abbildung 5.15 dargestellt. Aufgrund der antisymmetrischen
Definition der Richtungskenngrößen F (1,2) und K(1,2) sind die Darstellungen für die-
se antisymmetrisch, wohingegen die Darstellung für die Kenngröße M (2) symmetrisch
ist. Obwohl die Mittelwerte für diesen Patienten aufgrund der langen Aufnahmedauer
der EEG-Aufzeichnung von ca. 7 Tagen relativ klein waren, ließen sich dennoch klare
räumliche Strukturen in den Interdependenzmatrizen erkennen. Während mit F (1) vor
allem lokale Interaktionen zwischen relativ eng benachbarten Kontakten zu erkennen
waren, zeigten die übrigen Kenngrößen auch langreichweitige Interaktionen zwischen
Kontakten aus unterschiedlichen Hemisphären an. Besonders auffällig war hierbei in
den Matrizen von F (2) und M (2) wieder die Region um die Kontakte TL06-TL09, die
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Abbildung 5.15: Zeitliche Mittelwerte
〈
F
(1,2)
cc′
〉
t
,
〈
K
(1,2)
cc′
〉
t
und
〈
M
(2)
cc′
〉
t
über alle interiktua-
len Daten der EEG-Aufzeichnung (Dauer: ca. 7 Tage) des selben Patienten wie in Abbildung
5.14. Ein farbkodierter Matrixeintrag mit Zeilen- und Spaltenindizes c und c′ stellt den zeitli-
chen Mittelwert der jeweiligen Kenngröße für die Elektrodenkontaktkombination (cc′) dar, wo-
bei c, c′ ∈ {TR01, . . . ,TR10,TL01, . . . ,TL10}. Ein positiver Wert von
〈
F
(1,2)
cc′
〉
t
bzw.
〈
K
(1,2)
cc′
〉
t
deutet auf einen stärkeren Einfluss von Kontakt c′ auf Kontakt c als umgekehrt. Einträge auf
der Hauptdiagonalen sind schwarz dargestellt.
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sich interessanterweise mit dem in der prächirurgischen Evaluierung des Patienten iden-
tifizierten epileptischen Fokus deckte. Das Vorzeichen von F (2) deutete in diesem Fall
darauf hin, dass der epileptische Fokus selbst von Kontakten auf der gegenüberliegen-
den Hirnhälfte beeinflusst zu werden schien. Die Kenngrößen K(1) und K(2) zeigten ein
ähnliches Verhalten, wobei sich die Kontakte TL06-TL09 allerdings nicht in gleicher
Weise vom Rest abhoben wie bei F (2) und mit diesen Kenngrößen wieder eher weiter
vorne liegende Strukturen der linken Hirnhälfte als beeinflusste Strukturen auffielen
(Kontakte TL03 und TL04). Mit M (2) war allerdings eine klare Identifizierung des
epileptischen Fokus als die Hirnregion mit den niedrigsten Werten dieser Kenngröße
möglich.
Da nicht bei allen Patienten derartig deutliche Hinweise auf die Lokalisierung des epi-
leptischen Fokus beobachtet werden konnten (siehe Tabelle 5.2) wurden die Ergebnisse
im Hinblick auf eine mögliche Lateralisierung des Fokus untersucht. Zu diesem Zweck
konnten— zumindest für die asymmetrischen Kenngrößen— zwei Aspekte genutzt wer-
den. Zum Einen konnten die mittleren intrahemisphärischen Interdependenzniveaus für
die ipsi- und die kontralaterale Hemisphäre miteinander verglichen werden. Für diesen
Vergleich wurden zunächst die zeitlichen und räumlichen Mittelwerte der Beträge der
Werte einer Kenngröße Ω (Ω ∈ {F (1), F (2),K(1),K(2),M (2)}) für alle Kombinationen
von Kontakten aus entweder der ipsilateralen Hemisphäre (I) gemäß
〈|ΩII |〉t =
1
(Nc/2)((Nc/2)− 1)Nw
∑
c,c′∈I;w
c6=c′
|Ωcc′(w)| (5.10)
oder der kontralateralen Hemisphäre (C) gemäß
〈|ΩCC |〉t =
1
(Nc/2)((Nc/2)− 1)Nw
∑
c,c′∈C;w
c6=c′
|Ωcc′(w)| (5.11)
berechnet, wobei Nw die Anzahl der interiktualen Analysefenster bezeichnet. Mit diesen
Mittelwerten konnte dann für die Kenngröße Ω der Lateralisierungindex
Λ(Ω) =
〈|ΩII |〉t − 〈|ΩCC |〉t
〈|ΩII |〉t + 〈|ΩCC |〉t
(5.12)
berechnet werden. Dieser war wieder beschränkt auf das Intervall [−1; 1], wobei ein
positiver Wert einem höheren mittleren Interdependenzniveau in der ipsi- als in der
kontralateralen Hemisphäre entsprach und ein negativer Wert dem umgekehrten Fall.
Des Weiteren wurde für die Richtungskenngrößen die dominierende Richtung der in-
terhemisphärischen Interdependenzen zwischen der ipsi- und der kontralateralen Hemi-
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sphäre mit Hilfe der folgenden zeitlichen und räumlichen Mittelwerte
〈ΩIC〉t = (Nc/2)−2N−1w
∑
c∈I,c′∈C,w
Ωcc′(w) (5.13)
betrachtet, wobei Ω ∈ {F (1), F (2),K(1),K(2)} und die Kontakte c aus der ipsi- und die
Kontakte c′ aus der kontralateralen Hemisphäre waren. Ein positiver Wert von 〈ΩIC〉t
deutete darauf hin, dass die Hirnhälfte, die den epileptischen Fokus enthielt, im Mittel
stärker von der gegenüberliegenden Hemisphäre beeinflusst wurde als umgekehrt.
Wie in Abbildung 5.16 erkennbar, waren sowohl die Werte der Lateralisierungsindi-
zes (Abbildung 5.16 (a)) als auch die interhemisphärischen Mittelwerte (Abbildung
5.16 (b)) aufgrund der sehr groben zeitlichen und räumlichen Mittelung relativ klein.
Nichtsdestotrotz zeigten die Richtungskenngrößen für die Mehrzahl der Patienten ein
höheres Interdependenzniveau in der fokalen als in der nicht-fokalen Hemisphäre an.
Mit der Kenngröße K(2) konnte dieser Effekt bei 19, mit F (2) und K(1) jeweils bei
17 und mit F (1) bei 15 der 20 Patienten beobachtet werden. Mit der Kenngröße M (2)
wurden bei 14 Patienten Hinweise auf eine weniger stark ausgeprägte Mischung der
Rauschprozesse für Kombinationen von EEG-Signalen der fokalen als für solche der
nicht-fokalen Hemisphäre gefunden. Bei Betrachtung der interhemisphärischen Mittel-
werte der Richtungskenngrößen ließ sich erkennen, dass für die meisten Patienten der
Einfluss der nicht-fokalen auf die fokale Hemisphäre stärker zu sein schien als in der
entgegengesetzten Richtung. Dieses Verhalten konnte mit den koeffizientenbasierten
Kenngrößen F (1) und F (2) jeweils bei 15 Patienten und mit den verteilungsbasierten
Kenngrößen K(1) und K(2) bei 18 bzw. 17 der 20 Patienten beobachtet werden.
In Tabelle 5.2 sind die Ergebnisse in Bezug auf eine erfolgreiche Lateralisierung mit Hil-
fe der intrahemisphärischen Interdependenzniveaus (Spalte „Stärke“) und den mittleren
interhemisphärischen Interdependenzen (Spalte „Richtung“) für alle Patienten zusam-
mengefasst. Zusätzlich ist in der Spalte „Lokalisierung“ für die Richtungskenngrößen
die Anzahl der Patienten angegeben, bei denen der in der prächirurgischen Abklärung
des Patienten gefundene epileptische Fokus als relativ eng umschriebene Region iden-
tifiziert werden konnte, die von allen übrigen durch die Elektrodenkontakte erfassten
Hirnstrukturen beeinflusst zu werden schien. Für die Kenngröße M (2) ist in dieser
Spalte die Anzahl der Patienten angegeben, bei denen der epileptische Fokus durch
eine weniger stark ausgeprägte Mischung der Rauschprozesse bei Kombinationen mit
den übrigen Elektrodenkontakten auffiel. Für eine Lokalisierung des Fokus schienen die
verteilungsbasierten Kenngrößen besser geeignet zu sein als die koeffizientenbasierten,
wobei mit K(2) bei 14 und mit K(1) bei 11 der Patienten auffällige Strukturen identi-
fiziert werden konnten, die sich mit dem Fokus deckten. Bei den koeffizientenbasierten
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Abbildung 5.16: Ergebnisse der Lateralisierung des epileptischen Fokus für alle untersuchten
Patienten: (a) durch den Vergleich der mittleren intrahemisphärischen Interdependenzniveaus
in der ipsi- und der kontralateralen Hemisphäre mit Hilfe der Lateralisierungsindizes gemäß
Gleichung (5.12) und (b) durch Betrachtung der dominierenden Richtung der interhemisphä-
rischen Interdependenzen zwischen der ipsi- und der kontralateralen Hemisphäre mit Hilfe der
Mittelwerte gemäß Gleichung (5.13). Ein positiver Wert eines Lateralisierungsindex in (a)
deutet auf ein im Mittel höheres Interdependenzniveau in der ipsi- als in der kontralateralen
Hemisphäre, und ein positiver Wert der in (b) dargestellten interhemisphärischen Mittelwerte
zeigt einen stärkeren Einfluss der kontra- auf die ipsilaterale Hemisphäre an als umgekehrt.
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Lateralisierung Mittel- Varianz
Kenn- Signi- Signi- „Lokali- wert
größe Stärke fikanz- Richtung fikanz- sierung“ Tag > Tag >
niveau niveau Nacht Nacht
F (1) 15 1.5 · 10−2 15 1.5 · 10−2 3 15 16
F (2) 17 1.1 · 10−3 15 1.5 · 10−2 10 6 10
K(1) 17 1.1 · 10−3 18 1.8 · 10−4 11 2 6
K(2) 19 1.9 · 10−5 17 1.1 · 10−3 14 1 7
M (2) 14 3.7 · 10−2 - - 10 18 12
Tabelle 5.2: Anzahl der Patienten (aus insgesamt 20), bei denen eine Lateralisierung des
epileptischen Fokus durch den Vergleich der mittleren intrahemisphärischen Interdependenzni-
veaus (Spalte „Stärke“) bzw. durch eine Betrachtung der dominierenden Richtung der inter-
hemisphärischen Interdependenzen (Spalte „Richtung“) möglich war. Zusätzlich ist die Anzahl
der Patienten angegeben, bei denen mit den einzelnen Kenngrößen Hinweise auf die genaue
Lokalisierung des Fokus gefunden werden konnten. Für die Lateralisierung sind auch jeweils
die Signifikanzniveaus angegeben, die sich aus der Annahme einer gleichen a priori Wahr-
scheinlichkeit beider Hirnhälften für die Identifizierung als fokale Hemisphäre mit Hilfe einer
Binomialverteilung ergeben. Die letzten beiden Spalten enthalten die Anzahl der Patienten, bei
denen die Werte bzw. die Varianzen der einzelnen Kenngrößen für die Tagaufnahmen größer
waren als für die Nachtaufnahmen.
schienen wiederum die Kenngrößen, die auf dem Schätzer für den zweiten Kramers-
Moyal Koeffizienten beruhen, besser geeignet zu sein, den Fokus zu detektieren, da dies
mit F (2) und M (2) bei jeweils 10 und mit F (1) nur bei 3 Patienten möglich war. Wie
schon beim univariaten Ansatz gelang auch hier die Eingrenzung des Fokus je nach
betrachteter Kenngrößen bei unterschiedlichen Patienten. Bei gemeinsamer Berück-
sichtigung der Information aller Kenngrößen konnten bei 19 der 20 Patienten Hinweise
auf eng umschriebene auffällige Strukturen gefunden werden, die sich mit dem Fokus
deckten.
Auch für die Interdependenzkenngrößen wurde untersucht, ob es einen Einfluss von
zirkadianen Rhythmen auf die oben vorgestellten Analyseergebnisse gab. Wie beim
univariaten Ansatz wurden hierzu die untersuchten Langzeit-Datensätze in Tag- und
Nachtintervalle unterteilt, wobei Zeiträume zwischen 6 Uhr morgens und 22 Uhr abends
als Tag und die verbleibenden Zeiträume als Nacht gewertet wurden. Für diese Interval-
le wurden dann die Mittelwerte und Varianzen der Kenngrößen zunächst für jede Elek-
trodenkontaktkombination einzeln berechnet. Auch für die Interdependenzkenngrößen
konnten Unterschiede zwischen den Tag- und Nachtintervallen beobachtet werden, wo-
bei wie bei den univariaten Kenngrößen weder die Stärke noch das Vorzeichen dieser
Unterschiede eine systematische Abhängigkeit von der Lage der Elektrodenkontaktpaa-
re im Gehirn, weder relativ zum epileptischen Fokus noch zu anderen Hirnstrukturen,
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Abbildung 5.17: Abweichungen von der ROC-Fläche von 0.5 für alle fünf Patienten und alle
Kenngrößen für eine angenommene Dauer des präiktualen Intervalls von tpre = 120 Minuten
(a) und tpre = 240 Minuten (b). Für jeden Patienten ist jeweils der Wert für die Elektroden-
kontaktkombination mit der größten Abweichung gezeigt und signifikante Werte sind mit einem
Stern gekennzeichnet.
zeigte. Weiterhin ergab sich, dass die beobachteten relativen Unterschiede zwischen den
Mittelwerten und Varianzen der Kenngrößen für die Tag- und Nachtzeiten etwa eine
Größenordnung kleiner waren als bei den univariaten Kenngrößen (einige Promille bei
den Richtungskenngrößen bis zu einigen Prozent bei der Kenngröße M (2)). In den letz-
ten beiden Spalten der Tabelle 5.2 ist der Einfluss zirkadianer Rhythmen komprimiert
dargestellt. Hierfür wurden wieder Mittelwerte und Varianzen der einzelnen Kenngrö-
ßen für die Tag- bzw. Nachtintervalle über alle Elektrodenkontaktpaare gemittelt. Bei
allen Kenngrößen ergab sich ein konsistenter Einfluss der Tageszeit, wobei die Wer-
te der Kenngrößen F (1) und M (2) für die Mehrzahl der Patienten tagsüber im Mittel
größer und für die übrigen Kenngrößen kleiner waren als nachts. Im Gegensatz zum
univariaten Ansatz zeigten hier nicht alle Kenngrößen bei der Mehrzahl der Patienten
tagsüber eine größere Varianz als nachts.
5.3.2 Zeitliche Aspekte von Interdependenzen im epileptischen Gehirn
Auch die Interdependenzkenngrößen wurden daraufhin untersucht, ob ihre Werte cha-
rakteristische Änderungen vor epileptischen Anfällen zeigen. Dazu wurde völlig analog
zu der Untersuchung in Kapitel 5.2.3.3 vorgegangen. Abbildung 5.17 zeigt für die auch
hier angenommenen Dauern des präiktualen Intervalls von tpre = 120 Minuten (Ab-
bildung 5.17 (a)) und tpre = 240 Minuten (Abbildung 5.17 (b)) die so erhaltenen
Abweichungen von einer ROC-Fläche von 0.5 für alle Kenngrößen, wobei für jeden der
fünf Patienten jeweils der Wert für die Elektrodenkontaktkombination mit der größten
Abweichung gezeigt ist. Eine positive Abweichung entspricht hierbei wieder dem Fall,
dass die jeweilige Kenngröße in den präiktualen Intervallen im Mittel größere Werte
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annahm als in den interiktualen Intervallen und eine negative dem umgekehrten Fall.
Falls bei keinem der 19 Surrogate (und bei Berücksichtigung jeweils aller Elektroden-
kontaktkombinationen) eine größere Abweichung der ROC-Fläche von 0.5 beobachtet
werden konnte als für die originalen Anfallszeiten, wurde der beobachtete Unterschied
als signifikant betrachtet und die entsprechende Abweichung in Abbildung 5.17 mit ei-
nem Stern gekennzeichnet. Wie schon bei den univariaten Kenngrößen zeigte auch hier
bei beiden angenommenen Dauern des präiktualen Intervalls keine der Kenngrößen für
alle Patienten die selbe Tendenz in den Kontaktkombination mit den maximalen Abwei-
chungen hin zu entweder größeren oder kleineren präiktualen Werten. Für tpre = 120
Minuten wurden bei drei Patienten und bei tpre = 240 Minuten nur bei einem der
Patienten signifikante Unterschiede zwischen den Werten einer Kenngröße in den prä-
und interiktualen Intervallen beobachtet. Die Elektrodenkontaktkombinationen, für die
signifikante Unterschiede beobachtet wurden, zeigten keinen konsistenten räumlichen
Bezug weder zum Fokus noch zur ipsi- oder kontralateralen Hemisphäre. Auch für die
restlichen Kontaktkombinationen mit den maximalen aber nicht signifikanten Werten
konnte kein derartiger räumlich Bezug gefunden werden. Die betragsmäßig größten Ab-
weichungen von einem ROC-Wert von 0.5 zeigte für alle Patienten und für beide tpre
die Kenngröße M (2), wobei die angezeigten Unterschiede zwischen prä- und interiktua-
len Werten nur für den Patienten G für beide angenommenen präiktualen Intervalle
signifikant waren.
Zusammenfassend lässt sich feststellen, dass auch mit den Interdependenzkenngrößen
nur vereinzelt signifikante Unterschiede zwischen prä- und interiktualen Intervallen be-
obachtet werden konnten (im Gegensatz zum univariaten Ansatz hier eher auf einer
Zeitskala von 2 Stunden vor Anfällen), wobei aber wieder keine der Kenngrößen besser
geeignet zu sein schien als die übrigen.
5.4 Diskussion
Bei der Untersuchung von beispielhaften EEG-Zeitreihen in einem eindimensionalen
Kontext wurden Hinweise darauf gefunden, dass die analysierten Zeitreihen auf der
durch die Abtastung der Signale vorgegebenen minimalen Zeitskala Markoveigenschaf-
ten aufwiesen. Das Hauptproblem bei einer Überprüfung von Markoveigenschaften auf
experimentell gewonnenen Daten ist immer, eine ausreichende Statistik für eine verläss-
liche Schätzung der (mehrfach) konditionierten Wahrscheinlichkeitsdichten zu garantie-
ren. Bei der Analyse von EEG-Aufzeichnungen ist es aber wünschenswert, die betrach-
teten Analysefenster möglichst kurz zu wählen. Dies hat insbesondere zwei Gründe.
Zum Einen muss auf zu großen Zeitskalen mit Auswirkungen der Nichtstationarität
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des Systems Gehirn auf die erhaltenen Analyseergebnisse gerechnet werden und zum
Anderen ist bei Untersuchungen von zeitlichen Aspekten der Dynamik des epilepti-
schen Gehirns eine möglichst gute zeitliche Auflösung wünschenswert (z.B. für eine
ausreichende Besetzung der präiktualen Verteilungen der Werte der Kenngrößen bei
der ROC-Analyse). Aufgrund dieser Forderung nach möglichst kurzen Analysefenstern
wurde hier zur Überprüfung der Markoveigenschaft nur die für geringe Anzahlen an Da-
tenpunkten robuste Methode einer graphischen Validierung der Chapman-Kolmogorov
Gleichung verwendet.3 Für die beispielhaften EEG-Zeitreihen konnte weiterhin gezeigt
werden, dass EEG-Signale, die in zum epileptischen Fokus entfernten Hirnregionen auf-
gezeichnet wurden, besser durch eine geschätzte eindimensionale Fokker-Planck Glei-
chung beschrieben werden können als solche, die nahe bei oder im Fokus registriert
wurden. Eine mögliche Erklärung hierfür könnte eine durch die Pathologie hervorge-
rufene Reduzierung der Anzahl der Freiheitsgrade des Systems Gehirns sein, welche
auch als Ursache für die in anderen Studien [115, 144, 130, 122, 20] beschriebenen eher
nichtlinearen und niederdimensionalen Eigenschaften von fokalen EEG-Aufzeichnungen
(im Gegensatz zum eher linear stochastischen Erscheinungsbild des nicht-fokalen EEG)
diskutiert wurde. Die im EEG erfasste eindimensionale Projektion dieser reduzierten
Anzahl an Freiheitsgraden könnte schlechter durch eine eindimensionale stochastisch
getriebene Dynamik mit normalverteilten Rauschkräften zu beschreiben sein als eine
Überlagerung sehr vieler Freiheitsgrade, die auch im Hinblick auf den zentralen Grenz-
wertsatz eher auf eine gaußsche Form der Fluktuationen führen könnte.
Die möglicherweise durch diese Effekte hervorgerufenen typischen Eigenschaften der
geschätzten Kramers-Moyal Koeffizienten (d.h. die Nichtlinearitäten im ersten Koeffizi-
enten, die Multiplikativität und Asymmetrie des zweiten Koeffizienten und die größeren
Werte des vierten Koeffizienten), die bei den beispielhaften EEG-Zeitreihen beobachtet
wurden, konnten durch die Einführung von charakterisierenden Kenngrößen auch für
interiktuale Langzeit-EEG-Aufzeichnungen eines Kollektivs von Patienten nachgewie-
sen werden, was auf ein permanentes Vorhandensein pathologischer Aktivität schlie-
ßen lässt. Für die räumliche Charakterisierung der Dynamik des epileptischen Gehirns
schienen hierbei besonders die Kenngrößen geeignet zu sein, die auf dem zweiten und
vierten geschätzten Koeffizienten basieren. Eine Interpretation im Hinblick auf deter-
ministische bzw. stochastische Anteile der Dynamik ist aber in einem strengen Sinne
nicht zulässig, da bei einem Nichterfülltsein der Voraussetzung des Analyseverfahrens
(nämlich, dass es sich beim analysierten System in der gewählten Dimensionalität um
einen Diffusionsprozess handelt) die Schätzer nicht als Drift- und Diffusionskoeffizien-
3 Bei einer vorausgehend durchgeführten Untersuchung der in der Literatur beschriebenen Tests auf Mar-
koveigenschaften (siehe beispielsweise [85, 36, 39, 87]) stellte sich heraus, dass diese eine um Größen-
ordnungen höhere Anzahl an Datenpunkten benötigen, um verlässliche Ergebnisse zu liefern.
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ten einer das System vollständig beschreibenden Fokker-Planck Gleichung aufgefasst
werden können.
Weiterhin wurde in Kapitel 5.3 gezeigt, dass durch Anwendung des in Kapitel 4 einge-
führten bivariaten Verfahrens auf interiktuale EEG-Aufzeichnungen eine Charakterisie-
rung von direktionalen Wechselwirkungen im epileptischen Gehirn möglich ist. Hierbei
konnte einerseits der Befund [61, 18, 145, 21] bestätigt werden, dass bei Patienten mit
fokalen Epilepsien in der ipsilateralen Hemisphäre ein erhöhtes Interaktionsniveau vor-
liegt. Darüber hinaus konnten aber auch konsistente Ergebnisse über die Richtung von
Interdependenzen zwischen dem Fokus und anderen Hirnstrukturen gewonnen werden,
da bei den meisten Patienten der Fokus bzw. die fokale Hemisphäre durchgängig als
getrieben erschien. Dieser Befund ist im Widerspruch zur gängigen Ansicht [104], dass
der epileptische Fokus andere Hirnregionen beeinflusst und diesen die pathologische
Aktivität sozusagen aufzwingt. Auch wenn die hier beobachteten Effekte relativ klein
waren, so wurde doch für alle Richtungskenngrößen für den Großteil des Patientenkol-
lektivs konsistent die gleiche Richtung der dominierenden Kopplung zwischen ipsi- und
kontralateraler Hemisphäre angezeigt, weshalb ein zufälliges Auftreten dieses Effektes
als unwahrscheinlich zu betrachten ist. Im Hinblick auf die Ergebnisse, die in Kapitel
4.2.2 für strukturell unterschiedliche Systeme bzw. für Systeme mit unterschiedlichen
dynamischen Eigenschaften (zu denen Hirnstrukturen zu rechnen wären, die aufgrund
einer Pathologie signifikant unterschiedliche Anzahlen an inneren Freiheitsgraden ha-
ben) gewonnen wurden, muss die Interpretation der gefundenen Kopplungsrichtung
jedoch unter Vorbehalt geschehen. Nichtsdestotrotz gibt es hypothetische Szenarien,
die die beobachtete Kopplungsrichtung erklären könnten. So könnte beispielsweise die
Beeinflussung des Fokus einen hemmenden Effekt widerspiegeln, der die Entstehung
von Anfällen verhindert. Ebenso könnte die anfallsgenerierende Struktur auch allge-
mein beeinflussbarer sein und von anderen Strukturen in einem epileptischen Netzwerk
[168, 169] in die Anfallsaktivität getrieben werden. Ein Test dieser Hypothesen sollte
daher in zukünftigen Studien auch im Vergleich mit anderen Methoden zur Messung
direktionaler Interdependenzen durchgeführt werden.
Eine signifikante Detektion von Vorläuferstrukturen epileptischer Anfälle gelang sowohl
mit dem univariaten als auch mit dem bivariaten Ansatz nur in Einzelfällen. Der Be-
fund, dass bivariate Kenngrößen für diese Aufgabe besser geeignet zu sein scheinen
als univariate [153], konnte für die hier betrachteten Zeitreihenanalyseverfahren nicht
bestätigt werden. Kritisch anzumerken ist hierbei, dass durch die relativ langen ver-
wendeten Analysefenster kein Evaluierungsschema benutzt werden konnte, bei dem prä-
und interiktuale Verteilungen der Werte der Kenngrößen für jeden Anfall einzeln mit-
einander verglichen werden, da in diesem Fall die präiktualen Verteilungen aufgrund der
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schlechten zeitlichen Auflösung der Profile der Kenngrößen nicht durch genügend Werte
besetzt gewesen wären. Durch ein solches Schema hätten beispielsweise Auswirkungen
von verschiedenen Vigilanzzuständen (z.B. Schlaf-Wach-Rhythmen) und zeitlich vari-
ierender Konzentrationen antiepileptischer Medikamente minimiert werden können, die
mitunter einen erheblichen Einfluss auf die Werte von charakterisierenden Kenngrößen
haben können (vgl. [153]).
6 Zusammenfassung und Ausblick
Im Rahmen dieser Arbeit wurde untersucht, ob mit Hilfe eines datengetriebenen Ver-
fahrens [31, 32, 33] zur Rekonstruktion einer Fokker-Planck Gleichung aus empirischen
Zeitreihendaten eines stochastischen Prozesses eine Charakterisierung der Dynamik
von komplexen Systemen möglich ist. Da für ein tiefergehendes Verständnis der Dy-
namik vieler realer komplexer Systeme auch Informationen über Wechselwirkungen
zwischen verschiedenen Teilen des Systems von großer Relevanz sind, wurde eine Erwei-
terung des Verfahrens entwickelt, welche eine Messung von Interdependenzen zwischen
(Sub-) Systemen ermöglicht. Hierzu wurden durch eine Quantifizierung der funktionel-
len Abhängigkeiten der für eine zweidimensionale Zeitreihe geschätzten Fokker-Planck
Koeffizienten (bzw. der den Koeffizienten zugrunde liegenden Verteilungen der beding-
ten Inkremente) Interdependenzkenngrößen definiert, mit Hilfe derer für zweidimen-
sionale Diffusionsprozesse mit gekoppelten Komponenten nicht nur zwischen verschie-
denen Arten von Kopplungen im deterministischen und im stochastischen Anteil der
Dynamik differenziert werden kann. Einige dieser Kenngrößen können aufgrund ih-
rer asymmetrischen Definition auch Informationen über die Direktionalität von solchen
Kopplungen liefern. Die generelle Eignung dieser Kenngrößen zum Nachweis von (direk-
tionalen) Kopplungen konnte mit Hilfe von synthetischen Daten von zweidimensionalen
Diffusionsprozessen mit gekoppelten Komponenten bestätigt werden. Im Rahmen dieser
Untersuchung konnte ebenfalls gezeigt werden, dass unter verschiedenen Faktoren, wie
beispielsweise der Wahl algorithmischer Parameter und überlagertem Messrauschen,
vor allem der bei der Berechnung der bedingten Momente verwendete Zeitschritt einen
nicht zu vernachlässigenden Einfluss auf die Interpretierbarkeit der mit diesem Ansatz
erzielbaren Ergebnisse besonders im Hinblick auf eine Differenzierung von Kopplungen
im deterministischen und stochastischen Anteil der Dynamik haben kann. Die Grö-
ße dieses Einflusses konnte mit Hilfe eines analytischen Ansatzes abgeschätzt werden.
Weiterhin konnte gezeigt werden, dass auch bei der Analyse von Systemen mit unbe-
kannter Dynamik, bei denen die Annahme eines zweidimensionalen Diffusionsprozesses
gegebenenfalls verletzt sein kann, konsistent interpretierbare Ergebnisse bezüglich des
Vorhandenseins und der Richtung von Kopplungen erzielt werden können. Bei der Ana-
lyse von Zeitreihen verschiedener höherdimensionaler stochastischer und deterministi-
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scher Modellsysteme ergaben sich Hinweise darauf, dass die strukturelle Ähnlichkeit
der beiden gekoppelten Subsysteme einen Einfluss auf die Messbarkeit von Kopplun-
gen sowohl in Bezug auf das Vorhandensein als auch auf die Richtung von Kopplungen
hat. Dieses Phänomen wurde auch bei anderen Ansätzen zur Messung von asymmetri-
schen Kopplungen beobachtet [57, 58, 17, 96, 97]. Für eine Vielzahl von Systemen, für
die eine Beschreibbarkeit durch eine zweidimensionale Fokker-Planck Gleichung nicht
gegeben ist, war es jedoch möglich, konsistente Informationen über das Vorhandensein
und die Richtung von Kopplungen aus an diesen Systemen gemessenen Zeitreihen zu
extrahieren.
Zur Charakterisierung der Dynamik eines natürlichen komplexen Systems (hier des
menschlichen epileptischen Gehirns) wurde das oben erwähnte Analyseverfahren und
die darauf basierende Erweiterung zur Messung von Interdependenzen auf Zeitrei-
hen hirnelektrischer Aktivität (sogenannten Elektroenzephalogrammen, kurz EEG) von
Epilepsiepatienten angewendet. Es konnte zunächst gezeigt werden, dass Zeitreihen
physiologischer hirnelektrischer Aktivität in einem eindimensionalen Kontext besser
durch eine geschätzte Fokker-Planck Gleichung beschrieben werden können als solche,
die pathophysiologische Aktivität enthalten. Motiviert durch diese beispielhaften Un-
tersuchungen wurden univariate Kenngrößen eingeführt, die charakteristische Eigen-
schaften der geschätzten Kramers-Moyal Koeffizienten erfassen und so für eine Cha-
rakterisierung der Dynamik des epileptischen Gehirns anhand von Langzeit-Vielkanal-
EEG-Aufzeichnungen genutzt werden konnten. Bei einer Studie mit Daten eines Kol-
lektivs aus 20 Patienten konnte gezeigt werden, dass vor allem mit den Kenngrößen,
die auf dem zweiten und vierten Kramers-Moyal Koeffizienten basieren, eine räumli-
che Charakterisierung der pathologischen Dynamik auch ohne Berücksichtigung von
Anfallsaktivität möglich ist. Dies konnte bisher nur mit Methoden erzielt werden, die
den Fokus auf niedrigdimensionale Strukturen in der Dynamik legen. Im Einklang mit
anderen Studien [115, 144, 130, 122, 20] konnten auch Hinweise darauf gefunden, dass
pathophysiologische Aktivität eher nichtlineare Eigenschaften aufweist als physiologi-
sche. Weiterhin konnte gezeigt werden, dass durch eine Anwendung des im Rahmen
dieser Arbeit eingeführten bivariaten Verfahrens auf EEG-Aufzeichnungen eine Cha-
rakterisierung von direktionalen Wechselwirkungen im epileptischen Gehirn möglich
ist. Hierbei konnten frühere Studien [61, 18, 145, 21] bestätigt werden, in denen bei Pa-
tienten mit fokalen Epilepsien ein erhöhtes Interaktionsniveau in der den epileptischen
Fokus enthaltenden Hemisphäre festgestellt wurde. Des Weiteren konnte beobachtet
werden, dass bei der Mehrzahl der Patienten der epileptische Fokus von anderen Hirn-
strukturen getrieben zu werden scheint. Auch wenn die Interpretation der Ergebnisse
in Bezug auf die Kopplungsrichtung unter Vorbehalt geschehen muss [101, 140], können
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die im Rahmen dieser Arbeit erhaltenen Ergebnisse zur aktuellen Diskussion über eine
mögliche Erweiterung des Konzeptes eines epileptischen Fokus hin zu Szenarien der
Anfallsgenerierung in einem ausgedehnten epileptischen Netzwerk [168, 169] beitragen.
Weiterführende Studien sollten daher mit einer größeren Anzahl von Patienten und un-
ter Berücksichtigung der mit anderen Verfahren zur Messung von direktionalen Interde-
pendenzen gewonnen Informationen diese möglichen Szenarien untersuchen. Inwieweit
mit den hier vorgestellten univariaten und bivariaten Kenngrößen im Vergleich zu an-
deren Verfahren komplementäre Informationen aus EEG-Zeitreihen extrahiert werden
können, bedarf weiterer vergleichender Studien. Bei der Untersuchung von zeitlichen
Aspekten der Dynamik des epileptischen Gehirns konnten mit den hier verwendeten
Ansätzen nur vereinzelt Hinweise auf detektierbare charakteristische Änderungen im
EEG vor epileptischen Anfällen gefunden werden. Dies könnte darin begründet sein,
dass aufgrund der für eine robuste Schätzung der Koeffizienten bzw. Verteilungen benö-
tigten großen Datenpunktanzahlen die zeitliche Auflösung der Profile der Kenngrößen
für das hier verwendete statistische Evaluierungsverfahren nicht ausreichend war.
Eine Verbesserung der hier vorgestellten Ansätze könnte durch eine robustere Schätzung
der Fokker-Planck Koeffizienten insbesondere für Zeitreihen mit einer geringen Anzahl
von Datenpunkten erreicht werden. Möglichkeiten hierfür könnten die Verwendung von
adaptiven Partitionierungen des Zustandsraumes, Kerneltechniken (siehe [170] für einen
Überblick) oder auch Optimierungsverfahren [94, 95] bei der Schätzung der Koeffizien-
ten sein. Mit einer solchen Schätzung könnte sich auch die Möglichkeit einer Analyse
in einem mehr als zweidimensionalen Kontext (durch eine Einbettung oder multiva-
riat) eröffnen. Hierbei ist sogar eine zeitaufgelöste Optimierung der Dimensionalität
des beschreibenden Diffusionsprozesses denkbar. Ebenfalls könnte die Entwicklung ei-
nes automatisierten Tests auf Markoveigenschaft eine zeitaufgelöste Bestimmung ei-
ner Markovzeitskala aus dem EEG ermöglichen, womit zum Einen möglicherweise die
Schätzung der Koeffizienten verbessert werden könnte, zum Anderen kann aber auch
über einen charakteristischen Zusammenhang zwischen der Markovzeitskala des EEG
und pathologischen Prozessen im epileptischen Gehirn spekuliert werden.
In der vorliegenden Arbeit konnte gezeigt werden, dass eine weiterführende Charakte-
risierung der Dynamik von komplexen Systemen (wie dem menschlichen epileptischen
Gehirn) möglich ist, sogar wenn die Voraussetzungen des verwendeten Fokker-Planck
Ansatzes (wie Markoveigenschaften und Gaußianität der Rauschkräfte) nicht in einem
strikten Sinne als erfüllt angesehen werden können. Ein Einsatz der hier eingeführten
Kenngrößen erscheint somit in einer Vielzahl von Wissenschaftsbereichen, die sich mit
der Analyse von komplexen Systemen befassen, viel versprechend.
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A Berechnung der Integrale aus Kapitel
3.2.1
Anhand eines Beispiels (Gleichung (3.13d)) soll hier die Berechnung der Integrale, die
in der Entwicklung der ersten beiden bedingten Momente nach dem Zeitschritt τ in
Kapitel 3.2.1 auftreten, dargestellt werden. Zu berechnen ist also
τ2
2
∫
dnx (xi − x′i)Lˆ2δ(x− x′), (A.1)
wobei durch den Differentialoperator Lˆ2
Lˆ2 =
∑
jk
∂xjD
(1)
j ∂xkD
(1)
k −
∑
jkl
∂xjD
(1)
j ∂xk∂xlD
(2)
kl
−
∑
jkl
∂xj∂xkD
(2)
jk ∂xlD
(1)
l +
∑
jkls
∂xj∂xkD
(2)
jk ∂xl∂xsD
(2)
ls (A.2)
Produkte im Integranden auftreten, die partielle Ableitungen der δ-Funktion enthalten.
In Gleichung (A.2) wurde die abkürzende Schreibweise ∂xi =
∂
∂xi
verwendet und alle
Koeffizienten sind Funktionen von (x, t). Für die Berechnung solcher Integrale lässt sich
ausnutzen, dass Ableitungen beliebiger Ordnung n von δ(x) für x 6= 0 verschwinden,
d.h. für x 6= 0 gilt dn
dxn
δ(x) = 0. Aufgrund dieser Eigenschaft lassen sich Ableitungen
von δ-Funktionen mit partieller Integration auf die anderen Funktionen im Integranden
übertragen
∞∫
−∞
dx f(x)
d
dx
δ(x) = f(x)δ(x)
∣∣∣x=∞
x=−∞
−
∞∫
−∞
dx
[
d
dx
f(x)
]
δ(x) (A.3a)
= −
∞∫
−∞
dx
[
d
dx
f(x)
]
δ(x), (A.3b)
wobei der erste Term in Gleichung (A.3a) verschwindet, da δ(x) für |x| → ∞ schneller
gegen 0 strebt als f(x).
Wird der Differentialoperator Lˆ2 aus Gleichung (A.2) in Gleichung (A.1) eingesetzt,
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ergeben sich vier Terme, die hier nun der Reihe nach berechnet werden. Mit δ(x−x′) =∏
i δ(xi − x′i) ergibt sich für das erste Integral
τ2
2
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jk
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dnx (xi − x′i)∂xjD(1)j ∂xkD(1)k δ(x− x′)
=
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2
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Der verbleibende Randterm verschwindet wieder und das Integral kann ausgewertet
werden, da keine Ableitungen der δ-Funktion mehr auftauchen. Als Ergebnis folgt somit
. . . =
τ2
2
∑
k
[
∂xkD
(1)
i (x
′, t0)
]
D
(1)
k (x
′, t0). (A.4)
Für das zweite Integral folgt (ab hier werden die bei den partiellen Integrationen auf-
tretenden Randterme, die allesamt verschwinden, nicht mehr mit notiert)
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Die Berechnung des dritten Integrales liefert
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Auch das vierte Integral verschwindet:
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Somit ergibt sich für den Ausdruck (A.1) insgesamt
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B Terme höherer Ordnung für das in
Kapitel 4.2.1 betrachtete System
Betrachtet wird das folgende allgemeine zwei dimensionale Modellsystem mit additiver
Kopplung, das in Kapitel 4.2.1 zum Test der Kenngrößen für Interdependenzen genutzt
wurde:
x˙1 =
(
f1(x1) + ǫ
(1)
1 x2
)
+
(
g11(x1) + ǫ
(2)
1 x2
)
Γ1 + ǫ
(2)
12 g12(x1, x2)Γ2
x˙2 =
(
f2(x2) + ǫ
(1)
2 x1
)
+ ǫ
(2)
12 g12(x1, x2)Γ1 +
(
g22(x2) + ǫ
(2)
2 x1
)
Γ2. (B.1)
Aus Gründen der Übersichtlichkeit wird hier nur der Fall von konstanten Funktionen
gij = const im stochastischen Anteil der Dynamik behandelt. Mit der Itô-Interpretation
von stochastischen Integralen folgt aufgrund der Beziehung (2.35) für den Driftvektor
(mit i, j ∈ {1, 2} und i 6= j):
D
(1)
i = fi(xi) + ǫ
(1)
i xj (B.2)
und für die Einträge der Diffusionsmatrix (wieder mit i, j ∈ {1, 2} und i 6= j):
D
(2)
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(2)
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)
. (B.3)
Um die Fehler abschätzen zu können, die bei der Verwendung eines festen Zeitschrittes τ
bei der Schätzung der Koeffizienten für das allgemeine System (B.1) entstehen können,
werden nun die auftretenden Terme der Ordnung O(τ) berechnet. Für die Schätzwerte
der Koeffizienten ergibt sich aus der Entwicklung der bedingten Momente für endliches
τ gemäß der Gleichungen (3.14) und (3.16):
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+ O(τ2). (B.4)
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und
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wobei Dˆ(1)i und Dˆ
(2)
ij die geschätzten und D
(1)
i und D
(2)
ij die wahren Koeffizienten be-
zeichnen und die abkürzende Notation ∂xk =
∂
∂xk
verwendet wurde.
Werden nun die speziellen Koeffizienten (B.2) und (B.3) in die Gleichungen (B.4) und
(B.5) eingesetzt, so ergibt sich für den Schätzwert der i-ten Komponente des Driftko-
effizienten
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Für die Diagonalelemente des geschätzten Diffusionskoeffizienten folgt
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und für das Nichtdiagonalelement
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Anhand von Gleichung (B.6) lässt sich erkennen, dass im Falle einer ausschließlichen
Kopplung in den Diagonalelementen der Diffusionsmatrix, diese Kopplung nur dann
über den Term (B.6c) auf die Komponenten des Schätzers für den Driftvektor über-
tragen wird, wenn ∂xi∂xifi(xi) 6= 0 gilt. Bei einer ausschließlichen Kopplung im Drift-
vektor wird diese auf jeden Fall über die Terme (B.7b) und (B.8b) in die Schätzer der
Diagonalelemente sowie des Nichtdiagonalelementes der Diffusionsmatrix übertragen.
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C Höherdimensionale deterministische
und stochastische Modellsysteme
Im Folgenden werden die Modellsysteme beschriebenen, die für die in Kapitel 4.2.2
dargestellten Untersuchungen verwendet wurden. Bei der Generierung der Zeitreihen
dieser Systeme für die Analyse wurden gemäß [56] die Abtastintervalle immer derart
gewählt, dass eine Grundschwingung des jeweiligen Systems von ungefähr 20 Daten-
punkten überdeckt wurde. Bei einer Datenpunktanzahl von N = 10000 waren in den
analysierten Zeitreihen also jeweils etwa 500 Perioden der Systeme enthalten.
C.1 Strukturell identische Systeme
Gekoppelte Lorenz-Systeme
Als erstes Beispiel für gekoppelte strukturell identische Systeme wurden zwei diffu-
siv gekoppelte Lorenz-Systeme betrachtet. Das Lorenz-System (siehe Abbildung C.1
(a)) wurde in der Meteorologie als Modell für Konvektionsströmungen aufgestellt [171].
Das hier untersuchte System aus zwei gekoppelten nicht identischen Lorenz-Systemen
wurde ebenfalls in [56, 63] verwendet und wird beschrieben durch folgende Bewegungs-
gleichungen
x˙1 = 10(x2 − x1),
x˙2 = 40x1 − x2 − x1x3,
x˙3 = x1x2 − 8/3x3,
y˙1 = 10(y2 − y1) + ǫ(x1 − y1),
y˙2 = 35y1 − y2 − y1y3,
y˙3 = y1y2 − 8/3y3. (C.1)
Die Gleichungen (C.1) wurden mit einem Runge-Kutta Schema vierter Ordnung (sie-
he beispielsweise [99]) mit Schrittweite von ∆tint = 0.005 integriert und anschließend
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Abbildung C.1: Attraktoren der untersuchten Systeme für den Fall keiner Kopplung für
das Lorenz-System nach Gleichung (C.1) (a), das Rössler-System nach Gleichung (C.2) mit
ωx = 0.97 und cx = 10 (chaotisches Regime) (b) und ωy = 0.98 und cy = 2.0 (periodisches
Regime) (c), und für den Van der Pol-Oszillator nach Gleichung (C.3) (d), dem eine deter-
ministische Trajektorie (rote durchgezogene Linie) überlagert ist. Es sind jeweils N = 50000
Zustandsvektoren der Systeme eingezeichnet.
mit einem Abtastintervall ∆t = 0.03 abgetastet. Die ersten 100000 Iterationen wur-
den nicht berücksichtigt, um eventuelle Transienten auszuschließen. Die Anfangsbe-
dingungen wurden in der Nähe des Attraktors als x1(0) = 14.53, x2(0) = 7.414 und
x3(0) = 41.08 gewählt und durch Überlagerung dieser mit gaußverteiltem Rauschen mit
Mittelwert Null und Standardabweichung 0.001 wurden unterschiedliche Realisationen
des Systems generiert. Als Observablen wurden jeweils Zeitreihen der Komponenten x1
und y1 betrachtet.
Gekoppelte Rössler-Systeme
Als zweites Beispiel für gekoppelte strukturell identische Systeme wurden zwei diffusiv
gekoppelte Rössler-Systeme betrachtet. Der von Rössler [172] eingeführte Oszillator ist
ein schwach chaotisches nichtlineares dynamisches System. Das hier untersuchte System
aus zwei gekoppelten Rössler-Oszillatoren wurde ebenfalls in [56] betrachtet und wird
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durch folgende Bewegungsgleichungen beschrieben
x˙1 = −ωxx2 − x3 + ǫx(y1 − x1),
x˙2 = ωxx1 + 0.15x2,
x˙3 = (x1 − cx)x3 + 0.2,
y˙1 = −ωyy2 − y3 + ǫy(x1 − y1),
y˙2 = ωyy1 + 0.15y2,
y˙3 = (y1 − cy)y3 + 0.2. (C.2)
Durch unterschiedliche Wahl der Parameter cx,y und ωx,y wurden zwei Versionen des
Systems (C.2) betrachtet. Zum Einen der Fall zweier fast identischer gekoppelter Röss-
ler Systeme mit Parametern cx = cy = 10 und einem Frequenz-Mismatch ν, der durch
ωx,y = 1 ∓ ν definiert war. Bis auf einen kleinen Bereich des Frequenz-Mismatches
sind beide Dynamiken in einem chaotischen Regime (siehe Abbildung C.1 (b)), und
Zheng und Hu haben qualitativ unterschiedliche Übergänge von unsynchronisierter
zu synchronisierter Bewegung beschrieben, wenn die Kopplung ǫy erhöht wird [103].
Für kleine Werte des Frequenz-Mismatches (ν < 0.028) tritt zunächst Phasensynchro-
nisation ein, gefolgt von generalisierter Synchronisation. In einem mittleren Bereich
(0.028 < ν < 0.035) treten beide Synchronisationsarten beim gleichen Wert der Kopp-
lungsstärke auf. Bei einem größeren Unterschied der Frequenzen (0.035 < ν) kommt es
zunächst zu generalisierter Synchronisation, während Phasensynchronisation bei stär-
keren Kopplungen beobachtet wird. Hier wurde der Fall eines Frequenz-Mismatches
von ν = 0.03 betrachtet. Des Weiteren wurde ebenfalls ein System mit zwei unter-
schiedlichen Rösslerdynamiken betrachtet, bei dem die Parameter als cx = 10, cy = 2,
ωx = 1.0 und ωy = 0.98 gewählt wurden. Bei diesen Parameterwerten ist die Dyna-
mik des x-Systems chaotisch, während die Dynamik des y-Systems periodisch ist (siehe
Abbildung C.1 (c)).
Die Gleichungen (C.2) wurden mit einem Runge-Kutta Schema vierter Ordnung (siehe
beispielsweise [99]) mit einer Schrittweite von ∆tint = 0.05 integriert und anschließend
mit einem Abtastintervall ∆t = 0.3 abgetastet. Die ersten 10000 Iterationen wurden
nicht berücksichtigt, um eventuelle Transienten auszuschließen. Die Anfangsbedingun-
gen wurden als x1(0) = x2(0) = x3(0) = 1.0 gewählt und durch Überlagerung die-
ser mit gaußverteiltem Rauschen mit Mittelwert Null und Standardabweichung 0.05
wurden unterschiedliche Realisationen des Systems generiert. Als Observablen dienten
jeweils Zeitreihen der Komponenten x1 und y1 und es wurden beide Richtungen des
unidirektionalen Treibens betrachtet, ǫx = 0, ǫy > 0, und ǫx > 0, ǫy = 0.
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Gekoppelte stochastische Van der Pol-Oszillatoren
Als letztes Beispiel für strukturell identische Systeme wurden zwei diffusiv gekoppel-
te stochastische Van der Pol-Oszillatoren betrachtet. Im Jahre 1920 schlug Van der
Pol im Rahmen der Beschreibung nichtlinearer Schwingungen am Triodengitter einen
später nach ihm benannten Oszillator vor [173] (siehe Abbildung C.1 (d)). Das hier
untersuchte System aus zwei bidirektional gekoppelten, stochastisch getriebenen Van
der Pol-Oszillatoren wurde ebenfalls in [56, 63] betrachtet und wird beschrieben durch
x¨ = 0.2(1− x2)x˙− ω2xx+ Γx + 0.03(y − x),
y¨ = 0.2(1− y2)y˙ − ω2yy + Γy + ǫ(x− y). (C.3)
Die Parameter ωx,y wurden gewählt als ωx = 1.02 bzw. ωy = 0.98, und Γx,y sind
zwei unabhängige gaußverteilte Rauschprozesse mit 〈Γx(t)Γx(t′)〉 = 〈Γy(t)Γy(t′)〉 =
2Dδ(t − t′), wobei √2D = 0.8 gewählt wurde. Das System (C.3) wurde mit einem
stochastischen Euler-Schema (siehe beispielsweise [100]) mit einer Schrittweite von
∆tint = 0.01π integriert und mit einem Abtastintervall von ∆t = 0.1π abgetastet.
Als Anfangsbedingungen wurden x(0) = x˙(0) = y(0) = y˙(0) = 0.0 gewählt und die
ersten 10000 Iterationen wurden von den Analysen ausgeschlossen.
C.2 Strukturell unterschiedliche Systeme
Stochastischer Van der Pol-Oszillator gekoppelt mit Rössler-System
Als erstes Beispiel für strukturell unterschiedliche Systeme wurde ein mit einem stochas-
tischen Van der Pol-Oszillator gekoppeltes Rössler-System betrachtet. Dieses System
wurde ebenfalls in [56, 63] betrachtet und ist gegeben durch
x˙1 = −x2 − x3,
x˙2 = x1 + 0.15x2 + ǫxy,
x˙3 = (x1 − 10)x3 + 0.2,
y¨ = 0.1(1− y2)y˙ − ω2yy + Γy + ǫyx2, (C.4)
wobei ωy = 0.98 und Γy als gaußverteilter Rauschprozesse mit 〈Γy(t)Γy(t′)〉 = 2Dδ(t−
t′) und
√
2D = 0.05 gewählt wurde. Das System (C.4) wurde mit einem stochastischen
Euler-Schema (siehe beispielsweise [100]) mit Schrittweite ∆tint = π/3000 integriert
und mit einem Abtastintervall von ∆t = 0.1π abgetastet. Die ersten 10000 Iterationen
wurden nicht berücksichtigt, um eventuelle Transienten auszuschließen. Die Anfangs-
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bedingungen wurden als x1(0) = x2(0) = x3(0) = 1.0 und y1(0) = y2(0) = 0.0 gewählt
und durch Überlagerung der xi(0) mit gaußverteiltem Rauschen mit Mittelwert Null
und Standardabweichung 0.05 wurden unterschiedliche Realisationen des Systems gene-
riert. Als Observablen wurden jeweils Zeitreihen der Komponenten x1 und y betrachtet.
Rössler-System gekoppelt mit Lorenz-System
Als zweites Beispiel für zwei strukturell unterschiedliche gekoppelte Systeme wurde ein
Rössler-System betrachtet, das ein Lorenz-System treibt. Dieses System wurde ebenfalls
in [138, 62, 65, 101] untersucht und ist gegeben durch
x˙1 = −ωx (x2 + x3)
x˙2 = ωx (x1 + 0.2x2) ,
x˙3 = ωx (0.2 + x3(x1 − 5.7)) ,
y˙1 = 10 (−y1 + y2) ,
y˙2 = 28y1 − y2 − y1y3 + ǫxβ2 ,
y˙3 = y1y2 − 8
3
y3, (C.5)
wobei die x-Komponenten das autonome Rössler-System und die y-Komponenten das
getriebene Lorenz-System beschreiben. Es wurde jeweils ωx = 6 gewählt und über den
Parameter β konnte die Prozesskomponente x2 entweder linear (β = 1, wie in [174])
oder quadratisch (β = 2, wie in [138, 62]) in die Bewegungsgleichung der Kompo-
nente y2 eingekoppelt werden, wobei hier nur der Fall β = 2 betrachtet wurde. Die
Gleichungen (C.5) wurden mit einem Runge-Kutta Schema vierter Ordnung (siehe bei-
spielsweise [99]) mit einer Schrittweite von ∆tint = 0.005 integriert und anschließend
mit einem Abtastintervall ∆t = 0.03 abgetastet. Die ersten 10000 Iterationen wurden
nicht berücksichtigt, um eventuelle Transienten auszuschließen. Die Anfangsbedingun-
gen wurden als x1(0) = x2(0) = x3(0) = 1.0 und y1(0) = 14.53, y2(0) = 7.414 und
y3(0) = 41.08 gewählt und durch Überlagerung dieser mit gaußverteiltem Rauschen
mit Mittelwert Null und Standardabweichung σ (σ = 0.05 für die x-Komponenten und
σ = 0.001 für die y-Komponenten) wurden unterschiedliche Realisationen des Systems
generiert. Als Observablen wurden jeweils Zeitreihen der Komponenten x2 und y2 be-
trachtet.
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