Ontologies are developed to describe data semantics on the Semantic Web. Given the distributed nature and scale of the Semantic Web, a large number of ontologies with different terminologies and structures will be created to describe the same concepts and domains. Without semantic mapping, information fluidity within the Web could be blocked at the boundaries of these ontologies. Therefore, ontology mapping is needed to translate datasets represented by disparate ontologies. We believe that over time communities will incrementally build an ontology mapping between select ontologies based on their own communication interests. How will these interest-driven mapping activities eventually change semantic interoperability and information fluidity across the Web? This paper proposes metrics to quantify information fluidity and builds an analytical model with "small-world" graph theory to analyze the growth of the Semantic Web. Further with this model, we analyze how information fluidity can evolve by "marketdriven" semantic mapping activities occurring across the Web. Our results can be useful in evaluating mapping efforts needed for large-scale heterogeneous information systems. One conclusion, based on this model, is that the development of decentralized ontology mappings can lead to significant information fluidity within the Semantic Web.
Introduction
The immense success of the World Wide Web has dramatically changed the way that we share information. However, most information on the Web is designed for human consumption. Machines are not able to understand and process this information. For the Web to reach its full potential, it must evolve into an information space where data can be shared and processed by software agents as well as by people. The Semantic Web 1 activity centers on the infusion of meaning into the Web so as to make more of the information of the Web "machine-understandable". The challenge of the Semantic Web is to provide languages that can allow mechanical reasoning about Web-based data and other resources.
2
An ontology is an explicit specification of the conceptualization of a domain that defines a common vocabulary to represent shared knowledge in a community of interest. Ontological commitments are agreements to use the shared vocabulary in a coherent and consistent manner.
3 Every information system in this community agrees to share the same definition of common concepts and there is thus semantic interoperability among systems that commit to the same ontology. We say that two information systems are semantically interoperable if they can process semantics of their exchanged data. However, increasing the size and scope of such a community can make a centralized ontology rapidly unmanageable. Given the distributed nature and scale of the Semantic Web, it is inevitable that a large number of ontologies will be independently developed to describe the similar concepts and domains. Different terminologies and structures will be used in different ontologies to represent the same concepts. 4 Information processing across ontologies is impossible without knowing some form of semantic mapping between disparate ontologies. Therefore information sharing across the Web could be blocked at the boundaries of these ontologies.
Ontology mapping can translate information represented using one ontology to information represented in another. Therefore information systems committing to different ontologies can gain semantic interoperability between them via ontology mapping. It seems likely that communities will be motivated to build semantic mappings between various ontologies based on their own communication interests. We call this "market driven" ontology mapping -it will proceed in a self-motivated, distributed and decentralized way (motivated by the "market" needs of users). It should be noted that the results in this paper do not assume a common ontology language, although the advent of languages such as OWL, make this market-driven model more probable in practice, since this allows greater interoperability and eases the burden of creating mappings.
The success of the Semantic Web partially relies on whether these interestdriven semantic mapping activities will eventually change semantic interoperability and information fluidity across the Web. In this paper, we propose metrics to quantify information fluidity and build an analytical model with "small-world" graph theory to analyze the growth of the Semantic Web. Further with this model, we analyze how the information fluidity will be changed by market-driven ontology mapping activities occurring across the Web. We believe that our results can be useful in evaluating mapping efforts needed for large-scale heterogeneous information systems.
The remainder of the paper is organized as follows: In Section 2, we discuss ontology mapping technologies and our assumptions. Section 3 formulates the semantic interoperability issue of the Web as a random graph connectivity problem. In Section 4, we define metrics to measure the information fluidity of a network.
In Section 5 and 6, we analyze the information fluidity in both organized ontology mapping networks and market-driven ontology mapping networks, respectively. We discuss the limitations of our model in Section 7. Section 8 introduces the related work in this area.
Ontology Mapping
In a small community, it's not difficult for all users to agree on a common ontology. Implemented information systems can communicate with each other efficiently due to their commitment to the common ontology. In a networked environment with a very large number of information systems, such as the Semantic Web, we cannot expect that all systems will share a single centralized ontology, even within a same domain. Instead, it's far more likely that different communities will incrementally define different terminologies and structures to represent similar concepts based on their own interests and assumptions. To understand data marked up by independently developed ontologies, semantic mappings between ontologies will be inevitable.
The differences between two ontologies representing similar concepts can include syntactic differences as well as semantic differences. Ontology mapping or translation has to consider many dimensions of mismatch between ontologies such as syntax, vocabulary, expressiveness, modeling conventions, model coverage and granularity, and representation paradigm.
5 Some work on multi-database systems also classified semantic and schematic conflicts between heterogeneous database objects. 6, 7 In general, semantic mapping is much harder than syntactic translation and it needs to understand the meaning of vocabularies and their relationships. Two strategies have been used in previous work to map ontologies: One is to map a source ontology to a target ontology via one big, centralized ontology that servers as an interlingua. The other strategy is to map one ontology into another directly. (Ontolingua 3 and OntoMorph 5 are typical examples for the above two cases respectively.
8 ) For the results we propose in this paper, we do not need to distinguish these approaches, although we note that the latter (multiple ontologies with many mappings) is more likely and scales better than a centralized mapping system.
Mapping the relationship between two ontologies can be defined declaratively, using a set of mapping rules, or procedurally using some sort of program which inputs terms in one ontology and outputs terms in the other. Currently, mapping rules or programs have to be written manually by domain experts since there is no general technology to allow machines to understand the meaning of terminologies and their relationships. Some researchers are developing tools such as GLUE 9 to semi-automate the mapping process with machine learning technology. Once mapping rules or programs are available between two ontologies, any datasets represented with one ontology can automatically be mapped to datasets represented with another ontology.
For two information systems using two ontologies to be semantic interoperable, it seems that bi-directional ontology mappings are needed between these two ontologies. Assume that a system s 1 using ontology o 1 needs to communicate with another system s 2 using ontology o 2 . A query from the system s 1 (composed with ontology o 1 ) has to be mapped into a query using terms of the target ontology o 2 so that the system s 2 can "understand" and process the query. Meantime, the data responded from the system s 2 (composed with ontology o 2 ) has to be mapped back into the ontology o 1 so that the system s 1 can "understand" and process the returned data. This is especially necessary if it is autonomous software agents that process query and data without human's intervention. A software agent may need to correlate and process queries from multiple sources but only be able to process data marked up with its own ontology. In such interactions, the information flow is bi-directional and bi-directional ontology mappings are very much needed. Note that we don't assume that all terms and their relationships of two ontologies can be mapped into each other without information loss. Two ontologies may only have partial mapping between their terminologies and structures because of many dimensions of mismatches listed above. Some terms and relationships in one ontology may not be mapped into another and in our framework such information loss is allowed during mapping. Here we only assume that in general two ontologies (but not every individual term and/or relationship) should have bi-directional mapping relationship in order to enable information systems using these ontologies to be semantically interoperable, as illustrated above. We say that there is a bi-directional mapping between two ontologies even if each ontology only has a subset of terms and/or relationships mapped into another in one direction and these two sets are not overlapped. See more discussions on mapping accuracy and information loss in Section 3. Some earlier work has proposed several approaches to resolve the conflicting terms in ontology mapping. For example, in the OBSERVER system, 10 if a term in one ontology can not be translated into the target ontology, this conflicting term is replaced by the intersection of its immediate parents or by the union of its immediate children recursively until a translation of the conflicting term is obtained using only the terms of the target ontology.
Ontology and System Network
It is useful to view ontologies and their mapping relationships as a complex ontology network. Traditionally topologically complex networks have been described using random graph theory. Here, each ontology is represented with a vertex in the ontology graph, which consists of many different ontologies. If there exist ontology mappings between two ontologies, the associated two vertices are linked with an edge. Otherwise, there is no edge between these two vertices. Since we assume that in general two ontologies have bi-directional mapping relationship to support system interactions, the ontology graph is an undirected graph. If two vertices are connected with a path of consecutive edges, we say that these two nodes are con-nected in the graph. Further, if every pair of nodes in the graph is connected, we say that the graph is fully connected. If a graph is not fully connected, the fully connected sub-graphs are named as components. If there exists a single component that links the majority of nodes in the graph, this component is named as the giant component.
We can also view all the information systems using ontologies on the Web, and their semantic interoperability relationships as an information system network. Every information system employs one ontology from the ontology network to markup its data (Note that in practice a system might use multiple ontologies to represent different views of its data. For the analysis in this paper, we treat such a system as if it is multiple systems, each linked to a single ontology, with no loss of generality in our analysis). If we cluster those information systems committing to the same ontology together, the whole information system network can be partitioned into many clusters. Each cluster of information systems is associated with one vertex in the ontology network. On the other side, from the ontology network's view, every information system is a markup instance of a specific ontology and each cluster is a set of markup instances of a specific vertex in the ontology network. The relationship between the ontology network and the information system network is shown in Figure 1 . In the ontology network layer, the edge between two vertices represents that there exist ontology mappings between two associated ontologies. In the system network layer, the edge between two nodes represents that the associated two information systems are semantically interoperable. The edge between two clusters represents that the information systems in these two clusters are semantically interoperable, i.e., every pair of information systems from these two clusters is semantically interoperable. Since all information systems in the same cluster commit to the same ontology, straightforwardly they're semantically interoperable and therefore all nodes in the same cluster are fully meshed. Note that in the following sections, a "node" in the ontology network always refers to an individual ontology while a "node" in the system network always refers to an individual information system.
For the Semantic Web to reach the Internet scale, ontology-mapping resources have to act analogously to the routers in the Internet. While large numbers of nodes share backbone routers to achieve global network connectivity, information systems have to cooperatively share ontology mapping resources to achieve global semantic interoperability. Two ontologies in the ontology network may only have partial mappings between them, which lead to information loss during the mapping process. However various information systems may demand different mapping accuracies to process the data represented in other ontologies. While some information systems may need 100% mapping accuracy to process data, others may only need partial mappings to extract the required portion of information. In fact, one ontology mapping could consist of several partial mappings, i.e., one ontology can be split to several parts, which are independently mapped to the target ontology via different mapping paths in the ontology network. Therefore partial mappings could also satisfy the interoperability needs of some information systems. In this paper, we focus our analysis on the information fluidity or reachability that results from mapping activities, i.e., how information can flow in the information system network with regard to semantic interoperability. Though a partial mapping between ontologies could cause information loss, it could still enable certain amount of information (more or less) to flow from one information system to another. As discussed above, whether the quality of an ontology mapping is acceptable should be determined by individual systems (case-by-case). However it's not realistic and possible to include each individual system's mapping requirement and each mapping's accuracy in our massive network analysis. Instead in this paper we evaluate the maximum coverage of semantic interoperability that an information system network could have by accepting partial mappings and information loss. In practice some mapping quality control mechanisms should be introduced for information systems. Mena et al. 11 proposed some approaches to estimate the loss of information when a query is translated across different ontologies. Kashyap and Sheth 6 defined a concept of semantic proximity and further used this concept to determine qualitative measures of semantic similarity between database objects. We believe that similar approaches could be taken to determine whether a mapping is acceptable.
Information Fluidity
If two systems are semantically interoperable in the information system network, we say that information can flow from one system to the other and vice versa. For the sake of this paper, we will abstract away the details of how the interoperability works -the analysis is the same whether we assume wrappers, web services, agents or any other mechanisms that allow for loosely-coupled distributed computing across network. Our model will analyze how information fluidity of the Web is affected by the semantic interoperability of distributed information systems.
As introduced in Section 3, in the information system network, two semantically interoperable nodes (information systems) are connected with an edge. If any pair of information systems in the network is semantically interoperable, then this network is fully connected. If the network is not fully connected (some systems are not interoperable and isolated in the network), it must consist of several or many fully connected components (sub-networks). Information systems are semantically interoperable within each individual components but not beyond the boundary of components. As shown in Figure 2 , in fact information flow is confined within the boundary of these components. Here we propose a new metric called information fluidity to quantify the semantic interoperability level of an information system network. Assume that an information system network includes n systems. With regard to semantic interoperability, the network can be partitioned into k(k ≥ 1) components and each component includes m i (i = 1, 2, ..., k) systems. Straightforwardly we have n = to represent the information fluidity of the information system network. In other words, we measure the maximum coverage of systems that information flow can reach. Though many components could exist in a system network, here we only use the size of the largest component to compute the information fluidity because it's hard to calculate the average size of all components in a massive network. As the ratio mmax n increases, the network is claimed to have better information fluidity. For example, every cluster of systems that commit to the same ontology has 100% information fluidity within that cluster since any two systems are semantically interoperable. Straightforwardly, ontology mappings can dramatically improve the information fluidity in a heterogeneous Web since it connects different clusters in the information system network. Note that information fluidity is used to measure the interoperability level of the information system network but not the ontology network.
For convenience in the following sections, here we prove several simple propositions: Proof. If two nodes in the ontology network are connected, there exists at least one path (with consecutive edges) that links these two nodes. The two ontologies represented by these two nodes can be mapped into each other via a sequence of ontology mappings, which are represented by the sequence of edges along the path. Therefore every pair of information systems in the associated two clusters is semantically interoperable via this sequence of ontology mappings.
Here we assume that any length of mapping sequence between two nodes is acceptable because certain amount of information (more or less) can flow from one node to another via this path. In practice, a long sequence of ontology mappings may lead to large information loss and computing overhead in data mapping and processing. However, as we will see in Section 6, in small-world phenomenon, nodes are usually connected with a short chain of edges. The small-world phenomenon is colloquially called "six degrees of separation", i.e., typically only six edges between two connected nodes in a massive network.
Lemma 4.2.
If the ontology network is fully connected, every pair of information systems in the system network is semantically interoperable and the whole information system network has 100% information fluidity.
Proof. If the ontology network is fully connected, every pair of ontologies in the ontology network is connected. According to Lemma 4.1, every pair of associated clusters of information systems in the system network is semantically interoperable via a sequence of ontology mappings. That means every pair of systems from any two clusters is semantically interoperable via a sequence of ontology mappings. Since all systems within the same cluster commit to the same ontology, they are semantically interoperable with each other. Therefore, every pair of systems in the system network is semantically interoperable with or without ontology mappings. The whole information system network is fully connected with regard to semantic interoperability. According to our definition of information fluidity, since 100% systems in the information system network are semantically interoperable, the whole network has 100% information fluidity.
Organized Ontology Network
According to Lemma 4.2, if the ontology network is fully connected, then the system network has 100% information fluidity. While this could be an ideal situation for the system network with regard to information fluidity, some interesting questions remain: Assuming that global ontology mapping activities can be well organized, what is the minimum effort to get the ontology graph fully connected without loops? Conversely, what is the worst case to get the ontology graph fully connected?
According to Lemma 4.2, with a fully connected ontology graph, the associated information system network has 100% information fluidity.
If M is a very large number, it could take significant amount of work to build M −1 ontology mappings and get the whole information system network connected. It seems probable, however, that in practice there will be dominant ontologies in a network that are much more popular than others. Most information systems may use these ontologies to describe their data and these ontologies have large clusters in the information system network. Therefore, even if we only build ontology mappings between these dominant ontologies, the information system network could still achieve great information fluidity. For example, if 80% of system nodes use the same m(m << M ) dominant ontologies to describe their data, according to Lemma 5.1, we only need to build m − 1 mappings to get these m dominant nodes fully connected and the whole information system network could still obtain 80% information fluidity.
Market-driven Ontology Network
In a small network, ontology mapping activities could be well organized as discussed in Section 5, with a careful design of minimal mappings to obtain maximal fluidity. In reality, however, it seems more likely that ontology network may grow over time, with clusters forming around ontologies built for a specific purpose, and later mappings being developed to provide greater interoperability among those being widely used. Thus, new ontology nodes are added to the network incrementally and new ontology mappings (edges) are built between existing nodes incrementally. Given the distributed nature and scale of the Semantic Web, eventually it may grow to a massive network with no truly dominant nodes. Due to its scale and complexity, it's not realistic to organize this network rigorously. Instead, the ontology network is more likely to grow based on a "market-driven" approach (in self-motivated, distributed and decentralized way), with much reuse of existing ontologies and mappings growing between those popular ones. 4 For example, if an ontology is very popular among information systems, other ontologies are more likely to build mappings with this ontology in order to achieve better information fluidity. As a consequence, this ontology may even become more popular. Recently it has been demonstrated that many large networks share certain universal characteristics that can be described by so-called the "power law" distribution.
12, 13 Barabasi et al. 14 show that a power-law degree distribution and small-world phenomenon emerges naturally from a stochastic growth process in which new vertices link to existing ones with a probability proportional to the degree of the target vertex. Chung and Lu 15 analyzed random graphs with general expected degree distributions and special emphasis is given to spare graphs with average degree a small constant. In this section, we introduce their complex graph theory first and then we apply their results to a market-driven network model built for the ontology network.
Random graph theory
Assume that a random graph has n nodes and a given expected degree sequences w = (w 1 , w 2 , ..., w n ). The vertex v i is assigned with a vertex weight w i that is the expected degree of this node. The edges are chosen independently and randomly according to the vertex weights as follows. The probability p ij that there is an edge between v i and v j is proportional to the product w i w j where i and j are not required to be distinct. There are possible loops at v i with probability proportional to w This assumption ensures that p ij ≤ 1 for all i and j. According to Eq. (6.1), for a node i, its expected degree is n j=1 p ij = w i . Here we denote a random graph with a given expected degree sequence w by G(w). The expected average degree of a random graph G(w) is defined to be d = n i=1 w i /n. For a subset S of vertices, the volume of S, denoted by V ol(S), is the sum of expected degrees in S, i.e., V ol(S) = vi∈S w i . In particular, the volume of V ol(G) of G(w) is just n i=1 w i . With regard to a random graph G(w) like this, Chung and Lu 15 proved the following theorem. Here "almost surely" means that the following results hold with probability one. 
(ii) If 1 + δ ≤ d ≤ e, the volume of the unique giant component is almost surely at least
Model and parameters
In our model, we assume that the system network has N nodes (information systems) and the ontology network has M (M < N ) nodes (ontologies). As discussed in Section 3, every information system in the system network picks one ontology from the ontology network to markup its data. Therefore the N nodes in the system network can be partitioned to M clusters. All information systems in the same cluster commit to the same ontology. Assume that each cluster includes n i (i = 1, 2, ..., M ) systems and thus M i=1 n i = N . Define n max = max n i , i.e., n max is the size of the largest system cluster that commits to the same ontology.
If one ontology has more popularity in the information system network, it will gain more visibility in the ontology network. Other ontologies are more likely to build mappings to that ontology in order to get better information fluidity for their information systems. This follows "the rich get richer" phenomenon in society (and is why we refer to this as "market-driven" approach). Therefore, the degree of an ontology node should reflect the size of its cluster in the information system network. Here we assume that the expected degree of a node i in the ontology graph, w i , is proportional to its popularity in the information system network, i.e., the degree of an ontology node is proportional to the number of its instances in the system network. We define
where K is the sum of all nodes' degrees in the ontology graph. In fact, with Eq. (6.2), we have
Meantime, as shown in Eq. (6.1), the probability p ij that there is an ontology mapping between nodes v i and v j is proportional to the product w i w j , i.e.,
What does Eq. (6.4) mean in our model? Building semantic mapping between two ontologies is likely a bilateral activity and both sides could be motivated to map terminologies and structures between ontologies to achieve better information fluidity. If two ontology nodes are both popular (with big clusters in the information system network), they are both "attractive" to each other and more likely to build a mapping between them for greater information reachability. Otherwise, these big clusters are unable to consume large amount of information from each other in a global network of information systems. In our model, the expected degree d = The volume of the whole ontology network G is
Lower bound of information fluidity
With the above model and parameters, given an information system network, we can derive from Theorem 6.1 the following lower bound of its information fluidity. (ii) If
2 , the information fluidity of the whole information system network is almost surely at least
Proof. In a random graph, the sum of all nodes' degrees is always twice of the total number of edges. In an ontology network G(M, L) with M nodes and L mapping links, the sum of degrees is: K = 2L. According to the constraint in Eq. (6.4), L = 
Meantime, by the definition of V ol(S) and V ol(G) in Eq. (6.5) and Eq. (6.6) respectively, we have
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Therefore by Inequality (6.8) and Eq. (6.9), we have
The giant component S giant is the largest sub-graph that is fully connected in the ontology network. For any node (ontology) v i ∈ S giant in the ontology network, n i systems in the information system network commit to that ontology. Therefore, a total of vi∈Sgiant n i systems in the information system network commit to the ontologies that are included in the giant component S giant . Since the giant component S giant is fully connected, according to Lemma 4.2, any pair of these vi∈Sgiant n i systems is semantically interoperable with or without ontology mappings. Therefore in the information system network, the largest percentage of systems that are semantically interoperable between each other is at least vi∈Sgiant n i /N . By the metric definition of information fluidity and Inequality (6.10), we can conclude that the information fluidity of the information system network is almost surely at least
In the similar way, if
2 , we can conclude the result (ii) from the second part of Theorem 6.1.
Result analysis
In this section, we use an example to illustrate Theorem 6.2. Assume that the ontology network has M = 5000 ontologies and the largest cluster in the information As we mentioned earlier, our theorem only applies to those networks with sparse edges. In this specific example, it only applies to the network with edges less than 20000. Assume that we have L = 10000 ontology mappings that are randomly distributed according to Eq. (6.4) . By the first result of Theorem 6.2, the information fluidity of the information system network is at least 40%. That is, after 10000 self-motivated, distributed and decentralized ontology mappings, at least 40% · N information systems are semantic interoperable with each other.
With a network of 5000 ontologies, Figure 3 illustrates how the lower bound of information fluidity is improved by adding more ontology mappings. Given a number of ontology mappings, we can consult the curve to estimate the information fluidity of an information system network. Conversely, given a requirement of information fluidity, we can estimate the number of ontology mappings needed in such a large ontology network. Given different sizes of ontology networks, Figure 4 shows the growth of information fluidity as the number of ontology mappings increases. Given different number of ontology mappings, Figure 5 illustrates how the information fluidity decreases as the size of ontology networks grows. Note that all these curves only reflect the lower bound of information fluidity and the real interoperability level of an information system network is always higher than this bound.
Given a fixed number of ontology mappings, if the size of ontology network is bigger, the information fluidity of its system network is lower. Straightforwardly, this is because the same number of ontology mappings is more widely distributed in a bigger size network and averagely each ontology node has smaller degrees, which leads to lower connectivity in the ontology network and further lower information fluidity in the system network. In Figure 4 , we note that the lower bound of information fluidity grows faster for smaller M . For example, the curve with M = 1000 has much steeper growth than any of others in the early stage. With the same rate of mapping growth, averagely the degree of each node in a smaller network should grow faster than in a bigger network. Therefore the probability to link two nodes increases more significantly in a smaller network according to Eq. (6.4), which leads to the faster growth of ontology network connectivity and further the faster growth of information fluidity in the system network.
In Figure 4 , we also note that after a fast growth, the information fluidity increases slowly with the growth of ontology mappings. For example, for an ontology network with 1000 nodes, i.e. M = 1000, with 3000 mappings, the information fluidity of its system network could reach 55%. However, with extra 7000 mappings, its information fluidity only increases 15%. Ontologies with big clusters in the system network have priority to get connected with each other, which leads to a fast growth of information fluidity. After these ontologies are fully connected, many mappings are assigned to build "redundant paths" between these ontologies, which doesn't increase information fluidity. Those ontologies with small clusters in the system network are isolated based on the mapping distribution in Eq. (6.4) . However, as we see in Figure 3 and 4, though the number of mappings is much bigger than M − 1 in order to get high information fluidity, it is still much smaller than the number in the worst case:
2 + 1. For M = 1000, this number is as high as half million.
Applications
As discussed in Section 4, we develop the concept of information fluidity to measure the semantic interoperability level of a large information system network. This metric captures the mass characteristics of system networks and enables us to have a macroscopic view on their semantic interoperability. Many details about the heterogeneity of systems, ontologies and mappings are abstracted so as to develop a single measurement to evaluate the system interoperability level of a massive network. In practice, we believe that it's necessary to ignore such details and select an appropriate abstract level to characterize a large system network. An analogy is that the concepts of "Mean" and "Variance" are used to describe the property of a data set though they do not capture the data distribution precisely.
After we have this metric to evaluate the semantic interoperability level, our results can be useful in evaluating mapping efforts needed for large-scale heterogeneous information systems. Given the numbers of ontologies and systems, based on Theorem 6.2, we can calculate the ontology mapping efforts needed to achieve a targeted level of semantic interoperability. Conversely, given the numbers of ontologies and their mappings, we can also calculate the semantic interoperability level that could result from these mappings. Therefore the definition of information fluidity and our analytical results enable us to do cost benefit analysis in engineering. For example, today's battlefield information systems such as C4ISR consist of thousands of sensors, weapons, platforms and intelligence databases etc. These systems employ hundreds of various schemas/ontologies to describe their data. Without ontology mappings, information flow is blocked at the boundary of these ontologies. Therefore one critical challenge is how to improve the semantic interoperability among these systems in order to support dynamic information sharing in battlefields. For such a large scale information system network, before starting ontology mapping efforts, it's very necessary to evaluate the potential semantic interoperability level that could benefit from the resource invested for such mapping efforts. If the semantic interoperability is improved little after a large number of ontology mappings, it's probably better to choose other approaches such as deploying common ontologies mandatorily. As shown in Figure 4 and 5, our analytical results enable us to roughly estimate the interoperability level of such a large scale information system network and support cost benefit analysis.
Discussions
For a market-driven ontology network, Theorem 6.2 gives the lower bound of information fluidity in its associated information system network, i.e. the worst-case scenario. The real interoperability level of the information system network will be higher though it's not clear how to measure this metric instead of the lower bound. Meantime, many fully connected components may exist in the system network. All information systems within the same component are semantically interoperable and each component has 100% information fluidity within its boundary. However, as shown in Figure 2 , these components are not connected in the information system network. Without ontology mapping, information flow is blocked at the boundary of system clusters that commit to the same ontology. With ontology mapping, it is blocked at the boundary of these components. According to our metric definition for information fluidity, we only use the size of the largest component in a system network to quantify the information fluidity because it's hard to calculate the average size of components in a massive network. Therefore, our metric doesn't indicate that only that percentage of systems is semantically interoperable. Instead, many systems may have semantic interoperability within their smaller component but not beyond the boundary of that component.
According to Eq. (6.1), there are possible loops at vertices in the graph model illustrated in Section 6.1. In an ontology network, these loops do "waste" some number of mappings from L since they are not "valid" ontology mappings between different ontologies. Therefore the lower bound of information fluidity should be higher if these mappings are used to link different ontology nodes in the ontology graph. Though this limitation could make our lower bound in Theorem 6.2 not tight, all conclusions in Theorem 6.2 will still be valid. We will address this limitation of our model in our future work. Our theorem only applies to those graphs with sparse links, i.e. the total number of mappings L has to be less than
. However, as illustrated in Section 6, this number is still large enough for us to analyze different level of information fluidity with growing mappings. Meantime, we argue that the ontology network of the Semantic Web will possibly be a sparse graph for a long time because the Web has such a large scale and it takes time for communities to develop mappings incrementally. In fact, we are specifically interested in the information fluidity growth of this phase transition stage. Once after the ontology network is fully connected, the information fluidity of the system network will always be 100% and it's not necessary to analyze the component size anymore. As discussed in Section 3, one ontology mapping could consist of several partial mappings, i.e., one ontology can be split into several parts and then each part is mapped into the target ontology via different mapping paths in the network. Since we consider two ontologies are connected in the ontology graph as long as there is one path between them, the multiple paths (multiple partial mappings) between two ontologies will not affect our measure of information fluidity though such multiple mappings could reduce information loss during communication.
Note that the graph model G(w) described in Section 6.1 is a general random graph model with given expected degree sequences. The common Erdos-Renyi model 16 G(n, p) can be viewed as a special case of G(w) with all w i (degrees of nodes) equal. In this case, the probability p to connect any two nodes in the graph is equal according to Eq. (6.1). Conversely, in our model, the degree of an ontology node is proportional to the number of its instances in the system network. Two "popular" nodes are likely to be connected with a high probability p as shown in Eq. (6.4). If we choose the degree sequence w = (w 1 , w 2 , ..., w n ) satisfying w i = c · i m(β−1) ) β−1 . According to Ref. 17 , then the degree distribution of G(w) follows power-law distribution, i.e., the density function p(k) ← k −β . Since the power-law distribution can be transformed to a degree distribution of the graph model G(w) in Section 6.1, straightforwardly both Theorem 6.1 and Theorem 6.2 will still hold for this special case. For power-law distribution network, there are literatures to roughly estimate the order of component size under different β. For example, for 1 < β < 2, it was proved that the network has a giant component of size Θ(n).
18 However, to the best of our knowledge, we have not seen any so accurate bound estimation as shown in Theorem 6.1 and 6.2.
As discussed earlier, many details about the heterogeneity of systems, ontologies and mappings are abstracted so as to develop a single measurement of information fluidity. In our future work, we plan to analyze semantic interoperability at a finer granularity so as to estimate information fluidity more accurately. We also need to consider how to incorporate mapping quality and information loss in the information fluidity analysis. Instead of analyzing interoperability at information system level, one alternative is to analyze interoperability at the level of concepts embedded in ontologies. For example, if we replace the ontology nodes in Figure 1 with single concepts, we are able to get similar information fluidity measurement with respect to concepts. However, since system interoperability is usually analyzed among individual systems and one system may employ many concepts from its committed ontology, it's unclear how to aggregate the interoperability at the concept level to obtain the interoperability measurement at the system level. We will attack these problems in our future work.
Related Work
Inspired by empirical studies of massive networked systems such as the Internet and World Wide Web, researchers have developed various models to characterize complex networks, including the small-world model. 19 The power-law distribution has been applied to model the connectivity of nodes in many complex networks. Recently, Newman 20 and Albert et al. 13 have done comprehensive reviews of the research on complex networks. The structure of complex networks has become a popular research topic.
Much recent work has applied graph-theoretic methods to analyze the hyperlink structure of the World Wide Web. Barabasi and Albert 21 and Broder et al.
22
examine millions of Web pages in different domains and report that both the in and out degree of nodes on the Web graph follow power laws. The In-degree refers to the number of distinct links to a node. The Out-degree refers to the number of distinct links from a node. Further, Kumar et al. 23 , Albert and Barabasi 13 and Aiello et al. 18 propose some stochastic models and dynamical processes to explain the random growth of the Web graph. Network edges are added to the network incrementally and they have preferential attachment to those nodes with high degrees. Recently, Dill et al. 24 show that the Web emerges as the outcome of a number of essentially independent stochastic processes that evolve at various scales. This scale invariance leads to a "fractal" structure of the Web. There exist strongly connected and weakly connected components on the Web.
The work inspired us to consider that ontology mapping activities could also follow the small-world phenomenon during the evolution of the Semantic Web. However, we believe that the problem addressed in this paper is very different. While the above work is to explain the existing link structure of the Web graph, we're interested in how the information fluidity could be changed by the small worlds created by market-driven semantic mapping activities across the Web. We build a two-layer model to reflect the relationship between the ontology graph and its information system graph. For a market-driven network, we introduce mapping factors to the model and produced analytical results to measure the lower bound of information fluidity. While we acknowledge that this is only a first simplified result, we believe that it is indicative that the small-world graphs may have a role in showing the potential success of the networks of ontologies discussed in 2,4 and in analyzing the advantage of an approach with many ontologies mapped to each other.
Conclusions
The Semantic Web employs ontologies to represent data semantics on the Web. The ability for a machine to understand data semantics depends on the ability to share ontologies in a coherent and consistent manner. Given the distributed nature and the scale of the Web, a centralized ontology is unmanageable, even if it's possible. Instead, a large number of ontologies with different terminologies and structures will be created to describe similar concepts and domains. To understand data represented by independently developed ontologies, semantic mapping between ontologies seems to be inevitable. Otherwise information fluidity across the Web could be blocked at the boundaries of these ontologies. With ontology mappings, information fluidity is blocked at the boundary of components.
In this paper, we described a two-layer graph model that characterizes the relationship between an ontology network and a systems network. We formulated the information fluidity problem as a graph connectivity problem. For market-driven ap-proach to ontology mapping, a "small-world" phenomenon was introduced to model interest-driven ontology mapping activities that are likely to occur when ontologies are published on the Web. Further, with this stochastic model, we presented an analytical result to compute the lower bound of information fluidity given the production of a number of ontology mappings. Based on this result, we analyzed how the information fluidity is improved with the growth of ontology mappings. Despite some limits of our approach, we have built a reasonable model that enables us to have a macroscopic view over the growth of information fluidity on the Semantic Web. We believe that our model and results can be useful in evaluating mapping efforts needed for large-scale heterogeneous information systems.
