Quantum Hall systems are characterized by the quantization of the Hall conductance -a bulk property rooted in the topological structure of the underlying quantum states [1]. In condensed matter devices, material imperfections hinder a direct connection to simple topological models [2, 3], and restrict the existence of fragile topological phases to defect-free samples [4, 5]. Artificial systems, as realized with photonic platforms [6] or cold atomic gases [7], open novel possibilities by enabling specific probes of topology [8][9][10] [11] [12] [13] [14] [15] or flexible manipulation e.g. using synthetic dimensions encoded in internal degrees of freedom [16] [17] [18] [19] [20] [21] [22] [23] . However, the sizes of synthetic dimensions realized so far remain moderate, making the notion of a bulk irrelevant. Here, we realize a quantum Hall system using ultracold dysprosium atoms, in a two-dimensional geometry formed by one spatial dimension and one synthetic dimension encoded in the atomic spin J = 8. We demonstrate that the large number, 2J + 1 = 17, of magnetic sublevels leads to distinct behaviors in the bulk, where motion is inhibited due to a flattened energy band, and along the edges, where the particles are free to move in only one direction. We also show that the low-energy excitations take the form of cyclotron and skipping orbits. Furthermore, we measure the transverse drift induced by a weak force, and find a uniform Hall response in the bulk, reaching 98(5)% of the quantized value expected for a topological system. Our findings pave the way towards the realization of quantum many-body systems with non-trivial topology, such as mean-field Abrikosov vortex lattices or fractional quantum Hall states, as supported by numerical simulations of interacting bosons in our setting. * These two authors contributed equally. † sylvain.nascimbene@lkb.ens.fr the application of well-controlled edge and disorder potentials. In such systems, internal degrees of freedom can be used to simulate a synthetic dimension of finite size with sharp-edge effects [16] [17] [18] [19] [20] [21] [22] [23] . Encoding a synthetic dimension in the time domain can also give access to higher-dimensional physics [30, 31] .
In two-dimensional electron gases, the quantization of the Hall conductance results from the non-trivial topological structuring of the quantum states of an electron band. For an infinite system, this topological character is described by the Chern number C, a global invariant taking a non-zero integer value that is robust to relatively weak disorder [1] . In a real finite-size system, the non-trivial topology further leads to in-gap excitations delocalized over the edges, characterized by unidirectional motion exempt from backscattering [3] . Such protected edge modes, together with their generalization to topological insulators, topological superconductors or fractional quantum Hall states [4, 5] , lie at the heart of possible applications in spintronics [24] or quantum computing [25] .
In electronic quantum Hall systems, the topology manifests itself via the spectacular robustness of the Hall conductance quantization to finite-size or disorder effects [26] . Nonetheless, such perturbations typically lead to conducting stripes surrounding insulating domains of localized electrons, making the comparison with simple defect-free models challenging. In topological insulators or fractional quantum Hall systems, topological properties are more fragile, and can only be revealed in very clean samples [4, 5] . Recent experiments with topological quantum systems in photonic or atomic platforms [7, 27] have created new possibilities, from the realization of emblematic models of topological matter [8, 28, 29] nant optical transition, the atom dynamics is described by the Hamiltonian
where M is the atom mass,v is its velocity,Ĵ z andĴ ± are spin projection and ladder operators. The coupling Ω is proportional to both laser electric fields, and the potential V (Ĵ z ) = − ΩĴ 2 z /(2J + 3) stems from rank-2 tensor light shifts (see Methods).
A light-induced spin transition m → m + 1 is accompanied by a momentum kick −p rec ≡ − K along x, such that the canonical momentump = Mv + p recĴz is a conserved quantity. The dynamics for a given momentum p is then described by the Hamiltonian
which resembles the Landau one,
describing the dynamics of an electron evolving in 2D under a perpendicular magnetic field B. The analogy between both systems can be made upon the identifi-cationsĴ z ↔ŷ and eB ↔ p rec . The termĴ x in (2) plays the role of the kinetic energy along the synthetic dimension, since it couples neighboring m levels with real positive coefficients, similarly to the discrete form of the Laplacian operator ∝p 2 y in (3) (see Methods). The range of magnetic projections being limited, our system maps onto a Hall system in a ribbon geometry bounded by the edge states m = ±J. The relevance of the analogy is confirmed by the structure of energy bands E n (p) expected for our system, shown in Fig. 1c . The energy dispersion of the first few bands is strongly reduced for |p| Jp rec , reminiscent of dispersionless Landau levels. A parabolic dispersion is recovered for |p| Jp rec , similar to the ballistic edge modes of a quantum Hall ribbon [3] .
We first characterize the ground band using quantum states of arbitrary values of momentum p. We begin with an atomic gas spin-polarized in m = −J, and with a negative mean velocity v = −6.5(1)v rec (with v rec ≡ p rec /M ), such that it corresponds to the ground state of (2) with p = −14.5(1)p rec . The gas temperature T = 0.55 (6) µK is such that the thermal velocity broadening is smaller than the recoil velocity v rec . We then slowly ramp up the light intensity up to a coupling Ω = 1.02(6)E rec , where E rec ≡ p 2 rec /(2M ) is the natural energy scale in our system. Subsequently, we apply a weak force F x along x, such that the state adiabatically evolves in the ground energy band withṗ = F x , until the desired momentum is reached. We measure the distribution of velocity v and spin projection m by imaging the atomic gas after a free flight in the presence of a magnetic field gradient.
The main features of Landau level physics are visible in the raw images shown in Fig. 1d . Depending on the momentum p, the system exhibits three types of behaviors. (i) When spin-polarized in m = −J, the atoms move with a negative mean velocity v , consistent with a leftmoving edge mode. (ii) When the velocity approaches zero under the action of the force F x , the system experiences a series of resonant transitions to higher m sublevels -in other words a transverse Hall drift along the synthetic dimension. In this regime the atom's motion is inhibited along x, as expected for a quasi non-dispersive band. (iii) Once the edge m = J is reached, the velocity v rises again, corresponding to a right-moving edge mode. Overall, while exploring the entire ground band under the action of a force along x, the atoms are pumped from one edge to the other along the synthetic dimension.
To distinguish between bulk and edge modes, we plot in Fig. 2a the spin projection probabilities Π m as a function of momentum p. We find that the edge probabilities Π m=±J exceed 1/2 for |p| > 8.0(1)p rec , defining the edge mode sectors -with the bulk modes in between. We study the system dynamics via its velocity distribution and mean velocity v , shown in Fig. 2b . We observe that the velocity of bulk modes remains close to zero, which shows via the Hellmann-Feynman relation v = ∂E 0 /∂p that the ground band is almost flat. The measured residual mean velocities allow us to infer a dispersion ∆E pk−pk 0 = 1.2(5) E rec in the bulk mode region -nearly 2% of the free-particle dispersion expected over the same range of momenta. On the contrary, edge modes are characterized by a velocity v (p − p 0 )/M , corre-sponding to ballistic motion -albeit with the restriction v < 0 for edge modes close to m = −J, and v > 0 at the opposite edge. We also characterize correlations between velocity v and spin projection m over the full band, via the local density of states (LDOS) in (v, m) space, integrated over p. We stress here that the LDOS only involves gauge-independent quantities, and could thus be generalized to more complex geometries lacking translational invariance. As shown in Fig. 2c , it also reveals characteristic quantum Hall behavior, namely inhibited dynamics in the bulk and chiral motion on the edges.
The Landau level structure is characterized by a harmonic energy spacing ω c , set by the cyclotron frequency ω c = eB/M . We test this behavior in our system by studying elementary excitations above the ground band, via the trajectories of the center of mass following a velocity kick v kick v rec . As shown in Fig. 3 (blue dots), we measure almost-closed trajectories in the bulk, consistent with the periodic cyclotron orbits expected for an infinite Hall system. We checked that this behavior remains valid for larger excitation strengths, until one couples to highly dispersive excited bands (for velocity kicks v kick 2v rec , see Methods). Close to the edges, the atoms experience an additional drift and their trajectories are similar to classical skipping orbits bouncing on a hard hall. In particular, the drift orientation only depends on the considered edge, irrespective of the kick direction. We report in the inset of Fig. 3 the frequencies of velocity oscillations, which agree well with the expected cyclotron gap to the first excited band. We find that the gap is almost uniform within the bulk mode sector, with a residual variation in the range ω c = 3.0(1) − 3.8(1)E rec / .
We now investigate the key feature of Landau levels, namely their quantized Hall response, which is intrinsically related to their topological nature. In a ribbon geometry, the Hall response of a particle corresponds to the transverse velocity acquired upon applying a potential difference across the edges (see Fig. 4a ). In our system, such a potential corresponds to a Zeeman term −F mĴz added to the Hamiltonian (2), which can now be recast 
such that the force acts as a momentum shift M v in the reference frame with velocity v . In the weak force limit, the perturbed state remains in the ground band, and its mean velocity reads
is the Hall mobility. We present in Fig. 4b the Hall mobility µ(p) deduced from the mean velocity shown in Fig. 2b . For bulk modes, it remains close to the value µ = 1/p rec , which corresponds to the classical mobility µ = 1/(eB) in the equivalent Hall system. The mobility decreases in the edge mode sector, as expected for topologically protected boundary states whose ballistic motion is undisturbed by the magnetic field. We use the measured drift of individual quantum states to infer the overall Hall response of the ground band. As for any spatially limited sample, our system does not exhibit a gap in the energy spectrum due to the edge mode dispersion. In particular, high-energy edge modes of the ground band are expected to resonantly hybridize with excited bands upon disorder, such that defining the Hall response of the entire ground band is not physically meaningful. We thus only consider the energy branch E < E * , where E * lies in the middle of the first gap at zero momentum (see Methods). We characterize the (inhomogeneous) Hall response of this branch via the local Chern marker
Local currents x m b c a whereP projects on the chosen branch [32, 35] . This local geometrical marker quantifies the adiabatic transverse response in position space, and matches the integer Chern number C in the bulk of a large, defect-free system. Here, it is given by the integrated mobility µ(p), weighted by the spin projection probability Π m (p) (see Methods). As shown in Fig. 4c , we identify a plateau in the range −5 ≤ m ≤ 5. There, the average value of the Chern marker, C = 0.98 (5) , is consistent with the integer value C = 1 -the Chern number of an infinite Landau level. This measurement shows that our system is large enough to reproduce a topological Hall response in its bulk. For positions |m| ≥ 6, we measure a decrease of the Chern marker, that we attribute to non-negligible correlations with the edges.
Such a topological bulk is a prerequisite for the realization of emblematic phases of two-dimensional quantum Hall systems, as we now confirm via numerical simulations of interacting quantum many-body systems. In our system, collisions between atoms a priori occur when they are located at the same position x, irrespective of their spin projections m, m , leading to highly anisotropic interactions. While this feature leads to an interesting phenomenology [36] , we propose to control the interaction range by spatially separating the different m states using a magnetic field gradient, preventing collisions for m = m (see Fig. 5a ). We discuss below the many-body phases expected for bosonic atoms with such short-range interactions, assuming for simplicity repulsive interactions of equal strength for each projection m.
We first consider the case of a large filling fraction ν ≡ N at /N φ 1, where N φ is the number of magnetic flux quanta in the area occupied by N at atoms -as realized in previous experiments on rapidly rotating gases [37, 38] . In this regime and at low tempera- Density distribution of a Bose-Einstein condensate, with a chemical potential at 2Erec above the single-particle ground state energy. c. Many-body spectrum of a system of N = 5 interacting atoms, where the color encodes the interaction energy. We use periodic boundary conditions along x, with a circumference L = 0.6(λ/2) allowing for N orb = 9 orbitals at low energy, compatible with the Laughlin state. The residual energy dispersion between these orbitals is minimized by using a coupling strength Ω = 0.5 Erec/ . ture, the system forms a Bose-Einstein condensate that spontaneously breaks translational symmetry, leading to a triangular Abrikosov lattice of quantum vortices (see Fig. 5b ). Due to the hard-wall boundary along m, one expects phase transitions between vortex lattice configurations when tuning the coupling strength Ω and the chemical potential, similar to the phenomenology of type-II superconductors in confined geometries [39] (see Methods).
For lower filling fractions ν ∼ 1, one expects stronglycorrelated ground states analogous to fractional quantum Hall states [40] . We present in Fig. 5c a numerical calculation of the many-body spectrum for N at = 5 atoms with periodic boundary conditions along x, corresponding to a cylinder geometry. We choose the circumference such that the number of orbitals N orb = 9 in the bulk region of the lowest band matches the number N orb = 2N at − 1 required to construct the Laughlin wavefunction. For contact interactions parametrized by a Haldane pseudopotential of amplitude U = E rec , we numerically find a ground state separated by an energy gap E gap 0.23 E rec = k B × 140 nK from the rest of the excitations. It also exhibits a very small interaction energy E int , indicating anti-bunching between atoms, which is a hallmark of the Laughlin state.
The realization of a quantum-Hall system based on a large synthetic dimension, as discussed here, is a promising setting for future realizations of topological quantum matter. An important asset of our setup is the large cyclotron energy, measured in the range ω c k B × 1.8 − 2.3 µK, much larger than the typical temperatures of quantum degenerate gases, thus enabling the realization of strongly-correlated states at realistic temperatures. The techniques developed here could give access to complex correlation effects, such as flux attachment via cyclotron orbits [41] or charge fractionalization via center-of-mass Hall response [42] . manuscript.
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METHODS

Details on the experimental protocol
Our experiments begin by preparing an ultracold gas of 8(2)×10 4 162 Dy atoms at a temperature T = 0.55(6) µK, and held in an optical dipole trap. The atoms are placed in a magnetic field B = 172(2) mG along the zaxis, corresponding to a Zeeman splitting of frequency ω Z = 2π × 298(3) kHz, with the electronic spin polarized in the absolute ground state m = −J. We then turn off the trap, and turn on the two laser beams shown in Fig. 1 , which differ in frequency by ω 12 
When ω 12 is close to the Zeeman splitting ω Z , a spin transition m → m + 1 occurs via the absorption of one photon from beam 1 and the stimulated emission of one photon in beam 2. In such processes and in the absence of additional external forces, the canonical momentum p = Mv + KĴ z is conserved. We experimentally verified the conservation of momentum in all our experiments, with an rms deviation ∆p 0.04 p rec . We checked that the number of atoms remains constant over the timescale of the experiment.
The laser beam frequencies are set close to the optical transition at 626.1 nm, which couples the electronic ground state J = 8 to an excited level J = 9. The beams are detuned by ∆ = 2π × 22 GHz with respect to resonance and are linearly polarized along orthogonal directions, each being at 45 • with respect to the zaxis. Then, the algebra of Clebsch-Gordan coefficients of J → J = J + 1 transitions leads to the Hamiltonian (2) at resonance (ω 12 = ω Z ), with
where I 1,2 are the laser intensities on the atoms, Γ 2π × 135 kHz is the transition linewidth, and ω 0 is its resonant frequency. The value of the coupling Ω is calibrated using an independent method and remains constant over the experimental sequence since the waists of both laser beams are much larger than the region of atomic motion. The Larmor frequency ω Z is calibrated from the resonance of the Raman transition between m = −8 and m = −7. Its shot-to-shot variations are set by transverse magnetic field fluctuations of rms magnitude 0.7 mG. Our imaging setup is such that the 17 magnetic sublevels have different cross-sections. We calibrate the relative crosssections such that the calculated atom number remains constant for all momentum states, irrespective of their spin composition.
The non-resonant case (ω 12 = ω Z ) can be reduced to the resonant case in a reference frame moving at a velocity v frame = (ω Z − ω 12 )/K. Note that the required change of frame means that fluctuations of ω Z contribute to the uncertainties of the measured velocities. We apply an external force F x on the system via the inertial force resulting from a time-dependent frequency difference, with F x = (M/K)∂ t ω 12 . The prepa-ration of a state in the lowest band with a given momentum p is performed by adiabatically ramping the frequency difference to ω 12 = ω Z + 2(p/p rec + J)E rec / . We use a constant ramp rate ∂ t ω 12 0.22 ω 2 c,min , where ω c,min 3.06 E rec / is the minimum cyclotron frequency separating the two lowest energy bands for Ω = E rec / . Depending on the target p state, the preparation takes between 150 µs and 550 µs.
We numerically checked the adiabaticity of the state preparation protocol. While preparing m = +J, which requires crossing all momentum states, the squared overlap with the ground band remains greater than 0.96 and the deviation of the mean spin projection Ĵ z from the corresponding ground state value is always less than 0.08. The largest deviations occur near m ±7, where the energy gap to the first excited band is the smallest. This behavior is consistent with our measurements, showing that the adiabatic transfer to m = J after exploring the entire band is above 97%. Emergence of Landau levels In Fig. S1 , we show the dispersion relation of the Hamiltonian (2) calculated for different couplings Ω. In the absence of the light coupling, Ω = 0, the Hamiltonian reduces to the kinetic energy term (p − p recĴz ) 2 /(2M ), leading to 2J + 1 parabolas shifted along p. All energy crossings become avoided for Ω = 0, leading to flattened energy bands akin to Landau levels. Achieving a flat ground band dispersion in the bulk region requires couplings that are large enough ( Ω 0.2 E rec ) to reduce short-p oscillations, while still being sufficiently small ( Ω E rec ) to minimize longer-scale curvature.
The large spin J = 8 allows for a simplified semiclassical description, where the spin is represented by a point on the generalized Bloch sphere, parametrized by its spherical angles (θ, φ). The spin projection is mapped on a continuous variable m = J cos θ, with the azimuthal angle φ being its conjugated variable (up to a factor ). The semi-classical Hamiltonian corresponding to the quantum Hamiltonian (2) then reads
This energy functional being minimized for φ = 0, one can assume φ 1 and obtain a low-energy expansion
which is exactly the Landau Hamiltonian (3), albeit with a position-dependent mass M (m) and a confining potential V (m) in the synthetic dimension. The divergence of the mass M (m) for |m| → J leads to an effective hardwall condition. In the middle of the bulk, at m = 0, in the semiclassical model, we deduce the cyclotron frequency ω c = 2JΩE rec / , and we expect a value ω c = 4E rec / for Ω = E rec , which is close to the exact value ω c = 3.84E rec / (see inset of Fig. 3 ). We also infer the expressions for magnetic lengths m = 4 J Ω 2E rec and x = 1 K m in the synthetic and real dimensions respectively. These lengths are the characteristic sizes of the quantum vortices shown in Fig. 5b . For the coupling Ω = E rec used in the simulations, we obtain magnetic lengths m 1.41 and x 0.11λ/2. The analogy between the Hamiltonians (2) and (3) can also be inferred using quantum operators, as we explain now assuming p 0 for simplicity. In that case, we expect the system to be polarized in m = J along x, such that the commutator
is a c-number. The operator −Ĵ y /J is then canonically conjugated to the spin projectionĴ z . We then use the Holstein-Primakoff approximation at second order to express the spin projectionĴ x aŝ
leading to the Hamiltonian
This Hamiltonian corresponds to the Landau Hamiltonian (3), with an additionalĴ 2 z term. This approximation can be generalized to all values of momentum p. We show in Fig. S1 the first two energy bands calculated within this approximation, together with the exact spectrum.
Cyclotron orbits
In order to probe the excitations of the system we perform a velocity quench, which couples the lowest Landau level to the next higher energy band. The system then responds periodically with a frequency set by the energy difference between the two bands, which for the case of an ideal Hall system would correspond to the cyclotron frequency ω c . Experimentally, we perform the velocity kick by quenching the detuning ω 12 , which in practice settles to a steady value after 4 µs. We show in Fig. S2a,b an example of coherent oscillations of both magnetization and velocity. We compute the response of the system in real space, x, via a numerical integration of the velocity evolution as shown in Fig. S2c . The uncertainty on the Larmor frequency leads to a systematic error on the velocity on the order of 0.1 v rec , consistent with the small drift of some cyclotron orbits in the bulk.
The response of the system is probed after a velocity kick v kick ≈ v rec . This kick ensures a negligible overlap with the second excited band (smaller than 4%). Although, in an ideal Hall system, all bulk excitations evolve periodically at the cyclotron frequency ω c = qB/M due to the harmonic spacing of successive Landau levels, this is not exactly the case in our system. We test this behavior by varying the strength of the excitation which relates to the magnitude of the velocity kick. As shown in Fig. S2d , we find that the trajectories cease to be closed and start to drift along the kick direction as the excitation strength exceeds 1.5 v rec (see Fig. S2f ). This regime corresponds to the onset of significant population of higher energy bands n ≥ 2, which illustrates the non-harmonic spectrum of our system.
It is important to note that the excitation protocol described so far is inefficient for large values of p, where the energy gap is much larger. In that regime, a quench of the coupling amplitude Ω leads to a more efficient overlap with higher energy bands. This is shown in Fig. S2e , for the case of a sudden branching of the coupling strength to Ω = E rec . The system initially at p = −J p rec is then effectively coupled to higher energy bands and the bouncing on the hard wall characteristic of classical skipping orbits is clearly visible. Transverse drift in a Hall system Our system is analogous to a Hall system in a ribbon geometry. To understand the role of a sharp edge on the physical quantities measured in the main text, we consider an electronic Hall system in a semi-infinite geometry, described by the Landau Hamiltonian (3), written asĤ
with a hard-wall restricting motion to the half-plane y > 0. Here, we introduce the cyclotron frequency ω c = eB/M and the magnetic length = /eB, assuming a magnetic field B along z.
We first consider semi-classical trajectories in the absence of external forces, which are either closed cyclotron orbits or skipping orbits bouncing on the edge, parametrized by the rebound angle θ (see Fig. S3a ). Applying a perturbative force F along y leads to a drift of cyclotron orbits of velocity v d = −F/eB along x, corresponding to a Hall mobility µ = 1/eB. For skipping orbits, the Hall drift can be expressed analytically as
The factor of reduction compared to cyclotron orbits, plotted in Fig. S3a , smoothly interpolates between 1 for almost closed orbits (θ → π) and 0 for almost straight orbits (θ → 0). This behavior provides a simple explanation of the reduced Hall mobility of edge modes (see Fig. 4b ).
We extend this reasoning to the quantum dynamics in the lowest energy band. In a semi-infinite geometry, the eigenstates of the Hamiltonian (4) can be indexed by the momentum p along x, and are expressed as [1] 
where D ν (z) is the parabolic cylinder function and (p) = E 0 (p)/ ω c is the reduced energy determined by the boundary condition D (p)−1/2 (− √ 2p / ) = 0 (see Fig. S3b ). By summing over all momentum states of the ground band, we compute the local density of state in (v x , y) coordinates plotted in Fig. S3d . Far from the edge y , the velocity distribution is a Gaussian centered on v x = 0, of rms width δv x = /(M ). The distribution is shifted to negative velocities when approaching the edge y = 0, as expected for chiral edge modes.
We now consider the Hall response of the system by studying the perturbative action of a force F along y, described by the Hamiltonian
We identify the perturbed HamiltonianĤ p asĤ p+F/ωc , with an additional energy shift E(p). Assuming the system to remain in the ground band, the group velocity of a localized wavepacket becomes v = v 0 (p + F/ω c ) − F M ω c , v 0 (p) = dE 0 (p) dp . Assuming a small force, we expand the velocity as v = v 0 (p) − µ(p)F , with the mobility
This formula is analogous to the expression for the Hall mobility in our synthetic system. As shown in Fig. S3c , it is close to the classical Hall drift in an infinite plane in the bulk mode region p / , while it decreases towards zero in the edge mode region p < 0.
The overall response of an energy branch in the ground band can be obtained by summing the drifts of all populated eigenstates, such that the center of mass drift reads v(t) = v(t) 0 − F dp n(p)µ(p), where we assume the normalization dp n(p) = 1 for the occupation number n(p). We consider a uniform occupation of the lowest energy band, restricted to the energy branch E 0 (p) < ω c , i.e. in the middle of the bulk gap to the first excited band in the bulk. This condition corresponds to momentum states p > p * 0.54 / of the ground band. Assuming an upper momentum cutoff p in the bulk region, we obtain the Hall drift
As long as p / , the second term can be neglected, and one recovers the Hall drift of a topological band of Chern number C = 1.
We finally consider the local Hall response in the ground band, quantified by the local Chern marker [2] C(x, y) = 2π Im x, y| [PxP ,PŷP ] |x, y , whereP projects on the considered branch of states and |x, y are localized in (x, y). The calculation of the Chern marker starts by decomposing position states into momentum states, as C(x, y) = 2 Im dp dq e i(p−q)x/ φ p (y)φ * q (y)c(p, q) , wherec(p, q) ≡ ψ p |xPŷ |ψ q , which can be evaluated using the explicit form (5) for momentum states as
where y q is the mean y position in the wavefunction φ q . Using the general formula
we obtain the expression for the Chern marker C(x, y) = dp |φ p (y)| 2 d y p dp .
The relation p = M v 0 + qB y p then leads to C(x, y) = dp |φ p (y)| 2 µ(p),
a relation analogous to the local Chern marker expression for our synthetic Hall system. We show in Fig. S3e the Chern marker calculated for an energy branch E(p) < ω, which is close to 1 for y , and decreases towards zero when approaching the edge y = 0, similarly to the decrease of the Chern marker close to the edges shown in Fig. 4d .
Local Chern marker in synthetic dimension
In the synthetic Hall system, the expression of the local Chern marker reads C(x, m) = 2π Im x, m| [PxP ,PĴ zP ] |x, m .
Translation invariance along x ensures that the Chern marker only depends on the coordinate m. In the main text, the notation |m refers to an arbitrary |x, m state, the choice of x being irrelevant. The derivation of the Chern marker C(m) = dp Π m (p)µ(p) Figure S4 . a. Predicted dispersion relation for Ω = Erec. The branch pictured in blue, chosen as E(p) < E * with E * at half the gap, is used for the computation of the local Chern marker. b. Measured mobility in x resulting from the application of a force along m, as presented in the main text. The points in blue, corresponding to |p| < p * (white area), are the ones considered for the Chern marker presented in the main text (see Fig. 4 ). c. Measured mobility in m resulting from the application of a force along x. As for b, the points in red are associated to momentum states lying below E * . d. Chern marker obtained from the measured mobility, using the whole energy branch (−∞ < p < ∞, gray squares, using data in b), or using the branch defined in a (−p * < p < p * ). For the latter, the blue dots correspond to the data in b, and are identical to Fig. 4 . The red diamonds correspond to the data in c. Solid lines are theoretical values.
is obtained following the same procedure as for a standard Hall system, discussed above. So far, we have only considered one component µ xm of the mobility tensorthe one that measures the drift along x resulting from a force along m. One can also consider the other component, which quantifies the magnetization drift d Ĵ z /dt which results from a force F x along x. In linear response, it is defined as Ĵ z = Ĵ z 0 − µ mx (p)F x t, where µ mx explicitly designates the mobility component considered here, and Ĵ z 0 is the unperturbed magnetization. Its expression is given by
where we used F x =ṗ and the fact that Ĵ z 0 is timeindependent. The expressionp = Mv + p recĴz allows to recover the relation µ mx = −µ xm between the two transverse mobilities. We show in Fig. S4 the measurements of both mobilities as a function of p, and find good agreement between them. We also present in Fig. S4d the local Chern markers computed using the data of each mobility.
In the main text, the Chern marker is evaluated over a branch of the ground band, below an energy threshold shown in Fig. S4a (at half the cyclotron gap at p = 0). We also show the Chern marker computed using all momentum states (gray points). Compared to the restricted branch, we only find a discrepancy on the edges of the ribbon. In the region −5 ≤ m ≤ 5, the values are nearly identical, showing that the bulk topological response is insensitive to the momentum cutoff.
Interactions in the lowest energy band
Interactions are typically short-ranged in atomic gases. In our system, interactions are thus local in x, but they can occur between any pair of spin projections m 1 , m 2 , corresponding to highly long-range interactions along the synthetic dimension. To recover short-range interactions, we propose to spatially separate the different m states using a magnetic field gradient oriented along another direction z. This separation then prevents collisions between two atoms in different m states, leading to local interactions along both x and m. For a transverse confinement of frequency ω z = 2π × 1 kHz, corresponding to a ground-state extent ∆z = /M ω z 250 nm, the interactions become short-ranged for moderate magnetic field gradients ∇B 30 G/cm.
The interaction between atoms in a given m state is then described by a short-range potential g m δ(x 1 − x 2 ) with coupling constant g m , proportional to the s-wave scattering length a m . At low magnetic field, rotational symmetry ensures that a m = a −m , such that interactions are described by J + 1 independent scattering lengths. While the a m constants are uniform between all nuclear spin levels for two-electron atoms, we do not expect such a SU(N ) symmetry for lanthanide atoms such as dysprosium, for which only the coupling constant a 8 = 140(20) a 0 has been measured [3] . All the other a m constants remain unknown and we plan to investigate them in the future. Nonetheless, if all values a m are positive, the system will be protected from collapse, making many-body phases experimentally accessible.
In lanthanide atoms, interactions between magnetic dipoles enrich the situation discussed above. These inter- actions offer an additional degree of freedom that could be used to stabilize the system in case of attractive swave interaction channels. For simplicity, we neglect dipolar interactions in the numerical simulations and consider that all scattering lengths are equal and positive, such that the interaction potential reads g δ(x 1 − x 2 )δ m1,m2 . For such contact interactions, one expects interactions restricted to the lowest Landau level to reduce to a single Haldane pseudo-potential [4, 5] 
Abrikosov vortex lattices
We consider a gas of bosonic atoms with high filling fractions, for which the many-body ground state is well captured by mean-field theory. The system is described by a spinor classical field (ψ m (x)) (with −J ≤ m ≤ J), whose dynamics is governed by the Gross-Pitaevskii equation
From the phenomenology of Abrikosov vortex lattices, we expect the ground state to break translational invariance along the real dimension, with an unknown periodicity L 0 . To find the period L 0 , we numerically calculate the ground state on a cylinder of circumference L, corresponding to periodic boundary conditions along the real dimension, by evolving the Gross-Pitaevskii equation in imaginary time. We find that the ground-state energy is minimized for a set of circumferences L, integer multiples of a length that we identify as L 0 .
The thermodynamic properties are determined by the coupling Ω and the interaction energy scale g n , where n is the mean atom density, or equivalently by the chemical potential µ chem . Here we explore situations in which the chemical potential lies in the gap between the LLL and the first excited band (see Fig. S5b.) .
For large enough interactions, we always find ground state configurations in the shape of Abrikosov triangular vortex lattices, such as the ones presented in the main text (see Fig. 5 ). We give in Figs. S5a and S5b another Figure S6 . a-f. Many-body energy spectra calculated for Nat = 5 atoms on cylinders, of circumferences L = 0.45, 0.5, 0.55, 0.6, 0.65, 0.7 λ/2, respectively. The single-particle states included in the simulations are shown as solid dots in g-l. We identify a Laughlin-like state with very small interaction energy and at zero momentum, separated in energy from other eigenstates for L ≥ 0.55 λ/2. For L = 0.7 λ/2 we recognize an energy branch of edge excitations of the Laughlin state. The gray area marks the bulk gap of the Laughlin state ∆ = 0.60(3) U expected in dispersionless Landau levels and in the thermodynamic limit [6] . The color scale is identical to the one used in Fig. 5c . example of such ground state, represented here by both the density profile and the phase associated to the wavefunction. Around each local minimum of the density, the phase profile is reminiscent of the phase winding of a quantum vortex in a continuous 2D system.
The hard walls in the synthetic dimension have a strong impact on the vortex lattice geometry. We distinguish the different configurations by counting the number of vortex lines along x. For example, in Fig. S5a we identify a configuration made of 3 vortex lines. The phase diagram, shown in Fig. S5c , shows a large variety of vortex configurations. Typically, the distance between lines is set by the magnetic length m in the synthetic dimension. The reduction of the number of vortex lines with Ω is thus explained by the increase of m . Similarly to type-II superconductors in a confined geometry, the different vortex configurations are separated by first-order transition lines.
The observation of such vortex lattices demands a high-resolution in situ imaging resolved in m space. However, the spontaneous breaking of translational symmetry can be revealed in the momentum distribution -accessible in standard time-of-flight experiments -via the occurrence of Bragg diffraction peaks at multiples of the momentum p 0 = h/L 0 . As shown in Fig. S5d , the expected variation of p 0 with the coupling Ω indirectly reveals the occurrence of phase transitions between different vortex configurations.
Laughlin-like state at low filling
We consider in this section bosonic atoms at low filling fractions, for which one expects strongly-correlated ground states. We calculate the many-body spectrum of this system using exact diagonalization. The stability of Laughlin-like quantum states is based on limited energy dispersion in the ground band, which is improved by considering a coupling Ω = 0.5 E rec , i.e. half of the value used in the experiment. We use a cylindrical geometry to avoid edge effects along x, and restrict the basis of single-particle levels to an energy E = 3 E rec above the single-particle ground state, which includes bulk states of the ground and first excited bands, with a few edge modes depending on the circumference L of the cylinder (see Fig. S6g-l) . We calculate the energy spectrum of N at bosonic atoms interacting at short range, with an interaction strength U = E rec . The many-body eigenstates are indexed by the total momentum p tot , a conserved quantity that permits us to subdivide the Hilbert space into independent sectors, limiting the involved matrices to dimensions less than 4000.
We show in Fig. S6a -f six energy spectra calculated for cylinder circumferences in the range L = 0.45 − 0.7 λ/2. For L = 0.45 λ/2, the ground state does not exhibit any of the characteristics of the Laughlin state: sizeable interaction energy E int 0.03 E rec and phonon-like low-energy excitations. This behavior stems from the limited number of single-particle orbitals at low energy N orb = 7, smaller than the number N orb = 2N at − 1 = 9 of distinct orbitals involved in the Laughlin wavefunction [7, 8] . For circumferences L ≥ 0.55 λ/2, we find a ground state with a very small interaction energy E int 1.5 × 10 −4 E rec , indicating anti-bunching between atoms, as expected for the Laughlin state. This state is separated from excited levels by an energy gap of maxi-mum value 0.27 E rec (reached for L = 0.63 λ/2), without featuring a low-energy phonon branch. For longer circumferences L ≥ λ/2, the low-energy excitations also exhibit very small interaction energy, as expected for edge excitations of the Laughlin state occurring for a number of low-energy orbitals N orb > 2N at − 1 [9, 10] .
