The simple plant location problem is a well-studied problem in combinatorial optimization. It is one of deciding where to locate a set of plants so that a set of clients can be supplied by them at the minimum cost. This problem often appears as a subproblem in other combinatorial problems. Several branch and bound techniques have been developed to solve these problems. In this paper we present a few techniques that enhance the performance of branch and bound algorithms. The new algorithms thus obtained are called branch and peg algorithms, where pegging refers to assigning values to variables outside the branching process. We present exhaustive computational experiments which show that the new algorithms generate less than 60% of the number of subproblems generated by branch and bound algorithms, and in certain cases require less than 10% of the execution times required by branch and bound algorithms.
1.

Introduction
Given sets I = {1, 2, . . . , m} of sites in which plants can be located, J = {1, 2, . . . , n} of clients, a vector F = (f i ) of fixed costs for setting up plants at sites i ∈ I , a matrix C = [c ij ] of transportation costs from i ∈ I to j ∈ J , and an unit demand at each client site, the Simple Plant Location Problem (SPLP) is the problem of finding a set S, ∅ ⊂ S ⊆ I , at which plants can be located so that the total cost of satisfying all client demands is minimal. The costs involved in meeting the client demands include the fixed costs of setting up plants, and the transportation cost of supplying clients from the plants that are set up. A detailed introduction to this problem appears in Cornuejols et al. [12] . The SPLP forms the underlying model in several combinatorial problems, like set covering, set partitioning, information retrieval, simplification of logical Boolean expressions, airline crew scheduling, vehicle despatching (Christofides [6] ), assortment (Beresnev et al. [5] , Goldengorin [17] , Jones et al. [23] , Pentico [29, 30] , Tripathy et al. [33] ), and is a subproblem for various location analysis problems (Revelle and Laporte [31] ).
The SPLP is NP-hard (Cornuejols et al. [12] ), and many exact and heuristic algorithms to solve the problem have been discussed in the literature. Most of the exact algorithms are based on a mathematical programming formulation of the SPLP. Direct approaches (Schrage [32] , Morris [27] ) use a branch and bound approach and the strong linear programming relaxation (SLPR) for computing bounds. However such approaches cannot always output an optimal solution to average-sized SPLP instances in reasonable time. More efficient solution approaches to the SPLP are based on Langrangian duality (Held et al. [22] , Beresnev et al. [5] ). Computational experience of solving the Lagrangian dual using subgradient optimization have been reported in Cornuejols et al. [10] and Cornuejols and Thizy [11] , and using Dantzig-Wolfe decomposition in Garfinkel et al. [15] . Computer codes for solving medium sized SPLP using mixed-integer programming systems are also available (Martin and Schrage [26] , Van Roy and Wolsey [35] ). Polyhedral results for the SPLP polytope have been reported in Trubin [34] , Balas and Padberg [1] , Mukendi [28] , Cornuejols et al. [9] , Krarup and Pruzan [24] , Cho et al. [7] , and Cho et al. [8] . In theory, these results allow us to solve the SPLP by applying the simplex algorithm to SLPR, with the additional stipulation that a pivot to a new extreme point is allowed only when this new extreme point is integral. Although some computational experience using this method has been reported in the literature (Guignard and Spielberg [20] ), efficient implementations of this pivot rule are not available. Results of computational experiments with Lagrangian heuristics for medium sized instances of the SPLP have been reported in Beasley [2] . Large-sized SPLP instances can be solved using algorithms based on refinements to a dual-ascent heuristic procedure to solve the dual of LP-relaxation of the SPLP (Körkel [25] ), combined with the use of the complementary slackness conditions to construct primal solutions (Erlenkotter [14] ). Preprocessing rules, which form a common component in branch and bound implementations, are strangely never explicitly discussed in the available literature on computational experiences with the SPLP.
The pseudo-Boolean representation of the SPLP facilitates the construction of rules to reduce the size of SPLP instances (Beresnev et al. [5] , Cornuejols et al. [12] , Dearing et al. [13] , Goldengorin et al. [19] , Veselovsky [36] , etc.). These rules have never been used in the explicit description of any algorithm for the SPLP in the available literature. In this paper we propose branch and bound based algorithms called branch and peg algorithms, which use these rules, not only for preprocessing, but also as a tool either to solve a subproblem or to reduce its size. They also use information from a pseudo-Boolean representation of the SPLP to compute efficient branching functions. For the sake of simplicity, we use a common depth first branch and bound scheme in our implementations and a simple combinatorial bound, but the concepts developed herein can easily be implemented in any of the algorithms cited above. Our implementations satisfy our purpose in this paper, which is to test the superiority of branch and peg algorithms over branch and bound algorithms using the same bound.
The remainder of this paper is organized as follows. In Section 2 we describe a pseudoBoolean representation of the SPLP. In Section 3 we describe branch and peg algorithms in detail, and our computational experience with them on randomly generated instances as well as some benchmark instances from Beasley [2] as benchmark instances for our computational experiments. We summarize the paper in Section 4 and propose directions for further research.
A Pseudo-Boolean Approach to SPLP
The pseudo-Boolean approach to solving the SPLP (Hammer [21] , Beresnev [4] ) is a penalty-based approach that relies on the fact that any instance of the SPLP has an optimal solution in which each client is supplied by exactly one plant. This implies, that in an optimal solution, each client will be served fully by the plant closest to it. Therefore, it is sufficient to determine the sites where plants are to be located, and then use a minimum weight matching algorithm to assign clients to plants. 
and the SPLP is the problem of finding
In the remainder of this section we describe the pseudo-Boolean formulation of the SPLP due to Beresnev [4] .
A m × n ordering matrix
T define a permutation of 1, . . . , m. Given a transportation matrix C, the set of all ordering matrices such that c π 1j j ≤ c π 2j j ≤ · · · ≤ c π mj j , for j = 1, . . . , n, is denoted by perm(C).
we can indicate any solution S by a vector y = (y 1 , y 2 , . . . , y m ). The fixed cost component of the total cost can be written as
Given a transportation cost matrix C, and an ordering matrix ∈ perm(C), we can denote differences between the transportation costs for each j ∈ J as c[0, j] = c π 1j j , and
so that the transportation cost component of the cost of a solution y corresponding to an ordering matrix ∈ perm(C) is
Combining (3) and (4), the total cost of a solution y to the instance [F |C] corresponding to an ordering matrix ∈ perm(C) is given by the pseudo-Boolean polynomial
It can be shown (Goldengorin et al. [19] ) that the total cost function f [ 
We can formulate (1) in terms of Beresnev functions as
Beresnev functions assume a key role in the development of the algorithms described in the next section.
Branch and Peg Algorithms
In this section we describe enhancements to branch and bound (BnB) algorithms to solve SPLP instances. The enhanced algorithms use a rule based on Beresnev functions to peg variables in subproblems, i.e. to determine before branching, whether plants will (or will not) be located at certain sites in the current subproblem. This rule, used on the initial instance, forms a preprocessing rule. The other enhancement that we propose, is the use of Beresnev functions to devise effective branching functions. The new algorithms are collectively called branch and peg (BnP) algorithms. We use a depth first search strategy in our algorithms, but the concepts can be used unchanged in best first search.
The following terms are used in the remainder of this section. A solution to a SPLP instance with |I | = m and |J | = n is a vector y of length m, defined on the alphabet {0, 1, #}. y j = 0 (respectively, y j = 1) indicates that a plant is located (respectively, not located) at the site with index j . y j = # indicates that no decision regarding locating a plant at the site with index j has been incorporated in the solution. A solution y with y j = # for some j is called a partial solution, while all other solutions are called complete solutions. The pseudo-Boolean representation of the SPLP allows us to develop rules using which we can peg certain variables in a solution by examining the coefficients of the Beresnev functions. The rule that we use here is described in Goldengorin et al. [19] as a preprocessing rule. We assume, without loss of generality, that the instance is not separable, i.e. we cannot partition I into sets I 1 and I 2 , and J into sets J 1 and J 2 , such that the transportation costs from sites in I 1 to clients in J 2 , and from sites in I 2 to clients in J 1 are not finite. We also assume without loss of generality, that the site indices are arranged in non-increasing order of f i + j ∈J c ij values. We include the proof of correctness of this rule for the sake of completeness.
Pegging Rule (Goldengorin et al. [19] ) Let B 
Hence y is preferable to y. This shows that y k = 0 in an optimal solution.
(b) Next suppose that a k +t k ≤ 0. Consider two solutions y and y , such that y i = y i for each i = k, y k = 0, and
Notice that the terms marked A and C cancel each other since y i = y i when i = k, as do the terms marked B and D. Cancelling these terms and setting y k = 0 and y k = 1 in (8) we obtain
which, on separating the linear and non-linear terms
An upper bound to (10) is a k + t k , which is obtained by setting y i = 1 for each i ∈ I , since all non-linear terms in the Beresnev function have non-negative coefficients. Thus
Hence y is preferable to y. This shows that y k = 1 in an optimal solution. Of course, if y i = 1 for all i = k, then setting y k to 1 would yield an infeasible solution.
Note that t k ≥ 0 for each index k, since the non-linear terms of the Beresnev function are non-negative. Thus 
PROOF.
Let us initially relax the constraint y = 1 in (7). In such a case it is easy to see that the optimal solution would be y = 1 (from (11) It is clear that a k < 0 and a k + t k < 0 for k = 1, 2, and 3. Therefore the Pegging Rule will solve this instance completely, set y k = 1 the first two sites it encounters, and set y k = 0 for the last site. However, the solution would be correct only if the last site encountered has the lowest f i + j ∈J c ij value, i.e., if site 1 is considered after sites 2 and 3. In general therefore, the sites i should be ordered in non increasing values of
In the remainder of this section, we will assume the existence of a procedure P eg-P artialSolution, which implements the Pegging Rule. It accepts a partial solution as input, repeatedly applies the Pegging Rule above until no further pegging is possible, and returns the solution thus obtained. (Note that the solution returned by this procedure will, in general, be a partial solution.) P egP artialSolution will be used for preprocessing in both BnB and BnP algorithms, as well as for pegging variables in partial solutions in the BnP search tree. We will call the solution obtained after preprocessing, (implemented by running P egP artialSolution on the partial solution (## · · · #),) the initial solution. This solution forms the root of the BnP and BnB search trees.
The choice of the variable to branch on is critical for the success of a branch and bound scheme. The following trivial branching function can be used in the absence of any prior knowledge regarding the suitability of the variable to branch on.
Branching Function 1
Return the open variable with the minimum index in the current subproblem.
However, we could use information from the coefficients of the Beresnev function to create more effective branching functions.
Consider a subproblem P in which the partial solution, after being pegged by the P eg-P artialSolution procedure, is y. could also be used, but our preliminary experimentation shows that these do not cause significant differences in the results obtained.) A branching function based on such a measure, can be expected to generate relatively few subproblems while solving a SPLP instance. However, the calculations involved would, in general, take excessive time. As a compromise therefore, we could use a branching function that generates the ordering of the indices once for the initial solution and uses it for all subproblems. This branching function is described below.
Branching Function 2
For 
Return the open variable y j for which φ j is minimal.
A third branching function may be devised in the following manner. Consider a subproblem P in which the partial solution, after being pegged by P egP artialSolution, is y. Recall that the Pegging Rule pegs any variable y k with a k ≥ 0 to 0, and any variable y k with t k + a k ≤ 0 to 1. Therefore, for each variable y k that has not been pegged we conclude that a k < 0 and t k + a k > 0. Return the open variable y j for which φ j is maximal.
In the remainder of this section we will assume the existence of a procedure F indBranchingV ariable that takes a partial solution as input, and returns the best variable to branch on.
The pseudocodes for recursive implementations of BnB and BnP algorithms are presented in Figure 3 .1. We implemented these algorithms to evaluate their performance on randomly generated problem instances as well as on benchmark problem instances. The BnB algorithm was implemented using Branching Function 1. The BnP algorithms were implemented using each of the three branching functions. Notice that we use preprocessing (using the P egP artialSolution function) for both BnB and BnP algorithms. The pseudocode for the bound used in all the implementations is presented in Figure 3 .2. It is an adaptation of a similar bound for general supermodular functions (refer Goldengorin et al. [18] ) for the SPLP. The algorithms were implemented to allow a maximum execution time of 600 CPU seconds per SPLP instance. The codes were written in C, and run on a Pentium 200 MHz computer running Redhat Linux. The random problem instances were generated in sets of 10 instances each. A problem set is identified by three parameters -the cardinality of the set I (i.e. m), that of the set J (i.e. n), and the density index γ . γ indicates the probability with which an element in the cost matrix has a finite value. Care is taken that, while generating the instances, value each client can be supplied from a plant in at least one of the candidate sites at finite cost regardless of the γ . In each of the randomly generated instances, the fixed costs were chosen from a uniform distribution supported on 
Note: z(P ) is assumed to compute the cost of a solution y such that y k = 0 ⇐⇒ k ∈ P . Table 3 .1 shows the number of problem instances in each data set that were solved by the various algorithms within the stipulated time. Tables 3.2 and 3 .3 make a comparative study of the average number of subproblems generated by each of the algorithms and the average execution times, based on the instances in the set that were solved by all the algorithms within the stipulated time. Table 3 .4 summarizes our computational experience with the benchmark instances in the OR-Library, presenting both the number of subproblems generated and the execution times required by the algorithms. The tables show that BnP algorithms in general perform much better than BnB algorithms using the same combinatorial bound. They generate less than 60% of the number of subproblems, and require less than 80% of the execution time for instances with sparse transportation cost matrices. For dense transportation cost matrices, the performance of BnP algorithms is much better. They generate less than 10% of the number of subproblems, and require less than 10% of the execution time. The relative performance of these algorithms improve slightly as the size of the instances increase. The BnB algorithm and BnP algorithms using Branching Functions 1 and 2 find instances with low values of γ more difficult to solve. However BnP algorithms using Branching Function 3 solve these instances efficiently. Figure 3 .3 presents the improvements by the BnP algorithms over BnB algorithms, both in terms of the number of subproblems generated and in terms of the execution times. The shapes of the component graphs do not change for problem instances of larger size. Based on these observations we can conclude that it is better to run a BnP algorithm that uses Branching Function 2 if the transportation matrix is dense (i.e. γ 0.6), and to run a BnP algorithm that uses Branching Function 3 otherwise. This strategy is verified from the results on the instances in the OR-Library. They have dense transportation cost matrices (γ = 1.0) and BnP algorithms with Branching Function 2 outperform other algorithms for all instances except cap101 (in which BnP with Branching Function 1 outperforms the rest). For problem instances of the same size, all algorithms take more time and generate more subproblems when the optimal solution has a cardinality close to half of Figure 3 .3: Performance of BnP algorithms using BnB algorithm as a basis the cardinality of I . This can be seen in the problem instances in the OR-Library. The cardinality of the optimal solution to cap101 and cap131 is 15, to cap102 and cap132 is 11, to cap103 and cap133 is 8, and to cap104 and cap134 is 4. Note that cap102 and cap131 are the most difficult to solve among all the instances of the same size for all the algorithms.
Summary and Future Research Directions
In this paper we present branch and peg algorithms for the simple plant location problem (SPLP). These algorithms make two improvements on the basic branch and bound scheme. Firstly, for each subproblem generated in the branch and bound tree, a powerful pegging procedure is applied to reduce the size of the subproblem. Secondly, the branching function is based on predictions made using the Beresnev function of the subproblem at hand. We see that branch and peg algorithms comprehensively outperform branch and bound algorithms using the same bound, taking on the average, less than 10% of the execution time of branch and bound algorithms when the transportation cost matrix is dense.
In the first section of the paper we provide a brief introduction to the SPLP, and a brief review on various solution procedures for this problem available in the literature. The second section introduces a pseudo-Boolean polynomial based representation of the problem and the Beresnev function. In Section 3 we develop and test the performance of Branch and Peg algorithms. We demonstrate how the coefficients of the linear terms in the Beresnev function play a crucial role in reducing the size of the current subproblem (Pegging Rule), and allow us to predict the potential aggregation of linear and quadratic terms by pegging a variable. This is used in the design of different branching functions. Our computational experience clearly demonstrates the superiority of branch and peg algorithms over branch and bound algorithms. The main recommendation from the results of the experiment is that branch and peg algorithms should be used to solve SPLP instances. If the transportation cost matrix is sufficiently dense, we recommend a branching function based on a look-ahead scheme, that computes the sizes of the subproblems generated by pegging each variable in the current partial solution, and returns the variable that yields the subproblem of smallest size, as the branching variable (Branching Rule 2). Otherwise, we recommend a branching rule that predicts the variable that is most likely to remain open in all subproblems of the current one, and returns it as a branching variable (Branching Function 3) .
The algorithms developed and tested in this paper employ a depth first search scheme. This scheme uses very little computer memory for its execution. However best first search schemes are more useful if we want to generate the minimum number of subproblems. The pegging rule and the branching functions developed in this paper can easily be implemented for branch and bound algorithms using depth first search schemes. It may be interesting to perform computational experiments on branch and peg algorithms using best first search. It may also be interesting to see how the two algorithms compare when other bounds are used. The two new branching functions that we describe in Section 3 need to compute the ordering of the indices only once. This makes the branching functions very time-efficient. But it also makes the implicit assumption that this ordering of indices is also effective for all subproblems in terms of the effectiveness of branching. This assumption is not true in general. Consider a modified version of the BnP algorithm (MBnP) that uses Branching Function 2, but in which the ordering of indices is computed for the partial solution in the current subproblem (and not the initial solution). Table 4 .1 presents the average number of subproblems generated by MBnP on the same set of randomly generated instances as were used in the previous section. Comparing the entries in this table with the corresponding entries in Table 3 .2, we see that the modified algorithm is much more efficient in terms of the number of subproblems generated. However, the time required to compute this branching function is prohibitive, and makes this algorithm useless for all but very small instances. An interesting direction of research is to develop book-keeping techniques that accelerate such branching function computations, so that algorithms like MBnP outperforms the BnP algorithms developed here. It may also be interesting to develop other effective branching functions.
Another interesting direction of research is to incorporate concepts of data correcting (Goldengorin [16] , Goldengorin et al. [18] ) to BnP algorithms. Preliminary computations show that the resulting algorithms are very promising. We plan to experiment with these algorithms in a followup to this work.
