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Abstract
The general theme of this thesis is to improve our understanding of community structure for
large networks. A scientific challenge across fields (e.g., neuroscience, genetics, and social
science) is to understand what drives the interactions between nodes in a network. One of the
fundamental concepts in this context is community structure: the tendency of nodes to connect
based on similar characteristics.
Network models where a single parameter per node governs the propensity of connection
are popular in practice. They frequently arise as null models that indicate a lack of commu-
nity structure, since they cannot readily describe networks whose aggregate links behave in a
block-like manner. We generalize such a model called the degree-based model to a flexible,
nonparametric class of network models, covering weighted, multi-edge, and power-law net-
works, and provide limit theorems that describe their asymptotic properties.
We establish a theoretical foundation for modularity: a well-known measure for the
strength of community structure and derive its asymptotic properties under the assumption of a
lack of community structure (formalized by the class of degree-based models described above).
This enables us to assess how informative covariates are for the network interactions. Modular-
ity is intuitive and practically effective but until now has lacked a sound theoretical basis. We
derive modularity from first principles, and give it a formal statistical interpretation. Moreover,
by acknowledging that different community assignments may explain different aspects of a net-
work’s observed structure, we extend the applicability of modularity beyond its typical use to
find a single “best” community assignment.
We develop from our theoretical results a methodology to quantify network community
structure. After validating it using several benchmark examples, we investigate a multi-edge
network of corporate email interactions. Here, we demonstrate that our method can identify
those covariates that are informative and therefore improves our understanding of the network.
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Introduction
In Chapters 1 and 2, we first motivate the problem addressed in this thesis and then review the
literature starting with an introduction of networks, their properties and models; and finishing
with a detailed discussion of the prominent challenges in network modeling. Having estab-
lished a framework and given the right context, we then in Chapters 3–6 turn to our original
contributions.
1.1 Motivation
1.1.1 Networks and community structure
In many sciences there has been a conceptual shift away from the study of individual entities
and towards the analysis of entire systems—not least because of the technological advances that
enable us to collect the corresponding data [79]. In every system, these entities interact either
directly or induced as a summary of their dependencies. Networks give us a means to describe
and analyze these interactions between entities. In contrast to classical statistics, networks allow
us to model complex dependencies while assuming very little structure. For instance, there is
no natural ordering and thus no geometry inherited in a network as it is in time series or spatial
statistics.
The structure of many networks is strongly influenced by a natural division into commu-
nities: sets of nodes with a stronger tendency to connect with nodes of the same set than with
nodes of other sets. These communities are often implied by shared characteristics; but may
also result from a similar function within the network. Much work has focused on identifying
the single “best” community structure. However, one knows that clustering algorithms always
return clusters, even when the input is purely noise. Hence, these “optimal” community assign-
ments lack interpretability and present a barrier to understanding.
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Understanding the community structure of large networks is crucial to enable statistical
modeling and inference on networks that come with provable guarantees. Scientists inevitably
observe not only the network nodes and their connections, but also additional information in
the form of covariates. By acknowledging that each covariate may explain different aspects
of a network’s structure, we extend the concept of communities beyond its typical use in the
search for a single “best” community assignment. We use covariates to define community
assignments, and then deliver a method to quantify how well these communities explain the
network’s structure.
1.1.2 Motivating examples of networks in science
Because of the ubiquity of networks, a contribution to network analysis has the potential to
influence a wide variety of sciences. We now illustrate the importance of networks and com-
munity structure on examples in neuroscience, genetics and social sciences.
In neuroscience, particularly functional magnetic resonance imaging (fMRI), a volume
containing the subject’s brain is discretized into three-dimensional voxels whose intensities are
measured across time as an index for neural activity. Using the activity to define a similarity
measure between voxels, fMRI images of the human brain are often modeled as networks [18,
36, 93]. Because of the size of fMRI data, and since they are naturally affected by structured
spatial correlations and high-frequency noise, it is a common approach to combine voxels into
functionally distinct regions of interest. This clustering of the network allows us to marginalize
the structured short-range dependencies and to reduce the dimensionality [36]. Building up on
this, Martino et al. [95] analyze the voxel intensities for two of the communities in patients
suffering from bipolar disorder and show in a case-control study with 100 patients that the ratio
of intensities is a potential biomarker to distinguish between depressive and mania. Ramot et
al. [121] and others [130, 132] go one step further by conducting an intervention study on 16
patients, demonstrating that we may train patients (with and without their awareness) to change
the functionality of the communities in the cortical network of the human brain.
In genetics, we identify proteins that are strongly associated with a disease and then de-
sign drugs such that they modulate these proteins to perturb a disease state. Recent advances
indicate that many effective drugs modulate multiple targets instead of a single protein [70,
122]. In this context, modeling protein interactions as a network enables us to analyze the
consequences of a drug on the entire system: on the targeted protein; on other proteins that
might influence the same phenotype; as well as on off-target proteins that lead to side-effects.
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As a consequence, Hopkins and others [70, 122, 155] identify understanding the underlying
protein interaction network as one of the main challenges of drug discovery. Vinayagam et
al. [141] cluster the proteins into “indispensable”, “neutral”, or “dispensable” based on their
centrality in the network. Based on a study of 1,547 cancer patients, the authors show that
disease-causing mutations and drugs target primarily the indispensable proteins and identify 56
genes to be associated with cancer, of which 46 have previously not been known. In contrast,
Wu et al. [148] cluster genes into overlapping communities corresponding to regions involved
in coherent developmental programs. The authors demonstrate on a study of 1,640 images of
the gene expression data of Drosophila (fruit fly) embryos that the communities identified using
their unsupervised learning algorithm agree with the well-studied gap gene network.
Social networks of people and their interactions have probably the highest public aware-
ness, not least due to popular examples such as Facebook and LinkedIn. They also have
one of the longest academic histories with scientific contributions dating back at least to the
1930’s [101]. Of particular importance in social networks is homophily: the tendency of nodes
to connect in communities of similar nodes [98]. Kearns et al. [76] exploit homophily to address
privacy issues in a clustering task in the context of counterterrorism. The authors cluster people
in a social network into target and non-target communities based on their connections. While
protecting the privacy rights of non-target individuals, the authors minimize the number of tests;
e.g., surveillance, needed to clarify a node’s affiliation for certain. Paluck et al. [118] conduct
an intervention study to promote anti-conflict behavior in a social network of 56 schools with
24,191 students. While randomization is crucial to the result, the authors first block for pre-
defined community structures; e.g., gender and grade, before randomly selecting schools and
students for the intervention. The authors thereby adjust for homophily. Comparing interven-
tion schools against the controls, the disciplinary reports of student conflicts reduced by 30%
over 1 year. Thus, the authors demonstrate that influencing a few individuals in a network
may be sufficient to cause a behavioral change in the majority of the nodes, when adjusting for
homophily.
1.2 Preliminaries
1.2.1 Definitions
We define a graph (i.e., network) G = (V,E) as a tuple of the set of nodes V and the set of
edges E ⊆ V × V . We call the number of nodes n = |V | the size of the graph and the density
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partitions of the nodes.
Figure 1.1: Toy example of a binary network with 10 nodes.
denotes the proportion of observed edges N over the number of possible edges:
den(G) = N
/ n(n− 1)
2
.
The density of a network lies between 0 and 1, with 0 being the empty network of no edges and
1 if there is an edge between all pairs of nodes.
Representing by Aij ≥ 0 an edge between nodes i and j, we can describe the entire
network using its adjacency matrix A = (Aij)i,j=1,...,n. We call a graph binary if two nodes i
and j are either connected (Aij = 1), or not (Aij = 0). Figure 1.1a illustrates how to convert
a binary network into an adjacency matrix for a toy example. We will see in Chapters 3 and 4
that adjacency matrices make generalizations of graphs easy and are useful for the analyses of
networks.
Each of the networks in the introduction can formally be described as a graph. We
group these networks by the nature of their relationships. A prominent binary graph is a sim-
ple network where we assume in addition to Aij ∈ {0, 1}: the relationships are symmetric
(Aij = Aji, ∀i, j); and there are no self-loops, i.e., a node cannot connect to itself (Aii = 0, ∀i).
Friendship networks for instance are often modeled as simple graphs. Networks where two
nodes can have more than one edge are called multi-edge networks; e.g., an email interaction
network. When the connections between nodes i and j are quantified with a weight we call
the network weighted; and networks where the relationships are not symmetric are called di-
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rected networks. For the scope of this thesis, we concentrate on undirected networks without
self-loops (i.e.,A is symmetric and Aii = 0, ∀i), unless otherwise specified.
As illustrated in Figure 1.1b, the degree di =
∑
j 6=iAij denotes the number of connections
of node i. The degree plays a central role for this work as we will see in Chapter 3 about the
degree-based model. In practice, scientists often analyze the degree sequence of an observed
network, which is a vector of all degrees sorted in non-decreasing order. To discuss community
structure, we partition nodes into groups (i.e., communities) as illustrated in Figure 1.1c. The
function g denotes the community assignment of the network such that g(i) denotes the group
of node i.
A walk on a graph is a sequence of alternating nodes and edges (ν0, e1, ν1, e2, ν2, . . . , νl);
where the edge ei+1 between nodes νi and νi+1 needs to be present in the network for i =
0, . . . , l. The length of this walk is said to be l. A cycle is a walk of length at least three that
starts and ends at the same node but does not pass through any other node twice. A path is
a walk without repeated nodes and edges. The distance between two nodes is the length of
the shortest path connecting them where for weighted networks we calculate the sum of the
weights. The diameter of a graph is the longest distance between any two nodes in the graph.
A graph is called connected if there exists a walk from every node to every other node.
A component is a maximally connected subgraph; i.e., adding any other node to this subgraph
would break the connectedness. The component of a graph that includes the largest number of
nodes is called the largest component. A graph where there is an edge between every two nodes
is called complete and a complete subgraph is called a clique. In regular graphs, every node has
the same degree.
1.2.2 Concepts
In this work, we discuss random networks where the edges Aij are random variables and we
understand an observed network as a realization of a random network. In this context, there are
two different types of variation: Firstly, within a single network the behavior of the nodes varies
across index; e.g., Figure 1.2a displays the degrees of all nodes of the same network. Secondly,
when we draw several independent and identically distributed (iid) replicates from the same
network model, the behavior of a specific node varies across trials; e.g., Figure 1.2b displays
the degree of the 53rd node across 800 replicates. Both types of variation will be addressed in
this work.
The results of this thesis are based on the analysis of how properties of a network
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Figure 1.2: Two types of variation in networks: the degrees in simulated networks with 1, 000
nodes from a power law model (pij = 0.81(ij)−0.2 for all i < j).
change when the number of nodes n grows. Formally, we consider a sequence of networks
{Gn = (V n, En)}n∈N with |V n| = n and analyze how the properties ofGn change as n→∞.
For instance, let us consider a student friendship network. Would we expect students in larger
schools to have more friends? If we keep increasing the size of the school, will the number of
friends keep increasing? Researchers agree that there is an upper limit to the number of people
we can have an active social relationship with, the Dunbar’s number [46, 146]. In network
terms, Dunbar’s number is an upper bound of the degree of every node. Note that all network
properties may depend on n, e.g. the degree dni of node i, but for notational convenience we
omit the superscript n.
1.3 Properties of networks
To analyze networks, we first need to describe them. In this section, we introduce several
network properties that have frequently been observed in practice. These properties either ad-
dress the local structure where we focus on connections within relatively small neighborhoods
across the network; or the global structure where we identify statements that hold for the entire
network. We now discuss several local and global properties consecutively.
1.3.1 Local properties
In many networks, we observe degree heterogeneity: there is a large variability between the
degrees of the nodes of the same network; with some nodes having in order of magnitude
more connections than the average degree. This phenomenon is often coined the scale-free
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Figure 1.3: Degree versus sorted node index: visualization of the power law behavior of the
degree sequences of four binary networks.
behavior. In particular, in many networks the expected proportion of nodes with di = k scales
approximately as k−β—the power law behavior of the degree sequence [10]. Note that for many
networks this holds only for the majority of the degrees, the exception being the degrees of lower
value [32]. The power law behavior has been observed for instance for the internet, and social,
and citation networks with β typically varying between 2 and 3 [48, p. 11]. Figure 1.3 displays
the sorted degrees of four networks: a network of books [108] where books are connected if
they have frequently been purchased together; a network of jazz bands [59] where bands are
connected if they have at least one band member in common; a network of political commentary
websites (weblogs) [1] where weblogs are connected if they refer to each other; and a network
of physicists [104] where physicists are connected if they have co-authored a manuscript. For
more details on these datasets see Chapter 5.
Node centrality is a measure for the importance of a node in a network. In a social network,
the most central person will be best to spread information or crucial to prevent a disease from
spreading [28]. In economics, Diebold and Yilmaz use centrality (there called connectedness)
to assess the risk attached to the default of economic institutions [42]. In a gene regulatory
network, the centrality of a gene indicates how lethal its deletion would be [70]. There are many
different centrality measures but they often build up on the following four: degree, closeness,
betweenness, and eigenvector centrality; which we now introduce.
The degree centrality of a node is measured by its degree
cD(i) = di,
and reflects the concept that the importance of a node is well described by the number of its di-
rect connections. Since the degree is of importance to the work here, so is the degree centrality;
as we will see in Chapter 3 about the degree-based model. Furthermore, Zerubavel et al. [152]
1.3. Properties of networks 21
3 4
5
61
2 7
8
9
10
11
Figure 1.4: Toy example to illustrate the difference between four centrality measures [79]. The
coloring indicates the most central node according to the degree (red, node 2), closeness (blue,
node 4), betweenness (green, node 5), and eigenvector centrality (orange, node 1).
identify brain regions that relate to affective valuation and social cognition in humans conduct-
ing a fMRI study. The authors use the degree centrality as the base line measure for popularity
of individuals. Paluck et al. [118] implement an intervention study in a social network in 56
schools to test whether promoting positive behavior in a few nodes might be sufficient to change
the behavior of the majority of the network (as mentioned above in Section 1.1). The authors
report that the spread of community social norms is the most effective when the intervention is
applied to the “social referents”—community members with high degree.
The closeness centrality captures the notion that a node is central if it is closely connected
to many other nodes; thereby taking into account more than the direct neighbors. The closeness
centrality of node i is measured as the inverse of the distance (denoted by “dist”) of node i to
all other nodes [128]:
cCL(i) =
1∑n
j=1 dist(i, j)
.
Mathematically, this distance is only defined in connected graphs. To circumvent this issue, we
may report the closeness centrality conditioned on the largest component or for each component
individually.
The betweenness centrality measures how many paths go through a node. For instance
if an edge represents a communication, the number of paths that go through a node counts
how often a node can influence the information spreading through the network. With s(j, l|i)
denoting the number of shortest paths between nodes j and l passing through i, Freeman [57]
defines betweenness centrality of node i as
cB(i) =
∑
j 6=l 6=i
s(j, l|i)∑n
m=1 s(j, l|m)
.
If the shortest path is unique for all pairs of nodes, cB(i) counts the number of shortest paths
that pass through i.
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(a) Three 2-stars (b) All triangles (c) All 4-cycles
Figure 1.5: Toy example to illustrate network motifs. We display 2-stars: subgraphs with three
nodes and two edges; triangles: complete subgraphs with three nodes; and 4-cycles: cycles of
length four. Note, in Figure 1.5a we only highlight three out of many 2-stars for better visibility.
Eigenvector centrality captures the notion of “prestige” where a node’s importance is
judged by the importance of its neighbors. It is typically measured as a function of an eigen-
vector of a linear system of equations related to the adjacency matrix. One of many examples
of eigenvector centralities is defined by Bonacich [23] as
ceig(i) =
1
α
∑
(i,j)∈E
v(j),
where α denotes an eigenvalue of the adjacency matrixA and v the corresponding eigenvector.
Bonacich recommends to choose α as the largest eigenvalue.
Figure 1.4 illustrates that although all four measures address centrality, they in fact mea-
sure different quantities. These centrality measures may have different interpretations in prac-
tice. For instance in protein interaction networks, pharmacologists are interested in identifying
proteins that are correlated with gene expression dynamics, but that are not lethal; such that a
medication can target these specific proteins. Both betweenness centrality and degree central-
ity are associated with gene expression (betweenness centrality stronger than degree centrality)
and lethality. However, nodes of medium to low degree centrality with a high betweenness
centrality tend to be less likely to be lethal than the average protein [70].
In many networks, we observe that nodes tend to gather in “small neighborhoods”, such
that they have more connections within their neighborhood than on average to all other nodes.
One way to quantify this is the clustering coefficient of a graph G that measures the proportion
of 2-stars that close to form triangles. As illustrated in Figures 1.5a and 1.5b, 2-stars are sub-
graphs with three nodes and two edges (∠); and triangles are complete subgraphs with three
nodes (M). To be more precise, the clustering coefficient cl ∈ (0, 1) is defined as
cl(G) =
1
|V ′|
∑
i∈V ′
countM(i)
count∠(i)
,
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where count(·)(i) denotes the count of occurrences of · centered at node i; and V ′ denotes the set
of all nodes with at least two connections. In a network with a high clustering coefficient there
is a strong tendency for 2-stars to form triangles. This phenomenon is also called transitivity. It
is often observed in social sciences and commonly interpreted as “friends of friends tend to be
friends” [112].
Comparing networks across sciences, we observe not only triangles but a variety of small
subnetworks called motifs. The difference between two networks can be quantified by counting
the occurrences of these motifs [100, 112]. For instance, for a subnetwork with three nodes
there are two different motifs: 2-stars and triangles (see Figures 1.5a and 1.5b). While in social
sciences we often observe transitivity, in gene regulatory networks and neuronal networks we
observe in addition to transitivity an increased number of 4-cycles [100]. As illustrated in
Figure 1.5c, 4-cycles are cycles of length four. We will return to the topic of motif counts in
Section 2.3 in Chapter 2 on prominent challenges in network modeling.
1.3.2 Global properties
Stepping away from the node-centric view, we now discuss several network properties that
are global. In many sciences, e.g. neuroscience, we observe functional units in networks that
can be described as a community structure and may be used to reduce the dimensionality and
noise of the data [36] (see Chapter 1.1). Formally, a community structure is a partition of the
nodes into communities. Since we can partition the nodes arbitrarily, we denote a community
structure as “informative” or “assortative” when there are more edges within communities than
across communities. An informative community structure reflects a different aspect of the phe-
nomenon described above that nodes tend to gather in small neighborhoods. In social sciences,
this phenomenon is termed “homophily” and implies that connections between people of the
same community occur at a higher rate than between communities because of the similarity of
people of the same community [98].
The Harvard sociologist Stanley Milgram coined the term small-world property in 1967
when he conducted a study suggesting that every two people on this planet are only separated
by at most six other people [99]. The fascination of this example results from the fact that this
distance between two nodes is much smaller than we would expect at random (i.e., if all edges
were placed uniformly at random). The small-world property was therefore formalized by Watts
and Strogatz as a small average distance and a high clustering coefficient. While Milgram only
studied social networks, Watts and Strogatz show that the small-world property in fact holds
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for networks in many scientific fields; e.g., neural networks in neuroscience, power grids in
electrical engineering, and collaboration networks in social sciences [145]. Formally, we talk
about a small average distance when in a sequence of networks the expected average distance
between two nodes scales as O(log n) [145]. The order notation is explained in Appendix A.1.
In practice, scientists address this asymptotic property by computing the average distance of the
largest component in the observed network (often a single snapshot) [79]. Watts and Strogatz
introduce a generating model that leads to networks possessing the small-world property which
we will discuss in more detail in Section 1.4.2.
Many properties of network models depend on the sparsity of the network: the relation
between the number of edges and the number of nodes [20, 87]. For instance, let us assume
a random network where an edge between every two nodes occurs equally likely with prob-
ability c/n (see Erdo˝s-Re´nyi graphs in Section 1.4.1). The constant c strongly influences the
number of edges in relation to the number of nodes and in other words, the sparsity of the net-
work. At the same time, the value of c determines whether the network is connected: Consider
a sequence of networks where 0 < c < 1. Then, the largest component includes with high
probability at most O(log n) nodes, leading to a network that is not connected. In contrast, if
1 < c the largest component includes with high probability almost all nodes (Θ(n)). For an
explanation of the notation see Appendix A.1. This phenomenon was first described by Erdo˝s
and Re´nyi and is commonly referred to as the “emergence of the giant component”. For an
overview about the work on the giant component see [20].
The definition of sparsity varies depending on the context. For this thesis, we use the
definition by Bolloba´s and Riordan [21, 22]. Recall that n denotes the number of nodes and N
the number of edges. Then, a sequence of networks is
dense: N = Θ
(
n2
)
,
sparse: N = o
(
n2
)
but N = ω(n),
extremely sparse: N = Θ(n).
For definitions of Θ, o, and ω see Appendix A.1. In practice, we say a network is dense, sparse
or extremely sparse if it seems reasonable to assume the observed network is a snapshot of such
a sequence of networks. Bolloba´s and Riordan call networks with o(n) edges (more sparse than
extreme sparse networks) to be below the minimum sensible density since the average degree
of a node would asymptotically go to 0. Most observed networks are sparse or extremely
sparse [90].
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(a) Node dependence (b) Edge dependence
Figure 1.6: Toy example to illustrate the difference between node-dependent and edge-
dependent network models. The coloring is defined by covariate in Figure 1.6a, and by motif in
Figure1.6b. In both figures, things of the same color are modeled as stochastically equivalent.
1.4 Modeling of networks
So far, we have focused on the descriptive analysis of networks. To proceed to inference and
prediction, we first need to introduce statistical models for networks. A statistical model M
for networks is a set of probability distributions Prθ on the adjacency matrix A; i.e., with Ψ
defining the set of all parameters θ, and Λ the set of all adjacency matrices, we obtain
M = {Prθ(A) : A ∈ Λ,θ ∈ Ψ}.
The nature of the relationships determines the set Λ. For instance, in a multi-edge net-
work the entries of the adjacency matrix A are counts, so we obtain Λ = Nn×n≥0 . In a
weighted network, in contrast, it follows that Λ = (0, 1)n×n. We often have additional as-
sumptions, e.g. in a simple network the edges are undirected and there are no self-loops:
Λ =
{
A ∈ {0, 1}n×n;AT = A, Aii = 0 ∀i
}
.
As always, by modeling networks we encounter a trade-off between fit and complexity. If
we model the network with as many parameters as there are possible edges (i.e., n(n− 1)/2),
we achieve perfect fit but have not gained any insights (i.e., overfitting). Instead, we reduce the
dimensionality where there are two fundamentally different approaches illustrated in Figure 1.6.
First, one assumes node dependence: all edges are independent given the nodal attributes (see
Figure 1.6a). For instance in email communications in companies, employees of the same
department tend to communicate more with each other than with other departments (see data
analysis in Section 5.3). Second, one assumes edge dependence: the probability distribution
Prθ only depends on the relation of the edges, independent of which nodes are involved (see
Figure 1.6b). For instance in social networks, we often observe an increased number of triangles
since friends of friends tend to be friends (as mentioned in Section 1.3.1 on local properties).
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We now discuss models of both approaches.
1.4.1 Node dependence
Since our work is focused on community structure, we categorize the models here into two
types: those with a lack of community structure and those that support community structure.
Models with a lack of community structure
The Erdo˝s-Re´nyi graph G(n, p) is the simplest and probably most studied model for simple
networks [49, 58]. It assigns an edge to each pair of distinct nodes independently with the same
probability p ∈ (0, 1). It thereby models all nodes as stochastically equivalent; e.g., all nodes
have the same expected degree. Thus across nodes, there is a lack of degree heterogeneity
compared to what is frequently observed in practice (see Section 1.3).
To incorporates degree heterogeneity, the degree-based model allows for diverse propensi-
ties to connect across nodes [31]. It assigns each node a single nonnegative weight wi to model
the success probability of an edge between nodes i and j in a binary network as
pij =
wiwj
‖w‖1
, with ‖w‖1 =
n∑
i=1
wi.
All edges are assumed to be conditionally independent given the parameters. To ensure that
0 ≤ pij ≤ 1, the weights are constrained to maxl w2l < ‖w‖1. If self-loops are allowed, the
expected degree of node i is equal to its weight wi and the model is therefore often referred to
as random graph with given (expected) degrees.
A special case of this model are power law networks where wi ∝ i−γ with γ ∈ (0, 1),
introduced to match the power law behavior of degree sequences often observed in practice
(see Section 1.3). Chung and Lu [31] compute the average distance and diameter of networks
generated by the degree-based model, and show that for the special case of power law networks
we obtain the small-world property. To be more precise, for a sequence of networks with
γ ∈ (0.5, 1)—a range often observed in practice [10, 31, 32, 48]—the average distance is
almost surely O(log log n) [31].
To fit the degree-based model, Perry and Wolfe [119] estimate the edge probabilities as
pˆij =
didj
‖d‖1
.
Recall that di denotes the degree of node i. The authors show that this estimator is a near-
maximum likelihood estimator in the sparse graph regime (pij = o(1)). The authors provide
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explicit constants to check the sparsity assumption and give upper bounds for the relative error
of the estimator in the least sparse case. The upper bound improves as the network becomes
more sparse.
Olhede and Wolfe [116] analyze the degree distribution under the degree-based model;
both for power law networks, and for iid random weights. The authors change the parameteri-
zation such that the constraints may be specified for each node separately to
pij = piipij with pii = wi/
√
‖w‖1 ∈ (0, 1);
and thus, the edge probabilities are decoupled. In particular, for the special case of power law
networks, the authors derive a central limit theorem for the estimators pˆii = di/
√‖d‖1.
The configuration model, discussed extensively in the physics and mathematics literature,
is strongly related to the degree-based model: It fixes the actual degrees to then generate the
network at random with respect to the given degrees [114]. In contrast, the degree-based model
fixes the expected degrees instead.
Models supporting community structure
One of the simplest models for community structure is the stochastic blockmodel [68]: a gen-
eralization of the Erdo˝s-Re´nyi graph. The nodes are partitioned into K subsets, called blocks,
and the probability of an edge between nodes i and j only depends on the group membership
g ∈ {1, . . . ,K}n (see Section 1.2.1):
pij = ωg(i),g(j).
It thereby models all nodes of the same community as stochastically equivalent. The authors
assume the group membership to be known a priori and derive a straightforward maximum
likelihood estimator for the edge probabilities as the sample proportion. In the remainder of
the article the authors introduce a generalization of the stochastic blockmodel to directed net-
works. Aicher et al., Airoldi et al., and Latouche et al. provide generalizations of the stochastic
blockmodel to weighted networks and mixed and overlapping memberships, respectively [2, 3,
82]. We will come back to the stochastic blockmodel under the assumption of unknown (latent)
communities in Section 2.4 on community detection.
As the Erdo˝s-Re´nyi graph, the stochastic blockmodel lacks heterogeneity of degrees. The
degree-corrected stochastic blockmodel [75] marries the concepts of community structure and
degree heterogeneity by combining the stochastic blockmodel and the degree-based model. The
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authors assume a multi-edge network and model the expected edge counts EAij :
EAij = piipijωg(i),g(j)
where pi = (pi1, . . . , pin)
T are the node-specific parameters and ωg(i),g(j) only depends on the
group membership g. In contrast, all models presented so far assume binary networks and
thus model edge probabilities pij instead. The authors suggest a two-step procedure for model
fitting: a profile likelihood estimation for the parameters pi and ω conditioned on g, and then a
heuristic algorithm to identify the optimal group membership g. The authors avoid maximizing
the likelihood over all possible group memberships since that is a NP -hard problem [24].
The latent space models introduce a latent (unobserved) space where each individual
node i has an unobserved (“latent”) position zi ∈ Rd [67]. The model assumes that nodes
that are close in the latent space and have common covariates are more likely to connect. The
latent space is commonly chosen to be of lower dimension; i.e., d < n; adding parsimony
and interpretability. Additional benefits are that the latent space model incorporates both local
and global structure, and transitivity, and that it outputs a meaningful visualization [131]. The
authors model the edges Aij as conditionally independent given the latent positions zi and the
covariates xij using a logistic regression model; i.e., with β denoting all parameters
logit pij = β0 + βxij − |zi − zj |.
The latent positions zi are modeled using diffuse independent normal priors: zij
iid∼
Normal(0, 100). The corresponding log-likelihood as a function of the latent positions is
not concave; and much caution must be taken to differentiate local from global maxima. The
authors suggest Markov chain Monte Carlo algorithms to infer the latent positions and de-
rive confidence regions. The latent positions provide a soft clustering of the nodes into d
clusters while regressing on covariates. The latent space model was extended to include ran-
dom node-specific effects [66] using a mixed effects model (a generalized linear model with
structural error terms); and community structure [63] by modeling the latent positions as a
mixture of Normal random vectors (see Section 2.4 on clustering in networks). Krivitsky et
al. [81] combine all four effects: homophily based on common covariates, transitivity, random
node-specific effects, and community structure into a single model. To test for the dependence
between latent structure and covariates, and to predict missing values, Fosdick and Hoff [53]
model the covariates and latent structures as random simultaneously.
Closely related to the latent space model is the random dot product graph [66, 151]. As for
the latent space model, each node has a latent position zi ∈ Rd, where all zij are modeled as iid
1.4. Modeling of networks 29
random variables. In contrast to the latent space model, it is assumed that zTi zj ∈ (0, 1) for all
i, j and the probability for an edge Aij is modeled as the inner product of the latent positions:
pij = z
T
i zj .
The random dot product graph exhibits scale-free behavior of the degree sequence and the
small-world property (small average distance almost surely and a high clustering coeffi-
cient) [151]. Sussman et al. [138] introduce an estimator for the latent positions Ẑ =
(zˆ1, . . . , zˆn)
T ∈ Rn×d. Let USUT be the eigen-decomposition of (AAT )1/2, and define
S[d] ∈ Rd×d the diagonal matrix of the d largest eigenvalues andU[d] ∈ Rn×d the matrix of the
corresponding eigenvectors. Then, assuming we know the dimension d of the latent space we
may estimate the latent positions as
Ẑ = U[d]S
1/2
[d] .
The authors show weak consistency of the estimators: ‖zˆi − zi‖22 = oP (1) for each i with
‖.‖2 being the Euclidean norm. Furthermore, the scaled residuals between estimated and true
latent positions converge in distribution to a mixture of multivariate Normal distributed ran-
dom vectors [9]. For more results on the eigen-decomposition of matrices related to A see
Section 2.4.2.
Under the assumption that all parameters are random, all network models stated above can
be joined to a single class of models [15]: A graphon defines a limiting object for simple random
networks when the number of nodes goes to infinity. Let us assume that all nodes are exchange-
able: the edge probabilities are invariant to relabeling of the nodes. Since then the adjacency
matrix (in the limit) {Aij}∞i,j=1 is an exchangeable infinite array of random variables, we know
that it admits a representation in functions f(ξi, ξj , α) with ξi, ξj , α
iid∼ Uniform(0, 1) (Aldous-
Hoover theorem [4, 69]) and that this representation is unique up to measure-preserving trans-
formations [41]. To allow for sparse networks, it is common practice to multiply the graphon
by a scaling factor ρn > 0 that depends on n. Thus, we obtain the following model for ex-
changeable simple random networks:
Aij |pij ∼ Bernoulli(pij),
pij = ρnf(ξi, ξj , α), ξi, α
iid∼ Uniform(0, 1).
(1.1)
Since EAij =
∫ ∫
pijdξidξj = ρn, the parameter ρn reflects the overall sparsity of the net-
work. Each observed (n× n) network is then a sub-network of the infinite-dimensional net-
work modeled in Eq. (1.1). This class of models is closely related to exchangeable random
graph models [4, 69, 90] and inhomogeneous random graphs [20].
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The function f does not uniquely determine the probability density function of the net-
work [14]. However, it is common to interpret a graphon instead as an equivalence class that
includes f and all its measure-preserving transformations. Olhede and Wolfe [117] present a
method to fit a graphon: the network histogram approximates the potentially smooth graphon
by a piecewise constant generating function, the stochastic blockmodel, in the same way as a
histogram approximates a probability distribution function or the Riemann sum approximates
the integral of a continuous function.
Li et al. [89] incorporate network structure into classic regression by introducing a penalty
to encourage network cohesion. Assume we are interested in the influence of p covariates
x1, . . . ,xp ∈ Rn on an outcome y ∈ Rn, and we know the binary network connections of the
participants (i.e. the adjacency matrix A ∈ {0, 1}n×n). Denote α ∈ Rn a node-specific effect,
 an error term and letX = (x1, . . . ,xp) ∈ Rn×p. Then the authors suggest to model y as
y = Xβ +α+ .
To estimate the coefficients β ∈ Rp of the association of the covariates with the outcome, the
authors minimize a penalized residual sum of squares: with λ denoting a tuning parameter,
L(α, β) = ‖y −Xβ −α‖22 + λ
∑
∀i,j:Aij=1
(αi − αj)2.
Under some regularity conditions, the authors provide upper bounds for the mean squared errors
for both corresponding estimators αˆ and βˆ; and show that βˆ is consistent.
1.4.2 Edge dependence
We here provide two examples of models that exploit edge dependencies; one with a lack of
community structure and one that supports community structure. The aim is to give a brief
introduction to an alternative modeling approach; different from all models used in this work.
A model with a lack of community structure
The Watts-Strogatz model [145] is designed to possess the small-world property: a small aver-
age distance and a high clustering coefficient. Watts and Strogatz begin with a network where
each node is connected to its r nearest neighbors (i.e., a r-regular graph); a network that tends to
have very high transitivity. They then randomly reconnect each edge with probability p (while
avoiding self-loops and multi-edges); introducing “short-cuts” that reduce the average distance
in the graph. As a consequence, the model is a hybrid between a regular and an Erdo˝s-Re´nyi
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graph, for which even for small p we observe the small-world property. The Watts-Strogatz
model is of particular importance to the analysis of information propagation and epidemic
spread, since it allows for information to be transmitted quickly through the entire network
only based on neighbor-to-neighbor communications. A discussion about epidemic spread and
related work is beyond the scope of this thesis. In contrast to our work, these approaches assume
the network to be non-random and analyze a random process on the network.
A model supporting community structure
The exponential random graph model (ERGM) [54, 144] builds up on the concept of exponen-
tial families and thereby naturally extends statistical regression to random networks. It models
a simple network G = (V,E) in terms of a setH of motifs:
f(A|θ) = 1
κ
exp
(∑
H∈H
θHcH
)
, (1.2)
with cH being a count of how often the motif H occurs in the network A; and the standard-
ization constant κ =
∑
A∈Λ exp(
∑
H θHcH). Originally, ERGMs included star and triangle
counts (see Figure 1.5). The formula in Eq. (1.2) implies that the density factorizes over the sub-
graphs H ∈ H. For instance if H includes only the edge subgraph, we assume all edges to be
iid. For more details on the independence assumptions on f implied byH see the Hammersley-
Clifford theorem [12].
The main advantage of the ERGM is that it can represent a variety of structural tendencies,
such as transitivity, and that its parameters are easy to interpret. However, fitting the model has
proved to be challenging because of three main reasons. First, computing the standardization
constant κ is computationally infeasible for medium to large networks (n > 30) [62] since κ is
a sum over the entire sample space Λ. Second, very different values of θ can lead to essentially
the same distribution f [27]. Third, ERGM models are degenerate: they put the majority of
mass on the empty graph, the complete graph or a mixture of the two [62]. To overcome
the degeneracy, Handcock [62], Hunter and Handcock [72], and Snijders et al. [136] introduce
priors that restrict the parameter space to graphs that are neither empty nor complete. Chatterjee
and Diaconis [27] deliver limiting results that identify when degeneracy occurs; and show that
those graphs that are not degenerate often are indistinguishable from an Erdo˝s-Re´nyi graph in
the limit (i.e. f(A|θ) P→ f(G(n, p)) as n → ∞). Since computing κ is time consuming even
for moderately small networks, Chatterjee and Diaconis [27] provide analytical formulas for κ
based on limit theorems; with the major limitation that it holds only for dense networks. Due to
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these limitations, many researchers question the suitability of ERGMs for statistical inference
on networks [27].
1.5 Contributions of the thesis and their context
After establishing a framework in the previous sections, we now can explain the original con-
tributions of the thesis, and embed them in the wider context of networks. We establish a
methodology to identify the key characteristics that determine a network’s structure. To do
so, we firstly characterize a family of flexible, nonparametric models that naturally generalize
the degree-based model mentioned in Section 1.4.1. Under such models, we secondly derive
the theoretical foundation for modularity: an intuitive and practically effective measure of the
strength of community structure; enabling us to decide which of the characteristics reflect the
structure of the interactions in a network.
First, we generalize the degree-based model to a broad class of models including weighted,
multi-edge, and power law networks. We fit such a model using the canonical estimator ÊAij =
didj/‖d‖1 for which Perry and Wolfe [119] show that it is close to the maximum likelihood
estimator for the special case of simple networks. We show that ÊAij is weakly consistent
for EAij and derive its asymptotic distribution under this broad class of network models. Our
results generalize work by Olhede and Wolfe [116] who show the asymptotic distribution for
the special case of power law networks. All approaches and results presented above assume
the edges to be either Bernoulli or Poisson distributed. In contrast, we take a nonparametric
approach: using a single parameter per node, we model only the expectation of each edge. This
allows for individual node-specific differences but avoids specific distributional assumptions on
the edges. Our results therefore apply to a broader class of network models, allowing us to treat
(among others) power-law networks, weighted networks, and those with multiple edges.
Second, we extend the concept of community structure to reflect the complexity of ob-
served networks. Scientists inevitably observe not only network nodes and their connections,
but also additional information in the form of covariates. Many analysis approaches fail to ex-
ploit this information when attempting to explain network structure, and instead solely focus
on identifying a single “best” community structure (e.g. latent space models [67, 53], stochas-
tic block models [68] and degree-corrected stochastic block models [75]; see Section 1.4.1).
In recent works, researchers have started to use covariates to improve community detection
(degree-corrected stochastic blockmodels [110], latent space models [67], modularity [153],
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(a) Race (b) Year in school
(c) Gender (d) Randomized
Figure 1.7: A student friendship network illustrated for four different community assignments,
each defined by a covariate [53, 110, 124]; implemented using igraph [38].
ERGMs [50], see Section 2.4.1). However, the concept of a single best community assignment
leads to a loss of interpretability and presents a barrier to understanding. We solve this problem,
by acknowledging that each of several community assignments may describe different aspects
of a network’s structure. To add interpretability, we define these community assignments based
on covariates, and show how to decide which of these covariate-based community assignments
leads to a valid summary of the network structure. In the student friendship network shown in
Figure 1.7, for example, this means we can evaluate whether communities based on common
gender, race, or year in school can explain the observed structure of the friendships.
Technically, we derive modularity from first principles, and give it a formal statistical
interpretation. Effectively, modularity summarizes the difference between observed and ex-
pected within-community edges under a model for no community structure. We derive the
large-sample distribution of modularity under the nonparametric class of degree-based models,
enabling us to compute a p-value for the significance of a covariate-based community structure.
This provides for the first time an objective measure of whether or not a particular value of
modularity is meaningful. As a result, we deliver a flexible, nonparametric approach to identify
those covariates that reflect a network’s structure.
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1.6 Outline
The remaining thesis is organized as follows. We first review the literature about prominent
challenges in network modeling, including community detection using modularity (Chapter 2).
We then present our original contributions. We extend the degree-based model to a nonparamet-
ric family and derive its asymptotic properties (Chapter 3). We establish a theoretical framework
based on modularity to assess whether a covariate-based community assignment is informative
for the intersections in a network (Chapter 4). Here, we show that the model underlying mod-
ularity is a degree-based model and derive a bias-variance decomposition for modularity. This
enables us to establish the asymptotic distribution of modularity and to deliver a p-value re-
flecting the explanatory power of covariates on network connections. In Chapter 5, we turn
the theory into a methodology to identify covariates that are informative for the connections
in a network. After validating our method on four benchmark examples, we analyze email in-
teractions in a multi-edge corporate email network identifying those covariates that reflect the
network’s structure. We conclude this thesis with a discussion of the prominent challenges; and
point out possible directions of follow-up research (Chapter 6).
Chapter 2
Literature review of prominent challenges in
network modeling
In this chapter, we present a literature review about the current challenges in network modeling.
In Chapter 1, we have seen how to describe networks and how networks are modeled so far.
Due to technological advances, the amount of data that we can store and process increases on
a daily basis; allowing us to collect data that better reflect the complexity of nature. However,
to actually gain insights from the data our network models must catch up to reflect the high
dimensionality of the data (see Section 2.1). All network models enable us to draw inference
from data, but for the results to be defensible we must be able to quantify the goodness-of-
fit of network models (see Section 2.2). In science, it is common to collect more than one
dataset and by understanding the agreements and differences, we gain insights on what are
the driving forces. In Section 2.3, we describe the current state-of-the-art for networks in this
regard. Having mentioned the complexity of the data above, clustering gives us a means to
extract information from networks: identifying groups of nodes that have a stronger tendency
to connect to each other than to other nodes. In Sections 2.4 and 2.5, we discuss different
approaches for clustering in networks with a special emphasis on modularity because of its
popularity and its importance for the thesis. Our review of the current challenges in network
modeling is not exhaustive but we rather focus our discussion on the four topics motivated
above that we find the most prominent.
2.1 Network models with higher dimensionality
We now review models that have an increased dimensionality compared to the more traditional
models in Section 1.4. Modern technology enables us to collect data that are increasingly large
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Gt−1 Gt Gt+1
Figure 2.1: Toy example to illustrate dynamic networks. Green and blue mark edges that appear
in this time step or will disappear in the next time step, respectively. The node set is fixed.
and diverse in structure—already in 2012 it was estimated that data collection was growing at
50% per year [55, 91]. Increasing the dimensionality of our models enables us to incorporate
more of the complexity of the network data. The two leading approaches combine several
networks into a single model. One assumes there to be a temporal dependence between the
networks and the other allows for an arbitrary dependence in the spirit of a network of networks.
We now discuss both approaches.
2.1.1 Dynamic networks
As illustrated in Figure 2.1, dynamic network models are a natural extension of the models
described in Chapter 1.4 where networks are altered over time. For example, in social networks,
friendships are made and lost over time, and in biological neural networks the activation of
neurons is time-correlated; just to name a few. Formally, we assume a time series of networks
{
Gt : t = 1, . . . , T
}
with Gt =
(
V,Et
)
, and
{
At : t = 1, . . . , T
}
being the series of adjacency matrices. All approaches mentioned below assume the node set V
to be fixed over time; with the exception of the preferential attachment model.
One of the first statistical models for dynamic networks was introduced by Snijders in
1996 [134]. The authors model the adjacency matrix At and the attributes Ct of the nodes as
Markov processes in continuous time t ∈ [0,∞). Denote t0 the present and t∗ ∈ [0, t0) all
previous time points. Then, the authors define
Pr
({
At,Ct : t > t0
}|t∗ ∈ [0, t0)) = Pr({At,Ct : t > t0}|t0).
The authors assume that a change inAti or C
t
i of connections and attributes of node i occurs at
a rate λi(At,Ct) and model the waiting time until the next change by node i as a negative ex-
ponential distribution, with expected value 1/λi(At,Ct). The authors further assume that each
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node has an incentive to optimize its attributes and connections to its own benefit. They model
the decision making of node i using a tension function pi(At,Ct) that includes both a deter-
ministic and random component. The authors infer the parameters of the tension function and
the rate of change using a method of moments based on parametric bootstrap and approximate
the covariance matrix of the vector of estimators using the delta method. The authors point out
that the approach is computationally expensive, lacks in statistical efficiency and caution the
reader that the variance estimators might be instable.
The preferential attachment model describes a process of adding nodes, and connecting
these to nodes with a probability proportional to their degree; leading to a “richer getting richer”
phenomena and a power law degree sequence [10]. Although the preferential attachment model
is understood as a single snapshot of a network, in contrast to multiple snapshots over time, it
does describe a dynamic process of generating a network. In a similar way, we can describe the
Watts-Strogatz model as a dynamic model (see Section 1.4.2). In contrast to the other models
in this section, the preferential attachment model and the Watts-Strogatz model incorporate a
change in the set of nodes but are not intended for statistical model fitting.
A generalization of the random dot product graph for dynamic networks is provided by Lee
and Priebe [84] where the authors aim to detect change points in the behavior of weighted net-
works. The authors model a time series of networks with categorical edge weights in discrete-
time t ∈ N as a series of random dot product graphs derived from a finite-state Markov process
in continuous-time u: W = {w(u) ∈ {1, . . . , d+ 1}n : u ∈ [0,∞)}. To be more precise, for
nodes i, j and edge weights l it holds for the latent positions Zt = (z1, . . . ,zn)
T ∈ Rn×d that
ztil
a.s.
=
∫ t
t−1
δwi(u)=l du, for l = 1, . . . , d,
Pr
(
Atij = l|zti , ztj
)
=

ztilz
t
jl, for l 6= 0;
1−∑dl=1 ztilztjl, for l = 0; independent for all i < j
Pr
(
At = a|w(u), u ≤ t) = Pr(At = a|Zt).
The authors assume that the probabilities of the stochastic process W to take values in
{1, . . . , d+ 1} change for a small community of nodes and they aim to detect the correspond-
ing time point. The authors introduce two approximations to make the problem analytically
tractable and show that their total variation distance under a dynamic random dot product
graph is asymptotically small. Durante and Dunson [47] work on a strongly related model
of a dynamic random dot product graph, where the latent positions evolve in a continuous
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Markov process. Due to using a logistic link between the probability of an edge and the latent
positions—the main difference—the authors obtain a computationally tractable formulation.
They introduce an algorithm to both infer the posterior distribution and estimate the dimension
of the latent space simultaneously.
In [131], Sewell and Chen generalize the latent space model for time-varying, sim-
ple networks and thus, this work is strongly related to the dynamic random dot product
graph by Lee and Priebe [84]. To be more precise, the authors model the latent positions
Zt =
(
zt1, . . . ,z
t
n
)T ∈ Rn×d as a Markov process in discrete time t ∈ N. Denote Id the
(d× d)-identity matrix, and θ all parameters. Then, the authors define the initial distribution of
the latent positions at time t = 1 as
pi
(
Z1|θ) = n∏
i=1
Normal
(
0, τ2Id
)
.
The transition probability is defined as
Pr
(
Zt|Zt−1,θ) = n∏
i=1
Normal
(
zt−1i , σ
2Id
)
.
Networks at different time points are conditionally independent given the latent positions. At
each time point, the edges are modeled using a latent space model: a logistic regression model
with the distance in latent space being an explanatory variable and where we assume condi-
tional independence of the edges given the latent positions and the parameters θ ([67], see Sec-
tion 1.4.1). The authors estimate the model parameters and the latent positions using Markov
chain Monte Carlo methods; where they provide approximations to speed up the algorithm. As
an output, the authors deliver a temporal trajectory of each node in the latent space. Further-
more, the authors address the problem of missing data, and prediction; and demonstrate their
method on simulated and observed data.
Westveld and Hoff introduce a dynamic network regression framework where the edges
are modeled as conditionally independent using a generalized linear model with mixed ef-
fects [147]. Denote sti, r
t
i the node-specific effects of node i as a sender and receiver, re-
spectively, and etij the residual error terms. The random effects s
t
i, r
t
i , e
t
ij are modeled using
discrete-time Markov processes. Furthermore, denote xtij the fixed effects, e.g., covariates, and
h the link function. The authors then model the adjacency matrix at time t as
E
(
Atij |θtij
)
= h(θtij),
θtij =
(
xtij
)T
βt + sti + r
t
j + e
t
ij .
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The authors provide Markov chain Monte Carlo algorithms for parameter estimation for Gaus-
sian and binary networks and apply the method to data on international trade and militarized
interstate disputes. This model partly builds up on the static, latent space model by Hoff [66],
but it exchanges the latent positions against generic residual error terms.
To incorporate community structure into dynamic networks, Xing et al. [149] introduce
a dynamic mixed membership stochastic blockmodel that generalizes the mixed membership
stochastic blockmodel [2]. In the mixed membership stochastic blockmodel, a node may belong
to multiple communities, each with a fractional membership; thereby combining the concepts
of the stochastic blockmodel and the latent space model. Denote Bt =
(
βtkl
)
k,l=1,...,K
the
probabilities to interact between nodes of communities k and l at time t. For the dynamic
mixed membership stochastic blockmodel, the authors model for each node i the fractional
membership piti =
(
piti1, . . . , pi
t
iK
)
at time t:
piti
iid∼ Logistic-Normal(µt,Σt).
Thus, Σt determines the correlations of the memberships between nodes. For each edge Aij ,
nodes i and j get assigned to a single community with a probability according to their fractional
memberships piti and pi
t
j :
ztl ∼ Multinomial
(
pitl , 1
)
, for l = i, j independent.
An edge between nodes i and j is then modeled:
Atij
iid∼ Bernoulli(βtlk), if ztil = 1, ztjk = 1.
Furthermore, the expected value of piti is modeled as dynamic with transition matrixM :
µ1 ∼ Normal(ν,Ψ), µt ∼ Normal(Mµt−1,Ψ).
Here, Ψ determines the correlation between the expected fractional memberships across time.
In addition,Bt is assumed to be time dependent. With Φ denoting the variance of the probabil-
ities to interact between communities, and b a tuning parameter, we obtain
β1lk ∼ Logistic-Normal(ι,Φ), βtlk ∼ Logistic-Normal
(
bβt−1lk ,Φ
)
.
The authors aim to infer the dynamics of the fractional memberships piti , for all i, t; as well
as the dynamical community relations Bt. Fitting the dynamic mixed membership stochastic
blockmodel, we also estimate the correlations of the fractional memberships between nodes Σt
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and across time Ψ, and learn about the dynamics between communities Φ. Since the model
is intractable the authors introduce a variational EM algorithm to approximate the maximum
likelihood estimation. The authors demonstrate their method and algorithm on synthetic and
observed data (beside others the Enron data, see Section 5.3).
In contrast to the dynamic models described so far, the temporal ERGM introduced by
Hanneke et al. (2010) has a memory: the networks across time are dependent, even when con-
ditioned on all parameters [64]. The temporal ERGM extends the ERGM based on a Markov
process on the adjacency matrices. To be more precise, the initial networkA is any ERGM and
the transition probability for t ∈ N is given by
Pr
(
At|At−1,θ) = 1
κ
exp
(∑
H∈H
θHcH
(
At,At−1
))
,
where κ denotes the standardization constant, θ the vector of all model parameters and H a
set of motifs. The motif counts cH
(
At,At−1
)
here may include edges of the current and the
previous network. For instance, to assess the stability of the process we may include the motif
S where we count how many edges/non edges remained the same:
cS
(
At,At−1
)
=
1
n− 1
n∑
i,j=1
[
AtijA
t−1
ij +
(
1−Atij
)(
1−At−1ij
)]
.
To assess a dynamic version of transitivity, we may include the motif T :
cT
(
At,At−1
)
= n
 n∑
i,j,l=1
AtijA
t−1
il A
t−1
jl
/ n∑
i,j,l=1
At−1il A
t−1
jl
.
An example for a motif of interest that only includes the current network is the density of the net-
work at time t which captures the current sparsity. As for static ERGMs, due to the normalizing
constant κ exact solutions of the likelihood maximization are computationally intractable. The
authors suggest an approximate maximum likelihood approach based on Markov chain Monte
Carlo sampling; demonstrate the convergence rate of the maximum likelihood estimators by
simulation, and identify the properties under which the model is non-degenerate. Krivitsky and
Handcock (2014) alter the parameterization of the temporal ERGM to enable estimation of the
incidence: the rate at which new edges occur; and the duration: the time edges stay [80]. The
formation and dissolution of edges are assumed to be conditionally independent given the pre-
vious networkAt−1. As a consequence, the likelihood can be decomposed, and the conditional
maximum likelihood fitting approach of Hunter and Handcock [72] can be generalized to the
setting here. The authors apply their method to a friendship network of 26 students.
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2.1.2 Multi-layer networks
The first notion of a multi-layer network dates back at least to the 1973 work by Craven and
Wellman on networks of networks [37]. While sciences across disciplines as diverse as neu-
roscience [11] and social sciences [139] apply multi-layer networks, much of the current liter-
ature on methodology for multi-layer networks focuses on mathematical rather than statistical
properties. A multi-layer network is defined as several layers of networks, where the nodes
in each layer and across layers may be pairwise connected; and where each node may belong
to several layers simultaneously. For instance, each layer might correspond to a conference
with the network being the interactions of researchers; or each layer might refer to a different
kind of connection: friendships, collaborations, relatives. The layers in a multi-layer network
may also reflect hierarchy levels: the first for individuals, the second for families, the third for
regions, and so forth. Compared to dynamic networks, it allows for more flexibility (implies
less structure) since the layers may not have a natural ordering. De Domenico et al. intro-
duce a mathematical solution to rank the nodes in a multi-layer network by their betweenness
and eigenvector centralities [40]. Kleinberg et al. [78] identify a hidden geometric structure in
multi-layer networks and Mucha et al. [102] address community structure. For a review on the
work related to multi-layer networks see [77].
2.2 Quantifying goodness-of-fit of network models
While there is no widely accepted gold standard for the goodness-of-fit in networks yet, the
parametric bootstrap is widely used. After introducing it, we describe the approaches that
extend the classical goodness-of-fit measures to networks; covering AIC, BIC, the Bayes factor
and a likelihood approach. The methods presented here illustrate why the goodness-of-fit for
networks is so challenging while covering popular methods.
2.2.1 The parametric bootstrap
In [71], Hunter et al. introduce the parametric bootstrap for network models—a widely used
method for the goodness-of-fit in networks—on the example of fitting an Erdo˝s-Re´nyi graph
and an ERGM to the Addhealth friendship data (see Figure 1.7). The authors simulate 100
networks from a model that has been fitted to the data, to then compare a set of statistics of the
observed data to its empirical distributions computed from the bootstrap samples. The choice of
statistics is crucial and must reflect structurally important aspects of the data. For the friendship
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network, the authors look at the degree density (the relative frequency of nodes with degrees
equal to l = 1, . . . , n − 1), the edgewise shared neighbors (the relative frequency of edges
where the endpoints share l neighbors, l = 1, . . . , n− 2), and the distance density (the relative
frequency of pairs of nodes that have a distance l = 1, . . . , n − 2). The comparison is done
visually. The authors conclude that both the Erdo˝s-Re´nyi model, and the ERGM model perform
poorly in recovering the observed edgewise shared neighbors density, but do okay for degree
and distance density. The authors explain that the problem is due to the transitivity in social
networks and suggest that it may be avoided by building into the ERGM additional statistics
relating to transitivity; e.g. triangles, k stars and/or edgewise shared neighbors.
2.2.2 AIC and BIC
We now turn to the more traditional goodness-of-fit statistics. Hunter et al. [71] suggest to
use the Akaike information criterion (AIC) and the Bayes information criterion (BIC) to assess
model fit in networks. For a model M with l parameters AIC and BIC are defined as
AIC(M) = −2(maximized log-likelihood under M) + 2 · l,
BIC(M) = −2(maximized log-likelihood under M) + l · log(n(n− 1)/2).
Both of these measures are intended for model selection: they compare between two mod-
els instead of measuring whether a model fits well. However, if we choose the second model
to be very general, AIC and BIC enable us to gain insights about the goodness-of-fit while
penalizing for model complexity. Nevertheless, AIC and BIC are not applicable to many net-
work models because we often do not know the full likelihood function. For example for the
ERGM we often lack the standardizing constant κ. Furthermore, in all models based on edge
dependence the Aijs are not independent and thus the likelihood does not factorize.
2.2.3 Bayes factor
Using the Bayes factor, Latouche et al. [83] compare two logistic models for binary networks:
one using only the covariates as explanatory variables (M0), with one using the covariates plus a
latent stochastic block model (M1). The later allowing for more model complexity. The Bayes
factor B is defined as
B(M0,M1) =
P (A|M0)
P (A|M1) ;
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where both likelihoods P (A|M0), P (A|M1) are approximated using a variational Bayes ap-
proach. As for AIC and BIC above, the Bayes factor is a relative model comparison, that only
indicates which model fits better. Thus, its interpretation as a goodness-of-fit test is strongly
limited by the choice of alternative. The modelM1 reflects the hypothesis that including the co-
variates and a latent community structure would cover all possible structure in the data; ignoring
effects, for instance, like degree heterogeneity.
2.2.4 Likelihood approach
In [67], Hoff et al. answer the model fitting question by comparing maximized log-likelihoods
and the number of model parameters; without directly running likelihood ratio tests. The main
purpose of this paper is to introduce the latent space model as mentioned in Section 1.4.1. How-
ever, the authors compare the new latent space models for a varying number of covariates and
dimensions (of the latent space), as well as, with a classic stochastic blockmodel. The authors
use the maximized log-likelihoods and the number of parameters to compare the models; and
mention the log-likelihood of the saturated model (where all predictions match the observations)
for base-line comparison. Although considering all the ingredients, the authors do not explic-
itly run a likelihood ratio test since the asymptotic properties of methods where the number of
parameters grows with the network size are largely unknown.
2.3 Comparison between observed networks
We here discuss two popular methods to compare observed networks. On the one hand motifs,
in particular motif counts, characterize many network properties and may therefore be used
to compare networks [13, 15]. For instance, an increased number of triangles is an indicator
for transitivity, and a typical property for social networks (as mentioned in Section 1.3.1). For
some exponential random graph models motifs are even the sufficient statistics (e.g. Markov
graphs [54]). On the other hand, testing directly whether two networks are generated from the
same model instead of relying on summary statistics might lead to more reliable results.
2.3.1 Motifs
Bickel et al. [15] show that motif counts enable us to fit graphons through a method of moments
approach under some assumptions. The authors use motif counts to estimate the moments (the
theoretical frequencies of occurrences of motifs). They derive consistency results and a central
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limit theorem for acyclic motifs; both times assuming a graphon model and that the average
expected degree is o(1).
To identify motifs that are typical for networks of the same domain, Milo et al. [100]
introduce a hypothesis test to analyze whether in a given network the number of motif occur-
rences significantly exceeds the expected number under a degree-based model. Applying their
method to gene regulatory networks and neural networks, beside others, the authors identify
those motifs that are typical for each of the domains. The aim is to extract reoccurring patterns
in networks to improve our understanding of the domain specific network behavior.
To detect anomalies, Coulson et al. [35] deliver a Poisson approximation for the distribu-
tion of motif counts using the Stein-Chen method; under both a stochastic blockmodel and a
graphon model. The authors derive finite-sample upper bounds for the total variation distance
between a Poisson distribution and the empirical distribution of motif counts; under the as-
sumption that for the average degree d¯ of a subgraph H ⊆ G it holds that d¯(H) < d¯(G). This
method enables us to detect for an observed network discrepancies in the connecting behavior
of its nodes compared to a stochastic blockmodel or a graphon model.
To directly compare networks, Ali et al. [5] introduce Netdis—a score for network similar-
ity that is based on the number of motif occurrences in local neighborhoods. To be more precise,
it counts the number of m-motif occurrences in l-step neighborhoods. For m = 3 and l = 2,
for instance, there are two motifs: 2-stars and triangles, and we count how many of these occur
in a subnetwork of nodes surrounding node i with maximum distance two (for all nodes i). The
parameters m and l need to be chosen according to the application; e.g., for a protein inter-
action network, the authors analyze motifs with m = 3, 4, 5 nodes in two-step neighborhoods
(l = 2). To then compare two networks, we compute Netdis—a score based on all centered
motif counts—to contrast the networks by their local structure. A detailed discussion of Netdis
and a comparison to similar methods can be found in [150].
One of the main problems of counting motif occurrences is that it is computationally ex-
pensive, as it is polynomial in the number of nodes [13, 150]. In [6], Ali et al. address this
issue by introducing a sub-sampling procedure based on neighborhoods and derive theoretical
results that justify comparing networks using the Netdis statistic on a sample of similar-sized
neighborhoods. They demonstrate their results on empirical and synthetic datasets indicating
that often 10% of the data is sufficient for optimal comparison. Thus, the authors provide a so-
lution to avoid the expensive computation of subgraph counts tailored to a network comparison
based on the Netdis statistic.
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Bhattacharyya and Bickel [13] introduce a more general solution: a bootstrap subsampling
to estimate the motif counts, their variation across the network, and their approximate distribu-
tions in general. All results are derived under the assumption of the graphon model and under
several sampling schemes. For instance, the authors subsample m nodes without replacement
and compute the motif counts on the induced subgraphs. After repeating this procedure B
times, the theoretical frequency of motif counts is estimated by the average over all bootstrap
samples. The authors show for acyclic motifs that the estimator is unbiased; that its variance
scales at most linearly in the density of the network and that the scaled absolute error converges
in probability to 0 as B,n, and the number of nodes in the bootstrap sample approach infinity.
2.3.2 Test for an agreement in the generating model
Tang et al. [140] introduce a two-sample hypothesis test to analyze whether two networks on
the same node set are generated from the same latent positions, or scaled or diagonal transfor-
mations of one another. The authors assume the networks to be finite-dimensional random dot
product graphs with fixed but unknown latent positions and the nodes of the two networks to
have a known correspondence (a bijective map from one node set to the other). The authors
first use the spectral embedding of the adjacency matrix to estimate the latent positions in both
networks as described in [138]. Then, they compute a test statistic based on the two estimated
positions and show that the probability for their test to reject given the two true latent positions
are equal (up to orthogonal transformation) is upper bounded by a significance level. Further-
more, the authors derive assumptions under which the power of the test (the probability to reject
if the true latent positions are different) converges to one. The assumptions ensure beside oth-
ers that the network is not too sparse and the gap of the eigenvalues is sufficiently large. The
authors demonstrate their results on simulated and observed data.
2.4 Clustering in networks
As mentioned in the motivation, across sciences we observe that networks divide naturally into
communities. There are numerous approaches for network community detection that aim at
identifying a single “best” community assignment. All of these optimize a measure for the
quality of a group assignment differing in their motivation: there are heuristic and model-based
approaches. Furthermore, all approaches mentioned below assume the number of communities
K to be known (unless otherwise specified). We introduce both kinds of community detection
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methods and finish with a discussion of how to estimate K.
The main difference between our work and the work presented in this section is that we
step away from the idea of a single “best” community assignment. We instead acknowledge that
each of several community assignments may describe different aspects of a network’s structure.
We define these community assignments based on covariates; adding interpretability to the
community structure. Hence, instead of using the covariates to improve the community detec-
tion as done by some of the approaches below, we derive methodology to evaluate observed
community structure implied by the covariates themselves.
2.4.1 Model-based community detection
In this subsection, we present a selection of model-based methods for community detection to
illustrate different approaches how to use the likelihood as optimization criterion. Note that
each of the models that support community structure described in Section 1.4 may be utilized
for community detection even if not listed below. Given the interest in covariates for this thesis,
we sort the methods into those solely based on the network and those that incorporate covariates.
Community detection solely based on the network
Snijders and Nowicki [135] infer the community membership using Bayesian estimation of a
stochastic blockmodel with two groups for simple networks. The authors estimate the group
membership g based on its posterior distribution conditioned on the observed networkA. With
ωlk = Pr(Aij = 1|g(i) = l, g(j) = k) and ηk = Pr(g(i) = k) for all i, j, we obtain
Pr(g|A) =
∫
f(g,ω,η) dωdη.
Gibbs sampling is used to derive f(g,ω,η). The parameters ω and η are unidentifiable be-
cause the distribution of A is invariant under label permutation. However, it can be solved by
introducing a restriction on the parameter space. The authors show that the community mem-
bership is recovered correctly with high probability for dense networks
(
EN = Ω
(
n2
))
under
a stochastic blockmodel. We will refer to this property henceforth as strong consistency. For
an explanation of “with high probability” see Appendix A.1 Definition 8. Nowicki and Sni-
jders [115] generalize this approach for directed, weighted networks allowing for more than
two communities.
Following a frequentist approach, Bickel and Chen [14] infer the community member-
ship by maximizing the profile likelihood of a stochastic blockmodel. The authors assume the
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number of communities K to be fixed (i.e. independent of n). Let nlk denote the number of
edges connecting groups l and k and nl the number of nodes in group l. The authors follow
a two-step procedure. First, when conditioning on a group assignment g, the maximum of the
conditional log-likelihood is obtained at ωˆlk = nlk/nlnk—the fraction of observed edges con-
necting groups l and k. Second, they estimate g as the argument that maximizes the profile
likelihood:
l(g|A, ωˆ) = 1
2
∑
1≤l,k≤K
[
nlk log
(
nlk
nlnk
)
+ (nlnk − nlk) log
(
1− nlk
nlnk
)]
.
The authors show strong consistency of the estimator for the community assignment under the
stochastic blockmodel for sparse networks (EN = ω(n log n)). Choi et al. [29] generalize the
maximum profile likelihood fitting by allowing the number of communities to grow; i.e., K =
O(√n), and then show that the relative number of misclassified nodes converges in probability
to 0 under the stochastic blockmodel for sparse networks
(
EN = ω
(
n[log n]3+
)
,  > 0
)
.
Thus, Choi et al. generalize the setting in [14] but show a weaker property. We will refer to this
property as weak consistency.
Assuming we observe the group labels for all but a few nodes in a simple network, Sussman
et al. [138] suggest a semi-supervised clustering approach based on the random dot product
graph. The authors suggest predicting the missing community assignments by applying a K-
nearest neighbor clustering to the estimated latent positions Ẑ. Recall from Section 1.4.1, to
estimate the latent positions the authors firstly compute the eigen-decomposition
(
AAT
)1/2
=
USUT . Secondly, they define a diagonal matrix S[d] ∈ Rd×d of the d largest eigenvalues and
define U[d] ∈ Rn×d as the matrix with the corresponding eigenvectors; to then
Ẑ = U[d]S
1/2
[d] .
The authors cluster the rows of Ẑ using a K-nearest neighbor approach and show that this
method leads to a weakly consistent estimator of the community assignments under a random
dot product graph. This approach is closely related to a heuristic clustering method called
spectral clustering (see Section 2.4.2).
Community detection that incorporates covariate information
Illustrating the growing interest in the relation between covariates and community structure,
many methods for community detection, including those based on the models in Section 1.4,
have recently been extended to improve community detection using the information captured
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in covariates [50, 63, 110]. We now present an illustrative selection of model-based methods
rather than an exhaustive list.
As mentioned in Subsection 1.4.1, Handcock et al. [63] extend the latent space model that
always incorporates covariates to include community structure by modeling the latent positions
as a mixture of Normal random vectors. To be more precise, the authors assume that
logit Pr(Aij = 1|zi, zj ,xij ,β) = βT0 xij − β1|zi − zj |,
zi
iid∼
K∑
k=1
λk Normal
(
µk, σ
2
kId
)
,
where λk is the probability for a node to belong to community k, and thus
∑K
k=1 λk = 1. Id
denotes the (d× d)-identity matrix and µk identifies the center of the k-th community in the
social space. The authors fit the model in a two stage procedure: first estimating the latent
positions as in the (non-clustering) latent space model (see Section 1.4.1) and second applying
a maximum likelihood fitting to the normal mixture model conditioned on the estimated latent
positions zˆ1, . . . , zˆn. Since the likelihood is not strictly concave, care must be taken when
initializing algorithms like the expectation maximization. The authors suggest selecting the
number of communities K by comparing several values using a Bayes information criterion.
However, the authors point out that for the examples in the paper this method of choosing K
performs poorly.
Newman and Clauset [110] introduce a Bayesian community detection approach based on
a degree-corrected stochastic blockmodel where the prior probability of the community assign-
ment g depends on a node’s covariates. The authors estimate the node-specific parameters to
match the observed degree, and fit the remaining model using a maximum likelihood approach
realized by an expectation-maximization algorithm. For the community detection the authors
deliver the marginal posterior probabilities of the group assignments. In addition, the authors
estimate the prior probability of the node to belong to a group given its covariates, thereby
quantifying the correlation between the covariate and the optimal community structure.
2.4.2 Heuristic community detection
In this work, we present three popular heuristically motivated approaches [109]. In this subsec-
tion, we start with two approaches that are based on either eigen or singular value decompo-
sition. These methods are less computationally demanding than methods based on likelihood
maximization (see Sections 2.4.1) because there are fast algorithms available for eigen and sin-
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gular value decomposition, especially for sparse matrices. The third heuristically motivated
approach is called modularity maximization and since it is crucial to the thesis, it will be dis-
cussed in more detail in Section 2.5.
Spectral clustering [43, 51] assigns communities in an undirected, weighted network such
that the least number of edges (or edges of low weight) is connecting the communities [92].
This optimization criterion is often referred to as the minimum-cut problem. Formally, for K
communities D1, . . . , DK we measure a cut distance as
NCut(D1, . . . , DK) =
1
2
K∑
k=1
# edges between Dk and its complement V \Dk∑
i∈Dk di
.
Solving this minimum-cut problem is NP -hard [92]. The main insight of spectral clustering
is that the discrete optimization problem can be well approximated by a continuous relaxation.
The solution of the continuous optimization problem can be derived from clustering the rows
of an eigenvector matrix of the graph Laplacian L:
L = I −D−1A,
where D = diag(d1, . . . , dn) denotes the diagonal matrix of the degrees. To be more pre-
cise, since L is positive semidefinite, it has n non-negative real-valued eigenvalues. We de-
fine a matrix U ∈ Rn×K of the eigenvectors u1, . . . ,uK corresponding to the K small-
est eigenvalues of L. Denote yi ∈ RK the i-th row of U . Cluster the points y1, . . . ,yn
using K-means algorithm into clusters C1, . . . , CK . Then, the community structure g =
(g(i) = k if yi ∈ Ck, i = 1, . . . , n) has a cut distance close to the global minimum [92]. For a
detailed motivation of spectral clustering see [92].
Rohe et al. [126] show that under a stochastic blockmodel for simple networks spectral
clustering leads to weakly consistent estimators for the community membership: the fraction
of misclassified nodes converges to 0 in n; while allowing the number of communities to grow
in n. The two main assumptions are that the network is not too sparse (mini E di grows almost
linearly in n) and that the smallest non-zero eigenvalue of the “population” graph Laplacian
L shrinks slowly enough (leading to a small eigengap—the difference between the leading
eigenvalues and the others). Lei et al. [87] generalize this result for networks that are more
sparse (maxi E di ≤ αn ≤ log n) and under the degree-corrected stochastic blockmodel.
Many modifications of the graph Laplacian have been suggested: Sarkar and Bickel [129]
demonstrate that if we normalize the graph Laplacian; i.e., L = D−1/2AD−1/2, it reduces
the variance of the estimators of the community assignment under the stochastic blockmodel
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asymptotically; compared to the unnormalized spectral clustering where L = D − A. To
reduce the sensitivity of spectral clustering to sparsity, Amini et al. [7] suggest regularizing
the graph Laplacian by adding a constant perturbation of τ/n to every entry of A. Joseph
and Yu [74] show that the regularized graph Laplacian concentrates for large τ : improving the
performance of the k-means of the rows of the eigenvector matrix; while the eigengap decreases:
complicating the estimation of the eigenvectors. Thus, the optimal τ balances these two effects.
The authors show that the regularization allows us to weaken the assumption on sparsity and
prove that regularized spectral clustering is consistent.
Sussman et al. [137] suggest a community detection approach for directed networks that
works with a low rank approximation of the adjacency matrix itself. Let A = UΣV T be
the singular value decomposition of A and denote U[d] and V[d] the first d columns of the
orthogonal matrices U and V ; and Σ[d] the diagonal matrix with the d largest singular values
of A on the diagonal. Sussman et al. suggest approximating the adjacency matrix with XY T
where X = U[d]Σ
1/2
[d] and Y = V[d]Σ
1/2
[d] . The authors then cluster the rows wi ∈ R2d of the
matrixW =
(
U[d],V[d]
) ∈ Rn×2d by optimizing the following criterion(
ψˆ, gˆ
)
= argmaxψ,g
n∑
i=1
∥∥wi −ψg(i)∥∥22
where ψk ∈ R2d is the centroid of block k, for k = 1, . . . ,K. The authors show that the
number of misclassified nodes goes to 0 with high probability under the stochastic blockmodel.
2.4.3 Identification of the number of communities
Many of the methods above assume the number of communities K to be known while in prac-
tice, that is hardly ever the case. We now discuss three methods addressing how to infer this
number from data, selected to demonstrate the three main approaches.
Bickel and Sarkar [16] introduce a spectral method to simultaneously identify the num-
ber of communities K and detect the optimal community assignment. The authors suggest a
recursive bipartitioning algorithm that as a stopping criterion, runs at each step a hypothesis
test between an Erdo˝s-Re´nyi graph (null) and a stochastic blockmodel (alternative). Under the
null, let us assume a dense Erdo˝s-Re´nyi graph G(n, p) (i.e. EN = Θ(n2)). Compute A∗ by
centering and scaling of the adjacency matrixA of a simple network with pˆ = N/(n(n− 1)):
A∗ij =

Aij−pˆ√
(n−1)pˆ(1−pˆ) for i 6= j
0, for i = j.
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Then, Bickel and Sarkar show for the largest eigenvalue λ1 of A∗ that it holds that
λ∗1 = n
2/3[λ1(A
∗)− 2] d→ Tracy-Widom(1).
In contrast, under the alternative of a stochastic blockmodel with K > 1 and more edges
within than between communities, the authors show that λ∗1 → ∞. Hence, we can compute
a p-value Pr(X ≥ λ∗1) under the null hypothesis of a Tracy-Widom distribution while being
protected against the alternative hypothesis. In each step, the authors run the test; if it rejects
the null, the network is partitioned into two subgraphs; and one repeats the procedure for each
of the subgraphs. As a consequence, the authors deliver an algorithm that detects hierarchical
community structure and automatically determines the number of communities. Extending
these results, Lei [86] conducts a model selection between stochastic blockmodels with different
number of blocks K without running a recursive procedure. The author derives the asymptotic
distribution of the test statistic under a stochastic blockmodel (null), computes an upper bound
for the eigenvalues under an alternative model with larger K, and shows strong consistency
of the estimator for K. The author assumes the communities to be distinguishable (loosely
speaking) and K = O(n1/6+τ), for some τ > 0.
Newman and Reinert [113] estimate the number of communities K as the mode of the
posterior distribution Pr(K|A) under the assumption of a stochastic blockmodel. For ease
in mathematical difficulty, the authors focus on multi-edge networks with self-loops since it
enables them to model the edges as Poisson distributed. Recall that nlk denotes the number of
edges connecting groups l and k, nk the number of nodes in group k, and ωlk the probability
for nodes of communities l and k to connect. Further denote γk the probability for a node to be
in community k. Then, we obtain the likelihood
Pr(A, g|ω,γ,K) = Pr(g|γ,K) Pr(A|ω, g)
=
K∏
k=1
γnkkkk
∏
k
ωnkkkk exp
(−n2kωkk/2)∏
k<l
ωnklkl exp(−nknlωlk).
The authors assume a uniform (least informative) prior on K, and γ with the additional condi-
tion that
∑K
k=1 γk = 1. Following an empirical Bayes approach, the authors set the mean of the
edge probabilities ωlk, l, k = 1, . . . ,K equal to the fraction of the observed edges while using
an exponential distribution as a prior. Under these assumptions, the authors derive Pr(K, g|A).
Using Markov chain Monte Carlo importance sampling, they obtain Pr(K|A) as the histogram
of the Monte Carlo samples. The authors provide a generalization for the degree-corrected
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stochastic blockmodel. The authors demonstrate the performance of their approach using sim-
ulated and observed data.
Wang and Bickel [143] suggest a likelihood ratio test for selectingK based on the stochas-
tic blockmodel for simple networks. Denote f the likelihood under the stochastic blockmodel
and K0 the true number of communities. The authors define a quality function
β
(
K ′
)
=
sup
ω,pi
log
∑
g∈{1,...K′}n
f(g,A|ω,pi)−NK′Bn

where NK′ is a strictly increasing sequence in K ′ and
Bn = o(nEN) for K ′ < K0,
Bn : Bnn
−1/2(EN)−1/2 →∞ for K ′ > K0.
The authors suggest selecting K such that
K = argmax1≤K′≤n β
(
K ′
)
and show that this model selection approach is consistent:
Pr
(
β
(
K ′
)
< β(K0)
)→ 1.
The main step in the proof shows that under some regularity conditions, and for K ′ 6= K0 it
holds that the likelihood ratio test statistic
LK0,K′ = log
supω,pi
∑
g∈{1,...K′}n f(g,A|ω,pi)
supω,pi
∑
g∈{1,...K0}n f(g,A|ω,pi)
is asymptotically well behaved:
n−3/2LK0,K′ −
√
nµ
σ2
d→ Normal(0, 1) for K ′ = K0 − 1,
LK0,K′ = OP
(
n1/2 EN
)
for K ′ > K0.
The authors provide µ and σ for different sparsity regimes.
2.5 Clustering in networks via modularity
In this section, we present a heuristic community detection method called modularity maximiza-
tion [111] that with over 7000 citations (Google scholar, August 2016) is a popular community
detection method. Modularity maximization is discussed here in more detail than all the other
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community detection approaches above because the original work of this thesis builds up on the
concept of modularity. This section is organized as follows. We start by introducing modularity
maximization conceptually as well as algorithmically. We then discuss its advantageous and
disadvantageous properties; to conclude by presenting results that relate the original modularity
maximization to our work.
2.5.1 Introduction
Modularity maximization is similarly to spectral clustering a community detection method mo-
tivated by the minimum-cut problem. Its concept is based on maximizing an intuitive and
practically effective measure of community structure called modularity. For a given g, mod-
ularity computes the difference between the observed edges Aij within communities, and the
estimated expected number of edges didj/‖d‖1, in the absence of community structure. To be
more precise, modularity is defined as follows.
Definition 1 (Modularity [107]). The Newman–Girvan modularity is given by
Q̂(A, g) =

∑n
j=1
∑
i<j
[
Aij − didj‖d‖1
]
δg(i)=g(j), if ‖d‖1 6= 0
0, otherwise;
(2.1)
where δg(i)=g(j) = 1 when nodes i and j are in the same group, and 0 otherwise.
Modularity is typically standardized (i.e., divided) by ‖d‖1 and then takes values in
(−1, 1). A positive value indicates assortative community structure since we observe more
edges within communities than expected in the absence of community structure. A negative
value indicates a disassortative community structure where there is a tendency for connections
to be between groups rather than connecting nodes of the same group. A value close to 0 in-
dicates that there is no clear tendency for the community structure to be either assortative or
disassortative. For instance, a mixture of strongly assortative and disassortative communities
can lead to a small modularity value since the summands may cancel out. For notational con-
venience we write modularity Q̂(A, g) henceforth as Q̂.
Algorithmically, Newman and Girvan [111] introduce a hierarchical clustering to find the
community assignment that maximizes modularity. An exact solution to this problem is NP -
hard. The authors instead partition the network into communities by iteratively removing the
edge with the highest shortest-path betweenness score: a count of the shortest paths between all
pairs of nodes that pass through the edge under study. This leads to a selection of community as-
signments differing beside others in the number of communities K. The authors then introduce
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modularity as a quality measure for community structure and select the community assignment
with the highest modularity value. Much work has been conducted to improve the modularity
maximization algorithm [34, 106, 107], with one of the fastest being the Louvain algorithm [19]
that is built into a number of software packages for network analysis. The original algorithms
in [107, 111] on modularity maximization are designed for simple networks but have been ex-
tended since to directed networks, multi-layer networks, and weighted networks [88, 102, 105].
Zhang et al. [153] extend modularity to incorporate covariates. The authors alter modu-
larity by introducing an additional weight on the edges, where high weights indicate similar
covariate values of the end nodes. The influence of the covariates may vary across communities
and between covariates. The authors then optimize the joint criterion on both the community
assignment and the impact of the covariates; by fixing one and optimizing for the other alter-
nately. The authors show that this community detection approach is strongly consistent under
the stochastic blockmodel in the sparse case regime where EN = ω(n log n).
2.5.2 Properties
We now describe the advantages and disadvantages of modularity.
Modularity maximization has proven to be practically useful across sciences [60, 94, 127].
The algorithm simultaneously estimates the community assignment g and the number of com-
munitiesK [111]; while for spectral clustering and most of the maximum likelihood approaches
above we need to choose K in advance. Furthermore, Zhao et al. [154] show that while the
likelihood-based criteria (e.g., [75]) are theoretically preferable (fewer assumptions), the al-
gorithm for modularity that relates it to an eigenvalue problem [107] beats computationally
many of the likelihood-based solutions. As for many other approaches, modularity maximiza-
tion leads to a consistent estimator for the community assignment under the degree-corrected
stochastic blockmodel; assuming loosely speaking, that the edges within communities are more
likely than between communities and that the network is not too sparse [154]. In fact, if it holds
for the network that EN = ω(n) or EN = ω(n log n), then it follows weak or strong consis-
tency, respectively [154]. Note that Bickel and Chen [14] were the first to discuss consistency
for modularity but under the less realistic stochastic block model.
A disadvantage of modularity as pointed out by Newman and Reinert [113] is that it suffers
from only being heuristically motivated. For instance, it is not objective as a measure of the
strength of community structure. Newman and Girvan [107] propose based on experience with
real-world networks that a value above 0.3 indicates a strong community structure; implying
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that the modularity values were comparable between networks. However, Good et al. [61] show
that the modularity values depend on the size of the network and the number of communities.
As a first step to address this problem, McDiarmid and Skerman [97] give an upper bound on the
modularity value for two special cases: a random r-regular graph (each node has r neighbors,
and the connection is made at random) and for subgraphs of integer lattices. Furthermore,
modularity admits a resolution limit: a preference for communities that are above a minimum
size relative to the total number of nodes and the interconnectedness of the communities [52].
For instance, it may assign a smaller value to two loosely connected cliques than to their union
if the cliques are sufficiently small.
2.5.3 Related work
The work presented in this section so far discusses modularity as a community detection
method. In contrast, our work extends its applicability to objectively quantify the strength
of observed community structure; thereby stepping away from the idea of a single “best” com-
munity assignment in favor of a covariate-based community structure (see Chapter 4). In this
subsection, we present the work closest to ours that, to some extent, we build up on. It is sorted
chronologically.
Arias-Castro and Verzelen [8] utilize a simplified version of modularity to detect the pres-
ence of network community structure. They test the null model of an Erdo˝s-Re´nyi graph
G(n, p0) on n nodes with success probability p0 against a nested alternative of an Erdo˝s-Re´nyi
subgraph G(n1, p1) within the Erdo˝s-Re´nyi graph G(n, p0) with n1 ≤ n. The authors show
that the test is asymptotically powerful (Type I and Type II errors converge to 0 in n) if the
Kullback-Leibler divergence between p0 and p1 is large enough relative to n1. This work is a
first step to build a theoretical foundation for modularity. However, the change from the degree-
based model as implied by Newman and Girvan’s modularity to an Erdo˝s-Re´nyi graph leads to
a drastic simplification of the problem.
Volfovsky and Hoff [142] introduce a hypothesis test for the independence of nodes in a
network based on row and column correlations in the adjacency matrix. The authors consider
directed, weighted networks and model the adjacency matrix as
vecA ∼ Normal(0,Σc⊗Σr),
where the operator vec vectorizes the adjacency matrix; Σc and Σr represent the covariances
between nodes as senders and as receivers, respectively; and ⊗ denotes a Kronecker product.
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The authors test a null of independent edges against an alternative of correlated edges using a
likelihood ratio test. Using Monte-Carlo procedures, the authors approximate the distribution
of the test statistic both under the null and alternative model. In contrast to our results, this work
does not address covariates or community structure and the statistical guarantees are based on
simulations rather than asymptotic theory.
After the posting of [56] describing the work of this thesis, Newman [109] shows that
optimizing a generalized modularity (see Eq. (2.3), [123]) is equivalent to maximizing the
conditional likelihood of the degree-corrected stochastic blockmodel when the true proba-
bilities ω are known; and under the condition that pˆii = di/
√‖d‖1. Newman assumes a
degree-corrected stochastic blockmodel (see Section 1.4.1) where ωkk = ωin for all k; and
ωkl = ωout for all l 6= k. The author estimates the node-specific parameters as the scaled
degrees: pˆii = di/
√‖d‖1 and substitutes pˆii for pii for all i. As in [75], the author models
the edges as Poisson distributed; assuming a multi-edge network with self-loops to ease the
computations. Under these assumptions, we may write the conditional log-likelihood as
log Pr
(
A
∣∣∣∣∣ω, g, pˆii = di/√‖d‖1,∀i
)
= B
∑
i<j
(
Aij − γ didj‖d‖1
)
δg(i)=g(j) + C, (2.2)
where B, C and γ are constants that only depend on ω but not on g directly. Under the as-
sumption that ω is given, and apart from constants that only depend on ω the conditional log-
likelihood of this degree-corrected stochastic blockmodel is equal to a generalized modularity
(introduced in [123] to circumvent the resolution limit):
Pr(A|ω, g) =
∑
i<j
(
Aij − γ didj‖d‖1
)
δg(i)=g(j). (2.3)
Note that in practice to fit the maximum likelihood for the degree-corrected stochastic block-
model conditioned on the pˆiis, we need to estimate ω and its estimator strongly depends on
the estimator for g. In turn, when estimating ω, the constants B, C and γ in Eq. (2.2) depend
on g and are not negligible. However, Newman’s work shows us that community detection
using modularity maximization is strongly related to the maximum likelihood approach for the
degree-corrected stochastic blockmodel.
Chapter 3
Nonparametric family of degree-based models
In this chapter, we introduce a nonparametric family of degree-based models, show how to fit
these models, and deliver statistical guarantees for their estimators. Network models that as-
sume the propensity of all connections to be governed solely by a single parameter per node are
frequently used in practice, because they are easy to understand and analyze. A node’s parame-
ter may be interpreted as a measure of its centrality, and fitting these models therefore improves
our understanding of the relations between the nodes. As we have seen in Section 1.4 in the
introduction, the first of these models was introduced by Chung and Lu [30], and henceforth
has been used to model binary networks.
In outline, we extend the definition by Chung and Lu [30] to a broad class of network
models, covering weighted, multi-edge, and power-law networks (Section 3.1). For simple net-
works, Perry and Wolfe [119] introduce estimators for the model parameters and show that
these are near-maximum likelihood estimators in the sparse graph regime. In Section 3.2, we
derive the asymptotic distribution of these estimators in our more general framework, and pro-
vide confidence intervals to quantify their uncertainty. The former results extend work in [116].
In Section 3.3, we establish the implications of these results on estimating the expectation of
an edge EAij ; showing weak consistency and convergence in distribution for the resulting es-
timators. After illustrating our results using a simulation study (Section 3.4), we conclude the
chapter with a discussion of the practical implications of the theory derived here (Section 3.5).
Not only enable us the results in Section 3.2 to decide whether two nodes differ signif-
icantly in their centrality while controlling for a Type I error, they also give rise to a well
performing estimator for an edge expectation (see Section 3.3). As we will explain in Chap-
ter 4, the family of degree-based models in addition plays an important role for modularity as a
null model that indicates a lack of community structure. A degree-based model cannot readily
describe networks whose aggregate links behave in a block-like manner.
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3.1 Definition of a nonparametric family of degree-based models
Definition 2 (The family of degree-based models). Consider an undirected, random graph
on n nodes without self-loops. We model its (possibly weighted) edges Aij ≥ 0 as inde-
pendent random variables with expectations given by the product of node-specific parameters
pi1, pi2, . . . , pin > 0:
EAij = piipij , 1 ≤ i < j ≤ n.
Furthermore, considering a sequence of such networks as n grows, we assume they are well
behaved asymptotically:
1. No single node dominates the network: maxi pii/p¯i = O(1), with p¯i = 1n
∑n
l=1 pil;
2. The network is not too sparse: mini pii = ω(1/
√
n);
3. The expectation of each edge EAij does not diverge too quickly as n grows: maxi pii =
o(
√
n);
4. The variance of each edge does not vary too much from its expectation: ∀i, j :
VarAij/EAij = Θ(1); and
5. The skewness of each edge Aij is controlled: ∀i, j :
E
[
(Aij − EAij)3
]/
Var(Aij) = O(1).
We make no further assumptions on the distribution of Aij , and so our results apply in
many settings, including weighted networks and those with multiple edges. Assumptions 1–3
are structural: the first excludes star-like networks; the second ensures that the network is not too
sparse
(⇒ EN = ω(n3/2)); and the third controls the growth of EAij with n in the weighted
or multi-edge setting. Assumptions 4 and 5 are technical; they exclude extreme behavior of
the edge variables. For instance, both are fulfilled whenever Aij ∼ Bernoulli(piipij) or Aij ∼
Poisson(piipij).
To characterize the family of degree-based models, we now explain how to fit these models
and establish the large-sample properties of their estimators.
3.2 Properties of the estimator of a node’s centrality
Each parameter pii describes the relative centrality of node i. Thus, to fit the degree-based
model of Definition 2 to a network, we estimate the parameters pii using the node’s degrees di
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as follows [31, 116, 119]:
pˆii =
di√‖d‖1 , 1 ≤ i ≤ n. (3.1)
The estimator pˆii is both more natural and more computationally efficient than the corre-
sponding maximum-likelihood estimator for pii, which follows from the theory of generalized
linear models and cannot be written explicitly in closed form. In many settings the difference
between these estimators is provably small [119], and so properties of maximum likelihood
estimation can also be expected to hold for Eq. (3.1).
3.2.1 A limit theorem for the estimator of a node’s centrality
We show in Theorem 3.2.1 below that the estimator defined by Eq. (3.1) tends toward a Normal
distribution when n is large and Definition 2 is in force. As a consequence, we may not only
conclude large-sample properties for ÊAij , as we will show in Corollary 3.3.2 in the next
section, Theorem 3.2.1 also gives rise to a z-test. It enables us to identify pairwise differences
in centrality pii, i = 1, . . . , n. For example, let us choose two out of 153 employees at random
from an email interaction network (see Enron data in Chapter 5). We can test whether the
employees 4 and 28 are equally central (H0 : pi4 = pi28 vs. H1 : pi4 6= pi28). It follows from
Theorem 3.2.1 that the test statistic T = (pˆi4 − pˆi28)/
√
0.5(Var pˆi4 + Var pˆi28) is approximately
Normal(0, 1) under H0 and we can therefore compute the probability p = 0.038 that |T | is
greater than the observed value 2.08. Hence, we reject the hypothesis that employees 4 and 28
are equally central. Theorem 3.2.1 generalizes parts of the results in [116] by Olhede and Wolfe
where the authors assume Bernoulli(piipij) edges and a power law degree distribution.
Theorem 3.2.1 (Central limit theorem for Eq. (3.1)). Assume the model of Definition 2 and
define an estimator pˆii of pii as in Eq. (3.1). Then as n→∞,
pˆii − pii√
Var di/E‖d‖1
d→ Normal(0, 1).
Furthermore,
√
Var di/E‖d‖1 = O(1/
√
n), and can be consistently estimated using a plug-in
estimator forAij ∼ Bernoulli(piipij) andAij ∼ Poisson(piipij) by substituting pˆii for pii in E di
and Var di.
Proof. The proof is a generalization of the proof of Theorem 3.2 in [116], which assumes
Bernoulli edges and a power law degree distribution. First, we set the preliminaries: Since the
60 Chapter 3. Nonparametric family of degree-based models
edges Aij , i < j are independent, it follows as shown in [116] that for finite n
E di = pii(‖pi‖1 − pii), Var di =
∑
i 6=j
VarAij , (3.2)
E‖d‖1 = ‖pi‖21 − ‖pi‖22, Var‖d‖1 = 2
n∑
i=1
Var di, (3.3)
cov(di, dj) =

VarAij , i 6= j
Var di, i = j.
(3.4)
We are now ready to proceed with our analysis. We write
pˆii − pii√
Var di/E‖d‖1
=
di − E di√Var di︸ ︷︷ ︸
T1
+
E di − pii
√‖d‖1√
Var di︸ ︷︷ ︸
T2

√
E‖d‖1
‖d‖1︸ ︷︷ ︸
T3
. (3.5)
To deduce the required result, we show below that T1 converges in distribution to a
Normal(0, 1) random variable and T2 and T3 go in probability to 0 and 1, respectively.
Slutsky’s theorem enables us to combine the results and to obtain the claimed convergence
in distribution.
Term T1: Each degree di =
∑
j 6=iAij is a sum of independent random variables. From
Assumption 2 (⇒ E di →∞) and Assumption 4 (EAij = Θ(VarAij)), it follows that
Var di → ∞. Since in addition, the skewness of each edge Aij is asymptotically bounded
(Assumption 5), the Lyapunov condition for exponent 1 is satisfied:∑
j 6=i E
[
(Aij − EAij)3
]
[∑
j 6=i VarAij
]3/2 → 0.
Hence, the Lindeberg–Feller Central Limit Theorem allows us to conclude that
T1
d→ Normal(0, 1). (3.6)
For more details on the Lindeberg–Feller Central Limit Theorem and the Lyapunov condition
see in Appendix A.2 Theorems A.2.5 and A.2.6, respectively.
Term T2: We write
T2 =
E di − pii
√‖d‖1√
Var di
=
E di − pii
√
E ‖d‖1√
Var di︸ ︷︷ ︸
a)
− pii
√‖d‖1 − pii√E ‖d‖1√
Var di︸ ︷︷ ︸
b)
. (3.7)
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Term T2 converges in probability to 0 since both a) the first ratio converges to 0 and b) the
second ratio converges to 0 in probability, as we show below.
a) This convergence is driven by the fact that E di − pii
√
E ‖d‖1 = O(1) (see Eqs. (3.2)
and (3.3)) while Var di → ∞. More precisely, we show in Lemma B.1.1 that under Assump-
tions 1 and 4 it follows from applying a convergent Taylor expansion that
a)
E di − pii
√
E ‖d‖1√
Var di
= O
(
maxj pij − pii√
n
)
. (3.8)
Since pij = o(
√
n) for all j (Assumption 3), it follows that the left-hand side of Eq. (3.8)
converges to 0 in n. b) We show now that the second ratio
(
pii
√‖d‖1 − pii√E ‖d‖1)/√Var di
in Eq. (3.7) converges in probability to 0. First, pii/
√
Var di → 0 under Assumptions 1 and 4
because
pii√
Var di
= Θ
(
pii√
E di
)
= Θ
(√
pii
‖pi‖1 − pii
)
(Assumption 4)
= O(1/√n). (Assumption 1) (3.9)
Second, we show in Lemma B.1.2 that the numerator of term b) in Eq. (3.7) is bounded in
probability; i.e.,
√
‖d‖1 −
√
E ‖d‖1 = OP (1). (3.10)
Combining the results in Eqs. (3.8) and (3.10), we conclude that
b)
pii
√‖d‖1 − pii√E ‖d‖1√
Var di
P→ 0.
In turn, this completes the proof of the convergence of Term 2 (see Eq. (3.7)); i.e.,
T2 =
E di − pii
√
E ‖d‖1√
Var di︸ ︷︷ ︸
a)
− pii
√‖d‖1 − pii√E ‖d‖1√
Var di︸ ︷︷ ︸
b)
P→ 0. (3.11)
Term T3: From Eqs. (B.4) and (B.5), we know that under Assumptions 2 and 4 it holds
that ‖d‖1/E ‖d‖1 = 1 +OP
(√
Var ‖d‖1/E ‖d‖1
)
and Var ‖d‖1
/
E ‖d‖1 = Θ(1). Thus,
‖d‖1
E‖d‖1
= 1 +OP
(
1√
E‖d‖1
)
. (3.12)
The right-hand-sight of Eq. (3.12) converges in probability to 1 because of Assumption 2
(⇒ E‖d‖1 →∞).
62 Chapter 3. Nonparametric family of degree-based models
Applying the continuous mapping theorem, it follows that
√‖d‖1/E ‖d‖1 P→ 1. The in-
verse of a random variable which converges in probability to a constant c, must in turn converge
to 1/c, as long as c 6= 0 [85, Theorem 2.1.3]. Thus,
T3 =
√
E‖d‖1
‖d‖1
P→ 1. (3.13)
Slutsky’s Theorem (see Appendix A.2) enables us to combine the results on the conver-
gence of terms T1–T3 from Eqs. (3.6), (3.11) and (3.13) to obtain that
pˆii − pii√
Var di/E ‖d‖1
= [T1 + T2] · T3 → Normal(0, 1).
To complete the proof of Theorem 3.2.1, it remains to show that Var di/E ‖d‖1 = O(1/n),
and that it can be consistently estimated using a plug-in estimator for Aij ∼ Bernoulli(piipij)
and Aij ∼ Poisson(piipij).
Since VarAij/EAij = Θ(1) (Assumption 4), we know that√
nVar di
E ‖d‖1 = Θ
(√
n E di
E ‖d‖1
)
= Θ
(√
n pii(‖pi‖1 − pii)
‖pi‖21 − ‖pi‖22
)
= Θ
(√
npii
‖pi‖1
1− pii/‖pi‖1
1− ‖pi‖22/‖pi‖21
)
.
We know that npii/‖pi‖1 = O(1) (Assumption 1) and we have seen in Eq. (B.3) that
‖pi‖22/‖pi‖21 = O(1/n) (from Assumption 1). Hence, we obtain the required result that√
Var di
E ‖d‖1 = O
(
1√
n
)
.
We defer the proof of consistency of the plug-in estimator of Var di/E ‖d‖1 for Aij ∼
Bernoulli(piipij) and Aij ∼ Poisson(piipij) to Theorem 3.2.2, where we show a more general
statement.
3.2.2 A confidence interval for the estimator of a node’s centrality
To quantify the uncertainty of the estimator pˆii of a node’s centrality, we show in this section
that
√
Var di/E ‖d‖1 can be consistently estimated using a plug-in estimator s by substituting
pˆii for pii in E di and Var di. In combination with Theorem 3.2.1 it yields a (1− α)-confidence
interval (CI) for pˆii:
CI = (pˆii − δ, pˆii + δ),
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with δ = z1−α/2 · s, and z1−α/2 being the
(
1− α2
)
quantile of a Normal(0, 1) distribution.
In Theorem 3.2.1, we claim that the consistency of s holds when Aij ∼ Bernoulli(piipij)
and Aij ∼ Poisson(piipij). In fact, this is true in more general, as we show in Theo-
rem 3.2.2 below. However, we first need to acknowledge that each edge distribution; e.g.
Aij ∼ Bernoulli(piipij) and Aij ∼ Poisson(piipij); leads to a different variance Var di. All
of which are included in Definition 2 since we only assume that VarAij = Θ(EAij) by As-
sumption 4. We now show that the term
√
Var di/E ‖d‖1 can be consistently estimated by a
plug-in estimator s, as long as Var di itself can be consistently estimated by a plug-in estimator.
More precisely, we have the following.
Theorem 3.2.2 (Weak consistency of the plug-in estimator for
√
Var di/E ‖d‖1). Consider
Assumptions 1, 2 and 4. Define plug-in estimators V̂ar di and Ê ‖d‖1 by exchanging each pii in
Var di and E ‖d‖1 by pˆii = di/
√‖d‖1. In addition, assume that
V̂ar di
Var di
P→ 1.
Then, the plug-in estimator
√
V̂ar di/Ê ‖d‖1 consistently estimates
√
Var di/E ‖d‖1; i.e.,√
V̂ar di/Ê ‖d‖1√
Var di/E ‖d‖1
P→ 1.
Proof. We first write√
V̂ar di/Ê ‖d‖1√
Var di/E ‖d‖1
=
√
V̂ar di
Var di
√
E‖d‖1
‖pˆi‖21 − ‖pˆi‖22
=
√
V̂ar di
Var di
√
E‖d‖1
‖d‖21 − ‖d‖22
‖d‖1
=
√
V̂ar di
Var di
√
E‖d‖1
‖d‖1
[
1− ‖d‖
2
2
‖d‖21
]− 1
2
. (3.14)
From term T3 (Eq. (3.13)) in the proof of Theorem 3.2.1, we know that under Assumption 4
(VarAij = Θ(EAij)) it holds that
√
E‖d‖1/‖d‖1 P→ 1 . Since we assume V̂ar di/Var di P→
1, it remains to show that ‖d‖22
/‖d‖21 P→ 0.
We now sketch why ‖d‖22
/‖d‖21 P→ 0. For a detailed derivation see Lemma B.1.3 in
Appendix B.1.2. Since ‖d‖21 and ‖d‖22 concentrate around their respective expectations as
n → ∞ (Chebyshev’s inequality), and by controlling the error term using a convergent Taylor
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expansion, we obtain that
‖d‖22
‖d‖21
=
E‖d‖22
E‖d‖21
1 +OP
 1√
E‖d‖22
. (3.15)
Via straightforward algebraic computations, we show that under Assumptions 1, 2, and 4 it
holds that
E‖d‖22 = ‖pi‖21‖pi‖22 · (1 + o(1)), E‖d‖21 = Θ
[
(E‖d‖1)2
]
. (3.16)
Combining Eqs. (3.15) and (3.16) and applying Assumption 1, it then follows that
‖d‖22
‖d‖21
= OP
(
1
n
)
.
Finally, we know from Eq. (3.14) that√
V̂ar di/Ê ‖d‖1√
Var di/E ‖d‖1
=
√
V̂ar di
Var di
√
E‖d‖1
‖d‖1
[
1− ‖d‖
2
2
‖d‖21
]− 1
2
.
The inverse of a random variable which converges in probability to a constant c must in turn
converge to 1/c, as long as c 6= 0 [85, Theorem 2.1.3]. Applying this fact and the continuous
mapping theorem, we obtain the claimed convergence in probability; i.e.,√
V̂ar di/Ê ‖d‖1√
Var di/E ‖d‖1
P→ 1.
Having established Theorem 3.2.2, we may conclude for Aij ∼ Bernoulli(piipij) and
Aij ∼ Poisson(piipij) that we can consistently estimate
√
Var di/E ‖d‖1 using a plug-in es-
timator since in both cases it holds that V̂ar di/Var di
P→ 1, as we show in Lemmas B.1.4
and B.1.5 in Appendix B.1.2.
3.2.3 Multivariate limit theorem
Having shown an univariate central limit theorem for each pˆii, we are now ready to extend this
result to the multivariate case, applying the Crame´r–Wold theorem (see Appendix A.2.3). This
result is essential for the analysis of ÊAij = pˆiipˆij in Section 3.3.
Corollary 3.2.1 (Multivariate extension for Theorem 3.2.1). Assume the model of Definition 2
and any finite set of estimators pˆii = di
/√‖d‖1 from Eq. (3.1). Relabeling the indices of these
estimators from 1 to r without loss of generality, we have that as n→∞,√
E‖d‖1
(
pˆi1 − pi1√
Var d1
, . . . ,
pˆir − pir√
Var dr
)
d→ Normal(0, Ir).
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Proof. This proof is the multidimensional equivalent of the proof of Theorem 3.2.1. It is anal-
ogously driven by the fact that the vector
m1 =
(
d1 − E d1√
Var d1
, . . . ,
dr − E dr√
Var dr
)′
can be reduced to a sum of independent but not identically distributed random vectors. These
in turn converge in distribution to a multivariate standard Normal random vector; as we now
show. In direct analogy to the univariate case of Eq. (3.5),√
E‖d‖1
(
pˆi1 − pi1√
Var d1
, . . . ,
pˆir − pir√
Var dr
)′
=
√
E‖d‖1
(
1√
Var d1
(
d1√‖d‖1 − pi1
)
, . . . ,
1√
Var dr
(
dr√‖d‖1 − pir
))′
=
√
E‖d‖1
‖d‖1︸ ︷︷ ︸
m3
·
((
d1 − E d1√
Var d1
, . . . ,
dr − E dr√
Var dr
)′
︸ ︷︷ ︸
m1
+
(
E d1 − pi1
√‖d‖1√
Var d1
, . . . ,
E dr − pir
√‖d‖1√
Var dr
)′
︸ ︷︷ ︸
m2
)
.
(3.17)
Each component of the vector m2 converges in probability to 0 (see Eq. (3.11) in the proof of
Theorem 3.2.1). It follows that the vector m2
P→ 0. In addition, the scalar m3 converges in
probability to 1 (see Eq. (3.13) in the proof of Theorem 3.2.1).
We now prove that m1
d→ Normal(0, Ir). In order to apply a multivariate central limit
theorem, we rearrangem1 such that we extract a sum of independent random vectors (m12):
m1 =
(
d1 − E d1√
Var d1
, . . . ,
dr − E dr√
Var dr
)′
= diag

√
Var(
∑n
l=r+1Al1)√
Var d1
, . . . ,
√
Var(
∑n
l=r+1Alr)√
Var dr

︸ ︷︷ ︸
D11
·
∑nl=r+1(Al1 − EAl1)√
Var(
∑n
l=r+1Al1)
, . . . ,
∑n
l=r+1(Alr − EAlr)√
Var(
∑n
l=r+1Alr)
′
︸ ︷︷ ︸
m12
+
(∑r
l=1(Al1 − EAl1)√
Var d1
, . . . ,
∑r
l=1(Alr − EAlr)√
Var dr
)′
︸ ︷︷ ︸
m13
.
(3.18)
We show in Lemma B.1.6 in Appendix B.1.3 that given Assumptions 1–5, the following three
things hold. First, the matrixD11 converges to the identity matrix Ir because the finite number
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of summands that the numerator is short compared to the denominator is negligible. Second,
using the Lindeberg–Feller central limit theorem with the Lyapunov condition we show that
each component of m12 converges marginally to a Normal(0, 1) random variable; since the
components are independent we can apply the Crame´r–Wold theorem (see Appendix A.2) to
conclude m12
d→ Normal(0, Ir). Third, from Chebyshev’s inequality it follows that the term
m13
P→ 0.
By Slutsky’s theorem (see Appendix A.2), we can combine the results on the convergence
ofD11,m12, andm13 to conclude (see Eq. (3.18)) that
m1 = D11 m12 +m13
d→ Normal(0, Ir).
In turn, we deduce the overall required result of this corollary (see Eq. (3.17)) that√
E‖d‖1
(
pˆi1 − pi1√
Var d1
, . . . ,
pˆir − pir√
Var dr
)′
= m3m1 +m2
d→ Normal(0, Ir).
Recall that for all i,
√
Var di/E‖d‖1 = O(1/
√
n), and we can consistently estimate it if
Aij ∼ Bernoulli(piipij) or Aij ∼ Poisson(piipij) by substituting pˆii for pii in E di and Var di
for all i. Thus, in combination with Corollary 3.2.1 we now can quantify the uncertainty to
estimate (pi1, . . . , pir) as (pˆi1, . . . , pˆir) by a multivariate confidence interval.
3.3 Properties of the estimator of an edge expectation
We may apply the results of Section 3.2 to characterize an estimator for the edge expecta-
tions EAij , for all i, j. From Definition 2 (EAij = piipij , beside others) and Eq. (3.1)(
i.e., pˆii = di/
√‖d‖1), it is natural to define an estimator for EAij as
ÊAij = pˆiipˆij =
didj
‖d‖1
, 1 ≤ i < j ≤ n. (3.19)
While deriving modularity from first principles in Chapter 4, we will understand that it estimates
the expectation of an edge as in Eq. (3.19). Hence, to understand the strengths and weaknesses
of modularity, we need to derive the properties of the estimators ÊAij .
3.3.1 Weak consistency of the estimator of an edge expectation
First of all, the estimator in Eq. (3.19) is weakly consistent for the edge expectation EAij under
Definition 2. To be more precise, we obtain the following.
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Corollary 3.3.1 (Weak consistency for Eq. (3.19)). Consider Assumptions 1, 2, and 4. Then,
for any i, j ∈ N>0 it holds that
ÊAij
EAij
P→ 1.
Proof. It can easily be seen that
ÊAij − EAij = pij(pˆii − pii) + pii(pˆij − pij) + (pˆii − pii)(pˆij − pij). (3.20)
Furthermore, we know from Lemma B.1.7 in Appendix B.1.4 that under Assumptions 1, 2,
and 4 it holds that
= (pij(pˆii − pii) + pii(pˆij − pij))
[
1 +OP
(
1√
E di +
√
E dj
)]
.
From Lemma B.1.7 and Assumptions 1, 2 and 4, it follows that
= OP
(
piipij√
E di
+
piipij√
E dj
)
= OP
(√
pii
‖pi‖1
pij +
√
pij
‖pi‖1
pii
)
(Assumption 1)
= OP
(
pij√
n
+
pii√
n
)
. (Assumption 1)
Thus, we can conclude the required result since
ÊAij
EAij
− 1 = OP
(
pij
piipij
√
n
+
pii
piipij
√
n
)
= OP
(
1
pii
√
n
+
1
pij
√
n
)
= oP (1). (Assumption 2)
3.3.2 A limit theorem for the estimator of an edge expectation
In the previous section, we show that we can consistently estimate EAij using ÊAij if the
network is generated from a degree-based model of Definition 2 (Corollary 3.2.1). In this
section, as a consequence, we derive the large sample distribution of ÊAij to fully describe its
asymptotic behavior under a degree-based model.
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Corollary 3.3.2 (Central limit theorem for Eq. (3.19)). Assume the model of Definition 2 and
define an estimator ÊAij of EAij as in Eq. (3.19). Then as n→∞,
ÊAij − EAij√(
pi2j Var di + pi
2
i Var dj
)
/E‖d‖1
d→ Normal(0, 1),
for any i, j ∈ N>0. Furthermore,
√(
pi2j Var di + pi
2
i Var dj
)
/E‖d‖1 = O
(√
EAij/n
)
, and
can be consistently estimated ifAij ∼ Bernoulli(piipij) orAij ∼ Poisson(piipij) by substituting
pˆi for pi; for any i, j.
Proof. We show that ÊAij = pˆiipˆij , once appropriately standardized, converges in distribution
to a Normal(0, 1) random variable. Recall from Eq. (3.20) that
ÊAij = piipij + pij(pˆii − pii) + pii(pˆij − pij) + (pˆii − pii)(pˆij − pij). (3.21)
Since (pˆii − pii)(pˆij − pij) is asymptotically negligible as we show in Lemma B.1.7 in Ap-
pendix B.1.4, the asymptotic behavior of ÊAij−piipij is dominated by pij(pˆii−pii)+pii(pˆij−pij).
As a consequence, we standardize all quantities of both sides of Eq. (3.21) by the factor√
E‖d‖1
/(
pi2j Var di + pi
2
i Var dj
)
, which can be interpreted as an approximation of the stan-
dard deviation of pij(pˆii − pii) + pii(pˆij − pij). Then, we can use Eq. (3.21) to write√
E‖d‖1
ÊAij − piipij√
pi2j Var di + pi
2
i Var dj
=
√
E‖d‖1
pi2j Var di + pi
2
i Var dj
[
pij
√
Var di
(
pˆii − pii√
Var di
)
+ pii
√
Var dj
(
pˆij − pij√
Var dj
)]
︸ ︷︷ ︸
T1
+
√
E‖d‖1
pi2j Var di + pi
2
i Var dj
· (pˆii − pii)(pˆij − pij)︸ ︷︷ ︸
T2
.
(3.22)
To deduce the required result, we show that T1
d→ Normal(0, 1) and that T2 = oP (T1).
Slutsky’s theorem will then enable us to combine these results and obtain the claimed conver-
gence in distribution.
Term T1: Recall from Corollary 3.2.1 that under Assumptions 1–5 it holds that√
E‖d‖1
(
pˆii−pii√
Var di
,
pˆij−pij√
Var dj
)′
d→ Normal(0, I2). Applying the Crame´r–Wold theorem (see
Appendix A.2), we can conclude that
T1
d→ Normal(0, 1). (3.23)
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Term T2: Recall from Lemma B.1.7 in Appendix B.1.4 that
T2
T1
= OP
(
1√
E di +
√
E dj
)
.
From Assumption 2 (pii = ω(1/
√
n),∀i), it follows that E di diverges ∀i, and hence that
T2
T1
P→ 0. (3.24)
Combining the results in Eqs. (3.22), (3.23), and (3.24), we obtain the required result:
ÊAij − EAij√(
pi2j Var di + pi
2
i Var dj
)
/E‖d‖1
= T1 + T2
d→ Normal(0, 1).
To complete the proof, two more steps remain to be shown. First, it holds that√(
pi2j Var di + pi
2
i Var dj
)
/E‖d‖1 = O
(√
EAij/n
)
= O(√piipij/n):
√
n
piipij
· pi
2
i Var dj + pi
2
j Var di
E ‖d‖1
= Θ
√ n
piipij
· pi
2
i E dj + pi2j E di
E ‖d‖1
 (Assumption 4)
= Θ
√ n
piipij
· pi
2
i pij + pi
2
jpii
‖pi‖1
 (Assumption 1)
= Θ
(√
n · pii + pij‖pi‖1
)
= O(1). (Assumption 1)
Second, we show in Appendix A.2 that the consistency of the plug-in estimator of√
n
(
pi2j Var di + pi
2
i Var dj
)
/E‖d‖1 for networks with edgesAij ∼ Bernoulli(piipij) orAij ∼
Poisson(piipij) follows from Lemma B.1.7 in Appendix B.1.4
(
i.e., pˆii/pii − 1 = OP
(
1
/√
E di
))
and Theorem 3.2.2 (i.e., the consistency of the plug-in estimator of
√
Var di/E‖d‖1), using
Slutsky’s Theorem.
3.4 Illustrative simulations
We run several simulations to illustrate the theoretical results of Theorems 3.2.1 and 3.2.2, and
Corollary 3.3.2 on the asymptotic properties of the estimator of a node’s centrality pˆii and of
the estimator of an edge expectation ÊAij . Since the simulations discussing Corollary 3.3.2
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are very similar in set-up, outcome and interpretation as the simulations for Theorem 3.2.1,
we postpone them to Appendix B.2.3 for the more curious readers. For this section, we focus
on simple random graphs that follow Definition 3.1, where we model the edges as Bernoulli
random variables with success probability piipij :
Aij ∼ Bernoulli(piipij).
For simulations that illustrate the variety of models included in Definition 3.1 see the illustrative
simulations in Chapter 4.
3.4.1 Illustrative simulations for the limit theorem for the estimator of a node’s
centrality
In many observed networks, the sorted degrees behave similarly to a power law; e.g., the in-
ternet, social, and citation networks (see Section 1.3.1 or [48, p. 11]). We therefore decide to
generate the parameters pii as pii = θ i−γ , for i = 1, . . . , n which leads to networks where the
expected degrees follow a power law. As mentioned above, in applications scientists observe
that the proportion of nodes with di = k scales approximately as k−β and they report the em-
pirical exponent to lie typically between 2 < β < 3 [10, 32]. These two models (i.e., θ i−γ and
k−β) have been related in [116] as γ = 1
/
(β − 1) and in turn we simulate from a degree-based
model with Bernoulli(piipij) edges and parameters:
pii = θ i
−γ for 1/2 < γ < 1.
We draw 500 independent realizations from this model and estimate for each of these networks
the model parameter of a specific node i, pii. We standardize the estimator pˆii by its approxi-
mated expectation pii and standard deviation, leading to
pˆii − pii√
Var di/E‖d‖1
.
As a result, we illustrate in Figure 3.1 that in agreement with Theorem 3.2.1 an increase in
number of nodes n leads to an improvement of the Normal(0, 1) approximation for the empir-
ical density of the estimator pˆii. Figure 3.1a displays the smoothed empirical density of pˆi5 for
500 repetitions from a degree-based model with pii = i−0.6 for all i. For comparison, we added
a Normal(0, 1) density. We compute the smoothed empirical density using a Gaussian kernel
estimator. In Figure 3.1b, we display the quantile-quantile plots (Q-Q plot) of the standardized
estimator to illustrate that the empirical densities do not only appear to be Normal(0, 1) due to
the Gaussian kernel estimator.
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Figure 3.1: Illustration of Theorem 3.2.1: The large-sample behavior of the estimator of the
centrality of node 5; simulated from power law networks with EAij = (ij)−0.6.
In practice, we cannot observe pij for any j = 1, . . . , n. Thus, we estimate the approxi-
mated standard deviation of pˆii using a plug-in estimator of
√
Var di/E‖d‖1 where we substi-
tute all pijs by pˆijs. Figures 3.1c and 3.1d show the same plots for pˆi5 as Figures 3.1a and 3.1b
but standardized by the plug-in estimator for
√
Var di/E‖d‖1. We observe that using the
plug-in estimator instead of the true value of
√
Var di/E‖d‖1, slows down the convergence in
distribution in n.
The convergence in distribution is not driven by the number of nodes but the effective
sample size. We repeat the simulations described above for varied θ ∈ (0, 1], γ = [0, 1)
and node indices i. In all cases we observe that as n increases the difference between the
smoothed empirical density of pii and a Normal(0, 1) density shrinks. However, we see that if
the network is less sparse; e.g. γ < 0.6 it takes fewer nodes to see the same convergence rate.
Figures B.1 and B.2 in Appendix B.2.1 illustrate this point with simulations from pii = i−0.2
and pii = 0.9 i−0.2 for node 5 and 17, respectively.
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Figure 3.2: The estimator pˆi5, shown along with its estimated and empirical large-sample confi-
dence intervals; from power law networks with EAij = (ij)−0.6.
3.4.2 Illustrative simulations for the confidence interval for the estimator of a
node’s centrality
To illustrate the quality of the estimated confidence interval that results from combining The-
orems 3.2.1 and 3.2.2, we compare the estimated confidence interval with an empirical confi-
dence interval based on simulations, for several numbers of nodes n. Based on a single network,
we estimate the confidence interval as
Estimated CI = (pˆii − δ, pˆii + δ), δ = z1−α/2 ·
√
V̂ar di/Ê ‖d‖1,
where z1−α/2 denotes the
(
1− α2
)
quantile of a Normal(0, 1) distribution and V̂ar di and
Ê ‖d‖1 the plug-in estimators of Var di and E ‖d‖1 (as before). In contrast, we derive the em-
pirical confidence interval based on 1000 simulations from the same power law network model.
To be more precise, we compute the 2.5% and 97.5% quantiles q2.5% and q97.5% centering the
interval at the empirical mean such that
Empirical CI = (q2.5%, q97.5%).
In Figure 3.2, we display the results for node 5 from simulations from a power law network
with pii = i−0.6. In addition to the estimated and empirical confidence intervals, we display the
true value pi5 = 0.3807 as the target. In agreement with Theorem 3.2.1, we observe that as n
increases the empirical confidence interval shrinks; indicating that the estimators pˆi5 improve as
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n goes to infinity. We also see that the center of the confidence interval—the empirical mean—
matches the true value even for small networks. As the empirical mean is a common estimator
for the expectation, it indicates that pˆii may be asymptotically unbiased with a fast convergence
rate. However, the width of the empirical confidence intervals indicates that for small networks
(n ≤ 500) the variance of the estimators pˆii may be large.
In agreement with Theorem 3.2.2, as the number of nodes n increases the overlap between
the estimated confidence interval with the empirical confidence interval increases. The em-
pirical confidence interval is centered at the empirical mean and its length is scaled with the
empirical standard deviation of pˆii—good estimators for the true mean and standard deviation
of pˆii. Here, good means unbiased and consistent with fast convergence. Thus, the empirical
confidence intervals give a reliable description of the estimator pˆii. However, to compute the em-
pirical confidence interval we need about 1000 independent realizations of the network. Thus,
the observation that the estimated confidence interval (based on a single realization) increas-
ingly overlaps with the empirical confidence interval for growing n; indicates that the estimated
confidence interval is of good and, as n→∞, improving quality.
In addition, the estimated 95% confidence interval in Figure 3.2 shrinks as the number of
nodes n increases; illustrating that as larger the network as more informative is the estimated
confidence interval. Furthermore, we observe that for small networks (n ≤ 500) the estimated
confidence interval does not necessarily include the true value. However, as n increases the
confidence interval becomes more and more reliable in covering the true value.
We repeat the simulation study for several different values of θ, γ and the node index i. In
all cases, we observe that the estimated confidence interval becomes more informative and more
reliable as the number of nodes n increases. Similar to the previous simulations in Section 3.4.1,
we observe that as the network becomes more dense the estimated confidence interval shrinks
faster and overlaps earlier (in n) with the empirical confidence interval. See a few examples for
illustration in Appendix B.2.2.
3.5 Discussion
In this chapter, we introduced a new family of network models that naturally extends the degree-
based model of Chung and Lu [30] to include beside others weighted and multi-edge networks.
This family of models describes the structure of a network solely by the collection of the nodes’
centralities (i.e., degree-centralities).
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We here derived a central limit theorem for the estimators of the model parameters pˆii in
this general setting; thereby extending work in [116]. We know from [119] that these estimators
are near-maximum likelihood estimators for sparse, and simple networks. As a consequence of
our theoretical results, we are now able to decide whether two nodes are equally central while
controlling the Type I error of falsely rejecting the hypothesis of equality. Furthermore, we
delivered an estimator for the approximated standard deviations of pˆii; allowing us to quantify
the uncertainty of our estimators pˆii by a confidence interval.
To discuss modularity in the following chapter, we need to estimate the expectation of an
edge EAij instead of pii itself, under a degree-based model. We therefore derived a central limit
theorem for the estimator of EAij that naturally follows from pˆii under a degree-based model.
As a result, we know that when a degree-based model is in place, the estimators ÊAij =
didj
/‖d‖1 perform well for large networks.
Chapter 4
Significance of a community structure under
degree-based models
We here derive theoretical results enabling us to assess whether an observed community struc-
ture is informative for the interactions in a network, while controlling the Type I error of falsely
identifying a community assignment as such. As before, we call a community structure in-
formative if there are significantly more edges within than between communities. We do so
by way of modularity: a well-known quality measure for community structure that is mainly
used for community detection (see Section 2.5). As such, modularity has proven to be useful
in practice and over time became a popular community detection method. However, it lacks a
theoretical foundation and is not objective since a value may have a different meaning depend-
ing on the sparsity and size of the network. In the work presented here, we establish a statistical
interpretation of modularity, enabling us to derive its asymptotic distribution under the family
of degree-based models. As a consequence, we gain a theoretical understanding of modularity,
and may in turn utilize it to translate a network and its observed community structure into a
p-value that objectively assesses whether the observed community structure is informative for
the interactions in a network.
While most work on community structure in networks focuses on identifying a single
“best” community assignment (e.g. latent space models [67], stochastic block models [68],
degree-corrected stochastic block models [75, 110], and modularity [106, 153]), we here take a
different approach. A network is a simple way to describe the complex structure of interactions
between units. We believe that such a structure may not be well described with a single com-
munity assignment. Instead, there are different motivations for units to interact best described
by multiple community assignments. Furthermore, since networks often come with covariates
on the nodes, we infer the community structures from the covariates adding interpretability. In
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fact, many datasets nowadays come with several covariates on the nodes [18, 103, 118, 130];
raising the question of which of these covariates reflect a network’s structure. We answer this
question by delivering a methodology that assesses a covariate-based community structure with
a p-value; enabling us to decide whether the community structure is informative while control-
ling the Type I error.
To derive this methodology, it is crucial to understand the family of the degree-based mod-
els; as derived in the previous chapter. With a single parameter per node, these models allow for
node-specific differences while lacking the flexibility to support community structure. There-
fore, members of this family are frequently used as null models for no community structure. The
formulation in Definition 3.1 reduces the properties to those essential for modeling networks
with a lack of community structure in the context of modularity. The results in Theorems 3.2.1
and 3.2.2, and Corollary 3.3.2 derived in the previous chapter ensure that when assuming a
degree-based model, the estimators for the model parameters pˆii, and the edge expectations
ÊAij are well behaved for large networks.
4.1 Modularity in the presence of observed community structure
Three essential ingredients are necessary to understand modularity in the presence of covariates:
first, a formal interpretation of modularity as a measure of statistical significance; second, the
use of this framework to evaluate a covariate-based community assignment; and third, the model
that is underlying modularity. We now describe each of these ingredients in turn.
First, to interpret modularity as a measure of statistical significance, we must recognize
it as an estimator of a population quantity. Recall that δg(i)=g(j) = 1 when nodes i and j are
assigned to the same community, and 0 otherwise. Then, we know from Definition 1 that when
‖d‖1 6= 0, modularity is defined as
Q̂ =
n∑
j=1
∑
i<j
[
Aij − didj‖d‖1
]
δg(i)=g(j). (4.1)
Modularity contrasts an observed edge Aij with the ratio didj/‖d‖1 whenever nodes i and j
are in the same community. Now consider replacing didj/‖d‖1 by EAij , the expected value of
an edge under a given model:
Q =
n∑
j=1
∑
i<j
[Aij − EAij ]δg(i)=g(j). (4.2)
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Substituting ÊAij = didj
/‖d‖1 (see Eq. (3.19)) for EAij in Eq. (4.2), we immediately
recognize modularity Q̂ as defined in Eq. (4.1). Thus, modularity implicitly assumes a degree-
based model of Definition 2.
We recognizeQ in Eq. (4.2) as a sum of signed residuals (observed minus expected values)
Aij−EAij . If the model for each EAij posits the absence of community structure, then a large
positive value of Q indicates the presence of such structure (more within-group edges than
expected). In Figure 1.7, we have seen this effect already in the student friendship network: the
visible community structure in Figures 1.7a–c is obscured in Figure 1.7d when communities are
assigned at random. Moreover, using didj/‖d‖1 as a proxy for EAij , we see that modularity
Q̂ as defined in Eq. (4.1) is an estimator of Q in Eq. (4.2). We will return to this point in the
next section.
Second, to interpret covariate-based community structure, we must recognize that different
community assignments reveal different structural aspects of a network. Figures 1.7a–c illus-
trate this point by grouping a student friendship network by gender, race, and year in school.
Covariates such as these define distinct community assignments, each of which relates the co-
variate in question to the observed network structure.
A key insight is that rather than maximizing modularity to obtain a single “best” com-
munity assignment, we may instead use modularity to measure the strength of an observed
community structure. If a particular community assignment is given by a covariate, then modu-
larity allows us to quantify the explanatory value of this covariate for the observed structure of
the network.
Third, modularity indirectly assumes a model since different models for the network edges
Aij will imply different estimators for Q in Eq. (4.2). Estimating Q using Q̂ in Eq. (4.1),
we indirectly assume a model for the absence of community structure, where nodes connect
independently based on the product of their individual propensities to form connections. In
particular, by using the estimator ÊAij = didj/‖d‖1 as a proxy for EAij , we see that in fact
the model underlying modularity is part of the family of degree-based models of Definition 2
for which ÊAij is the natural estimator.
Up until now, we derived modularity Q̂ (see Eq. (4.1)) from first principles and gave it
a formal statistical interpretation as an estimator of a population quantity Q (see Eq. (4.2)).
Furthermore, we have identified the degree-based model of Definition 2 as the model underlying
modularity Q̂. From Chapter 3, we know that the estimators of its parameters ÊAij behave well
for large networks. Building up on these results, we now analyze the asymptotic properties of
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Figure 4.1: Decomposition of a network in within- and between-group edges: political books
connected when frequently purchased together, where groups are defined by political align-
ment [108]. Note that only within-group edges appear in Q (Eq. (4.2)); by contrast, both types
of edges contribute to Q̂ (Eq. (4.1)).
modularity Q̂ under a degree-based model.
4.2 Properties of modularity
In this section, we derive the limiting properties of modularity itself, putting it on a sound theo-
retical basis for the first time. We first decompose modularity into a bias- and a variance-related
component (see Section 4.2.1), to then derive its asymptotic distribution (see Section 4.2.2). As
a consequence, we can extend its usage to objectively quantify observed network structure.
4.2.1 Modularity reflects within- and between-group edges
Corollary 3.3.2 in Section 3.3 on the asymptotic normality of ÊAij leads to the first of two key
insights to the asymptotic behavior of modularity: Recall that Q̂ (Eq. (4.1)) is an estimator for
its population counterpart Q (Eq. (4.2)), in which ÊAij estimates EAij . Comparing Eqs. (4.1)
and (4.2), and approximating E
(
didj
/‖d‖1) by E didj/E‖d‖1, we obtain:
E(Q̂−Q) ≈
n∑
j=1
∑
i<j
(
EAij − E didjE‖d‖1
)
δg(i)=g(j). (4.3)
The approximation of E
(
didj
/‖d‖1) by E didj/E‖d‖1 can be quantified using a first order
Taylor expansion; leading to convergence in probability. However, this does not imply conver-
gence in moments, and thus Eq. (4.3) is only an approximation. Under the model of Definition 2,
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the difference in Eq. (4.3) cancels to first order (see Appendix C.1.1), yielding an approximate
bias term of modularity:
b =
n∑
j=1
∑
i<j
EAij
(
E di + E dj − ‖pi‖22
)
E‖d‖1
δg(i)=g(j). (4.4)
Figure 4.1 illustrates the second key insight into the limiting behavior of modularity: its
variability reduces asymptotically to that of a centered sum of within- and between-group edges.
More specifically, every network degree dj =
∑
i 6=j Aij decomposes into within- and between-
group components:
dj = d
w
j + d
b
j ;
dwj =
∑
i 6=j
Aijδg(i)=g(j), d
b
j =
n∑
i=1
Aijδg(i)6=g(j). (4.5)
This decomposition is surprisingly powerful, in part because models of Definition 2
asserts that dwj and d
b
j are statistically independent for any fixed group membership
g(1), g(2), . . . , g(n). After separating the systematic bias term b in modularity from its random
variation, we obtain the following decomposition.
Theorem 4.2.1 (Bias–variance decomposition for modularity). Under the null model of Defi-
nition 2, for b defined as in Eq. (4.4) and for a fixed (i.e., non-random) community assignment
g(1), g(2), . . . , g(n), it holds that
Q̂− b =
n∑
j=1
αj
[
dwj − E dwj
]
+
n∑
j=1
βj
[
dbj − E dbj
]
+OP (),
where the non-random quantities αj = 1/2 + βj , βj , and  are defined as follows:
βj =
[
1
2
∑n
l=1 E dwl
E‖d‖1
− E d
w
j
E dj
]
, 1 ≤ j ≤ n, (4.6)
 =
∑n
j=1
∑
i<j piipijδg(i)=g(j)
min(n, ‖pi‖1) minl
√
E dl
. (4.7)
Proof. Since ÊAij = didj/‖d‖1, modularity can be written as
Q̂ =
n∑
j=1
∑
i<j
Aijδg(i)=g(j) −
n∑
j=1
∑
i<j
ÊAijδg(i)=g(j). (4.8)
We will show this theorem in six steps. We
1. Write ÊAij in terms of pˆij = dj/
√‖d‖1;
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2. Expand the denominator
√‖d‖1 around its mean in a convergent Taylor series;
3. Substitute dj = E dj + OP
(√
E dj
)
into the lower-order terms of the Taylor expansion
of Step 2;
4. Apply the decomposition dj = dwj + d
b
j , and center d
w
j and d
b
j about their respective
means E dwj and E dbj ;
5. Collect all higher-order non-random terms in Q̂ into b;
6. Change the coefficients α and β to add interpretability.
Let us first note some preliminaries. Denoting,
‖pi‖g(j),j1 =
∑
i 6=j
pii δg(i)=g(j) and ‖pi‖¬g(j)1 =
n∑
i=1
pii δg(i)6=g(j), (4.9)
we obtain for the expectations of dwj and d
b
j in Eq. (4.5)
E dwj =pij‖pi‖g(j),j1 and E dbj = pij‖pi‖¬g(j)1 . (4.10)
We are now ready to proceed with our analysis.
Step 1: We show in Lemma C.1.2 in Appendix C.1 that under Assumptions 1–4, it holds
with  as in Eq. (4.7) that
Q̂ =
1
2
n∑
j=1
dwj +
n∑
j=1
∑
i<j
piipijδg(i)=g(j) −
n∑
j=1
‖pi‖g(j),j1
dj√‖d‖1 +OP (). (4.11)
The main two steps are first, to recall from Eq. (3.20) that we may write
ÊAij = piipij + pij(pˆii − pii) + pii(pˆij − pij) + (pˆii − pii)(pˆij − pij),
and second, to control the occurring error term using the result from Lemma B.1.7 in Ap-
pendix B.1.4. Namely, given Assumptions 1, 2, and 4, it holds that
(pˆii − pii)(pˆij − pij)
pij(pˆii − pii) + pii(pˆij − pij) = OP
(
1√
E di +
√
E dj
)
.
Step 2: In this step we focus on the penultimate term in Eq. (4.11). We appeal to a
Taylor expansion of (‖d‖1/E‖d‖1)−1/2 = f(x) = x−1/2 at 1, and then control the re-
mainder using Chebyshev’s inequality. As a consequence, we obtain from Assumption 4
(VarAij = Θ(EAij)) that
n∑
j=1
‖pi‖g(j),j1
dj√‖d‖1
=
n∑
j=1
‖pi‖g(j),j1
dj√
E‖d‖1
·
[
1− 1
2
( ‖d‖1
E‖d‖1
− 1
)
+OP
(
1
E‖d‖1
)]
.
(4.12)
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We show in Lemma C.1.4 in Appendix C.1 that under Assumptions 1–4 it holds that
n∑
j=1
‖pi‖g(j),j1
dj√
E‖d‖1
· 1
E‖d‖1
= OP (). (4.13)
Continuing Eq. (4.12), we have that
=
n∑
j=1
‖pi‖g(j),j1
dj√
E‖d‖1
− 1
2
n∑
j=1
‖pi‖g(j),j1
dj√
E‖d‖1
( ‖d‖1
E‖d‖1
− 1
)
+OP (). (4.14)
Step 3: From Chebyshev’s inequality and Assumption 4, we may conclude that dj =
E dj
[
1 +OP
(
1/
√
E dj
)]
. Inserting this result into the second (i.e., lower-order) term of the
Taylor expansion in Eq. (4.14), we obtain
=
n∑
j=1
‖pi‖g(j),j1
dj√
E‖d‖1
− 1
2
n∑
j=1
‖pi‖g(j),j1
E dj√
E‖d‖1
( ‖d‖1
E‖d‖1
− 1
)[
1 +OP
(
1√
E dj
)]
+OP ().
(4.15)
Applying Chebyshev’s inequality and then under Assumptions 1–4, it follows that
1
2
n∑
j=1
‖pi‖g(j),j1
E dj√
E‖d‖1
( ‖d‖1
E‖d‖1
− 1
)
1√
E dj
= OP (). (Lemma C.1.4 in Appendix C.1) (4.16)
Applying Eq. (4.16) and then substituting
∑n
j=1 dj for ‖d‖1 in Eq. (4.15), we obtain
n∑
j=1
‖pi‖g(j),j1
dj√‖d‖1 = 12
n∑
j=1
‖pi‖g(j),j1
E dj√
E‖d‖1
+OP ()
−
n∑
j=1
[
1
2
n∑
l=1
‖pi‖g(l),l1
E dl
E‖d‖1
− ‖pi‖g(j),j1
]
dj√
E‖d‖1
.
(4.17)
Step 4: Applying dj = dwj + d
b
j leads to the identity
=
1
2
n∑
j=1
‖pi‖g(j),j1
E dj√
E‖d‖1
+OP ()
−
n∑
j=1
[
1
2
n∑
l=1
‖pi‖g(l),l1
E dl
E‖d‖1
− ‖pi‖g(j),j1
]
dwj√
E‖d‖1
−
n∑
j=1
[
1
2
n∑
l=1
‖pi‖g(l),l1
E dl
E‖d‖1
− ‖pi‖g(j),j1
]
dbj√
E‖d‖1
.
(4.18)
We define non-random factors α∗j = 1/2 + β
∗
j and β
∗
j as
β∗j =
[
1
2
n∑
l=1
‖pi‖g(l),l1
E dl
E‖d‖1
− ‖pi‖g(j),j1
]
1√
E‖d‖1
. (4.19)
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In Lemma C.1.5 in Appendix C.1, we address that α∗j and β
∗
j defined here differ from αj and βj
defined in Theorem 4.2.1. Combining the results from Eqs. (4.11) and (4.18), we may rewrite
Q̂ in terms of α∗j and β
∗
j as
Q̂ =
n∑
j=1
∑
i<j
piipijδg(i)=g(j) −
1
2
n∑
j=1
‖pi‖g(j),j1
E dj√
E‖d‖1
+
n∑
j=1
α∗jd
w
j +
n∑
j=1
β∗j d
b
j +OP ().
After centering dwj and d
b
j about their respective means, we obtain
Q̂ =
n∑
j=1
α∗j
[
dwj − E dwj
]
+
n∑
j=1
β∗j
[
dbj − E dbj
]
+
n∑
j=1
α∗j E dwj +
n∑
j=1
β∗j E dbj
+
n∑
j=1
∑
i<j
piipijδg(i)=g(j) −
1
2
n∑
j=1
‖pi‖g(j),j1
E dj√
E‖d‖1
+OP ().
(4.20)
Step 5 We show in Lemma C.1.3 in Appendix C.1 that under Assumptions 1–4, we may
combine all non-random terms in modularity to b+O() and in turn obtain
Q̂ =
n∑
j=1
α∗j
[
dwj − E dwj
]− n∑
j=1
β∗j
[
dbj − E dbj
]
+ b+O(). (4.21)
In the proof of Lemma C.1.3, we show that the non-random terms in Eq. (4.20):
a)
∑n
j=1 α
∗
j E dwj +
∑n
j=1 β
∗
j E dbj ,
b)
∑n
j=1
∑
i<j piipijδg(i)=g(j) − 12
∑n
j=1‖pi‖g(j),j1 E dj√E‖d‖1
are equal via straightforward algebraic computations. A Taylor expansion, followed by more
algebraic computations, and an upper-bound on the lower order terms leads to
a) + b) =
n∑
j=1
∑
i<j
piipij
[
pii + pij
‖pi‖1
− ‖pi‖
2
2
‖pi‖21
]
δg(i)=g(j) +O().
In order to gain interpretability, we rearrange the term a) + b) even further:
=
n∑
j=1
∑
i<j
EAij
(
E di + E dj − ‖pi‖22
)
E‖d‖1
δg(i)=g(j) +O(). (4.22)
This leads to the result of Lemma C.1.3 that all non-random terms in modularity in Eq. (4.20)
may be summed to b+O(). Inserting the results from Eqs. (4.4) and (4.22) into Eq. (4.20) and
under the assumption that all error terms are controlled (see Lemma C.1.4 in Appendix C.1),
we obtain
Q̂ =
n∑
j=1
α∗j
[
dwj − E dwj
]− n∑
j=1
β∗j
[
dbj − E dbj
]
+ b+O(). (4.23)
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Step 6: To add interpretability to the coefficients α∗ = 0.5 + β∗ and β∗, we change the
formulation from β∗j in Eq. (4.19) to βj in Theorem 4.2.1 (see Eq. (4.6)). By doing so, we add
an error term into the decomposition of modularity that asymptotically wears off. For more
details see Lemma C.1.5.
As a consequence, we conclude the required result of Theorem 4.2.1; i.e.,
Q̂− b =
n∑
j=1
αj
[
dwj − E dwj
]
+
n∑
j=1
βj
[
dbj − E dbj
]
+OP ().
Theorem 4.2.1 quantifies the random variability inherent in modularity under a model of
Definition 2. It establishes that a main term contributing to the variability of Q̂−b in this setting
is a linear combination of centered within- and between-group degrees (dwj , d
b
j), which for each
j are statistically independent. The weights αj and βj associated with this linear combination
are determined by the global proportion of expected within-group edges in the network, relative
to the local proportion of expected within-group edges specific to node j.
4.2.2 A limit theorem for modularity
Our main result in this chapter is a methodology to understand objectively whether a covariate
captures the structure of the interactions in a network. Technically, we derive a theorem quanti-
fying the large-sample behavior of modularity in the setting above. In particular, if a null model
of Definition 2 is in force, then modularity in the presence of covariates behaves like a Normal
random variable for large networks. This enables us to associate a p-value with any observed
community structure, quantifying how unlikely it is (under the null) to observe a community
structure at least as extreme as the one we observe.
To derive the asymptotic distribution of modularity, we combine the two insights from the
previous section: we shift modularity Q̂ by its approximate bias b in Eq. (4.4) and then scale it
by the standard deviation s of
∑n
i=1 αi[d
w
i − E dwi ] +
∑n
i=1 βi
[
dbi − E dbi
]
:
s2 =
n∑
j=1
∑
i<j
[
δg(i)=g(j) + βi + βj
]2
VarAij . (4.24)
Recalling Theorem 4.2.1, we then know that we are left with a linear combination of centered
within- and between-group degrees that are now also scaled by s. This leads to the following
central limit theorem for modularity Q̂.
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Theorem 4.2.2 (Central limit theorem for modularity). Suppose a null model of Definition 2 is
in force, and consider a sequence of networks where for each nwe observe a fixed (non-random)
group membership g(1), g(2), . . . , g(n). Then as long as the number K of communities grows
strictly more slowly than n (i.e., K/n→ 0), and as n→∞,
Q̂− b
s
d→ Normal(0, 1),
with b and s as defined in Eqs. (4.4) and (4.24).
Proof. For convenience, we use β∗j (Eq. (4.19)) in this proof instead of βj (Eq. (4.6)). We
have seen in the proof of Theorem 4.2.1 that βj and β∗j are asymptotically equivalent; i.e.,
β∗j = βj [1 +O(1/n)] (see Eq. (C.22)) and that substituting one for the other in the bias-
variance decomposition asymptotically wears off (see Lemma C.1.5).
Recalling the definitions of α∗,β∗ from Eq. (4.19), we define a sequence of random vari-
ables:
Xn =
n∑
j=1
α∗j
[
dwj − E dwj
]
+
n∑
j=1
β∗j
[
dbj − E dbj
]
. (4.25)
In Lemma C.1.6 in Appendix C.1.3 we show that we may write Xn as a sum of independent,
zero-mean random variables:
Xn =
n∑
j=1
∑
i<j
cij [Aij − EAij ],
cij = δg(i)=g(j) + β
∗
i + β
∗
j .
(4.26)
Furthermore, we show in Lemma C.1.7 in Appendix C.1.3 that cij = O(1) and that it may be
expressed as a function only of the group assignments g(i) = m and g(j) = l:
clm = δl=m +
K∑
k=1
(
‖pi‖k,∅1
‖pi‖1
)2
− ‖pi‖
l,∅
1
‖pi‖1
− ‖pi‖
m,∅
1
‖pi‖1
+O
(
1
n
)
.
For the remaining proof, we first show that (VarXn)
− 1
2Xn
d→ Normal(0, 1) using the
Lindeberg–Feller Central Limit Theorem (see Appendix A.2) and second, we control the dis-
crepancy between (VarXn)
− 1
2Xn and
(
Q̂− b
)/
s. For the Lindeberg–Feller Central Limit
Theorem, we need to show that the following two sufficient conditions are fulfilled.
1. Var(cijAij) <∞;
2. The Lyapunov condition for exponent 1 is satisfied; i.e.,∑n
j=1
∑
i<j E
[
(cijAij − E(cijAij))3
]
[
Var
(∑n
j=1
∑
i<j cijAij
)]3/2 → 0.
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Condition 1:
Var(cijAij) = c
2
ij Var(Aij)
= c2ijΘ(piipij) (Assumption 4)
<∞. (Lemma C.1.7: cij = O(1); pii, pij ∈ R>0)
Condition 2:
∑n
j=1
∑
i<j E
[
(cijAij − E(cijAij))3
]
[
Var
(∑n
j=1
∑
i<j cijAij
)]3/2
=
∑n
j=1
∑
i<j c
3
ij E
[
(Aij − E(Aij))3
]
[∑n
j=1
∑
i<j c
2
ij VarAij
]3/2
= O(1) ·
∑n
j=1
∑
i<j c
2
ij E
[
(Aij − E(Aij))3
]
[∑n
j=1
∑
i<j c
2
ij VarAij
]3/2 (Lemma C.1.7: cij = O(1))
= O
 ∑nj=1∑i<j c2ij VarAij[∑n
j=1
∑
i<j c
2
ij VarAij
]3/2
 (Assumption 5)
= O
 1[∑n
j=1
∑
i<j c
2
ij VarAij
]1/2
. (Lemma C.1.7: cij = O(1))
For Condition 2, it remains to show that
∑n
j=1
∑
i<j c
2
ij VarAij →∞. We substitute
ak = ‖pi‖k,∅1 , (4.27)
such that ‖a‖1 = ‖pi‖1. In Lemma C.1.9, we show that under Assumptions 1 and 4, and
whenever K = o(n), it holds that
n∑
j=1
∑
i<j
c2ij VarAij = Θ
(
‖a‖22
)
.
Now, since ‖pi‖1 →∞ (Assumption 2), and by construction ‖a‖1 = ‖pi‖1, we see
‖a‖22 ≥
‖pi‖21
K
(
K‖a‖22 ≥ ‖a‖21
)
= ω
( n
K
)
(Assumption 2)
= ω(1). (K = o(n))
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Thus the Lyapunov condition is satisfied, and via the Lindeberg–Feller Central Limit Theorem
(see Appendix A.2) we obtain the claimed result that
(VarXn)
− 1
2Xn
d→ Normal(0, 1). (4.28)
Combining Theorem 4.2.1 and Eq. (4.25), we obtain that modularity Q̂ satisfies
Q̂ = b+Xn +Op()
⇒ (VarXn)−
1
2
(
Q̂− b
)
= (VarXn)
− 1
2Xn + (VarXn)
− 1
2Op(). (4.29)
We show in Lemma C.1.8 in Appendix C.1.3 that under Assumptions 1–3
(VarXn)
− 1
2 
n→ 0.
We are now ready to complete the proof of Theorem 4.2.2. Since β and β∗ are asymptotically
equivalent (see Eq. (C.22)), we observe from Eq. (4.26) that s as defined in Theorem 4.2.2 (see
Eq. (4.24)) satisfies
s2 = VarXn.
Combining the results from Eqs. (4.28), (4.29), and Lemma C.1.8 using Slutsky’s Theorem (see
Appendix A.2), we conclude the overall result of this theorem; i.e.,
Q̂− b
s
d→ Normal(0, 1).
We now completed the proof of Theorem 4.2.2 that shows if a model of Definition 2 is
in force, then modularity in the presence of covariates behaves like a Normal random variable.
This enables us to associate a p-value with any observed community structure, quantifying how
unlikely it is (under the null) to observe a community structure at least as extreme as the one
we observe.
4.3 Illustrative simulations for the limit theorem for modularity
We now illustrate the theoretical result of Theorem 4.2.2 on the large-sample distribution of
modularity. To emphasize that the broad class of the degree-based models of Definition 2 is
nonparametric, we simulate data from networks following several different distributions: sim-
ple networks with Bernoulli distributed edges (see Section 4.3.1); and networks with multiple
edges modeled as Binomial, Poisson, or Negative Binomial distributed (Section 4.3.2). The
simulations include all models used for the data analysis in Chapter 5.
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Figure 4.2: Illustration of Theorem 4.2.2: The large-sample behavior of modularity Q̂ for sim-
ple networks; simulated from power law networks with EAij = (ij)−0.6.
4.3.1 Simple networks
For simple random graphs, we model the edges as Bernoulli random variables with success
probability piipij . In agreement with the simulations in Chapter 3, we generate the parameters
pii as pii = θ i−γ , for i = 1, . . . , n with 1/2 < γ < 1 to match the power law degree behavior
often observed in practice [48, p. 11]. We generate a random community assignment into four
communities. We then draw 500 independent realizations from this model and estimate for each
of these networks modularity Q̂ as defined in Eq. (4.1):
Q̂ =
n∑
j=1
∑
i<j
[
Aij − didj‖d‖1
]
δg(i)=g(j).
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We then center and scale modularity by its approximated bias b in Eq. (4.4), and standard
deviation s in Eq. (4.24) leading to
Q̂− b
s
.
As for the simulations in Chapter 3, we look at the smoothed empirical density and the quantile-
quantile plots (Q-Q plot) of the 500 simulated samples. We repeat the procedure increasing the
number of nodes n.
Figures 4.2a and 4.2b illustrate the results for pii = i−0.6. We see that already for a
small number of nodes (n = 10) the approximation of the distribution of modularity by a
Normal(0, 1) performs well. However, since in practice, we cannot observe the parameters
pi1, . . . , pin we run 500 simulations standardizing modularity with a plug-in estimator for b and
s where we substitute all piis by pˆiis. In Figures 4.2c and 4.2d, we display the results observing
that for small n (e.g. n = 10) the normal approximation of the distribution of modularity with
a plug-in standardization is miserable but that as n increases it improves. We notice that here
the convergence in distribution of modularity seems to be much faster than the convergence
in distribution for the standardized pˆi5 in Figure 3.1, where in both cases we simulate from
pii = i
−0.6.
In Appendix C.2.1, we show a representative selection of the results for simulations with
different levels of sparsity, where we vary θ ∈ (0, 1], and γ ∈ (0, 1) (e.g., Figures C.1: pii =
i−0.2, C.2: pii = 0.9 i−0.7 ). In addition, we illustrate that Theorem 4.2.2 also holds for Erdo˝s-
Re´nyi graphs as a special case of a degree-based model (Figure C.3: pii = 0.4). In all cases, we
observe that as n increases the difference between the smoothed empirical density of modularity
Q̂ and a Normal(0, 1) density shrinks. We see further that when the network is more dense the
same number of nodes leads to a smaller difference between the smoothed empirical density
and a Normal(0, 1). Comparing the simulations from the same model between Chapters 3
and 4, we get the impression that for the same number of nodes the empirical distribution of
modularity Q̂ is closer to a Normal(0, 1) distribution than the empirical distribution of pˆii.
4.3.2 Multi-edge networks
Motivated by the preceding data analysis (see Chapter 5), we here simulate networks with
multiple edges from a degree-based model. In a consecutive order, we model the edges to
follow a Binomial, Poisson, and Negative Binomial distribution. In all cases, we simulate
EAij = θ2(ij)−γ as before, but for θ ∈ N>0.
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In Figure 4.3, we observe for all three edge distributions that as n increases the difference
between the smoothed empirical density of modularity Q̂ and a Normal(0, 1) density shrinks
in agreement with Theorem 4.2.2. For each of the distributions, we simulate 500 samples from
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Figure 4.3: Illustration of Theorem 4.2.2: The large-sample behavior of modularity Q̂ for multi-
edge networks standardized by the plug-in estimators for b and s; simulated from power law
networks with EAij = 11.56 · (ij)−0.6.
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a degree-based model with EAij = 11.56 · (ij)−0.6. Each time, we compute the empirical
modularity Q̂ (see Eq. (4.1)) and standardize it using a plug-in estimator for b and s where
we substitute all piis by pˆiis. Since we fix each of the edge expectations EAij for a given n
(such that they are equal for all three distributions), we ensure that the networks are equally
sparse. Comparing the simulations of the three distributions, we observe that for the same
number of nodes the distance between the empirical distribution and a Normal(0, 1) is larger
for the Poisson and Negative Binomial distributed edges—the skewed distributions—than for
the Binomial distributed edges.
In more detail, to simulate from a Binomial distribution, we assume that there are M = 13
(figure chosen at random) potential edges between every pair of nodes, and model the network:
Aij ∼ Binomial
(
M, θ2(ij)−γ/M
)
,
⇒ VarAij = EAij(1− EAij/M).
Then, to simulate from a Poisson distribution, we model the network:
Aij ∼ Poisson(piipij),
⇒ VarAij = EAij .
To simulate from a Negative Binomial distribution (NB(µ, r)) we assume the shape parameter
r = 0.24 (figure chosen at random) and with Γ denoting the gamma function we obtain the
probability distribution function:
f(Aij |µij , r) = Γ(Aij + r)
Γ(Aij + 1)Γ(r)
(
r
EAij + r
)r( EAij
EAij + r
)Aij
,
⇒ VarAij = EAij + (EAij)2
/
r.
For better interpretation, this is equivalent to modeling the edges as Poisson distributed with
mean Z where we regard the mean itself as gamma distributed with EZ = µij and shape
parameter r [96, p. 199]. Under this parametrization we obtain an expectation EAij = µij , and
a skewness γij = (2µij + r)/
√
(µij + r)µijr [73, p. 216].
In Figure C.4 in Appendix C.2.2, we observe that for all three distributions when the
network is less sparse (i.e.,EAij = 11.56 · (ij)−0.2) the distance between the empirical distri-
bution and a Normal(0, 1) is smaller for the same number of nodes. This once more illustrates
that the convergence in distribution in Theorem 4.2.2 depends on the effective sample size rather
than the absolute number of nodes n.
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4.4 Discussion
In this chapter, we delivered theoretical results to assess the significance of observed community
structure, enabling us to identify informative covariate-based community assignments while
controlling the Type I error. To do so, we derived for the first time a theoretical foundation for
modularity [106]—a popular method for community detection—and extended its applicability
to objectively assess the strength of observed community structures. Our approach built up
on the work by Arias-Castro and Verzelen [8] who utilized a simplified version of modularity
to detect the presence of network community structure. After the posting of [56] describing
the work of this thesis, Newman [109] derives a complementary interpretation of modularity:
community detection using a generalized modularity (see Eq. (2.3), [123]) is closely related to
maximizing the likelihood of the degree-corrected stochastic blockmodel.
In technical terms, we have established a central limit theorem for modularity under a
nonparametric null model, yielding p-values to assess the significance of observed community
structure. The model we introduced shows explicitly how modularity measures variability in
the data that cannot be explained solely by node-specific propensities for connection. What
is more, modularity has more explanatory power than a classical (chi-squared) goodness-of-fit
statistic: by aggregating the estimated signed residuals Aij − didj/‖d‖1 within every network
community, it measures the global tendency of a given community assignment to explain the
observed network structure.
Chapter 5
Data analysis
After establishing the asymptotic behavior of modularity in the presence of covariates in Chap-
ter 4, we now show how to apply these results in practice. We first explain a step-wise procedure
how to turn the theoretical results into a methodology (see Section 5.1). Second, we validate our
methodology on benchmark examples where the reported covariate has previously been used as
ground truth for community detection (see Section 5.2). Third, we evaluate communities in a
multi-edge network (see Section 5.3) and finish with a discussion about the data analysis (see
Section 5.4).
5.1 A methodology to quantify network structure
To turn our theory into a methodology suitable for a specific network dataset, we first need to
elicit a model for the data based on Definition 2. We then fit this model, leading ultimately to a
p-value based on Theorem 4.2.2. We now explain the corresponding four-step procedure.
1. First, we must further specify the null model of Definition 2, so that the parameter s2 in
Eq. (4.24) can be estimated. This can be done either by assuming sets of the variances
VarAij to be equal, or by assuming a distribution for the edges Aij . For instance, since
the benchmark networks we consider in Section 5.2 are binary (Aij ∈ {0, 1}), we model
their edges as Aij ∼ Bernoulli(piipij).
2. Second, we must assess whether the five asymptotic assumptions of Definition 2 appear
to hold for our data and whether the numberK of communities is sufficiently smaller than
n (i.e., we assume K/n→ 0). Technical Assumptions 4 (VarAij/EAij = Θ(1),∀i, j)
and 5
(
E
[
(Aij − EAij)3
]/
Var(Aij) = O(1), ∀i, j
)
exclude extreme behavior, and are
therefore for many distributions automatically satisfied. For instance, both are fulfilled
whenever Aij ∼ Bernoulli(piipij) or Aij ∼ Poisson(piipij). Assumption 3 controls the
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growth of EAij with n, and only needs to be verified for weighted or multi-edge net-
works. Since we cannot observe pii we assess Assumptions 1–3 by substituting pˆii for pii,
noting that
Assumption 1: max
i
pii/p¯i = O(1) ⇒ max
i
pˆii/¯ˆpi = max
i
di
/
d¯,
Assumption 2: min
i
pii ·
√
n = ω(1) ⇒ min
i
pˆii ·
√
n = min
i
di
/√
d¯,
Assumption 3: max
i
pii
/√
n = o(1) ⇒ max
i
pˆii
/√
n = max
i
di
/(
n
√
d¯
)
.
Replacing mini di, d¯, and maxi di by the first, second and third degree quartiles, respec-
tively enables us to quantify the assumptions in a robust way.
3. Third, we estimate the parameters b and s necessary to shift and scale Q̂ in accordance
with Theorem 4.2.2. To obtain an estimator bˆ, we substitute pˆi for pi in Eq. (4.4). The
estimator sˆ depends on the assumption added in Step 1 above. For instance, when
Aij ∼ Bernoulli(piipij), we have VarAij = piipij(1− piipij). Then, sˆ follows directly by
substituting pˆi for pi in Eq. (4.24).
4. Finally, we compute and interpret the resulting approximate p-value. We first define a
community assignment g(1), g(2), . . . , g(n) based on a covariate, and calculate Q̂ as per
Definition 1. We next estimate (Q̂− b)/s using bˆ and sˆ. Then, by Theorem 4.2.2, we
compute an approximate one-sided p-value as follows:
Pr
(
Z ≥ Q̂− bˆ
sˆ
)
, Z ∼ Normal(0, 1). (5.1)
A small p-value implies that the observed value of modularity (or any larger value) is
unlikely under the null model of Definition 2.
5.2 Validating the methodology on benchmark examples
We now illustrate the complete analysis procedure for four binary networks which, along with
their covariates, frequently serve as benchmarks for community detection [45, 108]. Table 5.1
and 5.2 summarize the data and the results, respectively.
5.2.1 Description of the data
Table 5.1 summarizes the four benchmark networks that we analyze in this section. All four
are binary networks that reflect social interactions of different types; varying in their number of
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nodes between 105 and 36297.
The first example is a network of books about U.S. politics where two books are connected
if they have frequently been purchased together from the on-line bookseller Amazon.com [108].
The 105 books are categorized by their stated or apparent political alignment into conservative,
liberal, and neutral. In Figure 4.1, we use this dataset to illustrate the decomposition of a
network into within- and between-group edges.
The second example is a network of 198 jazz bands that performed between 1912 and
1940 [59]. Two bands are connected if they have at least one band member in common. The
bands are categorized by their 17 different recording locations; where New York and Chicago
dominate with being reported by about 45% and 34% of the bands, respectively.
The third example is a network of political commentary websites (weblogs) of a single day
snapshot; collected by Adamic and Glance with particular interest in the 2004 U.S. presidential
election [1]. The weblogs are connected if either of the corresponding weblogs contains a hy-
perlink to the other on the front page. Following Newman [108], we restrict our analysis to the
largest component of 1224 weblogs; categorized by their political alignment into conservative
and liberal.
The last benchmark example is a network of physicists where two researchers are con-
nected if they have co-authored a manuscript between Jan 1, 1995 and December 31, 1999 on
either the Astrophysics-, Condensed Matter- or High-Energy Theory E-Print arXiv [104]. We
define the community assignment based on the arXiv categories: three groups for authors who
published in either of the categories, three for groups of pairs of categories and one group for
authors who published in all three categories; leading to 7 communities in total. We exclude
researchers that are not connected; leading to 36297 nodes.
5.2.2 Elicitation of the model and deriving the p-values
Applying the four-step procedure described in Section 5.1, we validate our methodology using
the four benchmark datasets; starting with elicitation of the model for the data.
1. Since the benchmark networks we consider here are binary (Aij ∈ {0, 1}), we further
specify the null model of Definition 2 by assuming:
Aij ∼ Bernoulli(piipij).
2. We must assess whether the asymptotic assumptions of Definition 2 appear to hold. As-
sumptions 3–5 are automatically satisfied for Bernoulli edges, and since all K  n we
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Dataset Covariate Nodes Groups Degree percentiles
25% 50% 75%
Books [108] Political alignment 105 3 5 6 9
Jazz bands [59] Recording location 198 17 16 25 39
Weblogs [1] Political alignment 1224 2 3 13 36
Co-authors [104] Subject category 36297 7 2 5 10
Table 5.1: Validation of the model assumptions of Definition 2 for four benchmark network
datasets.
Dataset: Covariate Simulated under the null Data as observed
(Q̂− bˆ)/sˆ p-value (Q̂− bˆ)/sˆ p-value
mean std. mean std.
Books: Pol. align. [108] 0.02 1.01 0.51 0.29 21 < 10−6
Jazz bands: Rec. loc. [59] 0.01 1.02 0.51 0.29 29 < 10−6
Weblogs: Pol. align. [1] 0.01 1.04 0.50 0.30 118 < 10−6
Co-authors: Subj. cat. [104] 0.00 1.00 0.50 0.29 472 < 10−6
Table 5.2: Analysis of the four benchmark network datasets from Table 5.1, using modularity
derived from covariate-based community assignments.
are left to assess Assumptions 1 (maxi di
/
d¯ bounded) and 2 (mini di
/√
d¯ growing).
Denoting Q1, Q2, and Q3 the first, second and third degree quartiles, we assess Assump-
tions 1 and 2 by the ratiosQ3
/
Q2 andQ1
/√
Q2, respectively. As shown in Table 5.1, we
observe that for all four benchmark networks, these ratios are of order one. This indicates
that these networks are neither too star-like nor too sparse for Theorem 4.2.2 to apply.
3. We estimate the parameters b and s necessary to shift and scale Q̂. From the assumption
that Aij ∼ Bernoulli(piipij) in Step 1, it follows that
VarAij = piipij(1− piipij).
Then, bˆ and sˆ follow directly by substituting pˆi for pi in Eqs. (4.4) and (4.24).
4. Finally, we compute the resulting approximate p-values listed in Table 5.2. We define
communities g(1), g(2), . . . , g(n) based on the corresponding covariate (see Table 5.1),
and calculate: Pr
(
Z ≥ Q̂−bˆsˆ
)
, Z ∼ Normal(0, 1).
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5.2.3 Results
To validate the methodology introduced in this work, we address two key questions. First, we
analyze the behavior of the p-value when the null model of Definition 2 that does not support
community structure is in place. Second, we investigate the behavior of the p-value for observed
networks, and their covariates which previously have been used as ground truth for community
detection.
The first conclusion of our benchmark analysis is that when we simulate from the fitted
model the empirical results agree with Theorem 4.2.2. First, we fit the null model of Definition 2
using maximum likelihood estimation to each of these four networks, and then simulate from the
fitted model (parametric bootstrap). As a result we obtain 10000 simulated networks per dataset
each following the null model. For each sample, we compute (Q̂− bˆ)/sˆ and the corresponding
p-value (via Eq. (5.1)) for the respective covariate in Table 5.1. As a result, we see in Table 5.2
that each set of 10000 simulated networks results in a p-value with empirical mean near 1/2
and standard deviation near 1/
√
12. This empirical result aligns with Theorem 4.2.2, which
predicts the p-values to be uniformly distributed with exactly that mean and standard deviation
in the limit.
Our second conclusion is that, when using the observed data rather than simulated data
under the null, each of the covariates leads to a very small p-value (< 10−6; see Table 5.2). This
suggests that the data as observed are extremely unlikely under the null model of Definition 2.
Furthermore, since the null itself cannot explain any community structure, the conclusion we
obtain agrees with the use of these covariates by other researchers as ground truth in community
detection settings.
5.3 Evaluating communities in a multi-edge email network
We now illustrate how our methodology can identify covariates that reflect a network’s com-
munity structure. This analysis goes beyond the four benchmark examples considered in Sec-
tion 5.2, where we validated our methodology but did not reach any new data-analytic conclu-
sions. Here we evaluate the effects of employee seniority, gender, and company department
on community structure in a multi-edge corporate email network. Table 5.4 summarizes all re-
sults, showing that each of these covariates results in a small p-value, while covariates based on
grouping the first- or last-name initials of the employees do not. We will return to this analysis
in more detail below, after describing the data and eliciting a suitable model.
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Figure 5.1: Multi-edges Aij in the Enron corporate email dataset (153 employees, 32261
pairwise email exchanges), grouped according to four different covariate-based community as-
signments. Shading indicates the number of emails exchanged.
5.3.1 Description of the data
Figure 5.1 illustrates four community structures of a multi-edge email interaction network based
on the employee seniority, gender, company department, and last name initial. This network
and its covariates form a substantially richer dataset than those treated in Section 5.2. The
data come from the Enron Corporation [33, 120]: as part of a U.S. government investigation
following allegations of fraud, the email activities of employees from 1998–2002 were made
public. Following the analysis in [120], we exclude all emails that have been sent en masse (to
more than five recipients), leading to 32,261 pairwise email exchanges between 153 employees.
This corporate email network has previously been analyzed by Perry and Wolfe [120]
where the authors model the emails as directed interactions over time using a Cox multiplicative
intensity model and covariates that incorporate the past emailing behavior. The main results
show homophily: the covariates gender, seniority and department are the most predictive effects
of email interactions, together with a sender’s own previous behavior and who emailed him
recently.
Robinson and Priebe [125] analyze a version of the Enron dataset where each email got a
topic assigned while the node-related covariates are omitted. The authors use a dynamic random
dot product model for networks with attributed edges to identify emerging and disappearing
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Figure 5.2: Observed versus expected email counts for maximum-likelihood fits of four differ-
ent models satisfying Definition 2.
Model for the Degrees Residual Relative
multi-edges Aij of freedom deviance change
1-parameter Poisson 1 232087 -
Poisson 153 142031 −39%
Zero-inflated Poisson 154 57070 −37%
Negative Binomial (NB) 154 12671 −19%
Zero-inflated NB 155 12671 0%
Table 5.3: Goodness-of-fit versus model complexity for the models in Figure 5.2 (residual
deviance relative to a saturated Negative Binomial model with r →∞).
communities. The authors detect change points in the emailing behavior that match major
events related to the collapse of the company.
In contrast to our work, Perry and Wolfe [120] and Robinson and Priebe [125] incorporate
the time-dependence of the edges into the inference procedure and hence, their results focus on
the time-dependent fluctuations of the emailing behavior. In agreement with our findings, Perry
and Wolfe [120] identify the covariates gender, seniority and department as informative for the
email interactions.
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5.3.2 Elicitation of the model and deriving the p-values
To model this network, we will use the full flexibility afforded by Definition 2. Following the
four steps described in Section 5.1, we determine a p-value corresponding to each covariate.
Step 1: To construct a suitable model for the observed multi-edges Aij , we com-
pare four different distributions satisfying the assumptions of Definition 2: Poisson(piipij),
NegativeBinomial(piipij , r) with common shape parameter r, and zero-inflated versions of
both.
Figure 5.2 shows how well the four distributions model the observed multi-edges. For each
distribution, we fit a generalized linear model by maximum likelihood estimation. In Figure 5.2,
we contrast the expected number of occurrences that two employees have exchanged 0, 1, 2, . . .
emails (denoted by the multi-edge value) under each model, with the observed number of oc-
currences. Even without zero-inflation, the Negative Binomial distribution yields a good fit,
particularly in the right tail.
A formal model comparison via suitable likelihood ratio tests [26] confirms this: the Nega-
tive Binomial distribution achieves the best balance between fitting the observed data and model
complexity. In Table 5.3, we contrast the model complexity (degrees of freedom) with the fit of
the models to the observed data using the residual deviance D:
D = 2(l(A;A)− l(EA;A)),
with l being the log-likelihood. As the saturated model throughout, we use the Poisson log-
likelihood l(EA;A) with EA = A; even when comparing with a Negative Binomial model
since it holds that for all i, j
lim
r→∞NegativeBinomial(EAij , r) = Poisson(EAij).
When comparing the Poisson and the Negative Binomial model each with the respective zero-
inflated versions, we compare nested models and may therefore apply a classical likelihood
ratio test. In [26], the authors explain that a Negative Binomial model is a compound Poisson
distribution and show that
D(NegativeBinomial)−D(Poisson) d→ χ21;
allowing us to apply a classical likelihood ratio test when comparing the Poisson with the Nega-
tive Binomial model. For a list of all likelihood functions see Appendix D.1. As a consequence
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of all pairwise comparisons, we choose the model
Aij ∼ NegativeBinomial(piipij , r). (5.2)
Step 2: To verify the assumptions of Definition 2 for our data, we first assess Assump-
tions 1 and 2 exactly as before. Computing quartiles Q1–Q3 of the degrees—68, 200, 564—we
see that Q3/Q2 and Q1/
√
Q2 are both of order one. Assumption 3 (maxi pii/
√
n shrinking)
can be analogously assessed via Q3/(n
√
Q2). Assumptions 4 and 5 require VarAij/EAij =
1 + piipij/r and E
[
(Aij − EAij)3
]/
VarAij = 1 + 2piipij/r to be bounded. To assess this,
we observe that a maximum-likelihood estimate of r [26] yields rˆ = 0.047, while the first three
quartiles of ÊAij are respectively 0.16, 0.59, 2.1. The ratio of the number of communities K
over n is below 0.02 for all covariates, but first name initial with K/n = 0.1111 (see Table 5.4
for values of K).
Step 3: To estimate b and s in Theorem 4.2.2, we substitute pˆii for pii in Eqs. (4.4) and (4.24)
exactly as before. Recall, however, that to estimate s we also require an estimate of VarAij in
Eq. (4.24). Under the parametrization of Eq. (5.2), it follows that
VarAij = piipij(1 + piipij/r). (5.3)
Thus, VarAij can be estimated by substituting pˆii for pii and rˆ for r in (5.3). This yields the
required estimators bˆ and sˆ.
Step 4: To calculate p-values, we must first compute (Q̂ − bˆ)/sˆ for each covariate. In
advance of our analysis, we would expect that employee gender, seniority, and department
might reflect aspects of community structure in email interactions. In contrast, we would expect
covariates based on the first or last name of each individual to be non-informative. Figure 5.1
illustrates, in decreasing order of (Q̂ − bˆ)/sˆ, the observed structure of our data when grouped
by covariate.
5.3.3 Results
Table 5.4 reports two approximate p-values per covariate, in contrast to the previous section.
The first of these derives (via Eq. (5.1)) from Theorem 4.2.2, which shows the limiting distribu-
tion of (Q̂− bˆ)/sˆ under the assumed model to be a standard Normal. The second is based on 107
replicates of the parametric bootstrap, whereby we fit a negative Binomial model to the data,
simulate from the fitted model and obtain the probability of the observed value of modularity
under the empirical finite-sample distribution. Table 5.4 indicates that our asymptotic theory is
conservative in this setting, leading as it does here to larger p-values than the bootstrap.
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Covariate (no. groups) (Q̂− bˆ)/sˆ p-value
Eq. (5.1) Bootstrap
Department (3) 6.17 < 10−6 < 10−6
Seniority (3) 3.14 9× 10−4 8× 10−6
Gender (2) 2.36 9× 10−3 2× 10−3
First name initial (17) 0.74 2× 10−1 2× 10−1
Last name initial (3) −0.46 7× 10−1 7× 10−1
Table 5.4: Analysis of the data of Figure 5.1, using modularity derived from multiple covariate-
based community assignments.
Finally, considering these p-values in more detail, we see from Table 5.4 that for the co-
variates of department, gender, and seniority, all p-values fall below 1% (leading to a corrected
total of 5% after adjusting for multiple comparisons). In contrast, we obtain large p-values for
first- and last-name covariates (p-value ≥ 20%). This matches our expectations that depart-
ment, gender, and seniority are likely to have an impact on email interactions, while there is no
obvious reason why this should hold for name-related covariates.
5.4 Discussion
In this chapter, we demonstrated how to turn the theory derived in Chapters 3 and 4 into a
methodology useful in practice. We here analyzed binary networks and a network with multiple
edges to illustrate the flexibility of our method. The data analysis is conducted in two steps:
validation and showcase.
First, we validated our methodology using four simple networks that are often used as
benchmark examples for community detection [1, 59, 104, 108]. In this context, we discussed
the behavior of modularity and the corresponding p-values under the null model of Defini-
tion 2 that does not support any community structure, via a parametric bootstrap. In addition,
we analyzed the behavior of modularity and the corresponding p-values when the community
assignments are informative: we defined them based on the observed covariates that have pre-
viously been used by others as ground truth for community detection [1, 59, 104, 108]. As a
result, we observed that the data analysis on the benchmark networks aligns with the results in
Theorem 4.2.2.
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Second, we evaluated communities in a multi-edge email network. Our methodology iden-
tified employee seniority, gender, and company department as informative community assign-
ments; in agreement with previous work by Perry and Wolfe [120]. In contrast, when running
our method for the name related covariates we obtained large p-values (p-value ≥ 0.2). In
this context, we applied a parametric bootstrap to obtain empirical p-values for each of the
covariates as a second validation step, illustrating that our p-values are conservative.
Chapter 6
Summary, discussion, and future work
Here we provide a summary of the contributions of the thesis (Chapters 3–5). We then present
a brief discussion of this and other prominent challenges in network modeling, along with
possible avenues for future work (thereby extending Chapter 2).
6.1 Summary of our contributions
In this thesis, we contributed to the field of statistical inference for networks by deriving a new
method to improve our understanding of community structure for large networks. We devel-
oped a general framework that enables us to model networks with node-specific differences
but a lack of community structure. In this framework, we analyzed the asymptotic behavior
of modularity—a well-known quality measure for community structure—and thereby derived
a theoretical foundation for modularity for the first time. As a consequence, we obtained a
methodology to identify which covariates serve as informative community structures, and then
turned these theoretical results into a practical method.
For the framework, we extracted from the degree-based model [30] all properties essential
to model node-specific differences with a lack of community structure. This led to a general-
ization of the degree-based model for simple networks to a nonparametric family of models,
covering weighted, multi-edge, and power-law networks. Fitting these models, we generalized
estimators discussed in [119] for this more general setting and derived limit theorems describing
their asymptotic properties. Some of the later results extended work by [116].
To build the theoretical foundation of modularity, we first derived a statistical interpreta-
tion of the function itself. We showed that modularity is an estimator of a population quantity
that contrasts the observed with the expected edges under the assumption of a degree-based
model. As a consequence, we derived its asymptotic properties as an estimator, showing that
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when appropriately standardized, it converges in distribution to a Normal(0, 1) random vari-
able. Using the standardized modularity as a test statistic, we assessed whether an observed
community structure leads to a modularity value that is unlikely under a degree-based model of
no community structure. Due to the convergence in distribution result, we could quantify the
Type I error that we falsely identify an observed community structure as informative.
We concluded the thesis with a data analysis where we demonstrated how to turn our
theoretical results into a practical method. We first evaluated the method using four bench-
mark networks that have previously been used as ground truth for community detection. Using
parametric bootstrap, we demonstrated our theoretical result that under a degree-based model,
modularity is approximately Normal(0, 1) distributed for large networks. We then analyzed
the behavior of modularity for covariates that have been reported by others to be informative
community structures, illustrating that our method leads to small p-values in this case. In the
second section of the data analysis, we evaluated communities in a multi-edge email network,
demonstrating that our method may identify informative from non-informative covariates.
6.2 Discussion and future work
6.2.1 Community structure in networks
Networks have richer and more varied structure than can be described by a single “best” com-
munity assignment. To reflect this, we have introduced in this thesis an approach which exploits
the structural information captured by covariates, each of which may describe different aspects
of community structure in the data. In contrast to community detection per se, this approach
allows us to assess the significance of a given, interpretable community assignment with respect
to the observed network structure. As we have demonstrated in the data analysis examples, our
method leads to the identification of structurally significant community assignments, ultimately
yielding a better understanding of the network under study.
To advance the state of the art in network analysis, we as a research community must use
the explanatory power of signed residual statistics as modularity to understand the effects of
multiple observed communities on network structure. Our work here represents a first step in
this direction: we have used the explanatory power of modularity to assess the significance of
observed community structure relative to a null model. This opens the door to more advanced
uses of multiple observed community assignments within formal statistical modeling frame-
works. This is an important next step, since we have seen clear evidence here that multiple
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groupings may explain different aspects of a network’s community structure.
6.2.2 Network models with higher dimensionality
Due to technological advances we are able to collect data that are increasingly large and diverse
in structure. To fully exploit these rich data, there is a strong need for network models to catch
up in their dimensionality, and for us to derive the asymptotic properties of these models such
that we can deliver statistical guarantees. In contrast to classical statistics, the observations
may neither be identical nor independent; and there is no natural ordering inherited in the data
and no means of geometry, as is the case for time series or spatial statistics. As a result, a
key challenge here is to introduce high-dimensional models that reflect the unique structure
inherited in networks.
As a start, we would suggest to introduce a dynamic network model with a memory. Most
dynamic network models assume the networks at different time points to be conditionally in-
dependent given the parameters or latent positions [84, 47, 131, 147, 149]. There are few
exceptions; e.g., the dynamic model by Snijders [134] and the temporal ERGM by Hanneke
et al. [64], which suffer from high computational cost or degeneracy. For many applications
though it is unrealistic to assume that generating a new connection is as likely as keeping a
given connection, conditioned on the same parameters or latent positions.
6.2.3 Quantifying goodness-of-fit of network models
A fundamental question in modern science is how to draw conclusions from complex and high-
dimensional data [55, 65]. While networks enable us to model complex dependencies between
entities, the lack of goodness-of-fit tests for network models makes the results unreliable. Most
current approaches for goodness-of-fit of networks either rely on summery statistics [71], or use
classical methods without extending the theoretical foundation to the high-dimensional network
setting [67, 71]. The classical goodness-of-fit statistics suffer from the fact that the asymptotic
properties of classical methods designed for a fixed number of parameters, may be quite differ-
ent when the number of parameters increases with the number of observations [44], as is the
case in many network models.
For a statistician, it is natural to generalize the classical likelihood ratio test to a net-
work setting. Most network models can be written as a likelihood function. To then test their
goodness-of-fit using a likelihood ratio test statistic is intuitive and has proven to be robust in
other settings. However, we need to derive the asymptotic distribution of the likelihood ratio test
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statistic under the high-dimensional network models. Simons and Yao show asymptotic normal-
ity for the linear combination of model parameters where the number of parameters grows in
the sample size [133]. The open problem is to generalize this result to serve for goodness-of-fit
in a network setting.
Appendix A
Mathematical preliminaries
A.1 Probabilistic order notation
To discuss the properties of the sequence of random networks, we introduce standard notions
of convergence in probability. For the non-random properties, we introduce the order nota-
tion; starting in Definition 3 with a notation for one sequence to be asymptotically negligible
compared to another sequence.
Definition 3 (o notation). Let {an}n∈N and {bn}n∈N be two sequences of real numbers. We
write
an = o(bn) if
an
bn
→ 0 as n→∞.
Definition 4 (ω notation). Let {an}n∈N and {bn}n∈N be two sequences of real numbers. We
write
an = ω(bn) if
an
bn
→∞ as n→∞.
We now define below a notation for a sequence an to be at most asymptotically equivalent
to another sequence bn.
Definition 5 (O notation). Let {an}n∈N and {bn}n∈N be two sequences of real numbers. We
write
an = O(bn) if there exist M,N > 0 such that
∣∣∣∣anbn
∣∣∣∣ < M for all n > N.
Note that an = o(bn) implies an = O(bn) but not vise versa.
Definition 6 (Ω notation). Let {an}n∈N and {bn}n∈N be two sequences of real numbers. We
write
an = Ω(bn) if there exist M,N > 0 such that
∣∣∣∣anbn
∣∣∣∣ > M for all n > N.
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Definition 7 (Θ notation). Let {an}n∈N and {bn}n∈N be two sequences of real numbers. We
write
an = Θ(bn) if there exist M1,M2, N > 0 such that M1 >
∣∣∣∣anbn
∣∣∣∣ > M2 for all n > N.
Definition 8 (Convergence in probability). Let X and {Xn}n∈N be a random variable and a
sequence of random variables, respectively. Let both be defined on the same probability space.
We say that Xn converges in probability to X , written Xn
P→ X if for any  > 0, it holds that
P (|Xn −X| < )→ 1 as n→∞.
We say that an event En holds with high probability, if P (En)→ 1 as n→∞.
The notion of convergence in probability enables us to now introduce the order notation
for random variables; which simplifies the proofs in the chapters below significantly.
Definition 9 (oP notation). Let {Xn}n∈N and {Yn}n∈N be two sequences of random variables.
We write
Xn = oP (Yn) if
Xn
Yn
P→ 0 as n→∞.
Definition 10 (OP notation). Let {Xn}n∈N and {Yn}n∈N be two sequences of random vari-
ables. We write
Xn = OP (Yn)
if for every  > 0 there exist M,N > 0 such that
P
(∣∣∣∣XnYn
∣∣∣∣ < M) > 1−  for all n > N.
A.2 Standard results on convergence of random variables
A.2.1 Definitions
To address the random properties, we need to introduce a notion of the convergence of a se-
quence of random variables. While for a sequence of real numbers converging is uniquely
defined, for random variables there are several notions; of which we have defined above con-
vergence in probability, and define here convergence in distribution, in mean and almost sure
convergence.
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Definition 11 (Convergence in distribution). Let a random variable X and a sequence of ran-
dom variables {Xn}n∈N be defined on a common probability space. We say that Xn converges
in distribution to X , written Xn
d→ X , if it holds that
P (Xn ≤ x)→ P (X ≤ x) as n→∞
for all x at which the cumulative distribution function of X is continuous.
The best-known result for convergence in distribution is the central limit theorem that says
that the average of n iid random variables converges in distribution to a Normal(0, 1) random
variable (given certain conditions).
Definition 12 (Almost sure convergence). Let X and {Xn}n∈N be a random variable and a
sequence of random variables, respectively. Let both be defined on the same probability space.
We say that Xn converges almost surely to X , written Xn
a.s.→ X if it holds that
P ({Xn → X}) = 1.
Note that almost sure convergence implies convergence in probability and convergence in
distribution: Xn
a.s.→ X ⇒ Xn P→ X,Xn d→ X while the reverse implication does not hold.
Almost sure convergence is therefore often coined strong convergence.
Definition 13 (Convergence in mean). Let X and {Xn}n∈N be a random variable and a se-
quence of random variables, respectively. We say that Xn converges in mean to X , written
Xn
E→ X if for any  > 0, it holds that
E(|Xn −X|)→ 0 as n→∞.
A.2.2 Standard results
The notions of the convergence of random variables are strongly related, as the following theo-
rem illustrates.
Theorem A.2.1 (Relation between the convergence notions [39, p. 3, 13, 88]). Let X and
{Xn}n∈N be a random variable and a sequence of random variables, respectively. Then,
• If Xn d→ X , then Xn = OP (1).
• If Xn E→ X , then Xn P→ X .
• If Xn P→ X and {Xn}n∈N are uniform integrable, then Xn E→ X .
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Furthermore, the different types of convergence for random variable can be discussed to-
gether as the next theorem illustrates.
Theorem A.2.2 (Slutsky’s theorem [39, p. 4]). Let X and Y , and {Xn}n∈N and {Yn}n∈N be
a random variable and a sequence of random variables, respectively; and let c ∈ R. Then,
• If Xn d→ X , Yn P→ c, then Xn · Yn d→ c ·X .
• If Xn d→ X , Yn P→ c 6= 0, then XnYn
d→ Xc .
• If Xn d→ X , Yn P→ c, then Xn + Yn d→ X + c.
Theorem A.2.3 (Crame´r–Wold theorem [39, p.9]). Let X and {Xn}n∈N be a r-dimensional
random vector and a sequence of r-dimensional random vectors,respectively. Then,
Xn
d→ X if and only if ∀c ∈ Rr : c′Xn d→ c′X.
Theorem A.2.4 (Taylor expansion in probability [25, p. 201]). Let us assume that X and Y
are random variables, f(X,Y ) is a mapping and the following two assumptions hold. First,
‖(X,Y ) − (hX , hY )‖2 = Op(rn) where rn goes to 0 as n goes to∞ and second, the partial
derivatives ∂f∂Xi are continuous in a neighborhood of h = (hX , hY )
T . Then, we obtain the
Taylor expansion in probability for a mapping f(X,Y ) at h:
f(X,Y ) = f(h) + ∂Xf(h)(X − hX) + ∂Y f(h)(Y − hY )
+
1
2
[
∂2XXf(h)(X − hX)2 + ∂2Y Y f(h)(Y − hY )2
+ 2∂2XY f(h)(X − hX)(Y − hY )
]
+ op
(
r2n
)
.
Theorem A.2.5 (Lindeberg-Feller Central Limit Theorem [17, p. 359ff]). Let X1, X2, . . . be
independent random variables with VarXi <∞ for all i. Under the Lindeberg condition that
∀ > 0 : 1∑n
i=1 VarXi
n∑
i=1
E
(
(Xi − EXi)2δ|Xi−EXi|>sn
)
n→ 0,
it follows that
1√∑n
i=1 VarXi
n∑
i=1
(Xi − EXi) d→ Normal(0, 1).
Theorem A.2.6 (Lyapunov condition implies the Lindeberg condition [17, p. 362]). Let
X1, X2, . . . be independent random variables with VarXi < ∞ for all i. From the Lyapunov
condition which for s2n =
∑n
i=1 VarXi states that
∃δ > 0 : 1
s2+δn
n∑
i=1
E
(
|Xi − EXi|2+δ
)
n→ 0;
implies the Lindeberg condition.
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B.1.1 Lemmas for proof of Theorem 3.2.1
Lemma B.1.1. Consider Assumptions 1 and 4. Then, it holds that
E di − pii
√
E ‖d‖1√
Var di
= O
(
maxj pij − pii√
n
)
.
Proof. Since we know from Eqs. (3.2) and (3.3) that E di = pii(‖pi‖1 − pii) and E ‖d‖1 =
‖pi‖21 − ‖pi‖22, we may write
E di − pii
√
E ‖d‖1√
Var di
=
pii‖pi‖1
[
1−
√
1− ‖pi‖22/‖pi‖21
]
− pi2i
√
Var di
. (B.1)
To apply a Taylor expansion of
√
1− x for x = ‖pi‖22
/‖pi‖21, we first need to show that x
converges to 0. Considering p˜i = pi/maxj pij , we can conclude from ‖p˜i‖22 ≤ ‖p˜i‖1 that
‖pi‖22
‖pi‖21
=
(maxj pij)
2‖p˜i‖22
(maxj pij)
2‖p˜i‖21
≤ 1‖p˜i‖1 =
maxj pij
‖pi‖1 . (B.2)
Assumption 1 implies that maxj pij/‖pi‖1 = O(1/n), and thus we conclude
‖pi‖22
‖pi‖21
= O
(
1
n
)
. (B.3)
112 Appendix B. Supporting material for Chapter 3
This allows us to apply a convergent Taylor expansion of
√
1− x at 0 in Eq. (B.1):
E di − pii
√
E ‖d‖1√
Var di
=
pii‖pi‖1
[
1−
(
1− ‖pi‖22/2‖pi‖21 + o
(
‖pi‖22/‖pi‖21
))]
− pi2i√
Var di
=
pii
[
‖pi‖22/2‖pi‖1 + o
(
‖pi‖22/‖pi‖1
)]
− pi2i√
Var di
≤ pii[maxj pij/2 + o(maxj pij)]− pi
2
i√
Var di
(see Eq. (B.2))
= Θ
(
pii(maxj pij − pii)√
E di
)
(Assumption 4)
= Θ
(√
pii(maxj pij − pii)√‖pi‖1 − pii
)
= O
(
maxj pij − pii√
n
)
. (Assumption 1)
Lemma B.1.2. Consider Assumptions 2–5. Then,
√‖d‖1 −√E ‖d‖1 = OP (1).
Proof. Observe that the square root function has one continuous derivative at 1. A Taylor
expansion in probability (see Appendix A.2) of
√‖d‖1/E ‖d‖1 about 1 requires in addition
that
I. ∃a ∈ R : ‖d‖1/E ‖d‖1 = a+OP (rn); with
II. rn → 0 as n→∞.
I. It follows from Chebyshev’s inequality that
‖d‖1
E ‖d‖1 = 1 +OP
(√
Var ‖d‖1
E ‖d‖1
)
. (B.4)
II. As a consequence of I., rn =
√
Var ‖d‖1/E ‖d‖1. From Eq. (3.3) and Assumption 2
(⇒ E di →∞) it follows that E‖d‖1 →∞. Since Aij are independent for i < j, and since we
assume VarAij/EAij = Θ(1) (Assumption 4), it holds that
Var ‖d‖1
E ‖d‖1 =
Var
(
2
∑n
j=1
∑
i<j Aij
)
E
(
2
∑n
j=1
∑
i<j Aij
)
=
4
∑n
j=1
∑
i<j Var(Aij)
2
∑n
j=1
∑
i<j E(Aij)
= Θ(1). (B.5)
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It follows that the ratio
√
Var ‖d‖1/E ‖d‖1 → 0.
We now can apply a convergent Taylor expansion in probability:√
‖d‖1
E ‖d‖1 = 1 +
1
2
( ‖d‖1
E ‖d‖1 − 1
)
+ oP
(√
Var ‖d‖1
E ‖d‖1
)
⇔
√
‖d‖1 −
√
E ‖d‖1 =
√
Var ‖d‖1√
E ‖d‖1
[
1
2
(
‖d‖1 − E ‖d‖1√
Var ‖d‖1
)
+ oP (1)
]
. (B.6)
Since the term ‖d‖1/2 =
∑n
j=1
∑
i<j Aij is a sum of independent random variables, we apply
the Lindeberg–Feller central limit theorem (see Appendix A.2) analogously to Term T1: From
Assumptions 2–5, it follows that
‖d‖1 − E ‖d‖1√
Var ‖d‖1
d→ Normal(0, 1).
Since Var ‖d‖1/E ‖d‖1 = Θ(1) by Eq. (B.5), we conclude from Eq. (B.6) the result of
Lemma B.1.2; i.e.,
√‖d‖1 −√E ‖d‖1 = OP (1).
B.1.2 Lemmas for proof of Theorem 3.2.2
Lemma B.1.3. Consider Assumptions 1, 2 and 4. Then, it holds that
‖d‖22
‖d‖21
= OP
(
1
n
)
.
Proof. First, from Chebyshev’s inequality, and from Assumption 4, we know that
‖d‖22
E‖d‖22
= 1 +OP
 1√
E‖d‖22
 and ‖d‖21
E‖d‖21
= 1 +OP
 1√
E‖d‖21
. (B.7)
In return, it follows that
‖d‖22
‖d‖21
=
E‖d‖22
E‖d‖21
1 +OP
 1√
E‖d‖22
1 +OP
 1√
E‖d‖21
−1.
We may apply a convergent Taylor expansion of f(x) = (1 + x)−1 at 1, since x =
1
/√
E‖d‖21 = o(1). It follows that
=
E‖d‖22
E‖d‖21
1 +OP
 1√
E‖d‖22
1 +OP
 1√
E‖d‖21

=
E‖d‖22
E‖d‖21
1 +OP
 1√
E‖d‖22
. (since ‖d‖22 ≤ ‖d‖21) (B.8)
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Via straightforward algebraic computations, we obtain
E‖d‖22 =
∑
i
∑
j 6=i
∑
l 6=i
E(AijAil)
=
∑
i
E di E di · (1 + o(1))
= ‖pi‖21‖pi‖22 · (1 + o(1)), (Assumption 1) (B.9)
and
E‖d‖21 = Var‖d‖1 + (E‖d‖1)2
= Θ(E‖d‖1) + (E‖d‖1)2 (Assumption 4)
= Θ
[
(E‖d‖1)2
]
. (Assumption 2) (B.10)
We know from Eq. (B.8) that
‖d‖22
‖d‖21
=
E‖d‖22
E‖d‖21
1 +OP
 1√
E‖d‖22
.
Combining Eqs. (B.9) and (B.10) and applying Assumption 1, it then follows that
=
‖pi‖22
‖pi‖21
[
1 +OP
(
1
‖pi‖1‖pi‖2
)]
= OP
(
1
n
)
. (see Eq. (B.3))
Lemma B.1.4. Consider Assumptions 1, 2 and 4, and assume Aij ∼ Poisson(piipij). Then, it
holds for the plug-in estimator V̂ar di where we exchange each pii in Var di by pˆii = di/
√‖d‖1
that
V̂ar di
Var di
P→ 1.
Proof. For Poisson-distributed edges, EAij = VarAij for all i, j. Hence, we obtain
V̂ar di
Var di
=
Ê di
E di
=
pˆi1‖pˆi‖1 − pˆi2i
E di
=
di√
‖d‖1
‖d‖1√
‖d‖1
− d2i‖d‖1
E di
=
di
E di
[
1− di‖d‖1
]
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=
[
1 +OP
(√
Var di
(E di)2
)][
1− di‖d‖1
]
(Chebyshev’s inequality)
=
[
1 +OP
(
1√
E di
)][
1− di‖d‖1
]
. (Assumption 4) (B.11)
Furthermore, from Assumptions 1 (npii/‖pi‖1 = O(1)), 2 (⇒ E di → ∞), and 4
(VarAij = Θ(EAij)), it follows that
‖pi‖1
pii
di
‖d‖1
P→ 1, as we will now show.
We write
‖pi‖1
pii
di
‖d‖1 =
(‖pi‖1
pii
E di
‖pi‖21
)
︸ ︷︷ ︸
cn
( ‖d‖1
‖pi‖21
)
︸ ︷︷ ︸
En
−1( di
E di
)
︸ ︷︷ ︸
Fn
. (B.12)
By Chebyshev’s inequality and from Assumptions 2 and 4, we know that
Fn =
di
E di
= 1 +OP
(
1√
E di
)
.
For En, we will first establish the equivalence
‖d‖1
E ‖d‖1 =
‖d‖1
‖pi‖21 − ‖pi‖22
=
‖d‖1
‖pi‖21
[
1− ‖pi‖
2
2
‖pi‖21
]−1
⇔ ‖d‖1‖pi‖21
=
‖d‖1
E ‖d‖1
[
1− ‖pi‖
2
2
‖pi‖21
]
.
By Eq. (B.3), we know that from Assumption 1 it follows that ‖pi‖22/‖pi‖21 = O(1/n). Further-
more, by Chebyshev’s inequality and from Assumptions 2 and 4, ‖d‖1/E ‖d‖1 P−→ 1. Thus,
it follows that
En =
‖d‖1
‖pi‖21
=
‖d‖1
E ‖d‖1
[
1− ‖pi‖
2
2
‖pi‖21
]
= 1 +OP
 1
min
(
n,
√
E ‖d‖1
)
. (B.13)
For the non-random sequence {cn;n ∈ N} in Eq. (B.12) it holds that
cn =
‖pi‖1
pii
E di
‖pi‖21
=
‖pi‖1
pii
pii‖pi‖1
‖pi‖21
[
1− pii‖pi‖1
]
=
[
1 +O
(
1
n
)]
. (Assumption 1)
The inverse of a random variable which converges in probability to a constant c must in
turn converge to 1/c, as long as c 6= 0 [85, Theorem 2.1.3]. Furthermore, the product of two
random variables, converging in probability to a constant c and a constant d respectively, itself
converges to the product of the constants cd [85, Theorem 2.1.3]. Thus, it follows that
‖pi‖1
pii
di
‖d‖1 = cnE
−1
n Fn = 1 +OP
(
1
mini
(√
E di, n
)). (B.14)
⇔ di‖d‖1 = OP
(
1
n
)
. (Assumption 1)
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Recall from Eq. (B.11) that
V̂ar di
Var di
=
[
1 +OP
(
1√
E di
)][
1− di‖d‖1
]
.
In turn, we obtain the required result; i.e.,
V̂ar di
Var di
= 1 +OP
(
1
mini
(√
E di, n
)).
From Assumption 2 (pii = ω(1/
√
n)), it follows that mini E di diverges. Hence, we have shown
the required result that Var di can be consistently estimated by its plug-in estimator V̂ar di.
Lemma B.1.5. Consider Assumptions 1, 2 and 4, and assume Aij ∼ Bernoulli(piipij). Then, it
holds for the plug-in estimator V̂ar di where we exchange each pii in Var di by pˆii = di/
√‖d‖1
that
V̂ar di
Var di
P→ 1.
Proof. For Bernoulli-distributed edges, we obtain Var di = E di − pi2i ‖pi‖22 + pi4i [116]. We
write
V̂ar di
Var di
=
pˆii‖pˆi‖1 − pˆi2i − pˆi2i ‖pˆi‖22 + pˆi4i
pii‖pi‖1 − pi2i − pi2i ‖pi‖22 + pi4i
.
It can easily been seen that pˆii‖pˆi‖1 = di and ‖pˆi‖22 = ‖d‖22/‖d‖1. It follows that
=
di − d2i /‖d‖1 − d2i ‖d‖22/‖d‖21 + d4i /‖d‖21
pii‖pi‖1 − pi2i − pi2i ‖pi‖22 + pi4i
=
di − d2i /‖d‖1 − d2i ‖d‖22/‖d‖21 + d4i /‖d‖21
pii‖pi‖1 − pi2i ‖pi‖22
· [1 + o(1)] (Assumption 1)
=
di[1− di/‖d‖1]− d2i
[
‖d‖22/‖d‖21 + d2i /‖d‖21
]
pii‖pi‖1 − pi2i ‖pi‖22
· [1 + o(1)]. (B.15)
We have seen in Eq. (B.21) that Assumptions 2 and 4 imply that
di√‖d‖1 = E di√E ‖d‖1
[
1 +OP
(
1√
E di
)]
.
It follows from identical arguments that
di
‖d‖1 =
E di
E ‖d‖1
[
1 +OP
(
1√
E di
)]
. (B.16)
B.1. Lemmas for proofs in Chapter 3 117
From Assumption 1, we conclude that
E di
E ‖d‖1 =
pii(1− pii/‖pi‖1)
‖pi‖1
(
1− ‖pi‖22/‖pi‖21
)
=
pii
‖pi‖1
[
1 +O
(
1
n
)]
(see Eq. (B.23))
= O
(
1
n
)
. (Assumption 1) (B.17)
Combining Eqs. (B.16) and (B.17), it follows that
di
‖d‖1 = OP
(
1
n
)
.
It follows in turn that in combination with Eq. (B.15), we obtain
V̂ar di
Var di
=
di − d2i ‖d‖22/‖d‖21
pii‖pi‖1 − pi2i ‖pi‖22
· [1 + oP (1)]
=
di
pii‖pi‖1︸ ︷︷ ︸
Rn
· 1− di/‖d‖1‖d‖
2
2/‖d‖1
1− pii/‖pi‖1 ‖pi‖22︸ ︷︷ ︸
Sn
·[1 + oP (1)]. (B.18)
Term Rn:
Rn =
di
pii‖pi‖1
=
E di
pii‖pi‖1
[
1 +OP
(√
Var di
(E di)2
)]
(Chebyshev’s inequality)
=
E di
pii‖pi‖1
[
1 +OP
(
1√
E di
)]
(Assumption 4)
= 1 +OP
(
1√
E di
)
(Assumption 1)
= 1 + oP (1). (Assumption 2)
Term Sn: We show the convergence of Sn from Eq. (B.18) in two steps:
1. ‖pi‖1pii
di
‖d‖1
P−→ 1;
2.
(
‖pi‖22
)−1 ‖d‖22
‖d‖1
P→ 1.
Step 1: This step follows analogously to Eq. (B.14) for Aij ∼ Poisson(piipij).
Step 2: We write the ratio of interest as
(
‖pi‖22
)−1 ‖d‖22
‖d‖1 =
(
‖d‖1
‖pi‖21
)−1
·
( ‖d‖22
E ‖d‖22
)
·
(
E ‖d‖22
‖pi‖22‖pi‖21
)
= L−1n Mntn.
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Now, we analyze Ln, Mn and tn in consecutive order. Under Assumptions 1, 2 and 4, we know
that Ln = ‖d‖1/‖pi‖21 P−→ 1 (see Eq. (B.13)). Furthermore, combining Eqs. (B.7) and (B.9)
enables us to conclude that Mn = ‖d‖22/E ‖d‖22 P−→ 1 (under Assumptions 1 and 4). From
Eq. (B.9), we know that under Assumption 1, the sequence {tn;n ∈ N} converges to 1.
The inverse of a random variable which converges in probability to a constant c, must in
turn converge to 1/c, as long as c 6= 0 [85, Theorem 2.1.3]. Furthermore, the product of two
random variables, converging in probability to a constant c and a constant d respectively, itself
converges to the product of the constants cd [85, Theorem 2.1.3]. Thus, Step 2 follows.
Returning now to Eq. (B.18) and following the same argument, we conclude that Sn
P→
1 and in turn, V̂ar di/Var di = RnSn[1 + oP (1)]
P→ 1 for Bernoulli-distributed edges
(i.e., Aij ∼ Bernoulli(piipij)).
B.1.3 Lemma for proof of Corollary 3.2.1
Lemma B.1.6. Consider Assumptions 1–5. Then, it holds that
1. D11
n→ Ir,
2. m12
d→ Normal(0, Ir),
3. m13
P→ 0.
Proof. Step 1: For the termD11, it holds for all i that√
Var(
∑n
l=r+1Ali)
Var di
=
√
1− Var(
∑r
l=1Ali)
Var(
∑n
l=1Ali)
.
Furthermore, from Assumption 4 (VarAij = Θ(EAij)) we conclude for all i that
Var(
∑r
l=1Ali)
Var(
∑n
l=1Ali)
= Θ
(∑r
l=1 EAli∑n
l=1 EAli
)
= Θ
(
pii
∑r
l=1 pil
pii‖pi‖1
)
= Θ
(
r∑
l=1
pil
‖pi‖1
)
.
It follows further from Assumption 1 that
Var(
∑r
l=1Ali)
Var(
∑n
l=1Ali)
= O
( r
n
)
→ 0. (B.19)
In turn,
√
Var(
∑n
l=r+1Ali)/
√
Var di → 1 for all i. Hence, the diagonal matrix D11
converges to the identity matrix Ir in the operator norm.
B.1. Lemmas for proofs in Chapter 3 119
Step 2: The term m12
d→ Normal(0, Ir), as we will now show by applying the Crame´r–
Wold theorem. The term m12 is a random vector depending on n, where each component is
a sum of independent random variables. We will show now that, as a consequence, each com-
ponent converges marginally in distribution to a Normal(0, 1) random variable (by the same
argument as in Theorem 3.2.1 for Term T1). From Assumption 2 (⇒ E di →∞) and Assump-
tion 4 (VarAij/EAij = Θ(1)), it follows that Var di → ∞. Since in addition we assume
the skewness of each edge Aij to be bounded asymptotically (Assumption 5), the Lyapunov
condition (for δ = 1) is satisfied for each component. Hence, the Lindeberg–Feller central
limit theorem (see Appendix A.2) lets us conclude that each component converges marginally
in distribution to a Normal(0, 1) random variable [17, p. 362].
Furthermore, the components of m12 are independent. It follows that for each
(c1, . . . , cr) ∈ Rr and Yu iid∼ Normal(0, 1) for u = 1, . . . , r, it holds that
r∑
u=1
cu
∑n
l=r+1(Alu − EAlu)√
Var(
∑n
l=r+1Alu)
d→
r∑
u=1
cuYu.
Applying the Crame´r–Wold theorem (see Appendix A.2), we conclude that m12
d→
Normal(0, Ir).
Step 3: Finally, termm13
P→ 0, since by Chebyshev’s inequality
∑r
l=1(Ali − EAli)√
Var di
= OP
√Var(∑rl=1Ali)
Var di
,
which in turn goes to 0 for all i, as seen in Eq. (B.19).
B.1.4 Lemma for proof of Corollary 3.3.1
Lemma B.1.7. Consider Assumptions 1, 2 and 4. Then,
pˆii − pii = OP
(
pii√
E di
)
,
(pˆii − pii)(pˆij − pij)
pij(pˆii − pii) + pii(pˆij − pij) = OP
(
1√
E di +
√
E dj
)
.
Proof. First, we appeal to a Taylor expansion in probability of pˆii = di/
√‖d‖1 (see Ap-
pendix A.2). Let A = di/E di and B = (‖d‖1 − 2di)/E(‖d‖1 − 2di). Observe that the
function
pˆii = f(A,B) =
E di A√
2E di A+ E(‖d‖1 − 2di) B
(B.20)
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has continuous partial derivatives at (1, 1)′. A Taylor expansion in probability of f requires in
addition that
√
(A− 1)2 + (B − 1)2 P→ 0. By Chebyshev’s inequality, we know that
√
(A− 1)2 + (B − 1)2 =
√(
di
E di
− 1
)2
+
( ‖d‖1 − 2di
E(‖d‖1 − 2di) − 1
)2
=
√
Op
[
Var
(
di
E di
)]
+Op
[
Var
( ‖d‖1 − 2di
E(‖d‖1 − 2di)
)]
=
√
Op
[
Var di
(E di)2
]
+Op
[
Var(‖d‖1 − 2di)
(E(‖d‖1 − 2di))2
]
.
From Assumptions 2 and 4 (⇒ E di → ∞, VarAij/EAij = Θ(1)), it follows that√
(A− 1)2 + (B − 1)2 P→ 0.
We now can expand the function f(A,B) in Eq. (B.20) in a convergent Taylor series
around (1, 1)′. In combination with Assumptions 2 and 4 we obtain
di√‖d‖1 = E di√E ‖d‖1
[
1 +OP
(
1√
E di
)]
. (B.21)
Furthermore, we conclude that
E di√
E ‖d‖1
=
pii(1− pii/‖pi‖1)√
1− ‖pi‖22/‖pi‖21
(B.22)
= pii
[
1 +O
(
1
n
)][
1− ‖pi‖
2
2
‖pi‖21
]−1/2
(Assumption 1)
= pii
[
1 +O
(
1
n
)][
1 +O
(‖pi‖22
‖pi‖1
)]
(Taylor expansion)
= pii
[
1 +O
(
1
n
)]
. (see Eq. (B.3)) (B.23)
Combining Eqs. (B.21) and (B.23), it follows that
pˆii =
di√‖d‖1 = pii
[
1 +OP
(
1√
E di
)]
.
We conclude immediately the first result of Lemma B.1.7; i.e.,
pˆii − pii = OP
(
pii√
E di
)
. (B.24)
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In turn, the second result of Lemma B.1.7 follows; i.e.,
(pˆii − pii)(pˆij − pij)
pij(pˆii − pii) + pii(pˆij − pij)
=
[
pij(pˆii − pii) + pii(pˆij − pij)
(pˆii − pii)(pˆij − pij)
]−1
=
[
pij
pˆij − pij +
pii
pˆii − pii
]−1
=
[
Ω
(√
E di
)
+ Ω
(√
E dj
)]−1
(see Eq. (B.24))
= OP
(
1√
E di +
√
E dj
)
.
B.2 Simulations illustrating theorems in Chapter 3
B.2.1 Simulations illustrating Theorem 3.2.1
The following two simulations shall illustrate that the convergence in distribution is driven by
the effective sample size rather than the number of nodes. We here display the results of repeat-
ing the simulation described in Section 3.4 for θ = 0.2 with varied γ = [0, 1) and node indices
i. In both cases we observe that as n increases the difference between the smoothed empirical
density of pii and a Normal(0, 1) density shrinks. However, we see that the convergence here is
faster (it takes fewer nodes to see the same convergence rate) than for γ = 0.6 since the network
is less sparse. Figures B.1 and B.2 below illustrate this point with simulations from pii = i−0.2
and pii = 0.9 i−0.2 for node 5 and 17, respectively.
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Figure B.1: Illustration of Theorem 3.2.1: The large-sample behavior of the estimator of the
centrality of node 5; simulated from power law networks with EAij = 0.81 · (ij)−0.2.
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Figure B.2: Illustration of Theorem 3.2.1: The large-sample behavior of the estimator of the
centrality of node 17; simulated from power law networks with EAij = (ij)−0.2.
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B.2.2 Simulations illustrating Theorem 3.2.2
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(a) Node 5, pii = 0.9 i−0.2
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(b) Node 31, pii = 0.98 i−0.5
Figure B.3: The estimator pˆii, shown along with its estimated and empirical large-sample con-
fidence intervals; simulated from power law networks.
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B.2.3 Simulations illustrating Corollary 3.3.2
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Figure B.4: Illustration of Corollary 3.3.2: The large-sample behavior of the estimator of
an edge expectation EAij between nodes 3 and 6; simulated from power law networks with
EAij = (ij)−0.6.
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Figure B.5: Illustration of Corollary 3.3.2: The large-sample behavior of the estimator of an
edge expectation EAij between nodes 5 and 13; simulated from power law networks with
EAij = (ij)−0.2.
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C.1 Lemmas for the proofs in Chapter 4
C.1.1 Approximation of the bias of modularity
We state in the main text that the shift of modularity b in Theorem 4.2.2 Eq. (4.4) is equal to the
approximate bias b′ to leading order; with
b′ =
n∑
j=1
∑
i<j
(
EAij − E didjE‖d‖1
)
δg(i)=g(j).
More formally, we obtain the following Lemma.
Lemma C.1.1. Consider Assumptions 1 and 2 and b as defined in Eq. (4.4). Then the following
identity holds:
b =
n∑
j=1
∑
i<j
(
EAij − E didjE‖d‖1
[
1 +O
(
1
n3/2
)])
δg(i)=g(j).
Proof. Recall from Theorem 4.2.2 Eq. (4.4) that
b =
n∑
j=1
∑
i<j
EAij
(
E di + E dj − ‖pi‖22
)
E‖d‖1
δg(i)=g(j)
=
n∑
j=1
∑
i<j
pi2i pij(‖pi‖1 − pii) + piipi2j (‖pi‖1 − pij)− piipij‖pi‖22
E‖d‖1
δg(i)=g(j)
=
n∑
j=1
∑
i<j
(
piipij‖pi‖21 − piipij‖pi‖21 + VarAij −VarAij
E‖d‖1
+
pi2i pij(‖pi‖1 − pii) + piipi2j (‖pi‖1 − pij)− piipij‖pi‖22
E‖d‖1
)
δg(i)=g(j)
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=
n∑
j=1
∑
i<j
(
piipij
(
‖pi‖21 − ‖pi‖22
)
+ VarAij −VarAij
E‖d‖1
− piipij‖pi‖
2
1 − piipijpii‖pi‖1 + pi3i pij − piipijpij‖pi‖1 + piipi3j
E‖d‖1
)
δg(i)=g(j)
=
n∑
j=1
∑
i<j
(
piipij
(
‖pi‖21 − ‖pi‖22
)
+ VarAij −VarAij
E‖d‖1
− piipij(‖pi‖1 − pii)(‖pi‖1 − pij) + pi
3
i pij + piipi
3
j
E‖d‖1
)
δg(i)=g(j)
=
n∑
j=1
∑
i<j
(
EAij −
E di E dj + VarAij + pi3i pij + piipi3j −VarAij
E‖d‖1
)
δg(i)=g(j).
Recall from Eq. (3.4) that cov(di, dj) = VarAij for i 6= j. Furthermore, it holds that E didj =
E di E dj + cov(di, dj). Hence,
=
n∑
j=1
∑
i<j
(
EAij −
E didj + pi3i pij + piipi3j −VarAij
E‖d‖1
)
δg(i)=g(j)
=
n∑
j=1
∑
i<j
(
EAij − E didjE‖d‖1
[
1 +
pi3i pij + piipi
3
j −VarAij
E didj
])
δg(i)=g(j).
We now define and analyze the error term:
 =
pi3i pij + piipi
3
j −VarAij
E didj
=
pi3i pij + piipi
3
j −VarAij
E di E dj + VarAij
=
pi3i pij + piipi
3
j −VarAij
piipij(‖pi‖1 − pii)(‖pi‖1 − pij) + VarAij
= Θ
(
pi3i pij + piipi
3
j − piipij
piipij‖pi‖21
)
(Assumption 1)
= Θ
(
pi2i + pi
2
j − 1
‖pi‖21
)
= O
 1
min
{
n2, ‖pi‖21
}
 (Assumption 1)
= O
(
1
n3/2
)
. (Assumption 2)
The required result follows; i.e.,
b =
n∑
j=1
∑
i<j
(
EAij − E didjE‖d‖1
[
1 +O
(
1
n3/2
)])
δg(i)=g(j). (Assumption 2)
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C.1.2 Lemmas for the proof of Theorem 4.2.1
Lemma C.1.2. Consider Assumptions 1–4. Then, it holds that
Q̂ =
1
2
n∑
j=1
dwj +
n∑
j=1
∑
i<j
piipijδg(i)=g(j) −
n∑
j=1
‖pi‖g(j),j1
dj√‖d‖1 +OP (),
with  as defined in Eq. (4.7):
 =
∑n
j=1
∑
i<j piipijδg(i)=g(j)
min(n, ‖pi‖1) minl
√
E dl
. (C.1)
Proof. Recall from Eq. (4.8) that we may write modularity as
Q̂ =
n∑
j=1
∑
i<j
Aijδg(i)=g(j) −
n∑
j=1
∑
i<j
ÊAijδg(i)=g(j). (C.2)
Recall from Eq. (3.20) that
ÊAij = pˆiipˆij
= piipij + pij(pˆii − pii) + pii(pˆij − pij) + (pˆii − pii)(pˆij − pij),
and from Lemma B.1.7 in Appendix B.1.4 that, given Assumptions 1, 2, and 4, it holds that
(pˆii − pii)(pˆij − pij)
pij(pˆii − pii) + pii(pˆij − pij) = OP
(
1√
E di +
√
E dj
)
.
As a consequence, we may combine these two results to write
ÊAij = piipij + [pij(pˆii − pii) + pii(pˆij − pij)] ·
(
1 +OP
(
1
minl
√
E dl
))
. (C.3)
Focusing on the rightmost sum in Eq. (C.2), we then obtain from Eq. (C.3)
n∑
j=1
∑
i<j
ÊAijδg(i)=g(j) −
n∑
j=1
∑
i<j
piipijδg(i)=g(j)
=
 n∑
j=1
∑
i<j
pij(pˆii − pii)δg(i)=g(j) +
n∑
j=1
∑
i<j
pii(pˆij − pij)δg(i)=g(j)

·
(
1 +OP
(
1
minl
√
E dl
))
.
Renaming the indices in the first summand from i to j and vice versa leads to
=
 n∑
j=1
∑
i 6=j
pii(pˆij − pij)δg(i)=g(j)
 · (1 +OP( 1
minl
√
E dl
))
.
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Hence,
∑n
j=1
∑
i<j ÊAijδg(i)=g(j) can be substituted into Eq. (C.2) as follows:
Q̂ =
n∑
j=1
∑
i<j
Aijδg(i)=g(j) −
n∑
j=1
∑
i<j
piipijδg(i)=g(j)
−
n∑
j=1
∑
i 6=j
pii(pˆij − pij)δg(i)=g(j) ·
(
1 +OP
(
1
minl
√
E dl
))
.
We now change from a relative error term to an absolute error. In addition, we substi-
tute
∑n
j=1
∑
i<j Aijδg(i)=g(j) =
1
2
∑n
j=1 d
w
j , pˆij = dj/
√‖d‖1 and ∑i 6=j piiδg(i)=g(j) =
‖pi‖g(j),j1 :
=
1
2
n∑
j=1
dwj −
n∑
j=1
∑
i<j
piipijδg(i)=g(j)
−
 n∑
j=1
‖pi‖g(j),j1
(
dj√‖d‖1
)
−
n∑
j=1
∑
i 6=j
piipijδg(i)=g(j)

+OP
 1
minl
√
E dl
n∑
j=1
‖pi‖g(j),j1 (pˆij − pij)
.
We will treat all error terms involved in Theorem 4.2.1 in Lemma C.1.4 below. To be more
precise, we will show that under Assumptions 1–4 it holds
1
minl
√
E dl
n∑
j=1
‖pi‖g(j),j1 (pˆij − pij) = OP (), (C.4)
where  is the error term defined in Eq. (C.1). Thus, we obtain the required result
Q̂ =
1
2
n∑
j=1
dwj +
n∑
j=1
∑
i<j
piipijδg(i)=g(j) −
n∑
j=1
‖pi‖g(j),j1
dj√‖d‖1 +OP ().
Lemma C.1.3. Consider Assumptions 1–4, and assume Eq. (4.20) holds. Then, all non-random
terms in modularity in Eq. (4.20) may be summed to
b+O();
where b is defined as in Eq. (4.4):
b =
n∑
j=1
∑
i<j
EAij
(
E di + E dj − ‖pi‖22
)
E‖d‖1
δg(i)=g(j). (C.5)
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Proof. Recall from Eq. (4.20) that it holds that
Q̂ =
n∑
j=1
α∗j
[
dwj − E dwj
]
+
n∑
j=1
β∗j
[
dbj − E dbj
]
+
n∑
j=1
α∗j E dwj +
n∑
j=1
β∗j E dbj
+
n∑
j=1
∑
i<j
piipijδg(i)=g(j) −
1
2
n∑
j=1
‖pi‖g(j),j1
E dj√
E‖d‖1
+OP ().
(C.6)
We now address the non-random terms in modularity. We treat the non-random terms in the
two lines of Eq. (C.6) separately; i.e.,
a)
∑n
j=1 α
∗
j E dwj +
∑n
j=1 β
∗
j E dbj ;
b)
∑n
j=1
∑
i<j piipijδg(i)=g(j) − 12
∑n
j=1‖pi‖g(j),j1 E dj√E‖d‖1 .
Term a) :
From the definition of α∗j and β
∗
j , we obtain
a) =
1
2
n∑
j=1
E dwj +
n∑
j=1
β∗j E dj
=
n∑
j=1
∑
i<j
piipijδg(i)=g(j) +
n∑
j=1
[
1
2
n∑
l=1
‖pi‖g(l),l1
E dl
E‖d‖1
− ‖pi‖g(j),j1
]
E dj√
E ‖d‖1
=
n∑
j=1
∑
i<j
piipijδg(i)=g(j) +
[
1
2
n∑
l=1
‖pi‖g(l),l1
E dl√
E ‖d‖1
]∑n
j=1 E dj
E‖d‖1
−
n∑
j=1
‖pi‖g(j),j1
E dj√
E ‖d‖1
=
n∑
j=1
∑
i<j
piipijδg(i)=g(j) −
1
2
n∑
j=1
‖pi‖g(j),j1
E dj√
E ‖d‖1
= b). (C.7)
Term b) :
Via straightforward calculations, one can show that
b) =
n∑
j=1
∑
i<j
piipijδg(i)=g(j) −
1
2
n∑
j=1
∑
i 6=j
pii
(
pij‖pi‖1 − pi2j
)
‖pi‖1
√
1− ‖pi‖22‖pi‖21
δg(i)=g(j)
=
n∑
j=1
∑
i<j
piipijδg(i)=g(j)
− 1
2
n∑
j=1
∑
i 6=j
[
piipij −
piipi
2
j
‖pi‖1
](
1− ‖pi‖
2
2
‖pi‖21
)− 1
2
δg(i)=g(j).
(C.8)
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We know from Eq. (B.3) that from Assumption 1 it follows that ‖pi‖22/‖pi‖21 = O(1/n). As a
consequence, we can apply a convergent Taylor expansion to f(x) = (1−x)−1/2 at 0 to obtain
(
1− ‖pi‖
2
2
‖pi‖21
)− 1
2
= 1 +
1
2
‖pi‖22
‖pi‖21
+O
(‖pi‖22
‖pi‖21
)2. (C.9)
As a consequence, it follows that we may express Eq. (C.8) as
b) =
n∑
j=1
∑
i<j
piipijδg(i)=g(j) −
1
2
n∑
j=1
∑
i 6=j
piipijδg(i)=g(j)
−
n∑
j=1
∑
i<j
[
1
2
piipij
‖pi‖22
‖pi‖21
+ piipij O
[(
‖pi‖22
‖pi‖21
)2]]
δg(i)=g(j) (C.10)
+
1
2
n∑
j=1
∑
i 6=j
[
piipi
2
j
‖pi‖1
+
1
2
piipi
2
j
‖pi‖1
‖pi‖22
‖pi‖21
+
piipi
2
j
‖pi‖1
O
[(
‖pi‖22
‖pi‖21
)2]]
δg(i)=g(j). (C.11)
We identify the first terms in Eqs. (C.10) and (C.11) as the terms of leading order. We will
show in Lemma C.1.4 below that under Assumptions 1–4 the remaining terms satisfy
−
n∑
j=1
∑
i<j
[
piipij O
[(
‖pi‖22
‖pi‖21
)2]]
δg(i)=g(j)
+
1
2
n∑
j=1
∑
i 6=j
[
1
2
piipi
2
j
‖pi‖1
‖pi‖22
‖pi‖21
+
piipi
2
j
‖pi‖1
O
[(
‖pi‖22
‖pi‖21
)2]]
δg(i)=g(j)
= O(),
(C.12)
where we remind the reader that  is the error term defined in Eq. (4.7).
Finally, considering the leading-order terms in (C.10) and (C.11), it then follows from the
identity
n∑
j=1
∑
i 6=j
piipi
2
j δg(i)=g(j) =
n∑
j=1
∑
i<j
piipij(pii + pij)δg(i)=g(j)
that
b) =
1
2
n∑
j=1
∑
i<j
piipij
[
pii + pij
‖pi‖1
− ‖pi‖
2
2
‖pi‖21
]
δg(i)=g(j) +O(). (C.13)
We may then combine terms a) and b) using Eqs. (C.7) and (C.13), whence
a) + b) =
n∑
j=1
∑
i<j
piipij
[
pii + pij
‖pi‖1
− ‖pi‖
2
2
‖pi‖21
]
δg(i)=g(j) +O().
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In order to gain interpretability, we rearrange the term a) + b) even further:
=
n∑
j=1
∑
i<j
EAij
[
pii‖pi‖1 + pij‖pi‖1 − ‖pi‖22
‖pi‖21
]
δg(i)=g(j) +O()
=
n∑
j=1
∑
i<j
EAij
[
pii‖pi‖1 + pij‖pi‖1 − ‖pi‖22
E‖d‖1
][
1− ‖pi‖
2
2
‖pi‖21
]
δg(i)=g(j) +O()
=
n∑
j=1
∑
i<j
EAij
[
pii‖pi‖1 + pij‖pi‖1 − ‖pi‖22
E‖d‖1
]
δg(i)=g(j)
−
n∑
j=1
∑
i<j
EAij
[
pii‖pi‖1 + pij‖pi‖1 − ‖pi‖22
E‖d‖1
]
‖pi‖22
‖pi‖21
δg(i)=g(j) +O()
=
n∑
j=1
∑
i<j
EAij
(
E di + E dj − ‖pi‖22
)
E‖d‖1
δg(i)=g(j)
+
n∑
j=1
∑
i<j
EAij(pii + pij)
E‖d‖1
δg(i)=g(j)
−
n∑
j=1
∑
i<j
EAij
[
pii‖pi‖1 + pij‖pi‖1 − ‖pi‖22
E‖d‖1
]
‖pi‖22
‖pi‖21
δg(i)=g(j) +O().
(C.14)
We will show in Lemma C.1.4 below that under Assumptions 1–4 it holds
n∑
j=1
∑
i<j
EAij(pii + pij)
E‖d‖1
δg(i)=g(j)
−
n∑
j=1
∑
i<j
EAij
[
pii‖pi‖1 + pij‖pi‖1 − ‖pi‖22
E‖d‖1
]
‖pi‖22
‖pi‖21
δg(i)=g(j)
= O().
(C.15)
Recalling from Eq. (C.5) that b is defined as
b =
n∑
j=1
∑
i<j
EAij
(
E di + E dj − ‖pi‖22
)
E‖d‖1
δg(i)=g(j).
we conclude from Eqs. (C.14) and (C.15) the required result:
a) + b) = b+O().
Lemma C.1.4. Consider Assumptions 1–4. Then, the five error terms from Eqs. (C.4), (4.13),
(4.16), (C.12), and (C.15) are O() with  defined as in Eq. (4.7):
 =
∑n
j=1
∑
i<j piipijδg(i)=g(j)
min(n, ‖pi‖1) minl
√
E dl
.
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Proof. We now define and address the five error terms cited in proof of Theorem 4.2.1; we call
these (1), (2), . . . , (5).
Term (1): Recalling Eq. (C.4), we define
(1) =
1
minl
√
E dl
n∑
j=1
‖pi‖g(j),j1 (pˆij − pij)
=
1
minl
√
E dl
n∑
j=1
‖pi‖g(j),j1
(
dj√‖d‖1 − pij
)
.
First, we apply a Taylor expansion to (‖d‖1/E‖d‖1)−1/2 = f(x) = x−1/2 at 1, leading to
1√‖d‖1 = 1√E‖d‖1
[
1 +OP
(√
Var‖d‖1
(E‖d‖1)2
)]
,
and then control the remainder using Chebyshev’s inequality. As a consequence, we obtain
from Assumption 4 (VarAij = Θ(EAij)) that
(1) =
1
minl
√
E dl
n∑
j=1
‖pi‖g(j),j1
(
dj
[
1 +OP
(
1/
√
E‖d‖1
)]√
E‖d‖1
− pij
)
.
From Chebyshev’s inequality and Assumptions 2 and 4, we know that dj = E dj +
OP
(√
E dj
)
= E dj
[
1 +OP (1/
√
E dj)
]
. It follows that
=
1
minl
√
E dl
n∑
j=1
‖pi‖g(j),j1
(
E dj
[
1 +OP
(
1/
√
E dj
)]√
E‖d‖1
− pij
)
=
1
minl
√
E dl
n∑
j=1
‖pi‖g(j),j1
pij [1 +OP (1/√E dj)][1− pij/‖pi‖1][
1− ‖pi‖22/‖pi‖21
]1/2 − pij
.
Since ‖pi‖22/‖pi‖21 = O(1/n) (Eq. (B.3), following from Assumption 1), we can apply a
convergent Taylor expansion to f(x) = (1− x)−1/2 at 0 (as in Eq. (C.9)). Furthermore, the re-
mainder term
(
‖pi‖22/‖pi‖21
)2
in this Taylor expansion satisfies
(
‖pi‖22/‖pi‖21
)2
= O(1/n2) =
O(1/√E dj) (Assumptions 1 and 3). Hence, we obtain
=
1
minl
√
E dl
n∑
j=1
‖pi‖g(j),j1
(
pij
[
1 +OP
(
1√
E dj
)][
1− pij‖pi‖1
]
[
1 +
1
2
(
‖pi‖22
‖pi‖21
)]
− pij
)
=
1
minl
√
E dl
n∑
j=1
‖pi‖g(j),j1
(
− pi
2
j
‖pi‖1
+
1
2
pij
‖pi‖22
‖pi‖21
)[
1 +OP
(
1√
E dj
)]
=
1
minl
√
E dl
n∑
j=1
∑
i 6=j
piipij
(
− pij‖pi‖1
+
1
2
‖pi‖22
‖pi‖21
)
δg(i)=g(j)
[
1 +OP
(
1√
E dj
)]
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=
1
minl
√
E dl
n∑
j=1
∑
i 6=j
piipijδg(i)=g(j) · OP
(
1
n
)
. (Assumption 1, Eq. (B.3)) (C.16)
Term (2): We now analyze the second error term. Recalling Eq. (4.13), define
(2) =
n∑
j=1
‖pi‖g(j),j1
dj√
E‖d‖1
1
E‖d‖1
.
From Chebyshev’s inequality and Assumption 4 it follows that
=
n∑
j=1
‖pi‖g(j),j1
E dj√
E‖d‖1
1
E‖d‖1
(
1 +OP
(
1√
E dj
))
. (C.17)
This expression is smaller than (3) as defined in Eq. (C.18).
Term (3): We now analyze the third error term. Recalling Eq. (4.16), define
(3) =
1
2
n∑
j=1
‖pi‖g(j),j1
E dj√
E‖d‖1
( ‖d‖1
E‖d‖1
− 1
)
1√
E dj
.
Applying Chebyshev’s inequality leads to
=
1
2
n∑
j=1
‖pi‖g(j),j1
E dj√
E‖d‖1
· OP
(
1√
E‖d‖1
)
· 1√
E dj
=
n∑
j=1
‖pi‖g(j),j1 OP
(
E dj
E‖d‖1
√
E dj
)
(C.18)
=
n∑
j=1
‖pi‖g(j),j1 OP
(√
E dj
E‖d‖1
)
=
n∑
j=1
‖pi‖g(j),j1 pij
√
pij‖pi‖1
pi2j ‖pi‖41
OP
(√
1− pij/‖pi‖1
1− ‖pi‖22/‖pi‖21
)
=
n∑
j=1
‖pi‖g(j),j1 pij
√
pij‖pi‖1
pi2j ‖pi‖41
OP
(√
1 +
1
n
)
(Assumption 1, Eqs. (B.3), (C.9))
=
n∑
j=1
‖pi‖g(j),j1 pij
√
1
pij‖pi‖1‖pi‖21
OP
(√
1 +
1
n
)
=
n∑
j=1
‖pi‖g(j),j1 pij
√
1− pij/‖pi‖1
E dj‖pi‖21
OP
(√
1 +
1
n
)
=
∑
j=1
∑
i<j piipijδg(i)=g(j)
minl
√
E dl ‖pi‖1
OP
(√
1 +
1
n
)
. (Assumption 1) (C.19)
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Term (4): We now analyze the fourth error term. Recalling Eq. (C.12), define
(4) = −
n∑
j=1
∑
i<j
[
piipij O
[(
‖pi‖22
‖pi‖21
)2]]
δg(i)=g(j)
+
1
2
n∑
j=1
∑
i 6=j
[
1
2
piipi
2
j
‖pi‖1
‖pi‖22
‖pi‖21
+
piipi
2
j
‖pi‖1
O
[(
‖pi‖22
‖pi‖21
)2]]
δg(i)=g(j)
= −O
(‖pi‖22
‖pi‖21
)2 n∑
j=1
∑
i<j
piipijδg(i)=g(j)
+O
[
‖pi‖22
‖pi‖21
]
n∑
j=1
∑
i 6=j
piipij
pij
‖pi‖1
δg(i)=g(j)
= O
(
1
n2
) n∑
j=1
∑
i<j
piipijδg(i)=g(j). (Assumption 1, Eq. (B.3)) (C.20)
Term (5): We now analyze the fifth error term. Recalling Eq. (C.15), define
(5) =
n∑
j=1
∑
i<j
EAij(pii + pij)
E‖d‖1
δg(i)=g(j)
−
n∑
j=1
∑
i<j
EAij
[
pii‖pi‖1 + pij‖pi‖1 − ‖pi‖22
E‖d‖1
]
‖pi‖22
‖pi‖21
δg(i)=g(j)
=
n∑
j=1
∑
i<j
EAij(pii + pij)
E‖d‖1
δg(i)=g(j)
[
1− ‖pi‖
2
2
‖pi‖1
]
+
n∑
j=1
∑
i<j
EAij
E‖d‖1
δg(i)=g(j)
(
‖pi‖22
‖pi‖1
)2
≤2 maxl pil
E‖d‖1
n∑
j=1
∑
i<j
EAijδg(i)=g(j)
[
1 +O
(
max
l
pil
)]
+
n∑
j=1
∑
i<j
EAij
E‖d‖1
δg(i)=g(j)
(
max
l
pil
)2
(Assumption 1, Eq. (B.3))
=
2 maxl pil +O
(
maxl pi
2
l
)
‖pi‖21
[
1− ‖pi‖
2
2
‖pi‖21
]−1 n∑
j=1
∑
i<j
EAijδg(i)=g(j).
Applying a convergent Taylor expansion to f(x) = (1 − x)−1 at 0 with x = ‖pi‖22/‖pi‖21
(Assumption 1 and Eq. (B.3)), we obtain
=
2 maxl pil +O
(
maxl pi
2
l
)
‖pi‖21
[
1 +O
(
1
n
)] n∑
j=1
∑
i<j
EAijδg(i)=g(j)
=O
(
1
n ‖pi‖1
+
1
n2
) n∑
j=1
∑
i<j
piipijδg(i)=g(j). (Assumption 1) (C.21)
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As a consequence of Eqs. (C.16)–(C.21), we now know that the error terms
(1), (2), . . . , (5) in our analysis of modularity satisfy
(1) + (2) + (3) + (4) + (5)
= OP
(
1
n minl
√
E dl
+
1
‖pi‖1 minl
√
E dl
+
1
n2
+
1
‖pi‖1n
) n∑
j=1
∑
i<j
piipijδg(i)=g(j).
From Assumption 3, it follows that minl
√
E dl = o
(√
n2
)
= o(n). Hence,
= OP
(
1
n minl
√
E dl
+
1
‖pi‖1 minl
√
E dl
) n∑
j=1
∑
i<j
piipijδg(i)=g(j).
Recall from Eq. (4.7) that
 =
∑n
j=1
∑
i<j piipijδg(i)=g(j)
min(n, ‖pi‖1) minl
√
E dl
.
As a consequence, we conclude the required result of this lemma:
(1) + (2) + (3) + (4) + (5) = OP ().
Lemma C.1.5. Consider Assumption 1 (pii/‖pi‖1 = O(1/n)), and define  as in Lemma C.1.4.
Then, the following identity holds:
n∑
j=1
α∗j
[
dwj − E dwj
]
+
n∑
j=1
β∗j
[
dbj − E dbj
]
=
n∑
j=1
αj
[
dwj − E dwj
]
+
n∑
j=1
βj
[
dbj − E dbj
]
+OP (),
with αj = 0.5 + βj and
βj =
∑n
l=1 E dwl
2E‖d‖1
− E d
w
j
E dj
.
Proof. We first address how βj and β∗j relate:
β∗j =
[
1
2
n∑
l=1
‖pi‖g(l),l1
E dl
E‖d‖1
− ‖pi‖g(j),j1
]
1√
E‖d‖1
=
[∑n
l=1
∑
m<l EAlmδg(l)=g(m)√
E‖d‖1
‖pi‖1(1− pil/‖pi‖1)√
E‖d‖1
− ‖pi‖g(j),j1
]
1√
E‖d‖1
=
[∑n
l=1
∑
m<l EAlmδg(l)=g(m)
2
∑n
l=1
∑
m<l EAlm
‖pi‖1(1− pil/‖pi‖1)
‖pi‖1
− ‖pi‖
g(j),j
1
‖pi‖1
]
· 1√
1− ‖pi‖22/‖pi‖21
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From Assumption 1 and Eq. (B.2), we know that ‖pi‖22/‖pi‖21 ≤ maxi pii‖pi‖1/‖pi‖21 =
O(1/n). Hence, we can apply a convergent Taylor expansion to f(x) = (1− x)−1/2 at x = 0.
We obtain
=
[∑n
l=1
∑
m<l EAlmδg(l)=g(m)
2
∑n
l=1
∑
m<l EAlm
− ‖pi‖
g(j),j
1
‖pi‖1
][
1 +O
(
maxi pii
‖pi‖1
)]
=
[∑n
l=1
∑
m<l EAlmδg(l)=g(m)
2
∑n
l=1
∑
m<l EAlm
− pij‖pi‖
g(j),j
1
pij‖pi‖1(1− pij/‖pi‖1)
](
1− pij‖pi‖1
)
·
[
1 +O
(
maxi pii
‖pi‖1
)]
=
[∑n
l=1
∑
m<l EAlmδg(l)=g(m)
2
∑n
l=1
∑
m<l EAlm
− pij‖pi‖
g(j),j
1
pij‖pi‖1(1− pij/‖pi‖1)
][
1 +O
(
maxi pii
‖pi‖1
)]
=
[∑n
l=1 E dwl
2E‖d‖1
− E d
w
j
E dj
][
1 +O
(
maxi pii
‖pi‖1
)]
=
[∑n
l=1 E dwl
2E‖d‖1
− E d
w
j
E dj
][
1 +O
(
1
n
)]
(Assumption 1).
= βj
[
1 +O
(
1
n
)]
. (C.22)
We now address the error introduced into the decomposition of modularity Q̂− b in Eq. (4.23)
by changing from β∗j to βj . Substituting the result in Eq. (C.22) into Eq. (4.23), we obtain
n∑
j=1
α∗j
[
dwj − E dwj
]
+
n∑
j=1
β∗j
[
dbj − E dbj
]
=
n∑
j=1
(0.5 + βj)
[
dwj − E dwj
]
+
n∑
j=1
βj
[
dbj − E dbj
]
+O
 1
n
n∑
j=1
βj [dj − E dj ]
.
We now address the error term:
1
n
n∑
j=1
βj [dj − E dj ] = 1
n
n∑
j=1
βjOP
(√
E dj
)
(Chenyshev’s inequality)
= OP
 1
n
n∑
j=1
(∑n
l=1 E dwl
2E‖d‖1
+
E dwj
E dj
)√
E dj

= OP
 1
n
n∑
j=1
(∑n
l=1 E dwl
2E‖d‖1
E dj√
E dj
+
E dwj√
E dj
)
= OP
 1
nminl
√
E dl
∑nl=1 E dwl ∑nj=1 E dj
2E‖d‖1
+
n∑
j=1
E dwj

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= OP
 1
nminl
√
E dl
n∑
j=1
∑
i 6=j
piipijδg(i)=g(j)

= OP ().
As a consequence, we conclude the required result of this lemma; i.e.,
n∑
j=1
α∗j
[
dwj − E dwj
]
+
n∑
j=1
β∗j
[
dbj − E dbj
]
=
n∑
j=1
αj
[
dwj − E dwj
]
+
n∑
j=1
βj
[
dbj − E dbj
]
+OP ().
C.1.3 Lemmas for the proof of Theorem 4.2.2
Lemma C.1.6. It holds that
Xn =
n∑
j=1
∑
i<j
cij [Aij − EAij ],
cij = δg(i)=g(j) + β
∗
i + β
∗
j .
Proof. We write Xn as a sum of independent, zero-mean random variables:
Xn =
n∑
j=1
α∗j
[
dwj − E dwj
]
+
n∑
j=1
β∗j
[
dbj − E dbj
]
=
n∑
j=1
∑
i 6=j
α∗j [Aij − EAij ]δg(i)=g(j) +
n∑
j=1
∑
i 6=j
β∗j [Aij − EAij ]δg(i) 6=g(j)
=
n∑
j=1
∑
i<j
(
α∗i + α
∗
j
)
[Aij − EAij ]δg(i)=g(j)
+
n∑
j=1
∑
i<j
(
β∗i + β
∗
j
)
[Aij − EAij ]δg(i)6=g(j)
=
n∑
j=1
∑
i<j
[(
α∗i + α
∗
j
)
δg(i)=g(j) +
(
β∗i + β
∗
j
)
δg(i) 6=g(j)
]
[Aij − EAij ]
=
n∑
j=1
∑
i<j
[(
1 + β∗i + β
∗
j
)
δg(i)=g(j) +
(
β∗i + β
∗
j
)
δg(i)6=g(j)
]
[Aij − EAij ]
=
n∑
j=1
∑
i<j
[
δg(i)=g(j) + β
∗
i + β
∗
j
]︸ ︷︷ ︸
cij
[Aij − EAij ]
=
n∑
j=1
∑
i<j
cij [Aij − EAij ].
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Lemma C.1.7. Consider Assumption 1. Then it holds both that
cij = O(1),
and that cij may be expressed as a function only of the group assignments g(i) = m and
g(j) = l:
clm = δl=m +
K∑
k=1
(
‖pi‖k,∅1
‖pi‖1
)2
− ‖pi‖
l,∅
1
‖pi‖1
− ‖pi‖
m,∅
1
‖pi‖1
+O
(
1
n
)
.
Proof. From Eq. (4.26) and the definitions of α∗, β∗ in Eq. (4.19), we see that
cij − δg(i)=g(j)
=
[
n∑
l=1
‖pi‖g(l),l1
E dl
E‖d‖1
− ‖pi‖g(j),j1 − ‖pi‖g(i),i1
]
1√
E‖d‖1
=
 n∑
l=1
(
‖pi‖g(l),∅1 − pil
)
pil
‖pi‖1
1− pil‖pi‖1
1− ‖pi‖22‖pi‖21
− ‖pi‖g(j),j1 − ‖pi‖g(i),i1

(
1− ‖pi‖22‖pi‖21
)− 1
2
‖pi‖1
.
From Assumption 1 and Eq. (B.2), we know that ‖pi‖22/‖pi‖21 ≤ maxi pii‖pi‖1/‖pi‖21 =
O(1/n). Hence, we can apply a convergent Taylor expansion to f(x) = (1−x)−α, α = 1/2, 1
at x = 0. We obtain
=

∑K
k=1
(
‖pi‖k,∅1
)2 − ‖pi‖22
‖pi‖1
− ‖pi‖g(j),j1 − ‖pi‖g(i),i1

[
1 +O
(
maxi pii
‖pi‖1
)]
‖pi‖1
(C.23)
=

∑K
k=1
(
‖pi‖k,∅1
)2
‖pi‖1
− ‖pi‖g(j),∅1 − ‖pi‖g(i),∅1

[
1 +O
(
maxi pii
‖pi‖1
)]
‖pi‖1
+
[
pij
‖pi‖1
+
pii
‖pi‖1
− ‖pi‖
2
2
‖pi‖21
][
1 +O
(
maxi pii
‖pi‖1
)]
.
Since ‖pi‖22/‖pi‖21 ≤ maxi pii‖pi‖1/‖pi‖21 = O(1/n), it follows further that
=

∑K
k=1
(
‖pi‖k,∅1
)2
‖pi‖21
− ‖pi‖
g(j),∅
1
‖pi‖1
− ‖pi‖
g(i),∅
1
‖pi‖1
[1 +O( 1
n
)]
+O
(
1
n
)
. (C.24)
The first term in Eq. (C.24) isO(1), and thus we conclude the first of the two required results of
this lemma: cij = O(1). This in turn allows us to combine the relative and additive error terms.
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Furthermore we see that cij is, up to an additive error term of order at most 1/n, a function only
of g(i) and g(j). This leads to the second of the two required results of this lemma:
cij = δg(i)=g(j) +
K∑
k=1
(
‖pi‖k,∅1
‖pi‖1
)2
− ‖pi‖
g(i),∅
1
‖pi‖1
− ‖pi‖
g(j),∅
1
‖pi‖1
+O
(
1
n
)
.
Lemma C.1.8. Denote  the error term defined in Eq. (4.7) and Xn the sequence of random
variables from Eq. (4.25). Consider Assumptions 1–3. Then, it holds that
(VarXn)
− 1
2 
n→ 0.
Proof. As in Lemma 4.28, we first define
ak = ‖pi‖k,∅1 =
n∑
i=1
piiδg(i)=k,
whence
n∑
j=1
∑
i<j
piipijδg(i)=g(j) ≤
1
2
‖a‖22.
Using this notation, we have from Eqs. (4.7) and (C.1.9) that
0 ≤  ≤ ‖a‖
2
2
min(n, ‖pi‖1) minl
√
E dl
and VarXn = Θ
(
‖a‖22
)
, respectively. It follows that
(VarXn)
− 1
2  = O
(
‖a‖−12
‖a‖22
min(n, ‖pi‖1) minl
√
E dl
)
= O
√√√√ ‖a‖22
min
(
n2, ‖pi‖21
)
minl E dl

= O
√√√√ ‖pi‖1
min
(
n2, ‖pi‖21
)
minl pil
 (Assumption 1)
= o
√√√√ ‖pi‖1
min
(
n3/2, n−1/2‖pi‖21
)
 (Assumption 2)
= o(1). (Assumptions 2 and 3)
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Lemma C.1.9. Consider Assumptions 1 and 4. Then, whenever K = o(n) it holds that
n∑
j=1
∑
i<j
c2ij VarAij = Θ
(
‖a‖22
)
.
Proof. Under Assumption 4, we may write
n∑
j=1
∑
i<j
c2ij VarAij =
n∑
j=1
∑
i<j
c2ijΘ(piipij)
=
1
2
 n∑
i=1
n∑
j=1
c2ijΘ(piipij)−
n∑
i=1
c2iiΘ
(
pi2i
)
=
1
2
[
K∑
k=1
K∑
t=1
c2tkΘ
(
‖pi‖k,∅1 ‖pi‖t,∅1
)
+O
(
‖pi‖22
)]
. (Lemma C.1.7: cij = O(1))
(C.25)
Recall from Lemma C.1.7 that cij can be written as a function of g(i) and g(j):
ctk = δt=k +
1
‖pi‖1
 K∑
l=1
(
‖pi‖l,∅1
)2
‖pi‖1
− ‖pi‖t,∅1 − ‖pi‖k,∅1

︸ ︷︷ ︸
B
+O
(
1
n
)
⇒ c2tk = δt=k + 2δt=kB +B2 +O
(
1
n
)
. (Lemma C.1.7: cij = O(1))
Then, in Eq. (C.25) we substitute
ak = ‖pi‖k,∅1 ,
(so that ‖a‖1 = ‖pi‖1), and we obtain
K∑
k=1
K∑
t=1
c2tkΘ(akat)
=
K∑
k=1
K∑
t=1
[
δk=t + 2δk=tB +B
2 +O
(
1
n
)]
Θ(akat)
=
K∑
k=1
(1 + 2B)Θ
(
a2k
)
+
K∑
k=1
K∑
t=1
[
B2 +O
(
1
n
)]
Θ(akat). (C.26)
We now address the two terms on the right-hand side of Eq. (C.26) separately:
K∑
k=1
(1 + 2B)a2k = ‖a‖22 +
2
‖a‖1
K∑
k=1
(
K∑
l=1
a2l
‖a‖1
− 2ak
)
a2k
= ‖a‖22 + 2
‖a‖42
‖a‖21
− 4‖a‖
3
3
‖a‖1
. (C.27)
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K∑
k=1
K∑
t=1
[
B2 +O
(
1
n
)]
akat
=
K∑
k=1
K∑
t=1
{
1
‖a‖1
[
K∑
l=1
(al)
2
‖a‖1
− ak − at
]}2
akat +O
(
‖a‖21
n
)
=
1
‖a‖21
K∑
k=1
K∑
t=1
[
‖a‖22
‖a‖1
− (ak + at)
]2
akat +O
(
1
n
)
+O
(
‖a‖21
n
)
=
1
‖a‖21
K∑
k=1
K∑
t=1
(‖a‖22
‖a‖1
)2
− 2‖a‖
2
2
‖a‖1
(ak + at) + (ak + at)
2
akat +O
(
‖a‖21
n
)
=
1
‖a‖21
[
‖a‖42 − 2‖a‖42 +
K∑
k=1
K∑
t=1
(
a2k + 2akat + a
2
t
)
akat
]
+O
(
‖a‖21
n
)
=
1
‖a‖21
[
‖a‖42 − 2‖a‖42 + 2‖a‖33‖a‖1 + 2‖a‖42
]
+O
(
‖a‖21
n
)
=
1
‖a‖21
[
‖a‖42 + 2‖a‖33‖a‖1
]
+O
(
‖a‖21
n
)
. (C.28)
Thus, substituting Eqs. (C.27) and (C.28) into Eq. (C.26) and in turn into Eq. (C.25), we
obtain
n∑
j=1
∑
i<j
c2ij VarAij = Θ
(
‖a‖22 + 3
‖a‖42
‖a‖21
− 2‖a‖
3
3
‖a‖1
)
+O
(
‖a‖21
n
+ ‖pi‖22
)
(C.29)
= ‖a‖22
[
Θ
(
1 + 3
‖a‖22
‖a‖21
− 2‖a‖2‖a‖
3
3
‖a‖1‖a‖32
)
+O
(
‖a‖21
‖a‖22
{
1
n
+
‖pi‖22
‖a‖21
})]
.
Since ‖a‖1 = ‖pi‖1 and ‖a‖21/‖a‖22 ≤ K, it follows that
= ‖a‖22
[
Θ
(
1 + 3
‖a‖22
‖a‖21
− 2‖a‖2‖a‖
3
3
‖a‖1‖a‖32
)
+O
(
K
{
1
n
+
‖pi‖22
‖pi‖21
})]
= ‖a‖22
[
Θ
(
1 + 3
‖a‖22
‖a‖21
− 2‖a‖2‖a‖
3
3
‖a‖1‖a‖32
)
+O
(
K
n
)]
(Assumption 1). (C.30)
Furthermore, we obtain
≥ ‖a‖22
[
Θ
(
1 + 3
‖a‖22
‖a‖21
− 2‖a‖2‖a‖1
)
+O
(
K
n
)]
= ‖a‖22
[
Θ
([√
3
‖a‖2
‖a‖1
− 1√
3
]2
+
2
3
)
+O
(
K
n
)]
= Θ
(
‖a‖22
)
. (K = o(n)) (C.31)
From Eq. (C.30), it follows that
n∑
j=1
∑
i<j
c2ij VarAij ≤ ‖a‖22
[
Θ
(
1 + 3
‖a‖22
‖a‖21
)
+O
(
K
n
)]
. (C.32)
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Thus, since ‖a‖22 ≤ ‖a‖21, we conclude from Eqs. (C.31) and (C.32) that whenever K = o(n),
we obtain the required result of this lemma:
n∑
j=1
∑
i<j
c2ij VarAij = Θ
(
‖a‖22
)
.
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C.2 Simulations illustrating theorems in Chapter 4
C.2.1 Simulations illustrating Theorem 4.2.2 for simple networks
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Figure C.1: Illustration of Theorem 4.2.2: The large-sample behavior of modularity Q̂ for
simple networks; simulated from power law networks with EAij = (ij)−0.2.
146 Appendix C. Supporting material for Chapter 4
−4 −2 0 2 4
0
0.1
0.2
0.3
0.4
Q̂−b
s
S
m
oo
th
ed
em
pi
ric
al
de
ns
iti
es Normal(0, 1)
n = 10
n = 50
n = 500
(a) Smoothed empirical densities
Standard Normal Quantiles
-4 -2 0 2 4
Qu
an
tile
s o
f I
np
ut
 S
am
ple
-4
-2
0
2
4
Normal(0,1)
n = 10
n = 50
n = 500
(b) Q-Q plot
−4 −2 0 2 4
0
0.1
0.2
0.3
0.4
Q̂−b
s
S
m
oo
th
ed
em
pi
ric
al
de
ns
iti
es Normal(0, 1)
n = 20
n = 100
n = 800
(c) Plug-in: Smoothed empirical densities
Standard Normal Quantiles
-4 -2 0 2 4
Qu
an
tile
s o
f I
np
ut
 S
am
ple
-4
-2
0
2
4
Normal(0,1)
n = 20
n = 100
n = 800
(d) Plug-in: Q-Q plot
Figure C.2: Illustration of Theorem 4.2.2: The large-sample behavior of modularity Q̂; simu-
lated from power law networks with EAij = 0.81 · (ij)−0.7.
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Figure C.3: Illustration of Theorem 4.2.2: The large-sample behavior of modularity Q̂; simu-
lated from power law networks with EAij = 0.16.
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C.2.2 Simulations illustrating Theorem 4.2.2 for multi-edge networks
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(a) Binomial: Smoothed empirical densities
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(e) Negative Binomial: Smoothed empirical densities
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Figure C.4: Illustration of Theorem 4.2.2: The large-sample behavior of modularity Q̂ for
multi-edge networks standardized by the plug-in estimators for b and s; simulated from power
law networks with EAij = 11.56 · (ij)−0.2.
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Supporting material for Chapter 5
D.1 Likelihood functions for model comparison
In section 5.3, we fit and compare four models to the email interaction network: Poisson, Zero-
inflated Poisson, Negative Binomial and Zero-inflated Negative Binomial. For the comparison,
we will additionally need the 1-parameter model Poisson(λ) and the saturated Poisson model.
We now describe each of these models in turn.
Aij ∼ Poisson(λ):
We model the edgesAij as independent and identical distributed Poisson random variables
with the expectation EAij = λ,∀i, j. The corresponding log-likelihood is defined as
log f(A|pi) =
n∑
j=1
∑
i<j
[Aij log λ− log(Aij !)− λ].
Aij ∼ Poisson(piipij):
We model the edges Aij as independent Poisson random variables with the expectation
following the degree-based model of Definition 2 (EAij = piipij ,∀i, j). The corresponding
log-likelihood is defined as
log f(A|pi) =
n∑
j=1
∑
i<j
[Aij log(piipij)− log(Aij !)− piipij ].
Aij ∼ Zero-inflated Poisson(piipij , p):
We model the edges as independent zero-inflated Poisson random variables with the ex-
pectation following the degree-based model of Definition 2; i.e.,
Aij = ZYij , Z ∼ Bernoulli(1− p), Yij ∼ Poisson(λ′ij)
with Z and Yij being independent for all i < j, and λ′ij = piipij/(1 − p) such that EAij =
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(1− p)λ′ij = piipij . The corresponding log-likelihood is defined as
log f(A|p,pi) =
∑
Aij=0
log
(
p+ (1− p) exp
(
− piipij
1− p
))
+
∑
Aij>0
log
(
(1− p) exp
(
− piipij
1− p
)(piipij
1−p
)Aij
Aij !
)
.
Saturated Poisson model:
We model the edges Aij as independent Poisson random variables with the expectation
equal to the observed edge value (EAij = Aij ,∀i, j). The corresponding log-likelihood is
defined as
log f(A|pi) =
n∑
j=1
∑
i<j
[Aij log(Aij)− log(Aij !)−Aij ].
Aij ∼ NegativeBinomial(piipij , r):
We model the edges Aij as independent Negative Binomial random variables with the
expectation following the degree-based model of Definition 2 and we denote by r the shape
parameter. This can be interpreted as Poisson distributed edges with mean W where we regard
the mean itself as gamma distributed with EW = piipij and shape parameter r. Under this
parametrization we obtain EAij = piipij . The corresponding log-likelihood with Γ being the
gamma function is defined as
log f(A|p, r,pi) =
∑
Aij=0
r
[
log r − log(µ′ij + r)]
+
∑
Aij>0
(
log Γ(Aij + r)− log Γ(Aij − 1)− log(Γ(r))
+ r
[
log r − log(µ′ij + r)
]
+Aij
[
logµ′ij − log(µ′ij + r)
])
.
Aij ∼ Zero-inflated NegativeBinomial(piipij , r, p)
Furthermore, we model the edges as independent zero-inflated Negative Binomial random
variables with the expectation following the degree-based model of Definition 2; i.e.,
Aij = ZYij , Z ∼ Bernoulli(1− p), Yij ∼ NegativeBinomial(µ′ij , r)
with µ′ij = piipij/(1−p) such thatEAij = (1−p)µ′ij = piipij . The corresponding log-likelihood
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is defined as
log f(A|p, r,pi) =
∑
Aij=0
log
[
p+ (1− p)
(
r
µ′ij + r
)r]
+
∑
Aij>0
(
log(1− p) + log Γ(Aij + r)− log Γ(Aij − 1)− log(Γ(r))
+ r
[
log r − log(µ′ij + r)
]
+Aij
[
logµ′ij − log(µ′ij + r)
])
.
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