HTTP Adaptive Streaming (HAS) offers media players the possibility to dynamically select the most appropriate bitrate according to the connectivity performance. A best-effort strategy to take instant decisions could dramatically damage the overall Quality of Experience (QoE) with re-buffering times, and potential image freezes along with quality fluctuations. This is more critical in environments where multiple clients share the available bandwidth. Here, clients compete for the best connectivity. To address this issue, we propose LAMB-DASH, an online algorithm that, based on the historical probability of the playout session, improves the Quality Level (QL) chunk Mean Opinion Score (c-MOS). LAMB-DASH is designed for heterogeneous contents and changeable connectivity performance. It removes the need to access a probability distribution to specific parameters and conditions in advance. This way, LAMB-DASH focuses on the fast response and on the reduced computing overhead to provide a universal bitrate selection criterion. This paper validates the proposed solution in a real environment which considers live and on-demand Dynamic Adaptive Streaming over HTTP (DASH) and High-Efficiency Video Coding (HEVC) services implemented on top of GStreamer clients.
Introduction
The combination of increasing video streaming users heavily dominating the traffic over the Internet, the demanded high quality from the cutting edge displays of their devices, and the required support for mobility is driving the evolution of media services. Fueled by improved cameras with stunning picture quality [1] and the breakthroughs in display technology [2] , the traffic for videos delivered over the Internet will reach 80% of the total Internet traffic by the end of 2019, according to the report issued by the world IT leader Cisco [3] . Meantime, reaching heterogeneous devices gains relevance thanks to the growth of mobile devices as an entry point to these services [4] .
From an industry perspective, solutions for video distribution need to allow video traffic to cross delivery networks and middleboxes without the need for a specific setup. Moreover, video streaming services must work on top of unmanaged delivery networks, where quality is not guaranteed, on a best-effort basis [5] . Furthermore, they have to facilitate the development of new business models and personalized advertising [6] .
All the described requirements have led to the creation of new efficient video streaming techniques over hypertext transmission protocol (HTTP). HTTP Adaptive Streaming (HAS) responds to demands from multimedia services supporting heterogeneous display setups, different user preferences and languages, and changeable mobility situations with a content delivery network (CDN)-ready design. It benefits from the ubiquitous connectivity because practically any connected device supports HTTP. HAS is a pull-based protocol [7] that easily traverses middleboxes, such as firewalls and NAT devices. At the same time, it keeps minimal state information on the server side, making servers more scalable than conventional push-based streaming servers. Last but not least, concerning existing HTTP caching infrastructures, the protocol stack of HAS is not different compared with any other HTTP application. This allows distributed CDNs to enhance the scalability of content distribution, where individual segment of any content is cacheable as a regular Web object.
HAS solutions provide a manifest file detailing a playlist of segments with the different media that can be played. The essence of this approach is the transformation of the traditional push mode to a pull mode. This way, the service delegates the responsibility of operating the service in a proper and efficient manner to the players. To this end, the players autonomously take the real-time decisions to request a specific segment tied to a nominal bitrate. The aim of the bitrate selection algorithm is to maximize the quality of the playback.
This client-driven approach, where control is distributed over the various clients and each client strives to optimize its individual quality, has some issues that can damage the Quality of Experience (QoE). The issues span initial buffering delay, temporal interruptions or pauses, and visible video resolution switches during a video transmission [8] . This QoE degradation is even tighter in dense client environments, when considering a cellular network, the radio access network (RAN), a Wi-fi hotspot, and the network edge. There, it becomes complex to provide video services to several users competing independently for the available bandwidth when trying to maximize the used bitrate.
Rate control is a core tool for video coding. Most of existing rate control algorithms are based on the bitrate (R)-quantization (Q) model [9] , which characterizes the relationship between R and Q. The Q parameter is the critical factor for rate control as Q directly reflects on the resulting quality. Moreover, the R-Q model is usually governed by the k Lagrange multiplier to achieve the target bitrates accurately [10] . Likewise, our implemented LAMB-DASH algorithm deals with the selection of the decoded bitrate online for Dynamic Adaptive Streaming over HTTP (DASH) streams to improve the QoE.
In order to get higher QoE, this paper targets an adaptation algorithm embedded in multiple players sharing a connection link which makes real-time bitrate decisions to conduct a more efficient and fair video transmission. To this end, we propose a bitrate decision algorithm to get a low-complexity adaptation mechanism that improves the Quality Level (QL) chunk Mean Opinion Score (c-MOS) by controlling the bitrate selection criterion of a player, based on the historical probability of the playout session.
The novelty of LAMB-DASH lies, firstly within its flexibility to produce a fast response, valid for any kind of incoming content characteristics or connectivity status, meaning that the algorithm does not require a priori knowledge, secondly within its design, with a low-complexity heuristic model, based on measurements and estimations from a current stream state, and lastly within the implementation of the algorithm and its deployment in a real, not simulated, setup in a scenario where several clients compete for the available network resources.
The paper is structured as follows. First, Sect. 2 contains a review of the related work in terms of adaptive streaming over HTTP, the quality decision algorithms, the QoE models, and how LAMB-DASH goes beyond this. Then, in Sect. 3, we introduce LAMB-DASH, including the target scenario for this research work, problem statement and the notation employed, the decision algorithm and the shortcuts adopted in order to implement it in a practical manner. After describing our approach, we describe the implementation using MPEG-DASH [5] and High-Efficiency Video Coding (HEVC) formats [11] in Sect. 4. To assess the outcomes, Sect. 5 on validation describes the set of experiments carried out and the results achieved compared with the ones from the literature. Finally, we present our conclusions in Sect. 6.
2 Related work 2.1 Adaptive streaming over HTTP HAS imitates traditional streaming via short downloads using a HTTP client, which downloads small video chunks. In an adaptive streaming system, the video content is stored in the server by encoding it in several representations and splitting the resulting streams into many temporal segments. The duration of the segments typically ranges from 2 to 15 s depending on the latency constraints of the streaming service. Each representation is characterized by a specific codec, language, resolution, bandwidth, view, and frame rate.
The client requests segments in chronological order to restore the original content, and the chosen representation for each segment can vary in order to adapt the stream to the capabilities of the connection and the player. The bitrate adaptation algorithm inside the client player allows the client to independently choose its playback quality and prevents the need for intelligent components inside the network. The decision is conditioned by the particular decision logic implemented in the client, since it can be based on several adaptation algorithms. This mechanism is depicted in Fig. 1 .
Bitrate decision algorithms
Streaming services have to rely on the experience that derives from the network stability, efficient utilization, and fairness. Recent research in adaptive streaming, such as Low-Latency Prediction-Based Adaptation (Lolypop) by Miller et al. [12] and Chiariotti et al. [13] , is focusing on the development of client-side adaptation algorithms. To this end, the client monitors some key indicators in order to perform the decision that better fits with the current state and maximizes the playback quality. Key indicators are not unique, since many factors can be taken into account; in this sense, according to the ones chosen, the algorithms are grouped into connection-based and content-based.
Connection-based algorithms are focused on choosing the bitrate taking into account server-client connection status and the streaming session. Some common indicators are connection bandwidth and latency. Algorithms in this category are Fair, Efficient, Stable, adaptIVE (Festive) [14] , Probe and Adapt (Panda) [15] , and Lolypop [12] .
The aim of content-based algorithms is to characterize the content in order to adapt the representation bitrate with the scene, i.e., a high-motion scene is more complex than a static one, and then the representations can be improved by choosing a higher level of representations. Typical values to process in this case are peak signal-to-noise ratio (PSNR) or structural similarity (SSIM). The SSIM parameter is usually preferred because the PSNR is a purely mathematical value, while SSIM tends to adapt to the human perception of the image. Content-based algorithms are not as common as the connection-based ones; an example of an SSIM-based algorithm is provided by Chiariotti et al. [13] . Unfortunately, the existing research in content-based selection of bitrate suffers from high implementation complexity and large overhead.
More complex solutions are being explored in order to address both aspects, the status of the connection player and the feature of the video content. An attempt at integrating the knowledge of the quality into the Panda algorithm is explained by Li et al. [16] . However, the issue related to heavy model processing persists.
Another way to classify the adaptation logic is to divide them according to the decision rules of the algorithm. In this sense, there are two categories, heuristic-based and optimization-based. The algorithms that belong to the first group are more common in the literature and are based on direct measurements and decision rules based on the observations. The latter are based on mathematical modeling. Optimization-based algorithms are more precise and potentially generate a higher quality playback than the heuristic-based ones, but they require a big dataset and a long processing time. Going deeper, non-exhaustive mathematical modeling in order to get reasonable trade-off between learning speed and accuracy may even lead to suboptimal solutions. In [17] , it is compared with a simplified state characterization (to gain efficiency) and more complete controllers (more complex and slower) of the representation selection. It concludes that the modeling is usually not fully representative in practice. Among the already cited algorithms, Panda is an example of a heuristic-based solution, while the SSIM-based algorithm by Chiariotti et al. [13] is optimization-based.
The bitrate decision gets more complex in the scenarios where several clients compete for the available bandwidth and in which different video flows traverse the same path in the network. This competition leads to instability in the bitrate decisions, causing frequent oscillations among different bitrate representations, bandwidth under-utilization, and unfairness between players [18] . Here, rate adaptation heuristics, based on the current network conditions captured at the video player, are the most appropriate parameters to dynamically request the appropriate bitrate representation [19] . This work continues evaluating the algorithm through simulations, under highly variable bandwidth conditions and several multi-client scenarios.
QoE models
With regard to quality, QoE is adopted in order to address human perception. The common way to evaluate QoE consists of submitting the content to a highly diversified audience and reporting their subjective evaluations on a precise evaluation scale. A commonly used scale is the MOS which consists of five increasing levels of quality (from 1 to 5) [20] . The disadvantage of this type of testing is that it results in long evaluation times. Subsequently, for practical reasons, many objective models for MOS estimation have been studied in order to profile the subjective human perception of the quality. De Vriendt et al. [21] investigate the most common models in order to verify the fit of each model. In particular, the models shown are: bitrate model, PSNR or SSIMbased model, chunk-MOS-based model, and quality model. It concludes that chunk-MOS model is the optimal one. From here onwards, this paper uses this quality model which is a particular configuration of the chunk quality model. Moreover, thanks to the work of Claeys et al. [22] , the required parameters are limited to a number of objective metrics.
Overview and outlook
Related work solves many of the problems in bitrate decision for improved QoE. Most of the algorithms perform characterization of the content and the network conditions resulting in tailored-specific models. The analysis of the performance is done from experiments based on simulations which range from client decisions to network profiling, while others just consider one HTTP client accessing the content [8, 12, 13, 16, 23] . However, in highly dynamic network scenarios arise some issues that are important to tackle. They often need high computing overhead that does not fit with the constrained processing capacities of the mobile devices and the required real-time response.
representation, respectively. Each representation j is associated with a particular bitrate R j .
According to the notation from Miller et al. [12] , timerelated variables are continuous with starting time t ¼ 0. t r i , t c i and t p i denote request time for the segment i, its downloaded time, and its playback deadline, respectively. Consequently, the playout buffer level at time t, denoted bðtÞ, is defined:
The buffer level should always be positive, otherwise some frames are skipped and it causes a consequent degradation of the playback quality. On the contrary, if the buffer level reaches the buffer size, some frames are dropped because there is no more space for storing them. The buffer size is denoted by B, then 0 bðtÞ B 8 t 2 ½0; N Ã s. This notation is visually represented in Fig. 2 .
The LAMB-DASH algorithm is based on heuristic rules selecting the bitrate by addressing the current stream state:
• buffer level in seconds, bðtÞ, • available bandwidth in Mbps, denoted as qðtÞ,
• and the frequency of the representation switches, XðtÞ, which is defined as the ratio between the number of switches to higher bitrates and the number of downloaded segments.
Due to the fact that numerous switches affect the QoE, a configuration parameter, X Ã , is used in order to limit the frequency switches, i.e., XðtÞ X Ã 8 t 2 ½0; N Ã s. The decision for the representation j of the next segment i is performed during its request, then the values of all the above variables need to be known at request time t r i . The QoE is affected by two factors, the switching frequency and the skipped frames. Therefore, the probability of being downloaded before its deadline playback is evaluated for each representation, P ij . Thus, it is important to note that a configuration parameter must be imposed in order to limit the probability of skipped segments, R Ã , such that each representation whose probability of being downloaded out of time is too high is avoided.
Online bitrate selection algorithm
The final outcome of LAMB-DASH is to improve the video quality by selecting the representation bitrate that better fits with the status of the network and the player. The inputs of the algorithm are the network bandwidth, the playout buffer level, the segment duration, and the configuration parameters R Ã and X Ã . The output is the representation index of the next segment. The decision program of LAMB-DASH is described in Algorithm 1.
The algorithm estimates the probabilities of each segment being correctly downloaded before its playback deadline. Since such probabilities are not available in the initial phase, the first segment is selected by estimating the initial bandwidth while downloading the media presentation description (MPD) manifest. Here, the maximum bitrate that fits with the gauged bandwidth is selected. The selection of the maximum bitrate is an aggressive approach, but it helps to improve the overall perceived quality especially in cases of short duration video sequences, where a single segment has a high impact. On the contrary, a potential negative feature of such a decision is to allow higher initial delay, because the client could need a higher buffering time in the initial phase [24] .
From the second segment on, the algorithm has a characterization of the network bandwidth and it can evaluate the probabilities of correctly playing each representation. A segment i is correctly playable at representation j if its download finishes earlier than its playback deadline. The maximum admissible download time is equal to the buffer level, then the minimum download bitrate consists of the ratio between the segment size s ij ¼ R j Ã s and the buffer level. Here, R j is the nominal bitrate of a representation j. Therefore, the probability of being correctly played can be written as:
The right expression is found by multiplying by R j *s and dividing by bðti r Þ Ã ðt c i À t r i ). The value
is the actual average bitrate that the client will experience when downloading the segment i. However, this value is unknown until the download is completed. In order to solve this problem, the current measured value of the bitrate is used as a prediction for the future value of the bitrate; this strategy of approximation is taken from the alternatives explored in [12] , as this results in a better performance. A relative prediction error is estimated by:
whereq i and q i represent the estimation and the real value of the average bitrate, respectively. We can find q i from the above equation and substitute it in the preceding one.
i is still an unknown value, but it is characterized by sampling instant measurements of bitrate and correlating the corresponding values of i and their distribution. The notation can be simplified by noting that i only depends on the network which is a stochastic environment, affected by the concurrent players competing for the available bandwidth. It follows that it is independent from the segment, then we simply use instead of i . Before explaining how to evaluate , it is important to note that the LAMB-DASH algorithm is based on estimating a cumulative distribution function (CDF) of the relative error probability. This estimated CDF is achieved by means of two steps executed along the playback:
1. Acquire available bitrate samples and evaluate the empirical cumulative distribution function (ECDF) of the relative error probability . 2. Calculate the estimated CDF from the ECDF.
LAMB-DASH uses a heuristic approach, removing the need to perform a long processing stage to find an optimal CDF, which fits with the measured values. Thus, LAMB-DASH offers some design decisions from the implementation perspective:
• LAMB-DASH does not need a priori knowledge of the network condition. • The evaluation of the ECDF is continuously executed using a few measurements taken during the stream session, while downloading the segments instead of at the start time. This way, no bandwidth overhead is introduced, since LAMB-DASH takes measurements from the data received from the stream. • It is not necessary to fit a known reference CDF for all the session, but rather a piecewise linear approximation with a complexity O(n), which provides an estimated CDF from the ECDF. This design saves heavy processing from the L2 distance minimization in Lolypop, with a complexity Oðn 2 Þ [25]. • The ECDF and the estimated CDF are periodically updated, as updated measures are loaded continuously. This mechanism makes the algorithm resilient to radical environment changes. • Instead of having a significant initial computational overhead, it introduces a low computational overhead for the measurements during the stream session. The differences across the CDF, ECDF, and estimated CDF are shown in the example in Fig. 3 . The goal is to characterize an unknown CDF curve to choose the appropriate bitrate representation accordingly. The ECDF is a step function sampling the target CDF, which is assessed from samples of network performance measures. In order to approximate the CDF from the ECDF, there are two options: first, that employed by Lolypop, to minimize the distance of the ECDF curve to a set of known CDF curves and second, that implemented in LAMB-DASH, to make a piecewise linear approximation of the ECDF. The ECDF is the function evaluated in the first step of both Lolypop and LAMB-DASH. While the selected CDF is the function that Lolypop evaluates at starting time and keeps unaltered during the session. This does not take part of the LAMB-DASH algorithm, which employs an estimated CDF that is periodically evaluated and updated. This approach makes LAMB-DASH able to provide a universal bitrate selection criterion for heterogeneous contents and changeable connectivity performance with a reduced computing overhead. Fig. 3 Example of CDF, ECDF (F (x)) and estimated CDF (F (x)) This is achieved by means of removing the previous characterization stage to optimize the model to specific network conditions and content features in advance.
In order to explain the LAMB-DASH approach, it should be noted that the full range of values for is ½À 1; þ 1), therefore, two cases should be distinguished:
• a negative value for , i.e., 2 ½À 1; 0Þ, means that the predicted bandwidth was an underestimation; • a positive value for , i.e., 2[0; ? 1), means it was an overestimation.
Since they correspond to different situations, for each subrange we construct a distribution function. In the following explanation, we consider the case of overestimated values, in the same way as with the underestimation cases, by changing the measured values with their modulus. We consider executing U measurements, i.e., we have U samples, during which we observe V distinct values for epsilon, 0 , 1 ,..., VÀ1 which have, respectively, q 0 , q 1 ; . . .; q VÀ1 occurrences. The sum of the occurrences is of course equal to U, the number of samples, i.e., P VÀ1 n¼0 q n ¼ U. Then, for each n , we can define its probability: P n = q n U . ECDF is then defined:
where 1 n x is the unit step function which takes a value equal to one 8n 2 ½0; V À 1 : n x. Using the ECDF in (4), LAMB-DASH then constructs the estimated CDF though a piecewise linear approximation:
By joining the expressions (3) and (5), we find that the probability of the segment i being played without error at representation j is given by:
4 Implementation
DASH/HEVC services
In order to verify the proposed algorithm, we have deployed it in an environment where the adaptation logic in the clients will take action. To make the media content available to the clients, we use an Apache server serving MPEG-DASH manifest and segments files (ISO/IEC 23009-1:2012). This way, they will be requested though HTTP GET. In order to create the test sequences, we employ raw videos which are encoded in HEVC format (ISO/IEC 23008-2:2015). They are multiplexed in ISO MPEG4 files (ISO / IEC 14496-12 -MPEG-4 Part 12) and split into segments. The HEVC encoding and parsing capacity is already provided by GStreamer 1 (x265enc and 265parse) . However, the current implementation (v1.12) does not support the configuration to introduce periodic or on-demand key frames and header information, as required to generate playable segments without inter-dependencies. Key frames are essential for HAS segments because they do not refer to other frames, i.e., it is always possible to start decoding from a key frame. In terms of header information, i.e., sequence parameter set (SPS) and picture parameter set (PPS), some fields are mandatory for playing the stream, as they provide basic parameters like the frame size. This way, the solution provided by GStreamer only creates HAS contents to be played when starting from the first segment, because it is the only one that contains a key frame and header information. For the on-demand streaming mode, such limitation has no effect because the playback has to start from the beginning. On the contrary, in live streaming mode, the stream should start from the segment containing the current time. Thus, if the segment does not contain a key frame and headers, it is not possible to play it. This issue has been fixed by forcing the encoder to create a stream containing several key frames (at least one at the beginning of each segment) and sending header information each time that a key frame is encoded.
The encoded stream has to be multiplexed and split, but the official release of GStreamer does not provide such operations at the moment (v1.12). It is possible thanks to the work of Thiago Santos who provides a multiplexer called mp4dashmux 2 and a file sink called dashsink 3 (v1.5). Both plug-ins are published under LGPL license conditions. The two plug-ins are highly related because they need to exchange information with each other, in order to properly create a manifest and segments. In the original release, they were not spanning all the possibilities considered in our experiments, and then two main improvements have been required: -Extend support for HEVC because they are only meant for H.264/AVC. -Add support for live streaming mode templates, as it is only able to generate on-demand streams.
Firstly, the encoded data is managed by mp4dashmux whose role is to recognize key frames and header information, previously inserted in the stream, and to use them to create consistent segments of a fixed duration. When the segment is ready, mp4dashmux sends a key unit event to dashsink. Then, dashsink writes the segment in the Apache server folder. Each time dashsink writes a segment, it returns a key unit event to mp4dashmux asking for a new one. The last function to be performed by dashsink is to recognize the content in the segments and periodically update the manifest. On the client side, the main components for DASH playout are:
• The MPD parser, which receives and parses the XMLbased media presentation description (MPD). • The segment handler, which requests the segments for the selected representation, based on the decisions taken by the adaptation logic, and downloads them via an HTTP client. • The adaptation logic, which decides the media representation that shall be selected for a given content, based on the network parameters, display characteristics, and user preferences, in order to maximize the QoE.
The proposed online algorithm has been implemented in a GStreamer client. Coincidentally, GStreamer does not provide support for MPEG-DASH playback because there are no plug-ins that correctly parse on-demand and live manifests. Thiago Santos provides a plug-in called dashdemux 4 (v1.9), which parses the manifest, provided by the source, and requests the segments for filling the buffer. The decision algorithm has been implemented inside dashdemux. To this end, we introduced a measurement process. This process runs in background and lets the algorithm discover the current state of the available bandwidth. Then the algorithm evaluates the distribution of the relative prediction error . Such measurement process is arranged to take samples every 200 ms. This sampling ratio keeps the processing overhead low to avoid affecting the playout experience of the client device. The algorithm has to decide the next bitrate representation to immediately download a new segment, once the last downloaded segment starts playing. The algorithm is executed in order to evaluate the probability for each representation. Then, the algorithm chooses the bitrate representation that suits the measured bandwidth, the buffer level, and the configuration parameters R Ã and X Ã , as already explained in Algorithm 1. Afterward, in the dashdemux element, the playout buffer of the pipeline gets more seconds to reflect the new stored segment. As the segment is decoded and played, the buffer is drained by the following plug-in in the pipeline of the player.
QoE model
From the work of De Vriendt et al. [21] , we express our results in terms of MOS by means of this QL model. Our results are validated by following the conclusions of Claeys et al. [22] , with a QL model, and Mok et al. [26] , limiting the MOS evaluation to a set of objective metrics from the connection heuristics. The employed set of objective metrics perfectly fits the HAS environment, including quality switches, frequency and duration of freezes. The final equation, as seen in [22, eq. (6) ], is the following:
In the equation, l and r are the normalized mean value and standard deviation of the QL assigned to the representations, respectively. So, they are inherently related to the quality switches. The values are calculated through the formulas presented in [22] :
N and M represent the number of segments and the representations; while Q i is the QL chosen for the segment i. / is the value that takes into account freeze events, since it compiles both duration and quantity, the resulting formula is presented in [22, eq. (5)]:
F freq and F avg represent the frequency of freezes events and the average duration. Work from [22] concludes that the operational range of the estimated MOS is [0; 5.84], in contrast to the discrete scale from 1 to 5 of the theoretical MOS.
Validation
The total amount of time is set to 9 min and 50 s because it is the duration of the chosen video test (Big Buck Bunny). Its raw version is provided by Xiph.Org Foundation. 5 The chosen duration for each segment is fixed to 5 s, granting a balanced live delay and window time for successful segment download trade-off.
The generated representations are useful for testing our algorithm on the client side. The considered networks and devices are translated into six representations for the generated content, 6 as presented in Table 1 . Here, the group of pictures (GOP) size sets the number of frames between key frames.
The algorithm is tested by setting the internal parameters R Ã and X Ã to 0.5 and 0.1, respectively. This means an error probability of less than 50% and a switching rate of less than 1 10 . Such values are chosen according to the results of Miller et al. [12] , where such configuration provides the higher representation bitrate among all the different tests carried out.
The test bed is configured as in Fig. 4 . This way, the test bed can be easily setup and the networking conditions better controlled, thus avoiding interferences from other clients or networks typically present on cellular and Wi-fi infrastructures. The download bandwidth limitation of 25 Mbps would theoretically produce bottlenecks when ten players try to access to highest bitrate option (3.4 Mbps) listed in table to specific network conditions and content features in advance.
In this environment, two different scenarios are presented: -Scenario 1: the clients are synchronized to a common clock joining the live stream at once. This means clients are concurrently sharing common resources, as they are measuring the same available bandwidth value at once. This is shown on the left-hand panel; -Scenario 2: the clients are randomly joining the live stream. This means clients are measuring different bandwidth values, since they do not download at the same time, then they experience network bandwidth fluctuations. This is on the right-hand panel.
In scenario 1, the clock employed is based on network time protocol (NTP). The clients employ the ability of GStreamer to become synchronized to a NTP clock in order to synchronize the bootstrapping of the playout. The clock is no longer synchronized to follow the playback time afterward. Figures 5 and 6 show the behavior of the proposed algorithm executed on ten competing clients that are sharing a wired network with an available bandwidth limited to 25 Mbps.
Under the described conditions, the available bandwidth graphs show that, in the first scenario (Fig. 5a ), the clients tend to measure 2.5 Mbps, which is the effective amount of bandwidth per client. Few peaks rise over 5 Mbps due to extra available bandwidth when some clients are not accurately synchronized in their requests. In the second scenario ( Fig. 5b) , the measured values span a range from 2.5 to 25 Mbps. This goes from a fair utilization of the shared bandwidth to an unfair utilization, with players taking the total amount of bandwidth of the channel, as simultaneity is stochastic.
The above observation becomes more evident when comparing the measured available bandwidths and the selected representation bitrates, in terms of average value and deviation per client (Fig. 5c, d) . Again, it is clear, from the figures, that the second scenario is more variable because higher values for deviation are present. Moreover, in the first scenario (Fig. 5c ), clients tend to have an average selected representation bitrate that is proportional to the measured one. Here, there is an offset in favor of the measured one. On the contrary, the second scenario ( Fig. 5d) shows that a variable measured bitrate provides a worse behavior, as the average value of the selected representation bitrate does not follow the measured one.
Despite this different behavior, the curves of the playout buffer graphs (Fig. 6a, b ) and the selected representation bitrate (Fig. 6c, d ) look similar. In both scenarios, the playout buffer level leans toward 5 s, which is the maximum amount of data queued. In our tests, the buffer size has been defined to accommodate the duration of the segments. Therefore, sometimes the buffer level dramatically falls down and affects the playback with freezes. Such events occur when clients demand a bandwidth higher than the effective one. They switch to a representation with a higher bitrate which needs a higher download time causing buffer emptying.
With regard to the representation bitrate graphs (Fig. 6c,  d) , the two scenarios encompass all the possible levels, as their choices span from the lowest representation bitrate, 420 kbps, to the highest one, 3.4 Mbps. We observe that the selection is effectively influenced by the estimated bandwidth and buffer level. In scenario 1, with a more stable bandwidth experienced, the algorithm reacts to buffer empty in a conservative mode by switching to a representation with lower bitrate. The aim is to get buffer refill and avoid freezes. On the contrary, in scenario 2, with a stochastic measured bandwidth, a high peak in the measured bandwidth drives the algorithm toward greedy behavior. This means the algorithm switches to a higher bitrate in order to improve the quality. Such adaptability, at buffer and bandwidth level, is brought about by the live measurements allowing the algorithm to discover state changes. It means that the algorithm can be exploited in heterogeneous environments by tuning the conservative and greedy ratios using the internal parameters R Ã and X Ã .
Coincidentally, Table 2 points out the stability of scenario 1, in terms of segment quality switches, because the clients tend to change less than in scenario 2. The average value in the first case is 24.8, while in the second it is 27.8 for a total duration of 118 segments. Again, the result is definitively reasonable due to a less variable measurement of the available bandwidth. Table 2 also shows the quantity and average duration of freezes. The behavior of the two cases is similar in terms of switches, since all the clients experience no more than three freezes with an average duration around 53 ms.
The numerical results of the quality evaluation are presented in Table 3 . As already explained, the evaluation has been done following the MOS model, because it gives us a human-like evaluation. MOS is evaluated for each scenario and client according to expression (7) . In the scenario 1, the range for MOS spans from 1.94 (client 2) to 2.77 (client 1) with an average value of 2.25. While, in the scenario 2, MOS spans from 1.87 (client 7) to 2.57 (client 1) with an average value of 2.17. Such values correspond to a variation of ? 3.7%, ? 7.7%, and ? 4.1%, respectively, for the minimum, maximum, and average value in favor of the scenario 1. Therefore, this means that a situation where the bandwidth is equally distributed is favorable, since it provides the best overall quality.
In order to complete the evaluation, we also include the average bitrate in Table 3 . We can observe from the resulting values how the algorithm is able to guarantee fairness in representation bitrate among the clients. In scenario 1, the average bitrate spans from 1.71 (client 2) to 2.24 Mbps (client 1), then the difference is 0.53 Mbps corresponding to ? 31% from the lowest to the highest. In scenario 2, the average bitrate ranges from 1.75 (client 7) to 1.97 Mbps (client 1). Here, the difference is 0.22 Mbps corresponding to ? 12.6%. So scenario 2 is not the best in terms of overall quality, but is fairer, because the variation between the lowest and highest average bitrates is smaller than scenario 1. The higher variability of the measured bandwidth during the playout time and among the clients provides fairness in representation selection. This is because, in scenario 2, the algorithm tends to under-utilize the network due to more frequent conflicts (Fig. 5b ) caused by erratic bandwidth assessment when autonomous clients compete for the available bandwidth. This lower average bitrate makes the operational range narrower.
Finally, it should be noted that scenario 1 represents a very singular case where the quality is improved by simply synchronizing all the clients for the initial HTTP requests. The strategy of employing a common clock for all the clients to constrain the discrete times to perform the first request is simple and obtains an improvement in quality (4%) and average bitrate (3.4%). This strategy results in a more accurate and stable characterization of the connectivity status (Fig. 5a ). The results of scenario 2 evaluate the performance of the algorithm when this synchronization is not possible.
Conclusion and future work
In this work, we have presented a bitrate adaptation algorithm, named LAMB-DASH, whose aim is to maximize the video quality by means of a client-driven selection. LAMB-DASH allows the client to take the network conditions during the bitrate adaptation process into account, Fig. 4 The network topology of the test bed. Local indicates that the bitrate is effectively unbounded and the link delay is 0 ms while still maintaining the ability to react to sudden bandwidth fluctuations in the local network. LAMB-DASH is ahead of the existing solutions in two different aspects. First, it can be universally applied to different content types and changeable networking conditions. To this end, LAMB-DASH performs live assessment instead of preliminary processing for network featuring. Second, when considering the computational overhead over the video streaming playout, the required background computation is reduced when compared to heavier and less flexible alternative computing and optimizing models.
The algorithm has been implemented and validated on top of a GStreamer client and tested in a setup where multiple clients share the same path in the network therefore competing for the available bandwidth. Two different scenarios have been explored. Scenario 1 runs clients synchronized to a common clock joining the live stream at once. Scenario 2 arranges clients randomly joining the live stream. Here, they experience stochastic network bandwidth fluctuations.
The results of on both scenarios show that the algorithm achieves fairness, since the clients tend to the same representation bitrate. However, scenario 2 offers less quality than scenario 1, in which the average efficiency in terms of network utilization and quality experienced is higher. In scenario 1, a synchronized connectivity status assessment produces a more accurate and stable characterization. The strategy of employing a common clock for all the clients, to constrain the discrete times to perform the first request, is affordable and reliable with an out of band clock, maintaining the integrity of the DASH protocol.
Future work to LAMB-DASH algorithm will provide dynamic solutions while downloading a segment, in case of detection of sudden changes of network conditions, featuring a multi-pass reactive approach. 
