Vision based human action recognition has been an active research field in recent years. Exemplar matching is an important and popular methodology in this field, however, most previous works perform exemplar matching on the whole input video clip for recognition. Such a strategy is computationally expensive and limits its practical usage. In this paper, we present a martingale framework for selection of characteristic frames from an input video clip without requiring any prior knowledge. Action recognition is operated on these selected characteristic frames. Experiments on 10 studied actions from WEIZMANN dataset demonstrate a significant improvement in computational efficiency (54% reduction) while achieving the same recognition precision.
Introduction
Human action recognition in single-view videos is an important and attractive research topic with a wide range of applications such as vision-based surveillance, human-computer interaction (HCI), motion retrieval and content-based video indexing/searching.
Past works in this topic can be roughly divided into two categories of model-based and model-free approaches [1] , [2] . Model-based approaches [3] initialize a known human model of body structure based on prior knowledge and estimate observed poses as the most likely poses based on a likelihood function. One problem of model-based approaches is that the initialization of the model is often difficult, which weakens its practical usage. Model-free approaches are further categorized into learning-based and example-based approaches. Learningbased approaches [4] learn a direct mapping from observation space to pose space using training samples. A drawback of learning-based approach is that many and fully labeled data is required for training, therefore a small training set with few actions is not sufficient for obtaining a good matching/estimation. Example-based approaches [5] store a set of reference samples with their pose description from training samples (called exemplars or key poses) and pose/exemplar-matching is performed in a similarity search between observations and those reference samples. Compared with learning-based approaches, example-based approaches work with fewer reference samples (exemplars/key poses) to describe actions, and thus are more advantageous for practical usage. Such example-based approaches have achieved satisfactory performance on standard datasets such as WEIZ-MANN [6] and KTH [7] datasets. Typically, pose/exemplarmatching is performed frame by frame in an input video sequence. That is, each frame in a video is matched to key poses/exemplars to evaluate similarity between them. It is obviously redundant, because neighboring frames are so similar in a video (Fig. 1) . Therefore, in this study, we choose only few frames from the input video sequence for exemplar matching.
Contribution
As described already, it is often the case that just a few frames are sufficient for basic action recognition, as displayed in Fig. 1 . In this paper, such frames are called characteristic frames and we try to select them from a whole video without requiring any prior knowledge.
In this paper, we exploit a martingale framework for selecting just the characteristic frames. The following is expected from our framework:
• The framework does not require any prior knowledge about the performed actions (e.g., the category, spatial and temporal extents of performed actions).
• The framework gives the basic description of performed actions (e.g., time duration of pose states, cycles of performed actions) which is necessary in visual task on detailed human activity analysis.
Since we use only few characteristic frames instead of the whole video sequence, action recognition is achived faster than is possible with previous approaches. Furthermore it extends the applicability. For example, our proposed framework could be used in downsampleing to a given longterm video sequence for video analysis.
The rest of this paper is organized as follows: Section 2 reviews the related works. Section 3 states the detailed description of our framework on selection of characteristic frames from an input video. Section 4 presents the experimental results on WEIMANN datasets, followed by disscusions in Sect. 5. Section 6 concludes this paper and shows the future works.
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Related Work
Since human action can be characterized by a successive occurrence of key poses, the pose/exemplar-matching based action recognition is promising [11] , [12] , [15] , [17] - [19] . To reduce the computation cost to deal with a whole video clip, recent efforts have been paid for speeding up the matching process. They are mainly divided into two approaches: optimization based fast matching and sub-clip description of video clip.
The optimization based fast matching attempts to optimize the matching process for reducing computation time by optimization algorithms. Shakhnarovich et al. [10] proposed an algorithm that learns a set of hashing functions that effeciently index exemplars relevant to a particular estimation for action identification. Lv and Nevatia [11] used Pyramid Match Kernel (PMK) algorithm [13] for a fast pose matching on the whole video clip with a large number of frames. Wang and Suter [15] used a Kernal PCA algorithm [16] to perform nonlinear dimensionality reduction on the features extracted from the input video clip. Since optimization based fast matching is operated on the whole video clip as an input, it is still redundant in temporal extent of video clip, as shown in Fig. 1 .
In contrast, sub-clip description aims at representing a whole video with local properties or fewer frames in extracted sub-clip. They are implemented in two different ways: local description of an input video and selection of fewer frames from the whole video. In the local description way, for instance, Blank et al. [17] extractd a human silhouette from each frame and represented the sequences as a set of space-time shapes defined by (overlapping) 10-frames sequences of silhouettes. In selection of fewer frames, Weinland and Boyer [18] represented an entire video clip as some selected key-frames by evaluating the similarity with exemplars for fast action recognition. This still requires a blind searching over the whole video sequence. Schindler and Gool [19] presented a system for action recognition from very short sub-sequence (snippets) of 1-10 frames. These snippets are extracted from the local frames in the input video in the given experiments, but such specific and efficient selection method was not available in practice.
Selection of Characteristic Frames for ExemplarMatching
In this section, we deal with a collection of observation sequence
where f i is the ith frame at given sampling rate. Assuming that the silhouette in each frame has been already extracted by background subtraction, we exploit a martingale framework [20] on selecting few characteristic frames (see Fig. 2 ) before executing exemplarmatching in action recognition.
Basic Idea
First, we show two basic ideas supporting the proposed framework ( Fig. 2 ):
• An observed video sequence can be sufficiently characterized by few characteristic frames for describing basic actions.
• By considering the input video sequence as a set of data streams in which successive frames are almost the same, the characteristis frames can be detected as the change frames between two successive streams.
For detection of change frames, one intuitive way is to assume a statistical model firstly and then performs statisfical tests for one newly observed frame to detect the irregularity. However, this approach may not be feasible when one does not have prior knowledge about the statistical model or when the dimension (the number of features) is relatively high. In this paper, therefore, we apply the theory of martingale to detect the change frames by testing exchangeability of a martingale. The idea to use a martingale for detecting these changes is based on the following three points:
• The changes are detected by testing the null hypothesis that all n (strangeness) values s 1 , s 2 , . . . , s n are exchangeable in the index, through the corresponding ex-
• The following Doob's inequality can be used for rejecting this null hypothesis for a large value of M n :
• This (exchangeability) martingale is constructed from a p-value, the probability of obtaining a test statistic at least as extreme as the one that was actually observed, and the p-value is obtained by a strangeness value appropriately determined in each specific application.
For the detail, see the Ref. [22] .
Detailed Algorithm
The proposed framework consists of 1) silhouette extraction and representation, 2) strangeness evaluation of observed frames and 3) detection of change frames. Silhouette extraction and representation Given an action video F of n frames, i.e., F = { f 1 , f 2 , . . . , f n }, we obtain the corresponding silhouette series E = {e 1 , e 2 , . . . , e n } by background subtraction [14] . Then the bounding boxes of silhouettes are normalized to a size of 100×100 pixels with center-orientation. Block-based context histogram [21] is then computed from e i to represent this silhouette by histogram h i , as illustrated in Fig. 3 .
Strangeness evaluation of observed frames Given a silhouette series represented by a histogram (vector) sequence H = {h 1 , h 2 , . . . , h n }, we measure the strangeness s i of each h i against a model generated from H as the Euclidean distance between h i and the average c of H: m , i ∈ {1, 2, . . . , B × B}; where b(i) is the sum of foreground pixels in the ith block and m is the maximum value of all blocks. By the use of this context histogram, a normalized silhouette e i is represented by a histogram (vector) h i , and thus the whole silhouette sequence F will be represented as H = {h 1 , h 2 , . . . , h n } accordingly. Here, we use a block with a size of 5×5 pixels.
where c is determinated by c = n i=1 h i /n. On the basis of these strangeness values, we construct a family of martingale indexed by ∈ [0, 1] as [22] :
where thep i ' s are thep−values calculated from
where s j is the strangeness value computed by (1) for silhouette h j , j ∈ {1, 2, . . . , i}, and θ i is a random value uniformly distributed on [0, 1]. The value of θ is fixed and set to 0.5 for all instance i, due to the relatively less number of data, in this study. The initial martingale value is set to M
Detection of change frames In the martingale framework for change detection, when a new silhouette h n with strangeness value s n is obeserved, hypothesis testing takes place to decide whether a change occurs or not.
The martingale test for the nth frame is to examine whether or not
where λ is a positive threshold. A change is detected at time n if M ( ) n ≥ λ, otherwise, no change is detected up to time n. Once change is detected, this frame h n is selected to be one characteristic frame and a new martingale starts with this frame, as seen in Fig. 17. 
Algorithm
The concrete algorithm for choosing characteristic frames is presented as follows: 
Dataset
This section shows the experimental results on Weizmann database [6] . The Weizmann database contains 93 video clips at resolution of 180×144 pixels by 9 performers. The performed 10 actions are: bend, jack, jump, pjump (jump in place), run, side, skip, walk, wave1 (wave with one arm) and wave2 (wave with two arms). Each clip in this dataset contains one single action and silhouette series of these clips are already pre-obtained. Some typical frames of 10 studied actions are shown in Fig. 4 . In the experiment, we applied our proposed algorithm to each input video clip for choosing characteristic frames, and then performed action recognition using these selected characteristic frames only. In this approach, such a selection requires an additional processing time, but it reduces the time for matching process (the demonstration will be shown in experimental results). Apparently, the less characteristic frames are, the higher compression rate we obtain with less information. The compression rate is measured as the number of selected frames as:
Compression rate = Number of selected frames Number of total frames (%)
To evaluate the degree of recognition information kept by the selected characteristic frames, we measure the precision as:
Precision
=
Number of clips with correct recognition Number of total testing clips (%) (8)
Implementation and Setting
We implemented modeling and recognizing human actions as the flow shown in Fig. 5 . The detail is described as below.
Modeling of Human Actions
As similar as [11] , we model human actions as follows. 3D exemplars extraction Given one 3D training sequence F k of action k generated by POSER, a human animation software, i.e., F k = { f 1 , . . . , f t , . . . , f n } of n frames, the motion energy of frame f t (t = 2, 3, . . . , n) is calculated as
where P t,i = (x t,i , y t,i , z t,i ) is the position of ith body joint positions in frame f t provided by POSER, m is the number 3D exemplars are extracted by seaching the local maximum and minimum motion energy with window averaging ( Fig. 6 (a) ), then the similar selected exempalrs are removed by a threshold, i.e., either exemplar i or exemplar j is removed if |J(exemplar i ) − J(exemplar j )| ≤ 0.1.
Connection of exemplars With the extracted {exemplar k }, we model the action k as a chain of exemplars (see Fig. 6 (b) ) where the connection of exemplar i and exemplar j is linked if |J(exemplar i ) − J(exemplar j )| ≤ 0.4 or these two exempalrs are adjacent on the context of training sequence.
Generation of 2D observations For view invariance, each 3D exemplar is represented as a set of 2D observations by projection [12] . We use eight 2D silhouette-observations generated by POSER to represent each exemplar (Fig. 7) .
We show the extracted 3D exemplars of 10 actions in Weizmann database in Fig. 8 . 
Action Recognition
Given a testing sequence F, we select m characteristic frames { f 1 , f 2 , . . . , f m } firstly by the proposed framework. Then, the performed action is recognized with these frames in the following procedures.
Similarity evaluation The similarity A( f i , exemplar) between one characteristic frame f i and one exemplar is measured as χ 2 (chi-square distance) [23] :
where h i and h j e are the context histogram (Fig. 9 ) of frame f i and the jth 2D silhouette of exemplar, respectively. Here, χ 2 distance for two histograms h and g over B bins is defined as
Searching the most likely matching path Given m characteristic frames and n k exemplars of action k, we obtain a m×n k array of similarity scores computed by Eq. (10). Then, we search the most likely matching path ϕ k for this action with the constrains of connections in the model of action k by Viterbi algorithm, as in [11] .
Final assignment The final decision is made by the maximum a posteriori (MAP) estimate [18] , i.e., the given sequence F is assigned to be the action k * with the highest similarity in the searched path:
where ϕ k (i) is the searched exemplar of f i in ϕ k .
Experimental Settings
In [20] , any value of ∈ [0.80, 1.00) was demonstrated its effectiveness for machine learning. So, we set = 0.9 in experiments. While, the value of λ was varied from 1 to 4 with 0.5 interval. Fig. 9 Given a contour (a) extracted from a characteristic frame, first, 70 contour points are uniformly selected (b). With 5-radical×12-angular = 60 bins to construct the shape context [23] , a 70×60 array of histogram (c) is obtained from those points. Here, it is noted that since the purpose of this study is to increase the efficiency of exemplar-matching process, the shape context histogram of each frame has been previously computed and reshaped as a 4200D vector by alignment along the contour from the vertex point. Therefore, in the experiment, the computation time (Fig. 14) does not include this computation process.
Fig. 10
The compression rates on 10 actions.
Fig. 11
The precisions on 10 actions. Figure 10 shows the compression rates of 10 actions for λ ∈{1.0, 1.5, 2.0, 2.5, 3.0, 3.5, 4.0}. One notes from (2) that no compression was made for λ = 1, i.e., no selction occured for λ = 1. However, for larger values of λ, more than 80% frames were removed. Figure 11 shows the precisions. The recognition precision decreases with a larger value of λ, gradually. However, no large degradation is seen up to λ = 2, even though 86% frames are removed (Fig. 10) . Here, it is noted that the action 'skip' shows a relatively low precison. This is because the style of 'skip' action strongly depends on actors. This tendency is also reported by the others [9] , [17] - [19] .
Experimental Results and Analysis
Overall, the possible factors preventing a high recognition rate of action recognition are (partial) occlusions and/or noise. Such an example is shown in Fig. 12 in which the extracted silhouettes (at the 2nd row) are partially occluded and come with some noise. The 3rd row is the corresponding manually extracted silhouettes, that is, the ground truth. In fact, the recognition rate using the ground truth silhouettes for a 'lyova-jack' sequence, which was not correctly recognized for all values of λ but one, is improved (Fig. 13 ) and the sequence is now correctly recognized for λ = 1.0 to 3.0. In this sense, the silhouette extraction algorithm which is used in this dataset should be improved.
The computation time is successfuly reduced to around Fig. 12 The exsitence of partial occlussions and noise in testing sequence, named by 'lyova-jack'. From top to bottom: raw frames and provided silhouettes in dataset, ground truth by a human inspector. 50%. This is consitent to the increase of compression rate for different values of λ (compare Fig. 10 and Fig. 14) . This increases the real-timeness in application. In this paper, we have not tried, but some optimizaiton techniques as seen in [10] , [11] , [15] would reduce the time cost more with our selected characteristic frames. As a total evaluation, the framework with λ = 2 was best according to the average precision, compression rate and computation time over all studied actions: only 13.48% frames are selected, the computation time is decreased to 46.14% and recognition precision is almost kept compared with the case of no selection.
Comparison
To select characteristic frames in a video sequence under the expectations stated earlier (Sect. 1.1), one natural and intuitive way is as follows. First, the difference (strangeness) of two consecutive frames in a given video sequence is cal-culated using one similarity measure; then, the frames with peaks of difference are selected as characteristic frames.
In this session, we compared such an alternative selection way using three simialrity measures: histogram intersection (HI), chi-square measure (χ 2 ) and Euclidean distance (ED). We used the same block-based histogram description for frame representation. For a fair comparison, we selected the same number of frames for action recognition as follows. Suppose we have selected m frames from a video sequence for one value of λ by the proposed framework, we then select the top m frames with local maximum difference [24] calculated by the compared measures. Finally, we used the same framework (Sect. 4.2.2) for action recognition.
The computation time is shown in Fig. 15 . We note that the differences of computation time in comparative ways are not much. That is because most of time is spent on computing the histograms for frame representation. However, they exhibit the differences in action recognition rate, as seen in Fig. 16 . The proposed framework outperformed these alternative ways. That is not surprising because the alternative ways select characteristic frames by measuring the difference of two consecutive frames, which is prone to be influenced by noise and incorrect pixels (generated by silhouette detection) exsiting locally on the extent of video sequence. In this sense, the selected frames by these ways sometimes seem to be not change-frame (Sect. 3.1) but abnormal-frames. In contrast, the proposed framework selects characteristic frames with considering the stream of prior frames entriely (Sect. 3.2), which has a relatively better Fig. 15 The average computation time of comparative selection ways. Fig. 16 The performances on action recognition of comparative selection ways.
capacity of absorbing such influences.
Discussion
In modeling of human actions (Sect. 4.2.1), we extracted 3D exemplars using window averaging based on motion energy to measure the difference between two consecutive frames in a training sequence generated by POSER. Obviously, the value of motion energy between two frames with similar human poses is small, in contrast, this value is large for two ones with distinct poses. It seems, therefore, that the change frame jumping from one pose to another could be detected as the peak or valley (i.e., the local maximum or minimum value) of motion energy computed in a motion series with body calibration (e.g., the given joint positions by POSER). Since we select characteristic frames by detecting the change frame between two successive streams containing similar frames (i.e., human poses), the selected frames are expected to be compatible to the exemplars in models. Actually, such a compatibility is seen at least in the cameraview of scenario in Weizmann database (compare Fig. 17 to Fig. 6 ).
In selection of characteristic frames, for a larger threshold value of λ in (4), a smaller number of characteristic frames (see Fig. 10 ) are selected so that computation time is reduced for action recognition (Fig. 14) instead of a lower recognition accuracy (see Fig. 11 ). It is difficult to give an optimal value of λ precisely for the universal usage. From Fig. 10 and Fig. 11 , we recommend to select 10%-15% frames, corresponding to λ = 1.5-2.5, in a video sequence by the proposed framework for efficient action recognition by considering the exsiting noise in observations. Fig. 17 The selected characteristic frames for λ = 2 (a), λ = 3 (b) and λ = 4 (c), from the sequence of daria-bend.
Conclusions and Future Work
We have proposed a framework to select characteristic frames from a video sequence using a martingale based change detection technique. From the WEIZMANN dataset, our proposal extracted and processed only 13.5% of the total frames on the average, while almost matching the recognition performance as the case without frame selection. It reduced the computation time to 46.1% including the selection time.
In the future works, we will evaluate the proposed framework on human activity analysis in 1) a long-term video containing several successive actions and 2) unconstrained videos (e.g., the Hollywood dataset for realistic human action recognition [25] ).
