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Abstract
In the online version of Facility Location, the demand points arrive one at a time and must be irrevocably assigned to an open
facility upon arrival. The objective is to minimize the sum of facility and assignment costs. We present a simple deterministic
primal-dual algorithm for the general case of non-uniform facility costs. We prove that its competitive ratio is no greater than
4 log(n + 1) + 2, which is close to the lower bound of ( lognlog logn ).
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1. Introduction
Given a metric space with a facility cost for each point and a (multi)set of n demand points, the (metric unca-
pacitated) Facility Location problem seeks for a set of points to open facilities minimizing the total cost of opening
facilities and assigning every demand point to its nearest facility. Facility Location provides a simple and natural
model for network design and data clustering problems and has been the subject of intensive research over the last
decade (see e.g. [12] for a survey and [6] for approximation algorithms and applications).
In addition to the offline setting, there are many practical applications where either the demand points are not
known in advance or the solution must be constructed incrementally using limited (if any) information about future
demands (see e.g. [11] for some examples from the areas of network design and data clustering). The definition of
Online Facility Location [11] is motivated by similar considerations. In Online Facility Location, the demand points
arrive one at a time and must be irrevocably assigned to either an existing or a new facility upon arrival. The objective
is to minimize the sum of facility and assignment costs, where the assignment cost of a demand is the distance from
the facility to which the demand is assigned.
Related work. In the offline setting, where the demand points are fully known in advance, there are constant factor
approximation algorithms based on Linear Programming rounding [13,14], local search [2,4], and the primal-dual
method [8,9]. The best known polynomial-time algorithm achieves an approximation ratio of 1.52 [10], while no
polynomial-time algorithm can have an approximation ratio less than 1.463 unless NP = DTIME(nO(log logn)) [7].
Meyerson [11] introduced the online version of Facility Location and presented a randomized algorithm which
achieves a constant performance ratio if the demand points are examined in random order. In the standard framework
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oblivious adversary, Meyerson’s algorithm achieves a competitive ratio of O(logn). Meyerson also proved a lower
bound of ω(1) on the competitive ratio of any online algorithm.
In previous work [5], we improved the lower bound to ( lognlog logn ) even for the special case that the metric space
is a line segment and the facility costs are uniform (i.e., the cost of opening a facility is the same for all points).
We also presented a deterministic algorithm with an (asymptotically) optimal competitive ratio of ( lognlog logn ) for
general metric spaces and non-uniform facility costs. The algorithm is rather complicated to formulate and implement.
Its analysis exploits locality in a highly non-trivial way and is lengthy and quite technical. Hence despite being a
contribution towards understanding the problem from a theoretical point of view, the algorithm of [5] is of limited
practical applicability.
This observation motivated a recent work by Anagnostopoulos et al. [1], who presented a simple (2d logn)-
competitive deterministic algorithm for Online Facility Location in d-dimensional Euclidean spaces. The algorithm
works for the fixed-location uniform-cost model, where facilities have the same opening cost and can be located at a
fixed subset of points. For the Euclidean plane, the algorithm is quite fast and its performance in practice is comparable
to the performance of the algorithms in [5,11]. Nevertheless, the approach of [1] cannot be applied to general metric
spaces and arbitrary non-uniform facility costs.
Contribution. We present a new primal-dual algorithm for Online Facility Location (see e.g. [15] for an introduction
to primal-dual approximation algorithms). The algorithm is deterministic and works for every metric space and the
general case of non-uniform facility costs
The algorithm maintains the invariant that the distances of each demand to the nearest algorithm’s facility consti-
tute a feasible solution to the dual of a natural Linear Programming relaxation for Facility Location. Every time a dual
constraint is violated due to the arrival of a new demand, the algorithm opens a new facility at the location correspond-
ing to the most violated dual constraint, and the dual feasibility is restored. We prove that the algorithm’s competitive
ratio is no greater than 4 log(n + 1) + 2, which is quite close to the lower bound of ( lognlog logn ) [5]. The analysis is
simple and gives new insight into the behaviour of previously known algorithms for Online Facility Location and
related problems.
Our algorithm is the first deterministic algorithm which works for the general case of non-uniform facility costs
and is simple to formulate and analyze, and easy to implement. The only previously known deterministic algorithm
dealing with non-uniform facility costs is the algorithm of [5]. That algorithm achieves an (asymptotically) optimal
competitive ratio of ( lognlog logn ), but it is quite complicated to formulate, implement, and analyze. Moreover, since
there are quite large multiplicative and additive constants involved in its competitive ratio, we expect that the algorithm
presented in this paper will outperform the algorithm of [5] in practice. The algorithm of [1] works only for Euclidean
spaces of small dimension and uniform facility costs. In addition, its competitive ratio is exponential in the dimension
of the metric space. Hence, our results are not comparable to the results of [1].
Problem definition and notation. We evaluate the performance of online algorithms using competitive analysis (see
e.g. [3]). An online algorithm is c-competitive if for all sequences of demand points, the cost incurred by the algorithm
is at most c times the cost incurred by an optimal offline algorithm, which knows the demand sequence in advance.
In Online Facility Location, we are given a metric spaceM = (M,d), where M denotes the set of points and
d :M ×M →R+ denotes the distance function which is non-negative, symmetric and satisfies the triangle inequality.
For every point w ∈ M , we are also given the cost fw of opening a facility at w. The facility costs of some points
may be infinite, in which case we are not allowed to open a facility there. We slightly abuse the notation by letting the
same symbol denote both a demand (facility) and the corresponding point of the metric space.
The demand sequence consists of points u ∈ M , which are not necessarily distinct. When a new demand u arrives,
the algorithm can open some new facilities, in which case it incurs the corresponding opening cost. The decision of
opening a facility at a particular location is irrevocable. Then, u is irrevocably assigned to the nearest facility. If u
is assigned to a facility at w, u’s assignment cost is d(w,u). The objective is to minimize the sum of facility and
assignment costs.
We only consider unit demands and allow multiple demands to be located at the same point. We use n to denote the
total number of demands. We consider the general case of non-uniform facility costs, where the opening costs depend
on the location and there are no restrictions on them.
For a point u ∈ M and a subset of points M ′ ⊆ M , d(M ′, u) ≡ minv∈M ′ {d(v,u)} denotes the distance between
u and the nearest point in M ′. We let d(∅, u) = ∞. Let Bu(r) ≡ {v ∈ M: d(u, v)  r} denote the ball of radius r
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for each new demand u:
L ← L ∪ {u};
updatePotentials (F , u);
w ← arg maxz∈M {p(z) − fz};
if p(w) − fw > 0 then
F ← F ∪ {w};
computeNewPotentials (F , L);
assign u to the nearest facility in F ;
initializePotentials ()
for all z ∈ M do
p(z) ← 0;
updatePotentials (F , u)
for all z ∈ M do
p(z) ← p(z) + (d(F,u) − d(z,u))+;
computeNewPotentials (F , L)
for all z ∈ M do
p(z) ←∑v∈L(d(F, v) − d(z, v))+;
Fig. 1. The algorithm simple non-uniform facility location—SNFL.
around u. We use logx to denote the base-2 logarithm of a positive number x. For every numbers x, y, let (x − y)+ ≡
max{x − y,0}. In the technical part of the paper, we repeatedly use (x − y)+  x − y.
Organization. In Section 2, we formulate the algorithm and discuss the intuition behind it. We also state our main
result, namely that the algorithm’s competitive ratio is no greater than 4 log(n + 1) + 2, and outline its proof. The
main invariant maintained by the algorithm is proven in Section 3. Using this invariant, we bound the algorithm’s
assignment cost in Section 4 and the algorithm’s facility cost in Section 5. The conclusions and some directions for
further research are discussed in Section 6.
2. The primal-dual algorithm
The algorithm Simple Non-Uniform Facility Location (SNFL, Fig. 1) maintains the set of demands considered so
far, denoted L, its facility configuration, denoted F , and the potential of each point z, denoted p(z). At any point
in time, p(z) = ∑v∈L(d(F, v) − d(z, v))+ for all z ∈ M . The algorithm maintains the invariant that the potential
of every point z does not exceed the cost of opening a facility at z, namely p(z)  fz. Every time this invariant is
violated, the algorithm opens a new facility at an appropriately selected location and the invariant is restored.
Initially, L = ∅, F = ∅, and p(z) = 0 for all z ∈ M . When a new demand arrives, the algorithm updates the
potential of all points and computes the point w maximizing p(w) − fw . If p(w) > fw , the algorithm opens a new
facility at w and computes the potentials again according to the new facility configuration. Due to w’s choice, the
invariant p(z) fz is restored for all points z (cf. Lemma 1). If p(w) fw , the invariant holds for all points and no
new facilities open. Finally, the new demand is assigned to the nearest facility in the updated facility configuration.
Intuition. Before establishing the competitive ratio, we give an intuitive description and a primal-dual interpretation
of SNFL. We regard the distance of each demand v ∈ L to the nearest algorithm’s facility, namely the distance d(F, v),
as a credit currently held by v. The demands contribute their credit towards opening new facilities closer to them.
More specifically, if a new facility opens at z, the credit of v becomes d(F ∪ {z}, v)  d(F, v). Each demand v
contributes the difference pv(z) ≡ d(F ∪ {z}, v) − d(F, v) = (d(F, v) − d(z, v))+ to the potential of every point z.
The contribution of v is positive if z is closer to v than any facility in F and 0 otherwise (see also Fig 2(a)).
The potential of each point z corresponds to the decrease in the total demands’ credit if a facility at z opens. The
algorithm opens a new facility only if the decrease in the demands’ credit exceeds the corresponding opening cost.
In simple words, a new facility opens only if the demands are willing to spend an adequate amount of credit for it.
Moreover, the location of the new facility is the point maximizing the difference between the credit spent for the new
facility and the actual opening cost.
We formalize the intuitive description above by resorting to Linear Programming duality. The offline version of
Facility Location is formulated as the following 0–1 Integer Program:
min
∑
z∈M
fzyz +
∑
z∈M
∑
v∈L
xzv d(z, v)
s.t
∑
z∈M xzv  1 ∀v ∈ L
xzv  yz ∀z ∈ M,∀v ∈ L (IP)
yz ∈ {0,1}, xzv ∈ {0,1} ∀z ∈ M,∀v ∈ L
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assigning demand v to facility z. We obtain a Linear Programming relaxation of (IP) by replacing the 0−1 constraints
with yz  0 and xzv  0 respectively. The dual of the Linear Programming relaxation is:
max
∑
v∈L
cv
s.t cv  bzv + d(z, v) ∀z ∈ M, ∀v ∈ L (DP′)∑
v∈L
bzv  fz ∀z ∈ M
cv  0, bzv  0 ∀z ∈ M, ∀v ∈ L
Observing that bzv  (cv − d(z, v))+, we obtain the following equivalent version of the dual:
max
∑
v∈L
cv
s.t
∑
v∈L
(
cv − d(z, v)
)
+  fz ∀z ∈ M (DP)
cv  0 ∀v ∈ L
It becomes clear now that SNFL is a primal-dual online algorithm. It maintains its facility configuration F so that
the distances d(F, v), v ∈ L, constitute a feasible solution to (DP). Every time a dual constraint is violated due to the
arrival of a new demand, a new facility opens at the location corresponding to the most violated dual constraint, and
the dual feasibility is restored.
The running time of SNFL is O(n |M| |F |), where n is the number of demands, |M| is the number of points with
finite facility cost, and |F | is the number of facilities opened by the algorithm. The remaining part of the paper is
devoted to the proof of the algorithm’s competitive ratio.
Theorem 1. The competitive ratio of SNFL is no greater than 4 log(n + 1) + 2.
2.1. Preliminaries
For an arbitrary fixed sequence of n demands, we compare the algorithm’s cost with the cost of the offline optimal
solution. We denote the set of optimal facilities by F ∗. To avoid confusing the algorithm’s facilities with the optimal
facilities, we use the term optimal center, or simply center, to refer to an optimal facility in F ∗ and the term facility
to refer to an algorithm’s facility in F .
We let the optimal solution F ∗ consist of k centers c1, c2, . . . , ck . We use fci , i = 1, . . . , k, to denote the opening
cost of the optimal center ci . In the optimal solution, each demand is assigned to the nearest center in F ∗. Hence, F ∗
partitions the demand sequence into optimal clusters C1,C2, . . . ,Ck . For each demand v, let d∗v ≡ d(F ∗, v) denote
the assignment cost of v in the optimal solution, let Asg∗ ≡ ∑v d∗v denote the optimal assignment cost, and let
Fac∗ ≡ ∑ci∈F ∗ fci denote the optimal facility cost. The total optimal cost is Fac∗ + Asg∗. For demand set C, let
Asg∗(C) ≡∑v∈C d∗v denote the optimal assignment cost for the demands in C.
We usually distinguish between the arrival and the assignment time of a new demand because the algorithm’s
configuration may have changed in between. We use the convention that unprimed symbols refer to the algorithm’s
configuration just before a new demand arrives and primed symbols refer to the updated algorithm’s configuration at
the demand’s assignment time.
2.2. Outline of the analysis
We start by showing that SNFL maintains the invariant that p(z) fz for all z ∈ M (Lemma 1). Therefore, after j
demands from cluster Ci have been considered, there is a facility within a distance of 1j [fci + 2Asg∗(Ci)] from the
optimal center ci (Corollary 1). This implies that the algorithm’s assignment cost is within a logarithmic factor of the
total optimal cost (Lemma 2).
We allocate a credit of c(u) = min{d(F,u),minz∈M{fz −p(z)+d(z,u)}} to each new demand u, where F denotes
the facility configuration and p(z) denotes z’s potential just before u arrives. We show that the algorithm’s facility
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is within a logarithmic factor of the total optimal cost (Lemma 5).
3. Basic properties
Lemma 1 (Main invariant). Let L be the demand set, and let F be the facility configuration just before a new demand
arrives. For all z ∈ M , p(z) fz.
Proof. We prove the lemma by induction on the number of demands considered by the algorithm. The invariant holds
before the first demand arrives because initially p(z) = 0 fz for all z ∈ M . We inductively assume that the invariant
holds just before a new demand u arrives and prove that the invariant holds after u’s assignment.
Let F be the algorithm’s facility configuration, let L be the demand set, and let p(z) = ∑v∈L(d(F, v) −
d(z, v))+  fz be the potential of each point z just before u arrives. We denote by p′(z) and p′′(z) the potential
of each point z just after the potentials have been updated with the contribution of u and at u’s assignment time
respectively. We show that for all z ∈ M , p′′(z) fz.
If the new demand does not open a new facility, p′′(z) = p′(z) fz for all points z. If a new facility opens at w, let
F ′ = F ∪ {w} denote the facility configuration at u’s assignment time. The potential of w increases from p(w) fw
to p′(w) > fw due to the arrival of u. Consequently, w is closer to u than any facility in F , i.e. d(w,u) < d(F,u),
which implies that d(F ′, u) = d(w,u) (see also Fig. 2).
After w opens, the credit of u decreases to d(w,u) and u stops contributing to the potential of any point outside
Bu(d(w,u)) (e.g. point z′ in Fig. 2(b)). Thus, the potential of every point z′ /∈ Bu(d(w,u)) becomes no greater than
its potential before the arrival of u. Formally, p′′(z′) p(z′) fz′ and the invariant is restored for all points outside
Bu(d(w,u)).
Let z be any point in Bu(d(w,u)). Let pu(w) = d(F,u) − d(w,u) and pu(z) = d(F,u) − d(z,u) be the contri-
butions of u to the potential of w and z before w opens, and let p′u(z) = d(w,u) − d(z,u) be the contribution of u to
the potential of z after w opens (see also Fig. 2(b)). Clearly, p′(w) = p(w) + pu(w), p′(z) = p(z) + pu(z), and
pu(z) = d(F,u) − d(w,u) + d(w,u) − d(z,u) = pu(w) + p′u(z)
In addition, p′′(z) p(z) + p′u(z) because the contribution of a demand v to the potential of z cannot increase when
a new facility opens.
Due to the choice of w, p′(w) − fw  p′(z) − fz for all points z. Therefore,
p(w) + pu(w) − fw  p(z) + pu(w) + p′u(z) − fz
⇒ p(w) − fw  p(z) + p′u(z) − fz  p′′(z) − fz
Using p(w) fw , we obtain that p′′(z) fz. Thus the invariant is restored for all points after the new facility at w
opens. 
The invariant of Lemma 1 implies that the algorithm’s facility configuration converges fast to the optimal centers
as more and more demands are considered.
Fig. 2. (a) The demand v holds a credit equal to d(F, v). For every point z ∈ Bv(d(F, v)), v contributes an amount equal to
pv(z) = d(F, v) − d(z, v) to the potential of z (e.g. z1, z2, and z3). The demand v does not contribute to the potential of any point outside
Bv(d(F, v)) (e.g. z′). (b) After w opens, the new demand u stops contributing to the potential of any point outside Bu(d(w,u)) (e.g. z′). In
addition, u’s contribution to the potential of every point z ∈ Bu(d(w,u)) decreases by pu(w) = d(F,u) − d(w,u).
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considered. For every optimal cluster Ci with center ci ,
|L ∩ Ci |d(F, ci) fci + 2 Asg∗(Ci)
Proof. We apply the invariant of Lemma 1 for the optimal center ci :
fci  p(ci) =
∑
v∈L
(
d(F, v) − d(ci, v)
)
+ 
∑
v∈L∩Ci
(
d(F, v) − d∗v
)
+

∑
v∈L∩Ci
[
(d(F, ci) − d∗v ) − d∗v
]= |L ∩ Ci |d(F, ci) − 2
∑
v∈L∩Ci
d∗v
The second inequality holds because the first sum consists of non-negative terms and d(ci, v) = d∗v for all v ∈ Ci . For
the third inequality, we apply the triangle inequality and (x − y)+  x − y. Finally, we observe that Asg∗(L ∩ Ci)
Asg∗(Ci). 
4. Assignment cost
Now we use Corollary 1 and bound the algorithm’s assignment cost.
Lemma 2. The algorithm’s assignment cost is no greater than
log(n + 1)Fac∗ + (2 log(n + 1) + 1)Asg∗
Proof. Let Ci be an optimal cluster with center ci , let ni ≡ |Ci | be the number of demands in Ci , and let
u1, u2, . . . , uni , be the demands of Ci in the order considered by the algorithm. For each demand uj , let F ′uj be
the facility configuration at uj ’s assignment time. Using Corollary 1, we obtain that the assignment cost of uj is:
(1)d(F ′uj , uj ) d(F ′uj , ci) + d∗uj 
1
j
[
fci + 2Asg∗(Ci)
]+ d∗uj
Summing up (1) for all j = 1, . . . , ni , we conclude that the algorithm’s assignment cost for the demands in Ci is:
ni∑
j=1
d(F ′uj , uj )
[
fci + 2Asg∗(Ci)
] ni∑
j=1
1
j
+
ni∑
j=1
d∗uj  log(ni + 1)fci +
(
2 log(ni + 1) + 1
)
Asg∗(Ci)
For the last inequality, we use
∑n
j=1 1/j  log(n + 1). The lemma follows by summing up the inequality above over
all optimal clusters. 
5. Facility cost
We allocate a credit of c(u) = min{d(F,u),minz∈M{fz −p(z)+d(z,u)}} to each new demand u, where F denotes
the facility configuration and p(z) denotes z’s potential just before u arrives.
Lemma 3. For each new demand u, c(u) = fw − p(w) + d(w,u) if u opens a new facility at w, and c(u) = d(F,u)
otherwise.
Proof. Let F be the facility configuration, and let p(z) be the potential of each point z just before u arrives. Let also
p′(z) = p(z) + (d(F,u) − d(z,u))+ denote the updated potential of each point z.
Let the new demand u open a new facility at w. Due to the choice of w, p′(w) − fw  p′(z) − fz for all points
z ∈ M . Therefore,
p′(w) − fw = p(w) + d(F,u) − d(w,u) − fw
 p(z) + (d(F,u) − d(z,u))+ − fz  p(z) + d(F,u) − d(z,u) − fz
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minimizer of fz −p(z)+ d(z,u), and fw −p(w)+ d(w,u) = minz∈M{fz −p(z)+ d(z,u)}. Using p′(w) > fw , we
obtain that d(F,u) > fw − p(w) + d(w,u). Consequently, if the new demand u opens a new facility at w, u’s credit
is c(u) = fw − p(w) + d(w,u).
If the new demand u does not open a new facility, for all points z ∈ M ,
fz  p′(z) = p(z) +
(
d(F,u) − d(z,u))+  p(z) + d(F,u) − d(z,u)
Therefore, d(F,u) fz − p(z) + d(z,u), and u’s credit is c(u) = d(F,u). 
Using Lemma 3, we show that the cost for the facilities in F does not exceed the total credit allocated to the
demands in L.
Lemma 4. Let L be the demand set, and let F be the facility configuration after all demands in L have been consid-
ered. Then,
∑
w∈F fw 
∑
v∈L c(v).
Proof. We prove the lemma by a potential function argument. We define the potential function Φ =∑v∈L d(F, v),
i.e. Φ is equal to the total credit currently held by the demands in L. We calculate the change Φ in the value of the
potential function when a new demand u is considered. Let L be the demand set, let F be the facility configuration,
and let p(z) be the potential of each point z just before u arrives.
If u does not open a new facility, then Φ = d(F,u) = c(u), by Lemma 3.
If u opens a new facility at w, the total credit held by the demands in L decreases by p(w). Therefore, Φ =
d(w,u) − p(w). By Lemma 3, u’s credit is c(u) = fw − p(w) + d(w,u), and Φ + fw = c(u).
Thus, the credit allocated to each new demand u is equal to the change in the value of Φ plus the cost for the
facility opened by u (possibly none). Φ is initially 0 and remains non-negative. Therefore, the opening cost for the
facilities in F never exceeds the total credit allocated to the demands in L. 
Finally, we use Corollary 1 and bound the total credit allocated to the demands in L.
Lemma 5. Let L be the demand set. Then,
∑
v∈L
c(v) (logn + 1)Fac∗ + (2 logn + 1)Asg∗
Proof. Let Ci be an optimal cluster with center ci and ni ≡ |Ci | demands. For each demand uj ∈ Ci , let Fuj be the
facility configuration just before uj arrives.
The credit allocated to each demand uj is c(uj )  min{d(Fuj , uj ), fci + d∗uj }. For the first demand, c(u1) 
fci + d∗u1 . We use Corollary 1 and bound the credit allocated to each of the remaining demands uj , j  2:
c(uj ) d(Fuj , uj ) d(Fuj , ci) + d∗uj 
1
j − 1
[
fci + 2Asg∗(Ci)
]+ d∗uj
Summing up the above inequalities for all j = 1, . . . , ni , we conclude that the total credit allocated to the demands in
Ci is:
ni∑
j=1
c(uj ) fci +
[
fci + 2Asg∗(Ci)
] ni∑
j=2
1
j − 1 +
ni∑
j=1
d∗uj
 (logni + 1)fci + (2 logni + 1)Asg∗(Ci)
For the last inequality, we use
∑n−1
j=1 1/j  logn. The lemma follows by summing up the previous inequality for all
optimal clusters. 
Concluding the proof of Theorem 1. Lemmas 4 and 5 imply that the facility cost is no greater than (logn+1)Fac∗+
(2 logn+ 1)Asg∗. Combining this bound with the bound of Lemma 2 on the assignment cost, we obtain that the total
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(
2 log(n + 1) + 1)Fac∗ + (4 log(n + 1) + 2)Asg∗  (4 log(n + 1) + 2)(Fac∗ + Asg∗)
6. Conclusions
We presented a simple and practical primal-dual algorithm for Online Facility Location with non-uniform facility
costs. The algorithm maintains the invariant that the distances of each demand to the nearest facility constitute a
feasible dual solution. Every time a dual constraint is violated due to the arrival of a new demand, a new facility opens
at the location corresponding to the most violated dual constraint, and the dual feasibility is restored. We prove that
the algorithm’s competitive ratio is 4 log(n + 1) + 2, which is close to the lower bound of ( lognlog logn ).
We are not aware of any examples establishing that the algorithm’s competitive ratio is (logn). Thus, it remains
open whether the competitive ratio of SNFL is (logn) or can be improved by a more careful analysis.
In retrospect, we observe that all known algorithms for Online Facility Location can be regarded as maintaining
a similar invariant implicitly. More specifically, all known algorithms have the property that the distances of each
demand to the nearest facility form an approximately feasible dual solution. In the light of this observation, it is
natural to ask whether there is a generic primal-dual framework for formulating and establishing the competitive
ratios of all known algorithms for Online Facility Location and related problems.
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