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Analysis of Two-variable Recurrence Relations
with Application to Parameterized Approximations
Ariel Kulik∗ Hadas Shachnai†
Abstract
In this paper we introduce randomized branching as a tool for parameterized approximation
and develop the mathematical machinery for its analysis. Our algorithms improve the best
known running times of parameterized approximation algorithms for Vertex Cover and 3-Hitting
Set for a wide range of approximation ratios. One notable example is a simple parameterized
random 1.5-approximation algorithm for Vertex Cover, whose running time of O∗(1.01657k)
substantially improves the best known runnning time of O∗(1.0883k) [Brankovic and Fernau,
2013]. For 3-Hitting Set we present a parameterized random 2-approximation algorithm with
running time of O∗(1.125k), improving the best known O∗(1.29k) algorithm of [Brankovic and
Fernau, 2012].
To evaluate the running times of our algorithms we develop mathematical tools for analyzing
the asymptotic behavior of a family of two variables recurrence relations. To this end, we show
an equivalence between the recurrence and a random process. We analyze this process via an
adaptation of Sanov’s theorem to our setting, which facilitates the use of method of types and
information theory for the first time in the analysis of branching algorithms. We believe our
novel analysis of recurrence relations may be of independent interest and is one of the main
contributions of this paper.
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1 Introduction
In search of tools for deriving efficient parameterized approximations, we explore the power of
randomization in branching algorithms. Recall that a cover of an undirected graph G = (V,E) is a
subset S ⊆ V such that for any (u, v) ∈ E it holds that V ∩ {u, v} 6= ∅. The Vertex Cover problem
is to find a cover of minimum cardinality for G. In Vertex Cover parameterized by the solution
size, k, we are given an integer parameter k ≥ 1, and we wish to determine if G has a vertex cover
of size k in time O∗(f(k)), for some computable function f .1
Consider the following simple algorithm for the problem. Recursively pick a vertex v of degree
at least 3, and branch over the following two options: v is in the cover, or three of v’s neighbors
are in the cover. If the maximal degree is 2 or less then find a minimal vertex cover in polynomial
time. The algorithm has a running time O∗(1.4656k) (see Chapter 3 in [9] for more details).
The randomized branching version of this algorithm replaces the branching by a random selec-
tion with some probability γ ∈ (0, 1). In each recursive call the algorithm selects either v or three
of its neighbors into the solution with probabilities γ and 1− γ, respectively (see Algorithm 1 for a
formal description). If v is in a minimal cover then the algorithm has probability γ to decrease the
minimal cover size by one, and probability 1− γ to select three vertices into the solution, possibly
with no decrease in the minimal cover size. A similar argument holds in case v is not in a minimal
cover. This suggests that the function p(b, k) defined in equation (1) lower bounds the probability
the above algorithm returns a cover of size b, given a graph which has a cover of size k.
p(b, k) = min{γ · p(b− 1, k − 1) + (1− γ) · p(b− 3, k),
γ · p(b− 1, k) + (1− γ) · p(b− 3, k − 3)}
p(b, k) = 0 ∀b < 0, k ∈ Z
p(b, k) = 1 ∀b ≥ 0, k ≤ 0
(1)
Thus, for any α > 1, we can obtain an α-approximation with constant probability by repeating
the randomized branching process 1p(αk,k) times. While p(b, k) can be evaluated using dynamic
programming, for any b, k ≥ 0, finding the asymptotic behavior of 1p(αk,k) as k → ∞, which
dominates the running time of our algorithm, is less trivial.
1.1 Our Results
In this paper we show that randomized branching is a highly efficient tool in the development of
parameterized approximation algorithms for Vertex Cover and 3-Hitting Set, leading to significant
improvements in running times over algorithms developed by using existing tools.2 One notable
example is a simple parameterized random 1.5-approximation algorithm for Vertex Cover, whose
running time of O∗(1.01657k) substantially improves the currently best known O∗(1.0883k) algo-
rithm for the problem [5]. More generally, the algorithms presented in this paper help us gain
better understanding of the tradeoff between the desired quality of the solution and the required
amount of resources in tackling such fundamental problems as Vertex Cover and 3-Hitting set.
To evaluate the running times of our algorithms, we develop mathematical tools for analyzing
the asymptotic behavior of a family of two variables recurrence relations generalizing the relation
in (1). To this end, we introduce an adaptation of Sanov’s theorem [19] (see also [8]) to our setting,
which facilitates the use of method of types and information theory for the first time in the analysis
1The notation O∗ hides factors polynomial in the input size.
2See Section 1.1.1 for a formal definition of 3-Hitting Set.
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Figure 1: Results for Vertex Cover and 3-Hitting Set. A dot at (α, c) means that the respective
algorithm outputs α-approximation in time O∗(ck) or O∗
(
(c+ ε)k
)
for every ε > 0.
of branching algorithms. We believe our novel technique may be of independent interest and is one
of the main contributions of this paper.
1.1.1 Vertex Cover and 3-Hitting Set
We say that an algorithm A is a parameterized random α-approximation for Vertex Cover if, given
a graph G and a parameter k, such that G has a vertex cover of size k or less, A returns a vertex
cover S of G satisfying |S| ≤ αk with a constant probability γ > 0, and has running time O∗(f(k)).
If γ = 1 we say that A is a parameterized (deterministic) α-approximation for the problem. We
refer the reader to [11, 4, 15] for similar and more general definitions.
Vertex Cover: Our results for vertex cover include two parameterized random α-approximation
algorithms, EnhancedVC3* and BetterVC (presented in Sections 2 and 5, respectively). Algo-
rithm EnhancedVC3* uses a single branching rule (either v or N(v) are in a minimal cover) and
has the best running times for approximation ratios greater than 1.4. We note that this simple
algorithm outputs a 1.5-approximation in time O∗(1.01657k).
The algorithm BetterVC is more complex. It is based on a parameterized O∗(1.33k) algorithm
for Vertex Cover presented in [17]. BetterVC achieves the best running times for approximation
ratios smaller than 1.4. This algorithm shows that applying randomization in a sophisticated
branching algorithm can result in an excellent tradeoff between approximation and complexity for
approximation ratios approaching 1.
The table below compares the running time of the best algorithm presented in this paper for a
given approximation ratio to the previous best results due to Brankovic and Fernau [5]. A value
of c for ratio α means that the respective algorithm yields an α-approximation with running time
O∗(ck). The set of values selected for α matches the set of approximation ratios listed in [5].
ratio 1.1 1.2 1.3 1.4 1.5 1.666 1.75 1.8 1.9
BF [5] 1.235 1.197 1.160 1.1232 1.0883 1.0396 1.0243 1.0166 1.0051
This paper 1.160 1.096 1.058 1.0331 1.0166 1.0043 1.0016 1.00073 1.000083
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Figure 1a shows a graphical comparison between our results and the previous best known results [5,
11].
While we do not obtain improved running times for approximation ratios very close to 1, already
for α = 1.05 we improve the best known running time from O∗(1.254k) to O∗(1.213k). We note that
such results show the potential of parameterized approximation as a practitioners’ tool. Assuming
the factors hidden by the O∗ are nonsignificant (i.e., the running time is dominated by f(k)), solving
a vertex cover instance with k = 110 requires ≈ 238 operations, usually considered as a heavy
computation. Compromising for a 1.05-approximation would reduce the number of operations to
≈ 231, a significantly lighter workload (and also a notable improvement over the ≈ 236 operations
required for the same approximation ratio using [5]). That is, allowing a slight degradation in the
solution quality, we obtain a significant decrease in the required resources.
As α grows larger this effect is even more drastic. For example, taking α = 1.5 we have a
running time of O∗(1.01657k), for which computations with k = 2000 are quite plausible.
3-Hitting Set: The input for 3-Hitting Set is a hypergraph G = (V,E), where each hyperedge e
contains at most 3 vertices, i.e., |e| ≤ 3. We refer to such hypergraph as 3-hypergraph. We say that
a subset S ⊆ V is a hitting set if, for every e ∈ E, e ∩ S 6= ∅. The objective is to find a hitting set
of minimum size. In the parameterized version, the goal is to determine if the input graph has a
hitting set of at most k vertices, where k ≥ 1 is the parameter.
We say that an algorithm A is a parameterized random α-approximation for 3-Hitting Set if,
given a 3-hypergraph G and a parameter k, such that G has a hitting set of size k or less, A returns
a hitting set S of G satisfying |S| ≤ αk with constant probability γ > 0, and has running time
O∗(f(k)). If γ = 1 we say that the algorithm is deterministic.
In Section 4 we present a simple parameterized random α-approximation algorithm for 3-Hitting
Set for any 1 < α < 2. The algorithm is a randomized branching variant of the naive O∗(3k) param-
eterized algorithm for the problem. While this algorithm may not be the best for approximation
ratios close to 1 (as its running time approaches O∗(3k))), it provides a significant improvement
over previously existing results for the problem for higher approximation ratios. For α = 2 the
running time is O∗(1.125k), substantially improving the previous best result of O∗(1.29k) due to
[4]. Figure 1b gives a graphical comparison between the running times achieved in this paper and
the results of [4] and [11].
We note that while our algorithms yield significant improvements in running times, for both
Vertex Cover and 3-Hitting Set, over the algorithms of [4, 5] and [11], these previous algorithms
are deterministic; our algorithms use randomization as a key tool.
1.1.2 Recurrence Relations
The objective of our algorithms is to find a cover of a graph under the restriction that this cover
must not exceed a given budget. The algorithms consist of a recursive application of a random
branching step. Each time the step is executed it adds vertices to the solution, thereby decreasing
the available budget, and possibly reducing the number of vertices required to complete the solution.
To analyze the running times of our algorithms, we need to evaluate the probability of obtaining a
cover satisfying the budget constraint.
Similar to branching algorithms, this property can be formulated using recurrence relation.
In our case, the recurrence relation defines a function p : Z × N → [0, 1] satisfying the following
3
equations.
p(b, k) = min
{1≤j≤N | k¯j≤k}
rj∑
i=1
γ¯ji · p(b− b¯ji , k − k¯ji )
p(b, k) = 0 ∀ : b < 0, k ∈ N
p(b, 0) = 1 ∀ : b ≥ 0,
(2)
where N ∈ N, and for any 1 ≤ j ≤ N the following hold: we have b¯j ∈ Nrj+ , k¯j ∈ Nrj and γ¯j ∈ Rrj+
with
∑rj
i=1 γ¯
j
i = 1. We say that k¯
j ≤ k if for all 1 ≤ i ≤ rj it holds that k¯ji ≤ k. We refer to the
recurrence relation in (2) as the composite recurrence of {(b¯j , k¯j , γ¯j)|1 ≤ j ≤ N}. Note that for
the recurrence to be properly defined, there must be 1 ≤ j ≤ N such that k¯j ≤ 1.
To evaluate the running times of our algorithms we need to analyze the asymptotic behavior
of p(αk, k) for a fixed α as k grows to infinity. With some surprise, we did not find an existing
analysis of this behavior, even for N = 1. The main technical contribution of this paper is Theorem
2 that gives such analysis for any N ≥ 1. We emphasize that while the recurrence relations we
want to solve are derived from coverage problems, our solution is generic and can be used for any
composite recurrence.
Let D (·‖·) be the KullbackLeibler divergence (see a formal definition in Section 3.2.2).
Also, we say that q¯ ∈ Rr≥0 is a distribution if
∑r
i=1 q¯i = 1. We start with a technical definition.
Definition 1. Let b¯ ∈ Nr+, k¯ ∈ Nr and γ¯ ∈ Rr≥0 with
∑r
i=1 γ¯i = 1. Then for α > 0 the α-
branching number of the triplet (b¯, k¯, γ¯) is the optimal value M∗ of the following minimization
problem over q¯ ∈ Rr≥0:
M∗ = min
{
1∑r
i=1 q¯i · k¯i
D (q¯‖γ¯)
∣∣∣∣∣
r∑
i=1
q¯i · b¯i ≤ α
r∑
i=1
q¯i · k¯i, q¯ is a distribution
}
(3)
If the optimization above does not have a feasible solution then M∗ =∞.
Theorem 2. Let p be the composite recurrence of {(b¯j , k¯j , γ¯j)| 1 ≤ j ≤ N}, and α > 0. Denote by
Mj the α-branching number of (b¯
j , k¯j , γ¯j), and let M = max{Mj |1 ≤ j ≤ N}. If M <∞ then3
lim
k→∞
log p (⌊αk⌋, k)
k
= −M.
Intuitively, Theorem 2 asserts that p(αk, k) ≈ exp(−M)k. The theorem is an analog to the
analysis of standard branching algorithms, where the running time is the worst running time of a
single branching rule used by the algorithm. Here, the recurrence is dominated by the behavior of
the triplet (b¯j, k¯j , γ¯j) for which the α-branching number is the largest.
We use in the proof a random process, where p(b, k) is the probability of an event in this process.
To evaluate the probability of such event, we introduce an adaptation of Sanov’s theorem [19] to
our setting. The proof of Theorem 2 is given in Section 3, which is written as a stand-alone part
in this paper.
1.2 Related Work
Vertex Cover is one of the fundamental problems in computer science, and a testbed for new
techniques in parameterized complexity. The problem admits a polynomial time 2-approximation,
3Throughout the paper we refer by log to the natural logarithm.
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which cannot be improved under the Unique Games Conjecture (UGC) [13]. Vertex cover has been
widely studied from the viewpoint of parameterized complexity. We say that a problem (with a
particular parameter k) is fixed-parameter tractable (FPT) if it can be solved in time f(k) ·poly(n),
where f is some computable function depending only on k. Vertex Cover parameterized by the
solution size is well known to be FPT (see, e.g., [17]). The fastest running time of an FPT algorithm
for the problem is O∗(1.273k) due to Chen et at. [7]. It is also known that there is no 2o(k) ·poly(n)
algorithm for the problem, under the exponential time hypothesis (ETH).
In [2] it was shown that there is no (7/6 − ε) approximation for Vertex Cover with running
time O(2n
1−δ
) for any δ > 0 under ETH. In [16] Manurangsi and Trevisan showed a (2− 1/O(r))-
approximation for the problem with running time O∗(exp(n · 2−r2)), improving upon earlier results
of [1]. To the best of our knowledge, the existence of a (2−ε)-approximation for Vertex Cover with
running time 2o(n) is still open.
The above results suggest that for α < 7/6 subexponential α-approximation algorithms are
unlikely to exist, and even as the approximation ratio approaches 2 the barrier of exponential
running time remains unbreached. This motivates our study of parameterized α-approximation
algorithms for Vertex Cover, for 1 < α < 2, whose running times are exponential in the solution
size, k.
Brankovic and Fernau presented in [5] a branching algorithm that yields a parameterized 1.5-
approximation for Vertex Cover with running time O∗(1.0883k). In [11] Fellows et at. presented an
α-approximation algorithm whose running time is O∗(1.273(2−α)k), for any 1 ≤ α ≤ 2. A similar
result was obtained in [3] using a different technique.
Similar to Vertex Cover, 3-Hitting Set cannot be approximated within a constant factor better
than 3 under UGC [13], and there is no subexponential algorithm for the problem under ETH. The
best known parameterized algorithm for the problem has running time of O∗(2.076k) [20]. Previous
works on parameterized approximation for 3-Hitting Set resulted in an α-approximation in time
O∗(2.076k(3−α)/2) due to [11] and a 2-approximation O∗(1.29k) using a branching algorithm by
Brankovic and Fernau [4].
Previous works on parameterized approximations for both Vertex Cover and 3-Hitting Set prob-
lems either considered approximative preprocessing [11] or used an approximative (worsening) steps
within the branching algorithms [4, 5]. While these techniques use the approximative step explicitly
at given stages of the algorithm execution, in randomized branching the approximative step takes
the form of an incorrect branching decision, which may add unnecessary vertices to the solution. As
incorrect branching is not restricted to a specific stage, a degree of freedom is added to the number
of good paths within the branching tree. This degree of freedom in turn increases the probability
of finding an approximate solution. This gives some intuition for the improved performance of our
algorithms.
1.2.1 Recurrence Relations
The analysis of single variable recurrence relations (e.g., f(n) =
∑N
i=1 f(n−ai)) is a cornerstone in
the analysis of parameterized branching algorithms that is often included in introductory textbooks
on parameterized algorithms (see, e.g., [17, 9]).
In [10] Eppstein introduced a technique for computing the asymptotic behavior of multivariate
recurrences of the form f(x) = maxi
∑
j f(x − δi,j) where f : Zd → Z and δi,j ∈ Nd. For every
t ∈ Nd, the technique shows how to compute a constant c such that f(nt) ≈ cn up to polynomial
factor. We are not aware of other works relating to the analysis of similar multivariate recurrences.
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Figure 2: Results of Section 2. A dot at (α, c) means that the respective algorithm provides
α-approximation for vertex cover with running time O∗(ck) or O∗
(
(c+ ε)k
)
for every ε > 0.
1.3 Organization
Section 2 includes a technical introduction to randomized branching using several algorithms for
Vertex Cover which gradually reveal the main algorithmic ideas at the heart of our technique.
Section 3 gives the proof of Theorem 2. The algorithmic results for 3-Hitting Set and a more
sophisticated algorithm for Vertex Cover are presented in Sections 4 and 5. Finally, in Section 6
we discuss open problems and some directions for future work.
2 Our Technique: Warm-up
We start by completing the analysis of the algorithm presented in Section 1. A formal description
of the algorithm, VC3γ , is given in Algorithm 1. While the performance of Algorithm 1 can be
significantly improved, as we show below, it demonstrates the main tools and concepts developed
in this paper, and its analysis involves only few technical details. Interestingly, already this simple
algorithm improves the previous state of the art results for a wide range of approximation ratios.
Sections 2.1 and 2.2 presents variants of Algorithm 1, which perform even better; each section
introduces some new ideas. The results of the algorithms presented in this section are depicted in
Figure 2.
Clearly, Algorithm 1 has a polynomial running time. Also, it always returns a vertex cover of
the input graph G. Let Gk be the set of graphs with a vertex cover of size k or less. Also, let Pγ(b, k)
be the minimal probability that Algorithm 1 returns a solution of size at most b, given a graph
G ∈ Gk. That is, Pγ(b, k) = minG∈Gk Pr [ |VC3γ(G)| ≤ b ]. By the arguments given in Section
1, it is easy to prove that P (b, k) ≥ pγ(b, k), where pγ(b, k) is defined by the following recurrence
relation.
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pγ(b, k) = min
{
γpγ(b− 1, k − 1) + (1− γ)pγ(b− 3, k) k ≥ 1
γpγ(b− 1, k) + (1− γ)pγ(b− 3, k − 3) k ≥ 3
pγ(b, k) = 0 ∀b < 0
pγ(b, k) = 1 ∀b ≥ 0, k = 0
(4)
That is, pγ is the composite recurrence of
{
(b¯j, k¯j , γj)|j = 1, 2} with b¯1 = b¯2 = (1, 3), γ¯1 = γ¯2 =
(γ, 1 − γ), k¯1 = (1, 0) and k¯2 = (0, 3). Note that in this case N = 2 and r1 = r2 = 2 (recall that a
composite recurrence is defined in Section 1.1.2).
Hence, by repeating the execution of Algorithm 1 pγ(b, k)
−1 times, we have a constant proba-
bility to find a cover of size b or less, for any G ∈ Gk. This is achieved by using Algorithm 2, taking
Algorithm 1 as A and p = pγ . We call the resulting algorithm α-VC3.
Algorithm 1 VC3γ
Input: An undirected graph G
1: if G has a vertex v with degree 3 or more then
2: Let u1, u2, u3 be 3 of v’s neighbors.
3: With probability γ set S = {v} and S = {u1, u2, u3} with probability 1− γ.
4: Use a recursive call to evaluate R = VC3γ(G \ S), and return R ∪ S.
5: else the maximal degree in G is 2
6: Find an optimal cover S of G in polynomial time and return it.
Algorithm 2 α-Approx
Input: An undirected graph G, a parameter k, an algorithm A and a recurrence relation p.
1: Evaluate r = p(αk, k) using dynamic programming.
2: Execute A(G) for r−1 times. Return the minimal cover found.
We note that if G ∈ Gk then α-VC3 returns a cover of size at most αk with constant probability.
Clearly, the running time of the algorithm is O∗((pγ(αk, k))−1). We resort to Theorem 2 to obtain
a better understanding of the running time.
For any α > 1 and γ ∈ (0, 1), we can calculate the α-branching numbers Mα,γ1 ,Mα,γ2 of
(b¯1, k¯1, γ¯1), (b¯2, k¯2, γ¯2), respectively, by numerically solving the optimization problem (3). Let
Mα,γ = max{Mα,γ1 ,Mα,γ2 }. Therefore, by Theorem 2 we have limk→∞ log pγ(αk,k)k = −Mα,γ .
Thus, for any ε > 0 and large enough k, it holds that
log pγ(αk,k)
k > −Mα,γ − ε, and equiva-
lently (pγ(αk, k))
−1 < exp(Mα,γ + ε)k. Therefore, we conclude that the running time of α-VC3 is
O∗((pγ(αk, k))−1) = O∗(exp(Mα,γ + ε)k) for any ε > 0.
For any α > 1, we can numerically find the value of γ for which Mα,γ is minimal. Let γα be
this value. Then, for any α > 1 algorithm α-VC3 is a parameterized random α-approximation for
vertex cover with run time O∗(exp(Mα,γα + ε)k) (for any ε > 0). For example, for α = 1.5 we get
that α-VC3 has a run time of O∗(1.043642k). In Figure 2 the value of exp(Mα,γα) is presented as
a function of α. We note that the evaluations of Mα,γ and γα are done using standard numerical
and continuous optimization tools.
2.1 A Refined Analysis of Incorrect Branching
Standard branching algorithms derive several simpler sub-instances from a given instance with a
guarantee that an optimal solution to one (specific yet unknown) of the sub-instances leads to an
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optimal solution. Therefore, the analysis is focused on this specific sub-instance and ignores the
effect of other sub-instances on the optimum. This is not the case when using randomized branching
for approximation, where the reduction in the mimnimal cover size by an incorrect branching can
lead to an improved running time, as we demonstrate below.
Consider the following observation. If v is a vertex of degree exactly 3 and the algorithm (e.g.,
Algorithm 1) selects its three neighbors {u1, u2, u3} to the cover, then even if none of {u1, u2, u3}
belongs to an optimal cover, the size of the optimal cover decreases by one (as v is a part of an
optimal cover, but is no more required). This observation can be extended to any fixed degree of
v.
Algorithm 3 takes advantage of this observation by using a different probability for selecting
v or its neighbors depending on its degree, as well as selecting all the neighbors of v in case the
degree of v is smaller than ∆, for some fixed ∆ ∈ N.
Algorithm 3 VC3*γ3,γ4,...,γ∆
Input: An undirected graph G
1: if G has a vertex v with degree 3 or more then
2: If d < ∆ let U = N(v), otherwise let U be a subset of N(v) of size exactly ∆.
3: With probability γd set S = {v} and S = U with probability 1− γd.
4: Use a recursive call to evaluate R = VC3*γ3,γ4,...,γ∆(G \ S), and return R ∪ S.
5: else the maximal degree in G is 2
6: Find an optimal cover S of G in polynomial time and return S.
Clearly, Algorithm 3 is polynomial and always returns a cover of G. Similar to Algorithm 1, it
can be shown that the probability Algorithm 3 returns a solution of size b, given a graph G ∈ Gk,
is at least pγ3,γ4,...,γ∆(b, k), where pγ3,γ4,...,γ∆ is given by
pγ3,γ4,...,γ∆(b, k) = min


γd · p(b− 1, k − 1) + (1− γd) · p(b− d, k − 1) 3 ≤ d < ∆
γd · p(b− 1, k) + (1− γd) · p(b− d, k − d) 3 ≤ d < ∆, k ≥ d
γ∆ · p(b− 1, k − 1) + (1− γ∆) · p(b−∆, k)
γ∆ · p(b− 1, k) + (1− γ∆) · p(b−∆, k −∆) k ≥ ∆
(5)
with pγ3,γ4,...,γ∆(b, k) = 0 for b < 0 and pγ3,γ4,...,γ∆(b, k) = 1 for b ≥ 0 and k = 0. Clearly, pγ3,γ4,...,γ∆
is a composite recurrence relation of the N = 2(∆ − 2) triplets
{ ((1, d), (1, 1), (γd , 1− γd)) | 3 ≤ d < ∆ } ∪
{ ((1, d), (0, d), (γd , 1− γd)) | 3 ≤ d < ∆ } ∪
{ ((1,∆), (1, 0), (γ∆ , 1− γ∆)), ((1,∆), (0,∆), (γ∆ , 1− γ∆)) }.
And as before, we can use this property to derive an approximation algorithm by using Algo-
rithm 2 with Algorithm 3 as A and p = pγ3,γ4,...,γ∆ . Let α-VC3* be this algorithm. Clearly,α-VC3*
is a random parameterized α-approximations algorithm for vertex cover.
Arbitrarily, we select ∆ = 100. As before, for every 1 < α < 2 and 1 ≤ d < ∆ we can
find the value γα,d such that the maximal α-branching number of ((1, d), (1, 1), (γα,d , 1 − γα,d))
and ((1, d), (0, d), (γα,d , 1 − γα,d)) is minimal. Let Mα,d be this value. Also, we can find the
value γα,∆ such that the maximal α-branching number of ((1,∆), (1, 0), (γα,∆ , 1 − γα,∆)) and
((1,∆), (0,∆), (γα,∆ , 1 − γα,∆)) is minimal and let Mα,∆ be this value. Let Mα be the maximal
branching number of the rules for a given value of α (Mα = max1≤dMα,d). Then by Theorem 2, for
8
any ε > 0 and large enough k, it holds that p(αk, k) ≥ exp (−Mα − ε), and therefore the running
time of α-VC3* is O∗
(
exp (Mα + ε)
k
)
. For α = 1.5 the running time is O∗(1.0172k). Figure 2
shows exp(Mα) as a function of α.
2.2 Further Insights from using α-Branching Numbers
We note that Theorem 2 and the α-branching numbers do far beyond pointing to the mere asymp-
totic behavior of the recurrence relation. Indeed, they also give insights into the rules dominating
the running time. Such insights can be used as a guidance for the development of improved algo-
rithms.
Consider algorithm α-VC3* of Section 2.1, whose time complexity is the inverse of the function
in (5). As an example, for α = 1.5 we can sort the values Mα,d to understand which value of d
dominates the running time. We show the nine highest values in the table below.
d 5 6 4 7 8 9 10 11 3
exp (M1.5,d) 1.0171 1.0165 1.0164 1.0156 1.0146 1.0136 1.0128 1.0120 1.0118
This suggests that avoiding branching over degree 5 vertices leads to an O∗(1.0165k) algorithm.
In fact, tools to do so have already been used in previous works, such as [18]. The basic idea is that
as long as there is a vertex v in the graph of degree different than 5 the algorithm branches on it.
If all vertices in the graph are of degree 5 the algorithm has to perform a branching on a degree 5
vertex; however, such event cannot happen more than once along a branching path. Therefore, the
algorithm can use non-randomized branching in this case while maintaining a polynomial running
time.
Algorithm 4 EnhancedVC3*
Input: An undirected graph G = (V,E)
Configuration Parameters: The algorithm depends on several parameters that should be con-
figured. These include ∆ ∈ N, δ ∈ N, 2 ≤ δ < ∆, and γ2, . . . , γδ−1, γδ+1, . . . , γ∆ ∈ (0, 1).
1: If the empty set is a cover of G return ∅.
2: if G is not connected then
3: Let C be a component of G. Return EnhancedVC3*(C) ∪ EnhancedVC*(G− C).
4: If G has a vertex v of degree 1, let u be its neighbor. Return EnhancedVC3*(G \ {u})∪ {u}.
5: if G has a vertex v of degree d 6= δ then
6: Let U = N(v) if d < ∆ and U ⊆ N(v) with |U | = ∆ otherwise.
7: Let S = {v} with probability γd and S = U otherwise.
8: Return EnhancedVC3*(G \ S) ∪ S
9: If G is a regular graph (of degree δ), select an arbitrary edge (v1, v2) ∈ E. Evaluate S1 =
EnhancedVC3*(G \ v1) ∪ v1 and S2 = EnhancedVC3*(G \ v2) ∪ v2. Return the smaller set
between S1 and S2.
Consider Algorithm 4. It can be shown that its running time is polynomial (similar to the proof
of Lemma 34 in Section 5), and the probability that the algorithm returns a solution of size b, given
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G ∈ Gk, is at least
p(b, k) = min


γd · p(b− 1, k − 1) + (1− γd) · p(b− d, k − 1) 3 ≤ d < ∆, d 6= δ
γd · p(b− 1, k) + (1− γd) · p(b− d, k − d) 3 ≤ d < ∆, d 6= δ, k ≥ d
γ∆ · p(b− 1, k − 1) + (1− γ∆) · p(b−∆, k)
γ∆ · p(b− 1, k) + (1− γ∆) · p(b−∆, k −∆) k ≥ d
(6)
As before, we use the lower bound derived from the recurrence relation to obtain a random
parameterized α-approximation algorithm as with run time O∗
(
1
p(αk,k)
)
by using Algorithm 2
with Algorithm 4 as A and the recurrence relation p as given in (6). Let α-EnhancedVC3* be
this algorithm.
For any 1 < α < 2 and 2 ≤ d ≤ ∆ we can find the value Mα,d as in Section 2.1. If δ′ =
argmax2≤d≤N Mα,d 6= ∆ we can set δ = δ′; therefore, the run time of α-EnhancedVC3* is
O∗(exp(Mα + ε)k) when M is the second largest number of Mα,2, . . . ,Mα,∆−1 (or Mα,∆ if δ′ = ∆).
The value of exp(Mα) as a function of α is shown in Figure 2. For α = 1.5 the run time of
the algorithm is O∗(1.01657k). This is the best running time for the given approximation ratio
presented in this paper. The following table compares the running times of α-EnhanvedVC3*
and α-VC3* for several values of α.
α 1.2 1.3 1.4 1.5 1.6 1.7
α-VC3* 1.12548k 1.06804k 1.03501k 1.01713k 1.00754k 1.00280k
α-EnhancedVC3* 1.12386k 1.06420k 1.03320k 1.01657k 1.00751k 1.00277k
3 Analysis of Recurrence Relations
3.1 Overview
In this section we prove Theorem 2. We start with an outline of the proof structure and the main
ideas. The proof uses a reduction of the composite recurrence to a random process. Later, we
derive upper and lower bounds on the asymptotic behavior of this process.
For every 1 ≤ j ≤ N define a collection of alphabets Xj , |Xj | = rj such that Xj ∩ Xj′ = ∅ for
j 6= j′. Denote X = ∪Nj=1Xj . Also, assume that each a ∈ Xj is associated with a unique index
1 ≤ i ≤ rj and define κ(a) = k¯j(a) = k¯ji , µ(a) = b¯j(a) = b¯ji and γ¯j(a) = γ¯ji . A rules mapping is a
function R : X → {1, 2, . . . , N}.
Given a rules mapping R we define an infinite random process X1,X2, . . . ,∈ X∞. For every
n ∈ N let j = R(X1, . . . ,Xn−1) and define the distribution of Xn by Xn = a for every a ∈ Xj
with probability γ¯j(a). For every k ∈ N we define a random variable Nk to be the minimal value
such that
∑Nk
n=0 κ(Xi) ≥ k. For every b, k ∈ R× N we define the event Sb,k (S stands for Success)
to be true if
∑Nk
n=0 µ(Xi) ≤ b and false otherwise, and with slight abuse of notation we define
Rb,k = Pr[Sb,k is true].
Intuitively, R can be viewed as a decision function that chooses j when evaluating p(b, k),
whereas Nk, Sb,k represent the initial conditions of the recurrence. Since p selects j by using min
and R is an arbitrary function, to show a connection between the random process and p we need
to take the worst case over R, with a slight restriction to a class of mapping denoted R(k). Indeed,
Section 3.3.3 shows that p(b, k) = infR∈R(k)Rb,k.
The reduction to the random process provides several benefits. Most importantly, it allows to
use probabilistic tools in the analysis. Also, in analyzing p(b, k), it allows us to avoid analyzing the
behavior of the min operation used for defining p.
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Following the reduction, the proof of Theorem 2 proceeds to obtain upper and lower bounds
on infR∈R(k)Rαk,k. A variant of the method of types is used to accomplish this goal. We define
the composite type of a string x = x1, x2, . . . , xn ∈ X n to be the triplet (λ¯, P, n) where λ¯ ∈ RN≥0
represents the frequency of each alphabet Xj in x, and P = (p¯1, . . . , p¯N ) where p¯j ∈ Rrj≥0 represents
the frequency of letters in Xj when restricting x to contain only letters in Xj (a formal definition
is given in Section 3.4).
Composite types possess attributes similar to regular types (see [8]). In particular, the number
of composite types of strings of length up to n is polynomial in n. Also, if x, y ∈ X n and the
composite types of x and y is the same then Pr[X1, . . . ,Xn = x] = Pr[X1, . . . ,Xn = y] (with
some technical restriction). Finally, the number of strings x with positive probability of a given
composite types can be easily bounded.
An upper bound on Rαk,k can be derived using standard tools. Conceptually, the proof focuses
on a mapping R ≡ j∗ when Mj∗ = M (in the terminology of Theorem 2) and considers the most
likely composite type of strings for which Sαk,k is true. The type is used to construct a solution q¯′
for (3), therefore bounding the value of
D
(
q¯′
∥∥∥γ¯j∗
)
∑rj∗
i=1 q¯
′
iγ¯
j∗
i
to be larger than M . The bound on Rαk,k can
then be easily derived. The formal proof is slightly more involved due to the limitation of R to be
in R(k).
The proof of the matching lower bound is more complicated. We use a slightly different process
X ′1,X
′
2, . . . in which the distributions γ¯
1, . . . , γ¯N are replaced with q¯1, . . . , q¯N , the solutions for the
α-branching optimization problems (3). The value (S′)αk,k is analogously defined for this process.
The proof first shows that the probability for (S′)αk,k declines subexponentially in k. Then, it
focuses on C = (λ¯, P, n), the most likely composite type for which (S′)αk,k is true. In some sense,
P = p¯1, . . . , p¯N cannot deviate afar from q¯1, . . . , q¯N . This property is used to analyze the behavior
of C as if p¯1, . . . , p¯N = q¯1, . . . , q¯N . Using this property, the number of strings that match the type
in X ′1,X
′
2, . . . ,X
′
N ′
k
is estimated. Then, the probability of X1, . . . ,XNk (with respect to the same
mapping R) to be equal to one of these strings is estimated as well. The latter provides a lower
bound on Rαk,k.
Though conceptually simple, handling the property that p¯1, . . . , p¯N do not deviate afar from
q¯1, . . . , q¯N adds a technical overhead to the proof. Several corner cases (see handling of strict rules
in Lemma 20) also increase the proof complexity.
For simplicity, we assume that the settings of Theorem 2, that is p, N , M and α as well as γ¯j ,
b¯j , k¯j, and Mj for 1 ≤ j ≤ N are all fixed throughout this section. We also assume that kmax, X
and Xj for 1 ≤ j ≤ N are fixed.
Organization Section 3.2 introduces some notation and tools to be used throughout the proof.
Section 3.3 gives a formal definition of this random process and the reduction between p(b, k) and the
random process. Section 3.4 defines the notion of composite types and shows their basic properties.
Sections 3.5 and 3.6 give the upper and lower bounds, respectively. Section 3.7 completes the
proof.
3.2 Basic Notation and Tools
We start with some algebraic notation. Given r ∈ N and n¯ = (n1, n2, . . . , nr) ∈ Nr, let Rn¯ (Rn¯≥0)
be the set of tuples with r entries, in which the ith entry is a vector of length ni; that is, the set
of tuples (a¯1, . . . , a¯r) in which a¯i ∈ Rni (a¯i ∈ Rni≥0). The elements of Rn¯ can be viewed as r-row
matrix-like objects, where each row has a different number of columns.
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For A,B ∈ Rn¯, A = (a¯1, . . . , a¯r), B = (b¯1, . . . , b¯r) we define A •B = (a¯1 · b¯1, . . . , a¯r · b¯r), where
a¯ · b¯ is the inner (or, dot) product of a¯ and b¯. We call the • operation matrix-like dot product.
The operation • has higher precedence than other binary operators. In particular, for any v¯ ∈ Rr,
v¯ ·A •B = v¯ · (A •B).
For simplicity, we assume that basic binary operations, i.e., addition, subtractions and di-
vision between vectors and matrix-like objects, are done element-wise. Thus, for a¯, b¯ ∈ Rn,
a¯ = (a1, . . . , an), b¯ = (b1, . . . , bn), we have
a¯
b¯
= (a1b1 , . . . ,
an
bn
). For vectors, subtraction and addition
follow the standard notation of linear algebra. For A,B ∈ Rn¯, A = (a¯1, . . . , a¯r), B = (b¯1, . . . , b¯r),
we define
A+B = (a¯1 + b¯1, . . . , a¯r + b¯r)
A−B = (a¯1 − b¯1, . . . , a¯r − b¯r)
A
B
=
(
a¯1
b¯1
, . . . ,
a¯r
b¯r
)
.
When applying a scalar function (e.g., log, exp) to a vector a¯ ∈ Rn, we consider the result to
be the element-wise application of the function to the vector elements. That is, if a¯ = (a1, . . . , an)
then log a¯ = (log a1, . . . , log an). We extend the usage of this syntax to the matrix-like objects; that
is, for A ∈ Rn¯, A = (a¯1, . . . , a¯r) we define, logA = (log a¯1, . . . , log a¯r).
We use the this notation to define r¯ = (r1, . . . , rN ) ∈ NN , K = (k¯1, . . . , k¯N ) ∈ Rr¯≥0, B =
(k¯1, . . . , b¯N ) ∈ Rr¯≥0 and Γ = (γ¯1, . . . , γ¯N ) ∈ Rr¯≥0.
3.2.1 Probability Distributions
We denote by Dn the set of probability distributions over n objects. That is, Dn = {p¯ ∈
R
n
≥0|
∑n
i=1 pi = 1}. Given n¯ = (n1, . . . , nr), we define Dn¯ = {(a¯1, . . . , a¯r) ∈ Rn¯≥0| ∀1 ≤ i ≤ r :
a¯i ∈ Dni}, the set of matrix-like objects in which each row represents a probability distribution.
With a slight abuse of notation, for a set Y, let DY (RY) be D|Y| (R|Y|). When using this
notation, we assume a fixed arbitrary order over the elements of Y and use p¯(a) to denote the entry
of p¯ corresponding to a ∈ Y for p¯ ∈ DY (p¯ ∈ RY). Similarly, for a tuple of sets Y¯ = (Y1, . . . ,Yr),
we use DY¯ (RY¯) to denote Dn¯ (Rn¯) with n¯ = (|Y1|, . . . , |Yr|).
We note that Γ ∈ Dr¯. Also, define X¯ = (X1, . . . ,XN ), therefore Γ ∈ DX¯ .
Given an alphabet Y and a distribution p¯ ∈ DY , let p¯(Y) denote the probability distribution
over Y in which the probability for a ∈ Y is p¯(a).
3.2.2 Basic Functions
Given p¯ ∈ Dn we use H(p¯) to denote the entropy function H(p¯) = −∑ni=1 pi · log pi = −p¯ · log p¯.
We extend H to elements in Dn¯. For A = (a¯1, . . . , a¯r) ∈ Dn¯ we define
H(A) = (H(a¯1), . . . ,H(a¯r)) = −A • logA. (7)
Given p¯, q¯ ∈ Dn we use D (p¯‖q¯) to denote theKullback-Leibler divergence between p¯ and q¯ [14].
That is, D (p¯‖q¯) = ∑ni=1 pi log (piqi
)
= p¯ · log p¯q¯ . As before, we extend the notation to matrix-like
objects. For A,B ∈ Dn¯, A = (a¯1, . . . , a¯r), B = (b¯1, . . . , b¯r) we define
D (A‖B) = (D (a¯1∥∥b¯1) , . . . ,D (a¯r∥∥b¯r)) = A • log A
B
. (8)
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We note that the usage of the entropy function and Kullback Leibler divergence often results
in undefined expressions of the form 0 · log 0 or 0 · log 00 . With a slight abuse of notation we assume
that 0 multiplied by an undefined expression is 0.
3.2.3 Uniform Limits
Given a series of function fk : Ωk → R, k ∈ N, over an arbitrary series of domains Ωk, we say that
fk converges uniformly to a ∈ R, and write
unif
x∈Ωk
lim
k→∞
fk(x) = a,
if for any ε > 0 there is N0 ∈ N such that, for any k > N0 and x ∈ Ωk it holds that |fk(x)− a| < ε.
If the domain is fixed Ω (Ωk = Ω for every k) and is known by context, we use the shorthand
unif
x
lim
k→∞
fk(x) = a.
It is known that if unif
x∈Ω
limk→∞ fk(x) = a then for any x ∈ Ω, limk→∞ fk(x) = a; however, the
opposite direction does not always hold.
3.2.4 Norms
Recall the standard ℓ1-norm notation ‖p¯‖1 =
∑n
i=1 |pi| for any p¯ = (p1, . . . , pn) ∈ Rn. We use the
next result (Lemma 11.6.1 cf. [8]).
Lemma 3. For any p¯, q¯ ∈ Dn,
‖p¯ − q¯‖21 ≤ 2 log 2 ·D (p¯‖q¯)
We use Lemma 3 to prove the following.
Lemma 4. Given a series of domains Ωk for any k ∈ N , let ∆ = (δ¯1, . . . , δ¯N ) ∈ DX¯ and
Pk(x) ∈ DX¯ , λ¯k(x) ∈ DN , for every k ∈ N and x ∈ Ωk, such that
unif
x∈Ωk
lim
k→∞
λ¯k(x) ·D (Pk(x)‖∆) = 0. (9)
Then, for any E ∈ RX¯ , it holds that
unif
x∈Ωk
lim
k→∞
(
λ¯k(x) · (Pk(x)−∆) •E
)
= 0.
Proof. We can write E = (e¯1, . . . , e¯N ). Let Emax = 1 +max1≤j≤N maxa∈Xj |e¯j(a)| be the maximal
absolute value of an entry in E plus 1. Let ε > 0, and ε′ =
(
ε
100Emax
)2
. By (9), there is N1 ∈ N
such that for every k > N1 and every x ∈ Ωk it holds that λ¯k(x) ·D (Px(x)‖∆) ≤ ε′.
Let k > N1 and x ∈ Ωk. For simplicity, we write λ¯ = λ¯k(x) and P = (p¯1, . . . , p¯N ) = Pk(x). By
Lemma 3 we have
N∑
j=1
λ¯j‖p¯j − δ¯j‖21 ≤ 2 log 2
N∑
j=1
λ¯jD
(
p¯j
∥∥δ¯j) ≤ ε′2 log 2.
For any a¯ ∈ Dr, b¯ ∈ Rr and c ∈ Rn¯≥0 it is easy to see (using Lagrangian multipliers) that if∑r
i=1 a¯ib¯
2
i ≤ c then
∑r
i=1 a¯ib¯i ≤
√
c. Thus, we get
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N∑
j=1
λ¯j‖p¯j − δ¯j‖1 ≤
√
ε′2 log 2 =
√
2 log 2
ε
100Emax
≤ ε
Emax
. (10)
Hence, we have
∣∣λ¯ · (P −∆) • E∣∣ =
∣∣∣∣∣∣
N∑
j=1
λ¯j
∑
a∈Xj
(p¯j(a)− δ¯j(a))e¯j(a)
∣∣∣∣∣∣
≤
N∑
j=1
|λ¯j |
∑
a∈Xj
|p¯j(a)− δ¯j(a)| · |e¯j(a)|
≤
N∑
j=1
|λ¯j |
∑
a∈Xj
|p¯j(a)− δ¯j(a)|Emax Emax’s def
=Emax
N∑
j=1
λ¯j
∑
a∈Xj
|p¯j(a)− δ¯j(a)| Since |λ¯j | = λ¯j
=Emax
N∑
j=1
λ¯j‖p¯j − δ¯j‖1
≤Emax ε
Emax
= ε by (10)
and the limit follows by definition.
3.2.5 Branching Numbers
We use a functional point of view of the α-branching numbers as a function of α. As α is fixed, we
use β as the function’s argument.
For every j ∈ {1, . . . , N} define
Fj(β) =
{
q¯ ∈ Drj ∣∣q¯ · b¯j ≤ βq¯ · k¯j} (11)
and
fj(β) = inf
{
D
(
q¯
∥∥γ¯j)
q¯ · k¯j
∣∣∣∣∣q¯ ∈ Fj(β)
}
.
By the definitions it holds that fj(α) =Mj . Using standard mathematical tools it can be shown
that if Fj(β0) 6= ∅ then f is continuous in [β0,∞).
We fix j∗ ∈ {1, . . . , N} such that Mj∗ =M and define f(β) = fj∗(β)
3.3 The Random Process
3.3.1 Rules Mapping
Recall that a rules mapping is a function R : X ∗ → {1, . . . , N}. We say a string x1, x2, . . . , xn ∈
X n is R-valid (or valid if R is known by context) if for any 1 ≤ i ≤ n it holds that xi ∈ Xj when
j = R(x1, . . . , xi−1) (the prefix x1, . . . , xi−1 of a string x1, . . . , xi with i = 1 is the empty string).
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Given a string x = x1, . . . , xn ∈ X n, we define the rules string to be the string t1, . . . , tn ∈
{1, 2, . . . , N}n in which ti = j if xi ∈ Xj. If x is an R-valid string then we have for i ≥ 1,
tj = R(x1, . . . , xi−1).
The j-restricted string of x is the substring of x containing only letters that belong to Xj . That
is, xℓ1 , . . . , xℓh where {ℓ1, . . . , ℓh} = {i|ti = j} and ℓ1 < ℓ2 < . . . < ℓh.
Lemma 5. If x = x1, . . . , xn ∈ X n and y = y1, . . . , yn ∈ X n are two R-valid strings, and for every
j ∈ {1, . . . , N} the j-restricted strings of x and y are identical, then x = y.
Proof. Assume that x 6= y, and let i be the minimal index in which xi 6= yi. Since the strings are
R-vaild, for some j ∈ {1, . . . , N}, R(x1, . . . , xi−1) = R(y1, . . . , yi−1) = j, and xi, yi ∈ Xj.
Let z be the j-restricted string of x and y. Then z = xℓ1 , . . . , xℓh and z = yℓ′1 , . . . , yℓ′h , where
ℓ1, . . . , ℓh and ℓ
′
1, . . . , ℓ
′
h are two monotonically increasing series. Since x and y are identical up to
the (i− 1)-th position and have the same rule in the ith position, for some 1 ≤ w ≤ i, it holds that
ℓq = ℓ
′
q for q < w and ℓw = ℓ
′
w = i. Therefore, xi = xℓw = yℓ′w = yi. A contradiction.
3.3.2 Costs and Coverage
For any string x = x1, . . . , xn ∈ X n, let yj = yj1, . . . , yjnj be its j-restricted string of length nj. We
define the following properties of x:
• The coverage κ(x) =∑Nj=1∑nji=1 k¯j(yji ), κ(ε) = 0 (ε is the empty string).
• The budget µ(x) =∑Nj=1∑nji=1 b¯j(yji ), µ(ε) = 0.
If x is R-valid it is easy to see that κ(x1, . . . , xn) =
∑n
i=1 k¯
R(x1,...,xi−1)(xi), and µ(x1, . . . , xn) =∑n
i=1 b¯
R(x1,...,xi−1)(xi).
3.3.3 The Random Process
Given a rules mappingR and probability distributions ∆ = (δ¯1, . . . , δ¯N ) ∈ DX¯ , we defineX1,X2, . . .
to be an infinite length random (R-valid) string in which Xi ∼ δ¯j(Xj), where j = R(X1, . . . ,Xi−1).
That is, the letter a ∈ Xj is selected with probability δ¯j(a).
For any k ∈ Z, define Nk : X∞ → N by Nk(x1, x2, . . .) = i when i is the minimal index
i such that κ(x1, . . . , xi) ≥ k, and with slight abuse of notation we define the random variable
Nk = Nk(X1,X2, . . .). Our objective is to understand the asymptotic behavior of
Pr [µ(X1,X2, . . . ,XNk) ≤ αk] for varying values of α ≥ 1. We use following notations.
• For any n ∈ N and x1, . . . , xn ∈ X n, let
Rn∆(x1, . . . , xn) = Pr[X1, . . . ,Xn = x1, . . . , xn].
Similarly, for any n ∈ N and a subset of strings S ⊆ X n, we define
Rn∆(S) = Pr[X1, . . . ,Xn ∈ S].
• For any k ∈ Z and a string x1, . . . , xn ∈ X ∗, we define
R≤k∆ (x1, . . . , xn) = Pr[X1, . . . ,XNk = x1, . . . , xn].
Similarly, for any k ∈ N and a finite subset of strings S ⊆ X ∗, we define
R≤k∆ (S) = Pr[X1, . . . ,XNk ∈ S].
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• For any k ∈ N and b ∈ R, we define
Rb,k∆ = Pr [µ(X1, , . . . ,XNk) ≤ b] .
Note that Rb,k∆ = R
⌊b⌋,k
∆ .
We use R∞∆ to denote the probability distribution of (X1,X2, . . .). With a slight abuse of
notation, we also use R≤k∆ and R
n
∆ to define the respective probability distributions; that is, we say
that Y ∼ R≤k∆ (Y ∼ Rn∆) if Pr[Y = x] = R≤k∆ (x) (Pr[Y = x] = Rn∆(x)).
We start by a few claims to establish the connection between the values Rb,kΓ and the recurrence
relation. For any rules mapping R and y ∈ X ∗ we define a new rules mapping Ry by Ry(x) = r(yx)
when yx is the concatenation of y and x ∈ X ∗. We use Ry to derive distributions, e.g, X1,X2, . . . ∼
(Ry)
∞
Γ is the distribution in which Xi is drawn according to γ¯
j(Xj) with j = Ry(X1, . . . ,Xi−1).
Lemma 6. For any ∆ = (δ¯1, . . . , δ¯N ) ∈ DX¯ , rules mapping R, b ∈ R and k ∈ N, k > 0 let j = R(ε)
(the mapping of the empty string), then it holds that
Rb,k∆ =
∑
a∈Xj
δj(a) · (Ra)b−b¯
j(a),k−k¯j(a)
∆ .
Proof. Let X = X1,X2, . . . ∼ R∞∆ and Nk = Nk(X). As k > 0 we have Nk > 0. Let a ∈ Xj .
We note that X2,X3, . . . ∼ (RX1)∞∆ . Define N ′ = Nk−k¯j(X1)(X2,X3, . . .). It is easy to see that
X2, . . . ,XN ′+1 ∼ (RX1)≤k−k¯
j(X1)
∆ . Now using conditional probabilities we get,
Rb,k∆ = Pr [µ(X1, . . . ,XNk) ≤ b]
=
∑
a∈Xj
Pr [X1 = a] · Pr [µ(X1, . . . ,XNk) ≤ b|X1 = a]
=
∑
a∈Xj
δ¯j(a) · Pr [µ(X2, . . . ,XNk) ≤ b− b¯j(a)∣∣X1 = a]
=
∑
a∈Xj
δ¯j(a) · Pr [µ(X2, . . . ,XN ′+1) ≤ b− b¯j(a)∣∣X1 = a]
=
∑
a∈Xj
δ¯j(a) · (Ra)b−b¯j (a),k−k¯j(a)
The last equality follows from the definition of Rb,k∆ and the discussion above.
We say that a rules mapping R is k-consistent if for any x such that κ(x) < k and j = R(x)
it holds that k¯j ≤ k− κ(x) (that is, for every 1 ≤ i ≤ rj, k¯ji ≤ k− κ(x)). Let R(k) be the set of all
k-consistent mappings. We note that if R is k-consistent for k > 0 and a ∈ Xj for j = R(ε) then
Ra is (k − κ(a))-consistent. It is also easy to see that if R ∈ R(k) and x ∈ T≤kR then κ(x) = k.
Lemma 7. For any b ∈ Z and k ∈ N it holds that p(b, k) = infR∈R(k)Rb,kΓ
Proof. We start by showing that for any rules mapping R ∈ R(k), p(b, k) ≤ Rb,kΓ by induction on b.
For b < 0 we have p(b, k) = Rb,kΓ = 0 for any k ∈ Z. For b ≥ 0, if k = 0 we have π(b, k) = Rb,kΓ = 1.
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We are left with b ≥ 0 and k > 0. Let j′ = R(ε), therefore using Lemma 6 we have:
Rb,kΓ =
∑
a∈Xj′
λ¯j
′
(a) · (Ra)b−b¯j
′
(a),k−k¯j′ (a)
≥
∑
a∈Xj′
λ¯j
′
(a) · p
(
b− b¯j′(a), k − k¯j′(a)
)
Induction claim.
≥ min
1≤j≤N |k¯j≤k
∑
a∈Xj
λ¯j(a) · p (b− b¯j(a), k − k¯j(a)) k¯j′ ≤ k as R is k-consistent
= p(b, k).
Therefore, we can conclude that p(b, k) ≤ infR∈R(k)Rb,kΓ .
We now need to establish p(b, k) ≥ infR∈R(k)Rb,kΓ . Clearly, for b < 0, and any mapping R ∈
R(k), p(b, k) = 0 = Rb,kΓ and for any b ≥ 0 and k ≤ 0 we have p(b, k) = 1 = Rb,kΓ , therefore
p(b, k) ≥ infR∈R(k)Rb,kΓ holds in these cases.
Let b ≥ 0 and k > 0. We create a mapping R′ which represents the selection of rules in p. That
is, consider the mapping R′ in which for every x ∈ X ∗ such that κ(x) < k we have R′(x) = j where
j = argmin
j|k¯j≤k−κ(x)
rj∑
i=1
γ¯ji p(b− µ(x)− b¯ji , k − κ(x)− k¯ji )
and R′(x) is arbitrarily defined elsewhere. Note that R′ is k-consistent by its definition. We now
prove that for any x ∈ X ∗, κ(x) ≤ k it holds that
(R′x)
b−µ(x),k−κ(x)
Γ = p(b− µ(x), k − κ(x)). (12)
To do so we use an induction over µ(x) (in reverse order). For any x ∈ X ∗ such that µ(x) > b
it holds that (Rx)
b−µ(x),k−κ(x)
Γ = p(b − µ(x), k − κ(x)) = 0. Now for any x ∈ X ∗, µ(x) ≤ b, if
k − κ(x) = 0 then (R′x)b−µ(x),k−κ(x)Γ = p(b − µ(x), k − κ(x)) = 1. Consider x ∈ X ∗, µ(x) ≤ b,
κ(x) < k and assume the claim holds for any string x′ for which µ(x′) > µ(x) and κ(x) ≤ k. Let
j′ = R′(x), as k − κ(x) > 0 we can apply Lemma 6 and get,
(R′x)
b−µ(x),k−κ(x)
Γ =
∑
a∈Xj′
λ¯j
′
(a) · (R′xa)b−µ(x)−b¯
j′ (a),k−κ(x)−k¯j′ (a)
=
∑
a∈Xj′
λ¯j
′
(a) · (R′xa)b−µ(xa),k−κ(xa)
=
∑
a∈Xj′
λ¯j
′
(a) · p(b− µ(xa), k − κ(xa))
= min
1≤j≤N |k¯j≤k−κ(x)
∑
a∈Xj
λ¯j(a) · p(b− µ(xa), k − κ(xa))
= p(b− µ(x), k − κ(x))
Where the third equality follows from the induction claim, and the forth follows from the definition
of R′. Therefore (12) holds for any x, and in particular for the empty string ε, for which we get
(R′)b,kΓ = p(b, k) as required. And we can conclude that p(b, k) ≥ infR∈R(k)Rb,kΓ .
As we proved that both p(b, k) ≤ infR∈R(k)Rb,kΓ and p(b, k) ≥ infR∈R(k)Rb,kΓ we have that the
lemma holds.
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While theoretically if x ∼ R≤kΓ then the length of x can be arbitrarily large, the next lemma
shows that for practical purposes it is linear in k.
Lemma 8. For any probability distributions ∆ = (δ¯1, . . . , δ¯N ) ∈ DX¯ satisfying δ¯j · k¯j > 0 for all
j ∈ {1, . . . , N}, there is s > 0 such that, for any rules mapping R,
Pr
X1,...,XNk∼R
≤k
∆
[
Nk >
⌈
2k
s
⌉]
≤ exp
(
−k
4
)
.
The following claim is used in the proof of Lemma 8. The claim can be easily proved by
induction.
Claim 9. Let k1, . . . , km ∈ S, S ⊆ N, |S| <∞ be m random variables such that for every 1 ≤ i ≤ m
and a1, . . . , ai−1 ∈ support(k1, . . . , ki−1) we have
Pr[kj > 0|k1 = a1, . . . , ki−1 = ai−1] > s
Then
Pr[k1 + · · ·+ km ≤ ℓ] ≤ Pr
X∼B(m,s)
[X < ℓ],
where support is the support of a random variable, and B(m, s) is the Binomial distribution with
m coin flips, and the success probability s ∈ (0, 1] in each coin flip.
Proof of Lemma 8: Let s be a lower bound on the probability that a rule increases the coverage
by at least 1. That is, let s = min1≤j≤rmin{a∈Xj |k¯j(a)>0∧δ¯j (a)>0} δ¯
j(a). By the statement of the
lemma, we have s > 0. Let m =
⌈
2k
s
⌉
.
Let R be a rules mapping,X1,X2, . . . ∼ R∞∆ and letNk be the minimalNk for which κ(X1, . . . ,XNk) ≥
k. Therefore, X1,X2, . . . ,XNk ∼ R≤k∆ . Let ki = k¯R(X1,...,Xi−1)(Xi). If Nk > m then we have
κ(x1, . . . , xm) < k, that is,
k1 + . . .+ km =
m∑
i=1
k¯R(x1,...,xi−1)(xi) < k.
By the definition of s we have for any R-valid string x1, . . . , xi−1
Pr [kj > 0|X1, . . . ,Xi−1 = x1, . . . , xi−1] > s.
Thus for every a1, a2, . . . , ai−1 ∈ sup(k1, . . . , ki−1) we have
Pr [ki > 0|k1, . . . , ki−1 = a1, a2, . . . , ai−1] > s
and by Claim 9 we get
Pr [k1 + . . . km ≤ k] ≤ Pr
X∼B(m,s)
[X < k]
By Chernoff’s inequality we get
Pr
X∼B(m,s)
[X < k] < exp
(
− 1
2s
(ms− k)2
m
)
≤ exp
(
−k
4
)
,
and the Lemma immediately follows.
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3.4 Composite Types
The composite type (or simply, type) of a string x1, . . . , xn ∈ X n is the triplet C = (λ¯, P, n),
where
• λ¯ = (λ1, . . . , λN ) ∈ DN ,
λj =
|{i|xi ∈ Xj}|
n
• P = (p¯1, . . . , p¯N ) ∈ DX¯ ,
p¯j(a) =
|{i|xi = a}|
λjn
, for a ∈ Xj.
We use Cx = (λ¯x, Px, nx) to denote the composite type of a string x. We say that a type
(λ¯, P, n) is valid if λjn and λjnp¯
j(a) are always integral. It is easy to see that the type of a string
x is always valid.
Recall that the type of a string x ∈ X is p¯ ∈ DX such that p¯(a) is the frequency of a in x (see
[8, Chapter 11]). It is easy to see that λ¯ is the type of the rules string of x, and p¯j is the type of
the j-restricted string of x.
Cost and Budget. Following the above definitions, we note that
κ(x) = nxλ¯x · (Px •K)
µ(x) = nxλ¯x · (Px •B)
Type Sets. The type-set TR(C) of type C is the set of all R-valid strings x with Cx = C.
Similarly, the restricted type set T≤kR (C) is the set of all strings in TR(x), x = x1, . . . , xn for which
κ(x) ≥ k and κ(x1, . . . , xn−1) < k.
3.4.1 Basic Properties of Composite Types
Lemma 10. For any n ≥ 1, the number of valid types (λ¯, P, n) is bounded by (n + 1)|X¯ |, where
|X¯ | =∑Nj=1 |Xj|.
Proof. For every n, and a valid type (λ¯, P, n), the type is uniquely identified by the values of
nλ¯j p¯
j(a) (for j ∈ {1, . . . , N} and a ∈ Xj), which must be non-negative integers no greater than n.
There are |X¯ | such values. Hence, the number of valid types is at most (n+ 1)|X¯ |.
The next lemma shows that the probability of a valid string depends only on its composite type.
Lemma 11. Given a rules mapping R, distributions ∆ = (δ¯1, . . . , δ¯N ) ∈ DX¯ and an R-valid string
x = x1, . . . , xn of type (λ¯, P, n),
Rn∆(x) = exp
(−nλ¯ · (D (P‖∆) +H(P )).)
19
Proof.
Rn∆(x) = Π
n
i=1δ¯
R(x1,...,xi−1)(xi) (13)
= exp

 N∑
j=1
∑
a∈Xj
nλj p¯
j(a) log δ¯j(a)

 (14)
= exp

 N∑
j=1
nλj
∑
a∈Xj
p¯j(a) log δ¯j(a)

 (15)
= exp

 N∑
j=1
nλj(p¯
j · log δ¯j)

 (16)
= exp
(
nλ¯ · P • log∆) (17)
= exp
(
−nλ¯ · P • log P
∆
+ nλ¯ · P • log P
)
(18)
= exp
(−nλ¯ ·D (P‖∆)− nλ¯ ·H(P )) (19)
The transition from (13) to (14) follows from the definition of composite types. The transitions
from (15) to (17) follow from the definition of inner product and the operation • (recall that •
has higher precedence than other operations). The transition from (18) to (19) follows from the
definition of H and D (‖) for matrix-like objects in equations (7) and (8).
We now show that the claim of Lemma 11 holds also with respect to the distribution R≤kΓ .
Lemma 12. Given a rules mapping R, distribution ∆ = (δ¯1, . . . , δ¯N ) ∈ DX¯ , a valid type C =
(λ¯, P, n) and x = x1, . . . , xn ∈ T≤kR (C), we have
R≤k∆ (x) = exp
(−nλ¯ · (D (P‖∆) +H(P ))) .
Proof. To prove the lemma it suffices to show that R≤k∆ (x) = R
n
∆(x). However, we note that the
two arguments define the probability of the same event − that the n first symbols of R∞∆ are exactly
x, and therefore they are equal.
The next Lemma gives an upper bound on the number of valid strings of each type.
Lemma 13. For any valid type C = (λ¯, P, n) and rules tree R,
|TR(C)| ≤ exp(nλ¯ ·H(P )).
Proof. By Lemma 5, the strings in TR(C) are uniquely identified by their j-restricted strings.
The j-restricted strings of every x ∈ TR(C) is a string of length nλ¯j and of type p¯j. Thus, by
Theorem 11.1.3 of [8], the number of such strings (length nλ¯j and of type p¯j) is not greater than
exp(nλ¯jH(p¯
j)).
Therefore,
|TR(C)| ≤ ΠNj=1 exp(nλ¯jH(p¯j))
= exp

 N∑
j=1
nλ¯jH(p¯
j)


= exp(nλ¯ ·H(P ))
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As the previous lemmas (11 and 13) bounded the probability of a string of a given type, and
the number of strings of a given type, we can combine them to bound the probability of a type.
Lemma 14. Given a rules mapping R, distributions ∆ = (δ¯1, . . . , δ¯N ) ∈ DX¯ and any valid type
C = (λ¯, P, n),
Rn∆(TR(C)) ≤ exp
(−nλ¯ ·D (P‖∆))
Proof.
Rn∆(TR(C)) =
∑
x∈TR(C)
Rn∆(x) (20)
=
∑
x∈TR(C)
exp
(−nλ¯ · (D (P‖∆) +H(P ))) (21)
= |TR(C)| · exp
(−nλ¯ · (D (P‖∆) +H(P ))) (22)
≤ exp(nλ¯ ·H(P )) · exp (−nλ¯ · (D (P‖∆) +H(P ))) (23)
= exp(−nλ¯ ·D (P‖∆))
The transition between (20) and (21) follows from Lemma 11. The transition from (22) to (23)
follows from Lemma 13.
By combining Lemmas 10 and 14 we can derive a law of large numbers, stating that for large n
and x ∈ Rn∆, the likely value of λ¯x ·D (Px‖∆) is arbitrarily small.
Lemma 15. Given a rules mapping R, distributions ∆ = (δ¯1, . . . , δ¯N ) ∈ DX¯ and ε > 0,
Pr
X∼Rn
∆
[
λ¯X ·D (PX‖∆) > ε
]
< exp
(
−n
(
ε− |X¯ | log(n+ 1)
n
))
.
Proof. Let n ∈ N, let U be the set of valid types (λ¯, P, n) such that λ¯ ·D (P‖∆) > ε. Then,
Pr
X∼Rn
∆
[
λ¯X ·D (PX‖∆) > ε
]
=
∑
(λ¯,P,n)∈U
Rn∆(TR(λ¯, P, n)) (24)
≤
∑
(λ¯,P,n)∈U
exp
(−nλ¯ ·D (P‖∆)) (25)
<
∑
(λ¯,P,n)∈U
exp (−nε) (26)
= |U | exp (−nε) (27)
≤ (n+ 1)|X¯ | exp (−nε) (28)
≤ exp
(
−n
(
ε− |X¯ | log(n+ 1)
n
))
(29)
The transition from (24) to (25) is by Lemma 14, and the transition from (25) to (26) − by the
definition of U . The transition to (28) is by Lemma 10, note that U is a subset of valid types of
lenght n.
We can state a similar lemma for the distribution R≤k∆ .
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Lemma 16. For any probability distributions ∆ = (δ¯1, . . . , δ¯N ) ∈ DX¯ satisfying δ¯j · k¯j > 0 for all
j ∈ {1, . . . , N}, there is s′ > 0 such that, for any ε > 0, k ≥ 1 and rules mapping R, it holds that
Pr
X∼R≤k
∆
[
λ¯X ·D (PX‖∆) > ε or nX >
⌈
2k
s
⌉]
≤ (ks′)|X¯ |+1 exp
(
− k
kmax
ε
)
+ exp
(
−k
4
)
,
where s is the value from Lemma 8.
Proof. Using Lemma 8, it suffices to show that
Pr
x∼R≤k
∆
[
λ¯X ·D (PX‖∆) > ε and nX ≤
⌈
2k
s
⌉]
≤ (ks′)|X¯ |+1 exp
(
− k
kmax
ε
)
for some fixed s′ > 0. Now, note that if X1, . . . ,XNk ∼ R≤k∆ then Nk ≥ kkmax . Therefore, the
event (λ¯X · D (PX‖∆) > ε and nX ≤
⌈
2k
s
⌉
) is the union of the events (λ¯X · D (PX‖∆) > ε) and
(nX = n for n satisfying
k
kmax
≤ n ≤ ⌈2ks ⌉). The probability of the event (λ¯X ·D (PX‖∆) > ε and
n = nX) is at most PrX∼Rn
∆
[
λ¯X ·D (PX‖∆) > ε
]
; thus, by Lemma 15, this probability is at most
(n+ 1)|X¯ | exp(−nε) ≤ (ks′)|X¯ | exp
(
− k
kmax
ε,
)
,
where s′ is fixed constant such that ks′ >
⌈
2k
s
⌉
+ 1 for any k > 1. Therefore,
Pr
X∼R≤k
∆
[
λ¯X ·D (PX‖∆) > ε and nX ≤
⌈
2k
s
⌉]
≤
⌈ 2ks ⌉∑
n= k
kmax
(ks′)|X¯ | exp
(
− k
kmax
ε
)
≤ (ks′)|X¯ |+1 exp
(
− k
kmax
ε
)
.
3.5 Upper Bounds
We can now prove an upper bound over infRR
αk,k
Γ (recall that f has been defined in Section 3.2.5).
Lemma 17. For any β ≥ α and k ∈ N it holds that
inf
R
Rβk,kΓ ≤ (βk + 1)|X |+1 · exp(−f(β) · k).
Proof. Define a rules mapping R by R(x) = j∗ for every x ∈ X ∗ (recall Mj∗ =M). Let k ∈ N and
X = X1, . . . ,XNk ∼ R≤kΓ . Assume that Pr[µ(X) ≤ βk] > 0 (otherwise the assertion in the lemma
is correct). Let S be the set of all strings x ∈ X ∗j such that Pr[X = x] > 0 and µ(x) ≤ βk. As
b¯j(a) ≥ 1 for every a ∈ Xj we have that the length of every x ∈ S is at most βk.
Let C = {Cx|x ∈ S}, the set of possible composite types of strings in S. As the lengths of
strings in S are bounded it follows from Lemma 13 that |C| ≤ (βk + 1)|X |+1. Let C = (λ, P, n) be
the most likely type in C. That is, C = argmaxC∈C Pr[CX = C]. We now use the above to bound
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Rβk,kΓ .
Rβk,kΓ =
∑
x∈S
Pr[X = x]
=
∑
C′∈C
∑
x∈S
Pr[X = x and CX = C
′]
=
∑
C′∈C
Pr[CX = C
′]
≤
∑
C′∈C
Pr[CX = C] By the definition of C
= |C|Pr[Cx = C]
≤ (βk + 1)|X |+1 · Pr[Cx = C].
(30)
Therefore, we need to show that Pr[Cx = C] ≤ exp(−kf(β)).
Let x ∈ T≤kR (C), as R ≡ j∗ we have λ¯j∗ = 1 and κ(x) = n · p¯j
∗ · k¯j∗ as well as µ(x) = n · p¯j∗ · k¯j∗ .
As k ≤ κ(x) and µ(x) ≤ βk we can conclude that p¯j∗ · b¯j∗ ≤ β(p¯j∗ · k¯j∗). Therefore p¯j∗ ∈ Fj∗(β)
and
D
(
p¯j
∗∥∥γ¯j∗)
p¯j∗ · k¯j∗ ≤ f(β). (31)
Now, we can combine (31) with Lemma 14 to upper bound the probability of type C,
Pr[Cx = X] ≤ R≤kΓ
(
T≤kR (C)
)
≤ RnΓ (TR(C)) By the definition of the events.
≤ exp (−nλ¯ ·D (P‖Γ)) By Lemma 14
= exp
(
−nD
(
p¯j
∗
∥∥∥γ¯j∗)) Since λ¯j∗ = 1.
= exp
(
−np¯
j∗k¯j
∗
p¯j∗ k¯j∗
D
(
p¯j
∗
∥∥∥γ¯j∗))
≤ exp (−k · f(β)) Due to (31) and np¯j∗ k¯j∗ = κ(x) ≥ k.
(32)
We can now combine (32) with (30). This leads to the following.
Rβk,kΓ ≤ (βk + 1)|X |+1 · Pr[Cx = C] ≤ (βk + 1)|X |+1 · exp(−f(β) · k) (33)
And the lemma immediately follows.
Note that while the lemma above bounds infRR
βk,k
Γ , we wish to bound a similar expression
in which R is restricted to be a k-consistent mapping. The following Lemma shows a connection
between the two.
Lemma 18. For any b ∈ R and k ∈ N it holds that
inf
R∈R(k)
Rb,kΓ ≤ infR R
b,k−kmax
Γ
Proof. It is sufficient to prove the claim for b ∈ Z. We will use induction over b. If b < 0 we
have infR∈R(k)R
b,k
Γ = infRR
b,k−kmax
Γ = 0. If b ≥ 0 and k ≤ kmax we have infR∈R(k)Rb,kΓ ≤ 1 =
infRR
b,k−kmax
Γ .
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If b ≥ 0 and k > kmax, let R′ be a mapping such that (R′)b,k−kmaxΓ = infRRb,k−kmaxΓ . Denote
j = R′(ε). One can easily show that for every a ∈ Xj it holds that
(R′a)
b−b¯j(a),k−kmax−k¯j(a)
Γ = infR
R
b−b¯j(a),k−kmax−k¯j(a)
Γ . (34)
Also, let R¨ be a k-consistent mapping with R¨(ε) = R′(ε) = j and R¨b,kΓ = infR∈R(k),R(ε)=j R
b,k
Γ .
Similarly to the case of R′, it can be easily shown that for every a ∈ Xj it holds that
(R¨a)
b−b¯j(a),k−k¯j(a)
Γ = inf
R∈R(k−k¯j(a))
R
b−b¯j(a),k−k¯j(a)
Γ . (35)
This leads us to the following.
inf
R∈R(k)
Rb,kΓ ≤ inf
R∈R(k),R(ε)=j
Rb,kΓ
= R¨b,kΓ
=
∑
a∈Xj
γ¯j(a)
(
R¨a
)b−b¯j(a),k−k¯j(a)
Γ
By Lemma 6
≤
∑
a∈Xj
γ¯j(a) inf
R∈R(k−k¯j(a))
R
b−b¯j(a),k−k¯j(a)
Γ By (35)
≤
∑
a∈Xj
γ¯j(a) inf
R
R
b−b¯j(a),k−kmax−k¯j(a)
Γ Induction’s hypothesis
=
∑
a∈Xj
γ¯j(a)
(
R′a
)b−b¯j(a),k−kmax−k¯j(a)
Γ
By (34)
=
(
R′
)b,k−kmax
Γ
By Lemma 6
= inf
R
Rb,k−kmaxΓ
(36)
We can combine Lemma 17 and Lemma 18 to obtain the following.
Lemma 19. For any k > 2kmax
inf
R∈R(k)
Rαk,kΓ ≤ (2αk + 1)|X |+1 exp
(
−f
(
αk
k − kmax
)
k
)
3.6 Lower Bounds
The proof of the lower bound utilizes the distributions q¯1, . . . , q¯N defined as follows.
q¯j = argmin
q¯∈Fj(α)
D
(
q¯
∥∥γ¯j)
q¯k¯j
. (37)
Clearly,
D(q¯‖γ¯j)
q¯k¯j
=Mj (recall that Fj have been defined in Section 3.2.5). Define Q = (q¯1, . . . , q¯N ).
The lower bound consist of two main Lemmas. The first (Lemma 20) shows that Rαk,kQ declines
sub-exponentially in k. The second (Lemma 24) uses this property to lower bound Rαk,kΓ .
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Lemma 20.
unif
R∈R(k)
lim
k→∞
logRαk,kQ
k
= 0
To prove Lemma 20 we will use a series of simpler Lemmas.
Lemma 21. For every ε > 0,
unif
R∈R(k)
lim
k→∞
logR
(α+ε)k,k
Q
k
= 0
Proof. By Lemma 16 there are s, s′ such that for any ε > 0, k ≥ 1 and rules mapping R it holds
that
Pr
X∼R≤kQ
[
λ¯X ·D (PX‖Q) > ε or nX >
⌈
2k
s
⌉]
≤ (ks′)|X¯ |+1 exp
(
− k
kmax
ε
)
+ exp
(
−k
4
)
.
Thus, by setting ε = 1√
k
we have for any k ≥ 1 and rules mapping R,
Pr
X∼R≤kQ
[
λ¯X ·D (PX‖Q) > 1√
k
or nX >
⌈
2k
s
⌉]
≤ (ks′)|X¯ |+1 exp
(
−
√
k
kmax
)
+ exp
(
−k
4
)
.
As the right term above approaches 0 as k goes to infinity, for large enough k and any mapping R
we have,
Pr
X∼R≤kQ
[
λ¯X ·D (PX‖Q) > 1√
k
or nX >
⌈
2k
s
⌉]
≤ 1
2
.
And consequently, for large enough k and any R,
Pr
X∼R≤kQ
[
λ¯X ·D (PX‖Q) ≤ 1√
k
and nX ≤
⌈
2k
s
⌉]
≥ 1
2
. (38)
For any k, let C(k) be the collection of types (λ¯, P, n) such that λ¯ ·D (P‖Q) ≤ 1√
k
and n ≤ ⌈2ks ⌉.
By Lemma 10 we have
|C| ≤
⌈
2k
s
⌉|X |+1
. (39)
Due to (38) we know that C(k) 6= ∅ for large enough k.
For large enough k and any mapping R ∈ R(k) let CRk = (λ¯Rk , PRk , nRk ) ∈ C(k) be the most likely
composite type in C(k) by the distribution R≤kQ . That is,
CRk = argmax
C=(λ¯,P,n)∈C(k)
Pr
X∼R≤kQ
[CX = C] . (40)
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We first attain a lower bound the probability of CRk .
1
2
≤ Pr
X∼R≤kQ
[
λ¯X ·D (PX‖Q) ≤ 1√
k
and nX ≤
⌈
2k
s
⌉]
By (38)
=
∑
C∈C(k)
Pr
X∼R≤kQ
[CX = C]
≤
∑
C∈C(k)
Pr
X∼R≤k
Q
[
CX = C
R
k
]
By (40)
= |C(k)| · Pr
X∼R≤kQ
[
CX = C
R
k
]
≤
⌈
2k
s
⌉|X |+1
Pr
X∼R≤kQ
[
CX = C
R
k
]
By (39).
And therefore,
Pr
X∼R≤kQ
[
CX = C
R
k
] ≥ 1
2
·
⌈
2k
s
⌉−|X |−1
. (41)
Also, as CRk ∈ C(k) it holds that
unif
R∈R(k)
lim
k→∞
λ¯Rk ·D
(
PRk
∥∥Q) = 0. (42)
Therefore, by lemma 4 we have
unif
R∈R(k)
lim
k→∞
λ¯Rk · PRk •B − λ¯Rk ·Q •B = 0.
Define ε1 = ε
s
20 . By the above limit, for large enough k and any R ∈ R(k) it holds that
λ¯Rk · PRk •B − λ¯Rk ·Q •B ≤ ε1.
Therefore for any string x ∈ T≤kR
(
CRk
)
,
µ(x) = nRk λ¯
R
k · PRk •B ≤ nRk λ¯ ·Q •B + nRk ε1 ≤ αnRk λ¯Rk ·Q •K + εk = (α+ ε)k.
The second inequality is since q¯j · b¯j ≤ αq¯j ·k¯j and nRk ≤
⌈
2k
s
⌉
. The third inequality is since κ(x) = k
as R ∈ R(k).
Thus, for large enough k, and R ∈ R(k) it holds that R(α+ε)k,kQ ≥ PrX∼R≤kQ
[
CX = C
R
k
]
as the
event set of the left term includes the events set of the right term. Therefore by (41), for large
enough k and any R ∈ R(k), we get
1 ≥ R(α+ε)k,kQ ≥ Pr
X∼R≤kQ
[
CX = C
R
k
] ≥ 1
2
·
⌈
2k
s
⌉−|X |−1
and the claim follows from the above expression using the squeeze theorem after taking log and
dividing by k.
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To prove Lemma 20 using Lemma 21 we need to lower bound on Rαk,kQ given a lower bound on
R
(α+ε)k,k
Q . Intuitively, this can be done by considering strings in which the first δk letters are ones
which provides a cost to coverage ratio better than α (δ ∈ R≥0). However, it is possible that there
are rules (that is, values of j) in which no such letters exists. We use the term strict rules to refer
to the later rules. Our technique derives a lower bound by considering only strings in which some
fixed fraction of k of the letters not associated with strict rules provides a budget to coverage ratio
better than α.
Formally, we say that a j ∈ {1, . . . , N} is strict if for every i ∈ {1, . . . , rj} for which q¯ji > 0 it
holds that b¯ji = αk¯
j
i . It is easy to see that if j ∈ {1, . . . , N} is not strict then there is i ∈ {1, . . . , rj}
for which q¯ji > 0 and b¯
j
i < αk¯
j
i (otherwise q¯
j cannot be a solution for (3)). We use i∗(j) to denote
this i and a∗j to denote the letter in Xj associated with i. Let η > 0 be a number such that for any
non-strict j it holds that b¯ji∗(j) ≤ (α − η)b¯ji∗(j). Also, set qmin to be the minimal entry in Q which
is greater than 0. That is, qmin = minj∈{1,...,N}mini∈{1,...,rj}|q¯ji>0
q¯ji
Lemma 22. For any v ≥ 0, k ∈ N, b ≥ αk and rules mapping R ∈ R(k) there exist: an integer
n ≥ 1, values δτ , pτ , bτ , kτ , sτ , gτ for τ ∈ {1, . . . , n}, and rules mappings Rτ ∈ R(kτ ) for every
τ ∈ {1, . . . , n} such that
Rb,kQ ≥
n∑
τ=1
δτpτq
gτ
min
and
1. For every τ ∈ {1, . . . , n} either pτ = (Rτ )bτ ,kτQ or pτ = 1.
2. For every τ ∈ {1, . . . , n}, if pτ 6= 1 then kτ ∈ N, kτ = k−sτ−gτ , and bτ ≥ b−αsτ−(α−η)gτ .
3. It holds that
∑n
τ=1 δτ = 1 and for every τ ∈ {1, . . . , n}, δτ > 0.
4. For every τ ∈ {1, . . . , n} we have sτ , gτ ∈ N and v + kmax ≥ gτ ≥ v.
Proof. We prove the claim by induction over k. If k = 0 the claim holds, as b ≥ αk = 0 and
therefore Rb,kQ = 1 ≥ q⌊v⌋+1min . The later expression satisfies the claim with n = 1, p1 = 1 and
g1 = ⌊v⌋+ 1.
For k > 0, let j = R(ε) (the mapping of the empty string). By Lemma 6,
Rb,kQ =
∑
a∈Xj
q¯j(a) · (Ra)b−b¯
j(a),k−k¯j(a)
Q .
Consider two cases.
Case 1: j is not strict. Therefore we have,
Rb,kQ =
∑
a∈Xj
q¯j(a) (Ra)
b−b¯j(a),k−k¯j(a)
Q
≥ q¯j(a∗j )
(
Ra∗j
)b−b¯j(a∗j ),k−k¯j(a∗j )
Q
≥ qk¯
j(a∗j )
min
(
Ra∗j
)b−b¯j(a∗j ),k−k¯j(a∗j )
Q
.
(43)
As R ∈ R(k) we have k − k¯j(a∗j ) ≥ 0. Since b¯j(a∗j ) ≤ (α− η)k¯j(a∗j ) ≤ αk¯ja∗(j) we also have,
b− b¯j(a∗j ) ≥ αk − b¯j(a∗j ) ≥ α(k − k¯j(a∗j ))
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Therefore, we can use the induction hypothesis with v′ = v − k¯j(a∗j) and the expression(
Ra∗j
)b−b¯j(a∗j ),k−k¯j(a∗j )
Q
. That is, there is an integer n ≥ 1, values δτ , pτ , bτ , kτ , sτ , gτ for τ ∈
{1, . . . , n}, and rules mappings Rτ ∈ R(kτ ) for τ ∈ {1, . . . , n} such that
(
Ra∗j
)b−b¯j(a∗j ),k−k¯j(a∗j )
Q
≥
n∑
τ=1
δτpτq
gτ
min (44)
and for every τ ∈ {1, . . . , n} we have that either pτ = (Rτ )bτ ,kτQ or pτ = 1. If pτ 6= 1 then
kτ = k − k¯j(a∗j ) − sτ − gτ , bτ ∈ N, bτ ≥ b − b¯j(a∗j ) − αsτ − (α − η)gτ , δτ > 0, sτ , gτ ∈ N and
v − k¯j(a∗j ) + kmax ≥ gτ ≥ v − k¯(a∗j ). As well as
∑n
τ=1 δτ = 1. By combining (43) and (44) we get,
Rb,kQ ≥
n∑
τ=1
δτpτq
gτ+k¯j(a∗j )
min
and it is easy to verify that this expression fulfills the requirements of the hypothesis.
Case 2: j is α-strict. In this case for each a ∈ Xj, q¯j(a) > 0 we have that
b− b¯j(a) ≥ αk − αk¯j(a) = α(k − k¯j(a))
and we can apply the induction hypothesis for every a ∈ Xj such that q¯j(a) > 0 with re-
spect to R
b−b¯j(a),k−b¯j(a)
Q and v. That is, for every a ∈ Xj , q¯j(a) > 0 there is an integer na,
values δa,τ , pa,τ , ba,τ , ka,τ , sa,τ , ga,τ for τ ∈ {1, . . . , na}, and rules mappings Ra,τ ∈ R(kτ ) for
τ ∈ {1, . . . , na}, such that
(Ra)
b−b¯j(a),k−b¯j(a)
Q ≥
na∑
τ=1
δa,τpa,τq
ga,τ
min (45)
and for every τ ∈ {1, . . . , na} we have that either pa,τ = (Ra,τ )ba,τ ,ka,τQ or pa,τ = 1. If pa,τ 6= 1 then
ka,τ = k− k¯j(a)− sa,τ − ga,τ , and ba,τ ≥ b− b¯j(a)−αsa,τ − (α− η)ga,τ , δa,τ > 0, sa,τ , ga,τ ∈ N and
v + kmax ≥ ga,τ ≥ v. As well as
∑na
τ=1 δa,τ = 1. Using (45) we obtain,
Rb,kQ =
∑
a∈Xj
q¯j(a) · (Ra)b−b¯
j(a),k−k¯j(a)
Q =
∑
a∈Xj |q¯j(a)>0
na∑
τ=1
(
q¯j(a)δa,τ
)
pa,τq
ga,τ
min
and it easy to verify the above expression satisfies the induction hypothesis.
The last claim we need for proving Lemma 20 is a naive lower bound on Rαk,kQ which is useful
in case k is too small for the asymptotic behavior given in Lemma 21 to be effective.
Lemma 23. For any k ∈ N and mapping R ∈ R(k) it holds that
Rαk,kQ ≥ qkmin
Proof. We prove the Lemma by induction over k. For k = 0 the claim is trivial.
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For general k, let R ∈ R(k) and j = R(ε) (the mapping of the empty string). In case j is strict
let a∗j ∈ Xj be an arbitrary letter. By Lemma 6 we have,
Rαk,kQ =
∑
a∈Xj
q¯j(a) · (Ra)αk−b¯
j(a),k−k¯j(a)
Q
≥ q¯j(a∗j )(Ra∗j )
αk−b¯j(a∗j ),k−k¯j(a∗j )
Q
≥ qmin(Ra∗j )
α(k−k¯j(a∗j )),k−k¯j(a∗j )
Q
≥ qmin · qk−k¯
j(a∗j )
min
≥ qkmin
(46)
The second inequality follows from b¯j(a∗j ) ≤ αk¯j(a∗j ) and qmin ≤ q¯j(a∗j ). The third inequality
follows from the induction hypothesis. Note that Ra∗j ∈ R(k − k¯j(a∗j )) and k − k¯j(a∗j ) ≥ 0.
Proof of Lemma 20. Let ε > 0. To prove the claim we need to show that for large enough k and
any R ∈ R(k) it holds that ∣∣∣∣∣ logR
αk,k
Q
k
∣∣∣∣∣ < ε.
As Rαk,kQ ≤ 1 it suffices to show
logRαk,kQ
k
> −ε (47)
or equivalently that Rαk,kQ > exp(−εk).
Define ε1 =
εη
−20 log qmin > 0 if qmin 6= 1 and ε1 = ε otherwise. By Lemma 21 we have
unif
R
lim
k→∞
logR
(α+ε1)k,k
Q
k
= 0.
Thus there is N0 such that for every k > N0 and R ∈ R(k) it holds that R(α+ε1)k,kQ > exp(− εk20 ).
Let k ∈ N and a mapping R ∈ R(k).
Set v = ε1η k. By Lemma 22 there exists an integer n ≥ 1, values δτ , pτ , bτ , kτ , sτ , gτ for
τ ∈ {1, . . . , n}, and rules mappings Rτ ∈ R(kτ ) for every τ ∈ {1, . . . , n} such that
Rb,kQ ≥
n∑
τ=1
δτpτq
gτ
min
and the other conditions described in the lemma hold as well (with respect to the value v defined
above).
Clearly, if pτq
gτ
min ≥ exp(−εk) for every τ ∈ {1, . . . , n} then the condition in (47) holds. We
will show that the former holds when k is large enough. For each τ ∈ {1, . . . , n} we consider two
possible cases.
• pτ = 1 or pτ 6= 1 and kτ ≤ N0. If pτ = 1 then also pτ ≥ qN0min. In case pτ 6= 1 we use Lemma
29
23 to obtain pt ≥ qkτmin ≥ qN0min. Therefore,
pτq
gτ
min ≥ qgτ+N0min
= exp((gτ +N0) · log qmin)
≥ exp((v + kmax +N0) · log qmin)
≥ exp
((
ε1
η
k + kmax +N0
)
log qmin
)
≥ exp
(
− ε
20
k + (kmax +N0) log qmin
)
> exp(−εk).
When the last transition holds for large enough k.
• pτ 6= 1 and kτ > N0. In this case we have,
(α+ ε1)kτ = (α+ ε1)(k − sτ − gτ )
= αk − αsτ − (α− η)gτ + ε1k − ε1sτ − (ε1 + η)gτ
≤ bτ + ε1k − ηgτ
≤ bτ + ε1k − ηv Since gτ > v
≤ bτ + ε1k − ηε1
η
k Since v =
ε1
η
k
= bτ
Therefore,
pτ = (Rτ )
bτ ,kτ
Q ≥ (Rτ )(α+ε1)kτ ,kτQ ≥ exp
(
−εkτ
20
)
≥ exp
(
− ε
20
k
)
. (48)
We also have either qmin = 1 or
qgτmin = exp (gτ log qmin)
≥ exp ((v + kmax) log qmin)
≥ exp
((
ε1
η
k + kmax
)
log qmin
)
≥ exp
((
ηε
−20η log qmink + kmax
)
log qmin
)
= exp
(
− ε
20
k + kmax log qmin
)
≥ exp
(
−ε
2
k
)
.
(49)
Where the last transition holds for large enough k. Combining (48) and (49) we get pτq
gτ
min >
exp(−εk).
As we showed that for large enough k we have pτq
gτ
min > exp(−εk), we can conclude that the Lemma
holds according to the discussion above.
Lemma 24. For any ε > 0 there is N∗ > 0 such that for every k > N∗
inf
R∈R(k)
Rαk,kΓ > exp(−k(M + ε)).
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Proof. For any k, let C(k) be set of composite types C = (λ¯, P, n) such that nλ¯ · P • K = k and
nλ¯ · P •B ≤ αk. It is easy to see that if (λ¯, P, n) ∈ C(k) then n ≤ αk, therefore by Lemma 10 we
have |C| ≤ (αk + 1)|X |+1.
For large enough k and any rules mapping R ∈ R(k) let CRk = (λ¯Rk , PRk , nRk ) be the most likely
type in C(k) according to the distribution R≤kQ . That is,
CRk = argmax
C=(λ¯,P,n)∈C(k)
Pr
X∼R≤kQ
[CX = C] . (50)
Lemma 25.
unif
R∈R(k)
lim
k→∞

 logR≤kQ
(
T≤kR (C
R
k )
)
k

 = 0
Proof. For any large enough k and R ∈ R(k) we have
Rαk,kQ = Pr
X∼R≤kQ
[µ(X) ≤ αk]
=
∑
C∈C(k)
Pr
X∼R≤kQ
[CX = C]
≤
∑
C∈C(k)
Pr
X∼R≤kQ
[
CX = C
R
k
]
By (50)
≤ |C(k)| Pr
X∼R≤kQ
[
CX = C
R
k
]
= |C(k)| ·R≤kQ (T≤kR (CRk ))
≤ (αk + 1)|X |+1R≤kQ (T≤kR (CRk ))
Therefore,
logRαk,kQ
k
− (|X |+ 1) log(αk + 1)
k
≤ logR
≤k
Q (T
≤k
R (C
R
k ))
k
≤ 0
And the claim follows by the Squeeze theorem and Lemma 20.
Lemma 26.
unif
R∈R(k)
lim
k→∞
λ¯Rk ·D
(
PRk
∥∥Q) = 0
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Proof. For any large enough k and R ∈ R(k) we have
Rαk,kQ = Pr
X∼R≤kQ
[µ(X) ≤ αk]
=
∑
C∈C(k)
Pr
X∼R≤kQ
[CX = C]
≤
∑
C∈C(k)
Pr
X∼R≤kQ
[
CX = C
R
k
]
By (50)
≤ |C(k)| Pr
X∼R≤kQ
[
CX = C
R
k
]
≤ (αk + 1)|X |+1 Pr
X∼R≤kQ
[
CX = C
R
k
]
≤ (αk + 1)|X |+1 Pr
X∼R(n
R
k )
Q
[
CX = C
R
k
]
≤ (αk + 1)|X |+1 exp (−nRk λ¯Rk ·D (PRk ∥∥Q)) By Lemma 14
Therefore,
0 ≤ λ¯Rk ·D
(
PRk
∥∥Q) ≤ k
nRk
(
(|X |+ 1) log(αk + 1)
k
+
logRαk,kQ
k
)
The right term in the above inequality converges to 0 as k goes to infinity. This is due to Lemma
20 and since k
nRk
∈ [α−1, kmax]. The lemma is attained by the Squeeze theorem.
Note that Lemma 26 implies that λ¯Rk and P
R
k satisfy the condition of Lemma 4.
Lemma 27.
unif
R∈R(k)
lim
k→∞
(
λ¯Rk ·H(PRk )− λ¯Rk ·H(Q)
)
= 0
Proof. We note that, for any large enough k and R ∈ R(k), it holds that
λ¯Rk ·H(PRk ) = −λ¯Rk · PRk • log PRk
= −λ¯Rk · PRk • log
PRk
Q
− λ¯Rk · PRk • logQ
= −λ¯Rk ·D
(
PRk
∥∥Q)− λ¯Rk ·Q • logQ− λ¯Rk · (PRk −Q) • logQ
= −λ¯Rk ·D
(
PRk
∥∥Q)+ λ¯RkH(Q)− λ¯Rk · (PRk −Q) • logQ
Therefore,
unif
R∈R(k)
lim
k→∞
(
λ¯Rk ·H(PRk )− λ¯Rk ·H(Q)
)
= unif
R∈R(k)
lim
k→∞
(−λ¯Rk ·D (PRk ∥∥Q)+ λ¯Rk ·H(Q)− λ¯Rk · (PRk −Q) • logQ− λ¯RkH(Q))
= unif
R∈R(k)
lim
k→∞
(−λ¯Rk ·D (PRk ∥∥Q)− λ¯Rk · (PRk −Q) • logQ)
= unif
R∈R(k)
lim
k→∞
(−λ¯Rk ·D (PRk ∥∥Q))+ unif
R∈R(k)
lim
k→∞
(−λ¯Rk · (PRk −Q) • logQ) = 0.
The last equality follows from Lemmas 26 and 4.
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For any large enough k and R ∈ R(k) let xRk be an arbitrary string in T≤kR
(
CRk
)
.
Lemma 28.
unif
R∈R(k)
lim
k→∞
(
logR≤kQ (x
R
k )
nRk
+ λ¯Rk ·H(Q)
)
= 0
Proof. By Lemma 12, we have for any large enough k and R ∈ R(k),
logR≤kQ (x
R
k )
nRk
=
−nRk λ¯Rk · (D
(
PRk
∥∥Q)+H(PRk ))
nRk
= −λ¯Rk · (D
(
PRk
∥∥Q)+H(PRk )).
Therefore,
unif
R∈R(k)
lim
k→∞
(
logR≤kQ (x
R
k )
nRk
+ λ¯Rk ·H(Q)
)
‘
= unif
R∈R(k)
lim
k→∞
(−λ¯Rk ·D (PRk ∥∥Q)− λ¯Rk ·H(PRk ) + λ¯Rk ·H(Q))
=− unif
R∈R(k)
lim
k→∞
(
λ¯Rk ·D
(
PRk
∥∥Q))− unif
R∈R(k)
lim
k→∞
(
λ¯Rk ·H(PRk )− λ¯Rk ·H(Q)
)
= 0
The last equality follows from Lemmas 26 and 27.
The next lemma provides an estimation on the asymptotic size of T≤kR (C
R
k ).
Lemma 29.
unif
R
lim
k→∞

 log
∣∣∣T≤kR (CRk )∣∣∣
nRk
− λ¯Rk ·H(Q)

 = 0
Proof. By Lemma 12, for every large enough k and R ∈ R(k) the value of R≤kQ (x) is the same for
every x ∈ T≤kR (CRk ); therefore, R≤kQ
(
T≤kR (C
R
k )
)
=
∣∣∣T≤kR (CRk )∣∣∣ · R≤kQ (xRk ), and
log
∣∣∣T≤kR (CRk )∣∣∣ = logR≤kQ (T≤kR (CRk ))− logR≤kQ (xRk ).
Thus,
unif
R∈R(k)
lim
k→∞

 log
∣∣∣T≤kR (CRk )∣∣∣
nRk
− λ¯Rk ·H(Q)


= unif
R∈R(k)
lim
k→∞

 logR≤kQ
(
T≤kR (C
R
k )
)
− logR≤kQ (xRk )
nRk
− λ¯Rk ·H(Q)


= unif
R∈R(k)
lim
k→∞

 logR≤kQ
(
T≤kR (C
R
k )
)
nRk

− unif
R
lim
k→∞
(
logR≤kQ (x
R
k )
nRk
+ λ¯Rk ·H(Q)
)
= 0
The last transition follows from Lemma 25 and Lemma 28.
Lemma 30.
unif
R∈R(k)
lim
k→∞
(
logR≤kΓ (x
R
k )
nRk
+ λ¯Rk (D (Q‖Γ) +H(Q))
)
= 0
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Proof. By the definition of composite types we have
logR≤kΓ (x
R
k )
nRk
=
nRk λ¯
R
k · PRk • log Γ
nRk
= λ¯Rk ·Q • log Γ + λ¯Rk · (PRk −Q) • log Γ
Also, from (7) and (8), we have
λ¯Rk (D (Q‖Γ) +H(Q)) = λ¯Rk ·Q • log
Q
Γ
− λ¯Rk ·Q • logQ = −λ¯Rk ·Q • log Γ
Therefore,
unif
R∈R(k)
lim
k→∞
(
logR≤kΓ (x
R
k )
nRk
+ λ¯Rk (D (Q‖Γ) +H(Q))
)
= unif
R∈R(k)
lim
k→∞
(
λ¯Rk ·Q • log Γ + λ¯Rk · (PRk −Q) • log Γ− λ¯Rk ·Q • log Γ
)
= unif
R∈R(k)
lim
k→∞
(
λ¯Rk · (PRk −Q) • log Γ
)
= 0
The last equality is due to Lemma 26 and Lemma 4.
We can combine the above Lemma with Lemma 29.
Lemma 31.
unif
R∈R(k)
lim
k→∞
(
logR≤kΓ (T
≤k
R (C
R
k ))
nRk
+ λ¯Rk ·D (Q‖Γ)
)
= 0
Proof. Clearly, R≤kΓ (T
≤k
R (C
R
k )) = |T≤kR (CRk )| ·R≤kΓ (xRk ), therefore,
unif
R∈R(k)
lim
k→∞
(
logR≤kΓ (T
≤k
R (C
R
k ))
nRk
+ λ¯Rk ·D (Q‖Γ)
)
= unif
R∈R(k)
lim
k→∞
(
log |T≤kR (CRk )|+ logR≤kΓ (xRk )
nRk
+ λ¯Rk ·D (Q‖Γ)
)
= unif
R∈R(k)
lim
k→∞
(
log |T≤kR (CRk )|
nRk
− λ¯Rk ·H(Q) +
logR≤kΓ (x
R
k )
nRk
+ λ¯Rk · (D (Q‖Γ) +H(Q))
)
= 0
The last transition follows from Lemma 29 and Lemma 30.
Lemma 32.
unif
R∈R(k)
lim
k→∞
nRk λ¯
R
k ·Q •K
k
= 1
Proof. We note that by the definition of CRk it holds that n
R
k λ¯
R
k · PRk •K = k. Therefore,
unif
R∈R(k)
lim
k→∞
nRk λ¯
R
k ·Q •K
k
= unif
R∈R(k)
lim
k→∞
nRk λ¯
R
k · PRk •K
k
+
nRk λ¯
R
k · (Q− PRk ) •K
k
=1 + unif
R∈R(k)
lim
k→∞
nRk
k
λ¯Rk · (Q− PRk ) •K = 1.
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The last transition follows from Lemmas 4 and 26, as well as from
nR
k
k ∈
[
kmax
−1, α
]
.
Let ε > 0. By Lemma 31 for large enough k and any R ∈ R(k) it holds that
logR≤kΓ (T
≤k
R (C
R
k ))
nRk
+ λ¯Rk ·D (Q‖Γ) ≥ −
ε
2α
.
As Rαk,kΓ ≥ R≤kΓ (T≤kR (CRk )) we get,
Rαk,kΓ ≥ exp
(
−nRk λ¯Rk ·D (Q‖Γ)−
εnRk
2α
)
. (51)
And by Lemma 32, for large enough k and any R ∈ R(k) we have
nRk λ¯
R
k ·Q •K ≤ k
(
1 +
ε
2M
)
. (52)
Therefore, for any large enough k and R ∈ R(k),
nRk λ¯
R
k ·D (Q‖Γ) = nRk
N∑
j=1
(
λ¯Rk
)
j
D
(
q¯j
∥∥γ¯j)
= nRk
N∑
j=1
(
λ¯Rk
)
j
(q¯j · k¯j)D
(
q¯j
∥∥γ¯j)
q¯j · k¯j
= nRk
N∑
j=1
(
λ¯Rk
)
j
(q¯j · k¯j)Mj By the definition of Mj and q¯j
≤ nRk
N∑
j=1
(
λ¯Rk
)
j
(q¯j · k¯j)M Since M = maxMj
=MnRk λ¯
R
k ·Q •K
=Mk
(
1 +
ε
2M
)
By (52)
=Mk +
ε
2
k
(53)
We also have nRk ≤ αk. Combining this along with (51) and (53) we get,
Rαk,kΓ ≥ exp (−k(M + ε))
Which completes the proof of Lemma 33.
3.7 Finalizing the Proof
We start with a theorem which unifies the content of Lemmas 19 and 24.
Theorem 33.
lim
k→∞
log infR∈R(k)R
αk,k
Q
k
= −M
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Proof. Let ε > 0.
By Lemma 19, for any k > 2kmax we have
inf
R∈R(k)
Rαk,kΓ ≤ (2αk + 1)|X |+1 exp
(
−f
(
αk
k − kmax
)
k
)
Therefore,
log infR∈R(k)R
αk,k
Γ
k
≤ (|X |+ 1) log (2αk + 1)
k
+−f
(
αk
k − kmax
)
As the right term of the expression above converges to −M as k goes to infinity (recall that f is
continuous on [α,∞)), there is N0 > 0 such that,
∀k > N0 :
log infR∈R(k)R
αk,k
Γ
k
≤ −M + ε (54)
By Lemma 24 there is N1 such that for every k > N1 it holds that
inf
R∈R(k)
Rαk,kΓ ≥ exp(−k(M + ε))
Therefore,
∀k > N1 :
log infR∈R(k)R
αk,k
Γ
k
≥ −M − ε (55)
Combining (54) and (55) we get
∀k > max{N0, N1} :
∣∣∣∣∣ log infR∈R(k)R
αk,k
Γ
k
+M
∣∣∣∣∣ ≤ ε
and the theorem immediately follows.
Proof of Theorem 2. Using Lemma 7 and Theorem 33 we have,
lim
k→∞
log p(⌊αk⌋, k)
k
= lim
k→∞
log infR∈R(k)R
⌊αk⌋,k
Γ
k
= lim
k→∞
log infR∈R(k)R
αk,k
Γ
k
= −M
4 Application for 3-Hitting Set
We show below a simple application of randomized branching to derive a parameterized approxi-
mation algorithm for 3-hitting set.
Algorithm 5 HS
Input: A 3-hypergraph G = (V,E)
1: If the empty set if a hitting set of G return ∅.
2: Pick and arbitrary hyper-edge e ∈ E. Select a vertex v ∈ e with uniform distribution and
return HS(G \ {v}) ∪ v.
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Consider Algorithm 5. Clearly the algorithm returns a hitting set of the input hypergraph G.
Each time a vertex v ∈ e selected in Line 2 it has probability of at least 13 to belong to an optimal
cover. Based on this observation it can be easily proved that the algorithm has a probability of at
least p(b, k) to return a 3-hitting set of size no greater than b given a graph with minimal hitting
set of size k or less, when p is
p(b, k) =
1
3
p(b− 1, k − 1) + 2
3
p(b− 1, k) (56)
and p(b, k) = 0 for b < 0 and p(b, k) = 1 for k = 0 and b ≥ 0.
As before, we can derive an approximation algorithm based on Algorithm 5. Algorithm 6 is a
randomized parameterized α-approximation algorithm for 3-hitting set, with run time O∗
(
1
p(αk,k)
)
.
We can use Theorem 2 to evaluate the run time. However, in this case we can easily show that
p(b, k) = Pr[X ≥ k] ≥ Pr[X = k] where X ∼ B (b, 13) (B(n, p) is the binomial distribution with n
coin flips and success probability p in each coin flip). Therefore using standard lower bounds on
binomial distribution (Theorem 11.1.4 cf. [8]) we obtain,
p(b, k) ≥ 1
(b+ 1)2
exp
(
−αk ·D
(
1
α
∥∥∥∥13
))
and thus the run time of the algorithm is O∗
(
exp(αD
(
1
α
∥∥1
3
)
)k
)
. Figure 1 shows the run time of
the algorithm as a function of α. For α = 2 the run time is O∗(1.125k), providing a significant
improvement over the previous best result of O∗(1.29k) due to [4].
We refer the reader to Section 6 for a discussion on possible future improvements.
Algorithm 6 α-HS
Input: A 3-hypergraph G, a parameter k
1: Evaluate r = p(αk, k) using dynamic programming (p is defined in (56)).
2: loop r−1 times
3: Execute HS(G).
4: Return the minimal hitting set found.
5 An Advanced Algorithm for Vertex Cover
In this section we provide an approximation variant of the O∗(1.33k) algorithm for vertex cover pre-
sented in [17]. That is, we analyze below a variant of the algorithm in which instead of branching,
the algorithm selects one of the branches randomly. The analysis shows that randomized branching
in conjunction with faster parameterized algorithms can lead to a faster parameterized approxi-
mation algorithms. In this section we use ideas presented in Section 2 and provide the technical
details for their implementation in a more advanced settings.
Consider algorithm 7. It is easy to see that the algorithm always returns a cover of the input
graph G.
Lemma 34. Algorithm 7 has a polynomial running time.
The following lemma lower bounds the probability that the algorithm returns a small cover.
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Algorithm 7 BetterVC
Input: An undirected graph G = (V,E)
Configuration Parameters: The algorithm depends on several parameters that should be
configured. These include ∆ ∈ N, γ5, γ6, . . . , γ∆ ∈ (0, 1), λ1,r ∈ (0, 1) for every 3 ≤ r ≤ 7,
λ2,r ∈ (0, 1) for 3 ≤ r ≤ 4, λ3 ∈ (0, 1) and δr,1, δr,2, δr,3 ∈ R≥0 with δr,1 + δr,2 + δr,3 = 1 for
r ∈ {5, 6, 7}.
Notation. We use the term branch over U1, . . . , Ur with probability p1, . . . , pr to denote the
operation of returning BetterVC(G \ Ui) ∪ Ui with probability pi. We use the term select U to
denote the operation of returning BetterVC(G \ U) ∪ U .
1: If the empty set is a cover of G return ∅.
2: If G is not connected, let G′ be a connected component of G and G′′ = G − G′. Return
BetterVC(G′) ∪BetterVC(G′′).
3: If G has a vertex v of degree 1, let u be its neighbor. Select u to the cover.
4: If G has a vertex v of degree d ≥ 5 or more, let U = N(v) if d < ∆, and U ⊆ N(v) with
|U | = ∆ otherwise. Branch over {v}, U with probabilities γd, 1− γd.
5: If G is a regular graph, select an arbitrary edge (v1, v2) ∈ E. Evaluate S1 = BetterVC(G \
{v1})∪{v1} and S2 = BetterVC(G\{v2})∪{v2}. Return the smaller set between S1 and S2.
6: if the graph has a vertex v of degree 2, N(v) = {x, y} such that:
7: (x, y) ∈ E then select {x, y} to the cover.
8: deg(x) = deg(y) = 2 and N(x) = N(y) = {z, v} then select {z, v} to the cover.
9: None of the above holds. Then Let r = |N(x)∪N(y)| and branch over N(v), N(x) ∪N(y)
with probabilities λ1,r, 1 − λ1,r
10: if the graph has a vertex v of degree 3, N(v) = {x, y, z} such that:
11: (x, y) ∈ E then let r = |N(z)| and branch over N(v), N(z) with probability λ2,r, 1− λ2,r.
12: There is a vertex w, w /∈ N(v) ∪ {v}, x, y ∈ N(w) then branch over N(v), {v,w} with
probabilities λ3, 1− λ3.
13: deg(x) = 4 then let r = |N(y)∪N(z)| and branch over N(v), N(x) and {x} ∪N(y)∪N(z)
with probabilities δr,1, δr,2, δr,3.
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Lemma 35. Let G ∈ Gk, then the probability that Algorithm 7 returns a cover of size b or less is
greater or equal to p(b, k), when
p(b, k) = min

p(b− 1, k − 1)
p(b− 2, k − 2) k ≥ 2
γd · p(b− 1, k − 1) + (1− γd) · p(b− d, k − 1) 5 ≤ d < ∆
γd · p(b− 1, k) + (1− γd) · p(b− d, k − d) 5 ≤ d ≤ ∆, k ≥ d
γ∆ · p(b− 1, k − 1) + (1− γ∆) · p(b−∆, k)
λ1,r · p(b− 2, k − 2) + (1− λ1,r) · p(b− r, k − 2) 3 ≤ r ≤ 7, k ≥ 2
λ1,r · p(b− 2, k − 1) + (1− λ1,r) · p(b− r, k − r) 3 ≤ r ≤ 7, k ≥ r
λ2,r · p(b− 3, k − 3) + (1− λ2,r) · p (b− r, k − 1) 3 ≤ r ≤ 4, k ≥ 3
λ2,r · p(b− 3, k − 2) + (1− λ2,r) · p (b− r, k − r) 3 ≤ r ≤ 4, k ≥ r
λ3 · p(b− 3, k − 3) + (1− λ3) · p(b− 2, k) k ≥ 3
λ3 · p(b− 3, k − 1) + (1− λ3) · p(b− 2, k − 2) k ≥ 2
δr,1 · p(b− 3, k − 3) + δr,2 · p(b− 4, k − 1) + δr,3 · p(b− r − 1, k − 3) 5 ≤ r ≤ 7, k ≥ 4
δr,1 · p(b− 3, k − 1) + δr,2 · p(b− 4, k − 4) + δr,3 · p(b− r − 1, k − r) 5 ≤ r ≤ 7, k ≥ r
δr,1 · p(b− 3, k − 2) + δr,2 · p(b− 4, k − 4) + δr,3 · p
(
b− r − 1, k − 1− ⌈ r2⌉) 5 ≤ r ≤ 7, k ≥ 1 + ⌈ r2⌉
δr,1 · p(b− 3, k − 2) + δr,2 · p(b− 4, k − 2) + δr,3 · p(b− r − 1, k − r − 1) 5 ≤ r ≤ 7, k ≥ r − 1
(57)
and p(b, k) = 0 for b < 0, and p(b, k) = 1 for b ≥ 0 and k ≤ 0.
The proofs of Lemmas 34 and 35 are provided at the end of this section. The proof of Lemma 35
is a case by case analysis similar to the one done in [17]. The main difference between the analysis
presented here and the analysis in [17] is that here we also count the reduction in the minimal cover
size on an non-optimal branching step.
Let α-BetterVC be the algorithm which given G and k executes Algorithm 2 with Algorithm
7 as A and with p as the recurrence in Lemma 35. It follows from Lemma 35 that α-BetterVC is
a random parameterized α-approximation algorithm for vertex cover, with run time O∗
(
1
p(αk,k)
)
.
As before, we arbitrarily select ∆ = 100. For every 1 < α < 2 and a configuration parameters,
by Theorem 2 we can numerically evaluate (using standard tool) a value Mα such that p(αk, k) >
exp(−Mα − ε) for every ε > 0 and large enough k. Similarly, for every 1 < α < 2 we can optimize
the configuration parameters so this value is minimize. Therefore, the running time of algorithmα-
BetterVC is O∗(exp(Mα + ε)k) for any ε > 0. Figure 3 shows exp(Mα) as a function of α.
Note that the algorithm in [18] can be used along with our framework of randomized branching.
However, due to its technical complexity we preferred to use the algorithm is [17], which can be
seen as a simplified version of the same algorithm. In the discussion we describe the obstacles we
encountered while attempting to provide a radomized branching variants of faster algorithms.
5.1 Proofs
Proof of Lemma 34. To show the algorithm is polynomial, it is sufficient to show that the number
of recursive calls is polynomial. We note that the only non-trivial part of the proof is the handling
of regular graphs in Line 5. We use a simple potential function to handle this case. For i = 2, 3, 4,
define Φi(G) = 1 if G has a non-empty i-regular vertex induced subgraph and Φi(G) = 0 otherwise.
Also, define Φ(G) = Φ2(G) + Φ3(G) + Φ4(G).
39
1 1.2 1.4 1.6 1.8 2
1
1.1
1.2
1.3
1.4
1.5
approximation ratio
ex
p
on
en
t
b
as
e
FKRS [11]
BF [5]
EnhancedVC3*
BetterVC
Figure 3: The performance of BetterVC. A dot at (α, c) means that the respective algorithm
provides α-approximation with running time O∗(ck) or O∗
(
(c+ ε)k
)
for every ε > 0.
We now prove by induction (on |V |) that the number of recursive calls initiated by the algorithm
is at most 2(|V |−1) ·2Φ(G). If |V | ≤ 1 the algorithm does not initiate recursive calls, and the claim
holds. Every time a Branch or Select is used the size of |V | decreases by at least one, Φ(G) does
not increase, and only one recursive call is initiated, therefore the claim holds in these cases.
If G is not connected (Line 2) and is being split into G′ = (V ′, E′) and G′′ = (V ′′, E′′) we note
that Φ(G) ≥ Φ(G′),Φ(G′′) and therefore the number of recursive calls is bounded by
2 + 2(|V ′| − 1) · 2Φ(G′) + 2(|V ′′| − 1) · 2Φ(G′′) ≤ 2(|V | − 1) · 2Φ(G)
Lastly, we need to handle the case in which G is an i-regular graph (Line 5). By the code
structure, i ∈ {2, 3, 4} and G is connected. In this case, two recursive calls are initiated, with
G1 = (V1, E1) and G2 = (V2, E2) which are strict subgraphs of G. Since G is a connected i-regular
graph no vertex induced subgraph of G is also i-regular, thus Φi(G1) = Φi(G2) = 0 while Φi(G) = 1.
Thus Φ(G1),Φ(G2) ≤ Φ(G) − 1. Therefore the number of recursive calls is bounded by
2+2(|V1|−1)·2Φ(G1)+2(|V2|−1)·2Φ(G2) ≤ 2+2(|V |−2)·2Φ(G)−1+2(|V |−2)·2Φ(G)−1 ≤ 2(|V |−1)·2Φ(G)
Proof of Lemma 35. To prove the lemma we use an induction argument over a slightly stronger
claim. Given a collection of graphs G1, . . . , Gt, let P (b, (G1, . . . , Gt)) denote the probability that∑t
i=1 |BetterVC(Gi)| ≤ b. Now, we claim that if the total size of minimal vertex covers of the
graphs is at most k (formally, there are S1, . . . , St where Si is a vertex cover of Gi and
∑t
i=1 |Si| ≤ k)
then P (b, (G1, . . . , Gt)) ≥ p(b, k). We will prove the claim by induction over the lexicographical
order of (b,M, ℓ) when M is the maximal number of vertices of a graph in G1, . . . , Gt and ℓ is the
number of graphs of maximal size.
Base Case 1: If b < 0 the clearly P (b, (G1, . . . , Gt)) = 0 = p(b, k).
Base case 2: For any b ∈ N, if M ≤ 1, then clearly P (b, (G1, . . . , Gt)) = 1 ≥ p(b, k).
Induction Step: Let b ∈ N and G1, . . . , Gt with ℓ graphs of maximal size M and assume the
claim holds for every (b′,M ′, ℓ′) lexicographically smaller than (b,M, ℓ). W.l.o.g assume that G1 =
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(V1, E1) and |V1| = M . We consider the execution of BetterVC(G1) and divide the analysis
into cases depending on its execution path. We use two simple properties along the proof. If
BetterVC(G1) uses branch over U1, . . . , Ur with probabilities µ1, . . . , µr then
P (b, (G1, . . . , Gt)) =
r∑
j=1
µjP (b− |Uj |, (G1 \ Uj, G2, . . . , Gt))
And if the algorithm selects U into the cover then
P (b, (G1, . . . , Gt)) = P (b− |U |, (G1 \ U,G2, . . . , Gt))
Case 1: The empty set is a cover of G1. Therefore |BetterVC(G1)| = 0 and thus
Pr
[
t∑
i=1
|BetterVC(Gi)| ≤ b
]
= Pr
[
t∑
i=2
|BetterVC(Gi)| ≤ b
]
= P (b, (G2, . . . , Gt)) ≥ p(b, k)
Where the last inequality follows from the induction claim, as either the maximal graph size in
G2, . . . , Gt is smaller than M , or the number of graphs of maximal size is less than ℓ.
Case 2: G1 is not connected, then let G
′
1 and G
′′
1 be the two graphs considered in Line 2. Therefore,
Pr
[
t∑
i=1
|BetterVC(Gi)| ≤ b
]
=Pr
[
|BetterVC(G′1)|+ |BetterVC(G′′1)|+
t∑
i=2
|BetterVC(Gi)| ≤ b
]
=P (b, (G′1, G
′′
1 , G2, . . . , Gt)) ≥ p(b, k)
Note that since the number of vertices in both G′1 and G
′′
1 is strictly smaller than M the induction
claim holds for b and (G′1, G
′′
1 , G2, . . . , Gt) from which the last inequality follows.
Case 3: The selection in Line 3 is executed. Then, G1 has a vertex v of degree 1, and N(v) = {u},
and u is selected into the cover. Clearly, if G1 has a vertex cover of size k1 then G1 \ {u} has a
vertex cover of size k1 − 1. Therefore,
P (b, (G1, . . . , Gt)) = P (b− 1, (G1 \ {u}, G2, . . . , Gt)) ≥ p(b− 1, k − 1) ≥ p(b, k)
the first inequality holds by the induction claim, the second inequality follows from (57).
Case 4: The algorithm uses the branching in Line 4. Let S1 be a minimal cover of G1. If v ∈ S1,
then S1 \ {v} is a vertex cover of G1 \ {v}. Also, if d < ∆, then S1 \ {v} is also a vertex cover of
G1 \ U . Therefore,
P (b, (G1, . . . , Gt))
=γd · P (b− 1, (G1 \ {u}, G2, . . . , Gt)) + (1− γd) · P (b− d, (G1 \ U,G2, . . . , Gt))
≥γd · p(b− 1, k − 1) + (1− γd) · p
(
b− d, k −
{
1 if d < ∆
0 if d = ∆
)
≥ p(b, k)
The first inequality follows from the induction claim, the second is due to (57).
Otherwise, if v /∈ S1, then U ⊆ S. Clearly, S1 \ U is a vertex cover of G1 \ U . Thus we get,
P (b, (G1, . . . , Gt))
=γd · P (b− 1, (G1 \ {u}, G2, . . . , Gt)) + (1− γd) · P (b− d, (G1 \ U,G2, . . . , Gt))
≥γd · p(b− 1, k) + (1− γd) · p (b− d, k − d) ≥ p(b, k)
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As before, the first inequality is by the induction claim, and the second is due to (57).
As the claim holds whether v ∈ S1 or v /∈ S1 we get that the induction claim hold for this case.
Case 5: Line 5 takes place. Let S1 be a minimal vertex cover of G1. As S1 is a cover we have
v1 ∈ S1 or v2 ∈ S1. W.l.o.g we can assume v1 ∈ S1. Clearly, S1 \ {v1} is a cover of G1 \ {v1}. Now,
Pr
[
t∑
i=1
|BetterVC(Gi)| ≤ b
]
=Pr
[
1 + min
j=1,2
|BetterVC(G1 \ {vj})|+
t∑
i=2
|BetterVC(Gi)| ≤ b
]
≥Pr
[
1 + |BetterVC(G1 \ {v1})|+
t∑
i=2
|BetterVC(Gi)| ≤ b
]
=P (b− 1, (G1 \ {v1}, G2, . . . , Gt)) ≥ p(b− 1, k − 1)
The first inequality is since the event set in the third term is a subset of the event set of the second
term. The second inequality follows from the induction claim, and the last inequality is due to
(57).
Case 6: The algorithm executes Line 7. Let S1 be an minimal vertex cover of G1. Note that
|S1 ∩ {x, y, v}| ≥ 2 and S1 \ {x, y, v} is a vertex cover of G1 \ {x, y}. Therefore,
P (b, (G1, . . . , Gt)) = P (b− 2, (G1 \ {x, y}, G2, . . . , Gt)) ≥ p(b− 2, k − 2) ≥ p(b, k)
The first inequality follows from the induction claim, the second from (57).
Case 7: Line 8 is executed. Let S1 be a minimal vertex cover of G1. Clearly, |S1 ∩ {v, x, y, z}| ≥ 2
and S1 \ {x, a, b, d} is a vertex cover of G1 \ {z, v}. Therefore, as in the previous case,
P (b, (G1, . . . , Gt)) = P (b− 2, (G1 \ {z, v}, G2 , . . . , Gt)) ≥ p(b− 2, k − 2) ≥ p(b, k)
Case 8: Line 9 is executed. Since the conditions are not met for Lines 7 and 8 then (x, y) /∈ E1
and |N(x) ∪ N(y)| ≥ 3. As the graph does not have vertices of degree 5 or more, we also have
deg(x),deg(y) ≤ 4. We can now conclude 3 ≤ r ≤ 7 (recall that r = |N(x) ∪N(y)|).
If there is a minimal vertex cover S1 of G1 such that v /∈ S1, then x, y ∈ S1. Clearly, S1 \ {x, y}
is a vertex cover of G1 \ {x, y} = G1 \N(v). Also, it is easy to see that S1 \ {x, y} is also a vertex
cover of G1 \ (N(x) ∪N(y)) (we remove vertices which do not belong to the graph). Therefore,
P (b, (G1, . . . , Gt))
=λ1,r · P (b− 2, (G1 \N(v), G2, . . . , Gt)) + (1− λ1,r) · P (b− r, (G1 \ (N(x) ∪N(y)), G2, . . . , Gt))
≥λ1,r · p(b− 2, k − 2) + (1− λ1,r) · p (b− r, k − 2) ≥ p(b, k)
The first inequality follows from the induction claim. The second one is due to (57).
Otherwise, every minimal vertex cover of G1 includes v. Let S1 be a vertex cover of G1. Clearly,
v ∈ S1. We note that x, y /∈ S1, since otherwise S1 \{v}∪{x, y} is a vertex cover of G1 of the same
size as S1, in contradiction to our case. Therefore, N(x)∪N(y) ⊆ S1. Obviously S1 \(N(x)∪N(y))
is a vertex cover of G1\(N(x)∪N(y)). We also note that S1\{v} is a cover of G1\N(v). Therefore,
P (b, (G1, . . . , Gt))
=λ1,r · P (b− 2, (G1 \N(v), G2, . . . , Gt)) + (1− λ1,r) · P (b− r, (G1 \ (N(x) ∪N(y)), G2, . . . , Gt))
≥λ1,r · p(b− 2, k − 1) + (1− λ1,r) · p (b− r, k − r) ≥ p(b, k)
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The first inequality follows from the induction claim. The second one is due to (57).
Case 9: Line 11 is executed. Since this line of code has been reached, then G1 has only vertices of
degree 3 and 4. Therefore r = |N(z)| ∈ {3, 4}.
If there is a minimal vertex cover S1 of G1 such that v /∈ S1, then N(v) ⊆ S1, and S1 \N(v) is
a vertex cover of G \N(v). Also, it is easy to see that S1 \ {z} is a vertex cover of G \N(z) (after
removing vertices which no longer belong to the graph). Therefore,
P (b, (G1, . . . , Gt))
=λ2,r · P (b− 3, (G1 \N(v), G2, . . . , Gt)) + (1− λ2,r) · P (b− r, (G1 \ (N(z)), G2, . . . , Gt))
≥λ2,r · p(b− 3, k − 3) + (1− λ2,r) · p (b− r, k − 1) ≥ p(b, k)
The first inequality follows from the induction claim. The second one is due to (57).
Otherwise, every minimal vertex cover S1 of G1 has v in it. Let S1 be a minimal vertex cover
of G1. Clearly, v ∈ S1. If |S1 ∩ {x, y, z}| ≥ 2 then S1 ∪ {x, y, z} \ {v} is a vertex cover of G1 of the
same size, contradicting our assumption. Therefore, |S1 ∩ {x, y, z}| ≤ 1. Since x ∈ S1 or y ∈ S1
(since (x, y) ∈ E1) we have z /∈ S1, and N(z) ⊆ S1. Also, note that S1 \ {x, y, v} is a cover of
G \N(v) and |S1 \ {x, y, v}| ≤ |S1| − 2. Therefore,
P (b, (G1, . . . , Gt))
=λ2,r · P (b− 3, (G1 \N(v), G2, . . . , Gt)) + (1− λ2,r) · P (b− r, (G1 \ (N(z)), G2, . . . , Gt))
≥λ2,r · p(b− 3, k − 2) + (1− λ2,r) · p (b− r, k − r) ≥ p(b, k)
The first inequality follows from the induction claim. The second one is due to (57).
Case 10: Line 12 is executed.
If there is a minimal vertex cover S1 such that v /∈ S1, then,
P (b, (G1, . . . , Gt))
=λ3 · P (b− 3, (G1 \N(v), G2, . . . , Gt)) + (1− λ3) · P (b− 2, (G1 \ {v,w}, G2 , . . . , Gt))
≥λ3 · p(b− 3, k − 3) + (1− λ3) · p(b− 2, k) ≥ p(b, k)
The first inequality follows from the induction claim. The second one is due to (57).
Otherwise, every minimal vertex cover S1 has v in it. Let S1 be a minimal vertex cover of G1.
If |S1 ∩ {x, y, z}| ≥ 2 we get get a contradiction to the assumption by removing v from S1 and
adding a vertex from x, y, z into it. Therefore |S1 ∩{x, y, z}| ≤ 1 and surely w ∈ S1 (if w /∈ S1 then
x, y ∈ S1). We also note that S1 \ {v} is a vertex cover of G \N(v). Therefore,
P (b, (G1, . . . , Gt))
=λ3 · P (b− 3, (G1 \N(v), G2, . . . , Gt)) + (1− λ3) · P (b− 2, (G1 \ {v,w}, G2 , . . . , Gt))
≥λ3 · p(b− 3, k − 1) + (1− λ3) · p(b− 2, k − 2) ≥ p(b, k)
The first inequality follows from the induction claim. The second one is due to (57).
Case 11: Line 13 is executed. Since there are no edges between x, y, z and the vertices has no
common neighbor beside v we have r ∈ {5, 6, 7}. We will further divide into sub-cases.
1. If there is a minimal vertex cover S1 of G1 such that v /∈ S1, then N(v) ∈ S1. Clearly,
S1 \N(v) is a vertex cover of G1 \N(v). Also, S1 \ {x} is a vertex cover of G1 \N(x), and
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S1 \N(v) is a vertex cover of G \ ({x} ∪N(y) ∪N(z)). Therefore
P (b, (G1, . . . , Gt))
=δr,1 · P (b− 3, (G1 \N(v), G2, . . . , Gt))+
δr,2 · P (b− 4, (G1 \N(x), G2, . . . , Gt))+
δr,3 · P (b− r − 1, (G1 \ ({x} ∪N(y) ∪N(z)), G2, . . . , Gt))
≥δr,1 · p(b− 3, k − 3) + δr,2 · p(b− 4, k − 1) + δr,3 · p(b− r − 1, k − 3) ≥ p(b, k)
Therefore we can assume that v is in every minimal cover.
2. If there is a minimal cover S1 of G1 such that x, y, z /∈ S1. Then N(x), N(y), N(z) ⊆ S1.
Now, S1 \ N(x) is a vertex cover of G1 \ N(x), S1 \ {v} is a vertex cover of G1 \ N(v) and
S1 \ (N(y) ∪N(z)) is a vertex cover of G1 \ ({x} ∪N(y) ∪N(z)). Therefore,
P (b, (G1, . . . , Gt))
=δr,1 · P (b− 3, (G1 \N(v), G2, . . . , Gt))+
δr,2 · P (b− 4, (G1 \N(x), G2, . . . , Gt))+
δr,3 · P (b− r − 1, (G1 \ ({x} ∪N(y) ∪N(z)), G2, . . . , Gt))
≥δr,1 · p(b− 3, k − 1) + δr,2 · p(b− 4, k − 4) + δr,3 · p(b− r − 1, k − r) ≥ p(b, k)
3. If there is a minimal cover S1 of G1 such that x /∈ S1, but one of y, z is in S1, w.l.o.g
y ∈ S1. Therefore N(x), N(z) ⊆ S1, and we can tell that S1 \ N(x) is a vertex cover of
G1 \N(x), S1 \ {v, y} is a vertex cover of G1 \N(v) and S1 \N(z) \ {y} is a vertex cover of
G1 \ ({x} ∪N(y) ∪N(z)). Note that N(z) ≥
⌈
r
2
⌉
. Therefore
P (b, (G1, . . . , Gt))
=δr,1 · P (b− 3, (G1 \N(v), G2, . . . , Gt))+
δr,2 · P (b− 4, (G1 \N(x), G2, . . . , Gt))+
δr,3 · P (b− r − 1, (G1 \ ({x} ∪N(y) ∪N(z)), G2, . . . , Gt))
≥δr,1 · p(b− 3, k − 2) + δr,2 · p(b− 4, k − 4) + δr,3 · p
(
b− r − 1, k − 1−
⌈r
2
⌉)
≥ p(b, k)
4. If there is a minimal cover S1 such that x /∈ S1 and y, z ∈ S1, then S1∪{x}\{v} is a minimal
cover without v, and therefore the claim holds due to sub-case 1.
5. There is a minimal vertex cover S1 such that x, v ∈ S1. If y ∈ S1 or z ∈ S1, w.l.o.g y ∈ S1,
then S1∪{z}\{v} is a minimal vertex cove of G1 which does not include v. As this situation
is already handled in sub-case 1, we can assume y, z /∈ S1 and therefore N(y), N(z) ⊆ S1.
Now, note that S1 \ {x, v} is a vertex cover of both G1 \N(v) and G1 \N(x). Therefore,
P (b, (G1, . . . , Gt))
=δr,1 · P (b− 3, (G1 \N(v), G2, . . . , Gt))+
δr,2 · P (b− 4, (G1 \N(x), G2, . . . , Gt))+
δr,3 · P (b− r − 1, (G1 \ ({x} ∪N(y) ∪N(z)), G2, . . . , Gt))
≥δr,1 · p(b− 3, k − 2) + δr,2 · p(b− 4, k − 2) + δr,3 · p(b− r − 1, k − r − 1) ≥ p(b, k)
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6 Discussion
In this paper we presented a new technique for obtaining parameterized approximation algorithms
leading to significant improvements in running times over existing algorithms. The analysis of our
algorithms required the development of a mathematical machinery for the analysis of a wide class
of recurrence relations in two variables. Following the above results, several issues remain open:
• From a theoretical perspective, the main drawback of our algorithms when compared to
previous works is the fact that our algorithms are randomized. We leave derandomization of
our technique for future work.
• The most similar work we found on recurrence relations with two or more variables is due
to Eppstein [10] which uses quasiconvex programming to evaluate the asymptotic behavior
recurrence relations. The recurrence relations considered in [10] are different from the relations
considered in this paper. However, the two classes of recurrences seem intuitively related
(possibly dual). Yet, the techniques used in this paper and in [10] seem completely unrelated.
It would be interesting to examine whether an analog of Theorem 2 can be formulated for the
recurrence relations in [10], or whether quasiconvex programming can be used in our context.
• Often, the running time of branching algorithms is better in practice when compared to the
theoretical bound. A possible explanation is that real-life instances are easier than worst
case instances, allowing the use of more aggressive branching rules. Another explanation is a
non-tight analysis of the running time.
In contrast, the running times of our algorithms are dominated by the theoretical bounds as
the number of iterations is determined by the recurrence relation. It is possible that better
solutions can be obtained for easy instances, but the running times will remain the same.
Can the algorithms be refined so that easier instances will have better running times? Note
that in this context, the easiness of an instances can be defined using the frequency of the
more aggressive rules (lower α-branching numbers) in the branching tree.
• While we obtained improved parameterized approximations using randomzied branching, the
branching rules used are conversions of known branching rules engineered for exact algorithms.
In particular, we were unable to use branching rules and ideas designed for parameterized
approximations, such as the ones presented in [5], to obtain improved running times. We
believe that engineering branching rules with small α-branching number can lead for further
improvement in running times.
• Often the analysis of branching algorithms uses complex recurrence relations which involve
two functions or more to obtain improved bounds on running times. Examples for such
analyses can be found in [6] and [12]. When converted to the context of randomized branching,
the analyses yield recurrence relations in two functions, such as
p(b, k) =min
{
0.5 · p(b− 1, k − 1) + 0.5 · q(b− 2, k)
0.5 · p(b− 1, k) + 0.25 · q(b− 2, k) + 0.25 · q(b− 2, k − 2)
q(b, k) =min
{
0.5 · p(b− 1, k − 1) + 0.5 · q(b− 3, k)
0.5 · p(b− 1, k) + 0.25 · q(b− 3, k) + 0.25 · q(b− 3, k − 3)
We are currently unable to analyze the asymptotic behavior of such relations. Such an analysis
however, is likely to lead to an improved parameterized approximation for small values of α
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(for both Vertex Cover and 3-Hitting Set), as the algorithms in [6] and [12] have better running
times as exact algorithms compared to the running time of our algorithms for approximation
ratios approaching 1.
Currently, the parameterized algorithm for Vertex Cover with the best running time is due
to [7]. We were unable to obtain a randomized branching variant for this algorithm. One
reason is that a wrong branching can lead to an unbounded increase in the mininmal vertex
cover size.
• We showed the application of randomized branching to Vertex Cover and to 3-Hitting Set.
While we believe that the technique can be used for other problems, such as Feedback Vertex
Set, Total Vertex Cover and Edge Dominating Set, we leave such results for future work.
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