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A NEW MEASURE OF INSTABILITY AND TOPOLOGICAL ENTROPY OF
AREA-PRESERVING TWIST DIFFEOMORPHISMS
SINISˇA SLIJEPCˇEVIC´, ZAGREB
Abstract. We introduce a new measure of instability of area-preserving twist diffeomorphisms, which
generalizes the notions of angle of splitting of separatrices, and flux through a gap of a Cantori. As an
example of application, we establish a sharp > 0 lower bound on the topological entropy in a neighbourhood
of a hyperbolic, unique action-minimizing fixed point, assuming only no topological obstruction to diffusion,
i.e. no homotopically non-trivial invariant circle consisting of orbits with the rotation number 0. The proof
is based on a new method of precise construction of positive entropy invariant measures, applicable to more
general Lagrangian systems, also in higher degrees of freedom.
1. Introduction
The study of instabilities of Hamiltonian dynamical systems is one of the central themes of the theory of
dynamical systems (see [8, 9, 12, 18, 21, 25] for an overview and further references). In [37], we proposed
a novel approach to Arnold’s diffusion and construction of positive entropy invariant measures, by using
recently developed techniques for study of dissipative partial differential equations [13, 14, 15, 16, 36]. The
goal of this paper is to apply these ideas to the simplest non-trivial example: a neighbourhood of a hyperbolic
fixed point of an area-preserving twist diffeomorphism of the cylinder. We in particular introduce a new
measure of instability, and show how it relates to two established notions: the flux through a gap in a Cantori
[26], and the angle of splitting of separatrices ([17] and references therein).
Recall [23, 27] that we can define an area-preserving twist diffeomorphism as a map f : (x, p) 7→ (x′, p′),
f : S1 × R→ S1 × R, and (x′, p′) is uniquely defined by the following implicit equations:
p = −V1(x, x
′),
p′ = V2(x, x
′).
Here indices denote partial derivatives, and V : R2 → R is the generating function satisfying for all (x, x′) ∈
R2
(A1) V is C2, V (x+ 1, x′ + 1) = V (x, x′).
(A2) The twist condition: there exists δ > 0 so that V12(x, x
′) ≤ −δ.
(A3) The second derivatives V11(x, x
′), V12(x, x
′), V22(x, x
′) are uniformly bounded and uniformly contin-
uous on (x, x′) ∈ R2.
(The condition (A3) appears to be somewhat more restrictive than the usual condition of convergence at
infinity of lim|y|→∞ V (x, x+ y) =∞, uniformly in x [23, 27]; however it is chosen purely for convenience and
not an essential restriction, see Section 9.1.) A typical example is the Standard (or Chirikov-Taylor) map
given with V (x, x′) = (x′ − x)2/2− k cos(2pix)/2pi, thus
x′ = x+ p,
p′ = x+ p+ k sin(2pix).
We will require the following assumptions:
(N1) y0 is the unique (mod 1) minimum of x 7→ V (x, x), and (y0, p0), p0 = −V1(y0, y0) is a hyperbolic
equilibrium of f .
(N2) There exists no homotopically non-trivial invariant circle consisting of orbits with the rotation num-
ber 0.
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The definition of the rotation number is recalled in Section 2. The assumption (N1) is actually not needed,
and chosen for the simplicity of the presentation (Section 9.2). The assumption (N2) is necessary, as shown
by the time-one map of the mathematical pendulum, for which the results below do not hold. (N2) can be
interpreted as the condition of no topological obstruction to diffusion and transport. (N1) and (N2) hold for
the Standard map whenever k 6= 0 (Section 9.3).
Prior to stating the main results, we introduce the new notion of instability. Let (z0, p) be minimizing,
homoclinic and (z˜0, p˜) be the minimax homoclinic of (y0, p0) (see Section 2 for a precise definition of this
and the forthcoming terms). Denote by F a lift of f on R2, by pi1 : R
2 → R the projection to the first
coordinate, and let z = (zk)k∈Z, z˜ = (z˜k)k, zk = pi1(F
k(z0, p)), z˜k = pi1(F
k(z˜0, p˜)) be the configurations
in RZ corresponding to the first coordinates of the orbits of (z, p), (z˜, p˜). We can always without loss of
generality choose F , (z0, p) and (z˜0, p˜) (see Lemma 2.3 and the following paragraph) so that
(1.1) 0 < z˜0 < z0 < z˜1 < 1.
Let ∆0 be the Peierls barrier (see Section 9.4), defined as
∆0 =
∞∑
k=−∞
(V (z˜k, z˜k+1)− V (zk, zk+1)).
We recall in Section 2 that (N1), (N2) imply ∆0 > 0, while always ∆0 < ∞ and the sum is absolutely
convergent. We note that ∆0 is an analogue of the flux through a gap in a Cantori, introduced in [26] as a
measure of instability and transport (see Section 9.5). We now introduce the new measures of instability:
(1.2) ∆1 = sup
0≤e≤∆0/2
inf
h∈N (e)
||∇E(h)||2l2(Z), ∆˜1 = sup
0≤e≤∆0/2
inf
h∈N˜ (e)
||∇E(h)||2l2(Z),
where h ∈ l2(Z),
E(h) =
∞∑
k=−∞
(V (zk + hk, zk+1 + hk+1)− V (zk, zk+1)),(1.3)
∇E(h)k = V2(zk−1 + hk−1, zk + hk) + V1(zk + hk, zk+1 + hk+1),(1.4)
and N (e) ⊆ N˜ (e) are suitable subsets of {h ∈ l2(Z), E(h) = e} defined in Section 3.
For example, in the case of the Standard map, ∆1 can be estimated for small k (Section 4), and calculated
by elementary methods in the anti-integrable limit, i.e. for large k, in which case it is ∆1 = k
2+O(k) (Section
9.6).
Importantly, we show in Section 3 that ∆1 > ∆˜1 > 0 whenever (N1) and (N2) hold (hyperbolicity of
(y0, p0) is actually not required), and in Section 4 that, whenever stable and unstable manifolds intersect
transversally, then ∆1 is proportional to the angle of splitting of separatrices. We will see that ∆1 quantifies
instability, as stated in Theorems below.
Let λ > 1 be an eigenvalue of Df(y0, p0) (there is always one by (N1); the other eigenvalue is then 1/λ
because of the area-preserving property of f). Then by (N1), there exists a constant κ1 > 0 such that for
every j ≥ 0,
(1.5) |z˜−j − y0| ≤ κ1λ
−(j+1), |z˜j − y0 − 1| ≤ κ1λ
−(j+1).
Then we have:
Theorem 1.1. Assume (N1) and (N2) hold. Then there exists an ergodic, positive entropy invariant measure
µ with metric entropy hµ(f) ≥ log 2/(2N), where N is the smallest positive integer satisfying
(1.6) N ≥
log(4κ1κ2)− log∆1
logλ
.
Here κ2 is a constant depending only on the first and second derivatives of V , explicitly given by (7.5).
From the variational principle for topological and metric entropy [23, Theorem 4.5.3], we deduce:
Corollary 1.2. If (N1) and (N2) hold, the topological entropy htop(f) ≥ log 2/(2N), where N is as in
Theorem 1.1.
We note that the best lower bound above on the topological entropy is log 2/2, thus not a good estimate
for maps far from integrable, e.g. for the Standard map with large k. The reason for this is that our proof
is optimized for maps close to integrable, and we embed the 2-symbol shift in an invariant set of f . One
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could adjust the argument in the case of large ∆1 by embedding a shift with more symbols. For example,
for large k in the case of the Standard map, we can embed a O(k)-symbol shift, and so recover the lower
bound log k +O(1) on the topological entropy as in [24].
Finally, we can approximate (y0, p0) arbitrarily well by positive entropy measures, with known a-priori
bounds from below on the entropy of measures in the sequence as a function of distance from (y0, p0):
Theorem 1.3. There exists a sequence of ergodic positive entropy invariant measures µn, weak
∗-converging
to δ(y0,p0). Furthermore,
(1.7) hµn(f) ≥
κ3
N
W1
(
µn, δ(y0,p0)
)
.
Here δ(y0,p0) is the Dirac measure concentrated at (y0, p0), W1 is the L
1-Wasserstein distance of measures,
N is as in Theorem 1.1, and κ3 is a constant depending on κ1 and λ.
All these results can be generalized to action-minimizing periodic orbits satisfying analogues of (N1),
(N2), and to irrational rotation numbers as long as the associated Mather set is a Cantori (Section 9.7),
by associating a local measure of instability ∆1(ρ) to each rotation number ρ ∈ R. Furthermore, following
the approach from [37], one can likely construct positive entropy ’diffusion’ invariant measures, and embed
Markov chains in a region of instability of an area-preserving twist diffeomorphism as outlined in [26], with
explicit estimates of the transport in terms of ∆1(ρ).
Let us explain the main idea behind the construction and relate it to other approaches to estimating
topological entropy. It was shown by Angenent [1, 2] and Boyland and Hall [11] that non-existence of
a homotopically non-trivial invariant circle for a single rotation number ρ ∈ R implies htop(f) > 0 (our
condition (N2) assumes that for ρ = 0). In our understanding their proofs do not lead to lower bounds to
topological entropy, as the methods are essentially topological. The only rigorous lower bounds on topological
entropy of area-preserving twist maps we are aware of use some local uniformly hyperbolic structure and
a shadowing argument to embed a shift map. Examples are the Standard map and small k, by using the
estimates of the angle of intersection of stable and unstable manifolds of the fixed point by Lazutkin, Gelfreich
and others [17], or for large k as done by Knill [24].
In [37], we proposed a method of constructing positive entropy measures of Lagrangian maps and flows,
by constructing invariant sets of formally gradient dynamics of the action, without assuming any uniform
hyperbolicity. We introduce the semiflow ξ on a subset of X ⊂ RZ associated to formally gradient dynamics
of the action associated to an area-preserving twist map in (6.1). It is well-known that invariant sets of ξ
contain configurations x ∈ X which are equilibria of ξ, thus correspond to true orbits of f [20, 35]. The
Angenent’s proof of positive topological entropy [1, 2] can be interpreted in that context: Angenent associates
to any sequence ω ∈ {0, 1}Z a sub-solution x
ω
and a super-solution xω of ξ, such that xω ≤ xω (see Section
2 for the partial order on X ). By the monotonicity of the semiflow ξ (see Section 6), the set x
ω
≤ x ≤ xω
is ξ-invariant, thus contains an equilibrium xω, which leads to establishing conjugacy of a 2-shift and f
N |A
for N large enough, where A is an invariant set of fN .
Angenent’s approach does not extend to higher degrees of freedom, as it relies almost entirely on the
ordering structure derived from the first coordinate being x ∈ R. We use instead energy estimates developed
recently to establish local control of dissipative PDEs, such as the Navier-Stokes equation [13, 14, 15, 16],
specifically the energy-energy dissipation-energy flux balance law stated here in an appropriate form in
Lemma 7.3. We refer the reader to [37] for comparison of the method to other approaches to study of
diffusion and transport in Hamiltonian systems, including the classical Arnold example [4, 10, 34].
The paper is structured as follows. We first recall the key facts of the Aubry-Mather theory and properties
of the Peierls barrier ∆0. In Sections 3 and 4 we establish positivity of ∆1 whenever (N1) and (N2) hold,
and relate it to other notions of instability. We then recall and adapt the abstract tools of constructing
positive entropy invariant measures from [37]. The Section 7 contains the core of the argument: a precise
construction of a ξ-invariant set associated to any ω ∈ {0, 1}Z. We complete the proofs in the next two
sections, with some technical results moved to Appendices A and B.
2. Preliminaries
In this section we recall the key facts of the Aubry-Mather theory [5, 28, 38] and its extensions mainly due
to Bangert and Gole´ [7, 19, 20] needed in the following. We first introduce the notation and the key notions,
and then establish the required properties of the minimising rays and ∆0, and in particular establish that
(N1) and (N2) imply ∆0 > 0 (the condition (N1) is actually not required, as explained in Section 9.2).
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Denote by X = RZ equipped with the product topology. Let E be the set of all x such that for all k ∈ Z,
V2(xk−1 + hk−1, xk + hk) + V1(xk + hk, xk+1 + hk+1) = 0, and then by the twist condition (A2),
(2.1) ι : x 7→ (x0, p0), p0 = −V1(x0, x1)
is a homeomorphism of E and R2, with x being the sequence of first coordinates of the F -orbit of (x0, p0).
Recall that x ∈ X is action minimizing, if for any finite subsegment n < m, V (xn, xn+1, ..., xm) ≤
V (xn, x˜n+1, ...x˜m−1, xm) for any (x˜n+1, ...x˜m−1) ∈ Rm−n−1, where
V (xn, xn+1, ..., xm) =
m−1∑
k=n
V (xk, xk+1).
The same definition naturally extends to segments (xn, xn+1, ..., xm) and rays (xk)k≤k0 or (xk)k≥k0 .
Assume (N1) throughout the Section. Following Bangert [7], we can study for any x ∈ (y0, y0 + 1) the
function
(2.2) S(x) = inf
∞∑
k=−∞
(V (xk, xk+1)− V (y0, y0)),
where infimum is taken over all x ∈ RZ such that
(2.3) lim
k→−∞
xk = y0, lim
k→∞
xk = y0 + 1,
and such that x0 = x. The following is standard [7, 20]:
Lemma 2.1. For each x ∈ (x0, x0 + 1), the infimum in (2.2) is attained for some x ∈ X such that (xk)k≤0
and (xk)k≥0 are minimizing rays.
Denote by R ⊂ X the set of all x minimizing (2.2) and satisfying (2.3) for some x0 ∈ (y0, y0 + 1). We
now have the following:
Lemma 2.2. (i) The function x 7→ S(x) is continuous on (y0, y0 + 1), bounded from below and above, and
attains its minimum and maximum.
(ii) For any x ∈ R the following holds: y0 < xk < y0 + 1, and xk, k ∈ Z is a strictly increasing sequence.
(ii) If x ∈ R is such that x0 is an extremal point of x 7→ S(x), then x ∈ E.
From now on we fix z, z˜ such that z0, z˜0 minimize, respectively maximize S(x) on (y0, y0 + 1). Now z is
called minimizing, and z˜ minimax homoclinic. We can now write ∆0 = S(x˜0)− S(x0).
It is useful to introduce the partial order on X with x ≤ y and x ≪ y if for all k ∈ Z, xk ≤ yk, resp.
xk < yk. We write x < y if x ≤ y and x 6= y. We say that x and y are totally ordered if x ≤ y or x ≥ y.
Now the Aubry Fundamental Lemma [5] implies the following:
Lemma 2.3. If z, z˜ are a minimizing and a minimax homoclinic, then z and z˜ are totally ordered.
From this and Lemma 2.2 we deduce that without loss of generality, we can choose z, z˜ so that
(2.4) y0 < ... < z−1 < z˜0 < z0 < z˜1 < z1 < z˜2 < .... < y0 + 1
Denote by y0 the constant configuration y0, thus by (N1) y0,y0+1 ∈ E . Let pi0 : X → R be the projection
pi0 : x 7→ x0. We can now deduce the following:
Lemma 2.4. If ∆0 = 0, then the projection pi0 : R∪ {y0,y0 + 1} → [y0, y0 + 1] is a homeomorphism.
Proof. By the assumption ∆0 = 0, pi0 is onto (y0, y0+1) as for each w ∈ (y0, y0+1) we can find a minimizing
ray w ∈ R, w0 = w; thus pi0 is onto [y0, y0 + 1]. As the domain R ∪ {y0,y0 + 1} consists of minimizing
configurations, by the Aubry Fundamental Lemma [5, 20] any two configurations in R ∪ {y0,y0 + 1} can
not intersect, thus pi0 is injective. By definition pi0 is continuous, thus it must be a homeomorphism. 
Let ρ(x) = lim|k|→∞ xk/|k| be the rotation number of x ∈ X whenever defined, and let ρ((x, p)) =
ρ(ι−1(x, p)), (x, p) ∈ R.
Corollary 2.5. If (N2) holds, then ∆0 > 0.
Proof. Assume ∆0 = 0. Consider the image of R ∪ {y0} under the composition ιˆ of ι and the standard
projection R2 7→ S1 × R. Lemma 2.4 implies that it is a homotopically non-trivial invariant circle of f
consisting of orbits with the rotation number 0, parametrized by ιˆ ◦ pi−10 , which contradicts (N2). 
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3. Positivity of ∆1
We now show:
Proposition 3.1. If (N2) holds, then ∆1 ≥ ∆˜1 > 0.
The main tool will be an infinite-dimensional version of the Morse-Sard lemma valid for operators on
l2(Z), due to Pohozˇaev [33]. We first establish some basic properties of the functional E : l2(Z)→ R defined
by (1.3), and then define the sets N (e), N˜ (e), thus completing the definition of ∆1, ∆˜1. Following that, we
recall the Morse-Sard-Pohozˇaev lemma, and then complete the proof by a simple compactness argument.
Lemma 3.2. (i) E : l2(Z)→ R is well-defined and C2.
(ii) For all h,x ∈ l2(Z), we have ∇E(h) ∈ l2(Z), and DE(h)x = 〈∇E(h),x〉 (the scalar product on
l2(Z)).
(iii) For all h ∈ l2(Z), the Kernel of D2E(h) is at most 2-dimensional.
Proof. Define for any h ∈ l2(Z) a tridiagonal Z× Z matrix A(h) given with A = [ai,j ]i,j∈Z,
ai,j =


V12(zi−1 + hi−1, zi + hi) j = i− 1,
V22(zi−1 + hi−1, zi + hi) + V11(zi + hi, zi+1 + hi+1) j = i,
V12(zi + hi, zi+1 + hi+1) j = i+ 1,
0 otherwise.
The condition (A3) implies that x→ A(h)x is a well-defined continuous linear operator on l2(Z), with the
norm
||A(h)||l2(Z) ≤ 3 sup
i∈Z
(|V11((zi + hi, zi+1 + hi+1)|+ |V12((zi + hi, zi+1 + hi+1)|+ |V22((zi + hi, zi+1 + hi+1)|).
An analogous estimate of the norm of A(h˜)− A(h) and uniform continuity in (A3) implies that h 7→ A(h)
is continuous. Now as E(0) = 0 and ∇E(0) = 0 (as z ∈ E), it is easy to verify by that for any x ∈ l2(Z),
E(h) =
1
2
〈A(c)h,h〉, ∇E(h)x = A(c(x))x
for some c, c(x) ∈ [0,h], thus E(h) and ∇E(h)x are well defined. By straightforward calculation it follows
that ∇E(h) and A(h) are representatives in l2(Z), resp. L(l2(Z), l2(Z)) of the first, respectively second
differential of E at h, which gives the claims (i) and (ii).
We now note that Ker A(h) corresponds to the set of tangential orbits at z + h, thus the set x ∈ X ,
A(h)x = 0 is homeomorphic to R2 (equivalently, one can uniquely solve A(h)x = 0 for x ∈ X given any
x0, x1 ∈ R by applying (A2) and the definition of A(h)), which completes the proof of (iii). 
Let uj = 2κ1λ
−|j|, j ∈ Z, where κ1, λ are as in (1.5). Clearly u ∈ l2(Z). Define N˜ (e) as the set of all
h ∈ l2(Z) ∩ X2 such that E(h) = e, and such that for all j ∈ Z, |hj | ≤ uj. Let C(e) be the connected
component of 0 of the set {h ∈ l2(Z), E(h) ≤ e}, and let
N (e) = N˜ (e) ∩ C(e).
It is easy to verify that N˜ (e) is a compact subset of l2(Z), and that N (e) is a closed subset of N˜ (e), thus
compact.
Recall the Morse-Sard-Pohozˇaev lemma [33] holding for Fredholm functionals on real, separable, reflexive
Banach spaces, thus valid on l2(Z):
Lemma 3.3. Assume that E˜ : l2(Z)→ R is a real Ck functional, that dim(KerD2E˜(h)) ≤ m <∞ for any
h ∈ l2(Z), and that k ≥ max{m, 2}. Then the set of critical values of E˜ has Lebesgue measure 0.
Here the critical value of E˜ is any e ∈ R such that for some h ∈ l2(Z), DE˜(h) = 0. Clearly by Lemma
3.2, Lemma 3.3 is applicable to E˜ = E with k = m = 2.
First note that ∆1 ≥ ∆˜1 follows from the definition (1.2) and N (e) ⊆ N˜ (e). By Lemma 3.3, we now
find any non-critical value 0 < e0 < e of E. As now ||∇E(h)||2l2(Z) > 0 on N˜ (e0), h 7→ ||∇E(h)||
2
l2(Z) is
continuous and N˜ (e0) is compact, we can bound ||∇E(h)||2l2(Z) from below away from 0 on N˜ (e0) which
completes the proof of Proposition 3.1.
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4. Interpretation of ∆1
We now explicitly relate ∆1 to the angle of splitting of separatrices. We do it by recalling the notion of
phonon gap, denoted by ∆2 below. We first relate ∆2 to the minimal angle of splitting of stable and unstable
bundles along the orbit of the minimizing homoclinic by using the results of Aubry, MacKay and Baesens
[6], then show that ∆1 ≫ ∆42, and finally state a conjecture on the relation of ∆1 and ∆0.
Let
(4.1) ∆2 = ||D
2E(0)−1||−1l2(Z)
We have shown in Lemma 3.2,(i) that E is C2, thus ∆2 is well defined whenever D
2E(0) is invertible; we
set ∆2 = 0 otherwise. The quantity ∆2 is exactly the phonon gap of the ’equilibrium state’ corresponding
to the minimizing homoclinic (z, p), as defined in [6].
Remark 4.1. Assume (N1) and that the stable and unstable manifold of (y0, p0) intersect transversally at
(z, p). Then as shown in [6, Proposition 2, (2.56)], ∆2 can be explicitly bounded from below by
∆2 ≥
λ− 1
2κ1ακ4
,
where λ, κ1 are as in (1.5), and α, κ4 are constants inverse proportional to the minimal angle of splitting of
stable and unstable bundles along the orbit of (z, p), and constants depending only on the second derivatives
of V (refer to [6] for a precise definition of α, κ4). Note that the angle of splitting of stable and unstable
bundles is typically minimal exactly at (z, p) [17].
Lemma 4.2. Assume (N1),(N2), and that V is C3. Then
(4.2) ∆1 ≥ κ5∆
4
2,
where κ5 is an explicit constant depending on the third derivatives of V .
Proof. The constants κ5, κ6 used below depend only on the bounds on third derivatives of V on |x−x′| ≤ 3.
As V is C3, it is easy to verify as in the proof of Lemma 3.1 that E is C3 on the interior of l2(Z) ∩ X3. We
now see that for any h ∈ l2(Z) ∩ X2 (and as z ∈ X1) we have that
E(h) =
1
2
〈D2E(0)h,h〉/2 +OV
(
||h||3l2(Z)
)
≥
1
2
∆2||h||
2
l2(Z) +OV
(
||h||3l2(Z)
)
,
||∇E(h)||l2(Z) =
∣∣∣∣D2E(0)h∣∣∣∣
l2(Z)
+OV (||h||
2
l2(Z)) ≥ ∆2||h||l2(Z) +OV
(
||h||2l2(Z)
)
,
thus ∣∣∣∣∣
||∇E(h)||2l2(Z)
2∆2
− E(h)
∣∣∣∣∣ ≤ κ6||h||3l2(Z),∣∣∣∣E(h)− ∆22 ||h||2l2(Z)
∣∣∣∣ ≤ κ6||h||3l2(Z).
Now it is easy to see that it suffices to choose e0 = ∆
3
2/32κ
2
6 and recall the definition of N (e0) in the previous
section, to obtain that for each h ∈ N (e0) we have that ||∇E(h)||2l2(Z)/(2∆2) ≥ e0/2, which completes the
proof with κ5 = 1/(32κ
2
6). 
Remark 4.3. Assuming (N1), (N2), one can similarly establish ∆0 ≥ κ7∆
3
2, where κ7 is also an explicit
constant depending only on the third derivatives of V . The proof is omitted.
Finally, we conjecture the following:
Conjecture 4.4. For a generic C2 area-preserving twist diffeomorphism, ∆1 ≥ ∆20.
The rationale for this is that intuitively ∆
1/2
1 is expected to be generically proportional to the maximal
derivative of s 7→ E(h(s)) on [0, 1], where s 7→ h(s) is the straight line connecting h(0) = 0 and h(1) = z˜−z,
thus E(h(1))− E(h(0)) = ∆0.
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5. Shadowing invariant measures
We recall the definition of a shadowing invariant measure, introduced in [37]. In this section we will
always consider a measurable space (Ω,F), where Ω is a compact metric space and F the Borel σ-algebra.
Let S be a homeomorphism on Ω and µ a S-invariant probability measure on (Ω,F).
Definition 5.1. Let G be a σ-subalgebra of F . We say that a S-invariant Borel-probability measure ν
G-shadows a S-invariant probability measure µ on (Ω,F), if µ is a factor of ν, and if for each D ∈ G, we
have µ(D) = ν(D).
The notion of shadowing measure is an ergodic-theoretical analogue of the notion of a shadowing orbit,
as it will be clear from its application later. The following relation of shadowing to ergodicity will be useful.
Lemma 5.2. Assume that ν G-shadows µ, that µ is S-ergodic, and that G satisfies the following: for each
D ∈ G, θ−1(M1 ∩ D) ⊂ D. Then almost every measure in the ergodic decomposition of ν G-shadows µ.
For convenience of the reader, we repeat the short proof from [37].
Proof. Consider the ergodic decomposition of ν, i.e. a Borel-probability measure χ on the compact, metriz-
able space of probability measures M(Ω) (equipped with the weak∗-topology), such that χ-a.e. measure
is S-invariant and ergodic, and such that the usual representation formula for ν in terms of χ holds [39].
Then it is straightforward to check by verifying the definition of the ergodic decomposition [39] that (θ∗)∗χ
is the ergodic decomposition of µ, where (θ∗)∗ is the double push defined in a natural way. However, the
ergodic decomposition is unique, and as µ is ergodic, (θ∗)∗χ must be concentrated on µ. That means that
for χ-a.e. measure ν˜ (i.e. almost every measure in the ergodic decomposition of ν), we have θ∗(ν˜) = µ. By
construction, µ is then a factor of ν˜.
It remains to show the shadowing property. As µ(M1) = 1, we have
(5.1) ν˜(D) ≥ ν˜(θ−1(M1 ∩ D)) = µ(M1 ∩ D) = µ(D),
and analogously ν˜(Dc) ≥ µ(Dc). However, 1 = µ(D) + µ(Dc) = ν˜(D) + ν˜(Dc) = 1. We conclude that the
equality in (5.1) must hold. 
As entropy is always non-increasing under factor maps [39], the following follows directly from the defini-
tion:
Lemma 5.3. If ν G-shadows µ, then hν(S) ≥ hµ(S).
6. Construction of shadowing invariant measures
In this section we introduce the formally gradient semiflow ξ of the action, and then use it to explicitly
construct invariant measures of f with a-priori specified ergodic properties. We do it by constructing invariant
(Borel probability) measures of X with respect to the shift S, (Sx)k = xk+1, as equilibria of the induced
semiflow ξ∗ on the space of S-invariant measures on X .
Let XK , K ∈ N to be the subset of all configurations x ∈ X , such that supj∈Z |xj − xj+1| ≤ K. We
consider the system of equations on XK
(6.1)
dxj(t)
dt
= −V2(xj−1(t), xj(t))− V1(xj(t), xj+1(t)).
The flow can be understood as formally gradient, as it can be formally written as
dx(t)
dt
= −∇Φ(x(t)),
where Φ(x) =
∑
j∈Z V (xj , xj+1) is a formal sum - the action of x = (xj)j∈Z. Clearly Φ(x) is typically not
well-defined; and the system of equations (6.1) does not typically generate a gradient flow. Intricacies of
its dynamics, and the related theory of extended gradient systems, is discussed in some detail in [36]. Let
Xˆ = X/Z, where the quotient with respect to Z is obtained by identifying x + n for all n ∈ Z, and let
XˆK = XK/Z. Denote by Sˆ the induced map S on Xˆ , XˆK , and let Eˆ = E/Z and ιˆ = pˆi ◦ ι, pˆi : X → X˜
the projection. It is well-known that (6.1) generates continuous semiflows ξ and ξˆ on XK , resp. XˆK for all
K ∈ N. (In particular, XK and XˆK are invariant, see e.g. [36].)
Denote by M(Aˆ, Sˆ) the set of Borel probability Sˆ-invariant measures on a Borel-measurable subset Aˆ of
Xˆ . Furthermore, the semiflow ξ has the well-known order-preserving property ([20] and references therein)
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analogous to the maximum principle for parabolic semilinear scalar differential equations, needed later in
the following form for rays:
Lemma 6.1. Assume x˜ ∈ E and λ > 0. Then: (i) If
(6.2) x−j(t) ≤ x˜−j , j ≥ 0
for t = t0, and x0(t) ≤ x˜0 for t ∈ [t0, t0 + λ], we have that (6.2) holds for all t ∈ [t0, t0 + λ].
(ii) If
(6.3) xj(t) ≥ x˜j , j ≥ 1,
for t = t0, and x1(t) ≥ x˜1 for t ∈ [t0, t0 + λ], we have that (6.2) holds for all t ∈ [t0, t0 + λ].
We first establish why it suffices to consider Sˆ-invariant measures on Eˆ .
Lemma 6.2. Let µ ∈M(Eˆ , Sˆ). Then the pushed measure ιˆ∗µ is an f -invariant measure isomorphic to µ.
Proof. This follows from easily verifiable facts that ιˆ : Eˆ → S1 × R is a homeomorphism, and that ιˆ ◦ Sˆ =
f ◦ ιˆ. 
Assume now µ ∈ Xˆ , and let G be a σ-subalgebra of Borel sets of Xˆ , satisfying the following:
(M1) The separation property. There exists a Borel-measurable set M1 ⊂ Xˆ such that µ(M1) = 1,
and such that {D ∩M1, D ∈ G} generates all Borel-measurable sets on M1. Specifically, for each
q ∈M1, there exists Dq ∈ G, q ∈ Dq such that if q, q˜ ∈ M1, q 6= q˜, then Dq ∩ Dq˜ = ∅. Furthermore,
for any q ∈M1, DSˆ(q) = Sˆ(Dq).
(M2) Measurability. If M2 = ∪q∈M1Dq, then the map θˆ : M2 → M1 given with θˆ(Dq) = q is Borel-
measurable. Specifically, M2 is Borel-measurable.
(M3) The closed-sets property. There exists a family Di ∈ G of closed sets, i ∈ I, such that G is
generated by this family Furthermore, for each i1 ∈ I there exists a sequence in ∈ I, n ∈ N such
that Din are pairwise disjoint, and such that µ(∪
∞
n=1Din) = 1.
(M4) The ξ-invariance. For each q ∈M1 and each D ∈ G, if q ∈ D, then for all t ≥ 0, ξˆt(q) ∈ D.
In applications, (M1)-(M3) will typically trivially follow from the construction, with the core of the
argument being in demonstrating (M4).
Proposition 6.3. Assume µ ∈ M(XˆK , Sˆ) for some K ∈ N. Let G be a σ-subalgebra of Borel sets on Xˆ
satisfying (M1)-(M4). Then there exists ν ∈M(Eˆ , Sˆ) which G-shadows µ.
Furthermore, if µ is Sˆ-ergodic, we can choose ν to be Sˆ-ergodic.
The proof of Proposition 6.3 is analogous to the proof of [37, Theorem 4.4]. For convenience of the reader,
we give it in the Appendix A.
Remark 6.4. Let N ≥ 1 be an integer. Then the statements of Lemma 6.2 and Proposition 6.3 hold if we
replace Sˆ, f with SˆN , fN everywhere, including the shift-invariance in (M1); the proofs are analogous.
7. Invariant sets of the formally gradient semiflow
Let Ω = {0, 1}Z equipped with the product topology. The main result of this section is a construction of
a non-empty, closed, ξ-invariant subset of X1 associated to any ω = (ωi)i∈Z ∈ Ω.
We first define the notation, and then state the result. The ’nesting’ two-step approach to proving
ξ-invariance is specified in Lemma 7.2. The two steps are based on an order-preserving, and an energy
argument.
Fix ω ∈ Ω. Let jk, k ∈ Z be the increasing sequence of positions of 1 in ω such that j0 ≤ 0 < j1 (the
construction can be adapted in a straightforward way to the case of finitely many or no ones in ω, thus not
discussed separately). Let N > 0 be an integer constant specified later (we omit dependency of N in the
notation introduced below for simplicity).
The idea is that we ’glue’ 2N -large pieces of the minimizing equilibrium y0 ≡ y0 whenever ωi = 0, and of
the minimizing homoclinic z whenever ωi = 1. Specifically, let m ∈ Z, −N + 1 ≤ j... ≤ N , and k such that
jk ≤ m < jk+1 (e.g. for positive m, k is the number of ’ones’ between 0 and m). Then we define
xω2mN+j =
{
y0 + k ωm = 0,
zj + k ωm = 1.
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Furthermore, we combine minimax homoclinics, to be useful shortly:
xω,−i = z˜j + k i = 2ikN + j, k ∈ Z, j = 1, ..., 2(ik+1 − ik)N,
xω,+i = z˜−j+1 + k i = 2ikN − j, k ∈ Z, j = 0, ..., 2(ik − ik−1)N − 1.
Clearly xω,− < xω < xω,+. Let Aω be the set of all x ∈ X1 such that x
ω,− ≤ x ≤ xω,+.
Let h 7→ hτ be the truncation map X → l2(Z) given with
(7.1) hτi =
{
hi −N + 1 ≤ i ≤ N,
0 otherwise.
Now by the definition of ∆1, we can choose 0 ≤ e0 ≤ ∆0/2 such that for all h ∈ N (e0), we have
(7.2) ||∇E(h)||2l2(Z) ≥ ∆1/2.
We define Bω to be the set of all x ∈ X1 such that xτ,k :=
[
S2Njkx− k − z
]τ
satisfies
E
(
xτ,k
)
≤ e0,
and furthermore that xτ,k is in the connected component of 0 of the set {E(h) ≤ e0, h ∈ l2(Z)}, for all
k ∈ Z. We have that xω ∈ Bω as by definition (x
ω)τ,k = 0 and E(0) = 0.
Proposition 7.1. Assume N satisfies (1.6). Then for any ω ∈ Ω, Aω ∩ Bω is a ξ-invariant, closed set,
non-empty as xω ∈ Aω ∩ Bω.
The proof is based on the following nesting trick from [37] (for the convenience of the reader, we repeat
a short proof of Lemma 7.2 below). Assume for the moment that ξ is an abstract continuous semiflow on
a separable metric space X , and let A, B be subsets of X . Assume they satisfy the following for every
semiorbit q(t), t ≥ t0 of the semiflow ξ:
(B1) B is A-relatively ξ−invariant set. It means that if q(t0) ∈ B, and if there exists t1 > t0 such that for
all t ∈ [t0, t1], q(t) ∈ A, then for all t ∈ [t0, t1], q(t) ∈ B.
(B2) There exists λ > 0 such that, if q(t0) ∈ A ∩ B, then for all t ∈ [t0, t0 + λ], q(t) ∈ A.
Lemma 7.2. Assume A, B are subsets of a separable metric space X satisfying (B1), (B2) with respect to
a continuous semiflow ξ on X . Then A ∩ B is ξ-invariant.
Proof. Assume the contrary and find a semi-orbit q(t) of ξ, t ≥ t0, q(t0) ∈ A∩B which violates the conclusion
of the Lemma. Let
t2 = sup {t1 ≥ 0, q(t) ∈ A ∩ B for all t ∈ [0, t1]} .
Then if t3 = max{t0, t2 − λ/2}, by construction q(t3) ∈ A ∩ B. Now by (B2), for all t ∈ [t3, t3 + λ], we have
q(t) ∈ A, and by (B1), for all t ∈ [t3, t3+λ] we obtain q(t) ∈ B. But t3+λ > t2, which is a contradiction. 
To complete the proof of Proposition 7.1, it suffices to show that Aω and Bω satisfy (B1), (B2).
As noted in the introduction, in the first step we use an energy argument adapted from applications to
PDEs, specifically the energy-energy dissipation-energy flux balance law, where in our case energy is the
truncated action.
Lemma 7.3. The action flux balance law. Assume k = 0, j0 = 0, and let h(t) = x(t)
τ,0 = [x(t)− z]τ .
Then
(7.3)
dE(h(t))
dt
= F (t)− ||∇E(h(t))||2l2(Z),
where F (t) satisfies
|F (t)| ≤ κ2max{|xi(t)− zi|, i ∈ {−N,−N + 1, N,N + 1}},(7.4)
κ2 = 8max{|V1(x, y)|, |V2(x, y)|, |x− y| ≤ 2} ·max{|V12(x, y)|, |x − y| ≤ 2}.(7.5)
The proof is a straightforward calculation, given in Appendix B. We will now show that the flux term
F (t) is by (1.5) and (7.4) exponentially small ∼ λ−N whenever x(t) ∈ Aω (in the case j0 = 0). We use
this to bound |F (t)| from above, and the definition of Bω to bound the dissipation term ||∇E(h(t2))||2l2(Z)
in (7.3) from below, and to establish the following:
Lemma 7.4. Assume (1.6) holds. Then the sets Aω and Bω satisfy (B1).
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Proof. Let k = 0, assume j0 = 0, and set h(t) = x(t)
τ,0 = [x(t)− z]τ . Assume x(t) ∈ Aω for all t ∈ [t0, t1],
t1 > t0, and that
(7.6) h(t) is in the connected component of 0 of the set {E(g) ≤ e0, g ∈ l
2(Z)}
for t = t0. We now show (7.6) holds for all t ∈ [t1, t2]. Assume the contrary, i.e. that (7.6) fails for some
t ∈ [t0, t1]. Let t2 be the infimum of such t, and then t0 < t2 < t1 and by assumption E(h(t2)) = e0.
We first show that
(7.7) h(t2) ∈ N (e0).
It suffices to show that for all k ∈ Z, |hi(t2)| ≤ ui = 2κ1λ−|i|. We use that x(t2) ∈ Aω, thus
xω,− ≤ x(t2) ≤ x
ω,+,
and by definition for any −N + 1 ≤ i ≤ N ,
xω,−i ≤ zi ≤ x
ω,+
j ,
thus for all −N + 1 ≤ i ≤ N ,
(7.8) |hi(t2)| ≤ x
ω,+
i − x
ω,−
i .
Consider −N + 1 ≤ i ≤ 0. Then inserting i = −2i−1N + j in the definition of xω,− and i = 2i0N − j = −j
in the definition of xω,+, and using the fact that j 7→ z˜j is increasing and ii
−1
≤ −1, we get
xω,−i ≥ z˜−2i−1N+i − 1 ≥ z˜2N+i − 1 ≥ z˜−i − 1 ≥ z˜|i|−1 − 1,
xω,+i ≤ z˜i+1 = z˜−(|i|−1),
which combined with (1.5) yields xω,+i − x
ω,−
i ≤ 2κλ
−|i|, as required. Analogously we show the same for
1 ≤ i ≤ N . As by definition, hi(t2) = 0 for any i outside −N + 1, ..., N , we have shown (7.7).
Now we see that by (7.2),
(7.9) ||∇E(h(t2))||
2
l2(Z) ≥ ∆1/2.
Now we bound the flux |F (t2)| from above. Analogously as above, we deduce that for i ∈ {−N,−N +
1, N,N + 1}, we have that |xi(t)− zi| ≤ κ1λ−N , thus by (7.4),
(7.10) |F (t2)| ≤ κ1κ2λ
−N .
Inserting that in (7.3), we get that
dE(h(t2))
dt
≤ κ1κ2λ
−N −
∆1
2
,
which is < 0 whenever (1.6) holds, thus (7.6) holds on some interval [t2, t2+δ], δ > 0, which is a contradiction.
Thus (7.6) holds for all t ∈ [t1, t2], as claimed. We prove an analogous claim for any combination of k, jk
(e.g. by reducing it to the case k = 0, j0 = 0 by a translation), which yields (B1). 
Lemma 7.5. Assume (1.6) holds. Then the sets Aω and Bω satisfy (B2).
Proof. We first prove the following claim (we will later see that it suffices): if x(t0) ∈ Bω in the case i0 = 0,
and if
(7.11)
x−j(t) ≤ z˜−j+1, j ≥ 0,
xj(t) ≥ z˜j, j ≥ 1,
for t = t0, then there is an absolute λ > 0 such that (7.11) holds for t ∈ [t0, t0 + λ].
Let E0, E1 ⊂ (y0, y0 + 1) be the connected components of z0, z1 respectively, of the set {S(x) ≤ e0}. By
continuity of S, E0 = [a0, b0], E1 = [a1, b1], and by the definition of e0, zˆ, z and S, we have that
(7.12) z˜0 < a0 ≤ b0 < z˜1
and z˜1 < a1 ≤ b1. Let δ = min{z˜1 − b0, a1 − z˜1}, δ > 0. It is easy to check from (6.1) that |dxk(t)/dt| is
bounded uniformly in k ∈ Z, t on X1, thus there exists λ > 0 such that
(7.13)
If x0(t0) ∈ E0, then for all t ∈ [t0, t0 + λ], x0(t) ≤ z˜1,
If x1(t0) ∈ E1, then for all t ∈ [t0, t0 + λ], x1(t) ≥ z˜1.
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Finally, it is easy to check that if x(t0) ∈ Aω ∩ Bω in the case i0, then [x(t0)]τ,0 ∈ N (e0), thus by the
definition of S we have that x0(t0) ∈ E0 and x1(t0) ∈ E0. From this, (7.13) and the order-preserving
property Lemma 6.1 of the semiflow for rays we deduce that (7.11) holds for t ∈ [t0, t0 + λ].
Now, it is easy to check that x(t0) ∈ Aω in the case i0 = 0 implies (7.11) for t = t0. We show an
analogous claim for an arbitrary k, jk by substituting x with (S
2Njkx− k) in (7.11). Finally, if (7.11) holds
for t ∈ [t0, t0 + λ] for all (S2Njkx− k), k ∈ Z, by definition x(t) ∈ Aω for t ∈ [t0, t0 + λ]. 
Remark 7.6. Assume x ∈ Aω ∩ Bω. We have established in the proof of Lemma 7.5 that if ω0 = 1, then
x0 ∈ E0 = [a0, b0], where a0, b0 satisfy (7.12). It is easy to check from the definition of Aω that if ω0 = 0,
then zˆ1 − 1 ≤ x0 ≤ zˆ0. We will need that later.
8. Proofs of the main results
Consider the dynamical system Bernoulli shift (Ω,B(Ω), σ, µΩ), where Ω = {0, 1}Z as in Section 7, B(Ω)
is the Borel σ-algebra, σ is the shift map, and µΩ the product (Borel probability) measure on (Ω,B(Ω)). It
is well-known [23] that the metric entropy hµΩ(σ) = log 2. We will prove the main results by constructing
a f2N -invariant measure which has (Ω,B(Ω), σ, µΩ) as a factor, by combining Lemma 6.2 and Propositions
6.3, 7.1, in the light of Remark 6.4.
Proof of Theorem 1.1. Fix the smallest integer N ≥ 1 satisfying (1.6). Let χ : Ω→ X1, χ(ω) = xω, and let
χˆ : Ω → Xˆ1, χˆ = pi ◦ χ, ω 7→ xˆ
ω, µˆΩ = χˆ
∗µΩ. Then by construction, (Xˆ1,B(Xˆ1), Sˆ2N , µˆΩ) is conjugate to
(Ω,B(Ω), σ, µΩ), thus
(8.1) hµˆΩ(Sˆ
2N ) = log 2.
We now construct ν ∈ M(Eˆ , Sˆ2N ) G-shadowing µˆΩ, where G is a σ-subalgebra satisfying (M1)-(M4) in the
sense of Remark 6.4, to be constructed below. Recall the definition of the interval E0 = [a0, b0] in the proof
of Lemma 7.5. Let Dˆω,k, (ω, k) ∈ I, I = {0, 1} × Z, be the set of all xˆ ∈ Xˆ1 such that
xˆ2Nk ∈
{
[a0, b0] mod 1 ω = 1,
[z˜1 − 1, z˜0] mod 1 ω = 0.
Let G be the σ-algebra generated by Dˆω,k, (ω, k) ∈ I. By (7.12), for all k ∈ Z, Dˆ0,k and Dˆ1,k are disjoint,
and by definition closed, which yields (M3). Let
M1 = {xˆ
ω, ω ∈ Ω},
Dˆxˆω = ∩k∈ZDˆωk,k,
M2 = ∪ω∈ΩDˆxˆω .
It is straightforward to verify (M1),(M2). Let Cˆω = pi(Aω ∩ Bω). By Proposition 7.1, Cˆω is ξˆ-invariant for
any ω ∈ Ω. By construction we have that xˆω ∈ Cˆω, and by Remark 7.6 and the definition of the sets we
have Cˆω ⊂ Dˆxˆω which yields (M4).
Now by Proposition 6.3 we establish existence of an ergodic ν ∈ M(Eˆ , Sˆ2N) which G- shadows µˆΩ, thus
by Lemma 5.3, hν(Sˆ
2N ) ≥ log 2. By Lemma 6.2 and the variational principle for metric and topological
entropy [23, Theorem 4.5.3], we deduce that htop(f
2N ) ≥ log 2. To complete the proof, it suffices to use
htop(f
2N ) = 2Nhtop(f) [23, Proposition 3.1.7] and (1.6). 
Recall now the definition of the L1-Wasserstein distance of measures, required in the proof below. Let d
be the canonical metric on S1 × R, and µ, ν be two Borel probability measures on S1 × R. Then
W1(µ, ν) = inf
γ∈Γ(µ,ν)
∫
(S1×R)×(S1×R)
d(x, y)dγ(x, y),
where Γ(µ, ν) is the collection of all Borel probability measures on (S1 ×R)× (S1 ×R) whose marginals are
µ, respectively ν. It is well-known that W1 induces weak
∗-topology on the set of probability measures on
S1 × R.
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Proof of Theorem 1.3. Let N ≥ 1 be the smallest integer satisfying (1.6), and construct νn ∈ M(Eˆ , Sˆ2nN )
as in the proof of Theorem 1.1, with nN instead of N , n ≥ 1 an integer. Then by construction and Lemma
6.2, the measure
µn =
1
2nN
nN−1∑
k=−nN
iˆ∗(Sk)∗νn
is a f -invariant measure. Choose the following coupling
1
2nN
nN−1∑
k=−nN
(
iˆ∗(Sk)∗νn
)
⊗ δ(y0, p0),
and insert in the definition of W1. We obtain the bound (1.7) by using the definition Aω and the bounds
(1.5). We omit the details of the routine calculation. 
9. Remarks and examples
1. The condition (A3) could be replaced with a weaker one of convergence at infinity uniformly in x of
lim|y|→∞ V (x, x+ y) =∞. Indeed, in construction we need values of V (x, y) and its derivatives only on the
set |x− y| ≤ 2; we can always modify V outside this set so that (A1-3) hold.
2. The condition (N1), assumed for simplicity of the statements and the proofs, is not needed for Theorems
1.1 and 1.3 to hold. Hyperbolicity of (y0, p0) is used in (1.5) and implicitly in the fact that |uj| used in the
definition of N (e) is in l2(Z). The condition (1.5) could be replaced with a more general one of finding N
such that |z˜−N − y0| ≪ ∆1, |z˜N − y0 − 1| ≪ ∆1; the definition of the N (e) should then be appropriately
adjusted (we omit the details). Uniqueness of the action-minimizing fixed point is also not needed: one could
construct required invariant measures in a gap between two action-minimizing fixed points as long as (N2)
holds.
3. In the case of the Standard map, it is elementary to check that if k 6= 0, then (0, 0) is the unique action-
minimizing fixed point. The fact that (N2) holds for small |k| > 0 follows from the result by Lazutkin and
Gelfreich that the angle of splitting of separatrices is > 0 whenever k 6= 0 [17], Remarks 4.1, 4.3 and Corollary
2.5. For larger k, it can be established e.g. by applying the criteria of Angenent [2] for non-existence of
invariant circles.
4. Our definition of the Peierls barrier differs from the one chosen by Aubry and Mather [5, 20, 38] in the
case of rational rotation numbers, as they consider difference in action between the minimax periodic and
the minimizing periodic orbit. It is, however, the same in the case of irrational rotation numbers, to which
our approach generalizes without much difficulty (see 9.7 below).
5. In [26], the flux through a gap of a Mather set was considered for irrational rotation numbers only, in
which case the Mather set is a Cantori whenever it has a gap. We use the fact that the definition of ∆0, as
used here, extends naturally also to rational rotation numbers, in this paper ρ = 0.
6. One can relatively easily show by elementary methods that in the case of the Standard map, for h ∈
∪0≤e≤∆0N (e), we have E(h) = −k cos(2pi(z0+ h0))/2pi+O(1), ||∇E(h)||l2(Z) = k| sin(2pi(z0 + h0))|+O(1),
which yields ∆1 = k
2 +O(k).
7. The results of the paper can be extended to irrational rotation numbers. Analogously to the approach
in Section 3, one can show that if the Mather set with the rotation number ρ ∈ R \ Q is a Cantori, then
∆1(ρ) > 0. We conjecture that the topological entropy can then be bounded from below by an expression
depending on ∆1(ρ), on number-theoretical properties of ρ (related to recurrence properties and return times
of the dynamics restricted to the Cantori), and on the size of the paratingent cones of the Mather set as a
generalized notion of hyperbolicity of Mather sets in line with the results of M.-C. Arnaud [3].
Appendix A: proof of Proposition 6.3
Assume all the notation from Section 6. The proof of Proposition 6.3 is in two steps: we first construct
a measure ν ∈M(Eˆ) by applying the LaSalle principle for gradient-like flows, and then show that it indeed
G-shadows µ.
Let ξˆ∗ be the pushed semi-flow on M(XˆK). It is continuous and well-defined (i.e. ξˆ∗t ∈ M(XˆK) for
t ≥ 0), as ξˆ and Sˆ commute and as XˆK is ξˆ-invariant.
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Lemma 9.1. (i) The semi-flow ξˆ∗ is gradient-like, with the Lyapunov function
L(µ) =
∫
XˆK
V (x0, x1)dµ(x),
L continuous and bounded.
(ii) The set of equilibria of ξˆ∗ is M(Eˆ ∩ XˆK).
(iii) For each µ in M(XˆK), the ω-limit set ω(µ) with respect to ξˆ∗ is a non-empty subset of M(Eˆ ∩ XˆK).
Proof. First note thatM(XˆK) is a compact metrizable space (with metric e.g. the Wasserstein L1-distance),
thus standard results for continuous semiflows apply.
As because of (A1), V (x0 + n, x1 + n) = V (x0, x1) for an integer n, L is well-defined, i.e. the integrand
is independent of a representative of x ∈ Xˆ in X (this also holds for all the integrands in the calculation
below). Continuity of L follows from the definition of weak∗-topology, and boundedness from boundedness
of x 7→ V (x0, x1) on compact XˆK .
Differentiating with respect to t, we get
dL(µ(t))
dt
=
∫
XˆK
(V1(x0, x1)x˙0 + V2(x0, x1)x˙1) dµ(t)(x)
= −
∫
XˆK
V1(x0, x1)(V2(x−1, x0) + V1(x0, x1))dµ(t)(x)
−
∫
XˆK
V2(x0, x1)(V2(x0, x1) + V1(x1, x2))dµ(t)(x)
= −
∫
XˆK
V1(x0, x1)(V2(x−1, x0) + V1(x0, x1))dµ(t)(x)
−
∫
XˆK
V2(x−1, x0)(V2(x−1, x0) + V1(x0, x1))dµ(t)(x)
= −
∫
XˆK
(V2(x−1, x0) + V1(x0, x1))
2dµ(t)(x) = −
∫
XˆK
x˙0(t)
2dµ(t)(x),
where in the first row we swapped the derivative and the integral (possible because of (A1-3) and compactness
of XˆK); and in the third row we applied Sˆ-invariance of µ(t). We see that dL(µ(t))/dt ≤ 0. Applying again
Sˆ-invariance to the last row, we deduce that dL(µ(t))/dt = 0 if and only if µ(t)(Eˆ) = 0, which is equivalent
to µ(t) being an equilibrium of ξˆ∗, which gives (i) and (ii). (iii) now follows from the LaSalle principle for
continuous gradient-like semiflows on compact metric spaces. 
Lemma 9.2. Assume (M1)-(M4). Then any ν ∈ ω(µ) G-shadows µ.
Proof. It suffices show that θˆ : M2 → M1 defined by (M2) is the factor map, and that for all D ∈ G,
µ(D) = ν(D). By (M2), θˆ is measurable, and by (M1), θˆ ◦ Sˆ = Sˆ ◦ θˆ on M2. Denote by µ(t) = ξˆ∗tµ. By
(M4), ξˆt(M1 ∩ D) ⊂ D, thus by definition
(9.1) µ(t)(D) ≥ µ(M1 ∩ D).
Take any Di, i ∈ I as in (M3). As Di is closed, by the characterization of the weak∗ convergence, and as
µ(tn)→ ν for some sequence tn, we have that
(9.2) ν(Di) ≥ lim sup
n→∞
µ(tn)(Di) ≥ µ(M1 ∩ Di).
We now show that µ(M1 ∩ Di) = µ(Di) for any i ∈ I. Indeed, by (M3) and µ(M1) = 1 given in (M1),
1 = µ
(
∪∞j=1Dij
)
=
∞∑
j=1
µ(Dij ) ≥
∞∑
j=1
µ(Dij ∩M1) = µ
((
∪∞j=1Dij
)
∩M1
)
= 1,
thus equality must hold everywhere. Analogously from (9.2) we obtain
1 ≥ ν
(
∪∞j=1Dij
)
=
∞∑
j=1
ν(Dij ) ≥
∞∑
j=1
µ(Dij ∩M1) = µ
((
∪∞j=1Dij
)
∩M1
)
= 1,
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thus ν(Di) = µ(Di) = µ(Di ∩M1) for all i ∈ I. As by (M1) and (M2), θˆ−1(Di ∩M1) = Di, as (Di, i ∈ I)
generates G, and as (Di ∩M1, i ∈ I) generates the Borel σ-algebra on M1, this completes the proof that θˆ
is a factor map, and of the shadowing property µ(D) = ν(D). 
Appendix B: proof of Lemma 7.3
We use the notation from the statement of Lemma 7.3, and write h, x instead of h(t2), x(t2). The
derivative is always evaluated at t = t2.
As z ∈ E , by definition ||∇E(h)||2l2(Z) is the finite sum
||∇E(h)||2l2(Z) =(V2(z−N−1, z−N) + V1(z−N , x−N+1))
2 + (V2(z−N , x−N+1) + V1(x−N+1, x−N+2))
2
+
N−1∑
j=−N+2
(V2(xj−1, xj) + V1(xj , xj+1))
2
+ (V2(xN−1, xN ) + V1(xN , zN+1))
2 + (V2((xN , zN+1)) + V1(zN+1, zN+2))
2.
Denote the first two and the last two summands by F1, F2, F3, F4. Differentiating carefully we see that
dE(h)(t)
dt
=− V2(z−N , x−N+1)(V2(x−N , x−N+1) + V1(x−N+1, x−N+2))
− V1(x−N+1, x−N+2)(V2(x−N , x−N+1) + V1(x−N+1, x−N+2))
−
N−1∑
j=−N+2
(V2(xj−1, xj) + V1(xj , xj+1))
2
− V2(xN−1, xN )(V2(xN−1, xN ) + V1(xN , xN+1)
− V1(xN , zN+1)(V2(xN−1, xN ) + V1(xN , xN+1).
Denote the first two and the last two summands by F5, F6, F7, F8. We now see that (7.3) holds with
F (t2) = F1 + ...+ F8. Now as z ∈ E , we have that V2(z−N−1, z−N) = −V1(z−N , z−N+1), thus
|F1| = (V1(z−N , x−N+1)− V1(z−N , z−N+1))
2
≤ |V12(z−N , c1)||x−N+1 − z−N+1| · (|V1(z−N , x−N+1)|+ |V1(z−N , zN+1)|)
≤
κ2
4
|x−N+1 − z−N+1|,
where c1 ∈ [z−N+1, x−N+1] and κ2 as in (7.5). Now by an analogous argument in the second row below, we
get
|F2 + F5 + F6| = |V2(z−N , x−N+1)− V2(x−N , x−N+1| · |V2(z−N , x−N+1) + V1(x−N+1, x−N+2)|
≤
κ2
4
|x−N − z−N |.
We similarly deduce analogous bounds on |F4|, |F3 + F7 + F8|, and by the triangle inequality obtain (7.4).
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