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ルなどで自在に処理することが可能になる。（現代英語の British National Corpusであれ、現代日













2. grepによる例文抽出と簡易な KWICの作成およびその問題点 
言語研究のためのコーパス利用で最も基本的な操作の一つは、ある特定の語（あるいは語句）
を含む文の抽出である。そのためには、テキストを予め 1 行 1 文に整形しておき（あるいは予めそ
の形式になっているテキストを対象に）、grep を用いて以下のような処理を行うだけで良い。ここで
の検索対象は abundantlyである。（以下、本稿では入力ファイルを in_file と表示する。） 
 
(1) grep -Pi "\babundantly\b" in_file 
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(2) grep -Pio "\babundantly [a-z-]+" in_file | tr '[A-Z]' '[a-z]' | sort | 
 uniq -c | sort -rn 
 







用される形式である。以下では、Project Gutenberg で公開されている Charles Dickens 著 David 
Copperfield のファイル（http://www.gutenberg.org/files/766/old/cprfd10.txt）を対象に bright という
語の KWICを作成している。 
 
(3) a. 1段落 1行に整形 
  perl -pe 's/\r\n/ /; s/  /\n/;' cprfd10.txt | 
 b. brightを中心して、前後 30文字（記号、空白文字も含む）の文脈を提示 
  perl -ne 'while(/\bbright\b/gip){printf "%30.30s|%s|%-30.30s\n", 
substr(${^PREMATCH},-30), ${^MATCH}, ${^POSTMATCH};}' | 
 c. brightの右隣の語でソート 
  sort -t "|" -k 3,3 
 
a, b, cをこの順番に実行することによって brightのKWICが作成される。以下は、その一部であ
る。 
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... 
who had been used to wind her |bright| curls round and round her fin 
hair, I watch her winding her |bright| curls round her fingers, and  
 shepherd voices; but, as one |bright| evening cloud floated midway  
e always is, a pattern, and a |bright| example.                      
dy still; and well I knew the |bright| eye with its lofty look, that 
itself, at the moment, in her |bright| eye, that it came into my hea 
ed that she had a very quick, |bright| eye.                          
  'Why, what a sight for such |bright| eyes at midnight!' I replied. 
e ago, Doady,' said Dora, her |bright| eyes shining very brightly, a 
er head, turned her delighted |bright| eyes up to mine, kissed me, b 
t is; there, I meet a pair of |bright| eyes, and a blushing face; th 
o me with tears of joy in her |bright| eyes, and said I was a dear o 
at it gave me pain to see her |bright| face clouded - and for me! -  
h enough of wilfulness in her |bright| face to justify what I had he 
 looked up, and met her sharp |bright| glance respectfully.  'I have 
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3. いわゆる pictureの有用性 
言語研究に用いられる形式に、いわゆる picture がある。picture とは、キーとなる語の前後に現
れる語を頻度や MI-score（相互情報量）などの統計値の順に示したものであり、筆者らの知る限り、
Collins COBUILD英語辞典が依拠している Bank of English（現在の総語数は 6億 5,000万語の
コーパス）のサイトで初めて実現したものである。（picture については、滝沢(1998)でも触れている。
小学館コーパスネットワークにも picture相当の機能がある。またHunston (2002: 77-78)や齊藤・中
村・赤野 (2005: 211-216）も参照。） 
例えば、以下は、Bank of English（利用時の総語数は 5億 2,000万語）で instantlyという語を対
象に作成した頻度順の pictureである。（一部、語の末尾が欠落しているのは、このシステムでは表
示できる上限が１語あたり 10 文字までという制約があるからである。なお、NODE は、検索語であ
る instantlyが現れる位置である。） 
 
the        the        was        NODE   recognisab the        the 
and        and        and        NODE   and        a          a 
to         he         died       NODE   the        to         of 
of         was        almost     NODE   to         by         was 
that       to         is         NODE   <p>        and        to 
a          it         killed     NODE   when       as         and 
it         i          be         NODE   in         it         in 
he         be         it         NODE   i          was        s 
<p>        she        him        NODE   he         that       it 
in         you        are        NODE   she        he         with 
s          that       would      NODE   that       in         he 
his        were       will       NODE   as         <p>        that 
can        would      he         NODE   it         his        as 
i          of         were       NODE   recognizab with       his 
you        they       knew       NODE   by         i          her 
would      is         can        NODE   a          you        i 
she        will       to         NODE   with       into       on 
her        her        that       NODE   but        she        is 
on         a          i          NODE   into       of         <p> 
they       his        an         NODE   from       from       for 
was        can        said       NODE   became     for        by 
be         killing    you        NODE   forgettabl up         had 




・NODEの右 1語を見ると、recognisable（1行目）と recognizable（14行目）があることから、instantly 
recognisable/recognizable「すぐに分かる」というコロケーションが存在する。他にも instantly 
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recognised（23行目）という連鎖も読み取れる。 
・左 1語に knew（15行目）も（1）と同類である。 
・左 1語を見ると、died（3行目）、killed（6行目）があることから、died instantlyや be killed instantly
など「即死」に関係する語との連鎖が目立つ。また、左 2 語の killing（22行目）も同類である。 




it         it         is         NODE       clear      that       the 
<p>        made       it         NODE       plain      in         many 
always     is         was        NODE       available  to         was 
the        s          become     NODE       true       he         she 
of         making     now        NODE       evident    the        this 
in         make       be         NODE       fresh      <p>        a 
s          this       made       NODE                  and        is 
was        way        all        NODE                  is         first 
but        are        becoming   NODE                  on         won 
that       that       t          NODE                  now        more 
things     had        still      NODE                  with       which 
should     should     himself    NODE                  when       that 
they       what       hellip     NODE                  but        not 
yet        may                   NODE                  you        comes 
safety     after                 NODE                  letters    we 
we         wasn                  NODE                  cbi        history 
call       laws                  NODE                  hellip     ronald 
speaking   debate                NODE                             everyone 
released   sophistica            NODE                             magnificen 
procedure                        NODE                             activists 
topic                            NODE                             confronted 
element                          NODE                             papua 
theater                          NODE                             romance 
 
この pictureからは以下のことを読み取ることができる。 
・右 1 語を見ると、clear が 1 行目に来ており、abundantly と共起する形容詞としては clear が最も
高頻度である。 
・右 2語には thatが 1 行目にあり、左側には it, is, become, becoming, madeなどが目立っている
ので、ここから it is abundantly clear that ...や it was made abundantly clear that ...、it is becoming 
abundantly clear that ...などのパターンが浮かび上がってくる。さらに、左 1語に now（5行目）があ
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る。 


























タ構造である。また、一般に操作言語（DML: Database Manipulation Language）には SQL
（Structured Query Language）と呼ばれる比較的簡単なプログラミング言語が使用されることや、リ
レーショナルデータベースマネジメントシステム (RDBMS: Relational Data Base Management 




RDBMS には MySQL を利用することにした4 。システム全体のプログラミング言語には Perl を用
い、MySQL とのインターフェース設計には Descartes and Bunce (2000) を、MySQLを効果的に
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所在を示す「ファイル名＋パラグラフ識別コード」は以下 fnosno と呼ぶ5。 
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検索処理に関しては、MySQLには合計 8種のストレージエンジンが提供されている。代表的な




5.3 British National Corpus (XML Edition) に収録された語の統計 
以上を踏まえて、5.4節～5.7節は British National Corpus (XML Edition)（以下 BNC と略記）
をソースデータとして、コーパスデータベース構築モデル開発の考え方と実情を述べる。これに先




表 1 BNCに含まれるレマの分布9 
レマ当り度数 レマ数 度数 (x1,000) 割合 (%) 累積割合 (%) 
≧100,000  92 49,967 50.8 50.8 
99,999  - 50,000 92 6,116 6.2 57.0 
49,999  - 10,000 902 17,284 17.6 74.6 
9,999   - 5,000 875 7,123 7.2 81.8 
4,999  - 1,000 4,032 8,817 9.0 90.8 
999  - 500 3,347 2,363 2.4 93.2 
499  - 100 15,656 3,479 3.5 96.7 
 <100 580,215 3,169 3.2 99.9 
計 605,211 98,318   
 
表 2 BNCにおける度数上位 10のレマ10 












5.4 最も単純な構造試案（第 1次システム） 
本構造は、語が含まれるパラグラフを検索するのみの最も単純な構造である。 
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1) パラグラフのすべての語でテーブル t_tokenを作成する。 
2) t_token内のフィールド fnosnoが t_paragraphの fnosnoに関連付けられている。 
(2) 処理手順 
1) 検索 word（または lemma）に一致する行を t_tokenから select（抽出）する。 
2) 同一検索 wordで fnosnoの重複があるのでこれを一つにまとめてテーブルを作成する。 





× b. 複数語検索や品詞タグ指定を伴うと後処理に回される。 
× c. 統計資料の基になる lemma と wordの度数がデータベース内にない。 
○ d. 構造が単純なのでデータベースに対する操作はわかりやすい。 
 
5.5 lemma と wordの頻度テーブルの作成と fnosno との対応付け（第 2次システム） 
(1) 改良の着眼点 
1) lemma と wordの度数を記録するテーブルを設ける（k_lemma、k_word）。 
2) t_token を tkn_[k/u]i というテーブルにグループ分けして検索対象範囲を狭める。これにより処
理時間の短縮を図る12。 
3) グループは lemma単位（もしくは lemma群）にし、k_lemmaテーブルと関係づける。 







lemma word fnosno 
   





図 1 最も単純なデータベース構造案（第 1次システム） 
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1) 検索語が word の場合は k_word -> k_lemma とたどり、検索語が lemma の場合は直接
k_lemmaから対象となる tkn_[k/u]iを得る。 
2) 検索語が複数ある場合は、各 lemma の度数（freq）を比較し、最小の lemma を選定してその
tkn_[k/u]iを得てそのテーブル内から fnosnoを抽出して集合を作成する。 
3) 作成した集合を、fnosnoの重複を一つにまとめたテーブルに編成する。 
4) t_tagから fnosnoの一致するパラグラフを抜き出す。 
5) （後処理で）コロケーション、KWIC、pictureなどに整形する。 
(4) 評価 
× a. 対象となる fnosnoの抽出は 3.4節の処理よりより格段に速くなるが、ヒット件数
が多い場合はMySQLのオーバーヘッド分、2節(1)(2)(3)式と比較して処理時間
は長くなる。 
△ b. 検索対象が tkn_[k/u]iに絞りこまれている分、検索時間は短縮される。 
○ c. 統計資料の基になる lemma と wordの度数が記録されている。 
 
5.6 Ngramテーブル（第 3次システム） 
(1) 改良の着眼点 
第 2 次改良システムは、検索語から対象テキストを絞り込む処理は高速化できるが、さらに続け
てテキストテーブル t_tag を検索しなければならない。この 2 段階検索を 1 段階検索で済ませるこ
とができれば処理速度を短縮できる。 
一方、コロケーション、KWIC、picture は検索語を中心（NODE）にある語数を加えたテキスト、
すなわち ngram のテキストがあれば得られる。このことに着目し、ngramの n 数を考察すると、コロ
ケーションではほぼNODEの前後 2要素（n=5）、KWICではNODEの前後 10要素（n=21）程度、
picture で NODE の前後 5 要素（n=11）あれば研究に資すると仮定した。このことから、tkn_[k/u]i







lemma freq tkn_[k/u]i 
   










lemma word fnosno 
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に 21gramのテキストを追加することで、2 段階検索を回避することにする。 




1) 検索語が wordのときは、k_wordから lemma を得る。 
2) k_lemma を lemma で検索し tkn_[k/u]iを得る。 
3) テーブル tkn_[k/u]iから 21gramを得る。この時、 
a. tkn_kiであればテーブル内全行が対象となる。ただし、検索語が wordであれば wordで対象を
絞り込む。 
b. tkn_uiであればテーブル内から lemma（検索語が wordであれば lemma と word）で絞り込む。 
4) 後処理で、コロケーション、KWIC、pictureに整形する。 
(4) 評価 
× a. 21gram により記録データが重複する13。これはデータベースの基本的な考え
（正規化によってデータ重複を極力尐なくする）に反する。 
○ b. しかし処理速度は満足できる水準になる（6節参照）。 
 








lemma freq tkn_[k/u]i 
   
   
図 3 最終構成図（21gramの作成） 
k_word 
word freq lemma 
   
   
tkn_[k/u]i 
lemma word loc 
   










pos : POStag 
loc : location in paragraph 
node : location in 21gram 
21gram : >POS>lemma>word> 
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a. tagging と lemmatizing 
BNC は予め POS タグと lemma が付加されたテキストである14。しかし普通のテキストをソースと




















































図 4 コーパスデータベースビルダーのプロセス 





対象ファイルリスト作成 ソース directories 
@sources 
k_lemma 初期化 file_K_lemma 
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なお、ビルダーは次の 3種類で、この内 build_db_jpnは今後、開発する予定である。 
 
表 3 コーパスデータベースのビルダー 
名称 ソーステキスト 
build_db_bncx BNC 




本稿執筆時に完成しているアプリケーションプログラムと、BNC をもとに作成した db_bncx を対
象に処理したサンプル画面を示す。使用した PC サーバーは Dell PowerEdge T110（インテル
Xeon プロセッサーX3434（2.40GHz, 8MB キャッシュ））で、オペレーティングシステムは Fedora14







表 4 アプリケーション一覧 
コード 処理 説明 
r lemma、wordの度数 lemma と word（屈折形）の関係、度数を一覧する 
c コロケーション 検索語の左右、品詞タグを指定 
ks KWIC出力（1語指定） 出力のソート条件を指定 
km KWIC出力（2または 3語指定） 検索語間の距離も指定できる 






















(1) lemma と wordの区別 








(5) 検索語の構成は POS>lemma>word 
POS タグのみ指定するときは、たとえば AJ0>*>*と指定する。 
 
6.3 語彙情報参照（コード=’r’） 
データベース内の lemma もしくは word の統計情報を検索する。図 6 は lemma=‟enable‟ 
の情報を参照した例である。lemmaの度数は 10,003、さらに 4種の word別度数がわかる。 
図 5 アプリケーション初期画面 
***********  Welcome nishi san to applications for corpus databases  *********** 
 
Applications: 
  d  -> choose and set database name 
  r  -> refer lemma/word information (lemma/word, frequency, and t_tkn_[name]) 
  p  -> picture screen 
  c  -> collocations 
  ks -> kwic with single query 
  km -> kwic with multi query 
  q  -> quit 
using database ==> ## db_bncx db_nants db_apws ## 
 
********** ==> Type in application code(d, r, p, c, ks or km) or q(uit) 
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を考慮して指定する。検索式は図 8 中の Sample1 および Sample2 のように例示してある。図 8 で
実行した検索式 “because#L1#*AV*>*>*”は、接続詞 because の直前に生起する副詞の度数を
カウントすることを指示している。 
 
図 6 lemma=‟enable‟の情報を参照 
----------> Type in key word (format: lemma>, or lemma, or >word) 
enable 
------ 
database name = << db_bncx >> 
      lemma      word           freq     tkn_name 
      enable                   10003     tkn_u186 
                 enable         4737 
                 enabled        1803 
                 enables        2098 
                 enabling       1365 
      ------------------------------------------------------------ 
 
 
----------> Type in key word (format: lemma>, or lemma, or >word) 
>building 
--------- 
database name = << db_bncx >> 
         lemma         word              freq     tkn_name 
         build                          23072     tkn_u54 
                       build             7125 
                       builded              4 
                       building          2725 
                       builds             573 
                       built            12645 
         building                       22524     tkn_u77 
                       building         15956 
                       buildings         6568 
         ------------------------------------------------------------ 
 
 図 7 word=‟building‟の情報を参照 
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する。図 10は検索語として lemma=”albeit”を指定した実行結果である。抽出件数は 1,382件、処
理時間は 0.52 秒である。（出力ファイルの内容は省略する。） 
==========> Type in query (format: lemma(lemma>,>word)#[LR]n(#pos>lemma>word} 
 Sample 1 : absolutely#R1 
 Sample 1 : absolutely#R1#*JJ*>*>* 
because#L1#*AV*>*>* 
 ------------------------------------------------------------ 
 **Result**  database = <db_bncx> 568keywords  14490matched  elapsed time  
1.98sec 
 output file --> /home/nishi/rslt_db/col/because_L1_AV.txt 
 ------------------------------------------------------------ 




simply  852 
perhaps  586 
also  451 
mainly  378 
largely  353 
least  346 
precisely  331 
probably  320 
図 9 接続詞 becauseの直前に共起する副詞 
********** ==> Type in application code(d, r, p, c, ks or km) or q) 
ks 
==========> Type in retrieve key (format = lemma, lemma>, or >word) 
albeit 
==========> Type in sort position (L=left side of key, K=key, R=right side of key) 
L 
 ------------------------------------------------------------ 
 **Result**  database = <db_bncx> 1382rows matched  elapsed time  0.52sec 
 output file --> /home/nishi/rslt_db/kwic/albeit.txt 
 ------------------------------------------------------------ 
図 10 KWIC(ks) 処理画面（検索語は 1語） 
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で与える。ここで、「d1」は第 1 検索語と第 2 検索語の間に入る要素数、「d2」は第 2 検索語と第 3
検索語間に入る要素数である18。検索語が 2件の場合は[…]を省略する。図 11はイディオム‟kick 
the bucket‟検索の実行結果で、マッチしたのは 13件、処理時間は 0.75秒である。 
 
図中の「L」は検索式にマッチした語群の左側でソートして KWICを出力することを指示する（右
側であれば「R」、検索式にマッチした要素であれば「K」）。「C3 <NODE> lemma bucket」は、検








図 11 KWIC(km) 処理画面（検索語は 2 または 3語） 
********** ==> Type in application code(d, r, p, c, ks or km) or q) 
km 
==========>Type  in querys 
(pos1>lemma1>word1#d1#pos2>lemma2>word2[#d2#pos3>lemma3>word3]) 
   '*' is replaced into '[^>]*' d <= 5 
*>kick>*#0#*>the>*#0#*>bucket>* 




 lemma kick 5161 tkn_u15 
 lemma the 6041815 tkn_k1 
 lemma bucket 1359 tkn_u484 
 C3 <NODE> lemma bucket 
 
 ------------------------------------------------------------------------------------------ 
 13rows matched  elapsed time  0.75sec 
 output file --> /home/nishi/rslt_db/kwic/kick_0_the_0_bucket.txt 
 ================================================================ 
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の要素を表し、いずれも小さい数値がNODEにより近いことを表す（L1は 3節で述べた左１語に、
R1 は右１語に対応する）。検索語は lemma または word である。したがって、画面構成は 1 行が
“L5...L1 NODE R1..R5”で構成され、これを 20 行表示する。 
図 12は lemma=”enable”の pictureで、紙面の都合上“L3..L1 NODE R1..R3”および 5行を切り
出してある。図の上段が lemma の分布、下段がこれに対応する度数を示している。enable の度数
は 10,002であるが、この picture作成時間は 0.70秒である。 
 
図 13は 6.4節で例示した接続詞 becauseの picture（L3..L1 NODE R1..R3/10rows）である。副
詞 partly、just、onlyの位置がよくわかる。なお、処理時間は 5.43秒である。 
 
the        <PUN>      to          NODE  the        to         to 
<PUN>      this       <PUN>       NODE  they       <PUN>      of 
be         which      which       NODE  we         of         be 
of         that       will        NODE  you        and        <PUN> 
and        and        would       NODE  he         user       and 
 
       640        924       2275  NODE        2025       4754       2217 
       540        368        862  NODE         944        165        384 
       468        331        754  NODE         728        152        338 
       237        252        739  NODE         572        124        182 
       289        236        414  NODE         524         79        140 
図 12 enable（度数 10,002）の picture 
 
be         be         <PUN>       NODE  of         be         be 
<PUN>      <PUN>      be          NODE  it         the        not 
the        the        and         NODE  the        have       the 
to         it         but         NODE  they       do         <PUN> 
a          not        partly      NODE  i          it         a 
of         to         just        NODE  he         <PUN>      have 
it         this       it          NODE  you        they       to 
in         and        not         NODE  we         can        of 
not        that       that        NODE  she        a          that 
have       of         only        NODE  <PUN>      would      it 
 
       5695       7205      22280  NODE       17644      19288       6960 
      4796       6992       3966  NODE       10743       8413       6122 
      3817       3479       1671  NODE       10113       6972       3677 
      3072       2144       1573  NODE        9412       2606       3138 
      2142       1957       1271  NODE        7190       1569       2794 
      2098       1931       1197  NODE        6526       1486       2730 
      1792       1881       1191  NODE        3539       1433       2385 
      1765       1460       1170  NODE        3357       1387       2133 
      1641       1366       1087  NODE        3194       1129       1346 
      1420       1357       1023  NODE        2981       1118       1207 
図 13 because（度数 100,486）の picture 
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6.8 処理時間のまとめ 




表 5 アプリケーションの処理時間 
アプリケーション 検索指定 lemma Lemmaの度数 処理時間（秒） 
コロケーション because 100,486 1.98 
KWIC(1語) albeit 1,382 0.52 
KWIC(3語) bucket 1,359 0.75 
picture enable 10,002 0.70 
picture because 100,486 5.43 
 
情報システムの政府調達に係る SLA 導入研究会 (2004) はソフトウェア開発・調達におけるサ


































小規模な変更（具体的には文字コードの変更と、形態素解析器である 茶筌もしくは MeCab の組
み込み）で実現可能である。 
d. データ記憶装置 
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 RDBMS とはリレーショナルデータベースを管理するソフトウェアの総称である。 
4
 MySQLはオラクル社が商用ライセンスと GPL(General Public License)双方のライセンス形式で
提供している。第１著者(西村)に利用経験のある GPL 版のMySQLを選定した。 
5
 識別コードは当該パラグラフのファイル内における一連番号を採用する。fnosnoは file no. + 











 表 1内の度数は、表 3に示すコーパスデータベースビルダーbuild_db_bncx で作成したデータ
ベース db_bncx内にあるテーブル k_lemma をもとに作成した。 
10





は BNCのレマ度数分布をもとに設定した（表 1、2を参照）。 
13
 BNCのファイル容量は約 4,571MB、このファイルから作成したデータベース db_bncxの容量は
29,901MBである。 
14
 BNCの以前のバージョンWorld Editionでは lemma が付加されていない。 
15
 TreeTaggerに関しては次の URLを参照。 
www.cis.uni-muenchen .de/~schmid /tools/TreeTagger/ 
16
 BNCをソースにデータベースを構築した処理時間は約 2時間 40分である。おおむね 1億語
リレーショナルデータベースを用いたコーパスからの情報抽出：その方法について 
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のデータベース作成が 3時間程度で可能であると見込んでいる。 
17
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