Consider a difference equation whose evolution rule is defined as the maximum of several first-order equations. It is shown that if the first-order equations are individually contractive, then the aggregated max-type equation converges to a fixed point. A corresponding result holds for local convergence.
Introduction
Let p be a positive integer and let f i : R ! R for i ¼ 1; . . . ; p be real-valued functions. Given the initial data x 1 ; . . . ; x p , we define the max-type difference equation of a difference equation is called globally convergent if there exists r such that for every set of initial values, lim n!1 x n ¼ r. In this case, the equilibrium r is called globally attractive.
We will show that if the f i are contractive with fixed points r i , then the difference equation (1) is globally convergent, or more precisely, converges in the limit to max{r i } for any set {x 1 ; . . . ; x p } of initial values. As an example, consider the difference equation
where the A i . 0 and 21 , a i , 1 for i ¼ 1; . . . ; p. By a logarithmic change of coordinates, equation (2) is converted to a difference equation of type (1) , and it can be concluded from Corollary 2.4 that (2) converges to max A 1=ð12a i Þ i for all positive initial conditions. Max-type difference equations have been considered by a number of authors, including [1 -9,11-14] . Ladas poses an interesting array of problems in [9] . Periodic and more complicated behaviour is typical when the contractive hypothesis does not hold. In this article, we gather together general situations when contractivity of individual firstorder components translates to convergence of the aggregated difference equation with maximum. Theorem 2.3 below is the main global convergence result, proved in a context slightly more general than (1) . The techniques used to prove Theorem 2.3 can also be applied to prove a local convergence version, Theorem 3.2.
Global convergence
The following two lemmas provide the facts needed to prove the main results.
Lemma 2.1. Let p be a positive integer, r and 0 # a , 1 real numbers, and let {x n } 1 n¼1 be a sequence of real numbers. Assume that for each n there exists i, possibly depending on n, 1 # i # p, such that jx n 2 rj # ajx n2i 2 rj. Then lim n!1 x n ¼ r.
Proof. For each positive integer j, consider
It suffices to show that M jþ1 # aM j for all j. To do this, we show jx jpþk 2 rj # aM j for 1 # k # p by induction.
For k ¼ 1, jx jpþ1 2 rj # ajx jpþ12i 2 rj for some 1 # i # p by hypothesis, and so
completing the induction argument.
It follows immediately that M jþ1 # aM j , and so 
so we may set j ¼ 2, completing the proof. A Theorem 2.3. Consider p nonnegative integers q 1 ; . . . ; q p , and let 0 # a , 1. Assume for each i, j satisfying 1 # i # p; 1 # j # q i there exists a function f ij : R ! R and a real number r ij satisfying j f ij ðxÞ 2 r ij j # ajx 2 r ij j;
for all x. Then for any set {x 1 ; . . . ; x p } of initial values, the solution of the difference equation
converges to max i; j r ij .
Proof. We will use Lemma 2.1 where
where z ¼ x n2i m or x n2i 0 . This satisfies the hypotheses of Lemma 2.1, so
Setting all q i ¼ 1 in Theorem 2.3 covers the special case referred to as equation (1) in the introduction.
Corollary 2.4. Let r 1 ; . . . ; r p be real numbers and assume f i : R ! R for i ¼ 1; . . . ; p satisfy j f i ðxÞ 2 r i j # ajx 2 r i j for all x, where 0 # a , 1. Then for any set {x 1 ; . . . ; x p } of initial values, the solution of difference equation
converges to max i r i as n ! 1.
Example 2.5. It follows from Corollary 2.4 that the difference equation
where a i . 3=4 for i ¼ 1; . . . ; p is globally convergent. In fact, one can check that the first derivative of f ðxÞ ¼ 1=ða þ x 2 Þ is always smaller than 1 in absolute value if a . 3=4, so the mean value theorem implies that the hypotheses of Corollary 2.4 are satisfied when r i denotes the real root of the equation x 3 þ a i x ¼ 1. The root r i lies between 0 and 1, and is a decreasing function of a i . Therefore, Corollary 2.4 says that for any initial values {x 1 ; . . . ; x p }, the solution {x n } 1 n¼1 of (5) Example 2.6. In [13] , Sun considers the difference equation
where A i . 0; 21 , a i , 0 for i ¼ 1; . . . ; p and x 1 ; . . . ; x p . 0 are initial values. Sun proves that positive solutions are globally convergent if p ¼ 2, and conjectures that the same holds for p . 2.
The conjecture is proved in [12] . An explicit proof is given there for p ¼ 3, along with the comment that the proof for general p is only technically complicated. One can view our contribution in this article as straightening out these technical complications.
We will also enlarge the range of the a i by assuming 21 , a i , 1 and let p be an arbitrary positive integer. Set y n ¼ log x n in (6). In the new coordinates, the ith equation is y n ¼ a i y n2i þ log A i and due to monotonicity of the logarithm, (6) is replaced with
For any set of positive initial values x 1 ; . . . ; x p , the y n sequence converges to the maximum log A i =ð1 2 a i Þ, so that
This proves convergence of (6) for 21 , a i , 1; A i . 0, and for all positive initial conditions.
T. Sauer
Example 2.7. The hypothesis ja i j , 1 of Theorem 2.3 is necessary. For example, the equation
has nonconvergent solution { 2 1; 1; 21; 1; . . . }. Much more varied dynamics follows when the contractiveness hypothesis is relaxed, as discussed in Ladas [9] and references therein. Another special case of Theorem 2.3 is the following, where we set p ¼ 1.
Corollary 2.8. Let q be a positive integer, and consider real numbers r j and functions f j : R ! R for j ¼ 1; . . . ; q satisfying j f j ðxÞ 2 r j j # ajx 2 r j j;
for all x where 0 # a , 1. Then for any initial value x 1 , the solution of the difference equation
converges to max j r j .
Example 2.9. In analogy with Example 2.6, the solution of the difference equation
where A j . 0; 21 , a j , 1 for j ¼ 1; . . . ; q is convergent to
for any initial value x 1 , according to Corollary 2.8.
Example 2.10. Theorem 2.3 establishes convergence of the difference equation
where we assume a ¼ max{jb 1 j; jb 2 j; jd 1 j; jd 2 j} , This definition concerns local convergence, for cases when nearby initial values, but perhaps not all initial values, are attracted to a given constant solution. In the context of max-type equations, in order to make conclusions about local convergence, an extra hypothesis that is not strictly local needs to be added to control the contractivity between the individual fixed points, as shown in the next theorem. 
is locally attractive.
Proof. Choose e . 0 such that for each i, j, j f 0 ij ðxÞj # a 1 ; ða þ 1Þ=2 , 1 for r ij 2 e , x , r i m j m þ e. For each i, j and r ij 2 e , x , r i m j m þ e, the mean value theorem implies j f ij ðxÞ 2 r ij j # a 1 jx 2 r ij j. Define the open set U ¼ {ðx 1 ; . . . ; x p Þ : jx i 2 r i m j m j , e; 1 # i # p}.
The remainder of the proof closely parallels the proof of Theorem 2.3. Choose ðx 1 ; . . . ; x p Þ from U and for each n . p, 
Example 3.4. Define (12), where c i m ¼ max{c i } is the maximum of the carrying capacities of the p individual Ricker maps.
Interestingly, the result is independent of the relative values of the a i , as long as they lie in the range ð0; 2Þ. This solution is not globally attractive, since for example the zero solution does not converge to it. However, since the zero solution is unstable, the solution of (12) converges to c i m for initial data near zero, and in fact for almost every positive initial condition.
The p ¼ 1 special case of Theorem 3.2 is the local version of Corollary 2.8.
Corollary 3.5. Let q be a positive integer and consider real numbers r j and continuously differentiable functions f j : R ! R for j ¼ 1; . . . ; q satisfying f j ðr j Þ ¼ r j . Let m be an integer satisfying r j m ¼ max 1#j#q r j , and assume that there exists 0 # a , 1 such that for
Then the constant solution x n ¼ r j m of the difference equation
Example 3.6. Consider the difference equation
where 2ð1=4Þ , a j , 3=4 for j ¼ 1; . . . ; q. The fixed point r j ¼ a j þ ð1=2Þ 2 ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi a j þ ð1=4Þ p is an attracting fixed point of f j ðxÞ ¼ ðx 2 a j Þ 2 . Note that each fixed point lies in the interval ½0; 1=4Þ.
In addition, note that for each j and for x between x ¼ r j and x ¼ 1=4, f 0 j ðxÞ is increasing from f 0 j ðr j Þ ¼ 1 2 ffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi 4a j þ 1 p to f 0 j ð1=4Þ ¼ 2ð1=4 2 a j Þ, so that j f 0 j ðxÞj # max{j1 2 ffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi 4a j þ 1 p j; j2ð1=4 2 a j Þj} , 1, satisfying the main hypothesis of Corollary 3.5. Therefore, the constant solution x n ¼ r j m , the maximum of the q individually attracting fixed points of the f j , is locally attractive for the max-type equation (14) . Remark 1. Analogues of the convergence Theorems 2.3 and 3.2 also hold for min-type difference equations, by applying the max versions to 2f i ðxÞ. For example, the local version for min-type equations takes the following form. is locally attractive.
