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Abstract 
We consider scheduling problems in a multiprocessor system with incompatible jobs (two 
incompatible jobs cannot be processed by the same machine). We consider the problem to 
minimize the maximum job completion time. the makespan. This problem is NP-complete. 
We present a number of polynomial time approximation algorithms for this problem where 
the job incompatibilities possess a special structure. As the incompatibilities form a graph on 
the set ofjobs, our algorithms strongly rely on graph theoretic methods. We also solve an open 
problem by Birb et al. [l] on coloring precolored bipartite graphs. 
1. Introduction 
Let M = {Ml,..., M,} be a set of m machines, let J = { J1, . . , Jn} be a set of n jobs 
and let pl,... ,pn denote the job processing times or job lengths (we will sometimes 
identify a job with its length). Incompatibilities between the jobs are derived from an 
undirected graph G = (J, E) with vertex set [J1, . . . , J,,}. If G contains an edge between 
Ji and Jk, we demand that these two jobs are not processed by the same machine. An 
assignment of the jobs to the machines where no two jobs on the same machine 
overlap is called a schedule. The time by which the processing of a job ends in some 
fixed schedule is called its job completion time. The maximum of all job completion 
times in a schedule is called the makespan of the schedule. Now, the goal is to find the 
schedule with minimum makespan under the incompatibility restrictions. We call this 
problem the scheduling problem with job incompatibilities. 
It is ~ in two different ways ~ very easy to see that the problem is NP-complete. 
First, even when the incompatibility graph is empty, the problem is NP-complete as it 
contains ~-PARTITION as a special case. Secondly, the problem contains the GRAPH 
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COLORING problem as a special case: there exists a schedule under the incompatibility 
restrictions, if and only if G can be colored with m colors. Graph coloring is one of the 
hardest NP-complete problems in the sense that it is inherently hard to approximate 
(see Linial and Vazirani [ 141). 
A special case of this scheduling problem (namely, when all job lengths are of equal 
length) is the problem to partition G into k independent sets, each of size at most k’. 
The algorithmic complexity of this problem for several special graph classes was 
investigated by Bodlaender and Jansen [2]. 
In this paper we propose various algorithms which generate approximate solutions 
to the problem in polynomial time. We define CH to be the makespan of the schedule 
when the jobs are assigned according to some heuristic H, and C* to be the 
corresponding time in an optimum schedule. CH and C* are also called the lengths of 
these schedules. If independently of the problem data, CH < pC* holds for a specified 
constant p, where p is as small as possible, then p is called the worst-case performance 
ratio of heuristic H. This ratio is customarily used to measure the quality of a heuristic 
and to compare different heuristics. A survey and discussion of the worst-case analysis 
of heuristics is given by Fisher [4], by Carey et al. [S] and by Graham et al. [9]. 
The area of worst-case analysis of heuristics for NP-hard combinatorial problems 
can be traced back to Graham [7], who shows that for empty incompatibility graphs, 
the so-called List Scheduling algorithm has a worst-case performance ratio of 2 - l/m. 
In [8] Graham extends his earlier work and proves that sorting the jobs in non- 
increasing order of processing times reduces the worst-case ratio of List scheduling 
down to 413 - 1/(3m). These worst-case ratios have subsequently been improved 
down to arbitrarily close to one (see Hochbaum and Shmoys [lo]). 
The approximation algorithms we propose in this paper mainly work for incom- 
patibility graphs belonging to special graph classes that are easy (i.e. in poly- 
nomial time) to color. Section 3 introduces an approximation algorithm for the case 
that we know a priori a k-coloring of the incompatibility graph, k < m - 1. The 
approximation algorithm has worst-case ratio depending only on k, and when m/k 
tends to infinity the worst-case ratio tends to 2. In Section 4 we prove that unless 
P = NP holds, no approximation algorithm can beat the worst-case ratio 2. This 
proof is based on the NP-completeness of a special graph coloring problem first 
related by Biro et al. [l]. In Section 2, we present an NP-completeness result solving 
an open problem from [l] and then we apply this result in Section 4 to derive our 
lower bound. 
Section 4 also presents approximation algorithms for small sets of machines. For 
the case of two machines, we give fully polynomial time approximation schemes which 
come arbitrarily close to the optimum solution. For the case of three machines and 
tree-like incompatibility graphs, we construct approximation algorithms with worst- 
case ratios beneath the magical bound of 2 based on the simple structure of the 
graphs. Section 5 deals with incompatibility graphs of bounded treewidth and Section 
6 summarizes some results on complete and complete multipartite incompatibility 
graphs. Finally, the conclusion in Section 7 completes the paper. 
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Definitions. For G = (V, E) a graph, a k-coloring of G is a mappingf‘from V to the set 
{ 1, . , k} such that for each pair U, u of adjacent vertices in V,f(u) #,f(v) holds. The 
chromatic number of G is the smallest k for which G possesses a k-coloring. A graph is 
called bipartite, if it is 2-colorable. 
2. The precoloring extension problem 
In this section, we derive two results on coloring partially precolored graphs. The 
problem we consider was first introduced by Bir6 et al. [l]. It is called the l- 
PRECOLORING EXTENSION problem, l-PREXT for short and may be formulated as 
follows. 
Instance: An integer k >, 3; a graph G = (V,E) with 1 VI 3 k and k vertices 
L’l,...,UkE v. 
Question: Is there a k-coloring of G such that vertex Vi receives color i, for 
l<i<k? 
The problem ~-PREx~ is solvable in polynomial time for interval graphs [l], but it 
becomes NP-complete for bipartite graphs [ll]. I-PREXT is more general than the 
usual GRAPH COLORING problem but less general than the PRECOLORING EXTENSION 
problem [l], PREXT for short. The latter is the problem of deciding for some given 
proper k-coloring of a vertex subset W c V, whether it can be extended to a proper 
k-coloring of the entire graph. Determining the complexity of the problem PREx~ on 
bipartite graphs with a constant number k of colors was stated as an open problem in 
PI. 
The following theorem resolves this open problem, and states an even stronger 
result. 
Theorem 1. ~-PREx~ is NP-complete for bipartite graphs with three colors. 
Proof. Clearly the problem is in NP. We use a transformation from the following 
NP-complete ~-COLORABILITY problem (cf. Garey and Johnson [6]). 
Instance: An undirected graph G’ = (V’, E’). 
Question: Does there exist a 3-coloring for G’? 
We will construct a bipartite graph G with three specified vertices vl, u2 and u3, that 
can be three-colored in an appropriate way if and only if the given instance of 
~-COLORABILITY has a solution. 
We start with a six-vertex subgraph as depicted in Fig. 1. The unmarked vertices 
belong to VI, the vertices marked with the black dot belong to V2. Each vertex Vi 
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Fig. I. The control subgraph for the three-coloring. 
3 1 2 
@ @J @ 
X Ul u2 113 Y 
Fig. 2 A subgraph forbidding the coloring x = 1 and y = 1. 
(1 < i d 3) is colored with color i. Obviously, the only way to extend the three- 
coloring for ul, u2, ug to the subgraph, is to color wi by color i, too. This gives us the 
possibility to fix the color of any vertex in VI and Vz by identifying it with one of the Ui 
or wi. These six vertices are called the control-subgraph. 
The main part of the proof is based on the subgraph depicted in Fig. 2. The three 
vertices in the upper layer have their colors fixed by identifying them with the 
corresponding vertex in the control-subgraph. The colors of the lower layer are not 
fixed. Table 1 demonstrates that x and y cannot be colored by color 1 at the same 
time, but all other combinations are possible. Moreover, we observe that both, x and 
y, are marked vertices and thus belong to V2. Hence, we have a structure that forces 
two marked vertices not to receive color 1 at the same time in any valid three-coloring. 
Such a path is called a ( # 1)-path. 
An analogous construction with the colors 3,2,1 (respectively 1,3,2) in the upper 
layer yields a ( # 2)-path (respectively ( # 3)-path) which forbids that its two end- 
vertices are simultaneously colored by color 2 (respectively color 3). 
Now the reduction is easily done. For each vertex II’ in G’, we introduce a marked 
vertex v in the bipartite graph G. For each edge v’, w’ in E’, we connect the correspond- 
ing vertices u and w in the bipartite graph by a ( # l)-, a ( # 2)- and by a ( # 3)-path. 
All these paths use disjoint sets of new vertices {ul ,u~,u~}. 
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Table 1 
223 
12 12 12 13 2 13 2 12 1 
12 13 2 2 13 ‘97’1 . ..2 3 2 13 2 
12 12 12 13 2 3 3 2 12 3 
We claim that G’ is 3-colorable if and only if G is 3-colorable: On the one hand, in 
a valid 3-coloring of G, the introduced ( # l)-, ( # 2)- and ( # 3)-paths simulate the 
edges in G’. On the other hand, a 3-coloring in G’ is easily carried over to G by 
coloring the paths according to Table 1. 0 
Although 1-PREXT is hard for bipartite graphs, the (more general) PREXT is solvable 
in polynomial time for the special case of interval graphs (see [l 11) and for the special 
case of graphs with constant treewidth (see Scheffler [12]). In the following lemma, we 
give a linear time algorithm for I-PREXT when restricted to trees that is simpler than 
that one presented in [12]. 
Lemma 2. Let T= (V,E) be a tree, let v ,,..., vk be k 3 3 vertices in V. Then 1-PREXT 
can be solved in O(l VI) time. 
Proof. We claim that for a tree T, 1-PREXT is always solvable unless the vertices 
v1 , . . , vk are all adjacent to some common vertex v. This can be seen as follows. We 
assume we had a counterexample T, and we take the smallest induced subtree T’ of 
T which contains all vertices ui, . . . , uk. Then all leaves of T’ belong to { ui , . . . , ok ), 
and therefore T’ has at most k leaves and the maximum degree of any node in T’ is at 
most k. 
If there does not exist an interior vertex with degree k, any greedy coloring 
algorithm succeeds. If there does exist an interior vertex u with degree k, then T’ 
consists of k paths connecting the central vertex v to the k leaves vi, . . . , uk. If any of 
these paths say the path to vi has length at least two we obviously can complete the 
partial k-coloring: v receives color 1, and it is well known that all paths can be 
three-colored, even if the colors of the endvertices are fixed. If all paths have length 
one, T’ is a star and v can only be colored by a new color. 0 
3. A general heuristic 
In this section, we present approximation algorithms for the case that we know 
a priori some k-coloring of G with k < m. The makespan produced by our approxima- 
tion algorithms is bounded by some constant times the optimum makespan C*, where 
the value of the constant strongly depends on the difference m - k. 
224 H.L. Bodlaender et al. J Discrete Applied Mathematics 55 (1994) 219-232 
Theorem 3. Let J be a set of n jobs and let G = (J, E) be a k-colored graph, k > 2. Then 
we can find in O(n log m) time 
(i) a schedule whose makespan is at most (k + 2)/2 times the optimum makespan for 
m 3 k + 1, and 
(ii) a schedule whose makespan is at most 3 - l/(m - k + 1) time the optimum 
makespanfor m 3 2(k - l), and 
(iii) a schedule whose makespan is at most (2/I - 1)/(/I - 1) times the optimum 
makespan for m > pk and /? 3 2. 
Proof. Two straightforward lower bounds for C* are the maximum of all job process- 
ing times pi (since any schedule must process each job) and the average processing time 
over all processors, 1 pi/m (since some processor must achieve the average). We define 
(1) 
to be the maximum of these two lower bounds. 
We will assign to the k colorclasses C, , CZ, . . . , Ck of the graph G disjoint sets of mi 
machines, 1 < i < k. For 1 < i < k, we denote by Pi the sum of processing times of all 
jobs in colorclass Ci, and we assign to class Ci exactly 
mi = maxjl,[2(p~~A)l} 
machines. To guarantee that we indeed can assign disjoint sets of machines, we have to 
show that xf= 1 mi < m holds for all positive Pi with x4= 1 Pi d mA. We use k + 1 < m 
to derive 
To see why these inequalities hold we try to maximize the sum in the lefthand side. Let 
x be the number of mi that are equal to one. If x = k there is nothing to show, hence we 
assume x < k - 1. An obvious upper bound for the sum of all mi # 1 is 
r2(mA - (k - x)A)/kAl + k - x - 1. Summarizing, we want to maximize 
f(x) = k - 1 + [2(m - k + x)/k1 f or x d k - 1. This is a nondecreasing function, 
taking its maximum at x = k - 1. Finally, for m 2 k + 1, the righthand side of the above 
inequality is easily checked to be less or equal to m. Thus, a valid assignment exists. 
Next, we explain how to schedule the jobs in Ci to the assigned rnt machines 
(note that all jobs in some fixed Ci are compatible with each other). We will apply 
Graham’s List scheduling approximation algorithm, LS for short (Graham [7,8]). LS 
simply goes through the sequence of all jobs and always schedules the current job to 
the machine with minimum total length at this time. The total lengths of the machines 
are stored in a balanced tree such that the minimum can be detected and updated in 
O(log m) time in each of the n scheduling steps. Since computing the mi can be done 
in O(n) time, this gives the time complexity O(nlogm) as stated above. 
We claim that the schedule produced this way for every Ci has makespan at most 
(k + 2)4/2. To prove this claim, let x be the job with the maximum completion time of 
all jobs in Ci. At the time where x is assigned to its machine, this machine has 
minimum total length L. Consequently, by using another averaging argument and the 
fact x < d, we get for the makespan CH of our approximation algorithm that 
Pi - X 
CH=L+xdp nz, +x< 
Pj + (WI-i - 1)d 
< 
k+2A<k+2 
I mi 2 
\?C* 
holds, and the proof of part (i) of the theorem is complete. 
We remark that our analysis in part (i) is tight for all values of k, i.e. for each e > 0 
there are instances for which CH > (k + 2)C*/2 - c holds. We construct such an 
instance for m = k + 1 in the following way. For even k, we take k - 1 jobs of size 
6 near by zero together with k + 1 jobs of size 1 - 6 (0 < 6 < 1). The incompatibility 
graph is empty, and the k-coloring colors all big jobs of length 1 by color 1 and the 
remaining k - 1 jobs by the remaining k - 1 colors. Obviously, C* = 1 + 6 and 
C” = (k + 2)/2 holds. Thus for 6 sufficiently small, the ratio CHIC* tends to (k + 2)/2. 
For odd k, there are again k - 1 jobs of size 6, but now we take only k big jobs of size 
1 and two jobs of size l/2. In the worst case, LS puts the two l/2 jobs on different 
machines, making Czz = (k + 2)/2. 
In the proof of part (ii), we proceed similarly as in part (i) but with different values 
for the mi. This time we define mi = rPi/2d 1. Again, the sum of the m, 
is at most m. Applying LS to each colorclass as above, we get for the makespan 
CH=L+x< 
Pi - X 
~ + x < (3 - l/mi)d < (3 - l/‘(m - k + l))C*, 
mi 
since I?Z 3 mi + k - 1 must hold (each of the other colorclasses uses at least one 
machine). This proves part (ii). 
Finally, to see (iii) we set m, = [(p - 1) Pi/d/3 1.0 nce more, the number of machines 
needed 
izl r(P - l)PilAbl d PWP - WV1 + k 
does not exceed m. The makespan produced by 
pi 28 - 1 2p - 1 
CHGG+A< B_1 A< p_1 C* 
and the proof is complete 0. 
- 1 d m(B - 1)/p + k < m 
LS is bounded by 
When the ratio between number of machines and number of colors tends to infinity, 
the worst-case guarantee of the approximation algorithm defined in (iii) above 
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approaches 2. In the next section, we will show that this result essentially is best 
possible, since under the assumption P # NP no approximation algorithm can have 
worst-case ratio smaller than 2, for any number m 3 3 of machines. 
4. Bipartite incompatibility graphs 
In this section, we treat the special case of bipartite incompatibility graphs. As 
bipartite graphs can be 2-colored in polynomial time, the result in Theorem 3(i) yields 
a polynomial time approximation algorithm with worst-case performance guarantee 
of 2 for m > 3 machines. We will prove that an approximation algorithm with better 
worst-case guarantee would imply P = NP. For m = 2 machines, the situation is quite 
different. For each fixed c > 0, there exists an approximation algorithm with worst- 
case ratio at most 1 + E, i.e. there are arbitrarily good approximation algorithms. 
Finally, we will deal with a special class of bipartite graphs, with trees. For 
scheduling problems on three machines where the incompatibility graphs are trees, we 
will give a polynomial time approximation algorithm with worst-case guarantee 5/3. 
Thus the problem indeed becomes easier for this special graph class (of course under 
the assumption that P # NP). 
Theorem 4. Let J be a set of n jobs, let M be a set of m 3 3 machines and let G = (J, E) 
be a bipartite incompatibility graph. 
(i) There exists an O(n log m) algorithm that finds a schedules whose makespan is at 
most 2 times the optimum makespan. 
(ii) If for some E > 0 there exists a polynomial time approximation algorithm with 
worst-case ratio 2 - E for approximating the optimum makespan, then P = NP. 
Proof. Bipartite graphs can be 2-colored in O(n) time. Combining this with the 
approximation algorithm described in Theorem 3(i) proves part (i). 
Now assume that there exists a polynomial time approximation algorithm H with 
worst-case ratio 2 - a. We show that the existence of H leads to a polynomial time 
algorithm for the NP-complete three-coloring problem 1-PREXT for bipartite graphs 
as treated in Theorem 1. 
Indeed, let B = (V, F) be a bipartite graph with bipartition V = Vi u V2 and let 
ui, zj2, vj E VI be three vertices that are colored with colors 1,2 and 3. We create three 
jobs of length 1 - s/3, corresponding to vi, 2 v and vj. For all other vertices, we create 
jobs of length s/3 1 VI. The total length of all these latter jobs is at most e/3. Finally, we 
choose the number of machines to be m = 3. 
If the coloring can be extended, C* is at most 1, and C” is at most 2 - E. If the 
precoloring cannot be extended, C* is at least 2 - 2&/3 and C” 3 C* is also at least 
2 - 2&/3. Therefore, by applying the polynomial time approximation algorithm H, we 
could separate the extendable colorings from the nonextendable colorings, which 
would imply P = NP. 0 
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Lemma 5. For each 6 > 0, there exists a polynomial time approximation algorithm A, 
with worst-case guarantee 1 + c for the scheduling problem with job incompatibilities on 
m = 2 machines. 
Proof. Consider any connected component of the incompatibility graph G = (J, E) 
containing at least two vertices. The component is uniquely 2-colorable, and therefore 
one of the two colorclasses must be scheduled to machine M1 and all others jobs must 
be scheduled to MZ. Let Pi and Pz denote the overall length of all jobs in the two 
colorclasses, and assume w.1.o.g. PI 3 Pz. We replace this component by a single new 
job of length PI - P2 and we define the new job to be compatible with all other jobs. 
We repeat the above procedure for all connected components containing at least 
two vertices, and we end up with a set J1 of pairwise compatible jobs. To this job set, 
we apply Graham’s fully polynomial time approximation scheme (cf. Graham [S]) 
and construct a schedule for Ji with makespan Cf’ which is at most (1 + E) CF. 
Expanding all newly generated jobs again to their original components in the obvious 
way (such that the larger colorclass is scheduled to the machine containing the new 
job) gives us a schedule for the original job set with makespan CH. Now we observe 
that C” = Cy + P, where P is the sum of all P,, and C* = C: + P. This yields 
CHIC* = (C? + P)/CT + P) < cr/c; < 1 + & 
as desired. 0 
Theorem 6. Let J be a set of n jobs, let M be a set of m = 3 machines and let the 
incompatibility graph G = (J, E) be a tree. Then we canfind in O(n log n) time a schedule 
whose makespan is at most 513 times the optimum makespan. This bound is tight. 
Proof. The main idea is to construct two independent schedules S1 and S2 according 
to two different approximation algorithms Hi and Hz. The master approximation 
algorithm then simply chooses the schedule with smaller makespan. We will show that 
one of the two makespans is at most 5/3 times the optimum makespan. 
The first approximation algorithm HI that we will use is very similar to the 
approximation algorithm introduced in Theorem 3(i). We start with a 2-coloring of 
G that yields the colorclasses C1 and C2 with total job length PI and Pz, respectively, 
and we assume w.1.o.g. PI d Pz. Again we assign to each colorclass a subset of the 
machines: To C1 we assign one machine and to C2 we assign two machines. 
Differently from the approximation algorithm in Theorem 3, we then sort the jobs 
in each colorclass into a nonincreasing sequence before applying List Scheduling to 
them. The resulting schedule is our schedule Si. The time needed to construct S1 
obviously is in O(n log n). 
Heuristic H2 is based on Lemma 2. It only produces a schedule in some special 
cases. Let p1 3 p2 > p3 3 p4 be the four largest processing times. If p3 < A/2, where 
d is defined as in Eq. (l), then Hz stops and does not construct a schedule. Otherwise, 
we know that p3 # p4, and we check according to Lemma 2 whether there exists 
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a 3-coloring of G such that vertices corresponding to pi, p2 and p3 all receive distinct 
colors. (If one or more of pl, p2, p3 are equal to p4, we also have to check some other 
combinations. The essential idea is to check all triples with the largest three processing 
times.) 
If a valid 3-coloring is detected, S2 is the schedule that corresponds to that coloring. 
If no valid 3-coloring exists, H2 simply stops without an output. Thus, H2 takes O(n) time. 
To analyse the worst-case performance of the master approximation algorithm, we 
distinguish four cases. 
Case 1: If the makespan of Si occurs on the single machine assigned to colorclass 
C,, the makespan is at most PI d 3412 d 3C*/2. 
Case 2: Otherwise, the makespan of S, occurs on one of the two machines assigned 
to colorclass C2. Let x be the job with maximum job completion time in colorclass C2. 
In Case 2 we deal with x < C*/3. Because of P2 < 3C*, the standard averaging 
argument yields 
CH’ < 
3c* -x 
2 
+x+ 
Case 3: Next we consider the case that x > C*/2. If x is the only job on its machine, 
Si is an optimal schedule. Otherwise, as there are at most three jobs of length greater 
than C*/2 and as the jobs in colorclass C2 were sorted by nonincreasing length, 
x must be the third-largest job (with length pj) and the only other job on its machine is 
the second-largest job (with length p2). Hence, in this case CH’ = p2 + p3 holds. 
Now, if C* 3 p2 + p3 holds then Si is an optimum schedule. On the other hand, if 
p2 + p3 > C* holds, the optimum schedule must have put p,, p2 and p3 on three 
distinct machines. Consequently, a valid 3-coloring as needed for the construction of 
schedule S2 exists. The makespan of S2 is maximized, if all jobs expect p2 and p3 are 
put together with pl. This gives 
CH’ = p2 + p3, 
and it is straightforward that at least one of the two makespans is at most 3C*/2. 
Case 4: It remains to consider the case C*/3 < x < C*/2. Then x is one of the six 
longest jobs. We branch into three subcases and we will show that in each subcase the 
makespan of Si is at most X*/3. 
(a) x is one of the four longest jobs. When x is put onto it machine, the current load 
of this machine is at most the length of the longest job. Hence, 
CH’ < p1 + x < 3C*/2. 
(b) x is the fifth-longest job. First we observe that p2 and p3 both are at most 
C* - x (otherwise, the five jobs cannot fit together in the optimum schedule). At 
the moment when x is put onto its machine, the current load is either at most 
p2 + p3 (if p1 and p4 go on one machine, p2 and p3 on the other one) or it is at 
most p1 (if p2,p3 and p4 go together). Thus, CH1 < 2(C* - x) + x < 5C*/3 or 
CH1 < p, + x < 3C*/2 holds. 
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(c) x is the sixth-longest job. In this case, all jobs must have processing time at most 
C* - x. At the moment when x is assigned, one of the two machines contains at 
most two jobs. Hence, the current minimum load is at most 2(C* - x) and 
CH’ < 5C*/3 holds. 
Finally, we show that the bound 513 is tight. To this end, we consider a path 
consisting of 18 vertices. Jobs with length l/3 - F alternate with jobs of length E on the 
path (where E is a very small real). Obviously, C* = 1 and C”’ = 5/3 - 5~ holds, and H2 
does not produce an output since l/3 - E < A/2 holds. This completes the proof. 0 
To finish this section, we want to discuss the method used in the preceding theorem. 
The approximation algorithm for trees is mainly based on the facts that (i) trees can be 
2-colored in polynomial time and that (ii) I-PREXT is polynomial time solvable for 
trees. For any other graphclass fulfilling these two properties (e.g. forests), the approxi- 
mation algorithm will also work for three machines with worst-case guarantee 5,13. 
5. Incompatibility graphs of bounded treewidth 
In this section, we give a polynomial time approximation scheme for the case that 
the number of machines is a fixed constant, and the treewidth of the incompatibility 
graph is bounded by a constant. We mainly combine two well-known techniques: 
computing problems on graphs with bounded treewidth, and a special scaling tech- 
nique mixed with dynamic programming. 
Definition 7. A tree-decomposition of a graph G = (V, E) is a pair ({Xiii E I ), 
T= (Z,F)) with {Xilie I} a f amily of subsets of V, one for each vertex of T, and 
T a tree such that 
_ Ui~,Xi = V. 
- For all edges (v, w) E E, there exists an i E I with v E Xi and w E Xi. 
- For all i, j, k E I: if J is on the path from i to k in T, then Xi n Xk G Xj. 
The treewidth of a tree-decomposition ({Xi] i E I}, T = (I, F)) is maxis, Xi1 - 1. 
The treewidth of a graph G is the minimum treewidth over all possible tree- 
decompositions of G. 
Theorem 8. For every E > 0, every m E N, and every k E N, there exists a polynomial time 
approximation algorithm A(&, m, k) for the scheduling problem with job incompatibilities 
on m machines and with incompatibility graphs with treewidth at most k, that has 
a worst-case performance ratio 1 + E. 
Proof. Note that we may assume that we have a tree-decomposition of the incompati- 
bility graph G = (V, E) with treewidth d k. Such a tree-decomposition can be found 
in O(n log’ n) time [3]. We may also assume that T is a rooted, binary tree and that 
every internal node has one or two children. If a node i has two children j, k, then 
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Xi = Xj = Xk holds. If a node i has exactly one child j, then Xi s Xj or Xj c Xi 
holds. Moreover, T has O(n) vertices. 
First, we consider the problem where all job lengths are integers. Let R = Cl= 1 pi be 
the sum of all job processing times. We give an algorithm that takes 
O(R”mkn) = O(R”n) time. 
Define for each node i the set Yi = {v E Xjlj = i or j is a descendant of i}. For each 
node i E I we will compute a table. Suppose Xi = {vi, . . . , 0,). The table then precisely 
consists of all r + m tuples (si , s2, . . . , s,., 11, I,) such that there exists a schedule of all 
jobs in Yi with each u, scheduled to s, (i.e. the s, denote to what machines the jobs 
represented by the u, are scheduled to), and for each machine M,, the total of all job 
completion times of all jobs in Yi scheduled to M, in this schedule is precisely 1,. Note 
that each 1, is an integer between 0 and R. 
Using techniques that are standard for algorithms on graphs with bounded 
treewidth, one can show, that given such a table for all children of a node, this table 
can easily be computed in O(Rm.mk) time. Hence, computing all tables in a bottom-up 
fashing, we have in O(Rm. mk. n) time the table for the table root node of T. From this 
table, one can easily determine the optimal makespan. Using standard dynamic 
programming techniques, one can easily construct the optimal schedule. This gives an 
O(R’“. mk. n) algorithm to solve the problem exactly. 
Our approximation algorithm now is the following: 
(1) For every job Ji, let pi = Lpi.m.n/(RE) J. 
(2) Solve the problem exactly, using the values pi as job lengths. 
(3) Use the optimal schedule for this latter problem as approximation for the 
original problem. 
Clearly, this algorithm runs in O(m”tkn”+l/~m) = O(nm+r) time. We claim that the 
output of this algorithm is not worse than (1 + E) times the optimal makespan. 
Consider the optimal schedule. Suppose the makespan with job lengths pi is deter- 
mined by jobs M1,l, . . . , Ml,,, and the makespan with the corresponding primed job 
lengths is determined by jobs M;,, , . . . , MZ,r,. Similarly, for the schedule yielded by 
the approximation algorithm, suppose the makespan with job lengths pi is determined 
by jobs M3.1, . . . ,Mx,~, and the makespan with primed job lengths is determined by 
jobs M4,1, . . . , Mb,,,. 
Note that the optimal makespan is I;= 1 pl,i 3 R/m. The makespan, yielded by the 
approximation algorithm is 
< (1 + 8)’ i P1.i. 
i=l 
This ends the proof of the theorem. 0 
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6. Complete incompatibility graphs 
In this section, we deal with the graph classes of complete graphs and of complete 
multipartite graphs. A graph G = (V, E) is complete k-partite if there exists a partition 
of V into k pairwise disjoint sets VI,. . . , Vz such that E contains an edge between 
vertices u1 and v2 if and only if v, and v2 are in different Vi. 
Proposition 9. Let J he a set of n jobs, let M be a set of m 3 2 machines and let 
G = (J, E) consist of a complete graph on a subset J’ E J with 1 J’I d m and no other 
edges. Then we can jnd in polynomial time a schedule whose makespan is 
(i) at most 514 times the optimum makespan for m = 2 machines, and 
(ii) at most 413 times the optimum makespan for m >, 3 machines. 
Proof. This result is implicit in the work of Lee [ 131. 0 
Theorem 10. Let J be a set of n jobs, let M be a set of m 3 2 machines and let G = (J, E) 
be a complete k-partite graph with k-partition J = VI u V, v ... u Vk. Then for each 
I: > 0, there exists a polynomial time approximation algorithm A, with worst-case 
guarantee 1 + E for our scheduling problem. 
Proof. We will make use of the approximation algorithms due to Hochbaum and 
Shmoys [lo]. They give a polynomial time approximation scheme which is poly- 
nomial both in n and in m (for the case of empty incompatibility graphs). 
Now, as the incompatibility graph G is complete k-partite, jobs in K can only be on 
the same machine with other jobs in vi. Hence, our main problem is to find out how 
many machines we should assign to each job set Vi. To this end we calculate km 
numbers MS( Vi, j) for 1 d i < k and 1 d j d m. For the computation of MS( 5, j), we 
apply the 1 + c approximation algorithm from [lo] to the job set Vi on j machines. 
Clearly, this can be done in polynomial time. 
We end up with a set of km possible makespans. For each of these possible 
makespans MS, we do the following: We calculate for all i, 1 ,< i < k the smallest 
number j(i) such that MS( Vi, j(i)) < MS holds. If the sum of all j(i) is less or equal to m, 
we call MS a ualid makespan. Obviously, the smallest valid makespan is a 1 + E 
approximation for the optimum makespan. 0 
7. Conclusion 
In this paper, we introduced, a scheduling problem dealing with incompatible jobs. 
As the problem is NP-complete, we investigated restrictions to cases where the 
incompatibility constraints possess some pleasant properties. The investigated restric- 
tions contained the cases where the incompatibilities can be represented by bipartite 
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graphs, trees, graphs with bounded treewidth, complete graphs or complete multipar- 
tite graphs. For all these bases we gave polynomial time approximation algorithms 
with constant worst-case guarantee. 
Our problem is closely related to a graph coloring problem examined by Hujter and 
Tuza [l, 111. On the one hand, a polynomial time result for the coloring problem on 
trees lead to a polynomial time approximation algorithm for the scheduling problem 
with tree-like incompatibility structure. On the other hand, an NP-completeness 
result for the coloring problem on bipartite graphs was used to prove a lower bound 
for worst-case ratios of polynomial time approximation algorithms for the scheduling 
problem. 
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