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ABSTRACT
Video denoising has been an important task in many multimedia and
computer vision applications. Recent developments in the matrix completion
theory and emergence of new numerical methods which can efficiently solve the
matrix completion problem have paved the way for exploration of new tech-
niques for some classical image processing tasks. Recent literature shows that
many computer vision and image processing problems can be solved by using
the matrix completion theory. This thesis explores the application of matrix
completion in video denoising. A state-of-the-art video denoising algorithm in
which the denoising task is modeled as a matrix completion problem is chosen
for detailed study. The contribution of this thesis lies in both providing ex-
tensive analysis to bridge the gap in existing literature on matrix completion
frame work for video denoising and also in proposing some novel techniques to
improve the performance of the chosen denoising algorithm. The chosen algo-
rithm is implemented for thorough analysis. Experiments and discussions are
presented to enable better understanding of the problem. Instability shown
by the algorithm at some parameter values in a particular case of low levels
of pure Gaussian noise is identified. Artifacts introduced in such cases are
analyzed.
A novel way of grouping structurally-relevant patches is proposed to
improve the algorithm. Experiments show that this technique is useful, es-
pecially in videos containing high amounts of motion. Based on the observa-
tion that matrix completion is not suitable for denoising patches containing
relatively low amount of image details, a framework is designed to separate
patches corresponding to low structured regions from a noisy image. Exper-
iments are conducted by not subjecting such patches to matrix completion,
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instead denoising such patches in a different way. The resulting improvement
in performance suggests that denoising low structured patches does not require
a complex method like matrix completion and in fact it is counter-productive
to subject such patches to matrix completion. These results also indicate the
inherent limitation of matrix completion to deal with cases in which noise
dominates the structural properties of an image. A novel method for intro-
ducing priorities to the ranked patches in matrix completion is also presented.
Results showed that this method yields improved performance in general. It
is observed that the artifacts in presence of low levels of pure Gaussian noise
appear differently after introducing priorities to the patches and the artifacts
occur at a wider range of parameter values. Results and discussion suggesting
future ways to explore this problem are also presented.
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Chapter 1
INTRODUCTION
With the advancements made in computer vision and image understanding
technologies, images/videos collected from a variety of sources have become
an important part of real world data. These images/videos act as input for
computer vision systems which are used in many fields ranging from com-
mon day to day applications such as image search, object/event detection,
video tracking to more sophisticated applications such as defense, medicine,
autonomous vehicles etc. The input to such systems comes from a variety of
sources as high/low cost digital cameras, scanners, mobile phones, webcams,
screen recorders etc. The quality of the input depends upon many factors such
as capturing technology, lighting conditions, compression artifacts, transmis-
sion errors, motion of the object etc. The performance of many computer
vision systems degrades in the presence of low quality input. Therefore, image
or video restoration is a key task in any computer vision system. Denoising is
one of the important tasks in image or video restoration as images collected
under non-ideal conditions are easily prone to noise and many applications
involving such images require their denoised versions for optimal performance.
1.1 Image noise and noise models
Noise in images arises due to a variety of reasons and based on the statistical
properties of each type of noise, they are modeled using several probability
distributions. Commonly occurring noise types and models are described in
this section.
Pixels in an image are affected by overheated or faulty pixels in camera
sensors, errors in digitization process and bit errors in data transmission. Noise
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caused due to any of the above reasons will affect some number of pixels in the
image as opposed to corrupting each pixel value in the image. In such noise,
the signal strength of noise is much larger than the image and thus affected
pixels tend to take extreme values from the allowed range of image intensity.
So generally, affected pixels appear very different from their surroundings. In
a gray scale image, affected pixels appear as randomly occurring white and
black dots and thus this kind of noise is named as salt and pepper noise. This
noise is modeled as impulse distribution typically with spikes at maximum
and minimum values of the image. Basic low pass filters such as mean filter or
Gaussian smoothing fail on impulsive noise because the corrupted pixel affects
the mean significantly and thus mean can deviate by large amounts from the
original value. Median filtering is effective in removing impulsive noise and
preserving edges.
Noise occurs in images due to electronic circuits (such as amplifiers in
cameras), sensors (for example, CCD read noise). Such noise is modeled as
additive Gaussian noise, characterized by its mean and standard deviation.
Gaussian distributions are the most frequently used noise models because of
their mathematical tractability in spatial and frequency domains [1]. Another
reason for the importance of Gaussian distributions is the central limit the-
orem which states that mean of large number of independent and identically
distributed (i.i.d.) random variables will approximately follow normal distri-
bution.
The variation in number of photons sensed at a given exposure level
causes photon shot noise. This noise is caused due to random arrival of pho-
tons. The probability of arrival of a photon in a given time period follows
Poisson distribution and thus shot noise follows a Poisson distribution. For
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sufficiently large number of samples, this distribution can be approximated
by a Gaussian distribution. This noise has its root mean square value pro-
portional to square root of the image intensity. This noise is more dominant
when collecting relatively less number of photons and thus it is dominant in
lighter parts of the image. It can be reduced by increasing exposure time or
by combining multiple frames.
There is an additional shot noise which is caused by dark leakage current
in image sensors. This noise, called as dark-current shot noise can be removed
by dark-frame subtraction.
The quantization noise caused by quantizing image pixels into discrete
levels is approximated by additive signal independent uniform distribution.
This is an assumption and in reality, quantization noise is related to the signal.
The assumption is valid in some cases like when other noise sources cause
dithering or one way to ensure the validity of the assumption is to apply
dithering which helps in randomizing the quantization error and thus making
it signal independent.
In addition to above mentioned noise sources, there can be other types
of noise which can be modeled by different distributions. For example, Rayleigh
probability distribution is used to model noise occurring in range imaging, ex-
ponential and gamma distributions are used in laser imaging.
In [2], various noise sources that corrupt pixel values have been quan-
tified by studying the properties of a CCD camera system.
1.2 Denoising
Denoising aims at effectively removing noise (acquired during capturing and
transmission) from the corrupted image and recovering the original clean im-
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age. The performance of any denoising algorithm depends on its effectiveness
in differentiating noise from original image data. The better its differenti-
ating capability, the better would be the performance of the algorithm. In
general, no algorithm can make this decision 100% accurately. So, there is
always a trade-off between amount of noise removed and fine image detail
that is preserved. Naive approaches for denoising or algorithms designed for
aggressive noise removal generally smooth out fine details and blur the edges.
Sophisticated algorithms try to study the noise characteristics and image mod-
els/structural details to make more accurate classification between noise and
image detail. Thus, such algorithms effectively eliminate noise by preserving
fine details. Understanding of human visual system also assists in effective de-
noising. A straight-forward example in which knowledge of image model and
human vision is used for denoising is separation of chroma and luminance noise.
Some algorithms separate the image into chroma and luminance components
and perform more noise reduction on the chroma component due to the fol-
lowing two reasons: most of the image detail is concentrated in the luminance
component and there is not much of important detail present in the chroma
component. So, there is lower loss of information by performing more noise
reduction on chroma component; generally, people find chroma noise more
objectionable than luminance noise. Some of the fundamental techniques for
image denoising are linear and nonlinear filters in spatial domain, anisotropic
filtering [3] [4], frequency domain filtering etc.
1.3 Related work
There has been tremendous amount of research in image denoising and many
impressive algorithms have been proposed over the past 30 years. Neverthe-
less, there is substantial focus on this task in present-day research aiming at
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continually improving the state-of-the-art. In [5], Chatterjee et al. studied
the performance bounds for the denoising problem. This work estimated a
lower bound on the performance in terms of mean squared error (MSE) and
compared the results from state-of-the-art methods with this bound. All the
state-of-the-art methods compared in this work are patch-based methods, val-
idating the fact that recently proposed effective denoising approaches are all
patch-based [6], [7], [8] and [9]. In [5], performance limits are calculated by
assuming the availability of noise-free image and deriving the bounds on how
well the given image can be denoised. The approach in [8] is used to cluster
geometrically similar patches together and the bias of the estimator for each
cluster is approximately modeled as an affine function (estimator refers to the
denoising approaches and each denoising method can be characterized by the
parameters of the affine function). Experiments are presented to show that
affine model is a reasonable model for the bias function. Experiments also
show that the affine model is valid only when all the patches are geometri-
cally similar. So the bias is modeled as different affine functions for different
clusters. Based on this assumption, the bound on the conditional covariance
of the biased estimate is formulated as Optimal Bias Bayesian Crame´r-Rao
Lower Bound (OB-CRLB) which is derived from the Bayesian version of the
classical CRLB [10]. Then the bound on the MSE is derived by solving for
the optimal parameters of the affine bias model. This framework developed
in [5] can be used to derive bounds for any noise distribution, though only
additive white Gaussian noise is discussed in [5]. The derived expression for
the lower bound on MSE depends upon the covariance of the clean image
patches. Therefore, bootstrapping is used to estimate the stochastic lower
bound on MSE and associated confidence interval. In any general image,
the above steps are repeated for each cluster containing geometrically similar
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patches and the final MSE bound is obtained as an aggregate of bounds for
each cluster. By using this framework, MSE bounds have been derived for
several images and compared with performance of state-of-the-art algorithms
on these images. This work in [5] concludes that though the performance of
the state-of-the-art algorithms is impressive, there still exists some scope for
improvement in some cases depending on content of images, noise levels etc.
Though denoising relatively smooth and simple images is easier than denoising
high textured images, there is still scope for improvement in denoising rela-
tively smooth images. Even though denoising high textured images is harder,
the performance of the state-of-the-art is quite close to the predicted bounds
(especially in images with repetitive patterns) and there is very little scope for
improvement. In high textured images, some improvement is still possible at
lower noise levels where many denoising methods show bias and artifacts.
Moreover, most of the existing denoising approaches assume the noise
model is Gaussian. Such methods show drastic reduction in performance when
applied on real world images which are generally corrupted by mixed nose
from various sources [2]. So, in general there is still need for improvement in
existing techniques to be effectively used in practical applications and thus the
denoising problem draws attention of present-day researchers. In this section,
some of the fundamental and influential methods proposed for image and video
denoising are discussed.
In the initial stages, images were treated as two dimensional signals and
many of the denoising approaches were derived from the field of signal pro-
cessing. In much later years, computer vision techniques for denoising based
on statistical models and learning theory were developed. One of the early
techniques which served as basis for many denoising approaches is filtering
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in frequency domain. A notable example of such methods is Discrete cosine
transform (DCT) based noise filtering [11]. Then came the recursive filtering
techniques based upon Kalman filtering [12] and Bayesian estimation such as
[13] and [14]. In 1980, Lee noticed that though the existing techniques are
impressive, they are computationally expensive and not suitable for real-time
processing [15]. While the frequency domain transformations on large two
dimensional arrays are computationally expensive, the recursive methods are
not suitable for parallel processing. In [15], a spatial, non-recursive noise fil-
tering technique based on local image statistics was introduced. The filtering
algorithm is developed based on the local mean and variance at each pixel and
then applying the minimum mean square error (MMSE) estimator. In this
algorithm, each pixel can be processed independently making it suitable for
parallel processing and thus real-time processing.
The emergence of wavelet transform [16] played a prominent role in
solving image processing problems such as denoising, image compression etc.
In [16], it has been shown that the difference of information between suc-
cessive resolutions of an image can be extracted by decomposing the image
using a wavelet orthonormal basis. It has been shown that wavelet trans-
form facilitates in depth understanding of the statistical properties of images
and applications of wavelets in image compression and texture discrimination
have been discussed. In [17], Daubechies presented wavelet theory and dif-
ferent types of wavelet transforms in great detail. Donoho et al. proposed
denoising by soft or hard thresholding on the coefficients in wavelet domain
[18], [19]. These wavelet thresholding methods were later improved to achieve
translation-invariance [20]. Though the method proposed in [16] and similar
methods based on orthonormal basis are very useful in image coding appli-
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cations, their basis functions are not steerable (rotation invariant) and thus
such methods do not favor orientation analysis [21]. In [21], steerable filters
have been designed which form a basis set and for steerable image transform.
Though the efficiency decreases (compared to orthonormal basis such as [16])
as the filters are nonorthogonal and overcomplete, these steerable oriented
filters are useful in many image processing tasks edge detection, enhancement,
orientation analysis etc. One of the application discussed in [21] shows that
noise removal and enhancement of oriented structures can be done efficiently
using this method. In 1996, Simoncelli et al. developed a Bayesian estima-
tor that can incorporate the non-Gaussian higher-order statistics present in
the subband decompositions of natural images [22]. The Wiener solution for
denoising uses second-order statistics from the Fourier decomposition. This
estimator presented in [22] can be viewed as an extension of Wiener solution
which can also make use of higher-order statistics of subband representations
which capture additional image information. In [22], the steerable pyramid
transformation derived from [21] has been used to generate the wavelet sub-
bands. Thereafter, many image denoising algorithms have been developed
based on the wavelet representation [23] and [24]. In 2003, Portilla et al.
proposed a denoising method based on Bayesian least squares-Gaussian scale
mixtures (BLS-GSM) estimation on subbands generated by using steerable
pyramid transform.
Variational image processing is another important frame work which
provides solutions for many image processing problems such as image denois-
ing, deblurring, segmentation etc. [3]. Rudin et al. in 1992 developed a total
variation based algorithm for denoising [25], which is also a partial differential
equation (PDE) based nonlinear diffusion filter. A constrained optimization
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problem is solved to minimize the total variation of an image and the con-
straints are obtained from the noise statistics. This method played a promi-
nent role in image denoising and there after many methods were developed for
image restoration based upon total variation minimization [26] [27]. The total
variation method preserves edges but shows the “staircase effect”. Undesirable
artifacts are often introduced by second order PDEs due to the transformation
of smooth regions into piecewise constant regions. To eliminate this problem,
many improved nonlinear filters have been proposed [28]. Many nonlinear
methods based upon higher order PDEs were proposed to reduce the staircase
effect [29], [30], [31]. Other alternative variational methods proposed to reduce
the piecewise constant behavior of TV methods include the mean curvature
models [32], [33]. An introduction to variational image processing along with
discussions on the most recent literature on application of variational models
to several image processing problems including image denoising can be found
in [34].
In 2005, Buades et al. made a systematic comparison of the then ex-
isting primary denoising techniques by defining the method noise [35]. The
selected techniques were compared using four different criteria to allow com-
parison of various aspects of the denoising methods. As there are several
attributes (for ex: amount of noise removed, fine image detail preserved, ar-
tifacts introduced) to be considered in evaluating the performance of denois-
ing algorithms, defining a single criterion will not provide a fair comparison.
Therefore, four ways of comparison have been employed in [35] including both
objective and subjective ways of comparison. The authors also introduced a
new denoising algorithm called non-local means (NL-means) which explores
the redundancy in natural images to denoise the images as well as preserve
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the structures and detail [35] and [36]. This algorithm is based on the follow-
ing idea: In predicting the value of a particular pixel i, the center pixels of all
other patches that are similar to patch centered at i are considered. This idea
was for the first time used in texture synthesis in [37] which later became very
useful in applications like image restoration, restoration of missing regions in
3D scenes etc. In case of NL-means algorithm, the denoised value at pixel i
is calculated as the weighted average of the center pixels of all other patches
that are similar to patch centered at i. The weights are based on the similarity
of a patch with the patch centered at i.
Recently, many novel denoising algorithms have been proposed based
on the patch-based non-local framework [6], [7], [8], [38] and [39]. Some of
these recent methods show exceptionally high performance outperforming the
previous methods. In [6], grouping gives 3D arrays of similar patches which
are termed as “groups”. Each group is collectively filtered by the proposed
collaborative filtering which explores similarity between grouped patches. Col-
laborative filtering is achieved by: 3D linear transformation of the groups,
shrinkage (thresholding or Wiener filtering to remove noise) in the transform
domain and inverse linear transformation. This procedure named as block-
matching and 3-D filtering (BM3D) has outperformed the existing denoising
methods. [7] is another patch-based non-local algorithm which gives excel-
lent denoising results. The authors have used the K-SVD algorithm [40] to
learn a dictionary which allows sparse representation of the image patches. As
the learned dictionary can only represent small fixed size patches, the authors
have proposed a global prior to deal with large arbitrary sized images. In the
Bayesian reconstruction framework, the global prior has been defined in such
a way that it forces sparsity over all the local image patches. [38] is another
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recently proposed remarkable algorithm in which the ideas of non-local means
and sparse coding are combined to overcome the flaws of each of these two
methods. In this approach, similar patches are forced to have similar sparse
decomposition by using simultaneous sparse coding [41]. This joint framework
results in effective denoising.
Denoising of videos is favored when compared to image denoising due to
the presence of temporal redundancy. Generally, adjacent frames in videos are
similar to each other. This similarity provides much more information when
denoising a frame compared to the case where each frame in the video is treated
as a single disjoint image and denoised separately. For example considering
the non local framework for video denoising case, each patch in a frame k will
now have many more similar patches which include patches from frame k and
from adjacent frames. This implies much more information exists which can
be exploited to effectively remove noise while preserving video content. This
is the general case and there may exist extreme cases where there is abrupt
change between successive frames due to high motion in a video. Even in such
a case, exploring temporal redundancy is advantageous because some patches
in a frame will still have similar patches in adjacent frames. Imagining a
worst case where two successive frames in a video happen to be two images
which are completely independent of each other, this method reduces to single
image denoising case for the particular frames. So, considering the denoising
performance on over all video, exploring temporal similarity always gives better
performance. Owing to this fact, in general all video denoising algorithms
attempt to make effective use of spatial and temporal similarity. All the patch-
based image denoising techniques discussed above can be extended to video
denoising by searching for similar patches across several frames. Though each
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of them adopted different ways to accurately find similar patches in presence
of noise and motion, most of the above discussed methods have been extended
to video denoising.
The NL-means algorithm [35], [36] has been extended to denoise image
sequences in [42]. The authors have shown that motion compensation is not
necessary for image sequence denoising and it may also be disadvantageous
as it discards useful information. Method presented in [42] denoises image
sequences yet preserving the main detail. Comparison presented in terms of
“method noise” showed that this algorithm performs better than motion com-
pensated methods like [43], [44]. The BM3D method [6] has been extended
to video denoising in [45]. This method termed as V-BM3D groups similar
patches in video by predictive-search block-matching. The authors propose
predictive-search block-matching to search for similar patches in a data-adptive
spatio-temporal 3D subdomain. This method achieves state-of-the-art video
denoising performance. The K-SVD based image denoising [7] has been ex-
tended to image sequence denoising in [46]. In [47], similar patches from images
taken from multiple views are grouped by using depth estimation. Grouped
patches are denoised using PCA and tensor analysis. Markov random field
(MRF) based image [48] and video [49] denoising models are also among the
prominent denoising methods proposed in the recent years. Lin et al. in
2012 introduced Switchable MRFs to solve several low level vision problems
including image and video denoising [50]. The authors propose an approach to
control the underlying graphical structure of the MRFs by introducing switch-
ing variables. Different low level vision tasks share the same underlying graph
and then task specific solutions are inferred based upon the graph. A varia-
tional inference algorithm is derived which provides both graphical structure
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(graph that adapts to the image structures/motion direction in the target
image/video) and task-specific solutions.
Most of the denoising methods mentioned above assume a fixed statis-
tical model for noise, mostly additive Gaussian noise. Such methods attempt
to attenuate noise based on the assumption that the corrupting noise follows
the assumed model. This assumption is not valid on real world data. For
example, [2] identifies most common sources of noise when CCD cameras are
used and characterizes the noise properties. In general, noise in images/videos
is caused by various sources and thus it is a combination of noise falling under
different statistical models. It is not possible to define a single statistical model
which can characterize this mixed noise. Algorithms based on single statisti-
cal noise model will fail to deal with mixed noise. In general, any denoising
algorithm cannot categorize the mixed noise present in videos into different
kinds of noise (each with unique statistical model). The algorithm has to deal
with noise altogether, implying that in presence of other noise it cannot even
effectively remove the part of the noise which comes from the statistical model
which the algorithm was designed for. This rules out the possibility of apply-
ing different existing algorithms one after the other to remove different types
of noise which constitute the mixed noise. Thus, though the above mentioned
algorithms produce impressive results, most of them cannot be employed for
practical denoising purposes. This shows that there is a strong need for a de-
noising algorithm which can deal with mixed noise as a whole. Identifying this
need, Ji et al. in 2010 proposed a denoising algorithm with mild assumptions
on the statistical model of the noise unlike the previously discussed methods
[51]. This is also a patch-based non local algorithm based on grouping and
collaborative filtering with the major difference being the collaborative filter-
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ing part has been formulated as a low-rank matrix completion problem. This
novel formulation combined with efficient algorithm to solve low-rank matrix
completion problem yields a robust denoising algorithm capable of removing
mixed noise from videos. In [52], removal of structured noise is achieved by
using robust motion estimation.
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Chapter 2
MATRIX COMPLETION FOR VIDEO DENOISING
This chapter presents the formulation of video denoising as a low-rank matrix
completion problem [51]. Our implementation and analysis of the method
presented in [51] is discussed in detail in this chapter. Before presenting this
discussion, an introduction to the matrix completion problem and overview of
the existing related algorithms to solve this problem is given.
2.1 Matrix completion
The problem of matrix completion (MC) is gaining enormous attention in the
recent years with its application in solving practical problems and many ef-
ficient theoretical algorithms being proposed to recover the complete matrix.
This problem can be described as recovering missing entries when only few
data samples have been observed. The solution for this problem can be ap-
plied to many practical problems from various fields. One famous example for
application of matrix completion in practice is the Netflix challenge. Though
it is theoretically not possible to recover all matrices from any set of observed
samples, Cande`s et al. in 2009 showed that most of the matrices can be per-
fectly recovered from most of the sample sets [53]. The authors have proved
that for sufficiently low rank matrices, this recovery can be done from a nearly
minimal number of entries by solving a simple convex optimization problem
under suitable conditions. This theoretically strong yet simple solution has in-
spired many theoretical works [54], [55] and [56] as well practical applications
of matrix completion.
Theoretically, the low-rank matrix completion problem can be solved
by an optimization problem which minimizes rank of the recovered matrix
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subjected to the constraint that entries corresponding to observed elements in
the recovered matrix are equal to the observed values. Such an optimization
problem is NP-hard and solving such problems for exact solution involves
double exponential time complexity which prevents such solutions being used
in practice [53]. In [53], the authors have used nuclear norm instead of rank
in the optimization problem. Nuclear norm is a convex function and it can be
efficiently optimized which makes the solution practically appealing. This idea
has been stated in the authors’ words as, “for most problems, the nuclear norm
relaxation is formally equivalent to the combinatorially hard rank minimization
problem”. Many methods have been proposed to efficiently optimize such a
convex optimization problem [56], [54] and [57].
The matrix completion theory is related to the concept of sparsity.
Sparsity can be described as the property of the signals which allows repre-
sentation by much smaller amount of data without loss of useful information.
In low-rank matrix completion, a signal can be recovered from small amount
of data under some assumptions. Inspite of the low-rank criteria, this the-
ory is very useful in many fields because most of the natural signals exhibit
information redundancy.
In [58], even more useful result which can be stated as matrix completion
is provably accurate even when the few observed entries are corrupted with a
small amount of noise. This result is extremely remarkable and useful in real
world applications. Examples of this remarkable result employed in various
fields can be seen in [59], [60] and [61].
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2.2 Video denoising using low-rank matrix completion
The work presented in this thesis is based on the formulation proposed in [51].
So, before proceeding further, the video denoising algorithm presented in [51]
is described in this section.
2.2.1 Formulation of denoising as matrix completion problem
A noisy video containing K frames can be represented as F = {fk}Kk=1 where fk
represents each frame in the given video. Considering the noise to be additive,
each frame can be viewed as sum of clean image and gk and noise nk where
the noise can be mixed noise as discussed in Section 1.3.
fk = gk + nk (2.1)
Pj,k = (p1,j,k,p2,j,k, ...pm,j,k) (2.2)
Pj,k = Qj,k +Nj,k (2.3)
The problem to be solved is the recovery of G = {gk}Kk=1 by removing
noise nk from all frames fk. This is a patch-based non local scheme based on
the grouping and collaborative filtering framework. As explained in Section
1.3, any video denoising algorithm attempts to effectively make use of the
temporal redundancy. So, for a particular frame fk, search for similar patches
is done in a set of neighboring M frames, which includes fk. Let pj,k represent
a patch of size n×n centered at pixel j in frame k. For this particular patch, m
similar patches are found from each of the chosen M neighboring frames. As
the set of neighboring frames also includes fk, this search gives similar patches
both in spatial and temporal domain. The resulting set of similar patches
consisting of N = Mm patches is represented as {pi,j,k}Ni=1. Representing each
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patch of size n × n as a vector of size n2, the set of similar patches becomes
set of vectors where each vector pi,j,k ∈ Rn2 . By representing this set of
vectors as a matrix with each patch vector being the columns as in Equation
2.2, the columns of the matrix Pj,k represents all the similar patches of the
patch centered at pixel j in frame k. From 2.1, each grouped patch matrix
will be sum of matrix representing similar patches grouped from clean video
(Qj,k) and matrix representing noise at all corresponding locations (Nj,k). (as
in Equation 2.3)
Considering the case of clean video, similar patches can be accurately
found though this cannot be perfectly done in presence of noise. As Qj,k
represents similar patches from clean video, the grouped patches will have
almost identical structural content unlike the noisy case. This means that
the columns of Qj,k are structurally similar to each other. Such a matrix
has high amount of information redundancy. Relating back to the concept
of sparsity, such data can be represented by much lesser information in a
transform domain without significant loss of image content. Such a matrix
Qj,k will have low-rank and according to matrix completion theory discussed
in Section 2.1, complete version of such a matrix can be recovered from few
observed values even if some of the observed entries are noise corrupted. Based
on this idea, the problem of collaboratively filtering Pj,k has been formulated
as a low-rank matrix completion problem which can robustly estimate Qj,k.
The problem is to estimate low-rank noiseless matrix Qj,k from its ob-
served noisy version. Since, Qj,k can be reliably estimated from few observed
values, entries from Pj,k which are considered noisy are discarded and only
reliable pixel values are retained from which an estimate of Qj,k can be re-
covered. When large number of samples are drawn independently from a zero
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mean probability distribution function (pdf), their average value tends towards
zero. For a particular scalar s, if large number of its noisy versions are gener-
ated by adding noise samples drawn independently from a zero mean pdf, the
average of all these noisy versions will tend towards true value s. For the noise
less version Qj,k, since the matched patches are very similar to each other, all
the elements in each row of Qj,k will be numerically close to each other. As-
suming zero mean noise, each row in Pj,k corresponds to sum of corresponding
elements from Qj,k and randomly drawn samples from zero mean pdf. Thus,
average of each row of Pj,k should be close to the true pixel value at position j
in frame k. This estimate will not be an accurate estimate due to two reasons:
patch matching done in presence of noise is not accurate. So, patches forming
Pj,k are not exactly identical to each other. The second reason is the averaging
is done on finite (small) number of samples. Though this is not an accurate
estimate, it is reasonable enough to judge the reliability of pixel values in Pj,k.
Based on this idea, matrix entries of Pj,k which deviate by large amount from
its corresponding row vector are discarded. The discarded entries could be
pixels corrupted by large amplitude of noise. They could also be a result of
incorrect grouping as similar patches cannot be accurately matched in pres-
ence of noise. Discarding of the noisy pixels results in an incomplete version
of Pj,k with few reliable entries. In the next step, low-rank estimate of Qj,k is
obtained by solving a convex optimization problem.
2.2.2 Mathematical formulation
The following notations are useful in the subsequent sections.
||X||F := (
∑
i,j
|xi,j|2) 12 (2.4)
||X||∗ :=
∑
i
(σi(X)) (2.5)
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Dτ (X) = UΣτV
T
where Στ = diag(max(σi − τ, 0))
(2.6)
The Frobenious norm of a matrix X is given by equation 2.4 and the nuclear
norm of X is defined by equation 2.5, where σi(X) is the i
th largest singular
value of X. If the factorization of X by singular value decomposition (SVD) is
X = UΣτV
T , then the soft shrinkage operator Dτ (X) is defined as in equation
2.6
Let Ω be an index set, then #(Ω) represents the size of the set Ω and
X|Ω denotes the vector X with only those elements which are indexed in Ω.
min
Q
||Q||∗
s.t ||Q|Ω − P |Ω||2F ≤ #(Ω)σˆ2
(2.7)
Once the reliable elements of Pj,k are identified as mentioned in Section 2.2.1,
the index set Ω is formed by including indices of all the reliable pixels. Pj,k|Ω
represents incomplete version of Pj,k obtained by discarding noisy pixels. The
task of recovering the low-rank noiseless version Qj,k from its noisy and incom-
plete observed matrix Pj,k|Ω is achieved by solving the optimization problem
in 2.7 which is a low-rank matrix completion problem in presence of noise.
σˆ is the standard deviation of noise present in Pj,k|Ω. (Details on
calculation of σˆ are mentioned in 2.3.2).
The recovery of complete low-rank data from corresponding noisy data
with missing elements can be achieved by several other principal component
analysis (PCA) based methods such as [62] and [63]. In [63], the problem has
been formulated as principal component analysis with missing data (PCAMD)
which has been generalized as a weighted least-squares (WLS) minimization
problem. The minimization approach in 2.7 has the advantage of strong math-
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ematical background and availability of numerical algorithms which can solve
2.7 and can be easily implemented [53], [56] and [54].
2.3 Algorithm details
The main steps involved in the video denoising algorithm [51] are discussed in
detail in this section.
2.3.1 Patch matching
Patch matching over several frames is an essential task to explore temporal
redundancy in videos and it is required in many applications such as motion
estimation, video coding etc. Many motion estimation algorithms have been
proposed for efficient and accurate search of similar patches over frames [64],
[65]. For a particular patch, the motion estimation algorithms search for the
best match in the reference frame while our aim is to find the top m matches.
Since the main focus of this work is on denoising and as efficient patch match-
ing is itself a wide research area, we employ an exhaustive block matching
algorithm (EBMA) which is optimal in accuracy [66]. The EBMA is imple-
mented with a search range R. Mean absolute difference (MAD) is used as
the similarity measure between patches in the EBMA algorithm i.e. the patch
with lowest MAD value is considered as the best match. For each patch in a
frame fk, exhaustive search for similar patches is done within the search win-
dow in all the M neighboring frames (which include fk). Best m matches are
selected from each frame and arranged as columns of a matrix, thus forming
the noisy patch matrix Pj,k with N columns.
Since the problem formulation in Section 2.2.1 is based on the criterion
that columns of Qj,k are similar to each other (thus making Qj,k a low-rank
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matrix), it is very important to group similar patches in a reliable way. This
task needs careful consideration as patch matching is done in presence of noise
in our algorithm. Specifically, noise types such as impulsive noise corrupt the
pixels with very high magnitude as such pixels take the value of either mini-
mum or maximum intensity. This large deviation of the pixel values from the
original affects the calculated similarity measure between patches to a great
extent, thus resulting in unreliable grouping of similar patches. To avoid this,
patch matching is not applied directly on the noisy video data. An interme-
diate estimate of the video data is obtained by removing the impulsive noise.
Using such partially denoised data instead of original noisy video for patch
matching, improves the accuracy of patch matching and similarity between
the grouped patches. An adaptive median filter [67] is used to remove the
impulsive noise and generate the partially denoised video data. The adaptive
median filter finds the pixels corrupted by impulsive noise and such pixels are
replaced by the median value of its neighborhood pixels. The advantage of
the adaptive median filter over the standard median filter is that it can even
handle large probabilities of impulsive noise corruption (unlike the standard
median filter). Moreover, it preserves the detail and smooths non-impulsive
noise.
2.3.2 Denoising patch matrix using matrix completion
Pj,k constituting of similar patches in spatial and temporal domain is formed
from the patch matching step discussed in section 2.3.1. As discussed in section
2.2.2, incomplete version of Pj,k is formed by retaining only the reliable pixels.
The set Ω contains indices of all the reliable pixels. This set Ω is formed by
discarding pixels from two stages: Firstly, the pixels identified as impulsive
noise corrupted by the adaptive median filter discussed in the section 2.3.1.
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Secondly, the set of pixels whose value deviates largely from the mean of the
corresponding row vector. A pre-defined threshold is set on the amount of
allowed deviation of a pixel value from its corresponding row vector. The
indices of all the remaining pixels after discarding the pixels from above two
stages form Ω. Then, Pj,k|Ω is formed by including only the elements in Ω.
min
Q
||Q||∗
s.t ||Q|Ω − P |Ω||2F ≤ #(Ω)σˆ2
(2.8)
As discussed in section 2.2.2, Qj,k is recovered from Pj,k|Ω by solving the
minimization problem in 2.8. σˆ is the estimate of standard deviation of noise
present in Pj,k|Ω. Variances of all elements ∈ Ω are calculated across each
row. σˆ is obtained from σˆ2 which is calculated as the average of all such row
variances.
min
Q
1
2
||Q|Ω − P |Ω||2F + µ||Q||∗ (2.9)
By using the standard duality theory, the Lagrangian version of 2.8, shown in
2.9 is equivalent to 2.8 for some value of µ.
|Q|Ω − P |Ω||2F ≈ #(Ω)σˆ2 (2.10)
The parameter µ in the unconstrained formulation 2.9 should be chosen such
that the solution of 2.9 satisfies 2.10.
µ = (
√
n1 +
√
n2)
√
pσˆ (2.11)
From the heuristics presented in [58], µ is chosen as shown in 2.11. n1 and
n2 are the dimensions of the patch matrix i.e. n1 = n2 and n2 = N . p is the
fraction of pixels retained in P |Ω (ratio of the number of entries in Ω to the
total number of pixels in the patch matrix).
p = #(Ω)/(n1× n2) (2.12)
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Solution of 2.9 gives the denoised patch matrix. 2.9 can be efficiently
solved by using many existing algorithms. The fixed point iterative algorithm
([56] and [54]) is used in this work owing to its implementation simplicity.
Algorithm 1 shows the implementation details for solving 2.9 using the fixed
point iterative method.
Algorithm 1 Fixed point iteration for solving the minimization (2.9)
Q(0) ← 0
While ||Q(k) −Q(k−1)||F ≤ , iterate on k
{
R(k) = Q(k) − τPΩ(Q(k) − P ), (2.13a)
Qk+1 = Dτµ(R(k)), (2.13b)
where µ and 1 ≤ τ ≤ 2 are pre-defined parameters, D is the shrinkage operator
defined in equation 2.6 and PΩ is the projection operator of Ω defined by
PΩ(Q)(i, j) =
{
Q(i, j), if(i, j) ∈ Ω;
0, otherwise
(2.14)
end While
Q← Q(k)
2.3.3 Reconstructing denoised video frame
All patches in a video frame fk are denoised by following the two stage grouping
and collaborative filtering framework described in sections 2.3.1 and 2.3.2. The
patches are sampled such that there is overlap between neighboring patches.
The last step of this algorithm is to reconstruct the video frame fk from all the
overlapping patches. The spatial sampling interval is chosen in such a way that
almost all the pixels (except the pixels at corners of the frame) are included
in several patches. In reconstructing fk, the value at each pixel j is calculated
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as the average of pixel values at that particular location obtained from all the
patches that cover the pixel j. This reconstruction avoids potential artifacts
and removes blocky appearance at the boundaries of patches.
2.4 Experiments and analysis
This section presents results from our own implementation of method proposed
in [51]. We also present our analysis on this method for gaining profound un-
derstanding of the problem. Good insights on the framework presented in
[51] help in identifying possible scope for improving [51] and also analyzing
inherent limitations of using matrix completion for video denoising, which are
presented in subsequent chapters. We choose to proceed with our implemen-
tation of [51] and use this as the baseline for any comparisons in subsequent
chapters. This choice is made as there is no publicly available implementation
of [51]. This choice is justified as detailed analysis has been done to resolve
any ambiguity in the presentation of the algorithm in [51] and implementation
has been done in such a way to ensure optimal performance of [51].
All the experiments and analysis in this work are done on a test set of
videos downloaded from [68]. As discussed in section 2.2.1, the temporal search
for similar patches is done over a set of M neighboring frames. In [51], M = 50
frames have been used. In our observation we found that using 20 frames will
not affect the performance much but saves greatly on computation. So we
set M = 20 frames. The patch dimension n is 8 pixels and spatial sampling
interval is 4 × 4 pixels. For a frame fk, each of the sampled patch is taken
as the reference patch and m = 5 most similar patches from all M frames
are picked to form the patch matrix. Thus, patch matrix has the dimensions
of (n2) × (Mm) which is 64 × 100. The threshold to identify reliable pixels
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is set as ασ¯ where σ¯ is the estimate of standard deviation of noise present
in Pj,k and α = 2 is a constant. σ¯ is obtained from σ¯
2 which is the average
of all variances calculated across each row of Pj,k. Detailed discussion on
how the performance of the algorithm is affected by varying the α value is
presented in Section 4.2.1. The stopping criterion for algorithm 1 is either 30
iterations or  ≤ 10−5, whichever is achieved first. The recovered results are
evaluated by computing PSNR with respect to the ground truth data. All
the results in subsequent chapters are presented by denoising single frame (G
frame) from the color (RGB) videos. Brief discussion on extension to color
videos is presented in Section 5.1.
The noisy video data is synthesized by corrupting the original videos
with mixed noise constituting of Gaussian, Poisson and impulsive noise. The
Poisson noise is pixel dependent with variance proportional to the pixel values.
The Poisson noise is added as shown in equation 2.15 [69].
gpk(i, j) =
1
η
poisson(ηgk(i, j)) (2.15)
gk(i, j) represents the clean pixel from frame k and g
p
k(i, j) represents the cor-
responding pixel degraded by Poisson noise. The function poisson() generates
random samples from Poisson distribution with variance ηgk(i, j). The amount
of noise added is controlled by varying the parameter η. The scaling factor 1
η
ensures that mean of the degraded frame is same as the mean of the original
video frame. The additive pixel independent Gaussian noise is represented by
ngk. n
g
k ∼ N (0, σ2I) follows a normal distribution with zero mean and variance
σ2I. Bipolar impulsive noise with total probability of corruption s is synthe-
sized and the noisy frame fk degraded by mixed noise is generated as shown
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in equation 2.16.
fk(i, j) =

0, with probability s
2
,
255, with probability s
2
,
(gpk + n
g
k)(i, j), with probability1− s.
(2.16)
The parameter set (σ, η, s) controls the amount of each type of noise in the
videos. As discussed in Section 2.3.1, partial denoised data is generated us-
ing the adaptive median filtering for the purpose of patch matching. Figure
2.1 shows an Example of noisy and partial denoised frames corresponding to
dominant impulsive and dominant Poisson noise. As adaptive median filter is
suitable for impulsive noise removal, it can be seen that in presence of dominant
Poisson noise the quality of partial denoised image is poor. But such images
are acceptable because the partial denoised data is used only for the purpose
of patch matching, where as the denoising algorithm works on the correspond-
ing noisy data at the matched locations. When other types of non-impulsive
noise are dominant, the quality of partial denoised images by adaptive me-
dian filtering is poor, but adequate enough for patch matching. Figure 2.2
shows an example of matched patches within a search range R from all the 20
neighboring frames. 2.2a shows adaptive median filtered output at noise level
(σ = 10, η = 0.1, s = 0.2). The smaller and larger white square regions show
the reference patch and the search range respectively. 2.2b shows the matched
patches within the search region from all the 20 neighboring frames.
The resulting noisy patch matrices are denoised using the algorithm
discussed in Section 2.3.2. Finally, the video frames are reconstructed from
the denoised patch matrices. The PSNR values of one denoised frame from
each test sequence using our implementation of [51] are shown in Table 2.1. σ
is set as 10 and η & s are varied as shown in Table 2.1.
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(a) Original Akiyo (b) Noisy (σ = 10, η =
0.2, s = 0.3)
(c) Partial denoised (σ =
10, η = 0.2, s = 0.3)
(d) Noisy (σ = 10, η =
0.05, s = 0.1)
(e) Partial denoised (σ =
10, η = 0.05, s = 0.1)
Figure 2.1: Examples of Original, Noisy and Adaptive median filtered frames.
(b) & (c) show noisy and partial denoised images for dominant impulsive noise.
(d) & (e) correspond to dominant Poisson noise.
Figures 2.3 and 2.4 show the denoised output frames from Tempete
and Mother & Daughter videos at a particular noise level (σ = 10, η = 0.2,
s = 0.1). It is observed that at a fixed noise level, the performance of this
algorithm varies with several factors such as structural content in the frames,
amount of motion present in the video etc. More detailed exploration into
these factors and possible ways to improve this algorithm are presented in
subsequent chapters.
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(a) Partial denoised image (b) Matched patches from all 20
frames
Figure 2.2: Example of matched patches from 20 neighboring frames at noise
level (σ = 10, η = 0.1, s = 0.2).
(a) Original (b) Noisy (c) Denoised
Figure 2.3: Original, Noisy and denoised frames from Tempete video at noise
level (σ = 10, η = 0.2, s = 0.1).
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Table 2.1: PSNR values of denoised frames for CIF videos using the baseline
approach.
(a) Akiyo
s / η 0.2 0.1 0.05
0.1 29.66 27.37 25.07
0.2 29.22 26.78 24.48
0.3 28.46 26.32 23.94
(b) Bowing
s / η 0.2 0.1 0.05
0.1 27.43 25.89 24.01
0.2 26.98 25.64 23.58
0.3 26.63 25.17 23.30
(c) Bus
s / η 0.2 0.1 0.05
0.1 23.72 22.89 21.73
0.2 23.46 22.65 21.47
0.3 23.09 22.30 21.18
(d) Football
s / η 0.2 0.1 0.05
0.1 23.94 22.86 21.44
0.2 23.66 22.54 21.13
0.3 23.30 22.19 20.83
(e) Foreman
s / η 0.2 0.1 0.05
0.1 26.90 24.79 22.37
0.2 26.51 24.30 21.80
0.3 25.94 23.90 21.36
(f) Mobile
s / η 0.2 0.1 0.05
0.1 21.75 20.42 18.84
0.2 21.30 20.01 18.44
0.3 20.66 19.43 18.06
(g) Mother & Daughter
s / η 0.2 0.1 0.05
0.1 28.81 26.66 24.12
0.2 28.32 26.10 23.59
0.3 27.77 25.59 23.20
(h) Tempete
s / η 0.2 0.1 0.05
0.1 25.23 24.12 22.59
0.2 24.85 23.72 22.29
0.3 24.36 23.30 21.93
(a) Original (b) Noisy (c) Denoised
Figure 2.4: Original, Noisy and denoised frames from Mother & Daughter
video at noise level (σ = 10, η = 0.2, s = 0.1).
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Chapter 3
PATCH BASED STUDY FOR MATRIX COMPLETION
3.1 Grouping relevant patches in presence of high motion
As discussed in the problem formulation in section 2.2.1, matrix completion for
denoising is based on the idea that the columns of Qj,k are structurally similar
to each other. So for optimal performance of this algorithm, it is very impor-
tant to group structurally similar patches together for matrix completion. As
mentioned in Section 2.2.1, m best matches are selected from each of the M
frames to form Qj,k. i.e. fixed number of patches are selected from each frame.
Though this method groups reliable patches in videos with low motion, it is
disadvantageous in cases where the videos contain high motion. One example
which can be easily visualized is the case when a particular object suddenly
moves out or into the search region. Figure 3.1 shows such an example. 3.1b
shows the best 5 matches picked from each of the 20 neighboring frames. By
selecting fixed number of patches from each frame, the algorithm is forced to
pick patches even from frames in which the reference object is not present
in the search region. As seen in 3.1b, the algorithm picks closest possible
matches from each frame even if the object in reference patch is not present
in the search region. This way, the algorithm is forced to pick structurally
irrelevant patches for matrix completion. Increasing the search range is not a
solution for this problem. In figure 3.2, matched patches are shown when the
entire frame is searched with no limit on the search range. The black patch
represents the reference patch. It can be clearly seen that even now, many ir-
relevant patches are picked from the first few frames where the reference object
is not present. Moreover when patch matching is done in presence of noise,
increasing search range by large amount is counter productive. In presence of
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(a) Reference patch & search region (b) Matched patches from all 20
frames
Figure 3.1: Matched patches using baseline approach in presence of high mo-
tion.
noise, patch matching is not accurate. In such a case, searching in an excessive
range increases the probability of mis matched patches.
Instead, if it was allowed to pick mM (100 in this case) number of
patches over all from all the M frames without the limit of m patches per
frame, all the grouped patches would be more structurally relevant to each
other. We propose to achieve this by selecting l > m (say 10) patches from
each frame and then picking the best mM patches from the pool of already
selected lM patches. This gives the algorithm the freedom to select 0 to l
number of patches from each frame based upon the relevance in content to the
reference patch. For every rth(r > m) patch selected from a particular frame,
a less relevant patch is dropped from a different frame, thus still maintaining
same number of mM patches overall from all the frames. Patches grouped
using this proposed way are shown in Figure 3.3. It can be seen that no
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Figure 3.2: Matched patches over 20 frames by selecting fixed number of
patches from each frame.
patches are selected from the frames in which the reference object is not present
the search region. Instead, more number of relevant patches are picked from
other frames. This gives better groups of patches for the matrix completion
algorithm, especially in videos with high amount of motion.
The above discussion is shown on clean images for the ease of un-
derstanding. Figure 3.4 shows patch matching on partially denoised data in
presence of noise. 3.4b shows matched patches by using baseline approach and
3.4c shows matched patches using our approach. It can be noticed that the
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(a) Reference patch & search region (b) Matched patches from all 20
frames
Figure 3.3: Matched patches using our approach in presence of high motion.
above discussion is valid even in presence of noise.
3.2 Separating patches with low image variance
By observing the denoised images from obtained from the baseline algorithm,
it was noticed that the plain regions such as background still contained no-
ticeable amounts of noise compared with image regions containing structural
details. Figure 3.5 shows the visual quality of denoised images from mobile
and foreman videos at same noise level. It can be noticed that visual quality
of mobile image is much better than the foreman image. Mobile image is high
in structural content whereas foreman image contains more plain background
region. Similar trend can be noticed in Figures 2.3c and 2.4. Tempete image
looks much cleaner than Mother & daughter image at same noise level. Figure
3.6 shows two different denoised regions from a same image. Noise is attenu-
ated to greater extent in the region containing eye and hair compared to the
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(a) Reference patch &
search region on partial
denoised image
(b) Matched patches
from all 20 frames using
baseline approach.
(c) Matched patches
from all 20 frames using
our approach.
Figure 3.4: Patch matching on partially denoised data.
plain region. From these observations, it was identified that regions with low
structural content are not denoised as much as regions with high structural
content. The reason for this could be: in the matrix completion algorithm, the
algorithm tries to recover the underlying structure of the reference patch based
upon the reliable pixels present in P |Ω. During the process, the elements in
P |Ω are also modified to some extent as they are not perfectly noise-less pixels.
In essence, the algorithm tries to recover the underlying structure while atten-
uating the noise as much as possible. In image regions like background where
the structural content of image is very low, there is a possibility that the noise
dominates over the image structure and thus the algorithm retains noise. This
could be the reason for noticeable amounts of noise in low structured regions
of the denoised image. This can be investigated more if one can separate the
image patches corresponding to low structured regions from the noisy image.
To understand the problem, first a simple case where the image is cor-
rupted only by additive Gaussian noise ngk is considered. As the variance of the
Gaussian noise is pixel independent, the noise and the image are uncorrelated.
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(a) Mobile (b) Foreman
Figure 3.5: Visual quality of denoised images at same noise level (σ = 10,
η = 0.1, s = 0.2) with different structural content.
Figure 3.6: Visual quality of denoised regions with high and low structural
content.
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In this case of only Gaussian noise, fk = gk +n
g
k. Where fk is the noisy image
and gk is the clean image. Then, the variance of the noisy image is given by
the expression shown in equation 3.1.
V ar(fk) = V ar(gk) + V ar(n
g
k) + 2Cov(gk, n
g
k) (3.1)
V ar(fk) = V ar(gk) + V ar(n
g
k) (3.2)
In this case, as the image and noise are uncorrelated, Cov(gk, n
g
k) = 0 and
equation 3.1 reduces to 3.2. Extending the same relation to the grouped patch
matrix, variance of the patch matrix would be as shown in equation 3.3.
V ar(Pj,k) = V ar(Qj,k) + V ar(Nj,k) (3.3)
Considering infinite number of matrix entries, V ar(Nj,k) = V ar(n
g
k). For
matrices of finite size, V ar(Nj,k) ∼ V ar(ngk). Let σc denote the variance of
the patch matrix calculated as the average of variances across each column.
Average of column variances is considered as each column represents a patch
and thus column variance is an indication of amount of image structure present
in a particular patch. From equation 3.3, value of σc will approximately be
equal to sum of variance of clean image patch and standard deviation of the
noise added. Gaussian noise of standard deviation (say 30) is added to the
video frame and the distribution σc corresponding to all patch matrices is
observed. Figure 3.7 shows the histogram of σc corresponding to all patch
matrices in a particular frame. For patches with very low image variation
such as plain regions, V ar(Qj,k) in equation 3.3 tends towards zero and σc will
be approximately equal to the noise standard deviation (30 in this case). This
means all the patches falling in bins close to the noise standard deviation value
(30 in this case) and in bins less than 30 correspond to patches with low image
content. Considering such histograms over several images and several noise
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Figure 3.7: Histogram of σc values in presence of pure Gaussian noise of stan-
dard deviation 30.
standard deviation values, it was observed that the peak of the histogram (bin
containing maximum number of patches) occurs close to the noise standard
deviation value. Figure 3.7 shows an example. This implies that most of
the patch matrices in an image correspond to low variance/(low structured)
patches. (This observation is supported by natural image statistics). So given
a noisy video frame, all the patch matrices that fall in bins located at σc
less than σc corresponding to the histogram’s peak are classified as patches
with low image variance. i.e the patch matrices falling on left side of the
histogram’s peak are classified as low structured patches. Matrix completion
is not done on such patch matrices. Matrix completion is done only on patch
matrices with considerable image structure. To investigate the usefulness of
separating low structured patches, the following is done: Patches with low
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image variance are recovered by taking average of reliable pixels in P |Ω on each
row. Patches containing reasonable amount of image details are recovered by
subjecting the grouped patch matrices to matrix completion. The video frame
is reconstructed from all the recovered patches. Repeating this experiment for
various levels of Gaussian noise showed consistent improvement in PSNR value
of the recovered images compared to the case when all the patch matrices are
subjected to matrix completion. This implies that even a simple averaging
of reliable pixels is better than matrix completion for low structured patches.
This suggests the inherent limitation of matrix completion in recovering images
or image regions where noise dominates the structural properties of the image.
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Figure 3.8: Histogram of σc values in presence of mixed noise obtained from
the noisy data.
In the above discussion, videos corrupted by pure Gaussian noise are
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considered. Direct extension of this discussion to mixed noise case is not
appropriate and it will not yield meaningful results. In mixed noise discussed
in section 2.4, noise constitutes of Gaussian, Poisson and impulsive noise.
Poisson noise as defined in equation 2.15 is pixel dependent noise. So in
presence of mixed noise, the image and noise are correlated and thus equation
3.1 will not reduce to equation 3.2. Moreover, the presence of impulsive noise
affects the σc values of the patch matrix to great extent. In such a case, it is
difficult to draw any conclusion on the image variance from the values of σc.
An example of histogram of σc values in the presence of mixed noise is shown
in Figure 3.8. It can be noticed from Figure 3.8 that unlike the previous case
of pure Gaussian noise, histogram of σc does not represent the distribution of
variances of clean image patches. It is difficult to even approximately classify
low structured patches based upon such a histogram.
As discussed in section 2.3.1, adaptive median filter reduces the affect of
large distortion of pixel values caused due to impulsive noise on the calculated
similarity measures. Similarly at this stage, adaptive median filter is employed
to reduce the large deviation caused in σc values due to impulsive noise. The
adaptive median filtered output is not clean in the presence of mixed noise.
Adaptive median filtering reduces the distortion caused due to impulsive noise
and smooths non-impulsive noise. Though the adaptive median filtered output
is still noisy in the presence of high amounts of mixed noise, we expect to ob-
tain a reasonably approximate distribution of σc values by using the adaptive
median filtered data. Instead of patch matrices containing noisy data, we use
patch matrices with corresponding adaptive median filtered data to compute
the histogram of σc values. Figure 3.9 shows the histogram of σc values com-
puted from adaptive median filtered data. Once such histogram is computed,
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Figure 3.9: Histogram of σc values in presence of mixed noise obtained from
the adaptive median filtered data.
similar technique discussed in pure Gaussian noise case is used to classify low
structured patches. Only the patches with considerable image details are sub-
jected to matrix completion and the recovered video frame is reconstructed.
Experimental results for different levels of mixed noise and comparison with
baseline approach are presented in section 3.3.
3.3 Results and discussion
Experiments are carried out by introducing both the proposed techniques dis-
cussed in Section 3.1 and Section 3.2 to improve the baseline algorithm. Table
3.1 shows the results for the 8 test videos using our approach of grouping
relevant patches discussed in Section 3.1. This approach is useful to group
structurally relevant patches, especially in presence of high motion and hence
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(a) Noisy frame with marked region of interest
(b) Original (c) Baseline (d) Our approach
Figure 3.10: Preserving structure by grouping relevant patches
preserves structure better than the baseline approach. Figure 3.10 shows an
example.
Then separating low structured patches discussed in section 3.2 is im-
plemented and Table 3.2 shows results on the 8 test videos for various levels
of noise.
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Table 3.1: PSNR values of denoised frames for CIF videos by grouping struc-
turally relevant patches in presence of motion.
(a) Akiyo
s / k 0.2 0.1 0.05
0.1 29.72 27.44 25.14
0.2 29.29 26.86 24.54
0.3 28.54 26.40 24.01
(b) Bowing
s / k 0.2 0.1 0.05
0.1 28.27 26.43 24.14
0.2 27.80 26.04 23.79
0.3 27.42 25.70 23.38
(c) Bus
s / k 0.2 0.1 0.05
0.1 24.28 23.33 22.05
0.2 23.97 23.05 21.75
0.3 23.58 22.67 21.42
(d) Football
s / k 0.2 0.1 0.05
0.1 24.34 23.19 21.66
0.2 24.06 22.85 21.35
0.3 23.68 22.49 21.03
(e) Foreman
s / k 0.2 0.1 0.05
0.1 27.06 24.91 22.40
0.2 26.67 24.42 21.93
0.3 26.09 24.00 21.50
(f) Mobile
s / k 0.2 0.1 0.05
0.1 21.79 20.47 18.86
0.2 21.37 20.09 18.54
0.3 20.72 19.51 18.05
(g) Mother & Daughter
s / k 0.2 0.1 0.05
0.1 28.91 26.66 24.15
0.2 28.35 26.16 23.62
0.3 27.90 25.79 23.18
(h) Tempete
s / k 0.2 0.1 0.05
0.1 25.24 24.14 22.62
0.2 24.86 23.74 22.33
0.3 24.38 23.32 21.98
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Table 3.2: PSNR values of denoised frames for CIF videos by separating low-
structured patches .
(a) Akiyo
s / k 0.2 0.1 0.05
0.1 29.84 27.56 25.22
0.2 29.36 26.96 24.57
0.3 28.66 26.52 24.06
(b) Bowing
s / k 0.2 0.1 0.05
0.1 28.70 26.79 24.64
0.2 28.14 26.47 24.22
0.3 27.77 26.04 23.87
(c) Bus
s / k 0.2 0.1 0.05
0.1 24.28 23.33 22.06
0.2 23.99 23.06 21.75
0.3 23.59 22.68 21.42
(d) Football
s / k 0.2 0.1 0.05
0.1 24.46 23.35 21.85
0.2 24.22 23.01 21.51
0.3 23.80 22.65 21.21
(e) Foreman
s / k 0.2 0.1 0.05
0.1 27.90 25.79 23.44
0.2 27.40 25.30 22.63
0.3 26.90 24.85 22.33
(f) Mobile
s / k 0.2 0.1 0.05
0.1 21.93 20.66 19.11
0.2 21.42 20.18 18.74
0.3 20.80 19.63 18.35
(g) Mother & Daughter
s / k 0.2 0.1 0.05
0.1 29.41 27.32 24.80
0.2 28.93 26.79 24.29
0.3 28.63 26.39 23.84
(h) Tempete
s / k 0.2 0.1 0.05
0.1 25.24 24.14 22.62
0.2 24.86 23.74 22.33
0.3 24.37 23.32 21.98
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Chapter 4
PRIORITIZING PATCHES FOR MATRIX COMPLETION
4.1 Introducing priority to the ranked patches
As discussed in section 2.3.2, the fixed point iterative algorithm shown in
Algorithm 1 is used to recover Q by solving the equation 2.9. In algorithm 1,
the two steps shown in Equations 2.13a and 2.13b are iteratively repeated until
the stopping criterion is met. To discuss the implications of these equations,
2.13b imposes the low rank criterion on Q by thresholding on the singular
values. The threshold τµ controls the amount of information discarded in
this step. From equation 2.11 as µ directly depends on σˆ, the estimate of
amount of noise present in P |Ω, this step discards the noise present in the
retained pixels and recovers noiseless values of missing elements such that the
low rank property of the recovered Q is maintained. As the elements in P |Ω
are considered as reliable pixels, the deviation of elements in Q|Ω from the
elements in P |Ω is not allowed to be too large. This condition is imposed
as the inequality constraint in equation 2.8 which is later solved by using its
unconstrained Lagrangian version in equation 2.9. This condition is introduced
to ensure that the recovered patch matrix does not drift away from the original
image information in the process of recovering missing elements and denoising
the patch matrix by nuclear norm minimization. Since the pixels in P |Ω are not
perfectly noise less, change in pixel values of P |Ω is allowed during the process
of recovery. But the amount of allowed change is limited by a threshold as
they are considered as the reliable pixels meaning that they are corrupted
by relatively low amplitudes of noise. This condition appears in the iterative
algorithm as Equation 2.13a. In every iteration k, the difference between Q(k)
and P for pixels ∈ Ω is penalized in equation 2.13a. Iteratively repeating
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the equations 2.13a and 2.13b converges the algorithm to the optimal Q. To
ensure convergence of the algorithm, the τ value is selected from a particular
range [a,b].
From the patch matching technique introduced in section 3.1, the top
mM patches overall from all the M frames are grouped for matrix completion.
By doing so, unlike the previous case, the columns of P are in the order of
their structural relevance to the reference patch. This can be explained as
when moving from first column to the mM th column in the matrix P , any
particular column is more relevant and important in recovering the reference
patch than the columns occurring later. In equation 2.13a, τ is a scalar value
employed in penalizing Q(k) − P for pixels ∈ Ω and τ lies in the range [1,2]
to ensure convergence. By scaling all columns of PΩ(Q(k) − P ) with τ , the
deviation of recovered patch from all columns of P |Ω is penalized equally. i.e.
all columns of P |Ω are treated equally important and relevant in recovering
the reference patch. But, by using the patch matching method discussed in
section 3.1, the columns of P are in the order of their relevance to the reference
patch. So by scaling each column of PΩ(Q(k) − P ) with a different τ value in
equation 2.13a, it is possible to penalize deviation from different columns by
different amounts according to their importance in recovering the reference
patch. This means priority is introduced to the columns of P |Ω by varying the
scaling factor τ for each column of the projection, PΩ(Q(k) − P ) in equation
2.13a.
In the algorithm discussed in section 2.3.2, τ is a pre-defined constant
chosen from a particular range. We propose to dynamically update τ for
each patch matrix instead of choosing a constant value for all the groups of
patches. In the presence of noise, it is hard to guarantee that the patch matrix
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constitutes the most similar patches to the reference patch. Considering the
random nature of the noise, it is understandable that the reliability on the
grouped patches varies for each reference patch. So, it is useful to dynamically
update τ for each patch matrix i.e. in recovering each reference patch. For each
patch matrix, we also propose to use variable scaling factor for each column of
the projection PΩ(Q(k) − P ) in equation 2.13a in order to introduce priorities
to the columns of PΩ. The scaling factor for each column depends upon the
MAD value of the particular column in P from the reference patch. As MAD
values indicate similarity between the patches, the scaling factor is decided by
the MAD values so as to prioritize the columns according to their similarity.
Let s be a 1×mM row vector with each element si representing MAD
between each column of P and the reference patch. Equation 4.1 shows the
computation of the proposed variable scaling factor for each column.
s1 = s2
τ = b1− (b− a
smM
[s− s11])
where 1 = [1, 1.....1]1×mM
(4.1)
Instead of the scalar τ in equations 2.13a and 2.13b, we compute a vector τ
where each element of τ represents scaling factor for each column of PΩ(Q(k)−
P ). It can be seen from equation 4.1 that τ is computed in such a way
that all of its elements lie in the range [a,b]. τ in 4.1 is designed such that
the column corresponding to least MAD value is assigned the highest scaling
factor and as the MAD values increase, the corresponding columns of P |Ω are
assigned decreasing values of the scaling factor. This implies that deviation
from columns with low MAD values is penalized more compared to deviation
from columns with high MAD values. So, high priority is given to columns
which are more similar. We are aiming to recover the reference patch in such a
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way that it is more similar to the columns with lower MAD values. In equation
4.1, the adjustment s1 = s2 is made for the following reason: the first entry of
the s vector will always be 0 since it represents the MAD of the noisy patch to
be denoised with itself. By having 0 as the first entry of s, very high priority
will be given to the first column and all other columns will be given relatively
very low priorities. This is not intuitive as the actual patch itself is noisy.
To overcome this the adjustment s1 = s2 is made which means that for the
purpose of calculating priorities, the first column is treated as equally similar
and equally important as the next closest patch.
Since we vary the scaling factor for each column, the equations 2.13a
and 2.13b in Algorithm 1 are modified as shown in 4.2a and 4.2b.

R(k) = Q(k) − ((1Tτ ) ◦ PΩ(Q(k) − P )), (4.2a)
Qk+1 = Dτaµ(R(k)), (4.2b)
τa =
1
mM
∑
i
τi (4.2c)
The ◦ in equation 4.2a represents Hadamard product which is element-wise
multiplication of two matrices. As all the elements of τ lie in the range [a, b],
τa ∈ [a, b].
4.2 Results and discussion
Experimental results after introducing the proposed technique discussed in
Section 4.1 are shown in Table 4.1.
Figures 4.1 to 4.8 show the comparison of results obtained from the
proposed methods with baseline approach for all the 8 videos. For each video
the results from the proposed methods are presented at 9 different noise levels
to show the consistency of results at several noise levels. It can be observed
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Table 4.1: PSNR values of denoised frames for CIF videos by prioritizing
patches for MC.
(a) Akiyo
s / k 0.2 0.1 0.05
0.1 30.42 28.06 25.51
0.2 29.93 27.45 24.93
0.3 29.27 26.94 24.35
(b) Bowing
s / k 0.2 0.1 0.05
0.1 29.09 27.14 24.84
0.2 28.63 26.75 24.37
0.3 28.17 26.25 24.00
(c) Bus
s / k 0.2 0.1 0.05
0.1 24.99 24.03 22.57
0.2 24.73 23.71 22.21
0.3 24.18 23.28 21.83
(d) Football
s / k 0.2 0.1 0.05
0.1 25.21 23.92 22.29
0.2 24.95 23.65 21.87
0.3 24.49 23.18 21.52
(e) Foreman
s / k 0.2 0.1 0.05
0.1 28.19 26.08 23.65
0.2 27.71 25.59 22.89
0.3 27.22 25.12 22.58
(f) Mobile
s / k 0.2 0.1 0.05
0.1 22.77 21.26 19.57
0.2 22.31 20.81 19.20
0.3 21.54 20.17 18.74
(g) Mother & Daughter
s / k 0.2 0.1 0.05
0.1 29.75 27.55 24.94
0.2 29.26 27.01 24.40
0.3 28.92 26.56 23.89
(h) Tempete
s / k 0.2 0.1 0.05
0.1 25.91 24.76 23.10
0.2 25.57 24.35 22.72
0.3 25.13 23.90 22.34
that the results are completely in coherence with the motivations behind the
proposed algorithm. Let method 1 denote the denoising algorithm after in-
troducing the technique of grouping structurally relevant patches. Method 2
denotes results after introducing both the techniques of grouping structurally
relevant patches and separating low structured patches. Method 3 denotes
the results after prioritizing the patches for matrix completion in method 2.
In Akiyo video as the motion content is very low, improvement of method 1
over the baseline approach is also low as expected (Figure 4.1). As Bowing
video has high motion content, it can be seen from Figure 4.2that PSNR val-
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Figure 4.1: Comparison of all the four methods for Akiyo video.
ues from method 1 are much higher than the values obtained by using the
baseline approach. Also, as there is considerable amount of low structured
region in Bowing video, it can be seen that method 2 results in considerable
improvement in performance over method 1.
As there is high motion content in Bus video, it can be noticed from
Figure 4.3 that method 1 gives high performance improvement over the base-
line approach. Method 2 is not expected to show improvement over method
1 for this video and it can be seen that the results are consistent with the
underlying ideas of algorithm.
As football video has reasonably high motion, method 1 shows consider-
able improvement in performance over the baseline approach. AS the football
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Figure 4.2: Comparison of all the four methods for Bowing video.
video also has some amount of low structured region, method 2 consistently
shows some performance improvement over method 1 as shown in 4.4.
As the foreman video contains high amount of low structured region or
plain region, it can be seen from 4.5 that method 2 shows high performance
improvement over method 1 consistently at all noise levels.
The mobile video does not contain high motion content. Also, it does
not contain high amount of low structured or plain region. Therefore, as
expected improvement is performance of method 1 and method 2 is not very
high as shown in Figure 4.6.
The mother & Daughter video has almost no motion and thus, method
1 is not expected to show increase in PSNR over the baseline approach. It can
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Figure 4.3: Comparison of all the four methods for Bus video.
be seen from Figure 4.7 that the same is the case. This video has considerable
amount of plain back ground region and thus, method 2 shows consistent
improvement over method 1 at all noise levels.
The Tempete video has almost no motion and no low structured region.
So, method 1 and method 2 are not expected to show significant improvement
in performance. It can be seen from Figure 4.8 that the experimental results
show the same. For this video, only method 3 contributes for all the increase
in PSNR values.
From the results of all the 8 videos, several observations can be made.
• The results for all the videos are consistent across several noise levels..
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Figure 4.4: Comparison of all the four methods for Football video.
• The results for different videos (with varying motion content & structural
content) are in perfect agreement with the underlying ideas behind the
proposed methods.
• Method 3 gives improvement in performance consistently for all videos
irrespective of motion content or structural content.
• The improvement shown by method 3 over method 2 is inversely related
to improvement shown by method 2 over method 1. This can be ob-
served from results for Foreman and Football videos. In Foreman video,
improvement by method 2 over method 1 is high. In this case, improve-
ment by method 3 over method 2 is not very high. Whereas in Football
video, improvement by method 2 over method 1 is not very high and im-
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Figure 4.5: Comparison of all the four methods for Foreman video.
provement by method 3 over method 2 is high. This behavior is also in
accordance with the underlying idea. If method 2 shows high improve-
ment in performance (Foreman video), it indicates that there is large
amount of low structured region in the video frame implying that large
number of patch matrices are not subjected to matrix completion. In
this case prioritizing of patch matrices for matrix completion is applica-
ble to less number of patch matrices compared to the case of Football
video. Hence performance improvement by method 3 will not be as high
as the improvement for Football video. Therefore, it can be noticed that
all the experimental results are in exact agreement with the underlying
ideas of the proposed methods.
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Figure 4.6: Comparison of all the four methods for Mobile video.
The results presented above correspond to single frame from each video
under the assumption that the same trend would extend over many frames.
To verify the consistency, the algorithm was tested for Foreman video over 100
frames by sampling one frame per every 5 frames. Figure 4.9 shows the plot
of PSNR values over 100 frames. It can be seen that PSNR values over several
frames are consistent.
Figure 4.14 shows an example of reconstructed images from baseline
approach and from the proposed approach (method 3) for visual comparison.
It can be noticed that the structural content is preserved by the proposed
method compared to baseline approach (especially in face region). The base-
line method produces blocky nature for objects under high motion(The person
in Figure 4.14). This has been reduced by the proposed algorithm.
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Figure 4.7: Comparison of all the four methods for Mother & Daughter video.
4.2.1 Artifacts in a particular case.
Though the baseline method and the proposed approach are robust in general
for any level of mixed noise or high amounts of Gaussian noise, it is noticed
from our experiments that both the algorithms are unstable in presence of
Gaussian noise with low standard deviation values. Both the methods intro-
duce artifacts in some particular cases in presence of pure Gaussian noise with
low σ values. The nature of the artifacts and the cases in which artifacts are in-
troduced vary for both the methods. This section presents detailed discussion
on such particular cases.
In the baseline algorithm the incomplete version of the noisy patch ma-
trix, Pj,k is formed by retaining only the reliable pixels from the noisy matrix.
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Figure 4.8: Comparison of all the four methods for Tempete video.
The pixels which deviate from the mean of the corresponding row vector by
an amount larger than a predefined threshold are considered as unreliable pix-
els. Such elements represent pixels corrupted by high amount of noise. The
threshold to identify reliable pixels is chosen as ασ¯ where σ¯ is the estimate of
standard deviation of noise present in Pj,k. σ¯ is obtained from σ¯
2 which is the
average of all variances calculated across each row of Pj,k. The constant α is
chosen as 2 in the baseline algorithm. Therefore, if the difference between any
pixel value and the mean of the corresponding row vector is greater than 2σ¯,
the pixel is discarded as unreliable pixel. In our experiments with the baseline
algorithm we varied α to control the threshold ασ¯ which identifies the reliable
pixels. Variation of this threshold influences the percentage of pixels retained
in P |Ω for the matrix completion algorithm. As a part of extensive analysis,
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Figure 4.9: Consistency of PSNR over 100 frames
PSNR values of denoised video frames are observed for several threshold values
by varying α (i.e. performance variance with percentage of retained pixels in
P |Ω is observed). In case of pure Gaussian noise, each row of Pj,k approxi-
mately follows a Gaussian distribution. Each row of Pj,k would exactly follow
Gaussian distribution under the assumption that variance of the correspond-
ing row in the clean patch matrix Qj,k is zero. In reality, variance of each
row of Qj,k would be close to zero, but it might not be equal to zero due to
mismatched patches in presence of noise. Therefore, each row of Pj,k approx-
imately follows a normal distribution. In such case, the percentage of pixels
retained for different values of threshold (in terms of multiples of standard
deviation) on the difference from the mean is shown in the Figure 4.10. So
choosing α = 2 as in baseline algorithm implies that almost 95% of the pixels
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% of data falling away from the mean 
in terms of multiples of standard deviation
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95.45%
Figure 4.10: % of data constituted in regions away from the mean for a Gaus-
sian distribution.
in the noisy patch matrix are retained as reliable pixels. Retaining 95% of the
pixels as reliable pixels is counter-intuitive, especially in presence of noise with
higher standard deviation values. Only 5% of elements from the noisy patch
matrix are discarded as highly noise corrupted pixels and the remaining 95% of
pixels are used in recovering the clean low rank patch matrix. This is counter-
intuitive because most of the retained reliable pixels are still corrupted by high
amplitudes of noise values, especially in presence of noise with high standard
deviation. For low rank matrices, the matrix completion algorithm can recover
the complete noise less matrix with much fewer entries. Also if most of the
retained pixels are corrupted by high amplitudes of noise, the recovered patch
matrix will also be noisy. Based on these insights, the performance of the al-
gorithm is observed at various threshold values ασ¯ and several noise levels to
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understand how these parameters affect the algorithm. Figure 4.11 shows the
variation in % of retained pixels with α for a set of 7 QCIF videos. During this
analysis, it is noticed that there is some instability in the baseline algorithm
in presence of low levels of Gaussian noise. Noticeable artifacts are introduced
at lower values of α in presence of Gaussian noise with low standard deviation
values. It can be seen from Figures 4.11a and 4.11b that almost same amount
of pixels are retained for a particular α value in presence of Gaussian noise
with standard deviations 10 and 30. Artifacts are noticed for some α values
in presence of Gaussian noise with σ = 10 while they are not noticed for the
same α values in presence of noise with σ = 30. Precisely, for some particular
α values artifacts introduced are dominant in presence of noise with σ = 10,
less dominant when σ = 20 and not noticeable when σ = 30. This shows
that discarding more pixels from the patch matrix is not the sole reason for
the artifacts introduced. This instability exists only in presence of low levels
of noise. Also, it has been observed that the artifacts are introduced mostly
in plain, bright regions of the video. Figure 4.12 shows examples of artifacts
introduced by the baseline method for α = 0.7 in presence of Gaussian noise
with σ = 10. It can be noticed that the artifacts are mostly present in plain,
bright regions of the video. In Figure 4.12a for the Akiyo video, 53.91% of pix-
els are retained on an average over all the patch matrices and in Figure 4.12b
for the Foreman case, 53.47% of pixels are retained on an average. The nature
and dominance of the artifacts also depends upon the content of the video. In
presence of Gaussian noise with high standard deviation values where there
are no artifacts introduced, the performance of baseline algorithm is better at
lower α values such as 0.6 or 0.7 for some videos and it is better at α = 2 for
some videos. So it is difficult to choose a common threshold which gives best
possible performance for all videos. For all the experimental results presented
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in previous chapters and sections, α is chosen as 2 since this value of α gives
stability in performance of the algorithm at any noise level (at higher α values
such as 2, no artifacts are introduced even at low levels of Gaussian noise).
After introducing method 1 and method 2 of the proposed algorithm,
the behavior of the artifacts is same as the case of baseline algorithm which is
discussed above. It is noticed that the behavior of the artifacts changes with
the introduction of method 3 of the proposed approach. Even in this case
artifacts are introduced in presence of low levels of Gaussian noise, but the
appearance of artifacts is different from the case of baseline approach. Figure
4.13 shows the artifacts introduced by the proposed approach in presence of
Gaussian noise of standard deviation 10 and α = 0.85. Another important
difference noticed is that method 3 of proposed approach introduces artifacts
at wider ranges of α values compared to baseline method. In presence of low
levels of Gaussian noise, baseline method introduces artifacts at lower α values
and the artifacts gradually disappear as α is increased. But in case of method 3
of proposed approach at low levels of Gaussian noise, artifacts occur at lower
α values, the dominance of artifacts decreases with increase in α value and
after some extent the dominance of artifacts increases with further increase
in α value. Also, the artifacts are highly dominant at higher α values. From
overall range of α values, it can be noticed that method 3 of proposed approach
introduces artifacts at much wider range of α values compared to the baseline
method.
4.2.2 Discussion on speed performance.
Currently the proposed algorithm is not suitable for real time applications
and it is not optimal in terms of speed performance. The focus of this work is
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Figure 4.11: Variation in % of retained pixels with α for a set of 7 videos in
presence of low and high levels of pure Gaussian noise.
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(a) Akiyo. (b) Foreman.
Figure 4.12: Artifacts introduced by baseline method for α = 0.7 in presence
of Gaussian noise with σ = 10 on QCIF videos.
(a) Akiyo. (b) Foreman.
Figure 4.13: Artifacts introduced by method 3 of proposed approach in pres-
ence of Gaussian noise with σ = 10.
mainly on providing extensive analysis on application of matrix completion to
video denoising as the existing literature lacks the details and analysis which
can provide deep insights into the matrix completion framework for video
denoising. In the process, some shortcomings of the baseline algorithm are
identified and novel techniques are introduced to overcome the shortcomings
and improve the performance of the baseline approach. As the main focus
is on the three challenges listed below, this algorithm is not designed in a
computationally optimal way.
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• Providing extensive analysis to enable in depth understanding of the
framework.
• Improving the noise attenuation capability of the algorithm.
• Preserving structural content of the original video data.
Therefore, there exists scope to improve the speed performance of the algo-
rithm in future. In the current design of the algorithm, the most time con-
suming part is the patch matching step. EBMA algorithm is used to identify
similar patches in spatial and temporal domain. Though EBMA is optimal in
identifying similar patches, it is computationally expensive. Replacing EBMA
by computationally efficient block matching methods such as [70], [64] and [65]
will reduce the execution time taken by current algorithm by large amount.
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(a) Denoised result from the baseline approach.
(b) Denoised result from the proposed approach.
Figure 4.14: Visual comparison of reconstructed images.
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Chapter 5
CONCLUSIONS AND FUTURE WORK
In this thesis, the application of matrix completion to the video denoising
problem is studied in detail. Video denoising is explored in the patch-based,
grouping and collaborative framework. An existing state-of-the-art algorithm
in which the collaborative filtering task is achieved by using matrix completion
is implemented. Thorough analysis is done to better understand the problem
and the implications of applying matrix completion on the problem. Results on
videos containing different structural content and different amount of motion
were examined carefully. The contributions of this work are:
• Analysis and discussions are presented to provide deep insights into the
matrix completion framework for video denoising. As the existing litera-
ture lacks such details, this work helps in bridging the gap and facilitating
further exploration. In the process, some shortcomings of the baseline
approach are identified and novel techniques are introduced to overcome
the shortcomings and improve the baseline method.
• A new technique for grouping structurally-relevant patches in presence
of high motion is proposed. Experimental results showed that this tech-
nique improves the performance, especially in presence of high motion.
Visual comparison of the results showed that this technique preserves
the structural content in the video in presence of motion.
• A framework is designed to classify low structured patches from noisy
video data. Visual inspection of denoised frames from the baseline ap-
proach suggested that relatively plain regions are not denoised as much
as other image regions. To investigate this observation, low structured
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patches are separated using the designed framework. Denoising of such
patches is dealt in a different way instead of using matrix completion.
Experiments showed improvement in performance indicating that matrix
completion is counter-productive on low structured patch matrices.
• Results suggesting inherent limitation of matrix completion are pre-
sented. The limitation of matrix completion lies in attenuating noise
when noise dominates structural properties of the image.
• The patches grouped for matrix completion are ranked and prioritized
based on their similarity to the reference patch. Experimental results
showed that this method gives improvement in performance in general.
• Instabilities found in both baseline algorithm and proposed approach in
specific cases are discussed in detail.
5.1 Future work
In equation 4.1 in section 4.1, τ is designed based upon the MAD values.
Equation 4.1 shows one way of computing τ such that high priority is given
to columns with low MAD values. There exits many number of functions that
can map MAD values to τi to achieve the same purpose. i.e. τi can be designed
based on MAD to introduce priority to columns in large number of ways. One
direction for future exploration on this work is to explore if it is possible to
select the best set of scaling factors given a noisy patch matrix (say by using
a learning algorithm).
In the method 2 described in Section 3.2, simple averaging over reliable
pixels is used to denoise the low structured patches. This is done to explore
the behavior of matrix completion algorithm with respect to structural content
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of patches. It is expected that employing a more sophisticated approach for
denoising low structured patches will improve the performance compared to
simple averaging case. Also, the behavior and limitations of matrix completion
with respect to relative structure between noise and image can be further
explored by conducting experiments in presence of structured noise such as
periodic noise.
Figures 5.1 and 5.2 show the similarity plots for two randomly chosen
reconstructed patch matrices. The plots on the left side show the similarity of
each reconstructed column in the patch matrix with adaptive median filtered
reference patch. The X axis represents the column number and the Y axis
represents the MAD values. Plots on the right side show the similarity of each
reconstructed column with ground truth reference patch. The reconstructed
patch matrix has Mm columns which are similar to the reference patch and
any of these columns can be picked to generate the reconstructed video frame.
The question is which column should be picked to obtain the best possible
performance for the algorithm? In our experiments with the method 1 of
the proposed algorithm, it was observed that instead of picking a particular
column from all patch matrices, picking the column from each patch matrix
which is closest to ground truth reference patch yields considerable improve-
ment in PSNR values of the reconstructed frames. But this is not practically
possible as ground truth is not available in real world scenario. Therefore,
one direction for future work is to explore if it is possible to pick best recon-
structed column without the use of ground truth. It is important to note that
in method 1 of proposed approach though the patches are arranged in order
according to their similarity with the adaptive median filtered reference patch,
picking the first reconstructed column (patch most similar to adaptive median
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filtered reference patch) from each patch matrix will not result in best possible
performance. This is because Figures 5.1 and 5.2 show that the patch which is
most similar to adaptive median filtered reference patch need not necessarily
be the most similar one to the ground truth reference patch. It would also be
interesting to observe similar plots after introducing method 3 of the proposed
approach to understand how prioritizing of columns affects the similarity of
the reconstructed columns from the adaptive median filtered reference patch
and ground truth reference patch. Such understanding might also give insights
to design the priorities in a better way.
Figure 5.1: Closeness plots for randomly chosen reconstructed patch matrix
# 1 with Adaptive median filtered output and ground truth.
Figure 5.3 shows singular value plots for two randomly chosen patch
matrices. Green curve indicates singular values of the denoised patch matrix
by using the matrix completion framework, blue curve indicates the singular
values of the corresponding patch matrix formed from ground truth and the
red curve shows the singular values of the patch matrix formed from adaptive
median filtered data. It can be seen that the patch matrix formed from adap-
tive median filtered data has high singular values indicating the presence of
noise. It was observed that in most of the cases, the denoised patch matrices
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Figure 5.2: Closeness plots for randomly chosen reconstructed patch matrix
# 2 with Adaptive median filtered output and ground truth.
Figure 5.3: Singular values plots of two randomly chosen patch matrices.
had lower singular values compared with the patch matrices formed from the
ground truth. This might indicate loss of useful image details during the de-
noising process. For future work it is useful to extend this analysis on singular
values of patch matrices to get better insights into possible improvements for
the algorithm.
Few experiments were done to explore the extension of this algorithm
to color videos. Patch matching can be done either by picking patches from
same locations from all the three RGB channels by computing single similarity
score over all the three channels or patch matching can be done by treating the
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three RGB channels independent of each other. Our observation is that the
former case yielded better performance, though more number of experiments
are needed to strongly conclude on this observation. On the other hand, in the
BM3D [6] approach for color images the RGB image is transformed into YUV
space and only the Y channel is used for patch matching and the patches from
corresponding locations are picked from U and V channels. This method is
followed in [6] for the following reasons: The luminance channel contains most
of the structural information of the image and it is assumed that if two patches
are similar in the Y channel, then their corresponding chrominance values will
also be similar. Moreover, performing patch matching only on one of the three
channels results in high amount of computational savings. In future work, it
is useful to explore color extension for the proposed algorithm based on the
above discussion.
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