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Resumo
Nesta tese estudamos otimização de funções reais com parâmetros fuzzy, problemas
variacionais com condições de contorno fuzzy e controle ótimo com condição de contorno
fuzzy. Utilizando a otimização ordinal, estudamos a minimização de funções reais com
parâmetros fuzzy. Verificamos que, sob algumas hipóteses, é possível estabelecer uma
aplicação que associa cada valor de parâmetro ao minimizador da função e assim, mostramos
que a extensão de Zadeh desta aplicação, de fato é um minimizador, segundo a noção de
menor elemento relativa à relação de ordem parcial estabelecida. Posteriomente, aplicamos
um raciocínio análogo para o problema de cálculo variacional fuzzy, estabelecendo uma
aplicação que associa cada condição inicial real à função minimizadora (solução) do
problema e assim, aplicando a extensão de Zadeh a esta aplicação, verificamos que a função
fuzzy obtida é minimizadora (no sentido de menor elemento) do problema variacional
com condição de contorno fuzzy. Ainda seguindo a mesma linha, definimos uma aplicação
que relaciona o valor da condição inicial à função de estado ótimo e uma outra aplicação
que associa cada condição inicial ao controle ótimo do problema, e assim, aplicando a
extensão de Zadeh a estas aplicações, obtemos a solução do problema de controle ótimo com
condição inicial fuzzy. Por fim, apresentamos uma solução aproximada para o problema
de controle ótimo cujas variáveis de estado, controle e tempo são definidas por números
fuzzy. Para isso, construimos uma malha fuzzy e aplicamos o algoritmo de programação
dinâmica para definirmos as regras. Como resultado obtemos um Sistema Baseado em
Regras Fuzzy (SBRF) que a cada estado e instante estabelecidos, atribui a melhor decisão
(controle) a ser aplicada.
Palavras-chave: Otimização fuzzy, Cálculo variacional fuzzy, Controle ótimo fuzzy.
Abstract
In this thesis, we study optimization of real functions with fuzzy parameters, variational
problems with fuzzy boundary value and optimal control with fuzzy initial value. Using
ordinal optimization, we study the minimization of real functions with fuzzy parameters.
We verify that, under some hypothesis, it is possible to establish a mapping that associates
each value of parameter to the minimizer of the function, and thus, we show that the
Zadeh’s extension of this mapping, in fact, is a minimizer according to the notion of
smallest element on the established partial order relation. Posteriorly, we apply a similar
reasoning for fuzzy variational calculus problem, setting a mapping that associates each
real initial value to each optimal function (solution) and thus, applying Zadeh’s extension
to this map, we prove that the obtained fuzzy function is the solution (in the sense of
smallest element) of the variational problem with fuzzy initial value. Still following the
same reasoning, we define a mapping that associates each initial value to the state solution
of the optimal control problem, and a other mapping, that associates each initial value
to the control solution of the optimal control problem and thus, applying the Zadeh’s
extension to these mappings, we obtain the solution of the optimal control problem with
fuzzy initial value. Finally, we show a technique to find an approximate solution for the
control problem whose states, controls and time variables are given by fuzzy numbers. For
this, we build a fuzzy grid and apply dynamic programming algorithm to find the rules.
As a result, we obtained a fuzzy rule-based system whose inputs are the states and the
time and the output is the best control (decision) to be applied.
Keywords: Fuzzy optimization, Fuzzy variational calculus, Fuzzy optimal control.
Lista de Símbolos
• Bpx˚, δq: bola aberta de raio δ centrada em x˚;
• xRy: lê-se “x está relacionado com y através da relação R” (Definição 1.1.8);
• df pf, gq: distância entre as funções reais f e g (Definição 1.2.3);
• A-C-B : caminho (trajetória) com origem no ponto A, término no ponto B e que
passa pelo ponto C.(Teorema 1.4.1);
• FpXq: espaço dos conjuntos fuzzy com suporte em X. Quando X ” R, FpRq representa
o conjuntos dos números fuzzy (Definição 2.1.4);
• Epra, bs,Rq: espaço de funções reais arbitrárias definidas no intervalo ra, bs;
• µF pxq: grau de pertinência de x ao conjunto fuzzy F (Definição 2.1.1);
• suppA: fecho do conjunto suppA (Definição 2.1.3);
• dHpA,Bq: distância de Hausdorff entre os conjuntos A e B;
• d8pu, vq: distância de Pompeiu-Hausdorff entre os conjuntos fuzzy u e v (Definição
2.1.6).
• pf : extensão de Zadeh da função fp.q (Definição 2.1.7).
• pfppuq: imagem da extensão de Zadeh de fp.q avaliada no conjunto fuzzy pu.
• FKpXq: família de todos os subconjuntos fuzzy de X com α-níveis compactos e não
vazios (Teorema 2.1.10);
• rpusα : α nível do conjunto fuzzy pu. Quando rpusα é um intervalo fechado, uαL e uαR
denotam os extremos esquerdo e direito de rpusα respectivamente;
• ĺ: (“menor ou igual”) segundo uma relação de ordem qualquer;
• ăF : simbolo de “menor” segundo relação de ordem entre números fuzzy definida em
2.1.16;
• pfp.q: conjunto fuzzy de funções;
• px˚: conjunto fuzzy minimizador (maximizador) de pfppxq.
• fpx, λq: função com variável independente x e parâmetro λ.
• ρxpλq: função ponto extremo de x em relação a λ;
• pa; b; cq: número fuzzy triangular com extremos em a, b e c;
• dcf pX, Y q: distância entre os conjuntos de funções X e Y ( Definição 3.1.5);
• d˜cf p pX, pY q: distância entre os conjuntos fuzzy de funções pX e pY ( Definição 3.1.6);
• ^ e _: operador mínimo e máximo respectivamente.
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Introdução
Motivação
Nesta tese trabalhamos com três conceitos bastante difundidos no contexto da
matemática aplicada: a teoria fuzzy, a otimização e a teoria de controle. Estes conceitos se
assemelham pelo potencial em solucionar/modelar problemas reais e por isso se relacionam
com frequência, especialmente quando tratamos de problemas cujo objetivo principal
é controlar, da melhor maneira possível, um determinado fenômeno que possui alguma
variável incerta em seu modelo.
Essencialmente, a otimização é uma área da matemática aplicada cujo objetivo
principal é estudar métodos e técnicas para buscar o elemento que minimiza ou maximiza
uma determinada função objetivo. Informalmente, a otimização busca encontrar o pior ou
melhor elemento dentre um conjunto de candidatos, sendo que o termo pior ou melhor
depende do critério utilizado para comparar os elementos.
Por exemplo, numa sala de aula, se usarmos como critério de comparação a
nota dos alunos, poderíamos dizer que o elemento que otimiza esse critério é o aluno
que possui a maior nota dentre todos os alunos da classe. Portanto, para tratarmos de
problemas de otimização é importante ter claro dois conceitos, o critério de comparação e
o conjunto de candidatos a ser ótimo. No exemplo dos alunos, o critério de comparação é
a nota de cada aluno, enquanto que o conjunto de candidatos são todos os alunos de uma
determinada classe.
No entanto, os problemas de otimização nem sempre envolvem um número
finito de candidatos a serem otimizadores. Frequentemente, os problemas de otimização
estão associados às funções matemáticas que modelam um determinado critério (lucro,
prejuízo, desempenho, tempo e outras). Em geral, são funções do tipo f : D Ă R ÝÑ R ou
até mesmo f : D Ă Rn ÝÑ R. Neste caso, os candidatos são os elementos de D e critério
é o valor da imagem de f .
Os problemas de otimização estão presentes ao longo de toda a história da
matemática, entretanto, um importante marco ocorreu no século XVII, com surgimento
do cálculo diferencial integral, quando foi possível estabelecer condições necessárias e
suficientes para a solução deste tipo de problema.
Os problemas de otimização podem ainda ser mais gerais, ao invés de termos
como candidatos elementos de R ou Rn, podemos ter problemas onde buscamos encontrar
funções que minimizam um determinado critério, este tipo de problema foi denominado
como: “problema de cálculo variacional”. Problemas relativos ao cálculo variacional, como
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por exemplo a braquistócrona, catenária e geodésica, foram abordados por grandes ma-
temáticos da história, como Galileu Galilei em 1638, Pierre de Fermat em 1662, Isaac
Newton em 1685, Johann Bernoulli em 1696, entre outros. Em 1744, Leonhard Euler
publicou em (EULER, 1774) uma coletânea de problemas variacionais estudados por seus
antecessores. Euler também formulou o problema em termos gerais como sendo: encontrar
a curva xptq sobre o intervalo a ď t ď b, com xpaq e xpbq dados, que minimize
J “
ż b
a
Lpt, xptq, 9xptqqdt
para alguma função Lpt, xptq, 9xptqq dada. Além disso, Euler e Lagrange estabeleceram
uma condição necessária de otimalidade para a função xp.q, conhecida como Equação de
Euler-Lagrange dada por:
BLpt, xptq, 9xptqq
Bx ´
d
dt
ˆBLpt, xptq, 9xptqq
B 9x
˙
“ 0.
Posteriormente, diversos matemáticos trabalharam no problema, em destaque
Adrien Legendre e Alfred Clebsch (independentemente) estabelecendo condições necessárias
de segunda ordem para otimalidade do problema e William R. Hamilton em (HAMILTON,
2000) apresentando uma nova abordagem para o problema. Um texto completo sobre a
história do cálculo variacional pode ser encontrado em (GOLDSTINE, 1980).
A teoria de controle ótimo está imersa no processo evolutivo do cálculo vari-
acional. Basicamente, um problema de controle ótimo pode ser formulado como sendo:
encontrar uptq que minimize
J “
ż b
a
Lpt, xptq, uptqqdt
sujeito à
9x “ fpt, xptq, uptqq
onde t P pa, bq, uptq P Ω Ă Rm, com xpaq e xpbq dados, uptq é denominada variável de
controle.
As condições necessárias de otimalidade para o problema de controle ótimo
foram estabelecidas por Lev Pontryagin (PONTRYAGIN et al., 1962), o chamado Princípio
do máximo de Pontryagin. De fato, Pontryagin considerou em (PONTRYAGIN et al., 1962)
uma série de variações do problema de controle ótimo, o que acarretou no surgimento de
diversos segmentos de pesquisa sobre este assunto. Um survey sobre aspectos teóricos e
computacionais relativos ao controle ótimo pode ser encontrado em (SARGENT, 2000).
SUMÁRIO 16
Seja em otimização de funções, cálculo variacional ou controle ótimo, durante
o processo de estruturação do modelo a ser trabalhado, frequentemente nos deparamos
com dados ou informações incertas/imprecisas. Estas incertezas podem ser referentes aos
parâmetros do modelo ou até mesmo à interação das variáveis envolvidas. Uma forma de
incorporarmos estas incertezas aos modelos é o uso da teoria fuzzy.
A teoria dos conjuntos fuzzy foi introduzida por L. A. Zadeh em (ZADEH,
1965) e estabeleceu um elo entre o pensamento abstrato e não-determinístico dos seres
humanos e a linguagem matemática/computacional. Inicialmente, este conceito se mostrou
muito apropriado para ser aplicado em teoria de controle, mas em pouco tempo, se
difundiu para diversos segmentos da matemática e engenharia e hoje é possível encontrar
uma série de trabalhos que relacionam a teoria fuzzy a diversos assuntos da matemática
aplicada, por exemplo, no contexto das equações diferenciais podemos citar (BARROS;
BASSANEZI; TONELLI, 2000), (BARROS; GOMES; TONELLI, 2013), (CECCONELLO
et al., 2013a), (CECCONELLO et al., 2013b), (KALEVA, 1987), (MIZUKOSHI et al.,
2007), (MIZUKOSHI et al., 2012), (SEIKKALA, 1987), entre outros.
Outro segmento bastante explorado em ambientes fuzzy é a otimização. Um
artigo que representa a sinergia entre essas duas áreas é (BELLMAN; ZADEH, 1970),
onde Zadeh e Bellman utilizam dos conceitos de teoria fuzzy, para estruturar estratégias
de tomada de decisão em ambientes fuzzy. Posteriormente, diversos trabalhos nesta linha
foram desenvolvidos; em (SLOWIŃSKI, 2012) e (DELGADO et al., 1994) é possível
encontrar um coletânea de artigos referentes à otimização fuzzy. Em (LAI; HWANG, 1992)
e (LAI; HWANG, 1994) temos algumas referências de literatura sobre o assunto.
Estado da arte
A otimização fuzzy tem sido abordada ao longo dos anos em diversas linhas
de pesquisa; em (DELGADO et al., 1994) e (LODWICK; KACPRZYK, 2010) é possível
encontrar uma síntese dos trabalhos mais relevantes e ter acesso a uma rica bibliografia
sobre o assunto. Recentemente, alguns trabalhos relacionados às condições necessárias e
suficientes para problemas de otimização fuzzy foram publicados. Em (OSUNA-GÓMEZ
et al., 2015b), os autores estudam condições necessárias e suficientes de otimalidade para
funções fuzzy do tipo f : R Ñ FpRq. Em (CHALCO-CANO et al., 2015) condições de
otimalidade de Karush-Kuhn-Tucker para problemas de otimização fuzzy são estabelecidas.
Em (OSUNA-GÓMEZ et al., 2015a) são estabelecidas condições de otimalidade para
funções diferenciáveis intervalares generalizadas e em (CHALCO-CANO; SILVA; RUFIÁN-
LIZANA, 2015) é proposta uma versão do método de Newton para resolver o problema
de otimização fuzzy. Em todas as referências citadas, são estabelecidas ou utilizadas
condições de otimalidade baseadas na derivada generalizada de Hukuhara aplicadas a
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funções gerais com imagem no conjunto dos números fuzzy. Nesta tese (Capítulo 2),
abordamos o problema para funções fuzzy parametrizadas, que basicamente são funções
fuzzy construídas a partir de uma função real com parâmetro fuzzy. Mostramos que a
extensão de Zadeh da função ponto extremos (Definição 2.2.4) tem como imagem o menor
conjunto fuzzy entre todos os outros possíveis, segundo a relação de ordem estabelecida.
Da mesma forma, o cálculo variacional é estudado em ambientes fuzzy. Em
(FARHADINIA, 2011), o autor apresenta uma versão das condições de otimalidade de Euler-
Lagrange para o problema variacional fuzzy baseando-se no conceito de diferenciabilidade e
integrabilidade das aplicações fuzzy que podem ser parametrizadas por funções a esquerda
e a direita de seus conjuntos α-níveis. Nesta tese (Capítulo 3), tratamos do problema de
cálculo variacional com condição inicial fuzzy. Não estabelecemos condições de otimalidade,
mas sim, definimos uma aplicação que associa a cada condição inicial uma solução ótima
do problema variacional e assim, estudamos as condições de otimalidade para a extensão
de Zadeh desta aplicação.
A aplicação de teoria fuzzy ao controle é extremamente extensa, alguns trabalhos
relevantes neste sentido são (KICKERT; MAMDANI, 1978), (MAMDANI; ASSILIAN,
1975), (ZADEH, 1973), entre outros. Uma síntese dos progressos iniciais deste estudo
pode ser encontrada em (MAMDANI, 1993). Quanto ao controle ótimo, os trabalhos são
mais recentes e escassos, em (FILEV; ANGELOV, 1992) o autor faz uso da programação
matemática fuzzy para resolver problemas de controle discretos considerando as condições
de transversalidade fuzzy. Uma aplicação de controle ótimo fuzzy em biomatemática pode
ser vista em (HUANG; CHEN, 2005). Nesta tese, Capítulo 4, consideramos que o problema
de controle ótimo possui condição inicial fuzzy, e estudamos as propriedades da extensão
de Zadeh da aplicação que associa a cada condição inicial o controle e o estado ótimo.
Verificamos que sob certas condições, esta aplicação define a solução ótima do problema
com condição inicial fuzzy, segundo relação de ordem estabelecida.
A programação dinâmica foi introduzida por Bellman em meados dos anos 50
como uma ferramenta para solução de problemas de tomada de decisão. O artigo que
iniciou o estudo de problemas de tomada de decisão em ambientes fuzzy foi (BELLMAN;
ZADEH, 1970), no qual Bellman e Zadeh tratam de problemas de tomada de decisão
multi-estágios onde as restrições e os objetivos são tratados como conjuntos fuzzy, sendo
que a interseção desses conjuntos formam a decisão. Porteriormente, diversos estudos foram
realizados com base em (BELLMAN; ZADEH, 1970) e em (KACPRZYK; ESOGBUE,
1996) é possível encontrar um resumo completo dos principais avanços na área até 1995. Em
destaque, citamos (KACPRZYK, 1993), no qual o autor define alguns conjuntos fuzzy de
referência e aproxima o controle ótimo fuzzy, utilizando a interpolação aplicada a sistemas
de inferência fuzzy. Mais recentemente, em (KACPRZYK, 2013) o autor propõe algumas
estratégias de melhorias do método proposto em (KACPRZYK, 1993). No Capítulo 5 desta
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tese, trabalhamos com a programação dinâmica fuzzy como uma estratégia de solução
para problemas de controle ótimo clássico (sem restrições fuzzy, objetivos fuzzy, nem
parâmetros fuzzy), destacando a vantagem interpretativa e numérica da proposta em
relação ao método de programação dinâmica clássica. Observamos que os trabalhos citados
tratam de problemas de controle ótimo formulado com base nos conjuntos fuzzy, conforme
proposto por (BELLMAN; ZADEH, 1970), em contra partida, nesta tese, trabalhamos
com a formulação clássica do problema, utilizamos os sistemas baseados em regras fuzzy
para aproximar a solução em malha fechada do problema.
Organização da tese
Figura 1 – Diagrama de organização da tese.
No Capítulo 1 fazemos uma sintese dos conceitos matemáticos básicos abordados
ao longo da tese. No Capítulo 2, a tese se ramifica em duas partes; na primeira (Fundamentos
fuzzy) apresentamos as principais definições e resultados a cerca da teoria fuzzy, na segunda
parte (Otimização de funções fuzzy) estudamos a otimização de funções que possuem algum
parâmetro fuzzy. Nos Capítulos 3 e 4 são abordados problemas de cálculo variacional
e controle ótimo com condição inicial fuzzy. No Capítulo 5, um método baseado na
programação dinâmica é proposto, nele são estabelecidas as regras de um sistema baseado
em regras fuzzy, que aproximam um controlador de Mamdani da solução ótima em malha
fechada de um problema clássico de controle ótimo.
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1 Fundamentos Teóricos
Neste capítulo apresentamos os fundamentos básicos sobre otimização, cálculo
variacional e controle ótimo.
Em relação aos fundamentos de otimização (Seção 1.1), apresentamos condições
necessárias e suficientes para otimização de funções reais com domínio em Rn. Apresentamos
também o método baseado nos multiplicadores de Lagrange para resolver problemas de
otimização com restrições. Por fim, estudamos a otimização de funções cuja imagem
é um conjunto parcialmente ordenável, definindo assim, o conceito de maior(menor)
elemento e elemento maximal(minimal).
Sobre cálculo variacional (Seção 1.2), realizamos um breve estudo sobre funcio-
nais, e apresentamos alguns resultados importantes sobre condições necessárias e suficientes
para extremos de funcionais.
Na Seção 1.3, discutimos o problema de controle ótimo, abordando os principais
resultados referentes ao assunto. Apresentamos as condições de otimalidade presentes no
Princípio do Mínimo de Pontryagin e exemplificamos a utilização dessas condições
no cálculo da solução em malha aberta do problema de controle ótimo.
Por fim, na última seção deste capítulo, introduzimos o problema de tomada de
decisão multi-estágio e apresentamos um método de solução conhecido como programação
dinâmica. Mostramos que é possível aproximar um problema de controle ótimo por um
problema de tomada de decisão multi-estágio, e que o método da programação dinâmica
aplicado a essa aproximação fornece a solução aproximada em malha fechada para o
problema de controle ótimo.
O objetivo principal deste capítulo é apresentar os fundamentos essenciais para
o desenvolvimento do conteúdo abordado ao longo da tese.
1.1 Fundamentos de otimização
Vamos iniciar considerando o Problema (1.1);
minimizar fpxq
sujeito a x P Ω (1.1)
onde f : Rn ÝÑ R é uma função arbitrária e Ω Ă Rn é um conjunto qualquer. Dizemos
que x está restrito a Ω e, portanto, denominamos este problema como um problema de
otimização com restrição.
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Definição 1.1.1. Considere uma função f : Rn ÝÑ R e x˚ P Ω Ă Rn. Dizemos que x˚ é
um minimizador local de f em Ω quando existe um δ ą 0 tal que fpx˚q ď fpxq, para todo
x P Bpx˚, δq X Ω. Caso fpx˚q ď fpxq, para todo x P Ω, x˚ é dito minimizador global de f
em Ω.
Na Definição 1.1.1, Bpx˚, δq denota uma bola aberta de raio δ em Rn. Entende-
se por região de otimalidade o maior conjunto conexo D Ă Ω tal que x˚ P D e
fpx˚q ď fpxq, @x P D. Note que, para x˚ ser um minimizador local, basta existir um δ ą 0
tal que fpx˚q seja mínimo na bola centrada em x˚, entretanto, Bpx˚, δq não é, em geral, a
região de otimalidade de x˚, na verdade, se D Ă Ω é a região de otimalidade de x˚, então
Bpx˚, δq Ă D. O Exemplo 1.1.2, ilustra essa situação.
Exemplo 1.1.2. Considere a função fpxq “ x3 ´ 4x2 ` 4. O gráfico desta função é dado
na Figura 2 .
Figura 2 – O intervalo pG,Hq representa uma possível vizinhança (bola) que garante a existência
do minimizador local. A região de otimalidade é definida para qualquer valor maior
ou igual a x “ F .
Neste exemplo, x˚ “ 83 é um minimizador local de f . Segundo a Definição 1.1.1,
para que x˚ seja um minimizador local de f em R, deve existir uma bola centrada em
x˚ e com raio δ, tal que, @x P Bpx˚, δq ñ fpx˚q ď fpxq. Uma possível bola que satisfaz
essa condição é representada pelo intervalo pG,Hq no gráfico da Figura 2. Entretanto, a
região de otimalidade, é definida para todo x P rF,`8q, isto significa que este é o maior
intervalo contido no domínio da f , tal que, para qualquer x P rF,`8q ñ fpx˚q ď fpxq.
A definição de minimizador local pode ser estendida para um caso mais geral,
onde o domínio é um espaço métrico. Veja a Definição 1.1.3:
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Definição 1.1.3. Sejam pM,dq um espaço métrico, considere uma função f : M ÝÑ R e
x˚ P Ω ĂM . Dizemos que x˚ é um minimizador local de f em Ω quando existe um δ ą 0,
tal que fpx˚q ď fpxq, para todo x P Bpx˚, δq X Ω, onde Bpx˚, δq é definida de acordo com
a métrica d. Caso fpx˚q ď fpxq, para todo x P Ω, x˚ é dito minimizador global de f em Ω.
Portanto, para ter a noção de minimizador local, é necessário podermos identifi-
car quais são os possíveis candidatos a ser este minimizador. Na Definição 1.1.3 isto é feito
através da vizinhança de um ponto, definida por uma métrica. Um texto mais completo
sobre este assunto pode ser encontrado em (ZASLAVSKI, 2010).
1.1.1 Condições necessárias e suficientes para minimizador
A condição suficiente para obtenção e classificação de um ponto extremo de
uma função real pode ser dada pelo Teorema 1.1.4:
Teorema 1.1.4. (GUIDORIZZI, 2001) Sejam f : RÑ R uma função que admite derivada
de 2a ordem contínua no intervalo aberto I e x˚ P I, temos:
1. df
dx
px˚q “ 0 e d
2f
dx2
px˚q ą 0 ñ x˚ é ponto de mínimo local.
2. df
dx
px˚q “ 0 e d
2f
dx2
px˚q ă 0 ñ x˚ é ponto de máximo local.
As condições necessárias e suficientes para minimizador de uma função são de
fundamental importância no cálculo de pontos extremos.
Teorema 1.1.5. (RIBEIRO; KARAS, 2001) Seja f : Rn ÝÑ R diferenciável no ponto
x˚ P Rn. Se x˚ é um minimizador local de f , então;
∇fpx˚q “ 0 (1.2)
Note que esta é uma condição necessária para um minimizador, isto é, todo
minimizador satisfaz essa condição, mas nem todos os pontos que satisfazem a Equação
(1.2) são minimizadores. Uma condição para que o ponto seja um minimizador é dada pelo
Teorema 1.1.6.
Teorema 1.1.6. (RIBEIRO; KARAS, 2001) Seja f : Rn ÝÑ R duas vezes diferenciável
no ponto x˚ P Rn. Se x˚ é um minimizador local de f , então a matriz Hessiana de f no
ponto x˚ é semidefinida positiva, isto é,
dT∇2fpx˚qd ě 0 (1.3)
para todo d P Rn.
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Notamos que condições similares às estabelecidas nos Teoremas 1.1.5 e 1.1.6
serão utilizadas no contexto de cálculo variacional. Salientamos que as definições e resul-
tados envolvendo minimizadores podem ser reformulados para maximizadores de forma
inteiramente análoga.
1.1.2 Multiplicadores de Lagrange
Vamos considerar o seguinte problema de otimização
min
px,yqPR2
fpx, yq
sujeito a gpx, yq “ k.
(1.4)
Neste caso, queremos encontrar o par px, yq P R2 que satisfaz a restrição
gpx, yq “ k e minimiza fpx, yq. Em casos específicos, é possível explicitar y em função de x
manipulando algebricamente a equação da restrição gpx, yq “ k, com isso, basta substituir
ypxq na função objetivo fpx, yq e resolver o problema como se não houvesse restrição
(método da eliminação). Entretanto, nem sempre é possível explicitar y em função de x,
uma outra forma de lidarmos com problemas com restrição é utilizarmos o método dos
multiplicadores de Lagrange.
Basicamente, o método dos multiplicadores de Lagrange transforma um pro-
blema com restrições em um problema sem retrições adicionando algumas variáveis, os
chamados multiplicadores de Lagrange. Resolver o Problema (1.4), é equivalente a resolver
o problema
min
px,y,λqPR3
hpx, y, λq “ fpx, yq ´ λpgpx, yq ´ kq. (1.5)
Note que, ao aplicarmos as condições do Teorema 1.1.5, ao Problema (1.5), isto
é, calculando o gradiente de hpx, y, λq e igualando a zero, temos
$’&’%
hxpx, y, λq “ fxpx, yq ´ λgxpx, yq “ 0
hypx, y, λq “ fypx, yq ´ λgypx, yq “ 0
hλpx, y, λq “ ´gpx, yq ` k “ 0
(1.6)
o que é equivalente à:
∇hpx, y, λq “ 0. (1.7)
A última igualdade do sistema de equações 1.6 é equivalente a restrição do
problema original. Além disso, transformamos um problema de minimização com restrição
em um sistema de equações de 3 equações e 3 incógnitas. O Teorema 1.1.7 formaliza este
resultado
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Teorema 1.1.7. (GUIDORIZZI, 2001) Seja fpx, yq diferenciável no aberto A e seja
B “ tpx, yq P A|gpx, yq “ 0u, onde g é suposta de classe C1 em A, e ∇gpx, yq ‰ p0, 0q,
para todo px, yq P B. Uma condição necessária para que px0, y0q P B seja extremo local de
f em B é que exista um real λ0 tal que
∇fpx0, y0q “ λ0gpx0, y0q (1.8)
Apesar de termos tratado de funções com domínio em R2, estes resultados
podem ser facilmente generalizados para funções com domínio em Rn. Um texto mais
completo sobre o método de Lagrange pode ser encontrado em (GUIDORIZZI, 2001) e
(KIRK, 2012).
Até este ponto do texto, trabalhamos apenas com funções reais, o que nos
permite tratar de minimizador, já que R é um conjunto ordenável, isto é, dado dois
elementos em R, sempre é possível determinar uma ordenação entre estes elementos. A
ordenação do contradomínio é essencial para trabalharmos com otimização, sendo assim, na
próxima subseção tratamos da otimização ordinal, que estuda a otimização sobre conjuntos
com relações de ordem totais e parciais.
1.1.3 Otimização ordinal
A otimização ordinal busca encontrar o menor(maior) elemento de um conjunto
segundo uma relação de ordem pré-definida. Este estudo pode ser estendido para conjuntos
com relação de ordem parcial, entretanto, nesses casos, o conceito de maior ou menor é
diferente.
Relação de ordem é um conceito fundamental no contexto da otimização, pois
nos permite comparar dois elementos de um mesmo conjunto, estabelecendo qual é o maior
e qual é o menor (ou qual é o preferido).
Essencialmente, existem dois tipos de relação de ordem, as totais e as parciais.
As totais permitem comparar todos os elementos de um conjunto e as parciais comparam
apenas um subconjunto de elementos.
Formalmente, uma relação de ordem pode ser definida da seguinte forma:
Definição 1.1.8. (MONTEIRO, 1978) Diz-se que uma relação R sobre um conjunto
E é uma relação de ordem (não estrita) se, e somente se, as seguintes condições estão
verificadas
1. Para todo x P E, tem-se xRx (propriedade reflexiva);
2. Quaisquer que sejam x e y em E, se xRy e se yRx, então x “ y (propriedade
anti-simétrica);
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3. Quaisquer que sejam x, y, z em E, se xRy e se yRz, então xRz (propriedade
transitiva).
onde xRy denota que x está relacionado com y.
Além disso, se uma ordem R, sobre um conjunto E, verificar a condição:
• Quaisquer que sejam x e y em E, tem-se xRy ou yRx
dizemos que E é um conjunto totalmente ordenado pela ordem R, caso contrário,
dizemos que o conjunto é parcialmente ordenado.
Exemplo 1.1.9. Seja o conjunto dos reais R, e a relação de ordem ď. Neste caso é fácil
verificar que as propriedades da Definição 1.1.8 são satisfeitas. Além disso, dados dois
números reais quaisquer x e y, ou x ď y ou y ď x, logo temos uma relação de ordem
total.
Definição 1.1.10. (MONTEIRO, 1978) Uma relação de ordem R que satisfaz as condições
1. Para todo x P E, tem-se x „ Rx;
2. Quaisquer que sejam x e y em E, se xRy, então y „ Rx;
3. Quaisquer que sejam x, y, z em E, se xRy e se yRz, então xRz.
é denominada relação de ordem estrita sobre E. Neste caso, x „ Ry denota que x não está
relacionado com y. Um exemplo de relação de ordem estrita é a relação ă em R.
Exemplo 1.1.11. Sejam os seguintes exemplos:
• Sejam ra, bs e rc, ds intervalos fechados. Dizemos que rc, ds ĺ ra, bs se e somente se,
c ď a e d ď b (Ordem de Kulish-Miranker).
• Sejam ra, bs e rc, ds intervalos fechados. Dizemos que rc, ds ă ra, bs se e somente se,
pc ă a, d ď bq ou pc ď a, d ă bq
No Exemplo 1.1.11, são definidas relações de ordem entre intervalos. Estes
exemplos ilustram as relações de ordem parciais, já que existem intervalos que não
podem ser comparados, por exemplo, quando ra, bs Ă rc, ds.
Para conjuntos parcialmente ordenados é possível definir pelo menos duas
noções de extremos, são elas:
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Definição 1.1.12. (Maior elemento): Seja P um conjunto parcialmente ordenado. Um
elemento g P P é o maior elemento de P , se @a P P , a ĺ g. De forma análoga podemos
definir o menor elemento.
Definição 1.1.13. (Elemento maximal): Seja P um conjunto parcialmente ordenado.
Um elemento g P P é um elemento maximal se não existir a P P tal que a ą g. O elemento
minimal pode ser definido analogamente.
Note que, a diferença entre o maior elemento e o elemento maximal é muito
sutíl. No primeiro caso, apesar da relação de ordem ser parcial, é necessário que g seja maior
que todos os elementos de P , e portanto, é necessário que g seja comparável com todos os
elementos de P . Já no segundo caso, é necessário apenas que não exista nenhum outro
elemento maior do que g, isto é, g é o maior elemento dentre aqueles que são comparáveis
a ele segundo a relação de ordem parcial estabelecida.
Se um conjunto parcialmente ordenado tem um maior elemento, então este
deve ser o único elemento maximal, mas, caso contrário, pode existir mais de um elemento
maximal.
Sendo assim, o conceito de ótimo, também depende da noção de extremo
que está sendo adotada. No nosso texto iremos trabalhar com a ideia de menor (maior)
elemento. Podemos definir ponto extremo da seguinte forma.
Definição 1.1.14. Seja pM,dq um espaço métrico e P um conjunto parcialmente ordenado
segundo a relação de ordem ĺP . Considere uma função f : M ÝÑ P e x˚ P Ω Ă M .
Dizemos que x˚ é um minimizador local de f em Ω quando existe um δ ą 0, tal que,
fpx˚q ĺP fpxq, para todo x P Bpx˚, δq X Ω. Caso fpx˚q ĺP fpxq, para todo x P Ω, x˚ é
dito minimizador global de f em Ω.
Analogamente, podemos definir uma noção de ótimo no sentido de elemento
minimal.
Definição 1.1.15. Seja pM,dq um espaço métrico e P um conjunto parcialmente ordenado
segundo a relação de ordem ĺP . Considere uma função f : M ÝÑ P e x˚ P Ω Ă M .
Dizemos que x˚ é um minimizador local de f em Ω quando existe um δ ą 0, tal que,
não existe x P Bpx˚, δq X Ω tal que, fpxq ăP fpx˚q. Caso não exista x P Ω tal que
fpxq ăP fpx˚q, x˚ é dito minimizador global de f em Ω.
A relação de ordem definida em um conjunto pode ser vista como um critério
que define a preferência entre os elementos.
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1.2 Cálculo variacional
Os problemas de otimização não estão apenas restritos a se encontrar um ponto,
ou um conjunto de pontos que otimizam uma função estes problemas podem ser ainda
mais gerais, tendo como objetivo encontrar uma função que minimize um determinado
critério (funcional). Aplicações deste tipo de problema podem ser facilmente encontradas
em física, geometria, mecânica e outras áreas.
Basicamente, os funcionais são funções de funções, isto é, a cada função dada é
associado um número real, formalmente podemos definir funcionais como:
Definição 1.2.1. Um funcional é toda função cujo domínio é um espaço vetorial e o
contra-domínio é um corpo de escalares.
Alguns exemplos de funcionais são:
• Uma função que associa cada curva do plano com extremos em pontos A e B distintos
ao seu comprimento;
• O valor da integral de
Jpxq “
ż tf
t0
x2ptqdt.
Neste caso, a cada função xp.q associamos a integral do quadrado desta função.
Analogamente ao que ocorre na otimização de funções, são estabelecidas algumas condições
necessárias para que uma função seja minimizadora de um funcional, estas condições são
fundamentais para se calcular esses minimizadores e serão estudadas na próxima subseção.
1.2.1 Condições necessárias para extremo
Basicamente, toda a teoria do cálculo variacional gira em torno da resolução
do seguinte problema:
min
xPC1rt0,tf s
Jpxq “
ż tf
t0
F pt, x, 9xqdt
xpt0q “ x0
xptf q “ xf .
(1.9)
Resolver o Problema (1.9) significa encontrar uma função real xp.q de classe C1
que minimize o funcional Jpxq e satisfaça as condições de contorno.
A teoria de máximos e mínimos de funcionais se assemelha em diversos aspectos
à teoria de máximos e mínimos de funções como veremos a seguir.
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Para definirmos o minimizador de um funcional é necessário entendermos como
medimos a distância entre duas funções e assim obtermos a noção de vizinhança nesse
contexto. Para isso, vamos utilizar a ideia de norma no espaço de funções.
Definição 1.2.2. Seja f : ra, bs Ă R ÝÑ R, definimos a norma de f como sendo:
}f} “ max
aďxďb |fpxq|. (1.10)
Obviamente existem outras normas definidas para o espaço de funções, (KREYS-
ZIG, 1989). A norma pode induzir uma distância, sendo assim, a distância induzida pela
norma acima pode ser escrita conforme Definição 1.2.3:
Definição 1.2.3. Sejam f : ra, bs Ă R ÝÑ R e g : ra, bs Ă R ÝÑ R funções contínuas,
podemos definir a distância entre f e g como sendo:
df pf, gq “ max
aďxďb |fpxq ´ gpxq|. (1.11)
Note que |fpxq ´ gpxq| é a distância entre dois elementos em R, portanto,
podemos generalizar essa definição para qualquer função cujo contra domínio é um espaço
métrico pM,dq e desta forma, a distância seria
df pf, gq “ max
aďxďb dpfpxq, gpxqq. (1.12)
onde d, é a distância definida no espaço métrico em questão. Essa última definição será
bastante útil quando trabalharmos com funções fuzzy. Com a noção de distância em mãos,
podemos estabelecer o conceito de vizinhança no contexto de funções.
Definição 1.2.4. Seja F o conjunto de funções do tipo f : R ÝÑM, onde M é um espaço
métrico qualquer. Uma vizinhança de f P F e raio δ, é o conjunto de todas as funções
f P F , tal que df pf, fq ă δ, denotamos este conjunto por Bpf, δq. Resumidamente,
f P Bpf, δq ô df pf, fq ă δ (1.13)
Vamos introduzir agora o conceito de variação, ou também conhecido como
diferencial de um funcional.
Definição 1.2.5. (GELFAND; FOMIN, 2000) Seja Jpxq um funcional definido em um
espaço vetorial linear normado, e seja
∆Jpx, hq “ Jpx` hq ´ Jpxq (1.14)
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o seu incremento, correspondente ao incremento h “ hptq, da variável independente
x “ xptq. Se x é fixo, ∆Jphq é um funcional de h, em geral um funcional não linear.
Suponha que
∆Jphq “ φphq `  }h} , (1.15)
onde φphq é um funcional linear e Ñ 0 à medida que }h} Ñ 0. Então o funcional Jphq é
dito diferenciável, e a parte linear do incremento, ∆Jphq, i.e., o funcional linear φphq é
chamado de variação (ou diferencial) de Jphq e é denotado por δJphq.
Analogamente ao Teorema 1.1.5, o Teorema 1.2.6, apresenta condições necessá-
rias para que uma função seja minimizadora de um funcional.
Teorema 1.2.6. (GELFAND; FOMIN, 2000) Uma condição necessária para que o funci-
onal diferenciável Jpxq tenha um extremo para x “ x é que sua variação se anule para
x “ x, isto é, que
δJphq “ 0 (1.16)
para x “ x e todo hptq admissível.
Demonstração. Suponha que Jpxq tenha um mínimo para x “ x. De acordo com a definição
de δJphq, temos
∆Jphq “ δJphq `  }h} , (1.17)
onde Ñ 0 à medida que }h} ÝÑ 0. Assim, para um }h} suficientemente pequeno, o sinal
de ∆Jphq será igual ao sinal de δJphq. Agora, suponha que δJph0q ‰ 0 para algum h0
admissível. Então para qualquer α ą 0, tão pequeno quanto se queira, temos
δJp´αh0q “ ´δJpαh0q. (1.18)
Então, a Equação (1.17) pode ser ajustada para ter qualquer sinal para um }h}
arbitrariamente pequeno. Mas isso é impossível, já que por hipótese Jpxq tem um mínimo
para x “ x, isto é
∆Jphq “ Jpx` hq ´ Jpxq ě 0 (1.19)
para todo }h} suficientemente pequeno. Esta contradição prova o teorema.
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A prova do Teorema 1.2.6 também pode ser encontrada em (ELSGOLTS;
YANKOVSKY, 1977), (GELFAND; FOMIN, 2000) e (KIRK, 2012).
Teorema 1.2.7. (GELFAND; FOMIN, 2000) Seja o funcional da seguinte forma
Jpxq “
ż tf
t0
F pt, x, 9xqdt (1.20)
definido no conjunto de funções de classe C1 em rt0, tf s que satisfazem as condições de
contorno xpt0q “ x0 e xptf q “ xf . Então, uma condição necessária para que Jpxq tenha
um extremo para uma dada função xptq é que xptq satisfaça a equação de Euler-Lagrange
BF pt, x, 9xq
Bx ´
d
dt
BF pt, x, 9xq
B 9x “ 0 (1.21)
Observamos que a equação de Euler-Lagrange geralmente é uma equação
diferencial de segunda ordem, e portanto, as duas constantes indefinidas que surgem na
solução são determinadas pelas condições de contorno xpt0q “ x0 e xptf q “ xf .
A equação de Euler-Lagrange é fundamental no estudo de extremos de funcionais.
A seguir, apresentamos um exemplo de aplicação da equação de Euler-Lagrange para
obtenção de um extremo.
Exemplo 1.2.8. Vamos encontrar a menor curva plana que liga dois pontos (0,a) e (1,b),
isto é, encontre a curva xptq que minimize o funcional abaixo
Jpxq “
ż 1
0
?
1` 9x2dt
xp0q “ a
xp1q “ b
(1.22)
Para este funcional a equação de Euler-Lagrange pode ser escrita como
´ d
dt
ˆ
9x?
1` 9x2
˙
“ 0 (1.23)
que pode ser reduzida à,
:xptq “ 0 (1.24)
cuja solução é
xptq “ c1t` c2 (1.25)
que claramente é uma função cujo gráfico é uma reta, como já prevíamos.
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As condições de contorno xp0q “ a e xp1q “ b são usadas para determinar as
constantes c1 e c2.
Os resultados oriundos do cálculo variacional são amplamente utilizados em
diversos segmentos de aplicação matemática. Uma abordagem de destaque se encontra na
formulação dos principais resultados da teoria de controle ótimo, como veremos na Seção
1.3.
1.3 Teoria de controle ótimo
Nesta seção introduzimos o problema de controle ótimo e apresentamos os
principais resultados referentes ao assunto. Os fundamentos teóricos apresentados estão
baseados no livro (KIRK, 2012).
1.3.1 O problema de controle ótimo
Muitos fenômenos físicos, químicos, econômicos e biológicos, podem ser mo-
delados por relações matemáticas. Em geral esses fenômenos variam de acordo com o
tempo. Em alguns casos, é possivel manipular a evolução desses fenômenos através de
uma variável externa, chamada de variável de controle. Por exemplo, pode-se ter como
objetivo, levar o fenômeno de um determinado estado para um outro, num intervalo de
tempo determinado. Em geral, existem diversas maneiras de se manipular a variável de
controle para cumprir esta tarefa, sendo assim, uma pergunta natural é: Qual é a melhor
forma de manipular (controlar) o fenômeno para que ele atinja os objetivos determinados ?
Para iniciarmos qualquer discussão sobre esta questão, é necessário termos um
critério que mensure a performance do controle, isto é, deve existir um parâmetro de
classificação, que estabeleça o quão boa é uma estratégia de controle escolhida.
O Exemplo 1.3.1 ilustra um problema de controle ótimo contextualizado no
controle de pragas de uma lavoura.
Exemplo 1.3.1. Vamos considerar uma lavoura atacada por uma determinada praga. A
dinâmica de crescimento da população de praga xptq é dada pela equação diferencial (1.26)
dxptq
dt
“ axptq
ˆ
1´ xptq
k
˙
(1.26)
onde a é a taxa de crescimento populacional e k é capacidade suporte do meio. O controle
dessa praga pode ser feito de diversas formas, em destaque, podemos citar o controle
biológico, com a inserção de um predador no meio e o controle químico, com o uso de
agrotóxicos. Considerando um controle químico uptq, existem diversas formas de modelar
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a influência deste controle na dinâmica de crescimento da praga, a maneira mais comum é
considerar que sua eficiência é proporcional à população de pragas e portanto, podemos
escrever
dxptq
dt
“ axptq
ˆ
1´ xptq
k
˙
´ bxptquptq (1.27)
onde b é um parâmetro que pondera a influência do controle no crescimento da praga.
Em geral, deseja-se levar a quantidade de pragas de um patamar conhecido até
um patamar desejado. Usando os termos matemáticos do modelo, isto significa conduzir o
sistema de um estado inicial xpt0q “ x0 a um estado final xptf q “ xf .
Como dissemos, existem inúmeras escolhas de uptq que realizam essa tarefa,
busca-se encontrar aquela que seja a melhor. A melhor escolha está baseada num critério de
performance do controle aplicado. Este critério é modelado através do seguinte funcional:
Jpuq “
ż tf
t0
c1x
2ptq ` c2u2ptqdt. (1.28)
O funcional definido na Equação (1.28), considera como custo a quantidade
de veneno aplicado uptq e a quantidade de praga na lavoura xptq. Ambos os termos estão
elevados ao quadrado para evitar a influência de valores negativos dos mesmos no cálculo
de Jpuq. As constantes c1 e c2 são usadas para ponderar a importância relativa entre
os termos xptq e uptq. Obviamente este não é o único tipo de funcional coerente com o
problema, pode-se modelar a função de performance Jpuq de diversas formas. Sendo assim,
podemos resumir o problema de controle ótimo da seguinte forma
min
uPU Jpuq “
ż tf
t0
c1x
2ptq ` c2u2ptqdt
dx
dt
“ axptq
ˆ
1´ xptq
k
˙
´ bxptquptq
xpt0q “ x0 xptf q “ xf
(1.29)
Portanto, resolver um problema de controle ótimo, significa encontrar uma
função u˚ptq que cumpra as condições estabelecidas da melhor na maneira possível. Na
proxima subseção, veremos um importante princípio que estabelece as condições necessárias
de otimalidade deste problema.
De maneira geral, um problema de controle ótimo pode ser escrito conforme
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(1.30).
min
uPU Jpuq “ hpxptf q, tf q `
ż tf
t0
F pt, x, uqdt
dx
dt
“ fpx, uq
xpt0q “ x0 xptf q “ livre
(1.30)
A solução deste problema é um par de funções u˚ptq e x˚ptq que satisfaça as
restrições e minimize o funcional objetivo. A função hpxptf q, tf q atua como uma penalização
do estado final. Note que no Problema (1.30), o estado final xptf q é livre, o que faz do
problema de controle de pragas exemplificado um caso mais restrito. No Problema (1.30),
xptq P Rn e uptq P Rm, para @t P rt0, tf s.
1.3.2 Princípio do Mínimo de Pontryagin
O Princípio do Mínimo de Pontryagin (PMP) (PONTRYAGIN et al., 1962)
estabelece condições necessárias de otimilidade sobre o problema de controle ótimo. Essas
condições auxiliam no cálculo das soluções analíticas do problema e fundamentam alguns
métodos numéricos de resolução. O PMP é estruturado com base nos princípios variacionais
estabelecidos na seção anterior. Para o problema de controle ótimo, podemos escrever o
Lagrangeano conforme Equação (1.31).
Lpt, x, u, pq “ F pt, x, uq ` pptqT
ˆ
fpx, uq ´ dx
dt
˙
(1.31)
onde pptq é o multiplicador de Lagrange. A partir do Lagrangeano podemos escrever a
função Hamiltoniana como sendo
Hpt, x, u, pq “Lpt, x, uq ` pptqT dx
dt
(1.32)
“F pt, x, uq ` pptqTfpx, uq (1.33)
O Princípio do Mínimo de Pontryagin define as Equações (1.34), (1.35) e (1.36)
como condições necessárias de otimalidade para o problema de controle ótimo:
dx˚
dt
“ `
ˆBH
Bp
˙
(1.34)
dp˚
dt
“ ´
ˆBH
Bx
˙
(1.35)
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0 “ `
ˆBH
Bu
˙
(1.36)
Além disso, são estabelecidas condições relativas ao estado final e tempo final,
definidas na Equação (1.37).
„Bh
Bxpx
˚ptf q, tf q ´ p˚ptf q
T
δxf `
„
Hpx˚ptf q, u˚ptf q, p˚ptf q, tf q ` BhBt px
˚ptf q, tf q

δtf “ 0
(1.37)
onde o termo δxf denota uma perturbação no estado final.
Em relação às condições de contorno, o problema de controle ótimo pode se
dividido basicamente em dois casos. Em todos os casos mencionados abaixo, consideramos
problemas com tf fixo.
Caso 1 - Estado final fixo - Como xptf q e tf são determinados previamente,
substituimos δxf “ 0 e δtf “ 0 em (1.37) e notamos que a condição definida por essa
equação é satisfeita automaticamente. Portanto, a única restrição sobre a condição de
contorno é x˚ptf q “ xf .
Caso 2 - Estado final livre - Neste caso, temos que δtf “ 0 e δxf é arbitrário.
Substituindo em (1.37), temos
Bh
Bxpx
˚ptf qq ´ p˚ptf q “ 0 (1.38)
Existe ainda o caso onde o estado final pertence a uma superfície definida por
mpxptqq “ 0, entretanto, não abordaremos este caso nesta tese.
Alguns outros casos relativos ao tempo final também são encontrados na
literatura, basicamente são
• Tempo final (tf ) também é uma variável de controle;
• tf “ 8 horizonte infinito.
Ambos os casos, também não serão abordados no texto, e portanto, não
detalharemos as condições de otimalidade para os mesmos.
Exemplo 1.3.2. Para ilustrar a aplicação do Princípio do Mínimo de Pontryagin, vamos
considerar o seguinte problema de controle ótimo (KIRK, 2012). Almeja-se controlar o
Sistema (1.39)
#
9x1ptq “ x2ptq
9x2ptq “ ´x2ptq ` uptq
(1.39)
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através da variável uptq de modo que o funcional
Jpuq “
ż tf
t0
1
2u
2ptqdt (1.40)
seja minimizado.
O hamiltoniano do sistema é dado por
Hpxptq, uptq, pptqq “ 12u
2ptq ` p1ptqx2ptq ´ p2ptqx2ptq ` p2ptquptq
Aplicando a condição (1.35), temos
9p˚1ptq “ ´BHBx1 “ 0
9p˚2ptq “ ´BHBx2 “ ´p
˚
1ptq ` p˚2ptq
(1.41)
Pela condição (1.36)
0 “ BHBu “ u
˚ptq ` p˚2ptq (1.42)
por fim, pela condição (1.34), temos
9x˚1ptq “ x˚2ptq
9x˚2ptq “ ´x˚2ptq ´ p˚2ptq
(1.43)
Os Sistemas (1.41) e (1.43) formam um sistema de equações diferenciais lineares
de primeira ordem, homogêneo e de coeficientes constantes. Resolvendo estas equações
temos:
x˚1ptq “ c1 ` c2r1´ e´ts ` c3
„
´t´ 12e
´t ` 12e
t

` c4
„
1´ 12e
´t ´ 12e
t

x˚2ptq “ c2e´t ` c3
„
´1` 12e
´t ` 12e
t

` c4
„
1
2e
´t ´ 12e
t

p˚1ptq “ c3
p˚2ptq “ c3r1´ ets ` c4et
(1.44)
Vamos considerar algumas possibilidades de condições de contorno.
Suponha xp0q “ r0 0sT e xp2q “ r5 2sT . Substituindo esses valores em 1.44,
temos:
c1 “ 0 c2 “ 0 c3 “ ´7.289 c4 “ ´6.103
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Para obter as funções de estado ótimas, basta substituir as constantes em (1.44)
e para obter o controle ótimo, basta fazer as devidas substituições em (1.42). A função de
estado ótima é dada em (1.45) e a função de controle ótimo é dada em (1.46).
x˚1ptq “ 7.289t´ 6.103` 6.696e´t ´ 0.593et
x˚2ptq “ 7.289´ 6.696e´t ´ 0.593et
(1.45)
u˚ptq “ 7.289´ 1.186et (1.46)
Vamos supor agora que xp0q “ r0 0sT e xp2q não seja especificado. Além disso,
vamos considerar que o funcional que mede a performance do sistema é dado pela seguinte
expressão
Jpuq “ 12 rx1p2q ´ 5s
2 ` 12 rx2p2q ´ 2s
2 ` 12
ż 2
0
u2ptqdt (1.47)
As mudanças no funcional alteram apenas as condições de contorno em t “ 2.
Substituindo na Equação (1.38), temos
p˚1p2q “ x˚1p2q ´ 5
p˚2p2q “ x˚2p2q ´ 5
(1.48)
Mais uma vez, c1 “ 0 e c2 “ 0 pois x˚p0q “ 0. Substituindo t “ 2 em 1.44 e
1.48, temos c3 “ ´2.697 e c4 “ ´2.422.
1.4 Programação dinâmica
A programação dinâmica será fundamental no desenvolvimento do Capítulo 5
desta tese. Apresentamos nessa seção o conceito de programação dinâmica aplicada ao
problema de tomada de decisão e mostramos a relação entre um problema de controle
ótimo e um problema de tomada de decisão multi-estágio.
1.4.1 Tomada de decisão multi-estágio - Multistage Decision Making
De acordo com (LARSON; CASTI, 1980), um problema de tomada de decisão
pode ser estabelecido da seguinte forma:
min
up0q,up1q,...,upNq
Jpxp0q, xp1q, ..., xpNq;up0q, up1q, ..., upNqq
sujeito a transformação xpk ` 1q “ gpxpkq, upkq, kq, onde, k P t0, 1, ..., Nu é denominado
estágio, xpkq denota um vetor x P Rn no estágio k e x é denominada variável de estado.
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Analogamente, upkq denota um vetor u P Rm no estágio k e u é denominada variável de
decisão. J é denominada função custo ou função critério.
Em geral temos, xpkq P Xk Ă Rm e upkq P Uk Ă Rm, onde Xk e Uk são
denominados respectivamente espaços admissíveis de estado e decisão no estágio k. Ba-
sicamente, dado um estado inicial xp0q, o objetivo é escolher a sequência de decisões
rup0q, up1q, ...., upN ´ 1qs que minimize a função J .
Este problema pode ser resolvido por força bruta, ou seja, testando-se todas as
possibilidades de decisões possíveis, ou pelo princípio da programação dinâmica que se
revela uma estratégia mais eficiente de resolução.
1.4.2 Programação dinâmica e Princípio de Otimalidade de Bellman
1.4.2.1 Programação dinâmica
Considere o problema
min
up0q,up1q,...,upNq
Nÿ
k“0
Lpxpkq, upkq, kq (1.49)
xpk ` 1q “ gpxpkq, upkq, kq, k “ t0, 1, 2, ..., N ´ 1u
xk P Xk uk P Uk
A função Ipx, kq, denominada função de custo mínimo, representa o custo
mínimo de se partir de um estágio k e estado xpkq e chegar ao estágio N . Isto é, é o
mínimo do seguinte problema:
Ipx, kq “ min
upkq,upk`1q,...,upNq
#
Nÿ
j“k
Lpxpjq, upjq, jq
+
Notamos que para encontrar o custo mínimo Ipx, kq é necessário resolver um
problema de N ´ k ` 1 variáveis. Mostramos através de algumas manipulações algébricas
que podemos particionar este problema em N ´ k ` 1 problemas de 1 variável.
Ipx, kq “ min
upkq,upk`1q,...,upNq
#
N´1ÿ
j“k
Lpxpjq, upjq, jq ` LpxpNq, upNq, Nqq
+
Ipx, kq “ min
upkq,upk`1q,...,upN´1q
#
N´1ÿ
j“k
Lpxpjq, upjq, jq
+
`min
upNq
tLpxpNq, upNq, Nqqu
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Ipx, kq “ min
upkq,upk`1q,...,upN´1q
#
N´1ÿ
j“k
Lpxpjq, upjq, jq
+
` IpxpNq, Nq
Ipx, kq “ min
upkq,upk`1q,...,upN´1q
#
N´1ÿ
j“k
Lpxpjq, upjq, jq
+
` IpgpxpN ´ 1q, upN ´ 1q, N ´ 1q, Nq
Ipx, kq “ min
upkq,...,upN´1q
#
N´2ÿ
j“k
Lpxpjq, upjq, jq ` LpxpN ´ 1q, upN ´ 1q, N ´ 1q
+
` IpgpxpN ´ 1q, upN ´ 1q, N ´ 1q, Nq
Ipx, kq “ min
upkq,...,upN´2q
#
N´2ÿ
j“k
Lpxpjq, upjq, jq
+
`
min
UpN´1q
tLpxpN ´ 1q, upN ´ 1q, N ´ 1qu`IpgpxpN ´ 1q, upN ´ 1q, N ´ 1q, Nq
Ipx, kq “ min
upkq,upk`1q,...,upN´2q
#
N´2ÿ
j“k
Lpxpjq, upjq, jq
+
`
`IpgpxpN ´ 2q, upN ´ 2q, N ´ 2q, Nq
Assim, obtemos
Ipx, kq “min
upkq
#
kÿ
j“k
Lpxpjq, upjq, jq
+
` Ipgpxpkq, upkq, kq, Nq.
Portanto, chegamos a um problema de apenas uma variável upkq, entretanto,
para resolver este problema é necessário conhecer a solução de Ipxpk ` 1q, k ` 1q e assim,
sucessivamente. Em resumo, para resolver um problema de tomada de decisão multi-estágio
de maneira mais eficiente, resolvemos de “trás pra frente”, isto é, encontramos Ipx,Nq
(variável de decisão upNq), com isso, conseguimos encontrar Ipx,N´1q (variável de decisão
upN ´ 1q) e assim, sucessivamente até calcularmos Ipx, kq. Nota-se que a cada estágio, o
problema a ser resolvido possui apenas uma variável. Este procedimento é denominado
programação dinâmica.
Capítulo 1. Fundamentos Teóricos 38
1.4.2.2 Princípio de Otimalidade de Bellman
Um dos resultados fundamentais no estudo de soluções de problemas de controle
ótimo é o Princípio de Otimalidade de Bellman (BELLMAN, 1957),(BELLMAN; KALABA,
1965). Apesar da simplicidade, este resultado permite desenvolvermos uma série de métodos
para aproximarmos a solução ótima do problema de controle e, além disso, obtermos uma
série de conclusões sobre o comportamento qualitativo das soluções. O princípio de
otimalidade de Bellman pode ser enunciado da seguinte forma:
Teorema 1.4.1. (KIRK, 2012) Se A-C-B é o caminho ótimo de A até B, então, C-B é o
caminho ótimo de C até B (ver Figura 3).
Demonstração. Suponha que exista um ponto D não pertencente a C-B, tal que, o caminho
ótimo de C até B seja C-D-B, então, se representarmos os custo por J , temos:
JCDB ă JCB (1.50)
JAC ` JCDB ă JAC ` JCB “ J˚AB
mas, a desigualdade 1.50 somente pode ser satisfeita se violar a afirmação de que A-C-B é
o caminho ótimo de A-B, logo, chegamos em uma contradição.
A Figura 3 ilustra o Princípio de Otimalidade de Bellman enunciado no Teorema
1.4.1.
Figura 3 – Princípio de otimalidade de Bellman - O caminho ótimo entre C e B é o fragmento
do caminho ótimo entre A e B.
Corolário 1.4.2. Suponha que entre dois pontos quaisquer exista uma única trajetória
ótima. Seja A´ C o caminho ótimo entre A e C, e B ´ C o caminho ótimo entre B e C,
então, não existe um ponto I comum às duas trajetórias tal que pI ´CqA seja diferente de
pI ´ CqB.
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Demonstração. Pelo Princípio de Otimalidade de Bellman, pI ´ CqA e pI ´ CqB são as
trajetórias ótimas que partem de I e chegam em C, porém isso contraria a hipótese de
unicidade da solução, portanto, as trajetórias pI ´ CqA e pI ´ CqB são necessariamente
iguais.
No Corolário 1.4.2 pI ´CqA denota o fragmento I ´C do caminho A´ I ´C e
pI ´CqB denota o fragmento I ´C do caminho B ´ I ´C. A Figura 4 ilustra o resultado.
Figura 4 – O gráfico superior ilustra o caso impossível, onde duas curvas se interceptam mas
tem trajetórias finais diferentes. O gráfico inferior ilustra o que ocorre quando duas
trajetórias se interceptam.
Basicamente, o resultado anterior afirma que duas soluções não podem se
interceptar, caso aconteça, elas serão iguais do ponto de interseção até o final. Este
resultado será muito importante nos Capítulos 3 e 4 deste texto. O método da programação
dinâmica, apresentado na Subseção 1.4.2, está baseado no princípio de otimalidade de
Bellman.
Conforme a sessão anterior, um problema de controle ótimo pode ser enunciado
conforme (1.51)
min
uPU Jpuq “ hpxptf q, tf q `
ż tf
t0
F pt, x, uqdt
dx
dt
“ fpx, uq
xpt0q “ x0 xptf q “ livre
(1.51)
Nota-se que este problema é o caso contínuo do problema de tomada de
decisão multi-estágio. Para utilizarmos a técnica de programação dinâmica apresentada,
necessitamos transformar (discretizar) o problema de controle ótimo em um problema de
tomada de decisão.
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Inicialmente, discretizamos o intervalo de tempo em que estamos trabalhando,
isto é, dividimos o intervalo rt0, tf s em N partes iguais de tamanho ∆t. O espaço admissível
de estado e controle também é discretizado, de modo que ambos os espaços sejam descritos
por um número finito de elementos
xpkq P tx1, ..., xpu upkq P tu1, ..., uqu. (1.52)
A dinâmica, dada pela derivada de xptq pode ser aproximada da seguinte forma
xpk ` 1q “ xpkq `∆tfpxpkq, upkqq. (1.53)
Claramente, podemos utilizar outros tipos de aproximações para derivada, sendo que,
quanto mais precisa for a aproximação, melhores serão os resultados, porém maior será o
esforço computacional.
Da mesma forma, podemos discretizar a integral do funcional como segue
Jpx, uq “ hpxpNqq `∆t
N´1ÿ
k“0
F pxpkq, upkqq. (1.54)
Portanto, podemos reescrever o problema de controle ótimo de forma aproxi-
mada da seguinte forma
Jpx, uq “hpxpNqq `∆t
N´1ÿ
k“0
gpxpkq, upkqq
xpk ` 1q “xpkq `∆tfpxpkq, upkqq
xpt0q “x0 xptf q “ livre
xpkq Ptx1, ..., xpu upkq P tu1, ..., uqu
(1.55)
Notamos que a aplicação do processo anterior não impõe nenhuma condição
sobre as funções envolvidas, nem mesmo necessitamos calcular a derivada de nenhuma
delas. A implementação computacional do método gera algumas observações interessantes.
Em um determinado estágio k, o controle definido como ótimo, pode levar a um estado
xpk ` 1q que não pertença a tx1, ..., xpu. Quando isso ocorre, é necessário recorrer a um
interpolação dos pontos próximos a xpk ` 1q.
À medida que aumentamos a dimensão do problema, o número de operações
aumenta exponencialmente, portanto, uma malha muito refinada pode ser inviável para
problemas de grandes dimensões.
Por fim, observamos que a programação dinâmica fornece uma solução em
malha fechada para o problema de controle ótimo, isto é, dado o estado e o instante, é
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possível saber qual é o melhor controle a ser adotado. Maiores detalhes sobre esse processo
podem ser observados em (KIRK, 2012). Vamos apresentar um exemplo de problema de
controle ótimo resolvido através da programação dinâmica.
Exemplo 1.4.3. Considere o seguinte problema de controle ótimo
min
uPU Jpuq “
ż 20
0
3x2ptq ` u2ptqdt
dx
dt
“ 0.1x
ˆ
ln
ˆ
1
x
˙˙
´ uptq0.45x
xp0q “ 0.975 uptq ě 0
(1.56)
Consideramos também que 0 ď uptq ď 2 e 0 ď xptq ď 1. Vamos resolver o
problema de controle ótimo acima através do método baseado na programação dinâmica.
A solução deste problema é representada no gráfico da Figura 5.
Figura 5 – O gráfico da esquerda representa a evolução de xptq ao longo do tempo sobre efeito
do controle ótimo do Problema (1.56). O gráfico da direita representa a dinâmica
ótima de uptq (controle) ao longo do tempo.
Vamos simular alguns casos de discretização para ilustrarmos diversos compor-
tamentos da solução numérica obtida através da programação dinâmica.
Caso 1 - Aplicamos o método da programação dinâmica com as seguintes
configurações
• O conjunto admissível para xptq está discretizado em 7 pontos;
• O conjunto admissível para uptq está discretizado em 7 pontos;
• O intervalo de tempo r0, 20s está discretizado em 10 pontos.
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Sendo assim, a solução dada pelo método da programação dinâmica tem os
gráficos representados nas Figuras 6 e 7.
Figura 6 – Gráfico aproximado de xptq com
malha esparsa.
Figura 7 – Gráfico aproximado de uptq com
malha esparsa.
A discretização realizada é representada pelo quadriculado tracejado. Notamos
que tanto a função de estado xptq como o controle uptq não interceptam os pontos da
malha em todos os instantes da discretização, nestes casos, usamos uma aproximação por
interpolação para identificar o melhor controle a ser adotado em cada estágio.
Caso 2
• O conjunto admissível para xptq está discretizado em 7 pontos;
• O conjunto admissível para uptq está discretizado em 7 pontos;
• O intervalo de tempo r0, 20s está discretizado em 100 pontos.
Figura 8 – Malha esparsa em xptq, porém re-
finada no tempo. Intervalo r0, 20s
dividido em 100 partes.
Figura 9 – Malha esparsa em uptq, porém re-
finada no tempo. Intervalo r0, 20s
dividido em 100 partes.
Neste caso, aplicamos um refinamento 10 vezes maior na variável temporal.
Nota-se nos gráficos da Figura 8 e 9 que as soluções se aproximam mais dos gráficos da
solução exata representado na Figura 5.
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Caso 3
• O conjunto admissível para xptq está discretizado em 70 pontos;
• O conjunto admissível para uptq está discretizado em 70 pontos;
• O intervalo de tempo r0, 20s está discretizado em 100 pontos.
Figura 10 – Malha refinada em xptq e no
tempo. Contradomínio de xptq di-
vidido em 70 partes e intervalo
r0, 20s dividido em 100 partes.
Figura 11 – Malha refinada em uptq e no
tempo. Contradomínio de uptq di-
vidido em 70 partes e intervalo
r0, 20s dividido em 100 partes.
Por fim, neste caso, melhoramos o refinamento tanto da variável temporal,
quanto da variável de estado e de controle. Com isso, é possível notar que os gráficos das
Figuras 10 e 11 já são muito próximos daqueles representados na Figura 5. Ainda assim, é
notável que essa aproximação pode ser ainda melhor, e para isso basta refinarmos mais a
malha.
Figura 12 – Gráfico de xptq para os 3 casos
de aplicação da programação dinâ-
mica.
Figura 13 – Gráfico de uptq para os 3 casos
de aplicação da programação dinâ-
mica.
Os gráficos das Figuras 12 e 13 mostram uma comparação entre as soluções
obtidas para os 3 casos estudados. Verifica-se que, à medida que refinamos a malha, as
soluções são mais similares à solução analítica do problema.
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Em cada ponto da malha é necessário avaliar todos os possíveis controles
(decisões) a serem utilizados, isso faz com que uma melhora no refinamento da malha,
aumente muito o número de operações para se calcular a solução do problema. Este número
aumenta ainda mais se trabalharmos com problemas de dimensões maiores. Por exemplo,
se estivéssemos trabalhando com um problema de 2 variáveis, ao invés de termos uma
malha no plano, teríamos uma malha no espaço e o número de pontos a serem avaliados
seria muito maior.
1.5 Conclusão
Neste capítulo, buscamos sintetizar os principais resultados sobre otimização
clássica, cálculo variacional, controle ótimo e programação dinâmica.
Inicialmente, apresentamos na Seção 1.1 os principais conceitos referentes
à otimização clássica e otimização ordinal, em destaque, apresentamos o conceito de
minimizador para conjuntos parcialmente ordenados. Verificamos que, independente do
contexto em que se realiza um processo de otimização, sempre deve existir um conjunto
de candidatos a ser o ótimo e um critério de ordenação desses candidatos. Na Seção 1.2
estudamos os principais resultados do cálculo variacional. Enfatizamos as condições de
otimalidade para problemas de cálculo variacional com condição de contorno fixa. Na Seção
1.3 introduzimos e discutimos o problema de controle ótimo, enfatizando as condições
de otimalidade dadas pelo princípio do mínimo de Pontryagyn. Por fim, na Seção 1.4,
estudamos problemas de tomada de decisão e o método da programação dinâmica, utilizado
para resolver estes problemas. Discutimos a aproximação de um problema de controle
ótimo por um problema de tomada de decisão multi-estágio.
Nos capítulos subsequentes discutiremos resultados que utilizam os conceitos
abordados neste capítulo para analisar problemas de otimização com parâmetros fuzzy.
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2 Otimização de funções fuzzy
Neste capítulo apresentamos e discutimos os conceitos básicos relacionados
à teoria de conjuntos fuzzy, analisamos funções do tipo f : FpRq Ñ FpR), e por fim,
estudamos pontos extremos dessas funções a partir da extensão de Zadeh.
Na Seção 2.1 discutimos sucintamente conceitos fundamentais relacionados
à teoria fuzzy, como por exemplo, a definição de número fuzzy, distância de Pompeiu-
Hausdorff (BEDE, 2013), espaços métricos fuzzy (DIAMOND et al., 1994), extensão de
Zadeh e o Teorema de Nguyen. Ainda nesta seção, discutimos o conceito de vizinhança de
números fuzzy e relação de ordem entre números fuzzy.
Na Seção 2.2 iniciamos o estudo da otimização de funções fuzzy. Definimos os
conceito de minimizador para funções com contradomínio no conjunto dos números fuzzy,
definimos a função ponto extremos para funções com parâmetros fuzzy e o conceito de
região de otimalidade.
Por fim, na Seção 2.3, apresentamos alguns teoremas preliminares relativos a
otimização de funções fuzzy e como resultado principal (Teorema 2.3.6), mostramos que
a extensão de Zadeh da função ponto extremo, sob certas hipóteses, de fato minimiza
(ou maximiza) a função em questão, de acordo com a relação de ordem estabelecida para
números fuzzy.
2.1 Conceitos básicos sobre subconjuntos fuzzy e funções fuzzy.
Nesta seção tratamos de conceitos fundamentais da teoria de conjuntos fuzzy.
Estes conceitos são a base para todo o desenvolvimento desta tese.
2.1.1 Conceitos preliminares
Um subconjunto fuzzy pode ser definido da seguinte forma:
Definição 2.1.1. Seja U um conjunto (clássico). Um subconjunto fuzzy F de U é carac-
terizado por uma função
µF pxq : UÑ r0, 1s
pré-fixada, chamada função de pertinência do subconjunto fuzzy F .
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Podemos dizer que um subconjunto fuzzy F de U é dado por um conjunto
clássico de pares ordenados.
F “ px, µF pxqq, onde x P U (2.1)
Definição 2.1.2. O subconjunto clássico de U definido por
suppF “ tx P U : µF pxq ą 0u
é denominado suporte de F.
Assim como o conjunto suporte, outra caracterização dos conjuntos fuzzy, muito
importante na relação entre a teoria clássica e teoria fuzzy, são os α-níveis. De modo
coloquial, um α-nível de um conjunto fuzzy A é o subconjunto do suppA (portanto um
subconjunto clássico) que contem todos os elementos cujo grau de pertinência a A é maior
ou igual a α. De modo formal, podemos introduzir a seguinte definição de α-nível:
Definição 2.1.3. Seja A um subconjunto fuzzy de U e α P r0, 1s. O α - nível de A é o
subconjunto clássico de U definido por
rAsα “ tx P U : µApxq ě αu para 0 < α ď 1
definimos rAs0 “ suppA.
Uma classe de conjuntos fuzzy bastante importante e com boas propriedades
são os chamados números fuzzy, que podem ser definidos da seguinte forma:
Definição 2.1.4. (BARROS; BASSANEZI, 2006) Um subconjunto fuzzy A é chamado
de número fuzzy quando o conjunto universo no qual ϕA está definida é o conjunto dos
números reais R e satisfaz às condições
1. todos os α-niveis de A são não vazios, com 0 ď α ď 1;
2. todos os α-niveis de A são intervalos fechados de R;
3. suppA “ tx P R : µApxq ą 0u é limitado.
O espaço dos números fuzzy será denotado nesta tese por FpRq.
Observação 2.1.5. Na Definição 2.1.4 consideramos A como sendo um subconjunto fuzzy,
e portanto, a propriedade
0 ď α ď β ď 1 ô rAsβ Ă rAsα
precisa ser verificada para que A seja um número fuzzy.
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Figura 14 – Função de pertinência de um nú-
mero fuzzy. Note que todas as
propriedades da Definição 2.1.4
são satisfeitas.
Figura 15 – Função de pertinência de um con-
junto fuzzy que não é número
fuzzy. A propriedade 2 da Defini-
ção 2.1.4 não é satisfeita.
A Figura 14 representa o gráfico da função de pertinência de um número fuzzy
e a Figura 15 representa o gráfico da função de pertinência de um conjunto fuzzy que não
é número fuzzy.
Segundo (BEDE, 2013), o conjunto FpRq define um espaço métrico com a mé-
trica d8 induzida através da métrica de Pompeiu-Hausdorff sobre os conjuntos compactos
de R.
Sendo KpXq o conjunto formado pelos subconjuntos compactos não vazios do
espaço métrico pX, dq, dados dois elementos A,B de KpXq, então a distância entre eles
pode ser definida por:
distpA,Bq “ sup
aPA
inf
bPB dpa, bq (2.2)
Segundo (DIAMOND et al., 1994), a distância definida conforme (2.2) é uma
pseudométrica, pois distpA,Bq “ 0 se e somente se, A Ă B, sem necessariamente serem
iguais. A Figura 16 ilustra através de diagramas a distância definida em 2.2. Notamos que
a distância entre dois conjuntos pode ser zero sem a necessidade de serem iguais.
Entretando, podemos definir a distância entre A,B Ă KpXq da seguinte forma:
dHpA,Bq “ maxtsup
aPA
inf
bPB dpa, bq, supbPB infaPA dpa, bqu “ maxtdistpA,Bq, distpB,Aqu (2.3)
neste caso, dH é uma métrica para o conjunto KpXq.
Usualmente, dH é a chamada distância de Pompeiu-Hausdorff. Através da
métrica de Pompeiu-Hausdorff, podemos definir uma métrica para o conjunto FpXq, que
denotaremos aqui por d8.
Definição 2.1.6. Dados dois conjuntos pu, pv P FpXq, a distância entre pu e pv é definida por
d8ppu, pvq “ sup
αPr0,1s
dHprpusα, rpvsαq (2.4)
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Figura 16 – Pseudométrica entre conjuntos. O diagrama superior ilustra o fato de distpA,Bq ‰
distpB,Aq. O diagrama inferior ilustra o caso onde é possível ter distpA,Bq “ 0 e
distpB,Aq ‰ 0.
onde d8 é conhecida como distância de Pompeiu-Hausdorff.
É facil verificar que d8 satisfaz as propriedades de métrica e portanto, pFpRq, d8q
é um espaço métrico, além disso, esse espaço é completo (ver (BEDE, 2013) e (DIAMOND
et al., 1994) ). A Figura 17 representa a distância de Hausdorff aplicada a cada α-nível de
um conjunto fuzzy. A distância entre os números fuzzy u e v é dada pelo supremo entre
essas distâncias.
Figura 17 – Métrica de Pompeiu-Hausdorff para cada α-nível de um número fuzzy. O supremo
dessas distâncias define a métrica entre os números fuzzy.
Ao longo deste texto, necessitamos frequentemente estender conceitos da teoria
clássica para teoria fuzzy. Segundo (BARROS; BASSANEZI, 2006), o método de Extensão
de Zadeh é uma das ideias básicas que promove a extensão de conceitos matemáticos não
fuzzy em fuzzy.
O princípio da Extensão de Zadeh para uma função f : X Ñ Z indica como
deve ser a imagem de um subconjunto fuzzy A de X por meio de f .
Definição 2.1.7. (BARROS; BASSANEZI, 2006) (Principio de Extensão de Zadeh). Seja
a função f : X Ñ Z e A um subconjunto fuzzy de X. A extensão de Zadeh de f é a função
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pf que, aplicada a A, fornece o subconjunto fuzzy pfpAq de Z cuja função de pertinência é
dada por
µ pfpAqpzq “
$&% supx“f´1pzqµApxq se f
´1pzq ‰ H
0 se f´1pzq “ H
onde f´1pzq “ tx : fpxq “ zu é a pré-imagem de z.
O processo gráfico para obtenção da imagem da extensão pf é dado pela Figura
18.
Figura 18 – O gráfico representa geometricamente o processo de extensão de Zadeh.
É importante observamos que a extensão de Zadeh pode ser aplicada a qualquer
tipo de função, isto é, não existe nenhuma restrição quanto ao domínio, contradomínio e
continuidade da função. O conceito de extensão de Zadeh será a base para o desenvolvimento
da teoria desta tese.
Para funções de duas variáveis, o princípio de extensão de Zadeh pode ser
enunciado como segue:
Definição 2.1.8. (BARROS; BASSANEZI, 2006) Sejam a função f : X ˆ Y Ñ Z e A e
B subconjuntos fuzzy de X e Y respectivamente. A extensão de Zadeh pf de f , aplicada a
A e B, é o subconjunto fuzzy pfpA,Bq de Z cuja função de pertinência é dada por
µ pfpA,Bqpzq “
$&% supx“f´1pzqminrµApxq, µBpyqs se f
´1pzq ‰ H
0 se f´1pzq “ H
onde f´1pzq “ tpx, yq : fpxq “ zu é a pré-imagem de z.
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O próximo resultado, Teorema 2.1.9, fornece uma importante relação entre os
α-níveis das imagens e a imagem dos α-níveis de pf e f respectivamente.
Teorema 2.1.9. (Teorema de Nguyen)(NGUYEN, 1978) Sejam f : X Ñ Z uma função
contínua e A um subconjunto fuzzy de X. Então, para todo α P r0, 1s vale
r pfpAqsα “ fprAsαq. (2.5)
De acordo com (BARROS; BASSANEZI; TONELLI, 1997), o Teorema de
Nguyen também é válido quando X “ Rn. O próximo teorema é ainda mais geral, garante
a validade do Teorema de Nguyen para espaços topológicos de Hausdorff.
Teorema 2.1.10. (GOMES, 2014) Sejam X e Y espaços de Hausdorff. Se f : X Ñ Y é
contínua, então a extensão de Zadeh pf : FKpXq Ñ FKpYq está bem definida e vale
r pfpuqsα “ fprusαq (2.6)
para todo α P r0, 1s, onde FKpXq denota a família de todos os subconjuntos fuzzy de X
com α-níveis compactos e não vazios.
As definições e resultados apresentados são cruciais e frequentemente utilizados
ao longo do texto. Podemos definir o conceito de vizinhança para px P FpRq da seguinte
forma
Definição 2.1.11. Dizemos que px P FpRq pertence a pBppx˚, q se
d8ppx, px˚q ă  (2.7)
onde d8 é a distância de Pompeiu-Hausdorff conforme Definição 2.1.6.
Isto é, pBppx˚, q é o conjunto de todos os números fuzzy que estão a uma
distância menor que  de x˚. Na Figura 19, qualquer número fuzzy px que estiver entre os
limiares tracejados está a uma distância menor que  do conjunto px˚.
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Figura 19 – Perturbação Fuzzy. O gráfico ilustra os limites de uma perturbação de um número
fuzzy. Qualquer número fuzzy com função de pertinência entre as linhas tracejadas
está a uma distância menor do que  do número fuzzy central.
No Teorema 2.1.12, mostramos que a Extensão de Zadeh da composição de
funções é igual a composição de funções estendidas pelo método de Zadeh.
Teorema 2.1.12. Seja f : Dx Ă R ÝÑ Dy Ă R, g : Dy Ă R ÝÑ Dz Ă R, h : Dx Ă R ÝÑ
Dz Ă R e h “ f ˝ g. Seja pA P FpDxq, então
phppAq “ pgp pfppAqq
onde ph, pg, pf denotam a extensão de Zadeh das funções h, g e f , respectivamente.
Demonstração. Pela definição de extensão de Zadeh podemos escrever:
µphp pAqpzq “ sup
x“h´1pzq
µ pApxq
Escrevemos a extensão de Zadeh de cada termo da composição da seguinte
forma:
µ pfp pAqpyq “ sup
x“f´1pyq
µ pApxq e µpgp pfp pAqqpzq “ sup
y“g´1pzq
µ pfp pAqpyq
Com isso, temos:
µpgp pfp pAqqpzq “ sup
y“g´1pzq
t sup
x“f´1pyq
µ pApxqu “ sup
x“f´1pg´1pzqq
µ pApxq “ sup
x“h´1pzq
µ pApxq
e assim, concluímos a demonstração.
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No próximo teorema, vamos mostrar que a extensão de Zadeh de uma função
contínua, leva números fuzzy em números fuzzy.
Teorema 2.1.13. Seja f : R ÝÑ R uma função contínua. Se px P FpRq então pfppxq P FpRq.
Demonstração. Claramente, o universo onde pfppxq está definida é o conjunto dos números
reais, pois o contradomíno de f é o próprio conjunto dos reais. Sendo assim, segundo a
definição de número fuzzy 2.1.4, temos que demonstrar os seguintes itens.
• Todos os α-niveis de pfppxq são não vazios, com 0 ď α ď 1.
Como f é contínua, podemos escrever
r pfppxqsα “ fprpxsαq
como px é um número fuzzy, então rpxsα ‰ H, @α P r0, 1s, logo fprpxsαq ‰ H .
• Todos os α-niveis de pfppxq são intervalos fechados de R.
Segundo (LIMA, 1976), a imagem de uma função contínua de um compacto é
compacta, como rxsα é compacto então, pela continuidade de f , fprxsαq é um
conjunto compacto, portanto, fechado, já que fprxsαq Ă R.
Além disso, rxsα é conexo, como a imagem contínua de conexo é conexa, então
fprxsαq é um conjunto conexo. Como fprxsαq é um conjunto conexo de R, então
fprxsαq é um intervalo, (ver (SIMMONS, 1963)).
• suppp pfppxqq “ tx P R : µ pfppxqpxq ą 0u é limitado.
suppp pfppxqq Ă suppp pfppxqq “ r pfppxqs0 “ fprpxs0q (2.8)
Pelo item anterior, temos que fprpxs0q é limitada, logo fprsuppppxqsq também é limi-
tada.
• 0 ď α ď β ď 1 ô rAsβ Ă rAsα.
r pfppxqsβ Ă r pfppxqsα ô fprpxsβq Ă pfprpxsαq ô rpxsβ Ă rpxsα ô 0 ď α ď β ď 1 (2.9)
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2.1.2 Relação de ordem em F(R)
Neste texto vamos estudar algumas relações de ordem parciais em FpRq, este
estudo será importante para fundamentarmos o conteúdo relacionado a otimização fuzzy.
Inicialmente apresentamos uma relação de ordem não estrita, estabelecendo o que seria
ĺ (“menor ou igual”) entre números fuzzy. Posteriormente, baseando-se nesta relação de
ordem não estrita, iremos apresentar uma relação de ordem estrita, estabelecendo o que
seria ă (“menor”) entre números fuzzy.
Definição 2.1.14. Sejam pu e pv números fuzzy. Dizemos que pu ĺ pvppu ă pvq se e somente
se rpusα ĺ rpvsα(rpusα ă rpvsα, respectivamente) para todo α.
A relação de ordem intervalar, utilizada na Definição 2.1.14 é a mesma que
foi definida no Exemplo 1.1.11. Esta relação de ordem é a que se encontra com mais
frequência na literatura (ARANA-JIMÉNEZ et al., 2015), (CHALCO-CANO et al., 2015),
(CHALCO-CANO; ROMÁN-FLORES; ROJAS-MEDAR, 2005), (DELGADO et al., 1994),
(OSUNA-GÓMEZ et al., 2015a), (OSUNA-GÓMEZ et al., 2015b). A Figura 20 ilustra a
interpretação desta relação de ordem:
Figura 20 – Relação de ordem parcial fuzzy clássica. Os gráficos superiores ilustram exemplos
de números fuzzy comparáveis, enquanto que os gráficos inferiores ilustram casos
de números fuzzy incomparáveis.
A relação definida em 2.1.14 não é a única ordenação parcial que podemos
fazer em FpRq, uma vez que podemos estabelecer diversos critérios para comparar dois
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números fuzzy. Por exemplo, em (DELGADO; VILA; VOXMAN, 1998), os números fuzzy
são comparados através de diversas propriedades, como fuzzyness e ambiguidade. Neste
texto vamos utilizar uma outra relação de ordem, bastante similar com a relação definida
em 2.1.14, porém mais adequada aos estudos que faremos posteriormente neste capítulo.
Definição 2.1.15. Sejam A e B números fuzzy, com rAsα “ rAαL, AαRs e rBsα “ rBαL, BαRs.
Dizemos que A ĺF B se @α P r0, 1s, AαL ď BαL e, caso AαL “ BαL, @α P r0, 1s, dizemos que
A ĺF B se @α P r0, 1s, AαR ď BαR.
A Figura 21 ilustra alguns casos de conjuntos fuzzy comparados através da
relação de ordem definida em 2.1.15.
Figura 21 – Relação de ordem parcial fuzzy alternativa. Na figura são ilustrados quatro casos
de números fuzzy comparáveis e dois casos onde não é possível fazer a comparação
pela relação de ordem definida em 2.1.15.
Note que a relação de ordem estabelecida em 2.1.15 satisfaz as condições da
Definição 1.1.8. Baseando-se na relação de ordem não estrita estabelecida em 2.1.15,
podemos apresentar uma relação de ordem estrita.
Definição 2.1.16. Sejam A e B números fuzzy, com rAsα “ rAαL, AαRs e rBsα “ rBαL, BαRs.
Dizemos que A ăF B se @α P r0, 1s, AαL ď BαL e Dα P r0, 1s tal que AαL ă BαL e, caso
AαL “ BαL, @α P r0, 1s. Dizemos que A ăF B se @α P r0, 1s, AαR ď BαR e Dα P r0, 1s tal que
AαR ă BαR.
Estas relações de ordem propostas não são totais, isso significa que existem
pares de números fuzzy que não são comparáveis.
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2.1.3 Funções fuzzy
Podemos entender como função fuzzy qualquer função que tenha como contra-
domínio FpRq, isto é, qualquer função com valor em números fuzzy:
f : X ÞÑ FpRq (2.10)
Um estudo mais detalhado sobre funções fuzzy pode ser encontrado em (DU-
BOIS, 1980) e (GOMES, 2014). Neste capítulo trabalhamos com dois tipos de funções
fuzzy, f : R ÞÑ FpRq e f : FpRq ÞÑ FpRq.
Uma maneira de “construírmos” funções fuzzy do tipo f : R Ñ FpRq é
considerarmos uma função fpx, pλq, onde pλ P FpRq é um parâmetro fuzzy fixo. A imagem
dessa função pode ser interpretada, pelo menos, de duas formas diferentes.
Na primeira delas, vamos considerar que existe uma aplicação φ : X Ñ E onde
X é o conjunto dos possíveis valores do parâmetro λ e E é um espaço de funções.
Se considerarmos pλ P FpXq, aplicamos a extensão de Zadeh à φ, para cada pλ
fuzzy obtemos um subconjunto fuzzy de funções de E, denotado por fˆλˆp.q P FpEq, onde
cada função possui um grau de pertinência referente ao valor de λ a que está associada,
conforme definição do princípio de extenção de Zadeh. Dessa forma podemos escrever
µfˆλˆp.qpfλp.qq “ suptµλˆpλq : φpλq “ fλp.qu (2.11)
A partir deste conjunto fuzzy de funções, podemos definir uma função fˆλˆ : RÑ
FpRq, onde, dado um x P R, é obtido um conjunto fuzzy como imagem, cuja função de
pertinência é dada por:
µfˆλˆpxqpyq “ suptµfˆλˆp.qpfλp.qq : fλpxq “ yu (2.12)
É importante observar que definimos uma função fˆλˆ : RÑ FpRq a partir de
um conjunto fuzzy de funções. Nós poderíamos fazer isso com qualquer conjunto fuzzy de
funções, mesmo aqueles não provenientes de uma função φpλq.
Uma segunda abordagem seria considerar que, para um dado x fixo, fosse feita
a extensão de Zadeh da função fpx, λq que, neste caso, ficaria dependendo unicamente de
λ já que x é fixo. Neste caso, o valor da função de pertinência do conjunto fuzzy imagem,
seria dado pela seguinte igualdade:
µfˆpx,λˆqpyq “ suptµλˆpλq : λ “ f´1py, xqu (2.13)
Capítulo 2. Otimização de funções fuzzy 56
Definição 2.1.17. Um conjunto de funções E é chamado de conjunto de funções
parametrizável, se for possível estabelecer uma aplicação que a cada número real associa
uma função diferente em E. Esta aplicação pode ser escrita da seguinte forma:
φ : ra, bs Ă R ÝÑ E
λ ÝÑ fλ
(2.14)
onde E é um conjunto de funções quaisquer.
Neste texto, trabalhamos também com o caso em que f : FpRq Ñ FpRq e,
neste caso, consideramos a imagem de f como sendo pfppx, pλq, onde pλ é um parâmetro fuzzy
fixo e px é uma variável fuzzy. Neste contexto, podemos pensar como no caso anterior, que
temos uma faixa de funções, onde cada função possui um grau de pertinência, porém, a
entrada não é mais um número crisp mas sim um conjunto fuzzy.
Se a função xpt, λq “ xλptq for contínua em relação a ambas as variáveis, a
aplicação φ, definida por
φ : ra, bs Ă R ÝÑ Eprc, ds,Rq
λ ÝÑ xλp.q
(2.15)
também é contínua, onde Epra, bs,Rq é um espaço de funções reais definidas em ra, bs
arbitrário . Sendo assim, podemos enunciar o Teorema 2.1.18:
Teorema 2.1.18. Seja φ uma função contínua definida como
φ : ra, bs Ă R ÝÑ Eprc, ds,Rq
λ ÝÑ xλp.q
se pλ P FpRq então a extensão de Zadeh de φ em relação a pλ possui as seguintes propriedades:
1. rpφppλqsα é compacto e conexo para qualquer α P r0, 1s;
2. rpφppλqs1 ‰ H;
3. 0 ď α ď β ď 1 ô rpφppλqsβ Ă rpφppλqsα.
4. O suppppφppλqq “ txλp.q P Epra, bs,Rq : µpφppλqpxλp.qq ą 0u é limitado.
Demonstração. 1. Como pλ P FpRq, então rpλsα é compacto e conexo para todo α P r0, 1s,
como φ é contínua, podemos escrever pelo Teorema 2.1.10:
rpφppλqsα “ φprpλsαq (2.16)
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Pela topologia, (SIMMONS, 1963), temos que qualquer imagem contínua de compacto
é compacta e qualquer imagem contínua de conexo é conexa, logo φprpλsαq “ rpφppλqsα
é conexo e compacto.
2. Como pλ P FpRq, então rpλs1 ‰ H, logo φprpλs1q “ rpφppλqs1 ‰ H.
3.
rpφppλqsβ Ă rpφppλqsα ô φprpλsβq Ă φprpλsαq ô rpλsβ Ă rpλsα ô 0 ď α ď β ď 1
4. Temos
suppppφppλqq Ă suppppφppλqq “ rpφppλqs0 “ φprpλs0q
Como pλ P FpRq, então rpλs0 é limitado. Como a imagem contínua de limitado é
limitada, temos que φprpλs0q é limitado, logo suppppφppλqq Ă φprpλs0q é limitado.
Teorema 2.1.19. Seja f uma função contínua tal que f : Epra, bs,Rq ÝÑ R. Se pxp.q é
um conjunto fuzzy de funções em Epra, bs,Rq, tal que rpxp.qsα seja compacto e conexo para
@α P r0, 1s e rpxp.qs1 ‰ H, então
pfppxp.qq P FpRq (2.17)
onde, pfppxp.qq é a extensão de Zadeh de f em relação a pxp.q.
Demonstração. Claramente, o universo onde pfppxq está definida é o conjunto dos números
reais, pois o contradomíno de f é o próprio conjunto dos reais. Sendo assim, segundo a
definição de número fuzzy 2.1.4, temos que demonstrar os seguintes itens.
• Todos os α-niveis de pfppxq são não vazios, com 0 ď α ď 1.
Para mostrarmos a condição acima, basta mostrarmos que r pfppxqs1 ‰ H. Como f
é contínua e Epra, bs,Rq é um espaço de Hausdorff, pelo Teorema 2.1.10 podemos
escrever
r pfppxqsα “ fprpxsαq
como rpxs1 ‰ H, então fprpxs1q “ r pfppxqs1 ‰ H .
• Todos os α-niveis de pfppxq são intervalos fechados de R.
Segundo (LIMA, 1976), a imagem de uma função contínua de um fechado é fechada
como rpxsα é fechado, então, pela continuidade de f , fprxsαq é um conjunto fechado.
Além disso, rpxsα é conexo, como a imagem contínua de conexo é conexa, então
fprpxsαq é um conjunto conexo. Como fprxsαq é um subconjunto conexo de R, então
fprxsαq é um intervalo, (ver (SIMMONS, 1963)).
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• suppp pfppxqq “ txp.q P Epra, bs,Rq : µ pfppxqpxp.qq ą 0u é limitado.
suppp pfppxp.qqq Ă suppp pfppxp.qqq “ r pfppxp.qqs0 “ fprpxp.qs0q
Como, por hipótese, rpxp.qs0 é compacto, então é rpxp.qs0 limitado já que rpxp.qs0 é um
subconjunto de um espaço métrico. Como a imagem contínua de limitado é limitada,
temos que fprpxp.qs0q é limitado, portanto suppp pfppxp.qqq é limitado.
Além disso, precisamos mostrar que 0 ď α ď β ď 1 ô r pfppxp.qqsβ Ă r pfppxp.qqsα,
podemos escrever:
r pfppxp.qqsβ Ă r pfppxp.qqsα ô fprpxp.qsβq Ă rfprpxp.qsαq ô rpxp.qsβ Ă rpxp.qsα ô 0 ď α ď β ď 1
A primeira equivalência é garantida pelo Teorema 2.1.10 e a última equivalência é
garantida por hipótese.
Observação 2.1.20. Note que analogamente ao que foi feito, poderíamos provar o Teorema
2.1.19 para funções do tipo f : Epra, bs,Rq ˆ ...ˆ Epra, bs,Rq ÝÑ R.
O Teorema 2.1.19 será fundamental no desenvolvimento do Capítulo 3.
2.2 Otimização de funções fuzzy
No Capítulo 1, definimos (Definição 1.1.14) o minimizador de funções do tipo
f : M ÝÑ P, onde M é uma espaço métrico e P é um conjunto parcialmente ordenado.
Nesta seção faremos uso desta definição para estabelecermos o minimizador de funções
f : FpRq ÝÑ FpRq. Onde FpRq é um espaço métrico definido pela métrica de Pompeiu-
Hausdorff e um conjunto parcialmente ordenado através da relação 2.1.14. Portanto,
podemos apresentar a seguinte definição
Definição 2.2.1. Considere uma função pf : FpRq ÝÑ FpRq e px˚ P Ω Ă FpRq. Dizemos
que px˚ é um minimizador local de pf em Ω quando existe um δ ą 0, tal que, pfppx˚q ĺF pfppxq,
para todo px P pBppx˚, δq X Ω. Caso pfppx˚q ĺF pfppxq, para todo px P Ω, px˚ é dito minimizador
global de pf em Ω.
É importante ressaltar que esta definição de minimizador se basea no conceito de
menor elemento (Definição 1.1.12). Apesar da relação de ordem ser parcial, o minimizador
precisa ser comparável com todos os elementos de pBppx˚, δq.
Com a Definição 2.2.1 em mãos, podemos estudar os pontos extremos de funçõespfppx, pλq, onde px e pλ são números fuzzy e pλ é fixo.
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2.2.1 Extensão de Zadeh para pontos extremos
Neste texto tratamos de funções que possuam algum parâmetro λ fuzzy. Por-
tanto, podemos escrever essas funções como sendo fpx, λq. Naturalmente, a classificação
de um ponto extremo pode ser alterada em função do parâmetro λ. O exemplo a seguir
ilustra essa situação:
Exemplo 2.2.2. Seja fpx, λq “ λx3 ` 2x2 ´ 3x´ 4. Segundo o Teorema 1.1.4, a condição
necessária que deve ser satisfeita para que um ponto x seja extremo é:
df
dx
pxq “ 0 ñ 3λx2 ` 4x´ 3 “ 0
Portanto, podemos escrever os valores críticos como sendo
x1 “ ´4`
?
16` 36λ
6λ x2 “
´4´?16` 36λ
6λ . (2.18)
Note que, x1 e x2 são pontos críticos reais de f se 16` 36λ ě 0, isto é:
λ ě ´1636 (2.19)
Vamos concentrar a análise em x1. Para cada valor de λ associamos um valor
x1. Para classificar o ponto x1, devemos analisar uma segunda condição, por exemplo, para
que x1 seja mínimo é necessário que
df 2
dx2
px1q ą 0.
df 2
dx2
px1q “ 6λx1 ` 4 ą 0 (2.20)
Substituindo (2.18) em (2.20), temos:
6λ
ˆ´4`?16` 36λ
6λ
˙
` 4 ą 0
λ ą ´1636
Portanto, para λ ą ´1636 o ponto x1 é um ponto de mínimo, enquanto que para
λ ď ´1636 não pode ser classificado de tal forma. Portanto Ω
I
x “
ˆ
´1636 ,`8
˙
´ t0u é o
que chamaremos de conjunto admissível I de λ para que x1 seja um ponto de mínimo.
Note que a análise que fizemos é em relação a um ponto extremo particular, no caso x1.
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O conjunto admissível I será denotado por ΩIx e suas limitações dependem do
domínio da primeira derivada da função em relação a x e do conjunto para o qual o ponto
extremo possui a mesma nomenclatura, isto é, é mínimo ou máximo.
As equações em (2.18) estabelecem uma relação entre o parâmetro λ e os pontos
extremos x1 e x2. Essas funções serão chamadas de função ponto extremo de x1 e x2 e
serão denotadas por ρx1pλq e ρx2pλq respectivamente.
É importante salientar que nem sempre será possível descrever explicitamente
o valor de um ponto extremo em função do parâmetro. Nestes casos, o valor do extremo
será definido implicitamente por λ através da função gpx, λq “ BfBx px, λq “ 0. O teorema a
seguir nos dá condições para obtermos os valores dos extremos explicitamente em função
de λ.
Teorema 2.2.3. (Teorema da função implícita) Suponha gpx, yq de classe C1 num aberto
Ω Ă R2, com px0, y0q P Ω, tal que
gpx0, y0q “ 0 e BgBy px0, y0q ‰ 0. (2.21)
Nestas condições, existe um aberto Ω1 Ă R2, com px0, y0q P Ω1, e uma única
função y “ hpxq definida e de classe C1 num intervalo aberto I, x0 P I, px, hpxqq P Ω1, e
gpx, hpxqq “ 0 (2.22)
A partir deste teorema podemos estabeler algumas definições.
Definição 2.2.4. Seja gpx, λq “ BfBx px, λq uma função que satisfaz as hipóteses do Teorema
2.2.3, então por este teorema existe uma função ρx tal que x “ ρxpλq, com λ P ΩIIx Ă R.
Chamamos a função x “ ρxpλq de função ponto extremo de x e chamamos o conjunto
ΩIIx de conjunto admissível II de x.
Note que o conjunto ΩIIx é o maior conjunto tal que se consegue expressar
explicitamente o ponto extremo em função do parâmetro. Entretanto, esta não é a única
limitação do parâmetro, como vimos no exemplo, podem existir valores de parâmetros para
os quais a função ponto extremo não está definida ou valores para os quais a classificação
deste ponto muda de nome.
Definição 2.2.5. Sejam fpx, λq uma função tal que BfBx px, λq satisfaça as condições do
teorema 2.2.3, x˚ um ponto extremo de fpx, λq e pλ P FpΩx˚q, onde Ωx˚ “ ΩIx˚ X ΩIIx˚
é o conjunto admissível de x˚. Nestas condições, denotamos por extensão do ponto
extremo o conjunto fuzzy px˚ “ pρx˚ppλq, onde pρx˚ é a extensão de Zadeh da função ponto
extremo em relação a pλ.
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Observamos que para podermos estabeler a extensão de um ponto extremo
devemos ter rpλs0 Ă Ωx˚ , ou seja, se houver algum elemento do suporte de pλ que não estiver
em Ωx˚ , não será possível definir o ponto extremo fuzzy dessa função.
No Exemplo 2.2.2, o conjunto admissível para x1 é dado por Ωx1 “
ˆ
´1636 ,`8
˙
´
t0u e a função ponto extremo é dada por
ρx1pλq “ ´4`
?
16` 36λ
6λ (2.23)
Portanto, se tivéssemos pλ “ p1; 2; 3q, a extensão do ponto extremo seria a
extensão de Zadeh de ρx1pλq em relação a pλ. Por outro lado, não poderíamos ter pλ “
p´1; 0; 1q pois 0 R ΩIx1 .
2.2.2 Região de otimalidade
Na Seção 2.3, mostramos que px˚ “ pρx˚ppλq de fato, é um minimizador, segundo
a Definição 2.2.1 da função fppx, pλq. Entretanto, este mínimo é de carater local, ou seja,
deve existir um número ˚, tal que, para qualquer px P Bppx˚, ˚), temos
pfppx˚, pλq ĺF pfppx, pλq (2.24)
Sendo assim, vamos discutir nessa subseção qual seria este valor de ˚. Vale
lembrar que cada x˚ P rpx˚s0 é um mínimo local da função fpx, λq para um determinado λ
fixo. Iniciamos com a seguinte definição:
Definição 2.2.6. Denotamos por px˚q o maior intervalo real tal que x˚ seja ponto de
mínimo (ou máximo) de fpx, λ˚q e não exista x P px˚q tal que x seja ponto extremo de
fpx, λ˚q.
Na Definição 2.2.6 estamos considerando que λ˚ é fixo e x˚ “ ρpλ˚q. Além
disso, podemos concluir que px˚q é o maior intervalo que contem x˚, tal que não exista
outro ponto extremo além de x˚, isto significa que não existe, em px˚q, outro ponto de
mínimo ou máximo que não seja x˚.
Capítulo 2. Otimização de funções fuzzy 62
Figura 22 – Exemplo de pxq. Notamos na figura que o valor de px˚q varia de acordo com x˚.
O intervalo destacado representa a intersecção de dois conjuntos px1˚q X px2˚q .
Na Figura 22, exemplificamos os intervalos px˚1q e px˚2q. Na Figura 22 também
destacamos a intersecção entre px˚1q e px˚2q, esta intersecção determinará o valor de ˚
quando λ for fuzzy. Veja a Definição 2.2.7.
Definição 2.2.7. Seja, pxq conforme Definição 2.2.6 e pfppx, pλq com pλ P FpRq fixo epx˚ “ ρppλq. Sendo assim, podemos definir
Ω “
č
xPrpx˚s0 pxq (2.25)
ΩΩ
Figura 23 – Exemplo de Ω. O conjunto fuzzy px˚ representado é obtido através da extensão de
Zadeh da função ponto extremo. As tonalidades de cinza do gráfico indicam o grau
de pertinencia para cada valor de x, quanto mais escura for a tonalidade, maior é o
grau de pertinência.
Pela Figura 23, podemos notar que para qualquer λ P rpλs0, x˚ “ ρpλq é o único
ponto extremo de fpx, λq para x P Ω “ pΩL ΩR q.
O objetivo desta subseção é definir o ˚, onde ˚ será o raio da bola Bppx˚, ˚q
onde px˚ é mínimo. Deste modo, vamos definir ˚ como sendo:
˚ “ mint|ΩL ´ x˚0L |, |ΩR ´ x˚0R |u (2.26)
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Figura 24 – Exemplo de ˚. Este valor garantirá que qualquer perturbação de px˚ em Bppx˚, ˚q
terá suporte contido em Ω.
Estamos apenas interessados nos casos onde rpx˚s0 Ă Ω, isto é, só podemos
garantir a otimalidade de px˚ se rpx˚s0 Ă Ω. Por fim, apresentamos um teorema que relaciona
a distância entre dois conjuntos fuzzy e a relação de inclusão entre os seus suportes.
Teorema 2.2.8. Sejam px P FpRq e py P FpRq. Se d8ppx, pyq “ , então rpys0 Ă rpx0L´, px0R`s.
Demonstração. Se d8ppx, pyq “ ñ sup
αPr0,1s
pdHprpxsα, rpysαqq “ , portanto podemos escrever
dHprpxs0, rpys0qq ď ñ maxt|x0L ´ y0L|, |x0R ´ y0R|u ď 
|x0L ´ y0L| ď ñ x0L ´ y0L ď ñ x0L ´  ď y0L (2.27)
|x0R ´ y0R| ď ñ x0R ´ y0R ě ´ñ x0R `  ě y0R (2.28)
Pela última desigualdade de 2.27 e 2.28, podemos concluir que rpys0 Ă rpxL ´
, pxR ` s.
Este resultado será utilizado ao longo das demonstrações dos teoremas principais
deste capítulo.
2.3 Teoremas preliminares e teorema principal
Nesta seção apresentamos inicialmente alguns resultados referentes à função
ρx˚pλq. Estes resultados serão fundamentais para demonstrarmos o teorema principal deste
capítulo. Os Teoremas 2.3.1, 2.3.3, 2.3.5 e 2.3.6 fazem parte do conjunto de resultados
inéditos obtidos nesta tese.
O primeiro teorema que apresentamos vem mostrar que sob determinadas
condições, o valor ótimo da função fpx, λq varia monotonicamente em relação ao ponto
extremo.
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Teorema 2.3.1. Seja fpx, λq uma função monótona em relação a λ tal que Bfpx, λqBx
satisfaça as hipóteses do teorema da função implícita em Dompλq, então fpx˚, ρ´1x˚ px˚qq é
monótona em relação a x˚ em D, onde D é o domínio de ρ´1x˚ px˚q.
Demonstração. Como Bfpx, λqBx satisfaz as hipóteses do teorema da função implícita, então
ρx˚pλq possui inversa para λ P rλs0 e consequentemente, tanto ρx˚pλq quanto ρ´1x˚ px˚q são
monótonas.
Para mostrar que fpx˚, ρ´1x˚ px˚qq é monótona em relação a x˚ em D, basta
mostrarmos que para quaisquer x1 e x2 arbitrários em D, fpx1, ρ´1x˚ px1qq ď fpx2, ρ´1x˚ px2qq
ou fpx1, ρ´1x˚ px1qq ě fpx2, ρ´1x˚ px2qq. Para isso teremos que considerar 8 casos.
• Caso 1.
1. fpx, λq é crescente em relação a λ;
2. ρ´1x˚ px˚q é crescente em relação a x˚;
3. x˚ é um ponto de mínimo.
Sejam x1 e x2 arbitrários com x1 ă x2. Pelo item
fpx1, ρ´1x˚ px1qq ă fpx2, ρ´1x˚ px1qq
Pelos itens 2 e 3, temos
fpx2, ρ´1x˚ px1qq ă fpx2, ρ´1x˚ px2qq
Logo,
fpx1, ρ´1x˚ px1qq ă fpx2, ρ´1x˚ px2qq
portanto, nessas condições fpx˚, ρ´1x˚ px˚qq é monótona e crescente.
• Caso 2.
1. fpx, λq é decrescente em relação a λ;
2. ρ´1x˚ px˚q é crescente em relação a x˚;
3. x˚ é um ponto de mínimo.
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Seja x1 ă x2, temos:
fpx1, ρ´1x˚ px1qq ą fpx1, ρ´1x˚ px2qq ą fpx2, ρ´1x˚ px2qq
A primeira desigualdade é justificada pelos itens 1 e 2 e a segunda pelo item 3. Neste
caso a função é decrescente.
• Caso 3.
1. fpx, λq é crescente em relação a λ;
2. ρ´1x˚ px˚q é decrescente em relação a x˚;
3. x˚ é um ponto de mínimo.
Seja x1 ă x2, temos:
fpx1, ρ´1x˚ px1qq ą fpx1, ρ´1x˚ px2qq ą fpx2, ρ´1x˚ px2qq
A primeira desigualdade é justificada pelos itens 1 e 2 e a segunda pelo item 3. Neste
caso a função é decrescente.
• Caso 4.
1. fpx, λq é decrescente em relação a λ;
2. ρ´1x˚ px˚q é decrescente em relação a x˚;
3. x˚ é um ponto de mínimo.
Seja x1 ă x2, temos:
fpx1, ρ´1x˚ px1qq ă fpx2, ρ´1x˚ px1qq ă fpx2, ρ´1x˚ px2qq
A primeira desigualdade é justificada pelo item 3 e a segunda pelos itens 2 e 3. Neste
caso a função é crescente.
• Caso 5.
1. fpx, λq é crescente em relação a λ;
2. ρ´1x˚ px˚q é crescente em relação a x˚;
3. x˚ é um ponto de máximo.
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Seja x1 ă x2, temos:
fpx1, ρ´1x˚ px1qq ă fpx1, ρ´1x˚ px2qq ă fpx2, ρ´1x˚ px2qq
A primeira desigualdade é justificada pelos itens 1 e 2 e a segunda pelo item 3. Neste
caso a função é crescente.
• Caso 6.
1. fpx, λq é decrescente em relação a λ;
2. ρ´1x˚ px˚q é crescente em relação a x˚;
3. x˚ é um ponto de máximo.
Seja x1 ă x2, temos:
fpx1, ρ´1x˚ px1qq ą fpx2, ρ´1x˚ px1qq ą fpx2, ρ´1x˚ px2qq
A primeira desigualdade é justificada pelo item 3 e a segunda pelos itens 1 e 2. Neste
caso a função é decrescente.
• Caso 7.
1. fpx, λq é crescente em relação a λ;
2. ρ´1x˚ px˚q é decrescente em relação a x˚;
3. x˚ é um ponto de máximo.
Seja x1 ă x2, temos:
fpx1, ρ´1x˚ px1qq ą fpx2, ρ´1x˚ px1qq ą fpx2, ρ´1x˚ px2qq
A primeira desigualdade é justificada pelo item 3 e a segunda pelos itens 1 e 2. Neste
caso a função é decrescente
• Caso 8.
1. fpx, λq é decrescente em relação a λ;
2. ρ´1x˚ px˚q é decrescente em relação a x˚;
3. x˚ é um ponto de máximo.
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Seja x1 ă x2, temos:
fpx1, ρ´1x˚ px1qq ă fpx1, ρ´1x˚ px2qq ă fpx2, ρ´1x˚ px2qq
A primeira desigualdade é justificada pelos itens 1 e 2 e a segunda pelo item 3. Neste
caso a função é crescente.
Portanto, mostramos que, sob as hipóteses apresentadas, fpx˚, ρ´1x˚ px˚qq é
monótona em relação a x˚.
A seguir vamos apresentar um exemplo que ilustra o caso apresentado
Exemplo 2.3.2. Seja fpx, λq “ ´x3 ´ λx2 ` 5x ` 3. Vamos verificar se a função
fpx˚, ρ´1x˚ px˚qq de fato é monótona.
Incialmente, vamos calcular Bfpx, λqBx .
Bfpx, λq
Bx “ ´3x
2 ´ 2λx` 5 (2.29)
Esta função possui duas raízes em x, estas raizes podem ser dadas em função
de λ por :
x˚1 “ 2λ`
?
4λ2 ` 60
´6 e x
˚
2 “ 2λ´
?
4λ2 ` 60
´6 (2.30)
portanto, a função possui dois pontos críticos. Calculamos a segunda derivada da seguinte
forma
B2fpx, λq
Bx2 “ ´6x´ 2λ (2.31)
Para que x˚2 seja ponto de mínimo é necessário que
B2fpx2˚ , λq
Bx2 seja positivo,
portanto, fazendo as devidas substuições temos:
B2fpx2˚ , λq
Bx2 “ 4λ
2 ` 60 ą 0 (2.32)
o que é verdade para todo λ P R. Portanto, para qualquer λ real, o ponto x˚2 é um ponto
de mínimo.
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Figura 25 – O gráfico apresenta uma curva para cada valor específico de λ. A curva transversal
representa a função fpx˚, ρ´1x˚ px˚qq.
Podemos escrever λ em função de x˚2 conforme Equação (2.33)
λ “ ´3x
2
2 ` 5
2x2
. (2.33)
Portanto, substituindo a Equaçao 2.33 em fpx, λq obtemos a expressão de
fpx˚, ρ´1x˚ px˚qq que dada pela Equação (2.34)
fpx˚, ρ´1x˚ px˚qq “ px
˚q3
2 `
5x˚
2 ` 3 (2.34)
que claramente é uma função monótona crescente.
O gráfico da Figura 25 apresenta as curvas das funções fpx, λq, para x P r´2, 0s,
para λ variando entre entre -1 e 1. Note que a curva em destaque representa a função
fpx˚, ρ´1x˚ px˚qq.
Notamos que D “ tρx˚pλq : λ P Ωx˚u são todos os possíveis valores de ótimo.
O próximo resultado, Teorema 2.3.3, garante sob determinadas hipóteses que
os extremos esquerdos de cada α-nível da imagem de pfppx˚, pλq são as imagens de algum
dos extremos de rpx˚sα e rpλsα.
Teorema 2.3.3. Seja fpx, λq uma função contínua e monótona em relação a λ tal que
Bfpx, λq
Bx satisfaça as hipóteses do teorema da função implícita em Dompλq. Se fpx, λq
for crescente em relação a λ então @α P r0, 1s, pfppx˚, pλqαL “ fpx˚αL , λαLq ou fppx˚, pλqαL “
fpx˚αR , λαLq. Caso fpx, λq seja decrescente em relação a λ então fppx˚, pλqαL “ fpx˚αL , λαRq ou
fppx˚, pλqαL “ fpx˚αR , λαRq.
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Demonstração. Inicialmente, vamos supor que fpx, λq seja crescente em relação a λ. Temos
também que
fppx˚, pλqαL “ mintfprpx˚sα, rpλsαqu (2.35)
Como a função é crescente em relação a λ, implica que
min fprpx˚sα, rpλsαq “ min fprpx˚sα, λαLq
Pela definição de x˚ temos que
min fprpx˚sα, λαLq “ fpxαL˚, λαLq ou min fprpx˚sα, λαLq “ fpxαR˚, λαLq
Analogamente, a demonstração pode ser feita para o caso em que fpx, λq é
decrescente em relação a λ.
As Figuras 26 e 27 ilustram os casos abordados.
Figura 26 – Ilustração do caso onde
fpx˚, ρ´1x˚ px˚qq é crescente.
Figura 27 – Ilustração do caso onde
fpx˚, ρ´1x˚ px˚qq é decrescente.
Observação 2.3.4. Se fpx˚, ρ´1x˚ px˚qq for crescente em relação a x˚, então
fpx˚, pλqαL “ fpxαL˚, λαLq (2.36)
caso seja decrescente
fpx˚, pλqαL “ fpxαR˚, λαLq (2.37)
Teorema 2.3.5. Seja fpx, λq uma função tal que Bfpx, λqBx satisfaça as hipóteses do
Teorema 2.2.3 e monótona em relação a λ. Se rpxs0 P Ω então
fppx˚, pλqαL “ fppx, pλqαL ñ xαL ď x˚αL ou x˚αR ď xαR @α P r0, 1s (2.38)
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onde px˚ “ pρx˚ppλq.
Demonstração. Como fpx, λq é contínua em relação a ambas as variáveis, podemos aplicar
o Teorema 2.1.9, e escrever a seguinte implicação
fppx˚, λqαL “ fppx, λqαL ñ min fprpx˚sα, rpλsαq “ min fprpxsα, rpλsαq (2.39)
Vamos supor inicialmente que a monotonicidade da f em relação a λ seja
crescente, isso implica que podemos escrever a última igualdade em (2.39) como sendo
min fprpx˚sα, λαLq “ min fprpxsα, λαLq “ fppx˚, pλqαL (2.40)
Supondo que fpx˚, ρ´1x˚ px˚qq seja crescente, pelo Teorema 2.3.3 e Observação
2.3.4, temos que
fppx˚, pλqαL “ fpxαL˚, λαLq (2.41)
Logo, pelas Equações (2.41) e (2.40), podemos escrever a seguinte igualdade
fpxαL˚, λαLq “ min fprpxsα, λαLq ñ xαL˚ P rpxsα ñ xαL ď xαL˚ (2.42)
Vamos supor agora que fpx˚, ρ´1x˚ px˚qq seja decrescente, mais uma vez, pelo
Teorema 2.3.3 e Observação 2.3.4, temos que
fppx˚, pλqαL “ fpxαR˚, λαLq (2.43)
Logo, podemos escrever a seguinte igualdade
fpxαR˚, λαLq “ min fprpxsα, λαLq ñ xαR˚ P rpxsα ñ xαR˚ ď xαR (2.44)
No caso em que a função é decrescente em relação a λ, a demonstração é
análoga.
O próximo resultado, Teorema 2.3.6, é o resultado principal deste capítulo, nele
mostramos que a extensão de Zadeh de x˚ “ ρx˚pλq é de fato um ponto de mínimo local
para fppx, pλq segundo a relação de ordem da Definição 2.1.15.
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Teorema 2.3.6. Seja fpx, λq uma função tal que Bfpx, λqBx satisfaça as hipóteses do
teorema 2.2.3 e monótona em relação a λ. Seja px˚ “ pρx˚ppλq, onde pλ P FpRq é tal que
rpλs0 Ă Ωx˚ e Ω seja um intervalo tal que rpx˚s0 Ă Ω. Então, px˚ é um minimizador local
de pfppx, pλq em Bppx˚, ˚q segundo a relação de ordem da Definição 2.1.15.
Demonstração. Mostraremos que sob as hipóteses descritas
pfppx˚, pλq ĺF pfppx, pλq @px P Bppx˚, ˚q (2.45)
Vamos supor por absurdo que isto não seja verdade, ou seja, Dpx P Bppx˚, ˚q tal
que fppx, λq ăF fppx˚, λq ou Dpx P Bppx˚, ˚q tal que px e px˚ não são comparáveis.
De acordo com a relação de ordem apresentada na Definição 2.1.15, mostrar
que Dpx P Bppx˚, ˚q tal que fppx, λq ăF fppx˚, λq é o mesmo que mostrar que
1. Dα P r0, 1s tal que fppx, λqαL ă fppx˚, λqαL;
2. Caso fppx, λqαL “ fppx˚, λqαL @α P r0, 1s, então Dα P r0, 1s tal que fppx, λqαR ă fppx˚, λqαR.
Inicialmente vamos supor que o item (1) é verdadeiro, pela continuidade de
fpx, λq em relação as duas variáveis podemos aplicar o teorema de Nguyen, e portanto
temos que para algum α P r0, 1s
min fprpxsα, rpλsαq ă min fprpx˚sα, rpλsαq (2.46)
Isso implica que para algum λ˚ P rλsα, temos que
min fprpxsα, λ˚q ă min fprpx˚sα, λ˚q (2.47)
Por hipótese, rpx˚sα Ă Ω, além disso, px P Bppx˚, ˚q e portanto, rpxsα Ă Ω, sendo
assim, podemos escrever:
min fprpx˚sα, λ˚q “ fpρx˚pλ˚q, λ˚q ď min fprpxsα, λ˚q (2.48)
Portanto chegamos a uma contradição do item (1). Vamos supor agora que o
item (2) seja verdadeiro, isso significa que para algum α P r0, 1s
max fprpxsα, rpλsαq ă max fprpx˚sα, rpλsαq (2.49)
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Note que como fpx, λq é monótona em relação a λ o máximo da função será
atingido em λ˚ “ λαL ou λ˚ “ λαR, portanto podemos reescrever a igualdade acima como
max fprpxsα, λ˚q ă max fprpx˚sα, λ˚q (2.50)
A desigualdade acima implica que Dx˜ P rpx˚sα tal que x˜ R rpxsα e fpx, λ˚q ă
fpx˜, λ˚q@x P rpxsα.
Pelo Teorema 2.3.1 sabemos que a função fpx˚, ρ´1x˚ px˚qq é monótona em relação
a x˚, vamos supor a princípio que seja crescente. Pelo teorema 2.3.5 temos que xαL ď x˚αL ,
sendo assim, pelo fato de x˜ R rpx˚sα, podemos concluir que
xαR ă x˜ ď x˚αR
Pela definição de ˚, fpx, λ˚q não possui ponto de máximo em Bpx˚αR , ˚q, então:
max fprpx˚sα, λ˚q “ fpx˚αR q ou max fprpx˚sα, λ˚q “ fpx˚αL , λ˚q
Porém x˚αL ‰ x˜, pois x˚αL R rpxsα. Logo
max fprpx˚sα, λ˚q “ fpx˚αR , λ˚q
Portanto, temos:
fpx˚αR , λ˚q ă fpx˚αR , λ˚q “ fpρpλ˚q, λ˚q (2.51)
A última igualdade é verificada pela monotonicidade crescente de fpx˚, ρ´1x˚ px˚qq.
Mas isso é uma contradição, pois x˚αR P Ω e ρpλ˚q é minimo de fpx, λ˚q para qualquer
x P Ω
Vamos supor agora que fpx˚, ρ´1x˚ px˚qq seja decrescente. Pelo Teorema 2.3.5,
temos que x˚αR ď x˚αR . sendo assim, pelo fato de x˜ R rpx˚sα, podemos concluir que
x˚αL ă x˜ ď xαL
Portanto,
max fprpx˚sα, λ˚q “ fpx˚αL , λ˚q
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Sendo assim, temos
fpρpλ˚q, λ˚q “ fpx˚αl , λ˚q ą fpx˚αl , λ˚q (2.52)
Mas isso é uma contradição, pois x˚αL P Ω e ρpλ˚q é minimo de fpx, λ˚q para
qualquer x P Ω.
Por fim, precisamos mostrar px˚ é comparável com qualquer elemento de
Bppx˚, ˚q. Na realidade, isto já foi feito, pois ao tomarmos um elemento arbitrário de
Bppx˚, ˚q para mostrarmos que pfppx˚, pλq ĺF pfppx, pλq @px P Bppx˚, ˚q provamos que é possível
comparar pfppx˚, pλq com a imagem de pfppx, pλq avaliada em qualquer elemento de Bppx˚, ˚q.
Isso conclui a prova do Teorema.
Na seção seguinte apresentamos alguns exemplos que ilustram os resultados
estudados.
2.3.1 Exemplos
Os exemplos que apresentaremos têm o objetivo de ilustrar os conceitos estu-
dados e evidenciar alguns detalhes sutís inerentes nos resultados anteriores.
Exemplo 2.3.7. Seja a função fpx, λq “ λx2 ´ 5x` λ. Vamos calcular um minimizador
de pfppx, pλq para pλ “ p2; 4; 6q.
Se considerarmos fpx, λq como uma função de duas variáveis, seu gráfico é uma
superfície representada na Figura 28
Figura 28 – Superfície de fpx, λq. Nota-se que para cada λ fixo (Corte em λ), a função possui
um minimo local.
O gráfico de pfpx, pλq é apresentado na Figura 29:
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Figura 29 – O gráfico de pfpx, pλq. A cada x P R associa-se um conjunto fuzzy. O grau de
pertinência desse conjunto fuzzy é proporcional a tonalidade escura do gráfico.
Pelo gráfico da Figura 29 já é possível notar a monotonicidade de fpx, λq em
relação à λ, entretanto em poucos passos é possível verificar algebricamente essa afirmação.
Para qualquer λ1 ą λ2 podemos escrever:
fpx, λ1q “ λ1x2 ´ 5x` λ1 “ λ1px2 ` 1q ´ 5x ą λ2px2 ` 1q ´ 5x “ fpx, λ2q
Portanto, fpx, λq é crescente em relação à λ. O cálculo da primeira e segunda
derivada em relação a x é dado por:
Bfpx, λq
Bx “ 2λx´ 5 e
B2fpx, λq
B2x “ 2λ (2.53)
É fácil verificar que a primeira função em (2.53) satisfaz as hipóteses do teorema
da função implícita (Teorema 2.2.3), isto é Bfpx, λqBx é de classe C
1 e esta função se iguala
a zero quando x “ 52λ , neste ponto a derivada parcial de fpx, λq em relação a λ não se
anula.
Sendo assim, a segunda derivada é positiva para valores positivos de λ. Portanto,
o conjunto admissível I é dado por ΩIx “ p0,`8q. O conjunto admissível II (Definição
2.2.4), é dado por ΩIIx “ R´ t0u. Portanto, podemos escrever
Ωx˚ “ ΩIx X ΩIIx “ p0,`8q (2.54)
O conjunto Ωx˚ representa o conjunto admissível para o suporte de pλ, ou seja,
só podemos aplicar o Teorema 2.3.6 se o suporte de pλ estiver contido em Ωx˚ . A função
ponto extremo é dada por
ρx˚pλq “ 52λ (2.55)
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portanto, para aplicarmos o Teorema 2.3.6 temos que ter rpλs0 Ă Ωx˚ “ p0,`8q.
Como rpλs0 “ r2, 6s Ă p0,`8q podemos concluir que a extenção de Zadeh de
ρx˚pλq “ 52λ é um minimizador local para
pfppx, pλq. A Figura 30 representa pλ e px˚.
Figura 30 – Gráfico da função de pertinência do parâmetro fuzzy pλ e do ponto de mínimo fuzzypx˚ respectivamente.
Vamos aproveitar este exemplo para fazermos alguns experimentos, iremos
comparar o valor de pfppx˚, pλq com pfppx, pλq para alguns valores de px P Bppx˚, ˚q. Onde ˚ é
definido conforme Equação (2.26).
Nas figuras subsequentes, os gráficos da esquerda representam a função de
pertinência das variáveis de entrada px˚ e px, onde px é uma perturbação do minimizador px˚
e os gráficos da direita representam as imagens de pfppx, pλq e pfppx˚, pλq.
Na Figura 31, apresentamos o primeiro teste. Como todo ponto de mínimo de
fpx, λq é global para qualquer valor de λ, então px˚ deve ser um minimizador para qualquer
perturbação feita.
Figura 31 – Exemplo de perturbação do ótimo fuzzy. O gráfico da direita confirma que pfppx˚, pλq ăpfppx, pλq conforme relação de ordem definida em (2.1.14).
Na Figura 32, para qualquer α P r0, 1s, temos r pfppx, pλqsα Ă pfppx˚, pλqsα, entre-
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tanto, segundo a relação de ordem definida em (2.1.15), temos
pfppx˚, pλq ĺF pfppx, pλq (2.56)
isso porque, para qualquer α P r0, 1s, temos r pfppx, pλqsαL ď pfppx˚, pλqsαL.
Figura 32 – Como para qualquer α P r0, 1s, temos r pfppx, pλqsαL ď pfppx˚, pλqsαL, podemos concluir
pela relação de ordem 2.1.14 que pfppx˚, pλq ă pfppx, pλq.
A Figura 33 ilustra um caso onde o conjunto fuzzy da perturbação está
totalmente a esquerda do minimizador não existindo pontos em comum entre os mesmos,
isto é rpxs0 X rpx˚s0 “ H.
Figura 33 – Gráfico de uma perturbação totalmente a esquerda. No gráfico da direita notamos
que para qualquer α P r0, 1s, temos r pfppx, pλqsαL ă pfppx˚, pλqsαL.
A Figura 34 ilustra um caso onde rpx˚s0 Ă rpxs0. Notamos que para qualquer
α P r0, 1s, temos r pfppx, pλqsαL “ pfppx˚, pλqsαL, entretanto, temos pfppx˚, pλqαR ď pfppx, pλqαR para
qualquer α P r0, 1s, o que garante que pfppx˚, pλq ĺF pfppx, pλq. Este caso também ilustra uma
aplicação do Teorema 2.3.5.
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Figura 34 – No gráfico da esquerda temos rpx˚sα Ă rpxsα, @α P r0, 1s. O gráfico da direita
representa o caso onde os limites inferiores de cada α-nível da imagem da perturbação
e do minimizador são iguais, a desigualdade é decidida pelo extremo superior dos
α-níveis da imagem.
Na Figura 35, temos um caso similar ao representado na Figura 32, entretanto,
as diferenças entre os limites inferiores dos α-níveis da imagem são muito menores. Na
Figura 35, gráfico à esquerda, destacamos com um círculo a parte do gráfico que garantepfppx˚, pλq ĺF pfppx, pλq.
Figura 35 – O minimizador px˚ e a perturbação px˚ possuem o mesmo elemento com grau de
pertinência 1, entretanto se diferenciam pelo suporte.
No exemplo anterior, trabalhamos com um caso onde a função fpx, λq é convexa
para qualquer λ fixo, e portanto, o ponto de mínimo considerado é global, fazendo com
que pfppx˚, pλq ĺ pfppx, pλq para qualquer px com suporte em R. No próximo exemplo vamos
trabalhar com uma função que não é convexa e por isso, teremos uma limitação na
vizinhança de otimalidade de px˚.
Exemplo 2.3.8. Seja a função fpx, λq “ 2.5λ` cospx´ λq, com f : r0, 2.5pis ÝÑ R. Sejapλ o número fuzzy triangular p0.7; 1.1; 1.5q. Vamos calcular o mínimo de pfppx, pλq.
O gráfico de pfpx, pλq pode ser dado por:
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Figura 36 – Gráfico de pfpx, pλq “ 2.5pλ` cospx´ pλq. A cada x P R associa-se um conjunto fuzzy.
O grau de pertinência desse conjunto fuzzy é proporcional a tonalidade escura do
gráfico.
Inicialmente, é possível notar pelo gráfico que fpx, λq é monótona em relação a
λ no suporte de pλ. Em seguida, é necessário calcularmos a primeira e segunda derivada de
fpx, λq em relação a x.
Bfpx, λq
Bx “ ´senpx´ λq e
B2fpx, λq
B2x “ ´cospx´ λq (2.57)
Portanto, igualando a primeira derivada a zero, temos a seguinte função ótimo
x˚ “ ρx˚pλq “ λ` arcsenp0q “ λ` pi (2.58)
Obviamente que arcsenp0q possui diversas soluções, S “ tNpi : K P Zu, para
cada k temos um ponto crítico associado, vamos estudar o ponto crítico associado a N “ 1,
sendo assim, vamos considerar que arcsenp0q “ pi.
Para que x˚ seja um ponto de mínimo temos que ter a segunda derivada positiva,
ou seja, ´cospx˚ ´ λq ą 0, portanto
cospx˚ ´ λq ă 0 ñ pi2 ` 2pik ă x
˚ ´ λ ă 3pi2 ` 2pik
para qualquer k P t0, 1, 2, ...u, fazendo as devidas manipulações devemos ter
´3pi2 ´ 2pik ` x
˚ ă λ ă ´pi2 ´ 2pik ` x
˚ (2.59)
Substituindo x˚ pela Equação (2.58), podemos escrever
ñ ´3pi2 ´ 2pik ` λ` pi ă λ ă ´
pi
2 ´ 2pik ` λ` pi (2.60)
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Portanto, temos a seguinte relação
´pi2 ´ 2pik ă 0 ă
pi
2 ´ 2pik (2.61)
Quando x˚ “ λ ` pi esta relação somente é valida para k “ 0. Entretanto,
os cálculos mostram (Equação (2.61)) que o sinal da segunda derivada não depende da
escolha do λ, sendo assim, para qualquer λ P R, x˚ “ λ` pi é ponto de mínimo.
Como a função está definida em r0, 2.5pis devemos ter
0 ď λ` pi ď 2.5pi ñ ´pi ď λ ď 1.5pi (2.62)
Como o suporte de pλ é r0, 7, 1.5s, a desigualdade acima é válida.
Pela Equação (2.58), sabemos que a primeira derivada se anula para x “ λ` pi,
além disso, quando calculamos a derivada de ´senpx´λq obtemos ´cospx´λq, substituindo
x por λ` pi, temos ´cosppiq “ 1 ‰ 0. Portanto, podemos concluir que a primeira derivada
satisfaz as hipóteses do teorema da função implícita para qualquer pλ com suporte em
r´pi, 1.5pis.
Pela Figura 37 podemos notar que o conjunto Ω é um intervalo limitado e
fechado dos reais. A Figura 37 representa esse intervalo.
ΩΩ
Figura 37 – Representação do intervalo Ω. Este é o intervalo em que x˚ é o único ponto crítico
para qualquer λ P rpλs0.
Nem sempre é possível calcular este intervalo, neste exemplo, é fácil verificar
que os extremos do intervalo é dado por
cospx´ 0.7q “ 1 ñ x “ 2pi ` 0.7 (2.63)
cospx´ 1.5q “ 1 ñ x “ pi ` 1.5 (2.64)
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portanto, Ω “ rpi ` 1.5, 2pi ` 0.7s.
Portanto, pelo Teorema 2.3.6, podemos garantir que a extensão de Zadeh de
ρx˚pλq “ λ` pi tem como imagem um minimizador local de pfppx, pλq, segundo a Definição
1.1.14.
Assim como fizemos no exemplo anterior, vamos apresentar alguns testes que
comparam a imagem de px˚ à imagem de um ponto da vizinhança dele. É importante notar
que neste exemplo não podemos tomar uma perturbação arbitrária de x˚. A função de
pertinência de pλ e px˚ é dada nas seguintes figuras
Figura 38 – Gráfico da função de pertinência do parâmetro fuzzy pλ e do ponto de mínimo fuzzypx˚ respectivamente.
Sendo assim, o minimizador do problema é o número fuzzy triangular px˚ “
r0.7` pi, 1.1` pi, 1.5` pis. Com a solução em mãos, vamos fazer algumas pertubações na
mesma e verificar que px˚ de fato é minimizador de pfppx, pλq.
Na Figura 39, realizamos uma perturbação deslocando o minimizador para
direita. Claramente, a imagem do minimizador é menor que a imagem da perturbação de
acordo com a relação de ordem definida em (2.1.14).
Figura 39 – Exemplo de perturbação do ótimo fuzzy. O gráfico da direita confirma que pfppx˚, pλq ăpfppx, pλq conforme relação de ordem definida em (2.1.14).
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Na Figura 40, temos rpxs0 Ă rpx˚s0. Segundo a relação de ordem definida em
2.1.15, temos
pfppx˚, pλq ĺF pfppx, pλq (2.65)
isso porque, para qualquer α P r0, 1s, temos pfppx˚, pλqαL ď pfppx, pλqαL. Essa desigualdade não é
graficamente clara, mas ocorre na região destacada pelo retângulo no gráfico da direita da
Figura 40.
Figura 40 – O gráfico da direita ilustra uma diferença muito sutíl entre a imagem do minimizador
e da perturbação. Notamos que para α próximo de 0, temos pfppx˚, pλqαL ă pfppx, pλqαL.
Na Figura 41 a perturbação é um deslocamento para direita do minimizador.
Nota-se que claramente pelo gráfico da direita que
pfppx˚, pλq ĺF pfppx, pλq
Figura 41 – O gráfico da esquerda apresenta a função de pertinência do número fuzzy minimiza-
dor, px˚ e da perturbação px. O gráfico da direita mostra claramente a desigualdade
esperada.
A Figura 42 ilustra um caso onde rpx˚sα Ă rpxsα para qualquer α P r0, 1s .
Notamos que para qualquer α P r0, 1s, temos r pfppx, pλqsαL “ pfppx˚, pλqsαL, entretanto, temos
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r pfppx˚, pλqsαR ď pfppx, pλqsαR para qualquer α P r0, 1s, o que garante que pfppx˚, pλq ĺ pfppx, pλq.
Este caso também ilustra uma aplicação do Teorema 2.3.5.
Figura 42 – Neste caso, os α-níveis do minimizador estão contidos nos α-níveis da perturbação.
Por fim, apresentamos um caso onde o elemento de maior grau de pertinência
é o mesmo para o minimizador e para a perturbação. Este também é um exemplo que
ilustra uma aplicação do Teorema 2.3.5. Como r pfppx, pλqsαL “ pfppx˚, pλqsαL temos pxαL ă px˚αL
para qualquer α P r0, 1s.
Figura 43 – A perturbação é um deslocamento do suporte do minimizador, mantêm o elemento
de maior grau de pertinência comum aos dois números fuzzy. A ordem entre as
imagens é definida pelo extremo superior dos α-níveis.
Neste exemplo, estamos trabalhando com uma função que possui diversos
pontos críticos, fizemos o estudo baseado em ponto de mínimo específico, x˚ “ λ` pi.
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2.4 Conclusão
Este capítulo pode ser separado em duas partes: a primeira traz os conceitos
básicos e fundamentais sobre a teoria fuzzy e a segunda parte contempla a proposta de
estudo de pontos extremos para funções reais com parâmetros fuzzy.
Em relação à teoria fuzzy apresentamos as definições de α-nível, distância de
Pompeiu-Hausdorff, extensão de Zadeh. Apresentamos também o Teorema de Nguyen e sua
extensão para espaços de Hausdorff. Por fim, realizamos estudos a cerca das funções fuzzy
definidas através de funções clássicas com parâmetros fuzzy. Como resultado principal
desse estudo apresentamos os Teoremas 2.1.18 e 2.1.19.
Quanto a otimização de funções fuzzy, apresentamos um estudo sobre as
propriedades da extensão de Zadeh da função ponto extremo, denotada por ρpλq. Notamos
que, utilizando a relação de ordem definida em 2.1.14, podemos concluir que a extensão
de Zadeh da função ponto extremo é o minimizador (maximizador) de pfppx, pλq no sentido
de menor elemento, definido em 1.1.14.
Como resultados preliminares, apresentamos os Teoremas 2.3.1, 2.3.3 e 2.3.5
que embasam a demonstração do resultado principal deste capítulo. Apresentamos como
resultado principal o Teorema 2.3.6 que garante sob certas condições, que a extensão de
Zadeh da função ponto extremo é um minimizador local de pfppx, pλq .
Por fim, apresentamos dois exemplos que ilustram a aplicação dos principais
conceitos e resultados desenvolvidos neste capítulo.
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3 Cálculo Variacional com condição inicial
Fuzzy
Neste capítulo estudamos problemas de cálculo variacional onde uma das
condições de contorno é fuzzy. Verificamos que, sob determinadas condições, o mínimo
local de um problema de cálculo variacional com condição inicial fuzzy é a extensão de
Zadeh da solução clássica em relação à condição inicial. O capítulo está estruturado da
seguinte forma:
Na Seção 3.1 apresentamos alguns conceitos preliminares sobre conjuntos de
funções e vizinhanças de funções com parâmetro fuzzy, os quais serão aplicados ao estudo
das propriedades dos α-níveis de conjuntos de funções fuzzy. Além disso, apresentamos
alguns resultados que relacionam a distância entre as funções com parâmetros fuzzy e as
distâncias entre seus α-níveis.
Na Seção 3.2 apresentamos o resultado central deste capítulo que caracteriza a
solução de um problema de cálculo variacional quando a condição inicial é fuzzy. Mostramos
que a extensão de Zadeh da solução ótima em relação à condição inicial fuzzy, sob algumas
hipóteses, é de fato a solução ótima para o problema fuzzy segundo a relação de ordem
estabelecida na Definição 2.1.14.
Por fim, na Seção 3.3 mostramos alguns exemplos de problemas variacionais
que ilustram os resultados e conclusões apresentados ao longo do capítulo.
3.1 Conceitos preliminares
No Capítulo 1, tratamos, de forma sucinta, dos principais tópicos do cálculo
variacional clássico. Vimos que o objetivo essencial do cálculo variacional é encontrar
funções que minimizam um determinado funcional e que satisfaçam algumas retrições, em
geral essas restrições são condições de contorno, isto é, as funções além de minimizar o
funcional, devem ter um ponto inicial e final previamente determinados.
Entretanto, em situações práticas, o valor da condição inicial pode não ser bem
definido, isto é, existem incertezas sobre o real valor da condição inicial, por exemplo,
suponha que exista a necessidade de se movimentar um satélite de uma determinada
posição para uma outra posição pelo trajeto de menor distância possível entre os dois
pontos. Este problema pode ser abordado sob o ponto de vista variacional, onde as
condições de contorno representam os pontos de partida e chegada do satélite, enquanto
que o funcional modela a distância percorrida por cada trajetória admissível, portanto,
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encontrar a solução do problema é equivalente a encontrar a trajetória que passa pelos
pontos iniciais e finais estabelecidos e minimizam o funcional.
Porém, suponha que exista incerteza em relação à posição inicial do satélite,
por conta da precisão dos equipamentos utilizados. Então, qual seria a trajetória, “incerta”,
de menor distância entre os dois pontos? A resposta para esta pergunta será construída ao
longo deste capítulo.
Nesta seção, vamos introduzir alguns conceitos similares aos que foram apre-
sentados no Capítulo 1, entretanto, voltamos nossas atenções para problemas de cálculo
variacional que possuam condição inicial fuzzy. De maneira geral, esse tipo de problema
pode ser escrito da seguinte forma:
min
xPC1prt0,tf sq
Jpxq “
ż tf
t0
F pt, x, 9xqdt
pxpt0q “ px0 xptf q “ xf (3.1)
onde px0 P FpRq.
Note que este problema é muito similar ao que foi introduzido no Capítulo
1, porém diferencia-se pelo fato da condição inicial de contorno ser um número fuzzy.
Claramente, uma possível solução deste problema será uma função que depende do tempo
e associa a cada instante de tempo um conjunto fuzzy, generalizando assim o caso clássico.
Podemos ver essa solução como um conjunto fuzzy de funções que dependem do tempo, ou
seja, cada função possui um grau de pertinência a esse conjunto, assim como foi introduzido
no Capítulo 2.
Sendo assim, apresentamos em seguida alguns conceitos sobre conjuntos de
funções, os quais serão frequentemente utilizados no estudo dos α-níveis de conjuntos de
funções fuzzy.
3.1.1 Conjunto de funções
Diferentemente do que foi estudado no Capítulo 2, neste capítulo, a solução do
problema de otimização em questão é uma função real, isto é, estamos buscando a função
que satisfaz as restrições e minimiza o funcional em questão. Sendo assim, é importante
fazermos um estudo sobre algumas propriedades de conjuntos de funções. Inicialmente,
vamos definir o que é uma relação de ordem em um conjunto de funções.
Definição 3.1.1. Seja f : ra, bs Ă R ÝÑ R e g : ra, bs Ă R ÝÑ R, dizemos que fp.q ď gp.q
se fptq ď gptq, @t P ra, bs. Além disso, se f e g satisfazem as condições anteriores e
Dt˚ P ra, bs tal que fpt˚q ă gpt˚q, então dizemos que fp.q ă gp.q.
É importante observar que esta relação não é uma relação de ordem total no
espaço das funções definidas em um intervalo ra, bs Ă R, isto é, nem todas as funções
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podem ser comparadas. Basta tomarmos as funções fptq “ t e gptq “ 1 ´ t definida no
intervalo r0, 1s, para t “ 0.25, fptq ă gptq, entretanto, para t “ 0.75, gptq ă fptq, logo,
pela Definição 3.1.1, f e g não são comparáveis.
Figura 44 – Funções comparáveis. fptq ă gptq. Figura 45 – fptq e gptq não são comparáveis.
A Figura 44 ilustra o caso onde duas funções podem ser comparadas, isto é,
podemos dizer qual é a menor e qual é a maior, enquanto que, a Figura 45, ilustra o caso
onde duas funções não podem ser comparadas. Assim como foi feito no Capítulo 2, iremos
trabalhar ao longo deste capítulo com conjunto de funções parametrizáveis.
Definição 3.1.2. Dizemos que um conjunto de funções parametrizadas é monótono
crescente em relação ao parâmetro λ, se para qualquer λ1 ă λ2, temos fλ1 ď fλ2 . Além
disso, dizemos que um conjunto de funções parametrizável é monótono decrescente em
relação ao parâmetro λ se, para qualquer λ1 ă λ2 temos fλ1 ě fλ2 .
Exemplo 3.1.3. Um exemplo bastante simples de conjunto de funções parametrizadas
monótono crescente é o conjunto de funções dado por
fpt, λq “ x2 ` x` λ (3.2)
@λ P R. É fácil verificar que se λ1 ă λ2 temos
fpt, λ1q “ x2 ` x` λ1 ă x2 ` x` λ2 “ fpt, λ2q (3.3)
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Figura 46 – Conjunto de funções parametrizá-
vel monótono crescente para três
valores distintos de λ.
Figura 47 – Conjunto de funções parametrizá-
vel monótono crescente para 15
valores distintos de λ.
Entretanto, o conjunto de funções definido por
gpt, λq “ x2 ` x` λ2 (3.4)
Não é monótono para λ P r´2, 2s Ă R. Por exemplo, seja
λ1 “ 2 e λ2 “ ´1 ñ gpt, λ1q ą gpt, λ2q (3.5)
λ1 “ 1 e λ2 “ ´2 ñ gpt, λ1q ă gpt, λ2q (3.6)
Figura 48 – λ1 ą λ2 e gpt, λ1q ą gpt, λ2q . Figura 49 – λ1 ą λ2 e gpt, λ1q ă gpt, λ2q.
Adicionalmente, estes conjuntos podem ser estritamente crescentes ou decres-
centes, para que isso aconteça, basta que a desigualdade entre as funções seja estrita.
Finalizando esta subseção, vamos apresentar um resultado que será essencial
para o desenvolvimento do restante do texto. Vamos mostrar que as soluções de um
problema de cálculo variacional formam um conjunto de funções parametrizável pela
condição inicial e além disso, esse conjunto é monótono em relação à condição inicial.
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Teorema 3.1.4. Seja o problema de cálculo variacional
min
xPC1rt0,tf s
Jpxq “
ż tf
t0
F pt, x, 9xqdt (3.7)
xpt0q “ x0 xptf q “ xf (3.8)
então, o conjunto das soluções deste problema, parametrizado pela condição inicial (λ “ x0),
é monótono.
Demonstração. Sabemos que a solução do problema acima é contínua para qualquer
condição inicial. Vamos supor que o conjunto de soluções, parametrizado pela condição
inicial, não é monótono. Então, pela continuidade da solução, existem x01 ă x02 e t˚ P
rt0, tf s tal que
xpt˚, x01q “ xpt˚, x02q e xpt˚, x01q ą xpt˚, x02q, @t P rt˚, tf s (3.9)
A Figura 50 ilustra esse caso.
Figura 50 – Contradição do princípio de otimalidade.
Pelo principio de otimalidade de Bellman (BELLMAN, 1957), se xpt, x01q é a
solução ótima que parte de x01 e chegar em xptf q então xpt˚, x01q é a trajetória ótima que
começa em xpt˚q e termina em xptf q. Entretanto, também pelo princípio de Bellman, se
xpt, x02q é a solução ótima que parte de x02 e chegar em xptf q então xpt˚, x02q é a trajetória
ótima que começa em xpt˚q e termina em xptf q. Porém, xpt˚, x01q ‰ xpt˚, x02q, portanto
chegamos a uma contradição.
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3.1.2 Vizinhança de uma solução fuzzy
Como trabalhamos com conjuntos fuzzy de funções, cada α-nível desse conjunto
fuzzy será um conjunto clássico de funções, sendo assim, é importante definirmos a métrica
que irá mensurar a distância entre dois conjuntos de funções.
Definição 3.1.5. Sejam X e Y dois conjuntos de funções do tipo x : ra, bs Ă R ÝÑ R.
Então, a distância entre esses dois conjuntos pode ser definida como
dcf pX, Y q “ dHpX, Y q “ maxtsup
xPX
inf
yPY df px, yq, supyPY infxPX df py, xqu (3.10)
onde df é a distância entre duas funções, conforme Definição 1.2.3.
Observamos que dH é a distância de Pompeiu-Hausdorff aplicada a conjuntos
de funções. Em nosso estudo, não estamos interessados em trabalhar com conjuntos de
funções arbitrários, mas sim, com conjuntos provinientes de α-níveis de conjuntos fuzzy
de funções.
Uma maneira de medirmos a distância entre duas funções do tipo pf : RÑ FpRq,
é estendermos a Definição 3.1.5 utilizando a métrica de Pompeiu-Hausdorff.
Definição 3.1.6. Sejam pf : ra, bs Ă R ÝÑ FpRq e pg : ra, bs Ă R ÝÑ FpRq, podemos
definir a distância entre pf e pg como sendo:
rdcf p pf, pgq “ sup
αPr0,1s
dcf pr pfp.qsα, rpgp.qsαq. (3.11)
onde, dcf é a distância entre conjunto de funções definida em 3.1.5.
Com a noção de distância entre duas funções fuzzy definida, vamos introduzir
o conceito de vizinhança de uma função. Da mesma maneira como foi feito para o caso
clássico,
Definição 3.1.7. Seja pf : R ÝÑ FpRq uma função fuzzy. Dizemos que pg : R ÝÑ FpRq
está numa vizinhança de pf e escrevemos pg P Bp pf, q se
rdcf pf, gq “ sup
αPr0,1s
dcf pr pfp.qsα, rpgp.qsαq ă  (3.12)
O conjunto de todos pg P Bp pf, q definem uma vizinhança  de pf .
Capítulo 3. Cálculo Variacional com condição inicial Fuzzy 90
3.2 Análise da solução do problema variacional com condição ini-
cial fuzzy
Antes de iniciarmos a demonstração do teorema principal deste capítulo (Teo-
rema 3.2.8), vamos analisar algumas características da solução do problema de cálculo
variacional com condição inicial fuzzy.
Primeiramente, observamos que a solução de um problema de cálculo variacional
é dependente da condição inicial x0, ou seja, para cada condição inicial, temos uma solução
diferente. Sendo assim, podemos definir uma função φpx0q que associa a cada condição
inicial, uma solução do problema em questão, isto é
φ : rxL0 , xR0 s Ă R ÝÑ Cpra, bsq (3.13)
No Problema (3.1), temos pxo P FpRq, logo, a solução do Problema (3.1) pode
ser vista como uma função que possui um parâmetro fuzzy, neste caso, o parâmetro é a
condição inicial. Como vimos, estas funções podem ser tratadas como um conjunto fuzzy
de funções, onde cada função, possui um grau de pertinência a este conjunto.
O problema que estamos tratando envolve a derivada e a integral de funções
com parâmetro fuzzy, portanto precisamos definir estes conceitos para esse tipo de função.
3.2.1 Derivada de funções com parâmetro fuzzy
A derivada de uma função real com parâmetro fuzzy é dada conforme Definição
3.2.1.
Definição 3.2.1. Seja xλptq uma função real parametrizada por λ P rλL, λRs Ă R, se
xλptq for diferenciável para todo λ P rλL, λRs então a derivada de pxpλptq é dada por:
dpxpλptq
dt
“
xdxpλptq
dt
. (3.14)
onde, pλ P FprλL, λRsq, pxpλptq denota a extensão de Zadeh de xλptq em relação a λ e xdxpλptqdt
denota a extensão de Zadeh de dxλptq
dt
em relação a λ. Ou seja, definimos a derivada da
extensão de Zadeh de pxpλptq como sendo a extensão de Zadeh da derivada de xλptq.
A seguir, apresentamos um exemplo de aplicação dessa definição.
Exemplo 3.2.2. Seja xpλptq “ t3`pλt2` t` 1, então o cálculo de xdxpλptqdt pode ser efetuado
da seguinte forma:
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Como xλptq “ t3`λt2` t`1 então dxλptq
dt
“ 3t2`2λt`1, aplicando a extensão
de Zadeh em relação a λ na última equação obtemos
xdxpλptq
dt
“ 3t2 ` 2pλt` 1 (3.15)
Observamos que a Equação (3.15) é apenas uma notação para representar a
extensão de Zadeh de 3t2 ` 2λt ` 1 em relação a λ. Não são realizadas operações com
números fuzzy durante o cálculo de
xdxpλptq
dt
.
Figura 51 – Gráfico da função com parâmetro
Fuzzy.
Figura 52 – Gráfico da derivada da função
com parâmetro fuzzy.
Nas Figuras 51 e 52 apresentamos os gráficos das funções fuzzy xpλptq e
xdxλptq
dt
,
respectivamente.
Por fim, vamos promover uma comparação entre a derivada apresentada na
Definição 3.2.1 e a derivada de Hukuhara (Definição 3.2.3).
Considerando a função
u : ra, bs ÝÑ FpRq, a ě 0. (3.16)
a derivada de Hukuhara é estabelecida na Definição 3.2.3.
Definição 3.2.3. (Derivada de Hukuhara) (BARROS; BASSANEZI, 2006). A função
u1 : ra, bs ÝÑ FpRq cujos α-níveis são dados por
ru1ptqsα “ rpuαLq1ptq, puαRq1ptqs (3.17)
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para todo α P r0, 1s, é a derivada da função fuzzy uptq, conhecida como derivada de
Hukuhara. Estamos suponto a existência das derivadas clássicas puαLq1ptq e puαRq1ptq.
A derivada de Hukuhara não é aplicada a qualquer função fuzzy, pois o valor
da derivada pode ser invertido e não definir um intervalo. A função do Exemplo 3.2.2 não
é derivável segundo Hukuhara, para exemplificar este problema, seja pλ o conjunto fuzzy
triangular pλ “ r0, 2.5, 5s , tomemos α “ 0.5, sendo assim, temos
xptqαL “ xptq0.5L “ xpt, rλs0.5L q “ xpt, 1.25q “ t3 ` 1.25t2 ` t` 1 (3.18)
xptqαL “ xptq0.5R “ xpt, rλs0.5L q “ xpt, 3.75q “ t3 ` 3.75t2 ` t` 1 (3.19)
Pela Definição 3.2.3 da derivada de Hukuhara temos
rx1ptqsα “ rpuαLq1ptq, puαRq1ptqs “ r3t2 ` 2.5t` 1 , 3t2 ` 7.5t` 1s (3.20)
sendo x1 : ra, bs ÝÑ FpRq. Entretanto, se tomarmos t “ ´0.5 temos o seguinte
rx1p´0.5qs0.5L “ 2 (3.21)
rx1p´0.5qs0.5R “ 0.5 (3.22)
Porém isso não define um intervalo, pois rx1p´0.5qs0.5R ă rx1p´0.5qs0.5L , logo a
derivada de Hukuraha não é aplicada a este caso. Porém, vimos no exemplo 3.2.2 que a
derivada definida conforme 3.2.1 pode ser aplicada a este caso. A derivada definida em
3.2.1 é um caso particular da derivada fuzzy estudada em (GOMES, 2014). Para maiores
informações sobre derivadas de funções fuzzy o leitor pode consultar os seguintes textos
((DIAMOND et al., 1994), (KALEVA, 1987), (SEIKKALA, 1987)).
3.2.2 Integral de funções com parâmetro fuzzy
Da mesma maneira, podemos definir a integral para funções com parâmetros
fuzzy da seguinte forma:
Definição 3.2.4. Seja xλptq uma função real parametrizada por λ P rλL, λRs Ă R, se xptq
for integrável para todo λ P rλL, λRs então a integral de pxpλptq pode ser dada por:
ż b
a
pxpλptqdt “ xż b
a
xpλptqdt. (3.23)
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onde, λ P FprλL, λRsq, pxpλptq denota a extensão de zadeh de xλptq em relação a λ e xż b
a
xpλptqdt
denota a extensão de Zadeh de
ż b
a
xλptqdt em relação a λ.
Exemplo 3.2.5. Vamos calcular a integral da seguinte função
pxpλptq “ pλt` sen2ptq (3.24)
onde, pλ “ p1; 2; 3q, que representa o número triangular fuzzy com suporte em r1, 3s Ă R.
O gráfico dessa função fuzzy pode ser dado pelo gráfico da Figura 54.
Figura 53 – Função fuzzy que será integrada.
Para calcular a integral desta função segundo a Definição 3.2.4 fazemos o
cálculo da mesma, utilizando a integral de Riemann e consideramos o parâmetro fuzzy
como sendo uma constante, portanto, temos que
ż x
0
ppλτ ` sen2pτqqdτ “ 12 ´pλx2 ` x´ senpxq cospxq¯ . (3.25)
O gráfico da integral é dado na Figura 54:
Figura 54 – A cada valor de x associamos um conjunto fuzzy que representa
a área abaixo do gráfico de pxpλptq para t P r0, xs.
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Por exemplo, se estabelecermos que os limites de integração serão 0 e 2pi, então
a integral será dada por
ż 2pi
0
pλt` sen2ptqdt “ pip2pλpi ` 1q (3.26)
e portanto, a integral da função fuzzy com limites definidos é um conjunto fuzzy cujo
gráfico é dado na Figura 55
Figura 55 – Conjunto fuzzy referente à integral da função fuzzy pxpλptq “pλt` sen2ptq com limites de integração 0 e 2pi.
Geometricamente, como a função integrada é fuzzy, a área abaixo de seu gráfico
também é, sendo assim, o conjunto fuzzy da Figura 55, representa á área abaixo do gráfico
da função pxpλptq “ pλt` sen2ptq com limites de integração 0 e 2pi.
3.2.3 Funcional fuzzy
Em resumo, para obtermos o valor do funcional do Problema (3.1) fazemos
uma extensão de Zadeh de funções compostas da seguinte forma
x0
φ1ÝÑ xx0ptq φ2ÝÑ F pt, x, 9xq φ3ÝÑ
ż tf
t0
F pt, x, 9xqdt “ Jpxq (3.27)
A função φ1 possui como domínio um subconjunto dos reais e como contra
domínio um conjunto de funções diferenciáveis, isto é
φ1 : rxL0 , xR0 s Ă R ÝÑ C1pra, bs,Rq (3.28)
A função φ2 por sua vez é uma função que leva xx0ptq na função que será
integrada no funcional. Portanto, φ2 é determinada por F pt, x, 9xq. Sempre iremos trabalhar
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com funcionais contínuos em relação as três variáveis, portanto podemos escrever:
φ2 : C1pra, bs,Rq ÝÑ Cpra, bs,Rq (3.29)
Finalmente, em relação a φ3, podemos concluir que esta aplicação é contínua
pela continuidade da integral. Podemos escrever:
φ3 : Cpra, bs,Rq ÝÑ R (3.30)
Sendo assim, aplicando a extensão de Zadeh em cada uma das funções, obtemos:
px0 pφ1ÝÑ pxpx0ptq pφ2ÝÑ pF pt, px0, 9pxq pφ3ÝÑyż tf
t0
pF pt, px0, 9pxqdt “ pJppx0q
A integral que aparece no último termo da composição é equivalente a integral
definida em 3.2.4, o mesmo acontece com a derivada, isto é, a derivada que aparece na
composição acima é calculada conforme a Definição 3.2.1.
Em relação ao funcional, precisamos garantir que a sua imagem seja um
número fuzzy, uma vez que a relação de ordem que definimos compara apenas essa classe
de conjuntos fuzzy.
Teorema 3.2.6. Seja px0 P FpRq e φ1, φ2 e φ3 aplicações contínuas, então pJppxq definido
pela composição de extensões de Zadeh abaixo
px0 pφ1ÝÑ pxpx0ptq pφ2ÝÑ pF pt, px, 9pxq pφ3ÝÑyż tf
t0
pF pt, px0, 9pxqdt “ pJppx0q (3.31)
é um número fuzzy.
Demonstração. Inicialmente vamos analisar a extensão de Zadeh de φ1. Como φ1 é contínua,
isto é, existe uma dependência contínua de xx0ptq em relação a x0, e px0 P FpRq, então
podemos garantir pelo Teorema 2.1.18 que
• rpxpx0ptqsα são conjuntos compactos e conexos de funções para qualquer α P r0, 1s;
• rpxpx0ptqs1 ‰ H.
• 0 ď α ď β ď 1 ô rpxpx0ptqsβ Ă rpxpx0ptqsα
• O suppppxpx0ptqq é limitado.
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Utilizando a propriedade de continuidade do operador derivada, podemos
estender as propriedades acima para 9pxpx0ptq.
Temos que φ2 é contínua, isto é, F pt, x, 9xq é contínua em relação a todos os
seus argumentos, além disso, φ3 é contínua pela continuidade da integral. Os conjuntos
de funções fuzzy pxpx0ptq e 9pxpx0ptq juntamente com a contínuidade de φ2 e φ3 satisfazem as
hipóteses do Teorema 2.1.19, portanto, podemos concluir que
yż tf
t0
pF pt, px, 9pxqdt “ pJppxq P FpRq (3.32)
completando assim a prova do Teorema.
Todas essas análises e teoremas apresentados anteriormente serão utilizados no
desenvolvimento dos resultados da próxima subseção.
3.2.4 Teorema principal
Nesta subseção tratamos do resultado principal do capítulo, Teorema 3.2.8.
Nele, apresentamos condições suficientes que garantem, sob certas hipóteses, que a extensão
de Zadeh da solução ótima em relação à condição inicial é a solução ótima para o problema
variacional com condição inicial fuzzy. Iremos considerar que para cada x0, o problema
variacional possui uma única solução global, para isso usaremos a hipótese de convexidade
do funcional. Além disso, esta otimalidade ocorre em B˚F ppx˚pt, px0q, q, cuja definição é dada
em 3.2.7.
Definição 3.2.7. Seja o problema de cálculo variacional (3.1). Denotamos porB˚F ppx˚pt, px0q, q
o conjunto de todos os subconjuntos fuzzy de funções pxpt, px0q que estão a uma distância
 (Definição 3.1.6) de px˚pt, px0q, tais que exista uma aplicação contínua que associe os
elementos de rpx0s0 aos elementos de rpxpt, px0qs0.
O conjunto B˚F ppx˚pt, px0q, q define a que elementos a solução ótima está sendo
comparada.
Teorema 3.2.8. Seja o problema
min
xPC1prt0,tf sq
Jpxq “
ż tf
t0
F pt, x, 9xqdt (3.33)
pxpt0q “ px0 xptf q “ xf (3.34)
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tal que F pt, x, 9xq seja contínua em relação a todas as variáveis, convexa e a solução do
problema clássico seja contínua em relação a x0 P rxL0 , xR0 s, então px˚pt, px0q é minimizador
do Problema (3.33) em B˚F ppx˚pt, px0q, ˚q para qualquer ˚ ą 0, de acordo com a definição
de minimizador dada em 1.1.14 .
Demonstração. Devemos mostrar que dado ˚ ą 0 temos pJppx˚pt, px0qq ĺ Jppxpt, px0qq para
qualquer pxpt, px0q P B˚F ppx˚pt, px0q, ˚q que satisfaça as condições de contorno.
De acordo com o Teorema 3.2.6, com as hipóteses de continuidade de F pt, x, 9xq
em relação a todas as variáveis e da solução em relação à condição inicial, podemos
garantir que pJppx˚pt, px0qq é um número fuzzy. Além disso, qualquer solução fuzzy admissível
pertencente a B˚F ppx˚pt, px0q, ˚q possui como suporte um conjunto de soluções admissíveis
que dependem continuamente da condição inicial, logo pJppxpt, px0qq também é um número
fuzzy. Sendo assim, podemos utilizar a relação de ordem definida em 2.1.14 para comparar
os dois números fuzzy, portanto, temos que mostrar que para qualquer α P r0, 1s, temos:
pJppx˚pt, px0qqαL ď pJppxpt, px0qqαL e pJppx˚pt, px0qqαR ď pJppxpt, px0qqαR (3.35)
para qualquer pxpt, px0q P B˚F ppx˚pt, px0q, ˚q.
Inicialmente, vamos demonstrar a primeira desigualdade. Como pJppx˚pt, px0qq é
um número fuzzy, então r pJppx˚pt, px0qqsα é um intervalo fechado real, portanto podemos
escrever:
pJppx˚pt, px0qqαL “ minr pJppx˚pt, px0qqsα (3.36)
Aplicando o Teorema 2.1.10, temos:
minr pJppx˚pt, px0qqsα “ min Jprpx˚pt, px0qsαq (3.37)
Aplicando o mesmo raciocínio, para qualquer pxpt, px0q P B˚F ppx˚pt, px0q, ˚q, temos
pJppxpt, px0qqαL “ min Jprpxpt, px0qsαq (3.38)
Como a solução ótima fuzzy e sua perturbação dependem continuamente da
condição inicial podemos escrever rpx˚pt, px0qsα “ x˚pt, rpx0sαq e rpxpt, px0qsα “ xpt, rpx0sαq, por-
tanto, sendo x˚pt, x˚0q e xpt, x0q os argumentos que minimizam Jprpx˚pt, px0qsαq e Jprxpt, px0qsαq
respectivamente, temos x0 P rpx0sα portanto temos x˚pt, x0q P rpx˚pt, px0qsα, logo, podemos
escrever:
Jpx˚pt, x˚0qq ď Jpx˚pt, x0qq (3.39)
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Além disso, como o funcional é convexo, x˚pt, x0q é a solução ótima global para
o problema clássico com condição inicial x0, o que significa que @˚ ą 0, temos
Jpx˚pt, x0qq ď Jpxpt, x0qq (3.40)
@xpt, x0q P Bpx˚pt, x0q, ˚q. Portanto, podemos concluir que para qualquer ˚ ą 0 e
xpt, x0q P Bpx˚pt, x0q, ˚q temos
Jpx˚pt, x˚0qq ď Jpx˚pt, x0qq ď Jpxpt, x0qq “ pJppxpt, px0qqαL (3.41)
o que demonstra a primeira desigualdade. O procedimento para demonstrarmos quepJppx˚pt, px0qqαR ď pJppxpt, px0qqαR é similar ao anterior. Podemos escrever:
pJppx˚pt, px0qqαR “ max Jprpx˚pt, px0qsαq e pJppxpt, px0qqαR “ max Jprpxpt, px0qsαq (3.42)
Sejam x˚pt, x˚0q e xpt, x0q os argumentos que maximizam Jprpx˚pt, px0qsαq e
Jprxpt, px0qsαq respectivamente, portanto, como x˚pt, x˚0q é o solução ótima global para o
problema clássico com condição inicial x˚0 , isso significa que @ ą 0, temos
Jpx˚pt, x˚0qq ď Jpxpt, x˚0qq (3.43)
@xpt, x˚0q P Bpx˚pt, x˚0q, ˚q.
Além disso, xpt, x0q “ arg max Jprpxpt, px0qsαq e xpt, x˚0q P rpxpt, px0qsα, pois x˚ P
rpx0sα, portanto podemos escrever
Jpx˚pt, x˚0qq ď Jpxpt, x˚0qq ď Jpxpt, x0qq “ max Jprpxpt, px0qsαq “ pJppxpt, px0qqαR
Portanto, pJppx˚pt, px0qqαR ď pJppxpt, px0qqαR (3.44)
Sendo assim, concluímos a demonstração da segunda desigualdade e do Teorema.
Na próxima seção iremos apresentar alguns exemplos que caracterizam e ilus-
tram as ideias e conceitos apresentados nesse capítulo.
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3.3 Exemplos
Vamos apresentar alguns exemplos que ilustram os resultados anteriormente
estudados.
Exemplo 3.3.1. (KIRK, 2012) Neste exemplo vamos encontrar o extremo do funcional
min
xPC1r0,pi{2s
Jpxq “
ż pi
2
0
r 9x2ptq ´ x2ptqsdt
pxp0q “ px0 x´pi2¯ “ 1
onde px0 “ p0; 1; 2q, isto é, px0 é o número fuzzy triangular simétrico com vértices em 0, 1 e
2.
Pelo Teorema 1.2.7, a condição necessária de otimalidade para o problema
clássico, é a solução da equação de Euler:
BF pt, x˚, 9x˚q
Bx ´
d
dt
BF pt, x˚, 9x˚q
B 9x “0 (3.45)
´2x˚ptq ´ d
dt
r2 9x˚ptqs “0 (3.46)
:x˚ptq ` x˚ptq “0 (3.47)
ou seja, uma condição necessária para que x˚ptq seja uma solução do problema variacional,
é que esta função seja solução do PVC, :x˚ptq ` x˚ptq “ 0, com condição de contorno
xp0q “ x0 e x
´pi
2
¯
“ 1. Este PVC pode ser resolvido analiticamente, já que é linear e
possui coeficientes constantes. Sua solução geral é da forma
x˚ptq “ c1cosptq ` c2senptq (3.48)
Para definir c1 e c2, utilizamos as condições de contorno, isto é, precisamos
resolver o seguinte sistema
c1cosp0q ` c2senp0q “x0 (3.49)
c1cos
´pi
2
¯
` c2sen
´pi
2
¯
“1 (3.50)
Pela Equação (3.49), podemos concluir que c1 “ x0 e pela Equação (3.50)
concluímos que c2 “ 1. Sendo assim, a solução ótima, dependente da condição inicial é
dada por
x˚pt, x0q “ x0cosptq ` senptq (3.51)
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Claramente, a solução depende continuamente de x0 P R Ą r0, 2s “ rpx0s0. Além
disso, o integrando do funcional, F pt, x, 9xq “ 9x2ptq ´ x2ptq, é contínuo em relação a xptq
e 9xptq. Portanto, aplicando o Teorema 3.2.8, podemos garantir que a extensão de Zadeh
de x˚pt, x0q em relação a x0 é um conjunto fuzzy de funções que é solução do problema
variacional fuzzy em questão. As Figuras 56 e 57 ilustram as soluções.
Figura 56 – Solução ótima clássica com con-
dição inicial x0 “ 1.
Figura 57 – Solução ótima com condição ini-
cial fuzzy px0 “ p0; 1; 2q .
A Figura 56 apresenta o gráfico da solução clássica para condição inicial x0 “ 1.
A Figura 57 apresenta o gráfico da fuzzificação da solução determinística do problema
variacional com condição inicial px0 “ p0; 1; 2q. Note que, mesmo na solução fuzzificada, a
condição final é respeitada.
É fácil perceber que o valor ótimo do funcional depende da condição inicial
escolhida, no gráfico seguinte apresentamos a variação do valor ótimo do funcional em
função da condição inicial.
A variação do valor do funcional em relação a x0 P r0, 2s Ă R e o valor de Jpxq
pode ser dado por
Figura 58 – Variação do funcional em relação
a condição inicial. Figura 59 – Valor ótimo do funcional fuzzy.
Ilustrar através de simulações que a solução obtida é ótima é impossível, devido
a impossibilidade de se testar todas as funções que estão na vizinhança da solução ótima.
Entretanto, para efeito de verificação, vamos estudar o comportamento do funcional
aplicado a uma função fuzzy similar a que encontramos como ótima e que satisfaça as
condições de contorno.
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Primeiro Teste
Pela Figura 56 é fácil ver que a solução ótima é muito similar a uma parábola,
sendo assim, iremos considerar como uma perturbação, uma parábola que satisfaça as
condições de contorno e esteja ligeiramente acima da solução ótima. A Figura 60 apresenta
o gráfico da solução ótima e da perturbação para xp0q “ 1. A Figura 61 traz a solução
fuzzy ótima e a perturbação fuzzy.
0 0.5 1 1.5
0
0.5
1
1.5
2
2.5
3
t
x(
t)
x∗(t,1)
x(t,1)
Figura 60 – Comparação entre a solução
ótima e uma perturbação.
Figura 61 – Perturbação com condição inicial
fuzzy px0 “ p0; 1; 2q.
Note que a parábola ajustada poderia ser mais próxima à solução ótima do
problema, porém, buscamos uma perturbação mais evidente para conseguirmos identificar
claramente a diferença entre o valor fuzzy do funcional para a solução ótima fuzzy e para
a sua perturbação da solução. Na Figura 62 apresentamos uma comparação entre o valor
do funcional para a solução ótima fuzzy e para a perturbação fuzzy.
Figura 62 – Comparação entre a imagem da solução ótima e da perturbação
no funcional fuzzy.
Note na Figura 62 que para qualquer α -nível temos r pJppx˚pt, px0qqsαL ă r pJppxpt, px0qqsαL
e r pJppx˚pt, px0qqsαR ă r pJppxpt, px0qqsαR , satisfazendo a relação de ordem estabelecidade na Defi-
nição 2.1.15.
Capítulo 3. Cálculo Variacional com condição inicial Fuzzy 102
Segundo teste
Neste segundo teste, vamos fazer a comparação da solução ótima fuzzy com
uma parábola abaixo da mesma. Uma comparação da perturbação e a solução ótima
obtida para x0 “ 1 é dada na Figura 63. Uma comparação entre a solução ótima fuzzy e a
perturbação é dada na Figura 64.
Figura 63 – Comparação entre a solução
ótima e uma perturbação.
Figura 64 – Perturbação fuzzy com condição
inicial px0 “ p0, 1, 2q.
Na Figura 65 temos uma comparação entre o número fuzzy dado pelo funcional
fuzzy avaliado na soluçao ótima e o funcional fuzzy avaliado na perturbação. Conforme
esperávamos, o funcional fuzzy de fato é menor quando avaliado na solução ótima do que
quando é avaliado na perturbação.
Figura 65 – Comparação entre a imagem da solução ótima e da perturbação no funci-
onal fuzzy.
Terceiro teste
Neste terceiro teste, vamos trabalhar com uma perturbação muito pequena na
solução ótima do problema. Iremos ajustar esta solução por uma parábola. Para x0 “ 1,
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uma comparação entre a parábola ajustada e a solução ótima é apresentada na Figura 66
Figura 66 – Comparação entre a solução
ótima e uma perturbação.
Figura 67 – Perturbação fuzzy com condição
inicial px0 “ p0, 1, 2q.
Neste caso, o valor do funcional fuzzy é muito parecido para ambas as possíveis
soluções conforme a Figura 66. Entretanto, na Figura 67, diminuindo a escala do gráfico,
notamos que ainda pJppx˚pt, px0qq ă pJppxpt, px0qq.
Figura 68 – Comparação entre a solução ótima
e uma perturbação.
Figura 69 – Comparação entre a solução ótima
e uma perturbação com escala re-
duzida.
Exemplo 3.3.2. Neste exemplo, vamos encontrar o valor extremo do seguinte funcional
min
xPC1r0,2s
Jpxq “
ż 2
0
rx2ptq ` 2xptq 9xptq ` 9x2ptqsdt
pxp0q “ px0 x p2q “ ´3
onde px0 “ p´1; 0; 1q, isto é, px0 é o número fuzzy triangular simétrico com vértices em -1, 0
e 1.
Inicialmente vamos encontrar a solução clássica do problema variacional em
função da condição inicial. Pelo Teorema 1.2.7, a condição necessária de otimalidade para
o problema clássico, é a solução da equação de Euler:
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BF pt, x˚, 9x˚q
Bx ´
d
dt
BF pt, x˚, 9x˚q
B 9x “0
2x˚ptq ` 2 9x˚ptq ´ d
dt
r2x` 2 9x˚ptqs “0
2x˚ptq ´ 2:x˚ptq “0
ou seja, uma condição necessária para que x˚ptq seja uma solução do problema variacional,
é que esta função seja solução do PVC, 2x˚ptq ´ 2:x˚ptq “ 0, com condição de contorno
xp0q “ x0 e x p2q “ ´3. Este PVC pode ser resolvido analiticamente, já que é linear e
possui coeficientes constantes. Sua solução geral é da forma
x˚ptq “ c1et ` c2e´t (3.52)
Para definir c1 e c2, utilizamos as condições de contorno, isto é, precisamos
resolver o seguinte sistema
c1 ` c2 “x0 (3.53)
c1e
p2q ` c2ep´2q “´ 3 (3.54)
Com algumas manipulações algébricas chegamos ao seguinte resultado
c1 “ x0e
´2 ` 3
e´2 ´ e2 c2 “
´3´ e2x0
e´2 ´ e2
Sendo assim, podemos escrever a solução ótima dependente da condição inicial
da seguinte forma
x˚pt, x0q “ x0e
´2`
e´2 ´ e2 e
t ´ 3` e
2x0
e´2 ´ e2 e
´t (3.55)
Da mesma forma, podemos escrever a derivada da solução ótima em relação ao
tempo como sendo.
dx˚pt, x0q
dt
“ x0e
´2`
e´2 ´ e2 e
t ` 3` e
2x0
e´2 ´ e2 e
´t (3.56)
Portanto, para cada condição inicial x0 P r´1, 1s temos um valor ótimo para o
funcional.
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Figura 70 – Variação do valor mínimo do funcional em relação a condição
inicial.
Observando a Equação (3.55) notamos que a solução depende continuamente
da condição inicial x0 para x0 P R Ą r´1, 1s “ rpx0s0. Além disso, o integrando do funcional,
F pt, xptq, 9xptqq é contínuo em relação a todas as variáveis e convexo, logo podemos concluir
pelo Teorema 3.2.8 que a extensão de Zadeh de x˚pt, x0q em relação a x0 é um conjunto
fuzzy de funções que é a solução ótima do problema variacional fuzzy em questão.
Assim como fizemos no exemplo anterior, apresentamos alguns testes que irão
comparar a solução ótima fuzzy com algumas possíveis pertubações desta solução.
Primeiro teste
Neste primeiro teste vamos comparar a solução fuzzy ótima com a reta que
passa pelos pontos p0, x0q e p2,´3q. Esta reta é dada pela Equação (3.57).
xpt, x0q “ ´
ˆ
3` x0
2
˙
t` x0 (3.57)
Na Figura 71 apresentamos o gráfico da solução ótima e da perturbação para
x0 “ 0. Na Figura 72 observamos o gráfico da função fuzzy px˚pt, px0q onde px0 é o número
fuzzy triangular p´1; 0; 1q.
Figura 71 – Comparação entre a solução ótima
e a perturbação xpt, x0q para x0 “
0.
Figura 72 – Solução ótima fuzzy com condição
inicial x0 “ p´1; 0; 1q.
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Note que a solução ótima satisfaz as condições de contorno impostas pelo
problema. Da mesma maneira, também obtemos uma função fuzzy para a perturbação
definida pela Equação (3.57). O gráfico da solução ótima fuzzy e da perturbação é dado
na Figura 73. Note que a perturbação também satisfaz as condições de contorno.
Figura 73 – Comparação entre a solução ótimapx˚pt, px0q e a perturbação pxpt, px0q.
Figura 74 – Comparação entre a imagem do
funcional fuzzy para solução ótima
e para perturbação.
Na Figura 74, verificamos que a imagem do funcional fuzzy para solução ótima
e para perturbação é um número fuzzy. Além disso, nota-se que pJppx˚0q é menor que o
número fuzzy pJppx0q, conforme previam as conclusões baseadas no Teorema 3.2.8.
Segundo teste
Neste teste vamos comparar a solução ótima com uma função factível (satisfaz
as condições de contorno) que oscila em torno da solução ótima. Vamos tomar como sendo
essa perturbação a seguinte função
xpt, x0q “
„ˆ
x0e
´2 ` 3
e´2 ´ e2
˙
et ´
ˆ
x0e
2 ` 3
e´2 ´ e2
˙
e´t
ˆ
senp10pitq
10 ` 1
˙
(3.58)
Esta solução depende de x0 e satisfaz as condições de contorno. A derivada da
solução pode ser escrita conforme equação
dxpt, x0q
dt
“
ˆ
x0e
´2 ` 3
e´2 ´ e2
˙
et `
ˆ
x0e
2 ` 3
e´2 ´ e2
˙
e´t (3.59)
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Figura 75 – Comparação entre a solução ótima
e uma perturbação. Além de satis-
fazer as condições de contorno, o
perturbação oscila em torno da so-
lução ótima
Figura 76 – Perturbação fuzzy com condição
inicial x0 “ p´1; 0; 1q. Note que a
perturbação fuzzy satisfaz as con-
dições de contorno.
A Figura 77, apresenta uma comparação entre a solução ótima fuzzy e a
perturbação fuzzy dada na Equação (3.58). Sendo assim, avaliando o funcional fuzzy nestas
funções obtemos os seguintes números fuzzy ilustrados na Figura 78.
Figura 77 – Comparação entre a solução ótima
fuzzy (gráfico por baixo) e a per-
turbação fuzzy (gráfico por cima).
Figura 78 – Comparação entre a imagem do
funcional fuzzy para solução ótima
e para perturbação.
Os testes apresentados nos exemplos anteriores ilustram a validade do Teorema
3.2.8. Claramente, uma infinidade de outras pertubações pxpt, px0q da soluções ótima pode-
riam ser consideradas, entretanto, pelo Teorema 3.2.8, para qualquer uma delas teriamospJppx˚pt, px0qq ă pJppxpt, px0qq.
3.4 Conclusões
Nesse capítulo realizamos um estudo da solução de um problema variacional
com condição inicial fuzzy. Verificamos que, sob certas hipóteses, a solução ótima, segundo
o conceito de mínimo estabelecido em 1.1.14, é dada pela extensão de Zadeh do conjunto
de soluções.
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Para embasar toda a análise realizada, estudamos a interpretação de um
problema variacional com condição de contorno fuzzy. Para isso, introduzimos o conceito
de derivada e integral de funções com parâmetro fuzzy como sendo a extensão de Zadeh do
operador derivada e integral. Além disso, mostramos que sob as hipóteses de continuidade
da solução em relação à condição inicial e do integrando do funcional, a imagem do
funcional fuzzy é um número fuzzy e portanto pode ser comparado através da relação de
ordem que estabelecemos em 2.1.15.
No Teorema 3.2.8, demonstramos que sob as hipóteses de continuidade da
solução de um problema variacional em relação a condição inicial e da continuidade do
funcional objetivo, podemos garantir que a extensão de Zadeh da solução em relação a
condição inicial é uma solução ótima para o problema variacional fuzzy, no sentido da
Definição 1.1.14 e da relação de ordem definida em 2.1.15.
Por fim, apresentamos dois exemplos que ilustram os resultados desenvolvidos.
Em ambos os exemplos comparamos a imagem da solução ótima com a imagem de uma
perturbação desta solução, verificamos que em todos os casos, o valor do funcional fuzzy
associado à solução ótima é menor que este valor associado a qualquer perturbação testada,
o que satisfaz o fato da solução fuzzy ser um minimizador do funcional.
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4 Controle ótimo com condição inicial fuzzy
Neste capítulo estudamos problemas de controle ótimo que possuem condição
inicial fuzzy. Assim como fizemos nos Capítulos 2 e 3, os resultados obtidos estão baseados
na extensão de Zadeh da solução em relação ao parâmetro (condição inicial) fuzzy.
Concentramos nossas atenções nos casos onde o “funcional” objetivo tem como
contradomínio o conjunto dos números fuzzy e portanto usamos o conceito de menor
(maior) elemento (Definição 1.1.12), para definir o minimizador/maximizador (Definição
1.1.14) do funcional avaliado.
Na Seção 4.1, apresentamos as definições e resultados preliminares deste capítulo.
Definimos a solução do problema de controle ótimo com condição inicial fuzzy (Definição
4.1.1) como sendo a extensão de Zadeh da solução em relação à condição inicial. Além disso,
estudamos condições sobre o problema de controle ótimo que garantam que a imagem do
funcional objetivo seja um número fuzzy quando a condição inicial é um número fuzzy.
Na Seção 4.2 apresentamos o resultado principal do capítulo, Teorema 4.2.2.
Mostramos que sob certas hipóteses de continuidade, a extensão de Zadeh da solução em
relação à condição inicial, de fato, é mínimo no sentido de menor elemento.
Por fim, na seção 4.3 apresentamos um exemplo de aplicação do resultado
principal em um problema de controle ótimo, onde é possível calcular a solução analítica
em função da condição inicial.
Observamos que ao longo do texto usamos o termo “funcional objetivo” para
denotar pJppuq, o que é um abuso de linguagem, já que pJppuq tem como contradomínio, o
conjunto dos subconjuntos fuzzy que por sua vez, não forma um corpo, o que impediria, a
rigor, de denotarmos pJppuq por funcional.
Motivação
Inicialmente, vamos considerar o seguinte problema de controle ótimo
max
uPU Jpuq “
ż T
0
4
a
xptquptq ´ uptqdt
dx
dt
“ 4xptq ´ 2axptquptq
xp0q “ x0, xptf q “ livre
O problema anterior representa um modelo de controle de pesca de peixe.
A variável de estado xptq denota o número de peixes em um lago num instante t. Sem
pesca, os peixes crescem exponencialmente segundo a dinâmica x1ptq “ 4xptq. Com pesca a
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dinâmica é dada por dx
dt
“ 4x´ 2axptquptq, onde o termo 2axptquptq, denota a influência
da intensidade de pesca uptq na dinâmica de crescimento da população de peixes. Maiores
detalhes sobre o modelo podem ser encontrados em (EISEN, 1988).
Tomando como condição inicial x0 “ 100 e um tempo final T “ 3 [unidades de
tempo], a solução (numérica) do problema apresenta os seguintes gráficos:
Figura 79 – Estado ótimo x˚ptq em função
do tempo.
Figura 80 – Controle ótimo u˚ptq em fun-
ção do tempo.
Vamos resolver agora o problema para alguns valores distintos de x0 e verificar
qual é o comportamento de x˚ptq e u˚ptq em relação a variação da condição inicial.
Figura 81 – Estado x˚ptq para valores de x0
variando entre 70 e 130.
Figura 82 – Estado u˚ptq para valores de x0
variando entre 70 e 130.
Nota-se que à medida que variamos a condição inicial, a solução do problema
(estado e controle) varia continuamente, a grosso modo, isso significa que uma pequena
variação na condição inicial, causa uma pequena modificação na solução do problema.
Salientamos este fato, pois ao longo deste capítulo apresentamos alguns resultados referentes
a problemas com essa característica, ou seja, problemas onde existe uma dependência
contínua entre a condição inicial e o estado; e entre a condição inicial e o controle.
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4.1 Extensão de Zadeh do controle ótimo
Nesta seção estudamos algumas propriedades do problema de controle ótimo
quando este possui condição inicial fuzzy.
Inicialmente, vamos considerar o seguinte problema de controle ótimo:
min
uPU Jpuq “
ż tf
t0
F pt, x, uqdt
dx
dt
“ fpx, uq
pxpt0q “ px0 xptf q “ xf
(4.1)
Neste problema, a condição inicial é um número fuzzy, isto é px0 P FpRq. Note
que para cada condição inicial o problema acima (sob algumas hipóteses e com condições
iniciais crisps) possui uma única solução ótima, portanto é possível estabelecer duas
aplicações. A primeira associa a cada condição inicial x0 a equação de estado ótimo x˚ptq,
já a segunda associa a cada condição inicial, um controle ótimo u˚ptq para o problema.
Basicamente, podemos escrever
φ : R ÝÑ X
x0 ÝÑ x˚p.q
(4.2)
ρ : R ÝÑ U
x0 ÝÑ u˚p.q
(4.3)
onde X e U denotam o espaço das funções de estado e controle admissíveis, respectivamente.
Baseando-se nos resultados apresentados nos capítulos precedentes e na definição
da solução de equações diferenciais fuzzy em (MIZUKOSHI et al., 2007), estabelecemos a
seguinte definição de solução ótima para o Problema (4.1).
Definição 4.1.1. Definimos a extensão de Zadeh de φ e ρ como solução do problema de
controle ótimo (4.1).
Sendo assim, iremos mostrar nas seções subsequentes que sob algumas hipóteses,
a extensão de Zadeh de φ e ρ aplicada ao número fuzzy px0, tem como imagem a função de
estado ótimo e de controle ótimo respectivamente. Neste caso, o termo “ótimo”, se refere
ao minimizador (ou maximizador) definido em 1.1.14.
4.1.1 Dependência contínua da condição inicial
Ao longo deste texto trabalhamos apenas com casos em que as funções definidas
em (4.2) e (4.3) são contínuas.
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Além disso, durante a demonstração do Teorema 4.2.2 comparamos a imagem
do controle ótimo proposto, com a imagem de uma perturbação admissível desse controle. A
princípio poderíamos pensar que esta perturbação pudesse ser uma função fuzzy arbitrária,
entretanto, a incerteza que existe no controle tem origem na incerteza da condição inicial,
já que este é o único parâmetro fuzzy do Problema (4.1). Portanto, existe uma correlação
entre a condição inicial fuzzy e o controle fuzzy, isto é, para cada função que pertença ao
suporte do conjunto fuzzy de funções que representam a perturbação do controle ótimo
existe um x0 P rpx0s0 associado, por isso usaremos a notação pupt, px0q para denotar um
controle fuzzy arbitrário aplicado ao Problema (4.1).
A perturbação fuzzy do controle é um conjunto fuzzy de funções, onde cada
função representa uma perturbação para cada condição inicial dada. Portanto, para
qualquer pu P BF ppu˚pt, x0q, ˚q existe uma função ρ
ρ : R ÝÑ U
x0 ÝÑ up., x0q
(4.4)
tal que µpupt,px0qpupt, x0qq “ µpx0px0q.
Para obter a função de estado xptq será necessário resolver a equação diferencial
dx
dt
“ fpx, pupt, px0qq. (4.5)
Temos que pupt, px0q é um conjunto fuzzy de funções, e portanto, para resolver a
equação diferencial (4.5), aplicamos o princípio da extensão de Zadeh, já que para cada
função do suporte de pupt, px0q está associada uma única solução (trabalhamos sempre com
fpx, uq de classe C1).
η : U ÝÑ X
up., x0q ÝÑ xp., x0q
(4.6)
Portanto, fazendo a extensão de Zadeh de η definida em (4.6), obtemos o valor
de estado fuzzy para um controle arbitrário fuzzy. Como a extensão de composições de
funções é igual a composição de extensões (Teorema 2.1.12), podemos escrever que a
extensão de Zadeh de η é equivalente a extensão de Zadeh de φ.
4.1.2 Imagem do funcional é um número fuzzy
No esquema representado na Figura 83 ilustramos a dependência entre a
condição inicial e os outros termos do problema de controle ótimo. Como já mencionamos,
a dependência entre a condição inicial e um controle aplicado é dada por ρ ( ver Equação
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(4.4)). A dependência entre a condição inicial e o estado é dada pela função φ, onde
φ “ ηpρpx0qq.
Figura 83 – Esquema de composição de funções para o problema de controle clássico.
.
O esquema da Figura 83 representa a seguinte composição de funções:
Jpupt, x0qq “
ż tf
t0
F pt, φpx0q, ρpx0qqdt (4.7)
A Proposição 4.1.2, garante a dependência contínua entre x0 e Jpupt, x0qq.
Proposição 4.1.2. Se fpx, uq P C1, F pt, x, uq for contínua e existir uma dependência
contínua entre x0 e xpt, x0q e entre x0 e upt, x0q, então existe uma dependência contínua
entre x0 e Jpupt, x0qq.
Demonstração. Por hipótese, ρpx0q é uma função contínua. Como fpx, uq P C1, para cada
upt, x0q temos um único xpt, x0q associado, logo φpx0q é uma função, que por hipótese, é
contínua. Além disso, temos
Jpupt, x0qq “
ż tf
t0
F pt, φpx0q, ρpx0qqdt (4.8)
Como φpx0q, ρpx0q e F pt, x, uq são funções contínuas e a composição de funções
contínuas é uma função contínua, temos que F pt, φpx0q, ρpx0qq varia continuamente em
relação a x0. Por fim, pela continuidade da integral, podemos garantir que Jpupt, x0qq
varia continuamente em relação a x0.
A demonstração da Proposição 4.1.2 está baseada no fato de que a composição
de funções contínuas é contínua e a integral de F pt, x, uq é contínua em relação a x e u,
pois F pt, x, uq é contínua.
Buscamos estabelecer no Teorema 4.1.3 algumas hipóteses sobre o problema de
controle ótimo que garantem que pJppxq é um número fuzzy.
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Teorema 4.1.3. Seja o Problema (4.1) com fpx, uq P C1 e F pt, x, uq contínua. Se existir
uma dependência contínua entre x0 P rpx0s0 e upt, x0q e entre x0 P rpx0s0 e xpt, x0q, entãopJppuq é um número fuzzy.
Demonstração. Pelas hipóteses, podemos garantir pela Proposição 4.1.2 que Jpupt, x0qq
varia continuamente em relação a x0, sendo assim, pelo Teorema 2.1.13, podemos garantir
que Jpupt, x0qq é um número fuzzy.
Note que Jpupt, x0qq pode ser vista como a composição de funções esquemati-
zadas na Figura 83, o Teorema 2.1.12 garante que a composição dessas extensões é igual a
extensão dessas composições.
4.2 Resultado principal
Na Definição 4.1.1 estabelecemos o conceito de solução fuzzy para o Problema
(4.1). Apresentamos no Teorema 4.9, condições suficientes para garantir que a solução
proposta na Definição 4.1.1 exerce papel de minimizador segundo Definição 1.1.14 sob o
conjunto B˚F ppu˚pt, px0q, q (Definição 4.2.1 a seguir). A demonstração do Teorema 4.2.2 é
bastante similar à demonstração do Teorema 3.2.8.
Definição 4.2.1. Seja o problema de controle ótimo (4.1). Denotamos por B˚F ppu˚pt, px0q, q
o conjunto de todos os subconjuntos fuzzy de funções que estão a uma distância  (Definição
3.1.6) de pu˚pt, px0q, tais que φ e ρ sejam contínuas.
Teorema 4.2.2. Seja o problema
min
uPU Jpuq “
ż tf
t0
F pt, x, uqdt
dx
dt
“ fpx, uq
pxpt0q “ px0 xptf q “ xf
(4.9)
tal que F pt, x, uq seja contínua em relação a todas as variáveis, f seja de classe C1 e a
solução (global) do problema clássico, x˚pt, x0q e u˚pt, x0q, sejam contínuas em relação a
x0 P rxL0 , xR0 s então, px˚pt, px0q e pu˚pt, px0q formam a solução (global) do Problema (4.9) em
B˚F ppu˚pt, px0q, q, para qualquer px0 P FprxL0 , xR0 sq.
Demonstração. Devemos mostrar que dado ˚ ą 0 temos
pJppu˚pt, px0qq ĺF pJppupt, px0qq (4.10)
para qualquer pupt, px0q P B˚F ppu˚pt, px0q, ˚q.
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De acordo com o Teorema 4.1.3, como f P C1, F pt, x, uq é contínua em relação
a todas as variáveis, e a solução (estado e controle) é contínua em relação a condição
inicial, podemos garantir que pJppu˚pt, px0qq é um número fuzzy. Além disso, consideramos
que qualquer função pertencente a B˚F ppu˚pt, px0q, ˚q possui como suporte um conjunto de
funções que dependem continuamente da condição inicial, logo pJppupt, px0qq também é um
número fuzzy para qualquer pupt, px0q P B˚F ppu˚pt, px0q, ˚q.
Sendo assim, podemos utilizar a relação de ordem definida em 2.1.15 para
comparar os dois números fuzzy, portanto, temos que mostrar que para qualquer α P r0, 1s
pJppu˚pt, px0qqαL ď pJppupt, px0qqαL e pJppu˚pt, px0qqαR ď pJppupt, px0qqαR (4.11)
para qualquer pupt, px0q P BF ppx˚pt, px0q, ˚q
Inicialmente, vamos demonstrar a primeira desigualdade. Como pJppu˚pt, px0qq é
um número fuzzy, então r pJppu˚pt, px0qqsα é um intervalo fechado real, portanto podemos
escrever:
pJppu˚pt, px0qqαL “ minr pJppu˚pt, px0qqsα (4.12)
Usando a continuidade de F pt, x, uq em relação as suas variáveis, podemos
aplicar o Teorema 2.1.10, obtendo:
minr pJppu˚pt, px0qqsα “ min Jprpu˚pt, px0qsαq (4.13)
Aplicando o mesmo raciocínio, para qualquer pupt, px0q P B˚F ppu˚pt, px0q, ˚q, temos
pJppupt, px0qqαL “ min Jprpupt, px0qsαq (4.14)
Como a solução ótima fuzzy e sua perturbação dependem continuamente da
condição inicial podemos escrever rpu˚pt, px0qsα “ u˚pt, rpx0sαq e rpupt, px0qsα “ upt, rpx0sαq.
Considerando u˚pt, x˚0q e upt, x0q como sendo os argumentos que minimizam Jprpu˚pt, px0qsαq
e Jprupt, px0qsαq respectivamente, temos que u˚pt, x0q P rpu˚pt, px0qsα já que x0 P rpx0s0.
Portanto, podemos escrever:
Jpu˚pt, x˚0qq ď Jpu˚pt, x0qq (4.15)
Além disso, x˚pt, x0q é a solução ótima global para o problema clássico com
condição inicial x0, isso significa que @˚ ą 0, temos
Jpu˚pt, x0qq ď Jpupt, x0qq (4.16)
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@upt, x0q P Bpu˚pt, x0q, ˚q. Portanto, podemos concluir que para qualquer ˚ ą 0 e
upt, x0q P Bpu˚pt, x0q, ˚q temos
pJppu˚pt, px0qqαL “ Jpu˚pt, x˚0qq ď Jpu˚pt, x0qq ď Jpupt, x0qq “ pJppupt, px0qqαL (4.17)
o que demonstra a primeira desigualdade. O procedimento para demonstrarmos quepJppu˚pt, px0qqαR ď pJppupt, px0qqαR é similar ao anterior. Podemos escrever:
pJppu˚pt, px0qqαR “ max Jprpu˚pt, px0qsαq e pJppupt, px0qqαR “ max Jprpupt, px0qsαq (4.18)
Sejam u˚pt, x˚0q e upt, x0q os argumentos que maximizam Jprpu˚pt, px0qsαq e
Jprupt, px0qsαq respectivamente, portanto, como u˚pt, x˚0q é o solução ótima global para o
problema clássico com condição inicial x˚0 , isso significa que @˚ ą 0, temos
Jpu˚pt, x˚0qq ď Jpupt, x˚0qq (4.19)
@upt, x˚0q P Bpu˚pt, x˚0q, ˚q.
Além disso, upt, x0q “ arg max Jprpupt, px0qsαq e upt, x˚0q P rpupt, px0qsα, pois x˚ P
rpx0sα, portanto podemos escrever
Jpu˚pt, x˚0qq ď Jpupt, x˚0qq ď Jpupt, x0qq “ max Jprpupt, px0qsαq “ pJppupt, px0qqαR
Portanto, pJppu˚pt, px0qqαR ď pJppupt, px0qqαR (4.20)
Sendo assim, concluímos a demonstração da segunda desigualdade e do teorema.
Observamos que U é o espaço de funções e portanto é um espaço de Hausdorff,
o que possibilita a aplicação do Teorema 2.1.10.
4.3 Exemplo
Finalizamos este capítulo apresentando um exemplo de aplicação do Teorema
4.2.2. Trabalhamos com um exemplo simples de problema de controle ótimo, mostrando
que a solução satisfaz as hipóteses do Teorema 4.2.2 e comparamos a imagem dessa solução
à imagem de uma perturbação da mesma.
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4.3.1 Exemplo de aplicação do Teorema 4.2.2
Vamos apresentar um exemplo de problema de controle ótimo cuja solução será
obtida conforme o Teorema 4.2.2. Este exemplo envolve equações bastante simples, o que
nos permite calcular a solução analítica do problema em função da condição inicial.
Exemplo 4.3.1. (LENHART; WORKMAN, 2007) Seja
min
uPU Jpuq “
ż 1
0
uptq2dt
dx
dt
“ xptq ` uptq
pxp0q “ px0 xp1q “ 1
(4.21)
Neste exemplo, vamos considerar que px0 “ p3; 4; 5q, ou seja, a condição inicial
é representada pelo número fuzzy triangular simétrico com vértices em 3, 4 e 5. A ideia
é encontrarmos a solução ótima em função de um x0 arbitrário e posteriormente aplicar
a extensão de Zadeh na função que associa a cada x0 a solução ótima do problema. O
Hamiltoniano pode ser escrito conforme 4.22.
Hpt, x, y, λq “ fpt, x, uq ` λgpt, x, uq “ uptq2 ` λpxptq ` uptqq (4.22)
Utilizando as condições estabelecidas pelo princípio do máximo de Pontryagin,
temos:
BH
Bu “ 2uptq ` λ “ 0 (4.23)
dλ
dt
“ ´BHBx ñ
9λ “ ´λ (4.24)
dx
dt
“ xptq ` uptq (4.25)
Resolvendo as equações acima, obtemos a solução do problema de controle
ótimo 4.21 em função da condição inicial, esta solução pode ser escrita por
x˚pt, x0q “0.25Ce´t ` px0 ´ 0.25Cqet
u˚pt, x0q “ ´ 0.5Ce´t
(4.26)
onde C “ gpx0q “ 4ep1´ x0eq1´ e2 .
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Sendo assim, aplicando a extensão de Zadeh às duas soluções acima, obtemos
as seguintes soluções
px˚pt, px0q “0.25Ce´t ` ppx0 ´ 0.25Cqetpu˚pt, px0q “ ´ 0.5Ce´t (4.27)
onde C “ 4ep1´ px0eq1´ e2 , cujos gráficos estão na Figura 84.
Figura 84 – Gráfico da solução do problema de controle ótimo fuzzy. A curva superior representa
a função de estado ótimo fuzzy com condição inicial px0 “ p3; 4; 5q e a curva inferior
representa o controle ótimo fuzzy.
Aplicando estas soluções fuzzy à equação de performance a ser minimizada,
obtemos o número fuzzy cujo gráfico está representado na Figura 85
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Figura 85 – Gráfico da função de performance pJppuq. A integral das funções fuzzy é calculada
segundo esquema da Figura 83.
Podemos observar que as hipóteses do Teorema 4.2.2 são satisfeitas. Claramente,
f é uma função de classe C1 e F pt, x, yq é contínua em relação a todas as variáveis, além
disso, observamos pelas equações 4.27 que x˚pt, x0q e u˚pt, x0q dependem continuamente
de x0, sendo assim, pelo Teorema 4.2.2 garantimos que o controle representado no grá-
fico da Figura 84 tem a melhor performance dentre todos os controles pertencentes a
B˚F ppu˚pt, px0q, q para qualquer  ą 0, de acordo com a ordenação estabelecida em 2.1.14.
Vamos agora analisar como seria a performance do problema com um controle
fuzzy diferente. Como vimos o controle ótimo em função de x0 é dado por
u˚pt, x0q “ ´0.5Ce´t (4.28)
onde C “ 4
ˆ
1´ x0e
e´1 ´ e
˙
. Vamos considerar agora um controle dado por
uptq “ ´0.5Ce´t2 (4.29)
Sendo assim, a nova equação de estado obtida é dada por
dx
dt
“ x´ 0.5Ce´t2 ñ xptq “ Ket ` C3 e
´ t2 (4.30)
Fazendo uso das condições de contorno xp0q “ x0 e xp1q “ 1, obtemos
upt, x0q “ ´ 0.7103p1´ ex0qe´ t2
xpt, x0q “px0 ` 0.4735p1´ ex0qqet ´ 0.4735p1´ ex0qe´ t2
(4.31)
Note que as funções de estado e controle descritas em 4.31 dependem continuamente
da condição inicial x0. Fazendo a extensão de Zadeh das funções em 4.31 obtemos uma
perturbação da solução definida em 4.27.
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Figura 86 – Comparação entre a função de estado ótimo fuzzy (px˚pt, px0q) e o estado resultante
(pxpt, px0q) da perturbação do controle ótimo fuzzy.
Figura 87 – Comparação entre o controle ótimo fuzzy (pu˚pt, px0q) e uma perturbação admissível
(pupt, px0q) deste controle .
Ao avaliarmos o funcional com o controle sugerido, obtemos o seguinte conjunto
fuzzy.
Figura 88 – Funções de pertinência da imagem da solução ótima fuzzy (Jppu˚q) e da imagem da
perturbação do controle ótimo (Jppuq).
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Se não tivermos explicitamente a solução do problema determinístico, podemos
mesmo assim determinar numericamente a solução do problema com condição inicial
fuzzy, considerando para cada valor de x0 P rpx0s0 a solução fuzzy com o mesmo grau de
pertinência de x0 a px0.
4.4 Conclusão
Neste capítulo estudamos problemas de controle ótimo cuja condição inicial é
dada por um número fuzzy.
Na Definição 4.1.1, estabelecemos a extensão de Zadeh de φpx0q e ρpx0q como
sendo a solução do Problema (4.1). Notamos que esta definição é válida apenas para
problemas que possuam solução ótima única em todo o domínio onde x0 é avaliado. O
Teorema 4.1.3 estabelece hipóteses suficientes que garantam que a imagem de pJppuq é um
número fuzzy.
Apresentamos como resultado principal do capítulo o Teorema 4.2.2 que estabe-
lece condições suficientes sobre a estrutura do problema de controle ótimo, que garantem
que a extensão de Zadeh de φpx0q e ρpx0q são soluções ótimas para o problema de controle
ótimo fuzzy, segundo Definição 1.1.14 de minimizador sob o conjunto definido em 4.2.1.
Por fim, apresentamos um exemplo de aplicação do Teorema 4.2.2. Nele ana-
lisamos a solução ótima clássica sob o aspecto da dependência contínua em relação a
condição inicial. Com isso, foi possível concluir através do Teorema 4.2.2 que a extensão de
Zadeh da solução, de fato exerce o papel de minimizador do funcional avaliado. Ilustramos
esta minimização através da comparação da imagem de Jppu˚pt, px0qq com a imagem de
Jppupt, px0qq, tal que pupt, px0q P B˚F ppu˚pt, px0q, q.
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5 Solução aproximada em malha fechada do
problema de controle ótimo via controlador
de Mamdani
Originalmente, os sistemas baseados em regras fuzzy foram criados para simpli-
ficar a resolução de problemas de controle, evitando o uso de equações e modelos complexos
e tentando reproduzir o raciocínio humano. Frequentemente, em nosso cotidiano, aplicamos
a teoria de controle inconcientemente, por exemplo, quando freamos um carro, cozinhamos,
ajustamos a temperatura da água do chuveiro e em diversas outras situações.
No entanto, além de aplicarmos o controle, em geral, tentamos fazer isso com
a maior eficiência possível. Por exemplo, vamos supor que tenhamos a simples tarefa de
encher um copo com água. Inicialmente, o copo está vazio (Figura 89) e, inconcientemente,
comparamos o estado atual do copo com o estado final que desejamos, copo cheio, e
notamos que a diferença entre o estado e objetivo é muito grande, logo, despejamos muita
água, pois queremos encher o copo o mais rápido possível e não corrermos o risco do copo
transbordar. À medida que o copo enche, diminuimos a intensidade com que despejamos a
água, pois nos aproximamos do objetivo e o risco de derramarmos a água é maior. Por
fim, quando a diferença entre o estado do copo e o objetivo é muito pequeno, despejamos
pouca água, até atingirmos o objetivo.
Figura 89 – No primeiro copo a diferença entre o estado e o objetivo é grande, no segundo esta
diferença é média e no terceiro esta diferença é pequena.
Este procedimento pode ser generalizado pelo diagrama da Figura 90. Inicial-
mente é estabelecido um objetivo e reconhecido o estado inicial do sistema, no caso do
copo, o objetivo é o copo cheio e o estado inicial é o copo vazio.
No bloco 1 do diagrama é calculada a diferença entre o objetivo e o estado e
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com isso obtemos o “erro”. No exemplo dos copos, esta diferença é verificada visualmente.
No bloco 2 do diagrama definimos o valor do controle em função do erro: quanto maior o
erro, maior a intensidade do controle. Posteriormente, no bloco 3, aplicamos o controle ao
sistema e obtemos um novo valor de estado, que será novamente comparado ao objetivo e
o ciclo será refeito até que o erro seja nulo, ou seja, o estado seja igual ao objetivo.
Figura 90 – Diagrama que resume um processo de controle em malha fechada. Neste caso, a
performance do controle está baseado no tempo de processo.
Neste exemplo, não apenas fazemos o controle, como também buscamos fazer
isso com a maior eficiência. Além disso, usamos quantificadores linguísticas a todo momento
(derramar pouca água, falta pouca água e outras) o que poderia ser modelado com
variáveis fuzzy. Neste capítulo, vamos trabalhar com um método para construir um SBRF
que não apenas controle um determinado sistema, como também faça isso de forma
eficiente.
Usaremos essencialmente dois tipos de problemas de controle:
• Problemas clássicos;
• Problemas onde a dinâmica é modelada por um sistema P-fuzzy;
Em ambos os casos, o objetivo é estruturar um SBRF que represente uma
aproximação da solução ótima em malha fechada para o problema abordado.
5.1 Controle clássico com restrições P-fuzzy
5.1.1 Sistemas baseados em regras fuzzy - SBRF
Um SBRF tem regras do tipo
Se antecedente então consequente
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onde antecedente e consequente representam os conjuntos fuzzy de entrada e saída res-
pectivamente. Estes conjuntos modelam variáveis linguísticas que estão relacionadas por
regras, por exemplo:
Se estou com muita sede, então vou beber muita água.
Um controlador fuzzy é uma função que associa elementos de Rn a elementos
de Rm, sendo esta associação fundamentada no esquema da Figura 95
Figura 91 – Estrutura de um controlador fuzzy (BARROS; BASSANEZI, 2006).
Sucintamente, em “módulo de fuzzificação” o elemento crisp de entrada é
associado a conjuntos fuzzy de entrada, os quais estão relacionados a conjuntos fuzzy de
saída pelos módulos “Base de Regra” e “Módulo de Inferência Fuzzy”. Por fim, o conjunto
fuzzy de saída é associado a um elemento crisp pelo “módulo de defuzzificação”. A base de
regra é modelada matematicamente por uma relação fuzzy R e a inferência é dada por
uma regra de composição de inferência. A função de pertinência de R é dada por
ϕRpx, uq “ ∇pϕRipx, uqq (5.1)
onde ∇ é uma t-conorma e Ri uma relação fuzzy obtida da regra i.
A inferência, que representa um controle B para um estado A, é dada por uma
regra de composição de inferência : B “ RpAq cuja função de pertinência é dada por
ϕBpuq “ sup
x
pϕRpx, uq∆ϕApxqq
onde ∆ é uma t-norma.
Um tipo bastante usado e difundido de método de inferência é o “método de
inferência de Mamdani”, ele possui as seguinte características:
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• Em cada regra Rj, da base de regras fuzzy, a condicional “Se x é Aj então u é Bj ”
é modelada pela aplicação ^ (mínimo).
• Adota-se a t-norma ^ (mínimo) para o conectivo lógico “e”.
• Para o conectivo lógico “ou” adota-se a t-conorma _ (máximo) que conecta as regras
fuzzy da base de regras.
No caso do controlador de Mamdani, a relação fuzzy (M) que modela a base
de regra é dada pela seguinte expressão.
ϕMpx, uq “ max1ďjďrpϕRjpx, uqq “ max1ďjďrpϕϕAj pxq ^ ϕBjpuqq (5.2)
onde r é o número de regras que compõem a base de regras e, Aj e Bj são os subconjuntos
fuzzy da regra j. Portanto, a composição de inferência B “M ˝ A é dada por
ϕBpuq “ sup
x
pmintϕMpx, uq, ϕApxquq “ sup
x
pmintmax
1ďjďrpϕAjpxq ^ ϕBjpuqq, ϕApxquq (5.3)
Em (5.3), A representa o conjunto fuzzy de entrada. Quando temos uma entrada
crisp, temos um caso particular da Equação (5.3).
ϕBpuq “ max1ďjďrpϕAjpxq ^ ϕBjpuqq (5.4)
Por fim, para obtermos a saída crisp deve-se defuzzificar o conjunto fuzzy
obtido, em geral essa defuzzificação é feita pelo centro de massa da função de pertinência.
Figura 92 – Processo de inferência de Mamdani. Consideramos regras do tipo: Se A1 então B1
e Se A2 então B2.
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Na Figura 92 ilustramos graficamente o processo de inferência de Mamdani.
No Teorema 5.1.1 mostramos como podemos usar um controlador fuzzy de Mamdani para
interpolar um conjunto de pontos.
Teorema 5.1.1. Seja um conjunto de pontos P “ tpx1, y1q, px2, y2q, ..., pxn, ynqu e um
controlador de Mamdani com as seguintes características
• Regras do tipo “Se Ai então Bi”;
• µAipxiq “ 1 para i P t1, 2, ..., nu e µAipxjq “ 0 para qualquer i ‰ j;
• µBipyiq “ 1 para i P t1, 2, ..., nu e µBipyjq “ 0 para qualquer i ‰ j;
• Defuzzificação via centro de massa;
• Consequentes são conjuntos fuzzy simétricos,
então os valores de saída do SBRF interpolam os pontos de P .
Demonstração. Para provar o Teorema 5.1.1 devemos mostrar que sempre que tivermos
xi na entrada do controlador descrito acima teremos yi na saída.
Tomemos um ponto xi P P arbitrário, como este ponto pode ser visto como
um conjunto crisp de um único elemento, a expressão de saída do controlador pode ser
dada conforme Equação (5.4), por
ϕBpuq “ max1ďjďrpϕAjpxiq ^ ϕBjpuqq (5.5)
Quando j ‰ i temos ϕAjpxiq “ 0 podemos escrever
ϕBpuq “ max1ďjďrp0^ ϕBjpuqq “ max1ďjďrp0q “ 0 (5.6)
Quando j “ i temos ϕAjpxiq “ 1 podemos escrever
ϕBpuq “ p1^ ϕBipuqq “ pϕBipuqq “ ϕBipuq (5.7)
Portanto, o conjunto fuzzy de saída é Bi. Por hipótese, esse conjunto é simétrico,
logo, o seu centro de massa é yi, concluindo assim a demonstração.
Para ilustrar o Teorema 5.1.1, tomamos um conjunto de cinco pontos no plano
para desenvolver um interpolador desses pontos a partir de um controlador de Mamdani.
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Exemplo 5.1.2. Seja o conjunto de pares P “ tp5, 2q, p10, 4q, p13, 9q, p20, 7q, p22, 11qu. Um
controlador fuzzy que interpole estes pontos pode ser dado pelos seguintes conjuntos de
entrada e saída.
Figura 93 – No diagrama à esquerda estão representados os conjuntos fuzzy de entrada e no
diagrama da direita os conjuntos fuzzy de saída.
As Regras são do tipo
• Se Ai então Bi para i P t1, ..., 5u
Nota-se nos gráficos da Figura 93 que os conjuntos fuzzy de entrada e saída
satisfazem as hipóteses do Teorema 5.1.1 para interpolar os pontos listados no início do
exemplo. Na Figura 94 visualizamos a interpolação.
Figura 94 – Gráfico dos 5 pontos interpolados pelo controlador fuzzy de Mamdani. A interpolação
feita pelo controlador fuzzy é muito próxima da interpolação linear
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Note que esta interpolação não é única, poderíamos trabalhar com outros
conjuntos fuzzy de entrada e saída que satisfariam ainda as hipóteses do Teorema 5.1.1 e
portanto interpolariam os pontos descritos.
Podemos trabalhar também com a interpolação de pontos que estão no espaço,
isto é
pxi11, xi22, ..., xinnq Ñ yk (5.8)
Para isso, trabalhamos com um controlador fuzzy de n entradas cuja saída,
segundo (BARROS; BASSANEZI, 2006) pode ser dada pela seguinte expressão
ϕBpuq “
nł
i“1
ϕBRi puq (5.9)
Para esse caso o resultado do Teorema 5.1.1 também é válido, pois os pontos a
serem interpolados atingirão uma única regra quando colocados na entrada do controlador,
e o caso demonstrado no Teorema 5.1.1 se repete.
5.1.2 Sistemas P-fuzzy
As equações diferenciais ordinárias (EDO’s) são frequentemente usadas para
modelar sistemas físicos, fenômenos biológicos e outros. Neste tipo de modelagem, calcular
os valores apropriados para os parâmetros envolvidos na EDO exige um grande número
de dados e informações sobre o fenômeno modelado, entretanto, estes dados e estas
informações nem sempre estão disponíveis ou acessíveis, o que inviabiliza o cálculo dos
parâmetros. Esta dificuldade pode ser ainda maior quando o comportamento do fenômeno
é parcialmente conhecido, isto é, quando não conhecemos uma equação diferencial que
relaciona a variável de estado com sua própria variação e possuímos apenas informações do
tipo “se x é baixo então a variação de x é alta”. Neste caso, os quantificadores das variáveis
e suas variações são termos linguísticos.
Com este tipo de informação, não é possível trabalharmos com um modelo
baseados em EDO’s da forma usual, entretanto, através dos sistemas P-fuzzy ((SILVA,
2005),(SILVA et al., 2013)) é possível construir um modelo usando informações incertas
como as apresentadas anteriormente. Além disso, os modelos P-fuzzy fornecem condições
para calcular os parâmetros do modelo determinístico equivalente quando este for conhecido.
A referência (SILVA et al., 2013) é o primeiro artigo sobre sistemas P-fuzzy,
onde um estudo bastante detalhado sobre estabilidade de sistemas P-fuzzy unidimensionais
foi apresentado. Um texto de referência sobre os sistemas P-fuzzy pode ser encontrado em
(BARROS; BASSANEZI, 2006). Algumas aplicações dos sistemas P-fuzzy em biomate-
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mática podem ser encontradas em (PEIXOTO, 2005) e em sistemas de difusão pode ser
encontrado em (LEITE et al., 2014).
Basicamente, os sistemas P-fuzzy são SBRF’s que utilizam o método de inferên-
cia de Mamdani, onde as entradas são as variáveis de estado e as saídas são as respectivas
variações destas variáveis. Na Figura 95, apresentamos a estrutura de um sistemas P-fuzzy.
Figura 95 – Estrutura de um sistema P-fuzzy.
Se considerarmos a saída do sistema P-fuzzy como a variação instantânea da
variável de estado, podemos assumir que a expressão de saída do sistema P-fuzzy é um
sistema autônomo de equações diferenciais, isto é, o sistema P-fuzzy pode ser visto como
um campo vetorial de equações diferenciais ordinárias dx
dt
“ fpxq.
$&%
dx
dt
“ Fppxq
xpt0q “ x0
onde o campo vetorial Fp é dado pelo controlador fuzzy de Mamdani.
Para exemplificar, suponhamos que estamos modelando o crescimento popula-
cional de uma determinada espécie e temos acesso às seguintes informações:
• Se a população é baixa então sua taxa de variação é baixa;
• Se a população é média baixa então sua taxa de variação é média;
• Se a população é média então sua taxa de variação é alta;
• Se a população é média alta então sua taxa de variação é média;
• Se a população é alta sua taxa de variação é baixa;
• Se a população é altíssima então sua variação é baixa negativa.
Capítulo 5. Solução aproximada em malha fechada do problema de controle ótimo via controlador de
Mamdani 130
Em geral, este tipo de informação é fornecida por algum especialista no fenômeno
modelado. Nota-se que as informações obtidas satisfazem as hipóteses de crescimento
populacional inibido, prevendo a existência de uma capacidade suporte para esta população.
Dentre as possíveis equações que satisfazem o comportamento descrito pelas regras, temos
a equação logística, apresentada em (5.10):
dx
dt
“ ax
´
1´ x
k
¯
(5.10)
onde o parâmetro a representa a taxa de reprodutibilidade da população xptq e k é a
capacidade suporte dessa população.
Salientamos que as mesmas regras podem ser usadas para outros modelos de
crescimento inibido tais como Gompertz, Montroll e outros, onde as diferenças estão na
modelagem do suporte dos conjuntos fuzzy de entrada. As variáveis linguísticas utilizadas
acima podem ser descritas através de conjuntos fuzzy conforme as Figuras 96 e 97.
Figura 96 – Variáveis de entrada e saída do
modelo P-fuzzy de Verhulst.
Figura 97 – Solução numérica do modelo P-
fuzzy de Verhulst.
Utilizando um processo computacional iterativo, notamos que o comportamento
da população segundo este modelo P-fuzzy, satisfaz as hipóteses de Verhulst, logo podemos
afirmar que o modelo P-fuzzy acima também é um modelo de crescimento inibido.
É importante notar que os modelos P-fuzzy são adequados para modelar
fenômenos pouco conhecidos, onde existam apenas informações imprecisas sobre a dinâmica
do fenômeno no tempo. Para padronizar a notação denotaremos os sistemas P-fuzzy por
P pxq.
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5.1.3 Controle ótimo com dinâmica P-fuzzy
Um problema de controle pode ser dado por
min
xPX Jpuq “ gpxptf qq `
ż tf
t0
F pt, x, uqdt
dx
dt
“ fpx, uq
xpt0q “ x0 xptf q “ xf .
(5.11)
Para os casos onde as informações sobre o fenômeno são vagas, os modelos
P-fuzzy são bastante adequados para modelar a dinâmica fpx, uq. Sendo assim, podemos
reescrever a dinâmica conforme Equação (5.12).
dx
dt
“ fpxptq, uptqq “ P pxq ` hpxptq, uptqq (5.12)
onde a função P pxq representa o sistema P-fuzzy e uptq a função de controle.
Note que o termo hpxptq, uptqq em 5.12 representa uma função que modela
adequadamente a interação entre o controle e a variável de estado.
Conforme visto no Capítulo 1, a aplicação da programação dinâmica através
do princípio de otimalidade não exige nenhuma condição sobre a função P pxq, o que o
torna ideal para o caso onde a dinâmica é P-fuzzy. Resumidamente, a única modificação
em relação à programação dinâmica clássica é que a aproximação para derivada será dada
pela Equação (5.15).
dx
dt
ptq « xpt` hq ´ xptq
h
(5.13)
xpt` hq « xptq ` hdx
dt
ptq (5.14)
xpt` hq « xptq ` hpP pxptqq ` hpx, uqq (5.15)
Exemplificamos esta técnica para um sistema P-fuzzy que modela um cresci-
mento populacional inibido.
Para podermos fazer uma comparação, vamos resolver um problema com
dinâmica de Verhulst e compará-lo a um modelo inibido P-fuzzy equivalente. Aplicando
métodos de ajuste de curva para a solução do modelo P-fuzzy da seção anterior, encontramos
o seguinte modelo de Verhurst
dx
dt
“ 0.2105x
´
1´ x135
¯
(5.16)
Capítulo 5. Solução aproximada em malha fechada do problema de controle ótimo via controlador de
Mamdani 132
Este é o modelo clássico que melhor se aproxima do modelo P-fuzzy inibido
utilizado. Para este caso, o problema clássico fica descrito da seguinte forma:
min
uPU Jpuq “ x
2pT q `
ż T
0
p0.01x2ptq ` u2ptqqdt
dx
dt
“ 0.2105x
´
1´ x135
¯
` uptq
xp0q “ x0 xptf q “ livre
(5.17)
onde o termo uptq representa um fluxo de natalidade ou mortalidade da população em
questão. Como dissemos, este termo poderia ser substituido por qualquer função hpx, uq
que se adequasse melhor ao caso, por exemplo, hpx, uq “ ´uptqxptq, representando um
controle que fosse proporcional a população.
Entretanto se a dinâmica da variável de estado é modelada por um sistema
P-fuzzy, basta substituir a equação 0.2105x
´
1´ x135
¯
por P pxq, onde P pxq é o sistema
P-fuzzy de Verhulst proposto na primeira seção. O resultado da aplicação do método pode
ser visto na Figura 98
Figura 98 – O gráfico contínuo é referente a solução clássica enquanto que o gráfico com círculos
se refere a solução do problema com dinâmica P-fuzzy.
Notamos que a aproximação da solução aplicando o método de programação
dinâmica ao modelo de Verhulst P-fuzzy é bastante satisfatória e verifica a funcionalidade
do método. Outros exemplos de aplicação e maiores detalhes para esta abordagem podem
ser encontrados em (DINIZ; BASSANEZI, 2013) e (PEREIRA, 2013).
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5.2 Programação dinâmica na definição das regras
Nesta seção apresentamos o resultado principal do capítulo. Mostramos uma
forma de obtermos um controle com SBRF, via método de inferência de Mamdani, que
represente a solução aproximada em malha fechada de um problema de controle ótimo.
5.2.1 Dinâmica clássica e controle com SBRF
Sabe-se que o cálculo analítico da solução em malha fechada de um problema
de controle ótimo é bastante complexo e muitas vezes inviável (para não dizer impossível
em alguns casos). Tal fato justifica a necessidade de métodos numéricos capazes de obter
uma solução aproximada do problema de controle ótimo.
Por outro lado, como já dissemos, os SBRF via método de inferência de
Mamdani são vastamente usados para resolver problemas de controle, como por exemplo,
o clássico problema de equilibrar o pêndulo invertido, entretanto, este controle não leva
em consideração os custos associados à realização destas tarefas.
Nesta subseção buscamos integrar os métodos numéricos utilizados para obten-
ção de solução ótima em malha fechada com o controlador de Mamdani, obtendo assim,
uma solução que se aproxima da solução ótima do problema determinístico. Apresentamos
a estrutura do método através do Exemplo 5.2.1.
Exemplo 5.2.1. Neste exemplo vamos tratar do seguinte problema de controle ótimo:
Minimização de uma população de pragas numa lavoura num tempo fixo tf controlada
por uptq, umin ď u ď umax, sendo que xptq tem um crescimento logístico, com xptf q livre.
Por efeito de exemplificação do método consideremos os valores dados
min Jpxq “ x2p25q `
ż 25
0
u2ptq ` 0, 1x2ptqdt
dx
dt
“ 0.06991x
´
1´ x135
¯
` u
xp0q “ 140 xp25q “ livre
´20 ď u ď 0
0 ď x ď 150
(5.18)
Este modelo representa o controle de uma população que cresce segundo as
hipóteses de Verhulst, com capacidade suporte 135 unidades de população e é controlado
por uptq. A performance do controle é medida pelo funcional que pondera a população,
o controle e o estado final da população. Em geral, esse tipo de modelo é tipicamente
aplicado ao controle de pragas em lavouras.
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Vamos aplicar o método proposto para encontrar as melhores regras que
associam a cada instante e estado, o melhor controle a ser adotado (a melhor decisão).
Etapa 1 - Construção das variáveis fuzzy
Inicialmente deve-se fazer o particionamento fuzzy das variáveis tempo, estado
e controle. Na prática, esta etapa é realizada com a ajuda de um especialista que pode
definir qual é o particionamento mais coerente. No nosso exemplo, o particionamento das
variáveis estado e tempo está representado na Figura 99 e o particionamento da variável
de controle está descrito na Figura 100:
Figura 99 – Representação do estado xptq através de variáveis linguísticas fuzzy e representação
do tempo t através de variáveis linguísticas fuzzy .
Figura 100 – Representação da variável de controle uptq através de variáveis linguísticas fuzzy.
Trabalhamos com o tempo e estado como sendo variáveis de entrada e o controle
como sendo variáveis de saída de um controlador de Mamdani. A construção das variaveis
fuzzy deve satisfazer as hipóteses do Teorema 5.1.1, sendo que os pontos com grau de
pertinência 1 são aqueles que formarão a malha na etapa 2.
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A definição destas variáveis é fixa, isto significa que não iremos ajustar o
particionamento do domínio das variaveis de entrada para obter o controle ótimo. A
obtenção do controle ótimo está apenas relacionado com a definição das regras que as
relacionam.
Etapa 2 - Obtenção das regras
A segunda etapa consiste em discretizar o problema clássico de acordo com
partição fuzzy realizada na etapa anterior e encontrar qual é o melhor controle para cada
ponto da malha construída.
A variável de estado, xptq será dividida em seis pontos igualmente espaçados,
com x1 “ 0 , x6 “ 150. O tempo será dividido de seis instantes com um passo igual a
5. O controle por sua vez tem a amplitude de -15 a 15 e será particionado em quatro
pontos u1 “ ´15, u2 “ ´10, u3 “ ´5, u4 “ 0. Todos estes pontos são aqueles que possuem
pertinência um aos conjuntos fuzzy definidos nas Figuras 99 e 100. A Figura 101, representa
a malha que será utilizada.
Figura 101 – Discretização do tempo t e do estado xptq para calcular o controle em cada ponto
da malha através do algoritmo de programação dinâmica.
Num contexto clássico, para obtenção de uma boa solução, seria necessário fazer
uma discretização muito mais refinada, principalmente na variável temporal. Aplicando
o algoritmo de programação dinâmica, definimos o controle ótimo para cada ponto da
malha. Os controles resultantes estão representados na Figura 102.
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Figura 102 – Cada ponto da malha possui um controle associado.
Até agora, o que foi feito na etapa 2, não se difere daquilo que é feito no
caso clássico. No entanto, a cada ponto da malha associamos dois conjuntos fuzzy, um
referente ao estado e outro referente ao tempo. A Figura 103 ilustra a base de regra que
será construida.
Figura 103 – Cada ponto da malha representa uma regra, as variáveis fuzzy de entrada são o
tempo e o estado e a variável de saída é o controle .
Um exemplo de regra descrita pela Figura 103 é: Se o estado é X4 e o tempo é
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T2 então o controle é U1=-20. Portanto, temos um SBRF com duas variáveis de entrada,
o estado e o tempo, e com uma variável de saída, o controle, sendo esta uma solução em
malha fechada aproximada do problema inicial. Um resumo do sistemas baseado em regras
obtido é feito do diagrama da Figura 104.
Figura 104 – O diagrama representa uma solução em malha fechada para o problema de controle
ótimo. Dado o estado e o instante, o SBRF fornece o melhor controle a ser adotado.
Etapa 3 - Construção da solução
A partir deste sistema baseado em regras, podemos construir a solução apro-
ximada do problema para uma condição inicial qualquer, até mesmo para uma solução
que se inicie num instante qualquer. Iremos tomar como condição inicial xp0q “ x0 “ 140.
Note que a condição inicial não pertence à malha, no caso clássico teríamos que fazer uma
interpolação para sabermos qual controle usar, porém, para o caso do controlador fuzzy
isso não é necessário, pois o método de inferência de Mamdani pondera as regras e fornece
qual controle deverá ser utilizado. Por isso é necessário que os conjuntos fuzzy de entrada
e saída satisfaçam as hipóteses do Teorema 5.1.1.
Para construírmos a solução realizamos uma nova discretização do tempo,
quanto mais refinada for esta discretização, melhores serão os resultados. Uma vez conhecido
o controle, calculamos o avanço para o próximo instante da malha utilizando a aproximação
linear para dx
dt
,
xpt` hq “ xptq ` hdx
dt
ptq (5.19)
e repetimos esse procedimento nos instantes subsequentes.
Ao longo da construção da solução, podemos nos deparar com a situação
ilustrada na Figura 105, onde necessitamos calcular o controle num ponto fora da malha.
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Figura 105 – O ponto A atinge os conjuntos fuzzy T3 e T4 referentes ao tempo e X4 e X5
referentes ao estado. O ponto A está fora da malha, porém a base de regras pode
fornecer o controle ótimo a ser adotado já que atua como um interpolador desses
pontos.
A solução e o controle estão representados no gráfico da Figura 106.
Figura 106 – Solução obtida através do SBRF. A curva inferior representa a variação do controle
e a curva superior representa a variação do estado.
Na Tabela 1 apresentamos um breve resumo das etapas do processo de cons-
trução da solução aproximada de um problema de controle ótimo via base de regras.
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Tabela 1 – Etapas de construção da solução ótima aproximada via SBRF.
Resumo do método de aproximação da solução ótima via SBRF de Mamdani
Etapa 1: Construção das variáveis fuzzy
Nesta etapa deve-se definir os conjuntos
fuzzy que irão representar as variáveis
de estado, tempo e controle.
Etapa 2: Obtenção das regras
Através do algoritmo de programação
dinâmica, são obtidas as regras que
relacionam as variáveis de entrada com
as de saída.
Etapa 3: Construção da solução
A solução é construída de maneira
iterativa, utilizando-se a base de regras
obtida para definir o controle a cada
iteração.
Observações:
• O SBRF construído através do método proposto define uma solução em malha fechada,
e portanto, mesmo que ocorram modificações no estado por motivos externos (não
influenciados pelo controle), é possível traçar a trajetória ótima ao longo do tempo
sem a necessidade de se recalcular a base de regras.
• Como o tempo é uma das variáveis de entrada do SBRF, a solução pode ser construída
com uma discretização do tempo arbitrária.
• Apesar do método ter sido exemplificado para um problema de uma única variável,
este seria perfeitamente aplicável a problemas com n variáveis de entrada e m
variáveis de controle.
5.2.2 Dinâmica e controle com controlador de Mamdani
Poderíamos ainda trabalhar com um problema onde a dinâmica é modelada
através de um sistema P-fuzzy. Neste caso, a única diferença é que, dx
dt
é definido por
dx
dt
“ fpxptq, uptqq “ P pxq ` hpuptq, xptqq (5.20)
onde a função P pxq representa o sistema P-fuzzy e uptq a função de controle.
Neste exemplo, trabalhamos com um sistema P-fuzzy que modela um cresci-
mento logístico, semelhante ao comportamento do modelo de Verhulst adotado no caso
anterior. Quando a performance é avaliada com o mesmo funcional do Problema (5.18)
temos a solução apresentada no gráfico da Figura 107:
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Figura 107 – Modelo com dinâmica P-fuzzy e solução obtida através do SBRF. A curva inferior
representa a variação do controle e a curva superior representa a variação do
estado.
Note, que a solução representada na Figura 107 se difere ligeiramente da solução
apresentada na Figura 106, isto porque o sistema P-fuzzy é similar ao modelo de Verhust,
mas não é exatamente idêntico.
Por fim, na Figura 108 mostramos uma comparação entre a solução ótima
obtida pelo método clássico, pelo método baseado em regras e pelo método baseado em
regra aplicados a dinâmica P-fuzzy.
Figura 108 – Comparação entre a solução clássica, solução via SBRF e solução via SBRF do
problema com dinâmica P-fuzzy.
5.2.3 Dinâmica, controle e performance com controlador de Mamdani
Em um problema de controle ótimo, busca-se estabelecer qual é a melhor
estratégia de controle que satisfaz determinadas restrições. A ideia de “melhor” está
atrelada a uma função (função objetivo) que mensura a performance do controle escolhido.
Essa função é modelada, em geral, com base no conhecimento e nos objetivos de um
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especialista. Uma das formas mais usuais de se modelar a função objetivo é utilizando uma
função quadrática ou uma função linear, que podem ser estabelecidas segundo Equação
(5.21)
min
uPU Jpuq “
ż tf
t0
ax2ptq ` bu2ptqdt ou min
uPU Jpuq “
ż tf
t0
axptq ` buptqdt. (5.21)
onde, a e b são pesos que ponderam a influência de xptq e uptq na performance do sistema.
Em geral, essas constantes a e b, ou até mesmo toda a função do integrando,
são estabelecidas de forma empírica. Conforme já citada, uma estratégia de modelarmos
problemas com essa características é usar os SBRF.
Vamos apresentar nessa subseção, a aplicação do método proposto nesse capítulo
para problemas de controle ótimo onde a dinâmica e a performance são modeladas por
SBRF.
Seja o problema de controle ótimo (5.22)
min
xPX Jpuq “ gpxptf qq `
ż tf
t0
FF px, uqdt
dx
dt
“ P pxq ` hpxptq, uptqq
xpt0q “ 135 xptf q “ livre
(5.22)
onde, P pxq é um sistema P-fuzzy que modela a dinâmica da variável xptq na ausência
do controle, FF px, uq é a performance instantânea do sistema, modelada através de um
SBRF, gpxptf qq modela o custo do estado final e hpxptq, uptqq é uma função que modela a
influência da variável de controle uptq na dinâmica de xptq.
O fato de termos um problemas que envolvem SBRF (FF px, uq e P pxq) nos
impede de fazer qualquer estudo analítico sobre o problema. No Exemplo 5.2.2, aplicamos
o método estabelecido na seção anterior para obter um SBRF que se aproxime da solução
em malha fechada do Problema (5.22).
Exemplo 5.2.2. Seja o Problema (5.23)
min
xPX Jpuq “ x
2p20q `
ż 20
0
FF px, uqdt
dx
dt
“ P pxq ´ 0.25xu
xp0q “ x0 xp20q “ livre
(5.23)
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onde P pxq é dado pelo mesmo sistema baseado em regras definido nas Figuras 96 e 97.
A Função FF px, uq é definida por um SBRF cujos conjuntos de entrada e saída estão
definidos na Figura 109.
Figura 109 – SBRF que possui como variáveis de entrada o estado xptq e controle uptq, e a saída
define o custo referente a essas variáveis.
As regras que relacionam as entradas e saídas são dadas por
• Se xptq é baixo e uptq é baixo então custo é baixo
• Se xptq é baixo e uptq é médio então custo é médio-baixo
• Se xptq é médio e uptq é baixo então custo é médio-baixo
• Se xptq é médio e uptq é médio então custo é médio
• Se xptq é médio e uptq é alto então custo é médio-alto
• Se xptq é alto e uptq é médio então custo é médio-alto
• Se xptq é alto e uptq é alto então custo é alto
• Se xptq é baixo e uptq é alto então custo é médio
• Se xptq é alto e uptq é baixo então custo é médio
O SBRF estabelecido acima tem duas variáveis de entrada e uma de saída.
Graficamente, podemos representa-lo por uma superfície, conforme Figura 110.
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Figura 110 – Superfície gerada pelo SBRF que modela a performance do problema abordado. A
variação do custo é sempre positiva a medida que xptq e uptq aumentam.
Note que a superfície da Figura 110 se assemelha a superfície de um plano,
se aproximando assim da superfície gerada por uma função F px, uq “ ax` bu citada na
Equação (5.21).
Figura 111 – SBRF que modela a solução em malha fechada do problema abordado. O estado e
o tempo são as variáveis de estado e a saída é o controle.
Para aplicar o método da programação dinâmica à SBRF, particionamos
(discretizamos) o domínio da varíavel de estado e de controle em sete pontos e da variável
de tempo em onze pontos. Aplicando o método da programação dinâmica estabelecemos
as seguintes regras, representadas na Tabela 2
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T1 T2 T3 T4 T5 T6 T7 T8 T9 T10 T11
X1 U1 U1 U1 U1 U1 U1 U1 U1 U1 U1 U1
X2 U7 U7 U7 U7 U7 U7 U7 U1 U1 U1 U1
X3 U7 U7 U7 U7 U7 U7 U7 U7 U1 U1 U1
X4 U7 U7 U7 U7 U7 U7 U7 U7 U2 U1 U1
X5 U7 U7 U7 U7 U7 U7 U7 U7 U7 U2 U1
X6 U7 U7 U7 U7 U7 U7 U7 U7 U7 U2 U1
X7 U7 U7 U7 U7 U7 U7 U7 U7 U7 U2 U1
Tabela 2 – Tabela resume as regras que relacionam os conjuntos fuzzy de entrada xptq e t
com o controle ótimo uptq.
Para condição inicial x(0) = 135, obtemos a solução plotada nas Figuras 112 e
113
Figura 112 – Gráfico de xptq obtido pelo con-
trole em malha fechada definido
pela base de regras descrita da
Figura 111 e Tabela 2.
Figura 113 – Gráfico de uptq obtido pelo con-
trole em malha fechada definido
pela base de regras descrita da
Figura 111 e Tabela 2.
Lembramos que os conjuntos fuzzy que modelam as base de regras para o custo
e para o controle são definidos previamente por especialistas. Em especial, os conjuntos
fuzzy utilizados na entradas e saídas do SBRF satisfazem as hipóteses do Teorema 5.1.1.
5.3 Exemplo de Aplicação
Para ilustrar o uso da técnica apresentada na seção anterior, vamos estudar
um problema clássico de controle tumoral via quimioteriapia, mostramos que a solução
via SBRF tem um comportamento muito semelhante à solução analítica.
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5.3.1 Controle tumoral com tratamento quimioterápico
Neste exemplo trabalhamos com o seguinte problema de controle ótimo estudado
em (PANETTA; FISTER, 2003).
min
xPX Jpxq “
ż T
0
apNptq ´Ndq2 ` bu2ptqdt
dN
dt
“ rN
ˆ
ln
ˆ
1
N
˙˙
´ uptqδN
Np0q “ N0 uptq ě 0
(5.24)
onde N é o volume do tumor e r é a taxa de crescimento.
A equação de restrição representa o crescimento tumoral através de um modelo
de Gompertz (lnp 1
N
q) com o acréscimo de um tratamento através do termo uptqδN
modelando assim, o efeito das drogas utilizadas em tratamentos quimioterápicos na
evolução do tumor combatido.
Quanto ao funcional, existe um custo associado ao tratamento representado
por u2ptq, e um custo associado à diferença entre o tamanho do tumor e o valor desejado
(Nd) que está representado por pN ´ Ndq2. As constantes a e b atuam como pesos que
ponderam o grau de importância de cada um dos custos citados.
O objetivo principal do problema é encontrar a melhor estratégia de adminis-
tração dessas drogas uptq de modo que o tumor desapareça, ou atinja um determinado
volume desejado, considerando ainda que a quantidade de drogas utilizadas seja a mínima
possível. Por efeito de exemplificação, vamos considerar r “ 0.1, a “ 3, b “ 1, δ “ 0.45,
Nd “ 0, N0 “ 0.975 e T “ 20. Aplicando métodos numéricos clássicos, obtemos as soluções
do Problema (5.24).
Figura 114 – O gráfico da esquerda representa a evolução da densidade tumoral ao longo do
tempo sobre efeito do controle ótimo do Problema (5.24). O gráfico da direita
representa a dinâmica ótima de aplicação da quimioterapia (controle) ao longo do
tempo.
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Nota-se que inicialmente o tumor possui uma densidade alta, neste instante
o tratamento é bastante intenso, entretanto, a medida que a densidade tumoral diminui,
o tratamento se estabiliza e por fim, diminui continuamente até chegar a zero. Note que
o tumor não desaparece. Essa é a melhor estratégia de tratamento considerando-se um
tumor que se comporta segundo a dinâmica e custos apresentados em (5.24).
Baseando-se no conhecimento biológico do problema, poderíamos estabeler o
controle de maneira intuitiva através de regras do tipo:
• Se a densidade tumoral é alta a quantidade de quimioterápico é alta;
• Se a densidade tumoral é baixa a quantidade de quimioterápico é baixa.
Essas regras são intuitivamente coerentes e certamente levariam o tumor a um
nível satisfatório, entretanto ao construírmos essas regras não consideramos o intervalo
de tempo T e, principalmente, não consideramos nenhum tipo de custo (danos) causados
pela presença do tumor e pelo uso dos quimioterápicos.
Vamos aplicar o método proposto na seção anterior para encontrar uma base
de regras que controle o crescimento tumoral de forma eficiente.
Etapa 1 : Construção das variáveis fuzzy
Nesta etapa são definidos os conjuntos fuzzy que representam as variáveis
de estado, tempo e controle. Neste texto, consideramos que as funções de pertinência
associadas a estas variáveis são definidas e construídas com a ajuda de um especialista.
Trabalhamos com as seguintes variáveis:
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Figura 115 – Conjuntos fuzzy de entrada e saída do SBRF que modela o controle ótimo aproxi-
mado do problema abordado.
Estes conjuntos devem satisfazer as hipóteses do Teorema 5.1.1 já que o SBRF
irá atuar como um interpolador quando, ao longo do processo iterativo, o estado não
coincidir com os pontos da malha.
Etapa 2 : Obtenção das regras
Baseando-se nos conjuntos fuzzy definidos na etapa anterior, definimos a malha
que discretiza o plano (tempo x estado). Cada ponto da malha é um par de reais que
correspondem a um par formado pelas variáveis fuzzy de entrada. Por exemplo, um
dos pontos da malha é p8, 0.525q, correspondente ao par de conjuntos fuzzy de entrada
pT5, X4q. Observamos que 8 e 0.525 representam os conjuntos T5 e X4 pois possuem grau
de pertinência 1 aos respectivos conjuntos.
Aplicando o algoritmo de programação dinâmica na malha citada acima, obte-
mos as seguintes regras resumidas na Tabela 3.
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T1 T2 T3 T4 T5 T6 T7 T8 T9 T10 T11
X1 U1 U1 U1 U1 U1 U1 U1 U1 U1 U1 U1
X2 U3 U3 U3 U3 U3 U2 U2 U2 U2 U1 U1
X3 U3 U3 U3 U3 U3 U3 U3 U3 U2 U2 U1
X4 U4 U4 U4 U4 U4 U4 U4 U4 U3 U3 U1
X5 U5 U5 U5 U5 U5 U4 U4 U4 U4 U3 U1
X6 U5 U5 U5 U5 U5 U5 U5 U5 U5 U4 U1
X7 U6 U6 U6 U6 U6 U6 U6 U6 U6 U5 U1
Tabela 3 – Resumo das regras de controle.
Etapa 3: Construção da solução
Nesta última etapa utilizamos a base de regras estruturada nas duas etapas
anteriores para obtermos a solução ótima aproximada.
Inicialmente, partimos da condição inicial dada pelo sistemas xp0q “ 0.975.
Aplicando xptq “ 0 e t “ 0 na entrada do controlador, obtemos um valor up0q na saída.
Calculando fpxp0q, up0qq e aplicando uma apróximação linear da derivada obtemos o
valor de xp0` hq, onde h é o tamanho do passo escolhido. Repetimos este processo até
alcançarmos t “ 20. Notamos que o passo h pode ser arbitrariamente definido.
Figura 116 – Comparação entre a evolução do
estado obtido via controle fuzzy
e via controle ótimo clássico
Figura 117 – Comparação entre a evolução do
controle obtido via controle fuzzy
e via controle ótimo clássico
Nas Figuras 116 e 117 notamos que a solução obtida via SBRF é muito
semelhante a solução ótima clássica. Assim como ocorre no processo de programação
dinâmica, quanto mais refinada é a discretização aplicada, mais fiel a solução analítica é a
solução gerada pelo método. Note que no caso da solução via SBRF, uma discretização
mais refinada implicada no aumento da quantidade de regras utilizadas.
O exemplo ilustra bem a importância de trabalharmos com uma solução
em malha fechada. Por exemplo, se ao longo do período de tempo estabelecido houvesse
qualquer alteração externa (cirurgia por exemplo) no volume do tumor, não seria necessário
recalcular os procedimento de controle.
Capítulo 5. Solução aproximada em malha fechada do problema de controle ótimo via controlador de
Mamdani 149
5.4 Conclusão
Neste último capítulo trabalhamos com problemas controlados através de SBRF.
Não apenas usamos o SBRF para controlar o sistema, como também mostramos um método
para estabelecermos as regras e obtermos o melhor rendimento segundo um determinado
critério de performance. Para isso, usamos como base o método de programação dinâmica.
Apresentamos o Teorema 5.1.1, nele caracterizamos uma base de regras via
método de inferência de Mamdani que pode atuar como interpolador de pontos crisps.
Isso é importante, pois a base de regras atua como um interpolador quando o processo de
construção da solução é aplicado.
Inicialmente, trabalhamos com sistemas onde a dinâmica é definida por um
sistema P-fuzzy e a solução é obtida por um método de programação dinâmica clássica.
Posteriormente apresentamos um método que nos permite construir um SBRF
que atua como uma solução de controle ótimo em malha fechada, isto é, dado o estado e o
instante, o SBRF fornece o controle mais eficiente a ser tomado. Esta solução se destaca,
pois não necessitamos calcular a solução em malha fechada clássica, o que é geralmente
bastante complexo. Além disso, com a solução dada por um SBRF, podemos contruir a
solução com a malha particionada da maneira que quisermos, sem precisar recalcularmos
as regras.
A eficiência do método se destaca ainda mais quando trabalhamos com proble-
mas de dimensões maiores, já que nesses casos a determinação das regras não seria algo
intuitivamente simples e a interpolação de pontos no espaço seria evitada.
Ilustramos através de um exemplo de controle tumoral via quimioterapia a
aplicação de método proposto, notamos que a solução obtida pelo método é bastante
semelhante à analítica, mesmo sendo construída apenas com um sistema baseado em regras
fuzzy.
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Conclusão
Basicamente, a tese abordou problemas de otimização fuzzy em 3 contextos:
otimização de funções, cálculo variacional e controle ótimo.
No Capítulo 2 introduzimos os conceitos fundamentais da teoria fuzzy. Estuda-
mos propriedades das funções fuzzy definidas a partir de funções clássicas com parâmetros
fuzzy. Apresentamos alguns resultados relativos a essa classe de funções fuzzy. Trabalhamos
com duas relações de ordem parciais do conjunto dos números fuzzy. Na última seção,
analisamos o comportamento das funções fuzzy parametrizadas, especialmente da extensão
de Zadeh da função ótimo, apresentando os Teoremas 2.3.1, 2.3.3 e 2.3.5. Como resultado
principal do capítulo, demonstramos o Teorema 2.3.6 que garante, sob certas hipóteses
da função fpx, λq, que a extenção de Zadeh de ρx˚pλq, quando avaliada em pλ, tem como
imagem um minimizador pra função pfppx, pλq.
No Capítulo 3 trabalhamos com problemas de cálculo variacional com condição
inicial fuzzy. Inicialmente analisamos o cálculo do funcional para funções que possuam
parâmetros fuzzy, para isso, trabalhamos com a derivada e integral de funções com
parâmetros fuzzy a partir da extensão de Zadeh. Provamos no Teorema 3.2.6 que, sob
a definição de integral e derivada estabelecidas, a imagem de qualquer solução fuzzy
admissível é um número fuzzy. Por fim, apresentamos o resultado principal do capítulo, o
Teorema 3.2.8, que basicamente garante, sob as hipóteses de continuidade do argumento do
funcional e dependência contínua da solução em relação a condição inicial, que a extensão
de Zadeh da aplicação que associa a cada condição inicial uma solução do problema, é de
fato uma solução para o problema fuzzy.
No Capítulo 4 tratamos de problemas de controle ótimo com condição inicial
fuzzy. Na Definição 4.1.1 definimos o conceito de solução para o problema de controle
ótimo com condição inicial fuzzy. No Teorema 4.1.3 estabelecemos algumas hipóteses
sobre o problema de controle ótimo que garantem que pJppxq é um número fuzzy. Como
resultado principal do capítulo, apresentamos o Teorema 4.2.2 e nele verificamos que, sob
as hipóteses de continuidade da solução em relação à condição inicial, é possível garantir
que a solução definida em 4.1.1 é minimizadora de pJppxq em B˚F ppu˚pt, px0q, q para um 
arbitrário.
No Capítulo 5 buscamos aproximar a solução de um problema de controle ótimo
clássico por um controlador fuzzy de mamdani. No Teorema 5.1.1 estabelecemos condições
suficientes para que um controlador de Mamdani atue como um interpolador de um
conjunto de pontos dado. Posteriormente abordamos o problema de controle com dinâmica
dada por um sistema P-fuzzy, neste caso utilizamos o método da programação dinâmica
Capítulo 5. Solução aproximada em malha fechada do problema de controle ótimo via controlador de
Mamdani 151
clássica para resolver o problema. Na Seção 5.2 utilizamos a programação dinâmica para
definir as regras de um controlador de mandani que atue como solução aproximada
em malha fechada de um problema de controle ótimo clássico. Obtemos portanto um
controlador baseado em regras fuzzy que tenha como dados de entrada o estado e o tempo,
exibindo como saída o melhor controle (decisão) a ser tomado.
Trabalhos futuros
Capítulo 2 - Otimização de funções fuzzy
• Estudar otimização de funções do tipo:
– f : RÑ FpR)
– f : FpRq ˆ ...ˆ FpRq Ñ FpR)
• Estudar as propriedades de funções fuzzy definidas a partir de funções clássicas com
parâmetros fuzzy;
• Estabelecer condições de otimalidade sobre as funções fuzzy estudadas e verificar
que o minimizador definido nesta tese, de fato, satisfaz essas condições.
Capítulo 3 - Otimização de funcionais fuzzy
• Utilizar a derivada definida no Capítulo 3 (Definição 3.2.1) para estudar condições
de otimalidade e pontos de inflexão de funções com parâmetro fuzzy;
• Trabalhar o caso onde o funcional estudado não é convexo, isto é, as soluções ótimas
não são globais;
• Estudar o comportamento da extensão de Zadeh da solução fuzzy do problema
variacional com condição final livre;
• Estudar o comportamento da extensão de Zadeh da solução fuzzy para problemas
em que ambas as condições de contorno são fuzzy;
• Trabalhar com problemas onde o tempo final também é uma variável de otimização.
Capítulo 4 - Controle ótimo com condição inicial fuzzy
• Analisar o comportamento da solução proposta para o caso onde o tempo é livre e
para o caso onde o horizonte é infinito;
• Estudar a solução proposta em casos n dimensionais.
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Capítulo 5 - Solução aproximada em malha fechada do problema de controle
ótimo via controlador de Mamdani
• Estudar técnicas de particionar a malha em conjuntos fuzzy, de tal forma que solução
se aproxime mais da solução ótima;
• Analisar o método proposto com a utilização de SBRF com outros tipos de métodos
de inferência e de defuzzificação;
• Abordar o caso onde dx
dt
“ P px, uq e P px, uq é definido por um SBRF.
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