Multi-state Markov processes have been introduced recently in Health Sciences in order to study disease history events. This sort of model have some advantages respect to traditional survival analysis, therefore they are an important line of research into stochastic processes applied to Epidemiology. However these types of models increase the complexity of analysis, even for simpler processes, and standard software is limited. In this paper, two methods for fitting homogene ous Markov models are proposed and compared.
Introduction
Statistical models such Kaplan-Meier1, proportional haz ards2, or competing risks3 are used in survival analysis to study the distribution of the time elapsed between two events. An example would be the diagnosis date of a dis ease and the date of death of the patient. More recently, stochastic processes, and in particular Markov processes, 4 have been introduced to analyze problems such as this. 5 With this sort of model it is possible to analyze jointly the evolution of the patients through different states of their disease, obtaining a complete and detailed study on dis ease history. They are designated multistate models or multistate stochastic processes.
Aalen5 and Andersen and Borgan6 7 showed that survival analysis can be treated as a particular type of twostate Markov process where the transition intensity from the transient state live to the absorbent dead is the hazard function of the variable survival time. Similarly, compet ing risks models can be described as a stochastic process with a transient state live and several absorbing states, cor responding to the different causes of death. The advantage of including traditional survival analysis under the frame work of Markov processes resides in the possibility of studying the detailed evolution of the patients through dif ferent states or stages before death, even when the exact transition time occurs is not known.8,9
Markov processes have been used in to study AIDS,10,11,12 use of contraceptives13 and cancer.9 These stud ies employed different methodologies depending on the Ricardo Ocana-Riola. Escuela Andaluza de Salud Publica, Campus Universitario de Cartuja, Apdo de Correos 2070, 18080 Granada, SPAIN, E-mail: ricardo@easp.es. This research was developed at the Escuela Andaluza de Salud Publica and financed by grant number IN92-D24255738 from the Programa Nacional de Formacion de Personal Investigador en Espana of the Ministerio de Educacion y Ciencia. The author thanks Jacques Esteve for comments and suggestions. particular conditions of each case. In practice, it is often useful to use a homogeneous Markov process in order to model disease history data because generally they are easier to interpret. Moreover, the assumption that the process is homogeneous simplifies the methods used to fit the model.
In this context, the main objective of this paper is to propose and to compare two methods, both of which are computationally tractable, to estimate homogeneous Markov models in continuous time. To illustrate the meth ods described in the following sections, breast cancer data from Granada (South of Spain), are considered. These data are continuous with one absorbing state. 
Breast Cancer Data

Approximate Method
To estimate matrix Q, an algorithm is proposed that consists of modeling transition probabilities with a sim ple function that depends on the transition intensities. From expressions (1) and (2), in a homogeneous Markov proc ess the transition probabilities can be approximated by pi J (h)=qijhand P jj(h )= 1 -qjh when h->0-If there is a sufficiently fine p partition composed of very small inter vals, uk, whose lengths tend to be zero, the approxima t in g this approximation.
The MLE for p can be obtained using traditional partial derivatives of ln(L). In this case, these partial de rivatives are calculated easily. The algorithm for fitting the model is iterative and it will asymptotically approach the best fitting values of the parameters. The convergence cri terion, g , is the maximum relative change in all the pa rameters. The estimated transition probability matrix is p(u) = exp(Qu) where Q = (q,y)= (exp(pj.
Selection of an Initial Estimate
As mentioned above, the algorithms for fitting the model are iterative, and will asymptotically approach the best solution. However, a serious problem in any algorithm 25th, 50th, and 75th, percentiles were  0.026, 0.049 and 0.075, respectively . These results show a sufficiently fine partition where most intervals (75%) ex tended less than 0.075 years. Table 1 shows a comparative analysis o f the Kalbfleisch-Lawless vs the approximate method. The esti mates obtained are very similar. The criterion of conver gence was ϵ = 0.00001 and the implementation in a com puter was accomplished through functions written for S-PLUS.'6 Figure 3 shows the difference between estimated transition probability matrices from each method for each interval of length u. These differences have been calcu lated using Frror = |p/(u)-P//(u|2? where P,(u) and P"(u) are the estimated transition probability matrices from Kalbfleisch-Lawless and Approximate method respectively.
Figure 2. Initial estimation for transition intensities. Dashed lines is the mean of all transition inten sities, used as initial value in iterative methods
Two Methods for Breast Cancer Analysis
To analyze the breast cancer data, consider the transition intensity matrix
The transition 2-3 corresponds to death from other causes In survival studies, the use of models that incor porate covariates permits further analysis of patients' sur vival. When multistate models are used, it is also possible to study the effect of covariates on different transitions between states in patients disease history. Some authors have worked on the introduction of covariates in multi state processes and particularly in homogeneous Markov processes.817 However they mention the increased com plexity of analysis in this sort of model, where an addi tional problem is the shortage of standard software.
In spite of these problems, the introduction of covariates in stochastic processes are required to explain the effect of these factors on disease history events. In this case, a homogeneous Markov model with covariates would be an interesting option. An advantage of the approximate method proposed in this paper is the ease with which covariates can be incorporated in the likelihood function, therefore the study of prognostic factors is not difficult. Interesting results for breast cancer survival and breast cancer recurrence using the approximate method with TNM variables have been found. 18 Computing approximate MLEs replaces the intensity transition matrix with a first order Taylor series. In this article, an empirical comparison showed that, in some cases, it can be a good approximation. Similar con clusions in other applications, so the question of when the Taylor expansion is liable to produce accurate approxima tions and on developing a diagnosis for examining the ac curacy of the approximation is of interest. The results ob tained, therefore, could be an interesting finding in apply ing Markov processes to Health Sciences and Epidemiol ogy.
