INTRODUCTION
With the increase of statistical modelling in the biotechnology, researchers are using more complex methods, such as response surface methodology, artificial neural networks, genetic algorithms, etc. Artificial neural networks (ANN) have been widely applied to the identification and control of nonlinear dynamic systems (1) . One of the main reasons for this success is the universal approximation capability of ANN, i.e., such models are able to approximate to arbitrary accuracy any continuous mapping defined on a compact (closed and bounded) domain (2) .
The various techniques that have been applied successfully for bioprocess modelling and control, neural networks have drawn much attention because they do not require any prior knowledge about the relationships that exist between the states of the system. These relationships are learned by the neural network during the training phase and stored as weights between inter-connections (3). The dynamic nature of fermentation processes results in varying growth rates, substrate uptake rate and product formation rates under different operating conditions. Hence, ANNs are logical tool for predictions of this kind of processes.
The applications of neural networks in bioprocesses are numerous and a lot of studies have been devoted to the inplementation of neural networks in biotechnology. Neural networks have proven to be very efficient tool to analyse and simulate complex biotechnological processes whose interpretation in the traditional way is very difficult. The concept of neural network was successfully applied in modelling of whey fermentation to ethanol (4), production of antibiotics (5), and protein production (6) .
Although in many studies ANNs have been shown to exhibit better predictive properties compared to traditionally appliedstatistical methods, they have been treated as a "black box" models because they provide little explanatory insight into the relative influence of the independent variables in the prediction process. This lack of explanatory power is a major concern to researchers in finding the relationships driving biochemical phenomena. A number of methods for understanding the mechanics of ANNs (e.g.connection weights, Garson"s algorithm, sensitivity analysis, etc.) are used for interpretation of the influence of input variables on outputs of the network.
The aim of this study was to investigate theinfluence of inputsto the neural network for predicting ethanol content, yeast cell number, and sugar content during the fermentation process in batch culture by free Saccharomyces cerevisiae cells from thick juice as intermediate product of sugar beet processing. For this procedure Garson"s algorithm and connection weights methods were selected as the most used methods for interpreting neural network suggested by the available literature (7).
EXPERIMENTAL

Microorganism and inoculum preparation
Fresh baker's yeast (Alltech, Senta, Serbia) was used as production microorganism. The yeast was suspended in a small quantity of culture medium and immediately used for inoculation.
Raw material
Thick juice was obtained during the harvest season 2008/2009 from local sugar factory. Used thick juice contained 61.32% of sucrose and 0.324% of reducing sugars that gave a total amountof fermentable sugars of 61.644%. The substrate was stored for one month at -18 ºC until use. For the preparation of culture medium, thick juice was diluted with distilled water to give a total sugar mass fraction of 5, 10, 15, 20 and 25%. The substrates were adjusted to pH = 5.0 with 10% sulphuric acid by volume.
Fermentation conditions
Fermentations were carried out in a 2-liter bench-scale bioreactor filled with 1.5 L of fermentation medium. The bench-scale bioreactor with the substrate was sterilized by autoclaving at 121 ºC and 2.2 bars for 30 min. The sterile medium was inoculated to give the initial yeast cell number of 10 8 (cells/mL) (approximately 3 g of yeast dry solids per 1000 mL of medium). The fermentation was carried out in batch mode under anaerobic conditions for 48 h, including the time required for making the suspension, at the temperature of 30 ºC and the agitation rate of 200 rpm.
Analytical methods
The samples of culture medium were taken for analysis aseptically at the beginning and in the predetermined time intervals: 4, 8, 12, 24, 30, 36 and 48 h from the moment of inoculation. Yeast cell number in fermentation medium was determined with Neubauer Haemocytometer under 400 × magnifications using an optical microscope (Wild M20, Heerbrugg, Gais, Switzerland). Viability of cells was confirmed by the methylene blue staining technique (8) . The amino-nitrogen content was determined by the Kjeldahl method. The pH was measured directly in the cultivation medium using a laboratory multiparameteranalyser Consort C863 (Consort, Turnhout, Belgium) with the glass electrode. Total dissolved salt (TDS) content and conductivity were measured using a conductivity electrode. The amount of soluble ash was calculated by the following formula (Herlich, 1990) :
where a represents the conductivity of sample (μS/cm) and b the conductivity of distilled water (μS/cm). Dry matter (dm) was determined by the standard drying method in an oven at 105°C to a constant mass (8) .
The samples of the substrates and cultivation media were centrifuged at 4000 rpm for 15 min. Then sucrose and reducing sugar content (sum of glucose and fructose) of the supernatant were determined by HPLC (Jasco, Inc, Easton, MD, USA, pump PU-980, detector RI-930, sampler AS-950, 20 μL injection loop, column sugar KS-801, eluent: water flow rate of 0.6 mL/minand elution time 30 min). Fermentable sugar content was expressed as the sum of sucrose and reducing sugars. Sucrose, glucose, and fructose standards were purchased from Supelco (Bellefonte, PA, USA). All chemicals were of reagent grade or better.
Ethanol content was determined directly from the samples of the fermentation mash by gas chromatography, using a HP 5890 Series II GC (Agilent Technologies Inc, Santa Clara, USA) equipped with a flame ionization detector, a Carbowax 20 M column at 85°C, and the carrier gas was helium. Injector and detector temperatureswere maintained at 150°C.
Calculations
A commercially available software program (Matlabneuralnetwork toolbox, The Math Works Inc., Natick, MA) was used to implement supervised ANNs on a personal computer.The ANN implemented in this study consisted of an input layer with two nodes, one hidden layer with nine nodes and an output layer with one node, as defined in previous work (9) . The network was trained in standard training procedure conducted in three steps: feedforward of the input training pattern, calculation and back propagation of the associated error, and the adjustment of the weights. The ANN output corresponding to the input values were then compared with the target values and the weights were adjusted to reduce the sum of squares of errors. The Levenberg-Marquardt algorithm was employed for training with an intermediate learning rate of 0.05.
There are a number of methods that are available to aid in the interpretation of connection weights and variable contributions in neural networks. These approaches have been mainly used by ecologists and they represent a set of techniques for understanding neuron connectionsin the networks.
Neuronal connection weights represent linkages between the inputs and the output, and therefore quantitatively link the cause(ANN inputs) and effect(ANN output). Excellent ANN simulations allowed the calculation of the relative importance of each input variable v using the connection weight partitioningmethodology (7,9): where n v is the number of input neurons, n H the number of hidden neurons, i j the absolute value of connection weights between the input and hidden layers, and Oj is the absolute value of connection weights between the hidden and output layers. Even though much cannot be made of the exact values arising from Eq. (2), the trends in relative importance of input variables can be interpreted mechanistically. It is important to note that Garson"s algorithm uses the absolute values of the connection weights when calculating variable contributions, and therefore does not provide the direction of the relationship between the input and output variables. Connection weights method calculates the product of the raw input-hidden and hidden-output connection weights between each input neuron and output neuron and sums the products across all hidden neurons (10) .
RESULTS AND DISCUSSION
Methods that can provide adequate accuracy in estimating variables from incomplete information are desirable for the prediction of fermentation processes. Ethanol is a typical primary metabolite implicating that its production is directly coupled with the yeast cell growth. Yeasts, like all microorganisms, go through different stages of growth (lag phase, logarithmic phase, stationary phase and death phase). Growing yeasts produce ethanol thirty-three times faster compared to stationary phase cells (11) . The fermentable sugar uptake coincides with an intensive increase in biomass and ethanol production during alcoholic fermentation. Direct online measurements of the process variables, yeast cell number, sugar and ethanol concentrations are usually not possible due to the dearth of suitable measuring devices or probes. This coupled with the inherent non-linearity of bioprocesses makes the system identification difficult (3). On the other hand, diminishing of the fermentation time and consequently of ethanol production costs isa way to increase effectiveness of the process.
Substrate concentration is an important factor in fermentation. High substrate concentrations inhibit growth and product formation and may distort the metabolism of microorganism. In ethanol fermentation, substrate inhibition becomes significant somewhere in the range of 5-25% of sugar with complete inhibition of growth at 40% of glucose (12, 13) . The range of initial sugar content applied in this research was selected in agreement with the above literature data.
In recent years, there has been a strong interest in the use of neural networks to describe biochemical processes, due to their ability to approximate highly nonlinear systems. Different architectures of neural networks have been used. In spite of the existence of several proposals in the literature concerning neural network architectures as identification models for predictive control, optimization procedures for the automatic definition of the neural network dimension and for the choice of the best set of activation functions for the hidden neurons still deserve a deeper attention (1) . Additional information on the selection of transfer functions, training algorithm, weights assignment are not shown in this study.
A feed-forward back-propagation artificial neural network was used to test the hypothesis. Fermentation time and starting sugar content were used as input variables. Neural network had one output value: ethanol content, yeast cell number or sugar content. There was one hidden layer and the optimal number of neurons, i.e. nodes was found to be nine for all selected network outputs. In this study the transfer function wasa hyperbolic tan-gent sigmoid function (tansig) and the selected learning rule was Levenberg-Marquardt. The results suggest that artificial neural networks are good prediction tool for selected the network outputs. It was found that the experimental results are in very good agreement with the computed ones. Coefficient of determination (the R-squared) was found to be 0.9997, 0.9997 and 0.9999 for ethanol content, yeast cell number and sugar content, respectively.
The influence of fermentation time and initial sugar concentration as ANNs inputs were analyzed by Garson"s algorithm and connection weights method, and the results are shown in Table 1 . In a network with a single hidden layer, excitatory effects of input variables are depicted by positive input-hidden and positive hidden-output layer connections weights, or negative input-hidden and negative hidden-output connection weights. The inhibitory effects of input variables are depicted by positive input-hidden and negative hidden-output connection weights, or by negative input-hidden and positive hidden-output connection weights.
At first glance, the connection weight method and Garson"s algorithm might be expected to produce similar results because they both use input-hidden and hidden-output connection weights when calculating variable importance. In accordance with the results shown in Table 1 for Garson's algorithm, the influence of both input variables is almost the same. This is not in agreement with the results of statistical analyses (13) . On the other hand, connection weights method gives results that are in agreement with statistical approach. As it may be expected, increasing fermentation time increases progressively ethanol content, as well as yeast cell number, so it has excitatory effects. On the other hand, increasing of fermentation time has an inhibitory effect on sugar content. In contrast, the increase in the initial sugar content influences positively all selected outputs of the neural network.
The inadequacy of Garson"s algorithm is not surprising given that it uses absolute connection weights to calculate variable contributions, and, therefore, does not account for counteracting connection weights linking input and output neurons, that is, the opposite directions for incoming and outgoing weights from the hiddenlayer neurons (7, 9) .
CONCLUSION
In conclusion, although the apparent complexity of artificial neural networks was originally believed to limit our ability to gain explanatory insight into the prediction process, the advancements made in neural network modeling have showed that this indeed is not the case. Although the interpretation of neural networks will obviously never be as straightforward as simple regression models, some methodologies are available for lluminating the "black box" that was once thought to typify artificial neural networks. Neural networks are a usefull tool to predict fermentation process, while connection weights should be usedfor identifying contribution of inputs.
