Consider a random walk whose (light-tailed) increments have positive mean. Lower and upper bounds are provided for the expected maximal value of the random walk until it experiences a given drawdown d. This article also complements the Lundberg exponential stochastic upper bound and the Crámer-Lundberg approximation for the expected minimum of the random walk, with an exponential stochastic lower bound. The tail probability bounds are of the form C exp{−αx} and exp{−αx} respectively, for some 1 K < C < 1. Our treatment of the problem involves Skorokhod embeddings of random walks in Martingales, especially via the Azéma-Yor and Dubins stopping times, adapted from standard Brownian Motion to exponential Martingales.
Introduction
Drawdowns of Brownian Motion with positive drift. Let {W (t) | t ≥ 0, W (0) = 0} be Standard Brownian Motion (SBM) and let {B(t) | B(t) = µt + σW (t), t ≥ 0} be Brownian Motion (BM) with drift µ > 0 and diffusion parameter σ ∈ (0, ∞). As pointed out in Meilijson [17] , drawdowns are gaps for Dubins & Schwarz [12] ), extents for Goldhirsch & Noskovicz [13] ) and downfalls for Douady, Shiryaev & Yor [9] ). Taylor [20] (see also [17] ) presents a closed form formula for the joint moment generating function 
Maximum of Brownian Motion with negative drift.
The maximum max(BM ) = inf t>0 {B(t)} is well known to have the exponential distribution
This article contributes to the generalization of (2) and (3) from BM to random walks (RW). There is a rather vast literature on the maximum of RW with negative drift. Kingman [15] showed that P (max(RW ) > x) ≈ 1 ∧ exp{− 2|µ| σ 2 x} for small µ, Siegmund [18] studied first order corrections to this approximation via renewal-type overflow distributions and Chang & Peres [8] developed asymptotic expansions of P (max(RW ) > x) for the Gaussian case. Blanchet & Glynn [6] improved on these approximations. In the insurance risk literature, exponential bounds and approximations of P (max(RW ) > x) are referred to as Lundberg's inequality or Crámer-Lundberg approximations (see Asmussen's comprehensive treatise [1] ). This paper is methodologically different from the above; instead of relying on change of measure and renewal theory, our setup involves exponential martingales and Skorokhod embeddings, in a way reminiscent of Wald's [21] method for deriving the OC characteristic of the Sequential Probability Ratio Test. As part of the change, we will give up on trying to save the inaccurate role of 2|µ| σ 2 as the exponential rate in the questions under study, in favor of the so-called adjustment coefficient of the insurance risk literature, provided by the α solving E[exp{−αX}] = 1. However, the rate 2|µ| σ 2 will stay around: the RW will be coupled with a BM for which 2|µ| σ 2 is α. More explicitely, using Skorokhod ([19] and also [4, 7, 10, 16] ) embeddings, mean-zero RW can be viewed as optional sampling of SBM. This idea will be mimicked here to embed the exponential Martingale exp{−αS n } into the Martingale exp{−αB(t)}. This method could be useful in obtaining other approximate extensions of pricing under log-normal models to more general distributions.
Aumann & Serrano [3] asked a scalar index of riskiness Q(X) of the random variable (r.v.) X to satisfy an homogeneity axiom Q(tX) = tQ(X) and a duality axiom that models the increased preference of a more risk averse individual for constant wealth w over random wealth w + X. The unique solution (up to a multiplicative constant) is the inverse to analyze than our subject matter, typical height (or time) to achieve a given drawdown.
We propose the use of the adjustment coefficient or its inverse as a Calmar-type measure of the risk of a financial asset, and provide simple approximate formulas to quantify its effects.
The more commonly used Sharpe index, or ratio of net drift (drift minus market interest rate) to volatility (standard deviation), lets volatility penalize the asset even when it favors gains. In contrast, drawdown-based indices measure risk in a more reasonable asymmetric sense.
Results
From now on, we only consider BM and RW with positive drift and thus unify the presentation of the two problems, by switching from the commonly studied maximum of BM and RW (2)). Besides α, we need other characteristics of the distribution F . can be defined for random walk in much the same way they are defined for Brownian Motion. Re-stating Lundberg's inequality as the RHS of (6), the purpose of this paper is to prove the other three inequalities in (5) and (6) 
We (7) and this proves the two following rather elegant formulas.
If we view the normal random walk as sampling Brownian Motion with drift µ and diffusion coefficient σ at regular intervals, α is independent of the grid length δ but the three d's are not, predictably vanishing with the grid length.
The LHS of (7) is well known and easy to obtain from the formula exp{µ + σ 2 t 2 /2} of the moment generating function of the normal distribution. As for the RHS, it requires evaluating via
the expressions (12) from which the RHS of (7) follows, at least in the sense of plugging x = 0. To see that x = 0 is indeed the correct choice for each side, observe that the normal distribution is IFR -has increasing failure rate (Mills' ratio φ(z) 1−Φ(z) ). But IFR implies that the residual distributions L(X − x|X > x) are ordered by stochastic inequality. Hence, so are the expectations of monotone functions, such as the exponential function. This argument applies equally to the two tails.
Example 2: The double exponential case. Let X have density pθ exp(−θx} for x > 0 and (1 − p)µ exp(µx} for x < 0, with θ µ+θ < p < 1. Then
with the corresponding bound ingredients
The rate α exceeds
2E[X]
Var[X] for all p if µ ≥ θ, but if µ < θ the opposite inequality holds for all p close enough to 1. 
from which
The Gaussian-motivated rate
Var[X] is 2θ(1 − θ∆), always smaller than α. That is, a random walk with shifted exponential increments gets to higher heights before a given drawdown than a normal one with the same mean and variance.
Example 4:
A dichotomous case.
Let P (X = −1) = 1 − p and
As is well known from the Gambler's ruin problem, the probability of reaching +1 before (integer) −d is
is nothing but the number of independent such attempts until a first "failure". Hence, it is (−1 plus) a geometric r. v., and its mean is
For non-integer d, the ceiling of d should be substituted in (17) . Even without doing so, the LHS of (5) In all the previous examples, the distribution F has non-decreasing failure rate and the "excess lifetime" over x looks shorter as x increases. That's why the d's are attained at x = 0 (see (4) ). It is easy to produce a four-point distribution with one negative atom in which d + will be the distance between the two rightmost atoms.
Example 6: A power-law right tail. If F is light left tailed but behaves like power law at the right tail, then α is finite but d + is infinite because its maximand behaves like log x. To wit, This example illustrates that yield-to-drawdown, while at least as high as the Brownian lower bound, may in principle be superexponential.
Miscellaneous
The record high value M BM d is exponentially distributed. This is so because as long as first hitting times of positive heights occur before achieving a drawdown of d, these times are renewal times: knowing that M BM d > x is the same as knowing that B has not achieved a drawdown of d by the time it first reached height x. But then it starts anew the quest for a drawdown.
A direct argument for (2) . Since the mean-1 Martingale exp{−αB} stopped at τ BM d is uniformly bounded, it is also uniformly integrable. Hence,
.
Skorokhod embeddings in Martingales
The problem as posed and solved by Skorokhod in [19] is the following: given a distribution 
One of the analytically most elegant solutions to Skorokhod's problem is the Azéma-Yor stopping time T AY (see Azéma & Yor [4] and Meilijson [16] ), defined in terms of
, the upper barycenter function of F , as Once a distribution F is embeddable in SBM W, so is the random walk with increments distributed F . Plainly, embed X 1 at time τ 1 , then use the same rule to embed X 2 at time 
]. We have proved the LHS inequality in (5) by the method of Coupling.
The RHS inequality in (5) 
