Abstract-In order to enable efficient instance search in video, compact descriptors for video segments have been proposed. They exploit the temporal redundancy within a video segment to obtain smaller descriptors, and the segment-based representation can be exploited to enable more efficient matching. In this paper we analyze the performance of different visual features when applying both lossless and lossy compression to the set of descriptors of one video segment. We consider both handcrafted and deep features, i.e., visual features obtained from training a deep convolutional neural network. We also propose optimizations to the extraction and matching procedure. Both the compression methods and the optimizations are experimentally evaluated on a large video data set.
I. INTRODUCTION
Many applications require identifying similar content in video beyond copy detection, e.g., finding video segments that show similar locations or salient objects. This requires robust and efficient methods for instance search in video. In application scenarios involving live streams, e.g., broadcasting applications or user generated video, feature extraction and matching need to provide results with low latency. This requires that the visual feature extraction and matching process is performed very efficiently. The visual similarity between streams may be partial, views may differ significantly and occlusions are likely to occur. The matching method must thus be able to handle these issues, i.e., go well beyond the variations supported by fingerprinting and copy detection methods. It is important that the method takes the temporal dimension of the video into account, i.e., is able to return a similarity score that considers the entire segment in which matches are found. This is not only an issue of the granularity of results, but also of efficiency, i.e., being capable of matching video segments rather than performing pairwise matching of sequences of key frames.
Using a framework for compact video descriptors [1] , we analyze the performance of different local and aggregated visual features. This includes established hand-crafted features as well as deep features, i.e., feature representations that are obtained from trained deep convolutional neural networks. The first contribution of this paper is the analysis of the effect of lossless and lossy compression along the temporal dimension on the descriptor size, and (in the case of lossy compression) on the resulting performance. The second contribution are optimized extraction and matching methods, exploiting the segment-based descriptor representation, and enabling realtime use cases.
The rest of this paper is organized as follows. Section II describes related work, including the descriptors we use in this work. We describe the temporal compression of different visual features in Section III, and the proposed optimizations in Section IV. Experimental results on a large video data set are reported for both temporal compression and optimizations in Section V. Section VI concludes the paper.
II. RELATED WORK
Related topics to our problem are instance search in video and near duplicate video detection. As mentioned above, copy detection approaches are not sufficiently robust against the content variations encountered in our setting.
One general way of speeding up processing is to make the feature extraction process for descriptors such as SIFT [2] more efficient. This can be done by more efficient and compact features (e.g., [3] ), using GPUs (e.g., [4] ) or dedicated hardware (e.g., [5] , [6] ) for feature extraction. As the feature extraction step for a single frame is treated as a black box in this paper, these approaches are complementary, and can be plugged into our framework.
Instance search, i.e., finding video clips containing a similar foreground object, background or scene as in the query, is still a challenging problem in large-scale video collections. In contrast to video copy detection, the problem cannot be addressed only by global visual descriptors, due to the variability with which the object of interest may be depicted. In recent years, there has been significant progress in defining more compact visual descriptors, typically by aggregating local descriptors (either sampled from interest points or densely) and applying means such as dimensionality reductions and binarization. Examples of such methods are Fisher Vectors [7] , VLAD [8] and its improvements [9] , VLAT [10] and MPEG CDVS [11] . While these descriptors achieve good matching performance even at small descriptor sizes, they are all descriptors for still images that need to be applied independently to individual frames of the video. Thus, they do not make use of the temporal redundancy of the video. This is not only an issue of the size of the extracted descriptor, but also of the matching complexity, as pairwise matching of the frame descriptors has to be performed.
Many approaches for finding near duplicate video are defined as a retrieval task, i.e., a database is established, including the creation of an efficient indexing data structure and then queried in real-time. If we consider use cases with continuous incoming content streams, the task is more one of near duplicate video detection. This distinction is also made in the state of the art survey in [12] , and the authors observe that there are only few works dealing with near duplicate detection in a real-time scenario.
The method proposed in [13] assumes the existence of a shot structure and consistent luminance changes across matching streams, which does not generally hold, e.g. for user generated content (UGC). [14] proposes to exploit the redundancy within video segments to obtain a more compact description. Descriptors from interest points in each of the frames are matched against those of other frames in the segment, and redundant descriptors are removed, thus obtaining a more compact set of descriptors for the segment. An iterative method for matching near duplicate video segments is proposed in [15] , using per frame ternary descriptors. However, the iterative process is used to optimize the complete alignment, but does not support early stopping in case of not or weakly matching segments. [16] propose a matching approach for videos based on spatio-temporal pyramid matching. While we share the basic approach of hierarchical matching with this approach, the differences are that they work on a set of raw descriptors that still have spatio-temporal association, rather than an already compacted and difference code data structure.
Deep convolutional neural networks (DNNs) have been very actively researched in recent years, in particular for image classification tasks. It has also been shown that the feature representations learned in the convolutional layers of the network (before performing the actual classification) are useful for many computer vision problems, and perform comparable or even better as established hand-crafted features [17] . This includes instance search, however, it was found that the features obtained from DNNs are less robust against geometric transformations of images as hand-crafted ones (cf. [18] ). One strategy to address this issue is to add layers to the network, that perform pooling over transformed image patches. This approach, named nested invariance pooling (NIP) has been shown to address the robustness issue and provide significant performance improvements for instance search [19] . However, the results show that the best performance is achieved when combining the deep feature descriptor with a global descriptor using Scalable Compressed Fisher Vectors (SCFV) [20] . Recently, an approach for using features from intermediate CNN layers for near-duplicate video retrieval has been proposed [21] , showing that the additionally preserved structural information improves matching performance.
A descriptor for image sequences, which encodes a set of consecutive and related frames (i.e., a segment such as a shot) as a single descriptor has been proposed in [1] . The descriptor is created from an aggregation of sets of local descriptors from each of the images, and contains an aggregation of global descriptors and a time and location indexed set of the extracted local descriptors. The proposed method can use compact still image descriptors (such as MPEG CDVS) as its basis. The descriptor extraction uses local descriptor extraction from interest points (and can thus benefit from the accelerated extraction methods described above) and a method for aggregation of such descriptors to a global descriptor, but is agnostic of the specific type of descriptor and aggregation method (as long as they fulfill certain properties). The descriptor extraction process can be parameterized for different descriptor bit rates. Depending on the bit rate, temporal subsampling and possibly lossy compression of local descriptors is applied. We use this framework as the basis of our work, and compare the compression of different local and global features along the temporal dimension. In addition, we propose efficient extraction and matching approaching for supporting real-time application of the descriptor.
III. TEMPORAL COMPRESSION OF DIFFERENT VISUAL

FEATURES
In order to obtain compact descriptors for video segments, we aim at exploiting the temporal redundancy of key frames extracted from the same segment, and perform lossy or lossless compression of the global and local features extracted from these key frames. For all the features, segment boundary detection using matching of color histograms (with a predefined threshold) is performed as a first step, and subsequent frames with high similarity discarded. Note that the segments are not required to coincide with shots, but are delineated by strong visual changes. The aim is to obtain segments that are visually homogeneous for efficient representation, but is not necessarily a semantic structure of the content. If the video has been edited, the set of segment boundaries will contain the shot boundaries. However, if we deal with live streams there may be no edits in the stream. The segmentation is thus configured to rather oversegment the video in order to obtain homogeneous segments which can be efficiently described. We also sample key frames based on visual similarity. Thus we obtain an irregularly sampled sequence of key frames for each segment.
We compare two types of features extracted from these key frames.
1) CDVS: A CDVS descriptor contains a set of local SIFT descriptors [2] sampled around ALP interest points [11] , which are quantized to a ternary representation (using mode 0 of CDVS descriptor extraction specification, which results in max. 300 key points). In addition, it contains an aggregated global descriptor, represented as a Scalable Compressed Fisher Vector (SCFV) [20] as a binary vector. We thus obtain a global binary descriptor and a local descriptor with ternary features and interest points for up to 300 interest points per frame.
2) NIP+SCVF: We extract a binary SCFV global descriptor as specified by CDVS, and combine it with deep features using the NIP descriptor as proposed in [19] . The network used to extract the deep features is the VGG-16 network [22] , pretrained on the ImageNet data set, and adding the invariance pooling layers. The resulting deep feature vector has a dimension of 512. It is linearized by subtracting a mean deep feature vector, and setting elements ≥ 0 to one and others to zero. The mean deep feature vector is determined from the distractor videos of the MPEG CDVA data set (see Section V-A). This configuration thus consists of two global (i.e., aggregated over a whole key frame) descriptors.
We apply the following compression strategies to the feature combinations.
1) CDVS:
We apply lossless compression to the SCFV global descriptor. The descriptor of the medoid key frame of the segment is used as a reference, and the element-wise difference (XOR) between the SCFV descriptor of the medoid key frame and each of the other key frames in the segment is determined. The descriptor of the medoid frame and the difference descriptors are concatenated, and adaptive binary arithmetic coding (ABAC) [23] is applied. Similarly, all local features of the medoid key frame are added to a list. For the local features of all other frames, the distance to a feature already in the list is determined as the number of different elements between the ternary vectors. If the distance does not exceed a threshold θ l , then the feature is discarded, and only a reference is kept, otherwise the feature is added to the list. Finally, the list of features is encoded using ABAC. Note that all features are encoded with their absolute values, as it was found that using difference descriptors does not improve the result.
2) NIP+SCVF: We use the same lossless encoding for the SCFV global descriptor as described above. For the deep features, we consider both lossless encoding (using the same approach as for SCFV) and lossy encoding. If lossy encoding is used, the deep feature descriptors for a key frame is replaced with a reference, if the Hamming distance to the descriptor of the medoid key frame does not exceed a threshold θ d . Again, the sequence of the medoid descriptor and the remaining medoid descriptors are encoded using ABAC.
The different features, their representation and the compression approach are summarized in Table I .
IV. FAST EXTRACTION AND MATCHING
In this section we analyze the performance gains that can be achieved during extraction and matching based on a structured segment descriptor. The methods described in this section are agnostic of the specific feature, and could be implemented using any of the features described in the previous section. However, we follow [1] in basing the compact image sequence descriptor on the MPEG CDVS descriptor, making use of the global and local parts of the descriptor.
A. Extraction
Segmentation and key frame selection are performed as described in Section III. We then extract CDVS descriptors for each of the key frames. In order to represent the segment, we select the medoid of the set of key frames of each segment, i.e., the frame with a global descriptor with the minimal summed distance to the global descriptors of all other frames in the segment. This is a costly step, as a quadratic number of distance calculations is required. In [24] , an approximation for extracting the medoid of time series has been proposed. While the approximation will often not find the true medoid, it has been shown that the use of the approximation does not have a negative impact when using it in visual matching and retrieval tasks. Once the approximate medoid is identified, the other global descriptors in the segment are stored in an order, that maximizes the information gain with each additional frame encoded. This means that the first frame after the medoid is chosen as the one most dissimilar to the medoid (i.e., one of the pivots in the approximation method), and each further frame is chosen to be dissimilar to the already encoded ones. This is a prerequisite for terminating matching early, when matching descriptors.
The local descriptors are encoded as one list for the entire segment, starting with those of the medoid frame. Then the encoding proceeds in both forward and backward temporal order from the medoid frame, and encodes only those local descriptors, that are more dissimilar than a threshold θ l to the most similar descriptor already encoded. Otherwise, just a reference to the descriptor is stored.
B. Matching
We propose two matching methods, that take advantage of the medoid frame's descriptor as a representative for the segment, or use only a few of the frame descriptors encoded in the segment descriptor.
In optimized matching method 1, the global descriptors of the medoid frames of the two segments are compared. If the similarity exceeds a threshold θ med , then full matching of global and local descriptors is performed. The threshold is determined as θ med = τ θ g , where θ g is the threshold used for matching global descriptors (depending on the descriptor configuration) and 0 ≤ τ ≤ 1 (i.e., τ = 0 corresponds to the case of full exhaustive matching of frame descriptor pairs).
In optimized matching method 2, the global descriptors of the frames in each of the segment descriptors are compared incrementally in the order in which they are stored, which is starting with the medoid descriptor, and then followed by the descriptor which is most dissimilar to the preceding ones. The number of descriptors to be matched is determined as
where seglen A is the number of frames encoded in segment descriptor A. The constant 1 ensures that at least the pair of medoid descriptors is matched. The result is identical to method 1 in cases where the minimum segment length is less than b.
If the similarity of any of the compared frame pairs exceeds a threshold θ med , then full matching of global and local descriptors is performed. The threshold is determined as θ med , defined as for method 1.
V. RESULTS
A. Data set
We use the data set collected by MPEG for an activity called Compact Descriptors for Visual Analysis (CDVA) [25] in our experiments. The data set contains in total around 23,000 video clips with durations ranging from about one minute to more than an hour. The material contains broadcast and user generated content in different resolutions and frame rates, and with diverse contents. It is divided into a set of reference and query clips, which contain different views of one object or scene, embedded into noise clips. In addition, part of query clips have been modified with transformations (e.g., resolution and frame rate changes, overlays, screen capture). The rest of the set contains distractor material for retrieval experiments.
We perform pairwise matching of the 9,715 queries against the 5,128 reference clips, and report the true positive rate at 1% false positive rate and the Jaccard index of temporal localization of the matching segments. Further details on the data and the evaluation metrics can be found in [26] .
B. Comparison of features
The results of applying compression are reported in Figure 1 . One important observation is that the SCFV+NIP descriptor is significantly smaller, thus it is plotted separately. Despite the small size, lossless compression of both components halves the size of the SCFV+NIP descriptor. Additional lossy compression does not result in significant size reductions, but reduces the performance considerably. For the CDVS descriptor, lossless compression only results on about 5% size reduction. However, a significant amount of lossy compression can be applied with only small impact on the performance. Reducing the descriptor size to about one third of the original size reduces the performance by about 3%, only then the impact on the matching performance becomes larger.
We also analyze the performance of the features for different types of queries. The MPEG CDVA data set classifies queries into three categories: large objects (e.g., buildings), small objects (e.g. book) and scenes (e.g., interior of the same room, without a single large salient object). In addition, transformations are applied to part of the queries. Figure 2 shows the results for the different query types and the different features. One interesting observation is that the deep features always perform at least as good as the hand-crafted features. For small objects, which undergo stronger geometric transformations, the features perform equally well, while for scenes, where the notion of similarity is more fuzzy, the deep features strongly outperform the hand-crafted ones. Also for some transformations, in particular camcording, the performance difference is remarkable.
C. Fast matching 1) Matching performance: We measure the matching performance of matching all descriptors exhaustively (i.e., for all pairs of key frames encoded in the descriptors to be matched) and compare it with optimized matching approaches. Table II provides an overview of the results.
We can observe that for low values of τ (i.e., many descriptor pairs are matched) the differences between methods and parametrizations are small. However, there is in all cases a performance drop of at least 0.008 over exhaustive matching. As τ increases, the differences increase, and the benefit of matching more than just the medoid descriptor pair becomes visible. Similarly, for optimized method 2, there are no differences for different values of b up to τ = 0.5. However, this increases to a performance gap of about 0.04 between b = 2 and b = 5 at τ = 0.9. Figure 3 shows the TPR vs. the fraction of frame descriptor pairs in each of the methods. The fraction of frame descriptor pairs matched is calculated as number of pairs matched in the selection step (e.g., 1 for optimized method 1) plus the frame descriptor pairs matched, if the threshold in the selection step is exceeded. The number is normalized with the number of frame descriptor pairs matched in a full exhaustive match, i.e. 1.0 corresponds to |A| × |B| for matching descriptors A and B, where |A| is the number of frames encoded in descriptor A. We can see that there is roughly a linear relation, which allows choosing the tradeoff between decrease in matching performance and matching speed. A reduction of matching performance of about 5% reduces the number of frame descriptors pairs to be matched by 30%, and a decrease of about 10% halves the number of required matches.
2) Runtime: For runtime measurements, a machine with 2x Intel Xeon Processor E5-2630 v2, 2.6GHz (=2x 6 cores) with 128 GB RAM has been used. In accordance with the MPEG CDVA evaluation guidelines, the results are reported for single CPU core only, not using any GPU acceleration.
The average runtime for medoid calculation reduces from 2.572 ms per second of video for exact medoid calculation to 0.0148 ms per second of video for the approximate medoid calculation. Note that for segments with three key frames or less the exact medoid is determined in both cases. The total time needed for extraction, including I/O, video decoding and descriptor serialization is 0.69 s per second of video. This is due to the measurement on a file-based data set. When processing raw live streams, file I/O and decoding is not necessary, and thus the overall gain in terms of runtime performance is more visible.
For the optimized matching methods, the matching time per segment pair ranges from 29.19 ms for an average pair of non-matching segments for method 1 to 67.81 ms for an average pair of matching segments for method 2. Assuming 50 ms as average matching time, we can match 20 segment pairs per second on one CPU core. If we assume a segment duration of 10s (which rather corresponds to edited content, and is a very cautious assumption for UGC), this means that a segment of a stream can be matched against the content from the past five minutes from 6 streams on a single core in realtime. As the extraction and matching tasks are well suited for parallelization, the use of multiple cores or GPUs can provide significant speedup.
VI. CONCLUSION
In order to enable efficient instance search in video, compact descriptors for video segments have been proposed. They exploit the temporal redundancy within a video segment to obtain smaller descriptors, and the segment-based representation can be exploited to enable more efficient matching. In this paper we analyze the performance of different visual features when applying both lossless and lossy compression to the set of descriptors of one video segment. We consider both handcrafted and deep features, i.e., visual features obtained from training a deep convolutional neural network. We also propose optimizations to the extraction and matching procedure, which can be applied to different visual features. Both the compression methods and the optimizations are experimentally evaluated on a large video data set.
We have proposed the use of an optimized method for medoid calculation in the descriptor extraction for segmentbased video descriptors, as well as optimized matching methods that make use of the medoid as a representative of the extracted data. We provide experimental results on a large data set, showing that real-time extraction and matching of descriptors from an incoming stream and matching against recent data from other streams is even feasible on a single core per stream.
We have also compared the performance of hand-crafted and deep features for different types of queries and transformations, and analyzed how temporal compression can be applied to each of the descriptor types. Deep features perform always at least as good as hand-crafted ones. While hand-crafted features can be significantly reduced using lossy compression, the deep features are already much smaller, allowing for about 25% reduction using lossless compression.
