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Título: Análisis de la inestabilidad ion-ciclotrón electromagnética en plasmas del
viento solar.
Las inestabilidades juegan un papel importante en el plasma, ya sea de laborato-
rio o espacial. Mediciones in-situ de las funciones de distribución de velocidades de
los protones en el viento solar muestran la presencia de una anisotropía en la tem-
peratura (Ap). Esta anisotropía funciona como el mecanismo físico que genera las
inestabilidades, siendo éstas las responsables del crecimiento de ondas electromagné-
ticas, así como de la distribución de las partículas; este proceso tiene un rol crucial
en el problema del calentamiento y aceleración del viento solar; en particular, se des-
taca la absorción resonante de ondas electromagnéticas ion-ciclotrón y por ende la
inestabilidad electromagnética ion-ciclotrón. En esta tesis a través de la solución de
la ecuaciones de Vlasov-Maxwell linealizada, se ha estudiado el comportamiento de
la inestabilidad electromagnética ion-ciclotrón respecto a la variación del parámetro
β‖ y de la anisotropía térmica de los protones para un plasma tipo viento solar. Se
encontró que la tasa de crecimiento de la inestabilidad aumenta ; también se eviden-
ció que el ancho de la parte inestable es relativamente independiente del parámetro
β‖ y creciente conforme aumenta la anisotropía térmica; además, que existe un cam-
bio de comportamiento para un valor de Ap ? 6 en la frecuencia real, afectando la
resonancia ciclotrónica. Los resultados de esta tesis están enfocados a incrementar
nuestro conocimiento para el problema de la aceleración y calentamiento del viento
solar.
Palabras clave: Viento solar, Inestabilidad electromagnética, Teoría Cinética, Mé-




Title: Analysis of the ion-cyclotron electromagnetic instability in solar wind plas-
mas
The Instabilities play an important role in the plasma, whether laboratory or spatial.
In-situ measurements of the speed distribution functions of the protons in the solar
wind show the presence of an anisotropy in the temperature (Ap). This anisotropy
acts as the physical mechanism that generates the instabilities, being responsible
for the growth of electromagnetic waves and the distribution of particles; this pro-
cess has a crucial role in the problem of heating and acceleration of the solar wind,
in particular the resonant absorption of ion-cyclotron electromagnetic waves and
therefore the ion-cyclotron electromagnetic instability. In this thesis through the
solution of linearized Vlasov-Maxwell equations the behavior of the ion-cyclotron
electromagnetic instability regarding the variation of the β‖ and the thermal aniso-
tropy of the protons for a solar wind type plasma was studied. It was found that the
growth rate of instability increases ; furthermore the width of the unstable part is
relatively independent of the β‖ and increasing as the thermal anisotropy increases;
in addition, there is a behavior change for a value of Ap ? 6 in the real frequency,
affecting the cyclotron resonance. The results of this thesis are focused on increasing
our knowledge regarding the problem of the acceleration and heating of the solar
wind.
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1. Introducción
El espacio entre el Sol y la Tierra no se encuentra vacío; por el contrario, esta región
está permeada del plasma del viento solar (VS)(Figura 1.1), el cual, es un flujo de
partículas que proviene de la superficie solar, debido principalmente al gradiente
de presión que existe entre la corona y el espacio interplanetario. Este plasma está
compuesto aproximadamente de 95% de protones, 4% de partículas alfa y aproxi-
madamente 1% de otros iones minoritarios [11].
Figura 1.1.: Viento solar junto a eyecciones de masa coronal, junio 20 del 2015.
Fuente [1]
Varias misiones espaciales, por ejemplo la sonda WIND, han llevado a concluir que
existen de manera principal tres tipos de VS, denominados VS rápido, VS lento y
VS transitorio[12]. el VS lento tiene una velocidad entre 300 km/s y 500 km/s [13], el
VS rápido tiene una velocidad entre 600 km/s y 1200 km/s [14]; el VS transitorio es
asociado con eventos de las regiones activas del Sol como lo son las eyecciones de
masa coronal (EMC). En cuanto a las fuentes de estos tipos de VS, tenemos que en
la corona solar existen dos zonas magnéticas, regiones de campo abierto y regiones
de campo cerrado. Las regiones de campo abierto son aquellas donde las líneas de
campo magnético del Sol se extienden hasta la heliosfera, dando la impresión de que
son líneas de campo «abiertas» a pocos radios solares de distancia del Sol. Estas
regiones están ubicadas en las regiones polares y en algunas ocasiones se pueden
extender hacia el ecuador, esta región es la fuente del VS rápido. En específico,
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observaciones de la corona solar a longitudes de onda en el extremo ultravioleta
(EUV) hechas por misiones tales como Shylab [15] han dado evidencia directa para
la asunción que los agujeros coronales (donde las líneas de campo magnético están
abiertas al espacio interplanetario) son las fuentes del viento solar rápido. Estos
avistamientos han sido confirmados por la nave espacial ULYSSES sobre los polos
del Sol, comprendido a una distancia radial mayor a 1 UA (unidad astronómica) ; las
regiones de campo cerrado son aquellas donde las líneas de campo magnético del Sol
son cerradas, estas están ubicadas mayormente al rededor del ecuador con tendencias
a abrirse en latitudes altas donde eventualmente se conectan con la heliosfera. Estás
líneas se extienden en el interior de la corona hasta una distancia del orden del radio
solar, en esta región es donde se cree que se genera el VS lento[16].
Otra característica observada del VS es la presencia de ondas de amplitud finita,
donde el término finita se refiere a ondas cuya amplitud de campo magnético es apre-
ciable con respecto a la amplitud del campo magnético externo. Para la generación
de estas ondas se puede tener diversas fuentes de origen, como lo son las anisotropías
térmicas en la función de distribución de velocidades de las partículas o inestabi-
lidades lineales generadas por variadas interacciones dentro del plasma. Dentro de
las observaciones hechas mayormente por los satélites HELIOS y ULYSSES se ha
encontrado dentro del VS rápido la presencia de un máximo secundario en la función
de distribución de velocidades, el cual ha sido interpretado como haces de iones, los
cuales fluyen en dirección paralela al campo magnético de fondo. Estos haces de
iones pueden funcionar como una fuente alterna para la generación de fluctuaciones
dentro del plasma ,es decir, como fuentes de origen para inestabilidades ondulato-
rias; añadido a esto, entre las mediciones hechas por HELIOS se encontraron haces
de partículas alfa que fluyen con velocidades de deriva del orden de la velocidad de
Alfvén local [17].
Dentro del VS rápido, observaciones diversas muestran que las partículas que lo
conforman son aceleradas en su viaje desde el Sol[18, 19]. Generalmente se supo-
ne que esta aceleración y calentamiento de iones ocurre a una distancia de pocos
radios solares del Sol y se asume que esto es debido a la absorción resonante de
ondas de Alfvén [20, 21]. Añadido a esto, es fuertemente aceptado que el mecanis-
mo más importante para dicha aceleración es la absorción resonante de ondas tipo
ion-ciclotrón[21, 22, 23]. Sin embargo, las mediciones in situ a distancias mayores
de 0.3 UA muestran un rango de frecuencias de las fluctuaciones electromagnéticas
en las cuales no es posible acelerar a los iones a las velocidades registradas [24];
por esta razón, a lo largo de del tiempo se han planteado varios modelos para ex-
plicar la generación de ondas de las frecuencias necesarias para esta aceleración y
calentamiento ( entre 10 Hz y 104Hz ) y su posterior disipación antes de alcanzar
las 0.3 AU [18, 19, 25, 26, 27, 28, 29]. Entre estos modelos es de interés para este
trabajo las cascadas de energía inducidas por los iones [30]. Dentro de este modelo,
el mecanismo para la transferencia de energía entre ondas y partículas es a través
de una cascada de frecuencias inducida por los iones.
En varios estudios (observaciones) se ha mostrado que la anisotropía térmica de los
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iones es el mecanismo físico por el cual se genera la inestabilidad ion-ciclotrón[31,
32, 33] , en un efecto tipo cascada estas inestabilidades de mayor frecuencia pueden
ser capaces de calentar y acelerar iones menos masivos, los cuales posteriormente
pueden generar inestabilidades con una frecuencia mayor, así sucesivamente hasta
llegar a ondas que resuenen con los protones y les cedan energía.
1.1. Motivación
El plasma que conforma el viento solar es, sin duda el plasma astrofísico más accesible
para mediciones in situ, donde las mediciones se realizan en un gran rango de escalas
[25, 34, 35, 36] . Dentro de los problemas que se tienen actualmente en el estudio
del viento solar se encuentra el problema de la aceleración y calentamiento de los
iones, para esto, diversas observaciones y resultados teóricos parecen indicar que
la mayor parte de los procesos de aceleración y calentamiento del plasma tienen
como mecanismo principal la absorción resonante de ondas electromagnéticas tipo
ion-ciclotrón por parte de las partículas [22, 23] .
En la mayor parte del medio interplanetario (comprendido entre 10 a 20 radios
solares desde el Sol) las colisiones entre las partículas del VS son muy raras y escasas
ya que este plasma es poco denso. De esta manera, los procesos físicos solo pueden ser
descritos en el contexto del plasma sin colisiones, es decir, los detalles microscópicos
de la distribución de las partículas puede resultar en diferencias físicas considerables
al derivarla bajo una aproximación clásica de fluido dominada por colisiones[37].
En los sistemas de ondas electromagnéticas ion-ciclotrón, las funciones de distri-
bución se encuentran normalmente fuera del equilibrio termodinámico presentando
anisotropía térmica. Esto se corrobora con mediciones in situ de las funciones de
distribución de velocidades de los protones en el viento solar, mostrando en efecto,
la presencia de una anisotropía en la temperatura paralela y perpendicular al campo
magnético promedio de fondo [38, 39, 40] así como una evolución no adiabática del
viento solar durante su expansión [41, 42, 43]. Esta anisotropía funciona como el
mecanismo físico que genera las inestabilidades, siendo éstas las responsables del
crecimiento de ondas electromagnéticas así como de la distribución de las partículas
[37, 44, 45].
Para el estudio de las inestabilidades generadas, se requiere entrar en un tipo dife-
rente de escalas, como lo son las escalas microscópicas del plasma. Para esta escala
existen diversos mecanismos físicos que gobiernan este sistema, mayormente asocia-
dos a interacciones del tipo onda-onda y onda-partícula, los cuales, para ser estu-
diados, requieren una descripción basada en la teoría cinética regida por la ecuación
de Vlasov; Dicha teoría describe el comportamiento del plasma mediante funcio-
nes de distribución de velocidades, esto se logra encontrando las soluciones de las
ecuaciones acopladas de Vlasov y Maxwell [46, 47].
En este sentido, es de interés estudiar las inestabilidades que pueden surgir en el
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plasma del VS debido a la anisotropía térmica, ya que por medio de ellas es posi-
ble el crecimiento de las ondas electromagnéticas como se mencionó anteriormente,
específicamente se trabajará con la inestabilidad ion-ciclotrón electromagnética de-
bido a que se podría tomar como el detonante inicial para el complejo proceso de
calentamiento y aceleración de los iones presentes en el VS.
EL objetivo de esta tesis es contribuir al estudio del calentamiento y aceleración
del VS desde el punto de vista teórico, dando una base asimilable para cualquier
individuo interesado en el tema, comenzando desde la solución de la ecuación de
Vlasov linealizada, hasta llegar a la solución numérica de la relación de dispersión
electromagnética de la inestabilidad ion-ciclotrón. Así mismo, estos conocimientos
pueden ser empleados en varios temas tales como la predicción del clima espacial, el
cual es de suma importancia para la prevención de daños a la tecnología tanto en la
Tierra como en los satélites espaciales; y el aprovechamiento del viento solar como
fuente de energía renovable mediante su recolección por satélites espaciales y demás
técnicas futuras.
Añadido a esto, se estará ampliando el área de trabajo en la física del plasma,
más específicamente en física del plasma espacial, como un tema a trabajar en la
Universidad Nacional Sede Manizales, con lo que se podrá brindar una nueva línea
de trabajo y una mayor competitividad en cuanto a temas astrofísicos y de física
espacial de talla nacional e internacional, además de un mayor aprovechamiento
de las instalaciones y vínculos astrofísicos con los que cuenta la región y el país.
Actualmente estamos en una edad de oro de los descubrimientos científicos con
muchas mediciones de VS disponibles a partir de observaciones de naves espaciales
internacionales. En la próxima década, estas mediciones y otras que resulten de las
nuevas misiones espaciales y en conjunto con las simulaciones computacionales en
escalas cinéticas darán luz sobre el misterio de cómo se calientan el viento solar y la
corona y así entender la física fundamental de estos procesos, aún desconocidos.
En trabajos recientes en el campo de la energía renovable, se ha estudiado el apro-
vechamiento del viento solar con el fin de combinar la energía solar fotovoltaica y la
eólica, ya que, son las tecnologías de producción energética renovable que más están
creciendo. Aprovechar esta energía sólo es posible utilizando satélites; se debe de
entender que el viento solar no se comporta igual que el viento común en la tierra,
por lo que los satélites no aprovecharán la energía como molinos, sino que tendrán
un conductor de cobre puntiagudo orientado al Sol, que captaría los electrones libres
dentro del viento solar, que son transportados a una esfera metálica que se cargaría
eléctricamente. La parte más complicada del proceso es enviar la energía a la tierra.
Esto se consigue mediante rayos infrarrojos que se enviarían a antenas en la tierra,
capaces de recoger la energía en este formato.
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estructura del Sol
2.1. El Sol
El Sol (Figura 2.1) es una estrella ordinaria de tipo espectral G2V (G2 estrella enana
amarilla; V clase de luminosidad correspondiente a estrellas enanas) con magnitud
de 4.8. En la actualidad, el Sol tiene una edad cercana a las 4.5 billones de años,
posee una masa de Ms ≈ 2×1030kg. Esto es unas 330 mil veces la masa de la tierra;
el radio solar es de Rs ≈ 7× 105km, siendo este unas 109 veces el radio de la tierra.
A continuación se mencionarán las características más generales del Sol [48].
Figura 2.1.: Llamarada solar octubre 24, 2014. Fuente [2]
Densidad media = 1.4× 103kg/m3 (1.4gr/cm3)
Distancia media de la tierra = 150 × 106km = 1UA (unidad astronómica)=
215Rs
Gravedad superficial = 274m/s2
Velocidad de escape de la superficie = 618km/s
11
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Radiación emitida (luminosidad) = 3.86× 1026w
Periodo de rotación ecuatorial= 26 días
Tasa de perdida de masa = 109kg/s
Temperatura efectiva de cuerpo negro = 5785 K
Inclinación del ecuador del Sol al plano de la órbita de la tierra = 7°
Composición = aproximadamente 90 % H, 9.9 % He, 0.1 % otros elementos (C,
N, O...)
El Sol está constantemente liberando energía hacia el espacio, alrededor de 3.9 ×
1033erg/s. Esta emisión de energía básicamente consiste de tres modos [49] , el primer
modo es llamado radiación de cuerpo negro, conocida comúnmente como luz solar;
el segundo modo es la emisión electromagnética solar que se compone por rayos X
y radiación UV. Estas son mayormente absorbidas por la estratosfera terrestre ; el
tercer modo de emisión de energía es en forma de partículas, donde se tiene un amplio
rango de energías que van desde 1KeV hasta más de 1GeV . Es conveniente agrupar
estas partículas en partículas de menor energía y partículas de mayor energía, las
cuales son el viento solar y los rayos cósmicos solares, respectivamente.
2.1.1. Estructura del Sol
El Sol tiene una estructura que puede ser dividida en capas concéntricas de dife-
rentes propiedades. De forma general estas capas pueden dividirse en dos grupos,
las capas internas (capas no visibles directamente) y las capas externas (capas que
pueden ser visibles directamente) o también conocidas como la atmósfera del Sol.
Comenzaremos por el centro del Sol, e iremos avanzando de forma radial hacia afue-
ra como se muestra en la Figura 2.2, dando algunos datos relevantes de cada una de
sus capas. Como tal, el Sol no posee una frontera definida de forma exacta, tanto
entre sus capas como en su superficie. La densidad disminuye continuamente desde
su centro hasta la capa más externa. Aunque no se sabe con exactitud donde termina
su última capa, se ha llegado a detectar ésta hasta una distancia de 12Rs [50].
2.1.1.1. Capas internas
En cuanto a la estructura del Sol, se puede comenzar, a grandes rasgos, desde el
interior. Cabe destacar que que la estructura interna no puede ser observada en
forma directa y solo puede deducirse mediante consideraciones teóricas a partir
de sus características superficiales. Partiendo de esto, el interior del Sol puede ser
diferenciado por tres capas o zonas [50, 49]:
núcleo: Es la zona más interna, que va desde el centro hasta una distancia de
aproximadamente dos décimas del radio del Sol, el cual posee una temperatura
aproximada de 15 × 106K y una densidad de 150gr/cm3. En esta región se
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Figura 2.2.: Estructura general del Sol. Fuente:[3]
producen reacciones de fusión, donde se transforma el hidrógeno en helio,
produciendo una gran cantidad de energía.
zona radiativa o zona de radiación: La energía producida desde el núcleo
es transportada hacia afuera del Sol en forma de radiación electromagnéti-
ca como fotones, más específicamente como rayos gamma, llegando así a la
segunda zona interna, la zona radiativa, donde los fotones viajan sufriendo
fenómenos como absorción y dispersión. A pesar de la alta velocidad de luz,
la radiación no se mueve con rapidez desde el centro del Sol a su superficie
visible. la energía producida está al lado del núcleo presurizado del Sol, que
se escabulle lentamente para finalmente escapar como la luz que vemos. El
núcleo solar es tan denso que un solo rayo gamma producido por una fusión
nuclear en el centro del Sol no puede moverse ni siquiera una fracción de milí-
metro antes de golpear una partícula sub-atómica. En esta zona, la radiación
choca rápidamente con otra partícula en la zona radiativa, y eventualmente es
re-irradiada a una energía aún más baja. el proceso continúa una y otra vez,
sin complicaciones, a medida que la radiación se desplaza hacia afuera en un
camino zigzag al azar, perdiendo energía constantemente en cada encuentro.
Como resultado de este continuo rebote e innumerables colisiones en la zona
radiativa, en promedio, toma alrededor de 170 mil años para que la radiación
salga del núcleo del Sol al fondo de la zona convectiva. Esta zona se extiende
desde 0.2 Rs hasta 0.71Rs. Dentro de esta amplia parte del Sol, la densidad cae
de 20gr/cm3 a 0.2gr/cm3, desde la parte baja hasta la parte superior de la zona
de radiación. Del mismo modo, la temperatura cae desde su base 7× 106K a
2× 106K, en su parte más lejana . La radiación que sale de esta parte del Sol




Zona convectiva: La zona de convección es la capa más externa del interior
solar. Esta abarca un 15% de radio solar . En la base de la Zona de convec-
ción, la temperatura es de unos 2 × 106K y la energía es transportada por
convección en lugar de radiación; de este modo, se lleva el calor bastante rá-
pido a la superficie. El fluido se expande y se enfría a medida que sale, En la
superficie visible, la temperatura ha bajado a 5, 700K, y la densidad es de solo
0.0000002gr/cm3. A temperaturas más frías, más iones pueden bloquear el flujo
de radiación de fotones hacia el exterior de manera más efectiva, por lo que
la naturaleza se activa por convección para ayudar al transporte de energía
desde el interior más caliente al espacio frío. Esta es el área que consideramos
para formar la capa exterior del Sol. Los átomos en esta capa del Sol tienen
electrones, porque la temperatura no es lo suficientemente caliente como para
separarlos como en el núcleo (15× 106K en comparación con 2× 106K ). Los
átomos con electrones pueden absorber y emitir radiación, lo que hace que
esta región sea más opaca, como una niebla espesa. El plasma más caliente
que proviene de la zona de radiación se expande y se eleva a través de la zona
de convección. Puede hacer esto porque la zona convectiva es más fría que la
zona radiativa y, por lo tanto, menos densa. Cuando el plasma sube, se enfría y
comienza a hundirse nuevamente. A medida que cae hacia la parte superior de
la zona de radiación, se calienta y comienza a elevarse. Este proceso se repite,
creando corrientes de convección y el efecto visual de hervir en la superficie
del Sol. Esto se llama granulación. ¿Cómo se transfiere esta energía? El calor
se libera al exterior cuando el material llega a la parte superior de la zona de
convección y se enfría. De esta manera, la energía se transfiere a la siguiente
capa del Sol, la fotosfera [51].
2.1.1.2. Capas externas
Sobre la zona convectiva se encuentra la denominada atmósfera del Sol, la cual puede
ser diferencia por tres capas:
Fotosfera: Es la capa inmediatamente siguiente de la zona convectiva, la cual
está cubierta con un patrón granular que describe las celdas de convección
turbulenta. El nombre fotosfera significa «esfera de luz». Se le conoce como la
"superficie" del Sol porque en la parte superior de ella, los fotones finalmente
pueden escapar al espacio; como tal ésta es una capa muy delgada en compa-
ración con el resto del Sol y es la única parte del Sol que realmente podemos
ver cuando la miramos desde la tierra, siendo ésta la que emite la mayor parte
de la luz solar. La fotosfera tiene unos 500 km de espesor. Varios métodos para
medir la temperatura han determinado que la fotosfera tiene una temperatura
de aproximadamente 5,840 K. El campo magnético de esta zona es del orden
de 1 Gauss o menos, pero en las regiones conocidas como manchas solares este
campo aumenta drásticamente estando entre 3000 a 4000 Gauss, y su densidad
es de aproximadamente 1015 partículas por centímetro cúbico. En la fotosfera,
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se puede observa granulación, súper granulación, fáculas y manchas solares
[51, 50].
Cromosfera: La siguiente capa en orden radial hacia afuera del Sol es la
cromosfera. En tiempos anteriores al coronógrafo, esta zona solo podía ser
observada durante un eclipse total de Sol; es entonces cuando el Sol se ve
rodeado de un estrecho anillo de luz rojiza, de ahí su nombre que significa
«esfera de color». La cromosfera alberga un grosor variable, con una altura
que varía entre los 100 a 10000 km desde la superficie del Sol. En general,
de las observaciones ópticas se desprende que la concentración de electrones
disminuye y la temperatura cinética aumenta con la altitud, a partir de los
valores de N ∼ 1012 electrones/cm3 y T ∼ 4400K en el límite con la fotosfera.
Dado que en las capas de la fotosfera, las cuales son responsables de la radiación
óptica en el espectro continuo, la temperatura es de aproximadamente 6000
° K, está claro que en el límite entre la fotosfera y la cromosfera hay un
mínimo de temperatura cinética. Al mismo tiempo, el grado de ionización
del material de la cromosfera, que es en gran medida hidrógeno, aumenta
rápidamente con el aumento de la temperatura a medida que nos alejamos de
la fotosfera, comenzando en T ∼ 10−4 en el nivel h = 0 y acercándonos a la
unidad en altitudes de h & 6×104km. El aumento comparativamente lento de
la temperatura en la cromosfera inferior cambia a un aumento muy rápido en
sus capas superiores. En altitudes de h ∼ 2× 104km, la temperatura se puede
comparar con 106K y la concentración de electrones con 5× 108electrones/cm3, es
decir, con los valores característicos de la corona inferior [50].
Corona: La última capa del Sol es la corona solar, siendo ésta la capa más
externa del Sol. La corona se extiende en el espacio más allá de 12 radios so-
lares en forma de flujo de partículas cargadas conocido como viento solar. Al
pasar de la cromosfera a la corona, la densidad de partículas baja rápidamen-
te llegando hasta los 106electrones/cm3 y la temperatura puede llegar hasta los
2×106K, siendo substancialmente mayor que la superficie del Sol. Al igual que
la cromosfera, se puede ver a simple vista durante un eclipse solar, ya que es
la única vez que la luz de la fotosfera se bloquea lo suficiente como para que se
pueda ver cualquier otra cosa. También se puede observar con un coronógrafo,
que es un instrumento que puede producir un eclipse artificial que bloquea la
luz de la fotosfera. La luz coronal es solo la luz dispersada de la fotosfera, por
lo que su color es el mismo que el de la fotosfera. La mayor parte de la corona
está atrapada cerca del Sol por bucles de líneas de campo magnético (llama-
dos bucles coronales). En imágenes de rayos X, la corona aparece brillante [52].
El entendimiento de esta alta temperatura en la corona solar es un problema
fundamental en astrofísica, ya que aparenta violar la segunda ley de la ter-
modinámica, dadas la temperatura de la fotosfera y la cromosfera inferior. A
causa de su altísima temperatura, el gas coronal es un intenso emisor de rayos
X, y observando en esas longitudes de onda, se pueden ver las concentraciones
y estructura de la corona en todo el disco solar. Usando esta característica se
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pueden apreciar en ella tres tipos principales de regiones:
• Regiones activas: las regiones activas en la superficie solar albergan la
mayor parte de la actividad, pero constituyen solo una pequeña frac-
ción de la superficie total. Las regiones activas están ubicadas en áreas
con fuertes concentraciones de campo magnético, visibles como grupos
de manchas solares en longitudes de onda ópticas o magnetogramas. Los
grupos de manchas solares exhiben típicamente una polaridad magné-
tica principal fuertemente concentrada, seguida por un grupo posterior
más fragmentado de polaridad opuesta. Debido a esta naturaleza bipo-
lar, las regiones activas se componen principalmente de líneas de campo
magnético cerrado. Debido a la actividad magnética permanente en tér-
minos de la emergencia del flujo magnético, la cancelación del flujo, las
re-configuraciones magnéticas y los procesos de reconexión magnética. En
las regiones activas ocurren una serie de procesos dinámicos como el ca-
lentamiento de plasma, las erupciones y las eyecciones de masa coronal.
[4].
• Agujeros coronales: Son regiones con temperaturas levemente más bajas
de por lo menos 6000K menor que en el resto de la corona, y densida-
des significativamente más baja que pueden ser hasta un tercio del valor
normal. En general, se ha encontrado que las zonas polares norte y sur
del Sol son más oscuras que las zonas ecuatoriales durante los eclipses
solares; de ahí surgió el nombre de «agujeros coronales». Estas zonas es-
tán dominadas por lineas de campo magnético abierto, que actúan como
conductos eficientes para al expulsión de plasma calentado de la corona al
viento solar, si hay flujo flujos cromosféricos en sus bases. Debido a este
mecanismo de transporte eficiente, los agujeros coronales están libres de
plasma la mayor parte del tiempo, y por lo tanto aparecen mucho más
oscuros que el Sol tranquilo (será descrito a continuación), donde el plas-
ma que fluye caliente desde la cromosfera permanece atrapado hasta que
se enfría y precipita de nuevo a la cromosfera.[4] .
• Sol silencioso o Sol tranquilo (quiet Sun): Históricamente, las áreas res-
tantes fuera de las regiones activas se denominaron regiones tranquilas
del Sol. Hoy, sin embargo, se han descubierto muchos procesos dinámicos
en toda la superficie solar, por lo que el término Sol tranquilo o Sol silen-
cioso, se considera un nombre inapropiado, y solo se justifica en términos
relativos. Los procesos dinámicos en la zona tranquila del Sol van des-
de fenómenos a pequeña escala, como eventos de calentamiento de red,
nano-llamaradas, eventos explosivos, puntos brillantes y chorros de rayos
X blandos (suft x ray), hasta estructuras a gran escala, tales como lazos
trans-equatoriales o arcos coronales. La distinción entre regiones activas
y regiones silenciosas o tranquilas del Sol se vuelve cada vez más borrosa
debido a que la mayoría de las estructuras a gran escala que dominan
las regiones del Sol tranquilo están enraizadas en regiones activas. Una
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buena definición de éste, es que las regiones tranquilas del Sol abarcan
todas las regiones cerradas del campo magnético (excluyendo las regiones
activas), demarcando claramente el territorio tranquilo del Sol de los agu-
jeros coronales, que abarcan las regiones abiertas del campo magnético
[4].
2.1.2. Parámetro β
La dinámica de las partículas de la corona solar se ven influenciadas por la fuerza
de Lorentz ejercida por el campo magnético de fondo. En particular, las partículas
cargadas tienden a exhibir trayectorias ciclotrónicas siguiendo las líneas de campo
magnético. Solamente cuando la energía cinética es mayor que la energía magnética
las partículas pueden escapar de sus giro-órbitas y difundir a través de las líneas de
campo. El parámetro que relaciona estos dos regímenes de confinamiento es deno-
minado parámetro β del plasma, definido como la razón de la presión térmica pT





donde ξ = 1 es la fracción de ionización para la corona, kB = 1.38 × 10−16ergK−1
es la constante de Boltzmann, B es la intensidad de campo magnético, nj es la
densidad de las partículas de especie j, Tj es la temperatura de las especies j. En la
corona generalmente β < 1, existiendo algunas regiones intermedias con β > 1. En
la Figura 2.3 se presenta un gráfico de los valores de β en función de la distancia
a la superficie solar. Se observa que el valor del parámetro es β < 1 en la corona
y en las regiones de aceleración del viento solar, en donde la intensidad de campo
magnético es más baja, como es el caso de los agujeros coronales. Esto será de vital




Figura 2.3.: Parámetro β del plasma en la atmósfera solar para campos magnéticos
fuertes, 100 G y 2500 G. Fuente [4]
2.2. El viento solar
La existencia del VS fue supuesta en principio por el físico noruego Kristian Biker-
land en 1916, quien en sus estudios del fenómeno de las auroras explicó que estas
son rayos de corpúsculos emitidos por el Sol. Tiempo después, el astrónomo alemán
L. Biermann en 1951 estudió las colas de los cometas, observando que cuando se
aproximan al Sol, la evaporación de sus materiales se ve aumentada; a grandes ras-
gos mostró que los cometas poseen un núcleo de material denso y una parte menos
densa de material que está dirigido en sentido opuesto de la dirección solar, aseme-
jando su forma a una cola. Según Biermann, las teorías de los cometas explicaban la
existencia de dichas colas en términos de la presión de radiación; sin embargo, dichas
colas eran observadas a estar siempre, sin importar la dirección de procedencia del
cometa, dirigidas radialmente contrarias de la dirección solar, por lo que argumentó
que la presión de radiación solar por si sola no podía ser considerada, y sugirió que
la existencia de este fenómeno puede solo ser considerado por flujos corpusculares
solares radiales que empujarían los elementos de la cola. [53, 11]; fue hasta 1958 que
Eugene Parker estudió y desarrolló la primera teoría sobre el VS [54]. Parker formuló
un modelo dinámico con corrientes de partículas en la base de la corona. En este
modelo, Parker asume que el gradiente de presión de los componentes atmosféricos
solares acelera continuamente las partículas que fluyen hacia el exterior, y la veloci-
dad con la que fluyen incrementa en la misma dirección. Las corrientes sufren una
suave transición a velocidades supersónicas y el «viento solar» llega a la tierra con
una velocidad de varios cientos de kilómetros por segundo. Finalmente, evidencia
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experimental de su existencia fue provista y comprobada por primera vez en 1959
por K.I. Gringauz, quien estudió los datos obtenidos por la sondas soviéticas Luna
1 y Luna 2 [55].
Figura 2.4.: Viento solar interactuando con un cometa, julio 2011. Fuente: [1]
El viento solar (Figura 2.4) en la actualidad es definido como el resultado de la ex-
pansión de la atmósfera solar formando un flujo supersónico, de plasma ionizado y
campo magnético, que permea el medio interplanetario. Esta corriente es la conse-
cuencia de la diferencia de presión entre la corona solar y el espacio interplanetario,
el cual, conduce el plasma solar radialmente hacia el exterior, escapando de la in-
fluencia de la gravedad solar [53]. Debido a la alta conductividad del plasma del VS,
este tiene la capacidad de transportar las líneas de campo magnético provenientes
del Sol, dispersándolas en todas las direcciones, llegando hasta varios miles de kiló-
metros de Plutón (llegando hasta el límite de nuestro sistema solar) generando así
la heliosfera; a este fenómeno se le conoce como congelamiento de líneas de campo
magnético [49].
El VS consiste principalmente de electrones y protones, además, de una pequeña
población de partículas alfa y otras especies iónicas pesadas. A una distancia de 1
U.A., es decir, en la Tierra, la densidad promedio de protones es de ρp ≈ 8, 7cm−3,
las velocidades de flujo están alrededor de vfl ≈ 468km/s , su temperatura es de
T ≈ 1, 2 × 105K y el campo magnético presente en el VS posee una intensidad
promedio de 6, 2nT [52].
Misiones espaciales han revelado que hay mayormente 3 tipos de flujo de viento
solar: VS rápido, VS lento y VS transitorio
viento solar rápido: El viento solar rápido se origina en los agujeros corona-
les, las partes oscuras de la corona dominadas por líneas de campo abierto
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(Figura 2.5). Las corrientes rápidas de viento solar a menudo son estables du-
rante un largo período de tiempo (algunas rotaciones solares) y las variaciones
de una corriente a otra son pequeñas. El viento solar rápido tiene velocidades
de flujo entre 400km/s y 800km/s, la densidad promedio es baja, aproximada-
mente 3 iones /cm3 a 1 U.A. Alrededor del 4% de los iones son helio. Esta
relación es muy estable en diferentes flujos rápidos. El flujo de partículas pro-
medio es de aproximadamente 2× 1012/m2s , lo que implica una pérdida total
de partículas del Sol de aproximadamente 1, 3 × 1031 /s. La temperatura de
los protones es de aproximadamente 2× 105K y la temperatura de los electro-
nes es de aproximadamente 1×105K. Es relativamente poco turbulento y está
permeado por una gran cantidad de ondas coherentes de gran amplitud (ondas
de Alfvén) y su composición se asemeja mucho a la de la fotosfera solar[56].
Figura 2.5.: Distribución general de las lineas de campo magnético en la corona
solar. Fuente [5]
Viento solar lento: El viento solar lento tiene velocidades más bajas entre
250km/s y 400km/s. Su densidad es de aproximadamente 8 iones /cm3 a 1 U.A.
, y la densidad de flujo es aproximadamente el doble que la del viento solar
rápido. Durante el mínimo solar, el viento solar lento se origina en regiones
cercanas al ecuador heliomagnético (Figura 2.5). La cantidad relativa de helio
es altamente variable, su promedio es de alrededor del 2%. Durante el máximo
solar, el viento solar lento se origina por encima de las regiones activas en
el cinturón de transmisión, y su contenido de helio es aproximadamente del
4%. En comparación con el viento solar rápido, es muy variable y turbulento,
ya que a menudo contiene estructuras a gran escala, como nubes magnéticas
o choques. Las temperaturas de los protones son notablemente más bajas,
aproximadamente 3 × 104K, mientras que las temperaturas de los iones son
similares. Al igual que en el viento rápido, la temperatura es siempre más
alta paralela al campo magnético que perpendicular a él. En promedio es
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T‖ ≈ 2T⊥.Su composición se asemeja mucho a la corona.
Viento solar transitorio: Las perturbaciones transitorias generadas por el Sol
o flujo de viento solar transitorio es asociado a eventos característicos de las
regiones activas del Sol durante los periodos de máxima actividad, tales como
las eyecciones de masa coronal (CME) como se muestra en la Figura 2.6. Están
generalmente embebidos en el viento solar lento y, de este modo, contribuyen
en parte a su variabilidad [12, 57]
Figura 2.6.: Prominente erupción solar bajo la luz ultravioleta extrema, 30 de
marzo 2010. Fuente: [6]
2.2.1. Anisotropía térmica en el viento solar
Medidas in-situ del viento solar rápido han mostrado que las distribuciones de velo-
cidad de los protones se desvía del equilibrio térmico [58, 59, 60, 12, 44, 61][58, 59,
60, 12, 44, 61], además de presentar forma de una función de distribución Maxwe-
lliana en el núcleo de la distribución (el núcleo representa un 96% de la distribución,
el 4% restante se conoce como halo no térmico). Estas distribuciones presentan una
notable diferencia entre la velocidad perpendicular y la velocidad paralela al cam-
po magnético de fondo como se muestra en la Figura 2.7, por ende, se encuentra
una diferencia entre las temperaturas paralelas y perpendiculares dando lugar a una
anisotropía térmica, la cual se expresa como Ap = T⊥/T‖ donde T⊥ 6= T‖.
La anisotropía térmica persiste para distintas distancias heliocéntricas del Sol siendo
T⊥ > T‖ para distancias entre 0.3 U.A y aproximadamente 0.7 U.A, y T⊥ < T‖ para
distancias mayores a 0.7 U.A [38]. Dicha anisotropía funciona como el fuente de
energía libre para perturbaciones de ondas presentes en el viento solar y para las
inestabilidades (ion-ciclotrón para T⊥ > T‖)
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Figura 2.7.: Distribución de velocidades de los protones en el viento solar cerca
al perihelio de Helios; la línea puntada transversal indica el campo magnético del
Sol [7] .
2.3. Ondas e inestabilidades
Las ondas presentes en el plasma pueden ser generadas por el movimiento de las par-
tículas del mismo, de forma auto-consistente, o también mediante fuentes oscilatorias
externas. Debido a su existencia dentro del plasma, éstas están inevitablemente en
interacción constante. En el plasma, se pueden presentar tres tipos de interacción:
partícula-partícula, onda-partícula y onda-onda; cuando el plasma es dominado por
efectos colisionales, las interacciones partícula-partícula guían al plasma de regreso
a condiciones de equilibrio tal y como en un fluido ordinario; por otra parte, en
plasmas poco colisionales, es decir en aquellos plasmas donde el camino libre medio
de una partícula puede ser del orden del sistema, las ondas tienen un rol similar al
de las colisiones en un fluido.
Bajo la ausencia de colisiones, las desviaciones de la función de distribución de una
situación de equilibrio crecen hasta el punto en que las inestabilidades en el plasma
comienzan a ocurrir, donde la energía libre acumulada en estas inestabilidades puede
inducir al crecimiento de las ondas. Cuando estas ondas crecen hasta amplitudes
finitas, las interacciones dentro del plasma tienden a eliminar las causas de estas
inestabilidades, de tal manera que la distribución de velocidades tiende a relajarse
hacia un estado de equilibrio, es decir, la anisotropía disminuye; por ende, las ondas
e inestabilidades juegan un papel clave al momento de prevenir grandes desviaciones
del equilibrio termodinámico del plasma. Teniendo esto en cuenta, se puede decir
que las inestabilidades pueden ser tomadas como procesos mediante el cual el plasma
puede regresar (evolucionar) al equilibrio termodinámico
En esta tesis se estudia en específico la inestabilidad ion-ciclotrón electromagnética
la cual es generada dentro de la propagación de ondas en el plasma en dirección
paralela al campo magnético de fondo. En los sistemas de ondas electromagnéticas
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ion-ciclotrón, las funciones de distribución de velocidades se encuentran normal-
mente fuera del equilibrio termodinámico presentando anisotropía térmica, esto se
corrobora con mediciones in situ de las funciones de distribución de velocidades de los
protones en el viento solar, realizadas a una distancia entre 0.3 UA y 4 UA llevadas
a cabo por varios satélites entre los cuales se encuentran HELIOS I, CLUSTER II Y
ULYSSES, mostrando en efecto, la presencia de una anisotropía en la temperatura
paralela y perpendicular al campo magnético promedio de fondo[39, 40].
2.3.1. Clasificación de las inestabilidades
La terminología de las inestabilidades es a menudo confusa, presentando en varias
ocasiones problemas al momento de identificar una inestabilidad. Ejemplo de es-
to, se tiene que algunos autores dan el nombre a las inestabilidades de acuerdo
al mecanismo que las produce (inestabilidad inducida por colisiones, inestabilidad
por ionización, inestabilidad inducida por rotación, entre otras.). Otros autores las
nombran de acuerdo con la apariencia fenomenológica. En otros casos, los autores
las clasifican de forma general, donde se nombran macro-inestabilidades y micro-
inestabilidades.
Las macro-inestabilidades (inestabilidades magnetohidrodinámicas) son definidas
como aquellos fenómenos que pueden ser descritos por un simple modelo macroscó-
pico de fluido, el cual considera el plasma como un todo; estas inestabilidades tienen
distribución Maxwelliana isotrópica y la dinámica es restringida a movimientos úni-
camente en el espacio de coordenadas. Las micro-inestabilidades (inestabilidades
cinéticas) son un fenómeno local en la velocidad y en el espacio de coordenadas. Es-
te tipo de inestabilidades no puede ser descrito por un modelo de fluido; en su lugar,
se debe emplear un modelo estadístico conocido como teoría cinética; en contraste
a esto, las macro-inestabilidades si pueden ser descritas por la teoría cinética [62].
Otro criterio muy común de clasificación utilizado por diversos autores, se basa en
la cualidad espacial de la inestabilidad. Estos se pueden listar como:
1. Convectivo o absoluto
2. Disipativo
3. Alta o baja frecuencia.
4. longitudinal o transversal.
5. Electrostático o electromagnético.
6. Lineal o no-lineal.
7. De acuerdo con el comportamiento en el tiempo






9. Involucrando una especie de partícula (ej. inestabilidad electrónica )
Cabe destacar que otras inestabilidades han sido nombradas de acuerdo con su descu-
bridor, al dispositivo donde fueron encontradas o también se encuentran nombradas
por su fuente de energía. Es importante mencionar otro tipo de inestabilidades cono-
cidas como inestabilidades numéricas. Estas son producidas en los códigos matemá-
ticos al momento de resolver las ecuaciones diferenciales por medio de ordenadores;
es decir, dichas inestabilidades no son de naturaleza física si no matemática.
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cinética del plasma
En la actualidad, la dinámica de un plasma es un tema extenso y aún está lejos
de ser comprendido en muchos aspectos relevantes y de gran importancia. Para en-
tender una cantidad considerable de estos efectos y características, usualmente se
emplea la descripción del plasma como un fluido (conocida como la descripción mas
simple de un plasma). En esta descripción se toman en cuenta solamente aspectos
macroscópicos tales como la densidad y velocidad media de las partículas; sin em-
bargo, existen fenómenos para los cuales no es suficiente, o bien resulta inadecuado,
dicha descripción [37]. Se puede tomar como ejemplo, una situación en la cual la
velocidad de un considerable número de partículas cargadas (velocidad termal) es
cercana a la velocidad de fase de las ondas; así, la interacción onda-partícula es sig-
nificativamente diferente de las descritas por la ecuaciones de fluido. Para solventar
este inconveniente, es necesario estudiar de manera detallada el comportamiento
de las partículas individuales que conforman el plasma, es decir, tomar en cuenta
la distribución de velocidades microscópicas. Por definición si se quiere considerar
la dinámica de una simple partícula, está involucrada su velocidad al igual que su
posición, por lo tanto se busca describir la evolución e interacción de las partícu-
las presentes; sin embargo, es substancialmente difícil ya que en un plasma existe
una cantidad cuantiosa de partículas (ejemplo de esto, en un experimento de fusión
existen cerca de 1021partículas).
En este sentido, es necesaria una aproximación diferente a la numérica o analítica
Con este fin, se tiene en cuenta una aproximación estadística; de esta forma se
introduce la función de distribución, la cual expresa la forma como están distribuidas
las partículas en el espacio de fases (espacio de seis dimensiones). En esta función de
dispersión, la velocidad y la posición de las partículas son variables independientes.
Esta descripción es conocida como descripción cinética del plasma o teoría cinética.
Este capítulo se basa en las referencias [63, 64]
3.1. Funciones de distribución
Un plasma es un ensamble de partículas cargadas con electrones, iones y partículas
neutras, las cuales poseen posiciones y velocidades diferentes bajo la influencia de
fuerzas externas (campos electromagnéticos, presión, gravedad, entre otras.) y pro-
cesos de colisión interna (ionización, Coulomb entre otras.). Para el estudio cinético
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se tiene en cuenta la distribución de velocidades microscópicas; una condición de su-
ma importancia en esta descripción es que el número total de partículas permanece
constantes [se profundizará más adelante sección 3.2] independiente del camino en
el espacio de fases. Esta condición es la propiedad de continuidad básica del sistema.
Esta condición es análoga a la propiedad de continuidad básica en magnetohidrodi-
námica MHD, la conservación de la masa total en el fluido:
∂ρ
∂t
+∇ · (ρv) = 0 (3.1)
donde ρ es la densidad másica del plasma y v es la velocidad del fluido.
Si consideramos que el plasma está formado por varias especies α, las partículas
pertenecientes a estas especies estarán caracterizadas por un valor de carga qα y
de su masa mα y serán indistinguibles. Si tomamos que Nα es el número total de





Además, tendremos que la condición de cuasi-neutralidad será
∑
α
qαNα = 0 (3.3)
Una partícula simple de especie α , puede describirse por un vector de posición
r = xî+ yĵ + zk̂ (3.4)
en la configuración espacial, y un vector de velocidad
v = vxî+ vy ĵ + vzk̂ (3.5)
en el espacio de velocidades. Las coordenadas (r,v) define la posición de la partícula
en el espacio de fases. Ahora si se tiene un sistema con múltiples partículas, debemos
introducir la función de distribución fα(r,v, t) para especies α.
definiendo dNα(r,v, t) como el número de partículas cuya posición está dentro del
elemento de volumen dr en la posición r y cuya velocidad v está dentro del elemento
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del espacio de velocidades dv en un tiempo t, tendremos que, fα(r,v, t) está definida
por :
fα(r,v, t)drd v = dNα(r,v, t) (3.6)
donde d r ≡ d3r ≡ dxdydz y d v ≡ d3v ≡ dvxdvydvz. Escrito de esta forma,
el término de la izquierda es la probabilidad de que en el instante t una de las
partículas de especie α esté situada en el elemento de volumen drdv, centrado al
rededor del punto de posición r y velocidad v.
Evidentemente, fα(r,v, t) debe ser simétrica en las coordenadas de posición y ve-
locidad de todas las partículas al mismo tiempo; además, para que fα(r,v, t) se
presente eficientemente como una densidad de probabilidad, debe permanecer no
negativa en todo el espacio de definición y estar normalizada a la unidad
fα(r,v, t) ≥ 0 (3.7)
∫ ∞
−∞
fα(r,v, t)drd v = 1 (3.8)
algunas definiciones que pueden ser de interés son las siguientes:
Si fα depende de r, la distribución es in-homogénea
Si fα es independiente de r, la distribución es homogénea
Si fα depende de la dirección de v, la distribución es anisotrópica
Si fα es independiente de la dirección de v, la distribución es isotrópica
Un plasma en equilibrio térmico está caracterizado por una función de distri-
bución homogénea, isotrópica e independiente del tiempo
A continuación se mostrarán 3 expresiones que son comunes e importantes dentro
del marco de la teoría cinética utilizando la función de distribución






densidad numérica: esta representa la densidad de partículas en la configura-












3.1.1. Ejemplo de funciones de distribución
Teniendo en cuenta la definición de la función de distribución, a continuación se
mostrarán algunos de los ejemplos más comunes de éstas.
Función de distribución de Maxwell-Boltzmann











donde n0 es la densidad numérica total de las partículas, v es la velocidad de las
partículas y vth =
√
2T/m es la velocidad térmica, con T como la temperatura
del gas o del plasma y m como la masa de las partículas. Esta función de
probabilidad es muy conocida y aplicada para la velocidad de las partículas
en un gas. Si tomamos esta distribución en una dimensión tendremos que











También podemos observar otro tipo de distribuciones a partir de la distribución
Maxwelliana en 2D por medio de contornos de fα como se muestra en la Figura 3.2
Figura 3.1.: Función de distribución de Maxwell-Boltzmann 1-D. Fuente: Elabo-
ración propia
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(a) (b)
(c) (d)
Figura 3.2.: Funciones de distribución de velocidades Maxwell-Boltzmann. a) Fun-
ción en equilibrio térmico, b) Función con velocidad inicial de flujo , c) Función
con presencia de anisotropía térmica con Tpe > Tpa, c) Función con presencia de
anisotropía térmica con Tpe < Tpa. Fuente: Elaboración propia
Haz mono-energético 1D (Figura 3.3):
f0 (v) = n0δ (v − v0) (3.14)
donde v0 es la velocidad del haz y n0 es la densidad total numérica de las partículas.
Básicamente todas las partículas del haz tienen una velocidad que es igual a v0
y no hay otras partículas con velocidad diferente, por tal razón se representa con
la función delta de Dirac. Esta función es usualmente utilizada cuando se trabaja
con fuentes mono-direccionales como por ejemplo un láser u otro tipo de fuentes en
forma de rayos.
Dos haces contracorriente en 1D (Figura 3.4):
f0 (v) =
n0
2 [δ (v − v0) + δ (v + v0)] (3.15)
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donde v0 es la velocidad del haz y n0 es la densidad total numérica de las partículas.
Esta función es similar a la expresada en la parte superior, con la diferencia en que
en esta se toman dos fuentes de haz con dirección contraria; ejemplo, un haz propa-
gándose de izquierda a derecha (−v0) y el segundo haz de derecha a izquierda (v0).
Esta función de distribución es utilizada en estudios relacionados con interacción
haz-haz en un plasma, mayormente para la identificación de inestabilidades.
Figura 3.3.: Función de distribución de un Haz mono-energético 1-D. Fuente: Ela-
boración propia
Figura 3.4.: Función de distribución de dos haces contracorriente 1-D. Fuente:
Elaboración propia
3.2. Conservación del número de partículas
EL paso a seguir es derivar una expresión que pueda mostrar como evoluciona la
función de distribución en función del tiempo. Comenzaremos por observar que las
partículas no son creadas ni destruidas en el espacio de fases, es decir, que las
30
3.2 Conservación del número de partículas
partículas se conservan en dicho espacio. Primero, colocaremos las partículas en
nuestro espacio de fases, si no existen fuentes de partículas ni sumideros de las
mismas en este espacio, podemos colocar un pequeño elemento de volumen. Lo que
observamos después de esto es que la variación de las partículas contenidas en dicho
volumen son debidas al flujo de partículas que entran y salen del mismo. En forma
matemática lo podemos expresar como
∂fα
∂t
= −∇6D · (u · fα) (3.16)
donde u es la velocidad a la cual las partículas se mueven en el espacio de fases.
Por simplicidad, ahora denotaremos la función de distribución como fα; el operador




















































donde F LR son las fuerzas de largo alcance y F SR son las fuerza de corto alcance.
En la Ecuación 3.18 podemos observar que la derivada de la velocidad con respecto
al tiempo es la aceleración de las partículas en el espacio de fases. Esta aceleración
es expresada como dicta la ley de Newton ; las fuerza que actúan dentro del plasma
se pueden dividir en dos, una donde están las fuerza de largo alcance y la otra parte
en fuerzas de corto alcance. Las fuerzas de largo alcance son aquellas fuerzas debidas
a efectos colectivos que ocurren en la evolución global del sistema; y las de fuerza
de corto alcance son aquellas fuerzas que son debidas a colisiones, básicamente por
interacciones partícula-partícula (1-1).





























Analizaremos un poco los términos de la Ecuación 3.19. En el primer término del
lado derecho tenemos que v y r son variables independientes en el espacio de fases,
por lo tanto se puede expresar como
∂
∂r




En el segundo término de la derecha de Ecuación 3.19, se puede afirmar que las
fuerzas que actúan a largo alcance en nuestro caso son fuerza eléctricas y magnéticas,
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es decir, la fuerza de Lorentz F LR = qα (ELR + v ×BLR) donde ELR y BLR son los
campos eléctrico y magnético respectivamente; de esta podemos observar que ELR es
independiente de v y que el vector resultante del término v×BLR es perpendicular


















































el término del lado derecho de la Ecuación 3.22 provee la evolución de la función







; de esta forma e introduciendo la fuerza de Lorentz en la
Ecuación 3.22 obtenemos la siguiente expresión
∂fα
∂t














la Ecuación 3.22 es conocida como la ecuación de Boltzmann. Para plasmas poco
densos, las colisiones típicamente juegan un rol de menor importancia en la deter-
minación de la dinámica del plasma en comparación a las fuerza de largo alcance,
de esta forma si las colisiones fueran ignoradas, es decir, dado el caso cuando el
número de partículas en un cubo de Debye es muy grande (nλ3D ≫ 1), el término






= 0. así podemos escribir la Ecuación 3.23 como:
∂fα
∂t








donde la Ecuación 3.24 es conocida como la ecuación de Vlasov, la cual es una de
las ecuaciones fundamentales en física del plasma.
32
4. Análisis cuantitativo de la
propagación paralela de ondas del
viendo solar
El presente capítulo se basa en el capítulo 3.3 del libro «Basic Plasma Physics III»
[47] , ampliando el análisis numérico omitido en dicho capítulo. Se estudia la teo-
ría de ondas cinéticas e inestabilidades características de un plasma espacialmente
uniforme, inmerso en un campo magnético aplicado B0 = B0êz. Los equilibrios iso-
trópicos Fj (v2) que son funciones monótonas decrecientes de v2 son estables ante
perturbaciones electromagnéticas con polarización arbitraria. La energía libre para
la inestabilidad es asociada con las características no-termales de la función de distri-
bución de equilibrio Fj (v) ,que van desde el movimiento relativo de los componentes
del plasma a la anisotropía en la energía cinética del plasma. El análisis de la ines-
tabilidad es basado en la aproximación de linealización, la cual es intrínsecamente
clásica ya que no incluye la influencia de los efectos turbulentos sobre resonancia
onda-partícula, tampoco se incluye la influencia del movimiento estocástico de la
partícula en el comportamiento de la estabilidad. El modelo físico a utilizar en es-
te trabajo es basado en las ecuaciones de Vlasov-Maxwell sin colisiones en el cual
















fj (x, v, t) = 0, (4.1)
Donde E (x, t) y B (x, t) son los campos eléctrico y magnético, y ej ymj son la carga
y la masa, respectivamente de una partícula de especie j. Aquí, fj (x,v, t) es la den-
sidad de las partículas de especies j en el espacio de fases de seis dimensiones (x,v) .
Además, los campos eléctrico y magnético son determinados auto-consistentemente
de las ecuaciones de Maxwell en términos de la densidad de corriente del plasma,





d3vvfj (x,v, t) (4.2)
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y la densidad de carga,





d3vfj (x,v, t) (4.3)
En este trabajo se asume que el plasma está inmerso en un campo magnético uni-
forme externamente aplicado B0 = B0êz, además, que el estado de equilibrio del
plasma (∂/∂t = 0) es caracterizado por la neutralidad de carga, ∑j n̂j êj = 0, y cam-
po eléctrico cero E0. También se asume que la corriente de equilibrio del plasma
es suficientemente débil, tal que el correspondiente equilibrio del campo magnéti-
co auto-generado tiene efectos pequeños despreciables en el comportamiento de la
estabilidad en comparación con el campo magnético aplicado B0êz.
4.1. Relación de dispersión cinética para un plasma
magnetizado
Las perturbaciones son consideradas sobre un equilibrio (∂/∂t = 0) caracterizado por
un campo eléctrico cero y un campo magnético uniforme externamente aplicado
B0 = B0êz, donde B0 = constante. También se asume que la función de distribución
en equilibrio f 0j (x,v) para especies j es espacialmente uniforme con :









es la velocidad perpendicular, y vz es la velocidad axial. En
la Ecuación 4.4 n̂j = constante es la densidad ambiente de especies j, y Fj (v2⊥, vz)












En este análisis, las perturbaciones de onda electromagnética, δE (x, t) y δB (x, t) ,son
representadas como transformadas de Fourier-Laplace
δE (x, t) =
∫




2πi exp(−iωt)δ̂E (k, ω) (4.6)
δB (x, t) =
∫




2πi exp(−iωt)δ̂B (k, ω) (4.7)
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donde k es el vector de onda, ω es la frecuencia y el subíndice c de la integral denota
la integral de contono; se escoge Im(ω) > 0 suficientemente grande y positivo tal
que, las integrales de la transformada de Laplace δ̂E (k, ω) =
∫∞
0 dt exp(iωt)δ̂E (k, t)
etc. converjan.
Utilizando la Ecuación 4.6 y Ecuación 4.7 se pueden expresar las ecuaciones de Max-
well de otra manera
Ley de Faraday :∇× δE (x, t) = − (1/c) ∂/∂tδB (x, t)
∇× δE (x, t) =
∫




2πi exp(−iωt) (ik)× δ̂E (k, ω)
y
∂/∂tδB (x, t) =
∫




2πi exp(−iωt) (−iω) δ̂B (k, ω)
tenemos que
∫












2πi exp(−iωt) (−iω) δ̂B (k, ω)
por propiedad de las integrales
(ik)× δ̂E (k, ω) = −
1
c
(−iω) δ̂B (k, ω)
k × δ̂E (k, ω) = 1
c
(ω) δ̂B (k, ω) (4.8)
Ley de Ampere-Maxwell: ∇× δB (x, t) = 4π/cδ̂J + (1/c) ∂/∂tδE (x, t)
Aplicando las transformada de Fourier-Laplace a cada uno de los términos pertur-
bados tenemos que
∇× δB (x, t) =
∫




2πi exp(−iωt) (ik)× δ̂B (k, ω)
∂/∂tδE (x, t) =
∫




2πi exp(−iωt) (−iω) δ̂E (k, ω)
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δJ (x, t) =
∫




2πi exp(−iωt)δ̂J (k, ω)
reemplazando estas expresiones en la ecuación de Ampere-Maxwell
∫




















2πi exp(−iωt) (−iω) δ̂E (k, ω)
por propiedad de las integrales llegamos a
(ik)× δ̂B (k, ω) = 4π
c
δ̂J (k, ω) + 1
c
(−iω) δ̂E (k, ω)
ik × δ̂B (k, ω) = 4π
c





δ̂E (k, ω) (4.9)
Flujo del campo magnético: ∇ · δB = 0
aplicando la transformada de Fourier-Laplace
∇ · δB (x, t) =
∫




2πi exp(−iωt) (ik) · δ̂B (k, ω)
por propiedad de las integrales
(ik) · δ̂B (k, ω) = 0
k · δ̂B (k, ω) = 0 (4.10)
Ley de Gauss: ∇ · δE = 4πδρ
aplicando la transformada de Fourier-Laplace
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∇ · δE (x, t) =
∫




2πi exp(−iωt) (ik) · δ̂E (k, ω)
δρ (x, t) =
∫




2πi exp(−iωt)δ̂ρ (k, ω)
reemplazando los términos tenemos que
∫




2πi exp(−iωt) (ik) · δ̂E (k, ω) =
4π
∫




2πi exp(−iωt)δ̂ρ (k, ω)
por propiedades de las integrales
(ik) · δ̂E (k, ω) = 4πδ̂ρ (k, ω) (4.11)
En la Ecuación 4.9 y Ecuación 4.11 , la densidad de corriente perturbada δJ (x, t) y
la densidad de carga perturbada δρ (x, t) están relacionadas auto-consistentemente
con la función de distribución perturbada δfj (x, v, t) de la siguiente manera





d3vvδfj (x, v, t) (4.12)





d3vδfj (x, v, t) (4.13)













E0 + δE (x, t)
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Encontramos algunos términos donde se encuentras dos variables con perturbaciones
estos son términos de segundo orden pueden ser ignorados llegando a
∂
∂t









δE (x, t) · ∂
∂v
δfj (x, v, t) + (v×B0êz)c ·
∂
∂v















δE (x, t) · ∂
∂v





















δfj (x, v, t) + v ·
∂
∂x





























































































Donde ej y mj, son la carga y la masa de una partícula de especie j, y c es la
velocidad de la luz en el vacío; los términos que poseen dos variables perturbadas
se consideran muy pequeños, ya que se consideran pequeñas perturbaciones, estos
se denominan términos de segundo orden (S.O) y pueden ser ignorados. Ahora,
substituyendo la Ecuación 4.8 y Ecuación 4.12 en Ecuación 4.9









































































d3vvδfj (x,v, t) +
ω2
c2
δ̂E = 0 (4.15)
4.2. Solución de la ecuación de Vlasov linealizada
por el método de las características
Antes de aplicar el método de las características, se hará un pequeño análisis de la
función de distribución de una partícula fj (x, v, t) . En primer lugar, trabajaremos
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con el cambio temporal de la función de distribución utilizando la regla de la cadena
dfj (x,v, t)
dt
























+ ∂fj (x,v, t)
∂t
(4.16)
definiendo las velocidades y aceleraciones de la partícula como
dx
dt
= vx, dydt = vy,
dz
dt
= vz, dvxdt = ax,
dvy
dt
= ay, dvzdt = az
podemos reorganizar la Ecuación 4.16 utilizando el operador nabla para la posición
∇x = ∂/∂xêx + ∂/∂yêy + ∂/∂zêz y el operador nabla para la velocidad ∇v = ∂/∂vxêx +
∂/∂vyêy + ∂/∂vzêz, la velocidad como vector v = vxêx + vyêy + vz êz y la aceleración
como vector a = axêx + ayêy + az êz
dfj (x,v, t)
dt
= ∂fj (x,v, t)
∂t
+ v · ∇xfj (x,v, t) + a · ∇vfj (x,v, t) (4.17)
aplicando la pequeña perturbación tenemos que
dfj (x,v, t)
dt
= dδfj (x,v, t)
dt
+
df 0j (x,v, t)
dt
donde f 0j es la función en equilibrio y δfjes la función perturbada.
Vamos a aplicar el método de las características tomando como función solución
fj (x,v, t), y aplicando el concepto de las curvas características, la función solución











Analizaremos el comportamiento del termino de la derecha de la Ecuación 4.18 re-




∂f 0j (x,v, t)
∂t
+ v · ∇xf 0j (x,v, t) + a · ∇vfj (x,v, t)
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como la función en equilibrio f 0j (v) no depende de la posición ni del tiempo, la















v · ∇xf 0j (v) + a · ∇vfj (v)
df 0j (v)
dt
= a · ∇vf 0j (v) (4.19)
de esta forma la Ecuación 4.18 son las ecuaciones características, las variables de
















x′ (t′ = t) = x
v′ (t′ = t) = v (4.21)
reemplazando la Ecuación 4.19 en la Ecuación 4.20 encontramos que
dδfj (x′,v′, t′)
dt′
= −a · ∇v′f 0j (v′) (4.22)
Podemos notar que la Ecuación 4.22 es similar a la ecuación de Vlasov linealizada,
siendo el término de aceleración las fuerzas electromagnéticas. Teniendo esto en









δE (x′, t′) + (v
















A continuación, vamos a resolver la Ecuación 4.23 para δ̂fj (x′,v′, t′), para esto, ha-
remos el análisis de modos de Fourier utilizando la Ecuación 4.6, y la Ecuación 4.8
para el campo eléctrico perturbado, además de la transformada de la función per-
turbada
δfj (x,v, t) =
∫




2πi exp(−iωt)δ̂fj (k,v, ω) (4.24)











δE (x′, t′) +
(
v














































utilizando las condiciones iniciales descritas en la Ecuación 4.21





δE (x′, t′) +
(
v














Seguimos con el análisis de los modos de Fourier aplicando las transformada según
la Ecuación 4.6, Ecuación 4.7, Ecuación 4.8 y Ecuación 4.24
∫









































Como v es independiente de x en el espacio de las fases podemos escribir la anterior
expresión como
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∫


















exp (ik · x′) exp(−iωt′)δ̂E (k, ω)
+
(














Por propiedad de las integrales, reorganizando los exponenciales y utilizando la
Ecuación 4.8 para δ̂B (k, ω) obtenemos
















































exp i (k · x′−ωt′) dt′





























δ̂E (k, ω) + v′ ×
(













× exp i (k · (x′ − x)− ω (t′ − t)) dt′ (4.25)
De la Ecuación 4.25 se asume que Im(ω) > 0 y las perturbaciones iniciales son
ignoradas. Prosiguiendo, ahora haremos uso del hecho que v′⊥ y v′z son constantes
(independientes de t′) a lo largo de la trayectoria de una partícula en la configuración
de campo de equilibrio, de esta manera podemos re-expresar el primer integrando
de la Ecuación 4.25 como
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Ahora nos centraremos en el término del lado de derecho de la Ecuación 4.26. Utili-










− δ̂E (v′ · k)
= k
(




































































































4.2 Solución de la ecuación de Vlasov linealizada por el método de las
características
































































Posteriormente desarrollamos los paréntesis y reorganizaremos la expresión en tér-





































































































































































































































































































































































En la ecuación anterior podemos ver que la única dependencia explícita de t′ocurre





y definiendo la velocidad de fase perpendicular φ en t′ = t como (vx, vy) = (v⊥ cosφ, v⊥ sinφ),
las soluciones a las ecuaciones de órbita se pueden expresar como
v′x = v⊥ cos (φ− ωcjτ) , v′y = v⊥ sin (φ− ωcjτ) , v′z = vz (4.30)







cos (φ− ωcjτ) dτ
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x′ (τ) = x− v⊥
ωcj


























y′ (τ) = y + v⊥
ωcj









′ = z + vzτ (4.33)
Sin perdida de generalidad, podemos asumir que el vector de onda k está sobre el
plano x− z
k = k⊥êx + kz êz (4.34)
El factor exponencial en la integral de la Ecuación 4.25 puede ser re-escrito utilizando
la Ecuación 4.30, Ecuación 4.31 y Ecuación 4.32 , y con las funciones de Bessel de
primer tipo de orden n
exp i (k · (x′ − x)− ω (t− t′)) = exp i (k⊥êx + kz êz · ((x′, y′, z′)− (x, y, z))− ω (t′ − t))









(sin (φ− ωcjτ)− sin (φ))
)







(sin (φ− ωcjτ)− sin (φ)) +kzz + kzvzτ−k⊥x−kzz − ω (τ)
)






[sin (φ)− sin (φ− ωcjτ)] + ikzvzτ − iω (τ)
)
(4.35)
Ahora haremos uso de las siguiente identidad en la Ecuación 4.35
exp (iz sinφ) =
∞∑
m=−∞
exp (imφ) Jm (z)














exp (ikzvzτ − iωτ)




















Jm (bj) Jn (bj) exp [i (m− n)φ] exp [i (kzvz − ω + nωcj) τ ] (4.36)
donde bj = k⊥v⊥/ωcj. Substituyendo la Ecuación 4.13 ,Ecuación 4.30, Ecuación 4.34
y Ecuación 4.36 en Ecuación 4.25 y definiendo los límites de la integral en τ , en-
contramos que la función de distribución δ̂fj (k,v, ω) puede ser expresada como
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Jm (bj) exp i (m− n)φ















































































Donde J ′n (bj) se denota como (d/dbj) Jn (bj), y se usan las identidades Jn−1 (bj) −
Jn+1 (bj) = 2J ′n (bj) y Jn−1 (bj) + Jn+1 (bj) = (2n/bj) Jn (bj). Con el fin de determi-
nar un auto-consistente desarrollo de los campos perturbados vamos a substituir




















































Jm (bj) exp i (m− n)φ









































































































Jn (bj) , iv⊥J ′n (bj) , vzJn (bj)
]


























































































Como podemos observar, tenemos expresiones vectoriales aplicadas al campo eléc-
trico perturbado por lo tanto podemos expresarlo en forma de un operador de la
sifuiente forma
D (k,ω) · δ̂E = 0 (4.42)
donde Dij (k, ω) es una matriz de nueve elementos los cuales son evaluados di-
rectamente de la Ecuación 4.40. La condición para una solución no-trivial a la
Ecuación 4.42 es que el determinante de la matriz (3× 3) sea igual cero, dando
como resultado la relación de dispersión buscada
det {Dij (k, ω)} = 0 (4.43)
Para encontrar los elementos del tensor de dispersión Dij (k, ω), primero reali-
zaremos el doble producto vectorial de la Ecuación 4.40 teniendo en cuenta la
Ecuación 4.34







4.2 Solución de la ecuación de Vlasov linealizada por el método de las
características

















































kz ˆδEx − k⊥δEz
)
k̂
































































































































































































































































































































De esta forma es sencillo escribir los elementos del tensor de dispersión siguiendo la







 = 0 (4.47)
donde cada uno de los elementos son




















































(n/bj) Jn (bj) J ′n (bj)





































































4.2 Solución de la ecuación de Vlasov linealizada por el método de las
características
Dyy (k, ω) = 1−

















































Jn (bj) J ′n (bj)












































































Jn (bj) J ′n (bj)


































































Hasta este punto podemos decir que la relación de dispersión (Ecuación 4.43) junto
con los términos de Dij (k, ω) , definidos en la Ecuación 4.48 hasta la Ecuación 4.55
pueden ser usados en las áreas de investigación, con respecto a las propiedades
detalladas de la estabilidad en un plasma uniforme inmerso en un campo magnéti-
co uniforme B0êz para un amplio rango de funciones de distribución en equilibrio
Fj (v2⊥, vz). Para la la Ecuación 4.48 hasta la Ecuación 4.55, se pueden simplificar
considerablemente los términos de la matriz Dij (k, ω) cuando ocurren varios ca-
sos limite, como lo son la propagación de onda paralela a B0êz; es decir, cuan-
do k⊥ = 0; k = kz êz , la propagación de onda perpendicular a B0êz, es decir,




4.3. Propagación paralela a B0êz
En este apartado se usarán las ecuaciones Ecuación 4.48 a Ecuación 4.55 para sim-
plificar la relación de dispersión para la propagación de onda paralela a B0êzcon
k⊥ = 0, k = kz êz (4.56)
Para este fin, haremos uso de algunas aproximaciones como lo son J0 (0) = 1,
Jn (0) = 0 para |n| > 1 , J1 (bj) ' bj/2 para |bj|  1 y J−n (bj) = (−1)n Jn (bj)
para n ∈ Z. Teniendo en cuenta esto, analizando la Ecuación 4.50 y Ecuación 4.52,
podemos encontrar que

















































(ω − nωcj − kzvz)
(4.58)
Recordemos que bj = k⊥v⊥/ωcj por ende, cuando k⊥ = 0 bj → 0. Analizando la
segunda aproximación, tenemos que todos los elementos de la sumatoria se vuelven




(ω − nωcj − kzvz)
expandiendo la sumatoria anterior tendremos que
= (
−1/bj) J2−1 (bj)






(ω − 0ωcj − kzvz)
+ (
1/bj) J21 (bj)




(−1)1 J1 (bj) ∗ (−1)1 J1 (bj)
]
(ω + ωcj − kzvz)
+ (
1/bj) [J1 (bj) ∗ J1 (bj)]
(ω − ωcj − kzvz)
= (
−1/bj) [J1 (bj) ∗ J1 (bj)]
(ω + ωcj − kzvz)
+ (
1/bj) [J1 (bj) ∗ J1 (bj)]
(ω − ωcj − kzvz)
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Aplicando la aproximación para cuando bj → 0
= (
−1/bj) [bj/2 ∗ bj/2]
(ω + ωcj − kzvz)
+ (
1/bj) [bj/2 ∗ bj/2]
(ω − ωcj − kzvz)
=
(−1/bj) b2j
4 (ω + ωcj − kzvz)
+
(1/bj) b2j

















(ω − ωcj − kzvz)
= 0 (4.59)
Con la Ecuación 4.59 encontramos que cuando bj → 0 la Ecuación 4.58 tiende a
cero. Reemplazando esto en la Ecuación 4.57 tenemos que






















































Por definición tenemos que la integral definida de cero es cero, por lo tanto encon-
tramos que
Dxz (k, ω) = 0
Observando la Ecuación 4.53 encontramos que tiene una forma similar a la Ecuación 4.50
en sus términos dependientes de n y bj, por lo tanto podemos decir que
Dxz (k, ω) = Dzx (k, ω) = 0 (4.60)
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Proseguimos haciendo el mismo análisis para la Ecuación 4.52









Jn (bj) J ′n (bj)


























sacamos el término de interés como
∞∑
n=−∞
Jn (bj) J ′n (bj)
(ω − nωcj − kzvz)
(4.61)




Jn (bj) [Jn−1 (bj)− Jn+1 (bj)]
2 (ω − nωcj − kzvz)
= J−1 (bj) [J−2 (bj)− J0 (bj)]2 (ω + ωcj − kzvz)
+ J0 (bj) [J−1 (bj)− J1 (bj)]2 (ω − nωcj − kzvz)
+ J1 (bj) [J0 (bj)− J2 (bj)]2 (ω − nωcj − kzvz)












J0 (bj) [J−1 (bj)− J1 (bj)]






















J0 (bj) [J−1 (bj)− J1 (bj)]









2 (ω − ωcj − kzvz)
= − (−1)
1 J1 (bj)
2 (ω + ωcj − kzvz)
+
[
(−1)1 J1 (bj)− J1 (bj)
]
2 (ω − kzvz)



















4 (ω − ωcj − kzvz)
= 0 (4.62)
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con la Ecuación 4.61 y Ecuación 4.62 encontramos que la Ecuación 4.52 queda como
Dyz (k, ω) = 0
Observando la Ecuación 4.54 encontramos que tiene una forma similar a la Ecuación 4.52
en sus términos dependientes de n y bj, por lo tanto podemos decir que
Dyz (k, ω) = Dzy (k, ω) = 0 (4.63)
De esta manera podemos afirma que
Dxz (k, ω) = Dzx (k, ω) = Dyz (k, ω) = Dzy (k, ω) = 0 (4.64)
Haciendo uso del mismo análisis encontramos que las expresiones para las ecuaciones
restantes son







































ω − ωcj − kzvz
+ 1
ω + ωcj − kzvz
)
(4.65)




































ω − ωcj − kzvz
− 1
ω + ωcj − kzvz
)
(4.66)













Reemplazando la Ecuación 4.64 en la Ecuación 4.43 encontramos la relación de dis-




Dxx Dxy 0Dyx Dyy 0
0 0 Dzz
 = DxxDyyDzz −DxyDyxDzz = 0
(DxxDyy −DxyDyx)Dzz = 0 (4.68)
En la Ecuación 4.68 podemos observar dos clases de soluciones, la primera clase
es cuando Dzz = 0, la cual corresponde a perturbaciones electrostáticas longi-
tudinales donde ˆδEx = ˆδEy = 0 y el campo eléctrico perturbado δ̂E = ˆδEz êz
es paralelo a la dirección de propagación k = kz êz, y la segunda clase es cuando
DxxDyy − DxyDyx = 0 la cual corresponde a perturbaciones electromagnéticas
transversales donde ˆδEz = 0 y el campo eléctrico perturbado δ̂E = ˆδExêx+ ˆδEyêy
es perpendicular a la dirección de propagación k = kz êz
4.3.1. Relación de dispersión electrostática
La polarización de la onda para perturbaciones electrostáticas, la cual, se propaga
paralelamente a B0êz está dada por





y la relación de dispersión Dzz = 0 se puede expresar como













donde Im(ω) > 0. Para diferentes formas de Fj (v2⊥, vz) y las regiones de los espacios
de frecuencia y vector de onda que se quieran estudiar, la Ecuación 4.70 puede ser
utilizada como la relación de dispersión electrostática para ondas iónicas longitu-
dinales, oscilaciones de plasma de electrones, inestabilidad de dos-corrientes, entre
otras., esto para una onda que se propaga paralela a B0êz.
4.3.2. Relación de dispersión electromagnética
La polarización de la onda para perturbaciones electromagnéticas transversales que
se propagan paralelamente a B0êz esta dada por
k = (0, 0, kz) , δ̂E =
( ˆδEx, ˆδEy, 0) , (4.71)
58
4.3 Propagación paralela a B0êz
para su relación de dispersión DxxDyy−DxyDyx tendremos en cuenta lo encontrado
en la Ecuación 4.65 y Ecuación 4.66 por lo que tendremos que
DxxDyy −DxyDyx = D2xx +D2xy = (Dxx + iDxy) (Dxx − iDxy) = 0 (4.72)
por lo que podemos reducir la expresión. Comenzamos con Dxx + iDxy = 0
Dxx = 1− c
2k2z
ω2













































Dxx + iDxy = 1− c
2k2z
ω2







































utilizando el mismo análisis para Dxx − iDxy = 0, podemos encontrar que solo
varía el signo de ωcj de la Ecuación 4.73, con esto podemos expresar la relación de
dispersión como
D± (kz, ω) = 1− c
2k2z
ω2














donde se asume que Im(ω) > 0 y D+ (kz, ω) = Dxx+iDxy y D− (kz, ω) = Dxx−iDxy
, las cuales corresponden a la polarización circular de ondas electromagnéticas con
polarización en sentido horario (mano-derecha) con ˆδEx = i ˆδEy y polarización en
sentido anti-horario (mano-izquierda) con ˆδEx = i ˆδEy. De igual forma como se
describió en la relación de dispersión electrostática, dependiendo de las regiones
del espacio de frecuencias y de kz que se quieran estudiar y la forma funcional de
Fj (v2⊥, vz), la Ecuación 4.73 es la relación de dispersión para ondas electromagnéticas
que se propagan paralelamente a B0êz entre las cuales se incluyen ondas de Álfven,
inestabilidad firehose, ondas ión-ciclotrónicas entre otros tipos de inestabilidades.
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4.4. Inestabilidades para propagación paralela a B0êz
Para esta sección haremos uso de la Ecuación 4.74 para estudiar las propiedades de
la inestabilidad de ondas que se propagan paralelas a B0êz, para este fin, tomaremos
como primer paso integrar por partes con respecto v⊥ en la relación de dispersión
electromagnética (Ecuación 4.74)
D± (kz, ω) = 1− c
2k2z
ω2













recordando la definición de la Ecuación 4.41
D± (kz, ω) = 1− c
2k2z
ω2











































































ω ± ωcj − kzvz
)
(4.75)
nombraremos a la primera integral como I1 y la segunda integral I2 de modo que
I = I1 + I2. Ahora, desarrollaremos las integrales por partes con respecto a v⊥, para









, dV = ∂
∂v⊥






dv⊥, V = Fj (v2⊥, vz)
(4.76)
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por definición tenemos que
ĺımv⊥→∞ Fj (v2⊥, vz) = 0, ĺımv⊥→∞ ∂∂vzFj (v
2
⊥, vz) = 0 (4.78)
teniendo en cuenta la Ecuación 4.78 y evaluando el primer término de las integrales













































Ahora tomaremos a la primera integral de la Ecuación 4.79 como I3 y la segunda
integral como I4. Podemos encontrar que en I3 Fj (v2⊥, vz) no se encuentra operada
por ∂/∂v⊥ por lo que podremos dejarla así por el momento, caso contrario en I4 si

























podemos sacar la derivada parcial con respecto a la velocidad en z fuera de la integral



























aplicamos integral por partes sobre v⊥
U = v4⊥ dV = ∂∂v⊥Fj (v
2
⊥, vz) dv⊥










































































































reemplazando la Ecuación 4.82 en la Ecuación 4.74 nos da la nueva expresión para
la relación de dispersión











Fj (v2⊥, vz) (ω − kzvz)





















ω = ωr + iγ es la frecuencia de oscilación compleja, ωcj = ejB0mjc es la frecuencia
ciclotrónica y se asume que Im(ω) > 0. La polarización asociada a la Ecuación 4.83
está dada por





donde D+ = 0 y D− = 0 corresponden a la las ondas electromagnéticas polarizadas
circularmente con polarización en sentido horario (mano derecha) con ˆδEx = −i ˆδEy,
y polarización en sentido anti-horario (mano izquierda) con ˆδEx = +i ˆδEy. Para el
análisis de la relación de dispersión (Ecuación 4.83) vamos a asumir que Fj (v2⊥, vz)

























0 dv⊥v⊥Gj (v2⊥) = 1
ya que el momento v2⊥ de Fj (v2⊥, vz) ocurre, la temperatura efectiva perpendicular
















reemplazamos la Ecuación 4.85 y Ecuación 4.86 en la Ecuación 4.83











Fj (v2⊥, vz) (ω − kzvz)
















Fj (v2⊥, vz) (ω − kzvz)

















Fj (v2⊥, vz) (ω − kzvz)
















Fj (v2⊥, vz) (ω − kzvz)










































































































Podemos notar que en la Ecuación 4.87 en la primera integral está la forma nor-
malizada de Gj (v2⊥) y en la segunda integral se encuentra la temperatura efectiva
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Para seguir desarrollando la Ecuación 4.88 nombraremos a la primera integral como





























































































































































4.4 Inestabilidades para propagación paralela a B0êz



















































remplazando la Ecuación 4.91 y Ecuación 4.92 en la Ecuación 4.88 , y seguidamente
la Ecuación 4.88 en Ecuación 4.83




















































reemplazamos esto en Ecuación 4.83

















































expresemos la frecuencia en su parte real e imaginaria llegando a






























es la función de
distribución del plasma y vTj = (2Tj‖/mj)
1/2 es la rapidez termal paralela.
Dependiendo de la región del espacio de las frecuencias y de kz que se desee in-
vestigar, y la naturaleza y grado de la temperatura de anisotropía (ya sea cuan-
do Tj‖ > Tj⊥ o cuando Tj‖ < Tj⊥ ), la relación de dispersión electromagnética
(Ecuación 4.93) puede soportar una amplia variedad de ondas e inestabilidades como
los son la inestabilidad firehose, la inestabilidad ión-ciclotrónica electromagnética, y
la inestabilidad electrónica de Whistler.
4.4.1. Inestabilidad ion ciclotrónica electromagnética
La relación de dispersión mencionada en la parte anterior, será ahora considera-
da en el rango de bajas frecuencias, es de decir, frecuencias cercanas la frecuencia
ciclotrónica de los iones, ya que para estas frecuencias es donde existe la inestabili-
dad ión-ciclotrón. Para llevarlo a cabo, se asume que los electrones son isotrópicos
con Te⊥ = Te‖ ≡ Te(condición 1), y fuertemente magnetizado con |ωr + iγ|  |ωce|
(condición 2) y |kzvTe|  |ωr ± ωce + iγ| (condición 3), dichas condiciones son ne-
cesarias para la persistencia de la inestabilidad. Para la energía anisotrópica de los
iones tenemos que esta sigue como
Ti⊥ > Ti‖ (4.94)
Para esta relación solo tomaremos dos especies, iones y electrones.Haciendo uso de
las condición 1 antes mencionada podemos reescribir la Ecuación 4.93 como













































































4.4 Inestabilidades para propagación paralela a B0êz
Antes de proseguir, haremos un pequeño análisis de las condiciones 2 y 3, de la
cuales, podemos encontrar que
|ωr + iγ|  |ωce| , |ωr+iγ||ωce|  1 (4.96)
además
|kzvTe|  |ωr ± ωce + iγ| , 1 |ωr±ωce+iγ||kzvTe| (4.97)
Utilizando la Ecuación 4.97 y la definición de ξ±j de la Ecuación 4.90, podemos
encontrar que





















)5 − · · · (4.98)
Truncando la aproximación a orden 2 podemos decir que






reemplazando la Ecuación 4.99 en Ecuación 4.95

































































En la Ecuación 4.100 nos centraremos un momento en el término 1/ωr±ωce+iγ, pode-













para la expresión de la parte de arriba haremos una expansión en series de Taylor,
para esto es necesario que x 1 condición que se cumple gracias a la Ecuación 4.96,










− · · · (4.101)



















remplazando la Ecuación 4.102 en Ecuación 4.100 tenemos que






























































































donde vT i = (2Ti‖/mi)
1/2y ξ±i = (ωr±ωci+iγ)/kzvTi. Haciendo uso de la condición de
cuasi-neutralidad del plasma tenemos que ω2pe/(±ωce) = −ω2pi/(±ωci). Bajo la región
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4.4 Inestabilidades para propagación paralela a B0êz
del espacio ω − kz que se está investigando podemos asumir que |c2k2z/(ωr+iγ)2| 
1 + ω2pe/ω2ce teniendo que la contribución de los electrones es despreciable ; tomando
estas condiciones podemos reescribir la Ecuación 4.103 como



























D± (kz, ω) (ωr + iγ)2 = −c2k2z +





















Donde la (Ecuación 4.105) es la relación de dispersión para la inestabilidad ion-
ciclotrón electromagnética. Esta ecuación relaciona la frecuencia compleja ω =
(ωr + iγ) y el vector de onda kz, sin embargo no es una expresión ordinaria, es-
ta es conocida como una ecuación trascendental para la frecuencia, por tal razón,
encontrar su solución por el medio analítico no es posible. Por ende, su solución
debe ser encontrada utilizando métodos numéricos; para esta tesis se encontrarán
las raíces de la ecuación (Ecuación 4.105) mediante la parte real y compleja de la
misma, para posteriormente ser refinada con el Método de Müller,del que se hablará
en el siguiente capítulo.
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5. Solución numérica para la relación
de dispersión de la inestabilidad
ion-ciclotrón electromagnética
En este capítulo se trabajará la solución numérica de la relación de dispersión des-
crita por la Ecuación 4.105 del capítulo anterior, encontrando los ceros de la relación
y refinando estas raíces, haciendo uso del método de Müller. Este capítulo se pre-
senta en el siguiente orden: 1) Conceptos básicos del método de Müller, donde cabe
resaltar que su explicación es extraída de la referencia [65], con el fin de dar a cono-
cer el método; sin embargo, la forma general que se utilizará en el código solución
es la expresión general del método de Müller para raíces complejas. 2) Relación
de dispersión para el método numérico, donde se expresa la relación de dispersión
electromagnética en forma cuadrática para la aplicación del método de Müller, 3)
Ceros de la relación de dispersión, donde se explicará de forma general la metodo-
logía a trabajar para la solución y posterior obtención de resultados, los cuales se
expondrán y analizarán en el siguiente capítulo, 4) pruebas del código solución de
la relación de dispersión, donde se compararán los resultados obtenidos mediante el
código escrito para esta tesis con resultados publicados [9, 8, 10] bajo las mismas
condiciones planteadas a lo largo del capítulo 2.
5.1. Método de Müller
El método de Müller es similar al conocido método de la secante, el cual, obtiene una
aproximación de la raíz dirigiendo una línea recta hasta el eje x con dos valores de la
función; la diferencia radica en que el método de Müller aproxima la raíz mediante
una parábola con tres puntos [65].
El método consiste en obtener los coeficientes de la parábola que pasa por los tres
puntos. Dichos coeficientes se sustituyen en la fórmula cuadrática para obtener el
valor donde la parábola intersecta al eje x; es decir, la raíz estimada. La aproximación
se facilita al escribir la ecuación de la parábola en una forma conveniente,
f (x) = a (x− x2)2 + b (x− x2) + c (5.1)
Lo que se quiere, es que esta parábola pase por tres puntos [x0,f (x0)], [x1, f (x1)] y
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[x2, f (x2)]. Los coeficientes de la Ecuación 5.1 se evalúan sustituyendo cada uno de
esos tres puntos para dar
f (x0) = a (x0 − x2)2 + b (x0 − x2) + c (5.2)
f (x1) = a (x1 − x2)2 + b (x1 − x2) + c (5.3)
f (x2) = a (x2 − x2)2 + b (x2 − x2) + c (5.4)
De esta forma contamos con 3 ecuaciones, por lo que es posible encontrar los coefi-
cientes a , b, y c. Debido a que dos términos de la Ecuación 5.4 son cero, tenemos
que c = f (x2) . Este resultado se sustituye en la Ecuación 5.2 y Ecuación 5.3 para
tener dos ecuaciones con dos incógnitas:
f (x0)− f (x2) = a (x0 − x2)2 + b (x0 − x2) (5.5)
f (x1)− f (x2) = a (x1 − x2)2 + b (x1 − x2) (5.6)
De esta manera podemos encontrar los coeficientes restantes a y b. La manera de
hacer esto de la forma más conveniente es definir las diferencias como:
h0 = x1 − x0 h0 = x2 − x1




Éstas se sustituyen en la Ecuación 5.5 y Ecuación 5.6 para dar
(h0 + h1) b− (h0 + h1)2 a = h0δ0 + h1δ0
h1b− h21a = h1δ1
de donde se despejan a y b. El resultado es expresado entonces como




5.1 Método de Müller
b = ah1 + δ1 (5.9)
c = f (x2) (5.10)
para encontrar la raíz se aplica la fórmula cuadrática a la Ecuación 5.1, si embargo,
debido al error de redondeo potencial, en lugar de usar la forma convencional, se
usa la expresión alternativa:






donde x3 es la raíz solución de la Ecuación 5.1. Ya que se usa la fórmula cuadrática,
es posible localizar raíces reales como complejas, siendo esto, la mayor ventaja del
método.
La Ecuación 5.11 proporciona una forma directa para determinar el error de aproxi-
mación. Debido a que el lado izquierdo representa la diferencia entre a raíz estimada
actual (x3) y la raíz estimada anterior (x2) , el error se calcula como:
εa =
∣∣∣∣x3 − x2x3
∣∣∣∣ 100 % (5.12)
Se puede notar un problema en la Ecuación 5.11, esta produce dos raíces, corres-
pondientes a los términos ± del denominador. En el método de Müller, se escoge
el signo que coincida con el signo de b. Esta elección proporciona como resultado el
denominador más grande y, por lo tanto, dará la raíz estimada más cercana a x2.
Una vez que se determina x3, el proceso se repite. Esto trae el problema de que un
valor es descartado. En general, dos estrategias son comúnmente usadas.
1. Si sólo se localizan raíces reales, elegimos los dos valores originales más cercanos
a la nueva raíz estimada, x3.
2. Si se localizan raíces reales y complejas, se emplea un método secuencial. Es




5.2. Relación de dispersión para el método numérico
Como vimos en la sección anterior, para la aplicación del método de Müller, la
función a resolver debe estar escrita de forma cuadrática; por lo tanto, debemos
re-escribir la Ecuación 4.105. Para este fin, se definirán las siguientes variables por
conveniencia:
±ωci = Ωci (5.13)
vT iωpi
Ωcic
= VT i (5.14)
X = ωΩci , Y =
cKz
ωpi





Donde Ωci es la frecuencia ciclotrónica, X es la frecuencia normalizada , Y es el
vector de onda normalizado y Ap es la anisotropía térmica. Podemos reemplazar la














Ahora, reemplazando las Ecuación 5.13, Ecuación 5.14, Ecuación 5.15 y Ecuación 5.17
en la Ecuación 4.105 tendremos que:
−c2k2z +







































5.2 Relación de dispersión para el método numérico



































































− Ap + 1 = 0








− Ap + 1 = 0









− Ap + 1 = 0







− Ap + 1 = 0 (5.18)
Haciendo uso de las expresiones para ωci y ωpi el parámetro beta del plasma puede ser
expresado como β‖ = 8πn̂iT‖/B20 = (ω2pi/ω2ci) (2Ti‖/mic2); además, aplicando la definición
de vT i y la Ecuación 5.14 podemos encontrar que β‖ = V 2T i o de otra forma VT i =√
β‖, reemplazando esto en la ecuación anterior tenemos que






− Ap + 1 = 0 (5.19)
Donde la Ecuación 5.19 será la utilizada en el código computacional. Podemos ob-
servar entonces que la Ecuación 5.19 tiene como variables la frecuencia compleja
ω = (ωr + iγ) y el vector de onda kz,y como parámetros la anisotropía térmica de
los protones Ap y el beta paralelo del plasma β‖; estos dos últimos serán de gran
importancia para los resultados de esta tesis.
77
Capítulo 5 Nomenclatura
5.3. Ceros de la relación de dispersión
Ya comprendido el método de Müller y escrita la relación de dispersión en forma cua-
drática, se dará a continuación la forma en que será resulta la relación de dispersión
(Ecuación 4.105).
Para comenzar, podemos inferir que la ecuación (105) comprende una parte real
y una parte compleja, esto debido a la forma compleja de la frecuencia; de esta
manera, la relación de dispersión puede ser expresada como:









Teniendo esto en cuenta, las raíces de la relación de dispersión serán aquellos valores
que satisfagan tanto la parte real como la parte imaginaria, es decir, valores de (kz, ω)
que hagan simultáneamente que
Re
(





D± (kz, ωr + iγ)
)
= 0 (5.22)
Estos valores estarán delimitados dentro de la región establecida en un plano γ−ωr.
Para encontrar estos valores, se hace uso de las curvas de nivel para cada parte de la
relación de dispersión en un mismo plano γ − ωr, siendo entonces las intersecciones
entre ambas las posibles soluciones o raíces de la ecuación, como se muestra en el
Figura 5.1; en esta, Im (D±) y Re (D±) son representadas con líneas rojas y líneas
azules respectivamente para un valor de kz0 fijo. Con la Figura 5.1 podemos notar
que existen múltiples soluciones. El paso siguiente, es el de refinar estos valores
utilizando para ello el método de Müller previamente explicado.
Una vez refinadas las soluciones, es de interés observar su comportamiento para
otros valores del vector de onda establecido kz 6= kz0. Para esto, se varía con pasos
pequeños de kz de la forma kz = kz0 +4kz (con |4kz|); además, se supondrá que las
soluciones para la frecuencia son las mismas que para kz = kz0, es decir, se variará
kz en la función optima final obtenida por el método de Müller para la solución
refinada.
A continuación, para la interpretación de dicho comportamiento de la frecuencia
compleja, se mostrarán algunas soluciones de la relación de dispersión para un valor
de β‖ = 0.3 y valor fijo de vector de onda kz = 3.; para esta tesis se tiene como sistema
un plasma protón-electrón, por lo que la frecuencia compleja será normalizada a la
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frecuencia ciclotrónica de los protones Ωp y se trabajará con la frecuencia del plasma
para los protones ω2pp = 4πn̂pe
2
p/mp abreviada por comodidad como ωp al momento de
utilizar el vector de onda kz. además, se asume que los electrones son isotrópicos.
Para presentar estos resultados, se mostrará el comportamiento para seis raíces de la
función de distribución, es decir, seis semillas para el método de Müller, esto con el
fin de observar que ramas persisten dentro de la solución e identificar su naturaleza y
aporte dentro del sistema. Estos puntos serán mostrados en la Figura 5.1, además de
presentar el comportamiento de la frecuencia tanto de su parte real como imaginaria
en la Figura 5.2.
Figura 5.1.: Solución de la relación de dispersión para anisotropía térmica Ap =
4.,β‖ = 0.3 y kz0 = 3, seleccionando seis raíces para el método de Müller.
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Figura 5.2.: Modos para la solución de la relación de dispersión para anisotropía
térmica Ap = 4.,β‖ = 0.3 y kz0 = 3. Se muestran las ramas pertenecientes a las seis
raíces seleccionadas en la Figura 5.1 al lado derecho se muestra el comportamiento
de las ramas para la frecuencia real en función del vector de onda kz; al lado
izquierdo se muestra el comportamiento de las ramas para la frecuencia imaginaria
en función del vector de onda kz.
Se puede observar en la Figura 5.2 que cada raíz seleccionada de la Figura 5.1 corres-
ponde a un modo o rama tanto en la parte real como imaginaria del plano ω − kz.
Se analizará en primer lugar la parte real de la frecuencia (mano izquierda de la
Figura 5.2) y posteriormente la parte imaginaria (mano derecha de la Figura 5.2
). En la parte real de la frecuencia, se pueden identificar en el primer y segundo
cuadrante, es decir, para ωr > 0, en color naranja y azul la rama ion-ciclotrón,
donde las ondas que se ven excitadas poseen frecuencias del orden de la frecuencia
de ciclotrón de los protones Ωp, por lo tanto, esta rama tiende a la resonancia de
forma asintótica a ωr/Ωp; ya que esta rama está presente para ωr > 0, sugiere que
estas ondas se encuentran polarizadas circularmente hacia la izquierda como se a
reportado en la literatura [66, 67, 68, 69]. En cuanto al tercer y cuarto cuadrante,
es decir, para ωr < 0 se identifican las ramas magnetosónicas, donde estas poseen
el mismo color que en el caso anterior, y de la misma manera al estar presentes en
esta región, sugiere que tienen polarización circular derecha. Por último, las ramas
se cruzan ωr = 1 y pasan por tres cuadrantes al tiempo, se identifican como las
ramas de modos de orden superior, las cuales, deben su existencia al momento de
la solución numérica. Como se puede notar, estas ramas se encuentran en pares,
por los que se tomará en consideración solo las comprendidas en el primer y cuarto
cuadrante es decir con kz > 0 ya que en el segundo y tercer cuadrante son ondas
propagándose en dirección anti-paralela al campo magnético (dirección contraria).
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Ahora pasamos a la parte imaginaria de la frecuencias γ también conocida como tasa
de crecimiento; esta tasa de crecimiento nos da la información del comportamiento
de la onda en cuanto a su estabilidad. Si γ = 0 el sistema es estable, si γ > 0 el
sistema es inestable y si γ < 0 el sistema se amortigua; de esta manera es posible
conocer que ondas estarán excitadas, amortiguadas o estables para cada valor del
vector de onda kz por ende se podrá inferir la relevancia de estos dentro del interés
de esta tesis. De la Figura 5.2 al lado derecho, se observa que todas las ramas de
modo superior se ven amortiguadas independientemente del número de estas y de
la variación de la anisotropía (pruebas posteriores) , además de permanecer de esta
manera para todo valor de kz, dando como resultado su no contribución directa con
las demás ondas; la rama magnetosónica ( línea naranja ) se encuentra en γ = 0
para todo kz siendo entonces estable. Por último, la rama ion-ciclotrón (ωr > 0)
se encuentra excitada para un determinado rango de kz con un valor máximo de la
tasa de crecimiento, por lo tanto, esta rama es la que contribuye mayoritariamente
al sistema, por tal razón, es la de mayor relevancia y objetivo principal de estudio
en esta tesis.
5.4. Pruebas para el código solución de la relación
de dispersión
Para corroborar la validez y fiabilidad del código al momento de resolver y encontrar
las soluciones de la relación de dispersión, se harán algunas pruebas variando valores
de la anisotropía térmica de los protones Ap = T⊥p/T‖p, para un parámetro de β‖
fijo. Después, para importancia de esta tesis, se harán pruebas para encontrar el
comportamiento de la tasa de crecimiento máxima cuando se varía el beta para un
valor de anisotropía fijo (Ap = 2.5). Los resultados son comparados y corroborados
con publicaciones de este tipo de inestabilidad bajo las mismas condiciones expuestas
a lo largo del capítulo 2 ; con el fin de no alterar el resultado, las pruebas se harán con
los mismos parámetros de anisotropía y beta paralelo reportados en las referencias
[8, 9, 10]. Los parámetros para el código son: kz0 = 3, rango de kz = (−3, 3) , rango
de frecuencia real ωr = (−20, 10) ,rango de la frecuencia imaginaria ωi = (−5, 1),
número de puntos para el vector de onda (para frecuencia real e imaginaria) kz = 400,
número de puntos para la frecuencia ωr = ωi = 2000; estos parámetros son los
mismos para cada una de las pruebas y para los resultados expuestos en el siguiente
capítulo.
5.4.1. Comportamiento de la frecuencia compleja con Ap = 2.5
y β‖ = 0.25
En esta prueba se observará el comportamiento de la parte real e imaginaria (tasa
de crecimiento) de la frecuencia en función del vector de onda kz, este resultado
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es comparado y comprobado en la Figura 5.3 mediante la referencia [8]. Como se
mencionó antes las ramas de modos de orden superior no serán tomadas en cuanta
por lo tanto no serán expuestas desde este punto en adelante en esta tesis.
(a)
(b)
Figura 5.3.: Solución de la relación de dispersión (Ecuación 4.105) para Ap = 2.5 y
β‖ = 0.25 . a) Solución y comportamiento de la frecuencia del modo ion-ciclotrón
(línea azul en el primer cuadrante) en función del vector de onda mediante el
código de esta tesis, a la derecha se encuentra la parte imaginaria de la frecuencia
y a la izquierda la parte real de la frecuencia; . b) Solución y comportamiento de
la frecuencia del modo ion-ciclotrón , donde la línea sólida es la parte real de la
frecuencia y la línea con puntos es la parte imaginaria de la frecuencia, fuente: [8].
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Es posible encontrar que la tendencia tanto de la parte real como la parte imaginaria
de la frecuencia en ambas gráficas es la misma desde el punto de vista de la simetría;
de la misma manera, el valor de la tasa de crecimiento máxima γm = 0.029Ωp y el
ancho de la misma kz = (0.40, 0.94) poseen el mismo valor, por tanto es posible
concluir que los resultados son satisfactorios y acordes a la literatura.
5.4.2. Tasa de crecimiento para Ap = 2, 3, 4, 5, 6 con valor fijo
de β‖ = 0.5
En esta prueba se observará el valor de la tasa de crecimiento máxima para los
valores descritos de anisotropía y beta, estos valores son comparados y corroborados
mediante la Figura 5.4 y la referencia [9]. Para conformidad, solo se mostrarán dos
de las gráficas del comportamiento de la frecuencia compleja (Ap = 2, 6) resumidas
en la figura Figura 5.5 .
(a) (b)
Figura 5.4.: Tasa de crecimiento máxima normalizada en función de la anisotropía
térmica de los protones para un β‖ = 0.5. a) Resultados de la tasa de crecimien-
to máxima para la inestabilidad ion-ciclotrón mediante el código de esta tesis.
b) Resultados de tasa de crecimiento máxima para la inestabilidad ion-ciclotrón
(puntos), fuente: [9].
Es posible observar que la magnitud de la tasa de crecimiento máxima (γm) en ambos
casos tienen valores numéricos muy cercanos, con un margen de error pequeño, para
cada uno de los valores de la anisotropía térmica escogidos en el artículo de referencia
(Ap = 2, 3, 4, 5, 6), por lo que es posible afirmar que los resultados son satisfactorios
y acordes a la literatura. Podemos adicionar que la tasa de crecimiento máxima
es proporcional a la anisotropía, esto tiene sentido ya que una de las fuentes de
energía libre dentro del plasma es precisamente la anisotropía, por lo tanto, a mayor
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anisotropía mayor energía y por lo tanto una mayor excitación de ondas. Añadido
a esto, de la Figura 5.5 es posible observar que también se ve afectado el rango de




Figura 5.5.: Solución de la relación de dispersión para la inestabilidad ion-ciclotrón
(línea naranja) para un valor de β‖ = 0.5 en un plasma protón-electrón con
electrones isotrópicos. a) Comportamiento de la parte real (izquierda) y parte
imaginaria (derecha) de la frecuencia para una anisotropía de Ap = 2 presentando
una tasa de crecimiento máximo de γm = 1.95 × 10−2Ωp . b) Comportamiento
de la parte real e imaginaria de la frecuencia para una anisotropía de Ap = 6
presentando una tasa de crecimiento máxima de γm = 0.35Ωp
84
5.4 Pruebas para el código solución de la relación de dispersión
5.4.3. Tasa de crecimiento máxima en función de la
anisotropía térmica de los protones y beta del plasma
En esta prueba se observará el cambio de la tasa de crecimiento máximo para un
valor de beta fijo en β‖ = 1 en un rango de Ap = (1, 10) en la figura (1.6) y para
un valor de anisotropía fijo en Ap = 2.5 en un rango de β‖ = (0.1, 1)[42, 41] en la
Figura 5.6; en ambos casos, los resultados son comparados y corroborados con las
figuras (3) y (4) extraídas de la referencia [10].
(a) (b)
Figura 5.6.: Tasa de crecimiento máxima normalizada en función la anisotropía
térmica de los protones par un β‖ = 1. a) Resultados para la inestabilidad ion-
ciclotrón por medio del código de esta tesis. b) Resultados para la inestabilidad
ion-ciclotrón (línea sólida) e inestabilidad espejo (línea punteada). Fuente: [10].
De la Figura 5.6 se tiene que los valores para la tasa de crecimiento máxima norma-
lizada son muy similares, sin embargo, en la forma de la tendencia hay una ligera
diferencia. Esta incongruencia puede ser atribuida a la diferencia que existe en la
proporción de los espaciados en la numeración del eje x, es decir, de la anisotropía
siendo este decreciente a medida que se acerca a Ap = 1 en contraste con la propor-
ción equitativa presentada en la parte (a) de la Figura 5.6, lo que puede afectar la
impresión visual más no el valor numérico de γm. Teniendo esto en cuenta es posible
afirmar que los valores de [10] son similares a los encontrados mediante el código.
Esto mismo es aplicable a la Figura 5.7 donde se nota la misma presentación del
eje x, para los espaciados en los valores de beta, sin afectar el valor numérico de γm




Figura 5.7.: Tasa de crecimiento máxima normalizada en función de beta para un
valor de anisotropía térmica de los portones de Ap = 2.5 . a) Resultados para la
inestabilidad ion-ciclotrón por medio del código de esta tesis. b) Resultados para
la inestabilidad ion-ciclotrón (línea sólida) e inestabilidad espejo (línea puntea-
da).Fuente: [10]
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6. Resultados para la solución de la
relación de dispersión
ion-ciclotrón electromagnética
Para resolver la relación de dispersión descrita por la Ecuación 4.105, se utiliza la
metodología explicada en la sección 1 del capítulo 5, la forma general que se utilizará
del método de Müller es:
q = xn − xn−1
xn−1 − xn−2
(6.1)
A = qf (xn)− q (1 + q) f (xn−1) + q2f (xn−2) (6.2)
B = (2q + 1) f (xn)− (1 + q)2 f (xn−1) + q2f (xn−2) (6.3)
C = (1 + q) f (xn) (6.4)






donde A, B y C son las constantes del polinomio de grado 2 en el método de Müller,
y la Ecuación 6.5 es la expresión para encontrar la raíz para la siguiente iteración. Al
tomar un solo valor para el método (la raíz tomada de la intersección de las curvas
de nivel), los dos puntos restantes se toman a ambos lados con paso del orden de
10−7; para minimizar el error , la tolerancia para el método es del orden de 10−10.
Como se ha venido planteando el sistema a trabajar es un plasma protón-electrón
magnetizado espacialmente uniforme con un campo magnético uniforme constante
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B = B0z y bajo la asunción de electrones anisotrópicos, la inestabilidad seleccionada
como objetivo de estudio es la inestabilidad ion-ciclotrón electromagnética bajo la
condición de bajas frecuencias comparables con la girofrecuencia de los protones;
los parámetros o variables a estudiar y analizar serán : frecuencia imaginaria (tasa
de crecimiento) γ, ancho de la población de ondas que se ven afectadas por la
inestabilidad, para resumir, ancho de la población inestable en el plano γ − kz, el
cual, se denominará como 4kz por simplicidad, y por último la frecuencia real ωr,
cabe destacar que estas variables son normalizadas a la girofrecuencia de los protones
Ωp.
6.1. Metodología para la obtención de γ,4kz y ωr
Las tres variables enunciadas serán tomadas de las gráficas del comportamiento de
la frecuencia compleja en el plano ω (r + iγ)− kz y se harán de la siguiente manera
6.1.1. Frecuencia imaginaria o tasa de crecimiento γ
Para esta variable se toma en consideración la frecuencia imaginaria máxima o tasa
de crecimiento máxima γm la cual se muestra como el punto máximo o altura máxima
de la región inestable, esta se toma dentro del rango del vector de onda establecido
de kz = (0, 3) en el plano γ − kz como se muestra en la Figura 6.1
Figura 6.1.: Tasa de crecimiento para Ap = T⊥p/T‖p = 3 y β‖ = 0.5, el punto verde
representa el valor máximo de la tasa de crecimiento
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6.1.2. ancho de la población inestable 4kz
Esta variable se toma como los valores límites (superior e inferior) de los números de
onda para los cuales se presenta la inestabilidad dentro del rango de kz establecido
en el plano γ−kz, tomando en cuenta que la rama ión ciclotrón no es inestable para
todo valor de kz. Luego, se encuentra la diferencia entre estos valores y se denota
por el valor resultante 4kz = kzmáx − kzmin. Cabe resaltar que esto se hace con el
propósito de dar un valor numérico al conglomerado de ondas que se encuentran
excitadas por la inestabilidad, sin embargo no es un número definido o finito de
ondas en específico, por lo que se analiza de la siguiente manera: si 4kz aumenta
quiere decir que la cantidad de ondas excitadas aumenta, mas no es la cantidad
precisa de dichas ondas. Ya que se analizarán tasas de crecimiento pequeñas se
debe especificar el umbral de estabilidad requerido, ya que existen frecuencias del
orden de 10−10 por la tolerancia del método; el umbral para los resultados de esta
tesis se establece en γmin ∼ 10−3, límite para el cual se considera una crecimiento
de fluctuación relativamente débil; este límite es extraído de la referencia [8]. Los
puntos aproximados son mostrados en la Figura 6.2
Figura 6.2.: Tasa de crecimiento para Ap = T⊥p/T‖p = 3 y β‖ = 0.5, los punto verdes
representan el vector de onda para el cual inicia la inestabilidad kzmin ( izquierda)
y el vector de onda para el cual finaliza la inestabilidad kzmáx (derecha)
6.1.3. Frecuencia real ωr
En esta variable se toma el valor máximo de la frecuencia real ωrmax dentro del
rango del vector de onda establecido de kz = (0, 3) en el plano ωr − kz. Para esta
medida se presentan dos casos particulares : 1) frecuencia real máxima en el límite




Figura 6.3.: Comportamiento de la frecuencia real en función del vector de onda
kz, para a) Ap = T⊥p/T‖p = 10 y β‖ = 0.2 ; b) Ap = T⊥p/T‖p = 10. y β‖ = 0.95. El
punto verde representa el valor máximo de la frecuencia real para ambas gráficas.
da a entender que la tendencia es creciente como se muestra en la gráfica a) de la
Figura 6.3, 2) frecuencia real máxima en otro punto de kz menor al límite, es decir
para 0 < kz < 3 como se muestra en la gráfica b) de la Figura 6.3, lo que nos da a
entender que después de ese valor la frecuencia real no puede tener valores mayores
al ya establecido en dicho máximo, por lo que a partir de ese punto la tendencia
será decreciente y antes de esta será creciente, este fenómeno se encuentra para
valores de beta altos. La tendencia referida al caso dos ya ha sido documentada en
las referencias [70, 71, 72, 44].
6.2. Presentación de resultados 2D y 3D
Como se mencionó anteriormente, los parámetros de los cuales depende la frecuencia
compleja son la anisotropía térmica de los protones Ap y el beta paralelo del plasma
β‖. Para los resultados encontrados en esta tesis se varía la anisotropía desde 1 hasta
10, con pasos de 0.5, y beta desde 0.1 hasta 1. con pasos de 0.05. Estos límites fueron
escogidos utilizando como base las referencia [42, 41, 73] en la cual se muestra la
la región de mayor probabilidad y mayor lo que sea. Para observar y analizar las
variables de la frecuencia compleja, se hace en primer lugar dos gráficas en 2D para
cada una de las variables, estas gráficas constan de una para el comportamiento de la
variable par aun valor de beta fijo y anisotropía variable , y la segunda del compor-
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tamiento de la variable para un valor de anisotropía fijo con beta variable; esto con
el fin de expandir los resultados normalmente expuestos en diversas publicaciones
[74, 67, 75, 76, 77, 66, 78, 79]. Posteriormente se expandirán los comportamientos de
las variables en un plano tri-dimensional y un mapa de contornos, para una mayor
claridad y mayor facilidad al momento de analizar las variables en función de los
parámetros beta y la anisotropía térmica; la presentación de los datos en un plano
3D puede ser de ayuda y brindar mayor información relevante para el estudio y
ampliación de la inestabilidad ion-ciclotrón electromagnética.
6.2.1. Presentación de resultados en plano bidimensional para
γm,4kz y ωrmax
En esta sección se presentan los resultados en un plano de dos dimensiones para
las tres variables bajo consideración, todas las figuras presentan al lado izquierdo la
gráfica del comportamiento de la variable en función de la anisotropía térmica de
los protones para tres valores de β‖ fijos, y al lado derecho presentan la gráfica del
comportamiento de la variable en función de β‖ para cuatro valores de anisotropía
térmica fijos.
Figura 6.4.: Comportamiento de la tasa de crecimiento máxima en función de β‖
y Ap para los valores definidos en la sección 2.
de la Figura 6.4 podemos notar que para β‖ fijo, la tasa de crecimiento para los
tres valores del mismo comienzan desde valores cercanos a cero presentando un
incremento relativamente lineal a medida que se incrementa la anisotropía, pero
también este incrementa, aunque en menor media en el lado derecho para el se da
la variación de β‖. Al lado derecho se nota una mayor diferencia entre β‖ = 0.1
y β‖ = 0.5 que entre β‖ = 0.5 y β‖ = 1. ; esto puede deberse a que la presión
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por lo que γm estaría
dependiendo mayoritariamente de la anisotropía, lo cual sugiere que la anisotropía
térmica es la fuente de energía libre principal para la inestabilidad ion-ciclotrón
[37, 44, 45]. En contraste, al lado derecho, γm no comienza en cero para los cuatro
valores de anisotropía, en su lugar, cada una comienza desde un valor diferente
y tiende a aumentar a medida que β‖ aumenta, este crecimiento es más notable a
medida que se aumenta el valor de Ap, sin embargo es menor que en el lado izquierdo.
Dada esta tendencia, podemos inferir que la contribución de β‖ es relevante más
no comparable con la contribución de Ap; si analizamos la relación que representa
β‖ podemos decir que, a medida que la presión magnética es mayor que la presión
térmica la tasa de crecimiento máxima disminuye; en adición para Ap = 2, γm apenas
supera el umbral de estabilidad, teniendo una notoria diferencia para Ap = 5.
Figura 6.5.: Comportamiento del ancho de la población inestable 4kz en función
de β‖ y Ap para los valores definidos en la sección 2
de la Figura 6.5 podemos observar que el ancho de la población inestable aumenta
con tendencia lineal a media que Ap aumenta, sin embargo la diferencia existente
entre los valores de β‖ son muy pequeños, esto se corrobora con la gráfica a la derecha,
donde este ancho permanece casi constante a la variación de beta tomando diferentes
valores para las cuatro anisotropías, por ende se puede decir que la contribución de
β‖ tiene una relevancia significativamente menor que la de la anisotropía en cuanto a
4kz, esto sugiere que la cantidad de ondas que se ven alteradas por la inestabilidad
podrían no ser afectadas por la presión magnética presente en el viento solar, siendo
entonces dependiente principalmente de la anisotropía térmica .
En la Figura 6.6 podemos notar un cambio en la tendencia de ωrmax para un valor de
Ap ∼ 5 , si se observa el comportamiento para anisotropía menor a 5 , es decir para
0 < Ap . 5 ωrmax es mayor para β‖ = 0.1 y menor para los demás, siendo el más bajo
para β‖ = 1, pero para Ap & 5 esta relación se invierte, ahora ωrmaxes mayor para
92
6.2 Presentación de resultados 2D y 3D
Figura 6.6.: Comportamiento del ancho de la frecuencia real ωrm en función de β‖
y Ap para los valores definidos en la sección 2
β‖ = 1 y menor para β‖ = 0.1, esto también es notable a la derecha, teniendo un
evidente cambio en el comportamiento entre Ap = 2 y Ap = 5 , donde en la primera
ωrmax tiende a disminuir en contraste con los demás valores de Ap, sin embargo
a medida que se aumenta Ap para la variación de β‖ la frecuencia aumenta como
se observa en la gráfica derecha, la tendencia decreciente disminuye y la tendencia
creciente aumenta. Estos cambios muestran una clara influencia de β‖ para valores
de Apaltos, ya que para β‖ = 1 al lado izquierdo, el comportamiento es uniforme
(cuando la presión magnética y la presión térmica son iguales) en contraste con el
comportamiento para β‖ = 0.1 y β‖ = 0.5 donde la tendencia creciente disminuye.
Algo que también es apreciable, es el hecho de que el comportamiento de ωrmax
para β‖ = 0.1 y β‖ = 0.5 es creciente de forma asimtótica a un valor cercano
pero menor a ωrmax ≈ 0.9Ωp siendo menor para el primero que para el segundo,
por el momento se puede decir que a medida que β‖ aumenta se acerca más a
1 , y para β‖ = 1 crece sin restricción evidente hasta llegar a ωrmax ≈ 1Ωp por
lo que se puede inferir que a medida que la presión térmica se acerca a la presión
magnética (y posiblemente cuando la supere) la frecuencia real no tiene restricciones
para acercarse a la resonancia ciclotrónica (ωrmax/Ωp = 1). Esto puede deberse a que
la agitación térmica resultante de la combinación de la anisotropía térmica y la
creciente presión térmica ayudan a las ondas a llegar a la resonancia ciclotrónica ya
sea aumentando la tasa de crecimiento de la inestabilidad; este cambio de tendencia
se observará de mejor manera en las gráficas tridimensionales.
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6.2.2. Gráficas 3D para γm,4kz y ωrmax
En la sección anterior, es notable que el comportamiento de las tres variables es
influenciado por la variación de β‖ y de Ap, sin embargo la limitación de solo algunos
valores fijos en una presentación 2D limita la interpretación, análisis y la veracidad
de las suposiciones; por esta razón se presenta el comportamiento de las variables
en función de β‖ y de Ap en un plano 3D, y adicionalmente un mapa de contorno
para cada uno, con el fin de analizar la relación existente entre los parámetros para
valores constantes de las tres variables, de esta forma facilitar el análisis y ampliar los
resultados ya expuestos. Dichos resultados se presentan en la Figura 6.7, Figura 6.8
y Figura 6.9.
Antes de proseguir con el debido análisis de los resultados, es de vital importancia
comprender el comportamiento natural de los parámetros ( β‖ y Ap) en la expansión
heliocéntrica del viento solar hacia el espacio, de esta forma se podrá dar un sig-
nificado plausible y asimilable de dichos resultados. Como se mencionó en la parte
introductoria, el parámetro β‖ es una relación entre la presión térmica y la presión
magnética (PT/PM); cuando el viento solar se aleja del Sol la presión magnética
tiende a disminuir, ya que, el campo magnético del Sol tiene una menor influencia
a medida que la distancia aumenta, por dicha razón el parámetro β‖ al ser inversa-
mente proporcional a la presión magnética tiende a aumentar cuando el viento solar
se expande en el espacio.
Utilizando el mismo análisis, tenemos que Ap es una relación entre la temperatura





como T⊥ depende de la Fuerza de Lorentz, al aumentar la distancia dicha fuerza
disminuye por acción del campo magnético, por ende, T⊥disminuye; al tener una
relación directa la anisotropía térmica disminuye. De esta forma encontramos que
la anisotropía disminuye a medida que el viento solar se expande hacia el espacio,
de esta forma podemos inferir que existe una relación inversa entre β‖ y Ap; con
esto definido proseguiremos con el análisis de los resultados expuestos de forma
tridimensional.
Podemos observar de la Figura 6.7 que γm incrementa a medida que Ap y β‖ in-
crementan , sin embargo, se observa una mayor dependencia hacia la anisotropía,
creciendo para éste de forma cuasi-lineal en contraste a un incremento moderado
con respecto al aumento de β‖, sugiriendo entonces que la tasa de crecimiento es
principalmente alimentada por la anisotropía térmica de los protones, corroborando
las suposiciones hechas en la sección anterior. Teniendo esto en cuenta, es apreciable
que los valores máximos de la tasa de crecimiento se encuentran para valores altos
de anisotropía, dichos valores se encentran en las cercanías del Sol (el satélite más
cercano hasta el momento a sido HELIOS a unas 0.3 U.A. de distancia del Sol) por
lo que podemos inferir que a esta distancia al tener una mayor tasa de crecimiento,
la inestabilidad es mayor.
Cuando el viento solar se expande heliocentricamente la anisotropía decae, sin em-
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bargo notamos que la tasa de crecimiento para valores bajos de Apdisminuye de
forma suave, en lugar de ser una caída abrupta ya que pierde su fuente de energía,
encontrando entonces que, aunque leve, el parámetro β‖ puede funcionar como una
fuente de energía alterna ya que a mayor distancia, la presión térmica supera a la
presión magnética, sin embargo, al no ser una fuente principal, esta solo puede «sos-
tener» paulatinamente el valor de la tasa de crecimiento, con un incremento leve, lo
que conlleva a un decrecimiento lento durante la expansión, lo cual permitiría que
la inestabilidad persista en el viaje del viento solar hacia el espacio aún cuando la
anisotropía disminuya. Este comportamiento se evidencia en el crecimiento mínimo
de γm para un aumento de β‖.
En el mapa de contornos (lado derecho) , se encuentra una clara relación inversa
entre Ap y β‖ para cada uno de los valores de la tasa crecimiento máxima, lo cual es
acorde con lo encontrado en la literatura [9, 8, 80], también se puede observar que
la relación es uniforme en cada curva sin cambios abruptos.
De la Figura 6.8 es apreciable y con mayor claridad la dependencia mayoritaria del
ancho de la población inestable con la anisotropía térmica, siendo esta una relación
proporcional con un incremento relativamente lineal; en cuanto a β‖ se observa que
dicho ancho no se ve afectado con el incremento de este parámetro. Esto sugiere
entonces que la cantidad de ondas que se ven afectadas por la inestabilidad aumente
en las cercanías del Sol, disminuyendo a medida que el viento solar viaja hacia el
espacio, encontrando entonces que no se ve afectada por la variación de β‖, es decir
que la presión térmica no contribuye de forma notable a la ampliación del rango de
ondas que pueden ser excitadas por la inestabilidad en ningún punto del espacio,
sin embargo se nota una pequeña cola para β‖ pequeños insinuando entonces que
se tiene una pequeña participación de la presión magnética cerca al Sol; Esto cobra
sentido desde el punto de vista de la cantidad de energía disponible, al aumentar
la anisotropía, la energía libre dentro del plasma aumenta por lo que más ondas
pueden verse alteradas y utilizar esta energía. En cuanto al mapa de contornos al
lado derecho, es de mayor claridad la relación entre Ap y β‖ donde se observa que
esta es ligeramente inversa dando a entender que β‖ puede influir en esta variable,
sin embargo es con una contribución muy baja, en otras palabras minoritaria. Cabe
destacar que en el mapa de contornos la relación tiende a ser constante a medida que
la anisotropía baja y beta aumenta; podemos inferir que la relación inversa existente
entre Ap y β‖ no se restringe solo a la tasa de crecimiento, si no también al ancho
de la población inestable.
Para la Figura 6.9 se observa de manera más detallada el cambio del comportamiento
de la frecuencia real máxima, donde este cambio se da para Ap & 6. Como se supuso
en la sección anterior, esta se puede dividir en dos zonas, la primera para Ap < 6 y
la segunda para Ap & 6:
comportamiento para Ap < 6 : Estos valores de anisotropía se encuentran por lo
general en actividad solar regular, es decir, en los mínimos solares en los cuales
las eyecciones de masa coronal y las tormentas solares son de menor magnitud y
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ocurren con menor frecuencia[ref sobre mínimos solares un libro puede ser], para
esta zona notamos que la frecuencia real máxima aumenta cuando se incrementa el
valor de la anisotropía y disminuye cuando el parámetro beta aumenta, por lo cual
se encuentra que la frecuencia real máxima decrece en la expansión del viento solar;
en contraste con el ancho de la población inestable, aquí β‖ tiene una participación
«negativa» es decir, este contribuye a que la frecuencia real disminuya, por lo que es
posible inferir que la frecuencia real solo tiene sus valores más altos en la cercanías
al Sol, lo cual significaría que la resonancia ciclotrónica puede darse en protones de
mayor energía en dicha región tomando valores mayores iguales a ωrmax ' 0.8Ωp,
sin embargo, los valores para betas altos y anisotropías bajas nos son despreciables
ya que tienen valores entre los 0.6Ωpy 0.7Ωp teniendo ondas de mínimo el 60% de
la frecuencia ciclotrónica por lo que partículas que en su viaje hubieran disminuido
su energía podrían entrar en resonancia con estas ondas de frecuencia considerable
generando así un aumento en la temperatura obteniendo entonces una expansión no
adiabática.
Comportamiento para Ap & 6 : Estos valores de anisotropía se pueden encontrar en
los máximos solares, cuando aparecen eyecciones de masa coronal de mayor magni-
tud y tormentas solares con mayor frecuencia (como los ocurridos el 19 de Marzo
de 2005) en estos se puede encontrar anisotropía térmica con valores entre 6 y 8.5
teniendo máximos en valores cercanos a los 9.5 para una distancia comprendida
entre 0.3 y 1 U.A. ; En esta zona el comportamiento de la frecuencia real cambia,
además, también cambia su relación con beta, donde ahora la frecuencia real au-
menta a medida que beta y la anisotropía aumentan al igual que pasa en la tasa
de crecimiento, sin embargo aún persiste el crecimiento asintótico para valores de
β‖ . 0.5 , pero para valores mayores, es decir cuando la presión térmica tiende a
igualar la presión magnética, la frecuencia real puede crecer sin restricciones hasta
la resonancia ciclotrónica (ωrmax/Ωp = 1) a medida que la anisotropía aumenta. Esto
lleva a suponer que la variación de beta tiene un papel significativo para valores de
anisotropía altos, es decir, para actividad solar irregular la presión térmica contri-
buye a la resonancia ciclotrónica, sin embargo, esta posee una mayor participación
para frecuencias cercanas y superiores a ωrmax ' 0.9Ωp la cual se encuentra para
anisotropía con valores elevados (entre 8 y 10); estas anisotropías solo se podrían
encontrar si se cumplen dos factores: el primero es la actividad solar ya que solo
se presenta en máximos solares, y la segunda es que solo se podrían encontrar en
las cercanías del Sol, ya que dentro de lo registrado en la [ref de marzo 2005] solo
se encontró un evento cercano a la tierra donde el máximo valor de la anisotropía
fue de 3.88. Esto sugiere entonces que los valores máximos de la frecuencia real se
encontrarían cerca a ωrmax ' 0.9Ωp para máximos solares en las cercanías del Sol.
6.2.3. Discusión de resultados
En la subsección anterior se encontró que los resultados de las tres variables (γm,4kz
y ωrmax) tienen una fuerte dependencia con la anisotropía térmica de los protones,
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obteniendo valores altos para anisotropías altas con una leve más no totalmente
despreciable participación del parámetro beta, esto muestra entonces que la aniso-
tropía térmica es la principal fuente de la inestabilidad. Al ser la anisotropía térmica
dependiente de la fuerza de Lorentz esta tiende a aumentar a medida que el campo
magnético sea mayor, lo cual, se percibe al estar más cerca del Sol, además el pará-
metro beta también se ve afectado por el incremento del campo magnético, al tener
una relación inversa el parámetro beta tenderá a ser mucho menor a 1 cuando se
mida en las cercanías del Sol dando como resultado que la anisotropía térmica ten-
ga mayor libertad como fuente principal de la inestabilidad como se pudo apreciar
en los resultados anteriormente expuestos; esto sugiere que entre más cerca del Sol
mayor será la inestabilidad, por lo tanto una posible mayor aceleración de protones,
además de poder interactuar de forma resonante con protones de mayor energía y de
esta forma se podrían encontrar frecuencias que puedan acelerar y calentar el viento
solar hasta los valores reportados en la literatura[][][][].
Diversos trabajos como por ejemplo el hecho por R.C. Davidson en 1975, muestran
que para valores de anisotropía alta (Ap = 20) la tasa crecimiento es aún mayor que
la presentada en los resultados de esta tesis, al igual que se encuentra que la frecuen-
cia real normalizada toma valores muy cercanos la unidad (ωrmax/Ωp = 1) para una
mayor cantidad de números de onda, por lo que se podría decir que existirían una
mayor población de ondas que entren en resonancia ciclotrónica con los protones; el
problema radicaría en que dichos valores sólo son planteados de forma teórica ya que
nos limita la obtención de los datos siendo hasta el momento los datos más cercanos
los obtenidos por HELIOS a una distancia de aproximadamente 0.3 U.A. los cuales
fueron tomados hasta el año 1971 por lo tanto la otra limitación sería la tecnología
de la época. Sin embargo todo esto puede tener un gran cambio para obtener un
gran avance, lo cual será provista por la misión Solar Orbiter (SolO) teniendo esta
como objetivo tomar medidas in-situ y a distancia del campo magnético sobre la
superficie solar, la heliosfera y el viento solar; esto conllevaría a una cantidad de
datos nuevos con una mayor resolución a una distancia considerablemente pequeña
hasta el Sol aproximadamente de 60 radios solares (equivalentes a 0.284 U.A.) pro-
veerá material para corroborar o contradecir diversas teorías. Dentro de estos datos
podrían encontrarse diferentes valores de anisotropía o del parámetro beta dada la
distancia o nuevos cambios en la función de distribución de velocidades del viento
solar por lo que existiría la posibilidad de utilizar los datos expuestos en esta tesis





Figura 6.7.: Comportamiento de la tasa de crecimiento máxima en función de β‖




b) mapa de contorno en un plano
Ap − β‖ para los valores de γmconstante.
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6.2 Presentación de resultados 2D y 3D
(a)
(b)
Figura 6.8.: Comportamiento del ancho de la población inestable en función de




b) mapa de contorno en un





Figura 6.9.: Comportamiento de la frecuencia real máxima en función de β‖ y de




b) mapa de contorno en un plano
Ap − β‖ para los valores de ωrmaxconstante.
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En el capítulo 4 se resolvió la ecuación de Vlasov linealizada (Ecuación 4.14) apli-
cando el método de pequeñas perturbaciones y el método de las características . Se
resolvieron todos los pasos para el cálculo analítico hasta llegar al relación de disper-
sión para la inestabilidad electromagnética ion-ciclotrón, dada por la Ecuación 4.105,
considerando una función de distribución de velocidades bi-Maxwelliana expresada
de forma general por la Ecuación 4.85, lo cual aporta una base sólida para aque-
llas personas que deseen incursionar en el tema. Esto acompañado de una serie
de conceptos básicos expuestos a lo largo de la tesis. En el capítulo 5 se resol-
vió la Ecuación 4.105 para un plasma tipo viento solar protón-electrón utilizando
curvas de nivel y el método de Müller, donde se identificaron las ramas existentes
al momento de la solución de relación de dispersión y su relevancia para el siste-
ma establecido; se verificó que el modo que presenta excitación (γ > 0) es la rama
ion-ciclotrón, mientras que las demás ramas se encontraron estables (rama magne-
tosónica) o amortiguadas (modos de orden superior). En la sección 5.4 se corroboró
la validez y eficiencia del código planteado para la obtención de los resultados, obte-
niendo un respuesta satisfactoria y en concordancia con lo reportado en la literatura
para diferentes valores de los parámetros.
Los resultados presentados se centraron en las variables γ,4kz y ωr, lo cual es
poco común en el análisis de la inestabilidad; además de presentar gráficos 3D y de
contornos no reportados en la literatura. A continuación se resumen las conclusiones
más importantes para estos resultados:
1. El comportamiento de la tasa de crecimiento máxima es creciente a medida
que los parámetros Ap y β‖ aumentan, como se esperaba de lo reportado por la
literatura, mostrando una dependencia mayoritaria de la anisotropía térmica,
esto fue corroborado por el gráfico tridimensional el cual brinda una mayor in-
formación y mayor facilidad al momento del análisis de la variable en cuestión,
además se encontró una relación cuasi-lineal con la anisotropía sugiriendo en-
tonces que la inestabilidad es mayor para regiones cercanas al Sol y disminuye
en la expansión del viento solar, sin embargo, dicha inestabilidad no desapare-
ce como se supondría al perder su fuente de energía, por lo que esto puede ser
responsabilidad de la presión térmica, ya que esta supera la presión magnética
a grandes distancias lo cual se evidencia como el incremento en el valor del
parámetro beta, persistiendo entonces la excitación de ondas para cientos de
radios solares de distancia, por ende un posible incremento en la temperatura
del viento solar. Además, se corroboró la relación inversa existente entre Ap y
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β‖ por medio del mapa de contornos, para los diferentes valores de la tasa de
crecimiento máxima.
2. El denominado número de población inestable, el cual da una noción de la can-
tidad de ondas que se encuentran excitadas o afectadas por la inestabilidad
( algo que generalmente es mencionado de forma superficial o minoritaria en
cuanto a esta inestabilidad) mostró al igual que en la tasa de crecimiento una
dependencia mayoritaria de la anisotropía térmica, teniendo un comportamien-
to creciente relativamente lineal a medida que Ap aumenta y una dependencia
substancialmente menor de β‖ por lo tanto la variación de la presión térmica
y la presión magnética no tiene interfiere en la cantidad de ondas que son
excitadas, ya que no aumenta de disminuye dicho valor; sugiriendo entonces
de igual manera que con la tasa de crecimiento, que el rango de ondas que se
pueden ver afectadas por la inestabilidad es mayor en cuanto se esté más cerca
del Sol. Además, en el mapa de contornos se evidenció la poca participación de
β‖ teniendo esta una relación débilmente inversa; por lo que es posible inferir
que la relación inversa de Ap y β‖ no solo se presenta en la tasa de crecimiento.
3. La frecuencia real máxima (al igual que en 4kz esto se ha mencionado de
forma minoritaria en la literatura), presentó un cambio de comportamiento
para Ap ? 6 dentro de los límites establecidos; se encontró que ωrmax crecía
de forma asimtótica a medida que beta disminuía y la anisotropía aumentaba
hasta un valor de Ap ≈ 6, y posteriormente para valores mayores de Ap y β‖ la
frecuencia crecía sin restricciones hasta la resonancia ciclotrónica, sugiriendo
que beta juega un rol importante para llegar a la resonancia con las partículas
(posiblemente también con otras ondas).
4. El comportamiento de la frecuencia real máxima podría ser dividida en dos
«regiones» , la primera para Ap < 6 donde ωrmax crece a medida que beta
disminuye y la anisotropía aumenta; y la segunda para Ap ? 6 donde ωrmax
crece a medida que beta aumenta y la anisotropía aumenta. La separación
en estas dos regiones sugiere que la presión magnética cumple la función de
restringir la posibilidad de la resonancia ciclotrónica, esto se cumple hasta que
la agitación térmica aumente; es decir, cuando la presión térmica comienza a
igualar la presión magnética y la anisotropía térmica tiene valores moderada-
mente altos, esto explicaría el crecimiento sin restricción de la frecuencia real
máxima para valores altos de beta y de anisotropía. También se encontró que
para valores altos de anisotropía la frecuencia real máxima es mayor que 0.9Ω
por lo tanto se encontraría una mayor resonancia cerca al Sol.
5. En el mapa de contornos de ωrmax se observó este cambio para los valores
antes mencionados, donde en la primera región se da una relación creciente
en principio para cambiar a una tendencia decreciente después de cierto va-
lor de beta; en la segunda región se da una relación inversa sin cambios en
rango de valores establecidos de beta, similar a la encontrada para la tasa de
crecimiento máximo. Esto corrobora el cambio de comportamiento y la depen-
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dencia e importancia de beta para la resonancia ciclotrónica de las ondas con
las partículas (u otras ondas).
6. Los resultados encontrados muestran que existe una mayor resonancia e ines-
tabilidad, al igual que una mayor población de ondas afectadas cuanto más
cerca se encuentre el viento al Sol, decreciendo a medida que el viento so-
lar viaja desde el Sol hacia el espacio, sin embargo estas características de la
inestabilidad no desaparecen, persisten aunque con menor fuerza, por lo tanto
podría afectar a iones que en su viaje perdieron energía, y así de esta forma
acelerarlos y aumentar en cierto grado la temperatura del viento solar, mos-
trándose como picos al momento de la medida de la temperatura como función
de la distancia heliocéntrica.
7. Los resultados expuestos en forma tridimensional (Figura 6.7, Figura 6.8 y
Figura 6.9) pueden brindar una mayor información en un amplio rango de
valores posibles para la anisotropía térmica y el parámetro beta, los cuales
han sido reportados para distancias entre los 0.3 U.A. y 1 U.A. de distancia
desde el Sol abarcando tanto los mínimos solares como los máximos solares,
siendo un apoyo para la posteriores eventos solares y futuros trabajos sobre
el tema; añadido a estos dichos resultados también pueden ser aplicados a
plasmas de laboratorio como lo son los experimentos de inyección de un haz




A.1. Método de las características
El método de las características es un método por el cual es posible resolver pro-
blemas de valor inicial para ecuaciones diferenciales parciales de primer orden. La
explicación de este apéndice es basada en la referencia [81]. El objetivo del método
de características, cuando se aplica a esta ecuación, es cambiar las coordenadas de
(x, y) a un nuevo sistema de coordenadas en el que la ecuación diferencial parcial
(EDP) se convierte en una ecuación diferencial ordinaria (EDO) a lo largo de ciertas
curvas en el plano x − t. Tales curvas, curvas característica, se denominan curvas
características o simplemente las características. La nueva variable variará y la nue-
va variable será constante a lo largo de las características. La variable cambiará a lo
largo de la curva inicial en el plano x− t. La forma más general de representar una
ecuación diferencial e primer orden a dos variables independientes x e y es:
F (x, y, u, ux, uy) = 0 (A.1)
para (x, y) ∈ D ⊂ R; donde F es una función dada y u = u (x, y) es una función
desconocida de sus variables x e y. Por último ux, uy son las derivadas parciales
Para explicar el método se trabajará con la ecuación de advección:
ut + cux = 0 (A.2)
teniendo como solución general
u = f (x− ct) (A.3)
Si se impone la condición inicial
u (x, 0) = φ (x) (A.4)
105
Capítulo A Nomenclatura
para x ∈ R; entonces se tendrá que f (x) = φ (x) ,y que a solución a el problema de
valor inicial para la Ecuación A.2 y Ecuación A.4 es
u (x, t) = φ (x− ct) (A.5)
las lineas rectas x − ct son constantes, la cuales son llamadas características, en
estas características la ecuación diferencial parcial (Ecuación A.2) se reduce a una
ecuación diferencial ordinaria du/dt = 0.Es decir, si C es una característica típica
x = ct+ k para alguna constante k, entonces la derivada direccional de u a lo largo
de la curva es
du
dt
(x (t) , t) = ux (x (t) , t)
dx
dt
+ ut (x (t) , t)
= ux (x (t) , t) c+ ut (x (t) , t)
el cual es el lado izquierdo de la Ecuación A.2 evaluada a lo largo de C. Ahora, en
lugar de ser una constante C, es posible remplazarla por una función de variables
independientes t y x y considerar el problema de valor inicial
ut + c (x, t)ux = 0
u (x, 0) = φ (x) (A.6)




= c (x, t) (A.7)






+ ut = uxc (x, t) + ut = 0
Por lo tanto u es constante en cada miembro de C. Las curvas C definidas por la
Ecuación A.7 son las denominada curvas características.
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