We prove a conjecture of Lacey and Li in the case that the vector field depends only on one variable. Specifically: let v be a vector field defined on the unit square such that v(x, y) = (1, u(x)) for some measurable
Introduction
In the paper [LL1], Lacey and Li reduce the problem of bounding in L 2 the Hilbert transform along a C 1+ε vector field to estimating the L p norm of a related maximal function for some p < 2. They have established these maximal function bounds when p = 2 and conjecture that they hold for p > 1. Here we prove the conjecture for vector fields of one variable. More precise statements follow.
Let v be a vector field on R 2 . We will assume v : [0, 1] × [0, 1] → [0, 1], i.e., we work only in a bounded region, and we assume all vectors are of the form v(x, y) = (1, u(x, y) ). To define the maximal operator in question we need to introduce some notation. For a rectangle R, we write L(R) for its length, and W (R) for its width. Let slope(R) be the slope of the long side of R. (We will assume L(R) ≥ W (R).) We define its interval of uncertainty EX(R) to be the interval of width W (R) L(R) centered at slope(R). Let V (R) = {(x, y) ∈ R : u(x, y) ∈ EX(R)}.
Fix 0 < δ ≤ 1, 0 < w << 1, and let
where ||v|| lip is the Lipschitz constant of the vector field v, and where | | indicates the Euclidean measure of a set. In words:R δ,w,v is the collection of rectangles R such that δ much of the vector field in R is pointed in (almost) the same direction as R.
We will consider several similar maximal operators in this paper. If R is a collection of rectangles, define
Motivation for studying this operator comes from work of Lacey and Li [LL1] , in which they prove Theorem 1. Define, for a sufficiently small value of β, the truncated integral operator
Theorem 1 ((Lacey-Li)). Suppose there is a p < 2 and an N such that for any Lipschitz vector field v,
It is interesting to note that this bound for H v,β is strong enough to prove Carleson's theorem on pointwise converge of Fourier series. The reader is encouraged to consult [LL1] for the full story. Here we prove that the hypothesis of this theorem is satisfied provided that the vector field v depends only on one variable. In fact, this additional assumption eliminates the need to assume that v has any smoothness. So now we define
with constants independent of w and v.
In section 2, we reduce the problem to a model with discrete slopes and paralellograms that project vertically to dyadic intervals. There is essentially nothing new here, and experts may wish to skim for notation. In section 3, we prove Theorem 2.
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Reductions
We begin by defining a discrete set of slopes. Let
Note that R k δ,w,v is just a collection of rectangles in R δ,w,v whose intervals of uncertainty have size about 2 −k , and whose slopes are 2
Now we show that it is enough to consider averages over rectangles in R dis δ,w,v .
Lemma 3. For any locally integrable function f ,
Proof. Let R ∈ R δ,w,v with |EX(R)| ∼ 2 −k . There are two slopes s 1 and s 2 in S k such that
There are (at least) two corresponding rectangles R 1 and R 2 such that slope(R j ) = s j and such that R ⊆ 5R j . Further, either
and
. This completes the proof.
Hence we may restrict our attention to the discrete model. We will identify slopes with intervals. That is, we will identify s ∈ S k with the dyadic interval centered at s. 
We will further restrict our attention to a model in which we average over parallelograms that project vertically onto dyadic intervals. The reduction to parallelograms is trivial. Let D be the dyadic intervals, and let D ′ be the intervals in D shifted left by 1 3 . It is not too difficult to check (use binary expansions) that if J is an interval, then either there is a K ∈ D with J ⊆ K and |K| ≤ 16|J|, or there is a K ∈ D ′ with J ⊆ K and |K| ≤ 16|J|. With this observation it is clear that we may control M R δ,w,v with two dyadic models, with comparable values of the parameter δ.
Proof of main theorem
We begin this section by rewriting the definition of the maximal operator under consideration, taking into account the reductions made in the previous section. This will require some new notation. Then we will state a covering lemma, and indicate how it yields Theorem 2.
Notation
Fix a small number w (and for convenience, assume w is an integer power of 2). Let u : [0, 1] → S log 1 w , and let v(x, y) = (1, u(x) ). Now let D be the dyadic intervals contained in [0, 1] . Let I ∈ D, and let s ∈ S log |I| w . (Recall that parallelograms with length |I| will only have slopes defined up to an error of w |I| ; this is why we take s ∈ S log |I| w .) For the remainder of the paper, we will view v, w, and δ as being fixed.
Define the popularity of a slope s in the interval I to be
(Again, recall that slopes are viewed as intervals, hence the notation u(x) ⊆ s.) Let
This is the set of allowable slope for rectangles projecting to I. Given a parallelogram R, define slope(R) to be the slope of the long side of R, and define int(R) to be the projection of R onto the x-axis. We will let R = {parallelograms R : int(R) ∈ D and slope(R) ∈ S(I)}.
Because of this, all intervals considered in the rest of the paper are assumed to be dyadic. Recall that M R is defined by
for locally integrable f . Our goal is to show ||M R || L p →L p 1 δ .
Statement of Covering Lemma
We remark that there is nothing new about this covering lemma approach. See, e.g., [LL2].
Lemma 4. Let R ⊆ R. Let q be an integer greater than or equal to 2. Then we may write R as the disjoint union of collections R 1 and R 2 such that
To see that the lemma implies Theorem 2, let f ∈ L p , let
Then write E λ = R∈ e R R for some R ⊆ R, where
for R ∈ R . We have a decomposition R = R 1 ⊔ R 2 as in the statement of the lemma, which gives us
This implies
This quantity obviously dominates R∈R1 R , and it dominates R∈R2 R by the covering lemma. Hence
This is the weak type (p, p) estimate for M R . Since we can prove the covering lemma for arbitrarily large integers q, we can prove weak type (p, p) for any p > 1.
Proof of Covering Lemma

Selection Procedure
We construct the collections R 1 and R 2 as follows. Initialize
While R = ∅: choose R ∈ R of maximal length, and update
Here, of course, by 5R ′ we mean the parallelogram with the same center and side lengths inflated by a factor of 5. We make one important observation about the parallelograms in
′ . (We are using the fact that W (R) = W (R ′ ).) Hence R was put into the collection R 2 .
It is clear by construction and by Chebyshev that
so it remains to prove the estimate ( 21 ). Note that
so if we define
it is enough to show
for any R ∈ R 1 .
Uniform Estimates on Rectangles
Without loss of generality, we will assume int(R) = [0, 1]. To prove (33), we will introduce some auxilliary functions. To do this, we need some more notation. The important point of this section is that we can control the two-variable function f with a function of one variable that is relatively well-behaved. For I ∈ D, define T (I) as follows: Let
Note that T ([0, 1]) is just the set of allowable slopes for the interval [0, 1] . (Recall that the allowable slopes for an interval are those that are at least δ-popular.)
We will define T (I) similarly, except that we will not include slopes that have been used by an ancestor of I. More precisely, having defined T (K) for K I, define
For s ∈ T (I), let
otherwise, let µ s I = 0. Now we define the auxilliary functions: let
Our strategy will be to control the function f by the one-variable function g, and then to control g by the function h, which we will show to be in BMO.
Lemma 5. With f and h defined above, we have f (x, y) ≤ 1 δ h(x) for every y. Lemma 6. With h defined immediately above, h ∈ BMO dyadic ([0, 1] ).
With these two lemmas, we can easily finish the proof of Lemma 4. By the John-Nirenberg theorem, and the fact that [0, 1] h(x)dx = 1, we have ||h|| r ≤ c r for any 1 ≤ r < ∞. Hence
This completes the proof of the covering lemma. We turn our attention to the proofs of Lemmas 5 and 6. Lemma 6 is simple, and not really new, so we prove it first.
Proof of Lemma 6 . Define µ I = s∈T (I) µ s I . The sequence µ I is a Carleson sequence; i.e., for any interval I,
(In fact, we may take C = 1 here.) This holds because no x-coordinate can choose more than one slope. Note that h(x) = I s∈T (I)
A function of this form is called a balayage of the Carleson sequence µ I , and such functions are easily shown to be in BMO dyadic . To do this, it is enough to find, for each I, a number b I such that
Let
and compute, using the fact that µ I is a Carleson sequence: 
it remains to show f (x, y) ≤ g(x) for all y. Let C(x, y) = {R ∈ R 1 : (x, y) ∈ R},
and let r I (x, y) = {s ∈ S log |I| w
: ∃R ∈ C(x, y) with int(R) = I and slope(R) = s}; (47)
