Adslrml-The locomotion of C. eleguns (a microscopic worm) provides valuable information about mulanl genes and their effecl on behavior. In order to investigale detailed movemenl and body posture characteristics of these living animals, advanced automated tracking algorithms are required. Here we describe a novel procedure of tracking an individual worms body pari movement accurately by combining head and tail recognition with tracking. In addition, we describe a classification system to distinguish mutant types from each other. We demonstrate that its performance can be improved by incorporating new image features introduced by this tracking method.
I. INTRODUCTION
The nematode Caenorhabdiris elegans is widely used for studies of nervous system function and development. C.
elegans is a Free-living worm, approximately 1 I m long, that lives in the soil and eats bacteria. It has a simple nervous system with 302 neurons; the precise position, cell lineage, and synaptic connectivity of these neurons is known. Despite its anatomical simplicity, the C. elegans nervous system mediates diverse and intricate patterns of behavior.
C. elegans sense organs perceive and respond to a wide range of environmental conditions, including heavyllight touch, temperature, volatile odorants, osmotic and ionic strength, food, and other nematodes. Each sensory modality regulates many aspects of behavior, including mating, the rate and direction of movement, and the rates o f feeding, egg-laying, and defecation. Because a particular neuron can be positively identihibased on its position, it is possible to eliminate the function of an individual neuron or group of neurons through single cell laser ablation. Moreover, because of their short generation time, completely sequenced genome, and accessibility to germline transformation, these animals are highly amenable to molecular and classical genetics. Thus, in C. elegms it is relatively straightforward to evaluate the functions of particular neurons or gene products by characterizing the effects of mutations or neuronal ablations on the animal's behavior.
This approach to understanding nervous system function requires precise quantitative measurements' of behavioral abnormalities seen in mutant and cell-ablated animals. Although gross behavioral defects can often be discriminated qualitatively by simple observation, precisely defining these differences can be challenging without quantitative measurements of parameters such as the curvature and amplitude of A variety of computer-driven systems for automated recording and/or analysis of C. elegans behavior have been described. Some systems have been designed to observe multiple animals at low magnification and track position over time [8], [7] (it is necessary to record at low magnification to keep all tracked animals in the field of view of the microscope). Such systems can measure large-scale behavioral features such as the rate and direction of movement and the frequency of reversals in direction. However, with low magnification, it is not possible to obtain more detailed information about body posture and morphology. To gain such information, we developed a system to follow an individual animal at high magnification [I] . A tracking program directs the movement of a motorized stage to maintain the worm in the center of the field of view. In this way, it is possible to follow the position of the animal over long time periods and comprehensively measure multiple features that define behavioral and morphological abnormalities of nematode mutants. With 94 such features, we classified representative mutant types using a binary decision tree algorithm (CART). Although this system performed well at distinguishing visibly different mutant phenotypes, it was less effective at distinguishing types with more subtle differences.
In this paper, we present a new automatic method for tracking worms and classifying the phenotypes based on morphological operations and on head and tail recognition.
We extend our previous work [I] , [9] , [lo] in several ways.
We identify and track the head and tail separately, and extract features that characterize them. This enables us to successfully classify wild type and 15 mutant types (previous work only used wild type and 5 mutant types) using an improved classifier. Our approach can be divided into several stages. After video images acquisition, the images are segmented to isolate the worm body from the background and remove noise and undesired components. Next, the head and tail are recognized for entire video sequences. Feature extraction is applied, to extract useful information from the segmented objects and the head/tail locations. Finally, a Random Forests classifier operates on the extracted characteristics. Each of these steps will be presented in the next sections.
DATA ACQU~SITION AND SEGMENTATlON
Routine culturing of C. elegans was performed as described [SI. All worms analyzed in these experiments were young adults; fourth-stage larvae were picked the evening before the experiment and tracked the following morning. Experimental animals were allowed to acclimate for 5 minutes before their behavior was analyzed. We used wild type worms and fifteen mutants koa-I, nic-I, egl-19, unc-2, unc-36, unc-29, unc-38, ph-I, unc-63, unc-43, dgk-1, dor-l,J?pl, cat-2, eat-4).
C . elegans locomotion was tracked with a stereomicroscope mounted with a CCD video camera [I] . A computercontrolled tracker was used to maintain the worms in the center of the optical field of the stereomicroscope during observation. To record the locomotion of an animal, a frame was snapped every 0.5 second for at least five minutes. Among those image pixels with values less than or equal to the average value minus three times the standard deviation, the largest connected component was found. The image was then trinuned to the smallest axis-aligned rectangle that contained this component, and saved as eight-bit grayscale data. The dimensions of each image, and the coordinates of the upper left comer of the bounding box surrounding the image were also saved simultaneously as the references for the location of an animal in the tracker field at the corresponding time point when the images are snapped. The stereomicroscope was fixed to its largest magnification (50 X) during operation. Depending on the type and the posture of a worm, the number of pixels per trimmed image frame vaned. The number of pixels per millimeter was fixed at 312.5 pixeVmm for all worms. A total of 1,596 video sequences of at least five minutes each were analyzed containing 100 videos of goa-I, nic-I, egl-19, rmc-36, unc-38, tph-I, unc-63, unc-43, dar-l,Jp-I, cot-2, ear-4 each, 99 of unc-2, 98 of unc-29, and 99 of dgt-I.
To obtain the clean binary image, the background intensity level (b) of the grayscale image was found by taking the maximum of the values of the four comer points of the trimmed image (at least one comer points is always outside the worm body). Then a 5x5 moving window was scanned over the trimmed image, and the mean (m) and standard deviation (s) of the pixels inside the window were computed at every pixel position. If m < 0.7b or s > 0.3m, the pixel was considered to be in the worm body (assigned value I). To clean up the spots inside the worm body, a morphological closing operator (binary dilation followed by erosion) was applied. To remove unwanted isolated objects, the connected components were labeled, and the largest component was selected to guarantee that there will be only one object, the worm, in the binary image. Following binarization, a morphological skeleton was obtained by applying a skeletonizing algorithm [14]. Redundant pixels on the skeleton were eliminated by thinning. To avoid branches on the ends of skeletons, the skeleton was first shrunk from all its end points simultaneously till only two end points were left. These represent the longest end-toend path on the skeleton. A clean skeleton can be obtained by growing out these two remaining end points along the unpruned skeleton by repeating dilation.
TRACKING AND HEADITAIL RECOGNITION
Even though a simple tracking system was able to follow worm centroid movement, head and tail information were not extracted in OUT earlier work. Because of the highly deformable nature of the worm's body, many conventional image matching and tracking algorithms do not apply to this problem. Human observers use three spatial and temporal clues to recognize the head and tail sections. Even though the entire worm body could travel a large distance (in camera coordinates) between two consecutive frames taken 0.5 seconds apart, the head and tail locations relative to the body centroid (worm body coordinates) tend to change little [ Fig. I ]. The other two clues are: the worm's tail area is darker than the head (having to do with fat distribution), and the head moves more frequently than the tail (having to do with foraging behaviors). The detailed procedure, illustrated in Fig. 2 , is as follows: 1) The above segmentation procedure was applied to recorded grayscale images. For each video frame, the grayscale image and its corresponding binary image and skeleton were stored.
2) The two skeleton end points are potential head and tail locations. We assign the end points to two groups for each unintempted video segment according to the following rules: Let endptlr(t) denote the 2 coordinate of the end point in frame t that was assigned to group I . Similar definitions hold for endptly(t), endptlz(t) and endptZy(t). Now we use endptl(t) = [endptls(t),endptly(t)] to denote the vector of spatial coordinates for end point I in frame t.
Let endptA(t + 1 ) and endptB(t + 1 ) denote the vectors of spatial coordinates for the two end points in frame t + 1 that have not yet been assigned to group I or group 2. Let (M, N) = argmin(,,,) dist(endptm(t + endptM(t + 1 ) will be assigned to group N provided that
(m c { A , B } , n c {1,2}). The condition statement avoids accidental flipping of head and tail locations. If the condition is not met, the current frame is marked as "undecides' and the grouping process restarts from the next frame to avoid potentially spriading errors.
3) To isolate the head and tail sections from the rest of the body, we identify two points on the skeleton that are at 1/3 skeleton-length away from each end point. We compute the best fit line to 9-pixel-long segments from the skeleton list surrounding the two identified pixels. The lines are then rotated by 90 degrees to get perpendicular lines. Lines that are +5 and 5 degrees off from the perpendicular are also generated. The line with the shortest distance traversing the binary image is chosen as the separation line between the headtail and the rest of the body. The end sections are separated from the rest by deleting binary pixels along the separation lines. 4) Referring back to the grayscale image, we calculate the median brightness of the two end sections for each frame. The means of these values for group I and 2 are calculated for the segment. The group with higher average brightness is labeled as the head (if the brightness difference is > 20%).
5)
Mutant types with digestive abnormalities have smaller brightness differences between head and tail. For these @rightness difference 5 ZOW), a secondary decision rule compares the local movement distance for the two end points. The group with higher total movement distance is labeled as the head. The above procedure was applied independently for each video segment. Segments are separated by missing frames, failed segmentation, or undecided frames.
IV. FEATURE EXTRACTION
The software for binarization, skeletonization, and feature extraction was coded either in C or MATLAB and implemented on UNIX machines. Some features (eg.. the area of the worm, that is, the number of pixels which make up the single binary object in the frame) could be computed on a single frame; these were computed for all 600 frames in the sequence. The average, maximum, and minimum value were computed for these 600 measurements. Some of the maximin values are outliers introduced by noise or errors during image capture and processing. To avoid using outliers, we used the 90th and 10th percentile values out of the population of 600 numbers. For the remainder of this paper, the terms max and min denote the 90th and 10th percentile values. Other features could not he extracted from a single frame, for example, the movement within IO seconds (20 frames). Since there are approximately 600 frames total in a sequence, the movement over 20 frames could be computed 30 times if we take groups of 20 frames in a non-overlapping fashion, or it could be calculated 581 times using overlapping 20-frame intervals. We used the overlapping approach. As before, the average, max, and min were computed from this set of numbers.
The measured features included the minimum, maximum, and average values of the following: distance moved in 0.5,5, 10, 15,20,25,30 seconds and S min, number of reversals in IO, 20, 40, 60, 80, 100 , 120 sec and 5 min, worm area, worm length, thickness at center and headitail, ratio of thickness to length, fatness, eccentricity and lengths of majodminor axes of hest-fit ellipse, height and width of minimum enclosing rectangle (MER), &io of MER width and height, ratio of worm area to MER.area, angle change rate, headltailicenter brightness, local head/tail/center movement relative to centroid, and head to tail'angle. The area, angle change rate, and movement features were calculated for the head, tail, center, and entire worm body respectively. We now describe in detail how several of these features were extracted from the image data.
1) Body length andarea:
The worm length is the number of pixeIs on the skeleton. The headicenterltail area are measured by counting the binary pixels in these sections.
2) Body thickness/n,idth/ftness: The worm thickness was measured at the center, head, and tail positions of the worm skeleton (the center position was the middle value of the skeleton pixel list; headitail positions were 7 pixels away from heaatail end points identified by the hacking algorithm). The thickness measurement methods were as described in [l]. The center (headitail) width was defined as the average width of the center (headitail) section. Fatness is the ratio of worm area to length.
3) Local movement: Many features characterize global movement using the absolute distance traveled by the worm centroid over various fixed time intervals. We also measured the offset of the head relatvie to the centroid across the frames as an indication of the worm head's movement. This offset was defined as the movement of the head when the centroids were aligned from one frame to the next. The tail's movement was also measured.
4) Angle change rate:
The angle change, an important feature for distinguishing different worm types, is defined (zi,yi), (zi+l ,y i + l ) ... are consecutive points 5 pixels apart along the worm skeleton. A larger angle change rate means that a worm has sharper body bends. Angle change rates were also calculated separately for head, tail, and center regions. 5) Brightness: Variations in fat distribution and absorption of nutrients cause some mutant types to be more transparent than others. Transparency can be measured by the median pixel value of the head, center, tail, and whole body regions. 6) Symmehy: To measure unbalanced muscle behavior of uncoordinated mutants, we characterized the way a worm body deviates from a perfect sine wave. These Features include the amplitude~(defined as the absolute distance between points on the skeleton to the line connecting the head and tail), the sum of signed distances to the head-taii line, the angle between the head-centroid line and the tail-centroid line, and the head-centroid and tail-centroid distances. 7) Reversals: Reversals are characterized by the distance and frequency of the worm moving back into its recent previous path. We kept a moving window to record the previous 20 centroid locations. A reversal was detected when the new centroid was closer to any of the 19 previous centroid locations than to the most recent past. 
V. CLASSIFICATION AND FEATURE SELECTION
Based on qualitative descriptions of uncoordinated mutant phenotypes, we expected the features measured by our system would provide useful quantitative definitions for specific mutant types [ I l l . To assess the ability of these image features to provide effective characterization of C. elegans mutant phenotypes, we used the Random Forests algorithm
[IZ], [2] , [3] . Random Forests uses an ensemble learning scheme. Instead of generating a single classification tree, many trees (a foresr) are generated independently by bootsmpping from the original data. A simple majority vote is taken for prediction. In addition to constructing each tree with a different bootstrap sample of the data, Random Forests adds additional randomness by splitting each node using a random subset of predictors instead of using the best split among all features as is done io CART [4] . These two layers of randomness turn out to perform very well compared to many other classifiers including discriminant analysis. support vector machines and neural networks, and the method is robust against overfitting [Z]. An estimate of the error rate can be obtained by predicting using "Out-of-bag" (OOB) data, which are the data (around 36% of the data) that were not used in each bootstrap sample. The classification error rate is thus defined as the aggregated OOB prediction error rate. With enough trees, the OOB error rate is quite accurate [6] . There are two free parameters (number of trees in the forest, number of random features considered at each split).
Random Forests also provides four measures of feature importance that can be used for model reduction. Among these four, we chose to measure the importance of a feature using the average lowering of the margin across all samples when this feature is randomly permuted, because this was more robust against noise (Liaw, personal communication). For each sample, the margin is defined as the proportion of votes for its true class minus the maximum of the proportion of votes for each of the other classes.
VI. RESULTS A N D DISCUSSION
Tracking and Head/Tail Recognition: The tracking and headhail recognition were tested on 161 5-minute video sequences (sampled at 2Hz) from 16 mutant types including more than 11 1,000 image frames. The videos were played hack with the worm's tail marked by the algorithm for a human observer to verify. Experimental results are shown in Table I . The columns show mutant type, total number of frames in the video, number of frames that had head recognized as tail due to the tail section being lighter, and number of frames that had bead recognized as tail due to grouping errors. The average error percentage is only around 2% for I 1 1,233 frames tested.
Classifcation: For the classification, the forest was made up by 5,000 trees (r~~,~.. = 5000). At each split, 15 features were randomly selected to be considered for splitting (mtTv = 15), which is approximately the square root of the total 253 features used. The confusion matrix, represented by 009 errors, is shown in Table 11 . The classification success rates are listed along the main diagonal while the off-diagonal entries represent the misclassification error rates. The average success percentage is 90.9%, showing a high degree of success at identifying the correct mutant type even if presented with a single example recording. Applications: Hundreds of genes have been identified in C. elegans that affect behavior in specific ways. Our long-term aim is to collect data on much larger numbers of mutant types and effectively classify them according to their phenotypic similarity. With an increasing data set, it becomes more challenging to identify features that effectively classify and distinguish the large variety of worms. The image processing methods developed here, including new features that require accurately identifying the head and tail, allowed us to achieve high classification accuracy even for a data set involving 16 different mutant types with subtle distinctions that are hard to classify by eye: These methods will b e applied to other mutant types.
These methods also hold promise for investigating the clustering of behavioral patterns seen in different mutant worm types. In a recent study [IO] , we investigated the natural clustering of C. elegans behavioral phenotypes using data collected by our automated tracking system. From a complex data set consisting of 253 features (including the head and tail features described here) measured from behavioral recordings of 197 individuals representing 8 distinct genotypes, we used principal component analysis to represent each mutant type as a cloud of data points in low-dimensional feature space. We also used k-means clustering and Euclidean distance measurements to explore 
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Number ot trees Fig. 3 . Effect of parameters on OOB error rate. elegans behavioral phenotypes, and demonstrate that mutant phenotypes can be clustered using a complex behavioral signature based on quantitative image features.
