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As the 19th century Pulitzer Prize-winning American novelist Edith Warton once wrote,
“there are two ways of spreading light: to be the candle or the mirror that reflects it”. It
turns out that study of the light spread by the mirror not only tells us about the candle, but
also about the mirror itself. As humans, light moves through space and time keeping accounts
of all the interactions it undergoes in its way and, as humans, it can tell a lot about it if one
asks the right questions.
When we look at a star and its circumstellar matter, we are looking at the light that comes
from both the candle and the mirror. The candle is the central source and the mirror the sur-
rounding matter by which a fraction of the starlight is reflected/scattered towards us. Whether
that surrounding matter is in the form of particles in a circumstellar disc or in the atmosphere
of a planet is only relevant for the context of the posterior analysis. The physical process by
which that light is spread towards us is the same in any of those cases: scattering. Scattered
light becomes linearly polarised, and the characteristics of this linear polarisation depend
on the scatterers, in other words, the polarisation state of scattered light carries information
about the medium by which it was scattered. Polarimetry is therefore one of the few tools we
count on to ask light the right question.
Humans have always wondered about the existence of other worlds and other forms of
life, but it was only very recently, with the discovery of the first planets outside of our Solar
System (Wolszczan & Frail 1992, Mayor & Queloz 1995), when the real chance to answer
these questions materialised. Since then, and mainly thanks to ground-based instruments like
HARPS (Mayor et al. 2003) and space missions like Kepler (Koch et al. 1998) and COROT
(Baglin et al. 2006), more than 800 planets have been confirmed (see Figure 1.1) and more
than 3000 candidates are awaiting confirmation. Unfortunately, most of these planets have
been detected with what we call “indirect” methods, which means that we have inferred their
existence, and some of their basic properties, from the analysis of their parent stars’ light.
Ideally, we would like to be able to directly register and analyse the light coming from these
planets but there is a major challenge we have to overcome: the contrast ratio between the
planet and the star. The light from the planet is about nine orders of magnitude fainter than
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Figure 1.1: Mass vs. separation plot of the currently confirmed substellar companions. Red diamonds
denote those that have been detected by direct imaging. Source: exoplanet.eu.
the light of its parent star when observing at visible wavelengths, and this is for a Jupiter-like
planet orbiting at 1 AU from its parent star and seen from a distance of 4 pc. In the case of a
terrestrial planet this difference can increase up to about eleven orders of magnitude. So it is
challenging.
In the past five years, considerable development of imaging instruments and techniques
such as choronagraphy, adaptive optics and optimised data reduction, have allowed astronomers
to obtain images of about 30 exoplanets. Figure 1.1 shows the mass vs. separation plot of
all currently confirmed exoplanets where red diamonds mark those that have been discovered
through direct imaging. These are, with a few exceptions, quite massive (3−10 Mjup), young
(∼ 1−90 Myr) and hot (∼ 1000 K) planets orbiting at considerable distances from their par-
ent star (∼ 3 − 2000 AU), characteristics that make them ideal targets for direct imaging at
infrared wavelengths. Figure 1.2 shows the images of four of them: Fomalhaut b (which was
detected at visible wavelengths), HR 8799 system (b,c,d,e), beta Pictoris b and kappa An-
dromedae b (Kalas et al. 2008, Marois et al. 2008, Marois et al. 2010, Lagrange et al. 2010).
Looking at the position of the red diamonds in Fig. 1.1, we see that this technique covers a re-
gion of the mass-separation plane that is not available to indirect methods. This together with
the fact that directly detected light allows for direct atmospheric characterisation (see e.g.
Bowler et al. 2010, Barman et al. 2011, for the first direct spectroscopic results on the HR
8799 planets), is helping us greatly to expand our knowledge of currently known exoplanets.
But these planets have very little in common with our Earth and the planets we share the
Solar System with. The radius of the orbit of our outermost planet, Neptune, is about 30 AU,
and its mass is∼ 0.05 Mjup ,while our most massive planet is Jupiter, which orbits at∼ 5 AU
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from the Sun. The age of our Solar System is about 4.5 Gyr. If we want to directly image
anything like our Solar System, and in particular an Earth-like planet, we simply need to make
our telescopes as big as possible, to be able to resolve features as close to the star as possible,
and put together every “smart trick” we can think of to increase the contrast achievable with
our instruments to distiguish the feature (hopefully a planet) and the starlight. And this is
where polarimetry comes into play.
Figure 1.2: Some examples of directly imaged exoplanets. Upper left: Fomalhaut b (Kalas et al. 2008).
Upper right: HR8799 b,c,d and e (Marois et al. 2008, Marois et al. 2010). Lower left: beta Pic b
(Lagrange et al. 2010) Lower right: κ Andromedae b (Carson et al. 2013). Images credit: (from left
to right and top to bottom) Paul Kalas/UC Berkeley, NASA, ESA; NRC-HIA, C. Marois, and Keck
Observatory; ESO/A.-M. Lagrange et al.; NAOJ/Subaru/J. Carson (College of Charleston)
Light emitted by a star is generally unpolarised1 and the particles in the atmosphere of a
planet, or the dust grains in a circumstellar disc polarise the starlight as they scatter it towards
us. This means that if we can observe a star/planet or star/disc system in polarised light,
theoretically, only the planet/disc will show up in the image, provided that we can spatially
resolve them. In reality the measurement of polarisation is not straightforward and often
instrumental effects get in the way adding polarisation and/or modifying the polarisation
state of the signal we want to measure (see Chapters 6 and 7). In addition, polarimetry is
1Starlight can get polarised due to e.g. magnetic fields or scattering processes in its own atmosphere but, in
general, the contribution of these effects is negligible (Kemp et al. 1987)
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a differential technique. We need to subtract orthogonally polarised images to distinguish
polarised from unpolarised light, i.e. subtract signal. This translates to the need for a large
amount of photons to detect small differences. But we shouldn’t be discouraged by these
issues. The current state of the art polarimetric techniques can already achieve contrasts
between the star and its circumstellar regions of 10−6 (e.g. Rodenhuis et al. 2012, Milli et al.
2013) which means that we are doing pretty well in dealing with the challenges polarimetry
encompass.
To add to the good news, the astronomical community is looking forward to the upcoming
European Extremely Large Telescope (E-ELT) (Delabre 2008, McPherson et al. 2012). This
telescope will have a primary mirror with a diameter of D ∼ 39 m, which translates into
more than 970 m2 of collecting area. Working at the diffraction limit, the spatial resolution
delivered by this telescope will go from about 3 to 10 mas (at 0.6 and 1.6µm, respectively)
which, when observing a star at 40 pc from our Sun, means that we could resolve features
located at a tenth of an astronomical unit (AU) form the central star. These collecting and
resolution capabilities make it ideal for performing highly sensitive and accurate polarimetry
(see, e.g., Strassmeier & Others 2009, Keller et al. 2010).
What is the mechanism through which planets form? Is it the same for all planets and
environments? What sets their final characteristics? Can planet formation be affected and
even prevented by the environment? Can planets other then the Earth host life? To be able to
answer such questions it is key to advance our knowledge on the characteristics of exoplanets
and their cradles: protoplanetary discs.
This thesis is composed of a collection of studies focused on developing new observa-
tional and instrumental polarimetric imaging techniques that could serve in this quest: the
characterisation of exoplanets and their birth environment. However, in favour of this ulti-
mate goal, other techniques are explored in some of the studies.
1.1 Scattering and polarisation
Scattering takes place when an electromagnetic wave encounters matter. As described in the
excellent book “Absorption and scattering of light by small particles” by Bohren & Huffman
(1983), one could, very basically, picture this process as follows. The oscillatory electric field
of the wave induces a dipole moment in the discrete electric charges that compose matter.
These dipoles oscillate and re-radiate in all directions giving rise to the scattered radiation,
which, in the case of elastic scattering (the type we consider in this thesis), has the same
frequency as the incident radiation.
In any case, the scattered radiation becomes linearly polarised due to the geometry of
the process. We can, again, try to picture the underlying physics in a very basic manner.
Electromagnetic radiation is carried by waves that are composed of mutually perpendicular
oscillations of the electric and magnetic fields. These oscillations, in isotropic media, are
also perpendicular to the direction of propagation. If the two orthogonal components (e.g.x-
and y-) of the electromagnetic field have a fixed phase difference, then we say that the light
is polarised. In particular, if this fixed difference is zero (i.e. the x- and y-components are
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Figure 1.3: Schematic view of polarization of light by scattering off a single particle. The electric field
of the unpolarized incoming light, vibrating in all directions contained in the perpendicular plane to
the direction of propagation, sets the electric charges in the particle (black dot) into vibration emitting
the scattered radiation. The scattered light is therefore fully polarised in any direction contained in
that plane. In other directions, the scattered light will be partially polarised, with the exception of the
direction of the original propagation, in which light will be unpolarised. Image credit: Hecht, Eugene,
Optics 4th Edition, c© 2002. Reproduced by permission of Pearsons Education, Inc., Upper Saddle
River, NJ.
in phase) we say that light is linearly polarised and, in this case, the direction of vibration
of the electric (and, therefore, magnetic) field is unique. Now, when unpolarised radiation
encounters a particle, as explained before, the dipoles in the particle are set into oscillation.
These induced oscillations occur in random directions because there is no preferred direction
of the electric field, but all these random directions are contained in the plane perpendicular
to the direction of propagation, i.e. there is no oscillation parallel to the propagation. Light
scattered in any direction contained in that plane, will be linearly polarised because the oscil-
lations that generated it are all contained in the plane. Figure 1.3 shows a schematic view of
this process.
Reflection and refraction can be seen as a particular scattering processes where the medium
encountered by the light is optically dense (separation between scatterers is small compared
to the wavenegth of the incident radiation) and there is an infinite (compared to the wave-
length) and continuous boundary separating the two media (a surface) (Bohren & Huffman
1983). Light reflected off a surface like a mirror or the surface of a planet, becomes therefore
polarised in a similar fashion. This, as we shall see in Chapters 6 and 7, turns to be a big prob-
lem in astronomical polarimetry since light undergoes multiple reflections and refractions in
the optical path of telescopes and optical instruments.
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1.1.1 Stokes formalism and Mueller matrices
In dealing with the interactions between optical elements and polarised light, the chapters
in Part II of this thesis adopt the mathematical framework of the Stokes formalism (Stokes
1852). In this formalism light is described by a four component vector S = (I,Q, U, V )T
where I is the intensity, Q and U are linear polarisations in the 0/90◦ and ± 45◦ directions2
and V is circular polarisation. The effect a medium has on light as it passes through can
be described by a transformation of its Stokes vector. Therefore, we can mathematically
describe the interaction by a matrix multiplication between the incoming Stokes vector (Sin)
and a 4 × 4 matrix (Mmedium) that describes the characteristic of the medium, the so called
Mueller matrix (Mueller 1948). The transformed Stokes vector (Sout) is then obtained as:
Sout = MmediumSin . (1.1)
If one knows the Muller matrices of individual elements in an optical system, the total Muller
matrix of the system (Mtotal) can be obtained as
Mtotal = Mn · ...M2 ·M1 , (1.2)
where Mn...M1 represent the Mueller matrices of the n elements of the optical system with
1 being the first element in the optical path and n being the last. Equation ?? below shows
how each element of the Mueller matrix describes the relationship between a component of




Iin → Iout Qin → Iout Uin → Iout Vin → Iout
Iin → Qout Qin → Qout Uin → Qout Vin → Qout
Iin → Uout Qin → Uout Uin → Uout Vin → Uout
Iin → Vout Qin → Vout Uin → Vout Vin → Vout

 , (1.3)
where the subscripts in and out refer to incoming and outgoing Stokes vector components,
respectively.
The four Stokes components have to fulfill some requirements to constitute a physically
meaningful Stokes vector, i.e.
I2 +Q2 + U2 + V 2 ≥ 0 and I ≥ 0 . (1.4)
In order to retain the physical meaning of the Stokes vector through the transformation, a
4×4 matrix must as well meet some requirements to be a Mueller matrix, e.g. element Iin →
2+ and −Q and U denote orthogonal polarisation directions, i.e. +Q corresponds to linear polarisation in the
e.g. 0◦ direction while−Q corresponds to 90◦. +V or−V correspond to right or left-handed circular polarisation,
respectively, depending on the reference system chosen.
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Iout must be positive (M00 ≥ 0) and first row and columns must be physically meaningful
Stokes vectors, i.e. they have to fulfill the conditions in Eq. 1.4 (see del Toro Iniesta 2003,
and references therein). Mueller matrices can be defined for most types of medium, optical
element and, as we said, complex optical system and they are the key element we will be
using for the analysis of the polarimetric performance of optical telescopes in Part II of this
thesis.
1.1.2 Measuring polarisation
As we have noted before, polarimetry is is a differential technique. Unless we can directly
measure the amplitude and phase of the electromagnetic field (which is the case for waves in
the radio domain), to measure the amount of polarisation light carries in a certain direction
we need to take two intensity measurements: one filtering polarised light in that particular
direction and another one filtering polarisation in the orthogonal direction. As a very basic
example, we can think of a detector placed after a linear polariser, which only lets through
light polarised in a certain direction. If we orient the polariser to let light polarised in the 0◦
direction pass (we define this to be the +Q direction), the intensity recorded by our detector
is
I0◦ = 0.5 · (I +Q) . (1.5)
If we now rotate the polariser to the 90◦ position (−Q direction), we measure
I90◦ = 0.5 · (I −Q) . (1.6)
Now,
Q = (I0◦ − I90◦) . (1.7)
In the same way, rotating our polariser between ±45◦ we can obtain U as
U = (I45◦ − I−45◦) , (1.8)
and, if we place an optical element capable of transforming circularly polarised light into
linearly polarised light before our linear polariser in the optical path, we obtain a circular
polariser with which we can also measure circularly polarised light as
V = (IRHcircpol − ILHcircpol) . (1.9)
The different positions of the polariser define a particular state of the measuring device (po-
lariser+detector) that we call modulation states. Our example pictured the simplest possible
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Figure 1.4: Schematic view of the polarization measurement process using temporal and spatial mod-
ulation used by ExPo. The modulator switches between orthogonal directions of the polarisation to be
measured, defining states A and B. The polarising beamsplitter then separates the two orthogonal po-
larisation states into left (L) and right (R) beams. Double subtraction of (AL-AR)-(BL-BR) minimises
(systematic) spatial and temporal differences (Canovas et al. 2012a). Image credit: M. Rodenhuis
way of modulating but one can design, and optimise, many different modulation schemes
depending on what Stokes component (or cobination of them) one is interested in measuring.
More generally, instead of using a rotating polariser, the modulation is achieved by means of
a retarding element (i.e. modulator) and a fixed polariser (i.e. analyser). A retarding element
imparts a phase lag to one of the orthognal components of the electric field, thus, modifying
the polarisation state of the wave passing through. by carefully orienting the retarder in the
required direction we can transform the polarisation state we want to measure in the direction
the fixed polariser would filter to the detector.
However, one has to be very careful when using this technique since, even though this sub-
traction can eliminate many systematic errors, any differences between the two states being
subtracted will appear as polarisation signal. To minimise these effects, the two orthogonally
polarised intensity measurements should be as equal as possible, temporally and spatially.
Ideally, one takes the two intensity measurements instantaneously assuring that the optical
paths of the two orthogonal beams are exactly the same. This is, of course, not possible and
either we take measurements of the orthogonal states instantaneously spatially separating the
two beams (i.e. spatial modulation) or we measure the beams through the same optical path
at separated times (i.e. temporal modulation). Most night-time polarimeters operating today
combine these two types of modulation that allow to apply techniques such as the double
difference (Bagnulo et al. 2009, Hinkley et al. 2009) or the double ratio (Semel et al. 1993,
Tinbergen 1996, Schmid et al. 2006b) which minimise systematic errors and atmospheric
effects. Fig. 1.4 shows a schematic example of the temporal and spatial modulation combina-
tion used designed for the Extreme Polarimeter, ExPo (Rodenhuis et al. 2012). Other types of
modulation such as the spectral modulation (Nordsieck 1974, Snik et al. 2009) provide very
interesting prospects for improvement.
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Mathematically, at each modulation statem, the polarimetric system (in our example sim-
ply composed ofmodulator+analyser+detector) will be represented by its Mueller matrix
Mm. The first row of that Mueller matrix describes how each incoming Stokes component is
transformed into the intensity that the detector will register (see Eq. 5.2), thus describing the
modulation state. If we build a matrix out of all m first rows of the Mueller matrices at each
modulation state, we have what is known as the modulation matrix, normally denoted as O.
This matrix relates the incoming Stokes vector with the 1 × m vector composed by all the
consecutive intensity measurements (Im), as follows:
Imeas = OSin , (1.10)
where Imeas = (I1, I2, . . . , Im)T , and describes the modulation scheme of our polarimetric
system. In the end, the polarimetric problem consists of obtaining the incoming Stokes vector,
Sin, from them intensity measurements. If the 4×mmatrix D is an inverse of O (i.e. DO =
1), then,
Smeas = DImeas , (1.11)
and D is known as the demodulation matrix (del Toro Iniesta & Collados 2000). Note that we
denote the vector resultant from this operation as Smeas and not Sin because the measurement
process is never perfect and therefore the original Sin cannot be perfectly recovered.
The transformation undergone by a Stokes vector that goes through the measurement
process defined by our polarimetric elements and our modulation/demodulation process can
be mathematically represented by the response matrix X (Ichimoto et al. 2008), which is
defined as,
X = DO , (1.12)
and therefore,
Smeas = XSin , (1.13)
where Smeas is the Stokes vector we obtain as a result of the polarimetric process. Ideally,
and almost by definition, X = 1, but in reality, our polarimetric instruments and modulation-
demodulation schemes are never completely efficient. The response matrix becomes then an
important tool to evaluate the efficiency or “goodness” of our polarimetric system and to help
in its optimisation. The usefulness of the response matrix as a diagnostic tool is particularly
exploited in Chapter 7 for the analysis of the limitations the different Nasmyth configurations
of the E-ELT telescope impose on polarimeters working at that position.
For a much deeper description of the mathematical process outlined here, I recommend
the excellent book “Introduction to Spectropolarimetry” (Chapters 4 and 5 in particular) by
del Toro Iniesta (2003) and references therein.
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1.2 Some open questions on planet formation
Despite the amount of exoplanets found and the great effort that is being put into the field,
we currently do not fully understand how planets form. We know they form out of the dust
and gas that remains from the star formation process, and that orbits the star forming what we
call a protoplanetary disc. We also know, to some degree, what is the result of the process,
i.e. planet formation and evolution theories should be able to reproduce the characteristics
and frequencies of the planets we know from observations. This is not the case yet (e.g. Ida
& Lin 2004, Mordasini et al. 2009). The problem of evolving discs into planetary systems is
complex and involves physical processes related to e.g. hydro and magnetodynamics, radia-
tive transfer, high energy physics and physics of collisions, and they all interact to affect the
formation of planets and their evolution through disc-environment, planet-disc, planet-planet
and planet(s)-environment interactions.
1.2.1 Planet formation and migration
There are two currently accepted theories of planet formation: core accretion (e.g. Safronov
1969, Pollack et al. 1996, Ida & Lin 2004) and gravitational instability (e.g. Cameron 1978,
Boss 1997). The first one proposes the scenario where planets form by first growing micron-
sized dust grains all the way up to kilometer sizes, in principle, through coagulation of par-
ticles driven by collision. These kilometer-sized planetesimals are now enough massive to
grow through gravitational interactions reaching thousands of kilometers, point at which they
start to accrete gas. Depending on their mass and the available amount of gas, they can form
terrestrial planets or gas giants (see Alexander 2013, for a recent review). This mechanism
is the preferred one to explain the formation of rocky and up to Jupiter-mass planets at radial
separations lower than < 10 AU (Ida & Lin 2004, Pollack et al. 1996).
In turn, the second theory puts forward the idea that a gaseous disc, if massive and turbu-
lent enough, can become gravitationally unstable, quickly fragmenting into self-gravitating
structures, which then collapse to become giant planets. This mechanism could form very
massive planets and operates at distances of about 30 − 50 AU from its parent star (Rafikov
2005, Matzner & Levin 2005, Stamatellos & Whitworth 2008).
Neither of these theories is, however, free from caveats. For example, as explained above,
planets formed by gravitational instability can be very massive and form far away from the
star. This could explain the existence of the population of massive giant planets located far
from their star that we see. The problem is that, once they form, they are very unlikely to
remain at such distances. Migration processes are likely to rapidly bring the planet closer to
the star due to the interaction with the gravito-turbulent disc (Baruteau et al. 2011, Zhu et al.
2012). Some other migration mechanisms, as well as planet-planet interactions, have been
proposed to become active when the planet reaches the inner regions and have the potential to
slow down, stop or even reverse the inward drift, but they are still under study (see Baruteau
& Masset 2013, for a great review on planet migration).
Also, the story of the core accretion scenario is one full of “barriers” (Weidenschilling
1977, Brauer et al. 2008, Okuzumi 2009, Zsom et al. 2010). One of the most important is
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Figure 1.5: ALMA Cycle 1 image (left) and artist impression (right) of a “dust trap” (van der Marel
et al. 2013). The color scale in the ALMA image corrresponds to density. The data shows how mass
is accumulating at a particular position in the disc generating a large density asymmetry. Image credit:
www.eso.org
the so-called 1-meter barrier (Weidenschilling 1977, Brauer et al. 2008), where 1-m sized
particles should be depleted from the disc due to “radial drift”. This mechanism is caused
by the difference in velocity between the gas and dust particles in the disc which generates a
drag force that causes the dust particles to lose momentum and spiral inwards. When the dust
particles reach the ∼ 1 m size scale, the radial drift makes them flow to the star in timescales
shorter than those needed to grow to larger sizes. Also in this case some mechanisms have
been proposed to overcome the problem. Studies such as Rice et al. (2006), Alexander &
Armitage (2007), Brauer et al. (2008), Zhu et al. (2011, 2012), Pinilla et al. (2012a), Regály
et al. (2012), Birnstiel et al. (2013) have explored the concept of “particle traps” where
dust can accumulate and grow “protected” from the radial drift (see next subsection and
Chapter 3 for more details). These theories are currently gaining weight as recent millimeter
and sub-millimeter observations of protoplanetary discs have revealed structures matching
their predictions (e.g. Ohashi 2008, Mayama et al. 2012, Casassus et al. 2013, van der Marel
et al. 2013)
1.2.2 Disc evolution: Transitional discs
It is obvious from the description of the previous section that the characteristics of the disc
where planets form strongly influence the planet formation process, which in turn sets the ini-
tial characteristics of the planet(s), as well as the conditions for their posterior evolution. This
means that the study of protoplanetary discs can provide important information to constrain
planet formation and evolution processes.
Protoplanetary discs have a median lifetime of 2-3 Myr, although the span goes from 1 to
10 Myr, approximately (e.g.Sicilia-Aguilar et al. 2008, Mamajek 2009, Luhman et al. 2010,
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Ercolano et al. 2011, see Williams & Cieza 2011, for an extended review and Bell et al.
2013 for a recent study suggesting longer lifetimes of up to 12 Myr). This is an important
constraint for planet formation and evolution since both formation and migration processes
require the disc to be present in order to operate3. Processes such as accretion onto and
photoevaporation from the central star are thought to dominate the evolution of the disc and
eventually cause its dissipation (e.g. Hartmann et al. 1998, Muzerolle et al. 1998, Clarke et al.
2001, Alexander et al. 2006, Gorti et al. 2009a). At the same time, mechanisms such as coag-
ulation, fragmentation, settling and the previously mentioned radial drift operate together to
define the radial, azimuthal and vertical distribution of dust in the disc at different times (e.g.
Dullemond & Dominik 2004, 2005, Dullemond et al. 2008, Weidenschilling 2008, Brauer
et al. 2008, Birnstiel et al. 2010).
A particularly interesting sub-category of protoplanetary discs is that of “transitional
discs”. These discs were first detected when spectroscopic analyses of some protoplanetary
discs showed a lack of the typical 10-20µm silicate feature in the spectral energy distribution
(SED) (Strom et al. 1989, Calvet et al. 2002, 2005). Because emission at those wavelengths
is dominated by small (on the order of microns and less) warm dust, this was interpreted at
first as a signature of disc clearance localised in regions of the disc close to the star. Indeed,
images of these discs at sub-millimeter wavelengths revealed inner holes of a few tens of AUs
in most of the targets with transitional SEDs (e.g. Andrews et al. 2011). Because they seem
to represent the transition between a full (i.e. an evolutionary stage named Class II) and dis-
sipated (i.e. evolutionary stage Class III) disc they were eventually referred to as transitional
discs (e.g. Calvet et al. 2002). Recently, another sub-category called “pre-transitional discs”
(Espaillat et al. 2007) has been proposed to group those discs which do present emission from
an inner disc and a separated outer disc, in other words, a “gap” instead of an inner hole.
Transitional and pre-transitional discs present a considerable variety of gap/hole sizes,
accretion rates, SED shapes and imaged structures, which could be indicative of different
processes dominating the depletion of mass (e.g. Najita et al. 2007, Espaillat et al. 2007).
The main candidates to be the responsible mechanism are grain growth, photoevaporation and
dynamical interactions between the disc and a planet (see Williams & Cieza 2011, Alexander
2013, and references therein) or a combination of them (Rosotti et al. 2013). All of them
have the potential to reproduce the type of SEDs and sub-millimeter and millimeter images
transitional discs show, but they affect the distribution of gas and dust very differently. For
example, the process of photoevaporation depletes the affected region of both gas and dust
(e.g. Clarke et al. 2001), whereas grain growth only produces a depletion on the distribution
of dust in the region, leaving the gas distribution unaffected (e.g. Dullemond & Dominik
2005).
The interaction between the disc and a planet is, for obvious reasons, one of the most
exciting processes to be considered as the cause of this transitional morphology. As we
mentioned in the previous section, the presence of a planet modifies the distribution of gas in
the disc triggering accumulation and filtering processes. These are interesting because 1) they
3Of course, after dissipation of the disc, processes such as dynamical interactions can still take place and play an
important role in shaping the planetary system (e.g. Brasser et al. 2009, Morbidelli et al. 2009)
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generate particular structures in the disc that could not be reproduced by photoevaporation or
grain growth and 2) because they provide a shelter for dust particles to grow overcoming the
1-meter barrier and therefore providing the potential for planet formation. Figure 1.5 shows
the recent astonishing observations presented by van der Marel et al. (2013) along with an
artist’s impression. In this work, the authors used ALMA Cycle 1 to look for signatures
of planet formation in the gap of the transition disc orbiting Oph IRS 48. Observations of
the disc probing micron-sized dust grains and gas suggested a structure of rings centered on
the star whereas the emission detected from millimeter-sized grains showed an asymmetry,
hinting the accumulation of this type of grains at a particular position in the gap.
This work, along with other observational studies such as e.g. Casassus et al. (2013),
Dong et al. (2012), Quanz et al. (2013a), Maaskant et al. (2013) where multi-wavelength
imaging techniques are applied to transitional discs to probe different parts of the gas and dust
distribution, are starting to highlight the importance of defining a set of imaging diagnostics
to understand the origin of these targets and constrain the properties of any companions that
may be responsible for their observational signatures. In Chapter 3 of this thesis (de Juan
Ovelar et al. 2013) we present a study on this particular issue. Based on hydrodynamical and
dust evolution models we simulate imaging observations of transitional discs to explore the
different observational signatures generated by the presence of the planet.
1.2.3 Environmental effects
So far, we have only considered the parameters that influence planet formation and evolution
in disc-planet systems that are “isolated”. But most stars form in groups that may be gravita-
tionally bound for enough time to have an impact on the evolution of the disc and/or planetary
systems (e.g. Lada & Lada 2003, Kruijssen 2012). There are two main mechanisms through
which the environment can act upon the evolution of a disc and/or a planetary system: pho-
toevaporation from nearby massive stars (Scally & Clarke 2001, Adams et al. 2004, 2006,
Fatuzzo & Adams 2008) and dynamical interactions between stars (e.g. Bonnell et al. 2001,
Olczak et al. 2006, 2010, Spurzem et al. 2009, Dukes & Krumholz 2012, Parker & Quanz
2012).
The most visual example we have of these type of interactions are the beautiful Hubble
Space Telescope images of the Orion propyds. Figure 1.6 shows a few images of these targets
where we can see how the ultra-violet field generated by the group of O stars in the center
of the cluster is eroding, through photoevaporation, the outer part of the discs surrounding
these young stars. To what degree is this process affecting the potential of discs to form
planets? Is external photoevaporation or dynamical interactions the dominant process for
disc truncation in high stellar density environments? Does this depend on the characteristics
of the environment? How does this affect the habitability of planets, if formed?
From the observational point of view several studies have been carried out in nearby star
forming regions (SFRs) aiming to answer some of these questions (e.g. Eisner & Carpenter
2006, Mann & Williams 2010, Furlan et al. 2011, Luhman & Mamajek 2012). However,
these either probe low density environments or lack the number of sources required to provide
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Figure 1.6: Hubble Space Telescope images of some Orion “proplyds”. Credit: NASA, ESA
statistically conclusive evidence for the environmental impact. So far, no planets have been
found in dense globular clusters (Gilliland et al. 2000, Nascimbeni et al. 2012). Is this related
to the old age and high density of these environments? Is there a value for the ambient stellar
density in a SFR above which planets cannot form or evolve in the way our Solar System
did? In Chapter 4 of this thesis (de Juan Ovelar et al. 2012b), we present a statistical analysis
of the distribution of radii of resolved discs with respect to the ambient surface stellar density
(Σ) of their SFR. As a result, we provided tentative evidence for the truncation of discs in
environments with Σ > 103.5pc−2. However, to confirm the relation with ambient stellar
density, we still need to probe denser environments and although the observed truncation is
consistent with our estimate for that generated by dynamical interactions, we cannot assure
that photoevaporation is not the cause. Moreover, even if we manage to constrain the relation
between truncation and environment, we still lack a complete theoretical model to predict the
impact on planet formation and evolution.
1.2.4 Planet characteristics. Life?
The field of characterisation of exoplanets is rapidly advancing thanks to the improvement of
instrumentation and data reduction techniques. Through indirect methods (i.e. radial velocity,
microlensing and transit) it is possible to obtain an estimate of the physical characteristics of
exoplanets such as their mass, period, size and density. However, without multi-wavelength
photomoetry or spectroscopy of some kind, it is not possible to obtain information about their
chemistry and composition. Only recently, the use of “transit spectroscopy”4 has allowed for
4This technique consists of measuring the spectrum of the stellar light during an eclipse with its orbiting planet.
The analysis of the absorption features in the spectrum provides information about the chemical composition of the
atmosphere of the planets.
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such studies (see e.g. Tinetti et al. 2007, Snellen et al. 2010, Huitson et al. 2012 and Seager
& Deming 2010, for an extensive review on the field).
Regarding directly imaged exoplanets also a number of studies have been published so
far with measured spectra (e.g. Chauvin et al. 2004, Mohanty et al. 2007, Patience et al.
2010, Bowler et al. 2010, Barman et al. 2011, Oppenheimer et al. 2013). The analysis of
these spectra and comparison with theoretical atmospheric models has provided important
constraints on the physical and chemical properties of these bodies as well as the opportunity
to improve these models.
Despite these advances, we still don’t have enough data to draw strong conclusions on
how these planets have formed and evolved. Moreover, no photometric or spectroscopic data
can provide information about the structure of the atmosphere/surface of the planets because
we cannot resolve them. Instead, we just detect the light integrated over the area occupied by
the planet in our detector (i.e. the “disc integrated” light). Do these planets have oceans and
continents distributed in an inhomogeneous manner? Are they covered by haze? Are their
clouds distributed in bands or patches?
For a planet to be able to host life (as we know it) it has to allow the existence of liquid
water. The radial separations from a star where the temperature allows for a planet with an
Earth-like atmosphere to meet this requirement is known as the habitable zone. By measuring
planet transits, the Kepler (Koch et al. 1998) instrument has been able to identify about ∼ 50
exoplanet candidates with sizes comparable to the planets in our solar system (the ones more
massive than Earth) lying in the habitable zone of their host stars (see Borucki et al. 2011,
for an overview on the characteristics of planets found by Kepler). Undoubtedly, the next
big step is to find out whether these planets host any liquid water that would allow life to
potentially develop.
1.3 Using imaging polarimetry
1.3.1 Protoplanetary discs
High contrast imaging polarimetry is a relatively young field in night-time astronomy, but in
its short life it has proved to be very valuable. In 1997 Close et al. published polarimetric im-
ages of the Herbig Ae/Be star R Monocerotis obtained with an AO system, which made them
the first high-contrast polarimetric images ever obtained from a star other than the Sun. Since
then, observers have successfully applied this technique to image circumstellar environments
of both young and old stars (Quanz et al. 2011, Hashimoto et al. 2011, Quanz et al. 2012,
Canovas et al. 2012b, Jeffers et al. 2012, Dong et al. 2012, Thalmann et al. 2013, Quanz et al.
2013b, Canovas et al. 2013).
As we pointed out before in this introduction, the main characteristics that make polarime-
try a very powerful technique are 1) it reduces the contrast between the central starlight and
the surrounding (scatering) matter (Keller et al. 2010), and 2) it provides important informa-
tion about the structure and composition of the scattering environment that cannot be obtained
by only measuring intensity (see Min et al. 2012, for an example on the effects dust structure
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Figure 1.7: Polarimetric images of the polarised intensity flux of the transition discs around SAO2̇06462
(left) and HD 142527 (right) obtained with Subaru/HiCIAO and VLT/NACO, respectively (Muto et al.
2012, Canovas et al. 2013). Image credit: NAOJ/Subaru and Canovas, A&A, 556, A123, 2013, repro-
duced with permission c©ESO.
has on polarimetric measurements of circumstellar discs).
One interesting polarimeter working at the 4.2 m William Herschel Telescope in La Palma
is the Extreme Polarimeter (ExPo, Rodenhuis et al. 2012). Operating as visiting instrument,
it can provide a contrast between the star and its surrounding of five orders of magnitude
without the use of any AO or choronagraphic systems. The instrument has undergone recently
an upgrade that has resulted in the addition of an AO system and the design of an integral
field unit (Rodenhuis et al. 2012).
If ExPo is a clear example of the application of the first quality of polarimetry we listed,
instruments like VLT/NACO (Lenzen et al. 2003, Rousset et al. 2003) or Subaru/HiCIAO
(Hodapp et al. 2008) are the flagship examples of usage of the second. These instruments
work with as much as four times the collecting area delivering to ExPo (primary mirror
diameters of about ∼ 8 m) and they operate with the assistance of advanced AO and choron-
agraphic systems. This means that the contrast performance is already high and polarimetry
can take the next step and explore the details of the (already detectable in intensity) struc-
tures in the disc. The left panel of Fig. 1.7 shows a polarimetric image of the transition disc
around SAO 206462 obtained with Subaru/HiCIAO (Muto et al. 2012). The authors detected,
for the first time, dust in the (previously thought empty) hole of the transition disc (at about
∼ 30 AU) and spiral features at about ∼ 70 AU. By modeling these spiral features the au-
thors showed that they are consistent with the presence of embedded planets. The right panel
shows a polarimetric image of the transition disc around HD 142527 obtained by Canovas
et al. (2013) with VLT/NACO. In this study, polarimetric measurements were used to con-
strain the characteristics of the dust particles in the disc and detect new spiral features and
regions depleted of small dust grains that are in agreement with the position of dust traps
in the disc previously reported by Casassus et al. (2013) and predicted by the theories we
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mentioned in Section 1.2.2.
The interpretation of observational results like these is in itself a challenge that requires
combination of state of the art hydro-dynamical, dust evolution models and radiative transfer
codes (e.g. Masset 2000, Birnstiel et al. 2010, Pinilla et al. 2012a, Min et al. 2009).
As these observations prove, polarimetric images are very powerful by themselves but
that is far from being the end of the story. As mentioned before, in Chapter 3 of this thesis
we present synthetic observations of transition discs where we show that combining visible
and near-infrared polarimetry with mid-infrared and sub-mm images of transitional discs is
a very promising strategy to constrain characteristics of the companion that is potentially
causing these impressive structures in the discs.
1.3.2 Exoplanets
The main success of planet direct imaging has come with the development of techniques such
as Angular Differential Imaging (ADI, Marois et al. 2006) that make possible to differentiate
(planetary) point-like sources from the remnants of the star halo after subtracting the stellar
point spread function (PSF), i.e. the “speckles”. This technique however requires the field
of view to rotate with respect to the detector which is counterproductive for polarimetric pur-
poses. If the sky rotates in between orthogonally polarised frames, as is the case when using
pupil-stabilised observing modes for ADI, the position of the planet will not be the same in
the detector, and the subtraction we perform to obtain the polarised intensity image will intro-
duce spurious polarimetric signals. It is therefore not trivial to combine these two techniques.
In Chapter 2, we present the first results of an ongoing study we are performing to develop
an optimal combination of these techniques (polarimetric and angular differential imaging,
PADI) that allows to measure the polarisation signal of giant exoplanets using VLT/NACO
observations of the HR 8799 planetary system.
Hot giant planets that orbit far away from their parent star such as the HR 8799 planets,
are not likely to show polarisation due to scattered starlight due to the distance. However,
in 2011 de Kok et al. published a study where they show how hot giant planets are likely
to polarise their own infrared emission due to scattering in their atmosphere, an effect that
has been measured in brown dwarfs (Ménard et al. 2002, Tata et al. 2009). The atmosphere
of these bodies scatter the infrared emission that comes from the interior of the planet. If
the atmosphere has a spherical symmetry, the different directions of this polarisation cancel
each other when integrated over the disc. But if the atmosphere features asymmetries caused
by e.g. patches of clouds, bands, flattening due to rotation or night-day side effects, some
polarisation signal remains in the disc-integrated signal we detect from Earth (see Fig. 1.8).
Mere detection of polarisation would prove the existence of clouds, and the degree and direc-
tion of polarisation would provide information about the atmosphere structure that would be
unobtainable by other means.
For a direct polarimetric detection of a low mass exoplanet, we need to wait for future
instruments. In a recently published study Milli et al. (2013) have shown that the prospects of
achieving this with the upcoming VLT/SPHERE-ZIMPOL instrument (see Section 1.4) are
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Figure 1.8: Simulated images of the structure generated by different atmospheric features in the frac-
tional polarisation signal of a planet. When integrated over the disc, if the structure presents asymme-
tries, the polarisation signal remains (de Kok et al. 2011). Image credit: R. de Kok
considerable.
Looking farther on the horizon, theoretical work developed to model the polarimetric sig-
natures of low-mass (Earth-like) planets has shown that polarimetry will not only be needed
to perform characterisation of the structure and composition of these planets and their poten-
tial to host life (Karalidi et al. 2011, Karalidi & Stam 2012, Karalidi et al. 2012, 2013) but
also that neglecting its effect in the measured disc-integrated signals will lead to errors in the
interpretations of the data (Stam & Hovenier 2005).
1.4 Polarimetry with the E-ELT and VLT telescopes.
Instrumental Polarisation
The Very Large Telescope (VLT) and European Extremely Large Telescope (E-ELT) are ideal
facilities to exploit the powerful capabilities of polarimetry. Up until September 2013, when
it was removed from the 8.2 m VLT’s unit telescope 4 (UT4) to be further relocated, NACO
was one of the most successful instruments when it comes to direct imaging of exoplanets and
polarimetric imaging of circumstellar environments. And that is despite the fact that it was not
optimised for polarimetric measurements. An instrument like the upcoming VLT/SPHERE
(see following subsections), which features advanced polarimetric and adaptive optics sys-
tems, could resolve faint features about ∼ 4 AU across at 140 pc. With such an instrument
the prospects for exoplanetary research will be greatly expanded.
Now, in terms of collecting power and advanced technology, a telescope like the E-ELT
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simply does not have competition. The planet finder EPICS designed to work on it and featur-
ing extreme AO, spectrographic and polarimetric systems, will, without a doubt, revolutionise
the field.
However, these two instruments (i.e. VLT/SPHERE and E-ELT/EPICS) will be located at
the Nasmyth focus of their respective telescopes. As we explain in Section 1.4.2 below, this
focus is not optimal for polarimetry since instrumental effects are likely to considerably affect
the polarimetric performance of the instrument. Moreover, apart from their dependecy on the
particular design and quality of the optical elements, these effects vary with conditions of
the observations such as e.g. wavelength and pointing. It is therefore crucial to characterise
in detail the polarimetric performance of these telescopes and come up with strategies and
clever designs to fight the instrumental “pollution” of our precious signal.
It is with this aim that we developed the M&m’s code.
1.4.1 The M&m’s code
Polarimeters are rarely built following the systems engineering approach to design, as is the
case for almost all other (optical) instruments. There is currently no code available that can
serve as a performance simulator and error budgeting tool for polarimetric systems. But in
the era of instruments for telescopes such as the VLT or E-ELT, the scales do not allow for
trial-and-error, and an accurate analysis of the error and performance budget is imperative.
The main reason why a systems engineering approach has not been formalised in po-
larimetry is the complexity of the error propagation in such systems. As described in Sec-
tion 1.1, we model polarisation using vectors, and therefore errors have to be described (and
propagated) as such. This poses the challenge of propagating errors throughout the optical
system (and measurement process) using error propagation frameworks that differ consider-
ably from the ones applied to scalar errors. In 2009 Keller & Snik developed such a math-
ematical framework to estimate the contribution of each physical parameter to the response
Figure 1.9: Artists impression of the E-ELT and VLT telescopes in comparison with the Colosseum in
Rome. Image credit: www.eso.org
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Figure 1.10: Schematic view of how instrumental polarisation (IP) is only corrected for the zenith po-
sition with the “crossed”-twin mirrors technique. Reflection on mirrors polarises light in the direction
perpendicular to the reflection plane (i.e. the plane defined by the directions of propagation of incident
and reflected light). When the telescope is pointing to zenith, the IP generated by reflection on the
Nasmyth mirror gets compensated by the IP generated by the crossed mirror, of the same amount but
opposite sign. However, when the telescope departs from the zenith position, the direction of the IP
generated has a component that adds up and therefore some IP remains.
matrix of the polarimetric system.
Based on this framework we developed the M&m’s code that is used in Part II of this
thesis to evaluate the polarimetric capabilities of instruments located at the Nasmyth port of
the VLT and E-ELT telescopes and provide insight on the polarimetric behaviour of these
systems. In Chapter 5 we present the details of the code.
1.4.2 Instrumental polarisation at the Nasmyth focus of telescopes
Light reflected off the surface of a mirror is linearly polarised. The most frequantly used
approach to direct the beam to the Nasmyth focus of a telescope, makes use of a 45◦ mirror
placed after the primary and secondary ones. Light undergoes a 90◦ reflection on this mirror,
a process that has been shown to linearly polarise up to 5% at visible wavelengths of the
incoming light Gehrels 1960, Cox 1976, Joos et al. 2008, van Harten et al. 2009, Perrin et al.
2010). Additionally, a fraction of the incoming linear polarisation (if present) is lost due
to conversion into circular polarisation. This is known as the cross-talk effect. It is known
that these instrumental effects can be corrected by the crossed-twin mirrors technique (Cox
1976) which consists on placing a second mirror after the one that is causing the effect with
a particular orientation. The drawing placed on the left side of Figure 1.10 shows how this
technique works. Since the reflection process polarises light in the direction perpendicular to
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the reflection plane, defined by the directions of propagation of incident and reflected beams,
if a second mirror with the same characteristics is positioned such that it reflects light in the
same plane that contains the direction of this IP, the polarisation generated by this second
mirror, which is of the same value and opposite sign, compensates the original IP.
The main problem when applying this solution to Nasmyth focus instruments is illus-
trated in the second drawing of 1.10 (to the right). The mirror used to deflect the light to
the Nasmyth focus rotates together with the telescope as it points. Since the “crossed twin"
remains fixed at the Nasmyth port this crossed configuration is only achieved when the tele-
scope points to zenith.
1.4.3 SPHERE-ZIMPOL
SPHERE (Spectro-Polarimetric High-contrast Exoplanets Research) is an instrument specif-
ically designed for the detection and characterisation of exoplanets at the VLT (Beuzit et al.
2006). The imaging polarimeter designed for this instrument is ZIMPOL (Zurich IMaging
POLarimeter), a single-beam polarimeter that makes use of a fast modulation-demodulation
technique to achieve very high polarimetric sensitivity (Gisler et al. 2004, Schmid et al.
2006a, Thalmann et al. 2008, Roelfsema et al. 2010, Schmid et al. 2010, 2012). On top
of this, SPHERE has two more instruments providing dual-beam and integral-field spectro-
graphic capabilities. The instrument will work in the ∼ [0.6-0.95]µm wavelength range and
is planned to see light in early 2014.
SPHERE is located at the Nasmyth focus of one of the VLT’s four UTs. The folding of the
light to that focus is achieved by a 90◦ reflection on a mirror, after the primary and secondary
ones. As explained in the previous section, this reflection generates IP which ZIMPOL deals
with combining the crossed mirrors technique with a clever solution for compensating at
zenith angles other than zero (Stuik et al. 2005). This solution, consists on placing a half
wave plate (HWP) between the Nasmyth and crossed mirrors that rotates the direction of the
IP stabilising it to the direction the crossed mirror can compensate for. Figure 1.11 shows
a schematic view of this process. In Chapter 6 we analyse this system through simulations
with the M&m’s code and laboratory data from ZIMPOL tests confirming that this correction
indeed reduces the IP to the required values.
1.4.4 EPICS-EPOL
The Exoplanet POLarimeter (EPOL, Keller et al. 2010) is the imaging polarimeter designed
for the Exoplanet Imaging Camara and Spectrograph (EPICS, Kasper et al. 2010) instrument
on the future 39 m E-ELT. This advanced polarimeter aims to not only detect but also char-
acterise the atmospheres of exoplanets with unprecedented sensitivity and accuracy in the
∼ [0.5-0.9]µm wavelength range. EPICS will be located at the Nasmyth focus of the E-ELT.
In this telescope there will be at least five mirrors before the polarimeter.
Figure 1.12 shows a drawing of the mirror configuration of the E-ELT up to the Nasmyth
port. In this telescope, light undergoes five reflections before reaching the Nasmyth port. The
primary, secondary and tertiary mirrors (M1,M2 and M3) are rotationally symmetric and are
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Figure 1.11: Schematic drawing of the correction achieved combining the crossed-twin mirror tech-
nique and a half wave plate (HWP) that rotates the instrumental polarisation generated by the reflection
on the Nasmyth mirror to the position where the crossed mirror can correct for it (Stuik et al. 2005).
perpendicular to the direction of the beam, which makes the IP generated negligible. To fold
the light to the Nasmyth port the E-ELT has two mirrors that are also part of the adaptive
optics (AO) system of the telescope: the fourth and fifth mirrors (M4 and M5). M4 has an
inclination of 8.5◦ and is a deformable mirror (DM), and M5 is inclined 36.5◦ and has tip-tilt
capabilities.
At the moment, two designs are being considered to take the beam to the instrument at
the Nasmyth focus: the straight-through and bent configurations. In the first the instrument is
located at the point indicated in Fig. 1.12 as “Nasmyth focal surface”. At this same location,
in the second (bent) arrangement, a sixth 45◦ inclined mirror folds the Nasmyth focus by
90◦. This sixth mirror is fixed at the Nasmyth port, which complicates the behaviour of the
instrumental polarisation effects as we show in Chapters 6 and 7 of this thesis.
A solution like the one adopted for SPHERE-ZIMPOL to compensate for the instrumental
polarisation is not feasible in the case of the E-ELT because after M4 the diameter of beam
is too large for the size of currently available high-quality achromatic HWPs. However, in
Chapter 7 we present a solution consisting in performing the modulation in two steps. The
first step of the modulation is achieved by a retarding element placed at the intermediate
focus of the telescope (located at the hole in the centre of M4). The second step is performed
at the polarimeter’s location. Through simulations of this “two-stage” modulation scheme
applied to both “straight-through” and “lateral” configurations, we show that almost perfect
cancellation of all instrumentally-generated polarisation effects can be achieved.
Introduction 23
Figure 1.12: Drawing of the mirror configuration of the E-ELT up to the Nasmyth port. In the straight-
through configuration, the instrument will be located at the Nasmyth focal surface indicated in the
figure. In the “Lateral” configuration, at this same position a sixth (fixed) mirror is placed to fold the
beam again by 90◦. Image credit: www.eso.org
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This thesis
As mentioned in the first section of this introduction, the main goal of this thesis is to con-
tribute to the achievement of the scientific and technical challenges that the polarimetric char-
acterisation of exoplanets and protoplanetary discs encompass. We present studies focused
on evaluating and solving technical difficulties as well as observational and modeling studies
addressing some scientific questions.
The thesis is therefore divided into two parts. Part I gathers studies corresponding to the
latter group (Chapters 2, 3 and 4), while Part II, developed in the context of the E-ELT/EPICS-
EPOL instrument, comprises studies related to technical developments (Chapters 5, 6 and 7).
Although the content of some studies has been already discussed, we present now a short
summary of every chapter highlighting main findings and future avenues.
In Chapter 2 we present the first attempt to measure polarisation from the exoplanets or-
biting around HR 8799. As explained before, such measurements could provide important
information on the structure of the planet’s atmospehers and physical parameters such as
their spin axis. We observe the system with with VLT/NACO in H and Ks bands combining,
for the first time, pupil-stabilised and polarimetric modes. The aim is to 1) detect polarisation
at the position of planets HR 8799 b and/or c and 2) explore the potential and current limita-
tions of the technique. Our first results do not show polarisation signal at the position of any
of the planets. However, our upper limits for detection are high and there is still room for im-
provement. We do see that the technique holds potential to improve the speckle suppression
in regions close to the central star and we present details on the ideas for improvement we
plant to investigate in the future.
In Chapter 3 we combine state of the art hydrodynamical, dust evolution, radiative transfer
and instrumental simulators to produce synthetic imaging observations of transitional discs
with VLT/SPHERE-ZIMPOL, Subaru/HiCIAO, VLT/VISIR and ALMA. Assuming that the
morphology of these discs is caused by the presence of a planet, the goal is to provide ob-
servers with a set of imaging diagnostics at different wavelengths, focusing on the potential
to constrain properties of the planet they host. An important conclusion of our study is that, in
particular, combination of high resolution polarimetric images at short wavelengths with sub-
mm images can tightly constrain the mass and position of the (unseen) planet as well as the
characteristics of the dust distribution. Such observations will be possible with the upcoming
VLT/SPHERE-ZIMPOL and ALMA Full Array instruments, and are likely to provide new
insights on transitional discs and their relation to planet formation.
Chapter 4 presents a study on the observational signatures of environmental effects on
protoplanetary discs. Our aim is to ultimately understand if there is a limit for the ambient
stellar density of the region in which a protoplanetary disc evolves that prevents the evolution
of planetary systems such as ours. Focusing on dynamical interactions, we estimate the radial
truncation of protoplanetary discs as a function of the ambient stellar density of their environ-
ment and compare it with imaging measurements of disc radii in nearby star forming regions.
We find that the distribution of of measured radii of circumstellar discs appears truncated in
environments with high ambient stellar surface densities and that this truncation is consistent
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with our predictions for the dynamical interactions. However, the highest density region in
our resolved discs population (i.e. the Orion Nebula Cluster) is still not very high compared
to more massive environments and to confirm our detection of the truncation signature we
propose to carry out observations to measure the disc mass function in higher density envi-
ronments. These observations could be carried out currently with ALMA and could also help
distinguishing the origin of the truncation (i.e. dynamical encounters vs. photoevaporation
from nearby massive stars).
Chapter 5 presents the error budgeting and polarimetric performance code we have built
to simulate the polarimetric response of any optical arrangement and assess the design of
new polarimetric instruments. The mathematical and physical frameworks of the code are
presented as well as the basic functions and modes available. The code has evolved much
since we presented this study although still some features need to be implemented. M&m’s
are central to the studies presented in Chapter 6 and 7 in which we aim to characterise (and
correct) instrumental polarisation issues.
In Chapter 6 we use the code to simulate the instrumental polarisation effects generated
in the optical path of the VLT and E-ELT telescopes up to their Nasmyth focii. We focus
on reproducing laboratory data obtained with ZIMPOL using a dedicated laboratory set up
to simulate the VLT mirrors’ arrangement and to predict instrumental effects in the optical
path of the E-ELT. We are able to reproduce the ZIMPOL data and provide, based on our
simulations, some insight on the wavelength-dependent behaviour of the modulation system
of the instrument. We also present the analysis of the correction of these effects that is carried
out for ZIMPOL confirming that the instrumental polarisation is reduced to acceptable levels.
We present as well a preliminary analysis of the E-ELT (to be expanded in Chapter 7) showing
that the levels of instrumental polarisation generated are large and explore some ideas for their
correction.
Finally, in Chapter 7 we expand the previous study analysing in detail the instrumental
polarisation effects generated at the Nasmyth focus of the E-ELT. We use the M&m’s code
to estimate these effects for the different mirror configurations being currently considered
for this focus. We find that instrumental effects are outside of the requirements for the level
of sensitivity and accuracy needed. We then propose and analyse two strategies to suppress
these instrumental effects based on the introduction of a retarding element in the intermediate
focus of the telescope. Modifying the modulation schemes of the polarimeter to include this
element it is possible to reduce (and even cancel) some of the effects to levels that ensure
sufficient accuracy in the polarimetric performance of instruments aiming to operate at this
facility. Based on these results we conclude that polarimetric characterisation of exoplanets
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Abstract
We present H and Ks band observations of the HR 8799 exo-planetary system using a new approach,
polarimetric angular differential imaging (PADI), to measure a polarisation signal from the planets.
We focus on planets b and c in this system, which are likely to show linear polarisation signals of
about 1% due to scattering of their own infrared emission by their atmospheres, assuming they exhibit
inhomogeneities such as bands or spots. In addition, we present a new approach to the polarimetric
calibration of NACO data based on measurements of unpolarised and polarised standard stars using the
pupil-stabilised mode. We obtain no statistically significant detection of linear polarisation, and our data
reduction method yields 1σ upper limits for the degree of polarisation of [14.8, 11.2]% for planet b and
[4.7, 5.9]% for planet c in the H and Ks bands, respectively. The PADI technique significantly improves
the speckle suppression compared to conventional ADI techniques, improving the contrast by almost
an order of magnitude at the position of planet c (0.96′′) for the shorter wavelengths (H-band). Based




The young HR 8799 system (Marois et al. 2008, Marois et al. 2010) is probably the most
frequently imaged planetary system. The ∼ 30 Myr A5V star is orbited by four giant planets
(e,d,c,b) with masses between 5 and 13MJup at distances of ∼ [15, 24, 38, 68] AU, respec-
tively (Marois et al. 2008, Marois et al. 2010, Currie et al. 2011). These planets are still very
hot (∼ 1000 K) as they are still releasing gravitational energy in the form of thermal emis-
sion and are therefore bright in the infrared. This, together with the large separations from
the parent star, makes them exceptional targets for the study of exoplanets through direct
imaging. In the past years several studies have been carried out obtaining near-infrared and
infrared measurements of these planets revealing very interesting chemical characteristics of
their atmospheres that suggest the presence of thick clouds (e.g. Janson et al. 2010, Bowler
et al. 2010, Barman et al. 2011, Currie et al. 2011, Madhusudhan et al. 2011).
Interestingly, the clouds could cause the infrared emission from these planets to be po-
larised. de Kok et al. (2011) performed radiative transfer simulations showing that such hot,
giant planets could indeed emit polarised radiation if they present inhomogeneities in their
atmospheres such as bands, spots or even flattening of the planet due to fast rotation (Mar-
ley & Sengupta 2011). This process has already been proposed as the most likely scenario
for the explanation of polarised emission from brown dwarfs (Ménard et al. 2002, Tata et al.
2009, Miles-Páez et al. 2013) and opens up a whole new avenue for exploring giant planets
through polarimetry. Depending on the characteristics of the atmospheric inhomogeneities,
the planets’ polarised signals will be a few percent. Although it is extremely challenging to
detect, the degree and angle of polarisation could reveal otherwise unobtainable information
such as the morphology of the distribution of clouds in the atmospheres (e.g. presence of
bands, patches, etc. . . ) or the rotation axis of the planets (de Kok et al. 2011, Madhusudhan
& Burrows 2012).
Images of these planets are typically obtained using Angular Differential Imaging (ADI)
(Marois et al. 2006). This technique takes advantage of the rotation of the sky during obser-
vations to distinguish between the stellar point spread function (PSF) and the “companion”
signal. In the past years, several techniques and algorithms have been developed to combine
images in optimal ways (e.g. Lafrenière et al. 2007, Amara & Quanz 2012, Soummer et al.
2012, Meshkat et al. 2013) and to improve the contrast by reducing the “speckle” noise in
regions close to the star where the PSF is not stable (Hinkley et al. 2009).
Polarimetric imaging techniques have also greatly improved over the past few years and
are applied to observations of circumstellar environments and planet formation as polarimetry
can directly disentangle the (polarised) scattered flux from circumstellar matter, in the form
of of a disc or in the atmosphere of a planet, from the (unpolarised) flux of the star forma-
tion (e.g. Hinkley et al. 2009, Hashimoto et al. 2011, Jeffers et al. 2012, Dong et al. 2012,
Thalmann et al. 2013, Quanz et al. 2013b, Canovas et al. 2013). Like any other differential
technique, polarimetry requires large fluxes. Additionally, optical elements in the telescope
and instrument can introduce polarisation and also modify the polarisation coming from the
target. These effects have to be properly calibrated.
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In preparation for the next generation of imaging polarimeters such as e.g. SPHERE-
ZIMPOL/IRDIS (Beuzit et al. 2006, Gisler et al. 2004, Schmid et al. 2006a, Thalmann et al.
2008, Langlois et al. 2010, Schmid et al. 2010, 2012) we combine, ADI and polarimetric
techniques in an attempt to measure the polarised signal of the planets in the HR 8799 system.
We focus on the HR 8799 b and c planets that have the largest separations, which allows us
to apply conservative ADI and thereby minimising the risk of removing actual signal from
the planet. The power of ADI and polarimetry resides in fundamentally opposite approaches
where ADI benefits from a rapid sky rotation while polarimetry requires frames within a
polarimetric cycle to be as stable as possible with respect to sky rotation. The challenge is
to find a compromise in both observations and data reduction where both techniques can be
jointly optimized.
In Section 7.2 we present the details of our observations and data reduction approach. In
Section 7.4 we present the first results obtained, and in Section 7.6 we discuss the results and
the potential of future investigations. Finally, Section 6.5 presents our conclusions and the
future avenues we plan to take in order to optimise the technique.
2.2 Observations and data reduction
The observations were taken on the second half of the nights of 20 and 21 July 2012 (089.C-
0688A, PI: R. de Kok) with the Adaptive Optics (AO)-assisted high resolution near-infrared
instrument VLT/NACO (Lenzen et al. 2003, Rousset et al. 2003) under average seeing con-
ditions and nominal AO performance. To perform these PADI observations we introduce a
new observing mode that combines pupil-stabilised (or pupil-tracking) and dual-beam polari-
metric modes with an advanced calibration approach. Several previous polarimetric studies
have used NACO in the field-stabilised mode where the instrument rotates with the parallac-
tic angle as the sky rotates (e.g Quanz et al. 2011, Quanz et al. 2012, Quanz et al. 2013b,
Canovas et al. 2013). In that configuration the polarisastion signal of the target in the sky
stays constant, but the instrumental effects vary with the rotation. We use the same pupi-
stabilised mode of NACO that is used in Sparse Aperture Masking (SAM)-pol observations
(Tuthill et al. 2010, Norris et al. 2012) without introducing the SAM mask in the optical path.
This fixes the instrumental polarisation effects while letting the polarisation in the sky rotate
with the parallactic angle. The advanced calibration we introduce corrects for instrumental
polarisation, efficiency as well as the rotation of the sky reference system with respect to the
(fixed throughout the observations) instrument reference system.
For our observations we fix the position of the instrument such that the first mirror in
the NAOS adaptive optics system is crossed with the telescope mirror that reflects the light
to the Nasmyth focus of the telescope (M3). In this crossed configuration the instrumental
polarisation effects are minimised (Witzel et al. 2011, see Section 2.2.3 below for details) and,
thanks to the pupil-tracking, kept stable during the observations. During the first half-night we
obtained approximately 1.4 hours of total exposure for HR 8799 in the H-band. During the
second night we obtained 0.6 hours of Ks-band total integration. Both data sets were obtained
using the S27 detector with a pixel-scale of 27.15 maspixel−1 in HighDynamic and cube
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modes with the read-out in Double RdRstRd mode. We also used a dithering technique
consisting of performing sets of measurements with an offset in the x (horizontal) direction
of the detector that can then be subtracted to effectively remove background emission and
detector bias.
NACO is equipped with a focal-plane mask, a rotatable half-wave plate (HWP) and a
Wollaston prism to image linear polarisation. The Wollaston prism splits the beam into the
ordinary and extraordinary, orthogonally polarised beams (I⊥ and I‖) separated 3.5′′ in the
y (vertical) direction of the detector. To avoid beam overlap on the detector the focal plane
mask divides the field of view vertically into two areas of 27′′ in length (x-direction) and
3.5′′ in height (y-direction). By rotating the HWP to different position angles it is possible
to select the direction of linear polarisation to be measured. Given the (fixed) position of the
mirrors in our pupil-tracking set up, we define the polarimetric reference system with respect
to the detector such that the eigen-vector of the optical path in the telescope corresponds to
the linear Stokes component Q′. We denote components of the Stokes vector defined in the
instrument reference frame with a prime (e.g.Q′) to distinguish them from components in the
sky coordinate system (e.g.Q).
The observations presented in this study were taken without the polarimetric mask due to
the fact that HR 8799 b orbits at an angular separation of 1.7′′, which would cause it to fall
outside of the field of view at certain parallactic angles. In the following, a polarimetric cycle
is defined as a set of four measurements obtained with the HWP positioned in consecutive
steps of 22.5◦ (e.g. [0, 22.5, 45, 67.5]◦). To minimize overheads we continuously rotated the
HWP in steps of 22.5◦ instead of repeating the polarimetric cycle mentioned above, obtaining
a total of sixteen measurements per dithering position, called a polarimetric block hereafter.
This also allows us to estimage errors such as the Fourier analysis described by Patat &
Romaniello (2006) or the study of the “Null frames” as described in (Bagnulo et al. 2009).
Each H-band cube is composed of 35 frames with an exposure time of 0.45 s, while Ks-band
cubes contain 15 frames at 0.9 s exposure time. Finally, our measurements did not use a
coronagraph mask.
The data reduction consists of four steps: (a) image preparation, (b) polarimetric double
difference, (c) polarimetric calibration and (d) speckle suppression using optimised principal
components analysis (OPCA), which we describe in the following subsections.
2.2.1 Image preparation
Each data cube is associated with a particular dithering position (“left” or “right”) and HWP
orientation (0, 22.5, 45, . . . ). To maximize the signal from the planets, the images of HR 8799
are saturated in the central ∼ 15 pixels. Each data cube is first inspected for frames that have
a maximum lower than a certain threshold indicative of e.g. low AO system performance
and/or drifting. This threshold is determined by a visual inspection of the raw data. The
remaining good frames are then corrected for bad pixels seen in dark and flat mean images
by substituting their values with the median of the surrounding pixels. They are then dark-
subtracted, flat-fielded, converted into photo-electrons using the specified gain of the detector
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Figure 2.1: Example of resulting image when subtracting left and right dithered frames.
(1 count corresponds to 11 photo-electrons, as described in the NACO Period 89, Phase
2 user manual) and mean-combined into a single image. Each of these combined left or
right images corresponds to one position of the HWP; sixteen images form a polarimetric
block (see Table 2.1 below for details). Finally, dithered images of the same HWP angle
in consecutive polarimetric blocks are subtracted to remove background and detector bias
effects. An example of such subtracted image is shown in Figure 2.1.
The subtracted image is convolved with a Gaussian to detect the approximate location of
the resulting four stellar image, and a box of 180×180 pixels is extracted around this position
in the original (i.e. not-filtered) image. Unfortunately, due to the lack of the polarimetric
mask, part of the PSF tail in the upper and lower beams overlap. The box size is therefore
set to minimise the amount of overlapping area while assuring that the signal from planet b
(with a separation of about ∼ 74 pixels) is preserved. Each box is then registered by fitting a
Moffat profile to the non-saturated pixels. The registration is carried out with an accuracy of
an eighth of a pixel (i.e.≈ 3.4 mas).
2.2.2 Polarimetric double difference
The signal in each box (IUL,LL,UR,LR) corresponds to a certain polarisation state, depend-
ing on the position of the HWP. Table 2.1 shows these correspondences according to our
definitions of the Stokes Q′ and U ′ components for the first (left-dithered) and second (right-
dithered) polarimetric blocks. Subscripts UL, LL, UR and LR denote upper left, lower left,
upper right and lower right corners of the left-right subtracted images. Adopting this nota-
tion, the “double difference” method recovers a Stokes component, e.g.Q′, from left-dithered
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frames via
Q′i = 0.5 · ((IUL,1,i − ILL,1,i)− (IUL,2,i − ILL,2,i)) , (2.1)
where subscripts 1 and 2 denote the first and second positions of the HWP corresponding to
the measured linear polarimetric component (Q or U ), and i corresponds to the polarimetric






1,i components (see “Beam Subtr.”
columns in Table 2.1). Note that left and right beams correspond to the same angle of the
HWP but to a different data cube; thus left and right sides are measured at different times.
This time difference corresponds to a complete polarimetric block, which corresponds to
4.2 minutes for the H-band data and to 3.6 minutes for the Ks-band data. The time separation
between positions 1 and 2 of the HWP in each cycle is of about 31.5 s for the H-band and
27 s for the Ks-band.
TABLE 2.1: FIRST LEFT AND RIGHT DITHERED POLARIMETRIC BLOCKS
θHWP (◦) IUL - ILL = Beam subtr. IUR - ILR = Beam subtr.
0 I +Q′ - I −Q′ = Q′1,1 I +Q′ - I −Q′ = Q′1,5
22.5 I + U ′ - I − U ′ = U ′1,1 I + U ′ - I − U ′ = U ′1,5
45 I −Q′ - I +Q′ = Q′2,1 I −Q′ - I +Q′ = Q′2,5
67.5 I − U ′ - I + U ′ = U ′2,1 I − U ′ - I + U ′ = U ′2,5
90 I +Q′ - I −Q′ = Q′1,2 I +Q′ - I −Q′ = Q′1,6
112.5 I + U ′ - I − U ′ = U ′1,2 I + U ′ - I − U ′ = U ′1,6
135 I −Q′ - I +Q′ = Q′2,2 I −Q′ - I +Q′ = Q′2,6








337.5 I − U ′ - I + U ′ = U ′2,4 I − U ′ - I + U ′ = U ′2,8
The double difference method requires that subtracted images are as similar as possible.
In the beam subtraction, images are taken at the same time, but they differ in e.g. optical path
and region of the detector. On the other hand, the subtraction of images taken at positions 1
and 2 of the HWP share the spatial characteristics but differ in time. For this study, the latter is
of particular importance since the sky coordinate system rotates with respect to the detector
during the observations. It is therefore key to assure that the signal of the planets stays as
stable as possible between positions 1 and 2 of the HWP. Figure 2.2 shows the rotation rate
in pixels of HR8799 b and c during the H-band measurements, the ones with the longest
polarimetric cycle. Solid lines show the trajectories of planets b and c. Crosses and pluses
correspond to b and c, respectively, and blue and red colors show Q′1,i and Q
′
2,i, respectively.
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Figure 2.2: Rotation rate in pixels of planets HR8799 b and c during the first half night of our ob-
servations. Crosses and pluses mark the pixel rotation of planets b and c, respectively. Red and blue
symbols show the positions of the planets (in pixels) at the UTC of the measurements of Q1,i and
Q2,i,respectively. Finally, vertical solid green lines indicate the start of each polarimetric block. The
zoomed are shows that the rotation between Q1,i and Q2,i in a cycle is about 3/4 of a pixel.
The zoomed-in plot shows that the planets move about 3/4 of a pixel between these two
measurements. Since the theoretical full-width-half-maximum (FWHM) of the PSF in H and
Ks is of about ∼ 2 and ∼ 2.5 pixels, respectively, we can safely take the second step in the
double difference method.






1,i images revealed that the registration
of the boxes was not accurate enough. To correct for these remaining misalignments the
x and y gradients of the corresponding intensity image were fitted and subtracted form the
Q′1/2,i and U
′
1/2,i images. The effects due to misalignment can be modeled using the gradient
of the intensity image because the subtraction of two misaligned (similar) images can be
approximated by the gradient. We fit the parameters cx and cy that minimise the expression:
∑
(Q′ − cx∇Ix − cy∇Iy)2 . (2.2)






Figure 2.3 shows the result of such an operation (left panel) for a misaligned polarimetric
image (right panel). Note that the correction in the central region generates an artificial
structure due to the fact that this is the saturated region in the intensity images. The gradient
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Figure 2.3: Correction of beam misalignment in a single-difference polarimetric frame by means of an
intensity gradient subtraction. The left panel shows the original (misaligned) image, while the right
panel shows the same frame after the correction. The structure present in the central region is likely an
artifact since this region is saturated in the intensity image.
subtraction is applied when the sky-rotated frames have not yet been combined. The signal of
the planets at this point is likely to be buried in the noise and, since the operation is averaged
over all pixels, the likelihood of subtracting signal from the planets is low. However, we
cannot assume that the planet signal is completely unaffected by the gradient subtraction.
The method has previously been successfully applied in the first detection of the debris disc
around HIP 79977 (Thalmann et al. 2013). To our knowledge, no study has been carried out
to analyze the detailed impact of the gradient subtraction on the polarimetric results.
Finally, some of the beam-subtracted polarimetric images also showed single-pixels arti-
facts. They are the results of a large difference in the pixel values between the two beams.
We identify pixels that deviate > 3σ from their neighbours and substitute their value with the
median of the neighbourhood.











are then obtained (for each cycle) from
Q′i = 0.5 · (Q′1,i −Q′2,i) and U ′i = 0.5 · (U ′1,i − U ′2,i) , (2.4)
which completes the double difference calculation as described in Eq. 2.1. The corresponding
intensity images are then obtained as
IQ′,i = 0.5 · (Q′1,i +Q′2,i) and IU ′,i = 0.5 · (U ′1,i + U ′2,i) . (2.5)
2.2.3 Calibration
NACO is located at the Nasmyth focus of the VLT UT4 telescope. The main consequence of
this, and the fact that it was not specifically designed for polarimetric purposes, is that instru-
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mental polarisation effects are significant and variable with wavelength as well as pointing
for field-stabilised polarimetry. Witzel et al. (2011) presented a model for the instrumental
polarisation (IP) generated by the optics of NACO when observing in field-stabilised mode.
The model was built for the Ks band and was shown to be reliable when compared with po-
larised standard star measurements. However, the model does not include the effects of the
low-inclination mirrors of the NAOS adaptive optics system or of the various dichroic ele-
ments sending light to the wavefront sensor. It also does not include the aging of coatings
and is not applicable to H-band observations.
Instead of relying on a model, we directly measured the IP and cross-talk effects in the
pupil-stabilised mode using unpolarised and polarised standard stars in the Gehrels (1974)
and Whittet et al. (1992) catalogs. Since we keep the instrument fixed in the crossed config-
uration, the instrumental effects are minimized, which corresponds to the meridian crossing
point in the Witzel et al. model (see Figure 6 of their paper). Our approach facilitates the
correction of instrumental effects since they remain fixed throughout the observations, and
the same calibration coefficients apply to all data recorded through the same filter. The only
disadvantage is the required additional observing time, which is needed as the instrumental
polarisation is expected to be larger (IP ≈ 2%) than the signal of the planet (∼ 1.5%).
The linear Q and U Stokes components obtained by means of the double difference de-
scribed above are defined with respect to the coordinate system within NACO. The goal
of the calibration process is to obtain the elements of the response matrix of the telescope
(X,Ichimoto et al. 2008) that transforms the incoming Stokes vector Sin into the measured
Stokes vector Smeas and that describe the instrumental impact on the polarimetric measure-











where MROT(α) is the Mueller matrix for sky rotation with parallactic angle (α) and lower
case q and u are fractional polarisation Stokes components (q = Q/I and u = (U/I). Note
that, throughout the process, we neglect the circular polarisation (Stokes component V ) as it is
not measured and is not expected to be present in our target. The elements of the (normalised




1 Q′in → Imeas U ′in → Imeas
Iin → Q′meas Q′in → Q′meas U ′in → Q′meas
Iin → U ′meas Q′in → U ′meas U ′in → U ′meas

 , (2.7)
considering only linear polarisation Stokes components. Elements X2,1 and X3,1 describe
the amount of IP generated by the system, which bias the measurements of Q′ and U ′. El-
ements X2,2, X2,3, X3,2 and X3,3 describe the efficiency with which the linear polarisation
components are measured and the rotation taking place between Q′ and U ′. Elements X2,1
and X3,1 are not relevant since Q′, U ′ << I . Because of our crossed configuration and the
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definition of the reference system in the instrument (with Q′ as the eigen-vector) we know
that (ideally) elements X3,1, X2,3 and X3,2 should be zero while element X2,2 should be
unity (i.e. transmission of Q′ throughout the system should be perfect).
The fractional linear polarimetric components q′meas and u
′
meas can therefore be de-
scribed as:











where aq,u correspond to the bias IP elements in X and bq,u and cq,u are the coefficients for
transmission and rotation of the linear components of the Stokes vector, respectively. Based
on the fact that Q′ is the eigen-vector of the system we can assume that cq,u are negligible
(i.e. there is no rotation between linear Stokes Q′ and U ′) Then bq,u can be considered as a
coefficient for the efficiency of the measurement of a Stokes component.
The aq,u coefficients are directly obtained by measuring the fractional polarisation of











To obtain the bq,u coefficients, we use a polarised standard (PS) star. These stars have
tabulated values of degree and angle of polarisation (P, θ) for different wavelengths (Whittet





PS and θ = 0.5 · arctan(uPS/qPS) . (2.11)
Note that these components are defined in sky coordinates and, therefore, the measured com-
ponents would rotate with parallactic angle (equivalent to placing a rotating polariser in front



















Measuring the polarisation of such a star (including the correction for the aq,u bias) at two or
more parallactic angles that differ by more than 45◦ allows us to accurately fit the sinusoidal
variation of the polarisation, yielding the coefficients bq,u.
We obtain the fractional linear polarizations q′meas and u
′
meas for the unpolarised stan-
dard star HD 202573 (Gehrels 1974) and the polarised standard RCra 88 using the double
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TABLE 2.2: RCRA 88 TABULATED DEGREE
AND ANGLE OF POLARISATION
Band P (%) θ (◦)
H 2.73± 0.07 92± 1
K 1.84± 0.09 95± 1
TABLE 2.3: CALIBRATION PARAMETERS
Band aq bq au bu
H −0.024 1.017 −0.005 0.569
Ks −0.012 0.801 −0.002 0.469
difference method. The tabulated degrees and angles of polarisation of RCra 88 in both H
and K bands are shown in Table 2.2 (Whittet et al. 1992). Both targets were observed during
the same night as the science observations. The calibration observations do not suffer from
saturation in the central region of the image. Except for not carrying out the OPCA, we fol-
lowed the same data reduction steps that were also applied to the science data. We adjust the
various threshold values defined for the data reduction when needed through visual inspec-
tion of the raw data. We note that the tabulated values are given for K-band instead of Ks.
For the smaller average wavelength of our observations in the Ks band we expect (according
to the Serkowski law for interstellar polarization, Serkowski 1971, 1973) a slightly larger
polarization of the standard star as compared with the tabulated value for K band, but for the
small degrees of polarization that we aim to measure, this difference is not significant.
Figure 2.4 shows the values of q′ and u′ measured for HD 202573 (upper panels) and
RCra 88 (lower panels) in both H and Ks filters. Solid lines in all panels show the best fit to the
data (assuming the rotation between Q′and U ′ is negligible), while dashed lines in the lower
panels show the rotation of RCra 88’s qPS and uPS obtained from the tabulated P and θ. The
calibration coefficients found are aq, bq = −0.024, 1.017 and au, bu = −0.005, 0.569 for H-
band and aq, bq = −0.012, 0.801 and au, bu = −0.002, 0.469 for Ks-band. Values of q and u
of HD 202573 systematically yield an angle of polarisation θ of about∼ 5◦. The random error
(i.e. photon noise) in these measurements is of the order of 10−5% (i.e. 1/
√
Nphot where
Nphot is the total number of photons in all combined images). It is interesting to note that the
value of the instrumental polarisation (aq,u) in our Ks measurements differ considerably from
those obtained by Witzel et al. (2011) based on their model. With our crossed configuration
and according to that study, we should obtain values of about∼ 1% in the Ks filter for bothQ
and U , which agrees with our results only for the case of au. To check the consistency of our
measurements, we obtained the same coefficients aq,u using data of HR 8799 taken with H
and ND_short filters obtaining the same values for the best fit of the data. These discrepancies
can be caused by the fact that the Witzel et al. model may not be fully realistic anymore
due to e.g. ageing effects on the mirrors. Additionally, Ks measurements for RCra 88 at
parallactic angles of about 100 [deg] of, in particular, q show rather systematic variations that
are obviously larger than the error bars that represent the photon noise. The causes of these
variations are yet unknown. Further analysis based on the Fourier and Null frames techniques
(Patat & Romaniello 2006, Bagnulo et al. 2009) will be carried out to explore this issue.
The science data is then corrected as follows1. First, the fractional polarisations q′meas
1We describe the process for q but the exact same steps are taken for the correction of u, applying the corre-
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Unpolarised standard star HD 202573 H-band


































aq, bq = -0.024, 0.999
au, bu = -0.005, 0.518



















aq, bq = -0.012, 0.760
au, bu = -0.002, 0.478
Polarised standard star RCra 88 Ks-band
Figure 2.4: Upper row: Unpolarised standard star HD 202573 values for the fractional linear polarisa-
tion components q′ and u′ as a function of parallactic angle for H (left) and Ks (right) bands. Cross
markers show the data points while the solid line is the best fit to the data, providing the bias aq,u.
Lower row: RCra 88 Polarised standard values for fractional q′ and u′ components also in the H and Ks
bands. Cross markers denote data points while solid and dashed lines show the best fit (assuming the
rotation between Q′and U ′ is negligible) and theoretical values, respectively. The coefficients obtained
from these fits are annotated in each plot.
and u′meas are obtained from Eq. 2.5, normalised to the corresponding intensities, i.e.









These values are corrected for the IP bias via
q′biascorr,i = q
′
meas,i − aq , (2.14)
sponding coefficients.
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To recover the absolute Stokes components, bias and efficiency corrected q′biascorr+eff.corr,i
are multiplied by the total intensity in the Q′ images,
Q′i = q
′
biascorr+eff.corr,i · 0.5 · (IQ′,1,i + IQ′,2,i) = q′biascorr+eff.corr,i · 0.5 · IQ′,i . (2.16)
Finally, Q′i and U
′
i images are derotated to the sky coordinate system using MROT(−α),
Qi = Q′icos(−2α) + U ′isin(−2α)
Ui = −Q′isin(−2α) + U ′icos(−2α)
(2.17)
TheseQi and Ui polarimetric images are now ready for the principal component analysis.
2.2.4 Optimised principal components analysis (OPCA)
We use the Optimised Principal Components Analysis (OPCA) code written by Meshkat
et al. (2013). The PCA algorithm (see e.g. Amara & Quanz 2012) operates over the set of
(sky rotated) images finding a number of basis functions describing the common features
of the PSF by means of the singular value decomposition (SVD) of the data-set. Since the
sky rotates with respect to the detector, this process is building a model library of the PSF
and its typical variations. The projection of the individual PSFs onto a number of principal
components is then subtracted from each frame, yielding the PSF-corrected image.
The OPCA code expands the capabilities of the regular PCA to maximise the S/N of
the planet by specifying the inner and outer radii of the annular area to be optimised and
by varying the number of co-added frames to avoid self-subtraction of a signal at a certain
angular distance from the central star, which is achieved by rejecting frames with insufficient
rotation in the SVD computation. This approach yields an improvement of the sensitivity of
about 0.5 mag with respect to regular PCA and of 0.5 mag with respect to Locally Optimised
Combination of Images (LOCI,Lafrenière et al. 2007) (Meshkat et al. 2013).
PCA methods are now extensively used in high-resolution imaging of exoplanets (e.g
Amara & Quanz 2012, Meshkat et al. 2013, Quanz et al. 2013a, Thalmann et al. 2013) but
they have never been, to our knowledge, applied to polarimetric data. The main complication
is that we now have a minimum of four (Ii, Qi and Ui) and up to six (Ii, Qi, Ui, IQ,i,
IU,i and Pi) data sets with potentially different PSF and noise characteristics. We therefore
optimise the OPCA parameters for each data set separately. In the end we want fractional
















































Figure 2.5: Signal-to-noise (S/N) and mean and standard deviation of the local noise curves used to
find the optimal number of principal components to be subtracted from the b-optimised I data set in
H-band.
Ii datasets need to be combined. These OPCA-corrected final images have very different
background properties, and it is not clear what the impact of this is on detection and upper
limit determinations. Fractional polarimetric images cannot be simply added because they
are not linearly related, so applying OPCI to qi and ui datasets is not an option.
In any case, using the OPCA components optimised for the intensity to improve the Qi
andUi data is not justified considering that the basis functions may be fundamentally different
for intensity and polarization. In this first application of OPCA to polarimetric data, we
independently optimise the OPCA components for Ii, Qi and Ui. A detailed analysis of the
impact of this approach on the final results is outside of the scope of the present effort.
The Ii and Qi (and Ui) data sets have a total of 312 and 78 frames, respectively, in the
H-band; in the Ks-band these numbers are lower, 156 and 39, respectively. Since we are
interested in optimising the data at the radial position of the planets b and c, which are 35 and
65 pixels, we define the area to be optimised by OPCA as all pixels situated at radii between
20 and 80 pixels. For the optimisation of each frame, we reject neighbouring frames in which
the sky rotation at the radius of the planets is less than one FWHM of the PSF. This rejection
parameter is set for one radius at a time in OPCA, therefore we run OPCA on five datasets
(Ii, Qi, Ui,Qcali and Ucali) for the two filters and twice again, one time for each planet
radius.
To find the optimal number of principal components for each data set, we run OPCA with
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TABLE 2.4: OPTIMAL NUMBER OF OPTIMISED PRINCIPAL COMPONENTS
SUBTRACTED FOR EACH DATA SET
Band
Ii Qcali Ucali Qi Ui
b c b c b c b c b c
H-band 23 25 6 11 3 6 10 3 9 4
Ks-band 11 27 11 8 4 9 10 8 10 7
a range of components for all twenty sets and record the statistics, e.g. maximum, sum, mean,
median and standard deviation of four regions in the final mean-combined image of each
data set. These four regions contain the signal in the pixels occupied by the planets, and the
signal in a ring six pixels wide centered on their respective positions in the Intensity images,
to evaluate the local background. We determine the optimal number of components for the





where Imax,planet is the maximum intensity value in the region occupied by the planet signal
and σloc.noise is the standard deviation of the pixels in the local noise region. Since this
value is not representative of a detection in our polarimetric images, we choose the number
of components for the Qi and Ui data sets that minimises the standard deviation in the local
background regions.
Figure 2.5 shows the Ii H-band b-optimised result. Note that the optimal parameters for
c and b in H and Ks in Ii and Qi and Ui only differ in the number of principal components
subtracted from the frames (see Table 2.4) and the radius at which the rejection parameter is
set. We optimise Qi and Ui with both calibrated and uncalibrated data to monitor the impact
of the calibration procedure on the final results.
2.3 Results
Figure 2.6 shows the signal to noise (S/N) maps of the mean-combined intensity images ob-
tained after the optimal number of PCA components have been subtracted in H and Ks bands
(upper and lower panels, respectively). These maps are obtained by convolving the image
with the resolution element (depends on the filter) and then dividing the value in each pixel
by the standard deviation of the pixels in a one-pixel-wide ring, centered on the star, at the
radial position that contains that particular pixel. In this way an image of the estimated S/N
in every pixel of the image can be obtained. However, to determine the actual S/N at the
position of the planets, we apply Equation 2.18, which considers the local noise.
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The left and right maps in Fig. 2.6 show the S/N maps for OPCA optimisation radii of 35
and 63 pixels, i.e. the approximate separation of c and b planets, respectively. The S/N ratio,
as defined in Eq. 2.18 of planet b in H and Ks bands is 10.36 and 13.6, respectively. Planet
c has lower S/N ratios, 8.95 and 6.62, mainly due to the fact that the region is dominated by
speckle noise. The radial structure present in these intensity S/N maps seems to be dominant
in the region of planet b, which could indicate that a more aggressive OPCA (i.e. that subtracts
more principal components) may be a way of improving the results at this separation.
Figure 2.7 shows the same maps for calibrated Q and U images, where no statistically
significant detection has been obtained.
However, a considerable improvement is achieved in terms of speckle and background












































































Figure 2.6: Signal-to-noise maps of the intensity images after subtraction of the optimal number of
principal components. Upper panels: S/N maps in H-band for b (left) and c (right)-optimised OPCA
reduction. Lower panels: The equivalent in the Ks-band. The black circles mark the positions of the
planets.
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Figure 2.7: Signal-to-noise maps of the mean-combined, calibrated Q (left) and U (right) images after
subtraction of the optimal number of principal components found for planet b in the case of the H-band
data (upper panels) and the Ks-band data (lower panels). Black circles mark again the position of the
planets.
noise reduction at the position of planet c. Figures 2.8 and 2.9 show the contrast curves
obtained for both Q (upper panels) and U (lower panels) images obtained for the calibrated
(left) and uncalibrated (right) data sets. Solid purple and brown lines show the radial profiles
of the total intensity of the star and the 1σ standard deviation of this profile in the planet
regions after OPCA. The dashed brown line shows the 1σ radial profile of the StokesQcal,Q
and Ucal, U images, respectively. All curves are normalised to the flux of the star. For
comparative evaluation of the curves, we show simulated profiles of the planets (stellar PSF
scaled to the maximum value found for the planets in the intensity images Imax,planet). The
dashed lines show the maximum degree of polarisation expected for the planets due to the
inhomogeneous atmospheres of 1% (de Kok et al. 2011).
Comparison of the purple and brown solid lines shows that our optimised PCA improves
46 Chapter 2




















































































































Figure 2.8: Contrast curves for H-band
the contrast by ∼ 2 orders of magnitude in both filters at the position of the planets, although
the improvement at the position of b in the H-band seems to be higher (∼ 2.5 orders of
magnitude). At the position of planet c our polarimetric results (brown dashed lines) show
an additional improvement by a factor of ∼ 8 and ∼ 4 in the H and Ks bands, respectively,
in both Q and U , while the improvement in the region occupied by planet b is insignificant.
This suggests that the region, in the Q and U images, is dominated by photon noise and
background subtraction. In the former case, the limitations of the polarimetry at this position
could be improved by observing for longer time.
Upper (calibrated) and lower (uncalibrated) panels in these figures show that our calibra-
tion procedure yields better contrast improvement by a factor of ∼ 4 in the H-band and ∼ 2
in Ks band, at the position of planet c.
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Figure 2.9: Contrast curves for Ks-band
where σQ/U,planet is the standard deviation of pixels at the position of the planet in the
polarised images. According to this equation and the data reduction process described above,
the upper limits for both the fractional q and u polarisation of planet b are ≈ 10% in the H-
band and≈ 8% in the K-s band, which give an upper limit for the degree of linear polarisation
(p =
√
q2 + u2) of pmax ≈ 15 and 11% for the H and Ks bands, respectively. For planet c
these values are considerably lower, pmax ≈ 4 and 6% for the H and Ks bands, respectively.
All values are computed with calibrated data. Table 2.5 details these upper limits for the
degree of fractional polarisation (p) and fractional q and u for each planet and filter.
2.4 Discussion
The S/N values and the upper limits obtained here are not yet sufficient to detect the expected
polarisation signal of about a 1.5%. However, based on the analysis of the contrast curves of
Figures 2.8 and 2.9, we conclude that PADI offers promising avenues for the improvement
of the speckle noise suppression with respect to ADI techniques alone. Indeed, our results
show that at the separation of planet c (0.96′′), a region still dominated by speckle noise,
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TABLE 2.5: SIGNAL TO NOISE VALUES AND UPPER LIMITS
Band
S/N qmax umax pmax
b c b c b c b c
H-band 10.4 8.9 10.4% 2.6% 10.5% 3.9% 14.8% 4.7%
Ks-band 13.6 6.6 7.7% 3% 8% 5% 11% 6%
the improvement in contrast is almost an order of magnitude (in H-band) compared to using
OPCA alone (almost 6 orders of magnitude in total with respect to the central star). Cir-
cumstellar regions not dominated by speckle noise are not benefitting nearly as much from
this technique, although some improvement may be achieved by observing for longer times.
When compared to polarimetry alone, PADI also proves superior in terms of speckle suppres-
sion. Comparing our contrast curves and previous observational studies such as Hinkley et al.
(2009) (their Figure 2) show that PADI increases the contrast by about an order of magnitude
at all angular separations.
The combination of polarimetric and angular differential imaging techniques is not straight-
forward and involves some trade-offs. Many different ways of combining the ADI and
polarimetry still need to be investigated, which may lead to further improvements. In the
following paragraphs we take a critical look at our procedures and discuss potential future
improvements.
• Combination of frames for polarimetry and OPCA:
As explained in Section 7.2 we carry out the double difference on the data before ap-
plying OPCA. At first sight, this may be reasonable since each double difference frame
is obtained from frames in one polarimetric cycle, i.e. as close in time as possible. This
ideally removes systematic differences between different beams and parts of the de-
tector, leaving a set of rather “clean” frames for OPCA to work on. The modest sky
rotation rate in our data (see Figure 2.2) makes it possible to take the double difference,
but there is still some sky rotation and applying OPCA on beam-subtracted (i.e. single
difference) frames instead of the double difference frames would have the advantage
of OPCA working with differences that have been obtained from simultaneous images.
Moreover, applying OPCA over, for example, sub-sets of all beam-subtracted frames
of the same angle of the HWP could also improve its efficiency since the amount of sky
rotation in between them is larger and the remaining systematic errors after the beam
subtraction are more similar since the optical path is the same. This could reduce the
number of components that have to be removed from the image, thereby minimising
the risk of subtracting part of the planet signal. Another issue to take into account is
the observing site. Since the rotation rate of a certain target in the sky differs from
one site to another, the approach to this optimisation will most likely be different. As
the sky rotation for HR8̇799 much larger when observed from e.g. Mauna Kea we can
expect better ADI performance while the polarimetric performance may be diminished
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in comparison with the site of the observations we present here (Paranal).
At an early stage of the study, we performed some tests in order to compare two com-
bination methods: beam subtraction, then double difference and then OPCA and beam
subtraction, then OPCA and then double difference. In those experiments we found no
significant differences between the two approaches, but the data reduction process has
since evolved and these results should not be considered as being conclusive. More-
over, the resulting Q′ and U ′ still need to be derotated to the sky coordinate system
according to the parallactic angle, which psoes the question of how to do this if OPCA
is performed before the double difference.
Our approach is conservative since both double difference and OPCA methods are
combined relatively independently and performed as usual. Polarimetric data sets can,
however, be combined in many different ways, and it may indeed pay off to depart
from the conservative view and explore completely new combinations, which will be
considered in future efforts.
• Gradient subtraction correction of bad centering in polarimetric frames:
The approach to correcting remaining centering imperfections in beam-subtracted im-
ages was introduced by (Snik et al. 2010) for solar polarimetric measurements and
applied for the first time to the polarimetric measurements of a circumstellar disc by
Thalmann et al. (2013). In the framework of our study it seems to be, as Figure 2.3 sug-
gests, very successful. As explained in Section 7.2, the subtraction of the directional
gradients of the intensity image is optimised by finding the cx and cy coefficients by
means of Equation 2.3, but the impact of this gradient subtraction on the planet signal
has not been quantified. Since the operation is applied to the data at a very early stage
and the signal of the planets is likely to be within the noise, it seems safe to assume
that the effect on the planet’s combined signal after OPCA is minimal. Still, this needs
to be confirmed.
• Flux sensitivity:
We find values for the difference in magnitudes (∆m) between the star and the planets
of [−13.57,−12.32] mag in the H-band and [−12.18,−11.46] mag in the Ks-band for
b and c, respectively. These values differ by less than a magnitude from those mea-
sured in dedicated photometric studies (i.e. [−12.6,−11.6] mag for the H-band and
[−11.77,−10.85] mag for the Ks band, Marois et al. 2008, Currie et al. 2011). This
suggests that our sensitivity in flux is reasonably good. However, looking at the S/N
maps of Figure 2.6 it is clear that some radial structure is still present, and we think
that the values for the S/N found for the planets can still be improved by increasing the
number of principal components subtracted from the intensity images.
While beam-subtracted polarimetric frames are corrected for centering errors through
the gradient subtraction technique, the intensity frames remain as they are after the
Moffat-fitting-based centering. This implies that some poorly centered frames may
remain in the data set before the OPCA and will therefore be included in the SVD
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computation. In principle this is taken care of by the SVD operation but it may make it
less effective, meaning that for the same amount of principal components subtracted, a
better-centered data set could have yielded higher fluxes in the planets.
Our centering approach based on the Moffat profile fitting to the (masked) saturated
frames is a widely used technique applied to both polarimetric and angular differential
imaging studies. Historically, maybe the cross-correlation between frames has been
more frequently applied to polarimetric data although its application to saturated im-
ages is far from trivial. To our knowledge no comparative study has been published on
this issue, which may be crucial for the success of PADI.
• "a-posteriori" noise-reduction techniques:
To reduce the noise several techniques can been applied to the final intensity and po-
larimetric images. As a first attempt at noise filtering, we applied a matched filter by
convolving the images with the PSF of the star obtained from the non-saturated data.
The aim is to “smooth out” signals that do not correlate with the PSF.
Figure 2.10 shows the same contrast curves as presented before for the calibrated H-
band data set along with the curves of the 1σ value of the intensity image after OPCA
and matched filter and of the same filter applied to the polarimetric images (yellow
solid and dashed lines, respectively). The application of the filter yields a considerable
improvement in the achievable contrast, particularly in the polarimetric images.
The 1σ upper limits for the fractional degree of polarisation we obtain at the position of
the planets b and c are now of [6, 2]% for the H-band and [6, 3]% for the Ks-band. How-
ever, we note that these are preliminary results and further investigations are needed to
fully understand the effect of the filter on the polarimetric data, particularly at the posi-
tion of planet c. For example, in the case of the u fractional polarisation at the position
of planet c, a bump is visible. Inspection of the filtered polarimetric image shows that
the structure in that region is likely to be affected by the surrounding (noise) structure.






























































Figure 2.10: Contrast curves for H-band with resolution element filter included
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If the application of this filter to the polarimetric images proves to be reliable, the
values we obtain start to approach the maximum values of the expected polarisation.
This is, without any doubt, one of our main avenues for future investigations.
2.5 Conclusions and outlook
We presented VLT/NACO combined polarimetric and angular differential imaging (PADI)
measurements of the exoplanetary system HR 8799 in H and Ks bands. The goal of the
study is to measure the polarisation of the planets b and c, which are likely to be about 1%
polarised in the infrared as a consequence of scattering of their own infrared emission by
their inhomogeneous atmospheres. Such a detection would directly confirm the presence of
clouds in the atmospheres of these hot, giant planets. Once detected, the degree and the
angle of polarisation can constrain morphological features of the atmosphere and physical
characteristics such as the spin rotation axis of the planets.
Our study shows no detection of a significant, linearly polarised signal in the two planets.
Our 1σ levels for a detection in the degree of polarisation at the position of the planets are
∼ [15, 11]% for planet b and [5, 6]% for planet c in H and Ks bands, respectively. These
1σ upper limits are too large to draw scientific conclusions about particular characteristics
of these planets. However far from optimal, our results do show the potential of the PADI
technique for the improvement of speckle suppression in regions dominated by speckle noise;
at short wavelengths and small separations the improvement in contrast is at least an order of
magnitude as compared to conventional ADI approaches.
We introduce a new calibration method based on directly measuring the components of
the telescope’s Mueller matrix from measurements of unpolarised and polarised standard
stars in pupil-stabilised mode. This approach has the advantage of providing instrumental
polarisation and efficiency factors directly applicable to the science data at all wavelengths
and pointing angles of interest, provided that the standard stars are measured in all filters
needed and the polarised stars, in particular, at two parallactic angles separated by at least by
45◦.
Based on the points discussed in Section 7.6, it is clear that further investigations are
needed to optimise this technique. Our main interest for the near future is to understand
the sources of the limitation of our polarimetric sensitivity and to sort out the best way of
combining the double difference and OPCA methods other than the conservative approach
used here. As we pointed out in the discussion, the application of the matched filter to the
polarimetric images appears to be promising and will be explored in the future. Another
important focus of interest for the future is to explore the contrast improvements PADI yields
at angular separations smaller than that of planet c, which we expect to be larger than an order
of magnitude based on the performance we currently obtain.
With the upcoming commissioning and start of operations of VLT/SPHERE and the high-
resolution and powerful polarimetric capabilities of its polarimeters (ZIMPOL and IRDIS), it
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One of the best prizes life has to offer is the
chance to work hard at work worth doing.
– adapted from T. Roosvelt
Abstract
Transitional discs are a special type of protoplanetary discs where planet formation is thought to be
taking place. These objects feature characteristic inner cavities and/or gaps of a few tens of AUs in the
sub-millimetre images of the disc. This signature suggests a localised depletion of matter in the disc that
could be caused by planet formation processes. However, recent observations have revealed differences
in the structures imaged at different wavelengths in some of these discs. In this paper, we aim to explain
these observational differences using self-consistent physical 2-D hydrodynamical and dust evolution
models of such objects, assuming their morphology is indeed generated by the presence of a planet. We
use these models to derive the distribution of gas and dust in a theoretical planet-hosting disc, for various
planet masses and orbital separations. We then simulate observations of the emitted and scattered light
from these models with VLT/SPHERE ZIMPOL, Subaru/HiCIAO, VLT/VISIR and ALMA. We do this
by first computing the full resolution images of the models at different wavelengths, and then simulating
the observations accounting for the characteristics of each particular instrument. The presence of the
planet generates pressure bumps in the gas distribution of the disc whose characteristics strongly depend
on the planet mass and position. These bumps cause large grains to accumulate while small grains are
allowed into inner regions. This spatial differentiation of the grain sizes explains the differences in the
observations since different wavelengths and observing techniques trace different parts of the dust size
distribution. Based on this effect, we conclude that the combination of visible/near-infrared polarimetric





Transitional discs are generally believed to be the result of a planet forming stage in a cir-
cumstellar disc. As such, their study provides with important information that can help us
to constrain the physics of the planet formation process. Therefore, a considerable amount
of effort is currently being invested to understand these objects better, both theoretically and
observationally. In general, the spectral energy distribution (SED) of these sources as well as
interferometric measurements at sub-millimitre wavelengths show evidence for inner cavities
and/or gaps (e.g. Strom et al. 1989, Espaillat et al. 2010, Andrews et al. 2011). One of the
interpretations of these observations is that a fraction of the material in the disc is depleted
by a forming planet (see the review of Williams & Cieza 2011, for an extensive view).
Recently observational work has called this conclusion into question based on e.g. mea-
surements of the accretion rate (e.g. Calvet et al. 2005, Espaillat et al. 2007) and polarimetric
observations of the inner regions of the disc (Dong et al. 2012). The latter one, of particu-
lar interest since it involves direct imaging of the disc structure, was carried out as a part of
the near infrared (NIR) Strategic Explorations of Exoplanets and Disks with Subaru survey
(SEEDS, Tamura 2009). The results of the survey were surprising regarding a number of
transition discs classified as such based on sub-mm emission observations. The polarimet-
ric images of these discs did not show the expected gap (Dong et al. 2012). A parametric
model of the disc with a continuous radial distribution of small grains ∼ 1µm and a signifi-
cant depletion of big grains ∼ 1 mm in the inner regions of the disc was found to reproduce
such observational discrepancies. These regions would appear empty in the sub-mm images
whereas the presence of small grains, scattering light very efficiently in the NIR wavelengths,
would explain the polarimetric measurements. However, due to the parametric nature of the
model, the Dong et al. (2012) study could not provide an explanation of the physical mech-
anisms causing this differentiation of big and small dust grain distributions across the radial
extent of the disc, but merely suggested that some filtering mechanism must be active.
Theoretical studies such as Rice et al. (2006), Zhu et al. (2011, 2012), Pinilla et al. (2012a)
provide a potential physical explanation. The main drive for these studies is to explain how
particles of dust in a disc can grow up to large sizes (∼ 1 m) without being dragged towards
the star by the radial drift mechanism. This constitutes one of the long standing problems in
planets formation, the “1-m barrier” problem (Weidenschilling 1977, Brauer et al. 2008). In
particular, one of the latest studies (Pinilla et al. 2012a), explored the influence the presence
of a planet has on the distribution of gas and dust in the disc. In this study, the authors
combine 2-D hydrodynamical simulations of the evolution of the gas distribution in a disc
that hosts a planet with state of the art dust evolution models. These models include, for
the first time, self-consistent calculations of the radial drift, coagulation and fragmentation
mechanisms undergone by the dust (Birnstiel et al. 2010). They showed that the presence of
a planet generates pressure gradients in the gas distribution that cause the velocity of the gas
to increase to near-Keplerian values at specific radial positions. This reduces the differential
velocity between dust and gas particles and, therefore, the drag force exerted on the dust. As
a consequence, large particles (∼ 1 mm), which are less affected by the gas drag, accumulate
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in those radial locations where the pressure reaches a maximum, which allows them to grow
“protected” from the radial drift. Smaller grains, still coupled to the gas, follow the accretion
flow into the inner regions of the disc. The trapping and filtering characteristics and the radial
position of these bumps are highly dependent on the mass and position of the planet.
If these models indeed reproduce the physical processes taking place in a transitional
disc, measuring the characteristics of this size-differentiated dust distribution should allow
to constrain characteristics of the planet that causes it. The observational differences found
between sub-mm emission and NIR scattered images become then a powerful diagnostic
tool for transitional discs and the planets they host. In this work, we perform a theoretical
study simulating observations of hydrodynamical and dust evolution models, similar to those
presented in Pinilla et al. (2012a), with SPHERE ZIMPOL, HiCIAO, VISIR and ALMA.
Our aim is to 1) test whether these models can reproduce the general characteristic features
found in observations, 2) analyse what different imaging techniques can tell us about the dust
distribution and 3) detect the best imaging strategy to constrain characteristics of the planet
such as mass and position from dust measurements. We would like to clarify that we do
not aim to explain detailed characteristics revealed by particular observations of transitional
discs.
The study is organised as follows: In Section 7.2, we describe the methodology used to
obtain the disc models and the simulated observations. In Section 7.4 we present images and
radial profiles obtained for the different cases and instruments considered and in Section 7.6
the discussion of those results. Finally, in Section 6.5 we provide a short summary of the
study and list our conclusions.
3.2 Method
In order to generate images of a transitional disc, we base our study in the disc-planet inter-
action models presented in Pinilla et al. (2012a). These models combine two dimensional
hydrodynamical and dust evolution simulations including radial drift, coagulation and frag-
mentation, to self-consistently reproduce the evolution of the gas and dust in the disc. We
consider the cases of a disc with a planet of masses Mp = [1, 9, 15]MJup at radial posi-
tions Rp = [20, 40, 60] AU. We take the resulting distribution of dust and gas for these three
cases after 3 Myr of evolution and input them in the Monte-Carlo radiative transfer code
MCMax, to produce full resolution intensity and polarised intensity images of the emitted
and scattered flux. Finally, we simulate realistic observations with VLT/SPHERE ZIMPOL,
Subaru/HiCIAO, VLT/VISIR and ALMA either using specific instrument simulators or con-
volving the full resolution images with the characteristic point spread function (PSF) and
adding realistic effects such as noise, and decrease in resolution due to seeing. In the follow-
ing subsections we present the details of the steps followed.
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Figure 3.1: Top panels: 2D gas surface density for [1, 9, 15] Mjup after 1000 orbits of evolution. Bot-
tom panels: Vertically integrated dust density distribution for each planet mass and for the case of
Rp=20 AU. The white line corresponds to the size of particles that feel the highest radial drift and it is
proportional to the gas surface density.
TABLE 3.1: DISC-PLANET SIMULATION
INPUT PARAMETERS FROM PINILLA ET AL. 2012
Temperature of the star (Tstar) 4730 K
Radius of the star (Rstar) 1.7M
Mass of the star (Mstar) 1M
Mass of the disc (Mdisc) 0.0525M
Position of the planet (Rp) [20, 40, 60] AU
Fragmentation velocity (vf ) 10 m/s
Inner disc radius (Rdisc,inn) 0.025Rp
Outer disc radius (Rdisc,out) 7.0Rp
Solid density of dust particles (ρdust) 1.2 g/cm3
Alpha viscosity (α) 10−3
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3.2.1 Disc-planet interaction models
To obtain the gas and dust distribution of our transitional discs we follow the same simulation
procedure used in Pinilla et al. (2012a). The results are obtained by first solving the equations
for the hydrodynamical interactions between the gas in the disc and the planet, and then com-
puting the evolution of the dust in a disc with the obtained gas surface distribution. The first
computation is done by means of the two-dimensional hydrodynamical code FARGO (Mas-
set 2000), which uses finite differences to solve the Navier-Stokes and continuity equations
in a grid of annular cells that define the disc. The simulations were computed selecting open
boundary conditions to allow the material to leave the grid. The logarithmically extended
radial grid is taken for each case from Rdisc,inn = 0.025 to Rdisc,out = 7.0, using normal-
ized units, such that the planet is located at Rp = 1.0. Table 3.1 lists the input parameters
used in these simulations. They are the same as in Pinilla et al. (2012a) but considering only
Σ ∝ r−1, kinematic viscosity ν = αcsh, with α = 10−3, and normalizing the mass of the
disc to Mdisc = 0.55M. Stellar parameters are those typical of T-Tauri stars. Note that
parameters defining the geometry of the disc, i.e.Rdisc,inn and Rdisc,out are defined with re-
spect to the position of the planet such that they are always far enough from it allowing for
a appropriate study of the effects it has in the inner and outer discs. Although this link may
not be necessarily physical, it allows for comparison of the different planet separation cases
without increasing the radial resolution of the simulations i.e. the required computational
time.
The hydrodynamical simulations are done until the disc reaches a quasi-stable state after
∼ 1000 planet orbits. The 2D gas surface density is then azimuthally averaged and used as
the initial condition for the dust evolution modelling. Note that during the dust evolution
modelling the gas surface density remains constant on timescales of millions of years, hence
any mechanism that may disturb the gas density as, for instance, photoevaporation, is omitted.
For the dust evolution simulations, we use the 1-D code described in Birnstiel et al. (2010),
which computes the growth and fragmentation happening in the radial dust distribution due
to radial drift, turbulent mixing and gas drag forces. The dust is initially distributed such that
the dust-to-gas ratio is 1% and with an initial size of 1µm. The dust distribution is evolved for
3 Myr. We follow this process for all planet mass and radii cases, i.e., Mp = [1, 9, 15]MJup
and Rp = [20, 40, 60] AU.
Fig. 3.1 shows the results of these simulations for each planet mass studied and for the
specific case of Rp = 20 AU. Top panels show the 2D gas surface density after 1000 orbits
of evolution. For each case, it is clear how the shape of the gap varies with the mass of the
planet. For the case of 15 Mjup, even a vortex appears at the outer edge of the gap due to the
high mass of the planet (Ataiee et al. 2013).
Bottom panels of Fig. 3.1 show the vertically integrated dust density distribution (see
Pinilla et al. 2012a, Eq. 5 and 6). The solid white line indicates the size of particles that feel
the highest radial drift, which is directly proportional to the azimuthally averaged gas surface
density (see Pinilla et al. 2012a, for details). The presence of the planet clearly perturbs the
gas and dust density distributions, dividing the disc into inner and outer regions, where the
distribution of dust particle sizes is clearly different. Note that, due to the 1-D nature of the
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dust evolution code, the dust distribution cannot reproduce the asymmetries caused by the
presence of e.g. vortices in the gas distribution. For the purposes of our study, where the aim
is to analyse the radial morphology of the dust distribution, this approximation is sufficient.
3.2.2 Radiative Transfer simulations
To compute the emitted and scattered flux of the disc we use the Monte-Carlo radiative trans-
fer code MCMax (Min et al. 2009). MCMax self-consistently solves the temperature and
vertical structure of the distribution of gas and dust in the disc given the size and composition
of the particles and the characteristics of the central star, including the effect of dust settling.
It produces common observables for the study of the disc such as SED or emission and scat-
tering images, at the desired wavelengths and inclination angles. MCMax is widely used to
compare theoretical models of discs with observations (see Mulders et al. 2010, 2011, Mul-
ders & Dominik 2012, de Vries et al. 2012, Canovas et al. 2012b, Jeffers et al. 2012, Lombaert
et al. 2012, Honda et al. 2012, Min et al. 2012, Mulders et al. 2013, for some examples).
MCMax reads in the distribution of gas and dust obtained from the disc-planet models for
all planet mass and separation cases as well as the central star and general disc parameters. It
also requires a composition of the dust to compute the opacities and temperatures. We model
this composition as a mixture of silicates (∼58%), iron sulphide (∼0.18%) and carbonaceous
dust grains (∼0.24%) with an average density of ρ = 3.2 g/cm3 (Min et al. 2011). We set
a porosity for the dust grains of p = 0.625 which corresponds to the ρ = 1.2 g/cm3 used
in the dust evolution simulations. The indexes of refraction needed to compute the opacities
were obtained from Dorschner et al. (1995), Henning & Stognienko (1996) for the silicates,
from Begemann et al. (1994) for the iron sulphide and from Preibisch et al. (1993) for the
carbonaceous dust grains. MCMax self-consistently simulates the settling effect provided
the viscous turbulence (α). We set this value to that of the disc-planet simulations (i.e.α =
10−3). The vertical structure of the gas in the disk is solved iteratively under the assumption
of vertical hydrostatic equilibrium. The vertical structure of the dust is then computed using
settling and vertical turbulent mixing.
With the resultant temperature and vertical structure, MCMax produces intensity and
polarised intensity theoretical images of the disc at the desired wavelength. In this paper we
will discuss the results obtained for wavelengths of λ = [0.65, 1.6, 20, 850]µm which are the
most commonly used for imaging diagnostics of circumstellar matter.
3.2.3 Simulated observations
To simulate realistic observations of the modeled discs, we select a set of currently available
(Subaru/HiCIAO and VLT/VISIR) and near future instruments (VLT/SPHERE-ZIMPOL and
ALMA Complete Array) that are (or are likely to be) leading the field of imaging circumstel-
lar environments. These instruments work in different regions of the electromagnetic spec-
trum, thus probing different features in the disc. We select a filter from the available ones in
each instrument (RI , H , Q and 850µm), and produce an MCMax full-resolution image for
a particular wavelength in the filter range (λ = [0.65, 1.6, 20, 850]µm respectively). Then
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TABLE 3.2: WAVELENGTH AND RESOLUTION OF THE
SIMULATED IMAGES
Instrument 1.2λ/D final d = 140 pc
SPHERE ZIMPOL 0.02′′ 0.03′′ ∼ 4 AU
Subaru HiCIAO 0.04′′ 0.09′′ ∼ 13 AU
VLT VISIR 0.6′′ 0.62′′ ∼ 87 AU
ALMA complete 0.013′′ 0.015′′ ∼ 2 AU
we either process these images using a specific instrument simulator, convolving it with a
measured or simulated PSF of the instrument (depending on the case), and adding photon
noise and loss of resolution accounting for realistic observational effects. We assume an ex-
posure time of tobs = 1200 s with all instruments. Table 3.2 shows the the theoretical and
final resolution obtained for the simulated observation with each instrument. In the following
paragraphs we explain the details of the image processing followed in each case.
• R-band intensity and polarised intensity images with SPHERE ZIMPOL:
Intensity and polarised intensity observations with SPHERE in R-band are simulated
with the SPHERE ZIMPOL simulator that comes as part of the SPHERE software
package (Thalmann et al. 2008). SPHERE (Beuzit et al. 2006) is the planet finder de-
signed for the Very Large Telescope, which is planned to see first light by the end of
2013. By means of its polarimeter ZIMPOL it provides linear polarimetric imaging ca-
pabilities for the characterisation of circumstellar environments and exoplanets (Gisler
et al. 2004, Stuik et al. 2005, Thalmann et al. 2008, Roelfsema et al. 2010, Schmid
et al. 2010). The simulator takes full resolution intensity and polarimetric images as
the input, and generates the observed images simulating the artifacts and aberrations
caused by the optical system. We choose the RI filter in the simulator and process the
MCMax intensity, Stokes Q and U images. The final polarised intensity image was
obtained as PI =
√
Q2 + U2.
• H-band intensity and polarised intensity images with HiCIAO:
In the case of H-band images, we convolve the full resolution intensity and Stokes
Q and U images with a measured HiCIAO H-band PSF. This PSF was obtained from
the publicly available ACORNS-ADI data reduction pipeline (Brandt et al. 2013). We
add photon noise to the convolved images as follows. First we add photon noise to the
convolved intensity image. Then the previous noise-free intensity image is subtracted
from this one to generate a photon noise map. We do this two consecutive times to gen-
erate different maps for the Q and U images. Each map is divided by two, assuming
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that half of the observing time goes to each linear polarisation measurement (i.e.Q and
U ), and the result is added to the convolvedQ and U images. The final polarised inten-
sity image is then computed again as PI =
√
Q2 + U2. The final resolution obtained
in this case is determined by the full width half maximum (FWHM) of the measured
PSF.
• Q-band intensity images with VISIR:
To simulate Q-band observations we use MCMax. Provided the dimensions of the
primary and secondary mirrors and the exposure time, the code can generate a theoreti-
cal PSF to be convolved with the images and compute the corresponding photon noise.
There is also the option to specify an angular width to be added to the simulated reso-
lution determined by the PSF. This accounts for the effect of the observing conditions
(i.e., seeing). We specify values for the primary and secondary mirrors of D1 = 8.4 m
and D2 = 1 m, an exposure time of tobs = 12000 s and a seeing width of w = 0.05′′.
• 850µm intensity images with ALMA:
The ALMA observations are simulated in a simplified way. The spatial resolution
of ALMA can be estimated by calculating the resolution of a telescope with a primary
mirror diameter as big as the baseline of the antenna array. For our study, we assume
the maximum baseline provided by ALMA complete, which corresponds to 16 km,
and the diffraction-limited resolution at 850µm is 13 mas. The ALMA complete array
was assembled and inaugurated in March 2013, although some antennas are still be-
ing tested. Observations for the next cycle (Early Science-Cycle 2), with still reduced
capabilities, are expected to be performed in mid-2014. Full operations are expected
to follow shortly after the end of Cycle 2 operations. To allow for slightly reduced
performance, we use 15 mas as the FWHM of the PSF. We adjusted the exposure time
to account for the fact that the actual collecting area of ALMA is less than that of a
telescope with a mirror as big as the baseline. In the final configuration of ALMA
complete (using only the 12 m antennas) the collecting area will be provided by 50
antennas of diameter D = 12 m. Therefore, we reduced the effective observing time
(tobs = 12000 s) by a factor of fcorr. = (50 · 62)/80002 = 2.81 · 10−5. We then fold
the theoretical image with the final PSF of 15 mas to produce the images presented
here.
3.3 Results
Figure 3.2 shows a selection of the obtained simulated observations for all planet mass cases
at Rp = 20 AU and after 3 Myr of evolution. Columns in the figure show, from left to right,
polarised intensity (PI) for R-band with ZIMPOL, H-band PI with HiCIAO and intensity (I)
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Figure 3.2: Simulated images of the disc-planet models used in this study for the case of an embed-
ded planet orbiting at 20 AU (white dot). Left to right columns correspond to polarised intensity (PI)
ZIMPOL images in the R-band (0.65µm), PI HiCIAO images in H-band (1.6µm) and intensity (I)
ALMA images at 850µm. Top, middle and bottom rows show images obtained for planet masses of
Mp = [1, 9, 15]MJup respectively. All images in the same band (column) share the colour scale, al-
though the cases of 9 and 15MJup in R and H polarised intensity have been multiplied by a small
factor to enhance the contrast. See Section 7.2 for details on how the models/images were generated.
with ALMA at 850µm, respectively. Rows show the different planet mass cases (i.e.Mp =
[1, 9, 15]MJup from top to bottom, respectively), and the white dot represents the position of
the planet at 20 AU. Unless otherwise noted, radii lower than R < Rp or larger than R > Rp
are referred to as inner and outer regions of the disc respectively.
The polarised intensity images obtained with the polarimetric capabilities of ZIMPOL






































9 Mjup 9 Mjup
















0 10 20 30 40 50 60 70 80
R [AU ]
15 Mjup
Figure 3.3: Radial profiles of the theoretical images (left panel) and simulated observations (right panel)
of a 3 Myr disc with a planet of mass Mp = [1, 9, 15]MJup from upper to lower panels, in the R
(0.65µm), H (1.6µm) and 850µm bands. Solid lines correspond to intensity (I) profiles while dashed
lines correspond to polarised intensity (PI). The vertical dotted black line indicates the radial position
of the planet at 20 AU.
gap at the position of the planet is detectable. Moreover, the three cases are different because
the inner regions are actually resolved. In the case of polarimetric images obtained with
HiCIAO and intensity images with ALMA, a gap of different sizes is also detected in all
cases. However, these instruments do not detect any inner disc structure. Note that we did
not use a coronagraph in our simulations in order to get to the smallest possible working
angles. Published observations executed with HiCIAO often do use a coronagraph, masking
what amounts to the inner disk in our simulations (see Sec. 7.6 below for details).
Figure 3.3 shows the computed intensity and polarised intensity radial profiles of the full
resolution and (instrument) limited resolution images for all mass cases studied and a position
of the planet of Rp = 20 AU. We show profiles for intensity in R (0.65µm), H (1.6µm)
and 850µm bands (solid lines), together with polarimetric intensity in R (0.65µm) and H
(1.6µm) bands (dashed lines). Top to bottom panels show the cases of a planet mass of
Mp = [1, 9, 15]MJup, respectively. Full resolution panels on the left, therefore show the
theoretical emission and scattering pattern of the disc for each planet mass case, while the
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panels on the right (radial profiles of the simulated observations) show what would be imaged
with the considered instruments (corresponding to the images in Figure 3.2).
3.3.1 Disc with a 1MJup planet
The top row of Figure 3.2 shows the simulated observations with ZIMPOL, HiCIAO and
ALMA for the Mp = 1MJup case at Rp = 20 AU. Both polarimetric images obtained with
ZIMPOL in R-band and HiCIAO in H-band, detect scattered flux in the R < 30 AU (∼
0.2′′) region that appears empty to ALMA at 850µm. However, the high spatial resolution
delivered by ZIMPOL, allows to resolve a narrow and shallow gap at the position of the planet
that is not detected by HiCIAO.
The top left panel in Figure 3.3 shows the radial profiles of the full resolution images
for this planet mass case (i.e. before applying the instrument simulators). In all these wave-
lengths, the morphology of the profiles can be divided into inner, r < 30 AU, and outer,
r > 30 AU, regions. Visible and NIR wavelengths show a sharp decrease in the scattered and
emitted flux at this position (r ∼ 30 AU) where the emission at 850µm presents a narrow
(∼ 10 AU) peak. In the inner 30 AU the scattered flux in both R and H bands and the emis-
sion in R show the narrow depletion of about a factor of ∼ 4 at the position of the planet.
The 850µm emission profile is strongly depleted in this region.
The top right panel in Figure 3.3 shows the radial profiles of the simulated observations.
Emission profiles at visible and NIR wavelengths (R andH bands) are completely dominated
by the flux of the central star, thus the structure of the disc seen in the full resolution profiles
is lost in the convolution with the PSF of the instrument. ALMA is immune to this effect
because the star is too faint at these wavelengths. The high resolution of the instrument also
allows for the detection of the ring at about 30 AU.
Polarimetric observations in R and H efficiently remove the stellar emission from the
image and are able to show the inner edge of the outer disk. However, because of the high
resolution of the instrument, only ZIMPOL images in R-band show the local depletion at the
position of the planet.
These images and radial profiles are in agreement with what is expected from the results
of Pinilla et al. (2012a). The presence of the planet triggers the spatial separation of the
different dust grain sizes (see bottom panels of Fig. 3.1). Big grains (∼ 1 mm) are trapped
in the pressure maximum at about ∼ 30 AU, further out from the planet, and generate the
emission detected by ALMA (i.e. ring at∼ 30 AU). Small (∼ 1µm) grains are allowed in the
radii closer to the star (R < 30 AU) and they are efficient scatterers at shorter wavelengths,
which causes them to show up in the polarised intensity images.
3.3.2 Variation with planet mass
For higher planet masses, the spatial separation of dust grain sizes becomes stronger (see
middle and right bottom panels of Fig. 3.1). The 9 and 15MJup planet mass cases are shown
in the middle and lower panels of Figures 3.2 and 3.3.
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In both cases, the full resolution radial profiles show that both the outer sharp edge of the
ring in visible and NIR wavelengths and the narrow emission ring at 850µm are now located
at ∼50 AU. The decrease in flux at the position of the planet becomes larger than one order
of magnitude at all wavelengths. The gap becomes deeper and wider in all bands although
for the sub-mm wavelengths this effect is stronger, indicating that indeed, big grains of dust
are more subject to the depletion generated by the planet at these radii.
The loss of structure in R and H intensity images due to the convolution with the instru-
mental PSF is also present in these cases (blue and yellow solid lines in middle and lower
right panels of Figure 3.3). Again, ALMA is able to detect the overall shape of the corre-
sponding profile in the theoretical images, showing a ring at about r ∼ 50 AU where the
maximum of the theoretical profiles is placed.
The polarimetric images are also able to show structure in the R < 50 AU inner radii
in these two planet mass cases. H-band PI images with HiCIAO, show an extended ring of
scattered flux from R ∼ 10 AU to R ∼ 50 AU and from R ∼ 20 AU to R ∼ 50 AU for the
intermediate and high planet mass cases respectively.
The ZIMPOL images in R-band are particularly interesting in this cases. For the 9MJup
planet case, the simulated observation profile (dashed blue line in middle-right panel of Fig-
ure 3.3) shows an inner ring that extends from R ∼ 5 AU to R ∼ 15 AU that is not present in
the more massive 15MJup case. The presence of this inner ring is a very interesting feature
that differentiates between companion masses above or below the deuterium-burning limit of
∼13MJup1, which is often used as a dividing line between planets and brown dwarf compan-
ions. The full resolution radial profiles of the H and R images in these two cases (blue and
yellow lines in middle and bottom left panels of Fig. 3.3) show that the scattered flux from
the inner ≤ 17 AU radii in the 9MJup case is about an order of magnitude higher than that
of the 15MJup planet in that same region. Unfortunately, HiCIAO is not able to resolve it in
the H-band, and in ZIMPOL images this radial region is dominated by speckles due to the
proximity to the star. Therefore, although the feature is resolved, its detection is not reliable
enough.
3.3.3 Effect of the disc inclination
So far, we have considered the case of a disc with a i = 0◦ inclination (i.e. pole-on) but the
emission and scattering images of inclined discs can differ considerably from this case. Fig-
ure 3.4 shows the same disc-planet cases presented in Figure 3.2 (i.e. Mp = [1, 9, 15]MJup at
Rp = 20 AU) with an inclination of i = 35◦ (angle measured from pole-on). In general, the
structural features (i.e. gaps and rings) remain the same while the brightness patterns become
asymmetrical. The polarised intensity images show clearly the effect of forward scattering,
which makes the near side of the disc appear brighter than the far side. This effect is caused by
the fact that dust particles, depending on their size with respect to the incoming wavelength,
can scatter light differently in different directions. In particular, grains with sizes 2πa > λ
are very strong forward scatterers which means that the population of a > 1µm dust grains
1The deuterium-burning limit can range between 11–16 MJup depending on the metallicity (Spiegel et al. 2011)
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Figure 3.4: Simulated images of the same discs as the ones shown in Figure 3.2, now with an inclination
of i = 35◦ (with respect to pole-on). Again columns, from left to right, show ZIMPOL polarised
intensity in R-band (0.65µm), HiCIAO polarised intensity in H-band (1.6µm) and ALMA Band 7
(850µm) intensity images, respectively. Near and far sides of the disc correspond to lower and upper
parts of the images, respectively.
will show this effect in observations with ZIMPOL and HiCIAO PI at λ ≤ 1.6µm. The
difference in brightness between both sides can be used as an estimator of the size of dust
particles in the disc although one needs to be careful and appropriately account for the effects
of dust particle shape and structure (Mulders et al. 2013).
In the transitional discs we model in this study, the effect of the forward scattering turns
out to be even more useful since it makes possible to detect more clearly the dust particles in
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the inner regions (R < Rp) of the disc. Indeed, the ZIMPOL images of the 35◦ inclined discs
for the Mp = 9, 15MJup cases (middle and bottom images in the first column of Fig. 3.4)
are now clearly distinguishable. The former shows scattering from the dust particles in the
inner region of the disc while the latter does not, due to the fact that the depletion of particles
is much higher in this case (see Section 7.6 below for details).
The ALMA simulations show the opposite behaviour in the brightness pattern, where
the far side appears brighter than the near side. This is simply due to the fact that we are
observing the emission of warmer dust in the far side and colder dust in the near side. In
other words, we are looking directly at the wall of 1 mm particles illuminated by the star in
the far side, while we are seeing the cold dust at the “back” of the disc in the near side.
3.3.4 Variation with planet position
As the planet orbits further away from the star, the basic inner disc–gap–outer disc morphol-
ogy of the disc remains the same for all planet mass cases, all re-scaled to the position of the
planet. Figure 3.5 shows ZIMPOL images in R-band (0.65µm) for all three cases of planet
mass studied before, now at planet orbit radii of Rp = [20, 40, 60] AU. The white dot indi-
cates again the position of the planet. Overplotted, the contour black lines show the emission
predicted for ALMA at 850µm.
The images show how the inner disc becomes more extended for larger orbit radii in
all planet mass cases, although due to the larger distance between the dust and the star, the
scattering weakens and the ZIMPOL images become fainter. This effect also increases with
the mass of the planet in the outer part of the disc. The radius of the ring detectable by ALMA
(black contour lines), which traces the particle trap, increases in general with planet mass and
separation. It is important to note how for the case of Mp = 1MJup, the gap in the ZIMPOL
images remains quite narrow, tracing, almost exactly, the orbit of the planet orbit radii of 20
and 40 AU. In the case of Rp = 60 AU the inner disk becomes too faint to distinguish the
outer edge.
3.3.5 Q-band (20µm) measurements
Mid-infrared emission (MIR) measurements generally trace warm ∼ 10µm dust emission.
The presence of a circumstellar disc therefore broadens the footprint of the emission at these
wavelengths and can cause the full width half maximum (FWHM) of the intensity profile to
be larger than that of a point source. When a disc features an inner gap, the inner edge of the
outer disc, i.e. the “wall”, is exposed to the radiation from the central star and its temperature
increases, which increase the MIR emission from that radial position. The PSF of imaging
instruments observing at these wavelengths is too large to resolve inner gaps (see Table 3.2),
but, if a wall is present, the FWHM of the intensity profile can be used, together with other
diagnostics such as SED modeling, to estimate the position of the wall (Maaskant et al. 2013).
Figure 3.6 shows the variation of the intensity profile of our simulated observations at
20µm, for all masses and positions of the planets explored in this study. The upper-row
panels show variation with position for a fixed mass while lower panels show variation with
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Figure 3.5: Simulated ZIMPOL images of the different mass and orbit radius cases studied. Upper
to bottom rows correspond to a 3 Myr disc model with a planet of masses Mp = [1, 9, 15]MJup,
respectively. Columns show, from left to right, the different planet orbit cases, Rp = [20, 40, 60] AU,
respectively. The white dot indicates the position of the planet in each image and the black contour
lines correspond to the intensity ring detected by ALMA at 850µm.
mass for a fixed position. In all panels, different colors correspond to different planet masses,
different line styles to different planet positions and the profile of the calibrator star is shown
as a striped black line for reference.
The generally accepted idea is that the more exposed and the closer to the star the wall
is, the more emission we expect. In this sense, for a fixed mass of the planet, the larger the
semi-major axis the lower values we can expect for the FWHM. On the other hand for a fixed
planet separation, a heavier planet depleting more mass inside the gap leaves the wall more
exposed to the radiation and should therefore correspond to a larger values of the FWHM.
However, one should be careful when making these correlations, because the warm dust in
the inner disc (if present) also has a contribution that is, in fact, dominant in some cases, as
our results show.
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Figure 3.6: Synthetic 20µm (Q-band) measurements for the different masses and planet positions
considered. Upper row: variation of the PSF profile with planet position for fixed planet mass. Lower
row: variation of the PSF profile with planet mass for a fixed planet position. In all panels, the different
colors indicate different planet masses (blue, yellow and red for Mp = [1, 9, 15]MJup, respectively)
while different line styles correspond to different planet positions (solid, dashed and dash-dotted for
Rp = [20, 40, 60] AU, respectively). The black striped line shows the PSF corresponding to a diskless
(calibrator) star for reference.
which holds for all planet mass cases with semi-major axis at 20 AU (lower left panel), the
“exposure” effect dominates. More massive planets, which deplete more mass from the inner
(R ≤ Rp) radii, yield broader intensity profiles. However, as the radial position of the planet
increases the effect of the emission from the inner disc becomes increasingly important. At
Rp = 40 AU (lower middle panel), a 9MJup planet will broaden the intensity profile more
than a 15MJup. Since the wall is situated at roughly the same distance from the star (see
images of Fig. 3.5), this can only be attributed to the emission of a more massive (i.e. less
depleted) inner disc. We can see the effect as well in the upper panels of Fig. 3.6.
AtRp = 60 AU (lower right panel) no measurable increase of the FWHM of the intensity
profile is found for any planet mass. For all planet masses at this distance the inner disc is too
depleted and the wall is too far away from the star (i.e. too cold) to contribute to the 20µm
emission.
Figure 3.9 of Appendix 3.6 shows, for completeness, the SEDs we obtained for all models
presented in this study.
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Figure 3.7: Surface density profiles for gas and different dust particle size ranges for the three planet
mass cases, i.e.Mp = [1, 9, 15]MJup. The vertical dotted line indicates the position of the planet at
20 AU.
3.4 Discussion
As explained in Pinilla et al. (2012a), the presence of a massive planet affects the gas in
the disc generating pressure gradients in the pressure distribution, which would otherwise
decrease monotonously with increasing separation. If the disc is not perturbed by a planet, the
negative gradient of the radial gas pressure makes the gas rotate with sub-Keplerian velocities
while the dust moves with near-Keplerian velocities. This difference generates a drag force
that causes the dust to lose momentum and spiral inwards (Weidenschilling 1977, Brauer
et al. 2008). However, if a perturbation is present in the gas, whenever the pressure gradient
is positive the gas velocity grows until it becomes Keplerian in a pressure maximum, which
counteracts this inward radial drift causing the dust particles to accumulate in that position
(Klahr & Henning 1997, Fromang & Nelson 2005, Brauer et al. 2008, Johansen et al. 2009,
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Pinilla et al. 2012b). What is interesting for our study is that the size of the particles that
feel the trapping/filtering strongly depends on the strength of the pressure gradient (Pinilla
et al. 2012a) which depends mainly on the characteristics of the planet (i.e. its mass) and the
turbulence parameter α. In general, the bigger a particle, the less susceptible it is to drag
force, and the more easily it is trapped in the pressure maximum. Small particles, on the
other hand, are able to filter through the pressure maximum and populate the inner regions
(Rice et al. 2006).
As a consequence of these physical processes, the dust in the disc under the presence of
a planet behaves, in general, as follows. Driven by the depletion of gas in radii close to the
planet’s orbit, the dust distribution undergoes a depletion that affects different dust grain sizes
in a different way. Big (∼1 mm) dust grains are depleted more easily and “pushed” to radii
where the pressure is maximum, further away form the planet. Small (∼1µm) grains are
able to remain at radii close to the planet, “escape” the trap generated by the pressure bump,
and flow into inner regions due to the radial drift. As the planet becomes more massive,
the depletion becomes stronger for all grain sizes, although the radial separation of different
grain sizes remains. Figure 3.7 shows the surface density profiles of gas and different particle
size bins in the studied planet mass cases and planet orbit radius of Rp = 20 AU. The solid
blue line represents the surface density of very small particles (a = [10−4–10−3] cm), while
green, yellow and red represent particles of increasing size up to a maximum of a = 1 cm.
Although the simulations consider particles sizes up to 2 m, the contribution of particles
larger than 1 cm to the emitted and scattered light is negligible, so we did not include them
in this plot for the sake of simplicity. According to the results presented in this study, the
morphology of the dust distribution does not change with the planet’s orbital radius but rather
scales with it.
3.4.1 Visible and near-infrared polarimetric images vs. sub-mm obser-
vations
Since observations at different wavelengths trace (in general) different particle sizes, this
spatial differentiation of the size distribution of dust in the disc opens the possibility to con-
strain planet parameters such as the mass and separation through multi-wavelength images
of the emitted and/or scattered light from the disc. The images and radial profiles shown
in Section 7.4 illustrate how the different observations trace different parts of this distribu-
tion. In general, ZIMPOL and HiCIAO polarised intensity images trace particles of about
1→ 10µm (blue solid line in Fig. 3.7), because these particles are very efficient scatterers at
these wavelengths while bigger grains are not. ALMA Band 7 (λ ∼ 850µm) is very sensi-
tive to emission from grains of about 1 mm and it therefore highlights the ring of big particles
trapped in the pressure maximum, while the inner regions, heavily depleted of these grains,
appear empty.
ZIMPOL and HiCIAO images are different mainly because of resolution. Observing at
shorter wavelengths, ZIMPOL is able to resolve the scattering due to the small grains in the
inner region of the disc (down to the separation of the planet) while HiCIAO is only able to
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detect the outer part. It is important to note that, in our simulations, HiCIAO images do not
include the remnants of the star in the center of the image, visible in ZIMPOL images. This
is due to the fact that HiCIAO observations are simulated convolving polarimetric full reso-
lution images that come out of MCMax with the measured PSF of the instrument at H-band.
Here we assume that the star is totally unpolarised and that polarimetry is perfectly done
which suppresses the starlight completely. ZIMPOL images are simulated more realistically
using the ZIMPOL simulator which includes the speckle pattern that would remain in the
observation due to imperfect polarimetry.
The presence of an inner disc in ZIMPOL images could directly differentiate between
a companion with mass below and above the deuterium-burning limit since in the latter the
depletion of small grains is so strong in these regions that the scattered flux is not detected.
Moreover, a close look at the images of Figure 3.5 suggests a relation between the radial
positions of the wall detected in ZIMPOL polarimetric images and the ALMA sub-mm emis-
sion peak at 850µm (black contours) that varies with planet mass but remains approximately
constant with planet separation. In order to investigate this further, we computed the ratio of
these features for each case of planet mass and separation studied.
Figure 3.8 shows the ratios versus planet mass for planet orbit radii ofRp = [20, 40, 60] AU.
Using the radial profiles of the images, we define the position of the wall as the radial position
of half the flux difference between the minimum flux at the bottom of the gap and the max-
imum flux at the wall (e.g. 23 and 27 AU for minimum and maximum flux positions in the
case of 1MJup at 20 AU, see the dashed blue line of upper right panel in Fig. 3.3). The upper
and lower errors of the position are obtained by propagating the error on the determination of
the mid-flux point and the peak of the emission in ZIMPOL and ALMA profiles respectively.
Whenever those errors are lower than the corresponding resolution element (4 and 2 AU, for
ZIMPOL and ALMA respectively), the resolution element was used instead. The position of
the points of same planet mass in the figure are slightly offset to facilitate their distinction.
The ratios for each planet’s orbit radius are best fitted with a power law,






with c ∼ 0.85 and γ ∼ [−0.22,−0.18,−0.16] for Rp = [20, 40, 60] AU orbit radii,
respectively.
Within the framework of our models, this figure serves as a mass estimator for the planet.
3.4.2 Mid-infrared vs. near-infrared polarimetric observations
Interestingly, recent observational work presented differences also between mid-infrared and
polarimetric observations. In a recent paper, Maaskant et al. (2013) presented the case of
HD 97048 (a Herbig Be/Ae star with a group I flared disc) where 24.5µm T-ReCS (Gemini
South) measurements agreed with a model of the disc that features a gap of ∼ 30 AU (i.e. a
wall positioned at 30 AU). The reason why this is interesting is that this was the first study
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Rp = 20 AU, c = 0.85, γ = −0.22
Rp = 40 AU, c = 0.85, γ = −0.18
Rp = 60 AU, c = 0.86, γ = −0.16
Figure 3.8: SPHERE ZIMPOL R-band outer gap edge to ALMA Band 7 peak ratio versus planet mass
for the three planet orbit radii studied Rp = [20, 40, 60] AU.
that suggested the presence of a gap in this disc, despite the fact that this target has been
observed in multiple occasions at different wavelengths (van Boekel et al. 2004, Lagage et al.
2006, Acke & van den Ancker 2006, Doucet et al. 2007, Doering et al. 2007, Martin-Zaïdi
et al. 2007, van der Plas et al. 2009, Müller et al. 2011, Quanz et al. 2012). The closest-in
observation, probing radial distances from ∼16–160 AU, was made by Quanz et al. (2012),
who took VLT/NACO H- and Ks-band polarimetric images in which no gap was detected.
According to the results presented in this paper, these apparently discrepant observations
would be consistent with the case of a disc hosting a planet of 1 or 9MJup at 20 AU. Indeed
the H-band Subaru/HiCIAO polarimetric images (similar to what would be observed with
VLT/NACO) do not show a gap for these cases (second column upper panel in Fig. 3.2),
other than the inner < 10 AU gap, which can be attributed to the fact that we assume a
perfectly suppressed central source (see Sec. 3.4.3 below). The 9MJup case, however, shows
a depletion in the inner < 20 AU that would have been most likely detected by the Quanz
et al. (2012) observations. If, based on this, we discard the larger planet mass case, the
upper left panel of Figure 3.6 shows how the PSF measured at 20µm would indeed appear
broadened for the 1MJup case. Here the cases of 1MJup at 20 AU, 1MJup at 40 AU and
15MJup at 40 AU (lower central panel) would all be consistent with the same broadening
but, again, the fact that the polarimetric H-band images do not show a gap or a depletion of
dust in these regions discards the two latter options.
We note that the simulations presented here cannot be directly compared with either
NACO or T-ReCS observations presented on those studies, nor used as predictions for future
observations of this target, since the parameters of our star-disc system may differ consider-
ably from those of HD 97048. Therefore we do not claim that a 1MJup planet at 20 AU is
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indeed responsible for the observational diagnostics presented in those papers. We simply
use this observational case as a proof of concept of our diagnostic method where polarimet-
ric imaging at short wavelengths can be used to disentangle otherwise degenerate cases that
would agree with measurements at larger wavelengths.
3.4.3 Instrumental considerations
Regarding instrumental performance, and keeping in mind that the simulated images pre-
sented in this study for ZIMPOL and ALMA consider capabilities not available yet, it is clear
that, whenever available, the upcoming ZIMPOL polarimeter will provide unprecedented
spatial resolution for polarimetric images. This is a big advantage since currently available
polarimeters such as Subaru/HiCIAO or VLT/NACO do not have the power to probe the in-
nermost regions of the disc as well as to accurately resolve the outer edge of the gap. Accord-
ing to the results of this study, these features are of extreme importance to properly constrain
the mass and position of the planet. Although we are aware that our simulations have limi-
tations (e.g. accretion of dust from the inner disc onto the star is not taken into account and
we only consider the presence of one planet) and cannot represent all possible disc-planet
systems, they serve as a proof of concept for the power of using combined interferometric
and polarimetric images to characterise these objects.
The results are in clear agreement with the differences observed between the SEEDS
images obtained with HiCIAO and the interferometric results on the same targets. The gap
shown by the ALMA images at 850µm is larger than the gap in HiCIAO polarised intensity
images at 1.6µm by a factor of >2 in radial extent, for all planet mass cases. If the disc is
one of the 1MJup type simulated here (or a less massive single planet), the gap in polarised
intensity could be too small to even be detected. Moreover, if the polarimetric images are
taken using a coronagraph, as it is the case for most of the SEEDS observations, this can
hide the gap. From the disc-planet systems considered in our simulations, observations with
HiCIAO in H-band using the coronagraph (deff.coro. ∼ 0.18′′, Dong et al. 2012) would have
missed all gaps generated by planets lighter than (and including) 9MJup. Although the basic
effect has been shown in parametric models before, this is the first time that self-consistent
physical models have been used to explain these observational discrepancies.
3.5 Summary and conclusions
We present simulated imaging observations of a protoplanetary disc with a planet of masses
Mp = [1, 9, 15]MJup embedded in the disc and orbiting at Rp = [20, 40, 60] AU. We
simulate intensity and polarised intensity images in the visible, near-infrared, mid-infrared
and sub-mm wavelengths with current and near-future ground based imaging instruments
with the aim of 1) test whether the proposed models explain observed differences between
multi-wavelength observations recently presented, 2) study what different images can tell
us about the dust distribution in the disc and 3) finding the best imaging strategy to infer
planet mass and position. To simulate the disc-planet systems we use the models presented
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in Pinilla et al. (2012a) that combine 2-D hydrodynamical and state of the art dust evolution
simulations to self-consistently compute the evolution of the dust and the gas in the system
including radial drift, fragmentation and coagulation processes (Masset 2000, Birnstiel et al.
2010).
To simulate the observations, we first obtain the theoretical emission and scattered light
images running the Monte-Carlo radiative transfer code MCMax on the gas and dust radial
surface density distribution obtained from the Pinilla et al. (2012a) models after 3 Myr of
evolution, for the six planet masses and positions studied. We then process the theoreti-
cal images obtained in different ways to simulate observations with the upcoming SPHERE
ZIMPOL polarimeter in the R-band (0.65µm intensity and polarised intensity images), Hi-
CIAO in the H-band (1.6µm intensity and polarised intensity images), VLT-VISIR in the
Q-band (20µm) and ALMA (850µm) with its future complete capabilities.
We find that:
1. The trapping and filtering mechanisms triggered by the presence of a >1MJup planet
in the disc lead to different radial dust distributions for different grain sizes. This causes
observations at different wavelengths to show different structures. Particles with large
sizes (∼ 1 mm) are trapped in the pressure maximum outside the planet’s orbit while
smaller particles (∼ 1µm) are allowed to drift to the inner radii. The former show
up in sub-mm emission measurements as a ring at the radial position of the pressure
maximum, while the latter are detected in polarised scattering flux at inner radii.
The position of the pressure “trap”, the amount of particles trapped and filtered, and
the particle size threshold of the filtering process depend strongly on the mass of the
planet. This effect allows to constrain planet mass and separation by combining multi-
wavelength observations.
2. The Pinilla et al. (2012a) models are able to reproduce the “missing cavities” prob-
lem presented by the SEEDS survey (Dong et al. 2012; H-band images in this study),
where no gaps were found in polarimetric H-band images for targets known to exhibit
gaps at 850 mm. Our simulated images with HiCIAO assume perfect polarimetry and a
totally unpolarised star, which makes it just possible to detect a gap for all planet mass
cases. In reality, speckle noise and, if used, the presence of a coronagraph would make
the detection of the gap very unlikely.
3. Combination of sub-mm and polarimetric images in the visible wavelength range is the
best imaging strategy to characterise the main features of the dust grain size distribu-
tion. An instrument like SPHERE ZIMPOL in theR-band (λ = 0.65µm) could differ-
entiate between the three planet mass cases studied in polarised intensity, particularly
if the system is inclined. The high spatial resolution provided by the instrument allows
to resolve the different structures in the inner region ([10–20] AU), or lack thereof, that
each mass generates, which is currently not possible using any other instruments.
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4. Combination of near-infrared polarimetric images and mid-infrared measurements can
also yield constraints on mass and planet position, although less accurately than the
combination of diagnostics proposed as the best in this study (visible polarimetric and
sub-mm images). This is due to the fact that the spatial resolution of polarimetric im-
ages at these wavelengths (1.6µm) is currently not enough to resolve the inner regions
to the position of the planet. The warm dust in these regions also contributes to the
FWHM measured at mid-infrared wavelengths. These causes some degeneracy in the
models that would fit the measurements. Not having detailed spatial information in
the polarimetric images for these regions (or even the gaps, which will be seen with
SPHERE ZIMPOL) can make it difficult to disentangle the different planet mass and
separation cases.
5. The results are also in agreement with the discrepancy between Q-band and near-
infrared polarimetric observations of Maaskant et al. (2013) and Quanz et al. (2012)
respectively, where a gap of ∼30 AU was found modeling the Q-band emission (at
24.5µm) while NACO polarimetric images in H- and Ks-band did not show such a
feature.
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Figure 3.9: Synthetic Spectral Energy Distributions (SEDs) obtained for the different masses and planet
positions studied. Upper row: variation of the SED with planet position for fixed planet mass. Lower
row: variation of the SED with planet mass for a fixed planet position. In all panels, the different
colors indicate different planet masses (blue, yellow and red for Mp = [1, 9, 15]MJup, respectively)
while different line styles correspond to different planet positions (solid, dashed and dash-dotted for
Rp = [20, 40, 60] AU, respectively)
Figure 3.9 shows the Spectral Energy Distributions (SEDs) of the models used in this
study. The format is the same as that of Figure 3.6 where upper panels show SED variation
with planet separation for a fixed planet mass, and lower panels show variation with planet
mass for a fixed planet separation.
The depletion of the SED in the range λ ≈ [20 - 100]µm increases systematically with
both planet mass and separation. For longer wavelengths, in the far infrared (FIR) to millime-
tre regime (i.e. λ ≈ [100 - 1000]µm), the flux increases with planet separation for the lowest
planet mass case, whereas as the mass increases this relation seems to reverse. At the highest
planet mass case, there is not significant variation with planet separation until λ > 1 mm.
For fixed planet separations, the variation of the SED with mass in this region is only
significant for the closest value, i.eRp = 20 AU, although in the case of Rp = 60 AU the
lightest planet shows an excess in flux with respect to the Mp = 9, 15MJup cases at long
wavelengths.
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Quality is not an act, it is a habit.
– Aristotle
Abstract
We present observational evidence of environmental effects on the formation and evolution of planetary
systems. We combine catalogues of resolved protoplanetary discs (PPDs) and young stellar objects in
the solar neighbourhood to analyse the PPD size distribution as a function of ambient stellar density.
By running Kolmogorov-Smirnov tests between the PPD radii at different densities, we find empirical
evidence, at the > 97% confidence level, for a change in the PPD radius distribution at ambient stellar
densities Σ >∼ 103.5 pc−2. This coincides with a simple theoretical estimate for the truncation of PPDs
or planetary systems by dynamical encounters. If this agreement is causal, the ongoing disruption of
PPDs and planetary systems limits the possible existence of planets in the habitable zone, with shorter
lifetimes at higher host stellar masses and ambient densities. Therefore, habitable planets are not likely
to be present in long-lived stellar clusters, and may have been ejected altogether to form a population
of unbound, free-floating planets. We conclude that, while highly suggestive, our results should be
verified through other methods. Our simple model shows that truncations should lead to a measurable





For the past decade, exoplanetary systems are being discovered at a spectacular rate (e.g.
Mayor et al. 2004, Borucki et al. 2011). Driven by these discoveries, there is an increasing
interest in the global properties of planetary systems, from the epoch of their formation in
protoplanetary discs (PPDs) to their long-term stability. While there is a natural focus on
internal processes that govern the evolution of such systems (e.g. Lee & Peale 2003, Dulle-
mond & Dominik 2005, Gorti et al. 2009b, Morbidelli et al. 2009, Brasser et al. 2009, Blum
2010, Williams & Cieza 2011), it is clear that not all planetary systems form in isolation and
environmental effects should be considered as well. Particularly, theoretical studies show
that external photoevaporation (Scally & Clarke 2001, Adams et al. 2004, 2006, Fatuzzo &
Adams 2008) and dynamical interactions (Bonnell et al. 2001, Pfalzner et al. 2005, Olczak
et al. 2006, 2010, Spurzem et al. 2009, Lestrade et al. 2011, Dukes & Krumholz 2012, Parker
& Quanz 2012, Bate 2012) can lead to the truncation of PPDs and planetary systems.
While the external photoevaporation of PPDs has been studied observationally (O’dell
et al. 1993, Robberto et al. 2008, Rigliaco et al. 2009, Mann & Williams 2010), there is
no conclusive evidence of dynamical effects (Eisner & Carpenter 2006, Olczak et al. 2008,
Reche et al. 2009). In part, this is likely due to the relatively short lifetimes of PPDs (up
to ∼ 8 Myr, e.g. Haisch et al. 2001, Hernández et al. 2008, Ercolano et al. 2011, Smith &
Jeffries 2012) compared to the time it takes stellar encounters to have an observable effect
on the disc population (∼ 0.1–1 Gyr, e.g. Adams 2010). Previous observational studies on
the Orion Nebula Cluster (ONC) (e.g. Eisner & Carpenter 2006, Olczak et al. 2008) did aim
to find traces of dynamical interactions in the population of PPDs, but lacked a sufficient
number of sources and/or suffered from uncertainties on the disc mass measurements.
We address the problem statistically by considering the sizes of PPDs as a function of their
ambient stellar density, using samples of PPDs and young stellar objects (YSOs) from the
latest infrared surveys. If stellar encounters truncate PPDs by tidally stripping the outskirts of
the discs (e.g. Clarke & Pringle 1993, Heller 1995, Hall et al. 1996), this should be observable
above some characteristic ambient stellar density (∼ 103 pc−3 Adams 2010), because the
encounter rate increases with density (e.g. Binney & Tremaine 1987, Eq. 7-61). In this Letter,
we find model-independent evidence of a change in the PPD size distribution for ambient
stellar surface densities Σ >∼ 103.5 pc−2 at the > 97% confidence level.
4.2 Protoplanetary discs and their environment
4.2.1 Data selection
To verify whether a relationship exists between the sizes of PPDs and their ambient stellar
surface density, Σ, we combine existing catalogues of PPDs and young stellar objects in
star-forming regions (SFRs) of the solar neighbourhood.
The data for the PPDs is taken from circumstellardisks.org (Karl Stapelfeldt, NASA/JPL).
This catalogue gathers resolved PPDs that have been confirmed and described in the litera-
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ture. If a PPD is resolved in different wavelengths (probing different parts of the disc, see
e.g. Lada et al. 2006), the catalogue lists the largest measured diameter, implying that the
disc radii used in this work are lower limits. About 75% of the PPD radii in our final sample
(see below) are measured at wavelengths around 1 µm, with only ∼ 25% of the PPDs (all in
low-density regions) being observed at mm wavelengths (see Appendix 4.5). The catalogue
contains an estimate for how well-resolved each disc is by listing the number of diffraction-
limited beams that fit within its diameter. We only consider the discs for which this value
is greater than unity. This provides us with 133 PPD sources from which we exclude those
whose host star is classified as a main sequence star, weak-line T-Tauri star, or Class 0 YSO.
Sources at distances > 500 pc (which covers all our YSOs) are also excluded. These criteria
reduce the sample to a total of 101 sources.
To estimate the local ambient surface density of each PPD source, we use publicly avail-
able near-infrared data of nearby SFRs (see Table 4.2 in Appendix 4.5). The ambient sur-
face density of stars around each PPD is estimated as in Casertano & Hut (1985) – see Ap-
pendix 4.5 for a detailed explanation. The thus-obtained angular ambient surface densities
are converted to physical ambient stellar surface densities, Σ, using the distances listed in
Table 4.2. In cases where the listed PPD distance differs from the distance to the region that
it is a member of, we adjust the PPD distance and size. Since a low surface density can be due
to incomplete YSO coverage, any discs with Σ < 0.1 pc−2 are omitted from our analysis.
Moreover, the minimum PPD radius that can be resolved increases with distance and hence
introduces a distance-dependent selection bias. To avoid this, we exclude any PPDs smaller
than the smallest radius (∼ 50 AU) that is resolved in the most distant region of our sample,
which is the Orion Nebula Cluster (ONC). The final sample thus contains 67 sources (see
Table 4.1 in Appendix 4.5). Completeness does not affect the densities because the surveys
of Table 4.2 are complete down to the hydrogen-burning limit.
4.2.2 A simple theoretical estimate for the truncation of discs
To interpret the data, we include a rough theoretical estimate for the expected truncation radii
of PPDs as a function of Σ. This is obtained by combining the truncation induced by each
particular encounter with the stellar encounter rate. The derivation is presented in detail in
Appendix 4.6.
We use the numerical simulations of disc perturbations in clustered environments by Ol-
czak et al. (2006) to obtain the disc radius as a function of the encounter parameters. We
convert their expressions for the disc mass loss to a radial truncation assuming that it occurs
by stripping the outer disc layers to the Lagrangian point between both stars, and adopting
a PPD surface density profile Σd ∝ r−1 (Olczak et al. 2006). Under these assumptions, we





where rp is the pericentre radius at which the perturber passes, m1 the mass of the perturbed
system, and m2 the mass of the perturber. This approximation is validated in Appendix 4.6.
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The encounter radius rp is obtained from the impact parameter b, encounter velocity v,
and masses m1 and m2 by accounting for gravitational focussing (see Appendix 4.6). The
masses are assumed to follow a Salpeter (1955) type initial mass function in the range 0.1–
100 M, and the velocity distribution is taken to be Maxwellian with a velocity dispersion
of σ = 2 km s−1, as is typical for SFRs (Hillenbrand & Hartmann 1998, Covey et al. 2006).
This enables the derivation of the encounter rate as a function of b and v (Binney & Tremaine
1987), which for a given age provides the total number of encounters n. Because encounters
with pericentres at inclination angles θ >∼ 45◦ with respect to the disc plane affect the disc
only mildly, about 30% of the n encounters lead to the disc truncation described by Eq. 4.1
(Pfalzner et al. 2005). We use the probability distribution functions (PDFs) for b, v, and m2
to calculate the PDF of the ‘most disruptive’ encounter, i.e. the parameter set that gives the
smallest disc size, according to Maschberger & Clarke (2008, Eq. A5). We then integrate the
product of the disc radius rd, the PDF of the ‘most disruptive encounter’, and the mass PDF
of the perturbed object m1 to obtain the expected disc truncation radius rtr. To compare the
theoretical estimate to the observations, we relate the stellar volume density ν to the surface
density Σ as ν = Σ/2R, where R ≈ 2 pc is a typical radius for the SFRs in our sample
(Hillenbrand & Hartmann 1998, Evans et al. 2009).
4.3 Results
4.3.1 Evidence for environmental effects
The upper panel of Fig. 4.1 shows the observed PPD radii versus Σ. The distribution is rel-
atively insensitive to the ambient density until Σ ∼ 103.5 pc−2, where it appears truncated
at large radii. This is consistent with the simple theoretical approximation from Sect. 4.2.2,
which predicts a truncation at these densities for ages between 0.3 and 1 Myr (see Fig. 4.1).
The affected PPDs are all in the ONC. If the truncation is interpreted as being due to dynam-
ical interactions, the theoretical curves suggest that youngest sources in the ONC have ages
of ∼ 0.6 Myr, which is reasonably consistent with observations (Palla & Stahler 1999, Da
Rio et al. 2010, Jeffries et al. 2011). However, this is not a unique explanation, since the trun-
cation might also be due to external photoevaporation by nearby massive stars (e.g. Clarke
2007). It is also important to keep in mind that some fraction of the PPDs at this projected
surface density will actually reside in a region of lower volume density, either behind or in
front of the high-density core of the ONC. The distribution also shows some evidence of a
density-independent upper limit to the PPD radius of ∼ 103 AU, which could be related to
binarity (Artymowicz & Lubow 1994, Kraus et al. 2012) or be intrinsic (Basu 1998).
To test the statistical significance of the change in the radius distribution, we perform a
Kolmogrov-Smirnov (KS) test, which is theory-independent and thus insensitive to model
assumptions. It gives the probability pKS that two samples were drawn from the same parent
distribution. Starting at the high-density end, we first divide the sample in density bins of
{6, 7, 8} objects per bin, which represents a balance between good statistics and enough bins
to resolve the regime where the radius distribution changes. The KS test is then carried out
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Figure 4.1: Top panel: Protoplanetary disc (PPD) radius distribution versus ambient stellar density.
Squares, triangles, stars, and crosses correspond to ONC sources, T-Tauri stars, Herbig stars, and YSOs,
respectively. Dotted lines represent the theoretical truncation for ages of 0.3 (top) and 1 Myr (bottom).
Bottom panel: KS test pKS-values for the PPD radii at that density to be consistent with the sample
at lower densities, using {6, 7, 8} (triangles, squares, diamonds) objects per density bin (see text).
The grey thick line shows the pKS-value for ONC PPDs only when dividing the subsample in two at
the indicated density. The horizontal dashed line and grey area indicate the median pKS and its 1σ
dispersion retrieved from 30,000 Monte Carlo experiments to verify the significance of the results (see
text). Dotted lines mark 95% (top) and 99% (bottom) confidence levels.
comparing radii in a bin at density Σbin with those at lower densities (i.e. 10−1 pc−2 < Σ <
Σbin). We do not include bins at Σbin < 101 pc−2 to avoid low-number statistics in the
reference sample. The bottom panel of Fig. 4.1 shows the results of the test. At intermediate
densities, all KS tests give high pKS-values, but for densities higher than Σ >∼ 103.5 pc−2
there is a pronounced drop. As such, the KS test yields a detection of a change in the PPD
radius distribution at the > 97% confidence level. Note that this does not change when
excluding the largest PPD in the sample (at Σ ∼ 200 pc−2). The result also holds within the
ONC only (grey line in Fig. 4.1), when dividing the ONC subsample in two at each density
and running a KS test for the radii at both sides of the separation. To check the result, we
performed 30,000 Monte Carlo experiments in which the KS test was applied in the same
way to distributions of randomly paired radii and surface densities, i.e. erasing any possible
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Figure 4.2: Habitable zone lifetime as a function of stellar mass for different ambient stellar densities.
The dotted line indicates the total lifetime of the host star, and the diamond indicates Earth.
correlation. Figure 4.1 indicates the resulting median pKS and its 1σ dispersion, showing that
the results obtained for the original sample are unlikely to be due to the adopted statistical
method.
4.3.2 Implications for habitable zone occupancy lifetimes
If the drop of the pKS-value at high densities is indeed caused by dynamical truncation, then
the model can be used to give the maximum time during which the habitable zone (HZ)
can host a planet or a PPD (‘HZ lifetime’). We calculate rtr as a function of Σ and τ as
in Fig. 4.1, but without averaging over the host stellar mass to retain the mass dependence.
We then compare it to the inner radius of the HZ, rinHZ, and determine until which age they
overlap, as a function of mass and ambient density. The radius rinHZ depends on the required
radiative equilibrium temperature Teq, on the stellar luminosity L and on the properties of
the planet (i.e. f , a proxy for atmospheric thermal circulation, and the Bond albedo A, see








where σT is the Stefan-Boltzman constant. Following Borucki et al. (2011), we calculate
rinHZ for an Earth-like planet using f = 1, A = 0.3, and Teq = 307 K, which is the
maximum temperature that allows for the presence of liquid water when accounting for the
greenhouse effect. The luminosity is taken from stellar evolution models at solar metal-
licity (Marigo et al. 2008). The results are shown in Figure 4.2 for ambient densities of
Σ = {102, 103, 104, 105} pc−2. The HZ lifetime decreases with density and stellar mass,
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due to the enhanced encounter rate and the large rinHZ, respectively. These estimates for the
HZ lifetime hold both for PPDs and planetary systems, since dynamical interactions would
have comparable effects in both cases (e.g. Olczak et al. 2006, Parker & Quanz 2012).
Figure 4.2 shows that, based on the Earth’s existence alone, the solar system cannot have
formed in a dense (Σ > 103 pc−2) environment, unless the ambient density decreased on
a short (τ <∼ 100 Myr) timescale. Conversely, meteoritic evidence indicates that the young
solar system must have endured nearby supernovae (e.g. Cameron & Truran 1977), which
provides a lower limit to the product Στ >∼ 103.8 Myr pc−2 (see the review by Adams 2010).
A plausible scenario is thus that the solar system formed in a massive (∼ 104 M, Σ ∼
103 pc−2), but unbound association, which dispersed on a short (τ ∼ 10 Myr) timescale (see
e.g. Dukes & Krumholz 2012, although they refer to such a system as a ‘cluster’). Our results
seem to disagree with Eisner & Carpenter (2006) who derive the disc fraction in the ONC
and find no evidence of disc truncations. However, their conclusion may result from low-
number statistics, and PPD mass estimates are more uncertain than radius measurements. On
the other hand, our results agree with the studies of Bonnell et al. (2001) and Spurzem et al.
(2009), and would explain why no planets have been found in the globular clusters 47 Tuc and
NGC 6397 (Gilliland et al. 2000, Nascimbeni et al. 2012), where τΣ ∼ 108 Myr pc−2 within
the half-mass radius. This implies such a high number of encounters that it is improbable that
any bound planets survived, most of them likely to have escaped the cluster due to two-body
relaxation (e.g. Kruijssen 2009).
We note that our theoretical estimates are conservative and provide upper limits to the
disc sizes, because (1) we do not account for potentially higher ambient densities in the past
(e.g. Bastian et al. 2008), (2) we neglect the presence of massive stars at earlier ages of the
SFRs, (3) we only consider the most disruptive encounters and ignore the cumulative effect
of weak perturbations. Figure 4.2 thus provides strict upper limits to the HZ lifetimes.
4.4 Further observational avenues
We present evidence for a change in the PPD radius distribution at ambient stellar densities
of Σ > 103.5 pc−2 at the > 97% confidence level, in line with the expected range due to
close encounters with other stars on a∼ 1 Myr timescale. These densities are only reached in
the densest parts of the ONC, which is not only consistent with the detection of reduced PPD
masses in the centre of the region (Mann & Williams 2010), but also with studies concluding
that encounters are not important in the ONC as a whole (e.g. Scally & Clarke 2001). Our
results demonstrate that the stellar environment can be an important factor in setting the
habitability of planetary systems. For instance, the existence of unbound, free-floating planets
(see e.g. Bihain et al. 2009, Sumi et al. 2011, Strigari et al. 2012) is a natural outcome of our
results. However, a ubiquity of Earth-like planets in the HZ of stars remains likely because
a large fraction (∼ 90%) of stars forms in unbound associations (see Kruijssen 2012 for a
recent review, and observational references therein), of which the density quickly decreases
after their formation.
To verify our results, more observations of PPDs in clustered environments are desirable.
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Figure 4.3: Evolution of the disc mass function (DMF) due to dynamical encounters at an age of 3
Myr for densities {2.25 × 104, 2.5 × 103, 5 × 102} pc−2 (solid, dashed, dash-dotted), sampling
NGC 3603 at radius intervals of {0”− 5”, 16.5”− 43.5”, 46.5”− 73.5”}. The dotted curve shows
the initial DMF, and the vertical dotted line indicates the 4σ sensitivity limit of ALMA Cycle 1 (30 min
at 1.3 mm) at the distance of NGC 3603.
A fruitful approach would be to probe PPD truncations using disc mass measurements, which
would provide much larger samples of PPDs. Figure 4.3 shows the effect of (only) dynamical
encounters on the disc mass function (DMF) using the disc mass loss description from Olczak
et al. (2006) (see Appendix 4.7). This will be easily observable in dense and young stellar
clusters with ALMA. While the full ALMA array will be able to directly measure disc sizes,
we predict that, already from Early Science Cycle 1, the sensitivity will be sufficient to detect
the variation of the DMF caused by the truncation (see Fig. 4.3), which would verify the
result of Fig. 4.1.
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Table 4.1: Distribution of PPD sources over the host star type. ‘Unknown central star’ indicates
systems in which the central body has either not been detected or classified yet (mostly proplyd
silhouettes in the ONC). Young stellar objects are classified as such if their enhanced envelope
emission suggests a younger age than T-Tauri or Herbig Ae/Be. The ‘KS’ column shows the sample
after applying density and radius cuts for the KS test of Fig. 4.1.
Type Sources KS
Herbig Ae or Be 15 3
T-Tauri 39 21
Unknown central star (ONC) 36 35
Young stellar object 11 8
Table 4.2: Star-forming regions used in this study, listing the names of the regions, their numbers of
objects Nobj, and distances D. The fourth column shows the literature sources as (1) the Cores to
Disks Spitzer survey (Evans et al. 2003), (2) the Taurus Spitzer survey (Rebull et al. 2010), (3) the
Robberto et al. (2010) survey of the ONC.
Name Nobj D (pc) Survey
Lupus I 20 150 1
Lupus III 79 150 1
Lupus IV 12 150 1
Ophiuchus 297 125 1
Orion Nebula Cluster 7759 414 3
Perseus 387 250 1
Serpens 262 415 1
Taurus 249 137 2
4.5 Appendix A: Properties of the sample
After the selection procedure detailed in Sect. 4.2.1, we list the final PPD sample in Table 4.1.
To assess the heterogeneity of the sample, we show the wavelengths of the radius measure-
ments as a function of ambient stellar density in Fig. 4.4. The vast majority of sources (75%)
were measured in a narrow wavelength range below 3 µm (i.e near infrared wavelengths)
with a spread of 0.25 dex and centred at 1.32 µm. The remaining sources were measured at
millimetre wavelengths. For the ONC sample, 80% of all sources were measured at 0.66 µm
with very little scatter overall. As shown in Fig. 4.4, the 16 sources of the total sample
measured at millimetre wavelengths all have ambient surface stellar density < 200 pc−2.
Therefore the distribution at densities above this value can be considered to be homogeneous.
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Figure 4.4: Wavelengths λ of the radius measurements for the final sample of protoplanetary discs
versus ambient surface stellar density. Symbols have the same meaning as in the upper panel of Fig. 4.1.
The regions from which the YSOs are taken to estimate the ambient density are summa-
rized in Table 4.2. Using these samples, the ambient surface density of stars around each PPD





where N is the rank of the N th nearest neighbour, and dN is the projected angular distance
to that neighbour. We use N = 20, which is higher than the commonly-used value of N = 7
(cf. Bressert et al. 2010) and is chosen to improve the statistics of the density estimates. An
additional effect of using a higher value of N is a slight decrease of the density estimates.
This should be kept in mind when comparing our densities those in other work.
4.6 Appendix B: A simple model for PPD truncations
In this Appendix, we derive the upper limit to the radii of protoplanetary discs (PPDs) due to
dynamical encounters. Where appropriate, we emphasize that the derivation is conservative,
such that the obtained truncation radius is indeed an upper limit.
Olczak et al. (2006) performed numerical simulations of disc perturbations and provided
an expression for the relative disc mass loss ∆M/M due to encounters with other stars (their
Eq. 4). If we assume that the mass loss occurs by stripping the outer disc layers and adopt
the disc surface density profile of Σd ∝ r−1 used in their work, then ∆r/r = ∆M/M . The
expression for ∆r/r from Olczak et al. (2006) is consistent to within a factor of three with the
scenario in which a disc is always truncated to the equipotential (Lagrangian) point between
both stars. If the disc was already smaller than that radius, it is left relatively unperturbed.
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where rp is the pericentre radius at which the perturber passes,m1 is the mass of the perturbed
system and m2 is the mass of the perturber. The approximation of Eq. 4.4 follows Eq. 4
of Olczak et al. (2006) with reasonable accuracy for initial disc radii up to a few 103 AU
(consistent with the parameter space in Fig. 4.1), encounter distances rp > 0.002 pc (i.e.
rp/rd > 0.2) and mass ratios m2/m1 > 1. We have verified that these conditions are
satisfied for the encounters that are expected to determine the disc truncation (see below).
Following Binney & Tremaine (1987), the impact parameter b and the encounter radius due







where v is the relative velocity of the encounter. This equation is inverted to derive rp for
each encounter.
The truncation radius rd of Eq. 4.4 depends on the variable set {b, v,m1,m2}, for which
we specify probability distribution functions (PDFs). For the masses, we use a Salpeter
(1955) type initial mass function in the range 0.1 M–mmax, where mmax depends on age
due to stellar evolution. For ages τ < 4 Myr we assumemmax = 100 M, while at later ages






which is normalized such that
∫
Φmdm = 1. Assuming a Maxwellian velocity distribution,
the total number of encounters per unit velocity dv and unit impact parameter db follows
from the encounter rate d2N/dbdv as (Binney & Tremaine 1987)













where ν is the local number density of stars, τ is the age of the region, and σ is the velocity
dispersion. The relative velocity ranges from v = 0–∞ and the impact parameter from
b = 0–bMAX (see below). As in Eq. 4.6, we have normalized ΦN such that
∫∫
ΦNdbdv = 1,
by writing ΦN = fdisN (b, v)/n and defining n ≡
∫∫
fdisN (b, v)dbdv as the total number of
encounters at age τ . The factor fdis ≈ 0.3 represents the fraction of encounters that leads to
disc mass loss according to Eq. 4.4. This accounts for the fact that encounters with pericentres
at inclination angles θ > 45◦ with respect to the disc plane cause only weak mass loss and
retrograde encounters leave the disc almost unperturbed (Pfalzner et al. 2005).
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Given a sequence of encounters, the truncation of the PPD is set by the most disruptive en-
counter (Scally & Clarke 2001, although see Olczak et al. 2006), i.e. rp,min = f(bmin, vmin,m2,max).
If we assume that {bmin, vmin,m2,max} are uncorrelated, implying that the region is not mass-
segregated, the PDF of the most disruptive encounter becomes
p(bmin, vmin,m2,max) = pb(bmin)pv(vmin)pm(m2,max), (4.8)
where p{b,v,m} represent the PDFs for the lowest b, lowest v and highest m2, respectively.




















where Φb(b)Φv(v) ∝ ΦN (b, v) are the distribution functions for b and v, with Φb(b) ∝ ντb
and Φv(v) ∝ exp (−v2/4σ2)v3/σ3, again normalized to unity in both cases. In Eqs. 4.9,
bmin, vmin and m2,max indicate variable limits, and bMAX and m2,MIN indicate fixed lim-
its. The fixed limit bMAX represents the maximum impact parameter, which is given by the
typical interstellar separation bMAX = (48/πν)1/3 (the factor was chosen for consistency
with Scally & Clarke 2001). It should be noted that while this is a physically motivated
choice, it only weakly influences the result since the most likely most disruptive encounter
will typically be at bmin  bMAX. Assuming an age of τ = 1 Myr, for surface densities
of stars Σ ≤ 105 pc−2 we find that pb always peaks at impact parameters bmin > 0.002 pc
(i.e. rp/rd >∼ 0.2), whereas for Σ ≥ 100 pc−2 the most likely most disruptive encounter
always has m2 ≥ 0.5 M, which after averaging over the mass function to account for the
distribution of m1 gives m2/m1 > 2. This validates the use of the approximation in Eq. 4.4.
By combining the Eqs. 4.6 and 4.8, the total PDF is
Φtot = pb(bmin)pv(vmin)pm(m2,max)Φm(m1). (4.10)
It should be noted that we did not include the mass of the perturbed object m1 in the PDF of
the most likely most disruptive encounter (Eq. 4.8), but instead average over the mass PDF
itself. The reason is that the stars in Fig. 4.1 span a range of masses, and a ‘typical’ relation
between the truncation radius and ambient density is preferable.
Combining the previous equations gives a theoretical estimate for the typical truncation
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where V indicates the complete phase space, i.e. 0.1 M–mmax in mass, 0–∞ in velocity and
0–bMAX in impact parameter. This expression provides the expected radius after the ‘most
likely most disruptive encounter’, averaged over the stellar mass function to account for the
unknown mass of the perturbed system.
4.7 Appendix C: Evolution of the disc mass function
To calculate the evolution of the disc mass function (DMF), we assume that the initial disc
mass md,i is related to the host stellar mass m1 as
md,i = fdm1, (4.12)
where fd is a constant. We adopt fd = 0.03, which is in good agreement with observations
(Andrews & Williams 2005) and sufficiently accurate for the order-of-magnitude estimate










For each host stellar mass, we calculate the characteristics of the most likely most dis-
ruptive encounter as in Appendix 4.6, using quantities that are appropriate for NGC 3603
(i.e. τ = 3 Myr, σ = 4.5 km s−1, and R = 1.45 pc). Given a certain encounter, the disc
mass loss is calculated using the expression from Olczak et al. (2006, Eq. 4), which pro-
vides ∆ ≡ ∆md/md as a function of the host stellar mass m1, the mass of the perturber
m2, the pericentre distance rp and the disc radius rd. To account for the dependence of
∆ on the radius, it is calculated for all radii from the observed sample at ambient densities
10−1 < Σ/pc−2 < 102 (see Fig. 4.1), including those with rd < 50 AU since the cor-
responding regions are all nearby and hence the detection limit is less stringent. At these
densities the encounter rate is so low that the observed disc radii can be interpreted as ‘ini-
tial’ radii. The obtained values of ∆ are then averaged to remove the dependence on rd, and
integrated Φtot (see Eq. 4.10) in the same way as rtr in Eq. 4.11. This provides the expected
relative mass loss as a function of host stellar mass 〈∆〉,1 and hence the final disc mass is
approximately
md = (1− 〈∆〉)md,i. (4.14)
1Note that contrary to our Lagrangian approximation of Eq. 4.4, the disc mass loss of the Olczak et al. (2006)
equation does not increase monotonically with decreasing pericentre distance – for very close encounters (typically
rp/rd < 0.2) the disc mass loss is reduced. In such cases, the most disruptive encounter is not the closest encounter,
and we account for this by adjusting rp to the value where 〈∆〉 peaks.
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Abstract
Although different approaches to model a polarimeter’s accuracy have been described before, a com-
plete error budgeting tool for polarimetric systems has not been yet developed. Based on the framework
introduced by Keller & Snik, in 2009, we have developed the M&m’s code as a first attempt to obtain a
generic tool to model the performance and accuracy of a given polarimeter, including all the potential
error contributions and their dependencies on physical parameters. The main goal of the code is to pro-
vide insight on the combined influence of many polarization errors on the accuracy of any polarimetric
instrument. In this work we present the mathematics and physics based on which the code is developed
as well as its general structure and operational scheme. Discussion of the advantages of the M&m’s
approach to error budgeting and polarimetric performance simulation is carried out and a brief outlook




Polarimetry is a very valuable remote-sensing technique that often yields information that is
unobtainable through other techniques and is used in many different fields such as astronomy,
Earth observation, biomedical diagnosis or land-mine and target detection, among others.
Nevertheless, the construction of such instruments has often relied on the knowledge ob-
tained through experience than on a formal systems engineering approach, which is common
practice when designing optical (imaging or spectroscopic) systems. Also, quite often, the
polarimetry is implemented as an add on to an existing system which makes it sub-optimal by
definition.It is only now, due to the increasing size and complexity of current instrumentation
projects, that this is starting to be demanded. For this we need to be able to predict the be-
havior and accuracy of the polarimetric system in order to optimize the design process. Only
with the implementation of polarimetric error budgeting can the polarimetric performance be
fully traded off against optical performance and other merit functions (like cost).
In the systems engineering approach, the design process starts by setting the scientific
requirements of the instrument which then must be translated into accuracy and sensitivity
requirements. Polarimetric sensitivity is defined as the smallest signal that the instrument can
detect above the noise and polarimetric accuracy is the uncertainty with which the instrument
is able to measure a polarization signal after it has been detected with sufficient S/N (Snik &
Keller 2013a). The former is limited by (photon) noise and spurious polarization effects that
can be created by e.g. variable atmospheric properties or source variability. These effects are
to a large extent decoupled from the polarimetric accuracy, and formalisms and codes exist to
model them (Casini et al. 2012). The accuracy is limited by “real” polarization errors, which
can be described by Mueller matrices. The goal of the design process then is to assure that
the instrument will indeed meet the accuracy requirements when operating.
With this aim, one needs to simulate the performance of the different preliminary designs
and make an estimation of the error budget throughout the system to detect which elements
contribute, and in which way, to the final response of the instrument. This allows to deal with
the limitations of the system in an early design stage. In optical systems dealing only with
intensity it is common practice to make use of error budgeting and performance simulation
tools that can carry out such an optimization process. Often this optical error budgeting
involves adding wavefront errors (which are small, independent and scalar) in an RSS (root
sum square) fashion, and force the total error to be smaller than a certain required value.
The individual errors can then be distributed top-down, or added up bottom-up by adopting
measured or modeled values, or a combination of both. So far, to our knowledge, a complete
polarimetric error budgeting tool, working with a library of all possible error sources and their
possible interactions has not yet been developed for polarimetric systems and this is mainly
due to the complexity of the error propagation in these systems. Tyo (2002) and Boger
et al. (2003) introduced polarimetric error budgeting with similar mathematical formalisms
as presented in this paper, but their scopes focused on specific polarimetric elements.
Errors in polarimetry have to be expressed as vectors and their values are often larger than
the measured signal itself, due to the fact that some elements, essential to perform polarime-
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try, affect the polarization state of the incoming light in a major way. Often the degree of
polarization of the signals to be measured is very low, and possibly much lower than the in-
strumental polarization. The main implication of this is that the common algorithms applied
to optical systems for error propagation as RSS cannot be applied as such to polarimetric
systems. In 2009 Keller & Snik analyzed this problem and developed a mathematical frame-
work to transform the errors into additive ones to make them suitable for error budgeting and
estimate the contribution of each physical parameter to the overall matrix.
Based on this framework we have developed the M&m’s code that computes the error
propagation through the polarimetric system of all the potential error contributions, e.g. mis-
alignment and varying material properties, and their dependencies on (global) physical pa-
rameters, e.g. wavelength and temperature. The ultimate goal of the code is to provide insight
of the contribution of error sources to the final polarimetric performance and estimate the po-
larimetric accuracy of a given design. The code only pertains to predicting the polarimetric
accuracy of a certain instrument as it relates the incoming Stokes vector to the measurement
result.
In Section 5.2 a description of the mathematical framework and the computational proce-
dure is given. In Section 5.3 the physics for the modeling of error sources that M&m’s uses in
its library are explained. In Section 5.4 a description of the structure and operational modes
of the code is given. Section 5.5 discusses the advantages and disadvantages of this approach
for error budgeting of polarimetric systems and the next steps to be taken in the development
of the simulator.
5.2 Error propagation in polarimetric systems: the math
5.2.1 Mathematical approach
In the Stokes formalism, every element in an optical system can be described as a 4 × 4
matrix called Mueller matrix (Melement). The Stokes vector going out of each element
Sout ≡ (Iout, Qout, Uout, Vout)T is then obtained by multiplying this matrix by the incoming
Stokes vector Sin ≡ (Iin, Qin, Uin, Vin)T , viz. :
Sout = MelementSin . (5.1)





Iin → Iout Qin → Iout Uin → Iout Vin → Iout
Iin → Qout Qin → Qout Uin → Qout Vin → Qout
Iin → Uout Qin → Uout Uin → Uout Vin → Uout




If we have a set of n elements forming an optical system we then have to multiply the
respective element matrices from the last to the first optical element on the light path to get
the total matrix for the system Mtot.
Mtot = MnMn−1 . . .M2M1 . (5.3)
Which obviously relates the incoming and outgoing Stokes vectors as follows:
Sout = MtotSin . (5.4)
Each element’s performance, and hence its corresponding Mueller matrix (Mz with z =
1, 2, . . . , n ), will depend on a certain number (jmax(z)) of physical parameters each of which
will have a particular distribution of values, i.e. an uncertainty, or fixed offset. These uncer-
tainties on each parameter’s value will have an effect on the Mueller matrix of the element that
can be expressed by the product of the error on the parameter (δpj,z) and a matrix that tells us
how this parameter affects each element of the main matrix, referred to as “weight" matrices
(mj,z) in the following. In this way we can express the Mueller matrix of any element as the
sum of a “main" matrix (M) and jmax(z) “error" matrices (δpj ·mj):
Mz
(
p1 + δp1, . . . , pj + δpjmax(z)
)
= M(p1, . . . , pj)+δp1·m1+· · ·+δpj ·mj+· · ·+δpjmax(z)·mjmax(z) .
(5.5)
Now the error matrices, (δpj,z ·mj,z), can be described by the first order of the Taylor
approximation of M with respect to each parameter pj,z as showed by Keller & Snik (2009)
and Tyo (2002). This is only valid if (1) the errors are small, compared to the value of the
corresponding main matrix value, and (2) the errors are independent from each other. In some
cases the error in certain parameters can be such that the first order of the Taylor expansion
will not suffice to properly approximate the contribution to the main matrix and that higher
orders have to be considered, but as a first step we will use the simplified expression.
Now, to find the total Mueller matrix of a particular system composed of n elements we







p1,z, . . . , pjmax(z),z
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Taking into account the assumptions (1) and (2) made above, the resulting expression can
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5.2.2 Implementation of Polarimetric Modulation
The M&m’s code is designed to simulate the polarimetric measurement process from cal-
culating the Mueller matrix of a system to giving the final accuracy with which a certain
Stokes parameter is measured. The procedure used to simulate the polarimetric measurement
is schematically shown in Figure 5.1 and detailed below.
Input 
 Optical and polarimetric system layout 
 Modulation scheme: i = 1, 2, …, n 
 Total Mueller matrix for each modulation state i :          
Mi(p1, p2,…) + δp1·mi1+δp2·mi2+… 
 Modulation Matrix                                        
O = Omain+δp1·op1+δp2·op2+… 
 Demodulation Matrix                                     
D = (OmainT·Omain)-1·OmainT 
 Response Matrix    X+ΔX = D·O  
Output 
 S*in = (X+ΔX) Sin 
Figure 5.1: Schematic view of the M&m’s computational procedure. The program starts with the input
given in the master script. Then, making use of the M&m’s library, it computes the Mueller matrices
for the n elements and the final Mueller matrix of the system, for each modulation state i. Next step is
to build the modulation matrix taking the first row of each main and weight matrices to propagate the
error on each parameter into the modulation process. Then the modulation matrix O is split into a main
matrix Omain and the corresponding matrices oj,z for each parameter of the system. The demodulation
matrix is either obtained computing the pseudo-inverse of Omain or specified by the user. The response
matrix of the polarimeter X is then obtained as the product of the modulation and demodulation matrices
and gives the relationship between the measured and the incoming Stokes vectors. The matrix ∆X can
then be used to perform the error budgeting (Ichimoto et al. 2008, Tyo 2002).
Once we have the expression describing how the errors δpj,z affect the main Mueller ma-
trix of the system, we can calculate the total Mueller matrix for each modulation state (i).
This enables us to build the modulation (O) and demodulation (D) matrices, including the
error components, and eventually propagate the error to the final output of the polarimetric
measurement process. The type of modulations implemented on the code are only spatial
modulation, temporal modulation or a combination of both. Spectral modulation or chan-
nelled spectropolarimetry has a demodulation procedure based on Fourier transforms and
therefore can’t be represented by a linear operation.
Continuing with the nomenclature presented in Section 5.2.1, let us consider an optical
system composed of n elements, each of which depends on a certain, and generally dif-
ferent, number of parameters (pj,z , with j = 1, 2, . . . , jmax(z) and z = 1, 2, . . . , n) and
a modulation scheme composed of m modulation states. Note that we will then have an
h =
∑n
z=1 jmax(z) total number of parameters for the system, and j = 1, 2, . . . , jmax(z)
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inside each z optical element. Table 5.1 shows, for clarity, the definition and ranges of the
indexes we will use in the following.
Table 5.1: Definition of indexes
Optical element z z = 1, 2, . . . , n
Parameter in z j j = 0, 1, . . . , jmax(z)
Modulation state i i = 1, 2, . . . ,m
For each modulation state i we would have a total Mueller matrix for the system:
i = 1, Mtot,1 = M1+δp1,1·m1,1,1+· · ·+δpj,z ·mj,z,1+· · ·+δpjmax(n),n·mjmax(n),n,1
i = 2, Mtot,2 = M2+δp1,1·m1,1,2+· · ·+δpj,z ·mj,z,2+· · ·+δpjmax(n),n·mjmax(n),n,2
...
i = m, Mtot,m = Mm+δp1,1·m1,1,m+· · ·+δpj,z·mj,z,m+· · ·+δpjmax(n),n·mjmax(n),n,m
.
Each Mtot,i represents the behavior of the instrument for each modulation state. There
will be only a few Mueller matrices that will change with (i), since is only the modulator
(spatial or temporal) that changes state. The code will be able to distinguish between those
ones and the “static" ones so the calculation of the total Mueller matrix can be shortened.
Now if we have an incoming Stokes vector (Sin) going through the system, for each
modulation state we will get an intensity (Ii) measured at the detector. These intensities form
a vector at the end of the modulation cycle, Imeas ≡ (I1, I2, . . . , Im). A linear combination
of these m intensities will allow us to infer the state of polarization of the incoming light.
This linear relation between the m intensities measured by the detector and the incoming
stokes vector is given by the so-called modulation matrix (O),
Imeas = OSin . (5.8)
The modulation matrix O is an m × 4 matrix built by compiling the first row of every
Mtot,i matrix. This can be understood remembering that it is in this row of the Mueller
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matrix where we find how the components of the incoming Stokes vector get transformed
into output intensity Eq. 5.2. Given the structure that these Mueller matrices now have,
i.e. being split in a sum of matrices, we will obtain a modulation matrix that is also a sum
of matrices. We will get a main modulation matrix (Omain) obtained by compiling the first
rows of main matrices Mi and hmatrices oj,z, obtained by compiling the first rows of weight
matrices mj,z,i, each one associated to one physical parameter of the system.
O = Omain + δp1,1 · o1,1 + · · ·+ δpj,z · oj,z + · · ·+ δpjmax(n),n · ojmax(n),n . (5.9)
Omain tells us how the intensity is measured without taking into account the deviations
of the parameters. The "separated" propagation of the errors to this point allows us to analyze
how they affect the intensity measurement directly, so we can easily detect the elements and
parameters that have more impact on the measurement before the demodulation process.
It is at this point of the process when we can implement detector errors such as bias drift
and nonlinearities (see Section 5.3 for further description).
Once we have the measured intensity vector the demodulation process starts. The basic
goal of this process is to infer Sin from the set of intensity measurements Imeas. It is clear
from Eq.7.3 that this can be done by the inverted matrix of O, which we will refer to as
D, the demodulation matrix. This is a trivial mathematical problem only if O is a square
matrix, which is the case for modulation schemes composed of four measurements. If the
modulation scheme comprises a larger number of modulation states, i.e. m > 4, the solution
for the inversion of O is no longer unique and we have an infinite number of demodulation
matrices that fulfill the condition DO = 1. Then the new problem is to find the demodulation
matrix that optimizes the efficiencies of the system (del Toro Iniesta & Collados 2000, Tyo
2002). In 2000, del Toro Iniesta & Collados showed that the solution for this optimization
problem is found by means of the Moore-Penrose pseudo-inverse matrix:
D = (OTO)−1OT . (5.10)
At this point we need to make some considerations. Given expressions (5.9) and (5.10)
we would now have to calculate the Moore-Penrose pseudo-inverse matrix of a sum of a large
number of matrices, depending on the total number of parameters in our system. Furthermore,
we want to keep the errors δpj,z as unknown variables up to the end of the process so we can
analyze the system in a generic way, without considering specific values for the errors. There
are various mathematical formulae and theorems to obtain the inverse of a sum of matrices
but , as far as we know, there is no way to obtain analytically the inverse of a structure
like this particular one, specially with a variable number of matrices. The problem of how
errors propagate through the non-linear process of matrix inversion has been analyzed by
Ramos & Collados (2008) for gaussian errors but systematic errors have a complete different
distribution which makes them unsuitable for this procedure. A simplified approach is to
obtain D by means of an “ideal" or “best known" modulation matrix, which would be Omain
in our case.
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This can be justified arguing that during data reduction one has to choose a demodulation
matrix. The best knowledge one has of the modulation matrix is obtained after modeling
(or calibrating). This matrix would be Omain for us, since it represents de “ideal" behavior
of the modulation matrix. In this way we can also propagate the error in the parameters as




There is also the possibility of using a pre-defined demodulation matrix which, even
though it may not be the optimal one, will be required in many practical situations. This
can be easily implemented in the code by providing the demodulation matrix together with
the input and not deriving it from the calculated modulation matrix. Also the code needs
to be suitable for partial polarimeters, i.e. polarimeters only measuring a part of the Stokes
vector, for which the modulation matrix when written as a m × 4 matrix is singular and
non-invertible. Therefore the code would have to be able to reduce the dimensionality.
Once we have the demodulation matrix we can finally find the vector that will represent
the “measured" incoming Stokes vector, S∗in,
S∗in = DImeas . (5.12)
Note that this vector is not a Stokes vector since is obtained through the matrices O and
D which are not Mueller matrices.
Ideally this output will be exactly the Stokes vector that comes in the polarimeter so that:
S∗in = 1Sin . (5.13)
Of course this is not the case since no instrument is exempt from creating some uncali-
brated instrumental polarization and cross-talk along the measurement process. To take this
into account it is useful to introduce the concept of a response matrix X (Ichimoto et al.
2008). This matrix, which is not a Mueller matrix, has dimensions of 4 × 4 and can be
defined as the one representing the measurement process i.e. it relates the incoming Stokes
vector (Sin) with the vector S∗in that we obtain in the end as the “measured" Stokes vector
S∗in = XSin . (5.14)
Again, in ideal conditions X would be the identity matrix, but since we have errors in
the process it will have values different from unity. In the end, what we aim to do with the
M&m’s code is to model this response matrix, so find the range of values its elements can
take on, and this is done by propagating our error-dependent matrices oj,n up to the end of
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the inversion process. Considering equations 7.3, 7.4 and 6.2 it is obvious that we can obtain
X by means of D and O as follows:
X = DO . (5.15)
If we now introduce the expression for O, Eq. 5.15 becomes:
X = D[Omain + δp1,1 ·o1,1 + · · ·+ δpj,z ·oj,z + · · ·+ δpjmax(n),n ·ojmax(n),n] . (5.16)
which applying the distributive property gives:
X = DOmain+δp1,1 ·(Do1,1)+ · · ·+δpj,z ·(Doj,z)+ · · ·+δpjmax(n),n ·(Dojmax(n),n) .
(5.17)
If the demodulation matrix is the pseudo-inverse of the main modulation matrix, i.e. we
have computed D instead of using a pre-defined one, the first term of the right side of the
equation is the identity matrix and each (Doj,z) term represents a variation of the response
matrix depending on the corresponding pj,z .
X = 1+δp1,1 ·∆X1,1+ · · ·+δpj,z ·∆Xj,z+ · · ·+δpjmax(n),n ·∆Xjmax(n),n = 1+∆X
(5.18)
In this way, we have propagated the errors up to the final matrix that models the complete
measurement process.
5.2.3 Error budgeting
The matrices ∆Xj,z and ∆X, from Equation 5.18, can be seen as “accuracy matrices" to
be directly used for error budgeting by comparing them with the requirements set for the
polarimeter.
This can be done in different ways such as comparing the complete accuracy matrix (∆X)
with a “requirements matrix" that one builds from the scientific requirements (Eq. 5.19,
Ichimoto et al. 2008):
∆X ≤∆Xreq . (5.19)
To simplify the process only the most stringent components of the ∆Xreq can be con-
sidered.
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Another approach is to assume an input Stokes vector (Sin,def ) and compute the differ-
ence or vector norm between the this input and the measured Stokes vectors (S∗in) obtained
by multiplying with ∆X (Eq. 5.20, Tyo 2002) :
4∑
k=1
(∆X · Sin,def )2k ≤ ||ε||2 . (5.20)
The requirement on polarimetric accuracy is then described by the vector norm ||ε||, and
should be fulfilled for all possible input Stokes vector.
5.2.4 Implementation of Calibration
The code can be set up such that it describes the full procedure of calibration, after the Mueller
matrices for the calibration optics including error terms have been introduced. These results
should then be fed back into the code to describe the calibrated polarimetric measurements.
However, the error propagation from the calibration to the measurement is not straightforward
and has only be mathematically described in the case of Gaussian errors (Ramos & Collados
2008). Possibly a complete Monte Carlo simulation has to be performed to fully model this
process.
In any case, real calibration results and the estimated errors thereupon can be implemented
directly by replacing the pertinent part of the modeled Mueller matrix train.
5.3 Overview of polarimetric errors: the physics
Now that we have defined the mathematical procedure we need to introduce the physics
behind the error modeling, i.e. determine mj,z. An error budgeting code like M&m’s is only
useful once it is able to consider almost any kind of error to any kind of optical element.
Based on the current literature, an extensive library is therefore created out of which most
relevant Mueller matrices and error matrices can be taken or computed.
Errors affecting polarimetric measurements can be widely ranging in both type and scale
and can arise from many different sources like missalignements, manufacturing errors or
variations of the working temperature. In polarimetry, every element before the polarimeter,
even a simple glass plate, can affect the measurement. Therefore a careful analysis of each
element must be done in order to model its behavior as accurately as possible.
There are two main ways in which this can be done. One way is based on the direct
characterization of the elements in the lab, or what could be seen as the empirical approach.
This method, of course, provides a quite complete knowledge of the particular element one
is considering but lacks of potential for generalization and it is limited by the accuracy of
the measuring system. Another approach is to start from the general analytical expression
of the element’s Mueller matrix depending on various physical parameters and derive the
error matrices as a first order Taylor expansion to each parameter. In our case we consider
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both possibilities, so the code can estimate an approximation of the weight matrices for each
parameter and it can also include error matrices that are already determined.
5.3.1 Parameters
Parameters can be separated in two groups, the ones affecting the Mueller matrix of only
one particular element, e.g. the birefringence of the material of a retarder or the extinction
ratio of a polarizer, and those which are common for all the system, e.g. wavelength and
temperature. The latter will be represented in the code by global parameters. This means that
all Mueller matrices inasmuch they depend on wavelength and temperature will automatically
have error matrices associated to them that scale with wavelength or temperature. Thus the
variation of system performance with wavelength and temperature can be estimated from
the code’s output. It is clear that with only a first-order approximation of Mueller matrix
variation with wavelength, only relatively narrow band-widths can be considered. If one
element has a different temperature than the others, its Mueller matrix at that temperature
and corresponding error matrix for temperature changes can be also inserted separately.
5.3.2 Library of Mueller Matrices and Error Matrices
The following describes the implementation of Mueller matrices of common optical elements.
It also describes which error sources can be used in the code and under which assumptions.
Rotations
This is a special case because it is not an element per se. A single rotation Mueller matrix
describes the rotation of the [Q,U ] coordinate system. The only error in this process is an
offset to this rotation (or a certain distribution of offsets). For the case of a freely rotating
element, two rotation matrices need to be inserted, one before and one after the element
(which can be a compound of several Mueller and error matrices). The amount of rotation
and the error thereof is identical, but have an opposite handedness, unless the elements in
between modify Stokes coordinate system like an odd number of mirrors do.
Rotation is often used in temporal modulation, so the variation of the Mueller matrix with
modulation state is generically implemented in this function.
Linear Polarizers
The ideal Mueller matrix of a linear polarizer assumes that linear polarization in the +Q
direction gets transmitted. In the case of spatial modulation by using a polarizing beam-
splitter, this direction can be switched to −Q in the input script that handles the modulation
sequence.
The following error terms are implemented:
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• Limited extinction ratio. The extinction ratio is here defined such that its value is <1.
The error matrix for limited extinction ratio is described by Snik (2006). This error
necessarily has a first and second order.
• Depolarization cf. Nee et al. (1998).
• Field-of-view effects. This is described with the 3D geometry of the polarizers axes
compared to the input polarization.
Retarders
The most frequently used retarders are based on birefringent (liquid) crystals. The retardance
can be computed once the material’s birefringence and the plate’s thickness is known:
δ = 2π
(ne − no) · d
λ
. (5.21)
The refractive indices for many crystals are listed by Ghosh (1998).
Various error sources are readily derived from this:
• Variation with wavelength.
• Variation of the thickness.
• Offset of the birefringence.
• The variation of the birefringence with temperature can be computed from thermo-
optic coefficients listed by Ghosh (1998). See Hale & Day (1988). Also the thermal
expansion of the plate is taken into account.
• The variation of retardance upon a change of incidence angle and azimuth, as described
by the equations in Evans (1949).
• Dichroism, as determined by the Fresnel equations for the two polarization directions
along the two crystal axes.
• Polarized fringes due to multiple reflections within the birefringent plate manifest
themselves as a sinusoidal partial polarization pattern as a function of wavelength,
as well as a wavelength-dependent modification of the retardance. These effects are
calculated by using the Berreman calculus as described by (Weenink et al. 2013). The
mitigation of these effects by using AR coatings can be implemented ad-hoc.
Since most wave-plates used for instrumentation are actually compounds of two or more
layers of different materials, it makes sense then to consider compound wave plates as unit
elements in the system. Several frequently used wave plates will be predefined in the M&m’s
library: achromatic and superachromatic wave plates and liquid crystals like Liquid Crystal
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Variable Retarders (LCVRs) en Ferroelectric Liquid Crystals (FLCs). For the first cases,
the alignment between the two plates becomes an important error parameter. For the liquid
crystals, the switching angles (that often drive the modulation sequence) will be subject to
errors.
Also a standard Fresnel rhomb will be implemented. The main error sources there will
be:
• Variation of retardance with incidence angle and azimuth.
• Stress birefringence.
Mirrors
The Mueller matrix of a mirror is based on the models applied to accurate ellipsometry per-
formed by van Harten et al. (2009). According to it, a mirror can be characterized knowing
the following parameters: the incidence angle (α) and wavelength (λ) of the incoming light,
the complex index of refraction of the metal, and, if present, the thickness and index of refrac-
tion of the dielectric film layer on top of the mirror’s surface. This layer can be an artificial
overcoating or can occur naturally due to the growth of the aluminum oxide layer (van Harten
et al. 2009). The equations that lead to a mirrors Mueller matrix are numerous and complex
and directly describe the dependence of the Mueller matrix on various physical parameters:
• Variation with wavelength due to the variation of the refractive indices.
• Variation with incidence angle and azimuth.
• Aging which involves a growth of the layer of dielectric material on the mirror. Also a
dust layer can be described with an effective growth of this layer (Snik et al. 2013).
Glass Components
It is often assumed that glass components like lenses do not modify or create polarization,
and therefore the ideal Mueller matrix is the unit matrix. Various error sources can however
exist:
• Glass components can introduce linear polarization if a ray of light hits it at a non-
normal incidence. This is fully determined by the Fresnel equations, after linearizing
those for the incidence angle. It needs to be computed at every glass-air interface.
• Stress birefringence occurs in every piece of glass. A certain direction (or distribution)
of the stress tensor needs to be assumed.
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Detectors
Although the action of a detector cannot be described by a Mueller matrix, its non-ideal
properties can adversely affect the polarimetric accuracy. Fortunately, these error terms can
easily be implemented using a similar formalism.
It is assumed that an ideal detector linearly converts the intensity to a data number. This
corresponds with a fully multiplicative term comparable with a diagonal Mueller matrix. Two
important error terms are:
• Bias drift or uncorrected stray light.
• Detector non-linearity. This obviously needs to be described with a second order (or
higher) error term.
Keller (1996) has shown that such errors can couple with instrumental polarization to create
spurious signals.
5.4 Overview of the code
The M&m’s is a code written in Python which makes it accessible to a broad audience cost-
free. The name arises from the basic structure of the Mueller matrices (Eq. 5.5) that is
propagated all along: the “main" matrix (M) and the “weight" matrices (m).It is structured
in two main parts, the “input/master script" and the “M&m’s library".
The input/master script represents the input to the program. In it, the user has to specify
all the information about the set up to be simulated, e.g. type and order of the optical ele-
ments on the light path, modulation states, global parameters, rotations and misalignments
between them, etc.... In this input one can also provide particular matrices to be used instead
of those from the library such as specific calibrated error matrices for a certain element or
demodulation matrices. The user also needs to specify the mode in which the code should
operate.
The M&m’s library is a compilation of functions that can be separated in two groups
according to their functionality.
The first group is composed of “element functions" computing the Mueller matrix of
typical optical elements in terms of the physical parameters in which the element depends
on and deriving the corresponding weight matrices. The library contains functions to model
mirrors, glass elements, waveplates and polarizers among others.
The second group is formed by the “mode functions" which, depending on the mode
selected, operate with the Mueller matrices obtained for the elements in order to get the
desired output. Figure 5.2 shows a flow diagram of the information through the different
elements and stages of the code.
With the aim of making it suitable for different types of analysis it operates in three
modes:
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Input/master script 
  Optical and polarimetric 
system layout 
  Modulation scheme:           
i = 1, 2, …, m 




  Element funct. 
Output M&m’s library 
  Mode funct. 
  ModelMuellerMatrix 
   Mtot(p1, p2,…) + δp1·m1+δp2·m2+… 
  ModelStokesMeasurement 
               S*in = (X+ΔX) Sin 
  ModelSystemCalibration 
  Ocal = (Omain)cal + δp1·(op1)cal+… 
Figure 5.2: Flow diagram of the M&m’s operation. The master script sends the input information to the
library’s selected element functions to be used. The output of this operation is sent to the master script




The first mode, ModelMuellerMatrix, computes the total Mueller matrix of a given sys-
tem. It takes the matrix for each element that come as the output of the element functions
and then multiplies the matrices following the formalism explained above. It gives the total
Mueller matrix for the system as an output with the structure shown in Eq. 5.7. This is useful
to analyze how the different element/parameters will affect the final behavior of the polari-
metric set up but also to estimate the Mueller matrix of optical systems upstream, i.e. the
telescope in front of the polarimeter.
The second mode, ModelStokesMeasurement, computes the vector that it is measured at
the end of the process (S∗out), i.e. it propagates the error matrices through the modulation
and demodulation operations. In the end we get the correspondence between the incoming
and the measured Stokes vector by means of the response matrix X which contains the effect
of the physical parameters of the system on the measurement, represented by the propagated
weight matrices (∆X).
The third mode, ModelSystemCalibration computes the polarimetric modulation matrix
as obtained after calibration and the errors pertaining to these results. This mode has not
yet been implemented since, as we pointed out before, the error propagation through this
operation to a calibrated measurement model needs to be investigated.
5.5 Discussion and outlook
In this manuscript we have presented the mathematical, physical and operational basis of the
M&m’s code for simulating the performance of a given polarimetric system. The mathemat-
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ical framework developed by Keller & Snik allows us to propagate the contribution of the
different errors separately up to the end of the measurement process. The main advantage
of this approach is that it allows us to, at any point of the measurement process, identify the
critical sources of deviation in the measurement without having to specify any particular er-
ror for the parameters. Furthermore the matrix (∆X), which is dependent on the δpj scalar
errors, can be directly compared to the accuracy matrix required for the system to set the
tolerances on the parameters, because we have propagated δpj as unknown variables through
the process.
The main disadvantage is that it relies on assumptions (1) and (2) presented in Sec. 5.2.1
(errors are small and independent) when aproximating the weight matrices by the first term
of the Taylor expansion of the Mueller matrix. Higher order terms may therefore need to be
implemented.
The code will be verified by comparing its results with those from a full Monte Carlo
simulation (which can be done by using the same library of Mueller matrices), and with the
results of a dedicated lab set up. At the end only a Monte Carlo simulation or lab measure-
ments can fully characterize the system, but the M&m’s approach provides a better insight
on the system’s dependencies. This allows us to easily detect, early in the design process,
which ones will be the limiting elements/parameters when analyzing the accuracy that differ-
ent designs, considered for a polarimetric system, can provide. It also can easily estimate the
instrumental polarization introduced by optical systems, keeping also track of which elements
have more impact.
The code aims to be open, so it can be used by anyone, general, so it can be applied to
any polarimetric design, and complete in terms of error modeling. In this sense, we will keep
the library open so it can be easily updated with new matrices for elements and errors.
The code is still in an early stage of development and it will be made accessible to the
public as soon as it has been verified, and most relevant errors have been implemented.
The following upgrades to the code are still under consideration:
• A complete description of a distribution (random or systematic) of the physical param-
eters that drive the errors. This way, after propagation, the error contributions can be
added in an RSS fashion, see citetkeller09.
• Adding the possibility of introducing higher-order error terms.
• Full implementation of the simulation of the calibration process and the calibrated
measurement process. It may be necessary to implement a Monte Carlo simulation
of the calibration process to fully propagate the systematic errors, as currently only
Gaussian errors can be propagated (Ramos & Collados 2008) .
• Integration with the optical design, such that all Mueller matrices are explicitly depen-
dent on the local incidence angles and azimuths. For converging beams, an average
Mueller matrix plus a distribution of values around that can thus be obtained. A link
with ZEMAX would be a logical choice for this. A simple simple solution would be
to parameterize the distance to the pupil plane for each element and supply a range of
incidence angle and azimuths.
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Abstract
Polarimetry is a particularly powerful technique when imaging circumstellar environments. Currently
most telescopes include more or less advanced polarimetric facilities and large telescopes count on
it for their planet-finder instruments like SPHERE-ZIMPOL on the VLT or EPICS on the future E-
ELT. One of the biggest limitations of this technique is the instrumental polarization (IP) generated in
the telescope optical path, which can often be larger than the signal to be measured. In most cases
this instrumental polarization changes over time and is dependent on the errors affecting the optical
elements of the system. We have modeled the VLT and E-ELT telescope layouts to characterize the
instrumental polarization generated on their optical paths using the M&m’s code, an error budget and
performance simulator for polarimetric systems. In this study we present the realistic Mueller matrices
calculated with M&m’s for both systems, with and without the setups to correct for the IP, showing that




Polarimetry is becoming increasingly popular in the field of the direct imaging of circumstel-
lar environments. Since light scattered by the material surrounding a star becomes linearly
polarized having an instrument that is able to disentangle polarized from unpolarized light it
is, in principle, possible to suppress the light coming from the start to observe just the sur-
roundings (Snik & Keller 2013b). Its use can improve the contrast between the star and the
surroundings by more than four orders of magnitude, a power that is getting the attention of
the astronomical community, highly interested these days on the detection and characteriza-
tion of exoplanets.
A big limitation of the technique is the instrumental polarization introduced by the opti-
cal systems used to collect the light. This instrumental polarization varies with time and the
pointing direction of the telescope. Since the polarization signal of light scattered by circum-
stellar matter is expected to be of the order of a few percent (Stam et al. 2004, Stam 2008),
these variable instrumental effects can be crucial when performing accurate polarimetry of
exoplanets and circumstellar environments.
6.1.1 Instrumental polarization at the Nasmyth focus
Polarization is created whenever there is a break in the symmetry of the system the light is
going through. In this sense, telescopes should not, in principle, introduce any polarization
as long as one measures along the optical axis. Unfortunately, most current and near-future
telescopes take the polarimetry to the Nasmyth focus meaning that light has to be taken out
of the optical axis of the telescope, normally going through a 45 deg reflection on a mirror.
This process can generate up to 5% linear polarization signal in the visible wavelength range
(Gehrels 1960, Cox 1976, Joos et al. 2008, van Harten et al. 2009, Perrin et al. 2010). Also,
a fraction of the incoming linear polarization gets lost in the process due to a conversion into
circular polarization, the so called “crosstalk”. It is known that these instrumental effects
can be corrected by further reflection on a second “twin” mirror positioned in what is called
a “crossed” configuration(Cox 1976). The main problem when applying this solution to
Nasmyth focus instruments is that the mirror used to deflect the light rotates together with the
telescope and therefore this “crossed” configuration only occurs for certain positions of the
system.
In this study we analyse two solutions proposed for two extremely advanced linear po-
larimeters located at the Nasmyth focus of their respective telescopes: SPHERE-ZIMPOL at
the Very Large Telescope (VLT) and EPICS-EPOL at the European Extremely Large Tele-
scope (E-ELT). In both cases the reduction of instrumental polarization to values of less than
1% is crucial for the required performance of the instruments. Using the M&m’s code we
simulate both optical systems to calculate the instrumental polarization generated in their
paths, and the solutions applied in both designs to correct for it.
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6.2 M&m’s SIMULATIONS
The M&m’s code is an error budgeting and performance simulator for polarimetric systems
(de Juan Ovelar et al. 2011). It makes use of the Mueller matrix formalism to simulate the
response of a polarimetric system and the effect that potential errors, in the parameters of each
individual optical element, have on it. It is conceived in principle as a systems engineering
tool to help in the design process of polarimeters by accurately simulating the performance
of different designs and detecting the problematic elements/parameters of the optical system.
In the Mueller formalism the polarization state of light is described by a 1x4 vector known
as the Stokes vector, S = (I,Q, U, V )T , where I is the intensity, ±Q and ±U are linear po-
larizations in the 0/90◦ and 45◦ directions and V is circular polarization. The effect that an
optical system has on the polarization state of light passing through it, can be described as
the product between the incoming Stokes vector (Sin) and a 4x4 matrix that accounts for the
properties of the system, i.e the Mueller matrix (M). However the process of measuring the
polarization state of light involves modulation/demodulation steps to first encode the polar-
ization state in different intensities that can be measured by the detector, and second recover
the polarization state from the acquired intensity measurements. This process can be also
modeled using a 4x4 matrix (i.e. the response matrix, X), and can also account for calibra-
tion processes. The M&m’s code is able to calculate both M and X, and the dependencies
of the various optical elements on physical parameters like temperature, wavelength, mis-
alignment, ageing, etc.. While the former relates the incoming Stokes vector with the Stokes
vector coming out of the system,
Sout = MelementSin , (6.1)
the latter relates the incoming Stokes vector with the measured Stokes vector,
Smeas = XSin . (6.2)
Techniques to reduce the instrumental polarization can be based on modifying the system
or the modulation/demodulation process. In this sense, the two systems analysed in this study
are perfect examples of the two different approaches. While SPHERE-ZIMPOL corrects
most of the instrumental polarization modifying the setup, EPICS-EPOL makes use of a po-
larization “switch” that eliminates the instrumental effects after the modulation/demodulation
process.
6.2.1 General considerations
The M&m’s code is currently in the development/validation phase. The code aims to be
general and realistic and it has implemented most of the dependencies for the parameters
of the different optical elements. Nevertheless, there are some general considerations that
should be taken into account when analysing the simulations performed for this study.
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• Chromaticity of metallic materials is not implemented yet. This implementation is
complicated since the values of the real and imaginary parts of the index of refraction
for each wavelength have to be interpolated from tables of materials and this com-
plicates the computation. This is an issue that will be corrected in the near future.
However we have verified that the effect is negligible for the cases analysed in this
study.
• Chromaticity of dielectric and birefringent materials is implemented. This holds also
for the dielectric protective coatings of mirrors.
• Mirrors in the same system have all the same characteristics and no differential effects
between them are taken into account. This effect will be covered in future simulations.
• Temperature dependencies are implemented whenever realistic characterization of the
elements in terms of temperature behaviour is available.
• Whenever real optical elements are used, real characteristics and design parameters are
implemented to define the element on the simulation.
• The Mueller matrices have only been established for the chief ray. The effects of the
converging beams are still to be implemented.
• For the case of SPHERE-ZIMPOL the efficiency of the detector was taken into account.
6.3 SPHERE-ZIMPOL at the VLT
One of the most important upcoming instruments counting on polarimetry for the detection
of exoplanets is the SPHERE planet finder at the VLT. The imaging polarimeter designed for
this instrument is ZIMPOL, a single-beam polarimeter that makes use of a fast modulation-
demodulation technique to achieve very high polarimetric sensitivity (Gisler et al. 2004,
Beuzit et al. 2006, Thalmann et al. 2008, Roelfsema et al. 2010). As we noted before, the
SPHERE instrument is placed in a VLT Nasmyth focus and therefore directly suffers from
the instrumental polarization problem discussed above.
The solution for the correction of the IP proposed in this case is a setup, located between
M3 and the instrument itself, designed to drastically reduce the effect of the reflection on M3.
This setup consists of a half-wave plate (HWP), HWP1, that rotates at half the zenith angle
to stabilise the direction of the polarization introduced by M3, and a second mirror, M4, to
compensate for this polarization (Stuik et al. 2005). The configuration is such that M3 and M4
are “crossed” when the telescope is pointing to zenith. As the telescope moves from zenith,
M3 rotates as well and the direction of the polarization generated when light gets reflected
on it moves accordingly. The role of HWP1 is then to “derotate” this polarization such that
it always comes back to the direction for which M4 can compensate (Tinbergen 2007). M4
is designed to have the same characteristics of M3 such that the differences between them
are minimized and therefore the compensation is optimal. HWP1 needs to be an achromatic
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retarder such that this compensation is achieved over the 500 − 900 nm wavelength range
SPHERE was designed for. Accounting for non ideal elements used in the instrument, a
tolerance for the instrumental polarization in Q of 10−2 is set. The correction was shown to
work theoretically during the design phase using the Mueller Matrix formalism with standard
Mueller matrices for the components available at the moment (Joos 2007). At the end of 2010
ZIMPOL had successfully passed the subsystem testing and is currently being integrated and
tested together with the rest of the SPHERE subsystems. With the information we have
now about the definitive components of ZIMPOL we have performed new simulations of the
optical system with the Mnms’s code including wavelength, temperature and zenith angle
dependencies to have a more realistic view of the M3-HWP1-M4 performance.
The components of the simulated setup and its main characteristics are listed in Table 6.1.
It is important to remark that the ZIMPOL components have been simulated with the real
specifications, chromatic and temperature dependent behaviour as well as properties obtained
after characterization.
M3 Silver coated mirror 45◦ incidence angle
150 nm SiO2 protective layer rotating with the zenith angle
HWP1 MgF2/Quartz achromatic retarder Fast axis at zenith/2
wavelength range: 500− 900 nm
M4 Silver coated mirror 45◦ incidence angle
150 nm SiO2 protective layer fixed
Table 6.1: M3-HWP1-M4 System components
The simulation is carried out for two setups. The first one corresponds to the situation
where we have M3, rotating from zenith to horizon (z = [0 − 90]◦) and M4 fixed in the
Nasmyth focus. This configuration compensates the instrumental polarization only when z =
0◦. The second one corresponds to the actual design where HWP1 is in between the mirrors,
rotating at half the speed of the telescope, i.e. θHWP1 = z/2 at all times. The simulation
is carried out for ranges of zenith angle of 0 − 90 deg and wavelengths of 500 − 900 nm.
The resultant Mueller matrices of both systems are shown for the range of zenith angles
considered in Fig. 6.5 in the Appendix. When applying this matrix to an incoming ray of
unpolarized light (i.e. Sin= (1, 0, 0, 0)T ) the resultant Stokes vector coming out of the system
has the normalized components Q/I , U/I and V/I shown in Fig. 6.1.
Figure 6.1 shows that the the instrumental polarization in Stokes Q, when HWP1 is in-
cluded, gets stabilized with a value of 10−5 , well within the specifications for SPHERE-
ZIMPOL. A maximum value of less than 4 · 10−4 is introduced in the worst case, which is
given for z = 90deg in the normalized Stokes V component. Stokes U stays below the 10−4
level for the whole range of telescope positions. The residual effects after the correction (6.1)
are mainly due to the realistic modeling of the HWP, which is not a perfect achromatic HWP.
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M3-M4 Stokes Q, U and V vs zenit angle 650.0(nm)
(a)















M3-HWP1-M4 Stokes Q, U and V vs zenit angle 650.0(nm)
(b)
Figure 6.1: Results for the simulations of the VLT’s M3-HWP1-M4 setup with the M&m’s code. Stokes
components Q, U and V normalized to the intensity are shown for different zenith angles in the case of
having only M3-M4 (a) or M3-HWP1-M4 (b) before the instrument. The instrumental polarization gets
drastically reduced with the stabilization performed by HWP1.
The solution applied in this case is therefore shown to be extremely effective. On top of this
reduction of the instrumental polarization generated by M3, the real ZIMPOL setup counts
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λcent/FWHM 550/80 655/60 717/20 750/150 770/20 820/20 820/80 870/60
Stdv(Q/I) ∼ 10−3 3 · 10−4 ∼ 10−3 3 · 10−4 9 · 10−4 2 · 10−3 6 · 10−4 10−3
Stdv(U/I) 9 · 10−4 3 · 10−4 ∼ 10−3 5 · 10−4 ∼ 10−3 2 · 10−3 9 · 10−4 3 · 10−3
Stdv(V/I) 4 · 10−4 4 · 10−4 2 · 10−3 4 · 10−4 3 · 10−3 2 · 10−3 2 · 10−3
Table 6.2: Standard deviation of the measurements performed with ZIMPOL of the M3-HWP1-M4
laboratory setup for different filters.
with a polarization compensator (a tiltable and rotatable glass plate) before the detector to
remove any instrumental polarization generated by the elements in the SPHERE-ZIMPOL
optical path itself, i.e. after M4.
6.3.1 ZIMPOL laboratory measurements of the M3-HWP1-M4 instru-
mental polarization
During the testing phase of ZIMPOL, a set of measurements was taken with a simulator
for the M3-HWP1-M4 setup. For these measurements, the polarization compensator was
taken out to allow a clear measurement of the instrumental polarization generated. Figure 6.2
shows the results of these measurements for normalized Q, U and V Stokes components.
The measurements were taken with eight different filters covering the wavelength range of
the instrument (see Table 6.2). Zenith angles range from 0 to 90◦ in steps of 10◦. The
estimated photon noise for this measurements is 5.77 · 10−4. Table 6.2 shows the standard
deviation of these measurements for each Stokes component and filter. The largest value,
σ = 0.0028, is given for the 870/60 nm filter in U/I . This implies a largest variation of the
instrumental polarization over the whole zenith angle range of less than 0.3% which confirms
the success of this compensation system.
An unexpected wavelength-dependent bias is present in the measurements, which also
varies from one Stokes component to another. This effect is likely to be compensated by the
polarization compensator, which explains why it was not seen before. The proposed expla-
nation for it is the generation of polarized fringes by one of the elements in the modulator
system of ZIMPOL. This modulation system consists of three different retarders. The first
one in the optical path is an achromatic quarter-wave plate (QVIS), only introduced when
measuring Stokes V . The second one is an achromatic half-wave plate (HWPZ), used to
modulate between Stokes Q and U . And the third one is a ferro-electric liquid crystal (FLC),
that switches very rapidly the position of its fast axis to modulate the sign of the polarization
going through the analyzer. This FLC is composed of several plates of different materials
containing a very thin layer of birefringent liquid crystal that changes the direction of its fast
axis when a voltage is applied. This change can be done very rapidly (at the order of kHz)
which is very useful in polarimetry since it allows to perform the modulation at high frequen-
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Figure 6.2: ZIMPOL laboratory measurements of the instrumental polarization generated by the M3-
HWP1-M4 setup. The normalized Stokes components Q, U and V are shown separately for different
filters covering the wavelength range of the instrument.
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However, FLCs are known to generate wavelength-dependent polarization effects such as
the ones observed with ZIMPOL and presented in this study (Gisler et al. 2003). An attempt
to build a physical model, in the context of the M&m’s code, to reproduce ZIMPOL’s FLC
behaviour was done. The model is briefly explained in the following lines and the results
are shown in Fig.6.3. To simulate the measurements, the complete modulation scheme was
modeled as well as the components of the ZIMPOL modulation system. These components
and their main characteristics are shown in Table 6.3. An efficiency of 0.855 for the ZIMPOL
detector was also taken into account (Schmid et al. 2012).
QVIS MgF2/Quartz achromatic QWP Fast axis at 45◦
λrange = [500− 900] nm for Stokes V meas.
HWPZ MgF2/Quartz achromatic HWP Fast axis at 0◦ for Q meas.
λrange = [500− 900] nm and at 22.5◦ for U meas.
FLC HWP Fast axis at −24.4◦
λdesign = 665 nm temperature variations incl.
Weak polarizer chromatism of brifringence incl.
HWP0 Quartz chromatic HWP Fast axis at 64.4◦ for Q meas.
λrange = [500− 900] nm at 22.5◦ for U meas.
Table 6.3: ZIMPOL modulation system components
The FLC was modeled as an element with retarding and a weak polarizing properties. The
latter component describes the polarized fringes generated by multiple internal reflections in
a birefringent medium. One of the main limitations when modeling FLCs is that most of
the details of the materials and layout are not provided by the manufacturer. In particular
the birefringence and thickness of the liquid crystal are unknown, among the exact materials
used for the plates containing it. The approach to simulate the FLC characteristics was to
calculate the thickness of the retarding layer based on a birefringence obtained with a typical
dispersion law for liquid crystals (Xu et al. 2006) at the FLC design wavelength (665nm). At
this particular wavelength the FLC acts as a perfect half-wave plate. To make it achromatic a
chromatic half-wave plate is added after the exit surface (HWP0) of the FLC to compensate
the dispersion. This achromatizing HWP was also simulated in the code with the realistic
characteristics provided by the manufacturer. The model for the weak polarizing component
was developed following Aitken & Hough (2001) but leaving two parameters free, one defin-
ing its effective polarizing thickness by multiplying the calculated thickness for the retarding
component, pthick, which ranges from 0 to 1, and another one accounting for the fact that the
liquid crystal is surrounded by a medium different than air, pn. A fitting process to the ZIM-
POL data for the measured polarization in different filters at z = 0 deg was carried out giving
a best fit for pthick = 0.325 and pn = 1.396. The results of this fitting process are shown
in Fig. 6.3. The effect of temperature on the switching angle of the FLC is also included in
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the model based on actual measurements performed at ASTRON for the characterization of
the FLC used in the setup. The results are obtained for a specific wavelength, therefore we
convolved them with the profiles of the filters used for the measurements (dashed magenta
lines in Fig. fig:ZIMPOLMnms).















Mnms Q/I not conv.
ZIMPOL z=90 Q/I














Mnms U/I not conv.
ZIMPOL z=90 U/I













Mnms V/I not conv.
ZIMPOL z=90 V/I
M3-HWP1-M4 + ZIMPOL normalized Stokes components
Figure 6.3: Results for the fitted M&m’s model of the M3-HWP1-M4 setup plus ZIMPOL modulation
system. Magenta lines correspond to the M&m’s results using pthick = 0.325 and pn = 1.396
(see text) with solid and dashed lines denoting monochromatic and convolved results using rectangular
profiles with the FWHM of each filter (see Table 6.2). Turquoise lines show the ZIMPOL measurements
with the different filters for rotation of M3 in the laboratory simulator of z = 90 deg, which corresponds
with a zenith angle of 0 deg in the M&m’s simulation.
To include the effects of the FLC to the final measured values of Q/I , U/I and V/I ,
we simulate the measurements with the M&m’s code by implementing the modulation and
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demodulation process. This means that various realizations of the complete Mueller matrix
train are constructed for the different switching angles of the FLC, the rotation of the HWPZ
and the insertion of the QVIS. The modulation matrix is constructed from the first rows of
these (six) total Mueller matrices. The demodulation matrix is identical to that used in the
ZIMPOL measurements.
The results clearly show a good correspondence with the data. The deviation between the
M&m’s simulation and the ZIMPOL measurement is of almost a constant 0.15% in Stokes
Q, for all wavelengths excluding 550 nm, a maximum of 0.4% for Stokes U and a maximum
of 0.35% for Stokes V . The overall shape of the measured polarized fringes is well repro-
duced. Through this modeling process we could confirm that the polarization features seen
in the measurements indeed follow a sine curve for all three Stokes Q, U and V with similar
characteristics in the three cases, which again points to the FLC as the origin of the effect.
However, there is still a systematic residual to these fits. This implies that there is still an
unknown contribution to the instrumental polarization. This source may be identified once
all error terms to the Mueller matrices are analyzed using the M&m’s code.
6.4 EPICS-EPOL at the E-ELT
EPOL is the imaging polarimeter designed for the EPICS (Exoplanet Imaging Camara and
Spectrograph) instrument on the future 39 m E-ELT (Keller et al. 2010). This advanced po-
larimeter aims to not only detect but also characterize the atmospheres of exoplanets which
raises the level of the requirements on polarimetric accuracy and therefore restricts the tol-
erances for instrumental linear polarization much more (i.e. < 10−3) (Keller et al. 2010).
EPICS will be also located in the Nasmyth focus of the E-ELT and in this case the telescope
will deal with as much as six mirrors before the polarimeter. This number of mirrors is still
not fixed in the design and there is the option of having EPICS located after mirror 5 directly.
In this study we simulated the case for which EPICS is located after six mirrors. It is impor-
tant to notice that the instrumental polarization will be even more stabilized if EPICS will be
located at a straight-through Nasmyth port, i.e. without M6. This will be analyzed futher in
future work.
The first three mirrors are aligned and rotationally symmetric but M4, M5 and M6 are
positioned in a non symmetric configuration with M4 and M5 rotating together with the
telescope and M6 fixed in the Nasmyth focus. Due to the large diameter of the beam reaching
the Nasmyth port a solution like the one applied to the SPHERE-ZIMPOL case has to be
ruled out because there is currently no HWP with the large clear aperture needed. Instead, the
proposed solution is to install a HWP at the intermediate focus (IF) of the telescope, located
at the optically uncorrected focus within M4. Light passes through this focus on its way from
M2 to M3 and therefore, before hitting M4. The HWP placed here rotates the direction of
the polarization coming from the sky and the telescope up to this point (i.e. sky-M1-M2-M3)
to the orthogonal direction and thus changing its sign. The polarization generated along the
optical path of the telescope below (i.e. M4-M5-M6) remains unrotated. By taking two sets
of measurements with the HWP in the “neutral” and “rotated” positions and subtracting them,
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one can suppress the instrumental polarization in the demodulation process.
To show how the instrumental polarization issues of the E-ELT can be mitigated, we
implement a rotatable HWP in the intermediate focus of the E-ELT, identical to the one used
in SPHERE-ZIMPOL. Behind M6, the linear polarization direction selected by the HWP in
the IF is measured using an FLC, and circular polarization is measured with the addition of
a QWP before the FLC. Again, two different setups where modeled. The first one simulates
the M4-M5-M6 system and the second one the system including the intermediate focus HWP.
The characteristics and positions of the components are listed in Table 6.4. The simulations
were carried out for the same ranges of zenith angle and wavelength as in the SPHERE-
ZIMPOL case (i.e. z = [0 - 90] deg and w = [500 - 900] nm).
IFHWP MgF2/Quartz achromatic HWP Fast axis at 0◦ for 1st mod. scheme
wave. range: 500− 900 nm and at 45◦ for for 2nd mod. scheme
M4 Aluminum coated mirror 8.5◦ inc. angle
no protective layer rotating with zenith angle
M5 Aluminum coated mirror 36.5◦ incidence angle
no protective layer rotating with zenith angle
M6 Aluminum coated mirror 45◦ incidence angle
no protective layer fixed
Modulation system inside EPOL
QWP MgF2/Quartz achromatic QWP Fast axis at 45◦
in only for Stokes V measurement
wave. range: 500− 900 nm
FLC ideal HWP Fast axis at 0/45◦ for Q meas.
design wavelength: 510 nm Fast axis at 22.5/67.5◦ for U meas.
birefringence = 0.15
Table 6.4: EELT components.
The results of the E-ELT simulations are shown in Fig. 6.4 where the normalized Stokes
Q, U and V are plotted for the complete range of zenith angles in the two configurations
described above. The complete response matrix is again shown in Fig. 6.6 (Appendix A).
The instrumental polarization generated by the E-ELT optical configuration is of the order
of a few percent, while the compensation by the IFHWP completely suppresses it for the
Stokes Q and U components and in the case of Stokes V it reduces it to less than 0.4% in the
worst case. It is important to remark again that neither of these two polarimeters are aimed
to measure circular polarization, and therefore the compensation of the circular instrumental
polarization generated is not a priority. Nevertheless, the simulation was carried out to be as
complete as possible and therefore we included all the calculations for Stokes V .
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EELT Stokes Q, U and V vs zenith angle 650.0(nm)
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EELT + IFhwp Stokes Q, U and V vs zenith angle 650.0(nm)
(b)
Figure 6.4: Normalized Stokes components for the M4-M5-M6 (a) and IFHWP-M4-M5-M6 (b) sys-
tems.
6.5 Conclusions
Using the M&m’s code, we have performed simulations of the polarimetric behaviour of the
VLT and E-ELT telescopes up to their Nasmyth focus, where the corresponding planet finder
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instruments, SPHERE and EPICS, are located. We have shown that the linear instrumental
polarization generated in the optical path of the telescopes is of the order of 1% for the VLT
case, and of 5% for the E-ELT case. These values severely limit the accuracy with which
polarimeters can measure. However, very effective compensation and correction techniques
have been developed in both cases and were also simulated. The results of these simulations
show that the compensation achieved is indeed effective in both reducing and stabilising the
instrumental polarization. In the case of the VLT, the SPHERE instrument has a dedicated
setup at the entrance of the Nasmyth port, to compensate the polarization generated by the
tertiary mirror (M3). This solution reduces the linear instrumental polarization from 1% to
10−3%, keeping it stable for the complete range of rotation angles of the telescope, with
respect to zenith. For the E-ELT, the solution consists on including a HWP before the non
symmetric reflections on mirrors M4, M5 and M6, i.e. at the optically uncorrected intermedi-
ate focus of the telescope, that rotates the polarization coming from the sky while the polar-
ization generated downstream (by M4, M5 and M6) remains unrotated. By subtracting two
set of measurements with the HWP in the “neutral” and “rotated” positions the instrumental
linear polarization, reaching values of 5%, is supressed, assuming that the time variations of
the setup between these two set of measurements are negligible. Variations of several per
cents in instrumental polarization during tracking will completely confound the polarimetric
characterization of exoplanets, even after calibration at the∼10% relative level. Hence, mini-
mization and stabilization of this instrumental polarization will be crucial to meet the science
goals of EPICS. We will address the issues of calibratability in future work.
These two simulations show that, although instrumental polarization at the Nasmyth focus
of telescopes can be a very important limitation when doing accurate polarimetry, it can be
stabilised and reduced to levels completely within the required tolerances.
We also show ZIMPOL measurements of a laboratory setup simulating the M3-HWP1-
M4 system. The measurements, taken with the polarization compensator out of the setup,
showed a wavelength dependent polarization feature. The proposed explanation is the gener-
ation of polarized fringes by the FLC component on the modulation system of ZIMPOL. To
test it, M&m’s simulations of the system, including a weakly polarizing component as part
of the FLC, were performed. The overall behaviour is well reproduced for all three Q, U and
V Stokes components although the values are not exact. This is expectable since the details
of the material and thickness of the different layers that compose the FLC are unknown. The
values obtained by the simulation are the result of a fitting process of two parameters in the
weakly polarizing matrix included in the FLC. The simulation differs from the measurements
in less than 4 · 10−3 for all Stokes Q, U and V with a particularly good agreement of an
almost constant 2 · 10−3 difference for Stokes Q.
Although further validation has to be carried out, the M&m’s has been proven to be
capable of performing realistic simulations of polarimetric systems and a useful tool for di-
agnosing and analyzing potential problems in the system. In further work, we will use the
M&m’s code to its full extent by adding error terms pertaining to all physical parameters in
the VLT/SPHERE-ZIMPOL and E-ELT/EPICS-EPOL systems that may vary between cali-
bration measurements and observations. Using such polarimetric error budgeting, we will be
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able to predict the limits of the instruments (in their various proposed configurations) to carry
out spectropolarimetric characterization of exoplanets.
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M3-HWP1-M4 matrix elements vs zenit angle for 650.0(nm)
(b)
Figure 6.5: Resulting total Mueller matrix of the VLT system for the case of having M3 and M4 (a) and
the compensating M3-HWP1-M4 setup (b).


































































































































































































































































































































































































































EELT+IFhwp response matrix elements vs zenith angle for 650.0(nm)
(b)
Figure 6.6: Resulting response matrix of the E-ELT system for the case of having M4, M5 and M6 only
(a) and the same system including a half-wave plate at the intermediate focus of the telescope (b).
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Abstract
The∼39-m European Extremely Large Telescope (E-ELT) will be the largest telescope ever built. This
makes it particularly suitable for sensitive polarimetric observations, as polarimetry is a photon-starved
technique. However, the telescope mirrors may severely limit the polarimetric accuracy of instruments
on the Nasmyth platforms by creating instrumental polarisation and/or modifying the polarisation signal
of the object. In this paper we characterise the polarisation effects of the two currently considered
designs for the E-ELT Nasmyth ports as well as the effect of ageing of the mirrors. By means of the
Mueller matrix formalism, we compute the response matrices of each mirror arrangement for a range of
zenith angles and wavelengths. We then present two techniques to correct for these effects that require
the addition of a modulating device at the “polarisation-free” intermediate focus that acts either as a
switch or as a part of a two-stage modulator. We find that the values of instrumental polarisation, Stokes
transmission reduction and cross-talk vary significantly with wavelength, and with pointing, for the
lateral Nasmyth case, often exceeding the accuracy requirements for proposed polarimetric instruments.
Realistic ageing effects of the mirrors after perfect calibration of these effects may cause polarimetric
errors beyond the requirements. We show that the modulation approach with a polarimetric element
located in the intermediate focus reduces the instrumental polarisation effects down to tolerable values,
or even removes them altogether. The E-ELT will be suitable for sensitive and accurate polarimetry,





The European Extremely Large Telescope (E-ELT) is a ∼ 39-m optical/infrared telescope
that will take ground-based astronomy to the next level (Delabre 2008, McPherson et al.
2012). Its more than 970 m2 of collecting area and unprecedented spatial resolving power
will allow for revolutionary astronomical observations. Amongst the science goals of the E-
ELT are the study of exoplanets and protoplanetary systems, high redshift galaxies and star
formation processes (Hook et al. 2009, Liske et al. 2012). These fields are particularly de-
manding, observationally speaking, and will therefore benefit directly from the technological
leap the E-ELT represents. However, photometry, spectrometry and imaging techniques will
not be able to assess the complete spectrum of open questions without the help of polarimetry
(see, e.g., Strassmeier & Others 2009).
The polarisation state of light retains information about the physical processes by which
it is produced (e.g. magnetic fields, reflection and scattering, inherent asymmetries, etc,
Tinbergen 1996, Clarke 2010, Snik & Keller 2013b). In addition, polarimetry boosts high
contrast imaging techniques by suppressing the flux from the unpolarised central star while
keeping the signal from the (polarised) scattering circumstellar matter. This makes it particu-
larly suited for direct imaging and characterisation of exoplanets and the circumstellar discs
in which they are born (see Seager et al. 2000, Stam et al. 2004, Stam 2008, de Kok et al.
2011, Hashimoto et al. 2011, Quanz et al. 2011, Quanz et al. 2012, Quanz et al. 2013b, Dong
et al. 2012, Thalmann et al. 2013, Canovas et al. 2013, de Juan Ovelar et al. 2013, for some
theoretical and observational examples).
Provided a proper instrument design, polarimetry and spectropolarimetry are techniques
mainly limited in sensitivity (i.e., the noise level for the polarisation measurement, Snik &
Keller 2013b) by the amount of photons collected. However, each element in the optical path
can affect the polarisation state of the light coming from the astronomical source limiting
the polarimetric accuracy (Snik & Keller 2013b). In terms of photon collecting power the
E-ELT will be ideal for polarimetry. However, the configuration of the mirrors designed for
the Nasmyth focus of this telescope is of particular complexity posing a challenge to perform
accurate polarimetry at this location
The folding of light to the Nasmyth focus of telescopes is usually achieved by a 90◦ re-
flection on a mirror which generates linear (instrumental) polarisation (IP) signals of a few
percent (e.g. up to a 5% at visible wavelengths Gehrels 1960, Cox 1976, Joos et al. 2008, van
Harten et al. 2009, Perrin et al. 2010). Additionally, a fraction of the incoming linear polari-
sation is lost in the process due to conversion into circular polarisation, which is known as the
“cross-talk” (CT) between linear and circular Stokes parameters. It is known that these in-
strumental effects can be corrected by further reflection on a second “twin” mirror positioned
in a “crossed” configuration (Cox 1976). In the case of Nasmyth focus instruments, however,
the mirror used to deflect the light rotates together with the telescope while the “crossed twin"
usually remains fixed at the Nasmyth port causing this “crossed” configuration to only occur
for certain positions of the telescope.
A retarding element positioned at the entrance of the Nasmyth port can be used to de-
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rotate the polarisation such that it is always compensated by the “twin" mirror (Sanchez Almeida
et al. 1995, Tinbergen 2007). This solution has been successfully applied to the design
of ZIMPOL (see de Juan Ovelar et al. 2012a), the polarimeter of the VLT’s planet finder
SPHERE (Gisler et al. 2004, Stuik et al. 2005, Beuzit et al. 2006, Thalmann et al. 2008,
Roelfsema et al. 2010, Schmid et al. 2010). In the particular case of the E-ELT, this solution
is not applicable since the size of the light beam at this location is too large for the currently
available high-quality retarders. Additionally, in the E-ELT the Nasmyth folding is achieved
through consecutive reflection on a minimum of two and a maximum of three mirrors instead
of one depending on the finally chosen design. To perform accurate polarimetry with the
E-ELT it is therefore crucial to analyse the polarisation properties of the optical design and
either correct for or calibrate any instrumental polarisation effects.
In this paper, we quantitatively characterise the polarisation properties of the two cur-
rently proposed Nasmyth optical designs of the E-ELT and analyse two techniques to reduce
the instrumental effects. The study is organised as follows. In Section 7.2 we briefly de-
scribe the basics of our modeling approach while in Section 7.3 we describe the details of the
simulations performed. Section 7.4 describes the results obtained and discusses an example
of ageing effects on the mirrors after calibration and Section 7.5 describes the solutions pro-
posed to correct for the instrumental effects found. Finally Section 7.6 presents a discussion
of the results obtained and the conclusions of our study.
7.2 Modeling approach
We use the performance simulator for polarimetric systems code M&m’s (de Juan Ovelar
et al. 2011) to compute the instrumental polarisation effects generated in the optical path of
the E-ELT telescope up to the Nasmyth focus. By means of the Mueller matrix formalism,
the code calculates the polarisation properties of a given optical system as well as the effects
of the measurement process followed.
In the this formalism the polarisation state of light is described by a 1 × 4 vector known
as the Stokes vector, S = (I,Q, U, V )T , where I is the intensity, Q and U are linear polari-
sations in the 0/90◦ and ± 45◦ directions and V is circular polarisation (symbols in boldface
denote matrices or vectors). The effect that an optical element has on the polarisation state of
light passing through it, can be described as the product between the incoming Stokes vector
(Sin) and a 4 × 4 matrix that accounts for the polarisation properties of the element (i.e. a
Mueller matrix M),
Sout = MelementSin . (7.1)
The same holds for an optical system composed of several elements,
Sout = Mn · ...M2 ·M1 · Sin = Mtotal · Sin , (7.2)
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where Mn...M1 represent the Mueller matrices of the n elements of the optical system with
1 being the first element in the optical path and n being the last.
In order to measure the Stokes components the modulation and demodulation steps need
to be included in the process. The first one consists of “encoding” the polarisation state of
the incoming light in a set of intensity measurements that can be registered by the detector
and is usually performed by two elements in the polarimeter: the modulator and the analyser.
The former modifies the state of the incoming polarisation, while the latter acts as a polari-
sation “filter”. By changing the position of the modulator in particular steps (i.e. modulation
scheme), one can control which polarisation (Q, U or V , or a linear combination thereof)
passes through the analyser and is contained in the measured intensity (Imeas,i, with i rang-
ing from 1 to m and m being the total number of intensity measurements performed, as well
as the positions/states of the modulator). This process can be described by the “modulation
matrix” (O) which then relates the incoming Stokes vector to the 1 ×m measured intensity
vector (Imeas = (I1, I2, . . . , Im)T),
Imeas = OSin , (7.3)
where each row in O is the first row of the Mtotal matrix of the system at each modulation
state m. Each component of the incoming Stokes vector can then be obtained from a linear
combination of these m intensity measurements, a process that is known as demodulation,
Smeas = DImeas , (7.4)
which yields the “measured” Stokes vector (Smeas).
The complete polarimetric measurement process (i.e. including optical system properties,
modulation and demodulation steps) can then be represented by a matrix that is often known
as the “response matrix” (X, Ichimoto et al. 2008) which relates the incoming Stokes vector
with the measured Stokes vector,
Smeas = XSin , (7.5)
where X = DO.
The response matrix is a 4× 4 matrix that therefore includes the effect of both the optical
system and the defined modulation/demodulation schemes. This makes it a powerful tool
for diagnosing the impact of systematic effects on the polarimetric capabilities of any optical
system accounting for the modulation/demodulation processes.
The results obtained in this study are presented in terms of the response matrix and to
facilitate their analysis Eq. 7.6 shows the relation each of its element represents,




Iin → Imeas Qin → Imeas Uin → Imeas Vin → Imeas
Iin → Qmeas Qin → Qmeas Uin → Qmeas Vin → Qmeas
Iin → Umeas Qin → Umeas Uin → Umeas Vin → Umeas




Diagonal elements represent the fractional transmission of a Stokes component through-
out the measurement process. Elements in the first column (Iin → Q,U, Vmeas) give the
polarisation that is generated by the system (IP). Elements relating Qin,meas and Uin,meas are
known as rotation while the ones relating Qin,meas or Uin,meas with Vin,meas give the cross-
talk (CT). In presenting our results, we analyse the CT focusing on elements X3,2, X4,2 and
X4,3.
Provided a set of optical elements and the modulation/demodulation schemes, the M&m’s
code computes all Mueller matrices of the elements and generates the Mtotal, O, D and X of
the system. In obtaining X the code either computes D as the inverse or pseudo-inverse of O,
depending on the particular case (del Toro Iniesta & Collados 2000), or requires the user to
specify it. In the simulations presented in this study we define the demodulation matrix such
that it corresponds to an ideal polarimeter. The reason for this is that our aim is to model the
behaviour inherent to the optical arrangement and the impact the modulation has on it and not
the behaviour of the polarimeter. In this way, the matrix O includes the realistic behaviour
of the elements in the optical system while D is only computed for the ideal polarimeter.
This will cause the response matrix to show the behaviour of the optical system including the
modulation scheme but not any effects from the polarimeter.
Some other considerations regarding our simulations are
1. The dispersion of the index of refraction with wavelength is included for all materials
used. However, for the thin amorphous alumina layer on top of the mirrors a constant
value of n=1.6 was assumed, which is an approximation of the value in the studied
region ([500− 900] nm, Eriksson et al. 1981).
2. Unless explicitly noted, all mirrors have the same characteristics, i.e. no differential
effects are included.
3. Whenever available, real material characteristics and design parameters are used to
describe optical elements.
4. The Mueller matrices have only been established for the chief ray and therefore the
center of the field of view.
5. Only ideal Mueller matrices are taken into account, i.e. deviations from the character-

















Figure 7.1: Mirror arrangements considered for the E-ELT Nasmyth configuration with mirrors and
intermediate focus (IF) of the telescope marked. (a) Straight-through configuration, with the Nasmyth
focus directly after the fifth reflection. (b) Lateral configuration, with a sixth mirror fixed in the Nas-
myth port. The Q, U , V box represents a perfect full-Stokes polarimeter at the corresponding Nasmyth
focus. The rotation axis of the telescope and the ±Q directions at the intermediate focus position are
indicated. Adapted from Delabre (2008).
6. The efficiency of the detector is assumed to be perfect.
7. We quantify polarisation effects that can be described with Mueller matrices. We there-
fore disregard polarisation effects that may be brought about by, e.g., (residual) seeing,
differential aberrations, or diffraction effects. As such, the results presented here are
for the average of the point spread function (PSF) of the telescope (Sanchez Almeida
& Martinez Pillet 1992)
7.3 E-ELT Nasmyth configurations.
Figure 7.1 shows the positions of the E-ELT mirrors in the two Nasmyth configurations con-
sidered by the current optical design. In the first one (Fig. 7.1(a)), straight-through hereafter,
the light is sent to the Nasmyth focus after reflection on the five mirrors fixed to the tele-
scope. These mirrors, therefore, rotate with the zenith angle around the Nasmyth ports as the
telescope tracks. The second set up considered, lateral hereafter, adds a sixth mirror fixed
at the Nasmyth port (Fig. 7.1(b)). The first three mirrors (M1, M2 and M3) are rotationally
symmetric, which makes their contribution to the instrumental polarisation effects negligible
(Sanchez Almeida & Martinez Pillet 1992). Moreover, we computed the average polarised
point spread function (PSF) of the combination of M1, M2 and M3, including the effect of
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m (◦) (◦) straight-through lateral
1 out 0 Q Q
2 out 45 −Q −Q
3 out 22.5 −U −U
4 out 67.5 U U
5 45 0 −V V
6 45 45 V −V
1
QWP and HWP columns show the angle between the fast axis of the wave-plates and the axis of the
analyser.
the segments of M1, and found that even if one of the 798 segments is missing in the outer
ring, the IP due to M1 is smaller than ∼ 0.003/798 ≈ 10−6. Therefore, we only consider
the effect of mirrors [M4,M5] or [M4, M5, M6] when simulating the straight-through and
lateral arrangements respectively. All mirrors are made out of aluminum (index of refraction
obtained from Rakic 1995) and have a 4 nm Al2O3 layer adopted from the measurements of
van Harten et al. (2009). Mirrors M4, M5 and M6 have incidence angles of 8.5◦, 36.5◦ and
45◦ respectively. We consider a range of telescope zenith angles of z = [0 - 90] deg and
wavelengths of λ = [500 - 900] nm, and a temperature of T = 10◦C.
We define the reference system to be fixed to the telescope which is equivalent to having
the instrument physically co-rotating at the Nasmyth port (e.g. pupil tracking), implementing
a half-wave plate in the instrument that converts the coordinate system of the telescope to
the local one, or de-rotating the data obtained during the data reduction. The +Q direction
is defined as being aligned with the s− direction of mirror M4, see Fig. 7.2. With the +Q
direction as a reference, the Stokes +U direction is defined to be rotated clockwise by 45◦
and Stokes +V is defined to be rotating counterclockwise1, as we look into the direction of
propagation of the light.
The total Mueller matrices of both optical arrangements are then computed by the code
as:
Mstraight-through = MM5MM4 , (7.7)




Mlateral = R(z)MM6R(z)MM5MM4 , (7.8)
where M stands for Mueller matrices of mirrors and R for Mueller matrices of rotations.
To simulate the ideal polarimeter we implement a perfect modulator using perfect half-
wave and quarter-wave plates (HWP and QWP) to measure Stokes Q,U and V , respectively.
The HWP rotates the direction of the incoming linear polarisation with respect to its fast
axis. The QWP transforms circular polarisation into linear polarisation depending also on
the orientation of its fast axis. The QWP is therefore included in our simulations only for the
modulation states where we want to measure V . The analyser is a perfect polariser aligned
with the +Q direction of the (rotating) reference system.
We then specify a six-step modulation scheme to encode the Q, U and V Stokes compo-
nents and an (ideal) demodulation matrix that recovers them. While the modulation scheme
can be used for both configurations of the E-ELT considered here, the demodulation matrix
has to be designed specifically for each case since the additional mirror has an effect on how
the Stokes components are encoded. Table 7.1 shows the modulation scheme used and the
Stokes component that each modulation state encodes for the two setups simulated.
Finally, we consider the following requirements for each element of the response matrix,
based on those set for the high-contrast imaging polarimeter E-ELT/EPICS-EPOL (Keller
et al. 2010):
• linear IP (i.e. I → Q,U ) < 0.1%;
• transmission of linear polarisation (i.e.Q→ Q and U → U ) > 95%;
and high-resolution spectropolarimeters such as ESPaDOns and HARPSpol (Barrick et al.
2010, Snik et al. 2011)
• cross-talk (Q,U ↔ V ) < 1%.
7.4 Response matrices of the E-ELT Nasmyth configura-
tions and effect of mirror ageing
7.4.1 Response matrices
Figure 7.2 shows the response matrix for the two arrangements studied, normalised to the
measured intensity (i.e. elementX1,1), as a function of the zenith angle of the telescope. Solid
and dashed lines correspond to the lateral and straight-through configurations, respectively,
while plus and cross markers denote wavelengths of λ = [550, 850] nm, the approximated
limits of the wavelength range studied. The light-green areas represent the range of values
of each element that falls inside the requirements defined above. Note that, in this particular
cases, the modulation scheme is such that, when using the ideal demodulation matrix, the
response matrix X coincides with the Mueller matrix of the systems.
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E-ELT lateral (550 nm) E-ELT lateral (850 nm) E-ELT straight-through (550 nm) E-ELT straight-through (850 nm)
Figure 7.2: Normalised response matrices (X) versus zenith angle (z) obtained for the E-ELT’s two
Nasmyth configurations considered and for the approximated limits of the wavelength range studied
(λ = [550, 850] nm). Solid and dashed lines correspond to the lateral and straight-through configu-
rations, respectively. Plus and cross markers denote wavelengths of λ = [550, 850] nm, respectively.
The light-green area represent the range of values inside the requirements adopted in this study (see
Section 7.3)
1. Straight-through Nasmyth configuration:
M4-M5-Nasmyth focus
Dashed blue lines in Fig. 7.2 show the values of the elements of the response matrix in
this configuration. Here, the reference system is fixed to the telescope because mirrors
M4 and M5 rotate together with it. This causes the response matrix to be independent
of the zenith angle. This reference system can easily be implemented in any instrument
by e.g. making the instrument co-rotate with the telescope, placing a retarding element
before the instrument capable to de-rotate de polarization, or de-rotating via the data
reduction.
In terms of instrumental polarisation (elementsX1,2, X1,3, X1,4) only StokesQ is gen-
erated by this system (elementX1,2) with values in the range of∼ [2−3.4]% depending
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on the wavelength. These values fall well out of the requirements (light-green area).
Because the polarimeter is aligned with the Q direction of the system and it rotates
together with the telescope, Stokes Q is transmitted without loss throughout the mea-
surements process (element X2,2). The transmission of Stokes U and V (X3,3 and
X4,4) varies depending on the wavelength well within the requirements defined for
these elements.
Cross-talk here only occurs between linearly polarised light in the U direction and cir-




Solid yellow lines in Fig. 7.2 show now the values of the elements of the response ma-
trix in the lateral configuration, again with plus and cross markers denoting values for
wavelengths of λ = [550, 850] nm, respectively. The configuration includes now one
more mirror (M6) fixed in the Nasmyth platform. Since the reference system is fixed
with respect to the telescope (i.e. moves together with M4 and M5), the system behaves
“as if" M6 would be rotating with the zenith angle, which introduces a dependency of
the response matrix with the zenith angle.
Both linear and circular instrumental polarisation are now generated and vary with
the zenith angle. Stokes Q remains outside the specifications for all zenith angles other
than z = 25◦ (elementX1,2). Whereas in the case of Stokes U and V , the requirements
are only met at angles of z = [0, 90]◦ (elements X1,3 and X1,4).
Transmission of all Stokes components (diagonal elements) remains within the require-
ments except for the case of U and V at long wavelengths and for zenith angles larger
than z > 65◦ (elements X3,3, X4,4).
Here, the cross-talk takes place between both Stokes Q and U and Stokes V , and it
varies with the zenith angle. In the first case(element X4,2) the values fall only inside
the requirements for zenith angles of z = [0, 90]◦. In the case of cross-talk between U
and V (X4,3) that only happens for z = 25◦.
7.4.2 Effect of ageing of mirrors after calibration
It is clear that the E-ELT mirrors produce instrumental polarisation effects that are in many
cases considerably outside of the requirements set. The first question to answer is whether
these effects can be calibrated to the required accuracy. A comprehensive simulation of
calibration procedures is beyond the scope of this paper. However, for a first estimate of
the calibrability, we can compute the impact that variation on mirror properties have on the
response matrix.
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Figure 7.3: Variations of the response matrix of the lateral Nasmyth case due to uncalibrated variations
of mirror properties. Solid red line shows the values for the elements after calibration at λ = 650
nm, and dotted grey lines the deviations caused by the ageing. The areas shaded in green represent the
requirements for polarimetric accuracy (See Section 7.1).
For this exercise, we use the lateral Nasmyth configuration and assume a perfect calibra-
tion of the instrumental effects found. We then vary the properties of M4, M5 and M6 such
that it mimics the effects of ageing and mirror pollution, which are the major contributors
to the variation of the polarisation properties of telescope mirrors.To this aim we 1) vary the
effective thickness of the dielectric layer on the mirror (df ) by 1 nm, corresponding to a de-
crease in mirror reflectivity of ∼ 10% due to the build-up of dust and grime on top of the
mirrors, and 2) we vary the absorption term for the mirrors (Im(nm)) by 10%, to represent
ageing effects (Joos et al. 2008). The variation of these two parameters are positively corre-
lated (Snik & Keller 2013a). We assume that these variations are independent for M4, M5
and M6, and can go in both directions as mirror cleaning or recoating can take place before
or after the calibration.
Fig. 7.3 presents the deviations upon the X matrix in the lateral Nasmyth case for all cases
of variations of mirror properties after perfect calibration has taken place. These uncalibrated
effects alone make system fall out of the requirements in the case of linear IP and CT between
U and V . As these results show, frequent calibrations need to take place for polarimetric E-
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ELT instruments to operate within requirements and even in this case, current state of the art
calibration methods are still far from the perfect calibration assumotion we have used here
(Skumanich et al. 1997, Beck et al. 2005, Ichimoto et al. 2008, Selbing 2010, Socas-Navarro
et al. 2011, Harrington et al. 2011, Schou et al. 2012).
7.5 Correction of the instrumental effects: switch and two-
stage modulation techniques
A method for correcting the instrumental effects has to modify the response matrix of the
system which, as explained in Section 7.2, depends on the Mueller matrix of the optical sys-
tem and on the modulation/demodulation process. The correction, therefore, can be achieved
either modifying the instrument, e.g. adding elements in the light path that compensate the
polarisation effects or adapting the polarisation modulation, or any combination of both.
The first approach is, mathematically speaking, equivalent to intrinsically modifying the
Mueller matrix of the optical system. In the second one, additional modulation steps are
introduced to separate the instrumental polarisation effects from the source polarisation, and
consecutively be minimized with an additional, differential measurement.
In this section we present two techniques of the second type, the switch and 2-stage
modulation techniques. We apply them to the correction of the instrumental effects generated
on the E-ELT lateral configuration, found to be the least optimal for performing accurate
polarimetry. In both cases, retarding elements are placed in the intermediate focus of the
telescope (see below) to modify the modulation scheme. To fully characterize the effect
of these elements in the measurement process, they are always simulated as realistic wave-
plates, while the retarders used for the polarimeter are still simulated as ideal elements. The
D matrix is still computed for an ideal polarimeter.
7.5.1 The switch technique
The switch technique is a simple modulation-related technique to apply (Tinbergen 1996,
Stuik et al. 2005). The idea is to implement a rotatable wave-plate as early in the light path
as possible to “switch" the sign of the incoming polarisation while keeping the instrumental
effects, generated downstream, fixed. In the case of the E-ELT, this element could be in-
stalled in the intermediate focus (IF) of the telescope (see Figure 7.1). Light passes through
this IF on its way from M2 to M3 and therefore, before reaching M4, which makes this
focus “polarisation-free". This wave-plate, the switch hereafter, rotates the direction of the
either linear or circular polarisation coming from the sky and the telescope up to this point
(i.e. sky-M1-M2-M3), alternatively between two orthogonal positions, thus changing its sign.
However, the polarisation generated along the optical path of the telescope below (i.e. M4-
M5-M6) remains unrotated. By taking two sets of measurements with the switch in these two
positions and subtracting them, one can ideally suppress most of the instrumental polarisation
generated in the Q and U directions.
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m (◦) (◦) (◦) component
1 0 out 0 Q
2 0 out 45 -Q
3 0 out 22.5 -U
4 0 out 67.5 U
5 0 45 0 -V
6 0 45 45 V
7 45 out 0 -Q
8 45 out 45 Q
9 45 out 22.5 U
10 45 out 67.5 -U
11 45 45 0 -V
12 45 45 45 V
1
, HWPif, QWP and HWP columns show the angle between the fast axis of the wave-plates and
the defined +Q axis.
A potential disadvantage of this technique comes from the fact that the two measurements
are taken with a delay in time. If the measurements are separated in time they might end up
being slightly different and the subtraction is not perfect anymore. Therefore, the technique
benefits from a rapid switching/modulation duty cycle.
To show how this arrangement would correct the linear IP in the lateral case, we sim-
ulate the IFswitch with a HWP at the intermediate focus (HWPif) rotating between 0/45◦
and therefore correcting the instrumental polarisation generated in the Q direction. Table 7.2
shows the resulting modulation scheme. This element is simulated using realistic specifica-
tions of an achromatic HWP. The element is composed of two crossed birefringent plates
made of quartz and magnesium fluoride (MgF2) with thicknesses tquartz = 841.2µm and
tMgF2 = 674.8µm. These two plates together comprise an achromatic HWP with a working
range of λ = 500 − 900 nm centered at λ = 650 nm. Refractive indices for quartz and
magnesium fluoride were obtained from Ghosh (1999) and Bass et al. (2009), respectively.
The wavelength range of the HWP is the limiting factor of this solution since, any devi-
ation from a perfect half-wave plate will affect the switching performance. Table 7.2, shows
the positions of all elements involved in the modulation.
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m (◦) (◦) (◦) component
1 0 out 0 Q
2 0 out 45 -Q
3 22.5 out 0 U
4 22.5 out 45 -U
5 45 out 0 -Q
6 45 out 45 Q
7 67.5 out 0 -U
8 67.5 out 45 U
9 out 45 0 V
10 out 45 45 -V
11 out -45 0 -V
12 out -45 45 V
1
HWPif, QWPif and HWP columns show the angle between the fast axis of the wave-plates and the
defined +Q axis.
7.5.2 The 2-stage modulation technique
The switch technique solves the issue of the polarisation generated in the system for either
linear or circular polarisation (not both). However, the same principle can be taken further to
develop a 2-stage modulation technique. In this case, a full-blown polarisation modulator is
located in a “polarisation-free” location upstream (in this case, again, the IF of the E-ELT).
This modulator converts the measureable polarisation into a polarisation state that is mostly
or fully transmitted by the optical system behind it, known as the “eigen-vector” of the system
(Lopez Ariste & Semel 2011, Snik & Keller 2013b). For relatively simple cases, this eigen-
vector is linear polarisation, e.g. +Q for the straight-through Nasmyth port case. In general,
this eigen-vector is elliptical, and varies with the instrument configuration, e.g. the pointing
in the lateral Nasmyth case.
We apply such a two-stage modulator for the E-ELTe placing a modulator in the IF that
consists of two achromatic wave plates: HWPif and QWPif. The QWPif is implemented
in the same way as the HWPif of subsection 7.5.1 by modifying the thicknesses of the two
layers, tquartz = 421.1µm and tMgF2 = 337.8µm, to make it a quarter-wave plate. These
plates (HWPif and QWPif) are used to modulate Q, U and V in a classical way by sequen-
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E-ELT lateral E-ELT straight-through E-ELT lateral+IFswitch E-ELT lateral+2-stage modulation
Figure 7.4: Normalised response matrices (X) versus zenith angle (z) obtained for the four configura-
tions simulated at λ = 650 nm. Solid, dotted-dashed, dotted and dasehd lines correspond to the lateral,
straight-through, straight-through+IFswitch and lateral+IFswitch configurations.
tially converting those polarisation states into Q. This direction is not an eigen-vector for
the lateral Nasmyth case, but it comes sufficiently close. The polarimeter on the Nasmyth
platform now only measures Stokes Q, which allows for a much faster duty cycle than the
first modulator in the IF. Table 7.3 shows the position of the elements for this modulation
scheme.
7.5.3 Corrected response matrix
Figure 7.4 shows a comparison of the four configurations analysed in this study, i.e. E-ELT
lateral, E-ELT straight-through, E-ELT lateral+IFswitch and E-ELT lateral+2-stage mod-
ulation. The elements of the four response matrices are shown for a fixed wavelength of
λ = 650 nm, which is the centre of the wavelength range studied. Solid lines correspond
to the original straight-through and lateral matrices (blue unmarked and yellow star-marked,
respectively) while dashed green lines correspond to the corrected ones, with plus and cross
markers denoting values for lateral+IFswitch and lateral+2-stage modulation, respectively.
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Linear IP is completely suppressed by the two methods (elements X1,2, and X1,3) while
circular IP is only compensated for in the lateral+2-stage modulation case. The CT be-
tween Q and V is improved only in the lateral+IFswitch solution while that taking place
between U and V is significantly improved in this same case and completely corrected for
in the lateral+2-stage modulation arrangement. This technique also improves considerably
the transmission of all Stokes vectors while the lateral+IFswitch only meet the requirements
for zenith angles of z ≤ 65. The rotation element, X3,2, presents, however, a much worse
behaviour for the lateral+2-stage modulation case.
7.6 Discussion and conclusions
The results shown in Fig. 7.2 show that, according to the requirements set, none of the two
Nasmyth configurations being considered for the E-ELT are suitable for performing accurate
polarimetry. However, the instrumental effects generated in the straight-through configura-
tion, i.e. IP in the Q direction and CT between U and V , are at least independent of the point-
ing of the telescope when adopting a coordinate system that co-rotates with the telescope
which makes it relatively easy to correct for (e.g., using a tilted glass plate to compensate the
IP).
Depending on the science requirements, calibration can be a good enough solution to the
problem. However, the time required to perform calibration measurements for polarimetry is
considerably long due to the fact that photometric and polarimetric measurements are needed
as well as a similar signal to noise ratio in both the science and calibration observations. As
an example, in current polarimetric observations of circumstellar environments, up to a 50%
of the observing time can be lost between calibration with polarimetric standard stars and
overheads.
The frequency with which calibration measurements have to be performed is also an
important parameter to account for since, as shown in Section 7.4.2, small variations of pa-
rameters of the optical elements can quickly impact the quality of the measurements.
It is in the light of this conclusion that we propose alternative solutions based on extended
modulation approaches to correct for the instrumental effects. The switch and two-stage
modulation techniques are applied to the lateral Nasmyth configuration and their response
matrices computed for the same range of zenith angles and wavelengths considered before.
Figure 7.4 shows how most of the instrumental effects are stabilised and/or corrected for. In
general, the switch technique works very well for systems that are focused on the measure-
ment of linear polarisation while the 2-stage modulation has the potential of taking care of
circular polarisation issues as well. An additional advantage of the latter implementation is
the better response of the system to the measurement of U (see element X3,3 of Fig. 7.4) In
short, the 2-stage modulation improves the efficiency of the polarimeter by tuning the eigen-
vector of the system to the Stokes component that is being measured. This, in the framework
of our simulations, comes at the price of increasing the rotation between Q and U and the
CT between Q and V . However, it is important to remark that our modulation scheme is just
an example and that different modulation schemes can be optimised to compensate for the
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particular instrumental effects a given observation has to deal with.
These effective and versatile techniques require the addition of retarding elements to the
optical path of the telescope which, considering the already complex optical design of the
E-ELT, may be a disadvantage. However they also have the advantage of decreasing the
calibration time required. The retarding elements used in the cases presented in this study
also introduce a higher dependency of the values of the response matrix with wavelength,
although this depends strongly on the design of the retarder/s and, in principle, it is feasible
to taylor them to suit the requirements of a particular case.
In summary, the E-ELT poses considerable challenges to performing accurate polarime-
try, but with the current state of polarimetric techniques it is definitely possible to achieve this
goal.
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Beeldvorming van exoplaneten en protoplanetaire schijven
Het onderzoek naar exoplaneten is een relatief jong en extreem spannend veld in de sterren-
kunde. Tot op de dag van vandaag zijn meer dan 700 exoplaneten ontdekt, en er wachten
meer dan 3000 kandidaten om bevestigd te worden. De reden waarom we “kandidaat” exop-
laneten hebben is dat een aantal van de meest succesvolle technieken die we gebruiken om
exoplaneten te detecteren “indirect” zijn, wat betekent dat ze informatie geven waaruit we
de aanwezigheid van een exoplaneet kunnen afleiden, zonder een directe detectie. Figure A
toont de bevestigde exoplaneten tot op de dag van vandaag, met de direct waargenomene als
rode ruiten, de met indirecte methodes gedetecteerde als blauwe stippen en de planeten in ons
zonnestelsel als gele vierkanten. Dit figuur illustreert het feit dat het aanzienlijk moeilijker
is om een beeld van een exoplaneet te verkrijgen dan om zijn aanwezigheid af te leiden uit
indirecte informatie.
Het probleem met het direct detecteren van exoplaneten is tweeledig. Ten eerste is het
verschil in helderheid tussen de ster en de planeet groot (ongeveer 9 ordes van grootte voor
een planeet als Jupiter en een ster als de Zon, en tot 11 ordes voor een planeet als onze Aarde),
wat het extreem moeilijk maakt om het licht van de planeet te onderscheiden van de gloed van
het sterlicht. Ten tweede spreiden de optische elementen van de telescopen die we gebruiken
om afbeeldingen mee te vormen het licht van de ster (en de planeet) uit in een diffractie
patroon, wat onze mogelijkheid om dichtbij de centrale ster te kijken beperkt1. Bovenop
deze beperkingen komt het feit dat wanneer we sterren waarnemen met telescopen op de
grond, het licht van de sterren en de planeten die daaromheen draaien door onze atmosfeer
moet, welke niet stationair is. Dit zorgt ervoor dat het lichtpatroon dat we waarnemen continu
verandert (dit is de reden waarom sterren fonkelen aan de hemel als we naar ze kijken vanaf
de grond). De uiteindelijke afbeeldingen van de ster zien er wazig uit, wat het moeilijker
maakt om de kleine en zwakke planeet te onderscheiden van zijn ster.
Om deze problemen te overwinnen hebben astronomen en ingenieurs behoorlijk succes-
volle waarneem- en datareductietechnieken ontwikkeld, maar zelfs daarmee staat het bereik
1Dit limiet staat bekend als de "diffractie limiet"van de telescoop en hangt af van de golflengte van de waarneming
en de diameter van de primaire spiegel van de telescoop, zo dat je bij gelijke golflengte dingen dichterbij de ster kunt
zien met grotere spiegels
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Figuur A: Massa vs. afstand grafiek van momenteel bevestigde exoplaneten. De rode ruiten zijn de-
gene die gedetecteerd zijn door directe beeldvorming en de gele vierkanten zijn de planeten in ons
zonnestelsel. Bron: exoplanet.eu.
aan planeetmassa’s en afstanden tot de ster die waarneembaar zijn met directe beeldvormende
methodes op dit moment ver van wat nodig is om een planeet als de Aarde waar te nemen (zie
in Figuur A dat de rode ruiten corresponderen met planeten die zwaarder zijn dan Jupiter en
op relatief grote afstand om hun ster draaien). Om Figuur A in perspectief te plaatsen: bedenk
dat onze zwaarste planeet, Jupiter, zich zou bevinden op coordinaten (5 AU, 1MJup), waar-
bij AU staat voor astronomische eenheden (1 astronomische eenheid correspondeert met de
afstand tussen de Zon en de Aarde). De buitenste planeet in ons zonnestelsel, Neptunus, zal
punt (30 AU, 0.05MJup) innemen, terwijl de Aarde zou staan op positie (1 AU, 0.003MJup).
Daarom is het duidelijk dat we onze beeldvormende mogelijkheden moeten verbeteren als
ons doel is om planeten waar te nemen die vergelijkbaar zijn met die in ons zonnestelsel.
De reden waarom het direct waarnemen van planeten zo belangrijk is omdat we ze dan
veel beter kunnen karakteriseren. Uiteraard is onze menselijke nieuwsgierigheid niet bevre-
digd als we alleen weten dat er een exoplaneet is; we willen weten hoe deze eruit ziet, of het
oceanen en continenten heeft zoals de Aarde, dat het meer lijkt op het droge oppervlak van
Mars, of dat het klimaat gedomineerd wordt door sterke stormen zoals het geval is bij bij-
voorbeeld Jupiter. We willen weten of leven zoals wij het kennen op die planeet kan bestaan,
of er begroeiing is, water, of dat de atmosfeer is gevuld met zwavel in plaats van stikstof en
zuurstof. Al deze vragen kunnen veel beter beantwoord worden als we direct het licht kunnen
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Figuur B: Afbeeldingen van twee direct waargenomen exoplaneten. Links: Fomalhaut b (Kalas et al.
2008). Rechts: HR8799 b,c,d en e (Marois et al. 2008, Marois et al. 2010). Bron: (van links naar rechts)
Paul Kalas/UC Berkeley, NASA, ESA; NRC-HIA, C. Marois, and Keck Observatory
registreren dat van de planeet komt, omdat dit licht informatie bevat over zijn samenstelling
en structuur. Als voorbeeld van direct waargenomen exoplaneten waarop karakterisatie is
toegepast laat Figuur B twee afbeeldingen zien van de exoplaneten die cirkelen om de sterren
die bekend staan als Fomalhaut en HR 8799.
Een ander belangrijk veld waarin directe beeldvorming cruciaal wordt is dat van protop-
lanetaire schijven, de kraamkamers van de planeten. Planeetvorming is een natuurlijk gevolg
van stervorming. Een ster vormt uit een wolk van gas en stof die instort onder zijn eigen
zwaartekracht. Maar niet al het gas en stof dat aanwezig is in de wolk belandt in de ster. De
overgebleven materie vormt een roterende circumstellaire schijf die de ster blijft voeden met
materiaal, en waarin ook planeet formatie kan plaatsvinden. Deze planeten vegen het stof en
gas in hun baan op, waardoor gaten in de protoplanetaire schijf onststaan Figuur C illustreert
dit proces. Het precieze proces waardoor planeten vormen is niet volledig begrepen, en het
is hoogstwaarschijnlijk niet uniek, omdat de exoplaneten die wij kennen allemaal erg ver-
schillend zijn. Daarom is het enorm belangrijk om de ontwikkeling van deze protoplanetaire
schijven waarin planeetvorming plaatsvindt te bestuderen. Het afbeelden van deze schijven,
met name de regionen het dichtst bij de ster, levert op zichtbare en nabij-infrarode golflengtes
problemen op vergelijkbaar met exoplaneten, omdat het materiaal rond de ster ook erg zwak
straalt.
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Figuur C: Illustratie van het ster- (en planeet-) vormingsproces. Bron: Bill Saxton, NRAO/AUI/NSF
Polarimetrie ter verbetering van ons begrip van planeten en
protoplanetaire schijven
Een belangrijke techniek die gebruikt kan worden ter verbetering van onze beeldvorming
en karakterisatie van circumstellaire omgevingen is polarimetrie. Licht is opgebouwd uit
elektrische en magnetische golven die trillen in richtingen loodrecht op elkaar als het licht
voortbeweegt. Als de componenten van het elektrische veld een vast fase- en amplitudever-
schil hebben zeggen we dat het licht gepolariseerd is. Afhankelijk van de precieze waardes
van deze verschillen kan licht lineair, circulair en elliptisch gepolariseerd zijn. Licht dat van
sterren komt is voornamelijk ongepolariseerd, omdat het bestaat uit meerdere golven, die
elk op een andere manier gepolariseerd zijn. Het netto resultaat is dat het elektrische veld
niet beschikt over een vaste ratio van fase en/of amplitude, en dus heeft het licht geen voor-
keurs polarisatie richting. Echter, processen zoals reflectie en verstrooiing kunnen licht dat
oorspronkelijk ongepolariseerd is polariseren, en dit is het effect waarvan astronomische po-
larimetrie gebruik maakt. Wanneer het licht van een ster de atmosfeer van een planeet bereikt,
of de materie in een protoplanetaire schijf, dan wordt een deel ervan verstrooid door kleine
deeltjes. Deze verstrooide straling wordt lineair gepolariseerd tijdens het verstrooiingsproces,
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Figuur D: Schematische weergave van de lineaire polarisatie van licht als gevolg van verstrooiing van
sterlicht op de stofdeeltjes in een circumstellaire schijf. Bron: M. Rodenhuis
wat het mogelijk maakt om het te onderscheiden van het licht van de centrale ster, waarmee
het verschil in helderheid tussen de ster en de omliggende materie afneemt met wel 6 ordes
van grootte (niveau behaald met huidige technieken en instrumenten). Figuur D illustreert dit
idee.
Naast het helpen oplossen van het contrast probleem hangt de resulterende polarisatie
toestand van het verstrooide licht sterk af van de eigenschappen van de deeltjes die het licht
verstrooien, zoals grootte, samenstelling en vorm. Daarom kan analyse van het gepolari-
seerde signaal, komend van de circumstellaire materie, informatie verschaffen die niet op
andere manieren verkregen kan worden. Dit proefschrift is gewijd aan het verkennen van
manieren waarop polarimetrie ons kan helpen om exoplaneten en hun vorming te begrijpen,
en het ontwikkelen van nieuwe technieken om de bijbehorende wetenschappelijke en techni-
sche uitdagingen te overwinnen.
In Deel I van dit proefschrift presenteren we verschillende studies die als doel hebben
een bijdrage te leveren aan de verbetering van de karakterisatie van planeten en de omgeving
waarin zij vormen, door middel van directe beeldvorming en polarimetrie. In Hoofdstuk 2,
presenteren we de eerste poging om een gepolariseerd signaal te verkrijgen van de exoplane-
ten die cirkelen om HR 8799 (rechter afbeelding in Figuur A). Deze opwindende studie, die
nog niet voltooid is, is gebaseerd op het combineren van de modernste polarimetrische, ob-
servationele en dataverwerkingstechnieken om het gepolariseerde signaal te meten van deze
zware planeten, hetgeen zeer belangrijke informatie bevat over de structuur van hun atmos-
feer en een aantal fysische parameters zoals de oriëntatie van hun rotatie-as en de hoeveelheid
afplatting van de bol als gevolg van deze rotatie. Tot dusver zijn we er niet in geslaagd het sig-
naal te detecteren, maar onze resultaten tonen veelbelovende wegen voor de toepassing van
deze combinatie van technieken, en we hopen de huidige resultaten te verbeteren op basis
van verder onderzoek.
In Hoofdstuk 3 voeren we een studie uit waarin we waarnemingen op verschillende golf-
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lengtes en met verschillende waarneemtechnieken combineren, om grenzen te stellen aan de
eigenschappen van een planeet in wording die een gat creëert in de schijf. Dit soort schijven
met gaten staat bekend als transitie schijven, omdat aangenomen wordt dat ze de overgangs-
fase zijn tussen een volledige schijf en een schijfloze ster, mogelijk omringd door een plane-
tenstelsel. Hoewel andere theorieën geopperd zijn ter verklaring van de gaten is het mogelijk
om deze gaten te creëren door vormende planeten in de schijf, en we laten zien dat als dat het
geval is, de karaketeristieken van de structuur die we zien in de schijf, gebruikmakend van
verschillende waarneemtechnieken, de eigenschappen van de planeet helpen te bepalen zon-
der de planeet direct te zien. In het bijzonder, de combinatie van beeldvormende polarimetrie
op visuele golflengtes en interferometrische waarnemingen op sub-millimeter golflengtes kan
de bestaande onzekerheid in planeetmassa en afstand behoorlijk sterk inperken.
De studie gepresenteerd in Hoofdstuk 4 is de enige studie in dit proefschrift die niet (di-
rect) gebruikmaakt van polarimetrie. De reden hiervoor is dat het een statistische studie is
van de populatie van protoplanetaire schijven waarvan de grootte (dat wil zeggen de straal)
al is gemeten door directe beeldvorming2. Deze schijven draaien soms om sterren die weer
omgeven worden door andere sterren. In feite vormen de meeste sterren in groepen waarvan
sommige gedurende lange tijd bij elkaar blijven, waardoor ze elkaars ontwikkeling beïn-
vloeden. Daarom is het interessant de vraag te stellen of de omgeving waarin een ster zich
ontwikkelt invloed heeft op zijn vermogen om planeten te vormen, omdat een protoplane-
taire schijf verstoord kan worden door interacties met omliggende sterren. Dit is precies het
doel van de studie. Helaas hebben we geen afbeeldingen van schijven in gebieden met veel
sterren, maar het gebied met de hoogste dichtheid van sterren waarin schijven afgebeeld zijn
(het Orion Nebula Cluster) lijkt kleinere schijven te bevatten, wat erop wijst dat de omgeving
een afkappend effect heeft. Om deze relatie tussen de omgeving en de schijf eigenschappen
te bewijzen moeten we gebieden met hogere ster dichtheden verkennen. We hebben daarom
voorstellen ingediend om nieuwe waarnemingen uit te voeren met de splinternieuwe Atacama
Large Millimeter/submillimeter Array (ALMA).
Een belangrijke beperking voor het uitvoeren van polarimetrische beeldvorming is de
hoeveelheid fotonen die een telescoop kan verzamelen. Dit wordt voornamelijk bepaald door
de diameter van de primaire spiegel van de telescoop. De grootste telescopen die momen-
teel operationeel zijn hebben primaire spiegel diameters van ongeveer 8-10 meter. Gelukkig
kunnen astronomen in het volgende decennium beginnen te observeren met veel grotere te-
lescopen, zodat de hoeveelheid licht die we kunnen verzamelen van zwakke objecten zoals
exoplaneten en protoplanetaire schijven, evenals de resolutie waarmee we kunnen observe-
ren, enorm zal toenemen. Een van deze opkomende faciliteiten is de European Southern
Observatory’s (ESO’s) European Extremely Large Telescope (E-ELT) welke een primaire
spiegel zal hebben met een diameter van 39 meter. De bouw en werking van zo’n telescoop
is een extreem uitdagende taak door de complexiteit van de systemen die nodig zijn om de
positionering en de juiste werking te controleren van alle optische elementen, welke groter
zullen zijn dan ooit tevoren.
2Stralen van sommige van de gebruikte schijven zijn gemeten, voor het eerst of ter bevestiging, met behulp van
polarimetrische beeldvorming.
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Deel II van dit proefschrift is erop gericht om de instrumentele effecten te bestuderen die
aangemaakt worden door de verschillende optische elementen van de E-ELT telescoop. Zoals
hiervoor genoemd wordt de polarisatie toestand van licht beïnvloed door processen als reflec-
tie en verstrooiing. Dit is een voordeel voor het afbeelden van exoplaneten en circumstellaire
schijven, maar het is ook een nadeel, want de belangrijkste elementen van een telescoop zijn
spiegels. Elke reflectie aan een spiegel maakt polarisatie aan, en verandert de polarisatie die
het licht al had, wat het moeilijk maakt om uit elkaar te rafelen welk gepolariseerde sig-
naal van het astronomische object komt en wat door de telescoop is veroorzaakt. Daarom
is het erg belangrijk om een grondige studie te verrichten naar de telescoop, deze effecten
te karakteriseren, en te komen met technieken om ervoor te corrigeren. Dit is precies wat
we doen in Hoofdstukken 5 to 7, waar we vinden dat, hoewel de polarimetrische effecten in
deze telescoop groot zijn, het mogelijk is om hiervoor te corrigeren (en ze soms compleet




Imaging exoplanets and protoplanetary discs
The field of exoplanets is a relatively young and extremely exciting one in Astronomy. Up
to this date, more than 700 exoplanets have been discovered and there are more than 3000
candidates waiting to be confirmed. The reason why we have “candidate” exoplanets is that
some of the most successful techniques we use to detect exoplanets are “indirect”, meaning
that they provide information with which we can infer the presence of a planet rather than
directly detect it. Figure A shows the confirmed exoplanets known up to date with those
detected through direct imaging marked as red diamonds, those detected through indirect
methods marked as blue dots and the planets in our Solar System marked in yellow squares.
This figure illustrates the fact that it is considerably more difficult to get an image of an
exoplanet than to infer its presence form indirect information.
The trouble with directly detecting exoplanets comes mainly from two facts. First the
difference in brightness between the star and the planet is large (about 9 orders of magnitude
for a planet like Jupiter and a star like the Sun, and up to 11 for a planet like our Earth),
which makes it extremely difficult to distinguish the light of the planet from the halo of the
central star-light. Second, the optical elements of the telescopes we use to get images spread
the light from the star (and the planet) into a diffraction pattern that limits our capability to
look close in to the central star1. On top of these limitations, when we observe stars from
ground-based telescopes, the light from the stars and the planets that orbit them has to go
through the atmosphere which is not stationary. This causes the light pattern to look different
as time goes on (this is the reason why stars twinkle in the sky when we look at them from
the ground) and the final images of the stars to look blurry, which complicates the task of
distinguishing the small and faint planet from its parent star.
To overcome these problems, astronomers and engineers have developed quite successful
observing and data reduction techniques, but even with their help, the range of planet masses
and separations from the star that are detectable through direct imaging methods are far from
allowing the detection of a planet like the Earth (note that the red diamonds in Figure A
1This limit is known as the “diffraction limit” of the telescope and depends on the wavelength of observation and
the diameter of the primary mirror of the telescope, such that, for the same wavelength, one can see things closer to
the star when using bigger mirrors
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Figure A: Mass vs. separation plot of currently confirmed exoplanets. The red diamonds are the ones
that have been detected by direct imaging and the yellow squares are the planets in our Solar System.
Source: exoplanet.eu.
correspond to planets that are more massive than Jupiter and orbit the star relatively far away
from their parent star). To put Figure A into perspective consider that our most massive planet,
Jupiter, will be placed at coordinates (5 AU, 1MJup), where AU stands for astronomical units
(one astronomical unit corresponds to the distance between the Sun and the Earth). The
outermost planet in our Solar System, Neptune, will occupy point (30 AU, 0.05MJup), while
the Earth would stand at position (1 AU, 0.003MJup). It is therefore clear that we need to
improve our imaging capabilities if we aim to detect planets similar to the ones that form our
Solar System.
The reason why detecting planets directly is so important is because we can perform
much better characterisation. Of course our curiosity as human beings is not content with
just knowing an exoplanet is there; we want to know what the exoplanet looks like, if it
features oceans and continents like the Earth, if it looks more like the dry surface of Mars or
if its climate is governed by strong storms as it is the case of, for example, Jupiter. We want
to know if life as we know it can be hosted by that planet, if there is vegetation, water, or if
the atmosphere is filled with sulfur instead of nitrogen and oxygen. All these questions can
be much better addressed if we can directly register the light coming from the planet, which
contains information about its composition and structure. As an example of directly imaged
exoplanets where characterisation has been performed on, Figure B shows two images of the
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Figure B: Images of two directly detected exoplanets. Left: Fomalhaut b (Kalas et al. 2008). Right:
HR8799 b,c,d and e (Marois et al. 2008, Marois et al. 2010). Images credit: (from left to right) Paul
Kalas/UC Berkeley, NASA, ESA; NRC-HIA, C. Marois, and Keck Observatory
exoplanets orbiting around the stars known as Fomalhaut and HR 8799.
Another important field where direct imaging becomes crucial is that of protoplanetary
discs, which are the cradles of planets. Planet formation is a natural outcome of star formation
itself. A star forms out of a cloud of gas and dust that collapses under its own gravitational
potential. But not all the gas and dust present in the original cloud ends up in the star. The
remaining matter ends up forming a rotating circumstellar disc that keeps on feeding the star
with material and also, we believe, undergoes planet formation processes which can create
gaps and holes in the disc. Figure C shows an illustration of this process. The exact process
by which planets form is not completely understood, and it is most likely not unique since the
characteristics of the exoplanets we know are very different from one another. It is therefore
extremely important to investigate the evolution of these protoplanetary discs in which planet
formation takes place. Imaging these discs at visible and near-infrared wavelengths and, in
particular, the closest regions to the star, poses similar challenges as exoplanet imaging, since
the material surrounding the star is also very faint.
Polarimetry to improve our understanding of planets and
protoplanetary discs
An important technique that can be used to improve our imaging and characterisation ca-
pabilities of circumstellar environments is polarimetry. Light is composed of electric and
magnetic waves that vibrate in directions perpendicular to each other as the light propagates.
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Figure C: Illustration of the star (and planet) formation process. Image credit: Bill Saxton,
NRAO/AUI/NSF
If the components of the electric field propagate maintaining a fixed difference in phase and
amplitude we say that light is polarised. Depending on the particular values of these differ-
ences light can be linearly, circularly and elliptically polarised. Light coming from the stars
is mainly unpolarised because it is composed of multiple waves, each one polarised in a dif-
ferent way. The net result is that the electric field does not feature fixed ratios of phase and/or
amplitude and therefore the light has no preferential polarisation state. However, processes
such as reflection and scattering can polarise light that is originally unpolarised and this is
the effect astronomical polarimetry exploits. When the light of a star reaches the atmosphere
of a planet or the material in a protoplanetary disc a fraction of it gets scattered by the small
particles that compose the medium. These scattered radiation becomes linearly polarised in
the scattering process which makes it possible to distinguish it from the light of the central
star, reducing the difference in brightness between the star and the surrounding matter by up
to 6 orders of magnitude (level achieved with current techniques and instruments). Figure D
illustrates this idea.
In addition to helping overcome the contrast problem, the resulting polarisation state of
the scattered light depends strongly on characteristics of the particles that scatter the radiation
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Figure D: Schematic view of the linear polarisation of light that results from the scattering of star-light
on the dust particles present in a circumstellar disc. Image credit: M. Rodenhuis
such as, for example, size, composition, and shape. Therefore the analysis of the polarised
signal coming from the circumstellar matter can yield information that is not obtainable by
other means. This thesis is dedicated to explore the ways in which polarimetry can help us to
understand exoplanets and their formation, and to develop new techniques to overcome the
scientific and technical challenges its use poses.
In Part I of this thesis, we present several studies that aim to contribute to the improvement
of characterization of planets and the environment in which they form through direct imaging
and polarimetry. In Chapter 2, we present the first attempt to obtain polarisation signal from
the exoplanets orbiting HR 8799 (right image in Figure A). This exciting study, which is not
yet finished, is based on combining current state-of-the-art polarimetric, observing and data
reduction techniques to measure the polarised signal of these massive planets which contains
very important information about the structure of their atmosphere and some physical pa-
rameters such as the orientation of their spin axis and the amount of flattening their rotation
around this axis causes to the globe. So far, we have not been able to detect the signal, but
our results show promising avenues for the application of this combination of techniques and
we still hope to improve the current results upon further investigation.
In Chapter 3 we perform a study in which we combine observations at different wave-
lengths and with different observing techniques to constraint properties of a planet that cre-
ates a gap/hole in a disc as it forms. These type of disc, featuring holes and/or gaps are known
as transition discs because they are believed to be the transition phase between a full disc and
a discless star possibly orbited by a planetary system. Although other theories have been
proposed to explain the gaps/holes, it is possible to create these features by forming planets
in the disc, and we show that, if this is the case, the characteristics of the structure we see in
the disc using different observing techniques can help us constraining characteristics of the
planet without directly seeing it. In particular, the combination of imaging polarimetry at vis-
ible wavelengths and interferometric observations at sub-mm wavelengths can quite tightly
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constrain the planet’s mass and separation.
The study presented in Chapter 4 is the only study in this thesis that does not (directly)
include the use of polarimetry. The reason for this is that it is a statistical study on the pop-
ulation of protoplanetary discs of which the size (i.e. the radius) has been already measured
through direct imaging2. These discs are sometimes orbiting stars that are surrounded by
others. Indeed, most stars form in groups of stars of which some will remain close to each
other for a long time affecting the evolution of one another. It is therefore interesting to ask
oneself the question wether the environment in which a star evolves has any impact on its
potential to form planets, since a protoplanetary disc can be perturbed by interactions with
surrounding stars. This is precisely the goal of the study. Unfortunately, we do not have
images of discs in regions very populated by stars, but the region of highest density of stars
in which discs have been imaged (the Orion Nebula Cluster) seems to feature smaller discs,
suggesting that the environment does have a truncation effect. To finally prove this relation
between the environment and the disc properties we need to explore regions of higher density
of stars for what we propose to perform new observations with the brand new Atacama Large
Millimetre/sub-millimetre Array (ALMA).
An important limitation for performing polarimetric imaging is the amount of photons a
telescope is able to collect. These light collecting capabilities are mainly determined by the
diameter of the telescope’s primary mirror. The largest telescopes currently operational have
primary mirror diameters of about 8-10 metres. Fortunately, in the next decade astronomers
will be able to start observing with telescopes much bigger than these and the amount of
light we can collect from faint objects like exoplanets and protoplanetary discs will increase
greatly, as well as the resolution with which we will be able to observe. One of these upcom-
ing facilities is the European Southern Observatory’s (ESO’s) European Extremely Large
Telescope (E-ELT) which will have a primary mirror of 39 metres in diameter. The construc-
tion and operation of such telescope is an extremely challenging task due to the complexity
of the systems that are needed to control the positioning and good functioning of all optical
elements, which will feature sizes never considered before.
The second part of this thesis (Part II) is oriented to study the instrumental effects gener-
ated by the different optical elements of the E-ELT telescope. As we have mentioned before,
the polarisation state of light gets affected by processes like reflection and scattering. This
is an advantage for imaging exoplanets and circumstellar discs, but it also is a disadvan-
tage since the main elements of a telescope are mirrors. Every reflection on a mirror creates
polarisation, and also modifies the polarisation that light already had, making difficult to dis-
entangle what polarised signal came from the astronomical object and what was created by
the telescope. For this reason, it is very important to make a thorough study of the telescope,
characterise these effects and come up with techniques to correct for them. And this is pre-
cisely what we do in Chapters 5 to 7, finding that, although the polarimetric effects in this
complex telescope are large, it is possible to correct them and sometimes completely cancel
them, assuring the conditions to perform very sensitive and accurate polarimetry.
2Some of the disc radii used in the study have been measured, for the first time or confirmed, using polarimetric
imaging.
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