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Abstract
In this article, we present three theorems and develop an effective analytical
method to compute analytically the volume of the controllability ellipsoid
for the linear discrete-time (LDT) systems with n different eigenvalues. Fur-
thermore, by deconstructing the analytical expression of the volume, some
factors on the shape of the ellipsoid, the side length of its circumscribed
rhomboid, the evenness of the eigenvalue distribution of the LDT system are
constructed. Based on the analytical expression of the volume and these fac-
tors, the control ability can be defined, computing, analyzed, and optimized
for the LDT systems.
Keywords: volume computation, controllability ellipsoid, controllability
Grammian matrix, discrete-time systems, state controllability
1. Introduction
In control theory, linear discrete-time (LDT) systems can be formulated
as follows:
xk+1 = Axk +Buk, xk ∈ Rn, uk ∈ Rr, (1)
where xk and uk are the state variable and input variable, respectively, and
matrices A ∈ Rn×n and B ∈ Rn×r are the state matrix and input matrix in
the system models, respectively, [6] [2]. To investigate the controllability of
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the LDT systems (1), the controllability Grammian matrix can be defined as
follows
GN =
N−1∑
i=0
AiB
(
AiB
)T
, N ≥ n (2)
That the rank of the Grammian matrix GN is n, the dimension of the state
space of the LDT systems (1), is the well-known criterion on the state control-
lability. By the controllability Grammian matrix, the controllability ellipsoid
that can describe the maximum controllable region under the total-energy
constraint
(∑N−1
k=0 ‖uN‖22 ≤ 1
)
can be defined as follows [3] [7] [10] [8] [1]
EN =
{
x
∣∣∣x = G1/2N zN ,∀zN ∈ Rn : ‖zN‖2 ≤ 1} (3)
In papers [11], [4], [9], and [5], the determinant value det (GN) and the
minimum eigenvalue λmin (GN) of the controllability Grammian matrix GN ,
correspondingly the volume vol (EN) and the minimum radius rmin (EN) of
the controllability ellipsoid EN , can be used to quantify the control ability
of the input variables to the state space, and then be chosen as the objective
functions for optimizing and promoting the control ability of the dynamical
systems. Due to lack of the analytical computing of the determinant det (GN)
and eigenvalue λmin (GN), correspondingly the volume vol (EN) and the ra-
dius rmin (EN), these optimizing problems for the control ability are solved
very difficulty, and few achievements about that have been made.
In this paper, the analytical volume-computation of the controllability
ellipsoid EN , when the system (1) is a sigle input system, is studied and an
analytical expression on that N →∞ will be proven. By deconstructing the
analytical volume expression, some factors for the ellipsoid EN , such as, the
shape factor, the minimum circumscribed rhomboid, etc, can be got. There-
fore, the analytical volume and the shape factor of the ellipsoid, the minimum
side length of the rhomboid can be used to describe the control ability and
can be chosen as the objective functions and the constraint conditions for
optimizing and promoting the control ability. Because of the analytical ex-
pression of these objective functions and constraint conditions, the optimizing
problems will be solved with very effective optimizing computation.
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2. The analytical volume-computing of the controllability ellipsoid
for the matrix A with n different eigenvalues
Based on the linear system theory [6], [2], the LDT system (1) can be
transformed as the Jordan canonical form, and especially the LDT system
(1) with n different eigenvalues can be transformed as the diagonal canonical
form. Obviously, if the Jordan canonical form is Σ(P−1AP, P−1B) with the
Jordan transformation matrix P , the corresponding controllability Gram-
mian matrix can be expressed respectively as
GN = P
−1GNP−T (4)
And then, the determinant det
(
GN
)
is (detP )−2 det (GN) and the volume of
the controllability ellipsoid is | detP |−1vol (EN). In this paper, the determi-
nant and ellipsoid volume for the diagonal canonical form, respectively, are
computed analytically and related results can be generalized to the general
systems Σ(A,B).
When the system Σ(A,B) is a sigle-input diagonal canonical form as
A = diag{λ1, λ2, . . . , λn}, B = [b1, b2, . . . , bn]T (5)
the controllability Grammian matrix can be rewritten as
GN =
N−1∑
i=0
AiB
(
AiB
)T
=
N−1∑
i=0

b21λ
2i
1 b1b2λ
i
1λ
i
2 · · · b1bnλi1λin
b1b2λ
i
1λ
i
2 b
2
2λ
2i
2 · · · b2bnλi2λin
...
...
. . .
...
b1bnλ
i
1λ
i
n b2bnλ
i
2λ
i
n · · · b2nλ2in

=

b21
1−λ2N1
1−λ21 b1b2
1−λN1 λN2
1−λ1λ2 · · · b1bn
1−λN1 λNn
1−λ1λn
b1b2
1−λN1 λN2
1−λ1λ2 b
2
2
1−λ2N2
1−λ22 · · · b2bn
1−λN2 λNn
1−λ2λn
...
...
. . .
...
b1bn
1−λN1 λNn
1−λ1λn b2bn
1−λN2 λNn
1−λ2λn · · · b2n
1−λ2Nn
1−λ2n
 (6)
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When all eigenvalues λi ∈ (−1, 1), i = 1, n, and N →∞, we have
G∞ =

b21
1−λ21
b1b2
1−λ1λ2 · · · b1bn1−λ1λn
b1b2
1−λ1λ2
b22
1−λ22 · · ·
b2bn
1−λ2λn
...
...
. . .
...
b1bn
1−λ1λn
b2bn
1−λ2λn · · ·
b2n
1−λ2n
 (7)
Before discussing the analytical volume computing of the infinite-time
controllability ellipsoid E∞ for the diagonal canonical form, a theorem about
the determinant of the matrix G∞ is put forward and proven as follows.
Theorem 1. For all eigenvalues λi ∈ (−1, 1), i = 1, n, we have
F λ1,λ2,...,λn∞ = det

1
1−λ21
1
1−λ1λ2 · · · 11−λ1λn
1
1−λ1λ2
1
1−λ22 · · ·
1
1−λ2λn
...
...
. . .
...
1
1−λ1λn
1
1−λ2λn · · · 11−λ2n

=
[ ∏
1≤i<j≤n
(
λj − λi
1− λiλj
)2]
×
(
n∏
i=1
1
1− λ2i
)
(8)
Proof. The theorem can be proven by induction method as follows.
(1) When n = 1 and 2, we have
F λ1∞ = det
[
1
1− λ21
]
=
1
1− λ21
(9)
F λ1,λ2∞ = det
[
1
1−λ21
1
1−λ1λ2
1
1−λ1λ2
1
1−λ22
]
=
(λ2 − λ1)2
(1− λ1λ2)2 (1− λ21) (1− λ22)
(10)
And then, for n = 1 and 2, Eq. (8) holds.
(2) It is assumed that for a given k, Eq. (8) holds for n = k − 1, that is,
we have,
F λ1,λ2,...,λk−1∞ =
[ ∏
1≤i<j≤k−1
(
λj − λi
1− λiλj
)2]
×
(
k−1∏
i=1
1
1− λ2i
)
(11)
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(3) For n = k, we have
F λ1,λ2,...,λk∞ = det

1
1−λ21
1
1−λ1λ2 · · · 11−λ1λk
1
1−λ1λ2
1
1−λ22 · · ·
1
1−λ2λk
...
...
. . .
...
1
1−λ1λk
1
1−λ2λk · · · 11−λ2k

= det

1
1−λ21 0 · · · 0
0 q22 · · · q2k
...
...
. . .
...
0 q2k · · · qkk
 (12)
where
q22 =
1
1− λ22
− 1
1− λ1λ2 ×
1− λ21
1− λ1λ2
=
1− 2λ1λ2 − λ21λ22 − (1− λ21 − λ22 + λ21λ22)
(1− λ22) (1− λ1λ2)2
=
(λ2 − λ1)2
(1− λ22) (1− λ1λ2)2
(13)
q2k =
1
1− λ2λk −
1
1− λ1λk ×
1− λ21
1− λ1λ2
=
(1− λ1λ2) (1− λ1λk)− (1− λ2λk) (1− λ21)
(1− λ1λ2) (1− λ1λk) (1− λ2λk)
=
1− λ1λ2 − λ1λk + λ21λ2λk − (1− λ2λk − λ21 + λ21λ2λk)
(1− λ1λ2) (1− λ1λk) (1− λ2λk)
=
−λ1λ2 − λ1λk − (−λ2λk − λ21)
(1− λ1λ2) (1− λ1λk) (1− λ2λk)
=
(λ2 − λ1) (λk − λ1)
(1− λ1λ2) (1− λ1λk) (1− λ2λk) (14)
. . .
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And then, we have
F λ1,λ2,...,λk∞ =
1
1− λ21
det

(λ2−λ1)2
(1−λ22)(1−λ1λ2)2
· · · (λ2−λ1)(λk−λ1)
(1−λ1λ2)(1−λ1λk)(1−λ2λk)
...
. . .
...
(λ2−λ1)(λk−λ1)
(1−λ1λ2)(1−λ1λk)(1−λ2λk) · · ·
(λk−λ1)2
(1−λ2k)(1−λ1λk)2

=
1
1− λ21
k∏
i=2
(
λi − λ1
1− λiλ1
)2
det

1
1−λ22 · · ·
1
1−λ2λk
...
. . .
...
1
1−λ2λk · · · 11−λ2k

=
1
1− λ21
k∏
i=2
(
λi − λ1
1− λiλ1
)2
× F λ2,λ3,...,λk∞ (15)
Therefore, by Eq. (11) and Eq. (15), we have, Eq. (8) holds for n = k.
In summary, the theorem is proven by the inductive method. 
Based on Theorem 1, the determinant of the controllability Grammian
matrix and the volume of the controllability ellipsoid for the diagonal canon-
ical form are as follows
det (G∞) = F
λ1,λ2,...,λn
N
n∏
i=1
b2i (16)
vol (E∞) = Hn
√
det (G∞) = Hn
√√√√F λ1,λ2,...,λnN n∏
i=1
b2i
= Hn
∣∣∣∣∣ ∏
1≤i<j≤n
λj − λi
1− λiλj
∣∣∣∣∣×
∣∣∣∣∣
n∏
i=1
bi
(1− λ2i )1/2
∣∣∣∣∣ (17)
where the hypersphere volume-coefficient Hn and the Gamma function Γ (s)
can be defined as
Hn =
pin/2
Γ
(
n
2
+ 1
) (18)
Γ (s) =
{
(s− 1)Γ (s− 1) s > 1√
pi s = 1/2
(19)
According to the above computation for the diagonal canonical form, a
theorem on the the determinant of the controllability Grammian matrix and
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the volume of the controllability ellipsoid for the general systems Σ(A,B) is
can be established as follows.
Theorem 2. For the LDT systems Σ(A,B) with n different eigenvalues λi ∈
(−1, 1), i = 1, n, the determinant of the controllability Grammian matrix
and the volume the controllability ellipsoid for the systems can be computed
analytically as follows
det (G∞) = F
λ1,λ2,...,λn
N
(
det(P )
n∏
i=1
qiB
)2
(20)
vol (E∞) = Hn
∣∣∣∣∣det(P ) ∏
1≤i<j≤n
λj − λi
1− λiλj
∣∣∣∣∣×
∣∣∣∣∣
n∏
i=1
qiB
(1− λ2i )1/2
∣∣∣∣∣ (21)
where qi is the i-th unit left eigenvector of the matrix A, and the matrix
P is the diagonalization transformation matrix constructed by all unit right
eigenvectors of matrix A.
In papers [11], [4], [9], and [5], the determinant value det (GN) of the con-
trollability Grammian matrix GN and the volume vol (EN) the controllability
ellipsoid EN are chosen as the objective functions for optimizing the con-
trol ability. Because lack of the analytical computing methods for det (GN)
and vol (EN), these optimizing problems for the control ability are solved
very difficulty, and few achievements about that have been made. Based on
the above analytical computing of det (G∞) and vol (E∞), these optimizing
problems for promoting the control ability can be solved conviently and the
controlled plants with the better control abilty and dynamical performance
can be designed.
3. Decoding the Controllability Ellipsoid
According to the computing equation (21), two factors are deconstructed
as follows.
F1 =
∣∣∣∣∣ ∏
1≤i<j≤n
λj − λi
1− λiλj
∣∣∣∣∣ (22)
F2,i =
|qiB|
(1− λ2i )1/2
(23)
7
In fact, the above two factors can be used to describe the shape and size
of the controllability ellipsoid EN and the eigenvalue evenness of the LDT
system.
3.1. The ellipsoid shape factor
The controllability ellipsoid EN in the original space and the invariant
eigen-space can be represented respectively as the following equation
xT (GN)
−1/2 x ≤ 1 (24)
xT
(
GN
)−1/2
x ≤ 1 (25)
The n radii of the ellipsoid EN in the invariant eigen-space are indeed the n
eigenvalues of the Garmmian matrix GN , and then the shape of the ellipsoid
EN can be characterized by the sizes of all n radii of the ellipsoid. So is the
ellipsoid GN .
By Eq. (22), we can see, when some two eigenvalues of the system matrix
A are approximately equal, the minimum radius of the ellipsoid EN will be
approximately zero, and the ellipsoid EN will be flattened. Therefore, if the
distributions of all eigenvalues of the matrix A are even, the ratio between
the minimum and maximum radii can be avoided as a small value and then
the ellipsoid EN will be avoided flattened.
The factor F1 deconstructed from the volume computing equation (21)
can be used to describe the evenness of the eigenvalue distribution of the
Grammian matrix GN and then the uniformity of the n radii of the ellipsoid
EN . The bigger the value of the factor F1, the more evenness of the eigenvalue
distribution of the matrix GN in (−1, 1) is, the smaller the ratio between the
minimum and maximum radii of the ellipsoid EN is, and then the greater
the volume of the ellipsoid is.
To some extent, the minimum eigenvalue λmin (GN) of the Grammian
matrix GN and the minimum radius rmin (EN) of the ellipsoid EN can be
used to quantify the control ability of the input variables to the state space,
and then be chosen as the objective functions for optimizing the control
ability of the dynamical systems in papers [11], [4], [9], and [5]. Due to
lack of the analytical computing methods for λmin (GN) and rmin (EN), these
optimizing problems for the control ability are solved very difficulty. In
fact, the minimum radius rmin (EN), that is, the minimum distance between
the original and the boundary of the ellipsoid, is proportional to the above
shape factor F1. The bigger the factor F1 is, and the bigger the minimum
8
radius rmin (EN) is. Therefore, optimizing the factor F1 is equal to optimizing
λmin (GN) and rmin (EN), and then based on the above analytical expression
of the fact F1, optimizing control ability of the LDT systems can be carried
out conveniently and effectively.
Fig. 1 shows the 2-dimensional ellipsoids E30, i.e., the sampling number
N = 30, generated by the 3 matrix pairs (A, b) that the matrix A is with
the different eigenvalues and matrix b is a same vector, and Fig. 2 shows the
2-dimensional ellipsoids generated by the diagonal matrix pairs of these 3
matrix pairs (A, b), that is, the ellipsoids in Fig. 2 are in the invariant eigen-
space. These figures show us that the smaller the difference of two eigenvalues
of the systems matrix A is, the more flat the controllability ellipsoid is.
(a) (0.85,0.9,0.2128)) (b) (0.6,0.9,0.6522)
(c) (0.4,0.9,0.7813)
Figure 1: The 2-dimensional ellipsoid with (λ1, λ2, F1)
3.2. The shape factors in 2-dimensional section of the ellipsoid
In fact, the shape of the ellipsoid can be observed by the shape of the
each 2-dimensional section of the ellipsoid in the eigen-space. For example,
for any two eigenvalues λi and λj, the shape factor of the 2-dimensional
section xi − xj of the ellipsoid in the eigen-space can be deconstructed from
9
(a) (0.85,0.9,0.2128)) (b) (0.6,0.9,0.6522)
(c) (0.4,0.9,0.7813)
Figure 2: The 2-dimensional ellipsoid with (λ1, λ2, F1) in the eigen-space
the shape factor F1 as follows
F1,i,j =
∣∣∣∣ λj − λi1− λiλj
∣∣∣∣ (26)
Therefore, all factor F1,i,j can describe the shape of the each section of the
ellipsoid and then can construct the shape factor F1 of the ellipsoid.
3.3. The eigenvalue evenness factor of the LDT system
Beyond for describing the shape of the ellipsoid, the factor F1 can be
used to describe the evenness of the eigenvalue distribution of the LDT sys-
tem Σ(A,B). The bigger the value of the factor F1 is, the more even the
distribution of the n eigenvalues of the matrix A is, and then the bigger the
controllable region of the system is, and the stronger the control ability of
the systems is.
As we know, many computing and designing methods for control laws are
based on the pole assignment method with a set of given expecting closed-
loop poles. How to determine the expecting closed-loop poles to obtain the
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greater control ability and dynamical performance for the closed-loop sys-
tems? There has been no good answer to this question. By the above anal-
ysis, we can see, optimizing the evenness factor F1 of the given expecting
closed-loop poles, we can get a clsode-loop system with the greater control
ability and dynamical performance by the pole assignment control method.
3.4. The circumscribed hypercube and circumscribed rhomboid
The factor F2,i is indeed the biggest distance of the boundary of the ellip-
soid EN in the i-dimensional space. In fact, the n side lengths of the circum-
scribed hypercube of the ellipsoid EN , shown in Fig. 2, are 2F2,i, i = 1, n, and
then the volume of circumscribed hypercube is the production 2n
∏n
i=1 F2,i
among the all factor F2,i. By the volume equation (21), the volume of the
ellipsoid can be represented as the volume of the circumscribed hypercube,
the shape factor F1, and some constant coefficient.
Therefore, we have the following discussions:
(1) When the circumscribed hypercubes of two controllability ellipsoids
are approximated, the bigger the shape factor F1 is , the bigger the volume
of the ellipsoid is. Furthermore, the almost all 2-dimensional shape factors
F1,i,j for some ellipsoid are bigger than the another, the whole ellipsoid can
be said to be bigger than the another.
(2) When the shape factors F1 of two controllability ellipsoids are approx-
imated, the bigger the circumscribed hypercubes is, the bigger the volume
of the ellipsoid is. Furthermore, the almost all 2-dimensional shape factors
F1,i,j for the two ellipsoids are approximated, the whole ellipsoid with the
bigger circumscribed hypercubes can be said to be bigger than the another.
4. Analytic Volume-Computation for the systems with the complex
eigenvalues
Theorem 2 for the LDT systems with the real eigenvalues can be general-
ized to the LDT systems with the complex eigenvalues, and the corresponding
the theorem can be stated as follows.
Theorem 3. When all n different complex eigenvalues λi
(
i = 1, n
)
of the
LDT systems Σ(A,B) satisfy that |λi| ∈ [0, 1), the determinant of the con-
trollability Grammian matrix and the volume the controllability ellipsoid for
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the systems can be computed analytically as follows
det (G∞) =
[
det(P )
∏
1≤i<j≤n
λj − λi
1− λiλj
]2 [ n∏
i=1
(qiB)
2
1− |λi|2
]
(27)
vol (E∞) = Hn
∣∣∣∣∣det(P ) ∏
1≤i<j≤n
λj − λi
1− λiλj
∣∣∣∣∣×
∣∣∣∣∣
n∏
i=1
qiB(
1− |λi|2
)1/2
∣∣∣∣∣ (28)
where the complex vector qi is the i-th unit left eigenvector of the matrix
A, and the complex matrix P is the diagonalization transformation matrix
constructed by all unit right eigenvector of the matrix A.
Similar to Section 3, based on these analytical expression, the shape fac-
tors of the controllability ellipsoid and the evenness factor of the eigenvalue
distribution for LDT systems with complex eigenvalues can be got.
According to the computing equation (28), some factors described the
shape and size of the controllability ellipsoid are deconstructed as follows.
F1 =
∣∣∣∣∣ ∏
1≤i<j≤n
λj − λi
1− λiλj
∣∣∣∣∣ (29)
F2,i =
|qiB|(
1− |λi|2
)1/2 (30)
Similar to the factors for the matrix A with the real eigenvalues in Eqs.
(22) and (23), the above factors can be describe the shape and size of the
controllability ellipsoid EN and the eigenvalue evenness factor of the LDT
systems.
For the conjugate complex eigenvalue pair (λi, λi+1) = (λi, λ
∗
i ), the shape
factor of the 2-dimensional section of the ellipsoid in the eigen-space is
F1,i,i+1 =
∣∣∣∣ λ∗i − λi1− λiλ∗i
∣∣∣∣ = 2Imλi1− |λi|2 (31)
Fig. 3 shows the 2-dimensional ellipsoids EN(30) generated by the fol-
lowing matrix pairs (A, b) with the complex eigenvalues
A =
[
0.8 −a
a 0.8
]
, b =
[
1
1
]
(32)
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where a = 0.1, 0.2, 0.3, the corresponding the eirenvalues are 0.8± 0.1i, 0.8±
0.2i, 0.8 ± 0.3i, and the factors F1 = 1.032, 2.282, 4.121. By Fig. 3, we can
see, the bigger the image part of the conjugate complex eigenvalue pair is,
the greater the volume of the ellipsoid.
Figure 3: The 2-dimensional ellipsoid with the complex eigenvalues
5. Numerical Experiments
Example 1. Computing the volume, shape factor, and the side lengths of
the circumscribe hypercube of the controllability ellipsoid generated by the
following matrix pair
(A, b) =
 0 1 00 0 1
0.432 −1.74 2.3
 ,
 00
1
 (33)
By the diagonal matrix transformation, the diagonal matrix pair is as
follows (
Aˆ, bˆ
)
=
(
diag{0.6, 0.8, 0.9}, [2.034, 7.158, 5.235]T ) (34)
and then, the analytical computing results about the volume and these factors
are as Table 1
Fig. 4 shows the 3-dimensional ellipsoids EN(60) generated by the above
matrix pairs
(
Aˆ, bˆ
)
in the eigen-space, from three visual angle, and these 3
figures show us the 3 sections of the ellipsoid.
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Table 1: Computing results of the volume and shape factors for the systems Σ(A,B)
factors values
volume: 298.8566
shape factor F1: 0.0896
2-D shape factors F1,1,2, F1,1,3, F1,2,3: 0.3846, 0.6522, 0.3571
the side length F2,1, F2,2, F2,3: 2.5425, 11.9300, 12.0099
Figure 4: The 3-dimensional ellipsoid in the eifen-sapce
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6. Conclusions
In this article, we present three theorems and develop an effective ana-
lytical method to compute the volume of the controllability ellipsoid for the
LDT systems with n different eigenvalues. Furthermore, by deconstructing
the analytical expression of the volume, some factors on the shape of the
ellipsoid, the side length of its circumscribed rhomboid, the evenness of the
eigenvalue distribution of the LDT system are constructed. Based on the
analytical expression of the volume and these factors, the control ability can
be defined, computing, analyzed, and optimized.
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