is of special interest from the viewpoint of both number theory and complexity theory. From the viewpoint of number theory, this class of equations can be used to encode the problem of factorization, of solving quadratic congruences 2
x -Ad1eman and Handers [1] , [2] , used these methods to establish a computational complexity theory based on the notion of recognizing sets for which a given Diophantine equation has solutions of size bounded by a given complexity function ¢. More precisely, they considered sets S given by and problems in representation and equi valence of binary quadratic forms. From the viewpoint of complexity theory this class of equations seems to represent the borderline between tractable and intractible computational problems.
It includes as special cases most of the known examples of natural problems apparently occupying intermediate stages in the P -NP hierarchy (i.e., problems known neither to be in P nor to be NP-comn1ete) as Here an admissible solution denotes an integer solution which may also be required to satisfy some side conditions characteristic of the particular problem. The side conditions that arise are generally of the following two kinds:
(i) Non-negativity.
Certain variables are required to be nonnegative.
(ii) Congruence.
Certain variables xi are required to satisfy congruence restrictions x. = a.(mod r) where the a. and r l l l are integers given as input.
In this framework, for example, an integer N is composite if and only if the binary quadratic Diophantine equation (X+l) (Y+l) = N There has recently been great interest in bounding the computational complexity of various number-theoretic problems.
A particular motivation is the Rivest-Shamir-Adleman encryption scheme [18J whose resistance to cryptanalysis depends on the apparant difficulty of factoring large integers. Most of these numbertheoretic problems can be formulated as one of two types of problems involving Diophantine equations.
(i) Deciding whether a given Diophantine equation has an admissible solution or not.
(ii) Exhibiting an admissible solution to such an equation when it has one.
This example shows that there are some binary quadratic Diophantine equations whose solutions are so large that it requires exponential space (in terms of the length of the coefficients of the equation) to store any such solution in binary.
In addition this shows the set satisfying By the preceding example, the certificates guaranteed by this theorem must sometimes verify that admissible solutions exist to these equations without exhibiting these solutions in binary. The certificates actually contain in a compact form enough information to exactly calculate an admissible solution.
The exponent 6 in Theorem I is an artifact of the proof and can probably be improved to 3 or less.
An almost immediate consequence of the proof of Theorem I is the following result.
Xl -a l (mod r)
x 2 (mod r) (However, see Theorem III below. )
These results apply to the general quadratic Diophantine equation (1.3), because the problem of recognizing the subclass (1.4) is clearly in P.
The main result of this paper is that there exist short certificates of the solvability of all binary quadratic Diophantine equations which have solutions.
To state the result, we need two definitions.
Given We shall estimate running time in terms of elementary operations.
An elementary operation is a Boolean operation on a single binary bit or pair of bits, or an input or shift of a single bit. The main result is the following.
(1.4) r,rc)blems.
is prime}~n (Frrrtt[16] ). P assuming the truth of the zed Hiemann hypothesis (r'1iller
(Manders and Adleman [IIJ). This paper treats the general problem of recognizing those binary quadratic Diophantine equations which have nonnegative solutions, which may also be required to satisfy given congruence side conditions. This problem appears to be fundamentally harder computationally than any of the special subclasses of binary quadratic Diophantine equations considered up to now (i.e. including (i)-(iv) above) as indicated by the following example.
Example.
Consider the set of equations
where d is given in binary as input.
For the subset d 5 2n + l , the input requires no more than 7n
bits.
In We are unable to decide whether or not any of the sets L: i above are in the complexity class D.
The proofs of these theorems use the theory of binary quadratic forms as developed by Gauss in Disquisitiones Arithmeticae [7J. The certificates are based on Gauss' operation of composition of forms, and use an idea due to Shanks [20J.
Finally we mention that using additional methods from the theory of binary quadratic forms we have established the following result (Lagarias [10 J ) . (mod cDr) determines whether x l ,x 2 is integral, and if~specifies x l ,x 2 (mod r).
otherwise
We also need a notion of size I IMI I of a matrix M = [m .. J which we define as lJ
The details of the proof are complicated; we outline the proof as a series of lemmas. A detailed proof will appear elsewhere.
For ease in counting operations we establish the convention that II F II MAX ( Ia I,Ib I, Ic I,Id I,Ie I, If I,Iall, Ia21 , Ir I)
To begin the proof, we may assume that the given binary quadratic Diophantine equation has the special form F(x,y): ax 1 2 + 2bx l x 2 + cx 2 2 + 2dX l + 2ex 2
to which Gauss' theory of integral quadratic forms applies, by multiplying the equation by 2 if necessary. We say a solution x l ,x 2 to (2.1) is admissible if the xi are nonnegative and xi -a i (mod r) for given aI' a 2 , r with 0~aI' a 2 < r.
It is convenient to introduce the notion of the size I IFI I of (2.1) defined as
The succinct certificates we construct will based em a sel'fes of forrml.lae for y is an integer 2 x 2 matrix with~et(S) In fact it is a fundamental solution of this equation. We may consistently 'extend the definition (2.15) to apply for all integers j, by setting s(-j) = S(jo)
where -j -jo (mod 2kp) and 0~jo < 2p. In that case for any integer k k
Proposition 2.6. (Mathews [12] , Art. 76,88) Let
j with 1~j~2p such that Q :: Q j . Furthermore, there is~integer k such that T = ±U~j = ± L j + 2kp '
(2.16)
In order to proceed we nee4 detailed information about the L j • 51 1 < Part (iii) says no cancellation occurs in multiplying out the product (2.15). Using IXjl < 2(Dby (2.14) and induction on (2.17), we can establish the following lemma.
Lemma 2.8. For all integers j,
The last lemma gives enough information to bound k in (2.16) for the T of (2.12). Using the matrix bounds IIMNII~l IIMII IINII (2.20) where M is mxl, N is lxn, together with Lemmas 2.4 and 2.5 and (2'.8) -(2.12), we obtain log II T II = 0 (·11 F I,3 log II F II ). This will violate (2.19) if Ifl ·1 is t,ao large., Corollary 2.9. For the T of (2.12), write T = ±U~j (2.21) with 1 < j < 2p. 'Then ---Ikl = o(IIFI.1 3 log liFII).
(2.22)
The certificates· are based on a set of fo~u lae for U = L2pand L j in (2.21). 'We cannot use (2.15) for this purpose because the value of j can get too large. The following upper bound for the period is known.
Proposition 2.10. (Hua[9] ) The period 2p of the principal cycle satisfies 2p~Ii) log D.
(2.23) 2n+1
We remark the examples D = 5
given in Section 1 show that periods 2p > t Ii) do occur. bits in the fraction part and 5 log IIFII bits in the exponent part, where the constant implied in the 0notation in (?l5) is a slJfficientJy large .qbsolute constant.
Lemma ?8, Corollary 2.9, Proposition 2.10 essentially ensure that there will be no exponent overflow. For the fraction part, the key fact is (iv) of Lemma 2.7, which essentially limits the cancellation of significant digits that could conceivably occur if two nearly equal floating point numbers were subtracted from each other. We use the following result.
Expand k in binary and multipJy out, reducing (mod 8cDr) each time.
The rest is routine. The 
