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Abstract
Given multiple correlated data sets, an important question is how to make use of
them to benefit later statistical inference. This is a realistic setting in the modern
world as more and more related data sets are collected, say images and their descrip-
tions, articles in multiple languages, actors in multiple social networks; and real data
are often multivariate or high-dimensional such that dimension reduction is necessary
before any inference.
In this dissertation, I consider three dimension reduction and matching meth-
ods, namely principal component analysis followed by Procrustes matching, canonical
correlation analysis, and nonlinear matching using shortest-path distance and joint
neighborhood. I investigate their theoretical properties and their impact on later in-
ference using the Procrustes fitting error, classification error, and hypothesis testing
respectively.
The main conclusion of this dissertation is that given a particular inference task
for multiple correlated data sets, we may significantly improve the inference perfor-
mance by joint matching and projection, compared to separate projection or omitting
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modalities. Numerical experiments are provided to illustrate the theorems and the
methodology using simulated data and real data.
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In the modern world it is becoming increasingly important to deal effectively with
large amounts of high-dimensional data. For the purpose of data analysis, it is impera-
tive to consider dimension reduction and embed the data into a low-dimensional space
for subsequent analysis. Traditional linear embedding techniques have solid theoreti-
cal foundations and are widely used, e.g., principal component analysis (PCA) [1], [2]
and multi-dimensional scaling (MDS) [3], [4], [5] for a single data set, and canonical
correlation analysis (CCA) [6], [7] for multiple data sets.
However, real data may exhibit nonlinear geometry, and unfolding the non-linearity
can be beneficial for subsequent inference. Recently many manifold learning algo-
rithms have been proposed to learn the intrinsic low-dimensional structure of nonlin-
ear data, including Isomap [8], [9], locally linear embedding (LLE) [10], [11], Hessian
LLE [12], Laplacian eigenmaps [13], [14], local tangent space alignment (LTSA) [15],
1
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[16], among many others. Most algorithms start with the assumption that the data
are locally linear, and explore the local geometry via the nearest-neighbor graph of the
sample data: transformation of the data is carried out based on the neighborhood
graph, and the low-dimensional manifold is learned by optimizing some objective
function. These nonlinear embedding algorithms usually serve as a preliminary fea-
ture extraction step enabling subsequent inference, and have achieved many practical
successes in object recognition, image processing, etc.
Despite the number of available data processing techniques, their impact for later
inference is usually less clear. For example, when given multiple correlated data
sets, an important question regarding robustness is: if the original data sets are
highly correlated, will the projected data sets still be highly correlated? And is
there any information loss after dimension reduction? We tackle this question in
Chapter 2 by investigating the Procrustes fitting error of two correlated data sets after
separate PCA projection. In turns out that depending on the covariance structure, the
Procrustes error may be larger than usual and cause information loss after separate
projection. We name it as the incommensurability phenomenon, and the content of
Chapter 2 is based on our paper [17].
The incommensurability phenomenon can be avoided if joint projection (say CCA)
is used rather than separate PCA projection. A natural follow-on question will be:
can we quantify the inference advantage of joint projection over separate projection?
Or alternatively, can we always improve the later inference by collecting and utilizing
2
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more data sets? We consider the classification task in Chapter 3, and use generalized
canonical correlation analysis (GCCA) to jointly project the data sets. Indeed the
classification performance may be significantly improved by using more data sets,
assuming the extra data sets satisfy certain similarity condition. This chapter is
based on our paper [18].
Then in Chapter 4 we consider how to incorporate nonlinear embedding algo-
rithms into our matching and projection framework. We present a nonlinear manifold
matching algorithm to match multiple data sets using shortest-path distance and joint
neighborhood selection. This is effectively achieved by combining Isomap [8] and the
matching methods from [19]. Our approach exhibits superior and robust performance
for matching data from disparate sources, compared to algorithms that do not use
shortest-path distance or joint neighborhood selection; in particular, we use distance
correlation [20] and hypothesis matching test as our evaluation criteria. This chapter
is based on our paper [21].







In this chapter we investigate the Procrustes fitting error between two matrices





‖QX − Y‖F , (2.1)
where X and Y represent low-dimensional projections of two multivariate data sets,
Q is a rotation matrix and ′ is the transpose sign. We show that the square Procrustes
fitting error is asymptotically a convex combination (via a correlation parameter) of
4
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the Hausdorff distance between the projection subspaces and the maximum possible
value of the square Procrustes fitting error for normalized data. It turns out that
two separately projected data sets may have an inordinately large Procrustes fitting
error, even when the original data sets are closely correlated with each other, which
is called as the incommensurability phenomenon.
We start with some background information in Section 2.2, followed by an ideal-
ized example in Section 2.3 so as to introduce the relationship between the Procrustes
fitting error ε and the Hausdorff distance in a simplified setting. In Section 2.4 we
consider their relationship under more general scenarios, and quantify the incom-
mensurability phenomenon. Numerical experiments are presented in Section 2.5.
Discussions follow in Section 2.6, and proofs are in Section 2.7.
Note that this chapter is based on the paper [17].
2.2 Background
As already mentioned in Chapter 1, dimension reduction is often applied to mod-
ern data before any later inference; thus it is very practical to compare the projected
data rather than the original data. And we confine ourselves to principal components
analysis (PCA), which remains a very popular and successful method to process the
data.
For the comparison of two data sets, the Procrustes fitting error is a simple yet
5
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useful statistic to use. To give just a few examples, see [22] and [23] where Procrustes
fit is used to assess the goodness-of-fit between two slightly different spatial configura-
tions projected to a lower dimensional space by multi-dimensional scaling. Procrustes
analysis is similarly seen to be a valuable tool in [24], [25], [25], [26], [19], [27], and is
also used for matching purpose in Chapter 4.
Therefore, this chapter is devoted to separate PCA projections of two correlated
multi-dimensional data followed by Procrustes analysis; and the incommensurability
phenomenon may occur depending on the covariance structure.
2.3 A Cautionary Tale of Two Scientists
In this section we explore an idealized scenario for the purpose of straightforward
illustration; the general setting will be treated in Section 2.4.
Suppose that two scientists each take measurements of m features of certain ran-
dom process, where m is a large, positive integer. For each i = 1, 2, 3, . . . (such as i
days or i objects), the first scientist records her measurements as Xi ∈ Rm (Xij is
the measurement on jth feature for j = 1, 2, . . . ,m); and the second scientist records
his measurements as Yi ∈ Rm, etc. The two scientists should be measuring the same
or at least two similar processes, but Xi is usually not the same as Yi.
For each positive integer n, denote by X(n) the data matrix [X1|X2| · · ·Xn] ∈
Rm×n consisting of the first scientist’s measurements over n (days or objects), and
6
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denote by Y (n) the data matrix [Y1|Y2| · · ·Yn] ∈ Rm×n consisting of the second
scientist’s measurements. Let us assign a notational distribution for each collection
of measurements such that (s.t.) Xi
i.i.d.∼ X and Yi i.i.d.∼ Y ; doing so implies each
collection of data {Xi}, {Yi} are independently identically distributed (i.i.d.) within
each collection.























And in this simple tale let us consider an ideal case of the covariance matrix: ΣX =
ΣY = I and ΣY X = ρI. So ρ is the correlation. If ρ = 1, the two scientists’
measurements are exactly the same for all i and Xi = Yi; and if ρ = 0, Xi are
uncorrelated with Yi. We will generalize the covariance matrix and ρ in Section 2.4.
As the data dimension is usually high, we assume that the scientists project the
data to a lower-dimensional space Rd (d is a preset positive integer no larger than
m). This is done as follows: Let Hn = In−Jn/n denote the centering matrix (In and
Jn are, respectively, the n×n identity matrix and the matrix of all ones), and denote
Gd,m as the Grassmann manifold (i.e., the space of all d-dimensional subspaces of
Rm, or called d-planes for simplicity). Suppose for each n, the first scientist chooses
a subspaces A(n) in Gd,m and the second scientist chooses B(n) in Gd,m. The choice








. In this section we do not
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specify how the projection subspaces are chosen for each n, but in the remaining
sections they are selected by PCA.
Note that for any d-plane A in Gd,m, there corresponds a unique m×m orthogonal
projection matrix PA idempotent of rank d, and the projected low-dimensional data is
PA(n)X
(n)Hn and PB(n)Y
(n)Hn. By using the size m idempotent projection matrices,
we opt to keep the ambient coordinate system of Rm for the projected data’s range
instead of Rd; this practice does not affect ε and any other result in this chapter, and
facilitates later statements and proofs.
Thus at any given n, the two centered, projected, scaled data sets reported to the













Now the Governing Board of Scientists wants to perform its own check that the two
scientists are indeed taking similar measurements, by testing the Procrustes fitting
error ε between X and Y . It is not hard to show that 0 ≤ ε ≤
√
2d, and they decide
to accept the null assumption that the two collections of data are matched with each
other, if and only if the statistic ε is small (for example, test against the alternative
that the two collections of data are pairwise independent). Is this a proper test?
Before answering, let us define the Hausdorff distance between any two d-planes
8
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2(1− cos θi(A,B)), (2.2)
where θi(A,B) denotes the ith increasingly ordered principal angle between the two
PCA subspaces. The Hausdorff metric is unitarily invariant (see to [28]), and takes
value in [0,
√
2d]. Note that even though the Hausdorff distance notation is similar to
the projection dimension, there should not be any confusion of them in this chapter.
Then we have the following theorem about the Procrustes fitting error and the
Hausdorff distance under this simplified setting:









ε2 − [(1− ρ) · 2d+ ρ · d2(A(n),B(n))] a.s.→ 0. (2.3)
The proof of Theorem 1 is in fact a special case of the more general Theo-
rem 2. Theorem 1 says that ε2 is asymptotically the convex combination of 2d and
d2(A(n),B(n)) via ρ. In particular, if the two scientists’ measurements are independent
from each other, ε approaches the maximum because ρ = 0; if the scientists’ mea-
surements are almost the same, ρ is close to 1 and ε is close to d(A(n),B(n)), which
means that ε may be large depending on the choice of A(n) and B(n). Is the Hausdorff
distance close to zero when ρ is close to 1?
Indeed in Section 2.4 we show that when separate PCA projections are used,
the Hausdorff distance and thus the Procrustes fitting error may even be close to
9
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the maximum value
√
2d. This unfavorable behavior is shown in Section 2.5, which
degrades the power of a matching test and potentially hampers the decision of the
Governing Board.
In contrast, in this simple tale, if the two scientists decide a common projection
such that A(n) = B(n), then d(An,Bn) = 0. Thus a higher ρ always implies a smaller
value of ε asymptotically. But this is not necessarily a favorable strategy, see in
Section 2.6.
2.4 Main Results
In this section, we keep all previous setting the same, but we allow the covariance
matrix of [X, Y ] to be arbitrary. Furthermore, from now on A(n) and B(n) are the
respective d-planes to which PCA projects the centered data matrices X(n)Hn and
Y (n)Hn.






















where σi(C) denotes the ith decreasingly ordered singular values of any matrix C.
Note that if we consider the setting in Section 2.3, ð2(A(n),B(n)) is equivalent to
d2(A(n),B(n)), because σi(PAPB) = cos θi(A,B) for any two subspaces A and B; and
the weighted Hausdorff distance also takes value in [0,
√
2d] as shown by Proposition 5.
Now we present a general theorem regarding the Procrustes fitting error ε between
10
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the separate PCA projected data X and Y :
Theorem 2. It holds almost surely that
ε2 −
[
(1− ρ) · 2d+ ρ · ð2(A(n),B(n))
]
→ 0 (2.5)











Note that the ρ here is a generalization of the same notation in Section 2.3, and
we will show that 0 ≤ ρ ≤ 1 in Proposition 6.
For small ρ, ε is close to
√
2d; and for large ρ, ε is close to
√
ð2(A(n),B(n)). Also
if the Hausdorff distance is close to 0, ε is close to a fixed constant
√
(1− ρ) · 2d.
Therefore, as long as the Hausdorff distance is small, the Procrustes error will be close
to a constant; but if it is large, the Procrustes error may be close to its maximum,
giving rise to the incommensurability phenomenon.
A natural question is, when and how the Hausdorff distance d(A(n),B(n)) (or ð)
can be large? When there are repeating eigenvalues in ΣX , and the dimension choice
d cuts into the repeated eigenvalue, then the PCA subspace A(n) will be uniformly
distributed in the eigenspace corresponding to the repeated eigenvalue [29], [30]; the
same holds for B(n). Due to this randomness of PCA projection, we may have large
Hausdorff distance even if the original data are highly correlated. The simulation in
Section 2.5 provides an example.
11
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This phenomenon makes two similar data sets look less similar after separate
projection, though the exact impact is not easy to quantify especially for real data.
But we do provide a real data example in [17]; and there are many ways to avoid the
incommensurability phenomenon, which we will discuss in Section 2.6.
2.5 Numerical Experiments
We numerically validate the asymptotic relationship between the Procrustes fitting
error and the Hausdorff distance, and show the incommensurability phenomenon.






where each object (row) of Z(n) is i.i.d. Gaussian distributed with ΣZ = ΣXY =
diag(9, 9, 4, c, c, c, 1, 1, 1), and each row of E
(n)
i is just white noise with identity vari-
ance. Thus ΣX = ΣY = diag(10, 10, 5, c + 1, c + 1, c+ 1, 2, 2, 2), and [X, Y ] follows a
multivariate normal distribution. We consider two diagonal variance settings with c
set to be 1 and 4 respectively.
We generate the data for n = 400, choose d = 3, project the X(n) and Y (n) by
PCA, and compute the Procrustes fitting error. It is carried out for 1000 Monte-Carlo
replicates.
In Figure 2.1 and Figure 2.2 we present the numerical behaviors. The left part of
both figures is to show the convergence behavior of ε as claimed in Theorem 2: the
Hausdorff distance is the x-axis, based on which we draw a green line predicting ε by
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Equation 2.5 (called Hausdorff distance equation in the figure), and the y-axis is the
Procrustes error; then for each Monte-Carlo run, we calculate the Hausdorff distance
and the Procrustes error of that run, draw a red point in the figure. Clearly the red
points are very close to the green line, implying the correctness of our theorem. To
better illustrates the convergence behavior, Table 1 also lists the maximum absolute
difference between ε and the Hausdorff distance equation for both scenarios at n =
50, 100, 200, 400 (the convergence rate is approximately square root of n).
The right part of both figures is the histogram of the Hausdorff distance. Clearly
in case of c = 1, the PCA subspaces are very close to each other (both converge to
the subspace spanned by the first d coordinate axes), so that the Hausdorff distance
is close to zero and the Procrustes error is almost a constant. But in case of c = 4,
the repeated eigenvalue of ΣX and ΣY at d = 3 causes certain degree of randomness
for the two PCA subspaces, so that the Hausdorff distance and the Procrustes error
are larger than necessary, which reflects the incommensurability phenomenon.
Figure 2.1: The Diagonal Variance (c=1) Setting
13
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Table 2.1: The maximum absolute difference between ε and the Hausdorff distance
equation over 1000 iterations
n=50 n=100 n=200 n=400
Diagonal Variance (c=1) 0.1479 0.0984 0.0666 0.0461
Diagonal Variance (c=4) 0.1485 0.1063 0.0731 0.0518
Figure 2.2: The Diagonal Variance (c=4) Setting
Next we check the effect of the incommensurability phenomenon for hypothesis
testing, which is the same test in the matching framework of [19] or Chapter 4.
We use the same matched distribution of the previous example, and first generate
n = 200 matched training pairs to learn the projections and the matching, then
generate 200 matched testing pairs to obtain the empirical distribution of the testing
statistic under the null. It is tested against the same number of generated unmatched
testing pairs to give the test power, and for the unmatched pairs each column of X(n)
14
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Table 2.2: The Matching Test Powers for Diagonal Variance Setting
Omnibus CCA P ◦ M
c = 1 with α = 0.05 0.8033 0.7621 0.8015
c = 4 with α = 0.05 0.7954 0.7689 0.7130
c = 1 with α = 0.15 0.8846 0.8630 0.8838
c = 4 with α = 0.15 0.8782 0.8663 0.8271
and Y (n) are i.i.d. jointly multivariate normal with the same variances but covariance
0 (namely ΣX and ΣY are the same as in the null but ΣY X = 0). The average powers
of 1000 Monte-Carlo replicates are plotted in Figure 2.3, for P ◦ M, joint MDS (also
called Omnibus) and CCA matching methods. (see in [19] or Chapter 4 for more
details of the matching methods.)
The constant c in the variance is again used to control whether incommensura-
bility phenomenon happens or not: if c = 1 the incommensurability phenomenon is
avoided, while it happens at c = 4. So the power degradation of P ◦ M at c = 4 is
indeed expected in Figure 2.3, compared to the c = 1 case and the other two joint
matching methods that are always immune to the incommensurability phenomenon.
The effect is also clear from Table 2, for which we list the matching powers at critical
value α = 0.05 and α = 0.15 for all methods. This experiment indicates that the
incommensurability phenomenon affects hypothesis testing.
15
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Figure 2.3: Matching Tests for Diagonal Variance Settings
2.6 Discussions
Several factors may contribute to the manifestation of the incommensurability
phenomenon when two correlated data sets are projected to a lower dimension. One
factor is the circumstance where the two data sets are projected separately when
the dimension reduction is performed. Another factor is the circumstance where the
choice of embedding dimension d does not provide for a sufficiently large gap between
the dth and d + 1th eigenvalues of the covariance matrix for the data sets. These
factors may combine to allow substantial probability of having significant distance
between the separate projection subspaces, which then causes an inordinately large
Procrustes fitting error.
Of course, as we have seen in the numerical experiment and the proof, one remedy
16
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is simply not to do the projections separately for the two data sets; robust joint
embedding schemes are available, such as developed in [31], [32], and [19]. Indeed, an
easily used candidate is canonical correlation analysis (CCA) [6], [33], which can be
extended to situations where more than two data sets are being treated, and CCA
has good properties for subsequent inferential tasks [34], [35], [18], and our Chapter 3.
The incommensurability phenomenon can then be avoided at the cost of the extra
computation involved, although this extra computation may be a significant burden
when dealing with a large volume of data in a distributed system.
Another possible remedy is to choose the embedding dimension d so as to maintain
enough of a gap between the dth and d+ 1th eigenvalues of the data sets’ covariance
matrix, or simply set the two projections to be the same. However, this remedy is
not always useful, limits the embedding dimension, and may come at the expense of
abandoning additional signal just for the matching purpose.
There are many interesting future directions to consider from this chapter. For
example, it may be worthwhile to find the distribution of the Hausdorff distance
between PCA projections of correlated data; also a high-dimensional case can be
very useful in practice, for which the incommensurability phenomenon should be more
serious; and we would like to extend the incommensurability phenomenon to other
dimension reduction methods other than PCA, say sparse PCA or even nonlinear
projections.
17
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2.7 Proofs
We can expand Equation 2.1 into













In order to related ε to the weighted Hausdorff distance ð as in Theorem 2, we first
establish Lemmas 3 and Lemma 4.









→∑di=1 σi(ΣX) as n →
∞.




where U (n) ∈ Rm×m is orthogonal, Λ(n) ∈ Rm×n is a diagonal matrix with the singular
values being non-increasing along its diagonal, and V (n) ∈ Rn×n is orthogonal.






where E ∈ Rm×m is the diagonal matrix with its first d diagonals being 1 and its
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share their d largest singular values, with the remaining m− d singular values of the





















as n → ∞.
Lastly, recall that in Section 2.3 we explicitly allow {A(n)}∞n=1 to be any elements
of Gd,m in the special case that ΣX = α · Im for some α > 0; indeed, in this special



























as n → ∞, by the boundedness of {PA(n)}∞n=1 and the strong law of large numbers.
Lemma 4. For i = 1, 2, . . . ,m, almost surely
σ2i (Y(n)X (n)
′
)− δ · σ2i (PA(n)ΣXY PB(n)) → 0









Proof. For each n = 1, 2, . . ., expanding the expression Y(n)X (n)′(Y(n)X (n)′)′ by the
definition, we can write it as Y(n)X (n)′(Y(n)X (n)′)′ = φ(n) · Φ(n) where φ(n) and Φ(n)
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(n)′ −ΣXY , for which we have Ψ(n)X,Y → 0
as n → ∞ by the strong law of large numbers. Thus, by the sub-additivity and sub-
multiplicativity of the norm, and by the boundedness of {PA(n)}∞n=1 and {PB(n)}∞n=1,
































as n → ∞.
Now, by Lemma 3 and the definition of φ(n), almost surely φ(n) → δ as n → ∞,
hence by the boundedness of {PA(n)}∞n=1 and {PB(n)}∞n=1, we have almost surely that
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as n → ∞.
























as n → ∞, from which Lemma 4 follows by noting that PB(n) is symmetric. Note that
we use λi(C) to denote the ith decreasingly ordered eigenvalue of any matrix C.
We prove Theorem 2 in the next proof.
Proof. Let δ be as defined in Lemma 4. Note that for any non-negative, bounded




b(n) → 0, as n → ∞. Thus, by Lemma 4, and noting that the rank of












σi(PA(n)ΣXY PB(n)) → 0. (2.7)
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which establishes Theorem 2.
By noting the last paragraph in the proof of Lemma 3, and substituting the
respective covariance matrices of Section 2.3 into Theorem 2, we immediately have
Theorem 1.
In the next two propositions, we prove two important inequalities for the weighted
Hausdorff distance ð and the ρ defined in Theorem 2.
Proposition 5. For ð2(A(n),B(n)) as defined in Equation 2.4, it holds that 0 ≤
ð2(A(n),B(n)) ≤ 2d.

















and we show that each summand in the summation of Equation 2.8 is non-negative.
Indeed, for any S ∈ Rm×m and i = 1, 2, . . . , n, we claim that σi(S ·PA(n)) ≤ σi(S) and
σi(PA(n)S) ≤ σi(S), proved as follows:
Say PA(n) = QEQ
′
is such that Q ∈ Rm×m is orthogonal and E is diagonal with
1’s and 0’s on its diagonals. Then




















S) = σ2i (S).
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The inequality holds by the Interlacing Theorem for Hermitian matrices.
By a similar argument we have σi(PA(n)S) ≤ σi(S); and applying these in succes-
sion yields that σi(PA(n)ΣXY PB(n)) ≤ σi(ΣXY ).
Proposition 6. For ρ defined in Theorem 2, it holds that 0 ≤ ρ ≤ 1.
Proof. Let ΣXY = UΛV
′
be the singular value decomposition; i.e. U, V ∈ Rm×m are
orthogonal, and Λ ∈ Rm×m is the diagonal matrix consisting of its non-increasing




















































where 0m ∈ Rm×m is the matrix of zeros.
A covariance matrix is always positive semi-definite, thus M is positive semi-
definite as well as all of its principal sub-matrices. For each j = 1, 2, . . . , d, the two-
by-two sub-matrix consisting of the jth and (j +m)th rows and columns of M has




















Now, summing Equation 2.9 over j = 1, 2, . . . , d and applying the Cauchy-Schwartz
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Because the vector of its diagonals always majorizes the vector of its eigenvalues for





















similarly for ΣY and V .






In our previous chapter, we show that separate projection can cause the incom-
mensurability phenomenon and be harmful for later inference; and joint projection
like canonical correlation analysis (CCA) does not suffer the same phenomenon.
In this chapter we introduce a classification task, and prove that joint projection
can help the classification error. Specifically, we show that the classification error can
always be improved when more and more data sets are added to do generalized CCA,
assuming the extra data sets satisfy certain sufficient condition. The background in-
formation is in Section 3.2. The necessary prerequisites are discussed in Section 3.3.
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The sufficient condition and the following theorems are shown in Section 3.4. Some
discussions are offered in Section 3.5 to relate the results to practical scenarios such
as high-dimensional data and functional data, in addition to the classical multivariate
setting the theorems are based on. Our theoretical results are illustrated via simula-
tions, as well as a real data experiment on Wikipedia documents, in Section 3.6. All
proofs are put into Section 3.7, including brief comments to elaborate on the sufficient
conditions.
Note that this chapter is based on the paper [18].
3.2 Background
Let (X, Y ) ∼ FXY be an Rm × {1, . . . , K} random pair, where X is the feature
vector and Y is the class label. In statistical pattern recognition (see, e.g., [36], [37])
one seeks a classifier g : Rm → {1, . . . , K} such that the probability of misclassifica-
tion L(g) = P{g(X) 6= Y } is acceptably small. Because modern data sets are often
multi-dimensional, the feature vector X is assumed to be a multivariate random vari-
able of dimension m and it is often beneficial to carry out the classification in some
lower dimension d (1 ≤ d < m) as m is usually large. Therefore dimension reduction
is applied to first embed X from Rm to Rd, prior to subsequent classification.
Herein we consider only linear projections, which are commonly used and are the
foundation for many nonlinear methods. We denote a linear projection from Rm to
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Rd by an m × d matrix A; then A′X (the ′ sign denotes transpose) is the projected
feature vector in Rd. It follows that the classification error for a given classifier g
(whose domain is Rd from now on) is LA = P{g(A′X) 6= Y }.
Given a distribution FXY , a classifier g, and a non-empty set of linear projections
A, we define an optimal projection A∗ ∈ argminA∈A{LA} and denote the corre-
sponding minimum error as LA∗ . The set A and the existence of A∗ are discussed in
Section 3.3 and Assumption 1. Roughly speaking, LA∗ is the minimum error one can
hope to achieve by choosing A cleverly among linear projections.
Assuming that the classifier g is specified, the crucial step is to choose the dimen-
sion reduction method. If we have only X available as the feature vector, then PCA
(Principal Component Analysis) [1] is a natural choice, which is applied for classifi-
cation in [38]. On the other hand, if there is an auxiliary feature Z1 of dimension
m1 available, that is, (X,Z1, Y ) ∼ FXZ1Y on Rm × Rm1 × {1, . . . , K}, then CCA
(Canonical Correlation Analysis) [6] is applicable on the pair (X,Z1) to derive the
projection A, which is used in [33]. In general, if there are S auxiliary features {Zs ∈
Rms , s = 1, . . . , S} (we always assume 1 ≤ d ≤ min {m,m1, . . . ,mS}), then GCCA
(Generalized Canonical Correlation Analysis) [39] is applicable on (X,Z1, · · · , ZS) to
derive A based on X and the auxiliary features {Zs}.
Note that our classification task remains the same, so that at the classification
step we observe only X but not {Zs}; and so by “GCCA/CCA is applicable” we
mean “GCCA/CCA can be used to derive the projection matrix A for use in the
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classifier g(A
′
X)”. Furthermore, although CCA is a special case of GCCA, for clarity
purposes we shall assume that GCCA uses at least two auxiliary features whenever
GCCA is compared to CCA. If we consider those auxiliary features as extra data sets
available for use, GCCA can make use of additional data sets compared to CCA, but
we do not know whether these additional data sets will allow GCCA to outperform
CCA. At this moment, we should also point out that another popular approach
combines GCCA/CCA into the supervised learning step explicitly as a classification
rule [40], [41], [42], which is empirically more suitable if classification is the only
purpose; while in our setting we first apply GCCA/CCA to project the data, followed
by the supervised learning step based on the projected data and known labels, which
is a more general and more classical view in exploring given data and can be followed
by other inference tasks such as testing, clustering, classification, etc. These two
approaches are not in conflict with each other: one may first apply GCCA/CCA to
project the data without the labels, followed by classification using supervised CCA
(which in fact is equivalent to linear discriminant analysis in the two-class case [40]).
The above setting leads to the following questions. Does GCCA perform better
than CCA in classification when using additional auxiliary features? From an appli-
cation point of view, do additional data sets help in the later classification task, and
what type of data sets should be included as auxiliary features in deriving the projec-
tion? It turns out the answer is not simple. We consider these questions theoretically,
by deriving conditions on the auxiliary features that imply the superiority of GCCA.
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Let us say the joint feature (X,Z1, · · · , ZS) ∼ FS+1, and a projection matrix A de-
rived from GCCA/CCA using X and s auxiliary features is denoted by As+1. Our
main objective is to derive sufficient conditions on F3 such that if max {LA2} = LA∗ ,
then LA3 = LA∗ , as well as sufficient conditions such that LA∗ = LA3 < min {LA2};
and their generalizations to FS+1 with arbitrary s ≥ 2. (Note that when there are
two auxiliary features, A2 may come from applying CCA to either (X,Z1) or (X,Z2);
hence the ‘max’ and ‘min’.) Equivalently, the objective is to demonstrate that addi-
tional data sets can be useful for the classification task when conditions are satisfied.
3.3 Preliminaries
Given two auxiliary features Z1 and Z2, the joint distribution of (X,Z1, Z2) is
denoted by F3 ∈ Ω3, where Ω3 is a family of multivariate distributions on R(m+m1+m2).































The overall covariance matrix, along with the individual ΣX , ΣZ1 and ΣZ2 , are all
assumed finite and positive semi-definite with rank no less than d.
We can consider GCCA/CCA either with the population covariances or with the
sample covariances. For our theoretical analysis we consider the population covari-
ances directly, while in the numerical section we use the sample covariances, which
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are asymptotically equivalent in the classical multivariate setting under standard reg-
ularity conditions [43].
Identifying the CCA projection A2 = A2(X,Z1) can be approached as the problem





iZ1 for each i = 1, . . . , d. (The size of ai is m× 1 and



















































= 0, ∀j < i.
Then the m × d matrix A2 = [a1, . . . , ad] is the CCA projection matrix for X, and
A
′
2X ∈ Rd is the projected feature vector. Alternatively, a different A2 = A2(X,Z2)
can be identified. Note that the arguments to A2 – (X,Z1) or (X,Z2) – represent the
choice of auxiliary features, and will be suppressed if the choice is clear or irrelevant
in the context.
To identify the GCCA projection A3 based on (X,Z1, Z2), we are looking for three































= 0, ∀j < i,
(3.2)
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where the exponent r in the GCCA formulation (3.2) indicates the specific GCCA
criterion. A common practice is to set r = 1 or 2, which maximizes either the sum
of correlations or the sum of squared correlations [39]. Then A3 = [a1, . . . , ad] is the
desired GCCA projection. In general, given FS+1 we can derive the GCCA projection
As+1 for any 1 ≤ s ≤ S, and CCA is merely a special case for s = 1. Because our
results are shown to hold for any r ≥ 1, we implicitly take r = 1 unless mentioned
otherwise.
Given ΣX , we shall call an m × d matrix A = [a1, . . . , ad] a “potential” GCCA
projection if and only if its columns {ai} are of unit-length and satisfy the uncorrelated
constraints. The set containing all potential GCCA projections is denoted by A =
{A| ρ{a′iX,a′jX} = 0 ∀i 6= j and ‖ai‖ = 1 ∀i}. As a different choice of auxiliary features
yields a different projection, we denote the set containing the GCCA projections A3
by A3 and the set containing all CCA projections A2 by A2, as well as the set As+1
in general. Clearly the elements of As+1 as well as A depend on ΣX . Note that
the PCA projection is also an element of A, but this is not of our concern in this
chapter. An important special case: A represents the Stiefel manifold [44] (containing
all orthogonal projections onto dimension d linear subspaces) when ΣX is a multiple
of the identity.
Note that the original GCCA/CCA algorithm does not require the norm of ai to
be the same for all i. We choose them to be unit-length consistently in order to avoid
scaling issues in the classification step (alternatively, it is a common practice to set
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a
′
iΣXai = 1 for all i, which is equivalent for our purposes). Also note that the choice
of the GCCA/CCA projections can be arbitrary. For example, let ΣX and ΣZ1 be
identity matrices and all the singular values of ΣXZ1 be the same; then A2(X,Z1) can








comes from the unit-length requirement and uncorrelated constraints. But




degrees of freedom, which is implied by the fact that two m× d matrices A




. The same phenomenon
applies for any GCCA projection As+1.
Returning to the classification problem: given a classifier g : Rd → {1, . . . , K} for
the low-dimensional feature vector A
′
X, the error LA may differ for different A ∈ A.
Clearly A is compact for finite ΣX and {LA|A ∈ A} is bounded between [0, 1], but
an optimal low-dimensional projection (with respect to the classification error) is not
guaranteed to exist. We make the following assumption to avoid non-existence:
Assumption 1. Given a classifier g, we assume for the theory in the sequel that an
optimal projection A∗ = argminA∈A{LA} exists for any finite ΣX of rank at least d.
For example, if the class-conditional distributions FX|Y=k admit probability den-
sity functions fX|Y=k for k = 1, . . . , K, then the assumption always holds. (In this
case LA is continuous with respect to A, and thus {LA|A ∈ A} is compact and admits
a minimum.)
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By this assumption, the minimum error LA∗ always exists and it follows that
LAs+1 ≥ LA∗ always holds for any s. Note that the optimal projection A∗ need not be
unique, since the existence suffices for our purposes. Now we are able to define the
notion that GCCA improves CCA using LA∗ .
Definition 1. Assuming the existence of A∗, we say GCCA improves CCA within a
family of distributions Ω3 if and only if {F3 ∈ Ω3|LA2 = LA∗ , ∀A2 ∈ A2} ⊂ {F3 ∈
Ω3|LA3 = LA∗ , ∀A3 ∈ A3}.
In general, we say the set of GCCA projections As+1 improves the set of GCCA
projections At+1 within ΩS+1 (1 ≤ s, t ≤ S) if and only if {FS+1 ∈ ΩS+1|LAt+1 =
LA∗ , ∀At+1 ∈ At+1} ⊂ {FS+1 ∈ ΩS+1|LAs+1 = LA∗ , ∀As+1 ∈ As+1}. (Here the
notation “⊂” indicates proper subset.)
Put in words, suppose GCCA improves CCA within Ω3. Then the optimality
of the CCA projections implies the optimality of the GCCA projection, and there
exists F3 such that the GCCA projection is optimal while at least one of the CCA
projections is not. Such improvement implies that additional data sets should be
used, though it is not equivalent to LA3 ≤ LA2 .
If Ω3 includes every possible multivariate distribution, then GCCA fails to improve
CCA. For example, if Z1 and Z2 are both positively correlated to X but Z1 and Z2
are negatively correlated, then it might happen that A2 is optimal while A3 is not.
Hence it is not always a good idea to incorporate additional auxiliary features, and
we shall look for a family Ω3 imposing certain relationships among X and {Zs} such
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that GCCA is guaranteed to improve CCA.
First, we transform X by centering and whitening, so that the population mean
is zero and the population covariance matrix becomes the identity matrix. Then A
consists of orthogonal projections onto dimension d linear subspaces, and there exists
an orthogonal matrix such that the feature vector can be rotated to guarantee A∗ is
equivalent to the subspace Rd spanned by the first d coordinate axes. We denote the
transformed random variable by X̃ = HX(X−E(X)), where E(X) is the expectation
for centering andHX is a non-singularm×mmatrix for whitening and rotation. Since
the optimal projection for X̃ is spanned by the first d coordinate axes, the form of X̃
based on the class label Y = {1, . . . , K} can be expressed as:




















where 1k is the class label indicator taking value k with probability pk and
∑K
k=1 pk =
1, each Uk ∈ Rd is the marginal distribution of X̃ under class k, and W ∈ Rm−d is
the “irrelevant” marginal of X̃. By the above transformation it holds that E(W ) =
0(m−d)×1 and E(WW
′
) = I(m−d)×(m−d), where I denotes the identity matrix. Clearly
HX always exists, and there are multiple choices for HX if A
∗ is not unique. Now we
impose our conditions on FS+1 and define what we call the similar family.
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3.4 Main Results
Definition 2. We say the family of distributions Ω∗S+1 is the similar family if and
only if it includes every FS+1 such that (X,Z1, · · · , ZS) ∼ FS+1 satisfies the following
conditions:
Condition (1): For each A∗, there exists non-singular matrices HX ∈ Rm×m and
HZs ∈ Rms×ms for all s = 1, . . . , S, such that Equation (3.3) holds and there exist
non-negative scalars qsk with






















where es represents independent noise and Ws ∈ Rms−d. Note that unlike HX , HZs
need only be non-singular and Zs are not necessarily whitened and rotated.
Condition (2): E(UkU
′
k) = I, and Uk is uncorrelated with W and Ws, for all
k = 1, . . . , K and s = 1, . . . , S.
Condition (3): σ1(E(WsW
′




t )) for all 1 ≤ s 6= t ≤ S,
where we denote σi(Σ) as the ith largest singular value for any matrix Σ henceforth.
Condition (4): (qsk1 − qsk2)(qtk1 − qtk2) > 0 for all 1 ≤ s < t ≤ S and k1, k2 =
1, . . . , K; namely the ordering of coefficients qsk is consistent throughout Zs.
The purpose of condition (1) is to guarantee that the marginal distribution re-
stricted to A∗ of every transformed auxiliary feature under each class is a scalar
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multiple of the corresponding marginal of X̃ plus error. The possible non-uniqueness
of A∗ is (mostly) avoided by requiring (1) to hold for any A∗, though the transforma-
tion matrices and respective scalars probably differ under different A∗. Condition (2)
is to simplify the analysis, without which the proof is much more complex. Given con-
ditions (1) and (2), conditions (3) and (4) are technical conditions used in the proof,
implying certain relationships among features. Interpreted by words, condition (3)
implies the “noisy” dimensions (whereW andWs live in) among the auxiliary features
should be less related, while condition (4) implies the “signal” dimensions (where Uk
lives) among the auxiliary features should be more related. In this case GCCA is
more likely to extract information from the “signal” dimensions, for which utilizing
additional data sets is likely to improve the classification error. As we will see in the
numerical experiments, this interpretation is useful for judging qualitatively whether
additional data sets should be included, even if A∗ is unknown or condition (2) is not
satisfied. And we will provide additional comments at the end of the proof section to
discuss the magnitude of qsk and its potential impact on the sufficient conditions and
model selection.
Theorem 7. GCCA improves CCA in the similar family Ω∗3.
Therefore it is beneficial to use the GCCA projection A3 within the similar family
Ω∗3, whose conditions are sufficient but not necessary for GCCA to improve CCA.
Equivalently, deriving the projection using additional data sets helps the classification
task when the sufficient conditions are satisfied.
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Furthermore, the similar family can be decomposed into three disjoint subsets as
follows: Ω∗3 = {F3 ∈ Ω∗3|max {LA2} = LA3 = LA∗} ∪ {F3 ∈ Ω∗3|max {LA2} > LA3 =
LA∗} ∪ {F3 ∈ Ω∗3|max {LA2} > LA∗ and LA3 > LA∗}, with all the subsets shown to
be non-empty and proper in the proof (we can also replace all the ‘max’ by ‘min’).
Specifically, if the optimal A∗ is known (which may be difficult in practice), then
one can check which subset a given F3 ∈ Ω∗3 belongs to according to Inequality (3.5)
and Inequality (3.6) in the proof below. When the distribution lies in the first or
the second subset above, the GCCA projection performs no worse than the CCA
projections, and adding a “qualified” additional dataset yields better classification
result.
It is natural to consider a generalization to Ω∗S+1 because there may be many
additional data sets satisfying the conditions. Indeed we have an easy generalization
of the above theorem.
Corollary 1. For any S ≥ S ′ ≥ 2, the set of GCCA projections AS′+1 improves the
set of CCA projections A2 in the similar family Ω∗S+1.
Under a simplified setting, we can also show that the set of GCCA projections
continue to improve when additional auxiliary features are included in deriving the
projections. This means in the context of the similar family, additional data sets will
always improve the performance in the classification task.
Corollary 2. Let us replace condition (4) by a simplifying condition (4’): Ws = Wt
and qsk = qtk for all 1 ≤ s, t ≤ S. Namely the auxiliary features follow the same
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distribution for s = 1, . . . , S.
Then for any S ≥ S ′ ≥ 2, the set of GCCA projections AS′+1 always improves
the set of GCCA projections AS′ in the similar family Ω∗S+1.
3.5 Discussions
Since our analysis is carried out on the population covariance instead of the sample
covariance, our results so far rely on the fact that the sample covariance converges
to the population covariance as dimension reduction methods including GCCA/CCA
are mostly carried out on the sample data. Let us provide some justifications for
the high-dimensional data case, where the dimension m is large when compared to
the number of training observations n′ such that the covariance convergence is not
guaranteed.
For high-dimensional data, if the sample covariance is still close to the true covari-
ance with high probability as discussed in [45] and [46], then our results still apply
and GCCA improves CCA in the similar family with high probability. Otherwise our
conditions in Definition 2 cannot be directly used to justify the GCCA/CCA behav-
ior on sample covariances of high-dimensional data. However, one may heuristically
claim that if GCCA is better than CCA in the population model for the classification
task, then GCCA is expected to be better than CCA for the sample data: Since
the classification error is actually a function of the data, if LA3 < LA2 for A2 and
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A3 derived from the population model, then at a suitable level of n
′/m we can have
Prob{LA3 < LA2} > 0.5 for A2 and A3 derived from the sample data, because this
probability converges to 1 in the classical multivariate setting where n′/m → ∞. (A
point of interest is to derive the minimum level n′/m, which may depend on the clas-
sifier we use. For our simulations on the synthetic data generated within the similar
family, it seems the minimum level is no larger than 1 in order for GCCA to be better
than CCA.)
In practice one rarely applies CCA directly on data of very high dimension with
m > n. Often one opts to use kernel CCA [47], [48], sparse CCA [49], [50] or functional
CCA [51], [52] to deal with noisy high-dimensional data, assuming that the data
intrinsically lives in some low-dimensional linear subspace. For example, instead of
working on (X, Y ) ∈ Rm where m is very large, kernel/functional CCA works on
(f(X), g(Y )) by assuming appropriate f and g exist for nonlinear/functional data.
But the analysis of sparse/functional CCA will be quite different and difficult when
penalty terms are introduced in the constraints, which requires numerical methods
to solve and gives different GCCA/CCA transformations that cannot be efficiently
expressed in matrix notation.
Another aspect worth noting is that a similar conclusion may be reached for
clustering. This is because GCCA makes it easier to find the optimal subspace than
CCA under the same conditions, as long as one is able to define an optimal subspace
A∗ in terms of some clustering algorithm with respect to a specific performance index.
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However, we do not pursue this direction here because it is more challenging to
evaluate clustering performance than classification performance.
Furthermore, since GCCA/CCA does not make use of label information in the
dimension reduction step, it is natural to compare with some existing algorithms
such as p-LDA (penalized linear discriminant analysis) [40], [53] and `1-SVM (1-
norm support vector machine) [54], [55], which make use of labels and may work for
data of high/unknown dimensions. Even though we will include their classification
results in the numerical section for benchmark purposes, our target is not to find
the best method for a given dataset. In addition to being more appropriate for
an exploratory task, there are other reasons that applying unsupervised dimension
reduction methods first is more favorable than doing supervised dimension reduction
directly, e.g., it is easier and faster to use unsupervised dimension reduction for real
data, it may be slow and difficult to choose a suitable penalty term in p-LDA, the
data before dimension reduction may not have access to the labels or may be different
from the data on which we perform classification as in the transfer learning task [56],
etc.
At last, the choice of projection dimension d is crucial for the classification (or
any inference) performance, especially when working with real data of unknown true
dimension. There are a number of papers on dimension choice for projecting a single
dataset [57], [58] but not for multiple correlated data sets, which may be an interesting
point to pursue. Still, our results are always valid no matter the choice of d, which
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means GCCA improves CCA for any d when conditions are satisfied.
3.6 Numerical Experiments
To investigate the performance of the GCCA/CCA projections in classification,
we present both numerical simulations and a real data experiment. We use sample
covariances to derive the GCCA projections with the GCCA algorithm implemented
according to [42] (though no covariance matrix regularization is required in our ex-
periments in contrast to their RGCCA algorithm; and we apply Gram-Schmidt to
all output vectors in the iteration of the algorithm to enforce the uncorrelated con-
straints of all the canonical vectors), and the usual LDA as our main classification rule
for the following supervised learning. Whenever applicable, we also include p-LDA
and `1-SVM classification results based on the single dataset to compare with the
LDA classification results based on the GCCA/CCA projected dataset. Note that
our previous numerical work illustrating GCCA improvement under kNN (k-nearest
neighbor) classifier is available in [35].
3.6.1 Numerical Simulations
We start with four random variables U1, U2 ∈ R3 and V1, V2 ∈ R6 all independently





E(U1) = −E(U2) = 0.23×1, E(V1V ′1) = E(V2V ′2) = 0.5I6×6, E(V1) = E(V2) = 06×1.
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i.i.d.∼ N(0, 0.75I3×3), e3, e4 i.i.d.∼ N(0, 0.5I6×6), 11 and 12 are class label
indicators having equal probability. Using LDA, it is clear that at d = 3 the ideal
optimal projection A∗ uniquely represents the subspace spanned by the first d coor-
dinate axes. Hence we can fit the joint distribution into Definition 2 with d = 3, such
that q11 = q21 = 0.6, q12 = q22 = 0.4, W = V1 + V2, W1 = V1 + e3, W2 = V2 + e4, etc.
This joint distribution satisfies the required conditions, so it belongs to Ω∗3. Further,
by checking Inequality (3.5) and Inequality (3.6) in the proof, the joint distribution
is actually an element of the subset {F3 ∈ Ω∗3|max {LA2} > LA3 = LA∗} ∈ Ω∗3. So we
expect GCCA to outperform CCA when projected onto R3. Note that in this case
we can explicitly calculate L∗ for the population model, which is 36.45%.
For each Monte Carlo replicate, n = 1500 observations are generated for each
random variable. That is, {x(1), . . . , x(1500)} for X, {z(1)1 , . . . , z
(1500)
1 } for Z1 and
{z(1)2 , . . . , z
(1500)
2 } for Z2. All data points are used to learn the GCCA/CCA pro-
jections respectively for d = 3. (One may instead derive the projections based on
the training data only, which is asymptotically equivalent to deriving the projections
from all the available data if the testing data is distributed the same as the train-
42
CHAPTER 3. GENERALIZED CANONICAL CORRELATION ANALYSIS
ing.) Then the first 1000 points generated from X are projected and used to train
the classifier; the remaining 500 points are projected and used for classification er-
ror testing. The classification error is recorded separately for the CCA projections
A2(X,Z1) and A2(X,Z2) and for the GCCA projections A3, using both sum of cor-
relation (r = 1) and sum of squared correlation (r = 2) criteria. The above is done
for 500 Monte Carlo replications, and we show in Table 3.1 the average classifica-
tion error and the average difference between the derived GCCA/CCA subspace and
the optimal subspace for each projection (we use the Hausdorff distance [28] for the
difference between subspaces). The average GCCA classification error is lower than
that of CCA as expected, and is fairly close to the optimal error L∗. In this case the
average errors using the p-LDA and `1-SVM are 37.37% and 36.50% respectively (the
penalty terms are always chosen based on cross-validation for the best performances
and benchmark purposes). Note that the standard deviations for the average errors
of all the methods are within 0.3%, and those for the distance of the subspaces are
within 0.002, which are the same for all the later simulations. Also note that the dis-
tances of the subspaces are not expected to be 0, because the A∗ we use is the ideal
optimal subspace for the population model and different from the optimal subspace
for the sample data; but even so, it seems that the classification error is positively
correlated to the distance of the subspaces.
To investigate the effect of higher dimension and less sample data, we repeat the
same procedure three times, for m = 20 with n = 1500, m = 50 with n = 1500,
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and m = 50 with n = 75 (50 points used for training and the remaining 25 used for
testing). The settings are the same with d = 3 fixed, e.g., the dimensions of Ui stay at
3 but the dimensions of Vi are increased asm increases. The results are shown in Table
3.2, Table 3.3 and Table 3.4. A higher dimension or a smaller training size means
the sample covariance does a worse job in approximating the population covariance,
possibly making the differences between the derived GCCA/CCA subspace and the
optimal subspace larger as m increases and/or n decrease; but still GCCA is better
than CCA for the classification task in all the tables, reflecting our heuristic argument
in the discussion section. This time the average errors using the p-LDA and `1-SVM
are 39.01% and 39.27% at m = 20 with n = 1500, 38.91% and 38.81% at m = 50
with n = 1500, and 47.43% and 45.76% at m = 50 with n = 75, most of which turn
out to be slightly better than using LDA on GCCA projected data throughout these
simulations.
We also present another simulation to show that GCCA does not necessarily








. We re-generate all observations and carry out the same
simulation steps. Although the auxiliary feature Z2′ looks reasonably “similar” to
X (differing from Z1 only by noise), the joint distribution of (X,Z1, Z2′) does not
satisfy condition (3) and GCCA does not improve CCA by checking the covariance
structure explicitly. Interpreted by words, Z1 and Z2′ are too correlated in the “noisy”
dimensions, hindering GCCA from recognizing the correct “signal” dimensions. The
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projections CCA on (X,Z1) CCA on (X,Z2) GCCA (r = 1) GCCA (r = 2)
average error (LA) 42.03% 41.89% 37.00% 38.16%
‖A− A∗‖ 1.688 1.591 0.714 0.989
Table 3.1: GCCA Improves CCA in simulation at m = 9, n = 1500
projections CCA on (X,Z1) CCA on (X,Z2) GCCA (r = 1) GCCA (r = 2)
average error (LA) 47.02% 46.18% 42.84% 44.19%
‖A− A∗‖ 2.161 2.037 1.364 1.825
Table 3.2: GCCA Improves CCA in simulation at m = 20, n = 1500
projections CCA on (X,Z1) CCA on (X,Z2) GCCA (r = 1) GCCA (r = 2)
average error (LA) 47.58% 46.02% 42.41% 44.31%
‖A− A∗‖ 2.197 2.161 1.643 1.895
Table 3.3: GCCA Improves CCA in simulation at m = 50, n = 1500
projections CCA on (X,Z1) CCA on (X,Z2) GCCA (r = 1) GCCA (r = 2)
average error (LA) 51.98% 51.60% 45.76% 49.98%
‖A− A∗‖ 2.256 2.236 2.179 2.203
Table 3.4: GCCA Improves CCA in simulation at m = 50, n = 75
average simulated classification errors are shown in Table 3.5. In this case GCCA
performs worse than CCA, which demonstrates that simply adding more data sets
does not automatically yield a better result.
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projections CCA on (X,Z1) CCA on (X,Z2′) GCCA (r = 1) GCCA (r = 2)
average error (LA) 41.34% 41.33% 46.86% 46.90%
‖A− A∗‖ 1.545 1.537 2.009 2.018
Table 3.5: GCCA Fails to Improve CCA in simulation
3.6.2 Wikipedia Documents
The real data experiment applies GCCA/CCA to text document classification.
The dataset is obtained from Wikipedia, an open-source multilingual web-based en-
cyclopedia with millions of articles in more than 280 languages. In Wikipedia each
article can be related to others in the same language, or articles in other languages
with the same subject. Articles of the same subject in different languages are not
necessarily exact translations of one another; it is very likely they are written by
different people and their contents might differ significantly.
English articles within a 2-neighborhood of the English article “Algebraic Geome-
try” are collected, and the corresponding French articles of those English documents
are also collected, which totals n = 1382 pairs of articles in English and French. Let
ae1, . . . , a
e
1382 denote the English articles and a
f
1 , . . . , a
f
1382 denote the French articles.
All articles are manually labeled into 5 disjoint classes (1− 5) based on their topics,
as shown in Table 3.6.
For the purposes of GCCA/CCA, first we need to embed each article onto the
Euclidean space Rm by Multi-dimensional Scaling (MDS) [3], [5], [4]. MDS strives
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topic category people locations date math
class label 1 2 3 4 5
article number 119 372 270 191 430
Table 3.6: Wikipedia Dataset Topics
to give a Euclidean representation while approximately preserving the dissimilarities
of the original data: given an n× n dissimilarity matrix ∆ = [δij] for n observations
with δij being the dissimilarity measure between the ith and jth observation, MDS
generates embeddings xi ∈ Rm for the ith data point to preserve the dissimilarity
among the objects pairs, i.e. ||xi − xj|| ≈ δij.
For our work two different types of dissimilarity measures are considered for En-
glish and French articles, giving four dissimilarity matrices of dimension 1382× 1382:
the graph topology dissimilarity matrix ∆̄e, ∆̄f and the text content dissimilarity
matrix ∆̂e, ∆̂f .
For the graph dissimilarities, ∆̄e and ∆̄f are constructed based on an undirected
graph G(V,E), where V represents the set of vertices of the 1382 Wikipedia docu-
ments, and E is the set of edges connecting those articles. There is an edge between
two vertices if they are linked in Wikipedia. Then the entry ∆̄e(i, j) is calculated
from the number of steps on the shortest path from document i to document j in G.
For the English articles, ∆̄e(i, j) ∈ {0, . . . , 4, 6}, where 4 is the upper bound of the
step number with any higher number setting to 6. For the French articles ∆̄f (i, j)
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Graph Topology Dissimilarity Text Content Dissimilarity
English articles {aei} {x̄ei}(GE) {x̂ei}(TE)
French articles {afi } {x̄fi }(GF ) {x̂fi }(TF )
Table 3.7: Euclidean Embeddings (Rm) for Wikipedia Articles
depends on the French graph connections, so it is possible that ∆̄f (i, j) 6= ∆̄e(i, j).
At the extreme end, ∆̄f (i, j) = ∞ when afi and afj are not connected, and we set
∆̄f (i, j) = 6 for ∆̄f (i, j) > 4.
For the text dissimilarities, ∆̂e and ∆̂f are based on the text processing features
for documents {aei} and {afi }. Suppose zi, zj are the feature vectors for the ith and
jth English articles. Then ∆̂e(i, j) is calculated by the cosine dissimilarity ∆̂e(i, j) =
1 − zi·zj
‖zi‖2‖zj‖2
. For the experiment we consider the latent semantic indexing (LSI)
features [59].
Once different dissimilarity matrices are constructed, the Euclidean space embed-
dings with m = 50 are obtained via MDS. The articles’ embeddings are shown in
Table 3.7. At first, English graph dissimilarity (GE) is the classification target, and
others (GF, TE, TF) are treated as auxiliary features: all data points are used to
learn the GCCA/CCA projections from Rm to Rd based on GE and a certain choice
of auxiliary features, and the data points of GE are projected by the learned pro-
jections. Then 600 observations are randomly picked to train the classifier, with the
remaining 782 documents used for classification error testing. We repeat 500 times to
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calculate the average classification error, for every possible GCCA/CCA projection
and various choice of d. The same procedure is repeated with the French graph dis-
similarity (GF) being the classification target and the remaining being the auxiliary
features. The full results for every possible projection are shown in Figure 3.1 for
the classification of GE. For illustration purposes, two simplified plots are shown in
Figure 3.2 for the classification of GE/GF, for which we omit most projections in
order to better quantify the effects of increasing s (the number of chosen auxiliary
features), i.e., only the best A2 and A3 are shown. Note that for comparison purposes
the PCA projections are also included, and all the classification errors have standard
deviations within 0.2%.
Figure 3.1: Classification Error for GE
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(a)
(b)
Figure 3.2: Classification Error for GE/GF (simplified)
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Based on Figure 3.2, we observe that for most choices of d the best GCCA pro-
jection A3 admits a lower error than the best CCA projection A2, and both of them
are better than the PCA projection. The figure also illustrates the last paragraph
of our discussion section, i.e., GCCA is expected to be better than CCA no matter
the choice of projection dimension. However, it turns out that the GCCA projection
A4 does not yield the lowest error for classifying the Wikipedia data. This is not a
surprise and tells that not all data sets should be included in this example, as one
can judge from Figure 3.1 and our previous simulations that the choice of auxiliary
features is crucial for the classification errors. For benchmark purposes, the average
classification errors using p-LDA on the MDS-embedded data are 48.40% for GE and
56.65% for GF, which are slightly better than the average LDA errors using PCA
projected data but worse than the average LDA errors using multiple data sets and
the best GCCA/CCA projections at d = 20 in this experiment.
Unfortunately, one cannot easily check the joint distribution by Definition 2 like in
the simulation part, because the optimal projection A∗ is unknown for the Wikipedia
data sets. Therefore in a real-world application, one must be cautious in adding a
new dataset and/or choosing the best dimension. Both of these are difficult model
selection problems in practice, which can be addressed by cross-validation as in this
experiment. Still, the interpretation after Definition 2 is useful from a qualitative
perspective. On one hand, the graph dissimilarities GE and GF are of questionable
value because they depend on the Internet links, which may be erroneous. On the
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other hand, the text dissimilarities TE and TF are much more faithful because they
are extracted from the document contents, thus more likely to have commonality in
certain “signal” dimensions. Therefore it is reasonable to believe that choosing a text
dissimilarity is better than choosing a graph dissimilarity, which explains why the
best A2 and A3 do not choose any graph dissimilarity as the auxiliary variable and
why A4 performs worse.
3.7 Proofs
3.7.1 Proof of Theorem 7 when K = 2 and r = 1
Proof. We consider K = 2 and r = 1 here (and generalize in the next proof), so the
number of classes is two and the GCCA criterion is the sum of correlations.





), then A is optimal for classification such that LA = LA∗ . For most
parts it suffices to assume that A∗ is unique (in the sense of representing the same
subspace), which is justified towards the end of the proof.
In addition to the uniqueness of A∗, we also assume that HX , HZs ,ΣZs are all
identity matrices for s = 1, 2. This is also justified later, as we will show the theorem
is invariant under proper transformations. Further, the expectations E(X) and E(Zs)
are treated as zeros throughout all proofs because the GCCA/CCA projections and
the classification task are not affected.
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Under the above assumptions, we have the following: the optimal projection A∗
is spanned by the first d coordinate axes; any potential projection A ∈ A must
be orthonormal and equivalent to an orthogonal projection onto a dimension d linear






Because all the pre-multiplication matrices are assumed to be identity matrices,















































































































where we denote p1 = p and p2 = 1− p in case of two classes.
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To derive the CCA projection A2 = A2(X,Z1), the twom×d orthonormal matrices
A2 and B2 shall maximize the singular values of A
′
2ΣXZ1B2 (we take B2 = [b1, . . . , bd]
as in Equation (3.1), similarly to how we define A2) [60]. Because A
∗ represents the
dimension d subspace spanned by the first d coordinate axes, A2(X,Z1) is optimal if
and only if A2 consists of the first d left singular vectors of ΣXZ1 . Due to the form
of ΣXZ1 , in this case B2 must consist of the first d right singular vectors and the
respective correlations are maximized to the decreasingly ordered singular values of






if A2 is spanned by the first d coordinate axes, or equivalently the largest d singular
values of ΣXZ1 all come from the d× d leading principal sub-matrix.
Putting into inequalities, the CCA projections A2(X,Zs) are optimal if and only
if
hs = pqs1 + (1− p)qs2 − σ1(E(WW
′
s)) > 0. (3.5)
When either CCA projections is not optimal, at least one hs is non-positive and
represents the “singular value loss” of using CCA.
To derive the GCCA projection A3 based on (X,Z1, Z2), the covariance matrix
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Argued in a similar manner, the GCCA projection is optimal if and only if A3 is
spanned by the first d coordinate axes. The necessary and sufficient condition for
that is
h+ h1 + h2 > 0, (3.6)
where we define h = pq11q21 + (1 − p)q12q22 − σ1(E(W1W ′2)). In words, if both the
CCA projections are already optimal, it is sufficient that the largest d singular values
of ΣZ1Z2 all come from the d × d leading principal sub-matrix; else if either CCA
projections is not optimal, the “singular value gain” from ΣZ1Z2 has to compensate the
possible “singular value loss” from ΣXZ1 and ΣXZ2 in order for the GCCA projection
to be optimal.
An important step is to prove that if hs ≥ 0 for s = 1, 2, then h > 0. This is true
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because
h = pq11q21 + (1− p)q12q22 − σ1(E(W1W
′
2))





≥ pq11q21 + (1− p)q12q22 − (pq11 + (1− p)q12)(pq21 + (1− p)q22)
= p(1− p)(q11 − q12)(q21 − q22)
> 0,
where the first inequality uses condition (3) in Definition 2, the second inequality is
by the fact that hs ≥ 0, and the last inequality uses condition (4).
By the above derivation, if both CCA projections are optimal such that hs > 0
for s = 1, 2, then Inequality (3.6) automatically holds and the GCCA projection A3
is also optimal. This shows that any F3 ∈ Ω∗3 satisfying Inequality (3.5) for s = 1, 2
is an element of the subset {F3 ∈ Ω∗3|max {LA2} = LA3 = LA∗}.
Next we show there exists F3 ∈ Ω∗3 such that Inequality (3.6) holds while In-
equality (3.5) fails for at least one s. The trivial example is that: if h1 = h2 = 0,
then the GCCA projection is optimal. Furthermore, fixing h, p and all the qsk, the
left-hand side of Inequality (3.6) is clearly continuous with respect to σ1(E(WW
′
s))
for each s. This means σ1(E(WW
′
s)) can be increased such that hs < 0 (and con-
dition (3) in Definition 2 will not be violated) while Inequality (3.6) still holds. So
there also exists F3 such that the GCCA projection is optimal when hs < 0. Thus
∃F3 ∈ {F3 ∈ Ω∗3|max {LA2} > LA3 = LA∗}.
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Therefore, when A∗ is unique andHX , HZs ,ΣZs are all identity matrices, we proved
that: for any given F3 ∈ Ω∗3, if the CCA projections are optimal, so are the GCCA
projections; if the CCA projections are not optimal (Inequality (3.5) is not satisfied
for at least one s), the GCCA projection may be optimal (depending on whether the
covariance structure satisfies Inequality (3.6)). Equivalently, we demonstrate that the
similarity definition is sufficient for GCCA to improve CCA. Note that the step that
ensures h > 0 when hs ≥ 0 will be used again.
Next we show that the result so far is invariant under any HX , HZs ,ΣZs that
satisfy Definition 2. Take CCA on (X,Z1) for an example: by Equation (3.3) and
Equation (3.4) we have ΣX̃ = HXΣXH
′
X = I and ΣZ̃1 = HZ1ΣZ1H
′
Z1
; also by eigen-
decomposition there exists m1 ×m1 matrix V s.t. ΣZ̃1 = V
′











































































































where V −1 is defined as the unique Moore-Penrose pseudo inverse if ΣZ̃1 is singu-
lar. Hence it is equivalent to consider the projections H−1
′






Z̃1) (both X̃ and V
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instead of the projections A2 and B2 on (X,Z1). The same holds for the GCCA







HXX is invariant under the full-rank transforma-
tion HX . Therefore the optimal projection A
∗ and the GCCA/CCA projections As+1
are all equivalent to the identity variance case up to HX , and the result is clearly
invariant.
At last we justify the case when A∗ is not unique, which means there exists A∗
that is spanned by the first d coordinate axes under different transformation matrices.
Because the conditions in Definition 2 are required to be satisfied for all A∗, in most
cases the CCA optimality is still equivalent to Inequality (3.5), i.e., CCA is optimal if
and only if Inequality (3.5) is satisfied for at least one A∗ after proper transformations
for each A∗. The same holds for the GCCA optimality (Inequality (3.6)), and we can
still conclude that GCCA improves CCA following the same steps. However, a special
case should be taken into consideration, and we take the CCA projection A2(X,Z1)
for an illustration: Suppose the singular vector σ1(E(WW
′
s)) corresponds to is the




s)). Then A2(X,Z1) can
be chosen to represent any dimension d subspace of the space spanned by the first
(d+ 1) coordinate axes, and the degrees of freedom is (d+ 1)d− d2+d
2
(the degrees of
freedom may increase if there are repeating singular values). Now, if A∗ happens to
have the same degrees of freedom in the space spanned by the first (d+1) coordinate
axes, then A2(X,Z1) is optimal if and only if h1 ≥ 0 (rather than h1 > 0) because
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any arbitrary choice of A2 is optimal. Similar phenomenon applies for As+1, in which
case Inequality (3.5) and Inequality (3.6) should be adjusted to include equalities.
However, in this case we still have h + h1 + h2 > 0 when the CCA projections are
optimal, which is still sufficient (but may not be necessary) for GCCA to be optimal.
Therefore, GCCA still improves CCA in case of non-unique A∗, and the justification
is done.
3.7.2 Proof of Theorem 7 for any K ≥ 2 and r ≥ 1
Proof. Now we generalize the result to arbitrary K ≥ 2 (multi-class) and any r ≥ 1
(the GCCA criterion). Without loss of generality, we assume that A∗ is unique and
HX , HZs ,ΣZs are all identity matrices.
Let us treat the case that r = 1 first. Using the setting in Equation (3.4) and







2)) > 0 (3.7)
is true when hs =
∑K
k=1 pkqsk − σ1(E(WW
′
s)) ≥ 0 for s = 1, 2.
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pk1pk2(q1k1 − q1k2)(q2k1 − q2k2) (3.8)
> 0,
where the first inequality follows from conditions (3), the second inequality follows
from hs ≥ 0, the next equality follows from simple algebra, and the last inequality
follows from condition (4).









is true when hs ≥ 0. Clearly this inequality holds if and only if it holds for r = 1,
which is Inequality (3.7). Hence it is true and GCCA improves CCA in the similar
family for any r ≥ 1.
Thus Theorem 7 is proved for any number of classes and any GCCA criterion with
r ≥ 1.
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3.7.3 Proof of Corollary 1 and Corollary 2
Proof. Without loss of generality, we carry out the proof assuming A∗ is unique,
HX , HZs ,ΣZs are all identity matrices, and K = 2 and r = 1.





choices of auxiliary features
for AS′+1. We define hs = pqs1 + (1 − p)qs2 − σ1(E(WW
′
s)) and hst = pqs1qt1 + (1 −
p)qs2qt2 − σ1(E(WsW ′t )) for any s and t satisfying S ≥ s, t ≥ 1, where hst is a
generalization of h in the proof of Theorem 7.
Then the GCCA projection AS′+1 using the first S
′
auxiliary features is optimal








hs > 0. (3.9)
This is a generalization of Inequality (3.6), because there are S
′
possible “singular







additional cross-covariance terms ΣZsZt be-
tween the auxiliary features. Note that for any other AS′+1 ∈ AS′+1 with a different
choice of auxiliary features, we can still use Inequality (3.9) for the optimality by
switching the first S
′
auxiliary features with the chosen S
′
auxiliary features.
All the CCA projections are optimal if and only if hs > 0 for all s = 1, . . . , S.
This implies that hst > 0 is always true for any 1 ≤ s < t ≤ S, and Inequality (3.9)
holds for any AS′+1 ∈ AS′+1 with S ≥ S
′ ≥ 2. Therefore the set of GCCA projections
AS′+1 always improves the set of CCA projections A2, and Corollary 1 is proved.





h12 + h1 > 0, because hst are the same for all 1 ≤ s, t ≤ S ′ and so
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are hs. We need to show that if AS′ are optimal for certain FS+1, so is AS′+1. (note
that the choice of auxiliary features no longer matters because they follow the same
distribution, which means all the elements in AS′+1 represent the same subspace.)
When S
′
= 2, it is a special case of Theorem 7 because any FS+1 satisfying
condition (4’) also satisfies condition (4). Clearly A2 is optimal if and only if h1 =
h2 > 0, which implies h12 > 0. So Inequality (3.9) holds and A3 is also optimal.
When S
′
= 3, A3 is optimal if and only if h12+h1 > 0. In this case if h1 > 0, then
we have h12 > 0; if h1 < 0, then h12 > 0 must be true in order for A3 to be optimal.
In any case, 3
2
h12 + h1 > 0 is true and A4 is optimal.
Therefore, the optimality of A3 implies the optimality of A4. By induction, for
any S ≥ S ′ ≥ 2, the optimality of AS′ implies the optimality of AS′+1 under the
simplifying condition (4’), and Corollary 2 is proved. Note that the corollary is not
true under the original condition (4), and one can easily make up a counter-example
by checking Inequality (3.9).
3.7.4 Comments





2)) in Equation 3.7 for the case of two auxiliary features, which offers
additional insights for Definition 2 of the similar family and is potentially useful for
model selection.
Firstly, the equation offers a relaxation of condition (4) in the similar family:
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instead of (qsk1 − qsk2)(qtk1 − qtk2) > 0 for all 1 ≤ s < t ≤ S and k1, k2 = 1, . . . , K, we
can replace it by either h > 0 or
∑
1≤k1<k2≤K
pk1pk2(q1k1 − q1k2)(q2k1 − q2k2) > 0 (by
Equation 3.8), which is more difficult to interpret than the original condition but less
restrictive.
Secondly, the improvement of GCCA over CCA depends almost solely on the
magnitude of h. The larger the h, the more likely that GCCA may be optimal even
if CCA is not. Towards this direction, the magnitude of qsk plays an important role:
for fixed E(W1W
′
2), assuming all coefficients non-negative, h increases with qsk and
GCCA projection is potentially more superior.
Finally, the above observation may be useful for the choice of auxiliary variables
and the projecting dimension without using cross-validation. Other things being
equal, an auxiliary variable with larger h or qsk is more favorable, as is a projection
dimension with larger h or qsk; thus it is reasonable to choose an auxiliary variable
and/or a projection dimension with a more significant “signal” part (where Uk lives)
for later inference, which agrees with intuition. Numerically, within the similar family
this observation is useful for model selection purposes (choose the auxiliary feature
and/or the projection dimension with the largest h using greedy algorithms, among all
available auxiliary features and all possible dimensions); but out of the similar family
definition, whether a modified version of h can serve the model selection purpose or





So far we have shown that separate projection can be harmful for matching in
Chapter 2, and joint projection can be useful for later inference in Chapter 3. But we
have limited the scope to traditional linear projections, i.e, principal component anal-
ysis (PCA) and canonical correlation analysis (CCA). And as mentioned in Chapter 1,
unfolding the non-linearity can be beneficial for subsequent inference, and many man-
ifold learning algorithms have been proposed to learn the intrinsic low-dimensional
structure of nonlinear data.
In this chapter, we apply nonlinear transformations to the manifold matching
task for two or more data sets from disparate sources. There are many recent en-
deavors in data fusion and manifold matching [61], [25], [31], [32], [19]; and similar
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to dimension reduction of a single data set, manifold matching usually serves as a
feature extraction step to explore multiple data sets, and has also been shown to
help subsequent inference in object recognition, information retrieval and transfer
learning [62], [56], [34], [35], [18], [63].
Due to the success of nonlinear embedding algorithms for a single data set, it
seems intuitive that they can be combined with proper matching methods to achieve
better feature extraction for multiple data sets. The simplest procedure is to pick one
nonlinear algorithm, apply it to each data set separately, then match the transformed
data sets together. But there exists three questions for this simple procedure: Firstly,
how to assess whether the nonlinear algorithm improves the matching task? Secondly,
among so many nonlinear embedding algorithms, each has its pros and cons; which
algorithm is most suitable for the matching task? Thirdly, can we optimize the
procedure and achieve better performance for disparate data matching, comparing to
the separate embed and match strategy? To that end, we use distance correlation and
hypothesis testing power to evaluate the matching quality, and propose a nonlinear
manifold matching algorithm using shortest-path distance and joint neighborhood
selection. The algorithm turns out to significantly improve the matching quality for
disparate data matching (e.g., one data set has nonlinear geometry while the other
does not), and also achieves robust performance against model selection and noisy
data.
This chapter is organized as follows: In Section 4.2 we review the basic setting,
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three common matching methods, followed by the Isomap algorithm that constructs
the shortest-path distance. In Section 4.3 we present our nonlinear manifold matching
algorithm, the evaluation criteria using distance correlation and hypothesis testing,
and discuss various algorithmic issues. In Section 4.4 we illustrate the advantages
of our methodology via numerical simulations and real data experiments, using the
simulated Swiss roll data and the Wikipedia document data with text and graph
features.
Note that this chapter is based on the paper [21]; related code and data are
available on the website 1.
4.2 Reviews
4.2.1 The Matching Framework
We first introduce a formal setting for multiple matched data sets, and then briefly
review the three matching methods discussed in [19].
Suppose n objects are measured under two different sources. Then we have avail-
able Xl = {xil} ∈ Ξl for l = 1, 2, i = 1, . . . , n, with xi1 ∼ xi2 for each i (∼ denotes the
matched data points). We assume xil ∈ Rm, or equivalently Ξl = Rm×n. Note that
in practice matched data of disparate sources may have different or even unknown
dimensions, say an image and its description, in which case it is more appropriate to
1http://www.cis.jhu.edu/~cshen/
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assume that each space Ξl is endowed with a distance measure. But as the data can
always be embedded into a proper ambient dimension first, for ease of presentation we
assume the ambient space is Rm for all data sources. The setting is also extendable
to more than two data sets, but for convenience we assume l = 2 for most of the
chapter.
Since the ambient dimension m is usually large in modern applications, dimension
reduction is often required to achieve a meaningful matching. The matching and
embedding of multiple data sets are formulated as finding two mappings ρl : R
m →
Rd, l = 1, 2 based on the given data Xl, i.e., ρl embed and match the two data sets
in the common low-dimensional space Rd. Here d should satisfy 1 ≤ d ≤ m, and we
denote X̂l = {ρl(xil)} as the mapped data in Rd. There are many ways to assess the
matching quality, but intuitively we would like the matched pairs (x̂i1, x̂i2) to be as
close as possible for all i, while unmatched data are not close.
We presented three matching methods in [19] to derive ρl based on different ob-
jective functions, namely MDS followed by the Procrustes matching, CCA matching,
and joint MDS. In what follows, Xl represents an m×n data matrix properly centered
for each l, and the final output X̂l is a d× n matrix.
The Procrustes method first projects the data separately by MDS or PCA into
Rd, then minimizes the Procrustes fit ‖PU1X1−U2X2‖2F by finding a proper rotation
P . Here Ul is the d × m PCA projection for each Xl, P is the d × d Procrustes
transformation, and ‖·‖F is the Frobenius norm. Thus the two mappings are ρ1 = PU1
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and ρ2 = U2.
The CCA method finds two d × m CCA transformations Cl to maximize the
correlation between X̂1 = C1X1 and X̂2 = C2X2, subject to the constraints that the
sample covariance matrix of ClXl is identity for each l. Thus the two mappings are
ρ1 = C1 and ρ2 = C2.
The joint MDS method constructs a 2n × 2n distance matrix using Euclidean
distance within each Xl, and then applies MDS to directly project the data into R
d.
Note that the off-diagonal distance, i.e., the distance between X1 and X2, is usually
unavailable and needs to be properly imputed; details are in Section 4.3.
We have investigated the property of these matching methods [19], [17], but it is
not our purpose here to discuss which one is better for matching. They are all intu-
itive to use and easy to implement, and serve as a platform for introducing nonlinear
embedding into the matching framework, because different nonlinear embedding al-
gorithms may work better with certain matching method than others.
4.2.2 Shortest-Path Distance and Isomap
As we use shortest-path distance for matching, Isomap is the main nonlinear
algorithm that applies shortest-path distance to achieve nonlinear embedding. Thus
we review the Isomap algorithm here followed by some discussions. In this context
we use X1 to denote the original data, X̂1 to denote the embedded data by Isomap,
and d as the embedding dimension.
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The algorithm works as follows: First it constructs a nearest-neighbor graph G
based on the Euclidean distance matrix ∆1(ij) = ‖xi − xj‖, by k-nearest-neighbor
(kNN) method or ε-ball method. Then this graph is used to iteratively calculate
the shortest-path distance matrix ∆G. Finally X̂1 is obtained by projecting ∆G into
dimension d by MDS.
The other steps in the Isomap algorithm being routine, the shortest-path dis-
tance construction, i.e., the calculation of ∆G, is the key step: For each i, j, initiate
∆G(i, j) = ∆1(i, j) if xi1 and xj1 are adjacent in G, ∆G(i, j) = ∞ otherwise. Then it-
erate through q = 1, . . . , n and replace the entry ∆G(i, j) by min{∆G(i, j),∆G(i, q)+
∆G(q, j)}. The final matrix ∆G becomes the shortest-path distance matrix for X1.
This can be effectively implemented by Floyd’s algorithm or Dijkstra’s algorithm.
Therefore, Isomap is essentially the same as MDS except it constructs the shortest-
path distance matrix for MDS application rather than the original distance matrix.
It has been shown in [64], [9] that the shortest-path distance can recover the geodesic
distance of isometric manifolds with high probability under certain sampling condi-
tion, and can also recover the geodesic distance of certain curved manifolds when
using a slightly different version called conformal Isomap [65].
Other than the fact that Isomap cannot recover all types of nonlinear geometry,
the main downside of Isomap is the running time for large n. But its computation can
be sped up by landmark Isomap or out-of-sample MDS, see [9], [66], [67]. The idea is
to pick a subset of landmark points to do usual Isomap, then compute the shortest-
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path distance of all other points with respect to the landmark points only, followed by
out-of-sample MDS embedding. In this chapter we do not use this technique for speed
purpose, because we do not use large n in the experiments. But the out-of-sample
technique is applied in hypothesis testing as described in the next section.
4.3 Manifold Matching Framework
In this section we first present the nonlinear manifold matching algorithm using
shortest-path distance and joint neighborhood selection, then propose two evalua-
tion criteria (distance correlation and hypothesis testing), followed by discussions on
various implementation issues.
4.3.1 Main Algorithm
Our algorithm can be decomposed into three steps, where the first step applies
joint neighborhood selection, the second step constructs the shortest-path distance,
and the last step embeds and matches the data based on the constructed distances.
Step 1: Jointly select the neighbors and construct a single nearest-neighbor graph
G for all data {Xl, l = 1, 2}. This can be achieved by using the sum of distance to
derive the nearest neighbors, i.e., whether xil is adjacent to xjl in G is determined by
∑
l ∆l(i, j) instead of ∆l(i, j), and we always use k-nearest-neighbor for neighborhood
selection.
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Note that in order to achieve a meaningful joint neighborhood selection, it is
necessary to pre-scale the data so the distance matrices are on the same scale. Alter-
natively, one may use a weighted sum of distance or rank-based method to derive a
joint neighborhood.
Step 2: Given the graph G, calculate the shortest-path distance matrices ∆Gl
for each l using the same procedure as Isomap.
Step 3: Derive the mappings ρl and low-dimensional mapped data X̂l using any
of the three matching methods on {∆Gl}.
Specifically, for the Procrustes method, we separately embed the two shortest-path
distance matrices into Rd by MDS, followed by Procrustes transformation.
For the CCA method, the same separate MDS embeddings are matched by CCA
transformations in Rd to maximize the correlation.























with OG = (∆G1 +∆G1)/2, and apply MDS (either classical MDS or raw-stress with
proper weights, see [19]) directly on MG to yield the embeddings {X̂l, l = 1, 2} in Rd.
Note that if we only use step 3 of the algorithm without step 1 and step 2, it is
equivalent to match the original distance without any nonlinear algorithm.
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4.3.2 Evaluation Criteria
To assess the quality of the nonlinear manifold matching algorithm, we use dis-
tance correlation and hypothesis testing power as the evaluation criteria.
The distance correlation proposed in [20], [68] measures the correlation between
data by distance, and has the nice property of being 0 if and only if two random
variables are independent. The notion of distance correlation is particularly suitable
for evaluating the shortest-path distance constructed in step 2 of our algorithm. If
the distance correlation between the jointly constructed shortest-path distances is
significantly larger than others (such as the distance correlation between the orig-
inal distances, or between the shortest-path distances without joint neighborhood,
or between the Euclidean distances by other algorithms like LLE), it indicates that
shortest-path distance and joint neighborhood are better for matching.
We also consider the following hypothesis test used in [19]. First we randomly
split the sample data into training data Xl of matched pairs, testing data Yl = {yil}
containing both matched pairs and unmatched pairs, and consider the matching test
H0 : yi1 ∼ yi2. Then we learn the mappings ρl based on the training data Xl only,
apply the mappings to the testing data, and use the Euclidean distance T = d(ŷi1, ŷi2)
in the embedded space as the test statistic. We can construct the power curve by
calculating the empirical distributions of the test statistic T under the null and the
alternative, for which a higher matching power indicates a better manifold matching
algorithm.
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Those two criteria are complementary: distance correlation is fast to compute and
independent of the embedding dimension and the matching method, but it is possible
that the improvement of distance correlation can be offset by proper matching or
may be due to over-fitting; hypothesis testing is a more complete evaluation of the
manifold matching algorithm, but the testing power depends on the dimension choice
in step 3. Thus we use both criteria in this chapter. Note that there exists many other
possible criteria: for example, one may test the usual correlation or the Procrustes
statistic on the embedded data; and if the sample data has labels, one may test the
classification error after matching, etc.
4.3.3 Discussions
In this subsection we discuss some implementation details and potential extensions
of the nonlinear manifold matching algorithm, as well as providing explanations for
using joint neighborhood selection and shortest-path distance.
On the scaling and centering of the data: To obtain a meaningful matching,
proper scaling is usually required. This can be achieved by scaling the original data
Xl, or the shortest-path distance matrices ∆Gl , or the embedded data X̂l. And many
algorithms such as conformal Isomap, LLE, and LTSA do implicit scaling in their
algorithms. In order to facilitate the joint neighborhood step, we always pre-scale the
original data to have the same Frobenius norm.
In addition to scaling, centering the original data Xl or the embedded data X̂l to
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have the same mean is also necessary for matching, which is implicitly handled by all
embedding algorithms used in the chapter.
On the joint neighborhood selection: Comparing to the usual separate neigh-
borhood selection, it is more intuitive to consider joint neighborhood selection for a
better manifold matching: in the ideal matching case, if xi1 is adjacent to xj1 in the
first data set, so should xi2 and xj2 in the second data set; and in case of noisy data,
separate graphs may yield larger discrepancy for later nonlinear embedding. Thus
the two shortest-path distances should be more similar to each other when using joint
neighborhood. Note that for hypothesis testing, we do not use joint neighborhood for
the testing data because the testing pairs may be unmatched.
On the neighborhood size and dimension choice: The model selection
problem is important for any algorithm involving nearest-neighbor graph or dimension
reduction, which is also intrinsic to our manifold matching task. It has been argued
that the neighborhood size k should neither be too small nor too large in order
to recover the local geometry for nonlinear embedding; and there exists extensive
discussions and adaptive methods on choosing the neighborhood size in [11], [69], [16].
As for the dimension choice d, it affects the embedding step and later inference based
on the embedding; and there exists automatic procedures using profile likelihood or
Bayesian model selection from [70], [57], [58]. Note that k is required to be larger
than d in most nonlinear embedding algorithms except Isomap.
In the numerical experiments we simply choose k as 10 or 20, and we choose the
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embedding dimension d based on the scree plot of the data. Although we do not delve
into the complexity of the model selection problem, we provide a numerical example
in Figure 4.7 to show that our manifold matching algorithm is fairly robust against
the choice of k and d, due to the nature of the matching task and the evaluation
criteria.
On the out-of-sample technique for testing: As already mentioned in Isomap,
during the hypothesis testing of the proposed manifold matching algorithm, we keep
the training data Xl as the landmark points, and use the out-of-sample technique
to embed the testing data. The reason is similar to why we do not use joint neigh-
borhood in testing: the training pairs are always matched while the testing pairs
may be unmatched, and we do not wish the unmatched data to affect the distance
calculation of the matched training data or the other way around. Note that the
out-of-sample technique is widely available to many nonlinear algorithms like LLE,
Laplacian eigenmaps, kernel PCA, see in [71], [66], [72], [73]. But we do not apply
out-of-sample embedding other than using Isomap or joint neighborhood, because
it does not help the testing power for non-distance based algorithms and separate
neighborhood.
On using other embedding algorithms: The manifold matching algorithm
can be extended to most other nonlinear embedding algorithms not limited to shortest-
path distance and Isomap. Taking LLE as the example, we may keep the joint neigh-
borhood in step 1, and use LLE in step 2 instead of the shortest-path distance. This
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means the output of step 2 is two Euclidean data sets of dimension d rather than
two distance matrices, and the matching step can be applied directly, i.e., in case
of Procrustes or CCA matching we can directly match the data without doing sep-
arate MDS, and in case of joint MDS we form two Euclidean distance matrices to
concatenate the omnibus matrix. In the numerical section, we will use LLE, LTSA,
and Laplacian eigenmaps to compare with our proposed manifold matching algorithm
using shortest-path distance and joint neighborhood.
On using the shortest-path distance: No nonlinear algorithm can always
recover the nonlinear geometry; and shortest-path distance does not always approxi-
mate the geodesic distance either. But the matching task and the evaluation criteria
ask that the matched data are close to each other, rather than that the geometry
is fully recovered: the shortest-path distance is always no smaller than the original
distance, and is able to enlarge the distance that is not in the local neighborhood.
This often improves the distance correlation and the testing power.
Furthermore, Isomap is usually able to preserve the local geometry more faithfully
than others. Many other nonlinear algorithms involve a normalization step, which
only preserves the local geometry up to some affine transformation [74]. This may
cause trouble in matching disparate data if the affine transformations of each data
set are significantly different. Indeed, in the numerical section we will observe that
normalization-based algorithms like LLE, LTSA, and Laplacian eigenmaps may not
perform stably for matching noisy data or data from disparate sources, and shortest-
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path distance usually prevails. But it does not mean that other nonlinear algorithms
should not be used; they may still be valuable for certain data type or other evaluation
criteria.
On matching more than two data sets: The manifold matching algorithm
is readily extendable to match more than two data sets, which will appear in the
numerical section. In this case, other than the minimal change of joint neighbor-
hood in step 1, our algorithm needs proper modifications for the matching part in
step 3: for the Procrustes method, we consider minimizing the square sum of Pro-
crustes fit ‖Q1X̂1 − X̂3‖2F + ‖Q2X̂2 − X̂3‖2F + ‖Q1X̂1 −Q2X̂3‖2F using two Procrustes
transformation matrices; for the CCA method, generalized CCA [39], [42], [18] is the
standard extension, which finds three transformations Cl to maximize the sum of
pair-wise correlations subject to proper constraints; for the joint MDS method, the
omnibus matrix can be constructed by three distance matrices followed by proper
imputation and MDS. As to the evaluation criteria, we consider the test statistic
T = d(ŷi1, ŷi2)+d(ŷi1, ŷi3)+d(ŷi2, ŷi3) for the hypothesis test H0 : yi1 ∼ yi2 ∼ yi3, and
the distance correlation is changed to the distance correlation sum (i.e., the sum of
all pairwise distance correlation). The above extensions can be generalized to match
any number of data sets.
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4.4 Numerical Experiments
In this section we demonstrate the numerical advantages of our nonlinear manifold
matching algorithm. Overall, we observe that the proposed algorithm can improve
both the distance correlation and testing power, comparing to without using shortest-
path distance or without using joint neighborhood.
4.4.1 Swiss Roll Simulation
The Swiss roll data from [8] is a 3D data set representing a nonlinear manifold,
but intrinsically generated by points on a 2D linear manifold. Figure 4.1 shows the
3D Swiss roll data with 5000 points in colors, along with the embedded 2D data by
MDS, Isomap and LLE at neighborhood size k = 10. Clearly MDS fails to recognize
the nonlinear geometry while both Isomap and LLE succeed. The Isomap embedding
looks similar to the original 2D linear manifold, but the geometry recovered by LLE
is different from both Isomap and the original 2D data.
We carry out the first matching task as follows: for each Monte-Carlo run, we
randomly pick n = 1000 training points from the original 2D linear manifold as the
first data set X1, and take the corresponding points on the 3D Swiss roll as the second
data set X2. Thus X1 and X2 are matched training data with distinct geometry, on
which we can carry out our manifold matching algorithm and calculate the distance
correlation. The parameters are set at k = 10, d = 2, and we use 100 matched testing
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Figure 4.1: The Swiss roll data set in 3D (left top), and its 2D embedded data by
MDS (right top), Isomap (left bottom) and LLE (right bottom)
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pairs and 100 unmatched testing pairs to do testing.
After repeating 100 times, we present the mean distance correlation for the train-
ing data in Table 4.1, which shows that jointly constructed shortest-path distance has
the best distance correlation. This advantage is reflected in the mean testing power
with respect to different type 1 error levels in Figure 4.2, for which we present the
matching performance for the CCA matching method combined with various non-
linear algorithms. We do not show joint MDS matching and Procrustes matching
here, because their power curves have the same interpretation. We should point out
that we purposely set the sample size to be 1000, because in this example the testing
power for all nonlinear algorithms will converge to 1 as n increases.
Note that in the captions of all following tables and figures, original distance means
that we apply the matching methods without any nonlinear embedding, joint Isomap
means that we apply our proposed manifold matching algorithm using shortest-path
distance and joint neighborhood selection, separate Isomap means that we separately
embed the data by Isomap and then do matching, joint LLE means that we apply
our algorithm using LLE and joint neighborhood selection, and separate LLE means
that we separately embed the data by LLE and then do matching. Moreover, the
LLE version is implemented based on the distance version presented in [11] and uses
out-of-sample technique for testing, in order to compare more fairly with our pro-
posed manifold matching algorithm. For benchmark purpose, LTSA and Laplacian
eigenmaps are also added, which are not distance based and only use separate neigh-
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borhood.
Table 4.1: Swiss Roll: Mean Distance Correlation for Training Data
Data Combination Original Distance Joint Isomap Separate Isomap Joint LLE Separate LLE
(2D Linear Manifold, 3D Swiss Roll) 0.6361 1.0000 0.8860 0.9996 0.9394
Figure 4.2: Matching Power of 3D Swiss Roll and its 2D Linear Manifold using CCA
Next we check the robustness of the manifold matching algorithm against noise.
We do so by adding white noise to the first data set X1, with the noise being indepen-
dently identically distributed as N(0, εI2×2). We carry out the exact same procedure
as before, and plot the mean CCA matching power at the fixed type 1 error level
0.05 with respect to increasing noise ε = 0, 1, 2, . . . , 10 in Figure 4.3. Clearly joint
Isomap is almost always superior; and even though joint LLE performs optimally in
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the previous example, its sensitivity to noise degrades the matching performance for
noisy data; and both Laplacian eigenmaps and LTSA are inferior to joint Isomap
until ε = 9, 10, but they are better than LLE and separate Isomap.
At last we check the performance of our algorithm for matching all linear data.
We still use the original 2D linear manifold as the first data set X1, but replace X2 by
the LLE-embedded 2D data set. Thus both data are linear with some differences, and
we plot the mean CCA matching power with respect to different type 1 error levels
in Figure 4.4. In this case joint Isomap performs a little better than separate Isomap,
which almost coincides with matching the original distance and LTSA; and LLE and
Laplacian eigenmaps performs significantly worse. This indicates that shortest-path
distance and joint neighborhood are robust in matching data of similar geometry.
4.4.2 Wikipedia Articles Experiment
In this experiment we apply the manifold matching algorithm to match Wikipedia
article features from disparate sources. The data contains n = 1382 pairs of arti-
cles from Wikipedia English and its corresponding French translations, within the
2-neighborhood of the English article “Algebraic Geometry”. On Wikipedia, the
same articles of different languages are almost never the exact translations of each
other, because they are very likely written by different people and their contents may
differ in many ways.
For both English articles and French articles, we construct a text feature matrix
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Figure 4.3: Matching Power of 3D Swiss Roll and its 2D Linear Manifold with In-
creasing Noise at Type 1 Error Level 0.05 using CCA
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Figure 4.4: Matching Power of LLE Embedding of Swiss Roll and its 2D Linear
Manifold using CCA
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and a network adjacency matrix for each language: for the text feature, we consider
the latent semantic indexing (LSI) features [59] followed by cosine dissimilarity to
construct two text dissimilarity matrices TE and TF (standing for English text and
French text); for the network, we directly construct two shortest-path distance matri-
ces GE and GF (standing for English graph and French graph) based on the Internet
hyperlinks under each language setting, and impute any path distance larger than 4
to be 6 to avoid infinite distances and scaling issues.
Thus we have four distinct matrices to describe the same article, making TE,
TF , GE, GF matched in the context but of disparate sources. Furthermore, as the
text matrices are derived by cosine similarity while the graph matrices are based on
shortest-path distance, the former probably have nonlinear geometry while the latter
should be close to linear.
As the first trial, we randomly pick n = 500 pairs of training points, 100 pairs
of testing matched points and 100 pairs of testing unmatched points, set k = 20,
d = 10, and carry out the manifold matching algorithm for every possible two data sets
combination. After 100 Monte-Carlo runs, we present the mean distance correlation
of the training data in Table 4.2, and the mean testing power in Table 4.3 at type
1 error level 0.05 showing only the highest matching power among Procrustes, CCA
and joint MDS.
We also provide joint MDS matching power in Figure 4.5 and Figure 4.6 for
matching (TE, TF ) and (TE,GE) with respect to different type 1 error levels; we
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do not show Procrustes and CCA matching in the figures, as they generally have the
same behavior with slightly inferior matching power than joint MDS throughout the
Wikipedia experiment.
Clearly joint Isomap achieves the best performance for all combinations, and LLE
does not work well for either distance correlation or testing power especially when
any graph matrix is involved in matching. Furthermore, from Table 4.2 and Table 4.3
we observe that our manifold matching algorithm helps the most for matching data
of distinct geometry, but less significant for both linear data using graph matrices.
This phenomenon is the same as the Swiss roll simulation.
As to LTSA and Laplacian eigenmaps, they cannot work with distance matrices
directly. Thus for the Wikipedia data, we first project the original distance matrices
into an ambient space Rm with m = 50, then proceed to apply LTSA and Laplacian
eigenmaps into Rd followed by matching. We observe in Figure 4.5 and Figure 4.6 that
they are significantly inferior to joint Isomap, with Laplacian eigenmaps performing
close to the original distance matching and LTSA being much worse. This is the
case for all other data combinations, so we do not show their performance in the
tables. Note that it is possible that adjusting the parameter m may improve their
performance, but they are not significantly better for all dimensions we tried from
m = 10 to m = 300, which indicates that suitable ambient dimension may not exist
for LTSA and Laplacian eigenmaps to work well for matching the Wikipedia data.
We should also point out that the actual matching power depends on the param-
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eters k and d, and the power of certain algorithm can be significantly improved by
changing the parameters. For example, the matching power is only 0.55 for matching
(TE, TF ) using original distance at d = 10, but it can be improved to around 0.7
at a different d; and even though joint Isomap has the best power at 0.82, it can be
further increased to around 0.9 by changing d and k too. Because the model selec-
tion issue for hypothesis testing does not seem to affect the interpretation, we use
the same parameters for different methods and data combinations here; also distance
correlation offers an alternative performance measure independent of the embedding
dimension and the matching method (except distance correlation on LLE embedding
still depends on d).
Table 4.2: Wikipedia: Mean Distance Correlation for Training Data
Data Combination Original Distance Joint Isomap Separate Isomap Joint LLE Separate LLE
(TE, TF ) 0.9119 0.9744 0.7576 0.8626 0.8047
(TE,GE) 0.5639 0.8039 0.5846 0.3411 0.3139
(TF,GF ) 0.5402 0.7972 0.5274 0.3443 0.3192
(GE,GF ) 0.5740 0.7309 0.5708 0.3993 0.3361
(TE,GF ) 0.5270 0.8017 0.5286 0.3472 0.3125
(TF,GE) 0.5549 0.7944 0.5516 0.3366 0.3134
Next we repeat the same procedure to test three data sets matching and four data
sets matching. After 100 Monte-Carlo runs, we present the mean distance correlation
sum in Table 4.4 and the mean testing power in Table 4.5 at type 1 error level 0.05,
showing only the highest matching power among Procrustes, CCA and joint MDS.
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Table 4.3: Wikipedia: Two Data Sets Matching Power at Type 1 Error Level 0.05
Data Combination Original Distance Joint Isomap Separate Isomap Joint LLE Separate LLE
(TE, TF ) 0.5505 0.8209 0.7851 0.4351 0.4008
(TE,GE) 0.2585 0.5570 0.4824 0.0967 0.0957
(TF,GF ) 0.1408 0.3227 0.2600 0.0969 0.0998
(GE,GF ) 0.2818 0.3795 0.3467 0.0981 0.0982
(TE,GF ) 0.1506 0.3598 0.2927 0.0954 0.0972
(TF,GE) 0.2114 0.4908 0.3928 0.0956 0.0947
Figure 4.5: Matching Power of Wikipedia TE and TF using Joint MDS
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Figure 4.6: Matching Power of Wikipedia TE and GE using Joint MDS
The interpretation is similar to the two data sets matching example, which always
favors our manifold matching algorithm. Note that the distance correlation sum for
three data sets ranges from 0 to 3, and it ranges from 0 to 6 for four data sets
matching.
We also observe that given a specific embedding algorithm, matching (TE, TF )
always yields the highest distance correlation and matching power in two data sets
matching, compared to other combinations of data; but adding additional graph ma-
trix like GE and GF significantly degrades the matching power in three or four data
sets matching, for all nonlinear algorithms except joint Isomap. This is probably
because the network information is less reliable than the text feature; and the excel-
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lent matching performance achieved by the proposed manifold matching algorithm
indicates its robustness against disparate and fallible data sources.
Table 4.4: Wikipedia: Mean Distance Correlation Sum for Training Data
Data Combination Original Distance Joint Isomap Separate Isomap Joint LLE Separate LLE
(TE, TF,GE) 2.0308 2.5745 1.8938 1.5691 1.4320
(TE, TF,GF ) 1.9791 2.5734 1.8137 1.5544 1.4364
(TE,GE,GF ) 1.6649 2.3284 1.6840 1.0791 0.9626
(TF,GE,GF ) 1.6691 2.3060 1.6498 1.0864 0.9688
(TE, TF,GE,GF ) 3.6719 4.8843 3.5206 2.6259 2.3998
Table 4.5: Wikipedia: More than Two Data Sets Matching Power at Type 1 Error
Level 0.05
Data Combination Original Distance Joint Isomap Separate Isomap Joint LLE Separate LLE
(TE, TF,GE) 0.3104 0.8100 0.7409 0.1274 0.1292
(TE, TF,GF ) 0.1402 0.6969 0.6133 0.1353 0.1353
(TE,GE,GF ) 0.1752 0.4395 0.3266 0.0947 0.0992
(TF,GE,GF ) 0.1442 0.4063 0.2997 0.0952 0.0931
(TE, TF,GE,GF ) 0.1539 0.6384 0.4309 0.1183 0.1162
At last, for the model selection issue, we show two power surface plots in Figure 4.7
for matching (TE,GE) using joint MDS matching with joint Isomap and separate
Isomap respectively. The mean power is calculated at type 1 error level 0.05 with
respect to different neighborhood sizes from k = 10 to 30 and different dimension
choices from d = 2 to 30, for 100 Monte-Carlo runs. Note that choosing k and d for
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the Swiss roll data is quite easy, because the neighborhood size has been validated to
perform well and the embedding dimension equals the intrinsic true dimension (and
the scree plot has a clear cut-off at d = 2); but for the real data, it is much more
difficult to determine the optimal parameters without cross validation.
Nevertheless, Figure 4.7 shows that our approach is robust against model selection:
the matching power of joint Isomap is quite stable with respect to the neighborhood
size and the dimension choice, and we observe that joint neighborhood selection is
consistently better than separate neighborhood selection. This phenomenon holds
for Procrustes and CCA matching too, although the optimal parameters are not the
same for different matching methods and different data combinations.
91
CHAPTER 4. NONLINEAR MANIFOLD MATCHING
Figure 4.7: Matching Power of Wikipedia English Text and English Graph using Joint
MDS with respect to Different Dimension Choices and Neighborhood Sizes at Type




The area of data analysis is a rapidly developing field, and much work is needed
to fully understand how to effectively utilize the data, as the size, dimension and type
of data explode in this big data age.
In this dissertation, I investigated the matching and inference performance for
multiple correlated data sets. Specifically, I showed that separate projection can
cause the incommensurability phenomenon in Procrustes matching; joint projection
using generalized canonical correlation analysis can achieve better classification per-
formance; nonlinear matching using shortest-path distance and joint neighborhood
can increase the distance correlation and the matching quality.
Overall, I demonstrated that the inference performance for multiple correlated
data sets can be significantly improved by joint matching and projection, which is




For the future, there are many interesting research and application directions that
naturally follow from the results of this dissertation. For example, how often the
incommensurability phenomenon arises in practice is an important question when
processing large amounts of data in a parallel computing system; the generalized
canonical correlation analysis is an intuitive tool for multiple modalities, and how to
easily check whether it can improve the classification error for real data is crucial to
the industry; as to the nonlinear manifold matching algorithm, further improving the
matching algorithm and accelerating the nonlinear transformation with theoretical
guarantees are two important issues to the machine learning community.
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