In this paper, we modify the implicit hybrid methods for solving fractional Riccati equation. Similar methods are implemented for the ordinary derivative and we are the first who implement it for fractional derivative case. This approach is of higher order comparing with the existing methods in the literature. We study the convergence, zero stability, consistency, and region of absolute stability. Numerical results are presented to show the efficiency of the proposed method.
Introduction
Riccati equation is used for constructing the exact solutions of nonlinear fractional partial differential equations. Riccati equation appears in a wide range of contexts such that physics, biology, engineering, signal processing, systems identification, control theory, finance, and fractional dynamics. Fractional Riccati equation plays an important role in several physical and engineering applications. Since it is not easy task to find the exact solution of the fractional Riccati equation, several researchers investigated its solution numerically such as the Legendre wavelet operational matrix method [3] , Adomian decomposition method [18] , homotopy perturbation method [13] , the Laplace transform and homotopy perturbation method [2] , fractional Chebyshev finite difference method [10] , the polynomial least squares method [4] , and the Bezier curves [7] . In addition, artificial neural networks [20] , the optimal homotopy asymptotic method [8] and the Laplace-Adomian-Pade method [12] , Bäcklund transformation [17] , and He's variational iteration method [9] , are used to solved this problem. More methods can be found in [1, 5, 6, [22] [23] [24] [25] [26] .
Fractional derivatives have several definitions. In this paper, we use the conformable fractional derivative which was presented in [11] . The definition is given as follows. Definition 1.1. Let y : [0, ∞) → R be a given function. The conformable fractional derivative of y of order α is defined by
Some properties of the conformable fractional derivative are given in the following theorem. Theorem 1.2. Let 0 < α < 1 and u, v are α-differentiable at t > 0. Then,
In this paper, we consider the following class of fractional order Riccati differential equations of the form
where lim t→0 y(t) t and lim t→0 y(t)
We organize our paper as follows. In section 2, we present some definitions and results which we use in this paper. The proposed methods for solving Eqs. (1.1)-(1.2) are presented in Section 3. Some theoretical results will be presented in Section 4. Numerical results will be presented in Section 5. We draw some conclusions in Section 6.
Preliminaries
In this section, we review the implicit hybrid methods as well as some definitions related to these methods. Let {t 0 , t 1 , . . . , t M } be a uniform partition of [0, 1] with t i = i , i = 0, 1, . . . , M, and h =
where a k =1, a 0 and b 0 are nonzeros, v / ∈{0, 1, . . . ,k}, u n+i =u(t n +i ) and h n+v i =h (t n+v i , t n+v i ). For more details, see [14] .
If c 0 =0, c 1 =0, . . . ,c p+1 =0, c p+1 =0, then the order of the method is p and the error constant is c p+1 , see [14] .
Definition 2.3 ([14]
). A linear multi-step method is said to be consistent if it has order at least one.
Definition 2.4 ([14]
). If no zeros of the first characteristic polynomial have modulus greater than one and every root of modulus one has multiplicity not greater than one, then it is called zero stable.
Definition 2.5 ([14])
. If the method is consistent and zero stable, it is convergent.
Methods of solution
In this section, we derive the proposed methods. We approximate the solution of Eq. 1.3 by
and its first derivative by
where γ is the number of points. , i = 0, 1, . . . , r to get
where (a) i = a i ,
and t n = t − s − r for i = 1, 2, . . . , r. Solving System (3.3), we get
where α 0 and β i (s) are given in Table 1 . Table 1 : The values of α 0 and β i (s) for γ = 3, 4, 5. 
. . , γ and Eq. (3.4) becomes for the three points, four points, and five points, respectively. 
Three points:
2. Four points: − 16f n+ 4 5 , (3.14)
y n+ 2 5 = y n+
− 258f n+ 3 5 + 77f n+ 4 5 − 11f n+1 , (3.15)
Then, we solve the above systems iteratively.
Analysis of the methods
In this section, we analyze Eqs. 
Thus, the order of Eq. (3.5) is 5 and the error constant is = − 3 6 655360 . Also, the order of the block system (3.5)-(3.7) is (4, 4, 4) T and the error constant is 0, Let Then, System (3.5)-(3.7) can be written in the matrix form as
Multiply both sides of last equation by A −1 1 to get
where B 1 = I 3 ,
Normalize last system to getB
Since the roots of the above equation which has modulus 1 is simple, the block method is zero stable as → 0.
b) Four points:
y n+1 − y n+ 655360 . Also, the order of the block system (3.8)-(3.11) is (5, 5, 5, 5) T and the error constant is − Let
f n+ Then, system (3.8)-(3.11) can be written in the matrix form as
where B 1 = I 4 ,
Since the roots of the above equation which has modulus 1 is simple, the block method is zero stable as → 0. 
n + · · · ,
− 482f n+ 3 5 + 173f n+ 4 5 − 27f n+1 = 863 7 4725000000 y
n + · · · .
Thus, the order of Eq. (3.12) is 6 and the error constant is = −8 7
73828125 . Also, the order of the block System (3.12)-(3.16) is (6, 6, 6, 6, 6) T and the error constant is Hence, Eq. (3.12) is consistent, zero stable, and convergent. The interval of absolute stability is (0.367879, 2.71828) and the region of absolute stability is given in Figure 3 . 
f n+ 2 5 f n+ 3 5 f n+ Then, System (3.12)-(3.16) can be written in the matrix form as
Normalize last system to getB Since the roots of the above equation which has modulus 1 is simple, the block method is zero stable as → 0.
Numerical results
In this section, we present two examples of our results. Comparison with [15, 16, 19, 21] will be presented.
Example 5.1. Consider the following problem
The exact solution is
In Table 2 , we compare of the absolute errors of our results when = 0.1 and the results in [15, 16, 19, 21] for α = 0.75. The exact solution is y (t) = t 2 .
In Table 3 , we present our results for α = 0.65. 
Conclusion
In this paper, we modify the implicit hybrid methods for solving fractional Riccati equation. Similar methods are implemented for the ordinary derivative and we are the first who implement it for the fractional derivative case. This approach is of higher order compared with the existing methods in the literature. We study the convergence, zero stability, consistency, and region of absolute stability. Numerical results are presented to show the efficiency of the proposed method. We notice the following.
