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a b s t r a c t
Two-terminal reliability, which is defined as the probability that there exists at least one
path from source node to sink node, is an important performance measure in network
system. However, it is well known that the complexity of exact two-terminal reliability
evaluation is NP-hard. This paper considers a bounding algorithm for computing two-
terminal reliability based on decomposition technique originally used in computingmulti-
state reliability. Compared with traditional bounding algorithms, the proposed algorithm
requires neither all MPs/MCs to be enumerated in advance, nor all arcs to have the same
state probabilities. It can sequentially improve the quality of approximation according to a
predetermined value ε. Especially, it may be an exact algorithm if it runs into completion.
An example shows that the proposed algorithm is practical and effective.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
Network reliability model has been extensively applied in many real-world systems such as computer systems, commu-
nication systems and power systems. Network reliability is usually one of the most important indices of network perfor-
mance. Generally, network reliability can be classified into two categories: binary-state reliability andmulti-state reliability.
Binary-state reliability assumes that the system and components are binary. That is, the system and components are either
completely failed or perfectly functional. The system successfully operates if there exists at least one path from source node
to sink node. So, binary-state reliability only emphasizes source–sink connection. However, many real-world systems may
bemore complicated. For a complicated system, it is still able to provide an acceptable level of servicewhen the components
are functional in a degraded state. Such a system is called amulti-state system.Multi-state reliability addresses the problem
of reliability evaluation when the system and components operate in intermediate states [1]. It is a time-consuming task to
compute reliability, because the problem of reliability computation is well known to be NP-hard [2].
Two-terminal reliability, which is defined as the probability that there exists at least one path from s to t , is themost fun-
damental reliabilitymeasure. Many algorithms have been presented to solve the problem of two-terminal reliability [3–11].
Because the computation complexity of exact algorithms grows exponentially with the network size, efficient approxima-
tion algorithms [5–11] become favored alternatives. Some of the approximation algorithms always run in a less compu-
tation time, while the difference between exact value and approximate value remains in an acceptable range. Esary and
Proschan [5] presented an approximation algorithm based on path and cut enumeration. Messinger and Shooman [7] de-
veloped two sets of bounds, one based on cut enumeration and the other based on path enumeration. Jensen [8] proposed
an approximation algorithm to evaluate the bounds, which is based on state enumeration. Although the approximation
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algorithmsmentioned above do offer a savings in computation time compared with exact algorithms, they require the enu-
meration of all paths, cuts or states, which grow exponentiallywith the size of network. So, flexible approximation algorithm
still needs to be developed for large scale networks.
Another type of approximation algorithm is called reliability polynomial [9–11]. Based on the assumption of common arc
operation probabilities, reliability can be expressed as a polynomial with respect to arc operation probabilities. By making
use of sub-graph counting techniques and some combinatorial properties, the problem of reliability computation is reduced
to compute combinatorial coefficients of the polynomial. However, the exact calculation of coefficients is NP-hard. Hence,
the lower and upper bounds on coefficients provide the lower and upper bounds on reliability [9–11].
This paper considers a bounding algorithm for two-terminal reliability. Compared with traditional bounding algorithms,
the proposed algorithm requires neither all MPs/MCs to be enumerated in advance, nor all arcs to have the same state
probabilities. It can sequentially improve the quality of approximation according to a predetermined value ε. Especially,
it may be an exact algorithm if it runs into completion. An example shows that the proposed algorithm is practical and
effective.
The rest of this paper is organized as follows. In the next section, notations and assumptions are described. In Section 3,
the networkmodel is introduced, and the related theorems are given. Section 4 describes the proposed algorithms including
exact algorithm and bounding algorithm. In Section 5, an example is provided to validate the bounding algorithm. The final
section concludes the research.
2. Notations and assumptions
G : A network graph
s, t : The source and sink nodes, respectively
Rs,t : The two-terminal reliability from s to t
ai : The ith arc
m/n : The number of nodes/the number of arcs
ci : A state of arc ai, ci = 1 if arc ai is working, and ci = 0 if arc ai is failed
c : The network state vector c = (c1, c2, . . . , cn)
Ω : The universal set of state vectors, i.e.Ω = {c|c = (c1, c2, . . . , cn), 0 ≤ ci ≤ 1, 0 ≤ i ≤ n}
C : A set of network state vectors
pai , qai : Probabilities of states of arc ai when its states are 1 and 0 respectively which satisfy pai + qai = 1
A(C) : A set of arcs whose state is unique in any vector c ∈ C
A1(C) : A set of arcs whose state is working in any state vector c ∈ C
A2(C) : A set of arcs whose state is failed in any state vector c ∈ C
AM : A set of arcs such that AM ∪ A(C) can compose a MP from s to t , when the state of arcs in AM is set to be working
Pr(c) : The probability of state vector c , i.e. Pr(c) =∏1≤i≤n(cipai + (1− ci)qai)
Pr(C) : The probability of set C of state vectors, Pr(C) =∑c∈C Pr(c)
LB/UB : The lower bound of Rs,t /the upper bound of Rs,t
MP/MC: The minimal path/the minimal cut
Assumptions.
1. The network is connected and each node is perfectly reliable.
2. Network and each arc have only two states: working or failed.
3. The states of each arc are random variables and assumed to be statistically independent.
3. Network model and preliminaries
G(N, A,Ω) represents a network with the unique source node s and the unique sink node t , where N is the set of nodes,
A = {ai|1 ≤ i ≤ n} is the set of arcs and Ω = {(c1, c2, . . . , cn)|0 ≤ ci ≤ 1 for 1 ≤ i ≤ n} is the universal set of network
state vectors. The current state of arc ai is defined by ci, where ci = 1 if arc ai is working, and ci = 0 if arc ai is failed. A state
vector c = (c1, c2, . . . , cn) indicates the current state of network. For source node s and sink node t , a path is a set of arcs
whose operations ensure the connection from s to t , and a cut is a set of arcs whose failures interrupt the connection from
s to t . A path/cut is called MP/MC if any proper subset of the path is no longer a path/cut. A MP is called the shortest MP if
the number of arcs in it is the smallest.
A state vector c is acceptable/unacceptable if the network is connected/disconnected from s to t under c. From the
definition of MP/MC, it is easy to have that a state vector c is acceptable/unacceptable if there exists at least a MP/MC from
s to t under c . A set of state vectors C is acceptable/unacceptable if all state vectors in it are acceptable/unacceptable. It is
unspecified if C is neither acceptable nor unacceptable.
For any given set C (C ≠ Ω), since each arc only has two states (working or failed), there must be at least one arc whose
state is unique in any state vector c ∈ C . Let A(C) be a set of arcs whose state is unique in any vector c ∈ C . In order to
distinguish arcs with working state and arcs with failed state in A(C), we let A1(C) be a set of arcs whose state is working in
any state vector c ∈ C and A2(C) be a set of arcs whose state is failed in any state vector c ∈ C . Then, A(C) = A1(C) ∪ A2(C)
and A1(C) ∩ A2(C) = Φ . Meanwhile, we have the following conclusion.
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Lemma 1. If Pr(A1(C)) =∏ai∈A1(C) pai , Pr(A1(C)) =∏ai∈A2(C) qai , then we have
Pr(C) = Pr(A(C)) = Pr(A1(C))Pr(A2(C)).
Proof. Immediately from the definition of A(C), A1(C) and A2(C). 
Given a set C , since the state of any arc in A1(C) is working, it is easy to know that C is acceptable if A1(C) compose a MP
from s to t . Similarly , C is unacceptable if A2(C) compose a MC from s to t . If A1(C) does not compose a MP and A2(C) does
not compose a MC, then C is unspecified.
If C is unspecified, then A1(C) does not compose a MP. However, as the states of arcs in A1(C) are working, we can search
for a MP based on A1(C). That is, we can search for a set of arcs AM , which is a subset of A − A(C), such that AM ∪ A1(C)
composes a MP when the states of arcs in AM are set to be working. Because AM plays a key role in the proposed algorithm,
we give the following theorem to verify the existence of AM .
Theorem 1. If C is unspecified, then AM is non-empty such that AM ∪ A1(C) can compose at least a MP from s to t.
Proof. Let AM = A − A(C), then we have AM ∪ A1(C) ∪ A2(C) = A. Since C is not unacceptable, A2(C) cannot compose a
MC. Thus AM ∪A1(C) can compose aMP. Since C is not acceptable, A1(C) cannot compose a MP. Then AM is non-empty. 
In fact, any arc in AM has two states (working or failed). Hence, the states of arcs in AM can be decomposed such that
AM ∪ A1(C) composes a MP when the states of arcs in AM are working. In order to apply the decomposition technique
proposed by Jane et al. [1] to the network model in this paper, we describe the decomposition technique in a transformed
form below.
For an unspecified set C , suppose C = {(c1, c2, . . . , cn)|ci = 1 for ai ∈ A1(C), ci = 0 for ai ∈ A2(C), 0 ≤ ci ≤ 1 for ai ∈
(A − A(C))} and AM = {ax1 , . . . , axq}. C can be decomposed into q + 1 empty disjoint subsets C1, C2, , . . . , Cq and C0 by
pivoting on arcs ax1 , . . . , axq one by one as follows:
(1) Pivot on arc ax1 :
C1 = {(c1, c2, . . . , cn)|ci = 1 for ai ∈ A1(C), ci = 0 for ai ∈ (A2(C) ∪ {ax1}),
0 ≤ ci ≤ 1 for ai ∈ (A− A(C)− {ax1})}.
(2) Pivot on arc ax2 :
C2 = {(c1, c2, . . . , cn)|ci = 1 for ai ∈ (A1(C) ∪ {ax1}), ci = 0 for ai ∈ (A2(C) ∪ {ax2}),
0 ≤ ci ≤ 1 for ai ∈ (A− A(C)− {ax1 , ax2})}.
(3) . . . .
(4) Pivot on arc axq :
Cq = {(c1, c2, . . . , cn)|ci = 1 for ai ∈ (A1(C) ∪ {ax1 , . . . , axq−1}), ci = 0 for ai ∈ (A2(C) ∪ {axq}),
0 ≤ ci ≤ 1 for ai ∈ (A− A(C)− AM)}.
(5)
C0 = {(c1, c2, . . . , cn)|ci = 1 for ai ∈ (A1(C) ∪ AM), ci = 0 for ai ∈ A2(C),
0 ≤ ci ≤ 1 for ai ∈ (A− A(C)− AM)}.
Theorem 2.
(a) Subsets C1, C2, . . . , Cq and C0 are non-empty & disjoint.
(b) C0 is acceptable.
Since we only describe the decomposition technique proposed by Jane et al. [1] in a transformed form, the proof
of Theorem 2 can be referred in Ref. [1].
4. The designed algorithm
According to Theorem 2, an acceptable subset C0 can be derived from unspecified set C , which is the base of the proposed
algorithm. Nevertheless, C1, C2, . . . , Cq−1 and Cq are not guaranteed to be acceptable. Each Ck(1 ≤ k ≤ q) is further
classified as acceptable, unacceptable, or unspecified. If Ck is acceptable, it contributes to the Rs,t . If Ck is unacceptable, it is
discarded. IfCk is unspecified, it is similarly decomposed such that an acceptableC0 is obtained. The decomposition process is
terminatedwhen there is no unspecified set left. Since all of the subsets are disjoint, Rs,t can be directly obtained by summing
up the probabilities of all acceptable sets. In this section, exact algorithm is given in advance, and then a bounding algorithm
is presented by modifying the exact algorithm for obtaining the lower and upper bounds on two-terminal reliability.
2244 Y.-f. Niu, F.-M. Shao / Computers and Mathematics with Applications 61 (2011) 2241–2246
t t
t
s s
x
x
s
a2
a2
a2
a4
a4
a4
a3
a3
G*3
G*3
a1 a1
a1
a5
a5y
y
xy
Fig. 1. Arc contraction and deletion operations on arc a3 .
By the decomposition process, the complexity of decomposition is chiefly depended on the number of subset derived
from C , and the number of subset is determined by the number of arcs in AM . Therefore, in order to reduce the complexity
of decomposition, we should search for an optimal AM . It is clear that an optimal AM must satisfy two conditions: (1)
AM ∪ A1(C) can compose a MP from s to t; (2) the number of arcs in AM is the smallest. To search for the optimal AM ,
we introduce two network simplification operations: the arc deletion, and the arc contraction [12]. For a network G(N, A)
and a given arc ai(∈ A) whose two endpoints are x and y, the arc deletion consists in deleting arc ai from the network G.
We use G−i to denote the sub-network obtained from G by deleting ai. The arc contraction consists in merging nodes x and
y in one single node after deleting ai, and we use G∗i to denote the sub-network obtained from G by contracting ai. When
the state of ai is failed, the behavior of network G is equivalent to the sub-network G−i. When the state of ai is working, the
behavior of network G is equivalent to the sub-network G∗i. The simplification operations can be recursively applied. Fig. 1
illustrates the two simplification operations on arc a3 in network G.
Given an unspecified set C , we can recursively use simplification operations to simplify the network according to the
states (working or failed) of arcs in A(C). After the simplification operations, it is clear that A − A(C) is the arc set of sub-
network. Hence, AM is a subset of the arc set of sub-network. As AM ∪ A1(C) can compose a MP in the original network, AM
can compose a MP in sub-network. Therefore, by the conditions which an optimal AM must satisfy, seeking an optimal AM
is equivalent to seeking the shortest MP in sub-network. So the Dijkstra shortest path algorithm can be used to search for
the shortest MP. After obtaining the optimal AM , the decomposition process will be started, and an acceptable set C0 can be
obtained from C . Meanwhile, we confirm that Ck(1 ≤ k ≤ q) is not acceptable.
Theorem 3. If AM is the shortest MP in sub-network, then Ck (1 ≤ k ≤ q) is not acceptable.
Proof. Suppose that some Ck is acceptable, then A1(C) ∪ {ax1 , . . . , axk−1} can compose a MP in original network, and{ax1 , . . . , axk−1} can compose a MP in sub-network. Since {ax1 , . . . , axk−1} is a subset of AM , then it contradicts the fact that
AM is the shortest MP in sub-network. Hence, the conclusion is true. 
According to Theorem 3, C0 is the only acceptable set derived from C . For Ck (1 ≤ k ≤ q), we need to verify whether
A2(Ck) composes a MC. If A2(Ck) composes a MC, then Ck is unacceptable and suspended. Otherwise, Ck is unspecified, and
is further decomposed. The exact algorithm is given as follows.
A. Exact algorithm
Input: N, A,Ω, s, t, Rs,t = 0.Output: Rs,t .
Step 0. Let C = Ω .
Step 1. If A2(C) can compose a MC, then C is unacceptable, and go to Step 7.
Step 2. Search for an optimal AM .
Step 3. By Theorem 2, decompose C into C1, C2, . . . , Cq and C0.
Step 4. Rs,t = Rs,t + Pr(C0).
Step 5. For i = 1 to q.
Step 6. Let C = C i, and go to Step 1.
Step 7. Next i.
Note that the proposed algorithm is a recursive algorithm, and the complexity is mainly depended on the number of
unspecified sets during solution. The number of unspecified sets, in the worst case, grows exponentially with the size of
network. To trade off accuracy for execution time, it is meaningful to revise the exact algorithm to be an approximate
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Table 1
Arc working probabilities for Fig. 2.
Arc ai a1 a2 a3 a4 a5 a6 a7 a8 a9 a10
pai 0.95 0.96 0.9 0.95 0.92 0.9 0.96 0.95 0.98 0.95
algorithm. For a given unspecified C , we have Pr(C) = Pr(A(C)) by Lemma 1. Given a predetermined value ε, where
0 ≤ ε < 1, if Pr(A(C)) is less than ε, there is no need to further decompose C . An unspecified C is called ε-qualified if
Pr(A(C)) is not less than ε. Otherwise, it is called ε-unqualified. Therefore, an unspecified set is classified as ε-qualified or
ε-unqualified. If it is ε-unqualified, it is suspended. If it is ε-qualified, it is further decomposed. Finally, each set is classified
as acceptable, unacceptable, or ε-unqualified.
Theorem 4. Let X, Y and Z be the sets of acceptable C, unacceptable C, and ε-unqualified C, respectively. Then we have
1.
∑
c∈X Pr(C)+
∑
c∈Y Pr(C)+
∑
c∈Z Pr(C) = 1.
2.
∑
c∈X Pr(C) ≤ Rs,t ≤ 1−
∑
c∈Y Pr(C).
3.
∑
c∈X Pr(C) grows sequentially as ε decreases. On the contrary,
∑
c∈Z Pr(C) and 1 −
∑
c∈Y Pr(C) reduce sequentially as ε
decreases. Especially, if let ε = 0, then Z = Φ,∑c∈X Pr(C) = 1− ∑c∈Y Pr(C), and they are all exact reliability value.
Proof. Obviously we have Pr(X) =∑c∈X Pr(C), Pr(Y ) =∑c∈Y Pr(C), Pr(Z) =∑c∈Z Pr(C).
1. Since each C is classified as acceptable, unacceptable, or ε-unqualified in the end, it is clear that X ∪ Y ∪ Z = Ω and
X ∩ Y ∩ Z = Φ . Hence, Pr(X) + Pr(Y )+ Pr(Z) = Pr(Ω) = 1.
2. Since ε-unqualified C may also include acceptable state vectors and unacceptable state vectors, we have Pr(X) ≤ Rs,t ≤
1− Pr(Y ).
3. From the definition of ε-qualified and ε-unqualified, it is clear that when ε decreases, an unspecified C is more likely to
be ε-qualified, but less likely to be ε-unqualified, which means the number of decomposed set C will increase and the
number of state vectors in Z will decrease. Therefore, the conclusions hold. When ε = 0, the approximation algorithm is
equivalent to exact algorithm. 
B. Bounding algorithm
Input: N, A,Ω, s, t, ε. Output: LB,UB.
Step 0. Let C = Ω .
Step 1. If A2(C) can compose a MC, then put C into Y , and go to Step 8.
Step 2. If Pr(C) is less than ε, then put C into Z , and go to Step 8.
Step 3. Search for an optimal AM .
Step 4. By Theorem 2, decompose C into C1, C2, . . . , Cq and C0.
Step 5. Put C0into X .
Step 6. For i = 1 to q.
Step 7. Let C = C i, and go to Step 1.
Step 8. Next i.
Step 9. LB =∑c∈X Pr(C), UB = 1−∑c∈Y Pr(C), and compute∑c∈Z Pr(C).
Based on the optimal AM , the set of state vectors is decomposed into an acceptable subset & disjoint subsets. Each subset
is classified as an acceptable, unacceptable, or unspecified set. An unspecified set is further classified as ε-qualified or ε-
unqualified set. The probabilities of acceptable sets contribute to the lower bound of Rs,t . The probabilities of unacceptable
sets contribute to the upper bound of Rs,t . The probabilities of ε-unqualified sets contribute to the difference between upper
bound and lower bound. The ε-qualified sets are similarly decomposed until no ε-qualified set is left.
Although the algorithm needs to determine the shortest MP during decomposition, it does not require all MPs/MCs to
be enumerated in advance. Meanwhile, it does not require all arcs to have the same state probabilities. By Theorem 4, the
lower bound and the upper bound of Rs,t are
∑
c∈X Pr(C) and 1−
∑
c∈Y Pr(C), respectively. Furthermore,
∑
c∈Z Pr(C) is the
difference between upper bound and lower bound. When the predetermined value ε gets smaller, we will obtain a smaller
difference. Therefore, we can sequentially improve the quality of approximation according to the predetermined value ε.
5. An example and analysis
Consider a network with 7 nodes and 10 arcs (Fig. 2). The working probabilities of arcs are shown in Table 1, and the
solution results generated by exact algorithm and approximation algorithm are listed in Table 2.
According to Table 2, it is clear that LB grows sequentially as predetermined value ε decreases, on the contrary, UB and
UB − LB reduce sequentially as ε decreases, which completely correspond with the conclusions of Theorem 4. When ε
decreases, the total number of loops, set, acceptable set and unacceptable set will increase. Therefore, the complexity of the
proposed will increase as the predetermined value ε decreases.
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Fig. 2. Network for the example.
Table 2
The solution results generated by exact algorithm and approximation algorithm.
Algorithm Reliability No. of loops No. of set No. of acceptable set No. of unacceptable set
ε = 0.01 LB = 0.973489,UB = 0.997253,UB− LB = 0.023764 13 16 4 2
ε = 0.001 LB = 0.9906,UB = 0.996242,UB− LB = 0.005642 29 38 10 11
ε = 0.0001 LB = 0.992618,UB = 0.995969,UB− LB = 0.003351 46 61 16 26
ε = 0.00001 LB = 0.995845,UB = 0.995845,UB− LB = 0 55 74 20 35
Exact 0.995845 55 74 20 35
6. Conclusion
Two-terminal reliability is the most important network reliability measure, and has been studied for decades. Based on
decomposition technique, this paper proposes a practical bounding algorithm for efficiently approximating two-terminal
reliability. The proposed algorithm requires neither all MPs/MCs to be enumerated in advance, nor all arcs to have the same
state probabilities. It can sequentially improve the quality of approximation according to a predetermined value ε. Moreover,
it may be an exact algorithm if it runs into completion. Similarly, the computation of k-terminal reliability and all-terminal
reliability can also take advantage of the proposed method.
References
[1] C.C. Jane, Y.W. Laih, A practical algorithm for computing multi-state two-terminal reliability, IEEE Trans. Reliab. 57 (2) (2008) 295–302.
[2] M.O. Ball, Computational complexity of network reliability analysis an overview, IEEE Trans. Reliab. 35 (3) (1993) 230–239.
[3] S.Y. Kuo, S.K. Lu, F.M. Yeh, Determining terminal-pair network reliability based on edge expansion diagrams using OBDD, IEEE Trans. Reliab. 48 (3)
(1999) 234–246.
[4] Y.G. Chen, M.C. Yuang, A cut-based method for terminal-pair reliability, IEEE Trans. Reliab. 45 (3) (1996) 413–416.
[5] J.D. Esary, F. Proschan, A reliability bound for systems of maintained interdependent components, J. Amer. Statist. Assoc. 65 (1970) 329–338.
[6] T.B. Brecht, C.J. Colbourn, Lower bounds on two-terminal network reliability, Discrete Appl. Math. 21 (1988) 185–198.
[7] M. Messinger, M. Shooman, Reliability approximations for complex structures, in: IEEE Proceedings of the Annual Symposium on Reliability, 1967,
pp. 292–301.
[8] B.D. Jensen, A technique for predicting the reliability of large complex systems, in: Bell Laboratories Memorandum, Holmdel, New Jersey, 1972.
[9] C.C. Jane, W.H. Shen, Y.W. Laih, Practical sequential bounds for approximating two-terminal reliability, European J. Oper. Res. 195 (2009) 427–441.
[10] J.B. Kruskal, The number of simplices in a complex, in: Mathematical Optimization Techniques, University of California Press, 1963.
[11] M. Chari, C.J. Colbourn, Reliability polynomials: a survey, J. Comb. Inf. Syst. Sci. 22 (1997) 177–193.
[12] G. Hardy, C. Lucet, N. Limnios, K -terminal network reliability measures with binary decision diagrams, IEEE Trans. Reliab. 56 (3) (2007) 506–515.
