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воакинооти ПРЕДЕЛЬНОГО СИНТЕЗА КОКЕРОВ 
ОБЩЕРЕШс;:знах Ф Ш Ц Й З в РАЗЛИЧНЫХ НУМЕРАЦИЯХ 
Р.В.Фрейвалд 
В [1-4] изучалась задача предельного синтеза номера 
общерекурсивной (сокращенно: с р . ) функция по значениям 
этой функции при различных значениях аргумента. 
Рассмотрим необходимые определения. 
Пусть зафиксированы некоторая нумерация V всех 
одноместных частично рекурсивных ( ч . р . ) функций" и неко­
торая канаороьская ( с о . вычислимая ззаимно однозначная) 
нумерация <•*",,..., х л>всезозмодных кортежей ..•»•*/,} 
(произвольной длины) натуральных чисел. Стратегией на­
зывается произвольная ч .р . функция Г . Говорят, что 
стратегия Р предельно синтезирует ^ -номер о . р . 
функции / , если I ) для любого натурального п опре­
делено значение Г(</(0), /№,...,/(»)>) . и 2 ) 
предел (т^ Р(</{0), /0), ..., /(л) >) существует и 
равен некоторому номеру функции / в нумерации )> . 
Говоря?, что класс С/ о . р . функций предельно >* -
синтезируем, если оущгствует стратегия Р , которая 
предельно синтезирует 'Р - номера всех функций класса 
и . В рассматривался предельный синтез номеров в 
главных вычислимых нумерациях У (определение с;,!., 
например» [5] ) воех одноместных ч .р . функций» В нас­
тоящей работе изучается предельная •? -синтезируемое** 
клаосов о , р . функций при различных вычислимых нумераци­
ях V» всех одноместных Ч.р. функций. 
- * -
' Так как любая вычислимая нумерация ^ сводится к 
любой главной вычислимой нумерации У , то из предель­
ной У -бинтезируемости любого класса С/ следует так­
же предельная У -синтезируемость. Когда выяснилось, 
что существует такая вычислимая нумерация V , что не 
всякий предельно У -синтезируемый класс является также 
предельно 1> -синтезируемым, Я.У.Барздинь поставил в о ­
прос о характеризации тех классов, которые предельно 
•> -синтезируемы при всех вычислимых нумерациях >> всех 
ч . р . функций. Теорема I и ее следствие дают ответ на ' 
этот вопрос. Далее предпринята попытка хотя бы частично 
выяснить, что делает вычислимую нумерацию "плохой" для 
предельного синтеза. Показано,что ограниченность числа 
различных номеров одной и той же о . р . функции является 
фактором такого рода. 
ТЕОРЕМА I . Существует такая вычислимая нумерация 
$ всех одноместных ч .р . функций, что никакой бесконеч­
ный класс о . р . функций не является' предельно V - синте­
зируемым. 
Прежде чем приступить к доказательству теоремы, д о ­
кажем ряд лемм и определим требуемую нумерацию >> . 
Введем и ряд обозначений, которые понадобятся также для 
доказательства дальнейших теорем. 
Через ^п и ^ будем обозначать (соответственно) 
функции с номером п в нумерациях )> и У . Канторов-
скую нумерацию пар натуральных чисел будем задавать 
функциями с,(,г (с(х,у)-и , С(и)-х, г(и)-у). 
В доказательстве теоремы 2 будут использованы более 
тонкие свойства функций с, 1,г . Поэтому с самого на­
чала будем считать, что эта нумерация распологает пары 
в следующем порядке: 
( 0 , 0 ) ; ( 0 , 1 ) , ( 1 , 0 ) ; ( 0 , 2 ) , ( 1 , 1 ) , ( 2 , 0 ) ; ( 0 , 3 ) , ( 1 , 2 ) , . . . 
ЛЕММА 1.1. Существует такая всюду определенная 
функция / с графиком, принадлежащим П1 , что I ) для 
любой ч . р . функции ф равенства <Р(х)-/(х) могут 
быть истинны лишь для конечного числа различных х , 
2) ух, Эр (/(х) - с(х,р)) 
ДОКАЗАТЕЛЬСТВО. Для доказательства принадлежности . 
графика функции / классу П1 иерархии Клини-Мостов-
ского нужно показать, что существует алгоритм ОС , 
который по данным х, у при /М+у останавливается и 
выдает результат I , щлй/(х)-у не останавливается. 
Сначала мы опишем вспомогательный алгоритм & , 
который, имея только один аргумент х , выдает беско­
нечную последовательность всевозможных истинных нера­
венств /(х) + и , содеркчщих данное х . Так как 
будет обладать свойством на каждом х выдавать нера­
венства /,'х) * и для всевозможных натуральных и , 
кроме одного, то алгоритм & задаст функцию у , опре­
деленную однозначно. 
Алгоритм о& работает следующим образом. Параллель­
но вычисляются %М, .... Ух(х) в течение 1,2, 
3, . . . тактов работы машины Тьюринга. Параллельно с этим 
одно за другим выдаются неравенства /(х)+0, /(х) + 1,/(х)+2, 
...,/(х) +с(х,0)Ч, /(х) + с(х,ОМ, /(х) + с(х,0)+2,... 
Если останавливается вычисление какого-то ^ (х) 
из %(х)у %М,...У 9хМ . то & сравнивает, не с о в ­
падает ли %в (ж) с с(х,0) . Если не совпадает, 
то продолжает выдаваться начатая последовательность н е ­
равенств. Если совпадает, то с& выдает неравенство 
/(х) * с(х, 0) , находит минимальное такое Р, , что 
неравенство /(х) * с(х)р1) еще не выдано, и в даль­
нейшем выдает неравенства 
. ,/(х) * с(х,Р1)-2,/(х)*с(х,р,)Ч, /(х)+с(х,п)Н, /(ж)* с(х,р,)+2, 
Параллельно продолжается вычисление остальных 
%М, %(*),•••, %М • в случае остановки еще одного из 
этих вычиолений аналогично проверяется, совпадают ли 
^(х) и с(х,р)) и т . д . 
Список %(х), %(*),•••, УКМ имеет конечную дли­
ну, поэтому таких сравнений будет только конечное число 
и /М окажется определенной. Легко видеть, ч т о у д о в ­
летворяет и всем другим требованиям леммы. Перестроить 
алгоритм в требуемый алгоритм ОС также не пред- ' 
ставляет труда. 
Незначительно усложнив это доказательство, можно 
доказать следующую лемму. 
ЛЕЫМА 1.2. Существует такая всюду определенная 
функция у с графиком, принадлежащим Пг , что I ) для 
любой (частичной) функции ф с графиком, принадлежа­
щим Ег . равенства ф(х) -/(х) могут быть истинны 
лишь для конечного числа различных х , 2 ) УхЭр(/(х)- с(х,р)). , 
Доказательство опустим, отметив только, что при­
надлежность графика функции / классу Пг можно пред­
ставить как наличие алгоритма ОС , который по любым 
данным х,у выдает бесконечную последовательность ну­
лей и единиц, причем, если /(х)-у , то последова­
тельность содержит бесконечно много единиц, и если 
$(*)+У > т 0 ~ только конечное число. 
Используем теперь алгоритм ОС для функции / из 
леммы 1.2 для определения нужной нам нумерации У 
Фридберг [6] доказал существование вычислимой однознач­
ной нумерации \>' всех ч . р . функций (нумерация ч .р . 
функций называется однозначной, если каждая ч . р . функ­
ция имеет в ней ровно один номер). Функция $П(С) опре­
деляется так: она принимает значение ^/л) ® • е с л и & 
по данным х-б(п) , у- г(п) выдает последователь-
* 
ность содержащую не менее < единиц, и не определена в 
противном случае. 
ЛЕЖА 1.3. V является вычислимой нумерацией 
всех ч . р . функций, в которой каждая о . р . функция имеет 
ровно один номер. 
ДОКАЗАТЕЛЬСТВО. Если некоторая функция Я> имеет в 
нумерации V номер п , то с(п,/(п)) является ее но­
мером в нумерации >> , а все числа вида с(п,р) (где 
Р * ) являются номерами функций, определенных 
только в конечном числе точек. Следовательно, если Ф 
имеет бесконечную область определения, то в нумерации >> 
она не имеет номеров, отличных от с(п,/(п)) . 
ДОКАЗАТЕЛЬСТВО ТЕОРЕМЫ I . Допустим от противного, 
что бесконечный класс о . р . функций предельно >> -синте­
зируем стратегией Г . 
Определим вспомогательную функцию 9(х$ : 
О, если 1-0 
" \р(<.^(0),^(1),..,^)>),%йш С>0 
К сожалению, функция д(х^) является только частично 
рекурсивной. Определим другую вспомогательную функцию, 
которая является общерекурсивной: для вычисления а(х$ 
нужно вычислять последовательно значения о(х,0), р(х,4), 
о(х,2),...,затра1Лв С тактов суммарного машинного вре­
мени. Тогда . д(х,Ь) равно последнему полностью вычис­
ленному за это время члену указанной последовательности 
(и равно 0, если I тактов недостаточно для вычисления 
?(х,0) ) . Определим Ф(х~) как Сит^ г(д(х,1)) . 
Так как Ф является пределом о . р . функции, по [7] 
график V принадлежит ^ г . 
Вспомним, что каждая о . р . функция имеет в нумера­
циях \>' и У по одному номеру, и если номер какой-то 
о . р . функции в нумерации >>' равен п , то в нумерации 
^ ее ноиер равен с(п,/(п)) . Если стратегия Г 
предельно синтезирует *> -номер функции ^ , то 
&п*т д(п,{) - с(п,/(п)) . Следовательно, Игп^ д(п,{) 
также равен с(п,/м) и Ф/п)-^ г(д(п,Т))°-/(п). 
Но по лемме 1 .2 . значения функций я / могут совпа­
дать только в конечном числе точек. Теорема доказана. 
Так как любой класс всюду определенных функций, с о ­
стоящий только из конечного числа функций, предельно 9 -
синтезтуем при любой (не обязательно даже вычислимой) 
нумерации У , получается следующее решение вопрооа 
Я.М.Барздиня. 
СЛЕДСТВИЕ. Класс С/ о . р . функций предельно >> - син­
тезируем при всех вычислимых нумерациях У всех ч . р , 
« функций тогда и только тогда, когда и состоит из к о ­
нечного числа функций. 
ЗАМЕЧАНИЕ I . Обозначим, как обычно, сводимость ну­
мерации У' к нумерации •>* через >>Ч У* . Пусть Ч1 -
частичный порядок классов эквивалентностей относительно 
аводиности всех вычислимых нумераций всех одноместных 
ч . р . функций. Обозначим через * \ 3 9 П ± следующее 
свойство пары, нумераций: для любого класса Ц о . р . 
функций из предельной У' -синтезируемости Ц вытекает 
предельная •>>" -синтезируемость класса С/ . 
Пусть Ч.г -частичный порядок классов эквивалентностей 
всех вычислимых нумераций всех одноместных ч . р . функций 
относительно . И з У>* вытекает в / я * 9' • 
Теорема I и ее следствие показывают, что в Чг с у ­
ществует наименьший элемент. В то же время наименьшего 
элемента в Ч1 не существует. Следовательно, Ч2 отлича­
ется от Ч1 , и существуют такие нумерации У' и >>' , 
что УЧ 5 ] п 1 V" , но У 4 V . 
Вместо обычной сводимости в этом замечании можно 
было рассматривать "предельную сводимость" и получить 
аналогичное заключение. 
ЗАМЕЧАНИЕ 2 . Известно (си. [ 5 ] ) , что Ч1 не явля­
ется нижней полурешеткой. Можно убедиться, что Ч2 яв ­
ляется таковой. Более того , Чг -дистрибутивная решетка. 
Действительно, в качестве точной нижней грани классов, 
содержащих нумерации У' т& V" , можно рассматривать 
класс, содержащий нумерацию- У '® *>" , которая определя­
ется следующим образом: 
мМ® • всли ^-р>' 
I 'е(1ф 1 1 1 не определено, в противном случае 
В этом замечании существенно используется то , что 
мы интересуемся предельным синтезом только о . р . функций. 
Класс о . р . функции называется эффективно перечисли-
мыы, если он имеет вычислимую нумерацию (другими слова­
ми, если он имеет о . р . универсальную функцию). Э.М.Голд 
[8] показал, любой эффективно перечислимый класс пре­
дельно У -синтезируем при любой главной вычислимой ну­
мерации ? всех ч.р.функций. Поэтому эффективно пере­
числимые классы можно рассматривать как "простейшие'' 
предельно У - синтезируемые классы. 
Следующие две теоремы, однако, показывают, что для 
неглавных вычислимых нумераций ^ свойство допускать , 
бесконечные предельно )>-синтезируемые эффективно пере-
числимые классы и свойство допускать другие бесконечные 
предельно V - синтезируемые классы о . р . функций в ка­
ком-то смысле независимы. ТЕОРЕМА 2 . Существует такая вычислимая нумерация >> 
всех ч . р . функций, что I ) существует бесконечный пре­
дельно V -синтезируемый кла^с о . р . функций, и 2) ни­
какой бесконечный аффективно перечислимый класс не явля­
ется предельно V - синтезируемым. 
Перед доказательством теоремы рассмотрим две леммы. 
Известно, что теорему Поста о существовании простого мно-
ЛЕММА 2 . 2 . Существует такое множество А что I ) 
А с Ег 2) для любого т среди чисел О,1,2, ...,т 
имеется не более Сорг т элементов множества А , 3) А 
не имеет бесконечных подмножеств, лринадлежщих классу Ег. 
Теперь мы в состоянии доказать теорему 2 . 
ДОКАЗАТЕЛЬСТВО ТЕОРЕМЫ 2 . 
I . Пусть ? - главная вычислимая нумерация всех ч . р . 
функций. Рассмотрим две вспомогательные нумерации всех 
ч .р . функций: 
Ш*) , если I - г/ 
у , если ( - 2у + /, 
%М -
жества можно несколько усилить(см. [9 ] ) . 
ЛЕММА 2 . 1 . Существует такое множество А , что 
I ) А рекурсивно перечислимо, 2) для любого т среди чи­
сел О, 1, 2,... ,/п имеется не более Содгт элементов мно­
жества А , 3 ) А не имеет бесконечных рекурсивно пере­
числимых подмножеств. 
ДОКАЗАТЕЛЬСТВО. Пусть Щ -область определения фун­
кции 4>к , В-{< х,у>\ уе\л/х% у > 2** '| . Фиксируем 
некоторый эффективный пересчет множества В . Образуем 
множество В'ш\< х,у>1 <х,у>еВ <$ 
<? [[ г 1» у 3, <х,г > ев] = у » < х , г > идет позже 
<хгу> в этом пересчете В ]\ . Определяем А-
•{у К-Эх)[<х,у> еВц. Свойства I ) , 3) доказывают т а ­
ким же образом, как в теореме Поста (см. например, ЙФ. 
Свойство 2) следует из у > 2х* в определении множе­
ства В . 
Применением релятивизации с креативным оракулом из 
доказательства леммы 2 . 1 . можно получить доказательство 
следующей леммы. 
В силу выбора конкретных канторовских нумерационных 
' функций с, в, г мя нумерации У" выполняется следующее 
важное свойство: для любых п, к среди функций №\ 
У, , У3/,..., % не менее чем к-п -раз встречается 
• функция % . 
2 . Определим нумерацию >> , пользуясь нумерацией У" к 
множеством А из леммы 2 . 2 . А е Ег , следовательно, 
частично характеристическую функцию множества А 
ХМ _ ( 1 ' е с л и У*А-
/ / 1 и г / [ н е опр. , если у в А 
можно представить в виде предела подходящей о . р . функ­
ции: %А(у) " ^ ( у , * ) . Для любых 1,х значение 
функции ^ (х) тогда определяется так: если в последо­
вательности значений п(1,0), Ь(1,1), п(с,2),... имеется 
не менее х значений, отличных от / , то ^(х)-У/(х) ; 
, иначе (х) не определена. Легко видеть, что если с 
является У" -номером функции с бесконечной областью 
определения, то ( \ ш < > е А) . 
, 3. Докажем, что 9 -нумерация всех ч .р . функций. 
Действительно, по свойству нумерации У", для любых п,к 
среди функций У/, У/, . . . . Уя", не менее чем к-п 
раз встречается функция . Для любого п существует 
такое х , что к-п бо..ьше,чем (1+1одгкг) . Поэто­
му для этого к существует такое 1 е{0,/,2,к'} , 
что I е А и одновременно / является номером функ­
ции Уп' в нумерации . Но тогда с является также 
номером У„ в нумерации V . 
4. Докажем теперь, что никакой бесконечный эффективно 
перечислимый класс не язляется предельно У -синтези­
руемым. 
Пусть некоторая стратегия Г предельно >> -синте­
зирует некоторый эффективно перечислимый класс Ц-Ц (х)\. 
Пусть 
Г ' ( < * < • ( , ) > • а < М >) 
и пусть 9(1] ^ у Л/л, д(1,п) . Функция 9 И) определена 
как предел о . р . функции. Следовательно, ооласть ее зна­
чений принадлежит XI, • Так как Р синтезирует класс и 
правильно, и все функции этого класса общерекурсивны, то 
[9(0), 9(1), 9(2),..Л*=А~ и, если ос. и оСу - различ­
ные функции, то 9(0* 90. Тогда по утверждению 3) лем­
мы 2 .2 . область значений функции У конечна, и, следова­
тельно, (/ содержит только конечное число различных 
функций. 
5. Докажем, что бесконечный предельно >> -синтезируемый 
класс о . р . функций тем не менее существует. 
Рассмотрим эффективно перечислимый класс 1/в , с о ­
стоящий из всех константных функций. Определим стратегию 
У,,У,,~,У„>) " с(2Ув + 1>°) • Стратегия а 
правильно синтезирует У -номера всех функция класса С/р 
Воспользуемся теперь свойством нумерации >> , отмеченным 
в п .2 : если с является 9' -номером о . р . функции, то 
Обозначим множество 
\с(2-0 + 1,0), с(21Ч,0), с(2-2 + <,0), ...] 
через С . Из свойства функций с,(,г вытекает, что 
для любого к пересечение С с множеством {о,(,2,..., 2к'* 
содержит не менее чем к элементов. С другой стороны, 
множество | 0,1,2,.,., 2к'*к} может содержать не б о ­
лее (пул( 2к*+к) элементов множества А . Поэтому 
С Л А бесконечно. Следовательно, стратегия в пре­
дельно V -синтезирует бесконечный подкласс класса ид . 
Теорема доказана. 
ТЕОРЕМА 3. Существует такая вычислимая нумерация У 
всех ч . р . функций, что I ) существует бесконочный эффек­
тивно перечислимый предельно V -синтезируемый класс, 
2) любой предельно У - синтезируемый класс о . р . функ­
ций содержится в предельно >> -синтезируемом эффективно 
перечислимом классе. 
, ДОКАЗАТЕЛЬСТВО. Пусть V*-нумерация, существование 
которой утверждает теорема I . рассмотрим нумерацию V ' , 
для которой 
I й'м • е с л и 1 " 2 У 
" [ у , если * ~2/Н 
Бесконечный эффективно перечислимый класс 1/6 всех 
константных функций предельно 9 -синтезируем стратеги­
ей а(<ув,у„...,уп>)'2У0ч. 
Докажем утверждение 2 ) . Пусть С/ -произвольный 
предельно 9 -синтезируемый класс. С/ » Ц0 не может 
быть бесконечным, так как это противоречило бы теореме I 
- ведь класс V » У0 предельно У -синтезируем тогда 
и только тогда, когда он предельно •)' -синтезируем. 
Поэтому ид- конечный или пустой класс, и II содержится 
в эффективно перечислимом предельно Р -синтезируемом 
. классе ид и (Ц\ Ц). 
Теорема доказана. 
Следующая теорема и, даже в большей мере, ее следст­
вие призваны дать хотя *ы частичный ответ на вопрос, ка­
кие факторы делают вычислимую нумерацию "плохой" для 
предельного синтеза. Эта теорема возникла как обобщение 
одного результата Е.Б.Кинбера [II] . Им была доказана 
теорема, из которой вытекает, что для любой главной вы­
числимой нумерации У всех одномьстных ч .р . функций с у ­
ществует эффективно перечислииый класс, для которого 
нельзя предельно синтезировать минимальные У -номера. 
Ниже будет показано, что в этом следствии существенно 
не то , что номера являются минимальными, а т о , что из 
бесконечного множества всех номеров данной функции нуж­
но выбрать заранее фиксированный номер. 
Пусть -произвольная нумерация всех ч.р.функций и 
С -произвольное натуральное числе Будем называть фикса­
цией >>-номеров любое отображение , сопоставляющее 
каждой о . р . функции / некоторое непустое множество 
номеров функции / в нумерации Р . Будем говорить, что 
фиксация >> -номеров является с -ограниченной, если 
для каждой о.р.ф. лкции / множес-**ю состоит из не 
более чем с элементов. Будем говорить, что класс и 
о.р.функций предельно -синтезируем, если существу­
ет ч.р.стратегия, которая по каждой функции УЕ О 
предельно синтезирует некоторый номер из . 
ТЕОРЕМА 4-. Пусть У - произвольная вычислимая нуме­
рация всех ч.р.функций и пусть с -произвольное натураль­
ное число. Тогда для любой с -ограниченной фиксации 9 -
номеров р существует эффективно перечислимый класс о . р . 
функций, который не является предельно -синтезиру­
емый. 
ЛЕММА Для любой главной вычислимой нумерации V 
всех ч.р.функций существует такая о.р.функция д , что : 
I ) при любом I функция общерекурсивна, 2) для лю­
бой нумерации 9 всех ч . р . функций, для каждой фиксации <ы 
V" -номеров и для любого класса У о . р . функций, 
если У[ предельно -синтезирует класс У то ^ 
также предельно -синтезирует класс У . 
ДОКАЗАТЕЛЬСТВО. Для вычисления (<У0,У,, - , УП>) 
вычисляем $(<!/,•>), %(< У0,У,>),..., Ъ(<УС,У1г.уЛ™**°* 
в течение п+1 тактов работы машины Тьюринга.. Если вы­
числение % (<Уе>) за это время не остановилось, то 
У^щ^Уд.У,,..., У„>) "О • 3 протизном случае находим наи­
большее такое I < п , что вычисление каждого из 
Ъ(<Уф>), А1<У„У,,~*У*>) останав­
ливается за л*7 тактов, и определяем 5 ^ (<Ув,У1,..., У„>) 
равный ^(<У0,Уи...,У^). Легко видеть, что если для 
какой-то последовательности У„, У4, Ул,... существует 
предел йт % (< Ув, У,,..., У„ >) , то существует и 
предел яЛт77о У^а)(<Ув,У1,...,У„>) и эти пределы равны. 
ДОКАЗАТЕЛЬСТВО ТЕОРЕМЫ 4. Пусть ^ -произвольная 
фиксация 9 -номеров о.р.функций. Пусть нумерация 9 и 
фиксация <и таковы, что для любого эффективно перечисли­
мого класса существует ч .р . отратегия Р , которая пре­
дельно /1-9 -синтезирует этот класс. Из леммы 
вытекает, что без ущерба для общности стратегию Р 
можно полагать общерекурсивной. 
В процессе доказательства будут построены такие эф­
фективно перечислимые кчассы У,, У2,У3,... , что для 
любого натурального с предельная /1-9 -синтезируе-
мость одновременно всех классов У,,Уг, Усн не с о в ­
местима с о -ограниченностью фиксации /и. . Построение 
указанных классов будет проводиться индукцией по номеру 
класса. 
Базис индукции. У, определяется как класс, состо ­
ящий из всевозможных о.р.функций / , для которых 
?Уп /(х)-0 .Класс У, эффективно перечислим, поэ ­
тому по допущению существует о . р . стратегия Р, , которая 
по любой функции ф а У{ предельно синтезирует номер 
из ц(ч>) . . , 
Шаг индукции. Пусть у е \ 1,2,3,... \ . Будем по 
индукции считать, что уже построены эффективно перечис­
лимые классы У,,...,У; и они (л-9 -синтезируемы 
о . р . стратегиями Р,, Рг,..,Р- «притом, если у > / , 
то Р,, ...,Р-1 -именно те стратегии, которые были 
использованы при определении классов Уг, У3,..., У/ . 
Будем по индукции считать также, что существует алго­
ритм 01 у , который по произвольному Ф -номеру произ­
вольной стратегии /у , предельно 9 -синтезирующей 
класс (А , и по канторозскому номеру р любого корте-
гежа произвольной длины указывает У-но-
мер такой функции / что I ) У нринимает значение 
Л0)'Ув, //0*У»ш>/НтЦя 2 ) / принадлежит воем клас­
сам Уп игг Цу , и 3) стратегии Р,, Рг,..., Ру 
предельно синтезируют / различных номеров функции / 
( т . е . если / 4 # < У < у , то Ри и Ру предельно синтези­
руют разные 9 номера функции / ) . Разумеется, при у - / 
существование такого алгоритма тривиально: в качестве / 
может быть взята функция ^(о)~Ув > /О)" У» ••• > У™> 
ДтЧ)- /(т+2) О. 
Класс С/у+1 будет эффективно перочислимым классом 
о.р.функций 11ун"\Ь2(х) |. Начнем построение функций 
Ьг (х) . Построение при каждом 2 будет проводиться по 
этапам. Во время каждого этапа будут определены значения 
функции Ня (х) на некотором непустом отрезке натураль­
ного ряда, непосредственно примыкающем справа к тому о т ­
резку, где функция была определена на предыдущем этапе. 
Кроме того , в результате каждого этапа будет определена 
некоторая функция / , называемая эталонной. Эта функция 
будет использована для определения значений функции Ья(х) 
на следующем.этапе конструкции. 
Этап 0. Пусть г-с(с,р) и р~< У0, У,,..., У,>. Тогда 
определяем Ья(0)-У0, Ьг (1)-Упг(г)-Уг . Если р-=0 , 
т . е . если р равен номеру пустого кортежа, то Ья10)~0 . 
В качестве эталонной функции возьмем функцию / , 
номер которой выдает алгоритм (Ну по /у ар . 
Этап 5 + 1 . Пусть г-с(с,р), р=<Уе, У„ Уг > 
и пусть д -функция из леммы Предполагаем, что на 
предыдущих этапах определены значения пя (0), Ьх(1),к3Ц 
так,что х » г и пг(0)-У„ Ьх11)-У„..., Ьг1г)-Уг. Предполо­
жим также, что эталонная функция / выбрана таким обра­
зом, что I ) У принадлежит всем классам У,, У*,—, Уу » 
2 ) Ьа(0)-/(О), Ья11)-Ш, .... Ья(к)-Лк) и 3) никакие 
две из стратегий Р,Рг,...,^ не ошгеез'ируют в пределе 
один и тот же 9 - номер функции / . . 
Для определения значения пж 1к+1) мы будем па­
раллельно вычислять: I ) последовательности значений 
' Ш(о),№,...,/!к)>), Рг • •• ,Д*Ф), Ш^М-ЛМ-
5 (ФШ),~М>), $ (</(о),/(1), ..•Л(«Ф),ъШМ-Л№>1-
и 2) значение 
Мы будем выполнять описываемую ниже цепь проверок, 
связанных с этими вычислениями. В результате каждой из 
таких проверок должен быть получен ответ "да" или "нет". 
* В одном случае цепь проверок продолжается, в другом -
обрывается. Опишем сначала эту цепь, а потом, как опре­
делить дальнейшие значения функции пг и эталонную 
• функцию, когда цепь обрывается. 
Сначала проверяем, совладают ли значения 
Если совпадают, то выясняем, верно ли, что вычисление 
останавливается за I такт и дает результат У(кЦ. " 
Если не останавливается или дает другой результат, то 
выясняем, существуют ли такие /*е\*,2, . . . , у | , что 
Если существуют,то проверяем, отличается ли 
Г Л*),-•'•>/V**1)у) ' Е с л и о т л и ч а е т с я н е ° * в 0 8 * т а ~ 
ких значений Гг , то проверяем, совпадают ли значения 
ЪоШ.М%{)(<ММ...,/М>) • Е с ^ 
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совпадают, то выясняем, верно ли, что вычисление 
О М 
останавливается за 2 такта и дает результат //к*1) . 
Если не останавливается или дает другой результат, то 
выясняем, существуют ли такие ге \ 1,2,...,/ | , что 
"Если существуют, то проверяем, отличается ли ^ц)1<У(в),Ш,... 
—,/(*+2)>) одновременно от всех таких РГ(</М,М, 
Если отличается не от зсех таких значений Гг , то про­
веряем, совпадают ли значения З ^ д о / ( 1 ) , . . . , / ( к *2)}л 
%4 (<М М ...,/(*Ф) , и т . д . 
Эта цепь проверок может оборваться по четырем при-
. чинам, и мы эти причины будем различать: 
а ) может оказаться, что закончилось вычисление 
> (**>)•/(**!}, 
б)может оказаться, что существует такое т , что 
^ (<№),/('),..., /(т-Ф)* %)Ш,М...,/(>»)>), 
в) может оказаться, ито существует такое тж , что 
не существует таких ге \1,2,...,у ] , при которых 
г ) может оказаться, что существует такое тук , что 
& ( < Л Д " , / ^ ' ] отличается от всех тех 
КШ)Ж..-ЛФ) (ге{1,2,...,у \) . « о 
в-(</ШМ•••Ш>)- /(*+')>)=•'К<ММ,..,/Н>) 
В ситуации а) мы определяем пг /к+*)-/(ян) + 1 
и находим новую эталонную функцию, пользуясь алгоритмом 
01у , работающим на /у и канторовоком номере кортежа 
[пгШ, пгО),..., 'Ъл1ж*А. 
В ситуациях б ) , в ) , г ) определяем Ья(к+1)-/!*+1), 
Аг (к*2) -//х+2), . . . , Лл(т) •///») и в качестве 
эталонной функции оставляем ту же самую / . 
Этим описание этапа 5*7 завершено. Далее выпол­
няется этап 5*2 • 
Докажем теперь, что каждый этап должен когда-нибудь 
завершиться. Для этого достаточно г.сказать, что при лю­
бых у и 5 упомянутая выше цепь проверок должна обор­
ваться. Действительно, эталонная функция / принадле­
жит всем классам 1У1г 01,...,1^-ш Стратегии /у, 
предельно У -синтезируют эти классы. Значит, все эти 
стратегии предельно синтезируют функцию у* правильно. 
Если бы цепь проверок никогда не кончилась, то это озна­
чало бы, что (</Ш,/И),...,/(*)>)- $,4 (</Ш,М...,//*+№ 
ш'"т^Вт %М ^Л0),/^),-, /Ш>) • 3 1 0 означало бы 
также, что существует хотя бы одно такое ге и,2,...,у V, 
что //*),...,//«)>)- Гг(<Я°),#1),...,/(««)>)-
Но тогда ?зи] (<//0),/(*},...,//*)>) было бы У - н о ­
мером функции / , и, следовательно, 
Докажем теперь, что при любых I Ж р функция 
обладает следующими свойствами: 
А) Пусть р-< Уа,У,,..., Уг > . Тогда 
Б) Еслп стратегия предельно У -синтезирует 
функцию пе.. . , то ^сПр) п Р и н а Д л в ж и : | ! в с е м клас­
сам 0,,%"., 'Р 
В) Если стратегия % предельно У -синтезирует 
функцию / > ^ . . , то все стратегии 
предельно оинт'езируит различные У -номера этой функ-
ции. 
Свойство А) вытекает из конструкции очевидный обра­
зом. Докажем остальные свойства. 
Конструкция состоит из отдех ьных этапов. 
Каждый из них когда-нибудь завершается одной иэ четырех 
ситуаций а ) , б ) , в ) , г ) . Хотя бы один из этих типов си ­
туаций должен повторяться бесконечно много раз. Возмож­
ны такие случаи: 
1) ситуация а) повторяется бесконечно много раз. -
Тогда 5# не может предельно 9 -синтезировать 
функцию , ибо делает на ней бесконечно много оши­
бок. 
2) ситуация б ) повторяется бесконечно много раз. 
Тогда не может предельно 9 -синтезировать функ­
цию I и б ° бесконечно много раз меняет свое значе­
ние. 
3) ситуация а) и б) повторяются только конечное 
число раз. 
Тогда, начиная о некоторого этапа, эталонная функ­
ция не меняется, и лс(ир) совпадает с этой эталонной 
функцией, и , следовательно, принадлежит Ц$ Уг,.~, У/.. 
Свойство Б) доказано. 
Каждая из стратегий Г,, ГЛ,...,Р/ на эталонной 
функции меняет значение только конечное число раз, при­
том пределы значений этих стратегий различны. Если % 
тоже меняет значение на ^с(1,р) т °лько конечное число 
раз, то все этапы с достаточно большими номерами ногут 
окончиться толко ситуацией г ) . Отсюда вытекает свойст­
во В ) . 
Для завершения шага индукции остается заметить, 
что алгоритм ОСи^ по номеру I стратегии ^ и номе­
ру р кортежа | Уе,У„ У„ ] может выдать У -номер 
функции Ьо[1^ . 
Завершим теперь доказательство теоремы. 
Пусть с - произвольное натуральное число и пусть 
Щ -стратегия, предельно /и-9 -синтезирующая класс 
С1С^ . Рассмотрим функцию Ллгм из класса ис+1 . Так 
как эта функция принадлежит также классам (У,, иг, — , Че 
то стратегии Ри Рг,..-, Рс правильно предельно д-9 -
синтезируют функцию />с^ л . Го по определению этой 
функции стратегии РС,У$ предельно ц-9 -синте­
зируют попарно различные номера функции Ьвц у . Следо­
вательно, фиксация /л не может быть с -ограниченной. 
СЛЕДСТВИЕ. Пусть с - произвольное натуральное чис­
ло и пусть 9 - такая вычислимая нумерация всех ч .р . 
функций, в которой каждая о . р . функцчя имеет не более 
чем с различных номеров. Тогда существует эффективно пе 
речислимый класс и о . р . функций, который не является 
предельно V -синтезируемым. 
С теоремой 4 контрастирует следующая теорема. 
ТЕОРЕМА 5. Для любой вычислимой нумерации 9 всех 
ч . р . функций существует такая фиксация 9 -номеров /л 
что I ) для любой о . р . функции / множество рЦ) являет­
ся конечным, и 2) для любого класса о . р . функций из пре­
дельной 9 -синтезируемости вытекает предельная //-9 -
синтезируемость. 
ЛЕММА 5 .1 . Пусть 9 - произвольная нумерация всех 
ч . р . функций, I/ - предельно 9 -синтезируемый.класс 
о . р . функций, (/' - класс, состоящий из конечного числа 
о . р . функций, и р. -произвольная фиксация 9 -номеров 
всех функций класса I/' . Тогда существует ч . р . страте­
гия 0 , которая одновременно -. I) предельно 9 - синте­
зирует класс и , 2 ) предельно р-9 - синтезирует 
класс и' . 
ДОКАЗАТЕЛЬСТВО. Пусть & ' - ч . р . стратегия, предель­
но 9 -синтезирующая класс О . Вели (/' - пустой класс, 
то в качестве 0 может быть взята сама стратегия 0' . 
Пусть С/'"[/„/>,..., /п ) . Тогда стратегия 0 рабо­
тает следующим образом. Для нее не представляет труда 
"запомнить" по одному номеру из /и(/\) №я каждой функ­
ции & (I- 0,1,...,п) класса и' . Обозначим эти выде­
ленные номера через 7 > . / , , •••».//» • Работая на произ­
вольной о . р . функции у , стратегия 0 выдает значение 
до тех пор, пока не выяснилось, что у'Ф /в , по ­
том выдает У, до тех пор, пока не выявилось, что 
/**Ту , ••• . потом выдает ] п до тех пор, пока не 
выяснилось, что / Ф/п . Когда уже таким образом выяви­
лось, что уф о', стратегия 0 начинает выдавать то же с а ­
мое значение, что и стратегия в . 
ДОКАЗАТЕЛЬСТВО ТЕОРЕМЫ 5. Пусть ... } про­
извольная однозначная нумерация всех о . р . функций. (Эта 
нумерация, конечно, не может быть вычислимой,) 
Каждая ч .р . функция У* , используемая как страте­
гия, предельно У -синтезирует некоторый (быть может 
пустой) класс -о .р . функций. Будем индукцией по I (неэф­
фективно) перестраивать каждую стратегию % в ч .р . стра­
тегию , предельно У - синтезирующую не меньше о . р . 
функций, чем стратегия % , и одновременно будем стро ­
ить требуемую фиксацию /л . 
Для базиса индукции определим ?щ равной % . 
Если стратегия 9, предельно синтезирует У -номер функ­
ции ув правильно, то / * ( / , ) ' определим как множество, 
состоящее из того номера функции / ф , который предель­
но синтезирует $ . В противном случае р(/в) определя­
ется как множество, состоящее из какого-то одного У -
номера функции / в , например, минимального. 
Пусть уже определены 9щ1 У . . . , ^ и 
рШ> Ш-» функцшо *н 01*еделим*** 
стратегию 05 из леммы 5 .1 , если в ней в качестве и 
взят класс, предельно У -синтезируемый стратегией #>/ , 
определяется как множество, состоящее из всех тех У - н о -
хотя бы одной из стратегий ^ , ... , Ущ 
(точнее, одной из тех указанных стратегий, которые пре­
дельно синтезируют правильный У -номер функции ) . 
Если в результате такого определения М^/ун) оказыва­
ется пустым, то переопределяем / * ( ^ ч ) как множество, 
состоящее из минимального У -номера функции . 
Легко видеть, что определенная таким образом фик­
сация У -номеров Е с е х о . р . функций (л. сопоставляет 
каждой о . р . функции только конечное множество номеров. 
Если некоторый класс о.р\функций предельно У -синтези­
руем стратегией $ , то он предельно р. - •) -синтези­
руем стратегией *Рщ . 
СЛЕДСТВИЕ. Пусть У - главная вычислимая нумера­
ция всех ч . р . функций. Тогда существует такая фиксация 
У -номеров р. , что I ) для любой о . р . функции / 
множество рф является конечным, и 2) любой эффектив­
но перечислимый класс предельно /г- У - синтезируем. 
При сопоставлении следствий теорем 4 и 5 возникает 
следующий вопрос: существует ли такая вычислимая нуме­
рация \> всех одноместных ч . р . функций, что I ) каж­
дая о . р . одноместная функция в ней имеет только конеч­
ное число номеров, и 2) любой эффективно перечислимый 
класс о . р . функций является предельно У -синтезируе­
мым. Этот вопрос остается открытым. 
В заключение рассмотрим одно утверждение, имеющее 
определенное отношение к поставленному вопросу. 
ПОТОМ <Ц(А.1) 
меров функции /•. которые предельно синтезируются 
ТЕОРЕМА б . Пусть Ф - главная вычислимая нумера­
ция всех одноместных ч .р . функций. Существует такая вы­
числимая нумерация У всех одноместных ч . р . функций, 
- гч -
4 № 
что I ) бесконечно иного различных о . р . функций имеют в 
нумерации У только по одному номеру, и 2) любой предель­
но У -синтезируемый класс о . р . функций является пре­
дельно V - синтезируемым. 
ДОКАЗАТЕЛЬСТВО. Нумерация У определяется следую­
щим образом. Есы г,- 2т+* , то функция - это 
константа т . Если п- 2т и т-с11,]),10 
%(х), если * * / 
$0, если А--у и # в 
своей области определения 
принимает хотя бы два раз ­
личных значения. 
Очевидно, любая константная функция имеет в нуме­
рации У только один номер. Если ^ принимает хотя бы 
два различных значения, то $ж.фА • % . Если Ч{ д о -
определима до некоторой константы, но не определена в 
какой-то точке / , то ^ ^ . С л е д о в а т е л ь н о , 9 -
нумерация всех одноместных ч . р . функций. 
Если стратегия # предельно 9 -синтезирует н е ­
который класс. II о . р . функций, то класс I/ предельно 
9 - синтезируем следующей стратегией : 
2т+1, если х- < т, т,..., т > 
2с({Рк(х),0) > если х - номер 
неконстантного кортежа. 
Основные результаты статьи опубликованы без доказа­
тельства в [12] . 
Автор выражает благодарность Я.М.Барздиню за 
постоянное внимание к работе. 
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СООТНОШЕНИЯ МЕВДУ 
ПРОГНОЗИРУЕМОСТЬЮ И ПРЕДЕЛЬНОЙ ПИНТЕЗИРУЕИОСТЫО 
Р.В.Фрейвалд,Я.м".Барздинь 
Пусть зафиксированы произвольная годелевокая ( т . е . 
главная вычислимая) нумерация Р всех одноместных частич­
но рекурсивных ( ч . р . ) функций и канторовская нумерация 
< х , , х ^ . ^ х ^ в с е х конечных кортежей натуральных чиоел. 
•Общерекурсивные ( о . р . ) функции, осуществляющие взаимно 
однозначное соответствие между парами натуральных чисел 
и натуральными числами, будем обозначать через с(х,у), 
Ни), г(и) . Стратегией будем называть произ­
вольную двуместную ч . р . функцию. 
ОПРЕДЕЛЕНИЕ I . Говорят, что стратегия Г прогнози­
рует, функцию / на последовательности натуральных чисел 
|*#» *1>*е> | • е с л и : I ) да1" любого натурального п . 
значение ^(<хв,хп...,хп,х/н(>, /к,),...,//*„)>) 
определено, и 2 ) для воех п (кроме конечного числа) 
Г(<Хв, * х „ , хпЧ>; < / / > , ) , ц { ( ф ) 
ОПРЕДЕЛЕНИЕ 2. Говорят, что стратегия р предель­
но Ф -синтезирует функцию / на последовательности 
натуральных чиоел Яш\хв,хихг,... } , если: I ) для 
любого натурального п значение 
Г(<хв,х,,...,хп>,фв),/(х,1..уб$пределено, и 2) предел 
Стт Р(< х „ х„...,х„ >, </(хв)М,...,/(х„)>) 
существует и равеп некоторому У -номеру функции / 
или другой функции, которая на элементах последовательно­
сти 5? не отличима от у 
ОПРЕДЕЛЕНИЕ 3. Говорят, что класо II о.р.функции 
прогнозируем (соответственно: предельно У -скнтезиру-
• ем) на последовательности натуральных чисел Я-{* в ,х,,х„.. .} 
если существует стратегия Р , которая прогнозирует 
(предельно У - синтезирует) на 52 все функции класса 
• и . 
ОПРЕДЕЛЕНИЕ 4. Говорят,' что к*асо (I о . р . функций 
прогнозируем (предельно Ц> -синтезируем) разномерно на 
всех последовательностях натуральных чисел, если сущест­
вует стратегия Р , которая прогнозирует (предельно У -
синтезирует) все функции класса (I на всевозможных по­
следовательностях натуральных чисел Я . 
Очевидно, что если У и У- дзе геделезекке ну­
мерации, то предельная У'-синтезнруе^эсть эквивалентна 
предельной с "-синтезируемости. Поэтому обозначение 
конкретное геделевской нумерации мы будем опускать и 
будем говорить просто о предельной синтезируемости. 
• Эти понятия были впервые исследованы нами в [I] . 
Однако там было сформулировано неверное утверждение, 
будто равномерные на всех последовательностях натураль-
• ных чисел прогнозируемость и предельная синтезируемость 
совпадают, (и.Блюм также обратил внимание авторов на н е ­
верность этого утверждения.) Следующие теоремы исправля­
ют эту ошибку и дсют довольно полную характеристику с о ­
отношений между прогнозируемостью и синтезируемостью 
ТЕОРЕМА I . Существует класс о . р . функций, который 
предельно синтезируем равномерно на всех последователь­
ностях натуральных чисел,но не прогнозируем на Й-{4»,РД... 
В доказательстве теоремы нам понадобится следующая 
лемма, впервые сформулированная в явном виде в учебнике 
Б.А.Трахтенброта [3] при изложении теоремы М.Блюма об 
ускорении [4] . 
ЛЕММА. Пуоть дЦ) - о . р . функция. Если для любого 
I всегда одновременно выполняются оба следующих свойст­
ва: 
1) ^ | (0) определено, 
2 ) если при некотором х окаэываетоя, что У*(0), %/<),... 
У{(х) определены, то определены также ЦюМ, УрцН),- • 
то каждая неподвижная точка *.в функции ( \ т *$и,у 
является номером о.р.функции. 
ДОКАЗАТЕЛЬСТВО очевидно. 
ДОКАЗАТЕЛЬСТВО ТЕОРЕМЫ I . Рассмотрим класс У . к о ­
торый состоит из всевозможных таких о.р.функций /(х) , 
что : I ) для каждого я значение 1(/1х§ является номе­
ром в геделевской нумерации У такой ч.р.функции НО , 
что значение Ш, Ш, Ш, ..., *(я) 
определены и равны соответствующим значениям функции / , 
и 2) существует предел %Щг 1(/(х)) . *' 
1. Класс У предельно синтезируем равномерно на 
всех последовательностях натуральных чисел следующей 
стратегией 
^ < ' * „ > , <№,)>/(*,). ... М>)-#Л»>а*[х0,х,,..,хп)). 
2. Докажем, что класс и не прогнозируем на 9 # . 
Допустим от противного, что стратегия Р прогнозирует 
класс { / н а & в . Возможны два случая: существуют или 
не существуют такие числа п, Уф,У1,...,Уп% что а ) для 
любого «с ^0,1,2,..., п } з н а ч е н и е / ^ ) является но­
мером в геделевской нумерации У такой ч.р.функции 
994 , что Ч>Ш'Уфг Ч>(1)-У,,..., +Ы)% и б ) значение 
Р(<0,1,..., к, я*1>,< У #,4/,,...,У*>)не определено. 
Пусть такие числа существуют. Убедимся, что класс У 
содержит функцию / , принимающую значения 
х)Нал класс У построен, развивая одну идею Р.Р. Вит-
ковского. 
/(0)"У„, /(')~У,. :-,Лп)-У„ - этим.будет доказано, что 
стратегия Р не прогнозирует некоторую функцию из класса 
II . Действительно, сопоставим каждому натуральному чис­
лу с функцию 
1 Ух , если х < п с(1,0) , если х > п 
По теореме о неподвижной точке [ 5 ] существует такое •] , 
что 
Ух , если л < л 
0(1,0) , если х >п 
Это противоречит допущен..ю, что стратегия Р прогнози­
рует класс и . 
Рассмотрим теперь другой случай: когда для страте­
гии Р чисел я , У0< Уу,..., Уп со свойствами а) и 
б ) не существует. 
Для каждого натурального г эффективно определим 
функцию У^щ (х) . Сначала полагаем ^ (о)- с (1,0). 
Далее начинаем вычислять (о) . Если на самом деле 
определено, то (1), 9^(2), Уди)(3),— 
окажутся не определенными.Пусть вычисление закон­
чилось. Если оказывается, что Ч*(о)+ с(1,0) ( т . е . если 
% (0)* 9>9ц) (0) ), то полагаем ^ (1) - У,П)й——с(1,0). 
Если оказывается, что У±(0)-с(1,о)~ Удщ (о) , то 
определяем ^ Ц) » с(1, зд г(Р(< 0,1 >,< 9?п) (0)>Ц) . 
Заметим, что (1) определено, так как по предполо­
жению для стратегии Р чисел п, УФ,У^,>..,У„ о упомяну­
тыми выше свойствами а) и б ) не существует. Для чисел 
Пш1, у шС('1,0) свойство а) выполнено, сле ­
довательно, свойство б ) нарушается и Р(<0,1 >,< 
должно быть определено. 
Итак, пусть О) вычислено. Далее начинаем 
- зо -
вычислять % (() , Если на самой деле % (4) не определе­
но, то ^щ(2), окажутся не определенны­
ми. Пусть вычисление закончилось. Если оказывается, 
что , то полагаем ^ у ^ У - ^ц(З)" 
"^^/---с(1,0) . Воли оказывается, что ^О)-^^) , 
то определяем 1Р/(1,Ш'с(1,згТг(Г(<о,1,2>,<,^,)Ш,^с)М>'$. 
(Из предположения о стратегии Р вытекает, что и это 
. значение должно быть определено). • 
После этого начинаем вычислять # (г) . Если 
ю % !3) - ^ и) ш... - еа, О) . Если * & - % » / ! ) • , 
то 
$1)13)'сО,фг(Г(< 0,1,2,3>,< %аМ.%4Щ№ и 
По теореме о неподвижкой точке существует такое / , 
что ^ ш Фу . Условия леммы выполнены, оледова-
' тельно, 9/ • У^ф - о . р . функция. Так как для всех нату­
ральных п имеет место $ Ы - 99ф (п) , то по кон­
струкции функции для всех натуральных п 
^ЫфР«О,иг,...,п,п*1>,<^(0), ЦуО),..., 90Ш-
Таким образом, стратегия Р не прогнозирует функции 
. Но функция Ч^ф принадлежит классу и , 
так как для вбех х и % * % ( / ) 
Противоречие. Теорема доказана. 
Теорема I показывает, что понятия прогнозируемости 
и предельной синтезируемости отличаются весьма значи­
тельно. Тем не менее прогнозируемость равномерно на всех 
последовательностях натуральных чисел можно адекватно 
описать только в терминах предельной синтезируемости 
(ом.теорему 2 ниже). 
ОПРЕДЕЛЕНИЕ 5. Будем говорить, что стратегия Р 
предельно У -тотально-синтезирует функцию / на после­
довательности натуральных чисел $?- \хв,х„жЙ,... ] , если: 
I ) для любого натурального п значение 
Г(< *„*„.., хп >, </(*.),/(*<\...,/(жп)>) 
определено и равно у-номеру некоторой общерекурсивной 
функции, и 2 ) предел 
Ятт Г(< хв, *„...,*„>, </№,/(*,),..„//х^оутепув* 
и равен некоторому р -номеру функции / или другой 
функции, которая на элементах последовательности Ф не 
отличима от / . 
Для введения понятий "класо функций предельно У -
тотально-синтезируем на последовательности С " и "класс 
функций предельно р -тотально-синтезируем равномерно 
на всех последовательностях натуральных чисел" использу­
ются определения, аналогичные приведенным выше определе­
ниям 3 и 4. сведенные такик образок понятия снова оказы­
ваются инвариантными от 'осительно выбора конкретной г е ­
делевской нумерации. Поэтому зезде ниже мы будем опус­
кать обозначение нумерации и будем говорить просто о 
предельной тотально-синтезируемости в том или ином смыс­
ле . 
ТЕОРЕМА 2. Любой класс о . р . функций прогнозируем 
равномерно на всех последовательностях натуральных чи­
сел тогда и только тогда, когда он предельно тотально-
синтезируем равномерно на всех последовательностях на­
туральных чисел. 
ДОКАЗАТЕЛЬСТВО. « 5 = : Не представляет труда. 
— ч Пуг.тт, стратегия Г прогнозирует данный класс 
1} равномерно на всех последовательностях натуральных 
чисел. Пусть У , как и раньше, геделевская нумерация 
всех одноместных ч .р . функций. Рассмотрим следующую 
стратегию С и покажем, что она предельно У - т о -
тально-синтезирует класс С/ . 
Значение стратегии С на паре номеров пустого 
кортежа 6(< ф>,<0 >) равно У -номеру следую-
щей функции 
Ш-Т(<х>, < 0>). , 
Значение стратегии 6 на других парах номеров 
кортежей определяется следующим образом. 
Если 
%(<*„*,,-, *„-,***** " Уп ' 
то с(< х„х„.:„х„ >, < у„у„..., уя$-<И<*в*»~,**ж%&,~лЛ-
В протгзном случае выделяем все те лпля,...,л( , для 
которых 
и определяем (Ц<х„х1,...,хп>><Уа1У1)...1Уп>) равным 
/ - номеру следующей функции 
У^ , если х-х„. (и[<,2,...,< }) 
?(<V V V-• \>х>><у"V V-'М* 
для остальных х . 
Если класс {/ содержит функцию у , приньмаю-
щую значенияУ„//х,)-У,, ...,/(х„)-У„ , то значе­
ние <а(<х1гх,,хЛ>, <У,,У,,-,У„ >) является номером 
о . р . функции, так как стратегия Г прогнозирует класс 
и равномерно на всех последовательностях натуральных 
чисел. 
Для завершения доказательства теоремы допустим от 
противного, что существуют последовательность 
|* # ,х „х 4 , . . . ] и функция /е Ц , такие что стратегия 
(я не синтезирует предельно / на б , т . е . меняет 
на ней значение бесконечно много раз. 
Пусть 9 ' - [ *С0, ... ] -подпоследователь­
ность последовательности 5? , содержащая все те эле­
менты хп , при которых 
Следовательно, Я.' -бесконечна- последовательность. 
Заметим, что, во-первых, последовательность 5?' 
обязательно бесповторная. Во-вторых, для всех ^ 
Н1«У р(< г. Л Л - ••• Л \ . , >. У?* Л //V >)• 
Но это означает, что стратегия Г не прогнозирует функ­
цию / на последовательности Я ' . Противоречие. 
Теорема доказана. 
Итак, мы доказали, что в равномерном случае прог-
ноэируемость эквивалентна предельной тотально-синтези-
, руемости. Достаточно любопытно, что на 5?0 (и на мно­
гих других последовательностях тоже) эти понятия все 
же отличаются. Из предельной тоталъно-синтезируемости 
. некоторого класса и на Яд , конечно, вытекает 
прогнозируеыость этого класса на Я?в * Однако справед­
лива следующая теорема. 
ТЕОРЕМА 3. Существует класс о . р . функций, который 
прогнозируем на $^{0,1,2,3,... } , но не предельно т о ­
тально - синтезируем на $ 0 . 
ДОКАЗАТЕЛЬСТВО. Рассмотрим класс и , который 
состоит из всевозможных таких о . р . функций /{>•) , что: 
I ) для каждого х значение (С'!*)) являетоя номером 
в геделевской нумерации У такой ч .р . функции 9(1) , 
что Я>(1)~М~, *(*)'/(*) и 
Ф(х+1) определено, но не обязательно равно ^(х+у 
и 2) существует предел Ит ((/(»)) 
1. Клаоо и прогнозируем на С в следующей страте­
гией 
Г(< 0,1, ...,ж,ж*1>, </(О),Д4,...,/(ж)>) -
2 , Докажем, что класс О не является предельно т о ­
тально-синтезируемым на Ф в . Для этого нам потребуется 
следующее вспомогательное понятие. 
Будем гозо"чть, что страте:ля <? прогноэирует-с-про-
пуоком функцию / на последовательности Яв , если: 1)для 
любого натурального п значение С(</(о),/(1), ...,Лп)>) • 
определено, и 2) для всех л (кроме конечного числа) 
Легко видеть, что если некоторый класс о.р.функций 
предельно тотально-синтезируем на Яв , то существует 
, стратегия С* , прогнозирующая-о-пропуском все функции 
этого класса на Ф # . Почти дословно повторяя второй 
пункт доказательства теоремы I , можно доказать, что для 
нашего класса и такой стратегии <? не может быть. 
Теорема 2 принадлежит Я.М.Барздиню и Р.В.Фрейвалду, 
остальные теоремы - Р.В.Фрейвалду. 
Авторы выражают благодарность М.Блюму, который лю­
безно указал на ошибку в [ I ] . 
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СРАВНЕНИЕ РАЗЛИЧНЫХ ТИПОВ ПРЕДЕЛЬНОГО 
СИНТЕЗА И ПРОГНОЗИРОВАНИЯ (СТАТЬЯ ЗТОРАЯ) 
К.м.Подпеке 
Зга статья завериает [Г] . Напомним определения. 
\%\~ фиксированная геделевская нумерация всех / -мест ­
ных частично рекурсивных ( ч . р . ) функций. Всюду опреде­
ленную функцию 9 можно представить как последователь­
ность её значений: 
9Ш, т..., ?(»),-. » 
Поэтому понятны следующие обозначения функций и операции 
над функциями: 
о", 49, о" Г, 
О 9(0) 0 9(1) О Г(2)0... 
К л а с с а м и называются только классы I -местных 
общерекурсивных ( о . р . ) функций, /? -класс всех таких 
функций. Символ с: означает строгое включение, & - н е ­
строгое. Через < * , . . . * „ > обозначена фиксированная 
эффективная нумерация п е х конечных кортежей натураль­
ных чисел ( в качестве номеров использованы в с е на­
туральные числа). 
С т р а т е г и е й называется любая ч.р.функ­
ция. Особо выделяются о . р . стратегии. 
I . П р е д е л ь н ы й с и н т е з . По данной 
последовательности (*•) требуется выявить (в каком-то 
смысле) закон ее становления. Если Р - стратегия, 
9 -функция, то значения Р(< 9(0) ... 9(п) >) при 
л - 0,1,2, ... называются г и п о т е а а -
м и. Гипотеза верна, если она - геделев номер функции 9 . 
Говорят, что Р синтезирует класс и в смысле &Ы , 
если Р - о . р . стратегия, и для любой У б и последо­
вательность гипотез Р(< 9(0).., 9(л)>) стабилизируете 
на верной гипотезе. Через С// обозначим оемейотво 
классов: 
[ и\ЗР (Г синтезирует Ц в смысле 6Л/) |. 
Говорят, что Г синтезирует класс и в омыоле <?Л/* 
если Р - о,р.стратегия, и для любой С/ послздова-
тельнось гипотез Р(< 9(0).,. 9(п)>) состоят, начи­
ная о некоторого меота, только из верных гипотез. 
Пусть С - действительное число, 0< е. < 1 . Г о ­
ворят, что Р синтезирует класо и в смысле' <*Ы(е) , 
если Р - о .р.стратегия, и для любой Уе I/ в последова 
• тельности гипотез Р(< 9(0)... 9(п)>) нижняя частота вер­
ных гипотез не меньше € (см. [ I ] ) . 
Если требование общерекурсивности стратегий осла­
бить до ч . р . , то оемейства синтезируемых классов СА/ , 
С / У " , <*И (е) не изменятся [I] . 
Очевидно, ((> I > 0) : 
йнс О ' - с СМ(4)& СМ(с)& 6Ы(#). 
Уточнения: 
а) Результат Я.М.Барэдиня [2] : <*Л/е аы" 
б) Результаты [I] : е > у бЩв) - аыт, 
С*/({)с аы($)с-
Картину завершает 
ТЕОРЕМА I . Если с > * -натуральное и 1 < г 
ДОКАЗАТЕЛЬСТВО. Пусть класс и е. СМ (б) посредст­
вом о.р.стратегии Г . Построим о.р.стратегию И , к о ­
торая синтезирует любую Уе и с частотой верных гипо-
тез не меньше ^ - . 
Пусть е' -рациональное число, о * 7 " < 4 ' < * • 
Тогда, если У с и и п(-Р(< 9(0)... 9(0>) , то 
для воех достаточно больших /? среди чисел (Н0... Л„_,) 
будет более е'п геделевских номеров функции 19 , 
Сначала построим алгоритм, перерабатывающий всякий на­
бор гипотез (дд ... дпЧ) в некоторый набор из у 
гипотез (а{ ... а^) • Причем, если среди % более 
е'п геделевых номеров функции 9 , то о д н а из 
<2у также должна быть геделевын номером У . 
Будем говорить, что набор (дф ... д„_4) голосует 
за начальный кусок Ус У,... , если для более чем е'п 
значений / гипотеза % облада л следующим свойст­
вом: * 
99. Ш- У, Л 99. Й - У,Л ... ЛУ^М-У^ 
Существует эффективная процедура Р , перечисляющая 
всевозможные начальные куски, за которые голосует на­
бор (дф ... дп^) . Если среди д. более е'п номеров 
функции 9 , то в список, порождаемый процедурой Р , 
войдут все начальные куски вида 9(0) 9(1) ... 9(*) . 
Кроме того, если считать эквивалентными куски, один из 
которых продолжает другой, то число классов эквивалент­
ности в списке процедуры Р не превышает р (это сле­
дует из неравенства е'> П**~ ) • Каждый класс 
эквивалентности - это либо конечный кусок функции, ли­
бо полная функция. 
Через оц обозначим геделев номер функции , 
вычисляемой следующим образом. Начальный кусок / , -пер­
вый кусок в списке процедуры р . Дальнейшие значения 
у* дают первое продолжение этого куска в описке Р , 
и так далее. (Функция / 4 либо нигде не определена, .ли­
бо всюду определена^ 
Через с обозначим геделев номер следующей фунн-
ции*/^ . Начальный кусок / ж - первый кусок в списке 
Р , не являющийся начальным куском / , . Дальнейшие 
значения / х дает первое продолжение начального куска 
и т . д . (Функция может быть нигде не определенной да­
же если / , всюду определена.) 
Аналогично / я отличается (если возможно) от / г 
и / я одновременно, и так далее. Получается набор из 
. 9 гипотез (а,... а9) 
Легко убедиться (от противного), что любой кусок из 
списка процедуры Р попадает в какую-либо из функций 
. Поэтому, если среди гипотез (ув ... дпЧ) 
более е'п геделевых номеров функции У , то одна из 
функций / . совпадает с У , т . е . одна из Гипотез на­
бора (а, ... а^) будет геделевым номером У , 
Определим следующую о . р . стратегию Н : 
И(< ГШ- *Ып+ф)- а г + 1 , 
где п 9 О , 04г < д, а (а, ... а^) - набор, п о ­
лученный посредством построенного алгоритма из набора 
гипотез 
Если У е 0 , то для всех достаточно больших п с р е ­
ди 9 гипотез -о порядковыми номерами 
9л, ф-л+и ••• » 9 / 7 + 9 - / 
одна будет верна, т . е . И синтезирует У с частотой 
верных гипотез не меньше у* . 
Итак, у й . Теорема доказана. 
ЗАМЕЧАНИЕ I . Конечные объединения классов из . 
Если И,, . . , , Ал С ОАт ' , то как легко видеть, 
А^У ... иАяевН( . В доказательстве теоремы 3 
иэ [Г] , по существу, построены к классов 54- е <яЫ*° 
таких, что В1 и ... и Вкф . В качестве В; 
там фигурирует класс таких о . р . функций У , что У/У -
геделев номер ч .р . функции, совпадающей с У , начиная 
с некоторого места. Таким образом, в терминах введенной 
иерархии полностью решен вопрос о сложности синтеза лю­
бых конечных объединений классов из СНт, , 
ПРОБЛЕМА. Сложность синтеза конечных объединений из 
. В [2] (теорема I ) построены классы АпАге 6Н 
такие, что А, и Аг е ЬН" . Существуют ли клао-
сы А,, Ая, А3 е 6Н такие, ••.но 
А,иАх оА3е смф-
2 . П р о г н о з и р о в а н и е . По данным зна­
чениям Що)... 9(п) требуется предсказать 9(п+1) . Если 
Р - стратегия, а 9 -функция, то значения Р(< 910) ... 
...9(п)>) при л - 0,/,2,..- называю' п р о г н о з а -
м и . Прогноз верен, соли он равс . 9(п+/) , в против­
ном случае его называют ошибкой. 
Говорят, что Р прогнозирует класс I/ в смысле НУ, 
если Р - о . р . стратегия, и для всех 9е. и среди прог­
нозов Р на 9 не более чем конечное число ошибочных. 
Обозначим: 
А/У-^и/зР ( Р прогнозирует и в смысле НУ )| 
Ослабив требование общерекурсивности до ч . р . , п о ­
лучаем понятие А/У" . Добавляя в НУ" требование, что­
бы при 9б1/ все прогнозы Р на У были определены, п о ­
лучаем понятие НУ' , Обозначения семейств классов НУ' , 
А/У" понятны. 
Очевидно: Ш& N4' с А/У . Согласно [з] * 
НУ с А/У' , а в [I] показано, что Л/Ус 6А1, НУ-ан." 
Пусть е - действительное число, 0< е 4 * • 
Говорят, что Р прогнозирует класс и в смысле НУ(е) , 
если Р - о . р . стратегия, и для любой 9&и нижняя час ­
тота верных прогнозов Р на 9 не меньше с . Аналогич­
но определяются НУ'(с.) и НУ(е) . 
В [I] утверждается, что (1>о6>0) 
НУ с НУ О) с НУ(е) <= ШЩ% 
ЫУ'с НУ'11)с НУ'(е)<1 /УУЩ 
В качестве класса, входящего в НУ(6) , но не входяще­
го в МУ'(е) , в [I] фигурирует 
Уф / ^-фф, Щ А, нижняя частота нулей в V* не меньше^| 
Кроме того , Ц'щ НУ и) - НУ'. 
* В случае НУ"(е) ситуация совершенно противопо­
ложна: здесь НУ"Щ" НУ*О) для всех е>0 , как 
это показывает 
ТЕОРЕМА 2 . Не НУ*(1) , т . е . существует ч . р . стра­
тегия, прогнозирующая о частотой / любую о . р . функцию. 
ДОКАЗАТЕЛЬСТВО. Мы должны построить ч .р . стратегию 
Р , которая на любой о . р . функции У допускает ошибки 
с частотой 0 . Пусть п - монотонная неограниченная 
о . р . функция такая, что п{п) <,п для всех п . 
Для определения прогноза Г(<У>Ш... У(п)>) берутся 
функции Уж, и среди них ищется У? та ­
кая, что 
(ЧжЧпНУМ - ЩЛ определено). 
Если такое < найдено, полагаем: 
г куш... Г Ш -
в противном случае прогноз неопределен. 
Легко проверить, что стратегия Г обладает сле ­
дующими свойствами. 
(а) Пусть У - о . р . функция, и паМ - наименьшее 
п такое, что Ып) больше минимального геделева номе­
ра 9 . Тогда при п> пв(У) прогноз Р(< У>(о) ...У(п)->) 
определен. 
- « -
(б) Для о.р.функции г9 чиоло ОЕ.;бок среди первых п 
прогнозов стратегии Р меньше п/п) '* пв(9)-
Если в качестве А взять />/л)ш[Уп } , то по ­
лучаемая ч.р.стратегия Р на любой о.р.функции допус­
кает ошибки с частотой О . 
Теорема 2 доказана. 
Таким образом Рс. НУ" (1) мля любого типа Р 
(прогнозирования или синтеза), отличного от МУ(е) , 
Оставшиеся вопросы сравнения различных типов пре­
дельного синтеза и прогнозирования легко решаются с по ­
мощью двух следующих лемм. Это результаты двух видов: 
(а ) устанавливается строгое включение двух типов, (б) 
устанавливается н е с р а в н и м ' с т ь типов Л , В , 
т . е . что соответствующие семейства А-В , В-А , АОВ 
все непусты. 3 доказательствах непустоты используются 
классы Ух- (особенно Ц , см. выше), а также два 
класса, построенные в доказательствах лемм 1,2. 
ЛЕММА I . Пусть V - ! 1р/УбРл V ? . Т о г д а 
для всех €>0< НУ-Л/УН). 
ДОКАЗАТЕЛЬСТВО. Класс V (введенный Я.М.Барадинем 
для доказательства включения ЛУс л/у' ) прогнозируем 
в смысле ЛУ' следующей ч.р.стратегией Р ': 
р(< т... щя* % 1пн). 
Покажем, что при с>0- *ф Ш(е) . Пусть И -
о.р.стратегия. Для кахдого С легко построить о.р.функ-. 
циюу*- такую, что на функции 1/( / / делает только оши­
бочные прогнозы. Теорема о неподвижной точке дает 1Й 
такое, что 1ф/(в * , т . е . 
Лемма доказана. 
ЛЕММА 2 . Существует такой класс V/* ОН 
что \Нф НУ' (с) для всех О О . 
ДОКАЗАТЕЛЬСТВО. П у с т ь \ * т \ - рекурсивная возраста-
ющая последовательность, частота которой в ряду воех 
натуральных чисел равна нулю. Искомый класс IV состоит 
из всех о.р.функций 9 , облада щих следующий свойством: 
(Э1)[Ъ**лОт, Чт>т,) У>(*т)- с], 
т.е.фукция ФеЫ, если некоторый ее геделев номер, 
определенным образом,встречается среди значений Щя\ . 
Следующая о.р.стратегия Р синтезирует класс IV 
в смысле С/У : 
О ; если п < м$ , 
У(*т) . если кт<п<«т.4. 
Покажем, что Нф НУ' (е) при е >0 . С помощью теоре­
мы о неподвижной точке легко показать, что в качестве 
начальных кусков функций класса V/ выступают произ­
вольные кортежи натуральных чисел. Поэтому, если ч . р . 
стратегия И прогнозирует V/ в смысле Л/У'(е) , в с е 
прогнозы И должны быть определены, ч.ъ.Н на самом д е ­
ле - о.р.стратегия. 
Воспользуемся этим. Для каждого с определяется 
о . р . функция 
О , если а = О , 
% (х) • I , 'еоли (Эт)(ж-кт>0), 
1*Н(<д1{0)... 
в противном случае. 
На всех ф. стратегия Н делает ошибки с частотой / 
(ибо частота \кт [равна О ) . По теореме о неподвижной 
точке найдется Т{ такое, что ^ - ^ , т . е . д^еМ. 
Леша 2 доказана. 
Используя приведенные результаты, сравнение раз-
' личных типов предельного синтеза и прогнозирования мож­
но довести до конца. Полученные результаты сводятся в 
следующую схему (построенную по образцу [4] ) . В этой 
• схеме стрелка — о з н а ч а е т строгое включение с : , 
Совпадающие понятия помещены з оС»ую клетку. 3 случаях, 
когда из одной клетки в другую (и обратно) нет пути по 
стрелкам, доказано, что соответствующие типы несравнимы. 
N и Мй -семейство всех подклассов эффективно пере-
числимых классов о.р.функций, / ? с - с зыейстзо всех клас­
сов о.р.функций. . 
ПРИМЕР. Типы N4(0,66)} Ш'(0/3) несравнимы,т.е. 
(а),вообще говорн,нельзя повысить частоту верных прогно­
зов от 0,86 до 0,93 за счет перехода от о,р.стратегий к 
ч.р.стратегиям; (б),вообще говоря, нельзя получить о . р . 
стратегию вместо ч.р.стратегии, если разрешается пони-
, зить частоту верных прогнозов с 0,93 до 0,8В . 
Йа-М/'0)»МУ (с) 
( 
ам{{)-аы({+е) 
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N4' 
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В настоящей статье рассматриваются следующие две 
задачи: 
I . П р о д е л ь н ы й с и н т е з , По последова­
тельности значений общерекуроивной функции (о .р .ф . ) 
/ш, ///;,..., /м,... 
требуется в пределе паГти ее геделе шЯ номер. Более 
точно, пусть зафиксирована канторо ,ская нумерация всех 
конечных кортежей натуральных чисел! < а, аг ... а„ > 
номер кортежа (а,, а г , ..., а„) . Будем говорить, 
что о .р.ф. Р~ (называемая в дальнейшем с т р а т е ­
г и е й ) предельно синтезирует семейство о .р .ф, ^ , 
если для каждой функции / е 9" последовательность 
пв- Г (</№>) 
I * 
сходится и Лт П. является геделевским номером функ-
ции / * ' « Семейство о .р.ф. назовем предельно синтези­
руемым, если существует предельно синтезирующая его 
о . р . стратегия. Класс всех предельно синтезируемых с е -
х ) Стратегия Г по существу представляет собой предель­
но вычислимый функционал (см. [8] , [7] ) . 
мсйсФз о .р .ф. обозначим, следуя [4] , через йЫ . 
Задача предельного синтеза изучалась в работах [ I ] , 
[2] % [3] , [4] , [5] , [9] , а такие в некоторых дру­
гих. 
3 ряде работ (например, в [4] , [5] , [9] ) изу­
чалось несколько более слабое понятие предельного синте-
йа1 требуется, чтобы в последовательности ( I ) начиная с 
некоторого к встречались только номера функции / • 
(возмо.1но, различные). Класс семейств о . р . ф , , предельно 
синтезируемых в этом смысле, обозначим через 6Ыт . 
Очевидно, СЫе. СМт • . В [5] доказано, что это 
включение строгое. 
2 . П р е д е л ь н а я с т а н д а р т и з а ц и я . 
По произвольному номеру о .р .ф , / требуется в пределе 
•найти ее некоторый фиксированный (стандартный) геделев-
ский номер. Более точно, пусть зафиксирована геделевская 
нумерация всех о .р .ф. от одной переменной I % ? 4 - ш о , - * . . . . 
Будем говорить, что оемейство о .р .ф. $Г предельно стан­
дартизируемо, если существует такая о .р .ф. V (х,1) , что 
для Любой о .р .ф . /е Г и ее различных номеров л и т : 
а) (уп 4>(п^1) и НгпУ(т,1) существуют 
б ) Нт - Н(п 4>(т,1) ПК 
в) % '/ ( к - "стандартный" номер). 
Функция Я> представляет собой предельно эффективную 
операцию [7] (аналогичную обычным эффективным операци­
ям [8] ) . 
Заметим, что понятие предельной стандартизации ин­
вариантно относительно геделевских нумераций: если с е ­
мейство о .р .ф. предельно стандартизируемо в одной геде-
левской нумерации, то оно предельно стандартизируемо и 
в любой другой. 
Класс всех предельно стандартизируемых семейств 
- м -
о .р .ф . обозначим через / . 5 . Очевидно, аыа. 15 
Я.М.Барздинем был поставлен вопрос о том, совпадают ли 
эти классы.Из доказываемой ниже теоремы I следует, что 
класс / . 5 шире класса <2/У . Заметим, что отличие клас­
са в с е х предельно вычислимых функционалов (а не 
только стратегий) от класса предельно эффективных опе­
раций на множестве всех о .р .ф. было доказано в [?] . 
ТЕОРЕМА I . {.5 ч в№° + ф. 
Прежде чем доказывать теорему, введем некоторые 
обозначения. 
Для любых кортежей натуральных :исел оС и Д через 
<^Д условимся обозначать кортеж, состоящий из элементов 
ос и следующих за ними элементов Д . Если _Д содержит 
только одно число (например, с ) , то вместо <ХуЗ б у ­
дем пользоваться обозначением <Х I . Аналогично опреде­
ляется кортеж сбС . Длину произвольного кортежа с ? 
обозначим через С(о(). 
Произвольную функцию / мы будем отождествлять с 
последовательностью ее значений} в этом случае для функ­
ций, почти всюду равных нулю, удобно использовать обоз­
начения типа СО" , оГ« О" , &.]50т , 
(оС • ( а,,а„...,а„) » ( 4 - торте-
жи натуральных чисел) и т .п . Так, например,а I О 
функция, которая на х< п-1 равна ал , на * - / » рав­
на / , а в оотальных точках - нулю. 
Наконец, для любой функции / , определенной на 
всех х 4 к , через г* условимся обозначать кортеж 
Ш,Л4, ...,/(*)). 
ОПРЕДЕЛЕНИЕ. Назовем семейство о . р . ф . У всюду 
плотным, если для любого кортежа натуральных чиоел сс" -
-(а1,аа...,ая) суаествует такая функция / в 9~ , что 
у**' .ос ( 9~ , очевидно, всюду плотно в бэровоксй 
метрике на И" ). 
- .^ Зафиксируем произвольную геделввокую нумерацию 
Ат\% п • о , / , . • в о в Х частично-рекурсивных функций 
( ч . р . ф . ) . Обозначим через &А семейство о .р .ф. / 
для которых ^ { Ф 1 - / 
ЛША I . Пусть - произвольное воюду плотное 
оемейотво о .р .ф . Тогда 1Ги &А 4 ОН" . 
- ДОКАЗАТЕЛЬСТВО по оущеотву представляет собой не­
сколько более сложный вариант доказательства теоремы I 
из 0>] , но для полноты изложения мы приведем его . Пред­
положим, от противного, что семейство ФО &А предельно 
синтезирует (в омыоле &мт ) некоторая о.р.отратегия// 
Поскольку 1Ги 0-А воюду плотно я Н предельно 
синтезирует 0-А , то по любому кортежу дС можно 
1 эффективно найти такой кортеж уГ , что функция % с 
номером Г'« Й (ё?\Щ определена на 
Пользуясь этим обстоятельством, определим для любо­
го I о .р .ф. У /^у . Полагаем Урц (0 " ( . Затем 
находим такой , что функция ^ с номером 
г,*н({Д) определена на • и полагаем 
находим такой Д ,что о номером /| • >}н/* 
определена на кш* НАги' ЛШ) » и полагаем 
функции д(1) И гущ при любом I , очевидно, о .р .ф . 
По теореме о неподвижной точке существует такое а , 
что % * , т . е . % (0)-а. Следовательно, 
. к л &ф\ '* ЙЬ отратегия Н на Уа бесконечно много 
раз выдает числа, не являющиеся номерами Уа , и поэ­
тому не может предельно синтезировать % . Лемма I д о ­
казана. 
Теперь мы поотроим такое всюду плотное семейство 
о .р .ф. Т , что <Ги &А е16. 
Зведем понятие минимальной программы для кортена 
с 7 - (еаг €,,..,, 1п) в геделевокой нумерации А : 
кл (X) -тш{р\*Ип(%И) -*.)}. 
Далее пусть для любой о . р . ф . У 
саг4[г]«А{У1)>г]. 
Обозначим минимальный ноыер'о,р.ф. / в А черезт А (/), 
Очевидно, йА[})< тл(/). 
Рассмотрим следующее оемейотво о .р.ф. » 
Глт{*1тАМ<*'(*) */ - О.Р.Ф.] . 
Очевидно, для разных нумераций А семейства 9% , во ­
обще говоря, различны. 
ЛША 2. Существует такая геделевская нумерация 
всех ч .р .ф. Я* , что 9% - всюду плотное семейство о .р.ф. 
ДОКАЗАТЕЛЬСТВО. Нумерацию X мы определим, исхо­
дя из произвольной фиксированной геделевской нумерации 
А*ЬуЬ«<М... . Условимся обозначать I - ую 
функцию в X через щ . 
Зафиксируем эффективную нумерацию Р всех корте­
жей натуральных чисел, в которой длина кортеже не пре-* 
восходит его номера. 
Полагаем для 1*4 и для каждого 
* > ' % • Далее пусть оС - кортеж, имеющий 
в Р номер к . Для всех * , где 2й < I < Ё* , 
полагаем % •*«?•'< 0" . Определение Л" эавериено. 
Очевидно, а" - геделевокая нумерация всех Ч.р.ф, 
Покажем, что семейство $х ~ всюду плотно. 
Пусть сГ - произвольный кортеж (имеющий в Р номер м ). 
Достаточно показать, что одна из функций сГ*' От , где 
2**<а 2* * » принадлежит 9% » 
дит 
где 
Число различных У* о номерами /'< «?**не превосхо-
2* . Поэтому по крайней мере для одного ё. , 
Но в таком случае в силу определения Я 
П% ) ••' (*1ф 0 * ) % * 9 ( 2 ) 
Пусть / * . * Г ^ 0 * . И з (2) следует, что для всех г » 
ИОД*1'***' 
**(/")* ">*</). 
Таким обравом, для всех г , где * • / < / • < 2 
т . е . й & > |?**** ( 2 ' " + 2 ) 1 ^ Так как 
/я?- , очевидно, не превосходит 2*"* , то при 
любом достаточно большом Л должно выполняться нера­
венство ' 
Итак, если оГ имеет достаточно большую длину, то 
'Мц:ф*0.:Щ . Лемма 2 доказана. 
Из лемм I и 2 следует 
Л ВОДА 3. % и 4 Мт. 
Покажем теперь, что семейство «йр и предельно 
стандартиз ируемо. 
ЛЕММА 4 (Я.М.Ба'рздинь). Если для семейства о .р.ф, 
существует такая ч .р .ф. *(х), что ' 
щ */б#-[ % - у» - / - > (ш'щ т&тА (/)< 
то 9~ е / . 5 . 
ДОКАЗАТЕЛЬСТВО. Нам необходимо определить предельно 
эффективную операцию У(х,у) , предельно стандартизиру­
ющую 97 . 
Пусть / в 9~ , % -/ и *(п)*г . Будом 
постепенно сравнивать функцию ^ о каждой из функций 
У? , Ы г (веля необходимые вь. моления по тактам)} 
как только выяснится, «то У( + Уп , номер ( зачер­
киваем. Пусть у - произвольный ил 1 описанной процеду­
ры. Полагаем У(п,у) - к , где к - некоторый фикси­
рованный номер функции ^ , вычисляемой в соответствии 
со следующими инструкциями: 
"для вычисления д(х) Нужно Параллельно вычислять 
я, (х), #,г*),..  й , (*) I г в^ <„ «V* •••»*« -не-
зачеркнутые к этому моменту номера < г ; как только од ­
но из значений У*, М будет определено, нужно поло-
. жить д(х)-Кр (х) ." 
Со временем номера воех функций Й , * < /• , для 
которых Зх[91(х) опрзделено 4 У*(х) + /м) , будут з а ­
черкнуты. С другой стороны, среди функций с номерами 
Иг присутствует / . Отсюда легко следует, что начи­
ная с некоторого ^ для всех у>у^ 9(п^) будет 
одним и тем же номером / . Лемма 4 доказана. 
ЗАМЕЧАНИЕ I . Незначительное изменение доказатель­
ства показывает, что для справедливости леммы 4 доста­
точна предельная вычислимость Цх) ; т . е . »>/х)-Сип -»'{х,(), 
где 1'(х,1) - о .р .ф. такая, что для любой %в9~ 
Нт Г(п,0 определен. 
5. Для класса $~ и 0% существует предельно 
вычислимая функция $ (х) , удовлетворяющая условию (*) . 
ДОКАЗАТЕЛЬСТВО. Покажем, • что в качестве можно 
веять 
тах (€(} <*„), %Ю)). 
Кэ определения ^ И О- следует, что для любой о .р .ф. 
^ с Щ. и 0\ тг-(%) < *(п) . Нужно показать, что 
•9 (х) предельно вычислима. Для этого достаточно, оче ­
видно, убедиться з том, что предельно вычислимой явля­
ется функция /и(х) •* Ых (?х) . 
Пусть % & 9х и &х . Тогда, очевидно, 4г(У„)*п 
и для каждого с кх (У^ )<п . Используя последнее 
обстоятельство, нетрудно построить такую о .р .ф. и(С,х) , 
что \/цп хх (/„и:)'^'т и(С,к) . Следовательно, 
можно Б пределе элективно найти и число таких * , что 
Указанную процедуру МОЖНО осуществить, очевидно, и для 
любой ч.р.ф. % е. 9^ с Я? (результат процедуры 
в этом случае нас не интересует). Лемма 5 доказана. 
Непосредственно из леммы 4 и 5 и замечания I сле­
дует 
Х Е Ш 6. 55 и 0\ е 1$. 
Теорема I следует из леммы 3 и 6. 
Как уже отмечалось выше, любое семейство о .р .ф . из 
СМ предельно стандартизируемо. Но ухе в С Л' - существу­
ют семейстза о . р . ф . , которые не содержатся в 1.3 . 
ТЕОРЕМА 2 . СЫт < 1-$ * 0 
ДОКАЗАТЕЛЬСТВО. Пусть[ 9; (х, к) 11 т 0 и - геделевская 
нумерация всех ч.р.ф. от двух переменных! По каждой 
^ (х,к) можно эффективно найти такую о .р .ф. 9ш>(*,к), 
что 
В дальнейшем нас будут интересовать числа типа (>т %(*!*), 
поэтому ниже через V, (х,к) мы будэм обозначать функцию 
%/0 (*>*) • Зафиксируем также геделевокую нуме­
рацию всех ч .р .ф. от одной переменной |)^ - \ л 0 ^ , , . 
Для каждой пары чисел (с,]} определим функцию 
^ ^ , вычисляемую в соответствии со следующими 
инструкциями. 
Полагаем 9$. щ 10) • С и ' • 
Далее для вычисления Уд^ц) мы бу«еы использовать, 
определяемую ниже процедуру, имеющую два параметра и 
ЯП. 
Пусть п - н е к о т о р ы й фиксированный геделевский н о ­
мер функции ЦО" . Полагаем и'1 и переходим к 
основной процедуре. 
О с н о в н а я п р о ц е д у р а . 
Э т а п I . Если ^ ( п, и) * ^ Ц, и) , то переходим 
' к этапу 2. Если Фс (п,и) * 9,0, и) , то полагаем 
^М1) 0 и п е Р е х ° Д и м к началу основной процедуры, 
используя в качестве и число ы + / . 
Э т а п 2. Начинаем вычислять %а (и) , полагая , на 
г - о м (г у, о) такте вычислений (и+г+1)-0. 
Параллельно вычисляем две последовательности 
у 
\ ( ] ) ^ ' е С Л И ^определено 
> в противном случае. 
Обозначим через У семейство о .р .ф . 
Покажем, что 9~4 I 5 . Допустим от противного, 
что 1$ * 01 - фунция, ссуществляювгя пределе-
Зое три процесса продолжаются до тех пор, пока на неко­
тором паге г' не наступит одно из следующих ообытий: 
А. Вычисление 9аи (и) заканчивается и у>а (и)+0 
Б. Вычисление 9а М заканчивается и Уа 1и)~0 
з. й ^ Ф б ^ : 
Г« аи*г' - вигг' • Н 0 аи+>" + аи-
Определение осногной процедуры зсзерзено. 
Еоли ни одно, из перечисленных событий не наступит, 
то %. ^1 в точке и не будет определена. 
К о д первым наступит событие А , то полагаем 
(и)* О и продолжаем вычислять 
и ви^ и определять (" + ' ' * * ) » 
ожидая наступления события В или Г. 
Если первым наступит событие Б, то полагаем ^^ц)"^ 
и переходим к оснозпой процедуре, взяз в качестве пара­
метра и число и + г'+1 к в качестве п - какой-нит 
_ — [и*г'] 
будь геделезсхий номер Функции <Х О , где ос -
Если наступит событие Вили Г . , то переходим к основ­
ной процедуре, используя в качестве а число и*г>'*1 ; 
параметр п при этом не меняется. 
Нетрудно убедится, что для каждого «' функция у{ -
о.р.ф, и при любых I к у ц) - либо о . р . ф . , либо 
ч . р . ф . , не определенная лиаь'в одной точке. 
Для каждой функции & щ полагаем 
ную стандартизацию для .9" . 
Заметим, что каждая из функций Чд.щ (]тП,1,.-)-
о .р .ф. В самой деле, предположим, что не опреде­
лена з точке и . Нетрудно убедиться, 'что У^у имеет 
вид О" , где оС - набор значений Уд-ц) на 
х < и ,' причем основная процедура, начиная с некоторо­
го момент", применяется к гедолевскому нот.:еру п функ­
ции оС О". 
Так как оС 0" е У и Щ предельно стандартизирует 
У , то па некотором шаге оозокксй процедура, приме­
няемо:; к и к п , обя: ательйо должно произойти собы­
тие Б. Следовательно, ^.~ц) будет определена к в точке 
и -противоречие. 
Применим к функции д- щ теорему о неподвижной' 
точке; пусть 9^(п%) * 9„ . Так как У$рц - о . р . * . , то 
основная процедура при каждом ее применении должна при­
водить к одному из событий.А,5,3 или Г. 3 таком случае 
одно из этих событий должно происходить бесконечно мно­
го раз. Так как 1ип 9( (т,н) существует и (Ш % (т.к)-
- (Сгп (д(т), Н) , то события 3 и Г могут проис­
ходить, очевидно, лишь конечное число раз. Пусть 
1цп Ц (т,*)- с т • В силу определения предельной стан­
дартизации ст является номером для 9т , поэтому с о ­
бытие А также может повториться лишь конечное число 
раз. Но если бесконечно много раз происходит событие Б, 
то в последовательности Ц 1т, 0) , %1щ 1), ... б е ско ­
нечно много элементов не являются номерами / „ , . Итак, 
Я » / .5 ' 
Покажем теперь, что О /V**- . Нам необходимо 
определить о.р.стратегия Н , предельно синтезирующую У 
(в смысле СЫ" ). 
Пусть / - произвольная всюду определенная функ­
ция, мы полагаем Н(</(0)>)- Н(</ШМ>)т О 
всех н > 2 
-
где п„ - геделевскиЕ номер оледующей функции: 
/(я) , воли х<н 
%Ш М % воли х\х {здесь 1-/{о)тл 
Легко убедиться,что для любой функции / - ^ е ^ на­
чиная с некоторого к , все пм будут номерами / , 
Стратегия Н , очевидно,общерекурсивна. Таким образом, 
У в СЫ" . Теорема 2 доказана. 
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ВЕРОЯТНОСТНОЕ НРОРЯ08ЙТШИИ1 
ВЫЧИСЛИМЫХ ФУНКЦИЙ 
К.М.Подниекс 
§ 1 . А п п а р а т 
Прогнозирование - з .о предсказывание значения 
У(т*{) по данный значениям 9(0).., 9(т (здесь 
9 - всюду определенные функции типа N -~ N ) . Прогноз 
в е р о я т н о с т н о й с т р а т е г и и (или, коро­
че, В-стратегии) представляет собой случайную величину, 
в частности, он будет верным о некоторой вероятностью. 
Более точно, З-стратегпя М задается: 
(1) некоторым вероятностным пространством ( 9 , 5 , Р ), 
где О - множество элементарных событий, В -о'орелезское 
поле событии, для которых определена вероятностная мераЛ 
(2) некоторым отображением М типа 2 , 
где /V* - множество всех коночных кортежей натуральных 
чисел (включая пустой кортеж), ^-множество зоех случай­
ных величин над пространством ($?, В, Р ) , принимающих 
значения в Л/1/{«> | . Заметим, что здесь ие требуется, 
чтобы случайные величины, соответствующие различным кор­
тежам, били независимы. 
Для В-стратегаи М и Функции / мы будем через 
МО*, т) • где / » - .ОД » * * • обозначать случайные в е ­
личины 1^(940)... 91т)) , т . е . прогнозы стратегии М 
на функции V* . Кроме того, М{9%~4) означает М(Л) 
гди Д1 - пустой кортеж. 
ОаобыК интерес представляет вероятность 
Р\м(?,т)+ 9М\, 
т . е . вероятность того , что. прогноз-М{^тУ будет ояибкой. 
На пространстве ( Я, В, Р ) определены также вероятно- -> 
того, что М одела от. на У точно к (не более к ) 
ошибок. 8 саном деле, соответствующие события можно вы­
разить через события вида |/*/У?/т?)- , 
используя только операции дополнения и счетного обведи- щ 
нения. Например: 
( М, У, - 0 ] Г Л { ММт) - Пт+ /Л , 
По аналогии со олучаем детерминированных стратегии 
И , где считается, что стратегия прогнозирует Функцию" 
У , если ока допускает на У* не более чем конечное чис­
ло оаибок, будем говорить, что В-стратегйи М п р о г ­
н о з и р у е т функцию У , если Н допускает на У* 
с вероятностью / не более чем конечное число ошибок, 
т . е . если 
ЯШЦ I . Если оуша вероятностей ошибок 
рт{м, У* } < о* , то В-стратегия М прогнозирует функ­
цию 9 . Если же эта сумма - во и прогнозы М на V 
независимы, то Р [ М, ^ - А | - О для всех * 
ДОКАЗАТЕЛЬСТВО, Непосредственно, с помощью леммы 
Бораля-Кантелли [2] . 
Среди всех В-стратегий практически интересны, ко­
нечно, только те , которые можно как-то реализовать на 
(специальных) машинах Тьюринга. Эти т . н . в е р о я т -
л о с т н и а м а ш и н ы впервые рассматривали Де Леу, 
Ыур и др. в [3] , для предельного синтеза они использова­
лись Я.М.Барздинеи [4] . 
Рассмотрим следующую четырехленточную машину Тьюрин­
га 7Н (число лент здесь несущественно). Первая лента-
рабочая. На второй ленте записана произвольная бесконеч­
ная 01 -последовательность. На этой ленте ЯЙ имеет од ­
ну только-читающую головку, которая вое время двигается 
впра.ю. На третьей ленте записана последовательность зна­
чений: 
т , 9И), . . . , / м , . . . . 
функции 9 , которую 7П должна прогнозировать. На этой 
ленте ЯЛ имеет одну только-читающую головку (без огра­
ничений движении). Четвертая лента вначале пуста, на ней 
Ж имеет одну только-пишущую головку, которая может . 
стоять на меоте либо двигаться вправо (но не может дви­
гаться влево). 
Боли машину ДО в такой ситуации запустить, она 
должна вычислить и печатать на четвертой лейте пустую, 
конечную или бесконечную последовательность: 
причем для вычисления ат ей разрешается использовать 
только значения 9(0)... У(т). 
Запись на второй ленте мы будем интерпретировать 
к а к результат работы бернуллйевского датчика нулей и 
единиц (распределение Рт9л^' ) • Точнее это вна-
чит, что на основе множества & в всех бесконечных 04 -
последовательностей вводится следующее вероятностное 
пространство (Яй, Ь,, Р,) . Здесь Ва - наименьшее б о -
релевское поле, содержащее все множества вида 
где с ? ~ с * л Л , ,,. Л л . у - произвольное двоичное 
слово. Если определить ^и(0:^)'2'" , то интересу­
ющая нас мера Рв будет (единственным) продолжением /4 
на вое поле. Вв (с:;, [2] ) , 
На пространстве ($в, Вд , Ра) легко определить веро­
ятности событии вида "машина по данным Р(0) ... ?(т) 
печатает а_ , равное числу ^ "или "для данных 
Р(0)... УМ значение ат неопределено", Таким обраэом, 
машина ОУ& , по сущеотву, реализует некоторое отображе­
ние из множества «V* воех конечных кортежей натуральных 
чисел в множество олучайных величин над пространством 
(&0, Ве, Р0) , принимающих значения в Н1)\*> | 
(кортежу У'(О}.., У 1т) соответствует случайная величина 
ат ) • Машина №1 реализует, таким образом, некоторую 
Б-отратегиа, 
3-стратегии, порожденные машинами указанного типа, 
будем называть р е к у р с и в н ы м и . В - с т р а -
т е г и я и и. 
Это определение рекурсивных В-отратегий допускает 
неограниченно долгое вычисление отдельного прогноза. 
Например, прогноз а_4 может быть равен ^ о вероят­
ностью 2 , и это - для всех 1*>/ , Выделим особо 
3-стратегии, лишенные этого недостатка. 
Пусть и - класс функций. Будем говорить, что 
В-отратегия М ф и н и т н а и а (/ , если для любой 
/ е С1 и любого набора (пч п9 ... /*т.,)е /V* 
(в олучае / л - - / берется пуотой набор) при условии 
Щ < т) М(Р,1)-я4 (.длят--/ это условие выполняет­
ся с вероятностью / ) : 
(а) найдется конечное множество натуральных чисел 
А такое, что МЩЩ* А с вероятностью / , 
(б) для всех 1*6/4 вероятность события М(У,т)-1 
является двоично рациональным числом (т.е.числом вида 
а 2' , где а,Ье N ). 
Используя бернуллиевский датчик распределения 
(^уг) » тжя°в финитное распределение вероятностей 
можно реализовать за ограниченное время, 
В-стратегия называется в о ю д у ф и н и т н о й 
если она финитна на клаоое всех о.р.функций. 
. § 2 , Р е з у л ь т а т ы 
В мой отатье изучаются оценки числа ошибок, д о ­
пускаемых В-отратегиями при прогнозировании нумерован­
ных классов (и, ОУ) (где и -эффективно перечиолимый 
класс о.р,функций, Т -некоторая вычислимая его нумера­
ция). Что в этом случае понимать под оценкой? Вели 
В-отратегия М прогнозирует вое функции клаоса О и 
при этом ' 
когда л-»-*» , то имеет смысл говорить, что М допус­
кает на , как правило, не более /(п) ошибок. Функ­
ции тина /(п) и будем считать оценками числа ошибок при 
вероятностном прогнозировании нумерованного класса (11,$ 
Целью этой статьи является доказательство того, 
что ф у н к ц и ю м о ж н о выбрать асимптотически равной 
^ Л у г " I н о н е лучше, Начнем с нижней оценки. 
ТЕОРЕМА I , Существует нумерованный класс ( 
такой, что дли любой В-отратегии Н : 
да " { " Л * > Т I . 
ДОКАЗАТЕЛЬСТВО. Нумерация Г строится в виде эф-
фективнорастуаей двумерной таблицы значений (к) х 
Щ ' ***** 
Очевидно, получился класс: 
ч 7 - | 5 О" \ Я - двоичное олово| . 
Кроме того , таблица -7^ содержит в точнооти вое 2я дво­
ичных слова длины к . Поэтому дерево функций , где 
2*< п < 2м* , являетоя полным двоичным деревом 
высоты х , например, для д - 5 х 
Пуоть В-отратегия М определена на пространстве 
( О, В, Р ), Каждому элементарному событию со е О од ­
нозначно соответствует некоторый набор прогнозов в о т ­
меченных 2 -4 вершинах указанного дерева, на чертеже 
эти прогнозы обозначены отрепками. Стрелки можно расста­
вить 2 ' опособами. Через А± обозначим события, 
соответствующие расстановкам (1-1,2, 2* ''). 
Вероятность того , что ореди первых н прогнозов 
9?рв?§РвЧ М на функции Тп (2*<п* 2м*') будет точно 
I выражается, суммой некоторых Р(А<) . Под-
считаем число этих слагаемых. Из к вершин, через кото­
рые проходит ^ , в у вершинах стрелки должны уходить 
в'сторону от Тп . В тех 2*-1-к вершинах, через которые 
^ не проходит, стрелки могут располагаться произвольно. 
Следовательно, расстановок, при которых на % будет 
точно у ошибок, имеется воего 2'' Щ . 
Образуем теперь сумму: 
Д - Л |° (среди первых/г прогнозов/*/ н а ^ будет 
точно у ошибок к 
Эта суша состоит из 2 *2 С„ -2 ' Сл слагаемых. 
Здесь имеется, конечно, много повторения. Однако в силу 
полной симметрии все слагаемые Р(А{) повторяются одина­
ковое число раз. Значений I всего 2* ' , поэтому 
каждое Р(АД повторяется ровно С*я раз. Сумма всех 
Р(А-), взятых по одному, равна 1 , поэтому воя сумма 
Р) - ц • 
Если через Оп(2 <п 4 2 ) обозначить веро­
ятность того, что среди первых к прогнозов/*? н а ^ , не 
менее ^ ошибок, то сумма воох Оп равна С^+С^*'*-•* Р # , 
Поэтому одна вероятность 0п обладает свойством: 
Итак, для данной В-стратегии М при любых *,у^ 
таких» что 0<у < и , из функций 1~п(2'гп4 2я ') 
можно выбрать такую ^ , *$о 
Отсюда при у е ] получаем: 
Так как (мш п , то теорема I доказана. . 
Для получения верхних оценок мы используем только 
В-стратегии о независимыми прогнозами. Окончательный р е ­
зультат выражает 
ТЕОРШ 2 . Для каждого нумерованного класса 
можно построить всюду финитную и рекурсивную В-стратегию 
Р , прогнозы которой независимы и которая прогнозирует 
любую 'Реи } и при атом: 
Л/л р{й,% , < у 1одг п * У (суп (од (од л ) - /. 
ДОКАЗАТЕЛЬСТВУ теоремы 2 посвящена оставшаяся часть 
этой статьи. 
Заметим сначала, чтс если М - стратегия с независи­
мыми прогнозами, то для получения оценки вида: 
(ип р{ м, Т л , <Лп) * (од/М\- / 
достаточно получить сначала оценку суммы вероятностей 
ошибок: 
Это следует иэ леммы 2. 
ЛЕММА 2 . Если прогнозы В-стратегии М на функции У 
независимы и $~) Р^ {м, У | 4 а , то 
р ( * , У , < « * У ^ Г Л у а } - / - Ш, 
где л(а)-'9(*) при а — «> . 
ДОКАЗАТЕЛЬСТВО. Введен случайные величины: 
[ / , если М(?,т)+ т*(т+1, 
**" \ 0 , если М(/,т)- У(т*1 
По условию леммы Хт независимы и Г) Р | А д а - # | ^ а . 
Из неравенства Чебышева вытекает; что в етих условиях 
при а гт . Л 
Так как ]Г) х т число ошибок, допуокаемых стратегией М 
на функции У , то лемма 2 доказана. 
§ 3 . Д о к а з а т е л ь с т в о т е о р е м ы 2 
(нерекурсивный вариант) 
Мы должны для каждого нумерованного класса (и,9~) 
построить рекурсивную В-стратегию Р , которая прогно­
зировала бы любую ?пбО , причем допуская, как правило . 
не более (<ук п ошибок. Леммы 1,2 позволяют вна­
чале сосредоточить вое усилия на оценке суммы вероятнос­
тей ошибок Рт\Р, | (как функции от п ) . Кро­
ме того , в этой первой части доказательства мы игнори­
руем требование финитности и рекуроивности искомой В-стра-
тегии Р . Этим требованиям посвящен § 4, 
Пусть требуется прогнозировать некоторую функцию И 
из класса и . Какие вероятностные предположения об 
этой функции можно сделать еще до получения первого зна­
чения 9(0) ? Может быть, / выбрана из и "случай­
но"? Попытаемся приписать каждому у -номеру п некото­
рую "априорную" вероятность ^ # ' Й Г • (Эта 
идея принадлежит Р. Фрейвалду [4,6] . ) Имея распределе­
ние ^ " = \ ^ ) | н ы можем вычислить,"о какой вероятностью.' 
функция г , "случайно" (в^ соответствии с распределе­
нием ) выбранная из нумерации 0* , будет принимать 
значение /У<У«=е . Для каждого *л N эта вероят­
ность суть 
где пустая сумма считается - 0 . Тогда в качестве прог-
ноза ыы могли бы выдать О о вероятностью , V - с 
вероятностью ве1 , и т . д . Дальнейшие прогнозы (когда уже 
получены некоторые значения ЩЩ ••• гГ-ЧУ ) могут оп­
ределяться тем же способом, только вместо полных вероят­
ностей приходится брать условные. 
Таким образом, каждой нумерации Т~ и каждому рас ­
пределению вероятностей 9~ (где ^ > о , }20#я4 ) 
естественным образом соответствует некоторая В-стратегия 
V • 
О п р е д е л е н и е п р о г н о з а &^./У?ля| , 
/ п > - / . Для каждого 1еЫ берется вероятность 
% • X { ^ / 4 * - М . ъ * н 4 % м- *(н)\ 
Если сумма $е-]Г&е "> О , то полагаем (У,т) • 
о вероятностью • Если же ее "О , то пусть 
с вероятностью / . ' 
Если добазить, что прогнозы определяются независи­
мо друг от друга, то 3-стратегию можно определить 
на каком-либо одном вероятностям пространстве ( 5? , 
8 , Р ) (ом. [2] ) . 
Оказывается, что В-стратегия 0^ обладает следу­
ющим свойством: для всех п 
Чтобы доказать это , прощо всего положить в леммо 3 (см. 
ниже): Д / х ) " х , с-1п2 . Таким образом, стратегия 
тем лучше, чем недленнеестреыится к нулю ^ при 
П-*-*> . Но этот процесс не может быть произвольно мед­
ленным, он связан условием • / . Поэтому мы не 
можем взять Тп и сопз( и дане не ^ ^ - д , однако 
допустимо выбрать (считая, что ^ - 1 ). 
л4- _ ~ _ — . 
где Ц ^ ' - / • Полученная с т р а т е г и я * ^ » обладав» 
двойством 
Это примерно 0,694 Лу, я . Причем дело, здесь не в 
методе оценки, а в оамой стратегии ё^* . Можно пока­
зать, что если взять нумерацию ^* , где "О"4О 
то ,угя соответствующей В-стратегии «? г ,^« при любом 
<«>0 мы будем иметь: 
Таким образом, естественный метод построения прогнози­
рующей З-стратогии оказывается, неоптимальныы. 
Зыход из положения состоит во введении дополнитель­
ной ( к раопредению 9" ) "степени свободы" - некоторой 
Функции Я (к) действительного переменного, определенной 
на отрезке [0,1] . Эта функция должна обладать свойст­
вами: 
(Чх)(04х<4^~ 0< Л(х)<4), 
( I ) 
для того , чтобы ее можно было использовать в определении 
следующей В-стратегии Отц.л , 
О п р е д е л е н и е п р о г н о з а (?,т) , 
« > - / , Для наждого 4л N берется вфоятность 
% « Г { Щ % М-ЛЛ (V, 4т)<<н (л) - /(*}]• 
Если Щ шО « т о *?гтгя - «» о вероят­
ностью / . Если же #>0 . т о {У,™} - ( 
с вероятностью Л / у * ) (ср.*о вероятностью 
у стратегии 0^ ) . Прячем, если 
то дополнительно выдается О о вероятностью / - « г ' . 
В определении мы можем изменять функцию ЯМ , 
соблюдая только условие ( I ) . К чему следует стремиться 
при этом, показывает лемма 3. 
ЛЕШ 3. Пусть даны: (а) нумерация Г , ( б ) распре­
деление , где &п>0 для всех п и Ц ^ - ' , (в ) 
функция Я , обладающая овойством ( I ) , а также свойст­
вом: 
0<ж</-~ 1-П(х)<. еефа$* • ^ 
где «?>0 - постоянная. Тогда В-стратегия 0щЯ 
обладает овойством: для всех п 
ДОКАЗАТЕЛЬСТВО. Возьмем дерево тех функций•нуме­
рации 0 , каждая из которых до некоторого места с о в ­
падает о функцией : 
А., Ав А4 А* 
'Каждой точке этого дерева можно приписать вероятность 
того , что функция $1 пройдет через эту точку, если < 
выбрано из N по распределению # * " ( щ 1 . Через )3Я 
обозначим вероятность того , что Щ пройдет через точку 
Ая в о I о р о н у от ^ . Через Вя обозначим сум­
му ря + — . Всей ветке приписывается веро­
ятность а ' Л { ^ 1^1-% } • Очевидно, сх> & п , 
СИ*В., </ 
Для стратегии # Г ( Г . (без функции Я ) мы имели бы для 
всех а : 
Для стратегии же Щ имеем 
Иа (2) вытекает, что 
Суммируя: 
Так как + и о(> ^ , то лемма 3 доказана. 
Итак, в интересах оптимальной оценки 5р /?„ (<^ и , ,т\ 
мы долхны мекать функцию Я (я) со свойством ( I ) такую, 
что (2) выполняется при возможно меньшей константе 
о > О . Так как с < ^ - заведомо невозможно (теоре­
ма I , см.§ 2 ) , рассмотрим случай « ? - т - • 
Кривая на рисунке - это у » / - у Лу, у , при 
х- у- наклон ее касательной равен « 4 > / . Если 
функция ЛДО обладает свойством (2) о константной < ? - у , 
то ее график расположен и а д этой кривой. Простейший 
вариант - кусочно-линейная функция Л*М , изображенная 
на рисунке (а- ^{4-1п2)л> 0,4331 / - а * 0,в47). 
Покажем, что Я0 обладает также свойством ( I ) . 
Пусть х1>0 для всех с и Ц*^</ . Менее тривиа­
лен только один случай, когда для всех < : д < х 4 < 4 - а 
В этом случае имеем: 
где х - число слагаемых (очевидно, * 4 В ) . Если 
к-1 , то ]Гх1 < / - а и 
Если же м > 2 , то 
Итак, Л ' обладает свойством ( I ) . Свойством ( 2 ) эта 
функция обладает при константе с - у , поэтому лемма 
3 для стратегии Я^^,* дает: для всех п 
Если в качестве распределения взять 
Т * ~ п&пп)* ' 
то полученная в итоге (для класса и с нумерацией 1> ) 
В-стратегия будет обладать свойством: для всех п 
Из леммы I следует, что ^ г в . « < « прогнозирует любую 
функцию из и . Так как прогнозы этой стратегии неза­
висимы, то можно применить лемму 2 и получить, что 
т . е . допускает иа функции %п , "как правило", не 
более ± ^°9§Р о и и б ° к -
Это почти то , что говорится в теореме 2, за исклю­
чением утверждения о существовании воюду финитной и р е ­
курсивно»; 3-стратегии о требуемым свойством. 
§ 4 . Д о к а з а т е л ь с т в о т е о р е м ы 2 
( ф и н и т н ы й - р е к у р с и в н ы й 
в а р и а н т ) 
Каким образом из В-стратегии & г в . ч получить финит­
ную и рекурсивную В-стратегию Я , которая в смысле 
оценки %2 рЛ Р, ^ I (как функции от п ) была бы не-
намного хуже самой г Основная идея (уже использо­
ванная в [5] ) состоит в залене точного "вычисления" и 
"реализации" вероятностей вычислением и реализацией их 
двоично-рациональных приближений ( т . е . приближений вида 
32* . где а* « N \ толггш такие вероятности 
и реализуемые в конечное время на машине, которая ис ­
пользует бернуллиевский датчик распределения тг '^~ ) • 
При этом точность реализации, естественно, следует быстро 
увеличивать при переходе от к А^т+О и т . д . 
Разумеется, в общем случае, чтобы такая^'финитнза-
ция" была осуществимой, сами исходные объекты в опреде­
лении стратегии А д е должны быть достаточно конструк­
тивными: нумерация^ - должна бить вычислимой, распоеде-
ление €~ должно бить рекурсивной последовательностью 
конструктивных действительных чисел (КДЧ, см. [7] ) , 
функция X должна быть конструктивной функцией действи­
тельного переменного [7] ) . 
Оказывается, выполнение этих и еще одного условия • 
достаточно, чтобы по данным "Г", 9, П построить всюду фи-
нитивную и рекурсивную В-стратегию • которая по 
своим качествам произвольно мало уступает стратегии 0*ея 
(см.роль Функции д(п) в лемме 4 ) , 
18ЦМД 4. Пусть ^ - вычиолимая нумерация некоторо- ' 
го класса о.р.функций, ф- - рекурсивное распределение 
вероятностей на А' (1лкп>0 для всех л , И ^ , - ' ) , 
Я -г неубывающая конструктивная функция на отрезке 
[0,1] , обладающая свойством ( I ) , свойством (2) при неко­
торой константе с > О , а также оледующим свойством: 
при некоторой константе Ы >О 
Пусть выбрана еще произвольная монотонная неограничен­
ная о.р.функция д(п) . Тогда можно построить всюду финит­
ную и рекурсивна 3-стратегию й • , прогнозы которой не­
зависимы и 
ДОКАЗАТЕЛЬСТВО. Возьмем некоторую рекурсивную по­
следовательность КДЧ с - 14т | , где 
Отправляясь от нумерации О , распределения 9" , функ­
ции Л и от Т , будем строить всюду финитную и рекур­
сивную В-стратегию й^яг , которую для краткости обо ­
значим через й , Затем, взяв функция 9(п) и по ней, 
специально подобрав I , мы придем к искомой страте­
гии й в формулировке леммы 4. 
О п р е д е л е н и е п р о г н о з а Я(%т) , 
л > - / . Находим сначала а такое, что ^ в т , 
Еоли среди функций ^ . . . ^ нет ^ со овсйотзом 
';(Уж4п) ЪМ'ГМ, • . (з) 
то полагаем В(?,т)-0 о вероятностью / , Если же 
такие ^ имеются, обозначим через Р сумму воех та ­
ких, что 4414$ и ( 3 ) . Найдем в такое, что & > з л 
Т1Я1<*тР' Затем для каждого ^ вычисляем с недостат­
ком сумму тех , что 4 4 * 4 @ и 
^ 1т* 4) - I Л ( Ух 4 т) *• (х) - Щ 
Каждый из недостатков следует сделать маньое <т Р , 
а приближения непустых сумм следует выбрать отличными 
от нуля. Таким образом, получается конечная ( к к 9 ) 
таблица значений ^ и соответствующих сумм с недостат­
ком: 
и , . . . 
где все р. рациональны и > О . Найдем теперь двоично-
рациональные числа ф', (Ы ]4 х) со свсйотвами: 
Стратегия Й полагает прогноз Р(/,т) равным <у 
с вероятностью . Определение закончено. 
Элементарные выкладки приводят к заключению, что 
если т > т п , где * 
Теорема 2 доказана. 
(ОтносительноС( и Вт си.доказательство леммы 3 . ) Сум­
мируя от - / до •» , получаем оценку 
Третье слагаемое постоянно. Если задаться функцией д(п) , 
последовательность I. легко подобрать настолько быстро 
убывающей, что 
Лемма 4 доказана. 
Применим ату лемму к вычислимой нумерации Г- и к 
распределению 9"' , где 
а ЧЛШЬ к функции % (щ) (определение этой кусочно-линей­
ной функции см. § 3 ) . Функцию д(п) выберем равнойМу (одп\. 
Тогда все условия леммы 4 выполнены, С - у , с1* ^ЙТ" (с/ -
максимум производной Я* ) . Таким образом, мы получаем 
финитную и рекурсивную В-стратегию /? , которая имеет на 
функции ^ сумму вероятностей ошибок не более 
{улл+ С Сод (ЦП, 
где С - подходящая константа. Согласно лемме I й тогда 
прогнозирует любую ^ , а в силу леммы 2 имеет место: 
§ 5 . З а к л ю ч е н и е 
Согласно теореме 2 для любого нумерованного класса 
( и,^ ) можно построить всюду финитную и рекурсивную 
В-стратегию Й такую, что: 
(а) при прогнозировании любой функции из класса и 
Я допускает с вероятностью / не более, чем конечное 
число ошибок, 
(б) если п -большое число, то В допускает на функ­
ции ^ не более, чем у- ЛуЛл *У&у п 1од (су п 
ошибок с вероятностью, близкой к / . 
Теорема I показывает, что эту оценку.нельзя (в о б ­
щем случае) улучшить д о у - / у 4 
Сравним это о результатами, полученными Я.У.Барзди-
нем и Р.В.Фрейвалдом [4 ,б ] о детерминированных (Д) стра­
тегиях. 
1. "Для любого нумерованного класса можно построить 
общерекурсивнуго Д-стратегию, которая допускает на я -ой 
функции не более Лу 4 / » * Лу Ау/у ошибок. 
2 . Существует нумерованный класс такой, что любая 
Д-стратегия вынуждена (для бесконечно многих п ) допус­
кать на п -ой функции но менее Л у 4 л ошибок. 
Итак, получается как бы "уменьшение числа ошибок 
вдвое" при переходе от Д-стратегий к В-стрзтегиям. При­
ведем, однако, еще один результат. Будем оценивать (как 
функцию от л ) среднее арифметическое число ошибок, д о ­
пускаемых Д-стратегипми при прогнозировании первых п 
функций ?] ... Т~п класса (1 . 
I . Для каждого нумерованного, класса (И , Т ) можно 
построить о.р.Д-стратегию,которая (при любом п ) допус­
кает на функциях ?~п в среднем не более 
0,585 1оугп +ОЦ) ошибок. 
2 . Существует нумерованный класс ( и , €~ ) такой, 
что любая Д-стратегия (при любом п ) допускает на $"г.лл 
в среднем более т Л у , " - - у - ошибок. 
Доказательство, этих фактов мы опускаем. Имеются д о ­
воды з пользу того, что в верхней оценке 0,565 можно будет 
заменить на ^ . 
Таким образом, и Д-стратегии допускают "как правило" 
не более у-Лу*," ояибок, наравне с В-стратегиями. Однако ' 
для всякой Д-отратегии может встретиться ситуация, когда 
для бесконечно многих п на функции Т"п число допускае­
мых ошибок определенно не меньше Л у 4 п . Таких п 
"мало" (средняя ошибка < у- Лул п ) , но на них Д-отра-
тегия работает действительно плохо. В случае же В-стра­
тегии с небольшой вероятностью число ошибок может прев­
зойти ^ (о§л п , но при « - ~ « » 8 т а вероятность стре - " 
митоя к нулю. 
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РАСШИФРОВКА АВТОМАТОВ С ПОМОЩЬЮ ПРОСТЫХ ЭКСПЕРИМЕНТОВ 
ПРИ ОТСУТСТВИИ ВЕРХНЕЙ ОЦЕНКИ ЧИСЛА СОСТОЯНИЙ 
Я.М.Барздинь 
В [I] было показано, что существует эксперимент 
(как кратный, так и простой), расшифровывающий "боль­
шинство" конечных а в т о м а т о в и в том случае, когда об этих 
автоматах верхняя оценка чиола состояний не известна, Там 
же были получены и верхние оценки длины соответствующих 
экспериментов. В случае кратных экспериментов эти оцен­
ки носили достаточно окончательный вид. Однако в случае 
простых экспериментов разница между нижней и верхней 
оценкой была весьма значительной - Соответственно д и 
е* . Цель настоящей статьи - в случае простых экспери­
ментов при равномерной (следовательно, и неравномерной) 
расшифровке получить верхнюю оценку длины эксперимента 
вида не ( к -ч::зло ооотояний "черного ящика"). Этот 
результат был сформулирован без доказательства в [2] . 
Будем пользоваться понятиями и обозначениями из 
[I] . Напомним основные из них.. 
Под а в т о м а т а м и будем понимать обычные 
конечные инициальные автоматы, выход которых в любой 
момент может завиоеть как от состояния, тгк и от входа 
в этот же момент. Предполагается, что вое эти автоматы, 
употребляют один и тот же входной алфавит * т \ , 
где. т-соп${ъ2 , и один и тот же выходной алфавит 
У"\У<> -чУп и г д е п-сопН>2, Далее, будем считать 
(хотя это и не так существенно) 4 что состояния автоматов 
занумерованы и равны соответственно у0, фнфв, ... , 
где у, , если не оговорено противное, является на ­
чальным состоянием. О п е р а т о р , который реализует 
« 
автомат Ш при начальном состоянии ^ , обозначим 
через 7"< а*,Л.>. 
Автоматы рассматриваются как "черные ящики", о 
внутренней структуре (в том числе и о верхней оценке 
числа состояний) которых ничего не известно (или извест­
но, ко при данной постановке не разрешается пользоваться^. 
Предполагается, что о "черными ящиками" можно проводить « 
простые эксперименты. Под а л г о р и т м о м П 
п р о с т о г о э к с п е р и м е н т а н а д " ч е р ­
н ы м и я щ и к а м и " ("алгоритмом расшифровки") по­
нимается эффективное предписание, описывающее простой 
разветзленный эксперимент и указывающее, как по результа­
ту этого эксперимента строить соответствующий автомат 
(который предположительно работает также, как заданий 
"черный ящик"). Точнее,алгоритм П , примененный к авто­
мату 3?2 , работает по шагам. На каждом шаге алго­
ритм /7 проделызает о автоматом №1 , находящимся в том 
состоянии, в котором он остался после предыдущего шага, 
некоторый простой однородный эксперимент, и в зависимос­
ти от результата этого эксперимента, а также результата 
экспериментов,проделанных на предыдущих шагах, делает 
одно из двух: а ) или выдает результат г7(ЗЯ)- некоторый 
автомат (например, в виде диаграммы); б ) или строит но­
вое входное слово, которое определяет простой экспери­
мент, проводимый на следующем шаге. Ясно, что алгоритм 
П нигде не использует информацию о верхней оценке 
числа состояний автомата Ж . Состояние автомата 
231 , в которое он переходит в результате приме­
нения алгоритма П , обозначим через фп . Будем г о ­
ворить, что алгоритм П расшифровывает автомат ТЭТ , 
если Т<п(яг),^>" 7<&,а0> > » т « е « в о л и алгоритм П 
однозначно определяет дальнейшее поведение автомата 
Ш . *) ' 
[I] данное Понятие расшифровки названо остаточной 
.расшифровкой. 
Длину простого эксперимента, который проделывает ал­
горитм /7 .примененный к Ш , обозначим через П*(Ш) . 
Другими словами, П*(7Я) - общее число входных символов, 
вводимых в т , в процессе применения алгоритма П . 
Положим ' . 
П*(х)- так П*(Ш) 
где тах берется по всем автоматам 9П , имеющим * 
сое г е н и й . 
Пусть ЛР - класс всех попарно неодинаковых автома­
тов (два автомата и У1Я мы считаем одинаковыми 
тогда и только тогда, когда любые два состояния о одина­
ковыми номерами как в диаграмме ДО, , так и в диаграмме 
ЯКг связаны между собой ребрами, одинаково ориентирован­
ными и о одинаковыми входными и выходными'пометками). 
. Пусть 1 ^ , { - некоторое разбиение на конечные подклассы 
и - множество тех автоматов из ^С*ц , которые ал­
горитм П расшифровывает. Рассмотрим отношение 
рлш№л\ №л I (через \ц \ мы обозначаем мощ­
ность множества Ц ) . Будем говорить, что алгоритм П 
расшифровывает автоматы с частотой /*•** при данном раз­
биении | Л | .если Рл > / - ** для всех Л . В 
данной работе мы рассматриваем разбиение, при котором два 
автомата относятся к одному и тому же классу, если они 
отличаются только функциями выхода (такое разбиение будем 
называть разбиение по графу). Это разбиение являетоя д о ­
статочно мелким. Поэтому из расшифровки с частотой $* л 
при данном разбиении следует раошифровка о частотой / - * 
при более крупных разбиения», например, таких, как раз­
биение по числу состояний, когда любые два автомата отно­
сятся к одному подклассу, если они имеют одинаковое число 
состоять ! . Впредь говоря, что алгоритм П р а с ш и ф ­
р о в ы в а е т а в т о м а т ы р а в н о м е р н о с 
ч а с т о т о й / - 6 , мы будем иметь в виду именно 
разбиение по графу. Под а в т о м а т н ы м г р а ф о м 
будем понимать граф, который получается из диаграммы а в ­
томата, если отереть выходные пометки (а входные оста­
вить; , Очезндко, из автоматного графа С с к • верши­
нами, расставляя всевозможными способами выходные помет­
ки, можно получить пт* попарно неодинаковых автоматов. 
Класс таких автоматов обозначим через 2" . Таким обра­
зом, если алгоритм /7 расвифрсвызает автоматы равномер-и 
но с частотой , то это означает, что для любого 
азтоиатного гпафа б имзет место 
\&*\1\М\>1~щ, 
3 дальнейшем алгоритмы на "черными ящиками", описы­
вающие простые эксперименты, будем отождествлять с сами­
ми экспериментами и вместо "существует алгоритм П ," 
описывающий простой эксперимент" будем говорить "сущест г 
вует простой эксперимент /7 " . 
ТЗСР2ЛА. Для любого е>0 существует простой экс ­
перимент П , которой расшифровывает автоматы равномер­
но с частотой / - с и имеет 
П*(к)< кс+с я , 
где с - константа, не зависящая от к и г : , н е , -кон-
отанта, не зависящая от к , но зависящая от е , 
Скачала напомним некоторые обозначения из [I] , к о ­
торые нам понадобятся при доказательстве теоремы: 
<7П,а,.>- автомат Ш при фиксированном начальном с о ­
стоянии ^ ; если у. - ^ , то вместо <Г Ш, % > обыч­
но пишется просто Ш ; 
^•Ж,а.>*- выходное слово, в которое оператор Т < 7 П ^ 
перерабатывает входное слово X ; 
улх - состояние автоката, в которое слово х 
переводит состояние о : 
-Iаи: {— чисЛо состояний автомата Ш ; 
| а |- число вершин графа О ; 
Я<ц | > (*) ~ с п е к т Р достижимости автомата (автоматного 
графЙ « ? , « , > (см. с . 168 [I] ) } 
Д в У (х) - словарный спектр достижимости автомата 
(автоматного графа) р., (см. с.308 [ I ] ) | 
Р<тп,а> М - словарный спектр насыщения автомата 
(см. с . 308 [ I ] ) ; 
' в - подмножество множества 8" , состоящее 
в точ'Лсти из тех автоматов Ш , для которых Р<т,%>(кк1 
(см. с . 308 [ I ] ) . 
Для доказательства те.ремы нам понадобится ряд вспо­
могательных утверждений. 
Будем считать, что произвольным образом фиксированы 
л > О и автоматный граф 6 , 
ЛЕММА I . Пусть произвольным образом фиксированы на­
туральное число и , большее некоторого *•/ » * 
подмножество вершин и графа в такое, что | и \{ и' . 
Тогда для любого входного слова х по крайней мере 
(^~-ц~)-^п Доля всех автоматов 192 множества <3 обладает 
следующим свойством А < какую бы вершину ф л и мы ни 
брали, если Ъ(Л ^ > (х)-> и'~ и- / , то 
?<т,9.>(*)>и. 
Автомат Ш в 5" будем называть и - д о п у с т и ­
м ы м / п р и и , если для него имеет место свой­
ство А из леммы / . Согласно лемме I , при а> и'л а 
и , \Ц \4и* по крайней мере ( # & ) *-У» долю из 
•всех автоиатов множества 2* < составляют автоматы, явля­
ющиеся и -допустимыми / при и . 
ДОКАЗАТЕЛЬСТВО ЛЕММЫ I , Пусть фиксированы натураль­
ное число ц , подмножество вершин И графа <? , 
\ц \4 и', входное слово * и Ъериина $». графа 4 , 
*^Более точно это означает следующее «существует такое и'., 
что как бы мы ни фиксировали натуральное и большее и' , 
имеет место требуемое утверждение. * 
Согласно лемме 14 из главы 1У [ I ] , 
\<*)<«\ (пи)1 
Обозначим через ,У' подмножество # , состоящее 
из всех чех вершин ^ , для которых д<Лщ9.)(х)^и*-8^яи-11, 
а через^* и ' ^<» " множеотво всех тех автоматов Ш из 
С , у которых существует хотя бы одна вершина о1 т и 
такая, что ^<га,91>М<и • Очевидно, 
I ти 
Отсюда следует, что при и , больших некоторого , 
или, что то же саысе, по крайней мере -ая доля 
из м е х автоматов множества 5 * обладает свойством А 
из леммы.I. Лемма доказана. 
ЛВШ 2. Пусть « и * - произвольные натуральные 
числа. Тогда можно эффективно построить входное слово 
в3(к) длины \ 4кт4*Чп2к ] , обладающее сдрдующим 
свойством: какой бы азтоыатный граф С мы ни брали, е с ­
ли И^^.у (г)ьк для любой вераины ^ графа (3 , то и 
3><а,}.>('^(н$ ** Д-л п любой вершины ^. графа й . 
ДОКАЗАТЕЛЬСТВО. Для доказательства леммы, очевидно, 
достаточно показать, что можно эффективно найти входное 
слово 6в (к) длины \4кт**% 2к ] , обладающее следующим 
свойством: какой бы автоматный граф<3 с И<л^(0ьк 
0,1,2,...) мы ни брали и как бы мы в нем ни отмоча-
ли л - / вершин, включая д , всегда из вершины «г 
оловом й$ (к) можно достичь одной неотмеченной верши­
ны (под вершинами, достижимыми словом в «мы здесь п о ­
нимаем все вершины, которые лежат на пути, определяемом 
словом Сопоставим графу б о * - / отмеченными 
вершинами вспомогательный граф й' , который получается 
из графа б , если отбросить неотмеченные вершины, а 
ребра, исходящие из отмеченных вершин и входящие в неот­
меченные вершины (этч ребра будем называть запретными), 
подсоединить к произвольной отмеченной вершине. Очевидно, 
в графе а' олово * достигает из вершины у0 неотмечен­
ной вершины тогда и только тогда, когда в графе а это 
же слово достигает из ^ какого-нибудь запретного ребра. 
Так как для любой вершины р. графа б имеет место 
2><л>в у (з))к « т о для любой вершины ^. графа <? 
существует входное олово длины, не превосходящей * , 
которое в графе С' достигает из вершины ^ хотя бы одно­
го запретного ребра.Рассуждая в точности так же, как при 
доказательстве леммы I ив [2] , нетрудно убедиться, что 
число входных слов длины 2рв , которые в графе О ' не 
достигают из вершины а. ни одного запретного ребра* не 
превышав* (т**-зт' )* . С другой стороны, так как 
|в'|<«; , то число различных графов типа б ' (раз­
личных о учетом фиксации запретных ребер и бее учета ну­
мерации вершин, отличных от ) меньше, чем к , $ т . , 
где к т - число неодинаковых автоматных графов с * 
вершинами, и ё"" - число способов, которыми в графе б 
о к вершинами можно зафиксировать эапре:*Ые ребра. От­
сюда получаем , что число .тазличных входных слов длины 
2 рв , каждое из которых хотя бы в одном графе 
типа б ' не достигает из вершины у ни одного запрет­
ного ребра (или, что то же самое, хотя бы в одном гра ­
фе й упомянутого выше типа при каком-нибудь способе 
фиксации к-1 отмеченных вершин не достигает из верши-
ны * ни одной неотмеченной вершины), не превышает 
к
т*2т*(т*'' ат*~')р . Далее, рассуждая опять в точ­
ности так ~е , как при доказательстве лешш I из [2] , 
получаем, что при 2рз-\4т'*1лнтя2т*]-[4кт* Сл2к\ 
обязательно найдется хотя бы одно входное олово, не о б ­
ладающее упомянутым выше свойством. Очевидно, это слово 
можно эффективно найти; оно будет искомым словом вг (ж) . 
Лемма доказана. 
Через ^<в,#4> обозначим число вершин графа 67 (ав ­
томата 67 ) , достижимых из вершины ^ входными слова­
ми. Будем говорить, что слово ж о с т а т о ч н о 
р а з л и ч а е т состояния ^ , ^ автомата ИТ , 
если в случае, когда у^х + д^х , имеет место 
Тш,^/ ф т<ш,^> * . * -
ЛЕША 3. Для любого натурального и , большего неко­
торого и'е , можно эффективно построить входное слово Ни) 
длины Ц6(ид<и*к де а - некоторое положительное число, 
не зависящее от и и с ) таксе, что для любого автомат­
ного графа <? и любого подмножества и его вершин, где 
\Ц\ < и3 , по крайней мере ((~ и\ - а я Д ° л я и э в с е х 
автоматов Ш множества 5 обладает следующим свойст­
вом В: какие бы два состояния ? к , д^ автомата Ш 
мы ни брали, если эти состояния принадлежат и и по 
крайней мере одно из них (пусть это будет ^ ) удовле­
творяет условию $<&,^й/и)>> 8 Содп и , то слово оУи) 
остаточно различает состояния , . 
Автомат ЮТ* 5 будем называть и -д о п у с т и -
ы ы м Ц при и , если для него имеет место 
свойство В иэ леммы 3 (при слове Ц<4 из леммы 3 ) . 
Согласно лемме 3, при и> и, и и, \и\ 4 и' , по край­
ней мере (/'и") "У1 0 долю из всех автоматов множества 
2* составляют'автоматы, являющиеся и -допустимыми / / 
при и 
, • ДОКАЗАТЕЛЬСТВО ЛШЫ 3.Пусть ^ , ^ - проиэволь-
иые две вершины графа в и 8 - в х о д н о е слово такое, 
что Д<4,щ/ (4>9 ( и л и *<*,Ъ>(4>0 ) . г д е ? -
, некоторое число. Пусть в некоторой автомате ЗПе& слово 
в остаточио не различает состояния %с 9 9^ 3 **е* 
т<*Ъ<ь>в- . • 8 **3+Ъ* • т*к 
то легко Е и д е т ь , что в слове в не неньве чен о букв 
имеют -первичное вхождение (определение ( ^ . ^ ) -
п е р в и ч н о г о в х о ж д е н и я см. в [I ] , с . 
337) . Отсюда и из лемм I и 2* г л а в ы У [ I ] следует, что 
доля тех автоматов из множества <? , для которых слово 
* 6 не различает (следовательно, к остаточио не различа­
ет) состояния ^ , ^ , не б з л ы е чем (%?)* • Пусть 
фиксировано подмножество вершин и графа а,\и \ 4 а* 
(следовательно, число различных пар ( ) вершин, 
принадлежащих и , не превосходит и' ) , и пусть в(и) -
входное --лоно такое, что для любой вершины а графа в , 
для которой 0<Щ»щ.ЩЬ>§1 » инее* место *<я1щл^**4*9 • 
Тогда из изложенно. о выше следует, что не более чем у 
и'(-})-)Ч -ой доли из всех автоматов Ш множества 5 
существуют такие два состояния ^ , ' л . \ принадлежащие и 
и удовлетворяющие условию Я**^тф&4 (лля^<«,ц1^>^{Х 
что слово в/и) их остаточио не различает. Пусть теперь ? 
такое, что " ' 6 » " ^ ' * м • ВР" и • большем некото­
рого ае , в качестве такого «у можно б р а т ^ ^ - ^ Л у а . 
• Поэтому лемма будет доказали 4 если мы докажем следующее 
утверждение: 
При и , большем некоторого Ел , существует 
входное слово в (и) длины С и * (где в не з а ­
висит от и и е ) такое, что да* любого графа й и 
любой его вершины о , для которой 3<б,^$гф >лаУ0 * • 
имеет место Я<вго > Л»У«/ * * ^5Г„ * • 
Справедливость данного утверждения легко вытекает 
из легмы 2 при 1?,'д1одп и. Для этого рассмотрим 
олово ^ (?,) из леммы 2. Пусть И^в^.Ь » 7, 
Тсгда, не меняя путь, начинающийся с вершины и с о ­
ответствующий слезу 8у (у,} , граф 5 можно перестро­
ить в другой граф (?' ' , у которого при 
выполняются условия яекцц 2, т . е , 3<а\91>(9»)> 9ф 
для Любой зершины д.. е С . Поэтому, согласно лемме 2, 
Лв,'^> (Ц, * 4$ • Т а к к а к п о построению 
2<4%1>('М''$<^*1ёьЫ • х о о т с ю д а 
Теперь легко видеть, что олово 8(и)-8дв/дв) пзляется ис ­
комы:,:. Длина этого слова 8/8/и$- [4д т ф?дА и, сле-
дозателько, при и больше;.: некоторого йе тъшВ/8(и]}и\ 
где а - число, не зависящее от а к с . 
Очевидно, слово В (и) может бить также и эффективно 
построено, лемма доказана. 
Слово 8(и) из леммы 3 там, где это не вызывает не­
доразумений, обозначим престо через 6 . Далее, обозна­
чим через 8* слово . 88 .. 8, . Положим 
- • ра* . . 
8'(и)- 8 й , 8-'(и)-Ьи -'. 
Ззедем еще одно понятие. Пусть, начиная о некоторого с о ­
стояния ^ автомата 7П мы подаем слово в'(и). В резуль­
тате 7П перейдет в состояние В'(и) . Обозначим "ерез 
у выходное олово, которое выдает т при подаче послед­
него 8 , т . е . у ЦЖщЩ 6'~'(и)~, & • Слово у будем назы­
вать с . - х а р а к т е р и с т и к о й состояния 8'(и). 
Пусть / - некоторый путь в графе б . Будем говорить, 
что / содержится в подмножестве вершин С/ , если все 
вершины, принадлежащие / , принадлежат также и и . 
ЛВМЦд 4. Пусть произвольным образом фиксированы на­
туральное число и, и > , подмножество вершин и 
графа а , \и\< и* % и автрц&а Ше$ , являющийся 
и -допустимым II при Ц . Пусть далее 9и * 9* ~ 
произвольные два состояния автомата Ш такие, что: 
а ) пути, начинающиеся с и ^  изадаваемые оловом 
б'(и) , содержатся в и ; 
б ) по.крайней мере для одного,из этих состояний 
(пусть это будет 5^ ) И<6,^/'(и)у *8&уя и . 
В таком случае состояния Ц^ощ %ъД(щ совпадают 
( т . е <^6'(и}'(^Й'(и) ) тогда и только тогда, когда ^ -
характеристика состояния %,В'(и) совпадает с *^ - характе­
ристикой состояния а В'/и) • 
ДОКАЗАТЕЛЬСТВО. Пусть выполнены условия леммы. Для 
простоты в'(Л) обозначим через в' . Сначала рассмотрим 
случай, когда ^ В'-^В' . Покажем, что тогда ^ - х а ­
рактеристика состояния <рл В' совпадает с ^ -характерис­
тикой состояния ^ В' . Так как число различных пар состо ­
яний, принадлежащих II , меньше и' я слово В' оодержит 
и6 раз слово В*Ы<4 , то обязательно найдется / , / < ив , 
такое, что в/ «к В^)~(9<В\ ^ В') . Отсюда и видно, что 
^ -характеристика состояния ^ В' совпадает о ^ - х а ­
рактеристикой состояния й§ б' , 
Пусть теперь дано, что ^ - характеристика состоя­
ния д^В" совпадает с -характеристикой состояния фАВ' . 
Покажем, что 9^'ж9*3' • Т а к к а к 9л и 9л У Д 0 В Л в ~ 
творяют условиям данной леммы и слово ВтВ(и) из леммы 
3, то по лемме 3 получаем, что слово / должно остаточ­
ио различать состояния § , 9^В''' . ^ о так как 
В' и в ^ ' имеют одинаковые характеристики, то 
^*,^^">0"7<даг,а / '" '> ^ • Эт° означает, что обязатель­
но %^В'" с^В'' л (так как в противном случае слово В 
не могло бы остаточио различать 9 ^ * ' ' ' ^' Л е & , м а 
доказана. 
ЛЕШ 5. Пусть произвольным образок фиксированы на­
туральное число а и подмножество Ц графа Ч такое, 
что | и | < и' . Тогда по крайней ивре(/-&-) -ая доля из 
всех автоматов Ж множества О. обладает следующим 
свойством С : какие бы два состояния ? л , ^ автомата 
7П , принадлежащие и , мы ни брали, если эти с о ­
стояния различимы, то их различимость может быть установи 
лена подходящим входным словом длины г(и,е)- 7*о$п и+(оуп 
Автомат у?2ей будем называть « - д о п у с т и -
м а и Ш п р и и , если для него имеет место свой­
ство С иа леммы 5. Согласно лемме 5, при и ,\и \< а3, 
по крайней мере ( / - •%•) -ую д лю из всех автоматов 
множества 3 составляют автоматы, являющиеся а - д о ­
пустимыми щ при и . 
ДОКАЗАТЕЛЬСТВО ДЕВДЫ 5. Обозначим через &#г^,г мно­
жество всех тех автоматов из 5 , у которых существуют 
хотя бы два состояния ^ , , принадлежащие и , 
которые не различимы входными словами длины г , но 
различимы входными словами большей длины. Так как число 
различных пар состояний, принадлежащих и , не превос­
ходи и* • то , используя неравенство (5) из доказа­
тельства теоремы 5 . 1 . [ I ] , получаем 
Пусть теперь п(и,с) такое, что и*(^)^и'1\ -ц- . Вы­
ражая отсюда г'(ч,е) , получаем справедливость лем­
мы 5. 
Для формулировки следующей леммы введем еще неко­
торые понятия. Под г -окрестностью (или окрестностью 
радиуса г ) вершины ^ графа 6 будем понимать с о ­
вокупность всех,тех вершин, которые достижимы из верши­
ны ^ входными словамк/длины не более г . Будем гово -
рить, что с л о в о х в ы х о д и т з а п р е д е ­
л ы л - о к р е с т н о с т и в е р ш и н ы ^ , е с ­
ли вершина х или какая-нибудь другая вершина, дости­
жимая иэ начальным куском слова х , не принадле­
жат г -окрестности д.ы . 
ЛЕММА 6. Пусть произвольным образом фиксированы на­
туральное число и , большее некоторого , и под­
множество и вершин графа <? такое, что | и |* и1. 
Тогда по крайней мере -ая доля из всех автома­
тов Ш множества а ооладает следующим свойством 2> : 
какие бы два состояния ^ , р автомата Ш , принад­
лежащие Ц. , мы ни брали, если эти состояния не разли­
чимы входными с говами длины г/и) - в 1од9/) и , то для 
любого входного слово х , которое хотя бы для одного 
из этих состоянии выходит за пределы окрестности радиу­
са г(и)-81ед^и. , состояния ^х и ^ х совпадают ( т . е . 
Автомат Щ& 5" будем называть и -д о п у о т и-
м ы м IV п р и 11 , если для него имеет место свой­
ство 2? нз леммы 6. Согласно лемме б, при и>и^ *и , 
\и \ < и1 » п о крайней мере -ую долю из всех 
автоматов множества 2 составляют автоматы, являющиеся 
и -допустимыми 17 при и . 
ДОКАЗАТЕЛЬСТВО ЛЕММЫ 6. Пусть фиксированы натураль­
ное число и и подмножество и вершин графа в , 
\Ц |< и1 . И з леммы 5 вытекает, что при и , боль­
шем некоторого и% , по кра'йней мере -ая доля из 
всех автоиатов Щ[ множества # обладает следующим 
свойством: какие бы два состояния автомата ЗП , при­
надлежащие и , мы ни брали, если эти состояния не раз ­
личимы входными словами длины г(и)- 81<фп ц , то они 
не различимы и входными словами большей длины. Поэтому 
лемма б будет доказана, если мы докажем утверждение, 
отличающееся от утверждения леииы 6 тем, что в свойстве 
д вместо "не различимы входными оловами длины 
г(и)*6с*о/яи", стоит "не различимы произвольными входными 
словами". Заменяя такое утверждение его отрицанием, по­
лучаем, что лемма 6 будет доказана, если мы докажем сле­
дующее утверждение. При и , большем некоторого ие , 
не более чем тя -ая доля всех автоматов ЗК множества 
3 обладает следующим овойством: существуют по краМкей 
мере два состояния ^ • ^ автомата Ш , принадле­
жащие II и не различимые входными словами (все равно 
какой длины), и существует входное олово х , выходящее 
хотя бы для одного из этих состояний за пределы окрест­
ности радиуса г/и)-д/ф„ и такое, что ^ х + ^ х . 
Для проверки справедливости этого утверждения заметим 
следующее. Если 9ля*9ах и с л о в о * выходит за пре­
делы /• -окрестности вершины , то по крайней мере 
г букв слова х имеют ^ -первичное вхож­
дение. Отсюда, используя леммы I и 2 ' из главы У [ I ] , 
получаем справедливость следующего утверждения: пусть 
фиксированы произвольные две вершины ^ , ^ графа С 
и п у т ь для них существует слово х такое, ччо у^х + с^х 
ж хотя бы для одной из этих вершин слово х выходит за 
пределы ее г -окрестности; тогда не более чем у/^/ -ой 
доли из всех автоматов Ш множества сХ состояния ^ , 
Й1 будут неразличимыми. Так как число различных пар 
вершин, принадлежащих и , не больше чем и* , то из 
предыдущего утверждения получаем справедливость следую­
щего утверждения: не более чем и'(^)г -ая доля из всех 
автоматов Я7 множества 8 обладает тем свойством, что 
существуют по крайней мере два состояния <^ , ^ авто­
мата Щ • принадлежащие II и не различимые входными 
словами, и существует входное слово х , выходящее хотя 
бы для одного из втих состояний за пределы окрестности 
радчуса г , такое, ч т о . ^ х * ^ * . Пусть теперь 
Ни}* Модп и • Тогда, очевидно, при и , большем не-
«ч. йН Ж 
которого ие , будет иметь место неравенство и (ур] ч< тг« 
Отсюда следует справедливость требуемого утверждения. Лем­
ма доказана. 
Пусть жихг^...,жт , как и выше, буквы входного 
алфавита. Будем считать, что х, < хг < •• • < жт . Под 
л е к с и к о г р а ф и ч е с к и м у п о р я д о ч е ­
н и е м входных олоз будем понимать следующее упорядо-
чеьие: сначала идут входные слова длины I , затем входные 
слова длины 2, затем длины 3 и т . д . , а среди входных 
слов X"*(1}—жШ, %'~х'(4}-.-х'(1) одинаковой длины •б рань­
ше идет слово ^ , если существует такое / а , что 
х(4)-х'М,...,х(/-*)-х'0-4 *ъхф<*'Ц) . Если при 
лексикографическом упорядочении слово ^ стоит раньше 
слова , то будем говорить, что ^  меньше */' . 
Пусть Ш - произвольный автомат, принадлежащий <? , 
^. - произвольная вершина (состояние) графа & (автома­
та Ш ) и г - произвольное натуральное число. 1!ы т е ­
перь определим две последовательности входных слов: од­
но - исходя из графа 6 , второе - исходя из автомата 
Ш . Будем считать, что вершины графа О. (автомата*??), 
достижимые из д.. входными словами, разбиты по ярусам: 
О -ой ярус состоит из вершины ^ , л -ий ярус (А-1,2.,-) ~ 
из всех тех вершин, которые достижимы из д,{. входными 
словами длины Н , но не достижимы входными словами 
меньшей длины. Далее, будем считать, что все эти верши­
ны упорядочены*. 
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где сначала идет вершина Л-ого яруоа, затем вершины 
1-го ярусе, затем 2-го яруса и т . д . , а вершины одного 
и того же яруса А упорядочены так, что сначала идут 
вершины, в которые ведут ребра из 1-ой вершины (п-4) - го 
яруса, затем вершины, в которые ведут ребра иа 2-ой вер­
шины [Н-1] -го яруса и т . д . , причем среди вершин, соот ­
ветствующих одной и той же вершине^ (Н'Ц - го яруса, 
раньше идут те , в которые ведут ребра из ^ , помеченные 
меньшими входными буквами. Под а д р е с о м Х<щ,^-,(9) 
(или У, (а) ) вершины « относительно в. будем 
понимать наименьшее'входное слове г (согласно лексико­
графическому упорядочению), при котором • Очевид­
но введенное выше упорядочение у'*, о . ^ ... - это 
упорядочение вершин в лексикографическом порядке их ад- • 
ресов. Под (г*1) - п о с л е д о в а т е л ь н о с ь ю 
.у^у входных слов будем понимать лексикографическую 
последовательность всевозможных входных слов длины не 
более г+1 : 
4 , V, (*-т + т**"+т™/. 
Обозначим через ?<Л7)9.} /9) последовательность 
входных слов, которая получается из , если в на­
чале каждого слова 9би>г^1 приписать слово Х<т,^>(9) • 
Определим теперь последовательность входных слов 
Последовательность 9(6,1} , ^ . очевидно, может быть 
эффективно построена, если в нашем распоряжении имеется 
граф Д или диаграмма автомата < Ш, у. > . Однако если 
автомат < 7П, р.> представляет собой "черный ящик" 
(хотя и с "возвратной кнопкой"), то по нему (используя 
только опрос) последовательность д(в,^,г) не всегда 
может быть построена. Мы сейчас построим другуг последо­
вательность входных слов <-п(ЗКг$. ,г) , в некотором смыс­
ле близкую д((л^9^г) » н 0 У 3 1 6 Глодающую тем свойством, 
что каждый следующий ее член может быть эффективно по ­
строен, используя опрос автомата < 13Х, л,у предыдущими 
членами этой последовательности. Построение этой после­
довательности будет связано с построением некоторого 
автомата < Ш\ > . Для удобства дальнейших рассужде­
ний автомат <Ш\ о.> мы сначала построим, используя ди-
аграмму автомата < VI, д. у , а затем покажем, что этот 
же автомат (с точностью до нумерации состояний) может 
быть построен, используя только опрос автомата <.Ш,д.У . 
Автомат <ж', д.у будем строить поярусно, используя 
вершины к ребра (вместе о входными и выходными пометками 
на них) диаграммы автомата < 49?, д.. > . Вершина ^ , 
также как и в автомате < VI, % > , составляет О -ой яруо 
и в автомате < VI', д.> . Далее, пусть уже построены пер­
вые А яруоов автомата <Ш', д. У и пусть 
Л» Рж > •••» Рв 
- вершины А - г о яруса, выписанные в порядке следования 
(при лексикографическом упорядочении) их адресов относи­
тельно д_ как вершин автомата < д- > . Тогда построе­
ние И* 1 - г о яруса происходит следующим образом. Рас­
сматриваем в автомате <9П, д.? вершины, в которые ведут 
ребра из вершин А - го яруса автомата < ЯП', д{ ? (это 
вершины вида ру х^ ) • Упорядочиваем эти вершины следую­
щим обоазом: 
и обозначим их соответственно через 
А» А • •••» Л»'» ••• 
Начинаем с вершины рг' . Если она, как вершина автомата 
< VI, д. > , не отличима входимыми словами длины г от 
какой-нибудь из уже построенных вершин автомата <яп,'д{> 
(пусть это будет вершина д. ; при определении отличи­
мости она тоже рассматривается как вершина автомата 
< VI, д. > ) , то вершину р' вычеркиваем (за исключе­
нием случая, когда р,'=д ) , а ребра, исходящие из вер ­
шин предыдущего яруса и входящие в эту вершину, подсое­
диняем к вершине д . Если //,'»отличима входными слова­
ми длины г от любой иэ уже построенных вершин автомата 
<9П',д.У , то вершину р] вместе с ребрами, исхс— 
- д у ­
дящими из вершин предыдущего яруса и входящими в р/ , 
относим к (ЬН) -ому ярусу автомата < « # / ^ > . Пусть 
таким образом мы уже просмотрели вершины р/,/>/' . 
Тогда с вершиной поступаем так же, как с вершиной 
р] .к именной, если р}+/ неотличима входными словами 
длины л от какой-нибудь из уже построенных вершин а в ­
томата < # г | ^ > (это может быть как вершина первых А в 
ярусов, так и вершина из уже построенной ч а с т и - г о 
яруса) , то вычеркиваем, а ребра, входящие в нее, 
подсоединяем к неотличимой от нее вершине. Если />у*/ 
отличима входными словами длины г от любой из преды­
дущих вершин азтомата <9П', у. > , то ру+< вместе с реб-
• рами, входящими в нее, относим к -ому ярусу авто -
• мата <99Т', % > . Таким образом, каждая следующая верши­
на, которую мы присоединяем к автомату <991', %>, имеет-
больший адрес (относительно р. в 791' ) , нежели пре­
дыдущие вершины автомата < 2йг,'#> . 
Из изложенного выше непосредственно вытекает 
ЛЕММА 7. Если г - число, не меньшее степени раз­
личимости автомата < 992, а. > , 10 <9П',о.. > является при­
веденным автоматом для автомата < VI, ^.> (следовательно. 
Отметим еще некоторые свойства автомата <9П', а. у 
Во-первых ребра, которые существовали между вершинами, 
когда они еще были вершинами автомата < 9п, у, > , сохране­
ны и в автомате <9п\ р.> . Во-вторых, в автомате 
по сравнению с автоматом < 997, р. > , между оставшимися 
вертиками добавлены некоторые новые ребра; эти ребра 
возникли в результате подсоединения ребер, входящих в 
вычеркнутые вершины, к более ренним вершинам автомата 
<7П', р. > ; при этом вершины, которые мы вычеркивали, 
всегда имели большие адреса, чем те вершины, к которым 
мы подсоединяли концы р'обер, входящие, в вычеркнутые в?р-
шины. Следовательно, в результате такой процедуры мы не 
могли уменьшить адреса оставшихся вершин (то сравнению 
о тем, каковы они были относительно д. в первоначальном 
автомате < # ? , ^ > . В-тротьих, при построенииС9п\д1 > из 
<&?,$.>< мы некоторые вершины автомата <9П,е. > вычер­
кивали. Такая операция, как легко видеть, токе не мояет 
уменьшить адреса оставшихся вершин. Другие операции в 
п р с е с с е построения автомата <9П,' д. > мы не использо­
вали. Таким образом имеет место следующая 
ЛЕММА 8. Любая вершина д , которая принадлежит как 
автомату <7П, д.>, так и автомату <ЯП',дгу , обладает тем 
свойством, что ее адрес относительно д. в автомате 
<.Ш\д.> ае меньше, чем ее адрео относительно д.. 
в автомате < 7П, р > 
Для построения последовательности т()П,д{,г) выпи­
шем теперь вершины автомата <,#г', д. > в порядке их по ­
строения или, что то же самое, в порядке следования их 
адресов относительно д.. в <ЯЛ\ д^ > | 
••• • 3< > ••• 
Положим 
Легко видеть, что число членов ( т . е . входных слов) по­
следовательности т(Щ,д^г) не превосходит ку , где 
к -число вершин автомата Ш , достигших из ^ , а 
у -число членов последовательности шг^( 
(у*т*т*+--*ггГ*% Таким образом 
ну < кт ( I ) 
Длина одного члена последовательности ™(М,$,г} не пре­
восходит 
тах 
Хотя выше мы и определили автомат < 7П', ^ > и после­
довательность т(1Я,о.,г) , используя диаграмму автома­
та (.071, ^ > , однако нетрудно убедиться,что автомат 
(ЗЯ'у^У ( ° точностью до нумерации состояний) и вместе 
с тем и последовательность т(7П,^пг) могут быть после­
довательно построены, используя только опрос автомата 
(Я?,р.> предыдущими членами последовательности гп(гя,%,г) 
В самом деле, рассмотрим построение 1-го яруса автомата 
<7Ц\ р.> • С-ой ярус состоит из одной вершины 
Опрашивая автомат <.ЗП,а{у всевозможными входными слова­
ми длины не более г+1 ( т . е . последовательностью вход­
ных слов Х<т,^>(9,-)^гн ) • м ы находим для каждой вер­
шины вида р. Ху ( т . е . для кгждол вершины 1-го яруса а в ­
томата <«?, в, > ) полное дерево высоты г , согласованное 
о автоматом <т,а{х^> . Используя данное дерево, мы ' 
устанавливаем, какие из этих вершин отличимы входными 
словами длины г , и какие неотличимы. Отождествляя не­
отличимые вершины, мы находим 1-ый ярус автомата < згг',^. у 
(о точностью до нумерации состояний). Пустьр, ,р 1 , . . . ,р 3 -
вершин.! 1-го яруса автомата <%*',?.> , выписанные в по ­
рядке следования (при лексикографическом упорядочении) 
их адресов относительно ^.^ . Для построения 2-го яруса 
автомата (.7Л\ а..у опрашиваем автомат <Я11, р.у последова­
тельностью входных слов 
(эта последовательность в точности совпадает с с о о т ­
ветствующей частью последовательности т(ЗЯ,<^,г) ) и даль­
ше поступаем аналогично как при построении 1-го пруса. 
Продолжая такую процедуру до момента появление пустого 
яруса, мы построим (с точностью до нумерации состояний) 
автомат <9Я',р{у ; - это как раз та по­
следовательность входных слов, которыми мы опрашивали 
автомат < »? , а. у в течение данной процедуры. Таким обра­
зом имеет место 
ЛЕММА 9. Для любого автомата <т>9{ > и любого нату­
рального л автомат <тп\ дсУ (с точностью до нумера­
ции состояний) и вместе с ним и последовательность 
т(зп,9г,г) могут быть последовательно и эффективно п о ­
строены, используя только опрос автомата <9Я,д{.> преды 
дущими членами последовательности л?/?Я>%.,г) .• 
Пусть у (б, $.,/•) -некоторый начальный кусок последова 
тельностк слов д(в,дг,г) . Через ^*"(Ч,д.,г) обозна­
чим множество вершин графа 5 , достижимых из д.. сло ­
вами из р(в,д.,г) . Пусть {<?г,?г,.~, Чр-Л - некото­
рая последовательность входных слов. Член п.-х(>)—хЩ 
назовем в т о р и ч н ы м в этой последовательности, 
если для любого существует член р3 , , 
что в графе 5 9- ?в" ?*№••• 
ЛЕММА 10. Пусть и - произвольное натуральное чис­
ло, и -подмножество вершин графа 5 такое, что \и \(и 
д -.вершина, принадлежащая С/ , и г(и)- 8 1оуп и 
Пусть, далее, 7П - произвольный автомат, принадлежащий 
Й' и являющийся и -допустимым 1У при и . Тогда для 
любого начального куска у(6, д., г/и}) последователь­
ности д(б,%, г/иУ такого, чтс у*(в,р;,г/и)) <= /I , 
имеет место следующее: существует некоторый начальный 
кусок последовательности т(Ш% д1 , г/и)) (минималь­
ный такой кусок обозначим через т(ж,д.,г/и)) ) , кото­
рый может быть получен из ф(а, д{, г/и)) ^ вычеркиванием 
некоторых вторичных членов, и добавлением некоторых новых 
вторичных членов. 
ДОКАЗАТЕЛЬСТВО. Под адресом вершины мы будем пони­
мать ее адрес относительно д( ^в 6 . Учтем, что в п о ­
следовательностях д(й,^,^ и т(зя,д{,г) новые слова 
появляются в лексикографическом порядке и что в графе <? 
вершины упорядочены в порядке следования при лексикогра-
фическом упорядочении их адресов: а. , а , р. , ... 
Кроне того , последовательность д(<з,у.,г) содержит 
адреса всех вершин а ••. ' В частности, это 
означает, что д*(в,'р ,г(и§ является начальным куском по­
следовательности у.®,..., 9^,-. • Поэтому лемма будет , 
доказана , если при ее условиях мы докажем следующее у т ­
верждение: м 
А. Для любого I такого, что множество первых С* 
вершин \а'^...,а^\ содержится в и , последовательность 
т(73г, г/и)/ содержит адреса вершин \ а у " | 
Пусть I, и 1г - два пути в графе О. , начинающи­
еся с вершины ^. . Будем говорить, что ( , меньше 1г , 
если входное олово, которое "несет" , меньше вход­
ного слова, которое "несет" 12 . Путь, ведущий из с}. 
в о. , назовем минимальным, если он "несет" адрес вер­
шины ^ . Пусть уе\^{4,..., , где 1$,... ? I е ^, 
и пусть ' 
и " *# •••• •>> V / ' - Ъ+гЫ,>9) 
г минимальный путь в диаграмме автомата < 7)1, ^ > , веду­
щий из ^ . в ф ( у - верш..ны, лежащие на этом пути; 
для гфостоты мы рассматриваем случай, когда длина пути 
больше г (и) ) . Очевидно, каждая вершина минимального 
пути принадлежит своему ярусу. Докажем следующее утверж­
дение: 
В. Вершины о.(, V;, у1 ,..., ур ( т . е . все вершины пути 
^ , кроме, быть может, последних г(а)+1 вершин) входят 
также и в автомат < <Я1'р а{ > . 
Предположим от противного, что это не так, т . е . что 
до некоторого уЧ р вершины ^. , уп еще 
принадлежат <7Л', р > , а вершина у/- уже не принадлежит 
<7П', о.у • В таком случае должна существовать более ран­
няя вершина р автомата <Ш',р.у ( т . е . вершина, имеющая 
в <Ш',с}.> меньший адрес, чем у ) , неотличимая от V/ 
входными словами длины ' г(и) . Отсюда и из леммы 8 еле-
дует, что в автомате <#7, д. > (или, что то же самое, в 
графе (я ) вершина р должна иметь меньший адрес, чем 
вершина ^ . Но -^ имеет меньший адрес, чем д. . Так 
как <2 принадлежит , % 1 0 отсюда получаем, 
что \у и /г тоже принадлежат р' 1 5 '1 и, следова­
тельно, у- и р принадлежат также к Ц . Далее, так 
как согласно условиям леммы, автомат 771 является и - д о ­
пустимым 1У при С1 , т . е . для него выполняется свойство 
Л из леммы 6, то согласно лемме б получаем следующее: 
Пусть х - входное слою длины г(и)+1 , которое "несет" 
кусок пути (?" , начинающийся с ^ (следовательно, х 
выходит за пределы г(и) -окрестности ) ; тогда 
рх= ух = ^+Г(и}+1 - Отсюда, так как р имеет мень­
ший адрес, чем у , получаем, что путь. ..., р, 
•••> Ц+гМ-ц,я) меньше, чем путь 
~(%'->Ч,"'У-н-(и)ч--'9) ' Н о э т 0 противоречит вы­
бору пути 5г . Таким образом, утверждение В доказано. 
Так как вершины принадлежат авто­
мату <.7П}д.у , то автомату <ЯЯ"/^-> принадлежат так­
же и ребра, которые в автомате <яп,д. > соединяли эти 
вершинч. Поэтому для любого /4/1 адрес %<щц',а*>(у) н е 
больше, чем адрес Ъщ^М • Отсюда, используя лемму 8, 
получаем, что & д е , ' й - > ^ / в ^ • Н о в т а к о и случае 
как в у (в,д. г(и)) , так и в т(Ж,д^, г/и)) сущест­
вует кусок ^<т\^>(^^н ^<т,^^шяМ** 
Очевидно, один из элементов этого куска равен К<ж 
Утверждение А и тем самым лемма 10 доказаны. 
Обозначим через ^(6,д^, г)/3 (через п>(Ш,д^,г/3 ) 
^-ый член последовательности у(<х,д{,г) (последова­
тельности ™(ж<д1,г) )• 
Для построения искомого эксперимента нам понадобят­
ся некоторые специальные входные слова. Пусть «г, - про­
извольная вершина графа С , г -л и - произвольные 
натуральные числа. Сначала определим специальное входное 
слово $(6, а$,г, и) (которое таи, где это не вызывает 
недоразумений, будем обозначать просто через & ) . При 
построения слова «зУ<?, ав, /•, и) ' нам понадобится слово 
6'(и) из леммы ч- (которое для простоты будем обозначать 
через В' ) . Слово «У мы будем строить по шагам. Пред­
варительно только отметим, что слово «У будет иметь сле ­
дующий вид: 
в:.,л' олз:.. ьз'... в*, з\ , 
шаг* шаг 2 шагЭ шаг Г 
где о и - специальные входные слова, которые будут 
определены ниже. Еще отметим, что одновременно со словом 
«У мы будем строить некоторый граф Р ; будем считать, 
что в начальный момент этот граф состоит только из одной 
вершины <г ц 
Шаг I . * ) В графе О. , начиная с вершины а, , по ­
даем слово В' . Вершину ав8' обозначаем через />, . К 
графу р добавллем новую вершину р(,} (соответствующую 
вершине р, графа в ) , проводим ребро из в р^ и 
помечаем это ребро словом б' . Затем опять в графе в , 
начиная с вершины р1 , подаем слово В' к в результате 
достигаем вершины р^' . Возможны два случая: I ) р,3' 
совпадает с р, и 2 ) р,В' не совпадает с р, . Пусть 
имеет место второй случай. Тогда вершину р,3' обозначаем 
через рх , а к графу Р добавляем новую вершину р(л) , 
проводим ребро из р\0 в и помечаем это ребро словом 
6' . Далее, в графе в , начиная с вершины рл , по ­
даем слово В' , получаем вершину ряВ' и опять различаем 
два случая: I) рлВ' совпадает о какой-нибудь чз предыду­
щих вершин -р,,р я и 2.) рг3'т совпадает ни с одной из 
предыдущих вершин. Пусть опять имеет место второй случай. 
Тогда вершину рх8' обозначаем через р3 , а к графу Р 
добавляем новую вершину р^ , проводим ребро из/эд в р^ 
—- • 
/&гот ваг, по сравнений с остальными шагами, несколько 
вырожденный. 
и помечаем это ребро словом в' . Такую последовательную 
подачу слов / ' с последовательным выделением вершин 
А " А*А<*', А** А«*'» А , " А и последователь­
ным добавлением к графу р новых вершин рф ру, 
/Ьь А*)'-" и н о в ы х Рв*3 6?» помеченных сло ­
вом 6' (рис. I ) , повторяем до такого у) , пока вершины 
А» А » - г Р У , - ' в с е Р а з л и ч н ы » а вершина совпа-
даеа' с какой-нибудь из предыдущих вершин (пусть это будет 
вершина р5^ ) . Тогда в графе Р новую вершину не добав­
ляем, а лишь из рц шл проводим ребро в р(5)) и это 
ребро, как и выше, 'помечаем словом в' . Вершину р^ на­
зываем финальной вершиной шага I . Этим шаг I заканчивает­
ся . В его результате мы получаем слово а*.' . Затем 
переходим к шагу 2 . У» роз 
Р 
Рис. I . 
Шаг 1 ( 1-2,3,...) . Пусть Р($^_,) - финальная 
вершина предыдущего шага (то есть Р(ц-$ " верши­
на графа а »на которой ыы остановились в результа­
те выполнения предыдущего шага) и пусть I - число ша­
гов среди первых 1-1 , для которых вершина Р^ч) 
была финальной. Тогда в графе & начиная с вершины 
^ , подаеи слово 
и достигаем вершины а^-/> л. <_ / ^ . Затем к графу Р 
добавляем вершину , проводим ребро из Р^.д* 
и помечаем это ребро словом (рис .2 ) . Пусть 
А » - » Р]/г/, Яж>Ру,'-> Р/л-(. > а*ч>Ри-*у->Рн-1-\ 
шаг / шаг 2 шаг 1-4 
- вершины графа а , выделенные на предыдущих шагах, 
Рис. 2 . 
и пусть 
••> Р(/г,), а(1) • Р(/,)>~> Р(/г-1)>> *Ц I) •Р(/4-2)' - » РО(-< ') 
- соответствующие вершины графа Р (вершины / > , » - - 7 А-;-,./%» • 
ч Р/>}>-> Ру,-]/, РШ— будем называть вершинами типа./» , 
а вершины а1,а3,... и а^, а^,:.. - вершинами типа 
а ) . Тогда в графе в , начиная с вершины (в точ­
ности так же, как на шаге I , начиная о вершины а0 ) , по -
дас-: слово б' . Восможны два случая: I ) а(б' совпадает 
с кагай-нибудь из предыдущих вершин типа р ( т . е . с ка ­
кой-нибудь из р1,.~,р1 и 2)а(б' не совпадает ни с 
одной из вершин типа р . Пусть имеет место второй слу­
чай. Тогда вершину а^б' обозначаем через ру±_1 , а к 
графу р добавляем новую вершину рщ ^ , проводим 
ребро из в Р(^ч) и помечаем это ребро словом б' . 
Затем, начиная с вершины р^ ^ графа й , опять подаем 
слово б' , и опять возможны два случая: I ) ру(^ б' совпа­
дает с какой-нибудь из предыдущих вершин типа р ( т . е . с 
какой-нибудь из вершин /»„. . . , / ^ . , - / > р^,1 ) и 2 ) 
р^чо н е совпадает ни с одной иэ предыдущих вершин 
типа р . Пусть опять имеет место второй случай. Тогда 
б' обозначаем через р ^ . , , / , а к графу Р добав­
ляем новую вершину Рцг.,+$ • проводим ребро из Р/^ч) 
в рО^^-н) и помечаем это ребро словом б' . Продолжаем 
такой процесс подачи слов б' с последовательным выделе­
нием вершин ру<г р^_,ч, — и добавлением к графу Р вер­
шин Рц^Д, Рф I ... и соответствующих ребер, помеченных 
словом б' , до такого , пока вершилы Р^.1>Ру(Ч*/"-ру -/ 
все различны и не совпадаю!- ни с одной из предыдущих вер­
шин типа р , а вершина р ^ . , б' уже совпадает с какой-
нибудь из предыдущих вершин типа р (обозначим эту вер­
шину через р^ ) . Тогда в графе Р из рц проводим 
ребро в р(г^ и это ребро помечаем словом б' . Далее, 
обозначим через Р(%^ наиболее раннюю финальную вершину 
графа Р такую, что в графе Р иэ /у еще можно попасть 
в р(3<) . Рассмотрии в графе Р наиболее короткий 
ориентированный путь, который ведет из / л | в Р(**) 
Ре-бра этого пути, как и все ребра графа Р , помечены 
либо словом 8' , либо словом тина $ . Зыпишем эти 
слова-пометки одно за другим п порядке следования ребер 
в данном пути. Полученное слово обозначим через (в 
частности, рг ж. -р^ ) • Этим шаг ^ заканчивается. В 
его результат! мы получаем слово о 8'... ... 3}^ 
и достигаем вершины р^ . Соответствующи.; путь в графе 
а (он начинается с р^ ^ , кончается на р^ и "несет" 
слово ^В'. В'г^ ) называем путем, построенным на 
шаге I , а вершину р^ графа Р - финальной верши­
ной шага ( . Затем переходим к шагу 1*1 
Описанную процедуру построения слова 8 мч продол­
жаем до такого шага ( , что %"-$(6>Рз(.,>г)1{ С*2*»' 
(3) ) уже является пустым, т . е . все слоза последователь­
ности д((х,р^ г г ) уяе перечислены на предыдущих ша­
гах (в этом случае обязательно достигнуты все вершины 
графа 5 , которые вообще достижимы с помощью входных 
слов из финальной вершины / > л < / шага ) . Этим 
определение слова &=&(а,ав, г,и) заканчивается. 
Слово я9(сг,с2в>г,и.) было определено, используя после­
довательность слов $(б,а,г) . Пусть Ш - произволь­
ный автомат, принадлежащий <Г . Определим теперь вход­
ное слово а„г,и) в точности ток же, как сло­
во &(сх,(11гг,и) , с той лишь разницей, что вместо гра­
фа б возьмем автомат VI и вместо последо'зательности 
д(в,а,г) - последовательность т(ЯТ,а, г) . Вершины а в ­
томата Ш и графа Р , выделенные в процессе построе­
ния &(1Х,ав,г,и) , обозначим в точности так же, как 
соответствующие вершины, выделенные в процессе построе­
ния &(6га1}г,и) 
Это значит, что шаг { процесса построения 
лТ(Ж[,а0,г,и) начинается с вершины р5 1 . Пусть 
. / - число, указывающее, сколько раз вершина р^3 ^ уже 
была финальной. Тогда ^"^{^р^,^ • Далее строятся-
вершины о^,ру^,-,Ру.< и слою 2^ . Финальная вершина 
Шага ( также обозначается через р^ . Процесс по­
строения слова Х(т,аа,г1 и) , как и процесс построе­
ния слова, $(6,ав, г, и) , продолжается до такого шага 
I , что последовательность т(Ж,р^ч,г) уже 
полностью исчерпана и, следовательно, а в т о м а т < & ' , , 
который строится вместе с последовательностью т(Ж,р5 
уже полностью построен. 
Вершину р^ { , на которой заканчивается построение 
слоЕа ^(^1,<гл,г,и) , обозначим просто через д . Таким 
образом, д= <г,5Г(ж,<?,,/•,и). Из леммы 7 следует, что если г 
!е меньше степени различимости автомата «V? , то автомат 
<7П', д> является приведенным автоматом для автомата 
<ЗП,д> , и, следовательно, 
Слова *§> л «) а Х(яп, ав. г, и) у нас будут 
играть вспомогательную роль. Слою Щ7>1,ав,г,и) и, 
тем более, слово &(6,ад,г, и) в общем случае не могут 
быть построены, используя только опрос автомата Ш. : 
при построении слова а,,г,и^ требуется "заглянуть" 
в диаграмму автоната как при идентификации состояний ти­
па р , так ипри определении $(6,р,г)р ; при постро­
ении слова Ж(97,а0,г ,и) также требуется'заглянуть" 
в диаграмму Ш , но только при идентификации состояний 
типа р (так как член ^= г»(К,р3^пгЪ . согласно 
леиие 9, может быть эффективно найден, есМ мы знаем, 
как автомат <9Т,рл^{> переработал предыдущие члены после­
довательности т(яп,р^ч,А , а это мы можем восстановить 
по графу р , построенному в результате предыдущих ша­
г о в , и выходному слову, полученному в результате преды­
дущих шагов при подаче о^тветАвующего начального куска 
слова Ф^а^.г,/*) 
Определяй теперь другое входное слове . / ^ «й ,а , , ? , " ) , •• 
Зто слово Суде? облагать тем дополнительном свойством, 
что его можно будет последователь:!о построить, используя 
только информацию о том, как автомат < VI,а„ > пероработал 
предыдущий начальный кусок данк'ого слозс . Слово ^М/т,а4,/;и) 
у нао будет являться основной составной частью при по­
строении искомого эксперимента. 
Слово определим в точности так я е , 
как слово ЯУМ&АЩ з а ВОЮгеченивм моста, касающегося 
идентификации воршин типа р . Л именно, идентификацию 
вершин типа р в автомате Ш мы будем осуществлять, 
используя их характеристики. Более точно это означает 
оледующее. При построении графа Р каждой его вэршиие 
типа р мы будем приписывать ее характеристику: пуоть 
ру - некоторая вершина типа р автомата Ш И/Эд- с о ­
ответствующая вершина типа р графа р ; пусть вершина 
$ была получена из воршины а в результате подачи 
рлоза 6' , т . е . Р/т?б' ( ? мокет быть как вершиной 
типа р , так и вершиной типа 1 ) ; слово б' имеет.вид 
МЩ^^г , и характеристика вершины ру -
это выходное слово (обозначим его через у ) , которое 
соответствует последнему б/и) -куоку слова в' , когда / ' 
мы подаем начиная о а ; тогда вершине щ графа Р в 
момент, когда мы ее вводим в граф Р , приписываем сло­
во у , которое называем характеристикой данной вершины. 
Рассмотрим, например, шаг { процесса построения 
Л?*1,*,,*,") • ^УСТЬ Р'/У(.,) ~ финальная вершина пре­
дыдущего шага. Тогда на шаге ( , так хе как и в случае 
&(М* а,,пи) , сначала подаем слово 
9("»(т,А^_,,, получаем вершину %-р'^ , 
затем, начиная о а'( , подаем олово ё' , получаем вер­
шину Р^.(та^8' I добавляем к графу Р вершину 
' п о и в ч в н н У в характеристикой, и т . д . , пока д о ­
ходим до вершины ,р)>.1 такой, что характеристика вер­
шины р'у $' совпадает с-'характеристикой некоторой из 
уже построенных вершин типа р графа Р (пусть это б у ­
дет вершина ) . 3 этой случае, как и раньше, из вер­
шины р'ц" л в вершину р(1>-} прозедим ребро и помечаем 
его словом б' . Далее поступаем в точности так не, как 
при построении #/яП,ав,г,и) . Финальную вершину шага ( 
обозначаем через р'()^ 
Процесс построения слова ~Л(Я91,а0, г,а) , так же как 
и лроцеоо построения слова ЗР/Щ^^и}, заканчивается на 
некоторой Финальной иоршине 9 - авМ(к,аф,г,и) , когда 
все слова последовательности гп(та,д,г) исчерпаны и по ­
строен автомат <Ш',д> 
Из определения слова *М(Ю,ав,г,и) и леммы 9 непо­
средственно вытекает 
ЛЕММА I I . Для любого автомэта <9П, <*#> и любых на­
туральных г и а слозо ъМ(Ю, ав, г,и) и автомат 
<т',у> могут быть последовательно и эффективно постро­
ены, испольауя только то , как автомат <7П,аа> перераба­
тывает предыдущий кусок слова Л/т, а,, г, и) 
Пусть 4 - некоторое входное слово и к** Ж4>.- 4. 
Пуоть, далее, <?л - состояние автомата И и дл - х а ­
рактеристика состояния дл Ы' -выходное слово, соответ­
ствующее последнему & -куску елс.а л" , когда подача 
слова 4* начинается с дл (и, следовательно, кончается 
с 9кк^' ) • Будем говорить, что слово е/'-сМ... (Х1 пра­
вильно идентифицирует состояния ^аС и автсаятэ»? 
если истинно следующее утверждение: если ^ -хароктср;:с 
тика состояния ^ «х-' с овпадет с д^, -хсрантерЯОтакс;, со­
стояния д^й' , то 5^а" и Ш^М. неотличимы, н если <^«*' 
п д^и' совпадают, то д^ -характеристика состояния 
совпадает с ^-характеристикой состояния дА<*.' . 
Иэ изложенного выше следуэ», что если г на мень­
ше степени различимости автомата #> и олово 8'-<9р^...ф^ 
в процессе построения *м(712,ав, г, а) правильно идентифи­
цирует состояния автомата ЗЛ , то слово иЧ(т,а0,г, и) 
задает простой эксперимент, который остаточио расшифро­
вывает автомат <Ш,аву , т . е . строит автомат <Ш\ау 
такой, что Т<т.г9> шЪт.ч^цт^г.ф ' Э т о т Результат 
монет быть обобщен еще следующим образом. Выше при по­
строении слова Л/ж, ад, г, и) и автомата < зк\ а > мы ис ­
пользовали слово 6'"- .В(и)...^ ЛМ . . Обозначим через 
^Ч.(7П,ад,г,и,с1) входное"слово, которое строится в точ­
ности также, как слово ^(Ш, а д , г, и) , только вместо сло­
ва б"'ш/}(и).. В (и) используется слово а\'=.Ы.... и. 
.и ' и* 
Через <т , р> обозначим соответствующий автомат, к о ­
торый мы при этом получим (таким образом, если с1= 6(и) , 
то ЦЧ^т,аф,г,и) - Л(т, а„г, и,Ы.) и <ж;ау~< Ж*р ). 
Еще заметим, что если слово а! остаточио различает любые 
два состояния автомата <Ы, аду , достижимые из ад , то 
слово а'ш.а...а\. , где к -верхняя оценка числа 
я*5 
состояний, достижимых из <гф , правильно идентифицирует 
любые гча состояния автомата < а я , « # > , достижимые из 
ав . Поэтому имеет место 
ЛЕММА 12. Если слово а" остаточио различает любые 
два состояния автомата <7Л, аду , достижимые из ав , 
г не меньше степени различимости множества состояний 
автомата < Ж, « / > , достижимых из ав , и * - верхняя 
оценка числа состояний автомата <Ш,схду , достижимых 
из а, , то слово Л(М,яд,/-Ук , 4.) задает простой экс ­
перимент, который расшифровывает автомат <Ш,а,у , т . е . 
строит автомат <,7ПЛ, ау такой, что 
В формулировке леммы 12 величина 'ИГ возникает от 
того , что * Ч * - ' < * - <А <*". • отсюда и^^/Г 
Оценим еще длину 2(М/Ж,ае,г,1$ словаЛ/гп,аа,г,и) . 
Общее число шагов, используемых при построении^/а/ягс.а^л^» 
не превосходит х- кт , где х - число состоянии 
автомата 7П. , достижимых из а0 , а кт''** - верхняя 
оценка числа членов последовательности т(Ш,%,г) 
(см. ( I ) и (2) ) . Длина одного шага 
в'... в\) - ЩШ'- Я* г(г*)< 
<(к+г)+ие(В1' х/тах Щ) *//В'))< 
4 (х+г)* кЦВ/и)... ЬЫ1* к(к -г) *• к1{6(и) В/и)). 
и6 а' 
При и-»и°е (см. лемму 3) имеем е/В(и))<иа . 
Поэтому для таких и 
еСМ/Ш, «,,г,и))< К*т**#ЦЧ)(к+г)+2хиа") («.) 
Аналогично можно оценить длину ав,г, и, Ы)) 
слова ^Ч(т,егв, г, и,о1) '. 
еШ«1, а„г, и,с())< ктГ*%Н)(к+г) +2 ми 4 $Щ 
Это означает, что длина эксперимента^Ч(зп, 
из леммы 12,. остаточно расшифровывающего автомат <7П, дд> , 
удовлетворяет неравенству 
е(л4(Я,«„ *,% < ф хт "'((к+Цх^+г* Ч(Ы)). (5) 
Обозначим через &(в,ав,г,и)^ (соответственно, че ­
рез &/Я*,а0,г,и)у и ^М(т,ав,г,и)у ) минимальный 
начальным кусок х слова &(а,а,,г,и) (содтветственно, 
слов Х(Ш,а0,г,и) и ^(Я7,рв,г,и) ) такой, что на пути, 
начинающегося с вершины ав и задаваемым словом х , л е ­
жат V различных вершин графа 5 (автомата Я1 ) ; е с ­
ли на пути, начинающегося с вершины ав и задаваемым 
слово1/ ш$(Ч,ав,г,и) (соответственно, словами 
Х(ЗП,ав,г,и) и ^(?Я,ав,г,и) ) , лежит меньше чем 
V различных вергапн, то положим г,и)у ав,г,и} 
ДОКАЗАТЕЛЬСТВО. Сначала докажем, что при условиях 
леммы 
аф, Ни), и)у аф, г/и), и)у. 
Пусть с*, и Иг - два пути в графе 5 . Скажем, что 
содержится в (г , если вершины, содержащиеся в , с о ­
держатся также и в (, , 
Скажем, что шаг I процесса построения &(й,а„г,и) 
является вторичным, если существует такое 1*\:'4*41 • что 
шаги ё и в, процессе построения &(б,аф,г,и) начи­
наю! ся с одной и той же.вершины рур^ (-рл. , р^у " Ру 
(соответственно, Х(т, ав,г,и)у -
= Х(т,а„г,и) и Л(7П,а,,г,и)у'^Ч(т.,<гф,/;и) ). 
Обозначим через &*($,аф,г,и)у (соответственно, через 
Х*(т,а,,г,и)у и ~М*(Ы,а.ф,/",«.)„ ) множество вершин 
графа <2 (автомата ЯТ ) , лежащих на пути, начинающего­
ся с вершины ег0 и задаваемым словом &(б,а:в,г,и)у „ 
(соответственно, словами Х{ЗП,а.,р,и)у и </4/ЗП,аа,'',и)у ) . 
Далее обозначим через *9(<л,аф,г,иЦ1 (соответственно, через 
ЩШ,аф,г,и)'' ) начальный кусок слова п?($,йф,г,и) 
(слова Х(зп,ав^г,и) ) , который на одну букву короче 
слова &(б,ав,г.и)у (слова Х(зп,ав,г,и)у )• 
ЛЕММА 13. Пусть и - натуральное число, Ч -под­
множество взршин графа <? такое, что | и И " \ 6 й( •, 
/•(и) ш 8 и к 9П - автомат, принадлежащий <2 и 
являющийся и -допустимым II к и -допустимым 1У при 
и . Тогда для любого натурального V такого, что 
#*(а,а„г,*\ с и и Д в , ^ М И 1 , ] ; > > в Ч « , 
имеет место 
^ 7*?, « „ «ДО, ^ « & *(а, аф. Ни), и)у. 
и путь в графе # , начинающийся с вершины ру и с о о т ­
ветствующий слову ^ , содержится в пути, построенном 
в результате предыдущих шагов. О шаге { также будем г о ­
ворить, что он похож на шаг 4' . Скажем, что шаг 4 
процесса'построения &(а,сг„п,и.) . является несуществен­
ным, если он начинается и кончается на одной и той же 
вершине р и путь в графе б , построенный в результате 
этого шага ( т . е . путь, начинающийся с р и соответствую­
щий слову о{$'.~6'*4 ) , содержится в пути, построенном в 
результате предыдущих шагов. Убедимся в справедливости 
следующего утверждения 
С. Если шаг 4 процесса построения {?{б,ав,г,и. явля­
ется вторичным, то он является также и несущественным. 
Итак, пусть шаг С процесса построения ^(б,ав,г,и) 
похож на некоторый шаг^' , 4'<4 ( т . е . Ру*-р^_4 и 
р^( -р/ д^ ) . На шаге ( ' , начиная с вершины ру , 
мы подавали сначала д^ , получили вершину а4.*ру , 
затем подавали слово в' , получили вершину ру^-а^д" 
и т . д . . На шаге 4 опять, начиная с вершины ру , мы п о ­
даем д( , получаем вершину тру &"/ОД< ~<у » затем 
подаем слово в' , получаем вершину ру<ш, 
и т . д . Так как в процессе построения У(а,а„г,и) шаги 
& и 4 , 4'<4 , начинаются с одной и той же вершины 
р^ , то это означает, что путь в графе Р , построен­
ный в результате шагов 4', {'*•/,», 4-4 , представля­
ет собой цикл: 
•V» *<*•)' ри*ч) • рщ- '* 
Отсюда и из того , что Рц€.,)-Рц{4) , получаем, что в гра­
фе Р из р(у{4) ведет путь в р^ , причем вершина р^ 
должна быть наиболее ранняя финальная вершина, в которую 
еще можно попасть из рцм) (та* как в противном случае 
вершина рщ не была бы финельной вершиной шага 4-1 ). 
Это означает, что вершина ру должна быть финальной вер-
шиной также и для шага I . Из изложенного выше также 
следует, что путь в графе 5 , построенный в результа­
те шага 1 , содержится в пути, построенном в результа­
те предыдущих шагов.-Утверждение С доказано. 
В доказываемой лемме речь идет только о начальном 
куске &(б,а„пи),и)у слова &(б,ав,г(и),и) . Так как с о г ­
ласно условиям леммы &*(6,а.„Ни),и.)у е и , то , очевидно, , 
для любой финальной вершины ру , возникающей в процессе 
построения ав, г/и}, и)„ , в и будет содержаться 
также и §*(6,ру ,г(и)) ; здесь у/б.ру, Ни)) - на­
чальный кусок последовательности д(в,ру,гм) , использо­
ванный в процессе построения &(б,ив,г1и),и)у и д*(а,ру,Ни§ , 
как и ранее, множество верши, достижимых из ру членами 
последовательности у(6,ррНи)) . Но в таком случае, с о ­
гласно леммо 10, некоторый начальный кусок т(Я1,ру, г(и§ • 
последовательности т(7Л,руяНи$ будет обладать тем свойст­
вом, что его можно будет получить из у(<г,ру,Ыи)) 
вычеркиванием некоторых вторичных членов и добавлением 
некоторых новых вторичных членов. Это означает, учитывая 
доказанное выше утверждение С, что процесс построения 
начального куска Жб,а„г(и),и)у будет отличаться от процес­
са построения некоторого начального куска &(Ш,с1в>г<и),и) 
слова Х(т,я1,Ни),и) только тем, что некоторые несущест­
венные шаги будут вычеркнуты и некоторые новые несущест­
венные шаги будут добавлены. Но несущественные шаги не 
меняют множества вершин, достигнутых уже ранее. Поэтому 
У*(&,9.„Ыи),и)у~&(т\аа,Ни},и) и, следователкю, 
(<*,*,,/•№),и),- Х*(ЗП,а0,Ци),и)у. 
Из условий леммы и только что доказанного равенства 
следует, что Х*(7ЛЛ ав%Ыи), и), с II и 
Я<*,*,я(т,*0,/1и),и);'> >В е<уяи . Отметим, забегая впе­
ред, что дальнейшее рассуждение было бы более очевидным, 
если вместо условия А 4 , ^ * * * , « * * » * Ч # > 
было бы более сильное условие д ^ ^ ^ ^ д ^ и . 
- и з -
Однако учитывая то , что построение ^Ч(ЯЯ,ав,г,и.) про­
водится по кускам, где при построении очередного куска 
используется только то , как автомат переработал предыду­
щую часть слова ^М(Ш,ав,г,и)(а не данный кусок*!), н е ­
трудно убедиться, что приведенное ниже рассуждение будет 
сохранять силу и при условии 1><л%^^,вв,^^*>84^я " • 
Состоит это рассуждение в следующем. Применяя лемму 4, 
получаем,что идентификация вершин типа р с помощью их 
характеристик, использованная в процессе построения 
М(Ш,ав,1Чи),и)1/ , дает в точности тот же самый резуль­
тат , что и идентификация вершин по диаграмме автомата 
ЯП. , использованная в процессе построения 
Х(ЯЛ,ав,г(и),и)у . Отсюда следует, что ^М.*(ЗП,а.„Ни),и)-
= Х*(9Я,а.ф,Ыи),и)уЪ% следовательно, учитывая доказанное 
выше равенство. 
Лемма доказана. 
Из леммы 13 легко вытекает 
СЛЕДСТВИЕ. Пусть и - натуральное число,г(и)-81одп и, 
и'- подмножество вершин графа 6 такое, что |#'|< и, 
и'9е1Г **(&'9'г<и1' иК'-»/<9 и (следовательно, |и \ <и% 
Ш - автомат, принадлежащий С и являющийся и -допус­
тимым И и и -допустимым 1У при и. . Тогда для любой 
вершины д е и' слово ^(Ш,д,г(1')>и.) обладает тем. 
свойством, что для любого </4.и*-ЗАуйи , если 
-У*(5,д,Ци),и)у. 
В формулировке леммы 13 участвует условие 
*^« .И«.«# .*»4«# '> > 8е°9п " - М ы т в п е Р ь заменим 
лемму 13 другой леммой, в которой это условие уже не будет 
встречаться. Для этого обозначим через ^ < в > ? > мно­
жество вершин, достижимых в графе в входными словами 
иэ вершины д (следовательно, |^<в,у> |" Я<л,9> )» 
и положим 
Р*(б,<г„п,и)у , если 1><е,а, Ца,а,,г,и)у>>^ 
#*(6,о.в,г, и)у и $ < й ^ уа^и)^ • в е л и 4<?,«, 
Очевидно, \$*(6,а„ г,и)^3\<ч+5 . Из леммы 13 непосредствен­
но вытекает 
ЛЕММА 14. Пусть выполнены условия леммы 13, касающие­
ся и , и , ав , г(и). и Ж . Тогда для любого натураль­
ного V такого, что ^*(а,ав,Ни),и)у& Ц , имеет место 
Иэ леммы 14 вытекает 
СЛЕДСТВИЕ. Пусть и - натуральное число, г/и)'81(уп и , 
и' -подмножество вершин графа й такое, что , 
и%&*ЪТ*1:^-»ъ«'"**и п ( ~ с л е д о в а -
телько I I " \<иг)1А 7П - автомат, принадлежащий а и 
являющийся и -допустимым П и м -допустимым 1У при С/ . 
Тогда для любой вершины ? е И' слово ЦЧ(Ш,д, г/и), и) 
обладает тем свойством, что длн любого у 4 иг-д1о}пи 
имеет место соотношение ^Н*(9П% р, г/и), ц) с Ц. 
Теперь переходим к непосредственному построению 
искомого эксперимента. Искомый эксперимент у нас будет 
состоять из двух частей, которые назовем соответственно 
основной частью и заключительной частью. Пусть <ЯЯг,^> 
- произвольный автомат, к которому мы применяем этот 
эксперимент. Задача основной части эксперимента - найти 
некоторую верхнюю оценку числа состояний автомата ЯК 
(или, точнее, некоторую верхнюю оценку числа состояний 
автомата VI , достижимых из того состояния, в которое 
он переходит в результате данной части эксперимента), а 
задача заключительной части - по верхней оценке числа 
состояний достаточно экономно расшифровать 
Сначала определим о с н о в н у ю ч а с т ь экс ­
перимента. Она будет состоять из отдельных шагов, следу­
ющих один за другим. В определении шага * - 1,2, ... 
будут встречаться обозначения Ни), иг, р.ч . Положим 
Ни) - 8 (одп щ 
и,ш тах(и'е*1, и'е*4, и'^/,8), 
где , и"е, и" - соответственно из леммы I , 3, 6; 
Ро* 9О I 
где о, - начальное состояние экспериментируемого автома­
та ; 
- будут определены индуктивно. 
Шаг * ( * - 1,2,...). Последовательно строим и подаем 
автомату < » ? , д . . / > слово Л/ЯП.р^^г/и^, и после 
подачи каждой буквы проверяем, существует ли автомат с 
менее чем состояниями, который данный (начальный) 
кусок слова М(7П,р^,,г(и.), и() перерабатывает так же, как 
автомат <721,р1ч'у . Возможно одно из двух: либо после 
подачи автомату <.2Пур1.,1 некоторого начального куска 
*Л± слова */<(Ф1,р1т1,Ни{), (в частности ,^ - может 
совпадать с ^М(8П,ры,Ни1), ) мы обнаружим, что 
^<яп,р(.,> (~М;)> аг • т . е . что невозможен автомат с ме­
нее чем состояниями, который перерабатывает так 
же, как <2П,р1_1у , либо кончится слово Л/Ш.р^^гСи^.и). 
В обоих случаях заключительное состояние автомата <7Л,р1.1у 
обозначим через (в первом влучае р. ~р1чЛ1, во 
втором случае р1 - р^^^.р^НиД, и$ . Во вто ­
ром случае основную часть эксперимента заканчиваем и пе ­
реходим к заключительной части. В первом случае перехо-
дим к шагу / + / 
Таким образок, основная часть эксперимента будет 
продолжаться до такого шага 1в , когда впервые будет 
возможен автомат с менее чем состояниями, который 
слово М(Ж,р;§.„г(и^, и;в) (обозначим это слово ч е р е з ^ , ) 
перерабатывает так же, как автомат < 971, , т . е . 
Р\т,р1 ,> (-^',)<ич ^ т о о з н а ч а е т » ч т 0 основная часть 
искомого эксперимента представляет собой входное слово 
Пусть |г7? [ -* . Очевидно, 
%<л9а*(и„*Ч ( 6 ) 
1 V 
Так как и^и' , то 
< 2°д3 ?од3 мах (и,, х3) *• / -
Отсюда и из неравенства (4) получаем, что длина основной 
части эксперимента . 
где ^ - некоторая константа, не зависящая от к и е , 
ъ 6е - константа, не зависящая от к (но зависящая от 
Теперь покажем, что для достаточно большой доли а в ­
томатов 771 из ^ описанная основная часть эксперимен­
та удовлетворяет требуемым свойствам, т . е . позволяет най­
ти верхнюю оценку числа состояний автомата 317? , дости­
жимых из заключительного состояния. Для этого определим 
следующую систему подмножеств графа б : 
ис - и У (в, а, г/ц), 
3 (о9п «<• , 
Таким образом, 
Пусть фиксировано подмножество Цк вершин графа <2 . 
Автомат Ше 5" назовем п р о с т о р - д о п у с т и ­
м ы е п р и ^ , если он является ик -допустимым I , . 
П, Ш, 1У при и1 . И з условия « 4 > и, > тах(иеЧ, и,\*1, и'^*4) 
и лемм I , 3, 5, б следует, что по крайней мере ^/ -^-^-ую 
долю из всех автоматов множества а составляют автоматы, 
являющиеся просто щ - допустимыми при Ц( . Автомат 
Ше <2 назовем г л о б а л ь н о д о п у с т и м ы м , 
если для любого * - 4,2,... он является просто и± - д о ­
пустимым при ик . Учитывая то , что и 
а , - тах(и'1Ч,4^+1, и{"+4,%) , получаем справедливость 
следующей леммы: 
ЛЕММА 15. По крайней мере (1-е) -ую долю из всех 
автоматов множества $ составляют автоматы, являющиеся 
глобально допустимыми. 
Теперь установим важную взаимосвязь между оистемой 
множеств Ц{ и основной частью эксперимента о автома­
том ЗЛ е (х . • 
•с 
ЛЕММА 16. Если автомат Ше О. является глобально 
допустимым и св - номер последнего шага основной части 
эксперимента с Ш , то рс• е и^и число состояний автома­
та Ш , достижимых из д , меньше чем и* . 
ДОКАЗАТЕЛЬСТВО. Будем говорить, что иаг I основной ' 
чести эксперимента с Ше 2 содержится в множестве и± , 
если а) е и б ) путь, соответствующий данному 
шагу ( т . е . путь в графе 6? , начинающийся с р ^ 1 и 
определенной словом Л{ ) , содержится в Щ . Пусть ЖеЁ. 
является глобально допустимым. Индукцией по I покажем, 
что для любого I шаг I содержимся з (// . Заметим, „ 
что а б и0 . Пусть теперь р 1 Ч е Ц(.4 . Убедимся, 
что тогда шаг * содержится в (/( . Из следствия лем­
мы 14 следует, что для любого V Ч и\-в 6одп 
Далее, так как автомат VI является глобально допустимым, 
следовательно, также и . « 4 - допустимым I при Ц,- , то име­
ет место следующее: если при каком-нибудь начальном куске 
~/ч' слова ~л(дгг, р1ч, г (щ), щ) 
то 
Г<*г,Р1.,> (9) 
Пусть ваг ( не является последним. Согласно определению, 
он заканчивается, как только мы получаем начальный кусок 
*Д' слова -М(*1,р.т1,г(и{), « (- такой, что ё<т,р^,> 
Отсюда (учитывая минимальность кускам* ) , согласно ( 9 ) , 
получаем, что \уч*\ *, и'-8 (од и1 -1 и, следовательно, 
я~*.*(т,рс_, и1)иж_д( ы._1 . Это означает, что 
Л; является начальным куском'слова 
Отсюда, согласно ( 8 ) , получаем, что путь, соответствую­
щий шагу с , содержится в С/; и, следовательно, сам шаг 
«' тоже содержится в и- . Пусть теперь шаг С является 
пос.-едним. Это означает,- что 
Отсюда и из ( 9 ) получаем, что 
и , следовательно, 
Отсюда по (8) опять получаем, что шаг I содержится в 
. В частности, это означает, что р^аС/^, и тем 
самым первая часть леммы доказана. 
Для доказательства второй части леммы предположим 
от противного, что :Щщ^м, > >и* . Из доказательства пер­
вой части леммы используем то , что р1 ч в ' ^ - . / И число 
вершины м0 , достигнутых на последнем шаге, удовлетво­
ряет неравенству ^ < и* - а А у Л В таком случае для 
любой вершины о. графа с? , лежащей на-пути, начинающе­
гося с вершины рк ,1 и определяемым словом 
имеем д<й,%>1 ^1>^одпиСо Отсюда, 
используя следствие леммы 13, получаем, что для любого 
Следовательно, | & *(&, р{.ЫЧ;,), « « , ) У в | * *!» • Это 
означает, что •9*(<*хРс1.,,'/«,-#),и10)"'~^1* • Таким о б ­
разом, путь, начинающийся о р{ и определяемый словом 
Ш » Л > > « г<и1,) >%) • содержит у, < ц/*;а А у , и(0 -/ 
вершин и заканчивается на вершине ре-М^. Но из любой 
вершины р в М*г ведет путь в р,§ . Поэтому из 
&<*,Р1,> > иЪ следует *<л,р> > . Но если это 
так, то'словом *^Л»,д в , '(и, е), щв) еще не достигнуты 
все вершины, которые вообще достижимы из у? . И з опре­
деления слова следует, что процесс егс построения 
может заканчиваться только на такой вершине р , когда 
вое вершины, которые доотижиыы иа р , уже достигнуты 
построенной частью слова & . Полученное противоречие 
доказывает нашу лемму. 
Теперь опишем з а к л ю ч и т е л ь н у ю 
ч а с т ь искомого эксперимента. Пусть автомат Ж в & 
является глобально допустимым и с0 - номер последнего ша­
га основной части эксперимента. Раоомотрим число щ^*и^ 
и множество вершин и^г{ . Из леммы 16 и определения 
#« , • следует, что обязательно будет 
оодержать все вершины автомата VI , которые достижимы 
из заключительного состояния р1ф . Так как VI. является 
глобально допустимым , то он является также и Щм - д о ­
пустимым I и П пщЦ1н. Это означает, во-первых, что 
степень различимости состояний, достижимых из * , не 
превосходит Ио}0 и1,*^^°9нТл и В ° - В Т ° Р Ы Х » ч т о слово 
Л(и^+4) , имеющее длину не более и, ф ) , остаточно раз­
личает любые два состояния , , достижимые и з Д . 
если только хотя бы для одного из этих состоянии (пусть 
это будет дл ) А цш, ^ >8*°9п Далее, согласно 
следствию леммы I из [2*] , для любого * эффективно 
можно построить безусловный простой эксперимент (входное 
слово) Ел длины не более 4т$(Слп$т , который остаточ­
но расшифровывает любой автомат, имеющий не более чем л 
состояний. Это означает, в частности, что слово € , о ста ­
точно различает любые два состояния д^г д.^ любого авто­
мата (X , если только число состояний, достижимых из 
Ц,л , и число состояний, достижимых иа д^ , не пре­
восходит я . Положим теперь 
Теперь заметим, что слово <1 остаточно различает любые 
где 4 - « , # 
два состояния фл , , достижимые иэ 
ле, возможно только одно,- иэ двух: либо 
В самом д е -
либо (0^ 8(а,в +4) < * % " { . М % \ +*)• 
В первом случае слоьо В(ш ^)должно остаточио различать 
9л ' 9а ' и ' с л е д о в а т е л ь п о » с л о в о & т о к е Должно оста­
точио различать ^ , ^ . Во втором случае слово Ё* 
должно остаточио различать 9л^и'в**)>9л4^и(в*') и » с л е Д о в а _ 
тельно, слово 4-8(иг +,) Е5 опять должно остаточио раз ­
личать 9л * 9а ' ^ а к и " образом, мы убедились, что если 
авто!.:зт <-2#, а0уе 5"является глобально допустимым и 
1ё - последний шаг оснсшой части эксперимента с данным 
автоматом, то при 4* ё(«{л*Щ, /•- 7Вод„и^^* 
+ Вод„ т а "-«^выполняются предпосылки леммы 12. Отсю-
да по лемме 12 получаем, что слово -ЛЦ/яв,Д, г,Уи;в+,\ а") 
(обозначаем его через •~/Чт ) задает простой эксперимент, 
который расшифровывает автомат < 8??, р- > . Длина ((м^) 
этого эксперимента, согласно неравенству ( 5 ) , 
Отсюда, используя соотношения и ^ , > '"* 7^у„ *%***^9кТ 
н АМ< + а " , получаем 
где ^ - константа, не зависящая от «^ и г , дл - кон­
станта, не зависящая от «4- , Так кок согласно неравен­
ству (б) щ < шах (и,, к*) , где |, то 
<(Мщ)* *9'+9ш • (Ю) 
Подчеркнем, что неравенство (10 ) , так же как и неравенство 
( 7 ) , имеет место независимо от того, является ли автомат 
ЗЯ глобально допустимым или нет. 
Этим описание заключительной части искомого экспери­
мента закончено. В заключение обметим только следующее. 
Учитынья лемму 12, легко видеть, что олоъоМт (так же как 
и сяоъо-М^ , соответствующее основной части эксперимента) 
можзт быть'последовательно и эффективно построено, исаоль-
зуя только то , как автомат Ш перерабатывает предыдущий 
кусок данного слова. 
Теперь искомый эксперимент над 731 определим как 
конкатенацию 
Из неравенств (7) и (10) следует, что длина этого и 
эксперимента 
где в - константа, ке зависящая от Л? и г ,Се - кон­
станта, не зависящая от ЗП . 
Пусть автомат 731 являемся глобально допустимым. 
•Тогда согласно изложенному выше, эксперимент, соответству­
ющий слову , расшифровывает автомат < 931, р^ > - < ЗП^Л^ 
Ко это означает, что эксперимент В , соответствующий 
конкатенации Лт Мт расшифровывает сам автомат <39Т, ^> . 
Согласно лемме 15, по крайней мере 0-е) -ую долю из всех 
автоматов множества а составляют автоматы, являющиеся 
глобально допустимыми. Отсюда следует справедливость на­
шей теоремы. 
Открытым остается вопрос о том, можно ли получить 
аналогичную оценку длины эксперимента в случае итератив­
ных алгоритмов расшифровки (определение см. в [I] ) . 
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ПОСТРОЕНИЕ ПОЛНЫХ СИСТЕМ ПРИМЕРОВ ДЛЯ ПРОГРАММ, 
РАБОТАЮЩИХ С ПРЯМЫМ МЕТОДОМ ДОСТУПА 
Я.М.Барздинь, А.А.Калниньш 
В работе [ I ] было рассмотрено построение полных с и с ­
тем примеров при последовательном методе доступа. В настоя­
щей работе рассматривается задача построения полных с и с ­
тем примеров, когда наряду с последовательным методом д о -
* ступа для массивов (файлов) используется также и прямой 
метод доступа. Прямой метод доступа характеризуется тем, 
что данные можно выбирать из масива непооредственно по их 
адресам или клячам. 
Для формализации существенной части этой задачи по 
аналогии о [ I ] введем некоторую абстрактную машину, рабо-
• тающую с массивами (файлами). Эта машина будет использо­
вать (в отличие от [I] ) два способа доступа - последо­
вательный и прямой. Массивы последовательного доступа 
(также как в [I ] ) будем считать расположенными на лен­
тах, а массивы прямого доступа - на носителях другого ти­
па, называемых дисками. Формально диски можно представить 
себе так же как ленты, ячейки которых перенумерованы чис­
лами . . . , - 2 , - 1 , 0 , 1 , 2 , 3 , . . . * ) . Разница будет состоять в 
•командах, которые будут допуччаться для лент и для дисков. 
Можно также считать, что ячейки перенумерованы числами 
1 , 2 , 3 , . . . ; от этого дальнейшие результаты не меняются, 
только в доказательствах добавляются некоторые допол­
нительные неравенства. 
Рис. I . 
Под массивом последовательного доступа будем пони­
мать конечную последовательность целых чисел. Будем г о ­
ворить, что на ленте записан цессив (л , , пж,..., г^,) , 
если начиная с цервой ячейки записаны числа пи пг,..., п г , 
Кроие того , наша нашина, так же как в [1] , содержит 
конечное число внутренних ячеек а у $ , V . Далее, 
как ленты, так и диски разделены на входные и выходные. 
Произвольную входную (выходную) ленту обозначим через А" 
(соответственно У ) , а произвольный входной (выходной) 
диск - через ее (соответственно Л ) . На рис.1 изобра­
жен схематический вид такой машины. 
Содержимое (значение) пустой ячейки будем обозначать 
через ф . Будем считать, что р меньше любого целого 
числа. 
а остальные ячейки пустые*^ (рис .1 ) . Числа л1,лл,..., лг, 
следуя традиции, будем называть записями массива, *'-ю з а ­
пись массива х будем обозначать через 
Под пассивом прямого доступа будем понимать последо­
вательность пар целых чисел. Будем гозорить, что на диске 
записан массив /* , , / ? , ) , / * » , / » , ) , ( * р , /»,) , если в х( -ой 
ячейке записано число ц , I - 4,2,... ,р , а остальные 
ячейки пустые (рис .1 ) . Числа />, ,л, , ... будем называть з а ­
писям:; массива, а к1,к1... - ключами (или адресами) 
соответствующих записей. Запись массива*? о ключом 
к. будем обозначать через ае(х() или хк. 
В дальнейшем, говоря о массиве X (массиве *е ) , 
будем понимать массив, записанный на ленте х (диске*? ) . 
Определим теперь команды, которые может выполнить 
машина. Первые шесть из них з точности совпадают с с о о т ­
ветствующими командами из [ I ] : 
1) X - содержимое обозреваемой ячейки ленты X 
переписывается во внутреннюю ячейку < ( т . е . ячейке # 
присваивается очередная запись массива X ) и головка 
передв'игаетоя на одну ячейку вправо. Команда имеет дза 
выхода: выход " + " , когда обозреваемая ячейка содержит 
число, выход , , - " > когда обозреваемая ячейка пуатая. В 
последнем случае значение ячейки I не меняется; 
2 ) I — *^У~ содержимое внутренней ячейки I переписы­
вается в обозреваемую ячейку ленты У , а головка пере­
двигается на одну ячейку вправо. Команда имеет один вы­
ход, который для определенности обозначим,через " + " ; 
3) I — > ц (с—ри)- содержимое ячейки € (или кон­
станта с ) переписываетсп ь ячейку и . Команда имеет 
один выход, который также обозначим через " + " ; 
Ь)*<и(с<и, 4<с) - команда имеет два выхода: 
если содержимое ячейки 4 (конотанта с ) меньше содер­
жимого ячейки и (или константы о ) , то управление 
передается по выходу " + " , в противном случае по выхо­
ду » - " ; . 
5)Н0П - ничего не делается (нет операции); команда имеет 
один выход "+ 1*; , 
6) СТОП - машина останавливается, команда не имеет выхо­
дов . 
Специфическими для прямого метода доступа являются 
следующие две команды: 
7) ее(4) т > и (»е(с) >« } - для диска ее содержимое 
ячейки с номером, равным содержимому внутренней ячейки 
I (или равным константе о ) , переписывается во внут­
реннюю ячейку и . Команда имеет два выхода: выход 
" + " , когда ячейка к(4) оодеркит число, выход когда 
ячейка пустая; 
8) и |—> 71 (4) (и • > содержимое внутренней ячейки 
и переписывается в ячейку диска Л с номером, рав­
ным содержимому внутренней ячейки 4 (или равным кон-
стагте о ) . Команда имеет один выход 
Под п р о г р а м м о й , работающей с п р я м ы м 
м е т о д о м д о с т у п а , мы будем понимать програм­
му, записанную в указанной системе команд. Программы мы 
будем изображать в виде граф-схем. 
На р и с 2 изображен пример программы корректировки 
массива X в зависимости от информации, записанной в 
массиве прямого доступа ее . массив X имеет вид 
« „ •*»/» % > ° > а Л » . "Л •"» *Ц » Л *м»П,, •>Ягя-
Записи а{ ,..., п'^ можно интерпретировать как фамилии 
людей (закодированные в виде чисел), а - как признак, 
указывающий, что надо делать с последующим набором фами­
лий. Выходной массив У /имеет аналогичный вид 
где л ' , . . . , пу 
тельности п/,..., п.щ 
те п; , для которых »е(пу')<а1 
- подпоследовательность последова-
, которая получается, если выделить 
. Такиц образом,мас­
сив 9е можно представить себе как справочник, где отно­
сительно каждой фамилии (рассматриваемой как ключ) ука­
зан определенный признак (число) и для каждого набора 
(а{,г?1,..., п1г.) входного массива требуется выделить те 
фамилии, относительно которых в массиве ае указан приз­
нак, меньший а.с . Программа, изображенная на рис .2 , на­
писана ошибочно: в выходном массиве У она пропускает 
нули между наборами ( а , , ,..., п^), (*,,п^,..., п^), 
1 - > у 
х 
а" < а 
I 
В В П 
При построении граф-схемы программы допускается, 
что выходы некоторых команд остаются свободными. Выпол­
нение программы начинается с первой команды. Предполага­
ется, что в момент .запуска программы вес внутренние ячей­
ки содержит нуля. Программа останавливается, когда она 
попадает на команду СТОП. В случае, когда программа по­
падает на свободный выход, будем считать, что с ней про­
исходит авария. 
Под примером Р мч будем понимать сопоставление, 
которое каждой входной ленте и каждому входному диску 
ставит в соответствие конкретный массив. Под применением 
программы 7" к примеру Р будем поникать выполнение 
программы 7* при условии, гго на входных лентах и дис­
ках записаны сопоставленные им массивы. Пример Р будем 
называть допустимым для программы Т , если Т , при­
мененная к Р , не имеет аварий и когда-нибудь останав­
ливается. Систему примеров X! Для программы Т будем 
называть п о л н о й , соли: 
1) 2 соотоит из конечного набора допустимых примеров 
для программы 7" ; 
2) любая ветвь программы 7" , которая реализуема на ка­
ком-нибудь допустимом примере, реализуема на некото­
ром примере из XI (под ветвью программы, так же как 
в [I] , мы понимаем линейный кусок программы, л е ­
жащей между двумя условными командами). 
ТЕОРЕМА I. Не существует алгоритма, строящего пол­
ную систему примеров для любой программы, работающей с 
прямым методом доступа (даже в случае одного диска). 
ДОКАЗАТЕЛЬСТВО. Идея доказательства состоит в том, 
что на массивах прямого доступа удается моделировать 
многократное чтение масоивов последовательного доступа. 
А согласно теорзмо 7 из [2] не существует алгоритма,строя­
щего полную систему примеров для программ, использующих 
многократное (даже двукратное) чтение одних и тех не 
входных массивов, при этом достаточно ограничиться толь­
ко двумя входными лентами. Фактически для доказательства 
теоремы нам понадобится несколько болез сильное утверж­
дение, вытекающее непосредственно из доказательства т е ­
оремы 7 [2] . Для его формулировки рассмотрим программы 
в системе команд Кч (см, [2] ) , использующие только две 
входные ленты X и 2 . Массив (следовательно и набор 
масивов - пример) будем называть бинарным, если записи 
принимают только два значения: О или / . Тогда н е ­
возможен алгоритм, с погощью которого для любой програм­
мы указанного вида в системе команд Кч можно было опре­
делить, существует ли бинарный пример Р*т(Х\ 2") , 
на котором эта программа останавливается. Напомним, что 
система команд отличается от базовой системы к о ­
манд тем, что допускается многократное чтение входных 
массивов. 
Итак, рассмотрим произвольный бинарный массив 
Х - 4Г) и опишем один способ его изображения в 
виде массива прямого доступа ее- . Элементы массива зе 
определены так, чтобы выполнялось следующее свойство: 
если мы рассмотрим последовательность элементов 
з, а ыо), ' У *(*.),...,#.»<ч_л,..., 
то должно быть >5< , если жк * / и *{ , 
е с л и * ^ - 0 , « - ',2,...,г , »е(з/.)^р . Таким об ­
разом, элементы е{ массива X закодированы в массиве ее 
с помощью отношений > и < между элементами з1.4 и 
51 . Обратно, любой массив прямого доступа зе задает 
один единственный массив X . Указанную последователь­
ность элементов $0, зп ... , 3{,... мы можем легко выделить 
из массива зе с помощью команды вс(4) = > и . Для этого 
нужна только константа о - / для извлечения первого эле­
мента з0 . Такую константу мы можем предварительно з а ­
слать в некоторую внутреннюю ячейку и держать там неогра-
ничейно долго и тем самый осуществить многократное выде­
ление последовательности *в,з,,.,., • Отсюда 
следует, что о помощью навей системы команд по массиву ае 
мы можем последовательно дешифровать элементы массива X , 
при этом такую процедуру мы ыэжеь осуществить многократ­
но. Это означает, что если вместо массива X задать его 
изображение в виде массива ае , то тем самым с помощью 
наших команд мы сможем моделирозать многократное чтение " 
массива X и, вообще, всю работу программы в системе 
команд А'у , работающую о массивом X . Легко видеть, 
что указанное моделирование возможно о такой точностью, 
что моделирующая программа останавливается на тех и толь­
ко тех массивах к , для котор ;х, осли вместо ае брать 
соответствующий X , останавливается моделируемая прог­
рамма. 2оли существовал бы алгоритм, с помощью юторого 
для любой программы мы могли бы построить полную систему 
примеров, то существовал и алгоритм, о помощью которого 
для любой прогрз'л/ы когли определить, существует ли 
пример, на котором программа останавливается. Отсюда сле ­
дует справедливость теоремы I . (Заметим, что несколько 
модифицируя описанный способ кодировки массивов, можно 
полу ить нужную нам кодировку двух массивов последова­
тельного доступа на одном массиве прямого доступа. Отсю­
да следует неразрешимость указанной проблемы также и в 
случае одного диска.) 
Рассмотрим теперь одно весьма общее с практической 
точки зрения достаточное условие, при котором проблема 
построения полной системы примеров для программ, рабо­
тающих с прямым методом доотупа, еще оказыва тся разре­
шимой. 
Пуоть Лл(Кьк\,..., Кг)- произвольный путь в програм­
ме, А/ - команда с фиксированным выходом (+ или - ) . 
Например, с*-(Ха*а+, а=рУ+, Х=»В+, / < * - , 1> О*, 
Н$ф41*, Ы<а-) ( см. 'рио . 2 ) . В дальнейшем будем счи-
тать, что п у т ь всегда начинается с первой команды. 
Пусть произвольным образом фиксированы входные мас­
сивы :: пусть ве®, ..., - входные массивы прямого 
доступа, используемые в данной программе. 3 таком случае 
после выполнения каждой команды пути внутренние ячейки 
принимают определенные значения (имеется в виду содержи­
мое этих ячеек). 
ГуД'?м рассматривать подпоследовательности 
пути 0( , которые при заданной фиксации входных масоивов 
обладают свойством: 
Кт ииеет вид »е 
^ ^ . г д е * ) ^ - - / ^ . 
имеет вид ё/^щ) =*••+% где р^ ЦрОД, в 
Д*. имеет вид аг 
| 1 * 
% имеет вид" е~е(Щ,)=* • *7где 
Под сс-епенью инцидентности пути Л будем понимать 
наибольшую длину таких цепочек (К^,^ , ЛфЛ , кото­
рые обладают укаэанним свойством при любой фиксации вход­
ных массивов, реализующих п у т ь * , С т е п е н ь 
и н ц и д е н т н о о т и п р о г р а м м ы - максималь­
ная степень инцидентностек путей программы. 
ТЕОРЕЫА 2. Существует алгоритм, который для любой 
программы, работающей с прямым методом доступ.; и имеющий 
ограниченную степень инцидентности, строит полную систе­
му примеров. 
•^Равенство м±~»е (м,) более точно оеначает следующее: 
р.1-к1^1{^й,), где р.. - значение ячейки ^« в момент вы­
полнения команды кт , - значение ячейки/*, в момент 
выполнения команды Кт1 . Аналогично понимаются и даль­
нейшие равенства. 
ДОКАЗАТЕЛЬСТВО. Для простоты будем считать, что у 
нас имеется только один массив X последовательного 
доступа и только один массив ье прямого доступа. Приве­
денное нами доквзетз'льстзо непосредственно переноситоя 
также и на случай нескольких массивоз; усложняются толь­
ко обозначения. Через I и и. обозначим произвольные 
.внутренние ячейки. Пусть сс-(Х9, Кл,..., Кг) - произвольный 
путь в программе. Сопоставим атому пути определенную 
систему неравенств /У(л) : 
где #7/ - подсистема перавенотв, соответствующая команде 
. А именно, пусть * я и ир - переменные, обознача­
ющие соответственно значения (содержимое) внутренних 
ячеек 4 к и после прохождения путлос'^(А',,..., / ) и 
Х{ - последняя запись, считанная с массива X за это 
время (в начальный момент эти переменные соответственно 
*# « ч # » ** ) • Пусть с - обозначение константы 
(произвольным образом фиксированного целого числа). Опре 
делим теперь оистему Щ : 
1) Если команда Кк имеет вид Х=>*-, то 
[4* < 
2) Если команда К{ имеет вид Х=Ф и * и среди 3 # , , 
7&1.4 не встречаются неравенства вида Ху<ф для 
некоторого у ( т . е . раньше не встречаются команды ви­
да Д Г * Ф - - ) , то 
Заметим, что в данном случав вводятся новые переменные 
иы и Хм** » К 0 Т 0 Р " в Д л я команды К1Н будут играть т а ­
кую же роль, как щ и Хг для команды . -
Если ке раньше встречается неравенство тда Х^-4до , 
то • .-. 
4 Я> 
>9>> 
т . е . в качестве 9Я{ выбирается явно противоречивая систе ­
ма. 
3) Если команда К\ имеет вид I ==> и (или е и ) , «о 
т *" 1 *** ( и л и * < * { е % м/'/ ) # 
В данном случае опять вводится новая перемешая 
4) Если команда имеет вид * < а » (или с<и+ , 
или /< е *• ) , т о 
( и л и * ' « " [ * < « / ,или |*д<<? ) Г 
5) Если команда Кк имеет вид *<«-(или а* и - , 
или I < с - . ) , то 
6) Если команда К1 имеет вид (или /е(с)=&и- ), 
то 
# ^ - 1 < <р (или <И> |а?г 4 9» 1 ) . 
7 ) Если команда А^ - имеет вид (или »е(с)=*а+ ), 
то 
((«ли • 
Л/ 
В последних двух случаях вводится новея переменная 
вида 0*4 . Такие переменные мы в дальнейшем будем на­
вивать Д В О Й Н Ы М И , так как, с одной стороны, 
переменной является-сам индекс 4в , а с другой стороны, 
переменной (другой) является также и само аг^ . (Под­
черкнем, что переменные вида *ее , где б - константа, 
мы не будем называть двойными переменными.) 
Рассмотрим пример. Пуоть 
еК**а*, а-»/*, Х—8+, 8< 0-, 9>0+% Ыка -,Х**8+-, 9<О'). В этом олучае 
*,><Р 
Х,>9> 
Х=>а + 
а = » У * 
х%9 и * ° -
8, < О 
Ы<а-
*=>8+ 
8< О* 
Из приведенного определения N(4) следует, что ое 
переменными являются буквы X,*е, <,и,,.. с индексами, 
притом индеко буквы ее в свою очередь может бить пере­
менной. Это следует учесть при определении решения с и с ­
темы Ы(в(.) I если значение 4М равно значению и( , то 
значение тоже должно быть равно значению*еН 4 . Под 
решением системы ЩвС) мы понимаем любой набор ц е -
л о ч и о л е н . н ы х значений переменных, удовлетво-
рягдих данной системе. 
3 приведенном выше примере оиотемаЛ^ имеет, на­
пример, следующее решение: 
Вообще система Ы(о\ монет иметь много решений. В 
дальнейшем", говоря о совокупности решений, мы будем иметь 
в виду совокупность в с е х решений системы ы(гц) . 
Далее, мы говорим, что путь ОС реализуем, если с у -
щестгует пример, на котором программа проходит (реализует) 
этот путь. Иэ определения системы ^непосредственно вы­
текает 
ЛЕММА I . Путь <Х реализуем тогда и только тогда, 
когда система неравенств /У(ы.) имеет решение. При этом 
для любого решения, если из него выделить значения пере­
менных вида Х „ Х 1 , . . . , . к , , 
то они образуют пример, реализующий путь Л , 
Иногда нам будет удобно систему неравенств и 
ей подобные системы N изобразить в виде графа 6Ы , 
Сначала определим граф СМ' . Его вершинами являются пе ­
ременные и константы (в тон числе и<*>), входящее в N 
(каждому двойному переменному также соответствует одна 
вершина). Неравенство $ < ^ мы будем изображать в ви­
де дуги . которой приписан вес / , нера­
венство - в виде дуги , которой припи­
сан вес 0 , а равенство % " % - как < < ^ и 
. Н а рис.4 изображен (ГЛ/«</ ;,, соответству­
ющий предыдущему примеру. Дечее, для того, чтобы из а'Ы 
получить НА/, делаем следующее: с двойных переменных 
аер стираем переменный индекс р и вместо этого из 
вершины, ооответствующей вер , проводим прерывистую 
стрелочку в вершину р (в случае системы Л/(ос) и в 
других рассматриваемых нами случаях, такая .вершина р 
Рио. 4. 
обязательно существует). На рис.5 иэобраяен в#М 
соответствующий &'//(с() из рис .4 . 
Рио. 5. 
Очевидно, по &Ы однозначно можно восстановить 
индексы двойных переменных и, тем самым, оистзму нера­
венств N . 
Теперь естественным образом могло определить равен­
ство двух'вершин (переменных или констант) графа 
X) к* ? , если У.4 % И * » Ц I 
2) , еоли | 
3) У, 4 % , если существует вершина в такая, 
что У, 4 у и о 4 % ; 
4) , если существует зершина /? такая, 
что У * р и р» % \ 
5) ве^ - , если ^ - ^ 
Определенное выше понятие равенства, там где это 
может вызывать недоразумения, мы будем называть синтак­
сическим равенством. Очевидно, оно несколько слабее фак­
тического равенства, так как, например, в случае системы 
«• < х < * 
переменные X и ? фактически яэлнются равными, одна­
ко согласно приведенному выше определении равенства эти 
переменные не будут равными. 
Наряду с синтаксический равенством можно ввести 
также и другое понятие равенства: перемен;уе У и ^ 
мы будем считать равными п семантическом оыысле, если их 
значения равны независимо от фиксации ( т . е . прп любой 
фиксации) входных массивов, реализующих путь « , Оче­
видно! "3 синтаксического равенства переменных следует 
их семантическое равенство (олнако обратное, как показы­
вает предыдущий пример, имеет место не всегда) , При опре­
делении степени инцидентности, фигурирующей в условиях 
теоремы, мы фактически использовали семантическое ра-
венотво переменных, Однако можно было бы использовать 
вместо семантического равенства также синтаксическое 
равенство. В таком случае мы получили бы неоколько более 
оильную формулировку, теоремы 2. Иы фактически докажем 
именно ату бол&е сильную формулировку. 
Заметим еще, что в графе «Г/У концы прерывистых 
стрелочек можно передвигать по равным вершинам и от э т о - и 
го решения соответствующих сиотем неравенств не изменят­
ся . . 
Теперь определим вычеркивание по правилу транзитив­
ности произвольной вершины % из графа йМ г 
а ) Рассматриваем вое вершины $, цтакие, что из г) 
ведет дуга в X и и э X в 1 (пусть />, и р% - с о о т ­
ветственно веса этих д у г ) , и проводим иэ ^ в ^ новую 
дугу с весом / , * / » , ' • 
б ) Еоли в вершину X входят прерывистые стрелочки, 
то наем вершину /* такую, что X согласно приведен­
ному выше (синтаксическому) определению равенства, и 
концы этих стрелочек переносим на вершину (л \ если т а ­
кая вершина ц Не существует, то концы указанных стрело­
чек оставляем свободными. 
в) Далее вычеркиваем вершину X вместе с дугами, 
входящими и выходящими из нее. Только перед этим прове­
ряем, не появилась ли в результате шагов а и б петля 
(Х,Х) с весом больше 6 (что означает явное противо­
речие). В последнем случае выбираем какую-нибудь иэ о с ­
тавшихся вершин X и проводим дугу с весом 
больше О (чтобы в оставшемся гра[>е также сохранялось 
явное противоречие). 
г ) Если в результате предыдущих шагов (точнее ша­
га б) появилась какая-нибудь вершина X' 0 прерывистой 
стрелочкой, имеющей свободный конец, то с вершиной %' 
делаем в точности то же самое, что с вершиной X , т . е . 
опять выполняем шаги а , б , в , только вместо X берем X' • 
В результате вычеркивания X' опять могут появиться вер-
шины X" со свободниии прерывистый:: стрелочками, для них 
оцять делаем то же самое, что и выше, и т . д . 
В конечном итоге, наряду с вернино:! ^ будут вы­
черкнуты также и вое веряини со свободными прерывистыми 
стрелочками. Об оставшемся графе будем говорить, 
что он получен из йИ вычеркиванием вершины I? . по 
правилу транзитивности, Фактически при этом, как ш виде­
ли, "роисходит вычеркивание также и других вершин; содер­
жательно зто те вершины, которые обозначают записи масси­
ва ас , доотуп к которыг/ "опирается" на % . 
В графе (йЫ)^ и тем более, в графах 
могут существовать дуги (%,я) о весом р , где р - про­
извольное натуральное число: 
Такие дуги мы будем интерпретировать как неравенство 
Пользуясь такой интерпретацией (что в случае р- О или / 
в точности совпадает с первоначальной интерпретацией) мы 
систему неравенств и говорить о ее решении, В дальнейшем 
мы будем говорить также о решении самого графа, имея в 
виду под этим решение соответствующе:! системы неравенств. 
Переменные вида , , где (, « , ... 
- внутренние ячейки, будем называть в н у т р е н н и -
м и переменнмии. Внутренние переменные и беременные ви­
ла Х3 , ОД будем называть < э о н о в н ы м и перемсн-
1шм!1. В системе /У(л) , кроме основных переменных, еще 
могут встречаться двойные переценные лер , р основ­
ная переменная, и перенонпне вида*?, , $ - константа. 
Основные переменные, являющиеся «индексами двойных пере­
менных, будем называть и н д е к с н ы м и переменными 
системы иг/л) . Далее, основные переменчив с наибольшими 
каждому графу можем сопоставить определенную 
индексами, встречавшиеся в /1/М) , будем называть а к ­
т и в н ы м и переменными. Например, если а,,а,, 
и„ириа, Х,,ХЯ,ХЯ - все ооновные переменные, вхо ­
дящие в Ы(л) , то активными будут в,,*4, иж,Х9 . Со­
держательно активные переменные системы N(01) обозначают 
содержимое внутренних ячеек и поодеднюю запись массива X 
после прохождения пути ек . Понятие активных перемен- « 
ЕЫХ мы будем распространять также и на другие системы 
неравенств N и графы <*Ы , содержащие переменные т а ­
кого же вида, как Ы(рС\ . 
Пусть дано некоторое сопоставление Л' , которое 
каждой паре систем неравенств N , М сопоставляет н е ­
которую конечную совокупность д'(н,м) оистем неравенств 
л у д * * „ ] , 
где каждая система /? { имеет вид 
N 
М 
3{ - зависящая от * , N и М система неравенств, 
в которой участвуют только активные переменные системы 
N и произвольные константы, 
Испольвуя сопоставление Л' , о.феделим теперь но­
вое сопоставление $ , которое каждой системе неравенств 
Ш1-
Щ 
! 1 
команде К* 
Ш$ - подсистема, соответствующая 
оопоотавляет конечную совокупность РЫ(*) систем нера­
венств 
следующим образом: 
Такое сопоставление В в дальнейшем будем назызать 
р а з б.и е н и е м . Разбиение будем называть к о р -
р е к т н ы м, если для любого о( объединение совокуп­
ностей решений системы Ыг(е(,),..,г Л/т(&) дает в точности 
совокупность решений первоначальной системы 
Пусть Г, и Сл - соответственно наименьшая и наи­
большая константа, встречающиеся в рассматриваемой про­
грамме. 
Определим одно специальное разбиение />0 . Для э т о ­
го достаточно определить сопоставление д0 , Которым оно 
задается. 
Если система Л,- соответствует команде вида 
... , т . е . Д»; имеет вид 
либо|*^4^> , либо , $ - переменная, 
то для любой системы неравенств N с активным X 
где 
1а** т*! щл%<>-
В остальных случаях 
Легко видеть, что Лв является коррективный разби­
ением. Если и - число индексных переменных, входящих 
в Ы(А) , то д Ире) разбивает А/(л) на (Сй-С.+$* систем^ 
неравенств. Вес эти системы характеризуются тем, что в 
каждой из них любая индексная переменная либо ровна 
константе, либо меньше наименьшей константы программы, 
либо больше наибольшей константы программы. 
Отметим еще, что короектныи является также и тож­
дественное разбиение Ла г 
Пусть теперь Л - произвольное разбиение, 
Н^л) имеет вид: 
5у, 
Согласно определению, в 5, л участвуют только активные 
переменные 
системы 
щ 
или, что то же самое, система 
л, 
Введем обозначения начальных кусков Л1у(<с) « 
\т, 
1 
Наряду о Л/р будем рассматривать также и граф 
изображающий систему Л/ум . 
Сопоставим теперь каждой системе Ц№) некоторый 
граф $у(л) , который к . будем называть соотоянием 
системы Л/;/*) . Определение $у(л) индуктивное. 
Положим л,, - вЛ/р 
Пусть уже о п р е д е л е н о ^ . / и-пуоть 6/м-> и А^,./ 
имеют одни и те же активные переменные. Тогда для постро­
ения *р сначала дополниы граф 3^.4 в соответствии с 
сиотемой неравенств 
в точности так же, как при построении графаЛМ^ иэ гра­
фа • Это всегда возможно, так как Зр,., и ЯТЯ 
используют только актизные переменные иэ Лд^,./ , а 
зуя.1 , согласно индуктивному предположению, содержит 
эти переменные. Полученный граф обозначим через . 
Если команда К„ такова, что она новые переменные не 
вводит, т . е . при построении З^.^ из нам не 
требуется добавлять новые цзршины.то, З/л-З/*-/ . 
Если же пои построении 5уя-1 из нам при­
ходится добавлять новые вершины - переменные, то в р е ­
зультате этого некоторые переменные X • которые блли 
активными в , могут перестать быть активными 
в •^•«-/ (например, если в были активными х$ и 
и , то после *<• рлвной Х=* ц+ переменные X, и и. 
перестанут быть активными; вместо них появятся новые 
активные переменные Х,^ и и м ) , В таком случае по 
правилу транзитивности вычеркиваем из все такие 
вершины X • Далее, зеса дуг, получившихся при этом 
больше Сл~ С, , заменяем на Ся-С.+1 ( С, и Сл - с о ­
ответственно наименьшая и наибольшая константы програм­
мы). Граф, который в результате этого получим из з'ущ.4 
обозначим через Зул . ; 
. Теперь положим 
8у(л) - Зу„. 
На рис. б изображено 8у(л) при условии, что Л/у/а) 
равно Ы(Щ из предыдущего примера (см.также р и с . 5 ) . 
Ф О 
Рис, б . 
Определим теперь равенство двух состояний 8у<ч) и 
• 4 $11 1 8у(а)-5/уз) если су/ЭД и 5 , / / ! совпадают 
как графы о помеченными вершинами и дугами (прерывистые 
дуги тоже учитываются) при условии, что индексы у основ­
ных переменных стерты. 
Иэ индукции построения состояния Зу/и) по Ц (ос) не ­
посредственно вытекает следующее свойство: 
А. Пусть пути Л к у ! заканчиваются на одной и 
той же вершине и пусть / - произвольный путь, начинаю­
щийся с той вершины, на которой заканчиваются ос и ув 
Пусть для некоторых Ц'(я)е ОН(сс) и с Ял/уЗ) 
состояния 
Тогда для всех Ы,(А**)е ВЫ и Ы„//3+г)е ВЫ//*// 
вида г; 
ЫМ+А) 
ц/а) 
и 1Ц№ ш 
соответствующие состояния 
ЦЩЩ -
Далее, под насыщенным графом <Г. для графа й б у ­
дем понимать граф, который получаетоя из-а % если про­
вести соответствующие дуги (если они еще не проведены) 
между всеми попарно равными (согласно приведенному выше 
определению) вершинами ( т . е . если ^ - ^ , то в 4 должны 
быть дуги и %) о весом О ) . Под весом 
ориентированного пути будем понимать сумму весов д у г , " 
составляющих этот путь. 
Будем говорить, что граф «? удовлетворяет у с ­
л о в и я м к в а з и р е а л и з у е м о с т и , если 
в соответствующем насыщенном графе 3/ ; 
1. Не имеется циклических путей о весом больше нуля, 
2 . Вес любого пути, ведущего иэ любой константной 
вершины сй в любую другую константную вершину л, , не 
больше е0 - с4 . 
В случае, когда <? нь* содержит двойных переменных, 
рассмотрение насыщенного графа 3 для определения ква­
зиреализуемости является лишним в том омысле, что усло­
вия^ и 2 выполняются одновременно как в С , так и в 
6 . Однако в случае, когда # содержит двойные пе ­
ременные, как легко видеть, из выполнения условий I и 2 
для <* еще не следует выполнения этих условий для & 
Далее будем говорить, что система неравенств А/ 
удовлетворяет уолезиям кзезпреалиэуемости, если С А/ удо­
влетворяет условиям кзазиреализуемости. 
Согласно л е т о 2 из [I] пр:; отсутствии двойных пере­
менных система неравенств Л//ас) имеет решение (слздова- . 
тельно, путь о( реализуем) тогда и только тогда, когда 
А//к) удовлетворяет условия).: квазлреализуекости. Однако „ 
при наличии двойных переменных условия кзазиреализуемости 
являются только необходим-ш условиями реализуемости пу­
ти о/. . если А/Ах) имеет решение, то оно обязательно 
обладает уоловиями кзазиреализуемости. 
Рассмотрим теперь вычеркивание по правилу транзитив­
ности произвольной зершины X ДО графа 6? (в результате 
мы получим граф ) . Легко убедится, что 6 и 
(й)* одновременно будет удовлетворить или неудовлетво-
рять условиям кваэирезлизуекости. Отсюда и из определения 
состояния получаем следящее важное свойство: 
Б. А/у (е() и 5у (<*) одновременно удовлетворяют 
или кеудозлетэоряют условиям кзазиреализуемости. 
Лтак, пусть произвольным образом фиксировано кор­
ректное разбиение О , 
$/(А) - состояние, соответствующее Лкщ . Определим т е ­
перь новое состояние $ & ) : 
Там, где могут возникнуть недоразумения, состояниг: 
будем называть частными состояниями, а состояние5(л) -
полним состоянием. 
Два полных состояния и $(у8) будем называть 
равными , если для всякого частного с о ­
стояния $//л)е 5(А) существует частное состояние , 
5е!у*)*5(уй) т а к о е / ч т о 5у(сх)» %(р) , и обратно. 
• 
Далзе, будем говорить, что п у т ь * к в а з и -
р е а л и з у е м » если условиям кваэиреализуемооти 
удовлетворяет хотя бы одна из систем неравенств Ы,(а.),...,/1/п 
Согласно свойству Б это равносильно тому, что условиям 
квазиреалиэуеиости удовлетворяет хотя бы одно из част­
ных состоянии" 31(ес)ь ... , Зт(с() . В последнем случае мы 
будем говорить, что полное состояние 3/ес) удовлетворяет 
услог'ллы квэзиреолиэуемооти. Отсюда и из свойства А выте­
кает следующий аналог леммы 3 из [I ] : 
ЛЕММА 2. Если пути оС и уЗ программы Т , окан­
чивающиеся на одной и той же команде а , квазиреали-
зуемы и З/Щ-З/уЗ) , то для любого пути / , начинаю­
щегося с ^ , из квозиреализуеыости пути с**-/ сле ­
дует квазнреолизуемость пути у ? * / 
Если ИМ будем рассматривать произвольную программу 
Т и всевозможные пути оС в этой програмие, то может 
оказаться, что число различных состояний будет б е с ­
конечное. Это может возникнуть за счет того , что в част­
ных состояниях 3/№) , кроме активных переменных (их 
число ограничено), сохраняются и тс двойные переменные, 
которые на них "опираются", а их число для различных<Х 
может быть неограничено, если глубина инцидентности прог­
раммы неограничона. Однако если глубина инцидентнооти 
ограничена некоторым число $ , то число двойных пере­
менных, "опирающихся" на одно переменное, ;е превышает 
я . Отсюда следует, что если Т удовлетворяет услови­
ям теоремы, т . е . имеет ограниченную степень инцидент­
ности, то число различных частных и, следовательно, чис­
ло различных полных состояний программы Г ограничено. 
Именно для этой цели были введены ограничения на програм­
мы в условиях теоремы. 
Определим теперь дерево реализуемости программы 
в точности так же, как в [I] , имея в виду под состоя-
нием 3/Ы) полное состояние пути ос определенное выше, а 
под реализуемостью пути аС - кваэиреалиауемость пути « 
(при разбиении Л ) . Так как согласно изложенному выие 
число различных состояний 3(л) конечное, то приведен­
ный в [I] алгоритм построения дерева реализации применим 
и в нашем случае. Получающееоя дерево реализуемости в 
нашем случав зависит, вообще говоря, от фиксации разбие­
ния Л . 
. Иэ поотроения дерева реализуемости и леммы 2 непо­
средственно вытекает 
ЛЕША 3. Любая ветвь дерева реализуемости как путь 
программы квазиреализуема. • 
Если путь программы, задаваемый некоторой ветвью А 
дерева реализуемости, содержит ветвь «Г программы, то 
будем говорить, что ветвь Н дерева реализуемости с о ­
держит ветвь В программы. > 
ЛЕММА 4. Ветвь 8" программы квазиреализуема т о г ­
да и только тогда, когда существует СТОП-ветвь дерева 
реализуемости, которая содержит ветвть ё~ . 
Достаточность условий леммы 4 вытекает иэ леммы 3. 
Необходимость условий леммы 4 доказывается в точности 
так же, как необходимость условий леммы 5 из [I] , толь­
ко змеото леммы 3 иэ [I] надо использовать приведенную 
выше аналогичную лемму 2 . 
Далее, из корректности разбиения Л и ' 'еобходи-
ности условий кваэиреализуомости для существования р е ­
шения у системы Ыу(л) вытекает 
ЛЕММА 5. Если ветвь 8 программы Г реализуема 
( т . е . принадлешт реализуемому пути), то она также и 
квазиреализуема ( т . е . принадлежит квазиреалиауемоыу пути). 
У 
Из леми 4 и 5 свою очередь вытекает следующая важ­
ная 
ЛЕША 6. Пусть при заданном корректном разбиении 
д система примеров 2 такова, что она реализует все 
СТОП-ветви дерева реализуемости программы Т • Тогда-
система ^ является полной оистемой примеров для прог­
раммы Т • 
Пуоть N - система неравенств, в которой, вообще 
говоря, ьотречаютоя также и двойные переменные. Раоомот 
рим соответствующую насыщенную оиотему /7 , которая по 
лучается иэ N добавлением всевозможных равенств Хш% 
которые получаютоя согласно приведенному выше (оинтакои 
ческому) определению равенства (переменные I; и *, » 
которые согласно этому понятию равенства не являются 
равными, будем называть различными). Ясно, что совокуп­
ности решений систем Ы и Р совпадают. Рассмотрим т е ­
перь все двойные переменные, входящие в /7 , как обыч­
ные переменные, не зависящие от значения индекса, В ре­
зультате такой интерпретации № превратится в традици­
онную систему неравенств. Систему Я при указанной ин­
терпретации будем называть традиционной системой нера­
венств, соответствующей системе N , 
ЛЕММА 7 . Если некоторое решение соответствующей 
традиционной системы неравенств Р таково, что все раз ­
личные индексные переменные принимают разные значения, 
то это решение является тацке и' решением для исходной 
системы N , 
Справедливость данной леммы вытекает из того, что 
если у двойных переменных разни* значения индексов, то 
между ними не существует никаких других соотношений 
(равенств или неравенств), кроме тех, которые указаны в 
N , так как единственный случай, тогда между двойны­
ми переменными, и, следовательно, между другими перемен­
ными могут появляться новые соотношения - это когда ока­
зываются равными их индексы; в этом случав должны быть 
равными такие и сами двойные переменные. 
Рассмотрим переменные системы А/ , которые ограни­
чены некоторой константой не более чем с одной стороны 
( ^ ограничено сверху (снизу) константой с , если в 
ЕР существует путь, ведущий иэ • в < (из ^ в с ). 
Такие переменные мы будем называть с в о б о д н ы м и . 
ЛЕММА 8. Существует алгочить. А , который для лю­
бой традиционной системы неравенств № , удовлетво­
ряющей уоловиям кпаэиреализуемост;!, отроит решение та ­
кое, что вое различные овободные переменные принимают 
разные значения. 
Алгоритм А аналогичен алгоритму, описанному в [I] 
при доказательстве леммы 2 . Единственная разница оостонт 
в'том, что дополнительно надо требозать, чтобы значения 
свободным переменным присваивались в конце процесса и 
чтобы значение каждого следующего свободного переменного 
выбиралооь отличным от значений предыдущих переменных 
( а это всегда возможно). 
Рассмотрим теперь разбиение > # . Пусть 
Из определения ^ следует, что каждая система ы'М , 
удовлетворяющая условиям квазиреалиэуемости ( т . е . не с о ­
держащая явные противоречия вида %<с'Л %>с" ,где 
е'< с" ) , должна обладать тем свойством, что любая вхо­
дящая в нее индексная переменная либо равна константе, 
либо свободна. 
ЛЕММА 9. При разбиении Лг любой квазиреализуемый 
путь является также реализуемым и существует алгоритме , 
который для каждого квазиреалиэуемого пути ** строит 
пример, реализующий этот путь. 
Для доказательства леммы рассмотрим произвольный 
квазиреализуемый путь ос . Это означает, что для неко­
торого у МЙ 4*й удовлетворяет условиям квазиреализуе­
мости. Рассмотрим соответствующую традиционную систему 
неравенств Ыу М. Она тоже удовлетворяет уоловиям ква­
зиреализуемости. Согласно лемме 8 существует алгоритм 
А , который строит решение традиционной системы ю М , 
при котором все различные свободные переменные принима­
ют разные знач;ния, в том числе и свободные индексные 
переменные. Но у системы /У^Щ) любая входящая в нее 
индексная переменная либо равна константе, либо свобод­
н а 1 . Отсюда по лемме 7 получаем, что решение соответству­
ющей традиционной оиотемы, построенной с помощью алго­
ритма А , является также и решением системы Ыу (А) . 
Таким образом искомый алгоритм 8 сводитоя к тому, что 
по оХ он строит Ц*Ч*)ш\Н,ф(*)% ;.\ • и для каж­
дого Ну (и) проверяет, не выполняются ли для него 
условия кваэиреализуемости. Иэ квазиреализуемости ос 
следует , что для некоторого ЫуМ) эти условия выполняются. 
Рассматриваем соответствующую традиционную систему Л^ ЭД и 
к ней применяем алгоритм А иэ леммы 8. Получаем решение 
системы Ыу(л) . Согласно лемме I оно дает пример, реали­
зующий путь « . в 
Для завершения доказательства теоремы резюмируем по-
лучившийоя алгоритм построения полной системы примеров 
для программ Т , удовлетворяющих условиям теоремыг 
По программе Т отроим дерево реализуемости при 
разбиении Вв . Согласно лемме 3 любая ветвь дерева реа­
лизуемости как путь программы квазиреализуема. Рассматри-
веем все СТОП-ветви дерева реализуемости и применяем к 
ним алгоритм В из леммы 9. Согласно леыые 6 полученная 
система примеров явлкетоя полной. 
Теорема доказана, 
8АУЗЧДНЙ2 I , Опишем один метод, который во многих 
случаях позволяет принципиально упроотить построение пол 
ных окотом примеров для программ, удовлетворяющих уолови 
ям теоремы, Вмеото разбиения 2^ возьмем тождественное 
разбиение Вт , 3 этом случае Фактически инкского разбив 
ния системы не будет :: 5/Ц1 будет то состояние , кото­
рое непооредотвенно получаотоя ПФЫ/Я) 'как при определе­
нии чаотноГО соотойнйя). Строим, как и выше, дерево реа­
лизуемости, только отнооитол.но нового состояния В/л) . 
Затем § рассматривая вое СТОП-ветви построенного дерева 
реализуемости, составляем для них системы . Далее,• 
рассматриваем соответствующие традиционные системы 
и для каждой из них отроим решение согласно какому-ни­
будь заранее фикслрованиону алгоритму решения традицион­
ных систем неравенств (для дальнейшего важно, чтобы этот 
алгоритм различный индексным переменным выбирал по воз ­
можности разные значения), Предположим теперь, что эти 
решения оказались такими, что им удовлетворяют также и 
исходные системы N(4.) , в которых участвуют двойные пе ­
ременные, В таком случае оиотема примеров, соответствую­
щая втим.решениям, будет реализовать все СТОП-ветви по­
строенного дерева реализуемости и, согласно лемме б , бу­
дет являтьоя полной системой примеров для данной прог­
раммы. 
В общем случае лемме б позволяет использгвать так­
же и другие' разбиения, промежуточные между ВЯ и Д 
В атом смыоле разбиение А можно рассматривать как 
предельное разбиение, при котором описанный процесс по­
строения полной системы примеров обязательно оборвется. 
Рассмотрим бостроение Полной системы примеров для 
программы, изображенной-на л и о . 2 . В качестве разбиения 
возьмем Ля . На рис. 7 изображен фрагмент дореза реа­
лизуемости, СТОЛ-ветви которого уже содержат полную с и с ­
тему примеров. Полученная полная оистема примет-, эв (вмес­
те с некоторой дополнительно/! информацией) изображена в 
Рис. ? . 
таблица I . Как уже было сказано^ рассматриваемая прог­
рамма написана ошибочно: в выходном массиве она пропус­
кает некоторые нули. Легко уПодитьоя, что построенная 
система примеров обнаруживает эту ошибку. 
Таблица I 
Обозна­
чении Пути 
Примеры Результат 
$е У 
в <Ш 
4 /*,2*> 3+,5',6-,*+,3-%4 (Ш « М 
1 «> 
1 +, 2*. 3+,5-, 6+, 7+,в*;9+.3-,4 ш М 
ЗАЙЗИлНЙ! 2. При Оформугчро^ацном в теореме 2 огра­
ничения на программы модно доказать я т е и аналоги т е о ­
рем 2 и 3 / з [ I ] ; однако использование счетчиков по ана,-
лог;::: с (2)-сразу приводит к алгоритмической керазреши-
мости проблемы построения полной системы примеров. 
ЗА .'ЗЧАНлЕ 3. Теорему 2 МОККО доказать также при у с -
лови>:, что с входных массивов прямого доступа разрешается 
ке тол-ко считывать информацию .но также и записывать ( т . е . 
применить команды вида . . . т — - ^ ве(е) ). 
ЛИТЕРАТУРА 
1. Барздинь Я.!». , Бкчевсклй Я.Я. , Калниньш А.А. Построе­
ние полной системы примеров для проверки корректности 
. программ.-"Учен.зап.Латв. ун-та" , 1974.т.210. . 
2 . Калниньш А.А. , Бичевский Я.Я. , Барздинь Я.М. Разреши­
мые и неразрешимые случаи проблемы построения полной 
оистеиы примеров.-"Уч. зап. Латв. ун-та" ,1974.т .210. 
о слояности и оптаалькоста предельных 
вычислений. 
Р.В.Фрейвалд 
Э.М.Голд [1] и Х.Питнам [2] изучали понятие пре­
дельно вычислимых функции. Говорят, что рекурсивная 
функция д(п) имеет предел 8(ВСтд(п}-8) или, другими 
словами, что последовательность ее вначений стабилизи­
руется на 8 , если Эя0 Уп>г>,(д(п)-8) • , функция/(х) 
называется предельно вычислимой, еоли существует общере-
курсивная ( о . р . ) функция /(х,п) , такая что для воах м 
/(х)-Вй» //х,г>) . Было доказано, что предельно вы­
числимые Функции и только они вычислимы на машинах Тью­
ринга о креативным оракулом (определение си. [3] )» 
В [А] понятие предельной вычислимости функций экви­
валентно сформулировано в терминах ма^ин Тьюринга о дву­
мя лентами: рабочей и выходной •. В начале работы на рабо­
чей ленте записано значение аргумента х , выходная 
лента пуста. На рабочей ленте находится одна обычная чи­
тающая-пишущая головка, на выходной - одна только-пишу­
щая головка, которая может стоять на месте или Двигаться 
вправо, но не может двигаться влево. Во фемя работы ма­
шины эта Головка печатает Чюследовательность натуральных 
чисел /С м Ка, ... о разделительными знаками между их 
записями. Будем считать вались очередного числа закон­
ченной, если ва этой записью напеч1тан хотя бы один раз­
делительный энак и гоЛовна уже*ушла вправо от этого рав-
деяительного янака. Между двумя соседними числами допуо-
кается произвольное число разделительных энайов. Таким 
образом, любое заполнение машиной выходной ленты или ее 
части определяет пустую, конечную или бесконочную после­
довательность тех натуральных чисел, печать которых з а ­
кончена. Пределом выходной последовательности будем на­
вивать последнее полностью напечатанное число (если по­
следовательность конечная) и чиоло б , если все на­
печатанные числа, кроме конечного числа первых, равны 
8 (если последовательность бесконечная). 3 остальных 
случаях предел выходной последовательности не определен. » 
Функцией, которую предельно вычисляет машина #? , бу ­
дем наэыаать функцию, оопоставляюшую каждому значению 
аргумента х предел выходной последовательности 
*/» К2,/(,,... напечатанной машиной Ш при работе на х . 
Такое определение сразу прияодит к мысли о сложно­
стях предельных вычислений. 
При обычном (непредельном) вычислении функции про-
цесо вычислыния при Получении результата останавливается, 
что дает возможность окончательно подсчитать затраченное 
время, емкость и другие характеристики. В случае предель­
ных вычислений время бесконечно, емкость, режим, число 
колебаний и другие подобные характеристики, как правило, 
тоже. • 
Однако имеются достаточно естественные характерис­
тики процесса предельного вычисления, которые принимают 
конечное значение, еоли предельно вычислимая функция 
определена, например: 
а) сигналиеирующая времени (для каждого х сигнализи­
рующая 4(х) равна числу тактов работы машины, пока 
на выходной ленте будет закончено печатание такого 
Кя , Что все последующие выходные значения, кото­
рые будут полностью напечатаны, равны Кл ; если та ­
кое К„ на существует, то 4(х) - <*>] , • ' 
б) сигнализирующая емкости (для каждого х сигнализирую­
щая а(х) равна числу ячеек рабочей ленты, использо­
ванных машиной до такта {(х)- ^ если, ё/х)-** , то-
по определению з(х)'-«*- )• .. 
По образцу а) и б) можно ввести аналоги и другим 
естественным сигнализирующим обычных вычислений. Впро­
чем, для предельных вычислений можно рассматривать и спе­
цифические сигнализирующие, не имеющие аналогов для 
обычных вычислений, например 
в) сигнализирующая числа изменений гипотезы (для каждого 
X сигнализирующая Н(х) равна числу таких п' , что 
в выходной последовательности К„ * Кн . \ если вы-
I) Я-Г . 
ходная последовательность пуста, То Н(х} не опреде­
лена) . 
Большую часть теорк : сложностей обычных вычислений 
можно построить на основе двух аксиом М.Блюма [5,61 . 
Фиксируется некоторая главная вычислимая нумерация [ ц \ 
всех одноместных частично рекурсивных ( ч . р . ) функций (на­
пример, естественная тьюрикгова - череа коды программ 
машин Тьюринга). Каждому ( ( т . е . по существу, каждой 
машине) сопоставляется функция Ср(- со свойствами: 
1) функция Я1 ?1х <Р-(х) имеет ту же облаоть опре­
деления, что и Л« Ах Г;(х) , 
2) (функция ТИТЛх Фс(х) имеет рекурсивный график. 
Пусть Ф1 (х) - это функция, предельно вычисляемая 
машиной 777,- . Какие похожие овойства нужно требовать 
при сопоставлении каждому с сигнализирующей функции 
Дж.Ходжаев [7] показал, что основные факты аксио­
матической теории сложностей остаются в силе, если в 
аксиомах и теоремах везде рассматривать функции, вычис­
лимые на машинах с фиксированным оракулом/ Предельная 
вычислимость функций равносильна вычислимости с креатив­
ным оракулом. Поэтому в качестве аналогов аксиом Блюма 
естественно рассматривать: 
1) функция ЛМх Р((х) имеет ту же область опре­
деленности, Что и Й1МХ &(х), • 
2) функция Л1 Кх^(х) имеет предельно рекурсив­
ный график. 
Стцет:'м, что для сигнализирующих времени и емкооти 
(но не для сигнализирующей числа изменений гипотез) 
своЯотво 2 мояко усилить: 
2 е.) трехместный предикат "^М + а или ф. (х) не 
определена" рекурсивно перечислим. 
Впрочем, вто не удивительно - для Бременной, емкост­
ной и других "естественных" сигнализирующих обычных вы­
числений тоже можно усилить вторую аксиому Блюма: рас ­
сматриваемый трехместный предикат примитивно рекуроиьен. 
Для краткости изложения дальнейших рассуждений вве­
дем следующие соглашения. Всюду определенные предельно 
вычислимые функции будем называть предельно общерекурсив-
кыми Сп.о.р.) функциями, Функ*:ии, принимающие только ена-
чения 0 и 1, условно будэм называть предикатами. Если не­
которое свойство выполняется для всех натуральных чисел 
х , кроме конечного числа, то будем говорить, что это 
овойстзо выполняется для СОЧЯИ всех х 
Из результатов Дж.Ходгаеза вытекают следующие пред­
ложения 1, 2 и (в несущественно более слабой форме) пред­
ложение 3. 
ПРЕДЛОЯЕНХь 1ц (Аналог теоремы М.Рабина (8,б] ) . 
Для як-ого сигнализирующего оператора со свойствами 1 и 
2 и для любой п . о . р , функции А(х) существует такой 
п . о . р , предикат /(х) , что для всех « , если , 
То для почти всех х ^(х)> />(х) 
• ^^ГОЙКаВ 2 . (Аналог теоремы И.Блюма [б] ) . Для 
любого сигнализирующего оператора со свойствами 1 и 2 и 
для любой двуместной п . о . р . функции г существует п . о . р . 
предикат /(я) , такси, что для любого предельного вы­
числения Ц . предиката у? существует другое его предель­
ное вычисление # , при котором для почти всех х 
ПЙ2ДЛОЖВДЕ 3. (Аналог теоремы о проблемах**). Для 
Для обычных вычислений теорема о проблемах была докава-
ни Б.А.Трахтенбротом [б] и независимо, но позже А . Бо­
родиным [9] . 
любого сигнализирующего оператора со свойством 1 и для 
любых п . о . р . функций а(х] и г(х,У) , если для всех х,у 
имеет место г(х,у) «у , то существует такая п . о . р . 
функция 6(х) , что для зсех х 8(Х)>а(х) и для 
всех х>у из Щ(Х)> 8(Х) следует х^(х)>г(х,6(4 . 
ДОКАЗАТЕЛЬСТВО фактически копирует доказательство 
теоремы о пробелах , данное -П.- 1нгом [Ю] . Из сьойства 2 
вытекает существование такой о . с . функций с^х,/}) , 
что Л/я с(/,х,п)т ^ (х) ^ если Ф/(х) определена и 
Ьт с(^х,п)т + 0 0 • есл//не определена. Пусть а(х,п) и 
?(х,у,п) - такие о . р . функции, что а(х)-Ит 2(х,п) 
и г(х,у)-8ип 1*(х,у,п) . Для построения 6(х) ПОЛО­
ЖИМ 8(*,") и Для 0<1<х+1 
01$,л - г(х,Ы. , п)у/ .' Таким образом, для больших Л 
/У ' / гУ / ' / У <••• < Ы » Промежутков 
[ с ^ Л , а1;., п) у нас всего х*У , значит, среди них 
должен найтись такой [ ^ ) 1 7 , _ / > л ) , который не содер­
жит ни одного иэ значений 
с(0,х,п), о(1,х,п), ... , с(х-1,х,п) . Определяем тогда 
?(х,п)-Ыс^„ и 8(х)-Ит 6(х,п) 
Для предельных вычислений (в отличие от обычных) 
все же не все естественные сигнализирующие удовлетворяют 
приведенным выше аксиомам. Например, в [11,12] при нау­
чении некоторых эаДач индуктивного вывода оценивалась, 
по существу, следующая характеристика сложности. 
Сигнализирующая числа различных гипотез (для каждо­
го х сигнализирующая У(х) равна числу попарно различ­
ных чисел, встречающихся в последовательности К,, Кл,... 
напечатанной при работе машины на значении аргумента я ). 
Эта сигналиеирующая не удовлетворяет свойству 1. 
Можно, конечно, добавить к определению сигнализирующей 
оговорку "если предел последовательности к,,К,,... 
не оущэотвует, то У(х) не определена", ко тогда будет 
наруаено овойотво 2 . 
Предложение 3, впрочем, имеет "место для этой сигна­
лизирующей, так как в нем не требуетоя выполнения свойст­
ва 1. Другие ревультаты аксиоматической теории сложностей 
выполняются лишь в несколько ослабленной форме. Например, 
легко доказать следующий аналог предложения 1. 
ПРЕДЛ02Е1.ИЕ ч. Для любой п . о . р . функции Н(х) сущест­
вует такая п . о . р . функция /(я) , что для всех * , 
еоли $ » / , то для почти всех х У11х)* />(х). 
Усилить предложение 4 требованием, чтобы ^(х) при­
нимала только значение 0 и 1, невозможно, так как любой 
п . о . р . предикат можно вычислить с сигнализирующей У(х)^2. 
Автор, к сожалению, не видит, как разумно сформу­
лировать в виде аксиом те овойства сигнализирующей чис­
ла различных гипотез, которые обеспечивают справедли­
вость предложения 4, не обеспечивая при этом указанного 
усиления. В первую очередь, конечно, было бы желательно 
видоизменить свойство 1: 
1а) область определения функции А( Ах %(х) 
содержится целиком в области определения функции ЯI Лх Щ») 
Однако этого недостаточно, так как "сигнализирую­
щая" Ф(х)*0 удовлетворяет свойствам 1а и 2 , но для 
нее предложение 4 не имеет места. 
Аксиоматическая теория сложностей не исчерпывает 
все содержательно интересные результаты теории слож­
ностей обычных вычислений. Например, она не охватывает 
все положительные результаты о существовании оптималь­
ных (в различных смыслах) вычислений. 
Уточним понятие оптимальности сигнализирующей функ­
ции. 
ОПРЕДЕЛЕНИЕ 1. Пусть \9((у) } - семейство воюду 
определенных одноместных функций. Функцию ь(я) назовем 
сильно (слабо) оптимальной с точностью до оем^йотва 
( / • / ^ ] д л я в ы ч и с л е н и я / ( * ) > если: 
1) существует машина, вычисляющая /(.г) с сигнализирую­
щей, не превосходящей Н(х) , 
2) для любой машины, вычисляющей /(ж) , существует та ­
кое I , что для почти всех ж (соответственно» 
для бесконечно многих ж ) сигнализирующая не мень­
ше % (л/к)) 
Легко видеть, что свойство оптимальности не меняет­
ся при добааченик или изъятии из семейства |©\ (у) | та ­
ких функций, которые для почти всех у больше у . При 
любых Н[х) и /(ж) функция Ь(х) является оптималь­
ной для /(ж) с точностью до такого семейства, которое 
содержит функцию д. (у) , для почти всех у равную 0 . 
Наибольший интерос представляет понятие оптимально­
сти с точностью до семьиств, всо функций У; (у) которых 
а) не превышают у , б) растут по возможности быстро. 
Ниже будут специально рассмотрены оптимальности о 
точностью до трех семейств (у) \ \ 
1) семейство, все функции которого равны тождественной 
функции: % (у)и у - в этом случае мы будем гово­
рить об абсолютной оптимальности; 
2) семейство д^у)-у[ - о этом случае мы будем гово ­
рить об аддитивной оптимальности; 
3) семейство &(Й$* " в э т о м 0 Л У ч а в "ы будем г о ­
ворить о мультипликативной оптимальности. 
Не используя новых идей По сравнению с известными 
доказательствами аналогичных теорем для непредельных вы­
числений, может быть доказано 
ПРЕДЯОЖКйЕ 5. Пусть машина Ш предельно вычис­
ляет предикат /(ж) , причем сигнглиэирующая времени у 
этой машины равна (^(х) , а сигнализирующая емкости 
- $уц(ж) • Для произвольной константы с>0 сущест­
вует другая машина IV? , вычисляющая этот же предикат 
с сигнализирующими емкости и времени: 
где \я | - длина записи значения аргумента к . 
Это предложение показывает,что быстро растущие 
функции не могут быть сильно и да"»е слабо аддитивно оп­
тимальными сигнализирующими емкости или времени. 
ПРЕДЯОЛЕНКЕ 6. Для любой всюду определенной оигна^ 
лиэкрувщ)й емкооти /){х) существует такой п . о . р . преди­
кат у/х) , что л(х) является слабо мультипликативно 
оптимальной сигналивирующей емкости для вычисления,/^/ . 
ДОКАЗАТЕЛЬСТВО. Существуют универсальные машины 
предельного вычисления. Моделируя работу машины М на 
'слове Р , универоальная машина обрабатывает пару 
{шифр 732 , код олова Р \ и выдает в точности ту же п о -
сигналиэирующую емкости машины 27? и через 
- длину участка ленты, который затрачивает универсальная 
машина до выдачи первого стабилизированного выхода зна­
чения (включительно). Тогда •5т(Р) назовем приведенной 
сигнализирующей емкости машины 237 относительно данной 
универсальной машины. 
Очевидно, можно построить настолько экономную уни­
версальную машину, чтобы для любой машины 331 существо­
вала константа с т , зависящая от Ш , но не зави­
сящая от Р , такая что всех 731 и Р 
Зт.№4 ся3™ ^ ' 3 а Ф и к с и Р У е м ДОЯ Дальнейшего д о ­
казательства именно такую универсальную машину. 
Обозначим через 1(ж) одну из канторозских одно­
местных функций, обладающих свойством каждое натураль­
ное число принимать в качестве значения бесконечно мно­
го раз. Пусть - ' -ая машина Тьюринга в нумерации, 
сопряженной с зафиксированной универсальной машиной, а 
Определим предикат /(ж) как функцию, предельно вычис­
ляемую следующей машиной 372' с двухэтажной рабочей лен­
той, один етаж которой используется для вычисления Л(х) 
а другой - для проверки " $г/ц(х)>А(х) ?" Определенные 
трудности в построении такой машины связаны с тем, что 
А(ж) вычислима лишь предельно. 
В первый такт машина 771' выдает выходное значе­
ние 1. Далее, выдача нового выходного значен;: происхо­
дит в каждый такт работы машины 771' . В больоднстзе слу­
чаев (если только в описании работы VI' не оговорено 
иное) на выходе механически повторяется значение, выдан­
ное на предыдущем такте. 
Для вычисления значения функции А(х) используется 
т о , что А/ж) - сигнализирующая емкоеги некоторой машины 
VI' . На первом этаже 'рабочей ленты машины 371' моде­
лируется внутренняя р а б о т а в ? " , но выходные значения 
771' не печатаются. Первой гипотезой А, о значении 
А (ж) является число ячеек, использованное машиной 771" 
до такого момента, когда 771" выдает первое выходное 
значение. 
Легко видеть, что ето моделирование и вычисление 
значения А, можно провести на отрезке рабочей ленты 
длины А, . Когда А, вычислено, моделирование рабо­
ты 772" временно приостанавливается (чтобы 371' на тра­
тила лишний объем памяти) и на втором этаже рабочей 
ленты 771' моделируется внутренняя работа (без выдачи 
выходных значений) машины 771 цх) на аргументе ж .Это 
моделирование проводится либо до момента, когдаФ*л на 
х собирается использовать длину ленты, превышающую А, 
(точнее: когда приведенная емкость превышает А, ) , ли­
бо до момента, когда обнаруживается, 410ш^и на ж з а ­
циклилась на отрезке ленты, приведенная длина которого 
не превышает п, . В результате определяется значение 
8(ж, (I , равное О или 1 и отличающееся от последнего 
выходного значения, полностью напечатанного машиной 371^ 
на х ва обозреваемое время. 
После втого машина 771' вместо предыдущего выход­
ного значения начинает на каждом такте выдавать 8(х, 4), 
Далее, на первом втаже рабочей ленты 771' снова 
продолжается моделирование внутренней работы 771' , Это 
продолжается до тех пор, пока Ж' не изменит выходное 
значение. Если это случится, то отмечается число Л, яче­
ек, использованных машиной 771' до этого момента /Лл> А,). 
Если Л Л - /> , , ТС 6(х,8)-6(х,{) , Если 8г>Ь$ , то для 
определения 8(х,2) проводится моделирование работы Щлл 
на х описанным выше способом (только вместо значения 
Н1 используется значение Ал ). 
После этого машина 171' вместо предыдущего выходного 
значения начинает на каждом такте выдавать 8(х,1) и т . д . 
. Проверка требуемых свойств предиката /(я) , пре­
дельно вычисляемого машиной VI' , не представляет труда. 
Предложение доказано. 
Автору не удалось выяснить, можно ли предложение б 
усилить, потребовав с и л ь н у ю мультипликативную оп­
тимальность оигналиеирующей 8/х) . Неизвестно также, 
оправедлив ли аналог предложения б для оигналиеирующей 
времени. 
Перейдем теперь к изучению оптимальности в смысле 
оигналивирующей чиола изменений гипотевы (сокращенно: 
сигнализирующей ч . а . г . ) . 
ПРЕДЛОЖЕНИЕ 7. Всюду определенная функция Л/х) я в ­
ляется сигнализирующей ч . и . г . некоторой машины .тогда я 
только тогда, когда Л/х) можно представить как предел 
торая при каждом значении первого аргумента является Не­
убывающей по второму аргументу. 
ДОКАЗАТЕЛЬСТВО очевидно. 
ПРЕДЛОЖЕНИЕ 8. Для любой всюду определенной сигна­
лизирующей ч . и . г . А существует такой п . о . р . предикат 
/ что 4) является слабо абсолютно оптимальной сигна­
ла» %(х,п) 
лидирующей ч . и . г . для вычиоления / , 
ДОКАЗАТЕЛЬСТВО. Пуоть X (х,я) • - функция иэ предло­
жения 7, соответствующая функции Л . Обозначим п -ое 
выходное значение (пч,о) машины Ж , работающей на 
к , черев /(х,п) . Если Ж#л) на л в течение п 
тактов не заканчивает печатание ни одного выходного зна­
чения, то /(*,п)-0 . Если Я ' ?^ на * в течение я 
тактов меняет выходное значение не менее />(я,л) раз , то 
, В остальных олучаях выясняется 
последнее выходное значение, напечатанное Шцж) при ра­
боте на х за я тактов, и ?(х,п)-0 , если это 
значение отлично от нуля, и /(х,л)-/ в противном случае 
С предложением 8 контрастирует хяювной результат 
отатьи. «. 
ТЕОРЕМА 1. Для любой всюду определенной сигнализи­
рующей ч . и . г . />, существует такая п . о . р . функция Ь1 , 
Ч Т О ! 
1) для всех х Ь1(х)4пл(х)< (2+х)['+Л/*} 
2) существует такой п . о . р . предикат / , что Лг 
является сильно мультипликативно оптимальной оигнализи-
рующей ч . и . г . для вычисления / , 
3) не существует такой п . о . р . функции, для вычиоле­
ния которой пг явилась бы сильно аддитивно оптимальной 
сигнализирующей ч . и . г . 
ДОКАЗАТЕЛЬСТВО. Основная идея доказательства с о ­
стоит в следующем. Пусть известно, что некоторая маши­
на 7П при предельном вычислении какой-то функции для 
каждого х меняет гипотезу не менее чем л рае. Тогда 
работу Ж можно моделировать маш::ной Ж , которая 
работает таким же образом, но первое выходное значение 
выдает лишь после того , когда Ж' уже изменила выходное 
значение а раз . Очевидно, машина Ж' предельно вычис­
ляет ту же функцию, но о меньшей сигнализирующей ч . и . г . 
Определяем пй (х) как наименьшую целую степень 
числа 1 :1 х+2 , которая не меньше чем 1+А,(х) . Лег­
ко видеть, что Нж(х) можно задать о помощью общерекурсив­
ной функции %(х,п) (/1я(х)=&Л7 НЫ,п)ь Ь(х,п)4, 7}(ххп*-4)) , 
принимающей в качестве вначения только целые степени чис­
ла х*2 . Отметим одну особенность функции А , вы­
текающую иэ вышеизложенного: если Ь(х,п)+ %(х,п*1) , 
то Ь(х,п+<)> Ь(х,п) 
Утверждение 1) теоремы теперь очевидно. Докажем у т ­
верждение 3 ) . (На самом деле будет доказано более силь­
ное овоЯс'во функции Ьж . Формулировка этого свойства" 
сложнее утверждения 3) и менее наглядна - поэтому она 
приведена лишь после доказательства теоремы.) 
Через Нт (х) будем обозначать сигнализирующую 
ч . и . г . машины 771 , работающей на значении аргумента х . 
Допустим от противного, что существует такое &>0 
и такая п . о . р . функция /'(х) , что : 
а) существует машина 771 , которая предельно вы­
числяет /'(х) , и для которой для всех х Ит(х)4Нж(х), 
б) для любой машины Ш , которая предельно вычис­
ляет /'(х) , для почти всех х Н^(х)>(-^*-е)не(х). 
Иэ втого допущения, в частности, вытекает, что е<^-
и что для почти'всех х Нзп(х)>(%-+-*)Ьж(х). 
Опишем работу другой машины 771' , которая также 
предельно вычисляет /'(х) , но с меньшей сигнализирующей 
ч . и . г . Обозначим через А множество всех тех х , при 
которых либо Нт (х)-$($+е)-Ьж (х), либо • к ^ > . Для 
всех х из множества А (это множество конечное) маши­
на Ш' о самого начала печатает правильные выходные 
вначения /'(х) . Для остальных х машина 772' моделирует 
работу 771 , не выдавая выходных значений до тех пор, 
пока для какого-то л, не окажется, что число Нт (х.п) 
изменений гипотезы машиной 772 на х ва /г, тактов 
больше чем {^Ы}' Ь(х, л,) . Далее моделирование ра­
боты 771 происходит уже с выдачей всех вновь вырабатн-
ваемых значений, пока не найдется такое />'•> п, , что 
либо Н(х,п')+ %(х,п'-*) , либо л^/х,/)')} Х(х,п'-1)-
шХ(х,п)) . Наступление любого ие етих двух ообытий о з ­
начает, что пл(х)* Х(х,п^ . Следовательно, 
лл/х)^(х*2)-Х(х,п1) . После нахождения талого п' 
машина 771' моделирует работу #? без выдачи выходных 
значений до обнаружения такого пк , что 
^.№\}*(т&*)' п(х,лг) . Далее моделирование 
работы 771 происходит уже с выдачей вновь вырабатывае­
мых выходных значений до тех пор, пока не Найдется такое 
Й'У-Щй » ч т 0 л и й о Ь(х,лУ+ Х(х,п'-1) » либо 
Нт(х, п")-» Н(х,/1'-1)-Х(х,пй)тл т . д . 
Иэ предположения <т Противною вытекает, что после 
такого п™ при котором"" А(х1пг,1)~пя(х) , Должно 
найтиоь такое , что ^(х, »{ч)>($- А(х, П1+^> 
ш(т*е)'п* М ' Поэтому»?', начиная о моделирования 
такта / ? 4 > / работы 7Л, будет печатать все вновь выра­
батываемые машиной Ж выходные значения и, вследствие 
этого , на данном х предельно вычислит тот же резуль­
тат , что и машина 771 . 
Подсчитаем сигнализирующую ч . и . г . (х) машины 
ЯП' . После моделирования такта п.^ работы 771 ма­
шина 771' делает не более чем пг(х)- ({• *•*)• Аа(к) 
изменений выходного значения, между тактами п"1 и 
п.. изменений не происходит, а до моделирования такта 
п"'. может быть сделано не более Х(х,п( 
< изменений. Значит, Нт,(х) < / Л (х) 
что противоречит допущению от противного. 
Утверждение 3) доказано. Остается доказать утвержде 
ние 2 ) . 
Для определения требуемого предиката //х) , будет по 
строена такая общерекурсивная функция $"(х,п) , что 
/(х)ш Ат /(х,п) . Можно представить себе //х,п) 
как п - о е выходное значение некоторой машины 771' , рабо-
О-
тающей на х . 
Для сокращения обоаначвний сигналивирующую ч . и . г . 
машины Ш± на аргументе х будем обозначать просто 
черев Щ (х) , Число изменений гипотезы машины Ш1 на 
аргументе я в течение первых л тактов будем обоз ­
начать черва Н((я,л) . Черев Щ(я,г$ будем обозначать 
последнее выходное значение,печатгчие которого завершено 
ва л тактов работы машины Щ на х . (Это значение 
не определено, если 7Пк на х ва л тактов не закон­
чило выдачу ни одного значения, однако по(4,я,л) можно 
аффективно выяснить, определено ли Щ (х,п) . ) Без ущер­
ба для общности будем очитать, чтозадано в виде 
предела />ж(х)-Ат %(х,п) общерекурсивной функции А , 
монотонной по второму аргументу и принимающей в качестве 
вначений %(х,п) только целые положительные степени 
числа х+2 
Для определения функции / введем вспомогательные 
функции т , и , и : гп(х) - ото число изменений 
гипотезы, 'доела ^ (х) вычисляется при помощи л ; 
и(хгг^-\у}!(х,п)\ ; и(х)- Сет И(я,п) . Очевид­
но , что и(х)^ [Улд М ] 
Существует" единая процедура, которая по данным »' , • 
я ,п дает ответ на вопрос " И{(х, п) <[-^ш -?»(х,/4] •"' 
Пользуясь етой процедурой, одновременно определяются вна­
чения функции $ и вспомогательных функций р , д , и . 
Функции у и V общерекурсивны. Функция р(х,л) частично 
рекуроивна о рекурсивной областью определения. Она явля­
ется аналогом функции опровержения в доказательстве т е о ­
ремы Рабина [б] , 
Для всех х /(х,0)-0 и р(х,0) не определена. 
Для всех (\л д{1*,л) - число таких г , что 
р/(*,/>)-р(е,г-4) 4 г4п . Далее, 
У(Я,П)» пип[ х-1 >[?-%(х,п)] ; максимальгое у , 
при котором Г 9({гц) < 
Для определения$(0,п) \\р(0,п) при п>0 . у з ­
наем ответ на вопрос " Н0 (0,п)<^-%(0,п)\ ?" Если 
нет, то /(0,л)-//0,л-*) и р(0,4 не определена. 
Если да, то р(0,п)'0 и 
Дк\п-4 » если Л^/^'Уне определена 
^" 7Пф(0,п) , если определена. 
Для определения и при *>0 и п>0 
составляем список вопросов . 
Ц(*,")<[р •*[*,$] ? (0) 
Из етого списка вычеркиваем вопросы о номерами 
(р(0,п)), (р(/,п)), ... , (р(у(х,п),пр • , но порядок 
оставшихся вопросов не меняем. 
Если ответы на все оставшиеся вопросы отрицательны, 
то р(*1>} не определена и /(х,п)-/(х,п-у , Если 
вопрос (I) является первым в оставшемся после вычеркива­
ния списке, ответ на который положителен, то р{х,п)~1 в 
/ М -
Дл,А*4 » если Р1;(х,п)не определена 
5уЩ(х,п) , если #?4Ул,л|определена. 
Приступим к доказательству сильной мультипликатив­
ной оптимальности функции А, для вычисления / . 
Сначала докажем, что существует машина, вычисляющая/ 
о сигналивкрукщей ч . и . г . , не превосходящей л, . Для 
втого подсчитаем число изменений значений в последова­
тельности /(х,0),р(х, 1),/(х,2), ... , Отметим, что если 
7(*,п) + /(х,п-4 и р(я,п)-р(*,п-4) , то 
"^р(х,п) (х*п)+ Шр(х,п)(*>п ~$ • Сколько может быть та ­
ких п при фиксированном х ? Очевидно, не более чем 
•^•Ьл(х) таких п , что р(х,п)шО , плюс еще не 
более чем •ршп1(х) таких п , что р(х,п)-4 ; 
плюс еще не более чем -р'Пг(х) таких п , что 
р(х,п)т2 и т . д . Воего, число таких п не пре­
восходит у - • /7/ (я) 
Остается подсчитать, сколько имеется таких п , что 
р(х,п)*р(х,п-1) . Очевидно, при таком п либо 
Ь(х,п) + Ь(х,п-4 , либо Ь(х,п)-Н(х,п-1) <$ 
либо п(я,/>)щ> /)(х,п-Ц I \/( х,п) >1(х,п-4) , либо 
р(',п-1), ..., рЫх,п-1,п-1^ +>ур(0,п1р(1,п),...,р(ф,п),п)\-
Оценим число таких п для каждой из этих четырех 
возможностей отдельно. Так как каждое значение %(х,п) 
является целой степенью числа х+2 , то первая воз ­
можность встречается не более чем т(х) 4. (о^хг1 Ьг (х) 
раз, т . о . о-(Ьг(х)) раз. Вторая возможность встре­
чается не более чем т(х). и(х) < ?орх+1 /)х (х) • УЛ,(х) ' 
~о-(Нг(х)) раэ. Третья возможность встречается не б о ­
лее чем 1ст У(Х,П) раз, т . е . не более чем \у'^1 (х) раз. 
Четвертая возможность, по определению функции у(х,п) , 
может встречаться не более чем у - раз, т . е . не более 
чем 4гЛ1(х) раз. 
Итак, существует способ предельного вычисления о 
оигнализирующей ч . и . г , не превышающей 
&\(4+й>(Ал{*§ , т . е . не превышающей Ля (к) для 
почти всех х . Следовательно, на подходящей другой 
машине можно предельно вычислить /М с сигнализирующей 
ч . и . г . Н1(х) для всех х . 
Теперь докажем, что дляказдо* машины 397/ , кото­
рая предельно вычисляет /(х) , существует такое о О , 
что для почти всех х (ж) > е- пг (х) 
Обозначим бет ч(х,п) через у/х) и Лт р[х,п) 
через р(х) . Если при каком-то х значение р(х) опре­
делено, то как легко зидеть, машина 71 ф) не вычисляет 
предельно /(х) . Если же р(х) не определено, то р(х,п) 
не определено для почти зсех п . '.Фактически это было 
доказано выше при подсчете числа изменений значений в 
последовательности /(х,0), /(х, 4) , /(х,г), ... .) 
Ив неравенств у(х,п+*)> у-(х,г} и у/х, л) < х - / , 
имеющих место для всех х и л , вытекает, что ф) 
всюду определена. Н току же бет У(Х) - * •» . Это 
вытекает из Н (ж,п)) х+2 и существования при любом I 
предела &'т д!/,п) (вследствие свойств функции р(х) , 
отмеченных в предыдущем абзаце). 
Допустим от противного, что существует машина 771/ 
предельно вычисляющая /(х) , сигнализирующая ч . и . г . 
которой при бесконечно многих х меньше, чем 
\ 2*1Л 'Ь3 (х)\ , притом I - наименьший номер такой 
машины. Пусть х. - такое число, что х^/ё*^*-^ и 
^1(Х1)<[-рч^г(х)\ • Пусть п' - настолько большое 
число, что V/< х, Уп>п' (р(/,п)-р(/,п- <} ) - . 
Заметим, что отсюда следует УПУП1 (р(],п)+с) , 
иначе Щ не вычиоляла бы / . Так как 
х(у(1*2)*-2 , то [V*,+«?']>< , и, следо­
вательно, У/х'ух, и(х')>1 . Из определения 
р(*1,я') тогда вытекает, что р(х,,п') определено 
и принимает значение меньше чем * . 
Пусть яа - такое число, что *г >х1 , ч(хж)>х, 
* М<' ("^ <[ ~р*г • Л л (*)] I а п" -настолько боль­
шое, что \9<х, Уп,п'(/}Ц,п)~ри,п-*) . Иа опре­
деления р(хл, />••) вытекает, что р(хг,п") определено 
меньше чем I и отлично от р(хп п') \ 
ПУСТЬ *» - такое число, что х3> хх , у(х$)>хл 
к ЪТжТЯ А (*&\\ . а пш - настолько 
большое, что %4*4 * п >п" (?(/>") " ШАп"4 
Ив определения р(х$,Л"Ъ вытекает, что р(х3гп^ опре­
делено меньше чем / и отлично как от р(х1У п'), так и 
от р1*-1%<>1 . 
Аналогично определяем х + , хг, ... , но после 
определения х > 4 . выявляется противоречие, так как 
числа р(х4,п'), р(ХЖ,Л%..., р(хы,п )% о одной стороны, по­
парно различны, а о другой стороны, натуральны и меньше 
чем I . 
Теорема доказана. 
Как уже'выше было отмечено, приведенное доказатель­
ство на самом деле доказывает более общую теорему. 
ТЕОРЕМА 1» . Для любой всюду определенной сигнализи­
рующей ч . и . г . А, существует такая п . о . р . функция 
Ч Т О ! 
1) для всех х 
2) существует такой п . о . р . предикат / , Что Л* 
является сильно мультипликативно оптимальной сигнализи­
рующей ч . и . г . для вычисления / , 
8) если Ьг является сильно оптимальной сигнализи­
рующей ч . и . г . о точностью до некоторого семейства {^6^1 
для предельного вычисления какой-то п . о . р . функции, то 
для каждого 6 у О семейство \9.(м содержит функцию 
а (у) которая для бесконечно многих у не превосходит 
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О ЧАСТОТНЫХ ВЫЧИСЛЕНИЯХ В РЕАЛЬНОЕ 
ВРЕМЯ 
Е.Б.Нинбер 
В настоящей работе иву чается следующий вопрос: мож­
но ли в реальное время с относительно высокой частотой 
вычислять предикаты, которые в обычном смысле в реальное 
время не вычислимы. Этот вопрос был предложен автору Б. 
А.Трахтенбротом. 
Наш результат заключается в следующем: существуют 
сколь угодно сложные (в смысле времени вычисления) пре­
дикаты, которые с относительно высокой частотой вычис­
лимы в реальное время. Отсюда, в частности, следует поло­
жительный ответ на вопрос Б.А.Трахтенброта. 
В работе используется формализация частотных вычис­
лений, рассмотренная в [2] , [3] , [4] . 
ОПРЕДЕЛЕНИЕ 1. Будем говорить, что предикат 
Ф(х)(т,п) - вычислим (т4 п) оператором Т , е с ­
ли каждой л - к е натуральных чисел (х„ хг> ... , х„) , 
где х/ , *••*/< оператор Т сопоставляет такую 
М-ку нулей и единиц (уп У.,-,Уп) » ч т о среди 
равенств 
по крайней мере т истины. 
Наша модель (т, п) - вычислений в реальное 
время является некоторым видоизменением обычной модели 
вычислений в реальное время, рассмотренной, например, в 
[б] и [б] . Для вычислений используется многоленточная 
машина Тьюринга 771 с входным алфапитом /С' , конеч­
ным множеством состояний 3 , рабочим алфавитом IV и 
выходным алфавитом |о,1| . Один иэ символов л в 2 ^ ' 
специально выделен ( т .н . пустой символ). Выделено также 
начальное состояние 8в . На каждой из лент имеется од ­
на головка, которая может читать и писать. Пятна 772 
имеет п входов и п выходов. 3 каждая момент на каж­
дый из входов машины 771 поступает по одному символу из 
21 и на каждом иэ выходов выдаетоя символ из (о,1| . 
Множество всех конечных слов в произвольном алфавите 
Я обозначается через / ? * . Произвольное слово из И 
будем называть Р. -словом. Обозначим черев 52 множество 
Пусть (кп х,, -..Хп) - произвольная п -ка по ­
парно различных $2 - слов . Рассматривая для такой п -ки 
/7-ну слое (А1* х,, Л '* л " хп) , мы всегда 
будем предполагать, что слова л'< х ( ) л1'хл , ... , л'"х„ 
имеют одинаковую длину. 
ОПРЕДЕЛЕНИЕ 2 . Пусть V* - характеристическая функ­
ция некоторого множества ми } Р # . Говорят, что 
множество М (т п) ** распознаваемо в реальное вре­
мя, если в момент завершения подачи произвольной п -ки 
(л л1"хп) , где х1+*},Щ1 » 
на входы находящейся в состоянии $, и при пустых рабо­
чих лентах некоторой машины 972 на выходах 771 вы­
дается такая п -ка символов (<Х,, сС,, <ХП) , что 
среди равенств 
4>(х,)~ Л , , У(х,) - <*, У(х„) - оС„ 
по крайней мере т истинны. 
"Пустые" слова л'* добавляются к хм , чтобы функ­
цию Ум можно было вычислять на п -ках слов различной 
длины. 
Как и в [1] , черев *# (х) обозначается сигна­
лиеирующая времени работы машины Тьюринга ОС на ело-
ве л . Через |х | условимся обозначать длину олова 
х , У»"* означает "для в с е х . х за исключением, 
бить может, конечного числа", соответственно, Зят -"для 
беононечно многих х 
ТЕОРЕМА. Для любой общерекурсивной функции (о .р .ф . ) 
Т(х) и для любог- пу2 существует такое множество 
-~" М , что 1) М • (п-1 л) -распознаваемо в реаль­
ное время; 
2) для любой (однолентной) машины Тьюринга 
01 , распознающей М в обычном смысле: 
ДОКАЗАТЕЛЬСТВО. Пусть *(*) - произвольная о .р .ф. По 
теореме Рабина [1] существует множество А слов в 
некотором алфавите и такое, что для любой машины Л , 
распознающей А , 
Известно также, что А можно выбрать таким образом, ч т о ­
бы оно было распознаваемо за время 4(х) • +*(х). 
Добавим к алфавиту и символы 0, ',<*,/, * (пред­
полагается, что ети символы не содержатся в и ) . Пусть 
и, - с - о е в лексикографическом порядке и -слово 
м р. -значение на ц± У>А - характеристической функции 
множества А . Элементы требуемого множества М-М^, 
определяются по индукции: 
пусть уже определено, ак- вц и и/ -максимальное 
в лексикографическом порядке II - подслово слова ая ; 
мы полагаем 
аяЧ-6<*. р^... *игцгГ, 
г д е : 1) длина слрва и.+ё //,*,*... * иг (л^ не 
меньше числа 2 Т\ +1(и,) * 
2) в А + , имеет наименьшую длину среди слов, 
удовлетворяющих условию 1 ) . 
В множество заносятся олова а,,-, <*я, 
в его дополнение М^. - все оотальные олова в алфавите 
4/,«,/} 
Выберем теперь функцию ^ 1 таким обравом, чтобы 
выполнялись условия: 
а) , (ип Ш. - О 
б) Е ^)>М/>** Й |Я. 
Заметим, что для любого р |в, | < ^ * * | 1/, | ) , , где 
иур) -максимальное в лексикографическом порядке и -пол­
слове в ар . Следовательно, имеет место 
*)' Ур[2 ^ »'(и;) > (г{рн)(й\а/1\+г)] 
ЛЕММА. Если /7>2 и функция удовлетворяет 
условиям (а) и ( б ) , то множество (п-1,п) -рао -
повназаемо в реальное время. 
ДОКАЗАТЕЛЬСТВО. Машина Ш, ( п-1, п) . -распоз­
нающая Лт"^  , имеет входной алфавит ]Г'~ 22су[л}» 
гя%4 Е " И ^  (* Л * ) » рабочий алфавит 
3 У] к рабочих лент; множество всех лент делится на 
группы по три ленты, каждая ив которых соответствует од­
ной из пар (1ф входов (Н1<]4 п) машины 99% . • 
Опишем действия 7П на тройке лент, соответствующей • 
паре (/',*) , когда на входы поступает я -ка попар­
но различных слов (л1'х,, Л1'лл Л1*х„). 
Предположим сначала, что | > |хя| . П о мере 
поступления на ] -Й вход олова X] вплоть до появления на 
к -ом входе первого символа слова хя машина Ш с о ­
вершает следующие действия: 
1. На первой ив лент, соответствующих ПАРЕ//,*) , 7 7 1 
ваписнвает Х/ . 
2 . На второй из этих лент 7& выясняет, содержатся 
ли в МУ, олова Ы4у, Ь>гу,..., й /^, , . . . , где 
#(А. - I -й по длине начальный фрагмент олова Л/ , 
заканчивающийся на С( \ это выяснение происходит сна­
чала для IV, / , затем дня ^ / и т . д . Основное вре­
мя при этом затрачивается, очевидно, на проверку следую­
щих двух обстоятельств: 
I* ! ) и -полслова в слове ЩГ расположены в 
лексикографическом порядке; 
I 2) символы, следующие за 12 - полсловами, являются 
значениями % на этих подсловах. р г 
Условие! 1 проверяется за время порядка Е.\иЛ , 
Где И. -максимальное в лексикографическом порядке и - под-
олово, в Щ/ . В силу (а) зто время по порядку меньше, 
чем 2^ Р(ЦГ) . Условие А 1 в силу нашего предположения 
можн&"'проверить за время $2 + °(& 
Отсюда легко следуе", что принадлежность слова I*/./ 
множеству М*. можно установить за время 2 Я *Ниг) 
Мы будем предполагать, что время работы 771 на каждом 
у,/ равно в точности 2 У +Чиг-) • 
1 3) На третьей ленте 771 сначала записывает слово 
и/,/ и возвращает головку к ячейке, содержащей перед­
ний символ VI/,/ ; затем, когда на второй ленте закан­
чиваются вычисления, связанные с и ^ / , Ж начи­
нает записывать на третьей ленте вместо ^ / слово 
и, закончив, снова возвращает головку к ячейке, 
содержащей первый символ . Далее, когда на вто ­
рой ленте заканчиваются вычисления, связанные с ^ / , 
771 начинает записывать вместо слово и ^ / и по 
окончании возвращает головку к ячейке, содержащей первый 
символ V*,/ и т . д . Бели в ходе вычислений на второй 
ленте на некотором шаге выясняется, что ф 
то действия Ш на третьей ленте немедленно прекращаются. 
С момента появления на входе первого символа'слова 
л д Ш начинает сравнивать на совпадение яй и слово, 
записанное к этому моменту на третьей ленте справа от г о ­
ловки (включая символ, обозреваемый головкой). 
Если | ху | 4 | •*„ | , Т1 972 работает аналогич­
ным образом, но при этом х, и хя меняются ролями. 
Опишем теперь, какой будет п -к&(&,, &„) сим­
волов на выходах VI после подачи на входы произвольной 
п -ки олов (л1'х,, л хя , ... , л " я„) . Для 
любого у ($у•« / в том и только в том олучае, 
когда существует такое г +], Н г 4 п , для 
которого выполняются следующие условия! 
N 1) К моменту поступления на вход первого символа 
олова Ау на третьей ленте, ооответотвущей паре (^г) 
в ячейке слева от головки находится пустой символ. 
N 2) | V | > | * у | 
N 3) ху совпадает со словом,записанным на третьей 
ленте, соответствующей (у,/1) ; оба слова заканчи­
ваются символом / . 
А7 4 ) К моменту окончания подачи на входы рассматри­
ваемой п -ки в ходе вычислений на второй ленте, соот­
ветствующей , выяснено, что ху содержится 
в . 
Покажем, что 771 I п-1гп ) -распознает М*. . 
Пусть (л''х,, л ...,л "*„)- произвольная п -ка , в 
которой Х1+*1, Щ и (О1,0г , .., <?/») 
п -ка символов, которые 771 выдает на выходах после 
подачи (л *» х,, л '* х,, ..., Л 1"х„) . Достаточно покавать, 
что для любых г и ] , где гру , по крайней 
мере одно иэ равенств 9%, (*у)'&у или Ум^ (х*)т®г 
истинно. Заметим, что если хя ф М+ , то в силу 
N 4 б * не может быть равно единице. Таким образом, 
остается проверять, что при хр « М^. я ХуВ Лт> С5Л я @у 
не могут быть одновременно равны нулю. 
Из определения легко следует, что хг,ху« 
не могут Иметь одинаковую длину. Пусть, например,|.у |> М 
и пусть ил - максимальное в лексикографическом порядке 
Ы -подслово в хг . Слово хг получается, очевидно, 
заменой в некотором полслове и«* слова ху символа <Х 
на / . На второй ленте, ооответствующей паре (г,у) , 
машина 7П в точности еа 2 % >1(и.) тактов выяс-
няет, что м/'-ХрвМу. , Одновременно на третьей 
ленте, соответствующей 1^), VI не более чем еа 
х(2\хг\+г) тактов записывает хг и воэвращает 
головку к ячейке, содержащей первый символ в хг . Тан 
как в оилу ( б ) ' 2 ^ +*(иЦ >\*/> \+')'* 
то к моменту подачи на вход первого символа */. , г о ­
ловка на третьей ленте уже будет обозревать первый сим­
вол слеза ьу/ . Поэтому, сравнивая записанное на тре­
тьей ленте слово и поступающее на вход слово хг , 
машина 7?? обнаружит их совпадение. В таком случае пос­
ле окончания подачи слова д л на г -ом выходе будет 
выдана единица. Лемма доказана. 
Для произвольной машины $ , следуя [1] , введем 
следующее обозначение. 
Пусть 2 - произвольное слово из Мг и х(г) -мак­
симальное в лексикографическом порядке С1 -подслово в ж . 
Достаточно просто убедиться в том, что исходное множество 
А можно распознавать на некоторой машине 01 таким 
образом, чтобы для указанных г и х(г) выполнялось не­
равенство . . . . «''ГО'"' 
где П -некоторая машина Тьюринга, распознающая М+. , 
а в - константа, не зависящая от (К , 7> , г .Мы 
коротко опишем, как работает такая машина щ на произ-
вольной и -слове х*и\- , 
Сначала К еапиоывает на ленте в лекоикографичео-
ком порядке слова и,, и,, ... , щ , разделяя их двумя 
пустыми ячейками. В конце полученной еапиои отавится сим­
вол / . В результате на ленте получится следующее олово 
I и, \МЛ\ и.» \Л\М - 1л 1л I д \л |/| 
Далее 64 всевозможными способами расставляет сим­
волы 0 и 1 в левых пустых ячейках (на рисунке они отме­
чены стрелками) и символы ос и ж в правых пустых 
ячейках. На получающихся таким образом 52 -словах X 
моделирует работу машиш. Я , распознающей , Если 
для какого-нибудь из этих 52 - слов выяонится, что оно 
содержится в , то для нахождения %(х) нужно про­
читать символ, который находится в данном олове оправа 
от Ц. -полслова л . Если ни одно ив указанных 52 -слов 
в Му, не содержится, то все описанные выше действия 
машины ОС повторяются для лексикографической последова­
тельности слов и,,и.,-, 1Ц, и (напомним, что 
х-и- ) н т . д . до тех пор, пока не будет найдено 
52 -слово ив М+. . Неравенство (х) легко можно по­
лучить иэ описания ОС 
Польеуясь (* ) и условием Уд ( ^ (4 > Нх) , 
для любой о .р .ф. Т(г) можно подобрать столь быстро 
растушую о.р.ф. +-(х) , чтобы для каждой машин» Л 
распознающей , выполнялось условие 
эЦЩа*'а ( И ) 
При етоы, очевидно, легко добиться выполнения для +{х) 
условий (а) и ( б ) . Отсюда следует справедливость второго 
утверждения теоремы. 
ЗАМЕЧАНИЕ 1. Остается открытым вопрос о том, можно ли 
а формулировке теоремы заменить 
3~ЦЛ(2) > ТЫ) 
З&йСЧАНйЕ 2 . В рассмотренной нами модели (т, п). -
вычисле :ий в реальное время до подачи слова в алфавите И 
на вход машины поступают пустые символы. Можно рассматри­
вать и несколько более общую модель, когда пустые символы 
могут как угодно располагаться между символами -слова 
(а также до и после слова) . Доказательство теоремы в этом 
' случае отличается лишь некоторыми техническими деталями. 
Автор выражает благодарность Р.В.Фрейвалду за цен­
ное обсуждение. 
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УНИВЕРСАЛЬНЫЕ АВТОМАТЫ БУХБЕРГЕРА И ВЫЧИСЛЕНИЯ 
В РЕАЛЬНОЕ ВРЕМЯ 
М.И.Аугус.он 
Понятие алгоритма формализуется многими способами. 
Часто используется язык машин Тьюринга, машин Поста, нор­
мальных алгоритмов Маркова. Все эти и многие друние кон­
струкции имеют существенные общие черты. Исходные данные 
перед обработкой алгоритмом обычно кодируются, а выход­
ные (если они получены) ^декодируются. Сам процесс обра­
ботки состоит иэ последовательных шагов применения опре­
деленных правил (программы) к результату, полученному на 
предыдущем шаге. На каждом шаге проверяеюя, не следует 
ли закончить процесс вычисления. Если следующий шаг не 
нужен, то результат декодируется и выдается. Если число 
шагов бесконечно, то алгоритм на данном входе не опреде­
лен и не выдается никакого результата. Это общая схема, 
которой подчиняется любая известная концепция алгоритма. 
Различные формализации отличаются выбором конкретных ко­
дирующих и декодирующих функций, допустимых программ I 
критерия остановки. 
В И Бухбергер списал автоматы, для которых зти 
четыре основных компонента задаются в наиболее общем виде. 
Автомат Бухбергера - это четверка В» (^?^ я , , где 
Х\ - воюду определенные функции, а к - всюду 
определенный предикат. На вход подается аргумент х , он 
кодируется функцией / 7 » , к полученному результату 
применяется итерация ^ : <Р(/1х)), ЩУИП^, 
(дальше будем применять обозначение ^ для итерации 
Ч> . т . е . М - Мл), ЧЩ- и т . д ) . 
К каждому результату итерации применяется предикат 
остановки к , если к/Я'^Шх^^О I то итерация 
прекращается и результат декодируется функцией / 
На выход выдается / ( Ч * а . Этот результат 
будем обозначать ВЫ) . 
Число итераций или число ш т о в , сделанных автома­
том 3 на входе се будем обозначать 7^ (х) . Если на 
входе сс процесс итерации не обрывается, будем считать 
5 6.; - ~ • 
Будем называть автомат Е^ухбергера общерекурсивным 
( с р . ) , если /,,Ц',я,р - общерекурсивные функции, 
и будем называть его примитивнорекуроивным ( п . р . ) , е с ­
ли У^ У( * , /> - примитивнорекурсивкые функции. 
Будем обозначать черев <т,п> канторовский номер 
пары (т,п) и черев 1~,х и проекции втой 
нумерации пар ( см . , например, [2] ) . Используем также 
функцию Зрп {х)-0 , если .-с-- О , 1 если эс >О 
и Зуп (У- (х) 
Пусть (Н некоторый класс автоматов Бухбергера. 
Автомат С/ назовем универсальным для класса СК , если 
1) У В Ш. ОсЗп Ух Ш< п,х>) - В(х) 
I 2) Уп ЗВб <Н Ух 1/(<П,ХУ)-В(Х) 
п можно считать "программой", по которой обрабатывает­
ся аргумент х 
Ив теоремы Клини о нормальной форме следует, что 
любую ч . р . функцию можно вычислять на подходящем авто­
мате Бухбергера, причем даже на примитивнорекурсивном. 
Таким образом имеет место 
ТЕОРЕМА 1. Класс о . р . автоматов имеет п . р . универ­
сальный автомат. 
Так как класс п . р . функций имеет универсальную 
общерекурсивную функцию, то справедлива 
ТЕОРЕМА 2. Нлаос п . р . автоматов имеет п .р . универ­
сальный автомат. 
Универсальный автомат (У моделирует автоматы иа 
класса ОС в реальное время, если 
У В е ОСЗсЭп Ух[ Щ< п,ху] « 6(л-М Ти (<п,х>)4 с- Тй (х)\ 
Ив существования для класса п.р.ф. универсальной о . р . 
Функции следует 
ТЕОРЕМА 3. Для класса п . р . автоматов существует 
о . р . универсальный автомат, моделирующий в реальное 
время. 
Причем моделировать^любой п.р. автомат можно даже 
при с - / 
Основной целью настоящей работы является доказа­
тельство двух утверждений: 
ТЕОРЕМА 4. Не существует универсального о .р . авто­
мата, моделирующего в реальное время класс о . р . автома­
тов. 
ТЕОРЕМА 5. Не существует универсального п . р . авто­
мата, моделирующего в реальное время класс п . р . автома­
тов . 
Доказательства обеих теорем аналогичны. Сначала будем 
доказывать теорему 4 . В дальнейшем, если не оговорено 
противное, речь идет об о . р . автоматах. 
Для доказательства потребуется 
ЛЕММА ОБ УСКОРЕНИИ. Для каждого автомата «9, сущест­
вует автомат В. такой, что 
Ух[ В, (х) - в, (х) $ \ (х) 4 тах{ /, % Тв, (х)}] . 
ДОКАЗАТЕЛЬСТВО. Пусть автомат В, задан четверкой 
4 е ]Ги %*»Р,к 
ф)'<0,Х> 
%(<п,х>)- <ЛЧ, X > 
Построим автомат 
следующим образом! 
А ( < * * > ) - 2 [5рГ",(%"'(4) А(Ц"'(4' 
Л* 
Нетрудно убедиться, что лемма об ускорении допускает 
обобщение.Вместо Ду может быть взята другая вычис­
лимая функция. Так что автоматы Бухбергера можно ускорять 
в широких пределах. Любое вычисление может быть ускорено 
на подходящем автомате. 
ДОКАЗАТЕЛЬСТВО теоремы 4. 
Допустим, существует С7~\Г,У,х,р\ универ­
сальный автомат, моделирующий класс о . р . автоматов в 
реальное время. Построим автомат С^"|^, ^ , л,,уО,| 
со следующими свойствами: . 
1) Ц(<2а,л>)" СГ(<п,х>) и - Тц 2 ) 1/,(<2»+<,х>)-0 И Т^-п 
причем положим Ти> (< I, х>) -1 
Второе условие гарантирует существование программ, 
на которых V, работает долго. 
Опишем <7, точнее: 
Г,(<п,х>) -
Ъкл.ху) -
*,(<л,х>) -
р,(<п,х>) = 
О 
1 
О 
Л - / 
п+4 
п-1 
п - четное 
п - нечетное 
л - четное 
л - нечетное 
л 
нечетное 
четное 
для остальных л 
сУ, тоже универсальный автомат и моделирует в 
реальное время. По лемме об ускорении существует авто­
мат иг такой, что 
Построим автомат УА> КА , / ^ | со следующими 
свойствами. 
Берем два экземпляра автомата Ц и запускаем их 
параллельно один на входе < % х, х> , другой .на 
X) х> . За один шаг работы А будем моделировать 
один шаг работы и, . Пусть первым остановился 
(/ж(<С}у: ,х>) , тогда полагаем А(х)-Ц(<§ х,х>)+4. 
В случае одновременной остановки берем 
Если ни один из них не остановится, то и А(я) не оп­
ределен. 
Так как за один шаг работы А моделируется один 
<П,Г(<Т'Х>) 
<п,х> 
шаг Ол , то число шагов А будет удовлетворять соотноше­
нии 
Тя (х)-/ТЛ( (< 3 х,х)>, (< ^  ж, х >)] _ 
{&?ж *.*>)} + / 
Опишем автомат А подробно. 
5 # - < Я Е < $ *, х > ) , гг (< Ъх,ж>)> %1<тп>)г<%&»), %м> 
кл(<т,п>) - жй (т)• ня (п) 
РА (<т>п>)" Ур*1*ж <<*))' А ^ * 
• 5дп (жг[п))-рй(п)жг(т) + ( 
Так как I/, универсальный автомат, то 
Эр, Зс Уж[и,(<р,,х>)-А(ж)4 Ти,(<ь,х>) <с- ТА (ж^ 
Для всех х таких, что 0~,х-р, или О^х-рь будет 
верно 
\(< Р„х>)<С-7;Ы< с 1о$л Ти1 (<р0, х >) (2) 
Таких X бесконечно много. 
\ (<р„,х>)<с (о9ш Г„г(<рф,х>) (з) 
Покажем, что для всех этих х Ти{(<р0,х>) не 
может быть ограничено константой, этим самым (3) стано­
вится противоречивым и предложение доказано. 
Допустим, что существует константа М такая, что 
для всех х таких, что ^х- р„ или %хт рв , вы­
полняется 
%(<*„Щ1М. (4) 
Рассмотрим пару (рв1 2/1*3) . П о построению, 
V* 1щ{< 2М+3,х>)- М+1 
ТА(< р0, 2/1+3 >) определено, т . к . С/{ (< 2/1+3, <рв, 2/1+3») 
определено. ^1(<р0, <рв, 2/1+3 ») тоже определено, 
т . к . С/{ универсальный автомат. 
Щ(< Ро, <рв,2М+3»)'А(<ра, 2М+3>). (5) 
Но 1/}(< 2/1+3, <р,,2/1*з») останавливается раньше, чем 
Ц(<Ро, <рв, 2/1 + 3») , т . к . в противном случае 
имеем 
А(<р„ 2м+з>)= (/,(<.р0,< Рв> йм+*»)*'\ (б) 
что противоречит ( 5 ) . 
Поскольку 1/,(< 2/1+3, <рв, 2/1+3») останавливается 
раньше, то 
Ги,(<Р„<Р0, *М+3»)7 Ти>(< 2/1+3, <р„ 2/1+3»)-М+<, 
т . е . Ти,(< р0, < р,, 2М+3»)>/1+1, 
что противоречит ( 4 ) . Теорема 4 доказана. 
Поскольку все построения в доказательствах леммы 
об ускорении и самого предложения сохраняют примитив­
ную рекурс/вность, эти доказательства сохраняют силу для 
теоремы 5. 
Автор выражает благодарность Я.М.Барздиню за поста­
новку проблемы, а также другим участникам семинара по 
теории алгоритмов за внимание к работе. 
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ТЕОРЕМА О ДВОЙНОЙ НЕПОЛНОТЕ 
К.М.Поднкэко 
1. Идея изучать теорию-объект в формализованной ме­
татеории принадлежит, по-видимому, П.Лоренцену (см.[1] ) . 
Интересное применение этой идеи демонстрирует А.Ростов­
ский [2] : изучение теории множеств 2Р~ (как объекта) 
в теории классов Морса. 
В настоящей статье 'формализоь^нные метатеории рас ­
сматриваются со стороны их неполноты. В метатеории, к о ­
торая сильнее теории-объекта, иногда можно доказать н е ­
противоречивость последней, но ни в одной фиксированной 
метатеории нельзя доказать неразрешимость всех "действи­
тельно" неразрешимых предложений (достаточно сильной) 
теории-объекта. С точки зрения такой метатеории можно 
различить четыре типа предложений теории-объекта: дока-
еуемые, опровержимые, "доказуемо неразрешимые" и "недо­
казуемо неразрешимые". С точки зрения обычной интуитив­
ной метатеории последни-э два типа совпадают. Все дело в 
том, что множество всех неразрешимых предложений, как 
правило, не является рекурсивно перечислимым. 
Как известно, неразрешимую формулу Геделя можно 
рассматривать как модель классической антиномии Лжец. 
р<р ложно 
Предложение р , утверждающее собственную лож­
ность, заставляет прибавить к модуоам "истинно-ложно" 
третий модус: "не имеет значения истинности", "неопре-
дел-но" , "неразрешимо". Введение нового модуса исключает 
обычные антиномии, но приводит к появлению новых. 
ф : у ложно или о. не имеет значения истинности. 
Это т .н. Усиленный ЛжеЦ , здесы р истинно влечет у 
ложно, у ложно влечет ^ истинно, если у. не 
имеет значения истинности, то у. истинно. Если Лжец 
- антиномия двузначной логики, то Усиленный Лжец - ан­
тиномия трехзначной, и для ее "решения" нужно ввести 
четвертое значение истинности, например, "неразрешимость 
у неразрешима". Но ето тоже не предел. . . (Идея ' 
многозначных антиномий легко усматривается также в анти­
номии Помешанный Артур из [ 3 ] . ) 
В настоящей статье антиномии: 
у : у ложно или су неразрешимо, 
, г : г ложно или г неразрешимо или неразрешимость 
г неразрешима, 
5 : и т . д . 
используются для построения "более чем неразрешимых" фор­
мул теории-объекта. Пусть Т -теория, с? - е е мета­
теория. Неразрешимая формула Геделя как бы утверждает 
"я невыводима Е 7* "• Еще более неразрешимой будет фор­
мула, утверждающая,"в Т выводимо мое отрицание или в 
О доказуема моя неразрешимость". 
2 . А п п а р а т . Ради простоты изложения рассмат­
риваются только рекурсивно аксиоматизированные теории 
первого порядка ( с равенством) на языке формальной ариф­
метики [4] . 
Теорию 0 будем называть м е т а т е о р и е й 
теории Т , если в О выражено понятие о Т -доказа­
тельстве. Более точно, во-первых, фиксировано рекурсив­
ное 1-1 -отображение формул и Т -доказательств в 
натуральные числа (обравы называются О - и м е н а м и ) . 
Во-вторых, фиксированы формулы Рг/^Ы,у)> 
Рг/ Иед^(х,у) со свободными х , у такие, 
что : 
а) если г, -имя 7" -доказательства формулы с 
ЛЕММА 1. Пусть 0 -метатеория теории 7" 
(1) Если т -имя формулы, разрешимой в Т , то 
именем т , то 1-, Рг/^ (т,п) , в против­
ном случав ь- в Т Рг/™ (Щ Л). 
б) если п -имя Т -доказательства о т р и ц а ­
н и я формулы с именем т то 1-^ Рг/ '*'(пТ,Я), 
в противном случае *-0 ~\ Рг/ М у / * ' (т,п). 
Утверждение о том, что формула о <? -именем доказу­
ема, опровержима или разрешима в 7" , можно выразить 
формулами: 
Рг Л/еу^М - (Зу) Рг/ ЫеЯ'*(х,у), 
Ъ*с«(х)= (Зу)[р^9>(х,у)УРг/ Ыед!*(х,у)\ 
Теорию Г будем называть <*>* - н е п р о т и ­
в о р е ч и в о й (04, к< и) , если для любой 
формулы (X следующие утверждения несовместимы 
(а) \-т "1 О^п,,..., пн) для всех наборов п,... 
(Ц^Эх,... Щ 01(х,...Хк). 
При к-0 получается понятие (простой) непротиворе­
чивости. Если в Т выводимы все аксиомы формальной 
арифметики [4] , то при * > / ««'"-непротиворечи­
вость равносильна ы -непротиворечивости. Наиболее 
естественным является, конечно, понятие 3 - н е п р о ­
т и в о р е ч и в о с т и (конъюнкция всех ь>" ). 
К , Лес * (т). 
(2) Если *—й деог (Щ и теория О и> -непротиво­
речива, то формула о именем т разрешима в Т . 
(8) То же для формул Рг, Рг Мед 
Теорию Т назовем д о с т а т о ч н о с и л ь ­
н о й , если в ней п р е д с т а в и м а любая обше-
рекурсивная функция. Например, в случае / -местной 
функции / для всех к,1 « 
/(к)-/ влечет Н Г ( Уу){Г(*, у) - ( у - ? ) ] ' В достаточно сильной теории в ы р а з и м о любое р е ­
курсивное отношение натуральных чисел, например: 
А(к,1,т) влечет \—г 01 (к, I, т), 
~\А(к/,т) влечет \-Т~\сХ(к,1т). 
Теория Г будет достаточно сильной, если в ней выво­
димы все аксиомы теории Р.Робинсона [4] . 
ЛЕША 2. Пусть формулы Р(х,у) , &(х,(Л пред­
ставляют в теории Г фуннции /,у , причем 
/(к)ш(, д($-т , . Тогда для любой формулы 01 : 
«Ч СЗу)[ Г(*,у) л сч(у\ = (Х(/), 
\-Т (Зуг% Г(н, у) л а (у, 2) Л Л (у, 2)] - <Х(Щ. 
8. Т е о р е м а о д в о й н о й н е п о л ­
н о т е . Пусть Т -достаточно сильная теория, в - е е 
метатеория. Тогда фиксирована формула Иес^(х) 
С другой стороны, предполагая геделевскую арифметиеацию 
Т и 9 , найдутся формулы РЫ™(х,у) , 
Рг/ Н*]1Г%4, Р&]*М , Рг/ 1*9* 1*^ , выражающие в 
теории Т понятия о Т- и ^ -доказательствах. Найдутся 
также: 
(а) формула ЗиЬ (х,у, я) , представляющая в Г 
функцию я(х,у) : "я есть (геделев) номер формулы, 
полученной иэ формулы с номером х подстановкой цифры у 
вместо всех свободных переменных", 
(б) формула 5и8„ (х,у,г) | предотавляющая в 
функцию "г есть номер формулы, полученной из формулы о 
номером х подстановкой О -имени формулы о номером у 
вместо всех свободных переменных". 
"Более чем неразрешимую" формулу теории Г мы по­
лучим, моделируя антиномию 
д, : д. ложно или д неразрешимо 
в виде формулы, утверждающей: "в Т выводимо мое отри­
цание или в д докав--ема моя неразрешимость". 
Возьмем следующую формулу А(х) : 
( Зу г)[5ив, (х, х,у)л ЗиЛ* (Д, у, г) А 
л(Зи)(Рг/ Нед"?(у,и)ч Ч ^ "('А* 
(4 
где уц -номер формулы Вес г (х) со свободной 
переменной ее . Пусть т -номер формулы А(х) . 
Рассмотрим А(п>) . По лемме 2 А(т) еквивалентна 
(Зи)[Рг/ Нед^Ки) V Рг/ ЛЬдМ'ГЛ], <*> 
где п -номер , & -номер Вес**(о) , 
а - имя А(т) 
ТЕОРЕМА 1 (теорема о двойной неполноте). Пусть Т -
достаточно сильная теория, 0 -ее метатеория. <? -имя 
(замкнутой) формулы А (т) збоэначим через а 
(1) Если Т со -непротиворечива и Я - (просто) 
непротиворечива, то А(т) невыводима в Т тл~\Вест (&) 
недоказуема в О 
(2) Если Г непротиворечива, то ~\А(т) невыво­
дима в Т . 
(3) Если Т и С) и> -непротиворечивы, то 
Вест (а) недоказуема в О 
ДОКАЗАТЕЛЬСТВО. 
(а) Пусть \—т А Щ . Если 7" , О непротиво­
речивы, то не Н^ГМ (Щ и по лемме 1, не Ь-^-| Дес/*>(а). 
Поэтому для всел натуральных чисел 5 : 
» - г 1 Рг/ И^(п, з)л-\Рт/ л/у « $ I). 
Вместе с С*-) это дает си -противоречив в теории 7" 
(б) Пусть Ь—г~\А(гп) . Т о г д а : 
У-Т(3г) РпГ Мсу? (п,г), 
т . е . I — т А (л?) . Противоречие в теории Т 
(в) Пусть 1~А 1 йес®(а) . Тогда: 
\-т(Эг)Рг/ 
т . е . I—у А (гп) . См. теперь пункт ( а ) . 
(г) Пусть К в $ес{^ (а) . Тогда по лемме 1, если 
О и -непротиворечива, то А 1т) разрешима в Т • См. 
теперь пункты (а , б ) . 
Теорема 1 доказана. 
4. Выводы. 
Итак, если достаточно сильная теория .Т со -непро­
тиворечива и выбрана какая-либо непротиворечивая ее ме­
татеория <? , то в Т найдется неразрешимое предложе­
ние, неразрешимость которого нельзя доказать средствами 
О -
Теорему Гедзля о неполноте можно истолковать как 
общее опровержение следующего "закона исключенного треть­
е г о " : в математике всякая определенная гипотеза будет в 
конечном счете либо доказана, либо опровергнута, опираясь 
на традиционные математические представления. В таком 
случае теорема о двойной неполноте показывает, что нет 
оснований и для "закона исключенного четвертого": всякая 
определенная гипотеза будет в конечной счете либо дока­
зана, либо опровергнута, либо будет доказана ее неразре­
шимость. 
К сожалению, этот вывод не является новым. Неразре­
шимость гипотезы Н можно считать надежно установленной, 
если в 2 ГС удалось вывести мпликацию 
Соп ( 2 О -> СОУЛ (гГС-к-М Л Соп (ДРС -4 -1И). 
Давно известно, что "существует недостижимый кардинал" 
не является такой гипотезой. 
5. О б о б щ е н и е . Используя многозначные анти-^ 
номии, приведенные в разделе 1, нетрудно доказать теоре­
му о тройной и вообще любой п -кратной неполноте. Все 
эти теоремы, а также теорема об «V -кратной неполноте 
и многие вариации на эту тему, содержатся в теореме 2. 
Перечислимо растущее дерево метатеорий, это пара 
1_=(т,у°) где 
(а) машина 771 перечисляет непустое множество ко­
нечных кортежей натуральных чисел, причем так, что кор­
теж (пд п4... пк) перечисляется только п о с л е 
кортежей И, (п0}} (п, п<), •-, ("в •• " / , - < ) .Кортежи 
будем называть вершинами. Будем говорить, что вершина 
(пд... пн ) непосредственно вырастает из ^п„... и*.,) , 
(б) ч .р . функция У соотносит с каждой вершиной Ч 
перечисляемого дерева некоторую теор:.ю вместе о фикси­
рованным способом, делающим В метатеорией для теории, 
соотнесенной с вершиной Т , из которой С? непосред­
ственно вырастает. Исключение составляет вершина А 
(пустой кортеж), ей У соотносит теорию-объект. Обозна­
чения вершин и соответствующих теорий не различаются. 
Пусть Л -перечислимо растущее дерево метатеорий 
над теорией-объектом А . С каждой формулой Г теории 
Л ассоциируется перечислимая система формул 
{ 2 > « > г | те Е ] где десрл -Р и если <? 
непосредственно вырастает из 7" , то Вес р„ - с тан­
дартная формула, утверждающая, что формула Вес ^  раэре-
шииа в теории Т . 
ТЕОРЕМА 2 . Пусть У* -перечислимо растущее дерево 
со -непротиворечивых метатеорий с достаточно сильной 
ыа -непротиворечивой теорией-объектом Л . Тогда 
найдется замкнутая формула Г теории Л такая, что 
для всех Те 52 формула двеРт неразрешима в Т . 
ДОКАЗАТЕЛЬСТВО. Строится формула Р , которая * 
утверждает "существует Те 52 такое, что в Т дока­
зуема формула ~\ЛеСрТ ,где Р - э то я " . Квантор с у ­
ществования играет здесь роль бесконечной дизъюнкция 
( с р . антиномии в разделе 1 ) . Если дерево 51 имеет 
только конечное число вершин, достаточно потребовать 
и -непротиворечивость теории-объекта Л . В случае 
бесконечного 52 нужна шг -непротиворечивость Л 
Если предположить ы3 -непротиворечивость Л , дока­
зательство можно провести и без информации о конечности-
бесконечности дерева 52 
6. Н е р е ш е н н ы е п р о б л е м ы . 
1. Теорему о двойной неполноте легко доказать в 
следующей немного усиленной форме. Пусть Т -достаточ­
но сильная теория, # - е е метатеория, 7" и 0 и -не­
противоречивы. Найдется замкнутая 7* -неразрешимая 
формула (с именем а ) , для которой в С? недоказуема 
формула ~] Рг{^ (й) . Это действительно усиление, 
поскольку 0 -недоказуемость ~] Рг^ (а) влечет не­
доказуемость ~\Вес^ (а) , а недоказуемость Рг/^ (а), 
Рг Меу^а), Вск1^ (й) тривиальна в силу леммы 1. 
Неизвестно, можно ли обеспечить здесь одновременно(?-не­
выводимость еще и формулы ~| Рг Ысд^(а) ? 
П. Пусть теория Т (на явыке формальной арифметики) 
^ -непротиворечива и: (а) в 7* доказуемы все истин­
ные равенства, не содержащие переменных, (б) в Т опро-
держимы все ложные равенства такого рода. Следуя решению 
10-ой проблемы Гильберта [5] , можно построить диофанто-
во уравнение Р(х4... хн) "О ., не имеющее решений в 
натуральных числах и такое, что формула 
неразрешима средствами теории 7" 
Заметим, однако, что в данном случае теория 7>"1/" 
оказывается 3 -противоречивой, тогда как Т+Г , по-
видимому, 3 -непротиворечива. Таким образрм, альтерна­
тива " Р или ~| Г " н е совсем безразлична для теории Т , 
хотя она и неразрешима средствами Г 
Возможна ли (замкнутая) формула с такая, что тео ­
рии Т+Ч , Т+~\<л '' обе 3 -непротиворечивы? 
(Определение 3 -непротиворечивости ом. в разделе 2 ) . 
Ш. Теорию 7" назовем б е з г р а н и ч н о д е ­
л и м о й , если любую независимую ее аксиому можно з а ­
менить на дзе новые аксиомы, не нарушая независимость и 
не меняя область выводимых формул. Это определение легко 
уточняется в каждом конкретном случае. Например, в случае 
исчисления высказываний фиксируются правила вывода: тойив 
ропепз и правило подстановки. Тсгда "проблема деления" 
рассматривается для любой конечной независимой системы 
аксиом. Является исчисление высказываний безгранично де­
лимым? Возможна ли бесконечная независимая система ак­
сиом для (классического) исчисления высказываний? 
1У. Введем в язык формальной арифметики переменную 
X для множеств натуральных чисел, допуская атомарные 
формулы вида 1е X , где < -произвольный терм. 
Известно [б] , что для любого множества А , перечислимо­
го с оракулом 6 , найдется формула Р(х, X) такая, 
что для всех п : п е А если и только если Р(п, в) 
-истинная формула. Можно ли обобщить решение 10-ой проб­
лемы Гильберта [5"] таким образом, чтобы в качестве 
всегда получалась формула вида 
(Эх, ... Эхн) 6(х,X, х,... ЛС^) , 
где 5 не содержит кванторов? 
У. В классической арифметике, спекулируя на схеме 
А - * (~\А—*3) , ие любого противоречия легко выводится 
0-1 . Осуществим ли такой в ' эод чисто арифметическими 
. средствами, т . е . не используя А-*(~\А -» в) ? Например, 
0Ш1 арифметически следует из &т5 или из (Эх)(х'Х+$ 
Но следует ли 0*1 арифметически из л ю б о г о ' 
противоречия АЛЛА ? Более точно, речь идет о в о з ­
можности "универсального противоречия" в арифметике, и с ­
пользующей вместо классической логики т . н . минимальную 
логику [?] (плюс еще, быть может, закон двойного отрица-
. ния ~| П - » А ). 
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БЫСТРЫЕ ВЫЧИСЛЕНИЯ НА ВЕРОЯТНОСТНЫХ МАШИНАХ 
ТЫСРИНГА 
Р.В.Фрейвалд 
Рассматривается обыкновенная одноленточная машина 
Тьюринга (без входа) с одной головкой на ленте, дополнен-
дан датчиком случайных чисел, выдающим символы О и / с 
равными вероятностями ^ по бернулгиевской схеме, т . е . 
независимо друг от друга. Такую машину ниже будем называть 
вероятностной машиной Тьюринга. 
Будем говорить, что вероятностная машина Тьюринга 771 
распознает множество А с вероятностью, превосходящей р 
( ^- 4 р < 1 ) за время 4(х) , если при работе 771 на 
произвольном слове х с вероятностью строго большей чем 
р произойдет следующее событие: машина остановится за не 
более чем {(я) тактов с результатом 
СА(х) 
/ , если л е А 
О , если х е А 
Будем говорить, что вероятностная машина Тьюринга 771 
распознает множество А с вероятностью за время 
4 (к) , если для любого е>0 существует такое п , что 
при работе Ш на произвольном слове ж , длина кото­
рого превосходит л , с вероятностью строго большей чем 
1-е произойдет следующее: машина остановится эа не более 
чем {(х) тактов с результатом СА (х) 
Я.М.Барздинь в [1] в частности докавал, что для лю­
бой (детерминированной) машины Тьюринга 771 , распознаю-
щей симметрию слов в двоичном алфавите, существует такая 
константа о О , что для всех п ' , кроме конечного чис­
ла, максимум по всем словам х длины п времени работы 
7П на я превосходит с-п* . 
ТЕОРЕМА 1. ( 1 ) Для каждого 6 >0 существует вероят­
ностная машина Тьюринга, которая распознает симметрию 
слов в двоичном алфавите с вероятностью, превосходящей 
1-6 , ва время С-\х\- 1од*\х\ , где \х | -длина 
слова х , а с>0 - константа, не зависящая от х 
• (2) Существует вероятностная машина Тьюринга, кото­
рая распознает симметрию слоа в двоичном алфавите с веро-
где |х | - длина слова х , а о О - константа, не зави­
сящая от х 
Сопоставление теоремы Еарздиня и теоремы 1 показывает, 
что использование простейшего датчика случайных чисел дает 
возможность значительно увеличить скорость вычислений, да ­
же если требуется, чтобы верный результат был выдан с боль­
шой вероятностью. Это дает положительный ответ на один во­
прос Б.А.Трахтенброта [2] . 
. Доказательство теоремы 1 опирается на следующие две 
ятностью 1-о-(1} за время 
леммы.. 
ЛЕММА 1. Если 
Н'т л/" (той />,) 
А"» N4 то* р±) 
/V ' - /V* (той ря) 
• 
где все р}, рг, ря - попарно различные простые числа, 
то 
Л"т N'1 то* р,рг ря) 
ЛЕММА 2 . Пусть М4 < 2" • , N4 2" и Л"+ Н' . Тог­
да существуют такие константы с, >0 и ся>0 , что 
среди первых пе натуральных чисел встречается не менее 
чем (с,- ^ п сг• - } простых чисел, которые 
не делят /^ ' -N"1 без остатка. 
ТЕОРЕМА 2 . Если некоторая вероятностная машина Тью­
ринга распознает симметрию слов в двоичном алфавите с ве ­
роятностью, превосходящей некоторое р> ^" , еа время 4(х) , 
то существует такая константа СУ О , что для бесконечно 
многих слов х *'(х)> С'\х\-?0»г |х) 
Б.А.Трахтенброт [3] доказал, что если некоторое мно­
жество распознаваемо на детерминированной машине Тьюринга 
еа время о(\х \8одг\х \) , то это множество распозна­
ваемо на конечном автомате. 
Пусть В1 - множество всех слов вида 0п 1 0п (л- 0,1,2,. 
ТЕОРЕМ 3. Существует вероятностная машина Тьюринга, 
которая распознает множество В1 с вероятностью 
за время с|х |- Сод^ ?одг\х | , где | я \ - длина рас ­
познаваемого слова х , а су О - константа, не зависящая 
от х . 
ТЕОРЕМА 4. Если некоторая вероятностная машина Тью­
ринга распознает множество В4 с вероятностью, превосхо­
дящей некоторое рУ , за время {(х) , то существует 
такая константа о > О , что для бесконечно многих слов х 
Ф)> с\х\ - (од. 'о9г\х | . 
Теоремы 3 и 4 показывают, что для вероятностных ма­
шин Тьюринга теорема Трахтенброта не имеет места. 
Дж. Гилл [4] высказал следующее предположение: если 
/ - рекурсивная функция, и она вычислима на вероятност­
ной машине Тьюринга с вероятностью, превосходящей некото­
рое р> 2 за время 4(х) , то существует также детерми­
нированная машина Тьюринга, которая вычисляет у с такой 
временной сигнализирующей 4(х) , что при некоторой о О 
для бесконечно многих х %(.х)4 с • * (х) . 
Пусть Вг - множество всех слов х в однобуквен-
ном алфавите, для которых существуют такие натуральные и 
и V , что 1) 04 У< и , и 2) длина слова х рав­
на 
и 
2 
2 
2 
2 + V. 
ТЕОРЕМА 5. (1) Существует вероятностная машина Тью­
ринга, которая распознает множество Вг с вероятностью 
/ - о{1) за время с- \х | • 1одг 1одг |х | , где \х | -
длина распознаваемого слова, а с>0 - константа, не зави­
сящая от х 
(2) Для любой детерминированной машины Тьюринга, рас ­
познающей множество Вг , существует такая константа СУ О , 
что для всех слов х , кроме конечного числа, время рабо­
ты машины на аргументе х не меньше, чем с-\х | • €°9Ж\Х I 
Таким образом, теорема 5 опровергает предположение Дж. Гил-
ла. 
Эта заметка была включена в сборник позже других 
статей. Ограничения на объем текста не позволили предста­
вить доказательства теорем. Предполагается, что эти дока­
зательства будут опубликованы в другом месте. 
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апй в*апааг*1га*1оп о! в«пвга1 гвсига1та 
хЧшсИопв 
Е. КАпЪаг 
Сопсер*в о{ 11ш1г 1<ЗепМ11са-Ыоп апа в^апааг'Ыга-
'Ыоп о{ Гипо*1ог.з аге соп-.рагеа. I * 1в ргоуеа , 1п р а г -
*1си1аг , 1Ьа* гпеге В Х 1 8 * В а 11т1-* вЪапааг-ЫааЫе о1авв 
о± гвсигв1ув гипо*1опв « Ы с Ь 1а по* 1аеп*121аЫв 1п *пв 
1 1 т 1 г . 
РгоЬаЫНа'Ыс рге|Цс*1оп о{ ГипсЪ1оп уа1иез 
К.Роап1вкэ 
ТЬв УВ1ИВ (рСт + 4) 1в 8 и в в в в а * г о т 8±твп (р(0)... (р(Л'). 
ЬвХ '['(П.Х) Ъв а гвсига1ув *ипсг1оп, зе* <С„ - ХХ^СП.Х). 
Тпвгв 1в а р г о Ь а Ы Н з ' И с в'Ьга^веу /Р^- • *п1сп таквз 
^ Т П г а 1 в в ргвсИо*1опв 1п № • сазе » 1 * п 
ргоЪаЪШ*} - —» { ав п - » о о . Ш в вз*1тагв 1з "Ьпв 
Ьвзг р о 8 3 1 Ы в . 0вгегт1п1з*1с 8*га*в81ез ао 1Ьв ваше «1-611 
*пе вв"Ыта-Ьв ^ ^°3г. П 
1йвпг1Пса - Ыоп о{ аиготега Ъу з1тр1в 
вхрег1твп+ чгЬвп по иррвг Ьоипа оп *пв 
питЬвг о* в^аХев 1в 81Увп 
Д.ВагесИп 
I* 1В ргоува * п а * *пеге 6x18*8 а 81шр1в вхрвг1швп* 
яМоп 1 Й Е П Г 1 ? 1 Е З аи-^оша-Ьа » 1 Г П апу Р Г В А В 8 1 8 П В А Ггадиепоу. 
Ап иррвг «в11иагв о{ *пв 1 В П 8 * Ь о{ виоп ап Е Х Р Е Г 1 Т Е П * 1В 
о М а ! п е а . ТМв ВВ-Ыша-ЬВ 1В А1ТОЗГ гпе Ьвз* р о з з 1 Ы в . 
Сопвггис-Ыоп оГ с о т р 1 е г е аатр1в в у з г е т з 
Гог рговгашв а 1 г е о г воевав те*поа 
«)".Вагга1п, А.Ка1п1пв 
А ЗАШР1Е вув1ет 1а ва1а го Ье сошр1о' э Гог ХЬв ($1-
•вп рговгаш, И вУвгу Ьгвпсп г е а Н а а Ы е Ьу вотв а г Ы * -
г а г у вагар1в 1а г е а Н г е а Ьу зотв затр1в 1п ХЫв в у з ^ е т . 
Тпе ргоЫега оГ С1 . .1з1гисг1оп о! сотр1в'1е ватр1е вузгетз 
г о г ооггес1:пез8 ^ее-Ыпв 1п -*Ьв с а з е оГ веяивп*1а1 а с с е в в 
твЪпоа « а з 1пуе з-ИеаЪеа 1п ргег1оив рарвгв Ьу *пе -
аигЬогз . 1п Ш в рарег ХЬв р г о Ы в т оГ сопв 'ЬгисНоп оГ 
оотр1е*е вашр1е вуз^вла 1в 1ПУВВ'*1ва*в(1 1п *пе савв оГ 
сИгво-Ь а с с е в в т е * Ь о а . 8иГГ1с1еп* сопЗШопз Гог а 1 в о -
г!'Ыип1са1 зоХуаЫИЪу о? Х\\хв р г о Ы в т агв оЬ^а1пва. 
Оп сотр1ех1*у впа ор*1та11*у оГ *пе 
сотри*а*1оп 1п гпв 11т1* 
Й.Рге1та1аа 
Уаг1оив шеавигев оГ сошр1ех1Лу Гог *пв сошри'Ьа'Ыоп 
1п *пе 11ш1* агв 1птвв*1ва1;ва. Тпе о р ^ 1 п а Ш у Гог 1пГ1-
п1*в1у ювпу уа1ивв оГ *пе агвитеп* апа <пе ор*1та11*у 
Гог а1тов1; а11 ' та1ивв оГ *пе агвишвп* агв сошрвгеа. 
Оп Ггвчивсу гва1-*1ше с о т р и г а Н о п а 
Е.К1пЬег 
А оопсвр* оГ Ггвяивпсу сошри*а'Ыоп оГ ГипсЪ1опз 1в 
оопа1авгеа . I * 1в рготеа *па* 1Ьвге ех1в* а г М ^ г а г у 
сошр1вх ГипсНопв яп1сп агв Ггвчивпсу гва1--11тв с о т р и -
* а Ы е . 
Оп1уегва1 ВисЬЬегввг аи*ояа*а апа" 
г е а 1 - * 1 т е сошри-Ьа-Цопв 
НААИВИВ^ОВ 
Тпе оопсерг о{ ВиопЬегвег аигоша-Ьоп е е п е г а И г е в 
шапу кпоип ?огта118тз о{ а180г1*пт , зисп ав Тиг1п8 
шасЫпв, Роз* шасЫпв, Кагкоу погша1 а180г1*пт . 
А с о п с е р * о{ гва1-"Ышв зхшиХа-Ыоп оп Виспоегеег 
аи*оша*а 1в 1п1:гоаисва. I * 1в рготеа -Ьпа* *пегв ех1в*в 
по ип1уегва1 репега1 гесигв1уе ВиопЬегвег аигота^оп 
в1ти1а*1п8 *пе о1азз о! яваега! г е е и г е 1 У в аи*ота1а 1П 
Гва1 -11 т е . А з 1 т И а г а з г е г И о п 1В *гие Гог рг1в".1*1ув 
ГЕОИГВ1УВ ВисЬЬегеег аи*ота*а . 
Тпе аоиЫе-1псотр1е*опв88 бпеогет 
К.Роап1окв 
Ье* Т Ье а *пеогу , Ц - а те*а*леогу оГ Т . . 
11паег сег*а1п с о п а Ш о п з *пеге ех1з* Т - ипаес1ааЪ1е 
зеп*епсез Тог « Ы с л * Ы в ипс1ес1<ЗаМ11*у сап по* Ье 
ргоуеа 1 1п Ц 
Рае* сотри*а*1оп Ьу р г о о а М 1 1 в * 1 с 
Тиг1п8 шасЫпеб 
Р.Рге1уа1ав 
I * 1З 8 л ото *па* *пегв ех1в*8 а ргооаЫ11в*1е 
Тиг1п8 шасМпе гес08п^г1п8 раИпЛгошев » 1 * Ь ргоЬаЫ11*у 
•1-6 {0<Е<-?) 1п П-(1оджп)г * 1 т е . 
Рог еувгу ргоЪаМ11е*1с Тиг1п8 т а с М п е гвоовп1е1п8 р а -
И п а г о т е в « 1 * п р г о о а М 1 1 * у 1~€ ( 0 < € < ) *Ъа 
гесовп1*1оп *1те 1в рготеа *о Ъе > С0П51 П кд^П . 
А соп; )ес*иге оГ «Т.Т.0111 оп гев*г1с*1опв ох" арееа-ирв 
Ьу ргоЬаЪ111в1;1с шасЫпв в 1в аМвргоуей. 
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