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Abstract
We review several multi-loop techniques for analytical massless Feynman diagram calcu-
lations in relativistic quantum field theories: integration by parts, the method of uniqueness,
functional equations and the Gegenbauer polynomial technique. A brief, historically oriented,
overview of some of the results obtained over the decades for the massless 2-loop propagator-
type diagram is given. Concrete examples of up to 5-loop diagram calculations are also pro-
vided.
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31 Introduction
In relativistic quantum field theories, the first perturbative techniques using covariance and
gauge invariance were independently developed in the 1940s by Tomonaga [1], Schwinger [2] and
Feynman [3] and unified by Dyson [4]. This led to the discovery of the concept of renormaliza-
tion as an attempt to give a meaning to divergent integrals appearing in the perturbative series.
Specific ideas of the field theoretic renormalization group (RG) were then developed starting
from the 50s [5]-[11]. Early success came from their application to quantum electrodynamics
(QED) with unprecedented agreement between high precision experiments and high precision
theoretical computations of measurable quantities (anomalous magnetic moment, Lamb’s shift,
etc...). In the 50s, non-abelian gauge theories were discovered [12] and, in the 60s, the weak
interaction was unified with electromagnetism (electro-weak interaction) [13]. In the 70s, ’t
Hooft and Veltman [14, 15] proved the renormalizability of non-abelian gauge field theories
and, to this purpose, invented the dimensional regularization (DR) technique which was also
independently discovered in [16, 17, 18]. Combined with the minimal subtraction (MS) scheme
[19] within an RG framework, this regularization technique is particularly well suited to com-
pute radiative corrections and we shall use it extensively in this review. In the wake of these
far-reaching developments, asymptotic freedom has then been discovered [20, 21]. It eliminates
the problem of the Landau poles and allows for the existence of theories which are well defined
at arbitrarily low energies. The first example of such a theory is quantum chromodynamics
(QCD) which describes quarks as well as their interactions (strong interaction). Contrarily to
QED, a perturbative approach to QCD is possible only at high energy. At low energies, a strong
coupling regime takes place corresponding to quark confinement. At this point, let us recall
that, back in the 70s, ’t Hooft discovered a simplification of U(N) gauge theories in the limit of
large N [22]. This work initiated the large-N study of gauge theories, see the monograph [23]
for a review. Recently, it played an important role in examining the conjecture relating string
theories in anti-de Sitter spaces to (the ’t Hooft limit of) superconformal field theories in one
less space-time dimension (AdS/CFT correspondence) [24]. The most prominent example of
such a field theory is the 3 + 1-dimensional N = 4 super-Yang-Mills theory at the conformal
point which now serves as a kind of theoretical laboratory to gain insight on the beautiful and
complex structure of quantum field theories.
The fundamental developments which led to the elaboration of such theories in particle/high-
energy physics have had profound consequences in other fields such as statistical mechanics.
Formally, a D-dimensional quantum system is equivalent to a D+ 1-dimensional (in Euclidean
space) statistical mechanics one. Physically, complex systems composed of a large number of
interacting particles are subject to emergent phenomena such as phase transitions. It is Wilson
that first realized that the vicinity of a second order phase transition may be described by
a continuous quantum field theory (QFT) and formulated the so-called momentum-shell RG
[25, 26]. This led to the development of the small-ε expansion technique to compute critical
exponents by Wilson and Fisher [27] and brought up the important notion of (non-trivial) infra-
red (IR) fixed points.1 The works of the Saclay group, see, e.g., [28], led to the development
of the field-theoretic Wilsonian RG culminating in the book [29].
The ability to access high order corrections, and therefore achieve high precision calcula-
1According to [23], the large-N expansion also first appeared in the context of statistical mechanics through
the work of Stanley on spin systems [30].
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tions, arose in the 80s with the developments of powerful methods to compute renormalization
group functions, i.e., β-functions and anomalous dimensions of fields, with wide applications
ranging from particle physics, to statistical mechanics and condensed matter physics. These
methods include, e.g., the method of infra-red rea-rangement (IRR) [31] and the R∗-operation
[32]-[35], the method of uniqueness [36]-[42] and (Vasil’ev’s) conformal bootstrap technique [43],
integration by parts (IBP) [37, 44, 45], the Gegenbauer polynomial technique [46] and the com-
bination of these methods with symmetry arguments [47, 48]. These techniques were applied
to four-dimensional relativistic theories (and their classical analogues) using RG in DR within
the MS scheme which is incomparably more efficient computationally than the more physically
appealing momentum-shell RG, see the classic monographs: [49, 50] and especially [51] for a
beautiful historical introduction; see also the more recent books [52, 53] devoted to Feynman
diagram calculations. Among their greatest early achievements, let us mention, e.g., the com-
putation of the 3-loop β-function of QCD [54] and the computation of the 5-loop β-function
of Φ4-theory [55, 56, 57]. The following decades witnessed further ground-breaking develop-
ments, e.g., in discovering dimensional recurrence relations for Feynman diagrams [58, 59], in
the exact evaluation of massless Feynman diagram, e.g., [60, 61, 62], in developing and applying
new techniques to deal with massive ones, e.g., [63]-[66], in performing high order ε-expansions
together with understanding some intriguing relations with number theoretical issues, e.g.,
[62]-[71], in applying such techniques to numerous models, e.g., [72]-[77], in the Hopf-algebraic
interpretation of the renormalization group [78, 79], in the notion of a cosmic Galois group
[80, 81, 82]...
Throughout the years, there has been a dramatic increase in the complexity of the calcula-
tions. Modern challenges often require the manipulation of thousands of diagrams each one of
them eventually breaking into hundreds of integrals. Some of the most complicated integrals,
the so called “master integrals” [83], require human assistance for their analytic evaluation
and will be the subject of this review. Other tasks, on the other hand, are rather systematic
in nature as well as highly symbolic: from generating the diagrams, to performing eventual
gamma matrix algebra, to reducing large numbers of diagrams to a few master integrals...
This led to the automation of such tasks via the developments of powerful computer alge-
bra systems, e.g., from SCHOONSHIP [84], to REDUCE [85], FORM [86], GiNac [87] and
the commercial MATHEMATICA [88], see [89] for a short review. Specific algorithms were
developed to generate Feynman diagrams, e.g., QGRAF [90] and EXP [91]. Others to deal
with the reduction problem such as Laporta’s algorithm [92], Baikov’s method [93] as well as
computer codes combining several algorithms to achieve this task such as REDUZE [94, 95],
FIRE [96], KIRA [97] and LiteRed [98]. Some algorithms are devoted to the subtle problems
of dealing with subdivergences and generating the Laurent expansion such as, e.g., the sector
decomposition technique [99, 100], see also the dissertation of Bogner [101], parametric integra-
tion using hyperlogarithms [102], see also the dissertation of Panzer [103] and the nice recent
paper [104], the recently discovered method of graphical functions [105] and its combination
with parametric integration [106] together with the automation of the R and R∗ operators by
Batkovich and Kompaniets [107], see also the very recent [108]. Though computer assisted, all
these remarkable developments may be considered in some sense as analytical as opposed to the
numerical methods only used at the final stage of the procedure in order to extract a numerical
value for the coefficients of the Laurent series associated with a given diagram. Often, they
involve advanced mathematical concepts from, e.g., graph theory, algebraic geometry and num-
5ber theory. Nowadays, computer algebra systems combined with appropriate algorithms are an
integral part of the field of multi-loop calculations. For the years 2016/2017 alone, they allowed
breakthrough achievements such as, e.g., the 4-loop β-function calculation for the Gross-Neveu
[109] 2, see also [110] for very recent large-N calculations, and Gross-Neveu-Yukawa models
[111, 112], the 5-loop β-function calculation for QCD [113], its generalization to an arbitrary
gauge group [114, 115, 116] and gauge fixing parameter [117, 118], the 6-loop [119, 120, 121]
and 7-loop [122] calculations of the Φ4-model renormalization group functions and the 7-loop
anomalous dimension calculation of twist-2 operators in planar N = 4 super-Yang-Mills theory
with the help of integrability arguments [123].
Having set the general framework, the focus of this review will be on some of the methods
that we consider as being the most efficient from the point of view of the purely analytic
computation of “master integrals”. These integrals may be viewed as basic building blocs at
the core of multi-loop calculations. Their evaluation is therefore a fundamental task prior to
any automation. Their importance is witnessed by the recent appearance of “Loopedia” [124]
which attempts at providing a database for all known loop integrals. Many of such integrals
related to four-dimensional models were known (but the integrals were scattered throughout
various papers) before the enormous developments mentioned above concerning particle physics,
statistical mechanics and (supersymmetric) gauge field theories. In other cases such as, e.g.,
odd dimensional theories relevant to condensed matter physics systems, non-standard master
integrals appear the systematic evaluation of which is more recent, see, e.g., [125]-[137].
In the following, we will restrict ourselves to the case of massless Feynman integrals focusing
in particular on the two-loop massless propagator-type integrals 3 which are the most elemen-
tary ones yet highly non-trivial in some peculiar cases as we will see. The main emphasis will
be on the standard rules of perturbation theory for massless Feynman diagrams as described in
the pioneering work of Kazakov [56], see also the beautiful lectures [139]. As will be discussed
in details in the review, such rules allow, in principle, the computation of complicated Feyn-
man diagrams using sequences of simple transformations (without any explicit integration). A
diagram is straightforwardly integrated once the appropriate sequence is found. In a sense,
the method greatly simplifies multi-loop calculations. For a given diagram, the task of finding
the sequence of transformations is, however, highly non-trivial. For the most complicated inte-
grals, these rules can be supplemented with the help of the Gegenbauer x-space technique [46]
and, in particular, rules for integrating massless diagrams with Heaviside theta functions and
traceless products [61]. These rules provide series representation for the diagram which may
be a convenient starting point for their ε-expansion.
The manuscript is organized as follows. In Sec. 2, we present the notations as well as
the basics of Feynman diagram calculations at one-loop. In Sec. 3, the two-loop massless
propagator-type Feynman diagram is presented and a brief historical review of the results con-
cerning this diagram is provided. In Sec. 4, we review some methods of calculations: parametric
integration, integration by parts, the method of uniqueness, Fourier transform and duality and
functional equations. Excepting for the technique of parametric integration, all the mentioned
2Notice that the lower number of loops presently achieved for the Gross-Neveu model with respect to other
models is related to the loss of multiplicative renormalizability of 4-fermion operators in dimensional regulariza-
tion and the generation of evanescent operators; so calculations for this model are less straightforward than in
other models.
3The integrals with many legs are essentially more complicated (see the recent paper [138] and references
therein) and their consideration is beyond the scope of this review.
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methods allow to compute Feynman integrals without any explicit integration. In Sec. 5, some
concrete examples of 5-loop calculations are provided. The conclusion is given in Sec. 6. Fi-
nally, App. 7 shortly reviews the Gegenbauer polynomial technique including loop integration
with Heaviside theta functions into subintegral expressions.
2 Basics of Feynman diagrams
2.1 Notations
We consider an Euclidean space-time of dimensionality D. Throughout this manuscript we
shall use dimensional regularization, see the textbook [49] as well as the early reviews [140, 141]
for a more complete account on dimensional regularization and the more recent [142] for a very
instructive review on conventional dimensional regularization that we actually use, and set,
e.g., D = 4− 2ε in the case of (3 + 1)-dimensional theories, where ε→ 0 is the regularization
parameter. Then, the infinitesimal volume element, e.g., in momentum space, can be written
as:
d4k = µ2 dDk , (2.1)
where µ is the so-called renormalization scale in the minimal subtraction (MS) scheme which
is related to the corresponding parameter µ in the modified minimal subtraction (MS) scheme
with the help of:
µ 2 = 4pie−γEµ2 , (2.2)
where γE is Euler’s constant. Our main focus will be on massless Feynman diagrams of the
propagator type (the so called p-integrals [45]). Diagrams will be analyzed mainly in momentum
space but position space will also be considered in some cases. In momentum space, Feynman
diagrams are defined as integrals over dummy momentum variables or loop momenta. The
dependence of these integrals on the external momentum follows from dimensional analysis
and is power-like. The goal of the calculations is then to compute the dimensionless coefficient
function, CD, associated with a given diagram (see below). In some peculiar cases this function
can be computed exactly. In most cases, only an approximate solution can be found. Often,
it takes the form of a Laurent series in ε and of great interest are the coefficients of negative
power of ε which may be related to β-functions and anomalous dimensions of fields.
In the following, for simplicity, we shall assume that all algebraic manipulations related
to gamma matrices such as, e.g., contraction of Lorentz indices, calculations of traces, etc...
have been done. 4 The diagrams we shall be mainly interested in are therefore expressed
in terms of scalar integrals; for completeness, and because they are of practical interest in
concrete calculations, we shall also consider diagrams with simple numerators such as traceless
products. In reciprocal space, momentum is conserved at each vertex and integrations are
over all internal momenta. This has to be contrasted with calculations in real space where
integrations are over the coordinates of all vertices. In both spaces, the lines of such diagrams
4In some cases, e.g., for n-point functions, a tensorial reduction, the so-called Passarino-Veltman reduction
scheme [143], see also [144] for a review, allows to express a tensor integral in terms of scalar ones with tensor
coefficients depending on the external kinematic variables and eventually the metric tensor. We assume that
such a reduction has been performed and essentially focus on the computation of the scalar integrals. Notice
that, at one-loop, the Passarino-Veltman reduction has been automated in packages such as FeynCalc [145, 146],
LoopTools [147] and (combined with FeynArts [148]) FormCalc [149].
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correspond to scalar propagators and are simple power laws. In momentum space, they take
the form: 1/k2α where α is the so-called index of the line. A line with an arbitrary index α
can be represented graphically as:
1
k2α
: α , k
µ
k2α
: α
µ
,
kµ1···µn
k2α
: α
µ1···µn
, (2.3)
where the absence of arrow implies a scalar propagator while arrows indicate the presence of a
non-trivial numerator the tensorial structure of which is displayed on the index for clarity. In
momentum space, ordinary lines have index 1. The link with coordinate space is given by the
Fourier transform:∫
[dDp]
eipx
[p2]α
=
2D−2α
(4pi)D/2
a(α)
[x2 ]D/2−α
, a(α) =
Γ(D/2− α)
Γ(α)
, (2.4)
where α 6= D/2, D/2 + 1, ..., Γ(x) is Euler’s gamma function and, in the following, we shall
often use the notation
[dDp] =
dDp
(2pi)D
. (2.5)
From Eq. (2.4), we see that, in coordinate space, ordinary lines have dimension D/2− 1. For
a line of arbitrary index α, the indices α and D/2− α are said to be dual to each other in the
sense of Fourier transform. The inverse Fourier transform reads:
1
[ p2 ]α
=
a(α)
piD/2 22α
∫
dDx
e−ipx
[x2 ]D/2−α
. (2.6)
In p-space, a zero index means that the corresponding line should shrink to a point while in
x-space it means that the line has to be deleted.
Let us then consider a general L-loop propagator-type Feynman diagram with N -internal
lines. Schematically, this diagram can be represented as:
 =
(p2)
LD
2
−∑Ni=1 αi
(4pi)
LD
2
CD(~α) , (2.7)
where ~α = (α1, α2, · · · , αN ) and the index of the diagram corresponds to the sum of the indices
of its constituent lines:
∑N
i=1 αi. Eq. (2.7) defines the dimensionless coefficient function, CD(~α),
of the propagator-type diagram. This function depends on the indices, ~α, and the dimension
of space-time, D. In the following, we shall extensively study the one-loop and two-loop p-
integrals. At this point, we briefly consider vacuum-type diagrams (the so-called v-integrals).
A general multi-loop v-integral can be represented as:
’ (2.8)
and can be obtained from the p-integral by putting the external momenta to zero. Such
diagrams are therefore scaleless.
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2.2 Massless vacuum diagrams (and Mellin-Barnes transformation)
In the frame of dimensional regularization, the one-loop massless vacuum diagram obeys
the following identity [150]:
α =
∫
dDk
(k2)α
= ipiΩD δ(α−D/2) , (2.9)
where ΩD = 2pi
D/2/Γ(D/2) is the surface of the unit hypersphere in D-dimensional Euclidean
space-time. One way to check the consistency of this relation is to consider the Mellin-Barnes
transformation of a massive scalar propagator [151, 63]:
1
(k2 +m2)α
=
1
2ipiΓ(α)
∫ i∞
−i∞
ds
(m2)s
(k2)s+α
Γ(−s)Γ(α+ s) . (2.10)
Interestingly, this transformation allows to express a massive propagator in terms of a contour
integral involving a massless one. As noticed by Boos and Davydychev [63], this suggests
that techniques for computing massless Feynman diagrams may be of importance to compute
massive ones. For our present purpose, only the expression of the massive one-loop tadpole
integral will be useful. 5 It reads:∫
[dDk]
(k2 +m2)α
=
(m2)D/2−α
(4pi)D/2
Γ(α−D/2)
Γ(α)
, (2.11)
where the mass dependence follows from dimensional analysis and the dimensionless factor
Γ(α − D/2)/Γ(α) corresponds to the coefficient function of this simple diagram. Eq. (2.11)
can be straightforwardly obtained using the standard parametric integration technique, see
Sec. 4.1. It can also be obtained using the Mellin-Barnes transformation (2.10) upon assuming
that Eq. (2.9) holds. This proves the consistency of Eq. (2.9).
There is a connection between v-integrals and p-integrals, see Ref. [150]. The latter may be
derived by turning a p-integral into a v-integral upon multiplying it by (p2)−σ and integrating
over p. 6 From Eq. (2.7), such a procedure yields:

σ
=
CD(~α)
(4pi)
LD
2
∫
dDp
(p2)σ+
∑N
i=1 αi−LD2
=
ipi
(4pi)
LD
2
ΩD CD(~α) δ(σ +
N∑
i=1
αi − LD
2
) (2.12a)
=
ipi
(4pi)
LD
2
ΩDXD(~α, σ) δ(σ +
N∑
i=1
αi − LD
2
) . (2.12b)
Hence, the coefficient functions of the v-type diagram, XD, and the p-type diagram, CD, are
related by:
CD(~α) = XD(~α, σ)|σ=LD
2
−∑Ni=1 αi . (2.13)
5See, e.g., Refs. [151]-[155] for more examples of the use of the Mellin-Barnes transformation in Feynman
diagram calculations.
6This is also known as gluing, see Ref. [45] and [156] for a recent review.
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As can be noticed from Eq. (2.9), vacuum diagrams are rather ambiguously defined within
dimensional regularization. Their scaleless nature does not provide any clue of what their
actual value might be a priori: it can be zero, infinity or even some finite number, see also the
review [140]. This results from a subtle interplay between infrared and ultraviolet divergences of
massless diagrams. Following t’Hooft and Veltman, we shall often assume that the continuous
dimension regularizes such highly divergent integrals to zero. Similarly, whenever a diagram
contains a scaleless subdiagram, e.g., such as the massless tadpole diagram, its value will be set
to zero. In principle, however, care must be taken in the case where D = 2α. On the other hand,
the consequence of Eq. (2.9) is unambiguous for integrals over polynomials corresponding to the
case where α < 0 in (2.9); within dimensional regularization such integrals vanish identically.
Summarizing, in the following, we shall always assume that: 7∫
dDk
(k2)α
= 0 (α 6= D/2) . (2.14)
2.3 Massless one-loop propagator-type diagram
The one-loop (scalar) p-type massless integral is defined as:
J(D, p, α, β) =
∫
[dDk]
1
k2α(p− k)2β , (2.15)
where p is the external momentum and α and β are arbitrary indices. In graphical form it is
represented as:
J(D, p, α, β) = p
α
β
. (2.16)
In Eq. (2.15), the momentum dependence is easily extracted from dimensional analysis which
allows to write the diagram in the following form:
J(D, p, α, β) =
(p2)D/2−α−β
(4pi)D/2
G(D,α, β) , (2.17)
where G(D,α, β) is the (dimensionless) coefficient function of the diagram. In graphical form,
the latter is represented by a diagram similar to the one for J(D, p, α, β) but with amputated
external legs:
G(D,α, β) = CD
[ ∫
[dDk]
k2α(p− k)2β
]
= 	α
β
. (2.18)
In the one-loop case, the so-called G-function is known exactly and reads:
G(D,α, β) =
a(α)a(β)
a(α+ β −D/2) , a(α) =
Γ(D/2− α)
Γ(α)
. (2.19)
7In the case where α = D/2 is encountered, it is also possible to use the following trick: introduce a regulator
δ → 0 shifting the index α, e.g., α→ α+δ. The limit δ → 0 is taken at the end of the calculation. See Ref. [126]
for an example.
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All these results may be generalized to integrands with numerators. In particular:
Jµ1···µn(D, p, α, β) =
∫
[dDk]
kµ1···µn
k2α(p− k)2β =
(p2)D/2−α−β
(4pi)D/2
pµ1···µn G(n,0)(D,α, β) , (2.20)
where kµ1···µn denotes the traceless product and
G(n,0)(D,α, β) =
an(α)a0(β)
an(α+ β −D/2) , an(α) =
Γ(n+D/2− α)
Γ(α)
, (2.21)
where G(D,α, β) ≡ G(0,0)(D,α, β) and, for simplicity, the argument D is also sometimes
dropped unless an ambiguity may arise. Graphically, a one-loop p-type diagram with nu-
merator can be represented as:
G(1,0)(D,α, β) = CD
[ ∫
[dDk] kµ
k2α(p− k)2β
]
= 

αµ
β
= −β
αµ
. (2.22)
Whenever the integrand contains a scalar product, the corresponding lines are arrowed. As an
example:
CD
[ ∫
[dDk] (k, p− k)
k2α(p− k)2β
]
= 
αµ
βµ
= 
αµ
βµ
= −
αµ
βµ
, (2.23)
where the notation (k, p) = kµpµ denotes the scalar product of the D-dimensional momenta k
and p. When such a diagram is encountered, it can be evaluated as:

αµ
βµ
= −
α− 1
β
+ pµ
αµ
β
= −G(D,α− 1, β) +G(1,0)(D,α, β) ,
(2.24)
where, in the third diagram, the internal momentum is dotted with an external one. Hence:∫
[dDk] (k, p− k)
k2α(p− k)2β =
(p2)D/2+1−α−β
(4pi)D/2
(
G(1,0)(D,α, β)−G(D,α− 1, β)
)
. (2.25)
The expression of G(D,α, β) given above may be derived by using parametric integration,
see Sec. 4.1. Following Ref. [139], an alternative simple derivation consists in first going to
x-space using Eq. (2.6) and then going back to p-space:∫
dDk
k2α(p− k)2β =
a(α)a(β)
piD 22(α+β)
∫
dDx dDy dDk e−ikx−i(p−k)y
[x2 ]D/2−α [ y2 ]D/2−β
=
a(α)a(β)
22(α+β)−D
∫
dDx e−ipx
[x2 ]D−α−β
= piD/2
a(α)a(β)
a(α+ β −D/2)
1
[ p2 ]α+β−D/2
.
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This leads to Eq. (2.19).
An important property of the G-function is that it vanishes whenever one (or more) of the
indices is zero or a negative integer:
G(D,n,m) = 0, n ≤ 0, m ≤ 0 . (2.26)
This property follows from the fact that a massless one-loop p-integral with a zero or negative
integer index corresponds to a massless vacuum diagram (possibly with a polynomial numera-
tor) which vanishes according to Eqs. (2.14) (provided the case D = 2α is not encountered).
Finally, the G-function informs about the singularities of Eq. (2.15). The latter can be
either ultraviolet or infrared in nature. In both cases, they will appear as 1/ε poles in the
expression of the G-function as dimensional regularization treats both types of singularities on
an equal footing. In order to see that, let’s note that from dimensional analysis Eq. (2.15) has
an ultraviolet singularity (k → ∞) for α + β ≤ D/2; on the other hand, it has an infrared
singularity (k → 0) for α ≥ D/2 and/or β ≥ D/2. Then, from the explicit expression of
G(D,α, β) in terms of Γ-functions:
G(D,α, β) =
Γ(D/2− α)Γ(D/2− β)Γ(α+ β −D/2)
Γ(α)Γ(β)Γ(D − α− β) , (2.27)
we see that poles coming from either one of the first two Γ-functions in the numerator are IR
poles while those coming from the last Γ-function in the numerator are UV poles.
3 Massless two-loop propagator-type diagram
3.1 Basic definition
Central to this manuscript is the massless two-loop propagator-type diagram which is de-
fined as:
J(D, p, α1, α2, α3, α4, α5) =
∫
[dDk][dDq]
(k − p)2α1 (q − p)2α2 q2α3 k2α4 (k − q)2α5 , (3.28)
where p is the external momentum and the αi, i = 1−5, are five arbitrary indices. In graphical
form, it is represented as:
J(D, p, α1, α2, α3, α4, α5) = p
α1
α4
α2
α3
α5 . (3.29)
Similarly to the one-loop case, the momentum dependence of Eq. (3.28) follows from dimen-
sional analysis which allows to write this diagram in the form:
J(D, p, α1, α2, α3, α4, α5) =
(p2)D−
∑5
i=1 αi
(4pi)D
G(D,α1, α2, α3, α4, α5) , (3.30)
where the (dimensionless) coefficient function of the diagram, G(D, {αi}), has been defined
according to the general case Eq. (2.7). Graphically, the latter is represented as:
G(D,α1, α2, α3, α4, α5) = CD[J(D, p, α1, α2, α3, α4, α5)] = 
α1
α4
α2
α3
α5 . (3.31)
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Figure 1: Two-loop scalar massless propagator-type diagram.
As in the one-loop case, whenever the integrand contains a scalar product, the corresponding
lines are arrowed. As an example:
CD
[ ∫
[dDk][dDq] (k − q, q − p)
(k − p)2α1 (q − p)2α2 q2α3 k2α4 (k − q)2α5
]
= 
α1
α4
α2µ
α3
αµ5 . (3.32)
As another example, we may consider the case where the scalar product involves the external
momentum:
CD
[ ∫
[dDk][dDq] (p, q)
(k − p)2α1 (q − p)2α2 q2α3 k2α4 (k − q)2α5
]
= pµ
α1
α4
α2
α3µ
α5 . (3.33)
Notice that that there is a single topological class of two-loop propagator-type diagrams
represented in Fig. 1. In some cases, two-loop diagrams may be reduced to products of one-
loop diagrams (and hence products of Γ-functions) and are said to be primitively one-loop, or
recursively one-loop, diagrams [45]; some examples of the later are given in Fig. 2. In general,
however, no simple expression is known for the diagram of Fig. 1 with five arbitrary indices.
3.2 Symmetries
Symmetries are important because they yield identities among the coefficient functions
with changed indices. We shall introduce a number of other such identities which follow from
non-trivial transformations in the following sections. An appropriate use of identities among
diagrams with different indices is central to multi-loop calculations and very often significantly
reduces the amount of computations which has to be done. As a matter of fact, these identities,
when used in an appropriate way, may reduce a considerable number of two-loop diagrams to
primitively one-loop ones leaving only a small set of truly two-loop diagrams. As already
mentioned in the Introduction, following Broadhurst, the set of irreducible integrals (at 1, 2 or
higher loop order) is refereed to as the master integrals [83].
We start with some basic symmetries of the diagram which follow from changing the inte-
gration variables in Eq. (3.28):
• the invariance of the integral upon changing k ↔ q implies that the diagram is invariant
under the change 1↔ 2 and 3↔ 4. Geometrically, this can be viewed as an invariance of
the diagram in a reflection through the plane perpendicular to the diagram and containing
the line of index α5. At the level of the coefficient function, Eq. (3.30), this yields the
following trivial identity:
G(D,α1, α2, α3, α4, α5) = G(D,α2, α1, α4, α3, α5). (3.34)
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Figure 2: Two-loop primitive, or recursively one-loop, diagrams. Diagram a) corresponds to
α5 = 0. Diagram b) corresponds to α4 = 0. Diagram c) corresponds to α1 = α3 = 0.
• the invariance of the integral upon changing k ↔ k − p and q ↔ q − p implies that the
diagram is invariant under the change 1 ↔ 4 and 2 ↔ 3. Geometrically, this can be
viewed as an invariance of the diagram in a reflection through the plane perpendicular to
the diagram and to the line of index α5. This yields the following trivial identity among
the coefficient functions with changed indices:
G(D,α1, α2, α3, α4, α5) = G(D,α4, α3, α2, α1, α5). (3.35)
It turns out that the 2-loop diagram is invariant under a very large group: Z2 × S6 which
has 1, 440 elements [47, 48]. Historically, some of the symmetry properties of the diagram
were observed by the St Petersburg group [37] (see also the textbook [51]). A few years later,
the study of Gorishny and Isaev [150] clearly revealed that the diagram has a full tetrahedral
symmetry. To demonstrate this, they used the relation between the coefficient functions of the
2-loop p-integral and the related 3-loop v-integral. From Eq. (2.13), this relation reads:8
G(D,α1, α2, α3, α4, α5) = XD(~α, σ)|σ=D−∑5i=1 αi . (3.36)
The 3-loop v-integral has the full tetrahedral symmetry. The coefficient function XD is there-
fore invariant under the permutations of the indices corresponding to the elements of the full
tetrahedral group (rotations and reflections) which is isomorphic to S4, the symmetric group
of 4 elements (the vertices of the tetrahedron). This group has 4! = 24 elements and 3 gen-
erators; 9 for example: rotations around 2 axes passing by some vertex and the center of the
opposite side and one reflection. The generating elements can, for example, be chosen as: the
rotation axes passing through the vertices (α1, α5, α2) and (α1, σ, α4) and a reflection corre-
sponding to the permutation of the two vertices (α1, α2, α5) and (α3, α4, α5) (similar to the
transformation (1↔ 4, 2↔ 3)). For the v-integral, this yields:
XD(α1, α2, α3, α4, α5, σ) = XD(α4, σ, α2, α5, α1, α3) (3.37a)
= XD(α4, α5, α2, σ, α3, α1), (3.37b)
= XD(α4, α3, α2, α1, α5, σ). (3.37c)
Then, cutting one line of the v-integral to transform it into a p-integral yields:
G(D,α1, α2, α3, α4, α5) = G(D,α2, α5, α4,
3D
2
−
∑
i
αi, α1), (3.38a)
8This is again the gluing (or glue and cut) method, see Ref. [45] and [156] for a recent review.
9There are two possible sets of generators for the symmetric group Sn:
• n− 1 generators formed by the transpositions (1 2), (2 3), · · · (nn− 1),
• 2 generators formed by a transposition (1 2) and an n-cycle: (1 2 · · · n).
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= G(D,α4, α5, α2,
3D
2
−
∑
i
αi, α3), (3.38b)
= G(D,α4, α3, α2, α1, α5). (3.38c)
The last transformation in Eq. (3.38) is the same as the one of Eq. (3.35). Combining the 3
transformations of Eq. (3.38) one generates all the possible transformations of indices of the
2-loop diagram compatible with the tetrahedral symmetry.
Gorishny and Isaev further noted that the 2-loop diagram is invariant under another trans-
formation which follows from the uniqueness relation (see Sec. 4.3 for more on uniqueness):
CD[J(D, p, α1, α2, α3, α4, α5)]
= a(α2)a(α3)a(α5)a(D − t2)CD[J(D, p, α1, α˜3, α˜2, α4, t2 −D/2)], (3.39)
where α˜ = D/2 − α and t2 = α2 + α3 + α5. The existence of this additional transformation
suggests that the symmetry group of the 2-loop diagram is larger than S4. As a matter of fact,
instead of the 3 generators of Eq. (3.37) we could have chosen one transposition and a 6-cycle:
XD(α1, α2, α3, α4, α5, σ) = XD(α2, α1, α3, α4, α5, σ), (3.40a)
= XD(σ, α1, α2, α3, α4, α5). (3.40b)
The transformations of Eq. (3.40) generate the group S6. Furthermore, the transformation of
Eq. (3.39) involves dual indices α→ D/2− α suggesting that there might be an additional Z2
symmetry. That the actual group is indeed Z2 × S6, which has 2 × 6! = 1, 440 elements, was
realized by Broadhurst [47] soon after the work of Gorishny and Isaev. The 3 generators of the
Z2×S6 group are: a transposition and a 6-cycle which generate S6; and the dual transformation
αi → D/2 − αi which generates Z2. Broadhurst [47] and then Barfoot and Broadhurst [48]
not only defined the symmetry group but also gave the set of 10 group invariants. As we shall
review in the next paragraph, this allowed a more accurate expansion of the massless 2-loop
propagator-type diagram.
3.3 Brief historical overview of some results
The importance of the 2-loop massless propagator-type diagram of Fig. 1 comes from the
fact that it is a basic building block of many multi-loop calculations. As such, it has been
extensively studied during the last three decades, see Ref. [157, 69] for historical reviews. In
this section, we shall review some results obtained for this diagram over the years.
Generally speaking, when all indices are integers the 2-loop massless propagator-type di-
agram is easily computed. One of the earliest and most well-known result is the one due to
Chetyrkin, Kataev and Tkachov [46] who found an exact expression for G(D, 1, 1, 1, 1, 1) with
the help of the Gegenbauer polynomial technique (see App. 7 for an introduction to the latter).
Soon after, the exact result for G(D, 1, 1, 1, 1, 1) could be re-obtained in a much more simple
and straightforward way by Vasiliev et al. [37], Tkachov [44] as well as Chetyrkin and Tkachov
[45] using integration by parts (see Sec. 4.2 for more on IBP). The result reads:
G(D, 1, 1, 1, 1, 1) =
2
D − 4 [ G(D, 1, 1)G(D, 1, 2)−G(D, 1, 1)G(D, 2, 3−D/2)] , (3.41)
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where G(D,α, β) is the coefficient function of the one-loop p-type integral, Eq. (2.19). The
fact that G(D, 1, 1, 1, 1, 1) reduces to products of G-functions implies that this peculiar 2-loop
diagram is actually primitively one-loop. It can therefore be expressed in terms of Γ-functions:
G(4− 2ε, 1, 1, 1, 1, 1) = Γ(1 + 2ε)
ε3 (1− 2ε)
[
Γ4(1− ε)Γ2(1 + ε)
Γ2(1− 2ε)Γ(1 + 2ε) −
Γ3(1− ε)
Γ(1− 3ε)
]
, (3.42)
where the case D = 4−2ε has been considered. From dimensional analysis, G(4−2ε, 1, 1, 1, 1, 1)
is expected to be UV finite with no 1/ε poles. This can be checked explicitly by writing it in
expanded form and keeping only the first few terms for short: 10
G(4− 2ε, 1, 1, 1, 1, 1) = e
−2γEε−ζ2ε2
1− 2ε
(
6ζ3 + 9ζ4ε+ 42ζ5ε
2 + (90ζ6 − 46ζ23 ) ε3
+(294ζ7 − 135ζ3ζ4) ε4 + O(ε5)
)
, (3.43)
where the expansion formula for Gamma functions has been used:
Γ(1 + x) = exp
(
−γEx+
∞∑
n=2
(−1)n
n
ζn x
n
)
, (3.44)
and ζn is the Riemann zeta function which is defined as:
ζs = ζ(s) =
∞∑
n=1
1
ns
(<s > 1) . (3.45)
In Eq. (3.43), the O(1) term reduces to the celebrated ζ3 and all coefficients of higher order ε
terms can be expressed in terms of zeta functions. The authors of [45] also noticed that the
functions G(D,α1, 1, 1, α4, 1) as well as G(D,α1, α2, 1, 1, 1), where α1, α2 and α4 are arbitrary
indices, can also be computed exactly using IBP. This follows from the so-called rule of triangles
[45] whereby the 2-loop diagram can be exactly computed with the help of IBP whenever three
adjacent lines have integer indices, see Fig. 3. For completeness, we give their expressions [45]
(see Sec. 4.2.2 for a derivation of the first identity):
G(D,α1, 1, 1, α4, 1) =
G(D, 1, 1)
D − α1 − α4 − 2
[
α1G(D, 1 + α1, α4)− α1G(D, 1 + α1, 2 + α4 −D/2)
+ α4G(D,α1, 1 + α4)− α4G(D, 2 + α1 −D/2, 1 + α4)
]
, (3.46a)
G(D,α1, α2, 1, 1, 1) =
2(1 + α1 + α2 −D/2)
(D − 3)(D − 4)
[
α1G(D, 1, 1 + α1)G(D, 1, α1 + α2 + 2−D/2)
+ {α2 ↔ α1}
]
− 2α1α2
(D − 3)(D − 4) G(D, 1, 1 + α1)G(D, 1, 1 + α2) . (3.46b)
10Notice that in Eq. (3.43), we have used a scheme in which γE and ζ2 were subtracted from the remaining
ε-expansion. There are several other such schemes, e.g., the G-scheme [46], see Eq. (3.65), where a factor of
Gl(ε) is extracted from every l-loop diagram and may be absorbed in a redefinition of the renormalization scale
µ. As they resum part of the ε-expansion, these schemes appear to converge faster than the MS scheme.
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Figure 3: Some simple two-loop massless propagator diagrams which satisfy the rule of triangle
and can be computed exactly using IBP identities.
These functions can be expanded for arbitrary indices α1, α2 and α4 in D = n − 2ε (n ∈ N∗)
with the help of:
Γ(x+ ε) = Γ(x) exp
[ ∞∑
k=1
ψ(k−1)(x)
εk
k!
]
, (3.47)
where ψ(k) is the polygamma function of order k:
ψ(x) = ψ(0)(x) =
Γ′(x)
Γ(x)
, ψ(k)(x) =
dk
dxk
ψ(x) , (3.48)
ψ(x) being the digamma function and ψ′(x) = ψ(1)(x) the trigamma function.
On the other hand, for arbitrary (non-integer) values of all the indices, the evaluation of
the massless 2-loop p-type integral is highly non-trivial (even for the lowest order coefficients
of the ε-expansion) and peculiar cases have to be considered, see, e.g., Refs. [46]-[69]. In the
case where all the indices take the form:11 αi = ni + aiε, where the ni are positive integers
and the ai are non-negative real numbers, the diagram is known only in the form of an ε-
expansion. For ni = 1, arbitrary ai and D = 4− 2ε, an expansion to order ε3 could be carried
out in the seminal paper of Kazakov using the method of uniqueness [39], see also Sec. 4.
Using functional identities among complicated diagrams, Kazakov further managed to extend
his computation to order ε4 [56, 57]. Then, using the symmetry arguments outlined in Sec. 3.2,
Broadhurst [47] and then Barfoot and Broadhurst [48] managed to extend the computation
to order ε5 and then ε6, respectively. Subsequently, the orders ε7 and ε8 were computed by
Broadhurst, Gracey and Kreimer [62]. After two decades of calculations, an expansion to
order ε9 was achieved in Ref. [68]. A this point, number theoretical issues were raised, see,
e.g., [68] and references therein. It was known since the early days of quantum field theory
that the Riemann zeta function, Eq. (3.45), often arises in Feynman diagram computations.
More complicated diagrams depending on an additional scale, such as massive propagator-type
Feynman diagrams, were also known to be expressed in terms of the polylogarithm. This
function is a generalization of the zeta function and is defined as:
Lis(z) =
∞∑
n=1
zn
ns
, (3.49)
where Li1(z) = − log(1 − z) and Lis(1) = ζs with s ≥ 2. Other generalizations relevant to
multi-loop massless Feynman diagrams include multiple zeta functions, also known as multiple
11Indices of this kind appear when considering multi-loop Feynman diagrams with integer indices. Upon
integrating some of the subdiagrams using, e.g., IBP or another technique, the diagram transforms into a
diagram with less loops but having lines where the integer indices are shifted by ε quantities.
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zeta values (MZV) or Euler sums; they are defined as:
ζs1,s2,··· ,sl = ζ(s1, s2, · · · , sl) =
∑
n1>n2>···nl>0
1
ns11 n
s2
2 · · ·nsll
(s1 > 1, s2, · · · , sl ∈ N) , (3.50)
where the integer l is referred to as the length of the multiple zeta value and s =
∑l
i=1 si
to its weight. In general, they reduce to zeta functions, e.g., ζ(2, 2) = (3/4)ζ(4), ζ(3, 2) =
3ζ(2)ζ(3) − (11/2)ζ(5), etc... In some cases they are irreducible, e.g., at length 2 and weight
8, ζ(6, 2) cannot be written in terms of zeta functions. Multiple zeta functions are themselves
a peculiar case of the multiple polylogarithm:
Lis1,s2,··· ,sl(z1, z2, · · · , zl) =
∑
n1>n2>···nl>0
zn11 z
n2
2 · · · znll
ns11 n
s2
2 · · ·nsll
, (3.51)
which appears in multi-scale Feynman diagrams. The important question that is then asked is
whether Feynman diagrams (and in particular the coefficients of the ε expansion) can be fully
expressed in terms of the zeta functions, Eq. (3.45), or generalization of these functions such
as the multiple zeta functions and multiple polylogarithms? In the general case, this question
is very difficult to answer. At this point, let’s note that in the case of massive propagator-type
diagrams, it is well known that, starting from two-loops, there are integrals which cannot be
expressed in terms of multiple polylogarithms. The simplest examples are given by the two-
loop sunrise and kite integrals, which can be expressed in terms of Elliptic polylogarithms,
see the recent review [158] and references therein. Even more complicated integrals containing
structures beyond multiple polylogarithms have been considered recently in [159].
Returning to the massless two-loop p-type integral J(D, p, α1, α2, α3, α4, α5) of Eq. (3.28),
shown in Fig. 1, we would like to note that progress appeared in 2003 with the work of Bieren-
baum and Weinzierl [69]. For αi = ni + aiε and D = 2m − 2ε (m ∈ N), they managed to
automate its ε-expansion; in principle, their computer assisted method allows an expansion to
arbitrary order in ε the only restrictions arising from hardware constraints. Furthermore, they
proved the following important theorem [69]:12
Theorem 1 (Bierenbaum and Weinzierl (2003)) Multiple zeta values are sufficient for
the Laurent expansion of the two-loop integral, G(D,α1, α2, α3, α4, α5), with D = 2m − 2ε
(m ∈ N) if all powers of the propagators are of the form αi = ni + aiε where the ni are positive
integers and the ai are non-negative real numbers.
On a more “phenomenological” level, a principle of “maximum weight” or “maximal tran-
scendentality” was discovered in Refs. [62], [160]-[163] 13 (some reviews can be found in [164]).
In very simple terms, this property can be checked at the level of the elementary example
provided by Eq. (3.43). For this, let’s assume that the transcendentality level of ζs is s and the
one of ε is −1. Then, we see that all displayed terms of the ε-expansion have transcendentality
3. Such an observation strongly constrains the coefficients of the series and, when judiciously
used, sometimes allows to reconstruct a whole series from the knowledge of the first few terms,
see examples in [160].
12Some generalization of the theorem appeared in Refs. [70, 71].
13We were informed by David Broadhurst that this principle appears to be first due to John Gracey in an
example of supersymmetric nonlinear sigma model preceding Ref. [62].
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It turns out that, unfortunately, none these powerful theorems and beautiful observations
hold in the case of odd-dimensional field theories and related expansions in the vicinity of non-
integer indices that we will be concerned with in the following. From the few existing studies,
one may anticipate that odd-dimensional theories are “transcendentally” more complex that
even dimensional ones [67]. As a simple example, let’s reconsider Eq. (3.41) in D = 3− 2ε. In
this case:
G(3− 2ε, 1, 1, 1, 1, 1) = −2 Γ(1 + 2ε)
1 + 2ε
[
2ε
Γ4(1/2− ε)Γ2(1/2 + ε)
Γ2(1− 2ε)Γ(1 + 2ε) +
1 + 6ε
ε (1 + 2ε)
Γ3(1/2− ε)
Γ(1/2− 3ε)
]
,
(3.52)
where the first argument in G emphasizes that we work near 3 dimensions. From Eq. (3.52),
we first see the appearance of a 1/ε-pole. The latter is of IR nature and arises from the last
G-function in Eq. (3.41). Moreover, as G-functions in D-dimensions are expressed in terms of
Γ-functions with arguments depending on D/2, we see the appearance of half-integer indices
in Eq. (3.52) around which the expansion has to be made. With the help of Eq. (3.47), this
leads to:
G(3− 2ε, 1, 1, 1, 1, 1) = −2pi e
−2γEε+ζ2ε2
1 + 2ε
[
1
ε
+ 4 +
(
2pi2 − 9ζ2 − 8
)
ε
+
4
3
(
12− 44ζ3 − 27ζ2 + 6pi2 log 2
)
ε2 + O(ε3)
]
, (3.53)
where we have used the fact that ψ(1/2) = −γE−2 log 2, ψ′(1/2) = 3ζ2 and ψ′′(1/2) = −14ζ3.14
As anticipated, Eq. (3.53) has no property of “maximal transcendentality”. It also features
numbers such as pi and log 2 which arise from derivatives of the Γ-function at half-integer
argument. In principle, according to [67], even more complicated numbers may appear at a
higher number of loops, the first of which is:
U(3, 1) =
∑
m>n>0
(−1)m+n
m3n
=
1
2
ζ(4)− 2
{
Li4(1/2) +
1
24
log2 2
(
log2 2− pi2)} , (3.54)
with a non-trivial, e.g., beyond MZV, Li4(1/2).
Pursuing with our historical overview, there are some specific cases where an exact evalu-
ation of the diagram can be found. One of the simplest non-trivial, i.e., beyond the rules of
triangle see Fig. 4, diagram which may be considered is the one with an arbitrary index on the
central line:
G(D, 1, 1, 1, 1, α5) = 
1
1
1
1
α5 . (3.55)
Early calculations by Vasil’ev, Pis’mak and Khonkonen [37] focused on the case where the
index α5 is related to the dimensionality of the system as follows: α5 = λ = D/2 − 1. Using
14We have: ψ(n)(1/2) = (−1)n+1 n! (2n+1 − 1) ζn+1 for n ∈ N∗.
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the method of uniqueness in real space, they have shown that [37] (see also discussions in
Refs. [74, 76]):
G(D = 2λ+ 2, 1, 1, 1, 1, λ) = 3
Γ(λ)Γ(1− λ)
Γ(2λ)
[
ψ′(λ)− ψ′(1)
]
, (3.56)
where ψ′(x) is the trigamma function. Notice that this result has been recently recovered,
hopefully in a simpler way, in Ref. [126] using the method of uniqueness in momentum space.
For an arbitrary index α5, the diagram is beyond IBP as well as uniqueness. A one-fold series
representation of Eq. (3.55) has first been given by Kazakov in Ref. [57]. His expression reads:
G(2λ+ 2, 1, 1, 1, 1, α5) = −2 Γ
2(λ)Γ(1− λ)Γ(λ− α5)Γ(1− 2λ+ α5)
Γ(2λ)
[
1
Γ(α5)Γ(3λ− α5 − 1)
×
∞∑
n=1
(−1)nΓ(n+ 2λ− 1)
Γ(n+ 1− λ)
(
1
n− λ+ α5 +
1
n− 1 + 2λ− α5
)
− cos[piλ]
]
, (3.57)
where the one-fold series can be represented as a combination of two 3F2-hypergeometric func-
tions of argument −1 (see Sec. 4.6 for a proof via functional equations). 15
Later, a whole class of complicated diagrams where two adjacent indices are integers and the
three others are arbitrary, see Fig. 5, could be computed exactly by Kotikov [61] on the basis of
a new development of the Gegenbauer polynomial technique. For this class of diagrams, similar
results have been obtained in Ref. [62] using an Ansatz to solve the recurrence relations arising
from IBP for the 2-loop diagram. All these results are expressed in terms of (combinations of)
generalized hypergeometric functions, 3F2 with argument 1. As a matter of fact, from [61], the
diagram of Eq. (3.55) could be expressed as:
G(2λ+ 2, 1, 1, 1, 1, α5) = −2 Γ(λ)Γ(λ− α5)Γ(1− 2λ+ α5)× (3.58)
×
[
Γ(λ)
Γ(2λ)Γ(3λ− α5 − 1)
∞∑
n=0
Γ(n+ 2λ)Γ(n+ 1)
n! Γ(n+ 1 + α5)
1
n+ 1− λ+ α5 +
pi cotpi(2λ− α5)
Γ(2λ)
]
,
see Sec. 7 for more details. Notice that the equality of the two representations (3.57) and
(3.58) was proven only recently [137], see also this reference for other representations of this
diagram. This proof provides the following relation, conjectured in Ref. [61], between two 3F2-
hypergeometric functions of argument−1 and a single 3F2-hypergeometric function of argument
1:
3F2(2A,B, 1;B + 1, 2−A;−1) + B
1 +A−B 3F2(2A, 1 +A−B, 1; 2 +A−B, 2−A;−1)
= B · Γ(2−A)Γ(B +A− 1)Γ(B −A)Γ(1 +A−B)
Γ(2A)Γ(1 +B − 2A) −
1−A
B +A− 1 3F2(2A,B, 1;B + 1, A+B; 1) ,
(3.59)
where A, B and C are arbitrary. As far as we know, such a relation does not appear in standard
textbooks.
15According to [165], Regge proposed that any Feynman diagram can be understood in terms of some hy-
pergeometric functions, see [165] and references therein for more on the hypergeometric function approach to
Feynman diagrams.
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Figure 4: Examples of two-loop massless p-type diagrams which are beyond IBP identities
and uniqueness.
On the basis of Ref. [61], the case of:
G(D,α1, 1, α3, 1, 1) = 
α1
1
1
α3
1 , (3.60)
could also be computed explicitly [127]. It was shown to be expressed in terms of two generalized
hypergeometric functions, 3F2 with argument 1 [127]. The result reads [127]:
G(D,α1, 1, α3, 1, 1) =
1
α˜1 − 1
1
1− α˜3
Γ(α˜1)Γ(α˜3)Γ(3− α˜1 − α˜3)
Γ(α1)Γ(λ− 2 + α˜1 + α˜3)
Γ(λ)
Γ(2λ)
I(α˜1, α˜3) , (3.61)
where α˜ = D/2 − α, λ = D/2 − 1, D = 4 − 2ε and the function I(α˜1, α˜3) can be written in
four different forms; for example:
I(α˜1, α˜3) =
Γ(1 + λ− α˜1)
Γ(3− α˜1 − α˜3)
pi sin[pi(α˜3 − α˜1 + λ)]
sin[pi(λ− 1 + α˜3)] sin[piα˜1] +
∞∑
n=0
Γ(n+ 2λ)
n!(n+ λ+ α˜1 − 1) (3.62)
×
(
Γ(n+ 1)
Γ(n+ 2 + λ− α˜3) −
Γ(n− 2 + λ+ α˜1 + α˜3)Γ(2− α˜3)Γ(λ)
Γ(n− 1 + 2λ+ α˜1)Γ(3− α˜1 − α˜3)Γ(λ+ α˜1 − 1)
sin[pi(α˜3 + λ− 1)]
sin[piα˜1]
)
,
I(α˜1, α˜3) =
Γ(1 + λ− α˜1)
Γ(3− α˜1 − α˜3)
pi sin[piα˜1]
sin[pi(λ− 1 + α˜3)] sin[pi(α˜1 + α˜3 + λ− 1)] (3.63)
+
∞∑
n=0
Γ(n+ 2λ)
n!
(
1
n+ λ+ α˜1 − 1
Γ(n+ 1)
Γ(n+ 2 + λ− α˜3)
+
1
n+ λ+ 1− α˜1
Γ(n+ 2− α˜1)Γ(2− α˜3)Γ(λ)
Γ(n+ 3 + λ− α˜1 − α˜3)Γ(3− α˜1 − α˜3)Γ(λ+ α˜1 − 1)
sin[pi(α˜3 + λ− 1)]
sin[pi(α˜1 + α˜3 + λ− 1)]
)
,
see [127] for other representations in terms of ψ-functions. Of course, Eq. (3.61) allows to
recover all previously known cases for integer indices.
As an application, we may consider the peculiar case where α1 = ε and α3 = 2ε which
appears in the computation of the renormalization group function of the Φ4-model at 6 loops
[120, 121]. Using Eqs. (3.61) and (3.63), the first terms of the expansion are easily found and
read:
G(4− 2ε, ε, 1, 2ε, 1, 1) = G2(ε)
[
− 7
30ε
− 9
5
− 367
30
ε+
(
239
15
ζ3 − 1187
15
)
ε2
21
a) p
α1
1
α2
α3
1
b) p
α1
1
α2
1
α5
c) p
α1
α4
1
1
α5
Figure 5: Examples of more complicated two-loop massless p-type diagrams.
+
(
239
10
ζ4 +
576
5
ζ3 − 15031
30
)
ε3 + O(ε4)
]
, (3.64)
where the so-called G-scheme [46] has been used where:
G(ε) = εG(1, 1) =
Γ2(1− ε)Γ(1 + ε)
Γ(2− 2ε) . (3.65)
In numerical form, the terms in the brackets of Eq. (3.64) read:
G(4− 2ε, ε, 1, 2ε, 1, 1) = G2(ε)
[
− 0.23333333333333333333
ε
− 1.8− 12.2333333333333333336 ε
− 59.98056000965713105 ε2 − 336.68885280365186888 ε3 + O(ε4)
]
, (3.66)
and are in good agreement with estimates from the sector decomposition technique: 16
G(4− 2ε, ε, 1, 2ε, 1, 1) = G2(ε)
[
− 0.23333324(12)
ε
− 1.7999970(31)− 12.233338(24) ε
− 59.98056(12) ε2 − 336.6893(7) ε3 + O(ε4)
]
. (3.67)
The more complicated two-loop massless p-type diagrams of Fig. 5 are also in principle
computable with the technique of Ref. [61].17 The explicit computation has not been carried
out yet but it is expected that they will also be expressed in terms of a linear combination of
generalized hypergeometric functions, 3F2 with argument 1. In some cases, one may expect that
simpler expressions may be obtained, e.g., in the case of the diagrams of Fig. 6 which appear
in the study of three-dimensional QED [134, 135]. Though this task has not been carried
out explicitly yet, it has been shown in [134] that the Gegenbauer polynomial technique, see
Sec. 7, provides a series representation for these diagrams which is a convenient starting point
to compute them numerically for some specific values of α4 and α5.
4 Methods of calculations
In this section we provide an overview of some useful methods to compute Feynman dia-
grams. Among these methods, some of them (parametric integration, Gegenbauer polynomial
16Unpublished result from M. Kompaniets reproduced with his kind permission.
17We were informed by M. Kompaniets that, for even space dimensions, it is also possible to compute these
integrals with the help of HyperInt [102] using the technique developed in [120].
22 4 METHODS OF CALCULATIONS
a) p
1/2
α4
1
1/2
1
b) p
1/2
1
1
1/2
α5
Figure 6: Examples of complicated diagrams appearing in Refs. [134, 135].
technique) involve explicit integrations. Other methods are algebraic and involve identities be-
tween different diagrams which are conveniently expressed in graphical form. These identities
transform a diagram into another one (with different indices) and sometimes allow its exact
computation without performing any explicit integration (assuming we know the one-loop G-
functions). We shall refer to them as the standard rules of perturbation theory for massless
Feynman diagrams [56].
4.1 Parametric integration
This is probably one of the oldest techniques known in Feynman diagram calculation, see,
e.g., the textbooks [52, 53]. It is based on so-called Schwinger-trick (see below) and amounts
to represent a diagram, originally expressed in position or momentum space, in the space of
Feynman parameters (or parametric space). The method is very useful in the case of massive
Feynman diagrams. Many recent developments, even for massless multi-loop diagrams, are
based on this technique, see, e.g., [70, 71], [99]-[106],[120, 121].
The Schwinger-trick is based on the integral representation of the Γ-function:
1
A
αj
j
=
1
Γ(αj)
∫ +∞
0
dt e−Ajt tαj−1 , (4.68)
where Aj = k
2
j +m
2
j and αj is the index of the propagator. It immediately allows to compute
the massive tadpole diagram, Eq. (2.11). It’s generalization to the product of an arbitrary
number of propagators with arbitrary exponents can be written as:
1
Aα11 · · ·AαNN
=
Γ(α)
Γ(α1) · · ·Γ(αN )
∫ 1
0
du1 · · ·
∫ 1
0
duN
δ(1−∑Nj=1 uj)uα1−11 · · ·uαN−1N
(u1A1 + · · ·+ uNAN )α , (4.69)
where α =
∑N
j=1 αj and the ui are the so-called Feynman parameters. The one-loop p-type
integral can be computed straightforwardly using Eq. (4.69) yielding Eq. (2.19).
Let’s consider an L-loop diagram with external momenta collected in the vector ~p and N
internal propagators whose indices are collected in the vector ~α. In momentum space, this
diagram reads:
JL(D, ~p, ~α ) =
∫
[dDk1] · · · [dDkL]
Aα11 · · ·AαNN
. (4.70)
Using Eq. (4.69), Eq. (4.70) can then be represented in parametric space under the general
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form:
JL(D, ~p, ~α ) = (4pi)
−LD Γ(α)
Γ(α1) · · ·Γ(αN )
∫ 1
0
dNu δ
1− N∑
j=1
uj
 ΠNj=1uαj−1j Uα−(L+1)D/2F(~p)α−LD/2 ,
(4.71)
where U and F are polynomials in the Feynman parameters and F also depends on the external
momenta and masses. For an arbitrary Feynman diagram, the Symansik polynomials U and F
are not so easy to compute starting from the momentum representation. Some more efficient
derivations are based on the topology of the diagram under consideration, see, e.g., [100]. Let’s
mention that in the case of the massless 2-loop p-type integral, these polynomials read:
U = (u1 + u2 + u3 + u4)u5 + (u1 + u4)(u2 + u3) , (4.72a)
F =
(
(u1 + u4)u2u3 + (u2 + u3)u1u4 + (u1 + u2)(u3 + u4)u5
)
p2 . (4.72b)
4.2 Integration by parts
Thanks to it’s simplicity and efficiency, integration by parts (IBP) is one of the most
widely used methods in multi-loop calculations. It has been introduced by Vasil’ev, Pis’mak
and Khonkonen [37], Tkachov [44] and Chetyrkin and Tkachov [45]. It allows to reduce a
complicated Feynman diagram in terms of a limited number of master integrals; such reduction
is now automated via it’s implementation in computer programs with the help of various
algorithms, see, e.g., [92]-[98]. As reviewed in Sec. 3.3, in some simple cases, the master
integrals themselves can be computed from IBP alone. In general, however, other methods
have to be used often in combination with IBP (see next items).
4.2.1 Presentation of the method
IBP recurrence relations in momentum-space are essentially based on the translational
invariance of dimensionally regularized integrals:∫
dDk f(k) =
∫
dDk f(k + q) ⇒ 0 =
∫
dDk
∂
∂kµ
f(k) . (4.73)
In the following, we shall mainly be concerned with the application of the IBP procedure to
the 2-loop massless p-type diagram of Eq. (3.28). 18 The IBP relations for this diagram then
follow from:
0 = (∂C · P ) J(D, p, α1, α2, α3, α4, α5) , (4.74)
where C is a closed oriented contour and P some momentum. In the above identity it is
understood that differentiation goes before integration. Let’s define pi as the momentum carried
by the line of index αi:
p1 = k − p, p2 = q − p, p3 = q, p4 = k, p5 = k − q , (4.75)
where p is the external momentum. Different IBP relations come from different choices for
the contour C and the momentum P (in the following, the line carrying momentum P will be
18The original references [44, 45] were actually focusing on IBP relations for 3-loop massless p-type diagrams.
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referred to as the distinguished line). According to Chetyrkin and Tkachov [45], for an L-loop
p-integral one can write down (L + 1)2 independent IBP identities. This comes from the fact
that there are L+ 1 possible choices for C (L internal and 1 external) and a similar number for
P (L loop momenta and one external momentum). So, for the 2-loop massless p-type diagram
there are a priori 9 IBP relations.
Let’s first consider the case corresponding to P = p5 and C = {+p1, +p4, +p5}. Along this
contour the derivative reads:
∂C = +
∂
∂p1
+
∂
∂p4
+
∂
∂p5
, (4.76)
where the sign before pi or ∂/∂pi is plus if pi flows in the direction of C and minus otherwise.
With the help of Eq. (4.74), this leads to:∫ ∫
dDk dDq
∂
∂kµ
{
1
(k − p)2α1 (q − p)2α2 q2α3 k2α4
(k − q)µ
(k − q)2α5
}
= 0 . (4.77)
Using equalities of the type:
∂kν
∂kµ
= δνµ (δ
µ
µ = D) ,
∂(k − p)−2α
∂kµ
= −2α (k − p)µ
(k − p)2α+2 , (4.78)
and canceling squared combinations of momentum in the numerator and denominator yields,
in graphical form:
(D − α1 − α4 − 2α5)α1α4 α2α3α5 = α1
+ − − + −
 +
+ α4
+ − − + −
 , (4.79)
where ± on the right-hand side of the equation denotes the increase or decrease of a line index
by 1 with respect to its value on the left-hand side. Similarly, for P = p5 but a contour running
along the right triangle, the following identity is obtained:
(D − α2 − α3 − 2α5)α1α4 α2α3α5 = α2
+− − − +
 +
+ α3
	+− − 
− +
 . (4.80)
Actually, Eqs. (4.80) and Eq. (4.79) are related to each other by using the symmetries of the
diagram. As can be seen from Eqs. (4.79) and (4.80), the distinguished line in the above
examples is the vertical one.
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As another example, we may take P = p4 (i.e., the distinguished line now becomes the one
with index α4) and a contour running along the left triangle; this yields:
(D − α1 − α5 − 2α4)α1α4 α2α3α5 = α1
+− − (p2)×+
 +
+ α5
− + − −+
 . (4.81)
Other identities can be obtained from Eq. (4.81) by using the symmetries of the diagrams and
will not be displayed.
Another set of useful identities, the so-called “homogeneity” relations [45], follow from the
fact that the dimensionality dF of J (in units of momentum) is known in terms of the αi and
D from simple dimensional analysis:
dF = 2
D − 5∑
j=1
αj
 . (4.82)
These relations read [45]:
dFJ =
(
p · d
dp
)
J = −p ·
(
∂
∂p1
+
∂
∂p2
)
J , (4.83a)
(D + dF )
p1 · p
p2
J =
(
d
dp
· p1
)
J = −
(
∂
∂p1
+
∂
∂p2
)
· p1 J , (4.83b)
(D + dF )
p2 · p
p2
J =
(
d
dp
· p2
)
J = −
(
∂
∂p1
+
∂
∂p2
)
· p2 J , (4.83c)
where the chosen circuit is C = {p, p1, p2} and successive relations correspond to P = p, P = p1
and P = p2, respectively. In graphical notations, Eq. (4.83c) reads:(
D
2
+ α1 − α3 − α4 − α5
)α1α4 α2α3α5 = α2
+− −− +
 +
(4.84)
+
(
3D
2
−
5∑
i=1
αi
)
(k2)−1
− −−
 .
This identity is particularly useful in order to express a diagram as a function of another
diagram with one index decreased.
Other relations follow from double differentiation with respect to the external momentum:
dF (dF +D − 2) J = p2 d
2 J
dpµ dpµ
= p2
(
∂
∂p1
+
∂
∂p2
)2
J . (4.85)
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In graphical form, this reads:
dF (dF +D − 2)α1α4 α2α3α5 = − 4α1α2 + +− (k2) + (4.86)
+ 2(2α1 + 2α2 + 2−D)
 α1+ + α2+
 (k2) .
Finally, let us mention the IBP relations also apply to diagrams with numerator [40] and/or
with mass [64].
4.2.2 Example of an important application
In order to provide a concrete example of IBP relations and their application, let’s reconsider
the diagram displayed in Fig. 3a. The latter is defined as:
I(α1, α4) = J(D, p, α1, 1, 1, α4, 1) = p
α1
α4
, (4.87)
where one triangle (the one on the right in the above equation) has all lines with indices equal
to 1 (anticipating the next section, we shall refer to it as an ordinary triangle). Applying the
IBP procedure with the vertical line being the distinguished one and the left triangle as the
contour, we have:
(D − 2− α1 − α4) I(α1, α4) = α1

α1 + 1
α4
− ff
α1 + 1
α4
 +
+ α4
fi
α1
α4 + 1
− fl
α1
α4 + 1
 . (4.88)
Evaluating the diagrams appearing on the rhs of the above equation yields the advertised result
of Eq. (3.46a) that we reproduce here for clarity (D = 4− 2ε):
CD[I(α1, α4)] =
G(D, 1, 1)
D − 2− α1 − α4
[
α1G(D, 1 + α1, α4)− α1G(D, 1 + α1, α4 + ε)
+ α4G(D, 1 + α4, α1)− α4G(D, 1 + α4, α1 + ε)
]
. (4.89)
A particularly important application of I(α1, α4) is related to the master integral: I(1+a1ε, 1+
a4ε), the ε-expansion of which can be calculated using Eq. (4.89). After a little algebra, this
leads to:
CD[I(1 + a1ε, 1 + a4ε)] =
Kˆ2
1− 2ε
[
A0 ζ2 +A1 ζ4ε+A2 ζ5ε
2 +
[
A3 ζ6 −A4 ζ23
]
ε3
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+
[
A5 ζ7 −A6 ζ3ζ4
]
ε4 +O(ε5)
]
, (4.90)
with
A0 = 6 ,
A1 = 9 ,
A2 = 42 + 30 a+ 10 a
2 − 10 a1 a4 ,
A3 =
5
2
(
A2 − 6
)
, (4.91)
A4 = 46 + 42 a+ 14 a
2 − 14 a1 a4 ,
A5 = 294 + 402 a+ 260 a
2 − 134 a1 a4 + 84 a3 − 84 a a1 a4 + 14 a4 − 28 a2 a1 a4 + 14 a21 a24 ,
A6 = 3
(
A4 − 1
)
,
where
a = a1 + a4, Kˆn = exp
[
−n
(
γEε+
ζ2
2
ε2
)]
. (4.92)
Notice that, for a1 = a4 = 0, we recover the result in (3.43).
4.3 The method of uniqueness
The method of uniqueness is a powerful (but not very well known) technique devoted to
the computation of massless multi-loop Feynman diagrams. This method owes its name to
the so-called uniqueness relation, otherwise known as the star-triangle or Yang-Baxter relation,
which is used in theories with conformal symmetry. Historically, such relation was probably
first used to compute three-dimensional integrals by D’Eramo, Peleti and Parisi [36]. Within
the framework of multi-loop calculations, the method has first been introduced by Vasil’ev,
Pis’mak and Khonkonen [37]. It allows, in principle, the computation of complicated Feynman
diagrams using sequences of simple transformations (including integration by parts) without
performing any explicit integration. A diagram is straightforwardly integrated once the ap-
propriate sequence is found. In a sense, the method greatly simplifies multi-loop calculations
[37]-[57]. As a matter of fact, the first analytical expression for the five-loop β-function of the
Φ4-model was derived by Kazakov using this technique [56, 57]. For a given diagram, the task
of finding the sequence of transformations is, however, highly non-trivial. In the following, we
will briefly present the method in momentum space in very close analogy with the beautiful
lectures of Kazakov [139] where the method was presented in coordinate space, see also [166]
for a recent short review.
In momentum space, a triangle made of scalar propagators with three arbitrary indices is
defined as:
ffiα3 α2 α1
p1 p3 = −p1 − p2
p2
=
∫
[dDk]
k2α2(k − p1)2α3(k − p1 − p2)2α1 . (4.93)
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Line Triangle Vertex
Arbitrary α
∑3
j=1 αj
∑3
j=1 αj
Ordinary 1 3 3
Unique D/2 D D/2
Table 1: Indices of lines, triangles and vertices in p-space.
On the other hand, a vertex made of scalar propagators with three arbitrary indices is defined
as:
β2β3β1 = 1p2β11 p2β22 (p1 + p2)2β3 . (4.94)
Both triangle and vertex diagrams have indices
∑3
j=1 αj , corresponding to the sum of the
indices of their constituent lines. In momentum space, ordinary triangles and vertices, that is
triangle and vertices made of ordinary lines, have index 3. Of great importance in the following
will be the notion of a unique triangle and a unique vertex. In momentum space, these diagrams
are said to be unique if their indices are equal to D and D/2, respectively; see Tab. 1 for a
summary.
The uniqueness (or star-triangle) relation connects a unique triangle to a unique vertex and
reads:
 α3α2α1 =∑j αj=D/2 (4pi)D/2G(α˜1, α˜2) !α˜3 α˜2 α˜1 , (4.95)
where α˜i = D/2 − αi is the index dual to αi and the condition
∑3
j=1 αj = D/2 implies that
the vertex is unique. This relation can be proved by performing an inversion of all integration
variables in the triangle: kµ → kµ/(k)2, keeping the external momenta fixed. Upon using the
fact that the triangle is unique,
∑
j α˜j = D, the integral simplifies and reduces to a simple
vertex.
4.4 Transformation of indices
In order to illustrate the power of the method of uniqueness, we now proceed on giving
several useful transformations of indices. Following Kazakov (see also Sec. 3.2) and considering
the general massless two-loop p-type diagram with arbitrary indices, e.g., Eq. (3.28), we shall
denote the index of the left (right) triangle as: t1 = α1 + α4 + α5 (t2 = α2 + α3 + α5) and the
index of the upper (lower) vertex as: v1 = α1 + α2 + α5 (v2 = α3 + α4 + α5). The following
notations will also be useful: ti = ti−D/2, vi = vi−D/2 (i = 1, 2) and, as previously defined,
α˜j = D/2− αj (j = 1, ..., 5).
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4.4.1 Splitting a line into loop
This transformation allows to derive Eq. (3.39) which was first obtained by Gorishny and
Isaev [150]. From the two-loop p-type diagram with arbitrary indices, we start by replacing
the central line by a loop 19 in such a way that the right triangle is unique. This yields:
"α1α4 α2α3α5 = (4pi)D/2G(D,β, γ) #
α1
α4
α2
α3
γβ , (4.96)
where β = t2 −D/2 ≡ t2 and γ = D− α2 − α3 ≡ α˜2 + α˜3. The right triangle being unique, we
can use Eq. (4.95) to simplify the diagram:
$α1α4 α2α3α5 = G(D,α2, γ)G(D, t2, γ) (p2)D/2−α2−α3 %α1α4 α˜3α˜2t2 . (4.97)
Focusing for simplicity on the coefficient functions, all the dependence on the external momen-
tum disappears. Together with the simplification of the G-functions this yields the advertised
Eq. (3.39) that we reproduce for clarity:
CD[J(D, p, α1, α2, α3, α4, α5)] = a(α2)a(α3)a(α5)a(D − t2)CD[J(D, p, α1, α˜3, α˜2, α4, t2)] .
Notice that, for α1 = α4 = t2 = 1, i.e., α1 = α4 = 1 and t2 = 1 + D/2 (that is, the sum of
indices α2, α3 and α5 is equal to D/2+1), the left triangle on the rhs of Eq. (4.97) corresponds
to the ordinary one, see Tab. 1. Moreover, for α˜2 = α˜3 = t2 = 1, i.e., α2 = α3 = D/2−1 = 1−ε
and α5 = 3 − D/2 = 1 + ε, it is the right triangle on the rhs of Eq. (4.97) that corresponds
to the ordinary one. In these cases, the diagrams can be evaluated with the help of the IBP
relations and expressed in terms of Γ-functions in agreement with subsection 4.2.2.
We can now repeat the above manipulations with a lateral line (we use the one having the
index α1), i.e.,
&α1α4 α2α3α5 = (4pi)D/2G(D,β1, γ1) 'β1α4 γ1 α2α3α5 , (4.98)
where β1 = t1−D/2 = t1 and γ1 = D−α4−α5 = α˜4 + α˜5. The triangle having the lines with
the indices γ1, α4 and α5, is unique so we can use Eq. (4.95) to simplify the diagram:
(α1α4 α2α3α5 = G(D,α4, γ1)G(D, t1, γ1) )t1α˜5 α2α3α˜4 , (4.99)
where α3 = α3 + D/2 − γ1 = α3 + α4 + α5 −D/2 = v2 −D/2 ≡ v2. Eq. (4.99) gives for the
corresponding coefficient function:
CD[J(D, p, α1, α2, α3, α4, α5)] = a(α1)a(α4)a(α5)a(D − t1)CD[J(D, p, t1, α2, v2, α˜5, α˜4)] .
19In coordinate space, it corresponds to the insertion of a point into this line (see the table of such transfor-
mations in Ref. [37] and also Ref. [139] for a review).
30 4 METHODS OF CALCULATIONS
In this example, we have now an ordinary left triangle when: α˜4 = α˜5 = t1 = 1, i.e., α2 = α5 =
D/2 − 1 = 1 − ε and α1 = 3 − D/2 = 1 + ε. On the other hand, the right triangle becomes
ordinary when: α2 = α˜3 = α˜4 = 1, i.e., α˜4 = α2 = 1 and v2 = α3 + α4 + α5 = D/2 + 1, and,
finally, α2 = 1, α4 = D/2 − 1 = 1 − ε and α3 + α5 = 2. In all these cases, the diagrams may
again be evaluated with the help of the IBP relations and expressed in terms of Γ-functions in
agreement with subsection 4.2.2.
4.4.2 Adding a new propagator and a new loop
Another transformation allowing to change the indices of the two-loop p-type diagram (see
also Eq. (3.30)):
*α1α4 α2α3α5 = p−2δ(4pi)D CD[J(D, p, α1, α2, α3, α4, α5)] , (4.100)
where δ =
∑5
i=1 αi − D, consists in adding an additional propagator with index α˜2 − α3 to
both its lhs and rhs. This leads to:
p−2δ
(4pi)D
CD[J(D, p, α1, α2, α3, α4, α5)]
1
p2(α˜2−α3)
= +α1α4 α2α3 α˜2 − α3α5 , (4.101)
with the vertex of indices α2, α3 and α˜2 − α3 being unique. We can therefore use Eq. (4.95)
from right to left in order to obtain:
rhs of Eq. (4.101) =
(4pi)D/2
G(D, α˜2, γ˜) ,
α1
α4
α˜3
α˜2
γ˜α5 , (4.102)
where γ˜ = D/2− α˜2 + α3 = α2 + α3. Finally, calculating the internal loop, yields:
p−2δ
(4pi)D
CD[J(D, p, α1, α2, α3, α4, α5)]
1
p2(α˜2−α3)
=
G(D,α5, α2 + α3)
G(D, α˜2, α2 + α3) -α1α4 α˜3α˜2β ,
(4.103)
with β = t2 −D/2 ≡ t2 (see the previous subsection). Hence, for the corresponding coefficient
function, we have:
CD[J(D, p, α1, α2, α3, α4, α5)] = a(α2)a(α3)a(α5)a(D − t2)CD[J(D, p, α1, α˜3, α˜2, α4, t2)] .
In a sense, the procedure of adding an additional propagator can be considered as the
inverse of the transform given in the previous subsection, see Eq. (4.96). From Eq. (4.103),
we can then see that the left triangle becomes the ordinary one when α1 = α4 = t2 = 1,
i.e., α1 = α4 = 1 and t2 = 1 + D/2 (so the sum of the indices α2, α3 and α5 is equal to
D/2 + 1). Moreover, the right triangle becomes the ordinary one when α˜2 = α˜3 = t2 = 1, i.e.,
α2 = α3 = D/2 − 1 = 1 − ε and α5 = 3 −D/2 = 1 + ε. In all these cases, the diagrams may
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again be evaluated with the help of the IBP relations and expressed in terms of Γ-functions in
agreement with subsection 4.2.2.
Now let’s add an additional line of index α˜1 + α˜2 to both sides of Eq. (4.100). This yields:
p−2 v2
(4pi)3D/2
CD[J(D, p, α1, α2, α3, α4, α5)]G(D, δ, α˜1 + α˜2) = .α1α4
α˜1 + α˜2
α2
α3
α5 . (4.104)
The upper triangle is unique which leads to the replacement of the rhs by the diagram:
1
(4pi)D/2
G(D,α1, α2) /α˜2α4 α˜1α3v1 . (4.105)
This finally leads to the identity:
CD[J(D, p, α1, α2, α3, α4, α5)] =
G(α1, α2)
G(δ, α˜1 + α˜2)
CD[J(D, p, α˜2, α˜1, α3, α4, v1)] ,
and
CD[J(D, p, α1, α2, α3, α4, α5)] = a(α1)a(α2)a(v2)a(3D/2−
5∑
i=1
αi)CD[J(D, p, α˜2, α˜1, α3, α4, v1)] .
From these results, we observe that the left triangle becomes an ordinary one for α˜2 = α4 =
v1 = 1, i.e., α4 = 1, α2 = D/2 − 1 = 1 − ε and α1 + α5 = 2. Moreover, the right triangle
becomes an ordinary one for α˜1 = α3 = v1 = 1, i.e., α3 = 1, α1 = D/2 − 1 = 1 − ε and
α2 +α5 = 2. Once again, in all these cases, the final results may be evaluated with the help of
the IBP relations and expressed in terms of Γ-functions in agreement with subsection 4.2.2.
Let’s add that similar transformations but for diagrams containing lines with arrows (see
definition of such line in (2.3) can be found in [42].20
4.4.3 Conformal transform of the inversion
In order to implement this transformation, we perform the inversion:
kµi →
kµi
k2i
, (4.106)
of the integration variables and the external momenta. So, we have:
k2i →
1
k2i
, (ki − kj)2 → (ki − kj)
2
k2i k
2
j
, dDki → d
Dki
k2Di
, (4.107)
20The journal version of [42] contains mostly the formulas without graphics. The corresponding graphical
representations can be found in the preprint version of [42] (see, for example, the corresponding KEK scanned
document).
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and, thus,∫ [dDk1][dDk2]
k
2α1
1 k
2α2
2 (k1−k2)2α5 (p−k1)2α4 (p−k2)2α3
→ ∫ [dDk1][dDk2]k2α11 k2α22 (k21k22)2α5 (p2k21)2α4 (p2k22)2α3k2D1 k2D2 (k1−k2)2α5 (p−k1)2α4 (p−k2)2α3 ,
(4.108)
or, graphically:
0α1α4 α2α3α5 → 1D − t1α4 D − t2α3α5 . (4.109)
The last result can be rewritten as:
CD[J(D, p, α1, α2, α3, α4, α5)] =
(In)
CD[J(D, p,D − t1, D − t2, α3, α4, α5)] .
This equation shows that the left triangle becomes an ordinary one for α4 = α5 = D − t1 = 1,
i.e., α4 = α5 = 1 and α1 = D − 3 = 1− 2ε. Moreover, the right triangle becomes an ordinary
one for α3 = α5 = D − t2 = 1, i.e., α3 = α5 = 1 and α2 = D − 3 = 1 − 2ε. In these cases,
the final results may be evaluated with the help of the IBP relations and expressed in terms of
Γ-functions in agreement with subsection 4.2.2.
4.5 Fourier transform and duality
Up to now, all diagrams were expressed in momentum space. Useful identities can be
obtained by relating p-space and x-space diagrams. Following [139], we briefly present them in
this paragraph.
Recall, from Eq. (3.28), that the 2-loop massless propagator-type diagram in p-space was
defined as:
J(D, p, {αi}) =
∫
[dDk][dDq]
[(k − p)2]α1 [(q − p)2]α2 [q2]α3 [k2]α4 [(k − q)2]α5 = 2p α1α4 α2α3α5 .
(4.110)
Equivalently, all calculations may be done in position space. In x-space, the 2-loop massless
propagator-type diagram is defined as:
J(D, z, {αi}) =
∫
[dDx][dDy]
[y2]α1 [(y − z)2]α2 [(z − x)2]α3 [x2]α4 [(x− y)2]α5 = 30 α1α4 α2α3 z
y
α5
x
,
(4.111)
where 0 denotes the so-called “root vertex” and the αi are arbitrary indices. It is actually
straightforward to show that the p-space and x-space diagrams are related provided that αi = α˜i
where α˜ = D/2 − α is the index which is dual (in the sense of Fourier transform) to α. This
follows from the Fourier transform, Eq. (2.6), that we reproduce here for clarity:
1
[k2]α
=
a(α)
(2pi)D/2
∫
dDx
eikx
[x2]D/2−α
, a(α) =
Γ(D/2− α)
Γ(α)
. (4.112)
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Hence, for a given diagram, the Fourier transform allows to relate its p-space and x-space
coefficient functions and the relation reads:
CD[ J(D, p, α1, α2, α3, α4, α5) ] =
(FT)
∏5
j=1 a(αj)
a
(∑5
j=1 αj −D
) CD[ J(D, z, α˜1, α˜2, α˜3, α˜4, α˜5) ]. (4.113)
Graphically, this can be represented as:
4α1α4 α2α3α5 = ∏5j=1 a(αj)a(∑5j=1 αj −D) 50 α˜1α˜4 α˜2α˜3 zα˜5 , (4.114)
where all external legs were amputated as the diagrams correspond to coefficient functions but
we have explicitly indicated the location of the external vertices in the x-space function to
distinguish it from its p-space counterpart.
Another useful transformation is the so-called duality transformation. It is based on the
fact that the loop momenta are dummy integration variables. They can therefore be replaced
by dummy coordinate integration variables. Such an innocent looking change of variables yields
a dual diagram with some indices exchanged with respect to the original diagram. At the level
of coefficient functions, the relation is given by:
CD[ J(D, p, α1, α2, α3, α4, α5) ] =
(Du)
CD[ J(D, z, α1, α4, α3, α2, α5) ] (4.115)
=
(Du)
CD[ J(D, z, α3, α2, α1, α4, α5) ]
=
(Du)
CD[ J(D, z, α2, α3, α4, α1, α5) ].
Notice that in the first line, the duality transformation exchanges indices 2 and 4. The two
other equalities follow from the symmetries of the diagram (1↔ 2, 3↔ 4 and 1↔ 4, 2↔ 3).
For later purposes, let’s add that, for an arbitrary planar propagator-type diagram, the
dual one can be constructed by first putting a point in every loop of the diagram and two
points outside of it. Then, one has to connect all the points by lines such that every line of the
initial diagram is crossed once. The new lines produce the dual diagram with indices equal 21
to that of the crossed old lines. This is demonstrated by considering the following cases:
6αi ⇒ 7 ⇒ 8αi , (4.116a)
9αi ⇒ : ⇒ ;αi . (4.116b)
21The duality transformation defined here follows from Kotikov [42, 61] and Kazakov and Kotikov ([40]) and
differs from the duality transformation considered by Kazakov [139] which corresponds to duality plus Fourier
transform, see Eq. (4.117)
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These examples show that, in the general case, not only indices are changed but also the
topology of the diagram. Hence, the fact that the 2-loop p-type diagram preserves its topology
under the duality transformation is a rather special case.
Both Fourier transform and duality transform relate diagrams which are in different spaces
with different integration rules. By combining them, it is possible to relate the coefficient
functions of two p-space diagrams with changed indices:
CD[J(D, p, α1, α2, α3, α4, α5)] =
(FT+Du)
Πia(αi)
a(
∑
i αi −D)
CD[J(D, p, α˜2, α˜3, α˜4, α˜1, α˜5)]. (4.117)
Other similar transformations can be obtained from the symmetries of the diagram.
To conclude this section, it is in practice often convenient to perform calculations in dual x-
space (see [40, 41, 42]), because the dual transform does not change the indices of the considered
diagrams and does not introduce any additional coefficient in front of the diagram. Such type of
calculations have been carried out [40, 41, 42] in order to evaluate two-loop four-point diagrams,
in a special kinematics, which contribute to the cross-sections of the deep-inelastic scattering
at parton level (see [41, 167]). Nowadays, the dual transform is very popular for the evaluation
of the so-called conformal integrals (see [168] and references therein).
We would also like to note that it is convenient [169, 170] to use the dual transform even for
diagrams having massive propagators, where the mass has formally inverse-mass dimensionality.
The recent application of the dual transform to such type of diagrams can be found in the review
[171].
4.6 Functional equations
Up to now, all calculations could be performed exactly due to the fact that after some
transformations, e.g., integration by parts, uniqueness relation and transformation of indices,
the diagrams on the rhs could be reduced to sequences of chains and simple loops. Using the
results of Eqs. (4.90) and (4.91) we are for example in a position to compute the expansion for
the rather general integral corresponding to αi = 1 + aiε (i = 1, 2, 3, 4) and α5 = 1. However,
sometimes, this cannot be achieved, especially when the number of loops is large enough (≥ 5).
Actually, as discussed in previous sections, even the 2-loop massless propagator type diagram is
beyond IBP and uniqueness for arbitrary values of indices. This is already the case for: αi = 1
(i = 1, 2, 3, 4) and α5 = 1 +a5ε that we shall now proceed on investigating with the help of the
so-called functional equations [57, 139].
Let’s then consider the simplest non-trivial case previously discussed of a two-loop p-type
diagram with an arbitrary index on the central line I(α5) = J(D, p, 1, 1, 1, 1, α5) (see Fig. 4a):
<1 + a = I(1 + a) ,
where we have chosen α5 = 1 + a. We start by implementing the following sequence of trans-
formations (here In denotes inversion transformation and AL the addition of a new loop):
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=1 + a =(In) >α α1 + a =(AL) ?D/2− α D/2− αv1 ,
where α = D − t1 = D − 3− a, v1 = 1 + a+ 2α and, thus, v1 = v1 −D/2 = 1− 3ε− a. This
yields the first equation for I(1 + a):
I(1 + a) = I(1− a− 3ε) . (4.118)
In order to get another equation, we start by applying integration by parts to the right triangle
with the vertical distinguished line. This yields:
I(1 + a) (D − 4− 2a) = 2
@2 a −A
2
1 + a
 . (4.119)
Similarly, using the integration by parts to the right triangle with the lateral distinguished line
for the diagram I(a), we obtain:
I(a) (D − 3− a) = B2 a − p2C2 a + a
D1 + a −E1 + a
 ,
(4.120)
where the last two diagrams in the rhs cancel each other. Combining Eqs. (4.119) and (4.120),
we come to the equation:
− (a+ ε)I(1 + a) p2 + (1− a− 2ε)I(a) = F2 a − p2G
2
1 + a
=
p−2(a+2ε)
(4pi)D
[G(D, 2, a)G(D, 1, 1 + a+ ε)−G(D, 1, a+ 1)G(D, 2, 1 + a+ ε)] . (4.121)
After some little algebra, we have for the coefficient function:
CD[I(1 + a)] =
1− a− 2ε
a+ ε
CD[I(a)] +
2(2a− 1 + 3ε)Γ(−a− ε)Γ(a− 1 + 2ε)Γ2(1− ε)
(a+ ε)Γ(a+ 1)Γ(2− 3ε− a) .
(4.122)
Eqs. (4.118) and (4.122) are the desired functional equations for I(1 + a).
4.6.1 Solution of the functional equations
To simplify the inhomogeneous part of Eq. (4.122), we make the substitution:
CD[I(1 + a)] = 2
Γ2(1− ε)Γ(−a− ε)Γ(a+ 2ε)
Γ(a+ 1)Γ(1− 3ε− a) F (1 + a) , (4.123)
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where the function F (1 + a) obeys the following equations: 22
F (1 + a) = F (1− a− 3ε) , (4.124a)
F (1 + a) = − a
a− 1 + 3ε F (a)−
1
a− 1 + 3ε
[
1
a+ ε
+
1
a− 1 + 2ε
]
. (4.124b)
The solution of Eqs. (4.124a) and (4.124b) has been found by D. Kazakov in Refs. [56, 139].
In order to do so, he used the analytic properties of I(1 + a) which can be obtained from,
e.g., its α-representation (see Eq. (12) in [56]), and are such that the function I(1 + a) is a
meromorphic function, regular at a = 0 with simple poles at a = ±n − 2ε and a = ±n − ε,
where n = 1, 2, .... The same conclusion follows from the inhomogeneous term in Eq. (4.122).
The function F (1 + a) obtains additional poles due to the Γ-functions in the denominator of
Eq. (4.123). Therefore, the solution to Eq. (4.124) can be sought for in the form of an infinite
series of poles:
F (1 + a) =
∞∑
n=1
f (1)n
(
1
n+ a+ ε
+
1
n− a− 2ε
)
+
∞∑
n=1
f (2)n
(
1
n+ a
+
1
n− a− 3ε
)
. (4.125)
Notice that Eq. (4.125) satisfies Eq. (4.124a). We may now substitute Eq. (4.125) into the
following equation coming from Eq. (4.124b):
(a− 1 + 3ε)F (1 + a) = −aF (a)−
[
1
a+ ε
+
1
a− 1 + 2ε
]
. (4.126)
Comparing the terms 1/(n + a + ε) and 1/(n + a), we obtain the following equations for the
functions f
(i)
n (i = 1, 2):
−(n+ 1− 2ε)(1− δ0n)f (1)n = (n+ ε)f (1)n+1 − δ0n , (4.127a)
−(n+ 1− 3ε)(1− δ0n)f (2)n = nf (2)n+1 . (4.127b)
In the case n ≥ 1, these equations simplify as:
f (1)n = −f (1)n+1
n+ ε
n+ 1− 2ε, f
(2)
n = −f (2)n+1
n
n+ 1− 3ε , (4.128)
and their solution reads:
f (1)n = (−1)nc1(ε)
Γ(n+ 1− 2ε)
Γ(n+ ε)
, f (2)n = (−1)nc2(ε)
Γ(n+ 1− 3ε)
Γ(n)
. (4.129)
In the case n = 0, Eqs. (4.127) only fix the function c1(ε):
c1(ε) = − Γ(ε)
Γ(2− 2ε) . (4.130)
22We would like to note that the inhomogeneous terms in Eq. (11) of [57] and in Eq. (2.14) of [139] have wrong
signs. Moreover, the r.h.s. of Eqs. (14) and (15) of [57] and also the r.h.s of Eqs. (2.17) and (2.18) of [139] should
have the additional sign “−”.
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In order to find c2, we compare the obtained solution with the known one for a particular value
of a, e.g., a = 0. On the one hand, Eqs. (4.123) and (3.42) yield:
F (1) =
1
ε(1− 2ε) −
1
ε(1− 2ε)
Γ2(1 + ε)Γ(1− ε)Γ(1− 3ε)
Γ2(1− 2ε)Γ(1 + 2ε) . (4.131)
On the other hand, from (4.125) for a = 0 and (4.130) we have:
F (1) = − Γ(ε)
Γ(2− 2ε)
∞∑
n=1
(−1)nΓ(n+ 1− 2ε)
Γ(n+ ε)
(
1
n+ ε
+
1
n− 2ε
)
+
+ c2(ε)
∞∑
n=1
(−1)nΓ(n+ 1− 3ε)
Γ(n)
(
1
n
+
1
n− 3ε
)
. (4.132)
Since
∞∑
n=1
(−1)nΓ(n+ 1− 2ε)
Γ(n+ ε)
(
1
n+ ε
+
1
n− 2ε
)
=
∞∑
n=1
(−1)nΓ(n+ 1− 2ε)
Γ(n+ 1 + ε)
+
∞∑
n=1
(−1)nΓ(n− 2ε)
Γ(n+ ε)
= −
∞∑
n=2
(−1)nΓ(n− 2ε)
Γ(n+ ε)
+
∞∑
n=1
(−1)nΓ(n− 2ε)
Γ(n+ ε)
= −Γ(1− 2ε)
Γ(1 + ε)
, (4.133)
and
∞∑
n=1
(−1)nΓ(n+ 1− 3ε)
Γ(n)
(
1
n
+
1
n− 3ε
)
=
∞∑
n=1
(−1)nΓ(n+ 1− 3ε)
Γ(n+ 1)
+
∞∑
n=1
(−1)nΓ(n− 3ε)
Γ(n)
= −
∞∑
n=2
(−1)nΓ(n− 3ε)
Γ(n)
+
∞∑
n=1
(−1)nΓ(n− 3ε)
Γ(n)
= −Γ(1− 3ε) , (4.134)
then Eq. (4.132) may be written as:
F (1) =
1
ε(1− 2ε) − c2(ε)Γ(1− 3ε) . (4.135)
Comparing (4.131) and (4.135) then yields:
c2(ε) = +
Γ(ε)Γ(1− ε)Γ(1 + ε)
Γ(2− 2ε)Γ(1− 2ε)Γ(1 + 2ε) . (4.136)
As a result, we have:
CD[I(1 + a)] = −2Γ
2(1− ε)Γ(−a− ε)Γ(a+ 2ε)Γ(ε)
Γ(a+ 1)Γ(1− 3ε− a)Γ(2− 2ε)
[ ∞∑
n=1
(−1)n Γ(n+ 1− 2ε)
Γ(n+ ε)
(
1
n+ a+ ε
+
1
n− a− 2ε
)
− Γ(1− ε)Γ(1 + ε)
Γ(1− 2ε)Γ(1 + 2ε)
∞∑
n=1
(−1)n Γ(n+ 1− 3ε)
Γ(n)
(
1
n+ a
+
1
n− a− 3ε
)]
.
(4.137)
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Ultimately, in order to ascertain the validity of the solution (4.137), one has to be convinced
that it is impossible to add an arbitrary solution of the homogeneous equation. Indeed, such a
solution vanishes at integer points, is an analytic function and exponentially bounded on the
imaginary axis. Hence, due to the Carlson theorem [172], it is identically zero.
The last sum in (4.137) is equal to −Γ(1 + a)Γ(1− a− 3ε). Thus, Eq. (4.137) can be also
rewritten as:
CD[F (1 + a)] = −2Γ
2(1− ε)Γ(ε)
Γ(2− 2ε)
[
Γ(−a− ε)Γ(a+ 2ε)
Γ(a+ 1)Γ(1− 3ε− a)
∞∑
n=1
(−1)n Γ(n+ 1− 2ε)
Γ(n+ ε)
×
(
1
n+ a+ ε
+
1
n− a− 2ε
)
+
Γ(1− ε)Γ(1 + ε)Γ(−a− 2ε)Γ(a+ 2ε)
Γ(1− 2ε)Γ(1 + 2ε)
]
, (4.138)
which exactly coincides with Eq. (3.57) after the appropriate change of variables. Hence, the
functional equation method shows that diagram F (1 + a) is expressible as a combination of
Γ-functions together with two hypergeometric functions of argument “−1” thereby proving the
result advertised in Eq. (3.57).
The result of Eq. (4.138) for F (1 + a5ε) can be expanded in series in ε. This provides
additional information and gives a possibility to construct the ε-expansion for the general case
αi = 1 + aiε (i = 1, 2, 3, 4, 5).
4.6.2 Expansion of I(1 + a5ε)
The important master integral I(1 +a5ε) can be calculated using Eq. (4.138). After a little
algebra, we have for its coefficient function:
CD[I(1 + a5ε)] =
Kˆ2
1− 2ε
[
A0ζ2 +A1ζ4ε+A2ζ5ε
2 +
[
A3ζ6 −A4ζ23
]
ε3
+
[
A5ζ7 −A6ζ3ζ4
]
ε4 +O(ε5)
]
, (4.139)
with
A0 = 6 ,
A1 = 9 ,
A2 = 42 + 45a5 + 15a
2
5 ,
A3 =
5
2
(
A2 − 6
)
, (4.140)
A4 = 46 + 45a5 + 15a
2
5 ,
A5 = 294 +
2223
4
a5 +
3183
8
a25 +
567
4
a35 +
189
8
a45,
A6 = 3
(
A4 − 1
)
,
where Kˆn was defined in Eq. (4.92). Notice that, when a5 = 0, we recover the result in (3.43).
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Using the methods reviewed so far: integration by parts, the method of uniqueness, func-
tional equations together with various transformations of the considered diagram, Kazakov
found several terms of ε-expansion of the two-loop master integral J(D, p, 1 + a1ε, 1 + a2ε, 1 +
a3ε, 1 + a4ε, 1 + a5ε). The result reads [57]:
CD[I(1 + a1ε, 1 + a2ε, 1 + a3ε, 1 + a4ε, 1 + a5ε)] =
Kˆ2
1− 2ε
[
A0ζ2 +A1ζ4ε+A2ζ5ε
2
+
[
A3ζ6 −A4ζ23
]
ε3 +
[
A5ζ7 −A6ζ3ζ4
]
ε4 +O(ε5)
]
, (4.141)
with
A0 = 6 ,
A1 = 9 ,
A2 = 42 +
2∑
i=1
A2,i ,
A3 =
5
2
(
A2 − 6
)
, (4.142)
A4 = 46 +
3∑
i=1
A4,i ,
A5 = 294 +
4∑
i=1
A5,i ,
A6 = 3
(
A4 − 1
)
,
where Kˆn was defined in (4.92) and
A2,1 = 30A1 + 45a5 ,
A4,1 = 42A1 + 45a5 ,
A5,1 = 402A1 +
2223
4
a5 ,
A2,2 = 10A2 + 15a
2
5 + 15A1a5 + 10
(
a1a2 + a3a4 + a1a4 + a2a3
)
+ 5
(
a1a3 + a2a4
)
,
A4,2 = 14A2 + 15a
2
5 + 33A1a5 + 50
(
a1a2 + a3a4
)
+ 14
(
a1a4 + a2a3
)
+
+31
(
a1a3 + a2a4
)
,
A4,3 = 6a5A2 + 6a
2
5A1 + 24a5
(
a1a2 + a3a4
)
+ 12a5
(
a1a3 + a2a4
)
+
+12
(
a1a2a3 + a1a2a4 + a1a3a4 + a2a3a4
)
+ 12
(
a21a2 + a1a
2
2 + a
2
3a4 + a3a
2
4
)
+
+6
(
a21a3 + a1a
2
3 + a
2
2a4 + a2a
2
4
)
,
A5,2 = 260A2 +
3183
8
a25 + 516A1a5 + 386
(
a1a2 + a3a4 + a1a4 + a2a3
)
+
+
575
2
(
a1a3 + a2a4
)
,
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Figure 7: Three-loop scalar massless propagator-type diagrams.
A5,3 = 84A3 +
567
4
a35 +
945
4
a5A2 + 252a
2
5A1 +
693
2
a5
(
a1a2 + a3a4 + a1a4 + a2a3
)
+
+
945
4
a5
(
a1a3 + a2a4
)
+ 210
(
a1a2a3 + a1a2a4 + a1a3a4 + a2a3a4
)
+
+168
(
a21a2 + a1a
2
2 + a
2
3a4 + a3a
2
4 + a
2
1a4 + a1a
2
4 + a
2
2a3 + a2a
2
3
)
+
441
4
(
a21a3 + a1a
2
3 + a
2
2a4 + a2a
2
4
)
,
A5,4 = 14A4 +
189
8
a45 + 42a5A3 +
189
4
a35A1 +
525
8
a25A2 +
+
357
4
a25
(
a1a2 + a3a4 + a1a4 + a2a3
)
+
+
105
2
a25
(
a1a3 + a2a4
)
+
357
4
a5
(
a1a2a3 + a1a2a4 + a1a3a4 + a2a3a4
)
+
+84a5
(
a21a2 + a1a
2
2 + a
2
3a4 + a3a
2
4 + a
2
1a4 + a1a
2
4 + a
2
2a3 + a2a
2
3
)
+
189
4
a5
(
a21a3 + a1a
2
3 + a
2
2a4 + a2a
2
4
)
+
+28
(
a31a2 + a1a
3
2 + a
3
3a4 + a3a
3
4 + a
3
1a4 + a1a
3
4 + a
3
2a3 + a2a
3
3
)
+14
(
a31a3 + a1a
3
3 + a
3
2a4 + a2a
3
4
)
+
+42
(
a21a
2
2 + a
2
3a
2
4 + a
2
1a
2
4 + a
2
2a
2
3
)
+
189
8
(
a21a
2
3 + a
2
2a
2
4
)
+
+42
(
a21a2a3 + a
2
1a2a4 + a
2
1a3a4 + a
2
2a1a4 + a
2
2a1a3 + a
2
2a3a4 +
+a23a1a4 + a
2
3a2a4 + a
2
3a1a2 + a
2
4a2a3 + a
2
4a1a3 + a
2
4a1a2
)
+
315
4
a1a2a3a4
)
, (4.143)
and An = a
n
1 + a
n
2 + a
n
3 + a
n
4 . We would like to note that for a2 = a3 = a5 = 0 (respectively,
a1 = a2 = a3 = a4 = 0) Eqs. (4.141)-(4.143) transform to the ones of (4.90)-(4.92) (respectively,
to the ones of (4.139)-(4.140)).
4.8 Three-loop master integrals
At three loops there are three generic topologies of massless propagator-type diagrams, see
Fig. 7. For some special values of the indices, these diagrams are primitively two-loop and can
therefore be computed with the help of the results derived so far. Let’s consider for instance
the following two basic massless integrals:
J1(D, p, α1, α2, α3, α4, α5, α6, α7) = H
α1
α3
α2
α5
α4
α6
α7
, (4.144a)
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J2(D, p, α1, α2, α3, α4, α5, α6, α7) = Iα1α5 α4
α2
α3
α6 α7 , (4.144b)
which can be obtained for some special values of the indices of the last (benz) diagram in Fig. 7
and which are actually related to each other (see below).
When all line indices are equal to 1, the first three-loop master, J1(D, p, 1, 1, 1, 1, 1, 1, 1), can
be expressed in the following form (with the help of the IBP procedure for the upper triangle
with the vertical line being distinguished):
J (D − 4) = 2K2 −L2 −M
2
. (4.145)
The last term in the rhs contains the two-loop internal diagram I(1), which has the p-dependence
given by 1/p2(1+2ε). So, the last term can be represented as CD[I(1)]G(2, 1+2ε)/p
2(1+3ε). Thus,
the rhs of eq. (4.145) can be transformed into the form:
G(2, 1)N1 + ε − G(2, 1 + 2ε) O ε ,
i.e., the first three-loop master integral can be expressed in terms of the two-loop master ones.
Performing various transformations on the integral, Kazakov managed to derive its ε-expansion
which takes the form [57]: 23
CD[J1(D, p, 1 + a1ε, 1 + a2ε, 1 + a3ε, 1 + a4ε, 1 + a5, ε1 + a6ε, 1 + a7ε)]
=
Kˆ3
1− 2ε
[
B0ζ5 +
[
B1ζ6 +B2ζ
2
3
]
ε+
[
B3ζ7 +B4ζ3ζ4
]
ε2 +O(ε3)
]
, (4.146)
with
B0 = 20, B1 = 50, B2 = 20 + 6B, B4 = 3B2, B3 = 380 + 7
2∑
i=1
B3,i, (4.147)
where B = a4 + a5 + a6 + a7 and
B3,1 =
1
4
B + 24
(
a1 + a3
)
+ 32a2 + 17
(
a4 + a5
)
+ 33
(
a6 + a7
)
,
B3,2 =
1
8
B
2
+ 6
(
a21 + a
2
3
)
+ 8a22 + 4
(
a24 + a
2
5
)
+ 8
(
a26 + a
2
7
)
+ 8
(
a1 + a3
)
a2
+2
(
a1a4 + a3a5
)
+ 6
(
a1a5 + a3a4
)
+ 10
(
a1a6 + a3a7
)
+ 6
(
a1a7 + a3a6
)
+4a1a3 + 4
(
a4 + a5
)
a2 + 12
(
a6 + a7
)
a2 + 2a4a5 + 4
(
a4a6 + a5a7
)
+6
(
a4a7 + a5a6
)
+ 10a6a7 . (4.148)
23Similar results have been recently published in Ref. [173].
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The results for the second three-loop master integral J2(D, p, α1, α2, α3, α4, α5, α6, α7) can
be obtained in the following way:
Pp α1α5 α4
α2
α3
α6 α7 =
(FT)
∏7
k=1 a(αk)
a
(∑7
k=1 αk − 3D/2
) Q0 α˜1α˜5 α˜4 z
α˜2
α˜3
α˜6 α˜7
=
(D)
∏7
k=1 a(αk)
a
(∑7
k=1 αk − 3D/2
) Rp
α˜1
α˜3
α˜2
α˜5
α˜4
α˜6
α˜7
,
i.e., by first transforming the considered diagram to x-space with the help of a Fourier transform
and later returning to p-space using the dual transformation. So, we can express the coefficient
function for the second three-loop master integral trough the one of the first three-loop master
integral J1(D, p, α1, α2, α3, α4, α5, α6, α7), i.e.,
CD[J2(D, p, α1, α2, α3, α4, α5, α6, α7)] =
∏7
i=1 a(αi)
a
(∑7
i=1 αi − 3D/2
) CD[J1(D, p, α˜1, α˜2, α˜3, α˜4, α˜5, α˜6, α˜7] .
(4.149)
The expansion for CD[J2(D, p, 1 + a1ε, 1 + a2ε, 1 + a3ε, 1 + a4ε, 1 + a5, ε1 + a6ε, 1 + a7ε)] can
therefore be obtained from Eqs. (4.146) and (4.148) with the help of the replacement ai →
−(ai + 1) (i = 1, ..., 7). Of course, the coefficient
∏7
i=1 a(1 + aiε)/a
(
1 +
(∑7
i=1 ai + 3
)
ε
)
should also be taken into account.
5 More examples of calculations
We shall now consider the Φ4-model and give some additional examples of concrete calcula-
tions. Using a combination of the methods presented in the last section, and following Kazakov,
we will show that, up to five loops, the singular part of several complicated diagrams may be
calculated exactly by reducing them to the two-loop massless propagator-type diagram.
5.1 Three and four loop calculations in the Φ4-model
In order to compute the three- and four-loop β-function of the Φ4-model one has, in par-
ticular, to calculate the singular parts of the following vertex diagrams:
 ,  , (5.150)
where all lines have index 1. It is well known that the singular (UV) contributions of a diagram
do not depend on masses and external momenta (and, in the MS scheme, on γE and ζ2 as well)
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(a) (b) (c) (d)
Figure 8: The four most complicated 5-loop diagrams of the Φ4-model.
[31]. This observation is at the basis of the so-called infrared rearrangement (IRR) method [46]
which, simply stated, allows to set some external momenta to zero in order to extract ε-poles.
For the above diagrams, one may proceed in the following way:
Sing

 = Sing

 = 1
3ε
Finite

 = 2
ε
ζ3 .
(5.151a)
Sing

 = Sing

 = 1
4ε
Finite

 = 5
ε
ζ5 ,
(5.151b)
where the vertex diagrams were reduced to p-type ones and the results of the previous section
were used to compute the finite parts of the massless two-loop and three-loop V-shaped p-type
diagrams.
5.2 Five loop calculations in the Φ4-model
Following Kazakov, we may even go further and apply the described techniques to five-loop
renormalization-group calculations in the Φ4-model. In this connection, let’s recall that the five-
loop anomalous dimensions and beta-function in this model in the MS-scheme were calculated
long time ago in [55]. The full computation required the evaluation of about 120 diagrams. All
but four were calculated analytically using integration by parts. For the remaining four most
complicated diagrams, see Fig. 8, an expansion in Gegenbauer polynomials provides the result
in the form of a triple infinite convergent series. Computer summation of the series made it
possible to achieve good accuracy. However, it is understandable that one would like to obtain
an analytic evaluation of these contributions. In order to test the possibilities of the considered
above methods, we will present the calculation some of these complicated diagrams. As it
was shown in [39], already in [55], it proved to be possible to sum the series for diagram “a”
analytically and express the obtained result in terms of ζ5 and ζ6. The results for the other
diagrams have also been obtained by Kazakov in [39, 56, 57].
In the following, we will focus on a detailed computation of diagrams “a” and “d”.
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5.2.1 Diagram “a”
For diagram “a” (where all indices are equal to 1) the problem is equivalent to calculating
the diagram:
Ia = 	 ,
with O(ε) accuracy.
Applying the IBP procedure to the right triangle with the vertical distinguished line, we
first obtain the following relation:

 (D − 4) = 2
 2 − 2
 . (5.152)
To evaluate the second diagram in the rhs of Eq. (5.152), it is convenient to consider the
second three loop master integral J2(D, p, α1, α2, α3, α4, α5, α6, α7) with αi = 1 (i = 1, ..., 7).
We may then apply the IBP procedure to this diagram twice: for the right triangle with the
upper distinguished line and for the middle triangle with the upper distinguished line. The
corresponding results read:
p (D − 4) = 22 −2 − p22 , (5.153a)
 (D − 4) = 2
2 −2
 . (5.153b)
Taking the combination of these two equations, we obtain, for the second diagram in the rhs
of (5.152), the following result:
2 = 1p2
 42 − 32
 . (5.154)
Then, substituting back the result of Eq. (5.154) in the rhs of Eq. (5.152) and calculating the
remaining one-loop parts, yields, for rhs of (5.152):
2G(D, 2, 1)
p2
 p2ε − 41 + ε+ 31 + ε
 .
Evaluating the two-loop master integrals appearing in this equation using the expansions pro-
vided by Eqs. (4.90) and (4.139), we obtain the expression of the diagram Ia with an accuracy
even reaching O(ε2):
 = Kˆ31− 2ε
[
20ζ5 +
[
50ζ6 + 44ζ
2
3
]
ε+
[
317ζ7 + 132ζ3ζ4
]
ε2 +O(ε3)
]
1
p2(2+3)ε
.
(5.155)
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Taking into account of the two additional loops produces an additional factor:
G(D, 1, 2 + 3ε)G(D, 1, 1 + 4ε) = − 1
20ε2
1
(1 + 3ε)(1− 6ε)
Γ2(1− ε)Γ(1− 4ε)Γ(1 + 5ε)
Γ(1 + 3ε)Γ(1− 6ε) .
(5.156)
Hence, the final result for diagram “a” has the following form:
Sing
[
ff
]
= − Kˆ5
20(1− 2ε)(1 + 3ε)(1− 6ε)
[
20
ε2
ζ5
+
[
50ζ6 + 44ζ
2
3
]1
ε
+ 317ζ7 + 132ζ3ζ4 +O(ε)
]
1
p10ε
. (5.157)
5.2.2 Diagram “d”
The evaluation of the singular part of diagram “d” (where all indices are equal to 1) is
equivalent to calculating the diagram:
Id = fi , (5.158)
with O(ε0) accuracy. Indeed, the additional loop provides the factor: G(1, 1 + 4ε) = Γ(1 +
ε)/(5ε) +O(ε0).
In order to proceed with the computation, it is firstly convenient to transform the consid-
ered diagram to x-space by Fourier transform and then to return to p-space using the dual
transformation:
flp =(Du) ffi0 x =(F) p + O(ε) . (5.159)
Since the considered accuracy is O(ε0), we may as well consider the following diagram:
 p 1− 2ε . (5.160)
Applying the IBP procedure for the right triangle with the vertical distinguished line, we have
the following relation:
!p 1− 2ε (D − 4) = 2"
1− 2ε
2 −#
1− 2ε
2 − $.
2
1− 2ε
(5.161)
The first diagram in the rhs of the above equation can be simplified as follows:
%
1− 2ε
2 = G(D, 2, 1)&
1− 2ε
1 + ε
. (5.162)
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On the other hand, the last diagram can be represented as:
'
2
1− 2ε
= G(D, 2, 1 + ε)(
1− 2ε
, (5.163)
because the diagram contains an internal three-loop one with p-dependence of the form: ∼
1/p(2(1+ε)). Finally, the right upper triangle of the second diagram in the rhs of Eq. (5.161) is
unique; so, we have:
)
1− 2ε
2 = G(D, 2, 1) *
1− ε 1− ε
1 + ε
. (5.164)
Combining the above results yields the following expression for the diagram of Eq. (5.161):
+p 1− 2ε × (D − 4) = G(D, 2, 1)
 2,
1− 2ε
1 + ε
− -
1− ε 1− ε
1 + ε
−
− G(D, 2, 1 + ε)
G(D, 2, 1) .
1− 2ε  . (5.165)
Notice that the ratio G(D, 2, 1 + ε)/G(D, 2, 1) = 1 + O(ε3) so it can be replaced by 1 and
Eq. (5.165) may be further simplified as:
/p 1− 2ε × (D − 4) = G(D, 2, 1)
 20
1− 2ε
1 + ε
− 1
1− ε 1− ε
1 + ε
−
−2
1− 2ε
ε
 . (5.166)
Evaluating the three-loop master integrals in the rhs of Eq. (5.166) with the help of Eqs. (4.146)
and (4.148), yields the following result for the considered diagram:
3 = 41− 2ε + O(ε) = 4418 ζ7 1p2(1+4ε) +O(ε) . (5.167)
Hence, the singular part of diagram “d” reads:
Sing
[
5
]
=
441
40ε
ζ7
1
p10ε
+O(ε0) . (5.168)
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6 Conclusion
In the present article, we have reviewed several powerful multi-loop techniques devoted to
the analytical calculations of massless Feynman diagrams: integration by parts [44, 45] (and
similar approach in coordinate space [37, 51]), the method of uniqueness [37, 38, 39, 56] (see
also Vassiliev’s book [51]), Kazakov’s functional equations [57] (see also Kazakov’s lectures
[139]) and the Gegenbauer polynomial technique [46, 61]. We would like to note that there
is another powerful technique [58] (see also an extension in [59]) which is based on difference
equations connecting Feynman diagrams in D and (D + 2) dimensions; this technique is very
popular now (see the recent Ref. [174] for short review of the application of the approach) but
its consideration is beyond the scope our present paper. Based on the method of uniqueness,
we have shown various possibilities to transform the basic two-loop diagram to ones with
different powers of propagators. The full set of such transformations can be found in Refs. [37,
150, 47, 48] and in the book [51]. Our review closely followed the nice lectures of Kazakov
which were published in [139]. But contrary to the lectures [139] as well as the original papers
[37, 38, 39, 56], we presented all our results in momentum space, which is more popular at the
present time.
As concrete examples of analytic calculations, we presented the evaluations of two-, three-,
four- and even five-loop Feynman integrals of rather complicated topologies. The five-loop
diagrams considered in detail in Sec. 5.2, are part of the set of the four most complicated
Feynman integrals which were calculated firstly numerically [55] and later analytically [39,
56, 57] in order to evaluate the 5-loop correction to the β-function of the Φ4-model in D = 4
dimensions. That the presented purely analytical techniques allow to compute such complicated
diagrams is quite suggestive of their power and efficiency.
Moreover, the considered methods may be applied to a wide range of models across various
fields. In particular, they can be of crucial importance for odd-dimensional models and/or to
evaluate Feynman integrals with propagators having nonzero indices, i.e., nontrivial powers of
their momenta, all the more that, precisely in these case, the most popular modern computer
programs undergo strong restrictions. Let’s add that diagrams with non-trivial indices generally
appear upon considering high orders of perturbation theory where such indices come from
calculations of subgraphs. However, in some effective field theories, such propagators appear
already at the leading order of some expansion parameter. One example is reduced QED (see,
for example, [125]-[129]), which can be considered as describing the ultrarelativistic limit of
planar Dirac liquids. The second one [133]-[135] is the 1/N -expansion of three-dimensional
QED with N -species of fermions. Both of these models contain photon propagators of rather
specific forms. Their accurate study with the help of the methods reviewed in this manuscript
could reveal some of their duality [136] and, as a consequence, some relation between the results
for these two different models (see [175] for a review). Among other recent achievements
of these techniques, let’s briefly mention: their application to models with broken-Lorentz
invariance [130, 131], the calculation of the critical index η of the Φ3-model at four-loops [176],
the computation of the anomalous dimension of double trace operators in hexagonal fishnet
models [177], .... and more to come in the next years.
In closing, we hope that our review will be useful to both experts in calculations as well as
to novices interested in the methods of analytical calculations of Feynman diagrams.
48 7 APPENDIX A. GEGENBAUER POLYNOMIAL TECHNIQUE
Acknowledgements
We are very grateful to David Broadhurst, John Gracey, Valery Gusynin and Mikhail Kom-
paniets for their comments. The work of A.V.K. was supported in part by the Russian Foun-
dation for Basic Research (Grant No.16-02-00790-a).
7 Appendix A. Gegenbauer polynomial technique
This Appendix is devoted to a short presentation of the Gegenbauer polynomial technique.
The latter should be considered as the effective (but rather cumbersome) method for calculating
dimensionally regularized Feynman diagrams. In its modern form, it has been introduced by
Chetyrkin, Kataev and Tkachov [46]. Later, subtle and important improvements were brought
up by Kotikov [61] and we shall follow this reference in our brief review of the technique.
Hereafter we will use the variables x, y, ..., which are usually used in coordinate space. But
we can also think about the variables x, y, ... as being some momenta. Thus, all formulae in
this Appendix are also applicable in the momentum space. Such type of “duality” has already
been considered in Sec. 4.5.
7.1 Presentation of the method
The basic motivation for this technique lays in the fact that, in multi-loop computations,
the complicated part of the integration is often the one over the angular variables. This task
is considerably simplified by expanding some of the propagators in the integrand in terms of
the Gegenbauer polynomials (the so-called multipole expansion):
1
(x1 − x2)2λ =
∞∑
n=0
Cλn(xˆ1 · xˆ2)
[
(x21)
n/2
(x22)
n/2+λ
Θ(x22 − x21) + (x21 ←→ x22)
]
, (A1)
where Cλn is the Gegenbauer polynomial of degree n and xˆ = x/
√
x2, and then using the
orthogonality relation of Gegenbauer polynomials on the unit D-dimensional sphere:
1
ΩD
∫
dD xˆ C
λ
n(zˆ · xˆ)Cλm(xˆ · zˆ) = δn,m
λΓ(n+ 2λ)
Γ(2λ) (n+ λ)n!
, λ =
D
2
− 1 , (A2)
where dD xˆ is the surface element of the unit D-dimensional sphere and ΩD = 2pi
D/2/Γ(D/2).
The Gegenbauer polynomials can be defined from their generating function:
1
(1− 2xw + w2)β =
∞∑
k=0
Cβk (x)w
k Cβn (1) =
Γ(n+ 2β)
Γ(2β)n!
, (A3)
with some additional particular values given by:
Cλ0 (x) = 1, C
λ
1 (x) = 2λx, C
λ
2 (x) = 2λ(λ+ 1)x
2 − λ . (A4)
For our purpose, it is convenient to express the Gegenbauer polynomials in terms of traceless
symmetric tensors [61]:
Cλn(xˆ · zˆ) (x2 z2)n/2 = Sn(λ)xµ1µ2···µn zµ1µ2···µn , Sn(λ) =
2nΓ(n+ λ)
n! Γ(λ)
. (A5)
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From Eq. (A5) for x = z and the last equation in (A3), we deduce the following equation for
products of traceless tensors:
Sn(λ) z
µ1µ2···µn zµ1µ2···µn =
Γ(n+ 2λ)
Γ(2λ)n!
z2n . (A6)
With the help of Eq. (A5), Eq. (A1) can be rewritten as:
1
(x1 − x2)2λ =
∞∑
n=0
Sn(λ)x
µ1···µn
1 x
µ1···µn
2
[
1
(x22)
n+λ
Θ(x22 − x21) + (x21 ←→ x22)
]
. (A7)
Notice that, for a propagator with arbitrary index, Eq. (A1) can be generalized as:
1
(x1 − x2)2β =
∞∑
n=0
Cβn (xˆ1 · xˆ2)
[
(x21)
n/2
(x22)
n/2+β
Θ(x22 − x21) + (x21 ←→ x22)
]
, (A8)
where Cβn (x) can then be related to Cλn−2k(x) (0 ≤ k ≤ [n/2]) with the help of:
Cδn(x) =
[n/2]∑
k=0
Cλn−2k(x)
(n− 2k + λ)Γ(λ)
k! Γ(δ)
Γ(n+ δ − k)Γ(k + δ − λ)
Γ(n− k + λ+ 1)Γ(δ − λ) . (A9)
Moreover, the series appearing upon expanding the propagators and after performing all inte-
grations may sometimes be resummed in the form of a generalized hypergeometric function 3F2
of unit argument. There is a very useful transformation property relating such hypergeometric
functions. Even though not directly connected with Gegenbauer polynomials, we mention it
here:
3F2(a, b, c; e, f ; 1) =
Γ(1− a)Γ(e)Γ(f)Γ(c− b)
Γ(e− b)Γ(f − b)Γ(1 + b− a)Γ(c)
×3F2(b, b− e+ 1, b− f + 1; 1 + b− c, 1 + b− a; 1) +
(
b←→ c) . (A10)
Of peculiar importance is the case where e = b + 1 in which case the 3F2 function can be
expressed in terms of another 3F2 plus a term involving only products of Gamma functions:
∞∑
p=0
Γ(p+ a)Γ(p+ c)
p! Γ(p+ f)
1
p+ b
=
Γ(a)Γ(1− a)Γ(b)Γ(c− b)
Γ(f − b)Γ(1 + b− a)
− Γ(1− a)Γ(a)
Γ(f − c)Γ(1 + c− f)
∞∑
p=0
Γ(p+ c− f + 1)Γ(p+ c)
p! Γ(p+ 1 + c− a)
1
p+ c− b . (A11)
7.2 One-loop integral
Let’s consider some simple examples in order to illustrate the method. We start with the
one-loop massless p-type diagram with two arbitrary indices in x-space (transformation rules
between x-space and p-space are provided in Sec. 4.5):
J(D, z, α, β) =
∫
dDx
x2α(x− z)2β , d
Dx =
1
2
x2λ dx2 dDxˆ . (A12)
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Combining Eqs. (A8) and (A9), the integral can be separated into a radial and an angular part
as follows:
J(D, z, α, β) =
1
2
∞∑
n=0
[n/2]∑
k=0
∫ ∞
0
dx2 (x2)λ−α
[
(x2)n/2
(z2)n/2+β
Θ(z2 − x2) + (x2 ↔ y2)
]
×
∫
dD xˆ C
λ
n−2k(xˆ · zˆ)︸ ︷︷ ︸
ΩD δn,2k
(n− 2k + λ) Γ(λ)
k! Γ(β)
Γ(n+ β − k)Γ(k + β − λ)
Γ(n+ λ+ 1− k)Γ(β − λ) , (A13)
where the orthogonality relation, Eq. (A2) has been used to compute the angular part. It then
follows that n must be an even integer: n = 2p and k = [n/2] = p. The remaining radial
integrals are easily performed. The resulting expression can be conveniently written as a sum
of two one-fold series:
J(D, z, α, β) =
piD/2
(z2)α+β−λ−1
1
Γ(β)Γ(β − λ)
×
∞∑
p=0
Γ(p+ β)Γ(p+ β − λ)
p! Γ(p+ λ+ 1)
[
1
p+ α+ β − 1− λ +
1
p− α+ λ+ 1
]
. (A14)
This expression can be further simplified by transforming the first sum with the help of
Eq. (A11) with a = β − λ, b = α+ β − 1− λ, c = β and f = λ+ 1. Indeed, this yields:
∞∑
p=0
Γ(p+ β)Γ(p+ β − λ)
p! Γ(p+ λ+ 1)
1
p+ α+ β − 1− λ = (A15)
Γ(β − λ)Γ(1 + λ− α)Γ(1 + λ− β)Γ(α+ β − 1− λ)
Γ(α)Γ(2 + 2λ− α− β) −
∞∑
p=0
Γ(p+ β)Γ(p+ β − λ)
p! Γ(p+ λ+ 1)
1
p− α+ 1 + λ ,
and the sum on the lhs is simply the opposite of the second sum in J(D, z, α, β). Hence, the sum
of the two one-fold series reduces to a product of Γ-functions and we recover the well-known
result:
J(D, z, α, β) =
piD/2
(z2)α+β−λ−1
G(D,α, β), G(D,α, β) =
a(α)a(β)
a(α+ β − 1− λ) , (A16)
where a(α) = Γ(D/2− α)/Γ(α) and which was given in Eq. (2.17) in p-space.
7.3 One-loop integral with traceless products
We may next generalize this result to the case where a traceless product appears in the
numerator:
Jµ1···µn(D, z, α, β) =
∫
dDx
xµ1···µn
x2α(x− z)2β , d
Dx =
1
2
x2λ dx2 dDxˆ . (A17)
Dimensional analysis suggests that this integral should have the form:
Jµ1···µn(D, z, α, β) = piD/2
zµ1···µn
(z2)α+β−λ−1
G(n,0)(α, β) , (A18)
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where the coefficient function, G(n,0)(α, β), is yet to be determined. In order to do so, we
consider the scalar function:
zµ1···µn Jµ1···µn(D, z, α, β) = piD/2
z2n
(z2)α+β−λ−1
Γ(λ)Γ(n+ 2λ)
2nΓ(2λ)Γ(n+ λ)
G(n,0)(α, β) , (A19)
where Eqs. (A18) and (A6) have been used. The corresponding integral can be evaluated by
using the relation between traceless products and Gegenbauer polynomials, Eq. (A5):
zµ1···µn Jµ1···µn(D, z, α, β) =
∫
dDx
zµ1···µnxµ1···µn
x2α(x− z)2β =
n!Γ(λ)
2nΓ(n+ λ)
∫
dDx
Cn(zˆ · xˆ) (x2z2)n/2
x2α(x− z)2β ,
(A20)
and then expanding the propagator in Gegenbauer polynomials as before. This yields:
zµ1···µn Jµ1···µn(D, z, α, β) =
n!Γ(λ)
2nΓ(n+ λ)
1
2
∞∑
p=0
[p/2]∑
k=0
∫
dx2 (x2)λ−α
[
(x2)
p+n
2
(y2)
p−n
2
+β
Θ(z2 − x2) + (x2 ↔ y2)
]
×
∫
dD xˆ Cn(zˆ · xˆ)Cλp−2k(xˆ · zˆ)
(p− 2k + λ) Γ(λ)
k! Γ(β)
Γ(p+ β − k)Γ(k + β − λ)
Γ(p+ λ+ 1− k)Γ(β − λ) . (A21)
The angular integral is non-zero for 2k = p − n which implies that p must have the same
parity as n and p ≥ n. Separate analysis of the even and odd n cases yield, after some simple
manipulations:
zµ1···µn Jµ1···µn(D, z, α, β) = piD/2
z2n
(z2)α+β−λ−1
Γ(λ)Γ(n+ 2λ)
2nΓ(2λ)Γ(n+ λ)
×
×
∞∑
m=0
B(m,n|β, λ)
(
1
m+ α+ β − 1− λ +
1
m+ n− α+ λ+ 1
)
, (A22)
where:
B(m,n|β, λ) = Γ(m+ n+ β)
m!Γ(m+ n+ λ+ 1)Γ(β)
Γ(m+ β − λ)
Γ(β − λ) . (A23)
Comparing Eqs. (A22) and (A18), we see that the coefficient function equals the sum of two
one-fold series:
G(n,0)(D,α, β) =
∞∑
m=0
B(m,n|β, λ)
(
1
m+ α+ β − 1− λ +
1
m+ n− α+ λ+ 1
)
. (A24)
Such a series representation reduces to a product of Γ-functions upon using the transformation
properties of hypergeometric functions:
G(n,0)(D,α, β) =
an(α)a0(β)
an(α+ β − λ− 1) , an(α) =
Γ(n+D/2− α)
Γ(α)
, (A25)
in accordance with Eq. (2.21).
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7.4 One-loop integral with Heaviside functions
The above results yield integration rules for Feynman integrals involving traceless products
and Heaviside functions which were given in Ref. [61]. From Eq. (A22) we indeed recover the
basic results of this reference:∫
dDx
xµ1···µn
x2α(x− y)2β Θ(x
2 − y2) = piD/2 y
µ1···µn
(y2)α+β−λ−1
∞∑
m=0
B(m,n|β, λ)
m+ α+ β − 1− λ
(β=λ)
= piD/2
yµ1···µn
(y2)α−1
1
Γ(λ)
1
(α− 1)(n+ λ) , (A26)
and ∫
dDx
xµ1···µn
x2α(x− y)2β Θ(y
2 − x2) = piD/2 y
µ1···µn
(y2)α+β−λ−1
∞∑
m=0
B(m,n|β, λ)
m+ n− α+ 1 + λ
(β=λ)
= piD/2
yµ1···µn
(y2)α−1
1
Γ(λ)
1
(n+ λ+ 1− α)(n+ λ) , (A27)
where the peculiar case β = λ has been explicitly displayed. The following more complicated
cases are also useful (see [61]):∫
dDx
xµ1···µn
x2α(x− y)2β Θ(x
2 − z2) = piD/2 yµ1···µn
[
Θ(y2 − z2)
(y2)α+β−λ−1
Gn,0(α, β)
+
∞∑
m=0
B(m,n|β, λ)
(z2)α+β−λ−1
((
y2
z2
)m
Θ(z2 − y2)
m+ α+ β − 1− λ −
(
z2
y2
)m+n+β
Θ(y2 − z2)
m− α+ n+ 1 + λ
)]
(β=λ)
= piD/2
1
Γ(λ)
yµ1···µn
[
Θ(y2 − z2)
(y2)α−1
1
(α− 1)(n+ λ+ 1− α)
+
1
(z2)α−1
1
n+ λ
(
Θ(z2 − y2)
α− 1 −
(
z2
y2
)n+λ
Θ(y2 − z2)
n+ 1 + λ− α
)]
, (A28)
and∫
dDx
xµ1···µn
x2α(x− y)2β Θ(z
2 − x2) = piD/2 yµ1···µn
[
Θ(z2 − y2)
(y2)α+β−λ−1
Gn,0(α, β)
−
∞∑
m=0
B(m,n|β, λ)
(z2)α+β−λ−1
((
y2
z2
)m
Θ(z2 − y2)
m+ α+ β − 1− λ −
(
z2
y2
)m+n+β
Θ(y2 − z2)
m− α+ n+ 1 + λ
)]
(β=λ)
= piD/2
1
Γ(λ)
yµ1···µn
[
Θ(z2 − y2)
(y2)α−1
1
(α− 1)(n+ λ+ 1− α)
− 1
(z2)α−1
1
n+ λ
(
Θ(z2 − y2)
α− 1 −
(
z2
y2
)n+λ
Θ(y2 − z2)
n+ 1 + λ− α
)]
/ (A29)
With these rules in hand, the Gegenbauer polynomials technique allows to compute the
massless p-type two-loop master integral with up three arbitrary indices as a linear combination
of up to four hypergeometric functions 3F2 of argument 1, a result which can be found in
Ref. [61]. In particular, the method provides an alternative representation for the integral
I(1 + a) found in the previous section with functional equations (see Eq. (4.138)).
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7.5 Application to I(1 + a)
Here we reconsider the simple but very important example of: I(1+a) = J(D, p, 1, 1, 1, 1, 1+
a) (see Eq. (3.28)). Applying the rules of the previous paragraph, its coefficient function
CD[I(1 + a)] can be expressed as:
CD[I(a+ 1)] = 2
Γ2(1− ε)Γ(−ε− a)Γ(a+ 2ε)
Γ(2− 2ε)Γ(1− 3ε− a)
[
piΓ(1− a− 3ε)Γ(1− a− 2ε)Γ(a+ 2ε)
Γ(1− ε)Γ(1/2− a− 2ε)Γ(1/2 + 2ε+ a)
−
∞∑
n=1
Γ(n+ 1− 2ε)
Γ(n+ 1 + a)
1
n+ a+ 1 + ε
]
, (A30)
which coincides with Eq. (3.58) after changing of variables.
So, using the method of Gegenbauer polynomials, the results for I(1 + a) can be expressed
as a combination of Γ-functions together with one hypergeometric function with the arguments
“1”. Such result can be successfully used for an efficient ε-expansion of the diagram. Moreover,
the combination of the two results (4.138) and (A30) provides the advertised relation (3.59)
between two hypergeometric functions of argument “−1” and one hypergeometric function of
argument “1”. Such a relation is absent in standard textbooks and was recently proven exactly
in [137].
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