Hamiltonian cycles and dominating cycles passing through a linear forest  by Ozeki, Kenta & Yamashita, Tomoki
Discrete Mathematics 309 (2009) 1584–1592
www.elsevier.com/locate/disc
Hamiltonian cycles and dominating cycles passing
through a linear forest
Kenta Ozekia,∗, Tomoki Yamashitab
a Department of Mathematics, Keio University, 3-14-1, Hiyoshi, Kohoku-ku, Yokohama 223-0061, Japan
b Department of Mathematics, School of Dentistry, Asahi University, 1851, Hozumi, Gifu 501-0296, Japan
Received 1 June 2007; received in revised form 21 February 2008; accepted 22 February 2008
Available online 14 April 2008
Abstract
Let G be an (m + 2)-graph on n vertices, and F be a linear forest in G with |E(F)| = m and ω1(F) = s, where ω1(F) is the
number of components of order one in F . We denote by σ3(G) the minimum value of the degree sum of three vertices which are
pairwise non-adjacent. In this paper, we give several σ3 conditions for a dominating cycle or a hamiltonian cycle passing through a
linear forest. We first prove that if σ3(G) ≥ n+2m+2+max{s−3, 0}, then every longest cycle passing through F is dominating.
Using this result, we prove that if σ3(G) ≥ n + κ(G) + 2m − 1 then G contains a hamiltonian cycle passing through F . As a
corollary, we obtain a result that if G is a 3-connected graph and σ3(G) ≥ n + κ(G)+ 2, then G is hamiltonian-connected.
c© 2008 Elsevier B.V. All rights reserved.
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1. Introduction
In this paper, we consider only finite undirected graphs without loops or multiple edges. We denote the degree of a
vertex x in a graph G by dG(x). Let δ(G), α(G) and κ(G) be the minimum degree, the independence number and the
connectivity of a graph G, respectively. If α(G) ≥ k, let
σk(G) = min
{∑
x∈X
dG(x): X is an independent set of G with |X | = k
}
;
otherwise we let σk(G) = +∞. For convenience, we sometimes write δ and σk instead of δ(G) and σk(G),
respectively.
In 1960, Ore introduced a σ2 condition for a graph to be hamiltonian.
Theorem 1 (Ore [8]). Let G be a graph of order n ≥ 3. If σ2(G) ≥ n, then G is hamiltonian.
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Many researchers studied a hamiltonian cycle and a cycle passing through specified elements of a graph. We refer
the reader to the surveys [4,5]. In this paper, we focus on a hamiltonian cycle passing through a linear forest. A linear
forest is a graph in which every component is a path. The following result is obtained by Po´sa (for a δ condition) and
Kronk (for a σ2 condition).
Theorem 2 (Po´sa [9], Kronk [7]). Let G be a graph on n vertices, and F be a linear forest in G with |E(F)| = m.
If δ(G) ≥ n+m2 (or σ2(G) ≥ n + m), then G contains a hamiltonian cycle passing through F.
Notice that a graph satisfying the assumption of Theorem 2 is (m + 2)-connected since σ2(G) ≥ n + m.
A cycle C of a graph G is said to be dominating if V (G \ C) is an independent set. In 1980, Bondy gave a σ3
condition for a dominating cycle.
Theorem 3 (Bondy [2]). Let G be a 2-connected graph on n vertices. If σ3(G) ≥ n + 2, then any longest cycle is
dominating.
In this paper, we first show the following result concerning a dominating cycle passing through a linear forest. We
denote by ω1(G) the number of components of order one in G.
Theorem 4. Let m, s be non-negative integers. Let G be an (m + 2)-connected graph on n vertices, and let F be a
linear forest with |E(F)| = m and ω1(F) = s. Suppose σ3(G) ≥ n + 2m + 2 + max{s − 3, 0}. Then every longest
cycle passing through F is dominating.
The conditions of Theorem 4 are sharp. First, we show that Theorem 4 does not hold for an (m+1)-connected graph.
Let s, t,m be positive integers and let G1 := Ks+Km+1+Kt . If we take a path of length m from Km+1 as a linear forest
F1, then G1 contains a cycle passing through F1, but no dominating cycle passing through F1, while σ3(G1) = +∞.
Thus, “(m + 2)-connected” is necessary. Secondly, the degree condition of Theorem 4 is sharp by considering the
following graph G2 and linear forest F2. Let s, t,m be positive integers, let G2 = sK1 + Km+s+t + (t + 1)K2 and
let F2 := P ∪ sK1 be a linear forest, where P is a path of length m in Km+s+t . Then |V (G2)| = m + 2s + 3t + 2,
|E(F2)| = m, ω1(F2) = s, and σ3(G2) = 3(m + s + t)+max{0, 3− s} = |V (G2)| + 2m + 2+max{s − 3, 0} − 1,
but any longest cycle passing through F2 is not dominating. The proof of Theorem 4 is given in Section 2.
In Theorem 4, if a graph G does not have a cycle passing through F , the conclusion holds in a vacuous way.
Therefore we consider a condition for a cycle to pass through a linear forest. In [6], Ha¨ggkvist and Thomassen proved
that any k−1 independent edges in a k-connected graph are contained in a common cycle. By this result and Menger’s
Theorem, we can easily obtain the following result.
Theorem 5. Let k,m be integers with k ≥ 2 and m ≥ 0. Let G be a (m + k)-connected graph, and let F be a linear
forest with |E(F)| = m and ω1(F) ≤ k. Then there exists a cycle passing through F.
Applying Theorem 5, we obtain a corollary of Theorem 4.
Corollary 6. Let k,m, s be integers with k ≥ 2, m ≥ 0 and s ≥ 0. Let G be a (m+ k)-connected graph on n vertices,
and let F be a linear forest with |E(F)| = m and ω1(F) = s ≤ k. Let C be a longest cycle passing through F. If
σ3(G) ≥ n + 2m + 2+max{s − 3, 0}, then C is dominating.
On the other hand, we consider a condition for a graph to be hamiltonian again. In 1989, Bauer, Broersma, Li and
Veldman gave a σ3 condition with the connectivity.
Theorem 7 (Bauer et al. [1]). Let G be a 2-connected graph on n vertices. If σ3(G) ≥ n + κ(G), then G is
hamiltonian.
The second purpose of this paper is to give a σ3 condition for a hamiltonian cycle passing through a linear forest.
Then we prove the following result.
Theorem 8. Let m be an integer with m ≥ 1. Let G be an (m + 2)-connected graph on n vertices, and F be a linear
forest in G with |E(F)| = m. If σ3(G) ≥ n+κ(G)+2m−1, then G contains a hamiltonian cycle passing through F.
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The connectivity condition in Theorem 8 is necessary by considering a graph G1 and a linear forest F1. The degree
condition of Theorem 8 is sharp in a sense. Let k,m, s and t be positive integers with k ≥ m + 2, s, t ≥ m and
s+ t = k+m−1. Let G3 = Ks + kK1+ Kt , and let F3 be a linear forest with F3 ⊂ Ks ∪ Kt and |E(F3)| = m. Then
σ3(G3) = 3(k + m − 1) = |V (G3)| + κ(G3) + 2m − 2 and G3 contains no hamiltonian cycle passing through F3.
On the other hand, since δ(G3) = κ(G3)+m − 1 and |V (G3)| = 2κ(G3)+m − 1, one might expect the degree sum
condition in Theorem 8 can be relaxed by adding a condition concerning minimum degree or order of a graph. Then,
by considering the minimum degree condition, we show the following result, which is an extension of Theorem 7.
Theorem 9. Let m be an integer with m ≥ 0. Let G be an (m + 2)-connected graph on n vertices, and F be a linear
forest with |E(F)| = m. Suppose that δ(G) ≥ κ(G)+ m. If σ3(G) ≥ n + κ(G)+ m, then G contains a hamiltonian
cycle passing through F.
The conditions of Theorem 9 are sharp in a sense. The above graph G3 shows that the minimum degree condition
in Theorem 9 cannot be relaxed. We consider the graph G4 := Ks+m+1 + Kk + (Kt+m + (k + t)K1), where
t ≥ s ≥ 0, m ≥ 1 and k ≥ m + 2. Let F4 be a linear forest with F4 ⊂ Kk ∪ Kt+m and |E(F4)| = m. Then
G4 contains no hamiltonian cycle passing through F4, and |V (G4)| = 2(k + t + m) + s + 1 ≥ 2κ(G4) + 2m + 1,
δ(G4) ≥ k +m + s ≥ κ(G4)+m and σ3(G4) = s +m + k + 2(k + t +m) = |V (G4)| + κ(G4)+m − 1. Therefore
both the minimum degree condition and degree sum condition in Theorem 9 are sharp.
Next, we consider a graph G of sufficiently large order, or order at least 2κ(G) + |E(F)|, where F is a given
linear forest. The following graph G5 shows that it is not able to decrease the value of degree sum for the graph G of
order 2κ(G) + m + 1 or 2κ(G) + m + 2. Let k,m, r, s and t be positive integers with s ≥ k ≥ m + 2, r ≤ 2, and
s + 1 = k + m. Let G5 = Kr + Ks + kK1 + K1, and let F5 be a linear forest with F5 ⊂ Ks and |E(F5)| = m. Then
σ3(G5) = s+ r − 1+ 2(k+m) = |V (G5)| + κ(G5)+ 2m− 2 and G5 contains no hamiltonian cycle passing through
F5. Therefore we show the following theorem.
Theorem 10. Let m be a positive integer. Let G be an (m + 2)-connected graph of order n, and F be a linear forest
with |E(F)| = m. Suppose that
σ3(G) ≥

n + κ(G)+ 2m − 2 for n = 2κ(G)+ m, and κ(G) ≥ 4 or m ≥ 2,
n + κ(G)+ 2m − 1 for n = 2κ(G)+ m, κ(G) = 3 and m = 1,
n + κ(G)+ 2m − 1 for n = 2κ(G)+ m + 1,
n + κ(G)+ 2m − 1− r for n = 2κ(G)+ m + 2+ r and 0 ≤ r ≤ m − 1,
n + κ(G)+ m for n ≥ 2κ(G)+ 2m + 1.
Then G contains a hamiltonian cycle passing through F.
The conditions of Theorem 10 are sharp. By the above graph G5, the degree sum condition is best possible for the
graph G of order at least 2κ(G) + 2m + 1. To consider the sharpness for the graph G of order 2κ(G) + m + 2 + r
with 0 ≤ r ≤ m − 1, we give the following graph G6. Let k ≥ m + 2, m ≥ t + 1, t ≤ r and s + t = k + m. Let G6
be a graph obtained from Kr+1 + Ks + kK1 + Kt . Let F6 be a linear forest with F6 ⊂ Ks ∪ Kt and |E(F6)| = m.
Then |V (G6)| = 2k + m + r + 1 and σ3(G6) = 3(k + m) = |V (G6)| + κ(G6) + 2m − 1 − r , but G6 contains no
hamiltonian cycle passing through F6. Finally, we show the sharpness for the graph G of order 2κ(G)+ m. Let k,m
be positive integers with k ≥ m + 2. Let G7 be a graph obtained from K1 + ((k − 1)K1 ∪ K2)+ Kk+m−2 by deleting
an edge joining a vertex of K1 and a vertex of K2. Let F7 be a linear forest with F7 ⊂ Kk+m−2 and |E(F7)| = m.
Then σ3(G7) = 3(k + m − 1) = |V (G7)| + κ(G7)+ 2m − 3 and G7 contains no hamiltonian cycle passing through
F7. Moreover, let G8 := K1 + (2K1 ∪ K2)+ K2 and let F8 be a linear forest consisting of one edge in the right side
K2. Then κ(G8) = 3, m = 1, n = 7 = 2κ + m, σ3(G8) = 10 = n + κ + 2m − 2 and G8 contains no hamiltonian
cycle passing through F8.
We do not know the sharp degree sum bound for a graph G of order at most 2κ(G) + |E(F)| − 2, where F is a
given linear forest. But, its behavior seems to be complicated depending on the connectivity of a graph and the size of
a linear forest.
A graph G is called hamiltonian-connected if for every u, v ∈ V (G), G has a hamiltonian path connecting u and
v. The notion of hamiltonian-connectedness is related to hamiltonian cycle passing through a prescribed edge. In fact,
by using Theorem 8, we can show the following result.
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Corollary 11. Let G be a 3-connected graph of order n. If σ3(G) ≥ n+ κ(G)+ 2, then G is hamiltonian-connected.
Proof. Let G be a graph satisfying the assumption of Corollary 11, and let u, v ∈ V (G). It suffices to find a
hamiltonian path connecting u and v. If uv ∈ E(G), there exists a hamiltonian cycle C passing through uv, because
G satisfies the assumption of Theorem 8 for m = 1. On the other hand, suppose that uv 6∈ E(G). Let G ′ := G + uv.
Since κ(G ′) ≤ κ(G) + 1, we have σ3(G ′) ≥ σ3(G) ≥ n + κ(G) + 2 ≥ n + κ(G ′) + 1. Then again G ′ satisfies the
assumption of Theorem 8, and hence there exists a hamiltonian cycle C passing through uv. In each case, C − uv is
a desired hamiltonian path. 
For standard graph-theoretic terminology not explained in this paper, we refer the reader to [3]. Let G be a graph
and H be a subgraph of G, and let x ∈ V (G) and X ⊂ V (G). We denote by NG(x) and NG(X) the neighborhood
in G of x and the set of vertices in V (G \ X) which are adjacent to some vertex in X , respectively. We define
NH (x) := NG(x) ∩ V (H) and dH (x) := |NH (x)|. Furthermore, we define NH (X) := NG(X) ∩ V (H). If there is
no fear of confusion, we often identify H with its vertex set V (H). For example, we often write G \ H instead of
G \ V (H). We write a cycle C with a given orientation by −→C . For x, y ∈ V (C), we denote by C[x, y] a path from
x to y on
−→
C . The reverse sequence of C[x, y] is denoted by←−C [y, x]. We define C(x, y) = C[x, y] \ {x, y}. For
x ∈ V (C), we denote the successor and the predecessor of x on −→C by x+ and x−, respectively. For a cycle −→C and
X ⊂ V (C), we define X+ := {x+: x ∈ X} and X− := {x−: x ∈ X}. A path P connecting x and y is denoted by
P[x, y]. We say a path P[x, y] is maximal if NG(x) ∪ NG(y) ⊂ V (P). For a subgraph H of G, a path P[x, y] is
called an H -path if V (P) ∩ V (H) = {x, y} and E(H) ∩ E(P) = ∅.
2. Proof of Theorem 4
First, for the proof of Theorem 4, we prove the following theorem.
Theorem 12. Let m, s ≥ 0 and G be an (m + 2)-connected graph of order n. Let M be a matching with |M | = m
and S ⊂ V (G) with |S| = s and S ∩ V (M) = ∅. Suppose σ3(G) ≥ n + 2m + 2+max{s − 3, 0}. Then every longest
cycle passing through M and S is dominating.
Proof of Theorem 12. If there exists no cycle passing through M and S, then trivially the statement holds. Therefore
we may assume that there exists a cycle passing through M and S. Let C be a longest cycle passing through M and S.
If E(G \ C) = ∅, then there is nothing to prove. Hence we may assume that E(G \ C) 6= ∅. Let H be a component
of G \ C with |V (H)| ≥ 2 and let v1, v2 ∈ V (H) such that v1 6= v2. Let T = NC (H) = {u1, u2, . . . , ut }. Let
W := {w ∈ V (C) : ww+ ∈ M}. Since M ⊂ E(C), note that |W | = |M | = m. Moreover, since M is a matching, we
have:
Claim 1. W ∩W+ = ∅.
Let X = T+ \W+. Since C is a longest cycle passing through M and S, we obtain the following claim.
Claim 2. Let xa, xb ∈ X with xa = u+a and xb = u+b (a 6= b). Let Ca := C[xa, ub]. Then the following statements
hold.
(i) xa 6∈ T .
(ii) There exists no C-path connecting xa and xb.
(iii) NCa (xa)
− ∩ NCa (xb) ⊂ W.
(iv) If NH (ua) \ {vi } 6= ∅, then NCa (xa)− ∩ NCa (vi )+ ⊂ W ∪W+ ∪ S for i = 1, 2.
(v) If |NH ({ua, ub})| ≥ 2, then NCa (xa)− ∩ NCa (xb)+ ⊂ W ∪W+ ∪ S.
Since G is (m + 2)-connected, we have |T | ≥ m + 2. Therefore there exist two vertices x1, x2 ∈ X . By Claim 2(i)
and (ii), NH (x1) = NH (x2) = ∅ and NG\C (x1) ∩ NG\C (x2) = ∅. Therefore, for i = 1, 2,
dG\C (x1)+ dG\C (x2)+ dG\C (vi ) ≤ |G \ C | − |H | + |H | − 1
= |G \ C | − 1. (1)
We define C1 := C[x1, u2], C2 := C[x2, u1] and Wi := W ∩ V (Ci ) for i = 1, 2.
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Claim 3. dC (vi ) ≥ m + 3 for i = 1, 2.
Proof. By Claim 2(i) and (ii), {x1, x2, vi } is independent. Clearly, NC1(x1)− ∪ NC1(x2) ⊂ V (C1). By Claim 2(iii),
NC1(x1)
− ∩ NC1(x2) ⊂ W1. Therefore we obtain
dC1(x1)+ dC1(x2) = |NC1(x1)−| + |NC1(x2)|
= |NC1(x1)− ∪ NC1(x2)| + |NC1(x1)− ∩ NC1(x2)|
≤ |C1| + |W1|.
By symmetry, dC2(x1)+ dC2(x2) ≤ |C2| + |W2|. Thus, by the inequality (1), we obtain
n + 2m + 2 ≤ dG(x1)+ dG(x2)+ dG(vi )
≤ |C1| + |W1| + |C2| + |W2| + dC (vi )+ |G \ C | − 1
≤ n + m + dC (vi )− 1.
This implies dC (vi ) ≥ m + 3. 
Let X i = NC (vi )+ \W+. Let Si := NC (vi )+ ∩ S and si := |Si |. For R ⊂ V (G) and u ∈ V (G), we define
εR(u) :=
{
1 if u ∈ R,
0 otherwise.
Claim 4. Suppose that x1, x2 ∈ X3−i for i = 1, 2. Then dG(x1)+dG(x2)+dG(vi ) ≤ n+2m+si+1−εS(x1)−εS(x2).
Proof. Clearly, we have NC1(x1)
− ∪ NC1(x2)∪ NC1(vi )+ ⊂ V (C1)∪ {x2}. If x2 ∈ S \ Si , then x2 6∈ NC1(vi )+, which
implies NC1(x1)
− ∪ NC1(x2) ∪ NC1(vi )+ ⊂ V (C1). Therefore we have
|NC1(x1)− ∪ NC1(x2) ∪ NC1(vi )+| ≤ |V (C1)| + 1− εS\Si (x2).
By Claim 2(iv), NC1(x1)
−∩NC1(vi )+ ⊂ W1∪W+1 ∪(Si ∩C1). Let A := NC1(x1)−∩NC1(x2) and B := NC1(x2)∩
NC1(vi )
+. By Claim 2(ii) and (iii), we have A ⊂ W1 and B ⊂ W+1 . Suppose that NC1(x1)− ∩ NC1(x2)∩ NC1(vi )+ =
NC1(x1)
−∩ B = A∩NC1(vi )+ 6= ∅, say y ∈ NC1(x1)−∩NC1(x2)∩NC1(vi )+. Then y ∈ A∩ B and so y ∈ W1∩W+1 ,
contradicting Claim 1. Therefore NC1(x1)
−∩NC1(vi )+ ⊂ (W1\A)∪(W+1 \B)∪(Si∩C1). On the other hand, note that
x1 6∈ NC1(vi )+ since x−1 6∈ V (C1). Thus, if x1 ∈ Si then NC1(x1)−∩NC1(vi )+ ⊂ (W1\A)∪(W+1 \B)∪(Si∩C1\{x1}),
and hence we have
|NC1(x1)− ∩ NC1(vi )+| ≤ |W1 \ A| + |W+1 \ B| + |Si ∩ C1| − εSi (x1).
Therefore we have
dC1(x1)+ dC1(x2)+ dC1(vi ) = |NC1(x1)− ∪ NC1(x2) ∪ NC1(vi )+| + |NC1(x1)− ∩ NC1(x2)|
+ |NC1(x2) ∩ NC1(vi )+| + |NC1(x1)− ∩ NC1(vi )+|
≤ |C1| + 1− εS\Si (x2)+ |A| + |B|
+ |W1 \ A| + |W+1 \ B| + |Si ∩ C1| − εSi (x1)
= |C1| + 2|W1| + |Si ∩ C1| + 1− εS\Si (x2)− εSi (x1).
By symmetry, we have dC2(x1)+dC2(x2)+dC2(vi ) ≤ |C2|+2|W2|+|Si ∩C2|+1−εS\Si (x1)−εSi (x2). Therefore
we deduce
dC (x1)+ dC (x2)+ dC (vi ) ≤ |C1| + 2|W1| + |Si ∩ C1| + 1− εS\Si (x2)− εSi (x1)
+ |C2| + 2|W2| + |Si ∩ C2| + 1− εS\Si (x1)− εSi (x2)
= |C | + 2m + si + 2− εS(x1)− εS(x2).
Thus, it follows from the inequality (1) that
dG(x1)+ dG(x2)+ dG(vi ) ≤ n + 2m + si + 1− εS(x1)− εS(x2). 
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Claim 5. s = s1 = s2 ≥ 3.
Proof. By Claim 3, we can choose x1, x2 so that x1, x2 ∈ X2. By the degree condition and by Claim 4, we have
n + 2m + 2 ≤ dG(x1)+ dG(x2)+ dG(v1)
≤ n + 2m + s1 + 1− εS(x1)− εS(x2)
≤ n + 2m + s1 + 1,
and so s1 ≥ 1. By symmetry, s2 ≥ 1. Assume that s1 = 1. Then we can choose x1 and x2 so that x1 ∈ S2 and x2 ∈ X2.
Note that εS(x1) = 1. Hence it follows from Claim 4 that
dG(x1)+ dG(x2)+ dG(v1) ≤ n + 2m + s1 + 1− εS(x1)− εS(x2)
≤ n + 2m + s1.
Thus, we have s1 ≥ 2. By symmetry, we have s2 ≥ 2. Hence we can choose x1, x2 ∈ S2. Note that
εS(x1) = εS(x2) = 1. Again, by Claim 4, we obtain
n + 2m + 2+max{s − 3, 0} ≤ dG(x1)+ dG(x2)+ dG(v1)
≤ n + 2m + s1 + 1− εS(x1)− εS(x2)
= n + 2m + s1 − 1.
This implies that s1 − 1 ≥ 2+max{s − 3, 0}, or equivalently, s1 ≥ s and s1 ≥ 3. Since s1 ≤ s, we have s = s1 ≥ 3.
By symmetry, we also obtain s = s2. 
By Claim 5, we can choose x1, x2, x3 ∈ S = S1 = S2. Without loss of generality, we may assume x1, x2, x3 appear
in this order along
−→
C . Let Di := C[xi , ui+1] (the indices are taken modulo 3) and Zi := W ∩ V (Di ) for i = 1, 2, 3.
Note that εS(xi ) = 1 for i = 1, 2, 3. In the rest of the proof, we use the similar argument as in the proof of Claim 4.
Since ND1(x1)
− ∪ ND1(x2)+ ∪ ND1(x3) ⊂ V (D1) ∪ {x2}, we have
|ND1(x1)− ∪ ND1(x2)+ ∪ ND1(x3)| ≤ |D1| + 1.
Let U := ND1(x1)− ∩ ND1(x3) and V := ND1(x2)+ ∩ ND1(x3). By Claim 2(iii), we have U ⊂ Z1 and V ⊂ Z+1 . By
Claims 1 and 2(v), we obtain
|ND1(x1)− ∩ ND1(x2)+| ≤ |Z1 \U | + |Z+1 \ V | + |S ∩ D1| − εS(x1)
= |Z1 \U | + |Z+1 \ V | + |S ∩ D1| − 1,
and so
dD1(x1)+ dD1(x2)+ dD1(x3) ≤ |D1| + 1+ |U | + |V | + |Z1 \U | + |Z+1 \ V | + |S ∩ D1| − 1
= |D1| + 2|Z1| + |S ∩ D1|.
Since we have the same inequalities on D2 and D3, it follows that
dC (x1)+ dC (x2)+ dC (x3) ≤ |C | + 2m + s.
On the other hand, by Claim 2(i) and (ii),
dG\C (x1)+ dG\C (x2)+ dG\C (x3) ≤ |G \ C | − |H |
≤ |G \ C | − 2.
Hence we obtain dG(x1)+ dG(x2)+ dG(x3) ≤ n+ 2m + s − 2. This contradicts the degree condition and establishes
Theorem 12. 
Proof of Theorem 4. We prove Theorem 4 by the induction on m. Let C be a longest cycle passing through F . If
E(F) forms a matching, then by Theorem 12, C is a dominating cycle, and the statement holds. Therefore we may
assume that E(F) is not a matching. Let v1v2v3 be a subpath of F . Let G ′ be a graph obtained by V (G ′) = V (G)\{v2}
and E(G ′) = E(G \ {v2}) ∪ {v1v3}, let F ′ be a linear forest in G ′ by F ′ = (F \ {v2}) ∪ {v1v3}, and let
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C ′ := (C\{v2})∪{v1v3}. Note that C ′ is a longest cycle in G ′ passing through F ′. Moreover, let m′ := |E(F ′)| = m−1
and n′ := |V (G ′)| = n − 1. Then G ′ is (m′ + 2)-connected and
σ3(G
′) ≥ σ3(G)− 3
≥ n + 2m + 2+max{s − 3, 0} − 3
= (n − 1)+ 2(m − 1)+ 2+max{s − 3, 0}
= n′ + 2m′ + 2+max{s − 3, 0}.
By the induction hypothesis, C ′ is a dominating cycle in G ′. Therefore for every u ∈ V (G ′ \ C ′) = V (G \ C),
NG ′(u) ⊂ V (C ′) and so NG(u) ⊂ NG ′(u) ∪ {v2} ⊂ V (C). Hence C is a dominating cycle in G. 
3. Proof of Theorems 8–10
The following lemma is easy to prove, and so we omit the proof.
Lemma 13. Let G be a 2-connected graph and F be a linear forest with |E(F)| = m. Suppose that P[u, v] is a path
passing through F. If dG(u)+ dG(v) ≥ n + m, then there exists a cycle passing through V (P) ∪ F.
Proof of Theorems 8, 9 and 10. Suppose that G is a graph satisfying the assumption of Theorem 8, 9 or 10, but
G does not contain a hamiltonian cycle passing through F . Let M := E(F), let V0 be a vertex cut of G with
|V0| = k = κ(G), let H1, . . . , Hp be a component of G \ V0 and let Vi := V (Hi ) for 1 ≤ i ≤ p. Since V0 is a
vertex cut, it follows that p ≥ 2. By Theorem 5, there exists a cycle passing through M . Let C be a longest cycle
passing through M . Then C is a dominating cycle by Theorem 4. If V (G \ C) = ∅, then we obtain the conclusion.
Therefore suppose that V (G \ C) 6= ∅, say x0 ∈ V (G \ C). Choose C and x0 so that (C1) dG(x0) is as large as
possible and (C2) x0 ∈ V0 if possible, subject to (C1). Let T := NG(x0) = NC (x0) = {u1, . . . , ut } and ut+1 = u1.
We may assume that u1, u2, . . . , ut appear in this order along
−→
C . Let xi := u+i and zi−1 := u−i for 1 ≤ i ≤ t . Let
W := {w ∈ V (C) : ww+ ∈ M}, X := T+ \ W+ and Z := T− \ W . Let X ′ := X \ V0 and Z ′ := Z \ V0. Then it is
easy to prove the following claim.
Claim 6. Let xi , x j ∈ X, 1 ≤ i 6= j ≤ t . Then the following statements hold.
(i) xi 6∈ T .
(ii) There exists no C-path connecting xi and x j .
(iii) NC (xi )− ∩ NC (x j ) ∩ C(xi , x j ) ⊂ W.
Case 1. dG(x0) ≤ k + m − 1.
In this case, G satisfies the assumption of Theorem 8 or 10. Let L = {xl ∈ T+ : E(C[ul , ul+1]) ∩ M = ∅}. Note
that |L| ≥ dG(x0) − m ≥ k − m ≥ 2, say xi , x j ∈ L . Choose xi ∈ L so that there exists xh ∈ X \ {xi } such that
xi ∈ NC (xh)− if possible.
First, suppose that G satisfies the assumption of Theorem 8. By Claim 6(i) and (ii), {x0, xi , x j } is an independent
set of order three. Hence dG(xi )+ dG(x j ) ≥ σ3 − dG(x0) ≥ n + k + 2m − 1− (k + m − 1) ≥ n + m. On the other
hand, P = C[xi , u j ]x0←−C [ui , x j ] is a path such that |V (P)| = |V (C)| + 1 and M ⊂ E(P). By Lemma 13, there
exists a cycle passing through V (P) ∪ M , a contradiction.
Next, suppose that G satisfies the assumption of Theorem 10. We may assume n = 2k +m or n = 2k +m + 2+ r
(r ≥ 0). Let C1 = C[xi , u j ] and C2 = C[x j , ui ]. Let L ′ = L \ {xi , x j }, L ′1 = L ′ ∩ C1 and L ′2 = L ′ ∩ C2. Note
that |L ′| = |L| − 2 ≥ dG(x0) − m − 2. Suppose that NC1(xi )− ∩ L ′1 6= ∅, say xa ∈ NC1(xi )− ∩ L ′1. Then, by the
choice of xi , there exists xh ∈ X \ {xi } such that xi ∈ NC (xh)−. We consider C ′ = x0←−C [ui , xh]C[x+i , uh]x0 and
xi ∈ V (G \ C ′). Then dG(xi ) ≤ dG(x0) by the choice of x0. Similarly, dG(xa) ≤ dG(x0). By Claim 6(i) and (ii),
{x0, xi , xa} is an independent set of order three. Therefore σ3 ≤ dG(x0) + dG(xi ) + dG(xa) ≤ 3(k + m − 1). If
n = 2k + m then σ3 ≤ n + k + 2m − 3, a contradiction. If n = 2k + m + 2 + r , then σ3 ≤ n + k + 2m − r − 5,
a contradiction. Thus we have NC1(xi )
− ∩ L ′1 = ∅. Hence by Claim 6(ii), NC1(xi )− ∪ NC1(x j ) ⊂ C1 \ L ′1. By
Claim 6(iii), NC1(xi )
− ∩ NC1(x j ) ⊂ W ∩C1. Therefore dC1(xi )+ dC1(x j ) ≤ |C1| + |W ∩C1| − |L ′1|. By symmetry,
dC2(xi )+ dC2(x j ) ≤ |C2| + |W ∩ C2| − |L ′2|. Thus we have
dC (xi )+ dC (x j ) ≤ |C | + |W | − |L ′|
≤ |C | + 2m + 2− dG(x0).
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By Claim 6(i) and (ii), {x0, xi , x j } is an independent set of order three and we have NG\C (xi ) ∩ NG\C (x j ) = ∅ and
NG\C (xi ) ∪ NG\C (x j ) ⊂ V (G \ C) \ {x0}. This implies
dG\C (xi )+ dG\C (x j ) ≤ |G \ C | − 1.
Therefore σ3 ≤ dG(x0) + dG(xi ) + dG(x j ) ≤ n + 2m + 1. If n = 2k + m, k = 3 and m = 1, then
σ3 ≤ dG(x0)+dG(xi )+dG(x j ) ≤ n+3 < n+k+2m−1; otherwise σ3 ≤ dG(x0)+dG(xi )+dG(x j ) ≤ n+k+m−1,
a contradiction. This completes the proof of Case 1.
Case 2. dG(x0) ≥ k + m.
In this case, note that |X | ≥ k and |T | ≥ k + m, and hence n ≥ 2k + m + 1. The following fact is obvious.
Fact 7. If |V0 ∩ (T ∪ V (G \ C))| ≥ l, then there exist l intervals C[ui , ui+1] with C(ui , ui+1) ∩ V0 = ∅ and
E(C[ui , ui+1]) ∩ M = ∅.
Claim 8. X ′ 6= ∅ or Z ′ 6= ∅.
Proof. Suppose not. Since |T | ≥ dC (x0) ≥ k + m, |W | = m and |V0| = k, we have |T | = k + m, x0 6∈ V0 and
V0 = X . By symmetry, V0 = Z . Without loss of generality, we may assume x1 ∈ X = Z . We now consider the cycle
C ′ = x0←−C [u1, u2]x0. By Theorem 4, C ′ is a dominating cycle because C ′ is a longest cycle passing through M . By
the choice of x0 and by the assumption of Case 2, dG(x1) = k + m. Since x1 ∈ V0, this contradicts the choice of x0.

Without loss of generality, we may assume that X ′ 6= ∅ and furthermore x1 ∈ X ′ ∩ V1. Choose x1 so that
C(u1, u2) ∩ V0 = ∅ and E(C[u1, u2]) ∩ M = ∅ if possible.
Case 2.1.
⋃p
i=2 Vi ⊂ T ∪ {x0}.
By the assumption of Case 2.1, x0 ∈ V0 or u1 ∈ V0. By Fact 7 and the choice of x1, C(u1, u2) ∩ V0 = ∅ and
E(C[u1, u2]) ∩ M = ∅, and so z1 ∈ Z ′ ∩ V1.
Claim 9. X ′ \ {x1} 6= ∅ or Z ′ \ {z1} 6= ∅.
Proof. Assume not. If x0 6∈ V0, then u1, u2 ∈ V0 since x1, z1 ∈ V1. By Fact 7, we see X ′ \ {x1} 6= ∅. Therefore
x0 ∈ V0. Since |T | = dC (x0) ≥ k + m, |W | = m and |V0 ∩ C | ≤ k − 1, we have dG(x0) = |T | = k + m and
V0 \ {x0} = X \ {x1}. By symmetry, V0 \ {x0} = Z \ {z1}. Since |X \ {x1}| = k − 1 ≥ m + 2 − 1 ≥ 2, there exist
xi , x j ∈ X \ {x1} with xi 6= x j . We now consider the cycle C ′ = x0←−C [ui , ui+1]x0. Then it follows from the choice of
x0 that dG(xi ) = k + m, and dG(x j ) = k + m by symmetry.
Suppose that G satisfies the assumption of Theorem 10 and n = 2k + m + 2 + r (r ≥ 0). By Claim 6(i) and (ii),
{xi , x j , x0} is an independent set of order three. Then we obtain
dG(xi )+ dG(x j )+ dG(x0) ≤ 3(k + m)
≤ n + k + 2m − 2− r,
a contradiction. Therefore we may assume that G satisfies the assumption of Theorem 8, 9 or Theorem 10 and
n = 2k + m + 1. By Claim 6(i) and (ii), NG(x1) ⊂ (V (G) \ V2) \ (X ∪ {x0}) and {x1, xi , x0} is an independent
set of order three. By the assumption of Case 2.1, we obtain
dG(x1)+ dG(xi )+ dG(x0) ≤ n − |V2| − |X | − 1+ 2(k + m)
≤ n + k + 2m − 1− |V2|.
Because V2 6= ∅, this contradicts the assumption of Theorem 8, and Theorem 10 and n = 2k+m+1. Thus, G satisfies
the assumption of Theorem 9. Let v2 ∈ V2. Then NG(v2) ⊂ (V2 \ {v2}) ∪ V0. By the minimum degree condition,
|V2| − 1+ |V0| ≥ dG(v2) ≥ k + m, or |V2| ≥ m + 1. Hence we obtain
dG(x1)+ dG(xi )+ dG(x0) ≤ n + k + 2m − 1− |V2|
≤ n + k + m − 2,
a contradiction. 
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Without loss of generality, we may assume that X ′ \ {x1} 6= ∅, say xi ∈ X ′ \ {x1}. Let D1 := C[x1, ui ] and
D2 := C[xi , u1]. By Claim 6(ii), ND1(x1)∩X = ∅. Hence ND1(x1)−∩(V2\W ) = ∅, since V2 ⊂ T . By the assumption
of Case 2.1, we obtain xi ∈ V1. This yields NG(xi )∩V2 = ∅. Thus, we obtain ND1(x1)− ∪ ND1(xi ) ⊂ D1 \ (V2 \W ).
By Claim 6(ii) and (iii), ND1(x1)
− ∩ ND1(xi ) ⊂ (W \ V2) ∩ D1. Hence we have
dD1(x1)+ dD1(xi ) ≤ |D1 \ (V2 \W )| + |(W \ V2) ∩ D1|
≤ |D1| − |(V2 \W ) ∩ D1| + |(W \ V2) ∩ D1|
≤ |D1| − |V2 ∩ D1| + |W ∩ D1|.
By the similar argument, dD2(x1)+dD2(xi ) ≤ |D2|−|V2∩D2|+|W∩D2|. On the other hand, NG\C (x1)∪NG\C (xi ) ⊂
V (G \ C) \ {x0}. By Claim 6(ii), NG\C (x1) ∩ NG\C (xi ) = ∅. Thus we deduce that
dG(x1)+ dG(xi ) ≤ |C | − |V2| + |W | + |G \ C | − 1
= n − |V2| + m − 1.
Let y1 ∈ V2. Then dG(y1) ≤ |V2| + |V0| − 1 = |V2| + k − 1. Since x1, xi ∈ V1 and y1 ∈ V2, {x1, xi , y1} is an
independent set of order three. Hence σ3 ≤ dG(x1)+ dG(xi )+ dG(y1) ≤ n + k + m − 2, a contradiction.
Case 2.2.
⋃p
i=2 Vi 6⊂ T ∪ {x0}.
Let y2 ∈⋃pi=2 Vi \ (T ∪ {x0}). Choose y2 ∈⋃pi=2 Vi ∩ X ′ if possible. Without loss of generality, we may assume
that y2 ∈ V2. Note that x1y2 6∈ E(G) because x1 ∈ V1 and y2 ∈ V2. Since y2 6∈ T and C is dominating, it follows that
x0y2 6∈ E(G). Therefore {x0, x1, y2} is an independent set of order three. By Claim 6(ii), NC (x1)∩ X = ∅. Hence we
obtain NC (x1) ∩ NC (y2) ⊂ V (C \ X) ∩ V0. On the other hand, NG\C (x1) ∩ NG\C (y2) ⊂ V (G \ C) ∩ V0.
First, suppose that y2 6∈ X ′. Then the choice of y2 yields X ′ ⊂ V1, and hence NG(y2) ∩ X ′ = ∅. Thus, we have
NG(x1) ∪ NG(y2) ⊂ V (G \ (X ′ ∪ {x0})). Next, suppose that y2 ∈ X ′. By Claim 6(i) and (ii), NC (y2) ∩ X ′ = ∅.
Therefore we also have NG(x1) ∪ NG(y2) ⊂ V (G \ X ′) \ {x0}. Thus, we obtain
dG(x1)+ dG(y2) ≤ |G| − |X ′| − |{x0}| + |(C \ X) ∩ V0| + |(G \ C) ∩ V0|
≤ |G| − |X \ V0| − 1+ |C ∩ V0| − |X ∩ V0| + |(G \ C) ∩ V0|
= |G| + |V0| − |T+ \W+| − 1
= |G| + |V0| + |W+| − |T+| − 1
= n + k + m − dG(x0)− 1,
and hence σ3 ≤ dG(x0)+ dG(x1)+ dG(y2) ≤ n + k + m − 1 ≤ n + k + 2m − 2, a contradiction. 
References
[1] D. Bauer, H.J. Broersma, R. Li, H.J. Veldman, A generalization of a result of Ha¨ggkvist and Nicoghossian, J. Combin. Theory Ser. B 47 (1989)
237–243.
[2] J.A. Bondy, Longest paths and cycles in graphs with high degree, Research Report CORR 80-16, Department of Combinatorics and
Optimization, University of Waterloo, Waterloo, Ontario, Canada, 1980.
[3] J.A. Bondy, Basic graph theory — paths and cycles, in: Handbook of Combinatorics, vol. I, Elsevier, Amsterdam, 1995, pp. 5–110.
[4] R.J. Gould, A look at cycles containing specified elements of a graph, preprint.
[5] R.J. Gould, Advances on the Hamiltonian problem — A survey, Graphs Combin. 19 (2003) 7–52.
[6] R. Ha¨ggkvist, C. Thomassen, Circuits through specified edges, Discrete Math. 41 (1982) 29–34.
[7] H. Kronk, A generalization of a theorem of Po´sa, Proc. Amer. Math. Soc. 21 (1969) 77–78.
[8] O. Ore, Note on Hamilton circuits, Amer. Math. Monthly 67 (1960) 55.
[9] L. Po´sa, On the circuits of finite graphs, Magyar Tud. Akad. Mat. Kutato´ Int. Ko¨zl 8 (1963) 355–361.
