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Suppose that G is a tinite-dimensional subspace of a normed space X and T is 
a compact metric space with uncountably many points. Then C( T, C) is proximinal 
in C( T, A’) if and only if PG has a continuous selection. This result partially answers 
an open problem proposed by E. W. Cheney and C. Franchetti (BON. Un. Mat. 
Ital. B 18 (1981), 1003-1015). 0 1989 Academtc Press, Inc. 
1. INTRODUCTION 
For any subspace M of a normed linear space Y, the metric projection 
P, from Y onto M is defined as 
where 
d(y,M)=inf{Ily-gll:gEM}. 
M is called proximinal in Y if PM(y) # 0 for all y E Y. A continuous map 
Q from Y to M is called a continuous selection for P, if Q(y) E PM(y) for 
all y E Y. 
For a normed space X and a compact Hausdorff space T, C( T, X) will 
denote the normed space of continuous maps f from T to X normed by 
Ilfll :=su~{Ilf(t)llx: tE T>, 
where II .[I X is the norm on X. 
In multivariate approximation theory, the proximinality of certain tensor 
product subspaces is not easy to determine (see [2]). In [3], Cheney and 
Franchetti have proved the following result. 
THEOREM A. Let T be a compact Hausdorff space and let G be a sub- 
space in a normed space X. If P, has a continuous selection, then C( T, G) 
is proximinal in C( T, A’). 
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An open problem they left (see [3] or [2, p. 361) is whether the 
converse of Theorem A is also true, i.e., they proposed the following open 
problem. 
PROBLEM B. Let T be a compact Hausdorff space and let G be a sub- 
space in a normed space X. Is it true that the proximinality of C( T, G) in 
C( T, X) implies the existence of a continuous selection for P,? 
Recently, the author has confirmed that the answer to Problem B is 
positive in some special cases. The result is as follows [7] (or [2, p. 361): 
THEOREM C. Let T be a sequentially compact Hausdorff space with 
infinitely many points, and let S be a compact Hausdorff space. Then, for any 
Jnite-dimensional subspace G of C(S), C( T, G) is proximinal in C( T, C(S)) 
tf and only tf P, has a continuous selection. 
In this paper, by using Brown’s characterization about the existence of 
continuous selections [ 11, we will give a positive answer to Problem B in 
quite general cases. Our main results can be summarized as follows. 
THEOREM 1.1. Let T be a compact metric space with uncountably many 
points, and let G be a finite-dimensional subspace of a normed space X. Then 
C( T, G) is proximinal in C( T, X) if and only tf Po has a continuous selection. 
THEOREM 1.2. Let T be a compact metric space with finitely many cluster 
points, and let G be a finite-dimensional subspace of a normed space X. Then 
the following are equivalent: 
(1) C( T, G) is proximinal in C( T, X); 
(2) PO is almost lower semicontinuous (alsc), i.e., for any xE X, 
there is g* E P&x) such that lim, _ m x, = x always implies 
lim, _ m d(g*, P&,)) = 0. 
COROLLARY 1.3. Let T be a compact metric space with finitely many 
cluster points. Then there exist a normed space X and a finite-dimensional 
subspace G of X such that C( T, G) is proximinal in C( T, X) but P, has no 
continuous selection. 
Remark 1.4. The sufficiency of Theorem 1.1 follows from Theorem A. 
The ( 1) * (2) in Theorem 1.2 is a special case of a general result of Cheney 
and Franchetti in [3]. Brown [l] and Zhivkov [9] (or see [6]), inde- 
pendently, give counterexamples which show that there exist a normed 
space X and a finite-dimensional subspace G of X such that Po is alsc but 
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P, has no continuous selection. Corollary 1.3 follows immediately from 
Theorem 1.2 and their result. 
Remark 1.5. It is interesting to notice that Problem B is closely related 
to the following problem proposed by Deutsch in [S]: 
PROBLEM D. Suppose that G is a subspace of a normed space X. Is it 
true that the almost lower semicontinuity of P, implies the existence of 
continuous selection for P,? 
In [3], Cheney and Franchetti have proved that if PC(x) is separable 
for all x E X and C( T, G) is proximinal in C( T, X), then P, is alsc. Thus, 
if G is separable, whenever Problem D has a positive answer, so does 
Problem B. 
Remark 1.6. If T has only finitely many points, then C( T, G) is always 
proximinal in C( T, A’) whenever G is proximinal in X. This is a trivial case 
that Problem B has a negative answer. However, Corollary 1.3 tells us that 
the uncountability of T is essential in Theorem 1.1, i.e., even if T has 
infinitely many points, Problem B may still have a negative answer. 
In the rest of this paper, we will establish some relationships between the 
proximinality of C( T, G) and the derived submappings Pg’ of P, intro- 
duced by Brown [l]. The approach used here is to refine the constructive 
method used by Cheney and Franchetti in [3]. Brown’s nice result about 
the existence of continuous selection (see Lemma 2.1.) allows us to 
establish Theorem 1.1. 
2. NECESSARY CONDITIONS OF FROXIMINALITY 
From now on, we will always assume that T is a compact metric space 
and G is a finite-dimensional subspace of a normed space X. 
In order to study the existence of continuous selections for P,, Brown 
[ 1 ] introduced the following submappings of P,: 
P$j+“(x):={gEP “-rm $I: lim x, =x implies lim d(g, Pl;k’(x,)) = 0}, 
“+a 
xczX,kaO, 
where P$“(x) = P&x). Denote D(P$‘) = {x E X: Pi,“‘(x) # $3 > for k 3 1. 
By studying P, , UC) Brown obtained the following characterization about 
the existence of continuous selections for P,. 
409.143 1.13 
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LEMMA 2.1 [I]. P, has a continuous selection if and only if 
D(@?‘)) = X, where m = dim G. 
We need Lemma 2.1 to prove Theorem 1.1 later. Now we are going to 
establish several technical emmas which are the refinement of the construc- 
tive method used in [3]. 
LEMMA 2.2. For any x E X, k B 0, and E > 0, there is 6 > 0 such that for 
ge PG(x) with d(g, Pl;k+ “(x)) 2 E, we have 
,by+ sup{d(g,P~‘(y)): YEX, Uy-XII e,-}a% 
Proof. Assume the contrary that there are g, E PC(x) such that 
dk,,, Pl;kclW)>,~, n3 1, 
lim SwMg,~ P%Y)): YW lb-XII a~> < l/n, q-O+ 
Without loss of generality, we may assume 
lim g, = g* E PC(x). 
n-m 
By (2.1) and (2.3) we get 
g* E P’c” + “(X). 
Now for any 2 > 0, by (2.3) there is N > 2/A such that 
II g, - g” II < w. 
By (2.2), there is vo>O such that 
dk,, Pi,“‘) < l/N IIY-XII G?OT YEX. 
It follows from (2.5) and (2.6) that 
dk*, Pink’) G l/g* - g,ll + dk,, Pi?(Y)) 
(2.1) 





<1/2+1/N<II, YEX IIY-XII d?o. (2.7) 
Since I > 0 is arbitrary, (2.7) implies g* E P(Gk+ l’(x), which contradicts (2.4). 
Let T(O) = T and Tck + I) be the set of all cluster points of Z’(k) for k 2 0. 
LEMMA 2 3 . . Let to E Tck’, k 2 0, and x0 E X with d(x,, G) = 1. Then for 
any neighborhood V of to in T and any neighborhood W of x0 in X, there are 
a closed subset A c V and FE C( A, X) such that 
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(1) F(?)E Wfor tczA; 
(2) d(F(t), G)= 1 for tEA; 
(3) t,EA andF(t,)=x,; 
(4) Zf Q E C(A, X) such that Q(t) E P,(F(t)) for t E A, then 
L?(h) E ~WJ 
Proof We prove the lemma by induction on k. If k = 0, take A = (to}, 
then conditions (l)-(4) hold. Assume that Lemma 2.3 is true for k d m. Let 
t, E T’“‘+ ‘I, and let V and W be neighborhoods of t, and x,,, respectively. 
By the definition of T (*+I) there are distinct points t, in T’“’ such that , 
t”E v\{to>Y n2 1, 
lim t, = t,. (2.8) 
n-xl 
Since for any n > 1, t, is not a cluster point of the set { tn} ;“, there are 
l/n > E, > 0, n 2 1, such that 
B(tn, &ti) nB(tjt Ej) = 0, j#n, 4 j> 1, 




B(t, E)= {SE T: &(t, s)<E} 
and dT( ., .) denotes the metric on T. 
Let (g,}? be a dense subset of PG(x,,)\PI,,“’ ‘)(x0). Set 
Ajzq!:+ s”P{d(gj, p’c”‘(Y)): YEx9 llY-xOll G?} >O, j> 1. 
Let 0 < o! < 1 such that 
B(x,, a) := {xEX: IIx-x,Jl <a} c W. (2.11) 
By the definition of ;1,, we can choose yje X such that 
Set 
d(g,T pl,"'(Yj)) 2 Aj/2, .i> 1, (2.12) 
IIYj-xoll ~~~~{~j,~}/{~~j~~I/~~ll +2)}, j31. (2.13) 
Xl = Yjld(Yj, G), j2 1. 
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By d(x,, G) = 1. we can deduce that 
4yj, G) 2 4x,, G) - 11% - yjll = 1 - Ily, - xoll 2 l/2, j> 1. (2.14) 
It follows from (2.13) and (2.14) that 
llxj-XOII G IIxj-x,ld(Yj, G)ll + IIxOII ‘(1 -d(Yj, G)) 
G IIYj-XAI/dYj, G)+ IIxoII IIY,-XOII G(lIx~ll +2). IIYj-xOII 
<c(/2j, j2 1. (2.15) 
Since P$.“‘(Ax) = APl;m)(x) for any real number A [1] and 
II g/l G IIX - k!ll + llxll G 2 II-a, for x~Xandg~P~(x), 
we can derive from (2.12), (2.13) that 
d(g,jv f’$Y’(Xj)) =44~j, G) ’ gj, pj,“‘(Yj))l4Y,, G) 
> {4gj, Pl,“‘(Yj))- (1 -d(Yj, G)) IIg~ll)/(IlX,-Yjll 
+ 4x0, (3) 
2 {A~/2-2’ llxOll ’ IlxO-Yjll}/2 
3 (Ai/ - A,/4 )/2 = 1,/q j> 1. (2.16) 
Set 
W, = B(x,, a/2j), j> 1, 
vj = B(tj, &,L j>, 1. 
Since tjc TCm)n V, and xj~ W, with d(x,, G) = 1, by the inductive 
hypothesis, there are closed subsets Aj c Vi and Fj E C(A,, X) such that for 
j> 1, 
Fj(t) E WI, tEAi, (2.17) 
4f”(t), G)= 1, teAi, (2.18) 
tjeAj and Fj( tj) = xi, (2.19) 
and if QjeC(Aj,X) such that Qj(t)EP,(Fj(t)) for tEAi, then 
Q,(t,) E Pl,“‘(x,). (2.20) 
Let 
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By (2.8), (2.9), Ajc B(tj, sj), and sj< l/j, we obtain 
(2.21) 
which implies that A is closed. By (2.10) and Aj c B( tj, sj), we know that 
A c V. Define 
F(t) = F,(t), 
teA,,jal 
x0, t= to. 
By (2.9) and Fj E C(A,, X), we get that F( .) is continuous at A\( to}. By 
(2.17) and (2.15), we have 
IIF(xoll G IIF(xjll + llxj-XOII 
-c u/2j + ci/2j = u/j, tEAj, j> 1. (2.22) 
It follows from (2.10) and (2.22) that F is continuous at to. Thus 
FE C(A, X). Also, (2.22) and (2.11) imply 
F(t) E w, tEA. (2.23) 
By the definition of F and (2.18), we obtain 
W(t), G) = 4 tEA, 
F(t,) =x0. 
Now let Q E C(A, X) such that Q(t) E P,(F(t)). Denote 
(2.24) 
(2.25) 
Qj=QlA,, j2 1. 
Then QjE C(Aj, X) such that Qj(t)EPG(Fj(t)), t E Aj, j> 1. By (2.20), we 
get 
Q(tj)=Qj(ti)cPi;m)(xj), ja 1. (2.26) 
We claim that 
Q(t,) E Pi,“’ ‘)(x0). (2.27) 
In fact, if (2.27) fails to be true, since P$“+l)(xo) is a closed subset [l], 
there is E > 0 such that 
4Q(to), P$“+ “(xc,)) a 2~. (2.28) 
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Since Q(t,) E P,(x,) and (g,};U is dense in P,(x,)\PI;“+ ‘)(x0), there are 
j, > n such that 
II Q(ro) - gjnII < e/n, nB 1. (2.29) 
It follows from (2.28) and (2.29) that 
4gjn, pg+ "(Xl))) BE, n> 1. 
By Lemma 2.2, there is 6 > 0 such that 
njn > 6 > 0, n> 1. 
By (2.8), (2.29), (2.26), (2.16), and (2.31), we can deduce that 
O= lim IIQ(ro)-Q(rjn)ll n-m 
(2.30) 
(2.31) 
2 lim inf { IIQ(tjn) - gj”ll - Ilgjn - Q(to>ll 1 n-30 
= lim inf 1) Q( tjJ - gjJ 
n-cc 
k lim inf d(g. I”’ P’,“‘(x. )) II8 
n-m 
> lim inf Ajn /8 > 618 > 0, 
n-c=2 
which is impossible. The contradiction shows that (2.27) is true. Thus, A 
and F satisfy the conditions (l)-(4). This completes the proof of 
Lemma 2.3. 
LEMMA 2.4. For any f E C( T, X), we have 
4.L C(T, G)) = sup{4f(G, G): r~ T}. (2.32) 
Proof: Let X, be the completion of X. Then X, is a Banach space. Since 
G is finite-dimensional, G is a closed subspace of X,. By Theorem 2 in [4] 
(or see [2, p. 393) and C(T, X) c C(T, X,), we know that (2.32) holds. 
Remark. Cheney and von Golitschek have proved [4] that if X is a 
Banach space, then (2.32) holds for any closed subspace G of A’. Since we 
always assume dim G < co, we do not need the assumption that X is a 
Banach space. 
THEOREM 2.5 Suppose Tck’ # 0, k >O. Zf C( T, G) is proximinal in 
C( T, X), then D(P’,k’) = X. 
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Proof: Since dim G is finite, it is not difficult to verify that G c D( i;“‘) 
whenever X\G c D(Pl;k’). Thus, we only need to prove that 
Pz;k’(x) # rzr for XE X\G. (2.33) 
Since Pl;k)(Lx) = AP$‘(x) for XE X and real numbers A, we obtain that 
P$)(x) # @ if and only if P$‘(x/d(x, G)) # fzl for x E X\G. So, (2.33) is 
equivalent to 
P$‘(x) # 0 for xEXwith d(x, G)= 1. (2.34) 
Now choose t,~ Tck). Let X~E X with d(x,, G) = 1. Take V= T and 
W= B(x,, f). By Lemma 2.3, there are a closed subset A of T and 
FE C(A, X) such that 
IF(t) - 4 < $2 teA, (2.35) 
W’(t), G) = 1, tcA, (2.36) 
to E A and F(to) = xo, (2.37) 
and if Q E C(A, A’) such that Q(t) E P&F(t)) for t E A, then 
ecto, E EYXO). (2.38) 
By the Borsuk-Dugundji Extension Theorem [8, p. 3651, there is 
F, E C( T, X) such that F,(t) = F(t) for t E A and for any t E T, Fe(t) is in the 
convex closure of (F(.s): SE A}. By (2.35), we have 
IIFo(t) - xoll Q $2 tE T, 
which implies d( F,( t), G) 2 4 for t E T. Define 
H(t) = Fo(tW(Fo(t), G) E C(T JO (2.39) 
By (2.36), we get 
H(t) = F(t), tEA (2.40) 
Since C( T, G) is proximinal in C( T, X) and HE C( T, X), there exists 
Q E P,(. Gj(H). By (2.39) and Lemma 2.4, we obtain 
Q(t) E f’,(H(t)), te T. (2.41) 
It follows from (2.40), (2.41), and (2.38) that 
Q(to) E P%o). 
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Thus, we have proved (2.34). This completes the proof of Theorem 2.5. 
LEMMA 2.6 IfT (I) is countable, so is T. 
Proof Let A, = {t E T: dT(t, T(l)) 3 l/k}. Then A, is a finite set. Since 
T(l) is closed 9 we have 
T\T”)=xi, A,. 
So, T= T”‘u (Up= i Ak) is countable. 
Inductively, by Lemma 2.6, we can derive the following result. 
LEMMA 2.7. If T W) is countable for some k 2 1, so is T. 
COROLLARY 2.8. If T is uncountable, then Tck’ # @for all k 2 1. 
By Lemma 2.1, Theorem 2.5, and Corollary 2.8, we can draw the 
following conclusion. 
THEOREM 2.9. If T is uncountable and C( T, G) is proximinal in C( T, X), 
then P, has a continuous selection. 
Now Theorem 1.1 follows from Theorem A and Theorem 2.9. Since P, is 
alsc iff D(P’,“) = X, (1) =+- (2) in Theorem 1.2 follows from Theorem 2.5. We 
restate (2) * (1) in Theorem 1.2 as Theorem 2.10. 
THEOREM 2.10. If T(l) zs a finite set and D(P$)) = X, then C( T, G) is 
proximinal in C(T, X). 
Proof Suppose T(l)= (ti: 1 di<m}. Let ci>O such that 
B(t,* &i) IT B(tj, &j) = 02 i#j, 1 <i, j<m. (2.42) 
For any FE C( T, X), let giE PG’(F(ti)), 1 < i < m. For to B(ti,Ei)\{ t,}, 
choose g, E P,(F( t)) such that 
II g, - gill = d(gi, P,V(t))). (2.43) 
For t E T\Uy= i B( ti, si), arbitrarily choose g, E P,(F( t)). Define 
tE T\{t;: 1 <i<m) 
t=ti, 1 <i<m. 
Obviously, 
sup{II~(~)-Q(tNl:t~ T} <W', C(T, (3). 
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By (2.42), (2.43), and giE Z’$)(F(;(ti)), 1< i< m, we can easily verify that Q 
is continuous at { ti: 1 < i < m }. Since T\ { ti>;l is a set of isolated points, 
Q E C( T, G). Thus, C(T, G) is proximinal in C(T, X). This completes the 
proof of Theorem 2.10. 
Remark. Theorem 2.5 and Theorem 2.10 lead us to the following open 
problem: 
OPEN PROBLEM. Suppose that k > 1, Fk) is a finite set, and D(P$)) = X. 
Is C( T, G) proximinal in C( T, X)? 
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