While limited to low spatial resolution, the next generation low-frequency radio interferometers that target 21 cm observations during the era of reionization and prior will have instantaneous fields-of-view that are many tens of square degrees on the sky. Predictions related to various statistical measurements of the 21 cm brightness temperature must then be pursued with numerical simulations of reionization with correspondingly large volume box sizes, of order 1000 Mpc on one side. We pursue a semi-numerical scheme to simulate the 21 cm signal during and prior to Reionization by extending a hybrid approach where simulations are performed by first laying down the linear dark matter density field, accounting for the non-linear evolution of the density field based on second-order linear perturbation theory as specified by the Zel'dovich approximation, and then specifying the location and mass of collapsed dark matter halos using the excursion-set formalism. The location of ionizing sources and the time evolving distribution of ionization field is also specified using an excursion-set algorithm. We account for the brightness temperature evolution through the coupling between spin and gas temperature due to collisions, radiative coupling in the presence of Lyman-alpha photons and heating of the intergalactic medium, such as due to a background of X-ray photons. The hybrid simulation method we present is capable of producing the required large volume simulations with adequate resolution in a reasonable time so a large number of realizations can be obtained with variations in assumptions related to astrophysics and background cosmology that govern the 21 cm signal.
INTRODUCTION
Observations of the 21 cm line of neutral hydrogen are currently considered to be one of the most promising probes of the epoch of reionization (EoR) and possibly even the preceding period, during the so called dark ages (Madau et al. 1997; Loeb & Zaldarriaga 2004; Gnedin & Shaver 2004; Furlanetto et al. 2004; Zaldarriaga et al. 2004; Sethi 2005; Bharadwaj & Ali 2005; Morales & Hewitt 2003; Loeb & Zaldarriaga 2004) . Given the line emission, leading to a frequency selection for observations, the 21 cm data provides a tomographic view of the reionization and pre-reionization process (Santos et al. 2005; Furlanetto et al. 2004a ) and can also be an exquisite cos-⋆ Email: mgrsantos@ist.utl.pt (MGS); luis.ferramacho@ist.utl.pt (LF) mological probe providing complimentary information when compared to cosmic microwave background anisotropies (Mao et al. 2008; Santos & Cooray 2006; McQuinn et al. 2006; Bowman et al. 2007) . New large area radio interferometers are now being developed, with the promise of measuring this signal, namely, LOFAR 1 in the Netherlands, MWA 2 in Australia and the low-frequency extension of the planned Square Kilometre Array (SKA 3 ). Motivated by the observational possibilities offered by the current and upcoming low frequency radio interferometers a great deal of effort has been underway in order to fully understand and generate the expected 21 cm signal that will be seen by these experiments (see for a review). Analytical models can be very useful to quickly generate the signal with high dynamic range, in particular the power spectrum of 21 cm brightness temperature fluctuations (Furlanetto et al. 2004b Sethi 2005; Barkana 2007 ) and for testing the ability of a given experiment to constraint cosmological and astrophysical parameters (Santos & Cooray 2006; McQuinn et al. 2006; Mao et al. 2008 ). The analytical models have also been useful to understand the possible contributions to the 21 cm signal at high redshifts (Barkana & Loeb 2005; Pritchard & Furlanetto 2007) , although it is at low redshifts (z 10) that they seem to provide a better description of the 21 cm 2-point correlation function (Santos et al. 2008) . However, these models still have problems dealing with the spatial distribution of the reionization process, such as bubble overlap and ignores complicated astrophysics during reionization.
Numerical simulations, on the other hand, can potentially provide an improved description of the 21 cm brightness temperature signal from first principles. They typically involve a combination of a N-body algorithm for dark matter, coupled to a prescription for baryons and star formation (often complemented by a hydrodynamical simulation), plus a full radiative transfer code to propagate the ionizing radiation (Gnedin 2000; Razoumov et al. 2002; Sokasian et al. 2003; Ciardi et al. 2003; Kohler et al. 2005; Iliev et al. 2006; Zahn et al. 2007; McQuinn et al. 2007; Shin et al. 2007; Baek et al. 2009 ). These simulations have the advantage of properly dealing with the spatial distribution of the fields (such as bubble overlapping or the nonsphericity of the bubbles) and can be used to extract more information than just the 21 cm anisotropy power spectrum. The disadvantage is that they are slow to run, being constrained in dynamical range to sizes typically smaller than 143 Mpc, and producing a large set of simulations for cosmological and astrophysical parameter estimates is unrealistic.
Instead the 21 cm community makes use of hybrid approaches involving simulations and analytical techniques. Thomas et al. (2009) generate faster simulations by post-processing a dark matter simulation with a 1-D radiative transfer code to create bubbles around the sources of radiation embedded in the dark matter halos. Mesinger & Furlanetto (2007) have taken a hybrid approach between the analytical models (Furlanetto et al. 2004b,a) and the spatial description provided by the full numerical simulations. This is based on 3-D Monte Carlo realizations of the dark matter density field combined with an "analytical prescription" in order to generate the halo and ionization fields. Zahn et al. (2007) also considered a similar analytical prescription but based directly on the linear density field (see also Alvarez et al. 2009 ). Although much faster than previous numerical approaches, the hybrid approach of Mesinger & Furlanetto (2007) is still constrained to "small" sizes depending on the amount of shared memory available in the computer and to low redshifts since it neglects the spin temperature evolution for the 21 cm calculation.
It is useful to note that the proposed low-frequency interferometers that plan to observe the 21 cm signal from reionization have low spatial resolution capabilities but very large fields of view -5x5 deg 2 or more, requiring boxes of at least 1000 Mpc in size if we want to properly simulate a single field of view and pass such a simulation through the observation pipeline in order to understand how instrumental noise and systematic effects impact the observations. At the same time we need to be able to resolve halos of the order of 10
8 M⊙ corresponding to a cooling temperature of 10 4 K that is deemed necessary to host the ionizing sources responsible for reionization. This implies a resolution of 0.14 Mpc requiring the use of large boxes with (7000) 3 cells, making even a hybrid method not useful. Moreover, at high redshifts we need to take into account detailed physics that determine the 21 cm brightness temperature, such as the heating of the inter galactic medium (IGM) or the Lyman-α coupling of the spin temperature to the gas temperature, which makes it a challenging exercise to implement a complete radiative transfer/gas dynamics algorithm in a large volume simulation box.
In this paper, we propose a semi-numerical technique, partially following the hybrid approach prescribed in Mesinger & Furlanetto (2007) , capable of quickly generating an end-to-end simulation of the 21 cm signal even at high redshifts when the effect of the spin temperature is nonnegligible. Moreover, this method can be used to simulate very large volumes (e.g. 1000 Mpc), crucial to simulate the field-of-view of next generation of radio telescopes, without sacrificing the speed or requiring unpracticable amounts of computer memory. The code to generate this type of simulation will be provided publicly online 4 and it will be subject to continuous improvement through calibration against full radiative transfer/hydrodynamic simulations. The large volume simulations created with this method will be part of the SKA Design Studies Simulated Skies (S 3 ) initiative and we hope this approach can prove useful to generate sky models for the future 21 cm experiments, which is crucial to test for calibration issues and foreground removal as well as to study the features of the 21 cm signal that can be probed by a variety of experiments and to check the dependence of various statistics extracted from the observations on the underlying astrophysical and cosmological parameters.
In the next Section we introduce the algorithm to generate the simulation of the 21 cm signal up to high redshifts, while in Section 3 we explain how to extend the simulations to very large volumes. For results presented here, we assumed a flat ΛCDM universe with the following cosmological parameters: Ωm = 0.28, Ω b = 0.046, h = 0.70, ns = 0.96 and σ8 = 0.817 based on the results from WMAP5, BAO and SN (see Hinshaw et al. 2009 and references therein) . Throughout the paper we quote all quantities in comoving units unless otherwise noted.
SEMI-NUMERICAL SIMULATION UP TO z=25
In this Section, we outline our semi-numerical approach, first focusing on establishing the linear density field and from it the dark matter halo distribution followed by the ionization field, with first order perturbations to account for non-linear effects.
From linear density fluctuations to the halo distribution
The underlying basis for our simulation is a Monte-Carlo realization of the dark matter linear density field assuming a Gaussian probability distribution function for the linear overdensity as the initial state, which is then later evolved and used to find the collapsed structures and the corresponding ionized bubbles. This implementation partially follows the algorithm prescribed in Mesinger & Furlanetto (2007) , which is based on the "peak-patch" approach introduced by Bond & Myers (1996) . The principle behind this procedure is that at the high redshifts such as those where reionization occurs, the spatial distribution of dark matter halos can be obtained with linear theory, and non-linear gravitational effects can be accounted for by using only first-order perturbations on the linear field -i.e., with the Zel'dovich approximation (Zel'Dovich 1970; Efstathiou et al. 1985) .
As part of the simulations presented here, we first start by creating a realization of the linear matter density field, using a random Gaussian distribution to generate the Fourier space density fluctuations in a box with comoving size L and N cells:
where a k , b k are Gaussian random variables with unit variance and zero mean and P δδ (k) is the dark matter power spectrum. We define the power spectrum Paa(k) for a generic quantity a, as a(k)a(k
for continuous fields, where δD is the Dirac delta function. The power spectrum can be determined from linear evolution of the primordial density fluctuations. Although numerical codes such as CAMB and CMBFAST could be used for a more accurate evaluation of the power spectrum, the simulations presented in this paper use the approximation provided by the Eisenstein & Hu (1998) fitting formulae for the dark matter transfer function in standard ΛCDM models (note that the our simulation code also includes a routine to read in a transfer function from a Boltzmann equation solver such as CAMB)
The density field in real space then follows from the inverse Fourier transform:
where x and k are discretized taking into account the simulation box. This realization of the dark matter density field can be used to identify collapsed halos using the excursionset formalism, in which a given region is considered to undergo gravitational collapse if its mean overdensity reaches a certain critical value of order of δc(z) ∼ 1.68/D(z), assuming spherical symmetric collapse (D(z) is the linear growth factor normalized so that D(0) = 1). High resolution Nbody simulations (Sheth & Tormen 1999; Sheth et al. 2001) showed that by considering ellipticity in non-linear gravitational collapse, the critical overdensity would become a function of the filter scale as:
where δc(z) is the quantity introduced above and a, b and c are fitting parameters. We have adopted this definition in order to identify dark matter halos. This algorithm simply applies a series of top-hat filters of decreasing size to obtain the mean density around any given point of the density field. Note that in order to make the process faster, we applied the filtering procedure as a multiplication in Fourier space (with the corresponding Fourier transform of the window function) and then transformed back to real space. A given cell is then considered to be the center of a halo of mass M when the condition δ(M, x) > δc(M, z) is verified. We also consider a full exclusion criterion, which means that halos overlapping with a previously marked halo are discarded. This algorithm allows then to obtain a catalog of halo positions and masses which can be used to identify the star formation regions responsible for ionizing the surrounding IGM. An important factor in this analysis is the resolution used in our linear grid, which sets the minimum size of halos that can be identified.
If one wants to go as far as to resolve halos of mass 10 8 M⊙, we need to have a resolution of order of 0.14 Mpc.
The above spatial resolution (which sets the grid size of our simulation box), together with the available RAM memory of the machine used to create these first simulations, justifies the maximum size of the simulation to be of L=300 Mpc for N=1800 3 cells (resulting in a minimum halo mass of 1.65 × 10 8 M⊙). For the results presented here we used a machine with 32 CPUs and 64 GB of shared RAM memory, although only 20 CPUs were used at any given time. This algorithm requires the use of large Fast Fourier Transforms (we used the fftw-3.1.1 package 5 ) to filter the density field in Fourier space and thus requires a significant amount of allocatable shared memory in order to create simulation boxes with enough resolution. In our machine, we managed to obtain the full halo catalog in a reasonable running time of less than 1 hour per redshift.
In figure 1 we show the mass functions obtained at z=10 for two different configurations (L=300 Mpc;N =1800 3 and L=143 Mpc;N=1536
3 ) and compare them with the results from the full N-body simulation of Trac et al. (2008) which covers a region with L=143 Mpc. The straight line represents the expected mass function as derived by Sheth & Tormen (1999) , using the fitting parameters by Jenkins et al. (2001) . One can see that both simulations agree quite well with the theoretical curve although the number of low mass halos in the simulation with the lower resolution (L=300 Mpc) is slightly underestimated. However, we have checked that this effect has a minor impact on the ionized hydrogen distribution and can be seen as a good compromise in order to cover the largest possible volume with this algorithm.
With the halo distribution derived from the linear density field, the positions of both the halos and the dark matter were corrected to include non-linear dynamics. This was done by the means of the Zel'dovich approximation, i.e., by using the linear velocity field, obtained from our simulations, to adjust the positions of both the halos and dark matter distribution, starting at an arbitrary high redshift (see Mesinger & Furlanetto 2007 for details on this implementation).
In figure 2 we show the power spectrum at three different redshifts of the dark matter fluctuations with and without the non-linear corrections, in the dimensionless form Figure 1 . Mass functions at z=10 taken from our halo filtering prescription with L=143 Mpc and N=1536 3 (blue circles) and L=300 Mpc and N=1800 3 (black diamonds). The results for the N-body simulation of Trac et al. (2008) with L=143 Mpc are also shown as green squares. The line show the mass function from Sheth & Tormen (1999) , using the fitting parameters by Jenkins et al. (2001) . Error bars are included only for the L=300Mpc data for viewing purposes. Normalized power spectrum of matter density fluctuations at redshifts 7.5 (upper curves), 10 (middle curves) and 14 (lower curves). Straight and dashed lines correspond to the power spectrum in our simulation, before and after applying the Zel'dovich corrections.
2 ). In terms of the density power spectrum, we can see that the Zel'dovich approximation increases the correlations at small scales similar to what is seen in full N-body simulations.
From the halo distribution to ionization field
With the corrected halo and density fields, the ionization regions can be determined using a similar excursion-set algorithm. The principle behind this procedure is that the galaxies formed inside dark matter halos will produce a given amount of photons (dependent of the halo mass) that will ionize the surrounding hydrogen generating ionized bubbles. The efficiency of this process can be quantified by one parameter ζ, so that a region will be ionized when:
where f coll is the fraction of mass that has collapsed in halos in that region (Furlanetto et al. 2004b ). We assumed a constant efficiency parameter although this can be easily extended to include redshift and mass dependence without degradation of the speed of the simulation. We note that this is an approximate model and contains several limitations when compared with full radiative transfer methods.
In particular it does not include radiative feedback effects and spatially dependent recombinations. Neverheless, comparison with such more detailed (albeit slower) simulations show that our bubble filtering algorithm is a very good approximation providing maps with enough accuracy to be compared against future 21cm experiments. We use this principle to construct our ionization field (xi), averaging both the halo mass and density fields with the spherical top-hat filters of decreasing size. Whenever the condition in equation (4) was verified, all cells contained inside the sphere where flagged as completely ionized, allowing at the same time for overlapping regions. To increase the speed of the simulation, we chose to smooth the density and halo fields into a 600 3 grid before starting the filtering algorithm. The impact of reducing the resolution is to increase the minimum bubble size, causing some small scale ionization to be lost. To account for this effect we considered a fractional description of the ionization state within each cell. After filtering our box up to the cell size, we searched for non ionized cells containing halos, to which we attributed an ionization value of xi = Vi/V cell , the ratio between the ionized volume which follows directly from our barrier condition Vi = M coll ζ/(1 + δi)ρm and the cell volume.
Another important aspect of the degrading resolution for ionization calculation can be the overall loss of information on small scales when using smoothed boxes to apply the Zel'dovich approximation. The use of small size boxes is desirable to reduce computational costs, but reducing the box size of the velocity field used to displace halos and dark matter particles can have a significant impact in the final mean ionization fraction (xi). We checked that by performing all calculations with smoothed boxes of 300 3 or 600 3 cells the value ofxi can change by up to 5% for a fixed value of ζ. To keep the maximum of information at all scales we decided to perform all corrections with 1800 3 boxes and smooth the density and halo distributions only after applying the Zel'dovich corrections. There is no significant increase in the computational cost when implementing the Zel'dovich approximation on the original box size.
As a result of this multi-step algorithm, we obtained the distribution of ionization bubbles in our simulation box which can be used to derive several relevant quantities. In figure 3 are shown 4 slices of our ionization field at decreasing redshifts. These figures exhibit the characteristic bubble structure of ionized hydrogen increasing in size at lower redshifts until converging into a completely ionized IGM. The four panels of figure 3 correspond toxi =0.08, 0.24, 0.46, 0.82, with the bulk of the reionization happening between z=14 and z=7.5. Obviously, these values are intrinsically deFast Large Volume Simulations of the 21 cm signal 5 Figure 3 . Slices of the ionization field at four different redshifts: clockwise from top-left z = 12, 10, 9, and 8. pendent on the assumed efficiency (here we assumed a value of 15.1), which could be constrained through observational data. This is shown in figure 4 where we compare the evolution of the mean ionization fraction with redshift using ζ = 6.7 and 15.1. We see that by changing the efficiency parameter we can change the redshift where reionization starts and fit to a desired optical depth (we can quickly generate the ionization field once we change ζ).
In order to characterize the statistical distribution of the ionization field we computed its power spectrum (Px i x i ). In figure 5 we show the results using two configurations of L=300 Mpc, N=600
3 and L=143 Mpc, N=768 3 and compare it to the results from Trac et al. (2008) which also has L=143 Mpc, N=768
3 . The efficiency parameter was adjusted to obtain the same ionization fractionxi(ζ = 7 for both the L=143 Mpc and L=300 Mpc simulations) . Since these configurations correspond to different spatial resolutions, a smoothing was performed in the N=768
3 ionization boxes to roughly match the resolution of the 0.5 Mpc per cell achieved in the 300 Mpc simulation. Two important conclusions can be drawn from this figure: the excursion-set formalism allows to obtain a bubble power spectrum that matches the one obtained from a full N-body radiative transfer simulation when the volume size and cell resolution are the same. However, an important difference is observed between the power spectrum at large scales obtained in our simulation with a larger volume (L=300 Mpc) when compared to the lower volume ones. We believe this is due to the fact that we are finding larger bubbles in the 300 Mpc box, while smaller bubbles are absorbed in larger ones (a similar effect was observed in Mesinger & Furlanetto 2007) . We have checked that such differences do not originate from the lower number of low mass halos obtained in the L=300 Mpc simulation or the fact that the mass function extends to larger masses in the larger simulation.
The 21 cm signal
With ionization maps at different redshifts we can focus on the predicted 21 cm signal from neutral hydrogen during the pre-EOR and the EOR. In the following Section we will briefly present the theoretical aspects behind this radiation and the results from our simulation. For a given observational frequency, the 21 cm signal corresponds to an intensity variation along the line of sight of
where TS is the spin temperature of the IGM, z is the redshift corresponding to the frequency of observation (1 + z = ν21/ν), where ν21 =1420 MHz) and Tγ =2.73(1 + z)K is the CMB temperature at redshift z. The optical depth corresponding to the hyperfine transition is given by (Field 1959) :
where A10 is the spontaneous emission coefficient for the transition (2.85 × 10 −15 s −1 ), nHI is the neutral hydrogen number density and ∂Vr/∂r is the comoving gradient of the total radial velocity along the line of sight. Neglecting peculiar velocities, one has ∂Vr/∂r = H(z)/(1 + z). The neutral density can be expressed as nHI = fHIXρ b /mp where fHI = ρHI/ρH is the fraction of neutral hydrogen (mass weighted), X ≈ 0.76 is the hydrogen mass fraction, ρ b is the baryon density and mp the proton mass. Since the baryonic content follows the dark matter distribution, the 21 cm temperature can then be written as:
where dvr/dr is the comoving gradient of the line of sight component of the comoving velocity (obtained directly from the density field using a fourier transform). In high density regions of the simulation one can have 1/H dvr/dr −1 and therefore we imposed a limit to this gradient of dvr/dr > −0.7H in order to avoid singularities. Note that this only affects a very small number of cells (< 0.05%) and we verified that in neutral regions we have |dv/dr| < H. In the above equation, both fHI and δ (as well as the velocity gradient) can be obtained as a direct result of our simulation (we used fHI = 1 − xi), but the term depending on TS is sensitive to variations of the spin temperature value over the volume. For z < 10, one can make the reasonable assumption that Ts ≫ Tγ since the IGM gas temperature should be well above 100K at these redshifts but at higher redshifts the contribution to the signal from the spin temperature has to be taken into account which we address further below.
In figure 6 we plot the brightness temperature power spectrum for two different stages of the EoR (xi = 0.24 and xi = 0.81). In each figure we also plot the different contributions to the total power spectrum. This was done by using exclusively density, ionization and velocity fluctuations at each time in eq.7. One can observe that at the initial stages of reionization (lowxi), the main contributions to the 21 cm signal come from the density and ionization fluctuations, meaning that the hydrogen spatial distribution is moderately important due to the small ionization bubble size. At later stages, ionization bubbles have grown to a size where they completely dominate all the other contributions. As for the velocity fluctuations, they are sub-dominant at all stages, although being more important for higher redshifts.
Spin temperature at high redshifts
At high redshifts (z 10) the spin temperature (TS) is no longer high enough to saturate the effect in equation 7 and we need to take into account the contribution of fluctuations from the spin temperature to the 21 cm signal. These originate from fluctuations in the coupling between the spin temperature and the gas temperature and the perturbations in the gas temperature itself (TK) and we can write:
where xtot = xα + xc is the sum of the radiative and collisional coupling parameters. Collisions can be important for decoupling the HI 21 cm spin temperature from the CMB, especially at very high redshifts Wouthuysen 1952; Field 1959) , on the other hand, should be dominant for z < 25 and we shall concentrate on calculating this effect here. Note however that if we use a model where the Lyα coupling is smaller, then the collisional coupling at lower redshifts can become important close to the sources due to the X-ray emission (Zaroubi et al. 2007; Kuhlen et al. 2006) . The radiative coupling is given by
with Jc ≈ 5. . We follow the prescription in Santos et al. (2008) to calculate Jα (the spherical average of the number of Lyα photons hitting a gas element per unit proper area per unit time per unit frequency per steradian), given by a sum over the hydrogen levels n,
where we used nmax = 16, frec(n) is the fraction of Lymann photon that cascade through Lyα and the redshift z ′ in equation 10 is such that
The emitted frequency at z ′ is given by
in terms of the Lyman limit frequency νLL and xmax(n) corresponds to the comoving distance between z and zmax(n) such that:
In equation 10, ψ(x, z) is the comoving star formation rate density and ǫα(ν) gives the spectral distribution function of the sources (defined as the number of Lyn photons per unit frequency emitted at ν per baryon in stars). We can easily assume any model for ǫα(ν) in our code to test for different sources of radiation. For this simulation we used: Aν −α , with α = 0.9 and A set such that we get a total of 20000 Lyα photons per baryon which gives a Lyn emission similar to the one used in Santos et al. (2008) . Note however that the amplitude is degenerate with the normalization of the star formation rate. In order to obtain the star formation rate density from the simulation we used the halo catalogues generated to create boxes of collapsed mass (M coll (x, z)) for two closely separated redshifts and calculated:
, where f * was used to normalize the star formation rate density to the one used in Shin et al. (2007) (see fig. 7 ).
Finally, to make the code faster and taking into account that we only have the star formation rate density boxes for a range of redshifts, we divided the integral over dΩ ′ dx ′ above in eq. 10 into redshift bins, e.g.
with kernel Ki(x ′ ) = ǫα(ν ′ )/(4π x ′2 ) if zi z ′ < zi+1 corresponding to the redshift bin for which we assume the ψi box to be constant and Ki(x ′ ) = 0 otherwise. Here, imax(n) is set by xmax(n) but to avoid having to sum over too many boxes we made the assumption that when x ′ > 71 Mpc the star formation rate was homogeneous. We have checked by changing this limit that it is a good approximation (note that the star formation rate density fluctuations are quite small on large scales, k < 0.1 Mpc −1 ). Moreover, since this is a convolution, the expression above can be easily calculated with resort to a Fast Fourier Transform (FFT):
Figure 8, left panel, shows the evolution of the radiative coupling with redshift which is already larger than 1 for z < 18. The right panel on the other hand shows the power spectrum of the quantity xα/(1 + xα) which is what contributes to the 21 cm signal (we divided the power spectra by the square of the average for later comparison, although this does not change the amplitude much). We see here that the fluctuations peak around z = 20 when xα ≈ 0.1. The gas in the IGM is also heated as the reionization progresses. In our simulation, we assume that this heating is done by x-rays with an emission connected to the star formation rate (see Santos et al. 2008) . Our starting point was to calculate the total x-ray energy per unit time deposited in a given cell:
where
and ni (i =HI, HeI, HeII) is the number density (due to our prescription for ionization, we assumed that fHeI = fHI and there was no HeIII at these high redshifts). The optical depth τ should in fact depend on the path between x ′ and x but to increase the speed of the calculation we assumed ni to be homogeneous in the integral used to obtain the optical depth. Moreover, we tabulated the kernel values (which only depend on x ′ ) and interpolated them when doing the FFT making the code faster by a large factor. In the equation above, ǫX (ν) is again assumed to be a power law, with a spectral index and amplitude compatible with what is observed for starburst galaxies (note that this amplitude is also degenerate with the star formation rate normalization). We then calculate how much of this energy is used for secondary ionizations in the neutral IGM,
as well as how much is used to heat the IGM, by integrating:
where fion is the fraction of energy converted into ionizations and f heat the fraction converted into heat (Shull & van Steenberg 1985) which depends on the fraction of free electrons, xe. We started the integration at z = 25 assuming an initial temperature of T = 14K consistent with adiabatic cooling of the gas from z = 150 (where it is approximately equal to the CMB temperature). Figure 9 , left panel, shows the evolution of the gas temperature with redshift, where we can see that most of the IGM is heated above 100K for z 11. The spin temperature starts very close to the CMB one (no signal) and approaches the gas temperature as xα increases, following it for z < 17. In the right panel we show the power spectrum of the quantity 1 − TCMB /TK which contributes directly to the fluctuations in the brightness temperature (but in this case we divided by the square of the average). Comparing to the right panel in fig. 8 we see that fluctuation in xα are dominant at very high redshifts (z > 18 when xα < 1) while the perturbations in the gas temperature are more important at lower redshifts, peaking at z = 14 if we multiply the fluctuations by the average of 1 − TCMB/TK which is what shows up in the 21 cm signal.
Finally, putting it all together we can calculate the 21 cm signal using equation 7. Calculation of xα and the gas temperature takes around 5 minutes for each redshift in our machine using 20 CPUs. This obviously depends on how many star formation rate density boxes we use for the integration which in turn depends on the assumed redshift bin (in our case we used dz = 0.25 for each box). In figure 9 , left panel, we can also see the evolution of the average brightness temperature with redshift, which is observed in absorption down to z = 12 where it becomes approximately zero when TK ≈ TCMB.
In figure 10 we show maps of the 21 cm signal for a few very high redshifts taking into account all the effects. At high redshifts (z = 21) most of the temperature is zero (Ts ∼ TCMB) but we already start to see some cold spots where the Lyα sources couple the spin temperature to the cold gas temperature. At z = 17 the spin temperature is basically following the gas temperature everywhere and we can see fluctuations in the 21 cm signal due essentially to the gas temperature (although most of the Universe is still cold at this epoch). At z = 14 we can already see the higher temperature regions surrounding the light sources located in the halos. Finally at z = 11 basically all the IGM is heated above the CMB and we start seeing the ionization bubbles (xi ≈ 0.1, but note that some of the dark regions here are not due to the ionized bubbles but because TS = TK ∼ TCMB). Figure 11 shows the corresponding power spectrum. Note again that at z ≈ 11 the fluctuations in the gas temperature still make an important contribution to the 21 cm signal, especially on large scales (increasing the power), even though the IGM temperature is already above the CMB one (TK ∼ 150K and TCMB = 32.7K). . Left: The evolution of the gas temperature, spin temperature and brightness temperature with redshift. Solid black line -CMB; Red dashed -gas temperature; Blue dotted -spin temperature; Dark blue solid/dashed (below) -brightness temperature. Right: power spectra of the factor 1 − T CM B /T K divided by the square of its average.
EXTENDING THE SIMULATION TO VERY LARGE VOLUMES
Although quite fast and based on first principle physics, the semi-numerical simulation presented so far still imposes some limitations regarding the volume it can cover. In the absence of large computing resources, it is not feasible to run a simulation covering a large dynamical range. For example the simulation presented above, covering 300 3 Mpc 3 , required to push the limits of our machine, using 20-processors and almost 64 GB of shared RAM in order to perform the FFT filtering. The main problem with the algorithm that was presented is that it still requires a very large number of cells in order to achieve sufficient resolution to filter scales corresponding to 10 8 M⊙ halos and cover large volumes at the same time. If we want to simulate the very large volumes that will be surveyed by the next generation radio telescopes a less demanding algorithm is required.
This motivated us to implement a slightly simpler method when identifying the halos. Using the same resolution of N=1800
3 , but with L=1000 Mpc (which corresponds to roughly a 5 × 5 deg 2 sky at z=15) the minimum cell size of L/N ∼0.51 Mpc corresponds to a minimum halo mass of ∼ 1 × 10 10 M⊙. Clearly, this configuration does not allow us to resolve halos down to the required minimum mass of 10 8 M⊙. However, one can use the expected halo mass function to place these smaller halos in our large volume simulation cells by using the prescription of Wilman et al. (2008) . It follows directly from the definition of the mass function that the quantity n = dn/dM ∆M ∆V corresponds to the mean number of halos found in a given cell with comoving volume ∆V. If one would simply perform a Poisson sampling for each cell labelled (i,j,k), with mean n(i,j,k), the distribu- tion of obtained halos would yield a correct mass function but their positions would be completely random. In order to correlate the halo positions with the underlying density field, a normalized bias term can be added,
where b(z, M ) is the bias model for halos at a given redshift and δ(z, M ) the density field at the same redshift. The constant K is a normalization constant that ensures the consistency of the above expression with the mass function dn dM when averaging over the large volume box. For a Gaussian field, this requirement leads to:
Here, σ(z) 2 is the variance of the density field at a typical scale of cell size. The above equations introduce a dependence of the halo locations on the density field, by amplifying the overdense regions with respect to underdense ones. As for the bias term, it describes the difference in clustering between dark matter halos and the mass density field. We consider a linear bias developed from the Press-Schechter Figure 12 . Mass function at z=10 for our simulation with L=300Mpc and N=1800 3 (green squares) comparing with the large volume simulation with L=1000 Mpc and N=1800 3 (blue diamonds). Halos with masses M < 10 10 M ⊙ were placed using the Poisson sampling method introduced in this section.
formalism by Mo & White (1996) and later modified by Jing (1998) :
where ν = δc/σ(M ) and n is the spectral index of the primordial density field fluctuation power spectrum. We have then used this prescription in complement with the excursion-set formalism to perform a dark matter simulation with L=1000 Mpc. Since the cell size defines the lower mass scale using the exclusion set formalism, halos with mass above 10 10 M⊙ were obtained using this method. For scales bellow the cell size, we did a Poisson sampling of the entire box using eq. 19 for the distribution mean. In this way, we allow for the same cell to contain more than one halo, as long as the sum of their associated volumes does not exceed the cell volume ∆V . In figure 12 , we plot (blue diamonds) the obtained mass function for this run and compare it to the higher resolution, L=300 Mpc simulation obtained using only the excursion set formalism. We can clearly see that only this method allows to have a high compatibility with the expected mass function with low resolution, whereas the full excursion-set formalism only has similar results when the cell resolution is considerably high.
Despite the good agreement with the mass function, a more important aspect is to see how well this formalism can reproduce the spatial distribution of the halos and correlation with the density field. This is a crucial factor, since a correct determination of the reionization bubbles depends on the relation between these quantities. One way of testing for this is by computing the halo power spectrum, P(k) hh , of the quantity δ hh = M coll /M coll − 1. In figure 13 we show the obtained power spectrum, and compare it with the one from the simulation of Trac et al. (2008) . The halo power spectrum derived from our method shows the same characteristic shape as the one obtained with the full N-body simulation. Once we introduce the first order Zel'dovich corrections for the halo positions (red dashed curve) the power spectrum becomes almost in perfect agreement with the simulation Figure 13 . Halo power spectrum of the halo field obtained in our very large volume simulation before and after applying the Zel'dovich corrections (dotted dashed and dashed curves, respectively), compared with the result from the L=143 Mpc of Trac et al. (2008) .
(we also checked that this agreement is true for different mass bins). Such result shows that this somehow ad hoc method can retrieve the "correct" statistical properties of dark matter halos.
Encouraged by this result, we proceed to derive the ionization bubbles using the same excursion-set formalism as in Section 2. For this, we have also applied the Zel'dovich approximation for the density and halo field boxes. In order to keep a moderate computational time, we used again a N=600 3 box for determining the ionization field, which resulted in a cell size of about 1.5 Mpc. This required the need to identify smaller ionized regions (∼0.5 Mpc) which was done using the same technique introduced in Section 2, with the halo catalog being used to identify the ionized volume within each non-ionized cell. The results for the power spectrum of the ionization field are shown in figure 14 compared to those obtained with the full excursion-set method with L=300 Mpc and for two different efficiency parameters at z=9. The curves seem to agree reasonable well showing convergence with the 300 Mpc box, although if we go to even larger ionization fractions we still find slightly larger bubbles in the 1Gpc box (the largest bubble for the 1Gpc box with xi = 0.55 has a size of 20 Mpc). Note that the bubble size will also be affected by absorption systems (e.g. Alvarez & Abel 2010) .
To illustrate the application of this method we show the final brightness temperature maps for the expected 21-cm signal in the L=1000 Mpc simulation ( fig. 15 ). Note that we are considering partially ionized cells in this simulation, so even the large patches of emission in the figure have a reasonable amount of ionizing sources, although this is difficult to see given the small size of each "pixel".
SUMMARY
We presented a semi-numerical method capable of quickly generating end-to-end simulations of the 21 cm signal even at the high redshifts where the spin temperature is nonnegligible. The algorithm allows to generate brightness tem- Figure 14 . Power spectrum of the ionization field for the very large volume simulation (green dashed curves), compared to the same result for the L=300 Mpc simulation. Both plots are for z=9 but using different efficiency parameters (ζ=5.0 and ζ=14.0) so thatx i = 0.1 (left) andx i = 0.55 (right), respectively. Figure 15 . The temperature maps for the L=1000 Mpc simulation for two different ionization states at z=9 (as in figure 14 ).
perature boxes with very large volumes, e.g. (1000 Mpc) 3 , crucial to properly simulate the field of view of the next generation of radio-telescopes, without sacrificing the speed or requiring unfeasible computer resources 6 . The corresponding code (SimFast21) implements the following prescription:
• Monte Carlo generation of the dark matter density and velocity fields at z=0 assuming Gaussian distribution functions.
• Determination of the halo catalog using an excursionset formalism on the linear density field at any given redshift. For large volumes a biased Poisson sampling is used to introduce small mass halos. erations for overlap checking. Nevertheless, the typical time for the computation of the above steps is about 2 hours for the simulation with L=1000 Mpc, which can be considered remarkably fast. We are expecting that further optimization of the code can still reduce this time.
Although much faster than hydrodynamical numerical simulations, our analysis shows that relevant quantities such as the halo mass function, the halo mass power spectrum, the star formation rate or the ionization fraction power spectrum are all consistent with the numerical simulations with which we compared our results to. In particular, the ionization fraction power spectrum is similar to the one obtained with radiative transfer codes (RT) when comparing to the same volume. We still find some differences on the largest scales when comparing to simulations with relatively small volumes (143 Mpc), which we can relate to the production of larger HII bubbles. These differences become much smaller as we increase the simulation volume and the change of size in the largest bubbles becomes less important when compared to the overall size of the simulation.
The dependence on the astrophysical parameters of the simulation was encoded in three functions: the ionization efficiency, ζ, the Lyα spectral distribution function of the sources, ǫα and the X-ray spectral distribution function, ǫX . These functions can be easily changed for a model of our choice and the code can then quickly generate new simulations of the signal (even faster if we keep the same cosmology). By combining all the unknowns into a physically meaningful small set of parameters we can easily probe the huge intrinsic parameter space available at high redshifts probed by 21 cm observations. This versatility is included in our algorithm. The possibility to generate reionization simulations from scratch without the need for supercomputers is a great advantage allowing to experiment with different models. Moreover, this allows room for improvement through calibration with full numerical simulations. The code can be a useful tool to generate sky models for future 21 cm experiments, important to test the observation pipeline, study how the foregrounds affect the observations and can be separated given a noise model, and to develop optimal estimators for signal extraction. The code will be released for public use in due course and we welcome the community participation in its updating and upgrading as well as development of additional applications on observational probes of reionization beyond the 21 cm observations.
