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definitive economic research on non-metropolitan areas 
restricts the rationality of the decision-maker in 
selecting the appropriate one. The analysis contained 
herein is an attempt to quantitatively estimate the 
structure of economic relationships among cities within 
a non-metropolitan functional economic area^  (PEA) and 
between the PEA and the larger region of which it is a 
part. 
While the analysis, particularly the multi-equation 
models of Chapter IV, is intended to cover the entire 
economy of the PEA, specific emphasis is placed on employ­
ment in manufacturing and agriculture, and on establish­
ments, sales and employment in three tertiary sectors— 
retail, wholesale, and selected services. Supporting 
services employment, a residual category, is also included. 
It incorporates most employment not covered by the above 
sectors such as that in transportation; government; 
finance, insurance, and real estate; construction and 
public utilities. Although this category is somewhat 
heterogeneous most of the sub-categories included are 
either business- or population-oriented, and appear to be 
capable of being explained as one aggregate. 
T^he functional economic area is a relatively new 
concept which is essentially a self-contained, regional 
labor market generally consisting of several counties. 
This areal delineation, due primarily to Fox (27, 28) 
and Berry et al. (5), is discussed in detail in Appendix A. 
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A. Areal Delineation and Sample Selection 
The 86 PEA'S selected for inclusion in the sample are 
those having central cities with population of 25,000 to 
125,000, and at least one city in each of two other size-
classes as discussed below. A total of 86 areas, repre­
senting 34 states, are included in the sample. The 
approximate geographic location of each is shown in 
Figure 1.1, and the composition by counties is outlined 
in Appendix A. Although the landscape characteristics of 
the sampled FEA's are different from those usually 
associated with a city, these multi-county areas should 
be viewed as spatially extended urban areas. The low 
population-density agricultural area is the site of one 
of the export industries of this 'extended' city, and the 
smaller cities serve as service centers for the non-central 
city residents in much the same way as do outlying shopping 
centers in the metropolis. Thus, the economic analysis of 
the non-metropolitan FEA's undertaken here should properly 
be viewed as an extension of urban economics to the less 
densely populated areas of the country. 
Two alternative areal disaggregations of the FEA are 
made. In one, the FEA is dichotomized into the central 
city (the CST) and the remainder of the FEA (defined as 
the AO). This is the non-metropolitan analogue of the 
urban-suburban delineation of the large SMSA areas charac-
Figure l'.l. Geographic location of sampled functional economic areas 
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teristic of the studies of Niedercorn and Kain (57, 58, 59). 
In this analysis the AO plays a role similar to that of 
suburbia in the metropolitan SMSA. In the second scheme, 
the PEA is partitioned into four classes: the 'Central 
Small Town' or CST having a population of 20,000 to 125,000; 
'Other Small Town(s)' or OST with population between 5,000 
and 20,000; 'Real Small Town(s)' (RST) having 2,500 to 
5,000 inhabitants;^  and the RP, defined as all areas not 
included in one of the other three classes. 
The definition of each city-class conforms closely with 
Borchert and Adams' (12) classification of cities and towns 
in the upper midwest region which is based on type and 
volume of business activity. Modest adjustments were 
made because of limitations in the published data. The 
CST, the focal city in the PEA, corresponds to Borchert's 
'Wholesale-Retail Center' which has a median population 
of 42,400 and 45.6 different retail functions. The OST 
and RST are comparable to the 'Complete Shopping Center', 
which averages 9,500 inhabitants and 35.8 retail functions, 
and the 'Partial Shopping Center', 2,500 inhabitants and 
27.1 retail functions, respectively. The RP would include 
T^he upper limit of the population criterion is some­
what flexible in the case of the OST and RST classes. In 
some cases, particularly where the CST is relatively large, 
say 75,000 or more inhabitants, a city having population 
of 25,000 would be defined as an OST and one of 6,500 
inhabitants would be classified as an RST. 
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Borchert's 'Full Convenience Center', 'Minimum Convenience 
Center', and 'Hamlet' as well as all other rural areas. 
B. Organization of Study 
In the following chapter certain of the relevant 
literature is reviewed. Four theories of regional growth 
are discussed, followed by a brief review of several 
quantitative models of specific areas. In Chapter III a 
number of structural characteristics of the sampled areas 
are presented and analyzed as an initial approximation to 
the economic structure of the 'typical' PEA. Trends in 
population, employment, and other measures of economic 
activity both within and âmong FEA's are discussed, as 
are regional differences and trends in these variables. 
Wage differentials among economic sectors and areal 
classes are examined, and the relationship between wages 
determined by forces exogenous to the FEA and those 
determined within the PEA labor market is examined. 
Certain relationships among the data manifest in Chapter 
III are analyzed in greater detail in Appendix C. 
Three multi-equation, econometric models are 
developed in Chapter IV. The static, cross-section 
models (I and II) make use of the alternative areal dis­
aggregation scheme as Model I estimates the economic 
structure of the FEA as composed of the CST and AO, and in 
Model II the four-class partitioning of the FEA is used. 
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Model III, ' ' oh is estimated for the CST-AO dichotomy, 
incorporate i dynamic el .ent by using changes in the 
jointly de dent v- .-labl- from 1958 to 1963. Of partic­
ular sign L ".ance in the models is the inclusion of both 
'city-region'^  anô "..onal growth effects. The concept 
of devia'; • • fr^ '-ii r., . : ' .^ vium employment is developed as 
a part of Model III. Models I and III are used in Chapter 
V to project future FEA activity under alternative exog­
enous conditions. Projection techniques are outlined 
and specific projection series are discussed. A summary 
of important conclusions comprises Chapter VI. 
T^he city-region is that area of economic influence 
that extends outward 200-300 miles in all directions from 
a major SMSA area such as Chicago or Minneapolis. The 
extent and shape of the region is influenced by many 
factors including the size and location of other centers. 
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II. REVIEW OP LITERATURE 
In this chapter several studies of urban and urban-
regional economic structure and growth are reviewed. 
While most of these analyses are concerned with the more 
populous metropolitan areas they are still relevant to 
the non-metropolitan PEA's under study in this thesis. 
Where appropriate this earlier research is contrasted and 
compared to the analysis of this dissertation. The most 
widely known theory of urban growth is the economic- or 
export-base theory, however, it has lost favor with many 
economists and no longer holds a paramount position in 
the field of regional growth theory. In this review the 
base theory and three other general theories of urban-
regional growth are discussed. This is followed by a 
review of a number of specific models of growth and/or 
economic structure in regional or urban areas. 
A. General Urban-Regional Growth Theories 
1. The export base theory 
In its simplest form, the theory states that the 
basic activities of the community (i.e,, those which 
involve the export of goods, services, and/or capital 
to consumers or investors whose source of payment comes 
from outside the community) form the basis for the develop­
ment of all other economic activities (which are non-basic 
9 
by definition).^  That is, exogenous change in the final 
demand sectors, primarily demand from outside the region, 
is the cause of change in total employment, and this in 
turn causes changes in population and labor supply. It 
is usually asserted that the manufacturing, extractive 
and agricultural industries account for the largest share 
of the basic activity in a region. 
The concept gained considerable acceptance during the 
1930's and 1940's by urban planners, and was used extensively 
in base studies of a number of communities. One attraction 
is its simplicity and straightforward applicability in the 
projection of future employment and population. For 
example, given (l) the following base-multipliers or 
2 
ratios, as they are commonly termed in base analyses, basic 
to non-basic employment (B:NB), and population to total 
employment (P:TE); (2) a forecast of basic employment for 
While the fundamental concept of the export-base 
theory has been discussed in many places (e.g., Thompson 
(70), Weimer and Hoyt (89), and Nusbaum (50)j, the most 
complete statement is that by Andrews (l) which consisted 
of eight articles in Land Economics during the middle 1950's. 
All of the Andrews' papers plus several others on the sub­
ject are presented in Pfouts (62). 
T^he term ratio is really somewhat misleading as it is 
the ratio at the margin, that is the first derivative of, 
say, non-basic employment with respect to basic employment, 
that is relevant. Only in the case of a proportional rela­
tionship between the two variables would the average ratio 
and the derivative be the same, and this does not appear to 
be the case as is pointed out in Appendix B. In some of the 
articles on this subject it is not clear that this distinc­
tion was fully understood. For example, see Andrews (l). 
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the time period in question; and (3) the granting of the 
assumption that these multipliers remain constant; it then 
becomes a simple matter to project total employment and 
population by: 
TE = (NB/B) • B + B (2.1) 
P = (P/TE) • TE. (2.2) 
Given other assumptions concerning average wage levels 
and labor force participation rates, projections of un­
employment rates and income are also possible. 
As the theory grew in importance and application it 
came increasingly under attack, primarily by economists 
who rejected the concept as a valid theory of urban 
growth (see Blumenfeld (?) ). Some critics argue that the 
theory is little more than a classificatory scheme for the 
dichotomization of employment, and that flows of goods 
and services within the community and changes in produc­
tivity associated with their production, both important 
in the growth process, are omitted from consideration. 
Others point out that advocates of the theory have not 
explained why exports are essential to the growth process-
the world has shown a capacity for economic growth yet it 
exports nothing. Further, in several of the larger urban 
communities (e.g.. New York City), the service sector is 
seen as the source of new technological adaptation for 
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the city. Also, as Muth points out "...it shares the 
defect of many early Keynesian models that demand, both 
for commodities and labor, is perfectly inelastic with 
respect to prices, while labor supply is infinitely 
elastic" (55, p. 2). 
Another weakness of the theory becomes apparent when 
the empirical estimates of the various multipliers are 
considered. A sample of these estimates is shown in 
Table 2.1, and a more thorough analysis of certain quan­
titative implications of the theory is developed in 
Appendix B. It is apparent from the variation of the data 
in the table that, to the extent that these multipliers 
are meaningful in explaining economic growth, they are 
applicable only to the specific area for which they were 
estimated. Andrews' contention that the typical basic 
to non-basic employment multiplier should be approximately 
l/2 is difficult to accept when others estimate this 
multiplier to be from 1/0.02 to 1/1.31. It is clear that 
regional differences in industrial composition, unemploy­
ment rates, and economic growth will strongly influence 
the multiplier effects of a new job in a basic sector. 
A modern 'export base' theory has as its foundation 
the input-output concept originally developed by Leon-
tief (46). Consider the following relation: 
n 
X. = E a,.,. X. + Y. (i, j = 1, 2, ..., n) (2.3) 
j=l  ^
Table 2.1. Export-base multiplier estimates 
Ratio Andrews^ '^  Sasaki^  
Hildebrand 
and Mac et) Thompson^  
Chamber 
of 
Commerce Lewis Wadsworth^  
B/NB 1/2 1/028° 1/1,25® 1/1.31° 1/0.65 1/0.75° 1/0.02^  
B/TE 1/3 1/1.28 1/2,25® 1/2.31® - 1/1,25° -
TE/TP 1/2 - - - - 1/4.4° -
B/TP 1/6 - - - 1/3.6^  1/5.5° 1/0.03D 
E^stimation technique unknown. 
S^ources: Andrews fl); Sasaki (65); Hildebrand and Mace (37); Thompson (69); 
Chamber of Commerce (l4); and Wadsworth (88), 
°Least squares regression estimate. 
C^ase study. 
®By implication from other estimates. 
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•where is the gross output of the ith industry, is 
the final demand for output of the ith industry, and a^ j^ 
is a coefficient of production (equal to the input 
of product i per unit of output of product j). Rewriting 
Equation 2.3 in matrix notation 
X = AX + Y (2.4) 
and solving for X, the vector of total outputs for each 
industry yields 
X = (I - A)"^  Y. (2.5) 
As the concept was originally developed to examine general 
equilibrium phenomena in the analysis of production, there 
is, in general, no line of causation implied by Equation 
2.5. Iff however, it is assumed that the final demands 
(e.g., consumption, investment, and government expenditure) 
are given, then it is possible to arrive at an export-base 
conclusion by implying that the Y's cause the X's (the 
levels of output in each industry). The inverse of (l - A) 
might be termed the industry multiplier. 
2. The sectoral theory of regional growth 
The sectoral theory of regional growth, due to Clark 
(16) and Fisher (23, 24), is based on differing income 
elasticities of demand for production and differential 
rates of change in labor productivity. Unlike the export-
14 
base theory, it places primary emphasis on internal rather 
than external factors. The sectoral growth theorist would 
attribute regional growth over the last $0 years as re­
sulting from the following sequence of events. A general 
rise in per capita income coupled with the relatively low 
income elasticity of demand for agricultural products and 
a high rate of increase in agricultural productivity 
released labor from that sector. This supply together 
with a high income elasticity of demand for manufactured 
products resulted in a sharp increase in the proportion of 
total employment engaged in manufacturing. This is followed 
by increases in the proportion of employment in the tertiary 
sectors. 
Closely akin to the sectoral theory is the theory of 
'development stages'as articulated by Hoover (38) and Losch 
(48). Essentially this concept sees regional growth as 
occurring through a normal sequence of stages. Mhile the 
number of stages varies among analysts, the following 
sequence is representative, (l) A self-sufficient subsist­
ence economy, characterized by virtually the entire labor 
force being engaged in agriculture, hunting, fishing, 
trapping, etc. to meet the needs of their individual 
families. (2) With improvements in communication and 
transportation, growth occurs as a result of specializa­
tion in one of the above primary activities coupled with 
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interregional trade. (3) Productivity advances in the 
primary sectors (which release labor to other sectors) 
and the increased pressures of a growing population for 
processed goods lead to the development of secondary 
industries (primarily manufacturing). (4) At this stage 
shifts occur within the manufacturing sector as concentra­
tion is switched from the relatively simple processing 
of agricultural and textile products to the production of 
more complex products and the development of industrial 
complexes. (5) In its most advanced state, the region 
begins to specialize in some of the tertiary activities, 
and becomes a prime mover in the development of less 
advanced areas by exporting skilled labor and capital. 
The sectoral theory and its stages of growth counter­
part, like the export-base concept, suffer from being a 
partial analysis. By explicitly including the service 
sector as an important element in the growth process and 
by being centrally concerned with internal economic rela­
tionships, it is perhaps more realistic than the base 
theory. On the other hand, the sectoral theory neglects 
the importance of external relationships, particularly 
those with the national economy. These relationships, of 
course, are a key element of the base theory. 
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3. Borts-Steln: growth In open economies 
Sorts and Stein (13), in an exhaustive study, present 
an empirical and theoretical interpretation of growth and 
development and of decay, and decline in the various regions 
of the country. In addition to identifying areas of 
persistent growth and decay they also discuss growth of 
income and employment, the narrowing of intersectoral and 
interregional wage differentials, and changes in the 
allocation of resources between agricultural and non-
agricultural sectors. 
Of particular importance to this thesis is their 
identification of the sources of regional growth: the 
growth of capital and labor inputs; technical change—the 
growth that occurs when the maximum rate of output pro­
duced by a given combination of inputs, is increased 
through time; and the elimination of resource misalloca-
tion, primarily via a shift of labor out of the agricultural 
sector. Evidence of this intersectoral factor shift is 
presented in Chapter III where above average gains in manu­
facturing employment in the non-CST areas of the PEA are 
associated with declines in agricultural employment, and 
in the estimated models in Chapter IV where there is found 
significant interaction between the two sectors. 
In connection with the development of a theory for 
explaining Interstate differentials in the growth rates 
of manufacturing employment Borts and Stein conclude that: 
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"Interstate differentials in the rates of growth 
of employment in a given manufacturing industry, 
from one long-run equilibrium to another, arise 
solely from interstate differences in the rate 
of growth of the labor-supply function" (13, p. 
209). 
This conclusion is the opposite of the export-base con­
tention that manufacturing employment change is exogenous, 
with population (and labor supply) adjusting passively, 
and casts further doubt on the meaningfulness of that 
theory. 
4. Muth's general equilibrium approach 
Muth (55), in another recent paper, argues that the 
Borts-Stein hypothesis concerning the relationship between 
manuf act tiring employment growth and population is both 
intuitively and empirically more appealing than the export-
base theory. But, he takes the theory one step further by 
treating growth in employment and population (the latter 
occurring primarily through migration) as simultaneously 
determined. The standard base theory assumptions of 
completely inelastic demand functions and infinitely 
elastic supply schedules are also discarded in his eight 
equation model which determines total employment, migra­
tion, change in wage levels, median income, and output 
and employment levels in the exportable (Muth's term) 
and domestic sectors. (These latter sectors are effec­
tively the same as the basic and non-basic sectors of 
the base theory.) 
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Based on the estimated equations of the system, Muth 
arrives at two significant conclusions, both damaging to 
the export-base theory: 
(1) "...that money wage rates are exogenously 
determined by firms selling their outputs and 
buying non-labor Inputs in national markets. 
The fact that money wage changes do not appear 
to be affected by changes in employment coupled 
with the relatively low elasticity of the labor 
supply implied by the results, suggest that the 
effects of changes in the demand for a city's 
exportable sector output is quite different than 
Implied by the export-base hypothesis. The findings 
here, in fact, suggest that the major effect of 
increases in exportable demand is to raise money 
wage rates and that such increases have relatively 
little effect upon changes in total employment. 
Rather, they merely shift the sectoral composition 
of employment" (55, p. 43). 
(2) "It therefore appears that a quantitatively 
important multiplier mechanism affects city growth. 
The value of the employment change multiplier, how­
ever, depends primarily upon the elasticity of 
migration with respect to employment, given a unit 
elasticity of employment with respect to migration. 
The so-called base-service ratio, upon which stress 
is laid by the export base theory, would appear to 
be of little or no importance in influencing dif­
ferential total employment changes" (55, P. 44). 
Muth's paper represents an important and substantially 
different contribution to the controversy surrounding the 
development of a generally accepted theory of urban growth. 
Perhaps the key feature is its integration of existing 
theories into an approximation of a general equilibrium 
framework. His paper brings the theory of urban growth 
full circle, from the export base assertion that changes 
in manufacturing activity occur exogenously and cause the 
19 
shifts in population and non-manufacturing employment, to 
the Borts-Stein notion that it is change in population 
and its concomitant effects on the labor supply function 
that explain shifts in manufacturing employment, and 
finally to Muth's idea that population and employment in 
all sectors are simultaneously determined. For purposes 
of this thesis this general equilibrium notion will under­
lie the development of the models in Chapter IV. 
B. Econometric Models of Specific Areas 
One of; the early (1950) regional econometric models 
is that presented by Thompson and Mattila (71) whose purpose 
it was to explore the nature of state industrial development 
and develop some first approximations to a set of estimating 
equations by which employment trends could be projected. 
The study involved fitting a regression line to average 
annual change in employment from 1947 to 1954 (their index 
of industrial development) with explanatory variables such 
as: local market growth; industrialization measures; state 
and local tax levels; and educational indexes. This 
analysis covered 20 varieties of manufacturing activity 
and used the 48 continental United States as a cross-
section sample. They conclude that (l) durable goods 
industries exhibited growth patterns which are easier to 
explain than those in the non-durable category, and (2) 
"Prior state population and income changes (1940-4?) 
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statistically explain from one-quarter to four-fifths of 
interstate differentials in employment growth of the 
various durable goods industries and nine-tenths of the 
variance between states in all manufacturing employment" 
(71, p. 81). Effectively, states that have grown in the 
past seven years continue to show growth in the next seven 
years. 
These same writers, in a recent article (72), develop 
a preliminary version of an econometric model of urban 
economic development. Based on a sample of 135 SMSA's, 
equations are estimated that explain income levels, income 
inequality, education levels and inequality, labor force 
participation rates, and growth in population and income. 
For example, percent change in population (1950-60) is a 
linear function of: percentage changes in population 
(1940-50), median income (1950-60), and manufacturing 
employment (1950-60 and 1940-50); and median income (1950). 
Using their notation 
"57 +j6.7^ P(;(4O/50) + °-^ SJ G^{50/60) 
+ O.OgM(,(50/6o) + 
R' 2 0.72 (2 .6 )  
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•where the standard errors are shown below the estimated 
parameters. 
Thompson and Mattila find that specialization in 
manufacturing tends to generate a relatively high level of 
family income and a more egalitarian distribution of this 
income. 
"Manufacturing also acts indirectly in a supporting 
way by tending to reduce educational inequality, 
and thereby to reduce income inequality, but in an 
offsetting way through its association with a low 
general level of education, and thereby a lower 
average income than otherwise" (72, p. 77). 
The association of manufacturing specialization with low 
education level is also found in this analysis of economic 
structure of small cities (See Chapter IV). 
Niedercorn and Kain (58) in their development of a 
model of metropolitan structure and growth,^  conclude 
that employment change is the primary determinant of popu­
lation change (thus supporting that facet of the export 
base theory), and that population and employment declines 
in most of the older central cities are primarily the 
result of changes in production techniques and household 
locations. They do find some evidence that the latter 
trend is partly attributable to changes in transportation 
T^his paper is one of a series associated with the 
RAND Corporation Urban Transportation project which 
investigated the pattern of land-use interrelationships 
within urban areas. Other papers in this series include 
Kain (42, 43, 44), Niedercorn and Kain (57, 59), and 
Niedercorn and Hearle (56). 
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systems resulting from biases in public policy favoring 
capital expenditures for highways over those for public 
transport. 
The model (15 equations and identities), estimated 
using 1954 and 1958 data drawn on cross-section for a 
sample of 39 SMSA's, explains changes in population, basic 
employment, and non-basic employment in the central city 
relative to the suburban ring (defined as the SMSA minus 
the central city).^  Making use of 'vacant land' and 'age 
of central city' variables, changes in SMSA population 
and employment are determined and then partitioned between 
the central city and the ring. By using changes in the 
variables from one period to another it was feasible to 
project future values of the jointly dependent variables 
by integrating the equations with respect to time and 
evaluating the integrals for the particular time period 
in question. These projections are published in a later 
paper (59)j and indicate continuing trends of decline in 
central city employment and population while substantial 
increases in both are projected for the suburban ring. 
I^n Models I and III of Chapter IV an analogous areal 
disaggregation is used wherein the FEA is partitioned into 
the CST and AO, the latter area being- similar in construc­
tion to the suburban ring of the Niedercorn-Kain model. 
This partition is quite logical on economic grounds if one 
accepts Fox's contention that the FEA is really a spatially 
extended city. 
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The other articles in this series provide further 
insight into urban structure and change. For example, 
Niedercorn and Kain (57), in an analysis of changes in 
location of food and general merchandise store employment 
between 1948 and 1958, find that within the central city 
it is technological change (i.e., changes in the employment 
sales ratio) that explains the largest share employment 
change while in the rapidly growing suburban ring it is 
change in employment and investment that determine the 
change in productivity. 
Czamanski (17, l8) presents a distributed lag model 
for forecasting metropolitan growth for the Baltimore 
SMSA. It is assumed that an increase in economic activity 
will cause population growth, but that some activities 
follow this growth, hence, the two are interrelated and 
should be determined simultaneously. The analysis has 
two unique features: (l) the model is developed using stock 
phenomena, namely locational variables, as opposed to flow 
phenomena, such as trading patterns; and (2) the theories 
of urban growth and industrial location are linked together. 
The basic model involves three behavioral equations 
and one identity: 
P = fi(E) (2.7) 
E = Eg + Eq + Ey (2.8)  
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Eu = fsCP) (2.9) 
Ec = f2(Eg) (2.10) 
where P and E represent population and employment. Eg indi­
cates employment in geographically oriented industries. 
Eg stands for employment in complementary industries 
(defined as those for which the main locational factor is 
the presence of other industries in the area), and E^  
represents urban oriented industries for which the existence 
of the city is the primary locational factor. The only 
complementary sector identified was the Primary Metal 
Industries—it was found to be complementary with the Blast 
jE^ urnace Industry (BP). 
The structural equations are: 
Pt = + bi E(t_2) (2.11) 
(^t-2) = \(t-2) P^Ml(t-2) (2.12) 
Eu(t) = &2 2^(t-l) (2.13) 
P^Ml(t-2)  ^83 + ^ 3 ^ BP(t-2) (2.14) 
where the t - n (n = 0, 1, 2) subscripts indicate time 
periods. P, E, Ep^ ,^ and E^  are endogenous variables 
while the rest are assumed to be exogenous. 
Solving this system of difference equations for the 
reduced form and simplifying the notation yields the 
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following equation for population in the t th period, 
= A(I + C+ + ... 4- ^ ) 
+ ''I (®s(t-2) + 
+ ... + C" 1 ^ g(t-3n+l))+ B (EBp(t.2) 
+ °®BP{t-5) + ••• 
+ C"-! EBP(t.3n+l) + C%(t-3n)^  
where A = (ag + ag), B = b^ b^ , C = b^ bg. Thus, 
according to Equation 2.15 future population depends on: 
(l) the regression constant which, being negative, -is 
interpreted by Czamanski as being an indication of centri­
fugal forces pulling population out of Baltimore; (2) the 
growth of geographically oriented industries and of the 
Blast Furnace industry; and (3) the present size of the 
population. In Equation 2.15 it is to be noted that the 
two employment multipliers b^  and B are quite unequal in 
size as b^  = 2.94 and B = 1.21, implying that changes in 
geographically oriented industries have a much greater 
impact on population than do changes in the Blast Furnace 
industry. The estimated population/employment ratio or 
multiplier (2.75), a standard forecasting tool of the 
export base school, is a 'determined' rather than 
'determining' variable in this model. 
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Bell (3) claims that most regional models exclude 
consideration of investment functions, technological change, 
migration, wage behavior, and unemployment. He develops a 
model that includes all of these factors, estimates it for 
the state of Massachusetts, and uses it to forecast Gross 
Regional Product, demand for labor, labor supply, migration, 
and the unemployment rate annually to 198O for that state. 
The analysis has two significant features: (l) it 
directly relates growth in the region under consideration 
to national economic growth; and (2) in contrast to Kain-
Niedercorn and Czamanski, he explains population as a 
function of both employment and natural increase. The 
inclusion of a national economic growth factor would appear 
to be essential in any complete model of regional or 
metropolitan development. It is obvious that few if any 
regions exist in economic isolation from the remainder of 
the country, and thus any model that fails to account for 
national economic growth must be considered somewhat incom­
plete. (The national growth element is explicitly included 
in the dynamic model of Chapter IV.) The concept of the 
city-region should also be considered and included in a 
regional model and it is one of our main objectives to 
attempt to relate economic activity in smaller cities to 
activity and growth of the large metropolitan centers in 
whose region they exist. 
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In his model, population is determined by natural in­
crease and migration where natural increase is exogenous 
but migration is dependent on economic activity. Mathe­
matically one would write: 
P = f(N,M) (2.16) 
M = g(E) (2.17) 
N = N(exogenous) (2.18) 
thus 
P = h(N,E) .(2.19) 
where P is population, N is natural increase, M represents 
migration and E employment. Recalling Czamanski, his model 
would simply have: 
P = f(E). (2.20) 
Donnelly £t (19) report on experimental tests in 
the use of a synthetic model for simulating the growth and 
development of a metropolitan area. Given a forecast of 
the total number of households in a particular community 
and the policy position of the local government, their model 
projects the future pattern of residential development. 
The model embraces the complex of decisions involved in 
acquiring, improving and marketing land, and culminates 
with a prediction of change in the land use pattern. Of 
key importance to the model is the dichotomy between 
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'primary decisions' and 'secondary decisions'. The former 
"...is seen as a strategic group, in the sense of 
triggering other actions and thus exerting a 
pronounced influence on the direction and intensity 
of land development in the total pattern of metro­
politan area growth...these strategic actions are 
discrete and usually of such moment as to be widely 
known or visibly recognized in the metropolitan 
area" (19, p. 5). 
The latter group consists of 
"...aggregations of decisions by small businesses, 
industries, institutions, and organizations, 
but by far the largest land users in this category 
are residential communities. These are an aggre­
gation of decisions relating to the spatial distri­
bution of households and certain household-serving 
facilities such as convenience shopping centers, 
recreation areas, and other community facilities" 
( 1 9 ,  p .  5 ) .  
Ichimura (40) develops an econometric model to be used 
in a regional plan for the Osaka Prefecture (Japan). The 
outstanding feature of the model is its detailed explanation 
of interprefecture migration which he assumes to be a 
function of distance, per capita income difference between 
prefectures, and changes in this difference. One-half of 
the paper is devoted to an analysis of interarea migration 
in Japan, and the development of a system of equations to 
explain this phenomenon. Another significant item is the 
apparent wealth of statistical information available in 
Japan. For example, the Statistical Division of the Prime 
Minister's Office reports data on capital stocks in the 
primary, secondary, and tertiary sectors of the economy 
and also provides domestic migration data quarterly and 
29 
annually in interprefectural matrix form. 
Artie's (2) model of the Honolulu economy is concerned 
with an area that is particularly subject to sudden fluctu­
ations in economic activity in several important sectors 
(namely defense and tourism). A ten equation model is 
developed to project the following: a desirable mix of 
those variables that are beyond the control of local and 
state decision-makers but over which they have some degree 
of influence (e.g., federal defense expenditures, research 
and development expenditures; the number of gainfully 
employed persons in each of these industries and in the 
government sectors; and the total incomes of each of three 
household categories). A significant feature of the model 
is the imposition of 'desirable' restrictions (i.e., a 
goal or target) on the following; the shape of future 
income distributions; the rate of growth of population and 
the external payment relations of the island. • 
C. Summary 
It is the purpose of this dissertation to develop a 
meaningful econometric model of interurban economic 
structure within a typical functional economic area. In 
a way, the analysis to follow is a synthesis of many of 
the ideas and concepts just discussed, and the application 
of these to the non-metropolitan city-region or PEA. In 
30 
one or more of the three models to be developed the following 
are incorporated: 
(1) the forces external to the region, so important 
in the export-base theory, are explicitly 
included in Model III through a series of 
regional or national growth effects; 
(2) the key internal relationships of the sectoral 
growth theory are included in all models by 
estimating interdependencies among sectors, 
particularly those between agriculture and 
manufacturing; 
(3) the general equilibrium approach of Muth (55) 
is retained as the models are specified as a 
series of simultaneous equations; and 
(4) certain of the conclusions of Borts and Stein 
(13) are explicitly included—particularly 
those concerning the relationship between pro­
ductivity and labor supply in agriculture, and 
the development of manufacturing in non-
metropolitan areas. 
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III. SAMPLE CHARACTERISTICS OF THE PEA'S 
AND THEIR COMPONENT CITIES 
The purpose of this chapter is to describe salient 
structural characteristics (and their changes, 1958 to 
19S3) both within and among the FEA's sampled. These data 
are compared to similar characteristics in a sample of ten 
metropolitan SMSA's.^  A more detailed analysis of certain 
characteristics and empirical regularities is found in 
Appendix C. 
2 A. Population and Employment 
Table 3.1 shows mean estimated population and employ­
ment (and percentage changes) and indicates that population 
growth in the CST and OST classes exceeded that in the 
'average' SMSA, while population growth in the RST and RF 
lagged behind the SMSA average. Although mean changes for 
each class are positive there is a wide divergence between 
population growth in the cities of a 2,500 or more (9-13 
percent over the five year period) as opposed to growth 
in the smaller urban areas and the rural parts of the FEA 
T^hese include; Atlanta, Chicago, Houston, Kansas 
City, Minneapolis, Nashville, Philadelphia, Pittsburg 
and Portland. 
2 Unless otherwise noted, all data came from what is 
termed the 'basic data set' which is discussed in Appendix 
E. Methods of data collection and detailed sources are 
outlined there. 
Table 3.1. Population, employment, and activity; mean levels (1963) and mean 
percentage changes (1958-63), by sector and areal class 
PEA 
PEA GST OST RST RP AO SMSA 
Population 196,178 
(6.30) 
50,008 
(12.9^ ) 23,474 (12.6^ ) 
13,534 
(8.80) 
109,162 
(0.1#) 
- 2,191,400 
(10.00) 
Employment 
Retail (4:0)9 KR (ifsO 894 (7.8) 2,064 (10.8) - 107,291 (6.1) 
Wholesale 2,202 
(11.9) té!ê! 326 (10.2) 709! (10.9) - - ?8:2)3 
Selected 
services 
2,152 
(11.5) 
1,105 (6.8) 192 (12.2) 497 (19.2) 
- 46,216 
(13.1) 
Manufacturing 13,348 
(11.9) 
4,685 
(7.1) 
- -
- 8,863 
(14.4) 
232,915 (8.4) 
Supporting 
services nm ,;a - - - ^i-i
 
—
T
O -
Agriculture 
(-sé^r) (i!iî - - - 8,379 (-26.7) -
Table 3.1. Continued 
Activity^  ($000) 
Retail 
Wholesale 
Selected 
services 
Manufacturing 
PEA 
PEA GST OST RSÏ RP AO SMSA 
222,140 
(20.3) 89,380 (IT.7) 
41,845 
(24.1) 
25,877 
(23.2) 
65,038 
(20.2) 
192,215 
(18.4) 
96,999 (20.9) 
28,588 
(30.0) 
66,628 
(13.3) 
- -
FIIJO 
11,821 
(34.3) 
4,029 (41.0) 2,007 (34.1) 
-
145,816 
(43.4) 
52,832 
(33.0) 
- - - 93,019 (50.0) 
2,960,719 
(19.5) 
6,780,010 
(24.1) 
661,305 
(35.1) 
2,792,864 
(29.8) 
D^efined as sales, receipts, or value added depending on the sector. 
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(0.1 percent). The distribution of these population changes 
among city-classes (Tables 3.2 and 3.3) is similar for the 
various types of cities, although there is a tendency for 
the percentage of cities in each class increasing in popu­
lation to decline with decreasing size of city—85 percent 
of the GST's experienced population increases, compared to 
78 percent of RST-type cities. Also, the percentage of 
cities in each category increasing I5 percent or more 
declined (from 49 to 39 percent—GST to RST) as the city-
class declines. Thus, at the same time that the nation's 
population is increasingly concentrated in the larger 
metropolitan areas a trend of relative centralization of 
population in the larger cities of the PEA is also evident. 
Paradoxically, the general pattern of employment 
growth within the average PEA in all sectors is more 
rapid in areas outside the focal city. Manufacturing 
employment, usually associated with urban areas rather 
than those' of a rural or semi-rural nature, increased at 
twice the rate outside the GST (l4.4 percent) than within 
it (7.1 percent). The pattern in the retail, wholesale, 
and services sectors is similar, though less extreme. 
The 27 percent decline in PEA agricultural employment is 
indicative of the long-run trend of out-migration from 
agriculture. Despite the large decrease in non-GST 
agricultural employment there is a relative decentraliza-
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Table 3.2. Distribution of population changes, 195O-196O, 
by areal class 
Areal class All 
CST OST RST classe 
Total in sample 86 157 233 476 
No. increasing 
181 386 in population 73 132 
No. decreasing 
in population 13 25 52 90 
No. increasing 
0.0-5.0$ 5 23 21 49 
5.1-10.0 11 16 35 62 
10.1-15.0 15 24 35 74 
15.1 or more 42 69 90 201 
No. decreasing 
0.0-5.0# 6 15 25 46 
5.1-10.0 4 6 18 28 
10.1-15.0 2 4 4 10 
15.1 or more 1 0 5 6 
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Table 3.3. Percentage distribution of population changes, 
I95O-I96O, by areal class 
Areal class All 
GST OST RST classes 
Percentage 
84.9 84.1 increasing 77.7 81.1 
Percentage 
18.9 decreasing 15.1 15.9 22.3 
Increasing 
5.8 14.1 0.0-5.0# 9.0 10.3 
5.1-10.0 12.8 10.2 15.0 13.0 
10.1-15.0 17.4 15.3 15.0 15.5 
15.0 or more 48.8 43.9 38.6 42.5 
Decreasing 
0.0-5.0# 7.0 9.6 13.8 9.7 
5.1-10.0 4.7 3.8 9.9 5.9 10.1-15.0 2.3 2.5 1.7 2.1 
15.1 or more 1.2 0 2.1 1.3 
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tion of employment, at least from the standpoint of the CST. 
This is occurring at the same time that population is be­
coming relatively more concentrated in the CST. 
This within-FEA employment dispersion may be attrib­
utable to one or more of the following phenomena. It may 
be a manifestation of a secular decentralization of employ­
ment, more closely in proportion to population, occasioned 
by improved transportation technology (i.e., the widespread 
use of motor trucks which has freed certain freight inten­
sive activities from locations near rail lines and water 
or improvements in rural road systems which have facilitated 
intra-FEA travel). Alternatively, it is possible that the 
CST economy, particularly the retail, wholesale, and 
services sectors, has been serving not only the CST popula­
tion but also a large part of the remaining PEA population, 
and that a part of the increased CST population is composed 
of in-migrants from other parts of the PEA who have already 
been using the CST for many economic needs. Another 
explanation is the lag in the development' of non-basic 
activities in response to population change; this seems 
less plausible because it leaves unexplained the above 
average employment growth (relative to population) in the 
non-CST areas. 
Because of the increasing concern with population 
and economic decline in rural areas, it is of interest 
that there is a reasonably strong Increase in mean popula­
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tion and employment in the CST, OST, and RST classes; in 
the case of the average RF class there is no decline. This 
may be due to the type of areal -unit observed as each PEA 
has as its focal point a dominant central city with a 
population of 20,000 to 125,000 and a number of smaller 
cities presumed to have significant economic ties with 
that central city. These focal cities ('growth centers') 
may have reached the size-threshold level necessary to be­
come viable, growing cities 
against the major metropoli 
growth is being transmitted 
OST's and RST's) within the 
'growth center' as outlined 
(64) is to; 
interacting with and competing 
by those developing the concept 
of the economy, and this 
to the smaller cities (the 
PEA. The role played by the 
"...provide a connection or linkage between 
economically disadvantaged people of its environs 
on one hand and the big league national economy 
on the other.... It serves as a major trade, 
service and social center for the district—and 
probably the employment center as well. For 
portions of the districts where the economic lag 
is greatest, it may be the first visible connection 
to the rest of the world.... A growth center also 
looks outward as an assembly or transshipment point 
for 'exports' of the district and a funnel through 
which 'imports' move into the district." 
"...The system of cities can be arranged into 
hierarchies starting with small residential towns 
or villages and ranging upward to large national 
metropolitan centers. Between the growth center 
and the small town are the intermediate urban 
places which function primarily as retail centers. 
Between the growth centers and the national centers 
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are the regional centers to which the growth 
centers look for most of their connections with 
the national economy" (64, pp. i, ii). 
Thus, it is possible that economic growth in rural areas 
not lying within an PEA (i.e., those not having significant 
economic interaction with cities of approximately 20,000 
or more) may be substantially different than that observed 
in this sample. 
Another way of analyzing the degree of, and changes 
in, relative concentration of employment involves the use 
of an 'activity intensity' measure, which is computed by 
dividing the mean percentage of PEA activity (in some 
particular economic sector) accounted for by one areal 
class by the mean percentage of PEA population in that 
class and multiplying the quotient by 100. Por example, 
if the GST accounts for 30 percent of PEA activity and an 
equal percentage of population the activity intensity index 
would be 100. This measure has been calculated for the 
relevant areal classes and economic sectors for both employ 
ment and generalized activity (the latter defined as sales, 
receipts, or values added depending on the sector) for all 
areas and is reported in Table 3.4. 
There is a consistent tendency for activity intensity 
to decrease as city-size falls. Generalized activity in 
the RP class is quite unintense, ranging from 37 (services) 
to 47 (retailing) in contrast to the very intense activity 
Table 3.4. Activity intensity index^  for selected 
industries by areal class, 1958 and 1963 
Areal class (1958) 
GST OST RST RP AO 
Generalized activity^  
Retail 161.1 153.3 163.9 52.4 
Wholesale 184.1 132.5 59.9 -
Selected services 190.1 138.3 127.8 48.5 
Manufacturing 159.1 - - - 79 .8 
Employment 
Retail 179.0 161.7 159.7 42.9 
Wholesale 205.6 138.3 50.1 -
Selected services 207.1 151.7 134.7 37.2 
Manufacturing 154.4 - - - 81 .4 
Activity intensity is defined by (Ej^ /P^ ) x 100 where 
Ej_ is the percentage of PEA activity taking place in the 
irh city-class, and Pj, is the percentage of PEA population 
in the ith city-class. 
G^eneralized activity refers to sales, receipts, or 
value added depending on the sector. 
41 
Areal class (1963) 
CST OST RST RP AO 
150.6 152.0 160.0 54.3 -
175.8 144.0 57.5 - -
181.4 138.4 124.0 47.0 -
146.1 - - - 82.3 
165.0 151.2 157.3 47.2 
189.6 132.0 53.6 - -
198.5 142.4 122.7 37.0 -
144.6 — — — 83.7 
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In the CST (199 and I65, respectively, for services and 
retailing) using I963 data. Assuming that the per capita 
quantity demanded by residents of the various areal classes 
for the goods and services of these sectors (manufacturing 
excluded) is the same, the declining intensity measure 
implies that the CST, OST, and RST cities each serve larger 
population than that within its city limits. However these 
markets decline both in absolute size and also relative to 
the size of the city as these cities get smaller. The 
typical CST may serve the entire PEA, the OST(S) may serve 
a smaller area, perhaps the county within which it is 
located, and the RST probably is a service center for an 
even smaller area. The size and shape of areas served will 
vary a great deal depending on the relative location of the 
different classes of cities, the existing transport network, 
etc. 
Between 1958 and 1963 there appears to be a trend 
toward decentralization of employment and generalized 
activity more closely in proportion to the population of 
the various areal classes. Such a trend would be indicated 
by a decline in those measures over 100 in the base year 
and an increase in those under 100. Of the 18 measures in 
excess of 100 in 1958 all but two had decreased by 1963, 
and of the eight below 100, five had increased. This is 
merely another manifestation of the trends indicated by 
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the percentage changes in employment shown in Table 3.1. 
Manufacturing activity intensity in the CST (approxi­
mately l45 for both employment and value added in 1963) is 
the 'least intense' of the four sectors studied, which is 
surprising in view of the usual preconception that manu­
facturing employment is associated with urban areas. Not 
only is the intensity measure low, but it declines in the 
CST (from 15^  to 145 for employment and 159 to l46 for 
value added) during the study period. This may be due to 
a tendency on the part of manufacturers to locate plants 
where there exists a large, real or potential, labor pool. 
In recent years one of the major sources of labor has come 
from out-migration from agriculture, the supply effects 
of which are first felt in the smaller cities in the pre­
dominantly rural parts of the country characterized by a 
large number of people engaged in agriculture. Though 
some former farm owners and workers go to the 'big city' 
seeking employment, there is also evidence that manu­
facturing firms come to some of the smaller cities seeking 
labor. Another explanation is that vacant land, a 
commodity that is increasingly in need by the modern, 
single-level manufacturing plants, is more plentiful, and, 
therefore lower in price, outside the central city.^  The 
N^iedercorn and Kain (58) found that a lack of vacant 
land in the central core of the largest SMSA's was an im­
portant factor in explaining the rapid growth of manu­
facturing employment in the suburban areas of these SMSA's. 
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tendency for property taxes to be lower outside the CST may 
also be a factor, but research on industrial location has 
generally found them to be a relatively insignificant 
variable in the plant location decision function. (See 
Morgan ($4).) 
B. Wage Levels Among Areal Classes 
There is a tendency for wage levels to decline with 
decreasing size of city, suggesting that employment growth 
%n the smaller cities may be explained by firms not only 
seeking available but also low-priced labor. The latter 
may in turn be due to the absence of strong union organi­
zations outside the CST. 
The data on mean wage levels by sector and areal 
class is shown in Table 3.5. With the exception of the 
selected services sector, there is a consistent pattern 
of wage levels declining with size of city. For instance, 
the mean annual wage level for CST manufacturing production 
workers of $4,700 is $435 more than the mean outside the 
central city. Similar relationships are found in the 
retail and wholesale sectors. Most of these intercity 
differences within sectors are statistically significant, 
and this suggests that productive efficiency increases 
with the population of an area. (See Appendix C for a 
detailed discussion of this hypothesis, and a 'proof 
that under certain conditions wage levels in a larger 
Table 3.5• Mean annual payroll per employee, by sector and areal class, I963 
• Sector 
Manufacturing 
Areal class Retail Wholesale Services All employees Prod, workers 
PEA $ 3,016 $ 4,513 $ 2,752 $ 4,957 $ 4,437 
CST 3,173 4,956 2,852 5,102 4,700 
OST 3,052 4,478 2,493 - -
RST 2,870 3,840 2,386 - -
RP 2,758 - 2,659 - -
AO - - - 4,728 4,265 
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city will be greater than in a smaller city.) 
Manufacturing and wholesale wages are also higher 
than those in the retail and services sector. It would 
be expected that manufacturing wages, influenced by greater 
capital per worker, above average skill levels of employees, 
and extensive unionization, would be relatively high; it 
is not clear that similar factors explain the relatively 
high level of wholesale wages. Further, the regional wage 
data (see Table 3.11) suggests that wages in the non-basic 
sectors (retail, wholesale, and services) are positively 
associated with basic sector (i.e., manufacturing) wages. 
The rank correlation coefficient^  between manufacturing 
and retail wages among regions is 0.77 and 0.32 for the 
PEA and GST respectively. 
This relationship is referred to as the 'wage roll­
out' hypothesis (See Thompson (70, pp. $8-104), which 
asserts that within a labor market there is a predictable 
relationship between basic and non-basic wages. Specifi­
cally, the former, generally determined by forces exoge-
T^hroughout this chapter the term 'rank correlation 
coefficient' will be defined as that due to Spearman, 
r = 
n3 - n 
where dj_ is the difference in rank of the ith observation 
and n is the sample size. 
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nous to the PEA (e.g., nation-wide collective bargaining), 
tend to determine the level of the latter. It is significant 
that when regressing various non-basic wage variables on 
manufacturing wages, the regression coefficient obtained 
when wholesale wages in the various areal classes are used 
as the dependent variable ranges from two to three times 
as large as those coefficients estimated when using retail 
or services wages as the dependent variable. These equations 
are reported in Appendix C. This is consistent with the 
close relationship of mean wages in the manufacturing and 
wholesaling sectors, and suggests stronger competition for 
labor between the wholesale and manufacturing sectors than 
between the latter and other non-basic sectors. 
An explanation for differential wage levels among 
areal classes may lie in differences in labor productivity 
and scale or average size of establishment (defined as sales 
or employment per establishment) as shown in Tables 3.6 and 
3.7. The indices of scale, both employment and activity 
per establishment, decline as city size declines (e.g., in 
the employment per retail establishment category the CST 
average was 7.9 compared to 3.8 in the RP), but there was 
a general tendency for labor productivity to increase as 
one moved downward through the hierarchy of cities. In 
the category 'employment per establishment' only one of 
the 16 relevant comparisons among means was not significantly 
Table 3.6. Activity and employment per establishment, 
by sector and areal class, 1963 
Sales, receipts or value 
Areal added per establishment ($000) 
class Retail Wholesale Services Manufacturing 
PEA $ 117.6 $ 609.7 $ 18.7 $ 510.9 
GST 167.9 742.2 27.3 635.2 
OST 131.8 557.1 19.2 -
RST 110.5 488.1 15.0 -
RP 76.8 - 12.9 -
AO - - - 455.1 
SMSA 176.1 1,699.6 45.8 754.8 
&Mean difference not significant at O.O5 level. 
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Employment per establishment 
Retail Wholesale Services Manufacturing 
5.6 7.1 4.2 45.7 
7.9 9.0 5.6 59.6 
5.6 6.7 3.8 
4.7 5.3 3.0^  
3 . 8  -  2 . 8 *  
42.9 
9.1 13.0 8.4 63.0 
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Table 3.7. Activity levels per employee (labor productivity), 
by sector and areal class, 1963 
Sector 
Areal class Retail Wholesale Services Manufac turing 
PEA $ 28,421 $ 86,090 $ 9,903 $ 10,485 
CST 26,480 78,567 9,788 10,683 
OST 28,989 86,112 9,320 -
RST 29,822 - 9,656 -
RP 30,286 - 11,384 -
AO - 92,500 - 10,296 
SMSA N.A. 131,141 12,663 17,527 
different at the 0.01 level—this comparison is indicated 
by the bracket in Table 3.6. In the sales per establish­
ment category all comparisons among means were significant 
at that level. Wage levels should be positively correlated 
with both scale (assuming scale to be a reasonable proxy 
for levels of capital per worker, greater probability of 
organized labor, etc.) and productivity, so that these 
trends are not consistent. VJhen wage levels are regressed 
on scale and productivity, within areal classes, the co­
efficients on both variables tend to be positive and 
significantly different from zero, but the productivity 
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variable consistently 'explains' more than does the scale 
variable—an unexpected result in view of the divergent 
trend between mean wages and productivity among areal 
classes. 
It may be that the variables used to measure pro­
ductivity, particularly in the non-manufacturing sectors 
are not realistic measures of true labor productivity. 
They are used because there are no significantly better 
alternatives. For example, comparison of sales per 
employee in a grocery store with that of an employee of, 
say, a jewelry store might be quite misleading due to 
differences in profit margins. If many specialized goods 
and services are available only in the CST then it might 
be quite inaccurate to use sales per employee as a measure 
of true labor productivity. 
C. Trends Among PEA's and Central Cities 
This section deals with observed changes in population 
and employment taking place among PEA's and central cities. 
To analyze these changes the Hoover index and the Lorenz 
curve are used to indicate the degree of, and changes in, 
population and employment concentration. The Hoover index, 
86 
H = 1/2 2 1 a^  - P.I , 
1=1 
where aj_ and represent the proportions of total (for all 
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sampled FEA's) land area and population in the ith PEA 
(note, 2aj_ = 1, = l), is one of several measures of 
population concentration. H varies between 0 and 1—these 
extremes representing 'complete' dispersion (a^  ^= for 
all i) and 'complete' concentration (a^  = 0, = 1; 
aj>0, Pj = 0 for all j ^  i; that is, where all population 
is located at one non-dimensional point). This index for 
population in 1958 and I963 is: 
1958 0.321690 
1963 0.322865. 
The level indicates a relatively^  even dispersion of popu­
lation, while the change in the index represents a very-
slight increase in concentration. 
This index can also be used to measure the degree of, 
and changes in, the relative concentration of various types 
of employment relative to population. This extension is 
accomplished by substituting P^ ,^ the proportion of total 
population in the kth areal class of all PEA's accounted 
for by the ith PEA, and E^ j^ , the proportion of total 
employment (again, total refers to that for all PEA's 
sampled) in the jth sector and kth areal class in the ith 
PEA, as in 
86 
= 1/2 J, ' 4 - 4JKI ; 
j = PEA, GST, AO; k = R, W, SS, M, A, ÏÏ. 
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where k indexes the six categories of employment used in 
this analysis: retail, wholesale, selected services, manu­
facturing, agriculture, and supporting services. 
The Hoover Indices for the six economic sectors and 
for three areal classes are shown in Table 3.8. The index 
for the four non-basic sectors ranges from 0.093 (retail) 
to 0.1388 (wholesale), based on 1963 data for the PEA 
class, indicating these activities are less concentrated 
relative to population than is employment in manufacturing 
(0.2426) and agriculture (0.2833). A similar relationship 
among sectors also is found in the GST and AO areal classes. 
As the non-basic sectors are largely population oriented 
while the basic activities tend to be more market-, raw 
materials-, and transport-oriented, it is expected that 
the latter should be more concentrated relative to popula­
tion. 
Some areas are characterized by large industrial 
complexes and relatively large numbers of manufacturing 
employees, while others have strong agricultural bases with 
relatively little manufacturing. Both areas would be ex­
pected to be characterized by similar development of the 
non-basic sectors. Consider two areas with different basic 
activity orientation: the Pt. Dodge, Iowa area, where 
agriculture is the major basic industry, and Peoria, 
Illinois, a manufacturing center. Data on population and 
Table 3.8. Hoover Index of employment concentration relative to population, by 
sector and areal class, 1958 and 19^ 3 
Areal class and year 
PEA GST AO 
Sector 1958 1963 1950 19&3 1958 19^ 3 
Retail 0.0844 0.0929 0.0831 0. 1035 0.1098 0.1148 
Wholesale 0.1375 0.1388 0.1711 0. 1781 0.1638 0.1720 
Selected services 0.1053 0.1102 0.1105 0. 1150 0.1220 0.1283 
Manufacturing 0.2385 0.2426 0.2855 0. 2897 0.2734 0.2818 
Agriculture 0.2378 0.2833 0.2452 0. 2552 0.2353 0.2866 
Supporting services 0.0854 0.0932 0.0754 0. 0884 0.0966 0.1129 
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employment are shown in Table 3.9, as are data on various 
types of employment as a percent of total employment and 
population. While population in the Peoria PEA is three 
times that of the Ft. Dodge area, manufacturing employment 
in the former is almost seven times as great as in latter, 
but agricultural employment in the Ft. Dodge PEA (11,345) 
is actually greater than in the Peoria area (9,095). In 
the Iowa PEA, manufacturing employment is 12.8 percent of 
total employment and 5.4 percent of population while in 
the Peoria area the figures are 25.4 percent and 11.1 per­
cent respectively. The wide variation among regions in 
relative concentration of classes of basic employment is 
apparent. Non-basic employment, however, bears a similar 
relationship to total employment and population in the same 
areal classes between the two PEA's. Non-basic employment 
as a percent of total employment for the PEA is 66.4 in 
Peoria and 69.7 in Pt. Dodge, for the CST it is 82.0 and 
8l.6, and in the AO it is 60.3 and 64.2. The differences 
between the two PEA's is quite modest. A similar pattern 
is found when comparing non-basic employment relative to 
total population. This study of two PEA's serves to 
illustrate further the relative concentration of basic 
employment and the relatively evenly dispersed nature of 
non-basic employment first indicated in the Hoover indices 
in Table 3.8. 
Table 3.9. Population and employment data for the Peoria, Illinois and Ft. 
Dodge, Iowa functional economic areas, 1963 
Ft . Dodge Peoria 
PEA CST AO PEA CST AO 
Estimated population 131,061 20,140 102,921 432,431 100,757 331,674 
Total employment 54,711 15,391 39,320 188,443 59,619 128,824 
Manufacturing 7,038 2,686 4,352 47,953 10,854 37,097 
Agriculture 11,345 92 11,253 9,095 102 8,993 
Non-basic 36,329 12,613 23,715 131,395 48,663 82,732 
As a # of total 
employment 
Manufacturing 
Agriculture 
Non-basic 
12.8# 
20.7 
61.4 
17. 
0.6 
82.0 
11.1# 
28.6 
60.3 
25.4# 
4.8 
69.7 
18.2# 
0.2 
81.6 
28.8# 
,7.0 
64.2 
As a 0 of total 
population 
Total employment 
Manufacturing 
Agriculture 
Non-basic 
41.7# 
27.7 
54.7# 
9.5 
0.3 
44.8 
38.2# 
4.2 
10.9 
23.0 
43.6# 
11.1 
2.1 
30.4 
59.2# 
10.8 
0.1 
48.3 
38.8# 
11.2 
2.7 
24.9 
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With the exception of the agriculture sector, the 
changes in the Hoover index from 1958 to 1963 were small, 
ranging from one to ten percent, with the smallest percentage 
increases occurring in manufacturing. It is significant, 
however^  that the index increased in every case, implying a 
degree of increased concentration among PEA's for all 
types of employment relative to population. The large 
percentage changes in the index of agriculture (19.I and 
22.8 percent respectively in the FEA and the AO) is simply 
another manifestation of the great upheaval occurring in 
this sector, and the differential impact of this transition 
in different areas of the country. 
The results of this investigation of among PEA employ­
ment trends are an interesting contrast to those discussed 
in connection with changes within PEA's. The 'activity 
intensity' measures indicate that manufacturing employment 
within PEA'S is less concentrated than non-basic employ­
ment, but among PEA's and GST's basic employment tends to 
be more concentrated. The trends are also different as 
employment within PEA's is becoming more dispersed, but 
among PEA's there is some evidence of increasing concentra­
tion, at least over the five year study period. 
An alternative way of analyzing employment distribution 
relative to population is through the medium of the Lorenz 
curve which has been used extensively to indicate the degree 
58 
of inequality of different income distributions. As used 
here the curve is constructed by plotting the cumulated 
percents of employment against cumulated percents of popu­
lation, the latter being in rank order prior to the cumula­
tion. If employment is evenly distributed- with respect to 
population this would yield a diagonal straight line, 
connecting the lower left-hand and upper right-hand corners. 
The convexity of the plotted curve toward the origin of the 
abscissa is an increasing function of the degree of in­
equality. 
The curves in Figure 3.1 show the concentration of 
manufacturing employment among three areal classes (the 
PEA, CST, and AO) for 1963. For the largest (in terms of 
population) 39 FEA's, which account for 59 percent of popu­
lation and 81 percent of total manufacturing employment in 
the sample, employment is more evenly distributed in the 
AO than in the GST. In the less populous FEA's, 4? in 
number, the reverse is true. This indicates some funda­
mental differences with respect to employment distribution 
within FEA's of varying population size. 
Figure 3.2 shows Lorenz curves for four industrial 
sectors (retail, wholesale, agriculture and manufacturing) 
for the FEA class. These curves, which approximate a 
graphic portrayal of the information contained in the 
Hoover indices, indicate that among FEA's, retail employ­
ment is quite evenly distributed in proportion to population 
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while employment in manufacturing and agriculture are 
relatively concentrated in some PEA's. The function for 
the retail sector is almost coincident with the 45° line 
(not drawn in this case) which is indicative of an exactly 
proportional relationship between population and employment. 
The wholesale function is intermediate between the above-
mentioned sectors in the same ordering as in Table 3.8. 
D. Regional Trends: Population, Employment, and Wage Levels 
For interregional comparisons the 86 PEA's are divided 
into six geographic regions. These regions and the number 
of PEA'S within each were: Pacific-Rocky Mountain (lO); 
West North Central (28); West South Central (12); East 
North Central (l4); East South Central (9) and South 
Atlantic (13). The data on mean levels of and mean per­
centage changes in employment and manufacturing (Table 3.10) 
are characterized by a lack of any consistent pattern of 
change among regions for any areal class. Based on data 
for the entire PEA, the Pacific-Rocky Mountain area 
appears to have exhibited the most rapid growth in popula­
tion (15 percent) and supporting employment (21.2 percent), 
and ranks second among regions in growth of manufacturing 
employment (16.2 percent). The West North Central region 
was the slowest growing during this period ranking last 
in both population (2.4 percent) and supporting employment 
(9.3 percent) growth, and fourth in growth of manufacturing 
Table 3.10. Mean levels (1963) and mean percentage chances 
(1958 to 1963), estimated population and 
employment, by areal class and geographic 
region 
Pacific West North 
Areal class and sector Rocky-Mountain Central 
Population 
PEA 173,194 139,660 
(15.1) (2.4) 
CST 50,781 37,000 
(14.4) (9.3) 
OST 29,361 18,321 
(14.1) (7.8) 
RST 11,244 11,995 
(11.8) (6.3) 
RP 81,808 71,345 
(16.7) (-1.0) 
Manufacturing employment 
PEA 7,035 7,221 (16.2) (10.2) 
CST 2,568 3,740 
(44.1) (7.8) 
AO 4,467 3,483 
(4.2) (13.0) 
Supporting employment 
PEA 23,385 17,245 
(21.2) (9.3) 
CST 8,613 6,405 
(14.9) (18.2) 
AO 14,772 10,840 
(25.7) (4.9) 
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West South East North East South South 
Central Central Central Atlantic 
154,669 
(8.1) 
205,669 
(7.5) 
249,785 
(9.0) 
63,024 
(31.4) 
54,629 
(3.9) 
47,860 
(10.8) 
59,769 
(12.2) 
18,531 
(14.9) 
29,015 
(19.8) 
24,659 
(12.0) 
27,821 
(7.7) 
13,369 
(12.1) 
11,090 
(2.1) 
14,769 
(10.7) 
20,538 
(13.1) 
59,744 
(-11.0) 
110,609 
(7.0) 
162,530 
(7.9) 
218,783 
(-6.6) 
(8u6)^ 
14,047 
(6.9) 
28,546 
(14.8) 
2,681 
(19.9) (^ 5^ 71 
4,157 
(3.5) 
,5,521 
(19.3) 
,3,703 
(18.5) 
12,830 
(21.4) 
9,890 
(8.4) 
23,074 
(13.8) 
18,640 
(21.1) 
22,113 
(12.6) 
23,343 
(17.1) 
32,791 
(14.8) 
8,614 
(30.7) (9(9)^  
,6,799 
(17.8) 
,9,055 
(11.4) 
10,026 
(11.2) 
14,885 
(14.2) 
16,544 
(17.0) 
23,736 
(16.2) 
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employment. As an example of the relative magnitude of 
differential growth among regions consider the average PEA 
population increase in the Pacific Rocky-Mountain region, 
23,907, compared to that in the average West North Central 
PEA, 3,209. The range of percentage population increases 
among regions, from 2.4 to 15.I percent, indicates a 
substantial redistribution of population taking place 
among regions of the country. 
Regional wage data for the retail and manufacturing 
sectors is showi in Table 3.11. The tendency for wages 
to decline with city-size persists when the data is dis­
aggregated by region. In only one region, the East North 
Central, is the pattern broken as the OST retail wage 
($2,920) is below that of the RST ($3,00$). Borts and 
Stein ( 13) hypothesize a tendency for the wage differential 
among regions too narrow over time, implying that the per­
centage change in wages will be greatest in those areas 
characterized by relatively low wage levels. This assertion 
is investigated by computing rank correlation coefficients 
between percentage change in wage levels and mean wage 
levels for each areal class among regions. In the retail 
sector four of the five coefficients are negative (as shown 
in Table 3.11), the expected results under the null hypoth­
esis. But the three coefficients for manufacturing are all 
positive, perhaps indicative of fundamental differences in 
wage determination between the two sectors. 
Table 3.11. Mean wage levels (1963), percentage changes 
(1958-63), and coefficients of variation, by 
areal class and region; manufacturing and 
retail sectors 
Region 
Pacific West West 
Sector and Rocky North South 
areal class Mountain Central Central 
Retail 
PEA $ 3,440 $ 3,013, 
20.5 t 23.8 
(0.07)° (0.06: 
CST 3,607 3,161 
(21.3) (20.3: 
(0.08) (0.08 
OST 3,440 3,010 
(22.3) (28.2 
(0.10) (0.07 
RST 3,263 2,901 
(19.3) (23.2 
(0.11) (0.07 
RP 3,041 2,820 
fl8.0) (28.8 
(0.07) (0.11 
$ 2,966 
3,125, 
22.2 
0.09] 
2,937 
25.11 
0.07] 
2,725 
19.5; 
0.07. 
Wl; 
(0.08; 
B^etween mean 'wage levels and mean percent changes 
therein (1958-1963) among regions within areal classes. 
M^ean percent change 1958-I963. 
C^oefficient of variation. 
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Region 
East East Rank 
North South South correlation 
Central Central Atlantic coefficient^  
$ 2,969, 
' 1.7. 
.06) 
3,094 
(17.7 
(0.10 
2,920 
16.7 
0.10 
3,005 
(22.2  
0.07 
$ 2,861 
[fA] 
3,006 
I 1%) 
I 1 
2,941 
27.6 
0.08 
2,654 
22.3 
0.09 
ISî 1 2,551 30.0 0.10 
$ 2,906 
(26.0) 
(0.05) 
3,108 
26.7) 
0.04) 
2,871 
21.9 
0.10 
2,772 
27.9 
0.08 
2^ 676 
- 0.83 
- 0.26 
0.60 
- 0.37 
- 0.60 
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Region 
East East Rank 
North South South correlation 
Central Central Atlantic coefficient^  
- 0.50 - 0.50 
$ 5,097 
(24.0 
(0.17 
5,476 (22.8 (0.16 
4,803 (28.8 
(0.12 
$ 3,815 
[22.2 
0.16 
4,077 
'18.1 
0.19 
3,641 
24.2 
0.13 
- 0.20 
$ 3,868 
;i9.7 
0^.25 
3,951 
'20.9 
0.25 
3,756 
18.7 
0.26 
0.14 
0.37 
0.20  
69 
This analysis can be extended to test a similar 
hypothesis of wage level convergence among city classes 
within FEA's. Wage levels and percentage changes are 
ranked for areal classes within FEA's for each of the six 
regions, and rank correlation coefficients computed. In 
the retail sector all coefficients are negative except 
for the Pacific Rocky Mountain area, implying some degree 
of convergence of wage levels among cities within the FEA. 
Although the correlation coefficients are not computed 
for manufacturing as there are only two classes to be 
ranked, in four of the six regions the percentage change 
in wage levels was greater in the AO class, and, since wage 
levels in this class are below those of the CST in all 
regions, this indicates wage convergence in this sector. 
The data on mean level of wages among regions show 
that in the manufacturing sector the highest wages are 
found in the Pacific Rocky Mountain and East North Central 
regions (PEA mean wages for these two areas are $5»021 and 
$5J097 respectively), while the lowest wage levels are in 
the East South Central ($3,81$) and South Atlantic ($3,868). 
The mean difference of the two extremes is $1,129. In the 
retail sector the mean FEA wage was highest in the Pacific 
Rocky Mountain area ($3,440), but there was little dif­
ference in the means for the remaining five regions—these 
means ranged from $2,86l to $3,613. The mean difference 
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between the highest and lowest wage areas is $579j approxi­
mately half what it is in the manufacturing sector. The 
wider variation in wage levels among regions in manufacturing 
compared to retail is consistent with data on variation of 
wage levels within city classes—the coefficient of variation 
of manufacturing wage levels was consistently two to three 
times that found in any of the three non-basic sectors for 
all areal classes. (See Table 3.11.) These findings are 
at variance with the notion that manufacturing wages among 
regions or among cities within an FEA should exhibit smaller 
variation than those in retail trade because the average 
manufacturing worker is skilled and the labor market in 
which he operates is geographically wider. That is, the 
skilled manufacturing worker is somewhat more mobile because 
of his skill, and will move when better alternatives present 
themselves thus tending to equalize wages among areas. 
A plausible hypothesis with opposite conclusions can 
be formulated. Assume: (l) manufacturing workers face 
enough obstacles to migration (i.e., seniority advantages, 
non-vested pension plans, lack of information about alter­
native employment, etc.) that the labor market in which they 
find themselves is not much different than the market for 
retail employees; and (2) that there are wide regional 
differences in industrial composition, implying wide 
regional differentials in capital and productivity per 
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•worker; and (3) that these differences among regions are 
greater for manufacturing than for retailing. It follows 
directly that regional variation in retail wages would be 
significantly less than for wages in the manufacturing 
sector. The data seem to support this alternative hypoth­
esis. 
Finally, from the data in percentage distribution of 
PEA population among areal classes (Table 3.12), there is 
some evidence of a consistent pattern of population distri­
bution in the various classes. Excluding the West South 
Central Region, the CST accounts for l8 to 29 percent of 
PEA population, population in the OST comprises 8 to 17 
percent about one-half that accounted for by the CST, and 
the average RST accounts for approximately 5 to 9 percent. 
Table 3.12. Percentage distribution of population by city class, United States 
and six census regions, 19^ 3 
Pacific West West East East 
Areal United Rocky North South North South South 
class States Mountain Central Central Central Central Atlantic 
CST 25.5# 29.4^  27.2# 40.7# 26.6# 19.2# 18.3# 
OST 12.0 17.1 13.1 12.0 l4.1 9.9 8.3 
RST 6.9 7.0 8.6 8.6 5.4 5.9 6.3 
RP 55.6 46.5 51.1 38.6 53.9 65.1 66.9 
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IV. DEVELOPMENT OF THE ECONOMETRIC MODEL 
In the preceding chapter descriptive data are presented 
to indicate the relative importance of the various economic 
sectors within and among the sampled PEA's. The task of 
this chapter is to explain intra-FEA economic structure by 
means of three variants of a multi-equation econometric 
model. Models I and II are static, being based on observa­
tions for the same time period (1963) for the 86 PEA's and 
their component cities, and are considered to be an accurate 
representation of a 'typical' functional economic area. 
While the development of a complementary model based on 
time-series data for a single PEA would be useful, data 
limitations preclude such an analysis. In Model III, a 
dynamic system is estimated by using changes in the data 
from 1958 to 1963. 
The macroeconomic nature of the models, involving such 
broad aggregates as CST population, CST manufacturing 
employment, and AO supporting employment, is due primarily 
to the nature of the published data. Although further 
accurate disaggregation of certain variables (e.g., support­
ing employment) is possible, it is so only at the expense 
of increased complexity of the model. Most of the other 
data is not amenable to a finer, disaggregation. For the 
type of cities under consideration, data on manufacturing 
employment and on retail, wholesale, and selected services 
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employment, sales, and establishments are not reported on a 
more detailed basis. The areal and industrial disaggrega­
tion used herein, although quite broad, is still fine 
enough to allow meaningful analyses to be made and reason­
able conclusions to be drawn while allowing a complete 
description of the PEA economy to be represented by a com­
pact system of equations. 
The models presented in this chapter have several 
general features. First, explicit account of the 'city-
region' concept is made by including the influence of the 
nearby metropolis on the PEA economy. These effects are' 
measured by using proximity and gravity variables, the 
former being defined as highway distance from the CST to 
the nearest metropolis while the latter (due to Zipf (92)) 
is the product of CST and SMSA population divided by 
proximity squared. Such variables are omitted from most 
other urban-regional models as they are unnecessary when 
the sample includes only the large cities. A second 
feature is the use of the functional economic area as the 
primary unit of observation. This is probably the first 
use of Berry's extensive PEA delineation (5) in a quantita­
tive analysis of regional economic structure. Pinally, 
based on the conclusions of Borts and Stein (13) and Muth 
(55) the unidirectional cause and effect assumptions of 
the export-base theory have been largely discarded in favor 
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of a highly interdependent, general equilibrium model described 
by a system of simultaneous equations. In the dynamic model 
(III), the concepts of equilibrium employment, deviations 
from equilibrium employment, and the spatial incidence of 
national growth are also explicitly included. 
The various elements, subsystems, and direction of 
causation for both Models I and II are outlined in Figure 4.1, 
a schematic flow chart. There is a common structure to all 
three models in that each is composed of three basic sets of 
equations for each areal class: employment in manufacturing, 
supporting services, and agriculture (equation system (l)); 
population (system (2)); and activity levels in the tertiary 
(retail, wholesale, and selected services) sectors (system 
(3)). Equations systems (l) and (2) are jointly dependent 
and are solved first. Then certain of the determined values 
of the endogenous variables enter system (3) as explanatory 
variables. The causal flow from systems (l) and (2) to (3) 
is recursive, and has an export-base element in that terti­
ary sector activity levels adjust passively to changes in 
population and non-tertiary employment. One subsystem of 
identities (2') uses exogenous labor productivity to deter­
mine employment in the tertiary sectors, while another (3') 
incorporates data on scale (sales per establishment) in the 
determination of number of establishments. A more detailed 
discussion of this sequence of events and the way in which 
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the equation system is solved for purposes of projecting 
future value of the endogenous variables is presented in 
the following chapter. 
The chapter begins with a discussion of a 13 equation 
model of PEA economic structure using two areal classes— 
the CST and AO. A more extensive areal disaggregation is 
made in Model II which considers the PEA as composed of 
four areal classes—the CST, OST, RST, and RP. The chapter 
concludes with a discussion of the dynamic model (III). 
A. Model I: Two Areal Classes, Static 
The dichotomization of the PEA into the CST and AO 
classes is analogous to Niedercorn and Kain's partitioning 
of the SMSA into the central city and suburban ring ($8). 
In their sample, however, the focal city accounted for the 
largest share of SMSA population and economic activity, 
while in these rural areas the average CST accounts for 
only a quarter to a third of PEA activity. If Pox's concept 
of the non-urban PEA being essentially one spatially extended 
city is correct, then the areal disaggregation of Model I 
is identical to that of Niedercorn and Kain. 
Ordinary least squares (O.L.S.) and two-stage least 
squares regression estimates (2.S.L.S.), t values, and 
standardized regression coefficients for the manufacturing, 
agricultural, and supporting services employment equations 
and population equations (systems (4.1) and (4.2)) are shown 
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in Tables 4.1 and 4.2. Similar statistics for the tertiary 
sector equations (system (3)) are presented in Table 4.3. 
A discussion of the estimation techniques employed and the 
computer program used in making the two-stage least 
squares estimates is found in Appendix D. In the following 
only the two-stage estimates are discussed except in those 
cases where O.L.S. is applicable. 
1. Equation system (4.1): manufacturing, supporting services, 
and agricultural employment 
CST manufacturing employment (MPGCST—Equation 4.1.1) 
is closely associated with CST population (POST), manu­
facturing wage levels in the CST (WGCST), and gravity (GRAV). 
Population serves both as a market for some domestically 
manufactured goods and as a source of labor supply to CST 
manufacturing firms. Borts and Stein (13) would argue that 
the latter effect is most important. As indicated by its 
beta coefficient (b* = 0.214), PCST is the most important 
explanatory variable in the equation, although GRAV (b* = 
0.211) and WGCST (b* = 0.178) are only marginally less 
important. GRAV is included to account for the competitive 
disadvantage of being spatially removed from the major 
SMSA markets of the country as well as to indicate the 
importance of major markets in the area. The positive co­
efficient of GRAV (0.171) implies that manufacturing employ­
ment in the CST increases as population of the nearby 
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Table 4.1. Estimates of employment and population equations 
Model I 
Jointly-
dependent 
variables 
Pre­
determined 
variables 
Estimates 
O.L.S. 2.S.L.S, 
(4.1.1) MFGCST 
POST 
GRAY 
WGCST 
Constant 
r2 
-1 
.06l** 
(3.52) 
.139 (1.67) 
.547 (1.38) 
-1,496 
0.27 
-1 
.171 
.687 
(1.66) 
(.178) 
-9,389 
0.25 
(4.1.2) MFGAO 
SPAO 
AGEMP 
-1 
.875** (7.02) 
-.378* 
(-2.14) 
t^ value. 
S^tandardized regression coefficient. 
^^ Significant at 0.01 level. 
S^ignificant at 0.05 level. 
-1 
1.04 
(5.14) 
(.771) 
-.477* 
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Table 4.1. Continued 
Jointly Pre-
dependent determined Estimates 
variables variables O.L.S. 2.S.L.S. 
(4.1.2) PCST 
AGPD 
Constant 
r2 
-.015 
(-0.39) 
-.6l8* 
(-2.52) 
5,500 
0.46 
-.051 (-0.86) 
(-.116) 
-.560* 
5,197 
0.45 
(4.1.3) EMPAG 
MPGCST 
SPAO 
WGAO 
INCLOW 
WG/PD 
Constant 
r2 
-1 
-.092 
(-1.51) 
.198* 
(2.35) 
-2.14** 
(-3.19) 
-^l:44) 
-1,825 
(-1.80) 
18,550 
0.21 
-1 
-.192* 
(-2.09) 
(-.400) 
.390** 
(3.04) (.602) 
- 1.98** 
[?i:24) 
(-.150) 
-1,322 
(-1.22) 
(-.138) 
15,550 
0.18 
Table 4.1. Continued 
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Jointly Pre-
dependent determined Estimates 
variables variables O.L.S. 2.S.L.S. 
(4.1.4) SPCST 
PCST 
PAO 
INCMED 
Constant 
r2 
-1 
.132** 
(15.19) 
.0033 
(1.42) 
, .537* (2.08) 
1,944 
0.80 
-1 
.134** 
(10.40) 
(.843) 
.0032 
(0.95) (.072) 
.540 
1,944 
0.80 
(4.1.5) SPAO 
AGEMP 
MPGAO 
Constant 
r2 
-1 
.300* 
(2.32) 
.433** 
(3.70) 
6,010** 
0.54 
-1 : 
.318* 
(2.10) 
(.429) 
.439** 
(3.18) 
(.283) 
5,574** 
0.46 
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metropolis (one of the markets for CST goods) increases, 
and decreases as the distance between the two increases. 
The trend toward increased dispersion of manufacturing 
employment is in part due to technological advances in the 
transportation industry which have reduced the competitive 
disadvantages of spatial isolation. 
Manufacturing employment outside the CST (MFGAO— 
Equation 4.1.2) is explained by such intra-PEA factors as 
agricultural employment (AGEMP) and productivity (AGPD), 
CST population, and AO supporting services employment 
(SPTCST). The last variable is the most important explana­
tory factor (b* = 0.771) with the other three being of second 
order importance (beta values ranging from -0.116 to -0.220). 
MFGAO and SPTAO are jointly dependent because many of the 
services included in the latter variable (e.g., finance, 
insurance, construction, transportation, etc.) are partially 
functions of the general level of business activity in the 
community, and because manufacturers are sensitive to the 
availability of many types of services when selecting an 
industrial location. Alternative specifications of (4.1.2) 
supported the strong negative relationship between MFGAO 
and agricultural variables, particularly productivity and 
empl03nnent which appear in the final form of the equation. 
Non-CST manufacturing employment expands most rapidly in 
those areas characterized by low agricultural productivity 
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and declining agricultural employment. Proponents of the 
Borts-Stein 'labor supply' hypothesis (13) would interpret 
the coefficients of AGEMP (-0.477) as meaning the increase 
in the PEA labor supply, occasioned by two workers leaving 
the farm, attracts one new manufacturing job. Consider 
AGEMP and MFGAO as jointly dependent—workers leaving the 
farm attract new manufacturing firms, and new firms locating 
in an area give reason for some to leave the farm. The 
absolute value of the coefficient of AGEMP (0.477) in 
(4.1.2) is twice that of the coefficient of MFGAO (0.192) 
in Equation (4.1,3). This suggests that the labor supply 
effect on manufacturing employment shifts are of greater 
importance than the effect that expanding manufacturing 
employment has on out-migration from agriculture. The 
Borts-Stein hypothesis is supported by these statistics. 
The negative coefficient of POST (-O.O51) in (4.1.2) 
indicates that agglomeration economies are operative and/or 
that minimum threshold levels exist which cause the GST 
manufacturing sector to grow at the expense of its counter­
part in the AO. It was originally thought that GST popula­
tion growth would benefit the AO—serving as an expanding 
market for AO production, providing a wider range of 
services for non-GST business firms, etc.—but the net 
effects on the AO appear to be adverse. 
Agricultural employment (4.1.3) is negatively influenced 
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by MFGAO, AO wage levels (WGAO), and the ratio of manu­
facturing wages to agricultural productivity (VJG/PD) . The 
latter two variables are measures of the opportunity cost 
of staying on the farm. AGPD is non-significant when used 
alone, but in a ratio with manufacturing wages it is 
significant at the 0.20 level. WGAO is significant at the 
0.01 level and its beta coefficient (b* = -0.332) is more 
than twice that of WG/PD (b* = -O.138). Using productivity 
as a proxy for farm income, it would appear that it is not 
absolute income, but farm income relative to that available 
in alternative employment, that is relevant in the decision 
to leave agriculture. Thus, it would be expected that the 
most rapid declines in agricultural employment would occur 
in those PEA'S characterized by a high wage, growing manu­
facturing sector, and relatively low level of agricultural 
productivity. 
The negative coefficient (-9O.5) of INCLOW (percentage 
of families in the GST county with annual incomes of $3,000 
or less, i960) is evidence that where poverty is wide­
spread out-migration from agriculture occurs more rapidly 
than it would otherwise. This is not necessarily incon­
sistent with the conclusion that out-migration is an in­
creasing function of wage rates in alternative employment, 
as these two forces may be associated with different types 
of migration. The migration from low income areas may be 
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of a long-distance nature (e.g., from the rural South to 
the industrial centers of the Northeast), while the 'wage 
pull' effect may be associated with short-distance migration. 
The latter may involve a move from, say, the RF to CST, or 
may involve only an employment change, not a change in 
residence. 
The coefficients of determination (R^ ) for the CST and 
AO manufacturing equations (0.32 and 0.45, respectively) &nd 
the agricultural employment function (0.l8) are lower than 
for any of the other equations in the model. The export-
base theory asserts that these types of employment are 
primarily determined by factors outside the PEA (e.g., 
national economic growth, technological developments, 
business cycles, shifts in demand for certain products, etc.), 
and should be considered to be predetermined variables in an 
urban growth model. The low percentage of variation 'ex­
plained' by these equations supports this aspect of the base 
theory. In the dynamic model a national economic growth 
effect is included to account for one of these exogenous 
factors. 
Like MPGCST, supporting services employment in the CST 
(SPCST—Equation 4.1.4) is largely a function of population 
(both POST and PAO), but in this relation, population serves 
primarily as a proxy for market forces rather than as an 
index of labor supply. Many of the types of employment in 
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this category (e.g., education, transportation; finance, 
insurance, and real estate; health; hospitals, and welfare; 
etc.) are closely associated with levels of population. 
POST is highly significant and its beta coefficient (b* = 
0.843) indicates it is the most important explanatory 
variable. PAO is only marginally significant (t = 0.95, 
b* = 0.072). It appears that supporting employment is not 
so specialized that it tends to concentrate in the GST, 
and that the GST does not serve the entire PEA in these 
capacities. Median income (MEDING), a reasonably signifi­
cant (t = 1.91), but second order explanatory (b* = O.lll) 
variable, is a proxy for differences in taste and effective 
demand among areas. 
2. Equation system (4.2): population 
GST population (Equation (4.2.1)) is an increasing 
function of IWGGST, SPGST, and natural increase (MATING). 
The last variable, while significant (t = 2.10) is of 
secondary importance in the equation (b* = 0.146) as compared 
with SPGST (b* = O.683) and MPGGST (b* = 0.375). Specifying 
population as a fiznction of manufacturing employment has an 
export-base connotation, but the connection is illusory 
as both are simultaneously determined. The coefficient of 
SPGST (4.32) and its beta coefficient (O.683) are both 
greater than the respective statistics for MPGGST (2.25 and 
0.375). These coefficients might be termed a 'population 
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Table 4.2. Estimates of population equations: Model I 
Jointly Pre-
dependent determined Estimates 
variables variables O.L.S, 2.S.L.S. 
(4.2.1) POST 
SPCST 
MFGCST 
MATING 
Constant 
-1 
4.91** 
(13.85) 
1.42** 
(4.65) 
239.8 
(1.54) 
1,412 
0.83 
-1 
4.32**a 
2.25** 
(4.00) 
(.375) 
418.3* 
(2.10) 
(.146) 
-1,681 
0.81 
(4.2.2) PAO 
S PAO 
MFGAO 
-1 
4.21** 
(3.92) 
4.00** 
(5.28) 
-1 
3.96* 
(2.07) 
(.350) 
5.89** (4.56) 
(.703) 
E^stimated coefficient, 
t^ value. 
* 
'Standardized regression coefficient. 
Significant at 0.01 level. 
Significant at 0.o5 level. 
88 
Table 4.2. Continued 
Jointly 
dependent 
variables 
Pre­
determined 
variables 
Estimates 
O.L.S. 2.S.L.S. 
(4.2.2) AGEMP 
MIG 
Constant 
2.84* 
(2.27) 
-14.4 
(-0.42) 
26,600 
0.65 
3.22 
'&)  
-23.9 (-0.06) 
(.004) 
10,150 
0.60 
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multipliers', but this would be an oversimplified description 
as employment and population are jointly dependent, and 
changes in one will lead to multiple changes in both. These 
statistics are in sharp contrast to the base theory con­
tention that the truly significant multiplier effects are 
associated with basic (manufacturing) employment, not with 
non-basic (e.g., supporting services) employment. 
In the AO Equation (4.2.2) contradictory estimates are 
found as the coefficient of MPGAO (5.89) is greater than 
that of SPAO (3.96). Thus, while the effect of supporting 
employment is similar for the two classes, the 'quasi-
multiplier' effect of manufacturing employment is greater 
in the AO. EMPAG and migration to the GST (MIG) enter the 
equations as second order variables. MIG was non-significant 
(t = -O.O6), but had the correct sign. (Correct under the 
assumption that a part of in-migrants to the GST come from 
the AO.) 
3. Equation system (4.3): retail, wholesale, and selected 
services 
The equations for GST and AO retail, wholesale, and 
selected services activity are shovm. in Table 4.3. It should 
be pointed out that the jointly dependent variables in this 
section are measured in thousands of dollars. Employment 
and number of establishments in each sector is determined 
by identity systems (4'.2) and (4'.3). Equations (4.3.1) 
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Table 4.3. Estimates of tertiary sector activity level 
equations: Model I 
Jointly Pre-
dependent determined Estimates 
variables variables O.L.S.2.S.L.S. 
(4.3.1) RTCST -1 
POST 
PAO 
PYCST 
PYAO 
Constant 
2^ 
.659** 
.029 
'tMh 
.614** 
(8.51) (.502) 
.147** 
'?:SI 
15,600* 
0.81 
(4.3.2) RTAO 
PAO 
-1 
.426** 
(4.79) 
(.571) 
a 
Two-stage least squares estimates not applicable. 
'"^ Significant at 0.01 level. 
*Significant at 0.05 level. 
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Table 4.3. Continued 
Jointly Pre-
dependent determined Estimates 
variables variables O.L.S. 2.S.L.S. 
(4.3.2) PYAO 
AGSOLD 
Constant 
r2 
.392** (2.68) 
(.332) 
.382** 
(6.52) 
(.292) 
19,460* 
0.85 
(4.3.3) WHCST 
RTCST 
RTAO 
-1 
GRAV 
Constant 
1.52** 
(7.93) 
.186 
(1.74) 
-4.22* 
(-3.54) 
-46,390** 
0.64 
-1 
1.011* 
(2.64) 
(.498) 
.475* 
(2.42) (.388) 
-2.99 
-44,300* 
0.60 
(4.3.4) IVHAO 
RTAO 
-1 
.506** 
(7.58) 
-1 
.356* 
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Table 4.3. Continued 
Jointly Pre-
dependent determined Estimates 
variables variables O.L.S. 2.S.L.S. 
(4.3.4) WHCST .205** .484** 
(3.77) (3.49)^  
(.705) 
GRAV -1.46* -1.48 
( -2 .07)  ( -1 .82)  
(-.134) 
Constant 11,720 4,825 
0.67 0.56 
(4.3.5) SVCST -1 
PCST .092** 
'Ulh 
PAO .0094 
(1.11) 
(.117) 
PROX 8.44 
(1.52), 
(.095) 
PYCST .093** 
(6.04) 
(.424) 
PYAO .039** 
(3.82) 
(.302) 
a 
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Table 4.3. Continued 
Jointly Pre-
dependent determined Estimates 
variables variables O.L.S. 2.S.L.S. 
(4.3.5) EDHI 
Constant 
r2 
204.2** 
(3.09)^  (.203) 
- 11,150** 
0.74 
(4.3.6) SVCAO 
SPTAO 
PYAO 
Constant 
-1 
.416** 
.084** 
(8.40) 
( .586) 
992 
0.73 
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to (4.3.6) form a separate subsystem which incorporates 
population and payrolls, determined by equation systems 
(4.1) and (4.2), as the primary explanatory variables. 
Payrolls are determined as the product of employment (from 
equation system (4.1)) and wage levels (determined exoge-
nously), and are considered as predetermined variables as 
is population in this system. Only Equations (4.3.3) and 
(4.3.4) are estimated by 2.S.L.S., as each of the other 
equations has only one jointly dependent variable. 
CST retail sales (RTCST—Equation (4.3.1)) reflect 
the influence of both potential demand, CST and AO popula­
tion, and effective demand, measured by payrolls in both 
areal classes (PYCST and PYAO). The coefficients and beta 
values of the CST variables are several times larger than 
their AO counterparts. For example, the coefficient of 
PCST (0.659) is more than 20 times larger than that of PAO 
(0.029), and the differential between the respective beta 
coefficients (0.403 and O.O63) is similar in size. In an 
average CST, a one person increase in PCST would result in 
an increase retail sales of $659, while unit increases in 
PAO are associated with only $29 in additional CST sales. 
AO retail sales (RTAO—Equation (4.3.2.)) are closely 
associated with PAO (0.426) and PYAO (0.392), but the CST 
explanatory variables (PCST and PYCST) are non-significant 
and are excluded from the final equation. This non-
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significance is consistent with the secondary importance of 
AO variables in (4.3.1), but it further suggests a uni­
directional demand flow from the AO to the CST. Non-GST 
residents use the CST for the purchases of certain types 
of goods, probably those of a more specialized nature not 
available (or available only at higher prices) in the AO 
cities, but the largest part of their spending is done in 
the AO service centers. This finding is consistent with 
the central place theory, articulated by Christaller (15) 
and substantiated by the empirical research of Borchert 
and Adorns (12), which postulates declining trade areas 
and range of choice in cities of decreasing size. 
The value of agricultural output sold (AGSOLD) is 
highly significant in the AO equation, but non-significant 
in (4.3.1) indicating that the effects of trends in agri­
culture on CST retail activity are indirect. As many 
retail goods are of a low order (i.e., generally available 
even in the smallest communities), there is no need for the 
average farm family to go beyond the nearest RST for these 
types of goods. As most of farmers (indeed, most inhabi­
tants) of the PEA live closer to a non-CST center than to 
the CST it follows that AGSOLD would not significantly 
influence RTCST directly. The indirect effects, however, 
may be substantial. 
The decay in magnitude and explanatory power of the 
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estimated coefficients from the GST to the AO is also 
apparent in the GST wholesaling equation (WHCST—(4.3.3)). 
The coefficient of RTCST (l.Ol) is twice that of RTAO 
(0.475), although the former is only marginally more power­
ful in an explanatory sense (b* = 0.498 vs. b* = O.388). 
The data in Table 3.6 of Chapter III indicate that wholesale 
sales in the average metropolis are more than twice as great 
as retail sales, while in the average PEA sales in the retail 
sector are greater than those in the wholesale sector. Whole­
saling in the metropolis serves an area larger than merely 
its SMSA—an area that probably includes many of the PEA's 
included in this study. The inclusion of the gravity 
variable (GRAV) accounts for this phenomenon. The negative 
coefficient (-2.99) implies the closer the PEA is to the 
metropolis and/or the larger the neighboring metropolis the 
smaller will be PEA wholesale activity. Although the co­
efficient is relatively significant (t = I.98), the low beta 
coefficient (-O.I85) suggests it is of secondary explanatory 
importance. 
The coefficient of RTCST (l.Oll), being greater than 
one, indicates that as PEA retail activity expands an in­
creasing share of total wholesale sales in the PEA are made 
by domestic firms, probably at the expense of wholesalers 
in the nearby metropolis. This implies a spatial relocation 
of wholesaling activity and employment away from the metrop-
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oliSj a trend which is noted in Chapter III. There it is 
shown that wholesaling activity is concentrated in the 
larger cities (the CST and PEA), as indicated by high 
activity intensity measures, but that this activity is be­
coming considerably more dispersed, as shown by the decline 
in the intensity measures during the 1958-1963 period. 
AO wholesale activity (WHAO—Equation (4.3.^ )) is an 
increasing function of RTAO and WHCST, and a decreasing 
function of GRAV. The coefficient of RTAO (0.356), about 
one-third as large as that of RTCST in (4.3.3), is indicative 
of differing technological conditions underlying the develop­
ment of wholesaling in the AO as compared to the CST. AO 
wholesaling responds more slowly to changes in AO retail 
sales due possibly to differences in the composition of 
wholesale goods available in the two classes, and/or the 
existence of minimum population threshold levels consistent 
with efficient wholesaling (the AO cities being below this 
critical size). 
WHCST is included to indicate the influence of growth 
in CST wholesaling on the AO cities in much the same way 
as MFGCST is included in the AO manufacturing Equation 
(4.1.2). In (4.3.4), however, the CST variable has a 
positive coefficient (0.484) which suggests some type of 
agglomeration-economy for the AO. 
Four of the five explanatory variables in the CST 
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selected services (SVCST) Equation (4.3.5), POST, PAO, PYCST, 
and PYAO, are the same as those in the GST retail equation, 
and the relative explanatory power of each is similar be­
tween the two equations. However, each of these coefficients 
is substantially smaller in (4.3.5) than in (4.3.1). For 
example, in (4.3.1) the coefficient of PGST is 0.659 while 
in (4.3.5) it is 0.0922, for PYGST it is 0.6l4 in (4.3.1) 
and 0.093 in (4.3.5), etc.). The decay in the size of co­
efficient between the GST and AO variables in (4.3.5) and 
the non-significance of GST variables in (4.3.6), the AO 
services equation, again indicates unidirectional demand 
flows for services similar to that found in the retail sector. 
EDHI (percentage of GST adults with at least a high 
school education) is highly significant (t = 3.09), and 
ranked fourth in terms of explanatory power (b* = 0.203 
compared to 0.424 for PYGST which ranked first). Educational 
differences, a proxy for both taste and income differences, 
are associated with the number and types of services pro­
vided, particularly those of a specialized nature, such as 
theatres, restaurants, hotels, etc. Proximity enters with 
a postive coefficient indicating that closeness to metrop­
olitan areas has a negative effect upon services activity 
in a GST. Establishments such as hotels, theatres, restau­
rants in the GST's located near large cities probably compete 
with those in the 'big city'. 
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4. Determination of employment and establishments In the 
tertiary sectors 
Once activity levels are determined, employment is 
defined by the following identities; 
EI = (E^ /S^ ) si i' = GST, AO; j = R, W, S 
(4'.2.1) - (4'.2.6) 
where E/S is the employment-sales ratio (i.e., the reciprocal 
of the labor productivity variable). The number of the 
establishments is determined by' 
E*| = (E*j/SpS^  i = GST, AO; j = R, W, S 
(4'.3.1) - (4'.3.6) 
where E* represents number of establishments and E*/S is 
the reciprocal of the scale variable, sales per establishment. 
The scale and productivity variables are predetermined. 
5. Summary of Model I 
The important conclusions to be drawn from the estimated 
equations are briefly stated below. In Chapter VI they are 
discussed in more detail and their implications for the future 
of these rural city-regions is also developed. 
1. The importance of the 'gravity' variable in the 
wholesaling equations and 'proximity' in the manufacturing 
equation is evidence of strong economic interaction between 
100 
the non-urban PEA and the nearby metropolis. This element 
is "unnecessary in the models of large urban areas (e.g., 
Niedercorn-Kain (58), Thompson-Mattila (7I, 72), etc.), 
but would appear to be an essential ingredient in models 
of non-metropolitan areas. 
2. The significant inverse correlation between manu­
facturing employment and agricultural productivity and employ­
ment, and between the latter and manufacturing wages shows 
the strong economic interrelationship between these two 
sectors, particularly in the AO areal class. This observed 
interaction assists in explaining: changes in the composition 
of employment between agricultural and non-agricultural 
industries; the above average growth of manufacturing employ­
ment outside the CST; and the emphasis given by Borts-Stein 
(13) to labor supply shifts in explaining changes in manu­
facturing employment. 
3. The significance of supporting services employment 
(essentially of non-basic character) in the population 
equations indicates that, to the extent base theory is 
meaningful, it should be modified so that the importance of 
many non-basic activities in the growth process are explicitly 
included. 
4. While a regression constant need not always be 
rationalized, it is significant that in five of the six 
CST equations the constant is negative while positive in all 
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six AO equations. This may be indicative of centrifugal 
forces at work 'pulling' employment and population from the 
CST (i.e., in the absence of forces working toward the 
contrary there might have been population, employment, and 
tertiary sector activity declines in the typical CST). The 
more rapid growth of employment in the OST and RST, outlined 
in Table 3.1 is consistent with this hypothesis. 
5. The apparent unidirectional demand flows for retail 
goods and selected services from the AO to the CST is con­
sistent with, and lends credence to the Central Place Theory. 
B. Model II: Four Areal Classes, Static 
Model II is structurally and sequentially similar to 
Model I—the only difference being that now the PEA is 
partitioned into four areal classes—the CST, OST, RST, and 
RP. As employment data is available only for the CST and 
AO classes, and since population is largely a function of 
employment, equation systems (l) and (2) are identical to 
those in Model I and are not repeated here. The objective 
of this section is to analyze the additional information 
about the tertiary sectors yielded by the more extensive 
disaggregation. 
1. Retail sector equations 
Retail sales in the several classes (Equations (4.4.1)-
(4.4.4)) are primarily functions of population although 
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Table 4.4. Estimates of tertiary sector equations: Model 
II 
Jointly Pre-
dependent determined Estimates 
variables variables O.L.S. 2.S.L.S. 
(4.4.1) RTCST -1 
POST .570** 
(3.6l)b 
(.348)0 
POST .327 
'("S, 
PYCST .588** 
7;L8L) 
PYOST -.260 
(-1.00) 
(-.294) 
PYRST .140 
Constant 13,999* 
0.79 
2^.S.L.S. not applicable. 
°t value. 
S^tandardized regression coefficient, 
Significant at 0.01 level. 
Significant at 0.05 level. 
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Table 4.4. Continued 
Jointly Pre-
dependent determined Estimates 
variables variables O.L.S. 2.S.L.S. 
(4.4.2) RTOST -1 
POST 
PRST 
AGSOLD 
PYOST 
Constant 
.819** 
.191 
.084** 
tiih 
.346** 
1,688 
0.73 
(4.4.3) RTRST 
PRST 
PRP 
AGSOLD 
Constant 
_2 
-1 
1.42** 
.063** 
(3.27) 
(.337) 
.033 (1^ 94) 
(.109) 
-2,453 
0.74 
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Table 4.4. Continued 
Jointly Pre-
dependent determined Estimates 
variables variables O.L.S. 2.S.L.S. 
(4.4.4) RTRF -1 
PRF 
AGSOLD 
Constant 
r>2 
.417** (8.81) 
(.772) 
.232** 
2,931 
0.61 
(4.4.5) WHCST 
RTCST 
RTRP 
(4.4.6) WHOST 
RTOST 
GRAY 
Constant 
R^  
-1 
1.54** (8.19) 
.260 
(1.64) 
-4.17** 
(-3.46) 
-40,730** 
0.64 
-1 
.721** 
(10.89) 
-1 
1.27** (4.16) 
(.565) 
.691* (2.60) 
(.126) 
-3.51* 
(-2.i(5) 
(-.233) 
-47,400* 
0.60 
-1 
.948** 
6.86) 
1.12) 
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Table 4.4. Continued 
Jointly Pre-
dependent determined Estimates 
variables variables O.L.S. 2.S.L.S. 
WHCST -.044* 
(-2.25) 
-.084* 
(-2.14) 
(.343) 
GRAY -.708* 
(-2.50) 
-.862** 
'-n% 
Constant 4,173 .772 
R2 0.61 0.55 
WHRST -1 -1 
RTCST .150 
(0.61) 
0.2750 (0.66) 
RTRF .611** (6.03) 
WHCST .200** 
(3.65) 
.408** 
(3.59) 
Constant -3,001 
-3,535 
R2 0.59 0.51 
SVCST -1 _a 
POST .135** (6.26) 
(.462 
POST .112** 
"cM) 
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Table 4.4. Continued 
Jointly Pre-
dependent determined Estimates 
variables variables O.L.S. 2.S.L.S. 
(4.4.8) PRF .021** 
(4.01) 
(.236) 
PROX 10.74* 
(SLIO) 
(.120) 
PYCST .055** 
(3.30) 
(.250) 
Constant 3,975 
0.76 
(4.4.9) -1 
POST .171** 
(8.14) 
(.804) 
PYOST .025** 
(4.05)^  
(.277) 
Constant - 965 
0.64 
(4.4.10) SVRST -1 
PRST .120** 
fZ) 
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Table 4.4. Continued 
Jointly-
dependent 
variables 
Pre­
determined 
variables 
Estimates 
O.L.S. 2.S.L.S. 
(4.4.10) PRF 
PYCST 
Constant 
.0038 
(1.54) 
(.212) 
.013 
(1.52) 
(.122) 
- 237 
0.59 
(4.4.11) SVRP 
PRF 
AGSOLD 
Constant 
_2 
-1 
.035** 
•î:S) 
.0069 
1,736 
0.40 
& 
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payrolls and AGSOLD enter some equations, as in Model I. It 
is significant that in each of the four equations, population 
of the areal class under study enters with a highly signif­
icant coefficient, but in no case is population of a higher-
order class significant in explaining sales in a lower-order 
class. That is, POST is not significant in the OST, RST, 
or RF equations etc. Alternatively, population of the next 
lower class is important in some equations. For example, 
OST population (POST) is significant at the O.3O level in 
the GST equation, and RP population (PRP) is highly signif­
icant in the RST equation. 
A priori, it is logical that PRF would be an important 
explanatory variable for RST retail activity (RTRST). The 
RP is composed of the rural-farm and rural non-farm areas, 
the latter including the small hamlets and minimum conven­
ience centers which offer, at best, a minimal range of 
choice of retail goods. To purchase many products, the RP 
resident must travel to the RST which, since there are 2.7 
of them in the average PEA, is closer to most RP residents 
than is an OST or the GST. As many shopping trips are multi­
purpose, the RP resident probably purchases many lower-order 
goods, such as groceries, during his sojourn in the RST for 
the purpose of buying higher-order goods and services (e.g., 
clothing, lumber and hardware, banking services, etc.). 
AGSOLD is an important explanatory variable in all but 
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the GST equation. The coefficient (0.232), t value (3.91), 
and beta coefficient (0.269) in the RF equation are greater 
than in either the OST or RST equations. In Model I it is 
shown that the direct impact of AGSOLD is felt in the AO 
class, and now it is shown to be greatest in the RP portion 
of that class. From the standpoint of direct impacts, the 
influence of changes in the fortunes of the agricultural 
sector is greatest in the RP, of intermediate importance 
in the RST and OST, and of seemingly little consequence for 
the GST. 
2. Wholesale sector equations 
The gravity variable is significant in both the GST 
and OST relations, although the absolute value of the co­
efficient declines sharply from the GST equation (-3.51) to 
that for the OST (-0.862). GRAY is of little significance 
in the RST equation, and is omitted. This indicates that 
the city-region effects of- the metropolis are dissipated as 
they move dovm the hierarchy of cities in the PEA. The 
importance of GST wholesaling activity in the OST and RST 
equations suggests that GST has a greater influence on these 
smaller cities than does the metropolis. This conclusion 
is consistent with the idea that economic change is trans­
mitted through the hierarchy of cities in the system. 
In the AO wholesaling equation of Model I, WHGST enters 
with a negative coefficient. Now, when using the disaggre­
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gated data, it is found that the coefficient of WHCST is 
negative in the GST equation (-0.862) and positive in the 
RST equation (0.408). In all cases the coefficient is 
highly significant. The impact of growth in CST wholesaling 
varies with the size of city—the GST suffers while the RST 
benefits. 
There is also a definite tendency for the coefficients 
on retail sales in the areal class under study to decline 
from Equation (4.4.5) to (4.5.7). The coefficient of RTCST 
in (4.4.5) is 1.27; that of GST retail sales in (4.5.6) is 
0.948; and of RST sales (0.275) and R? activity (0.345) in 
Equation (4.5.7). The structure of the wholesale sector 
and its reaction to change in retail activity within its 
own class appears to be fundamentally different among areal 
classes. Also, in all three equations the constant term is 
negative implying an increasing average ratio of wholesale 
to retail sales in cities of increasing size within each 
areal class. As the city increases in size it becomes 
economically feasible for the wholesaling sector to provide 
a wider range of goods and to serve a larger trade area. 
This results in important differences in the structure of 
the sector among the various city-classes. 
3. Selected services sector equations 
The equations for services activity are structurally 
similar to those in Model I. Population and payrolls are 
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the primary explanatory variables with AG8OLD entering the 
RP equation and proximity being significant in the CST 
function. Spatial location relative to the metropolis is 
quite important in determining the absolute size of the CST 
services sectors. For the typical PEA, each mile more dis­
tant from the metropolis increases annual services activity 
by approximately $11,000. On the other hand PROX was found 
to be of negligible importance in the other equations, 
supporting the contention that the direct impact metropolitan 
city-region effects are felt primarily in the CST. 
C. Model III: Two Areal Classes, Dynamic 
In this section a first approximation to a dynamic model 
of non-metropolitan 'city-region' structure and growth is 
developed. The structuring of the model is similar to that 
of Model I except that all jointly dependent variables, and 
certain predetermined variables, are measured in - terms of 
change from 1958 to 1963. The addition of a time element 
also allows additional information to be included in the 
form of two new sets of predetermined variables: deviations 
from equilibrium employment and regional growth effects. 
These new concepts are developed in the next two sections. 
1. The concept of equilibrium employment 
It is hypothesized that both CST manufacturing employ­
ment and PEA agricultural employment are moving toward a 
dynamic equilibrium level, and that employment change during 
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some time period is a function of both the sign and magnitude 
of the deviation between actual and equilibrium level at the 
beginning of that period. Changes in employment should be 
inversely related to the sign of the deviation (actual 
minus equilibrium) and directly related to the magnitude 
thereof. It is expected, a priori, that large changes in 
employment should be associated with large deviations from 
equilibrium. A similar variable has been developed for CST 
supporting services employment, but it proved to be insignif­
icant in either the CST or AO equation. This is probably 
a result of the even dispersion of this class of employment 
with respect to population which resulted in deviations from 
equilibrium (defined as a function of population) being 
small and somewhat random relative to changes in employment. 
It is postulated that equilibrium or normal manufactur­
ing employment in the CST is a linear function of population: 
Eq. MFGCST = 83O.8 + 0.0770?** POST 
(0.90) (4.76) 
= 0.21. (4.S.1) 
Similarly equilibrium employment in agriculture depends on 
total land area and PEA population. 
Eq. EMPAG = 4,783 + 0.02146** PFEA + O.3O5O* AREA 
(0.62) (4.06) (2.07) 
= 0.21.  (4.E.2) 
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Based on these regression equations the estimated values of 
these two dependent variables are computed for all observa­
tions, and are considered to be measures of normal employ­
ment. Deviations from the regression surface are assumed 
to be estimates of the deviation of actual from equilibrium 
employment. These residuals enter the model as lagged 
endogenous variables and are defined as DVQMFG and DVQA.G. 
Deviations from regression for 1958 were used in estimating 
the equations for 1958-1963 employment change. 
The nature of the construction of these variables 
suggests that emplosment in approximately one-half of the 
areal units is above equilibrium while in the other half it 
is below, as the least squares technique results in approxi­
mately an equal number of observations lying on each side 
of the estimated surface. While this implication may be 
plausible for the manufacturing sector it is clearly not 
true for agriculture where most areas are characterized by 
actual employment being greater than the equilibrium level. 
However, the height of the equilibrium surface is largely 
irrelevant—it is the slope that is of critical importance. 
One should think of the estimated equilibrium employment 
function as equal to the 'true' function plus a constant. 
This implies that the estimated deviations are estimations 
of the 'true' deviation plus the same constant. In the case 
of agriculture the 'true' function probably lies below all 
of the observed points. 
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2. Regional growth effects 
While growth in an urban or small regional area does 
not occur in Isolation from the larger national economy, 
the spatial incidence of national economic growth is generally 
omitted from urban-regional models, in only one-model 
reviewed in Chapter II is any attempt made to incorporate 
such influences into the analysis. For this model it was 
decided to use the state as the next higher geographical 
region for the transmittal of national economic change. Five 
state growth effects, all measured over the 1958-1963 study 
period are defined: 
USl — percent change in state non-agricultural employ­
ment 
US2 — change in the ratio of personal income in the 
state to that in the U.S. 
US3 — percent change in ratio of state to U.S. per 
capita income 
US4 — change in the ratio of state non-agricultural 
employment to that in the U.S. 
US5 — percent change in the ratio of state to U.S. 
non-agricultural employment. 
The selection of the state as the appropriate region 
was made primarily on pragmatic grounds. It is necessary 
that some region be defined as the agent of economic change, 
yet it is also necessary that this area be smaller than the 
United States in order that there be some variation in growth 
among regions. Given the paucity of data on regions of size 
intermediate between the state and the entire United States, 
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and as the state is probably the smallest appropriate regional 
unit to use here, it is the only logical choice. 
D. Estimation and Interpretation 
of the Dynamic Model (III) 
The estimated equations for manufacturing, supporting 
services, and agricultural employment (system (l)) and those 
for population (system (2)) are outlined in Tables 4.5 and 
4.6. Tertiary sector activity levels equations are presented 
in Table 4.7. As in the previous tables both ordinary least 
squares and two-stage least squares estimates are presented 
for purposes of comparison. All of the jointly determined 
variables and payrolls are in the form of change from 1958 
to 1963. While there are some modest changes in the speci­
fication of the various equations from those in Model I, 
most of the conclusions drawn here, support and give addi­
tional credence to those discussed earlier. New information 
is also generated, particularly in connection with the use 
of the new variables. 
A new schematic flow chart for Model III is presented 
in Figure 4.2. While the specification of equations, 
economic flows, and exogenous information are similar to 
those depicted by the earlier chart, the addition of the 
lagged endogenous deviation-from-equilibrium variables adds 
a significant new dimension to the model. These variables 
introduce the first true simulation element into the structure. 
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Figure 4.2. Schematic flow chart for Model III 
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Once the system has been solved for period t, the values of 
the appropriate population and employment variables are 
used to determine equilibrium employment for that period. 
Then the deviation between the actual and normal level in 
period t enters as an explanatory variable in explaining 
employment change from period t to t + 1. 
1. Equation system (l): manufacturing, supporting services, 
and agricultural employment 
Change in CST manufacturing employment (DMPCST—4.5.1) 
is an increasing function of US5 (a measure of regional 
employment growth), and a decreasing function of change in 
AO population (DPAO) and DVQMPG. Change in CST population 
(DPCST), its static counterpart an important variable in 
the respective equation of Model I, is highly unstable in 
the dynamic function, and is omitted from the final form. 
DVQjyiPG has a highly significant coefficient (-0.132) and 
is a primary explanatory variable (b* = -0.2926 compared to 
-O.28II and 0.2163 for DPAO and US2, respectively). The 
negative relationship is quite important as it suggests that 
manufacturing employment is becoming more evenly distributed 
relative to population across the country. This, in turn, 
implies a future industrial location pattern substantially 
different from that which has prevailed in the past, and 
implies that the variance of the manufacturing employment-
population ratio will decrease over time. Based on the 
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Table 4.5. Estimates of employment equations: Model III 
Jointly Pre-
dependent determined Estimates 
variables variables O.L.S. 2.S.L.S. 
(4.5.1) DMFGCST 
DPAO 
DVQMPG 
US5 
Constant 
R': 
-1 
-'0531 
(-0.72) 3-
-.126** 
(-2.69) 
71.0* 
(2.12) 
324 
0.i6 
-1 
-.0203 
-.132 
(-2.76) 
(-.293) 
72.6* 
(2.04) 
(.216) 
412* 
0.11 
(4.5.2) DMFGAO 
DMFGCST 
DAGEMP 
-1 
-.802** 
(-4.74) 
-.190 
(-1.68) 
-1 
-.466* 
'("18) 
(-1^ 54) 
(.795) 
a t value. 
Standardized regression coefficient. 
Significant at 0.01 level. 
Significant at 0.05 level. 
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Table 4.5. Continued 
Joint In­
dependent 
variables 
Pre­
determined 
variables 
Estimâtes 
O.L.S. 2.S.L.S. 
(4.5.2) DVQMFG 
USl 
Constant 
R" 
.228** 
(2.71) 
102.6 
(2.12) 
-195 
0.27 
.328** (3 .86)^ 
(-.795) 
61.1 
(1_09) 
(.300) 
-203 
0.31 
(4.5.3) DAC-EMP 
DMPCST 
DMFAO 
DVQMFG 
US4 
AGPD 
Constant 
-1 
-.274 
(-1.74) 
-.206* 
(-2.21) 
-.115** 
(-2.87) 
241.0 
(1.74) 
.157* 
(2.09) 
-2,064** 
0.23 
-1 
-.603* 
-.259 
(-1.34) 
(-.317) 
-.114** 
( -2 .66)  
(-.275) 
206.1 (1.26) 
(.152) 
.164 
^Ulh 
-2,885** 
0.19 
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Table 4.5. Continued 
Jointly-
dependent 
variables 
Pre­
determined 
variables 
Estimates 
O.L.S. 2.S.L.S. 
(4.5.4) DSPCST 
DPCST 
PROX 
EDHI 
US3 
Constant 
R" 
-1 
.114** (9.66) 
3.07* (2 .62)  
36.5** (3.00) 
26.2 
(1.21) 
-Ij 688** 
0.67 
-1 
.096** 
(5.71) 
(.570) 
3.47** 
(2^ 85) 
(.203) 
40.8 
' I S I >  
23.1  ^
-1,825** 
0.66 
(4.5.5) DSPAO 
DPAO 
DMFCST 
US2 
Constant 
r2 
-1 
.035** 
(3.07) 
.164 
(1.82) 
8,679** 
(5.44) 
1,538** 
0.41 
-1 
.043 
.242* 
'î;â> 
8,357** 
(5u04) 
(.751) 
1,396** 
0.39 
121 
estimated coefficient the gap between actual and equilibrium 
employment is being closed at a rate of 13 percent per five 
year period or about 2.5 percent annually. 
This relationship between DVQMPG and change in employ­
ment is consistent with conclusions drawn by Borts and 
Stein (13) and Niedercorn and Kain (58). The former found 
that manufacturing employment growth was most rapid in those 
areas characterized by a low manufacturing employment-
population ratio, and was zero or negative in those areas, 
primarily in the Northeast, where this ratio was relatively 
high. The result of such a trend is a reduction of the 
variance of that ratio for the country. Niedercorn and 
Kain, who found a relationship similar to that in Equation 
(4.5.1), attribute it to a tendency for manufacturing to 
become less dependent on nearby raw materials and favorable 
location with respect to waterways or rail lines. This 
change in locational preference is a concomitant of the 
development process as value added by labor and capital 
become a larger proportion of the total value of output, 
with the result that location near the source of raw 
materials is no longer a decisive competitive advantage. 
A second factor is due to the general increases in the 
level of education and the shift of population across the 
country. The requisite skills and industrial 'know-how' is 
no longer found only in the older Eastern manufacturing 
centers. 
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Concerning the other variables in (4.5.1), DPAO has a 
negative and marginally significant coefficient (-0.0203, 
t = -1.30). The negative sign is an addition to the pre­
viously cited evidence that CST and non-CST manufacturing 
employment are competitive rather than complementary. It 
appears that large manufacturing complexes in the CST do 
not create agglomeration economies for firms in the entire 
PEA. The positive coefficient (72.6) and significance level 
(0.05) of US5 are expected. CST manufacturing activity 
responds directly to changes in overall economic activity 
in the larger sub-national region of which it is a part. A 
one percent increase in the ratio of state to U.S. non-
agricultural employment is associated with an increase of 
73 employees in the typical PEA. 
The spatial competition for manufacturing employment 
is also indicated in the AO manufacturing equation (4.5.2— 
DMPGAO), as the coefficient of DMPCST is negative (-0.466). 
This negative interaction is tempered by deviations from 
equilibrium in the CST, as the latter enters the AO equation 
with a highly significant (t = 3.86) positive coefficient 
(0.328). If the focal city has a large manufacturing complex 
the apparent impact in the AO will be negative, but this 
primary relationship must be adjusted for the difference 
between actual and equilibrium employment in the CST. If 
central city manufacturing employment is greatly in excess 
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of the equilibrium level there will be an offsetting 
positive impact on the AO. GST population levels are 
critical in the allocation of future employment growth 
between the two areal classes. A populous GST with a large 
concentration of manufacturing employment (though not signif­
icantly above equilibrium levels) may preclude rapid employ­
ment growth in the AO. Alternatively, when employment is 
greatly in excess of equilibrium, regardless of the level 
of GST population, there will be a positive impact on the AO. 
These relationships may be due to several factors. The 
central city which has excessive manufacturing employment 
may be characterized by tight labor markets, high wages, 
strong labor unions, etc. Industrial areas may be overly 
congested, and vacant land for future growth may be scarce. 
Paced with such circumstances firms desiring to locate in 
the PEA, or those already there and considering expanding, 
may forsake the GST in favor of one of the smaller cities 
in the AO not yet plagued by these problems. Inter-area 
wage levels may be a key variable here. It is an empirical 
fact that wages in all sectors are higher in areas charac­
terized by relatively high levels of manufacturing employ­
ment. The lower wages in the AO cities may be of sufficient 
attraction to offset other disadvantages, primarily locational 
which, due to improved transport technology, are not as im­
portant as they once were. 
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The strong negative interaction between employment in 
the agriculture and manufacturing sectors, discussed in the 
previous chapter, is again indicated by the negative co­
efficient of DEMPAG in Equation (4.5.2) and on DMPCST and 
DMFGAO in the agricultural employment Equation (4.5.3). There 
are strong interrelationships between these sectors—ones 
that must be recognized by policy planners interested in 
the future of the rural 'city region'. Programs designed 
to accelerate manufacturing employment growth or to slow 
the decline of employment in agriculture will have multiple 
effects on both sectors. 
The coefficient of deviations from equilibrium agri­
cultural employment (-0.111) is highly significant (t = 
-2.66) in Equation (4.5.3). Thus, just as in the CST manu­
facturing sector, there is a tendency for employment to 
adjust toward eliminating the gap between actual and 'normal' 
levels. In agriculture, however, the rate at which this 
gap is closed (11 percent over a five year period) is 
slightly slower than in the CST manufacturing case. It 
should be noted that because the equilibrium is a dynamic 
one there is no reason to believe this gap will ever be 
closed entirely. In view of dramatic changes in the agri­
culture sector it is unusual that the rate of change rela­
tive to deviations from equilibrium is slower than in 
manufacturing where employment changes have been much less 
radical. 
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Change in supporting services employment in the CST 
(DSPCST—Equation (4.5.4)) is an increasing function of 
DPCST, PROX, EDHI and US3 (percent change in the ratio of 
state per capita income to that in the U.S.). DPCST is 
highly significant (t = 5.71), and is in the equation for 
essentially the same reason as in Model I—it is an index 
of the demand for various services provided by the types of 
employment included in the supporting services category. 
The coefficients of PROX and EDHI (the percentage of adults 
with at least a high school education) are also significant 
at the 0.01 level, but are of secondary importance in esti­
mating DSPCST. The coefficient of proximity (3.47) indicates 
that, ceteris peribus, supporting employment growth will be 
greater in those areas more distant from the large metropol­
itan centers. Over a five year period the typical PEA 
located 200 miles from the nearest metropolis should expect 
to add 347 more employees in this category than would an 
PEA located only 100 miles from the 'big city'. The metro­
polis apparently provides many supporting services, perhaps 
in the categories of banking, finance, real estate, and 
construction, for many of the cities within reasonable 
commuting distance including many of the PEA's studied here. 
As the distance between metropolis and PEA increases, it 
becomes increasingly uneconomical for firms in the metropol­
is to provide the necessary services, and so they tend to 
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develop faster in these outlying areas. 
Two variants of the relative income variables are used 
in the CST and AO equations—US3 (percent change in the 
ratio of state per capita income to that in U.S.) and US2 
(change in the ratio of state to U.S. personal income) in 
(4.5.4) and 4.5-5) respectively. Those areas experiencing 
above average growth in income (either total or per capita) 
are characterized by relatively large increases in supporting 
services employment. Supporting services employment is not 
only population-, but also income-oriented. Education and 
government services are probably cases in point. The other 
explanatory variables in the two equations play the same 
role as they did in the comparable equations of Model I. 
Change in CST manufacturing employment is omitted from 
(4.5-4) as its inclusion is very destabilizing to the other 
coefficients in the equation just as in Equation (4.1.4) of 
Model I. 
2. Equation system (2): population 
Change in CST population (Equation (4.6.1)) is an in­
creasing function of changes in CST manufacturing and 
supporting employment and the rate of migration (MIG). 
The coefficients of DÎ/iFCST and DSPCST (1.262 and 3,307, 
respectively) are smaller than their counterparts in Model 
I (2.24? and 4.318), but the differential between the two 
remains approximately constant (2.071 in Model I and 2.043 
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Table 4.6. Estimates of population equations: Model III 
Jointly 
dependent 
variables 
Pre­
determined 
variables 
Estimates 
O.L.S. 2.S.L.S. 
(4.6.1) DPCST -1 -1 
DMPCST 1.31 (0.40) 
1.26* 
(2.10)A 
(.357)B 
DSPCST 2.61** 
(5.31) 
3.31** 
"cMh 
MIG 219.7** 
(5.91) 
183.4** f.Sl) 
Constant 2,676** 1,606 
R2 0.72 0.68 
(4.6.2) DPAO -1 -1 
DMPGAO 1.45 
(1.82) 
2.06 
(1.28) 
(.260) 
DSPAO 3.04** 
(3.86) 
2.05 
(1.76), 
(.262; 
wGAO 6.47* 
(2.53) 
6.06* 
'Î:S) 
Constant 
-23,350 -20,900 
R2 0.25 0.23 
t^ value. 
S^tandardized regression coefficient. 
^^ Significant at 0.01 level. 
S^ignificant at 0.05 level. 
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in III). The implications seem clear. Manufacturing employ­
ment change, at least during the study period, is associated 
with smaller changes in population than is a similar change 
in supporting services employment. As the latter employment 
class has been increasing more rapidly than the former (2.7 
percent versus 1.4 percent in the typical CST) it is clear 
that supporting services employment is now playing a major 
role in the urban growth process. The emphasis placed by 
the export-base theorists on the crucial importance of 
manufacturing employment seems, at best, misplaced. As 
expected the migration variable entered the equation with 
a highly significant, positive coefficient (183.4) and is a 
primary explanatory variable (b* = 0.639 compared to 0.357 
and 0.874 for DMPCST and DSPCST, respectively). 
Population change in the AO is more difficult to 
p 
explain as indicated by the relatively low R (0.23). The 
final form of the equation has DMPGAO, DSPAO, and AO manu­
facturing wages (WGAO) as the explanatory variables, and 
all have positive coefficients in the estimated function. 
The coefficients of DMPGAO and DSPAO (2.062 and (2.046) 
are approximately the same in contrast to Equation (4.2.2) 
of Model I where there is a wide differential between the 
two (5.885 for MPGAO and 3-960 for SPAO). Further, employ­
ment changes in agriculture, included in the Model I 
equation, proved to be non-significant, highly unstable. 
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and generally negative in alternative forms of the dynamic 
equation, and it was omitted. Given the relatively large 
employment declines in that sector, DEMPAG should be a 
highly important variable in explaining AO population 
change. The predetermined variable WGAO is included to 
indicate the impact of wages in attracting in-migrants. 
The coefficient is significant (t = 2.32) and it is a primary 
explanatory variable. 
3. Equation system (3): activity levels in the tertiary 
sectors 
With the exception of the wholesaling relations, the 
tertiary sector equations, presented in Table 4.6, are char­
acterized by higher coefficients of determination than are 
the employment and population equations. Excluding Equations 
(4.6.3) and (4.6.4), the ranges from 0.39 for Equation 
(4.7.1—DRTCST) to 0.55 for (4.7.6—DSVAO). These coeffi­
cients are, however, lower than in the respective equations 
of Model I where ranged from O.56 to O.81. The tertiary 
sector activity levels are primarily explained by measures 
of potential and real demand—population and payrolls. On 
the other hand, manufacturing and agricultural employment 
are influenced by a myriad of factors (e.g., population, 
proximity to markets, national economic change, technological 
advances, changes in consumers tastes, etc.), many of which 
are exogenous to the PEA and some which are impossible to 
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Table 4.7. Estimates of tertiary sector activity level 
equations: Model III 
Jointly Pre-
dependent determined Estimates 
variables variables O.L.S. 2.S.L.S. 
(4.7.1) DRTCST -1 
DPCST .238* 
(2.22)t 
(.194)2 
DPAO -.029 
(-0.62) 
(-.059) 
DPYCST .327** (3.60) 
( .322)  
DPYAO .162** 
(3.48) 
(.272) 
US2 26,460 
(4.11) 
(.372) 
Constant 7,025** 
0.39 
(4.7.2) DRTAO -1 
2^.S.L.S. not applicable. 
t^ value. 
S^tandardized regression coefficient. 
^^ Significant at 0.01 level. 
•vr 
Significant at 0.o5 level. 
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Table 4.7. Continued 
Jointly Pre-
dependent determined Estimates 
variables variables O.L.S. 2.S.L.S. 
(4.7.2) DPAO 
DPYAO 
US 3 
Constant 
.223* 
(2.54) 
(.215) 
.565** 
(6.31)^  
(.544) 
982.0** (2 .66)  
(.215) 
10,220** 
0.51 
(4.7.3) DWHCST 
DRTCST 
DRTAO 
GRAV 
Constant 
«2 
-1 
1.078* 
(2.39) 
-.014 
(-0.73) 
-1.14 
(-1.07) 
1,216 
0.07 
-1 
1.461 
(1.97) 
(.387) 
.110 
-1.55 
'(-ills) 
-5,400 
0.05 
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Table 4.7. Continued 
Jointly Pre-
dependent determined Estimates 
variables variables O.L.S. 2.S.L.S. 
(4.7.4) DWHAO 
DRTAO 
GRAV 
Constant 
-1 
.229 
(1.51) 
-.186 
(-0.29) 
8,305 
0.07 
-1 
.307* 
(2.49) 
(.264) 
-.217 
' f - A  
6,616 
0.07 
(4.7.5) DSVCST 
DPCST 
DPAO 
DPYCST 
DPYAO 
DAGSOLD 
-1 
.085** 
.0176 
(1.61) 
(.144) 
.119** 
.0482** 
(4.42) 
(.394) 
.0309 
'î:Si 
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Table 4.7. Continued 
Jointly 
dependent 
variables 
Pre­
determined 
variables 
Estimates 
O.L.S. 2.S.L.S, 
(4.7.5) Constant 219.2 
0.45 
(4.7.6) DSVAO 
DPAO 
DPYAO 
Constant 
-1 
.0381* 
(2^18) 
(.193) 
.112** 
(6.41) 
(.567) 
838 
0.44 
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quantify. Thus, it should not be surprising that there is 
a wide differential in explained variation between the two 
sectors. 
Changes in CST retail sales (DRTCST) are explained by 
changes in population and payrolls (DPYCST and DPYAO) in 
both the CST arid AO. The decay in the size of coefficient 
is again apparent and lends additional support to the con­
clusion of Chapter IV regarding unidirectional demand flows 
within the ?EA. Both in terms of significance level and 
explanatory importance, the coefficients on the payroll 
variables in both the CST and AO equations are greater than 
those for the respective population variables. In the static 
relationship of Model I the reverse is true. The absolute 
level of retail sales is primarily a function of the popula­
tion levels and only secondarily influenced by payroll levels. 
However, changes in sales are primarily determined by payroll 
changes, a measure of change in effective demand, while change 
in population, a potential demand -index, plays a secondary 
role. 
The equations for activity levels in the CST and AO 
wholesaling sector require a word of explanation. The final 
form of both (4.7.3) and (4.7.4) is essentially the same as 
in Model I. Change in CST wholesale sales (DWHCST) is a 
function of change in retail sales in both the CST and AO, 
and AO wholesaling is a function of AO retail sales. The 
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gravity variable also enters both equations. The proportion 
of total variation explained by each of the equations (0.07 
for (4.7.3) and 0.05 for (4.7.4)) is extremely low. A 
number of alternative specifications were estimated, but 
these proved to be little improvement. For example, follow­
ing Niedercorn and Kain, changes in wholesale employment 
w R (E ) were regressed on changes in retail employment (E ) 
and gravity: 
= 99.08** + 0.1807* + 0.04926 E^  ^
CST (2.78) (2.54) . Qg,) A, "AO 
- 0.0070 GRAV 
(-1.07) 
= 0.09 (4.7.3') 
sYn = 147.3** + 0.0107 S?n " 0.0023 G 
AO (4.54) (0.45) (-0.39) 
r2 = 0.003. (4.7.4') 
As this was little improvement a second alternative was 
estimated using change in retail sales and gravity to 
explain wholesale employment change: 
= -61.63 4- 0.0158** DRTCST - 0.06001 DRTAO 
CST (-1.04) (3.40) (-0.006) 
- 0.0166* GRAV 
(-2.28) 
R^  = 0.07 (4.7.3") 
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= 152.4** - 0.00(1 DRTAO - O.OOI5 GRAV 
(2.99) (0.07) (-0.25) 
r2 = 0.01 (4.7.4") 
Finally, change in wholesale sales were regressed on retail 
employment changes and gravity, again with little success: 
DmCST = 11,330 + 7.955 EScm + 6.713 
'AO (L!94) (0:68) CST (0.89) 
- 0.5659 GRAV 
(-0.53) 
R^  = 0.02 (4.7.3"') 
DWHAO = 12,410** + 7.084 E?o - 0.4034 GRAV 
(3.32) (1.20) (-0.59) 
R2 = 0.07 (4.7.4'") 
In the final form of the equations, the estimated co­
efficients are quite similar to those of the static model 
although the coefficients of G-RAV (-1.55 and -0.217 in the 
GST and AO functions respectively) are less significant in 
Model III (the t values are -I.98 and -1.82 in Model I 
compared to -0.57 and -0.29 in Model III). The economic 
interaction with the metropolis is more important in deter­
mining levels of wholesale activity than in explaining 
changes thereof. This is quite plausible as the size of, 
and distance to, the nearest big city probably have signif-
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leant Impacts on the structure and complexity of the local 
wholesale sector. Once developed, however, the marginal 
changes in activity levels of that sector may be only 
slightly influenced by 'city-region' effects. An argument 
could be made for omitting the gravity variables from the 
dynamic equation. 
The size differential between the coefficient of 
DRTCST (1.46) in the GST equation and of DRTAO (0.307) in 
the AO function is quite similar to that in the corresponding 
equations of Model I. There, the respective coefficients 
are 1.011 and 0.3556. This strengthens the conclusion that 
the pattern of wholesale sector growth differs between areal 
classes. GST wholesaling is much more sensitive to changes 
in GST retail activity (the elasticity between the two is 
1.73) than is this relationship in the AO (where the esti­
mated elasticity is 0.548). Based on this evidence it is 
concluded that, given continued overall growth in these 
PEA's, one of the sectors that should experience above average 
growth is wholesaling in the GST. 
4. Summary of Model III 
While the estimation of this dynamic variant represents 
a significant change in the nature of the model, the infor­
mation yielded by Model III is generally consistent with 
the conclusions drawn from the two static models. The 
strong negative interaction between the manufacturing and 
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agriculture sectors, and between CST and AO manufacturing 
activity; the diminished impact of metropolitan city-region 
effects in the AO compared with those in the central city; 
and the importance of supporting services employment in 
explaining population change, are all relationships that 
are found in the earlier models. 
In addition, it is found that from an empirical stand­
point it is possible to define an equilibrium employment 
variable that is significant in explaining employment 
changes in both the agriculture and manufacturing sectors. 
The center-periphery Interaction in the manufacturing sector 
is identified again by deviations from equilibrium employment 
in the CST being highly significant in the explanation of 
employment change in the AO. In the tertiary sectors 
equations there is a modest shift in emphasis from the 
earlier models as payroll changes are relatively more im­
portant then changes in population in explaining change in 
retail and wholesale activity levels. In the static models 
population tended to be the more important variable. 
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V. PROJECTIONS OP POPULATION AND ECONOMIC ACTIVITY 
Using the information provided in Chapters III and IV 
concerning the recent growth and economic structure of the 
typical functional economic area, our task in this chapter 
will be to indicate how the cross section models might be 
applied to project future economic activity. This type of 
analysis has definite policy implications, as the impact of 
alternative exogenous changes, some of which may be subject 
to policy control, can be measured and compared. In the 
first section of the chapter the basic projection method 
for Model I is outlined, and the differences in technique 
involved when using the dynamic model (III) are discussed. 
In section B both models are used to project population 
and economic activity under alternative assumptions of 
change in the exogenous variables. Model I projections are 
discussed in detail in section C, and primary and secondary 
impacts of differential change in the exogenous variables 
are identified. 
A. The Projection Technique 
The estimated equations of Models I and III can be 
written 
Ay + Bx = 0 (5.1) 
where y is a (13 x l) vector of jointly determined variables. 
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A is a (13 X 13) matrix of estimated coefficients on the 
endogenous variables, x is an (n x l) vector of predetermined 
variables, and B is a (13 x n) matrix of coefficients on the 
x's. The reduced form of (5.1) is solved as, 
y = -A"^  [Bx], (5.2) 
which specifies y as a function of the predetermined 
variables only. In Model I, conditional projections of 
the y vector are computed by substituting projected values 
of the x's into (5.2). In Model III, changes in the depen­
dent variables ( y) are projected, and these must be added 
to base year values to determine projected employment, popu­
lation, and activity levels. 
Consider a partitioning of (5.1) by equation sets (l), 
(2), and (3): 
A 11(5 X 5) ^12(5 X 2) ^13(5 X 6) 1^ ®1(5 X n) 
72 
-r ®2(2 X n) 
73 3^(6 X n) 
X = 0. 
(5.3) 
A^  ^and Ag^  are null matrices (i.e., this is the recursive 
part of the system), so it is possible to solve for y^  and 
yg, employment in manufacturing, agriculture, and supporting 
services and population, independently of y^ , activity levels 
in the tertiary sectors, by 
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'YI' 
Y 2 
Now, emplojnnent and population enter system (3) as predeter­
mined variables. In Model III the values of equilibrium 
employment and deviations therefrom for period t are computed 
at this point, and enter as lagged endogenous variables in 
period t -f- 1. 
Since payrolls (PY) enter the tertiary sector equations, 
they are determined at this point. Using percentage changes 
in the sum .o.f manufacturing and supporting services employ­
ment and in manufacturing wage rates as proxies for percentage 
change in total non-agricultural employment (E) and the general 
wage level (w), percent change in payrolls is given by 
% A PYj_ =  ^A  ^A  ^A 
i = CST, AO. (5.5) 
Payrolls in period one (1963) are known, so their value in 
any future time period (t) is given by 
= [1 + (%: 6PY)it] _ 1). 
1 = CST, AO; t = 2, 3, (5.2) 
These estimates enter the x vector prior to solving for y^ , 
the subvector of tertiary sector activity levels. The 
latter are determined by 
1^1 ^ 12 
Agi Agg 
-1 
Br 
X .  (5.4) 
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+ 2^2 Yg + A23 y? + Bg x = 0, (5.7) 
and since y^  and yg may now be considered as predetermined 
yg = ""^ 33 (^ 1^ "^ 32 ^ 2 3^ * (5.8) 
The schematic flow charts. Figures 4.1 and 4.2 of the previous 
chapter, graphically depict the sequential determination of 
the jointly determined variables as just outlined. 
The Model III projections are unadjusted, but it was 
necessary to adjust the raw projections yielded by Model I, 
as each variable tended to increase at rates significantly 
higher than those measured during the 1958-I963 period. The 
static cross section model has definite limitations as a 
projection tool. The time element is not included in the 
estimation, and it is implicitly assumed that the economic 
structure, estimated at one point in time, will remain 
unchanged over future time periods. Because of these factors 
it is not unusual that the raw growth rates do not correspond 
to the historical rate, and therefore, it would be reasonable 
to use the historic growth rates to adjust the raw projec­
tions . 
The Model I raw projections are adjusted by using 
observed rates of annual change from 1958 to I963 (DGRj, 
j = 1, ..., 13) as a control vector for future projections. 
In the neutral projection run, where all exogenous variables 
were assumed to increase at their historic growth rates, the 
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raw projected rates for growth for the endogenous variables, 
PGR^ j (j = 1, 13; t = 1964, 1973), are adjusted 
by a vector BLPj._. where U J 
BIFtj = (DGRj)/(PGR^ j), 
(j = 1, 13; t = 1964, ..., 1973). 
(5.9) 
The neutral projections are adjusted to be extrapolations 
of the 1958-1963 trends. BLF, .. is computed only for the 
neutral run, but is stored and used to adjust the raw 
growth rate projections under each assumption. 
The adjusted projections of Model I are given by 
= y(t - i)j [1 + • (PeRtj)l' 
(j = 1, 13; t = 1964, 1973), (5.10) 
where PGRj. . is the matrix of raw growth rates under each 
<^3 
assumption. Employment in each of the tertiary sectors 
is found by dividing the relevant projected activity level 
by projected values of sales per employee as in identity 
system (2). The computer program used for these projections 
is available from the author. 
B. Comparative Projections: Models I and III 
Both Models I and III are used to project PEA popula­
tion and economic activity over a ten year period. In addi-
Table $.1. Projections of employment and population under 
alternative assumptions: Models I and III 
Population 
CST 
AO 
PEA 
Employment-CST 
Retail 
Wholesale 
Selected 
services 
Manufacturing 
Supporting 
services 
Total-CST 
Employment-AO 
Retail 
Wholesale 
Selected 
services 
Manufac turing 
Supporting 
services 
Agriculture 
Total-AO 
1973 Projections 
Neutral Assumption 1 
1963 I III I III 
50,008 
146,170 
196,178 
3,315 
1,167 
1,105 
4,685 
7,562 
17,834 
4,466 
1,034 
1,330 
8,863 
14,372 
8,370 
38,435 
63,392 
161,46l 
224,853 
3,991 
1,533 
1,639 
5,384 
10,262 
22,809 
5,753 
1,269 
1,778 
11,568 
18,759 
5,011 
43,958 
61,171 
171,793 
232,964 
3,963 
1,335 
I,507 
5,126 
9,715 
21,646 
5,647 
1,188 
1,795 
II,939 
18,617 
5,138 
44,324 
67,228 
161,997 
229,225 
4,054 
1,417 
1,676 
5,542 
11,187 
23,876 
5,518 
I,073 
1,767 
II,728 
18,909 
5,015 
44,010 
61,204 
171,659 
232,863 
3,963 
1,306 
I,507 
5,144 
9,718 
21,638 
5,645 
1,184 
1,794 
II,891 
18,599 
5,140 
44,253 
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1973 Projections 
Assumption 2 Assumption 3 Assumption 4 
I III I III I III 
59,971 
160,965 
220,936 
3,933 
1,646 
1,606 
5,237 
9,457 
21,879 
5,979 
I,476 
1,788 
II,420 
18,621 
5,008 
44,292 
61,125 
171,972 
233,097 
3,963 
1,370 
1,506 
5,102 
9,711 
21,652 
5,650 
1,193 
1,797 
12,003 
18,640 
5,137 
44,420 
66,034 
161,832 
227,866 
4,034 
1,452 
I,587 
5,493 
10,897 
23,463 
5,589 
1,131 
1,771 
II,679 
18,863 
5,014 
44,047 
60,208 
171,701 
231,909 
3,951 
1,300 
1,496 
5,139 
9,419 
21,305 
5,645 
I,185 
1,794 
II,906 
18,605 
5,139 
44,274 
62,121 
163,168 
223,289 
4,006 
I,571 
1,684 
5,342 
9,908 
22,511 
6,740 
1,332 
2,038 
II,066 
19,474 
3,469 
44,119 
60,922 
178,650 
239,572 
3,965 
1,336 
I,507 
4,991 
9,691 , 
21,490 
5,805 
1,204 
1^885 
II,961 
18,918 
5,217 
44,990 
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substantially greater population (by more than 10,000) in 
the AO. Other than that, the other projections are quite 
similar. Based on Model I projections, CST population will 
increase by more than 13,000 to 63,392 in 1973 while popula­
tion in the AO is projected to be l6l,46l an increase of 
15,291 during the ten year period. Employment in both the 
CST and AO will increase by approximately 5,000 during the 
period. The more rapid growth of manufacturing and supporting 
services employment outside the central city is offset by 
continued declines in agricultural employment. 
Although both models predict similar levels of future 
employment and population, confidence in the consistency 
of their projections is limited by the following factors. 
First, Model I is more sensitive to the changes implied by 
the alternative assumptions. With the exception of assumption 
4, the Model III projections deviate only slightly from those 
made under the neutral assumptions. For example, estimated 
PEA population deviates from the neutral projection by a 
maximum of 1,055, and the largest CST total employment 
deviation is 341. Under Model I the largest deviations 
(again excluding assumption 4 projections) are 4,372 for 
total PEA population and 1,069 for total CST employment. 
Second, not only do the models differ in sensitivity to 
exogenous change, there are also cases where the net impacts 
of the change (defined as deviations from the neutral pro­
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jections) are In different directions. For example, under 
assumption 2, Model I projects net increases of 1,069 and 
52 in CST and AO total employment, respectively, while 
Model III projects net decreases of 8 and 71 for the two 
classes. Similar divergent projections are found under 
assumptions 2 and 3. 
These apparent inconsistencies arise because of dif­
ferences in the specification of certain equations in the 
two models, and because of the fundamental difference in 
the nature of the models—Model I explains differences in 
levels of employment, population, etc., while Model III 
explains changes in these levels. An indication of different 
equation specification is seen by comparing the CST manu­
facturing equation in the two models. The gravity variable 
is omitted from the dynamic equation as it is very unstable, 
but is included the static equation. The relative impact 
of a change in GRAV will, of course, be different between 
models. 
D. Projections Under Alternative 
Assumptions: Model I 
In this section the differential effects of the alter­
native assumptions will be discussed in greater detail. As 
Model I tends to be more sensitive to the exogenous changes 
under study here, the projections generated by it will be 
used exclusively. In the following, the terms met impact 
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and net effect will be defined as deviations from the neutral 
projections. 
1. Differential growth in the metropolis 
The net effect of accelerated metropolitan growth 
(assumption l) is positive, although the CST appears to 
enjoy most of the benefits. The annual growth of population 
in the CST increases from 2.4 to 2.8 percent, so that 1973 
population in that class is almost 3,000 greater than under 
the neutral assumptions. AO population growth is essentially 
unchanged. Total employment is increased by 654 in the CST, 
but by only 49 in the AO. The total impact on each of the 
jointly dependent variables is partitioned into primary 
and secondary components. These are presented in Table 5-2. 
A primary impact is defined as the initial change in a 
jointly dependent variable caused by the change in the 
growth rate of the particular exogenous variable under study. 
For example, the assumed increase in the gravity variable 
has a direct or primary impact on manufacturing employment 
in the CST and on both CST and AO wholesale activity. Because 
of the interdependent nature of the equation system, changes 
in these three variables lead to a series of indirect or 
secondary impacts on most of the other dependent variables 
in the model. 
The primary impacts of accelerated metropolitan growth 
are positive in the CST manufacturing sector as employment 
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Table 5.2. Total, primary, and secondary impacts of 
accelerated growth in the metropolis 
Total Primary Secondary 
Variable impact impact impact 
Population 
CST 
AO 
Employment 
Manufacturing-CST 
Supporting services-CST 
Manufacturing-AO 
Supporting services-AO 
Agriculture-PEA 
Activity levels ($000) 
Retail-CST 
VJholesale-CST 
Selected services-CST 
Retail-AO 
Wholesale-AO 
Selected services-AO 
3,836 - 3,836 
536 - 536 
159 129 30 
925 - 925 
160 - 160 
150 - 150 
4 4 
1,950 - 1,950 
-11,033 -13,240 2,207 
481 - 48l 
-8,023 - -8,023 
-20,167 -12,090 -8,077 
-124 - -124 
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increases by 129, but negative in the wholesaling sector 
in both areal classes. While the initial impacts in the 
GST and AO are comparable (-$13,240,000 and -$12,090,000, 
respectively), there is a strong secondary impact on the AO 
(-$8,077,000) so that the total effect in that class 
(-$20,167,000) is substantially greater than that in the 
GST (-$11,033,000). The positive secondary effect in the 
GST arises from the following sequence. The initial impact 
increases manufacturing employment by 129, and this leads 
to an increase in population, which in turn leads to increases 
in supporting employment, and activity levels in all three 
tertiary sectors. Increased activity levels imply increased 
employment in the tertiary sectors; the impacts are thus 
diffused throughout the PEA. 
Alternatively, population declines in the metropolis 
(assumption 2) have a net negative impact on the ?EA, and 
the burden is concentrated on the GST. In every sector save 
wholesaling, growth rates of employment decline. The annual 
rate of growth of GST population slows from 2.4 to 1.8 per­
cent, and 1973 it is some 3,000 less than originally pro­
jected. In the AO class more rapid growth rates of retail, 
services, and wholesale employment, especially the latter, 
are offset by declines in manufacturing and supporting 
services employment. The differential in PEA agricultural 
employment and AO population is negligible under either 
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altered by changes in transportation technology. As mentioned 
above, to assess the impacts of continued advances in this 
sector it is assumed that PROX declines at the rate of 3 
percent annually (assumption 3)• 
Again the net impact on PEA population and employment 
is positive although growth rates are more modest than in 
case of accelerated growth in the metropolis. As the gravity 
variable is increasing more rapidly there are direct impacts 
on FEA wholesaling (negative) and CST manufacturing (posi­
tive) as in the previous case. The change in PROX has a 
sharp negative impact on CST selected services activity as 
the direct effect reduces growth in sales by more than $3 
million in 1973, some 15 percent below the originally pro­
jected level of $21 million. Secondary impacts in this 
sector are positive so the net effect (-$1,761,000), while 
negative, is less substantial. This decline in services 
activity is attributable to increased competition from the 
metropolis, which offers a wider variety of both type and 
quality of services, and is now easier to reach because of 
improved transportation facilities. Although the net effect 
on activity levels and employment in all tertiary sectors 
in both classes (except for CST retailing) is negative, 
this is offset by the initial increase of manufacturing 
employment in the CST which leads to multiple increases in 
population and supporting employment in both the CST and AO 
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Table 5.3. Total, primary, and secondary impacts of 
improved transportation policy on population 
and economic activity in the PEA 
Variable 
Total Primary Secondary 
impact impact impact 
Population 
CST 
AO 
2,742 
371 
2,742 
371 
Employment 
Manufacturing-GST 110 
Supporting services-CST " 635 
Manufacturing-AO 111 
Supporting employment-AO 104 
Agriculture-PSA 3 
Activity levels ($000) 
Retail-CST 1,352 
Vrnole sale-CST -7,711 
Selected services-CST -1,7^1 
Retail-AO -14,272 
Selected services-AO -86 
90 
-8,800 
-3,210 
-7,630 
20 
635 
111 
104 
3 
1,352 
1,089 
1,449 
-6,642 
-86 
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as well as further Increases in itself. The direct effect 
increases CST manufacturing employment by 90, and secondary 
impacts increase this by 20. Total employment in the CST 
and AO is higher by 554 and 89 respectively compared to the 
neutral projections, while population is increased by 2,642 
and 371 in the two areas. As in the previous case the 
effect on employment in agriculture is negligible. 
It is noteworthy that while economic distance between 
metropolis and PEA is declining, the distance between the 
CST or the SMSA and the very small towns and rural farm 
areas may be increasing. The elimination, or plans to 
eliminate, many county highways, the curtailing of railroad 
service in many areas, and the current economic impossi­
bility of providing air service to these areas may result 
in the spatial isolation of many rural areas. Improved 
transport technology of the type being discussed here will 
probably magnify the difference in economic development 
between the CST's and SMSA's on one hand and the low-
population rural areas on the other. 
3. Impacts of wage convergence and divergence among areal 
classes 
In Chapter III the significant differential between 
wage levels in the CST and AO is discussed and analyzed. 
Furthermore, in Model I, CST wage levels enter the CST manu­
facturing employment equation and the ratio of manufacturing 
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wages to agricultural productivity and AO wage levels are 
in the agricultural employment equation. Thus, from the 
standpoint of the analysis to this point it is worthwhile 
to investigate the differential impact of wage convergence 
between the CST and AO. 
The impacts of wage convergence (assumption 4—Table 
5.1) are negative for the CST and positive for the AO. Popu­
lation growth in the CST slows to 2.2 percent from 2.4 per­
cent, and 1973 employment is reduced by 298--the employment 
declines occurring in the manufacturing and supporting 
services sectors. The accelerated wage growth in the AO, 
with its concomitant effects on payrolls, results in 
significant employment increases in the AO retail (987), 
wholesale (63), and services (260) sectors. These gains, 
together with the increase in supporting services (715), 
are almost completely offset by employment declines in 
manufacturing (-562) and agriculture (-1,542), so that the 
net employment gain in the AO is only 370. AO population 
is projected to be higher by almost 2,000. 
While total employment change in the AO is modest, the 
substantial inter-sector shift of employment out of agri­
culture into supporting services and tertiary employment 
may have important positive effects on economic growth. 
This arises because of the reduction in economic efficiency 
due to resource misallocation. If there is a wide disparity 
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in marginal products per worker in industries A and B, then 
income can be increased by shifting labor from the low 
marginal product sector to the other. Kuznets (45) has 
shown that, in general, output per worker tends to be 
greater in the non-agricultural sector than in agriculture. 
If this is true in the typical PEA, then inter-sectoral 
shifts of the above type will tend to increase the total 
income of the region as well as that of the nation. This 
can be shown by the following example, due to Sorts and 
Stein (13, p. 9). 
Consider a two-sector regional economy (i = A, N-A), 
each sector having a production function subject to constant 
returns to scale 
Y. = f^ (K^, L^). (5.11) 
The value of regional output in the ith industry (Y^. ) is 
given by 
Y. = m. K. -}- w. L. (5.12) 1 J. i J- -L 
when and measure the value of the capital and labor 
inputs, and m^ and w^^ represent the marginal rate of return 
on capital and the marginal value product of labor, respec­
tively. From standard economic theory of the firm is clear 
that the value of output is maximized if and only if m^ and 
w^ are equal in both sectors (i.e., m^ = m, Wj_ = w, for all 
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i). So maximum output Y is given by 
Y = mK 4- wL. (5.13) 
In general, there is disequilibrium where the average m^ 
and Wj_, denoted by m' and w' do not equal m and w, respec­
tively, Disequilibrium output 
Y' = m'K + w'L (5.14) 
in less than maximum output Y because 
Y' = mK + wL + [(m' - m)K + (w' - W)L], 
(5.15) 
and the bracketed term is negative if n' ^  m and/or v;' / 
w. As resources are more efficiently allocated, (m' - m) 
and (w' - w) approach zero and Y' approaches Y. 
This analysis has important policy implications. It 
may be possible, through increased public investment in 
social overhead capital in the AO, to increase the pro­
ductivity of private investment. This would increase the 
probability of developing an industrial complex which would 
provide greater amounts of capital per worker as well as 
introducing important agglomeration economies. Wages would 
tend to rise faster in the AO, causing more rapid out-
migration from agriculture, and increasing regional product 
and income through the reduction in resource misallocation. 
while it might appear that elimination of resource misallo-
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cation would yield only negligible increments in output, 
Massell's research (52) indicates that approximately one-
third of what has been called technical change has arisen 
from this source. 
D. Summary 
In this chapter a technique for applying cross section 
econometric models in a projection scheme is developed, 
and used to project population and economic activity over 
a ten year time period. While a model estimated on cross 
section data has definite limitations as a predictive tool— 
it is particularly useless when attempting to make projec­
tions for a particular area—it does have value in measuring 
the differential Impacts of alternative exogenous changes. 
Four different assumptions of exogenous change are 
investigated. The first two involve different rates of 
population growth in the metropolis, and it is found that 
population and economic activity in the PEA are directly 
associated with metropolitan growth. Continued improvements 
in transportation technology will also result in positive 
economic benefits for the PEA, although there is reason to 
believe thatsuch advances and other trends may tend to 
isolate some of the very small cities and a portion of the 
rural population. The wage convergence assumption, a strictly 
within-PSA phenomenom, is examined from the standpoint of how 
such a trend would increase regional income. 
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VI. SUMMARY AND CONCLUSIONS 
The objective of this dissertation is to quantitatively 
estimate the economic structure and development of an 
average non-metropolitan functional economic area. This 
is accomplished primarily through the specification, esti­
mation, and interpretation of three variants of a general 
econometric model, as is outlined in Chapter IV. The struc­
tural characteristics of the sampled PEA's, discussed in 
Chapter III, serve to set the stage for the development of 
the model, and the projection technique outlined in the 
preceding chapter is an indication of how such models might 
be used in a policy-oriented analysis. 
In this chapter, the important results of the investi­
gation are brought together by discussing the implications 
of this work for the general theories of urban-regional 
growth, and by speculating on the economic future of the 
class of rural 'city-regions' or PEA's that have served as 
the basis for the study. A concluding note on future research 
is also included. 
A. Implications for Urban-Regional Growth Theories 
Despite its limited acceptance as a general theory of 
regional growth, some aspects of the export-base theory have 
proven to be remarkably durable. The idea that exogenous 
change in demand for a region's output is the key factor in 
l6l 
explaining regional employment change is still accepted in 
many quarters. This contention is supported by the signif­
icance of the state growth effects in the employment 
equations of Model III. In all cases these variables 
entered with positive coefficients. On the other hand, the 
importance of supporting services employment in explaining 
both manufacturing employment and population change, and 
the intuitive logic of a general equilibrium approach to 
the determination of these variables, indicate a need for a 
general restatement of the theory. The narrow emphasis on 
the importance of the manufacturing sector in the regional 
growth process and the assumption of unidirectional causal 
flows from basic to non-basic employment and then to popula­
tion are facets of the base theory that should be re-examined. 
As Muth (55) has indicated, the oversimplified system of base 
ratios should also be redefined to include the simultaneous 
interaction employment, population, and wage changes. 
The external relationships should be broadened to 
include, not only the traditional notion of demand shifts, 
but also the more specific 'city-region' effects that play 
a significant role in the structure and change of the manu­
facturing, supporting services, and wholesaling sectors of 
the ?EA. The importance of these effects is indicated by 
the significance of the proximity and gravity variables in 
various equations of the econometric models. 
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The general validity of the sectoral theory is indicated 
by the significant interaction among sectors, such as that 
between manufacturing and agriculture and between supporting 
services and manufacturing. The former interaction plays a 
major role in the sectoral theory, and has undoubtedly been 
an important factor in the economic growth of the United 
States during the past century. The Importance of the manu­
facturing wage rate and the ratio of this rate to agricultural 
productivity are important variables in the agricultural 
employment equations. The sectoral theory probably should 
be broadened to include interaction within industrial sectors 
across spatial lines. The interrelationships between the CST 
and AO areal classes in both the manufacturing and wholesaling 
sectors are cases in point. 
B. The Future of the Non-Metropolitan PEA 
Based on the record of the 1958-I963 period and on the 
various projections in Chapter V, it would appear that popu­
lation and employment will continue to increase in the 
typical PSA, with CST population growth continuing to exceed 
that in the metropolis. The positive coefficients on the 
state growth variables in Model III and the positive net 
inpacts of accelerated growth in the metropolis indicate 
that economic growth in the rural city-region will parallel 
that in both the larger region of which it is a part and the 
neighboring metropolis. Continuation of recent trends in 
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transport technology should improve the competitive position 
of the PEA by decreasing economic distance to both input 
supplies and final markets for domestic production. 
The differential impacts of such trends as growth in 
the metropolis and transport technology advances may result 
in changes in the structure of the PEA economy. Both sup­
porting and selected services activity may tend to concen­
trate in the larger SMSA's, with relative declines in these 
sectors occurring in the CST and AO. Manufacturing, already 
seen moving toward the suburban periphery of the larger 
cities, may increasingly seek locations in the less populous 
PEA areas, most of which have attained the requisite thresh­
old size to support an industrial complex. The growth of 
the wholesaling sector will be affected by two conflicting 
forces. Population growth should result in continued 
increases in retail sales volume in the PEA, and there are 
indications that CST wholesaling is quite sensitive to such 
growth. The negative factor is the continued population 
growth in the metropolis which tends to hold down wholesale 
activity in both the CST and its peripheral areas. 
Continued population growth in the largest cities, with 
concomitant increases in congestion, air and water pollution, 
crime, etc., may lead to some type of policy action at the 
Pederal level aimed at channeling population and employment 
into the less densely populated areas of the country. The 
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average functional economic area, offering a central city 
of some 50,000 inhabitants, a well-developed infrastructure 
of schools, transportation linkages to other regional 
centers, financial and business services, utilities, etc., 
would be in a position to compete very favorably for new 
industrial and population growth. The early development 
of efficient regional governments organized along FEA lines, 
as suggested by Fox (27), would probably be an important 
step toward improving the economic viability and future of 
these areas. 
C. Future Research 
While this work may represent the first attempt toward 
the development of a comprehensive econometric model of the 
non-metropolitan city-region, it should be viewed as the 
predecessor of more general and more complete models. The 
latter, however, will probably require more comprehensive 
and more detailed data than is now available. The highest 
priority should be given to the development of models of 
specific FEA's and their component cities estimated with 
time-series data. From a policy standpoint, these would be 
more meaningful than the model developed here because it 
would be applicable to a particular FEA rather than an 
average one. 
The extensive delineation of functional economic areas 
and their incorporation in the data collection scheme and 
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reporting media of the Bureau of the Census should be 
instrumental in overcoming some of the problems associated 
with the inadequate data. The work of Fox and Berry in 
this regard is a significant achievement, and should have 
important implications for future research. The increasing 
awareness and concern about the problems of regional growth 
on the part of business and political leaders should also be 
a force behind the development of extensive data systems at 
the sub-national level. It should only be a matter of time 
before the regional analyst will have a wide range of com­
prehensive and high quality data with which to work. 
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APPENDIX A. AREA DELINEATION 
BACKGROUND AND METHODOLOGY 
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An important assumption upon which the analysis and 
conclusions of this thesis are based, is that the areas 
defined as units of observation (i.e.^ the functional 
economic areas or FEA's) are reasonably self-contained 
economic entities that are appropriate for the analysis 
of intercity economic interaction. The purpose of this 
appendix is to review the history of economic area 
delineation, and to outline the delineation principles 
used in this study. 
A. Area Delineation Background 
The modern history of urban-oriented area delineation 
begins in I9IO when the Bureau of the Census, in response 
to the increasing urbanization of the country, added the 
Metropolitan District to its area classification system. 
This is probably the first important use of any area for 
data reporting which is not a political entity, but is 
defined to provide meaningful economic and sociological 
data. The Metropolitan District, defined for every city 
with population of 200,000 or more, remained essentially 
unchanged through 1940. 
In 1950, in response to a need to standardize the 
regions for which various government agencies were reporting 
data, the Standard Metropolitan Area (SMA) was defined. The 
name was changed in 196O to Standard Metropolitan Statis­
tical Area (SMSA) to emphasize that the area is defined 
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primarily for the reporting of statistical data. The 
following criteria define an SMSA: 
1. Population: each SMSA must include a city with 
' 50,000 or more inhabitants. 
2. Metropolitan: at least 75 percent of the labor 
force of the county must be of non-agricultural 
character. 
To be included in the SMSA a non-central city county must 
meet one of the following integration criteria: 
1. Fifteen percent of the workers living in the 
county must work in the county containing the 
central city, or 
2. Twenty-five percent of those working in the county 
in question must live in the county containing 
the central city. 
Proponents of the SMSA claim it serves a two-fold 
purpose : 
"First, it provides a 'standard' area composed of a 
large city and its closely integrated surrounding 
area which can be used by the Bureau of the Census 
and other government agencies for purposes of data 
gathering, analysis, and presentation. Secondly, 
the classification provides a distribution between 
metropolitan and non-metropolitan areas by type of 
residence, complementing the older rural-urban, 
farm, non-farm distinction" (5, p. 2). 
As with many important concepts, there developed wide­
spread dissatisfaction and criticism from the beginning. 
The population criteria area are criticized by Duncan (20); 
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Friedman and Miller (30) found fault with the metropolitan 
character criteria; and the U.S. Bureau of the Budget (73) 
and Friedman and Miller (30) questioned the efficacy of 
the integration criteria. 
Many alternatives to the SMSA system have been pro­
posed. For example. Bogue (9) argued that the metropolis 
had come to dominate the economic organization of the 
country, primarily as a result of improvements in trans­
portation technology which continually increased the 
geographic influence of the large cities. Using this 
'metropolitan dominance' concept. Bogue divided the coun­
try into 67 city-areas, each having all area lying closest 
to itself in its 'metropolitan communities'. The 'functional 
specialization' school, led by Duncan (20) found a critical 
population level of 300,000 for the emergence of metropol­
itan character (defined as wide diversification in such 
activities as wholesale trade, bank clearings, business 
services, manufacturing value added, and retail trade). 
Cities of less than 300,000 population were generally 
found to be functionally specialized. It was found that at 
the highest level of economic relations the nation is served 
by one set of metropolitan areas. 
The State Economic Area concept, due to Bogue and 
Beale (ll), subdivides the country into units which are 
homogeneous in terms of general livelihood and socioeconomic 
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characteristics. These ideas were subjected to sharp 
criticism due to the subjective nature of their delineation 
procedures, based on land use, industrial composition, 
social characteristics of the population, etc., and the 
failure of the concept to answer any of the important 
questions raised in the debate about meaningful area delin­
eation. 
The functional economic area concept, articulated by 
Fox (25, 27, 28), will be discussed in detail as it is the 
delineation that has been agreed upon by the Social Science 
Research Council Committee on Areas for Social and Economic 
Statistics for use in future data collection and reporting, 
and it is used in the definition of areas under study in 
this thesis. 
B. Development of the Functional 
Economic Area Concept 
For those areas of the country not included in the 
present system of SMSA's the county has been used as the 
primary statistical reporting unit for analyzing local 
economic activity. In recent years this unit has come 
under increasing criticism as not being a meaningful area 
in which to measure and study the local economy. While 
several economists and geographers have discussed the 
problem (namely Friedman and Miller (30) and Berry (4)) 
probably none has been as vocal as Fox (2$, 27, 28). He 
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has attacked the usefulness of the present system of county 
reporting units on both political and economic grounds. 
While Pox has addressed himself mainly to the Iowa situation, 
his analysis would apply to most of the continental United 
States. 
When the present county delineation was first set up 
in Iowa in 1837, most counties were approximately 24 miles 
square with the county seat located near the center of the 
600 square mile area. The structure would allow any resi­
dent of the county to travel by horse and buggy to the 
county seat and return home in the same day—in 1857 this 
was a logical political arrangement. Fox has cogently 
pointed out that based on what is happening in the igSO's, 
the county and the SEA (the State Economic Area) are arti­
facts that are not meaningful economic entities, and our 
continued reliance on them as basic reporting units has 
impeded "...our understanding of spatial economic organi­
zation" (29, p. 3). 
Pox and Kumar (29) point out that the need for a more 
meaningful economic area is made evident by the following: 
1. In contrast to 1857 the primary mode of trans­
portation is the automobile which, rather than 
covering 20 miles or so in one day, as did the 
horse and buggy, is capable of covering this 
same distance in 20 minutes or less. 
2. Economies of size in retail stores, schools, 
and airport and rail terminals suggest that 
the typical county is too small to be a self-
contained economic area. 
I8l 
3. The importance, to all residents of a several 
county area, of some of the services which only 
the central city can provide is an indication 
of intercounty economic interaction. 
4. In I9Ô4, taking Iowa as an example, county popu­
lation ranged from 8,000 to 300,000. Obviously, 
the same type of government and organization for 
economic development will not be the same for all. 
Basing his analysis on the assumptions that: (l) the 
primary mode of travel is the automobile; (2) the auto can 
cover approximately $0 miles in an hour; (3) the vast 
majority of house-to-work trips require less than 60 
minutes of travel each way; and (4) the labor market area 
is a meaningful economic unit. Fox has developed what has 
come to be known as the functional economic area or PEA. 
Probably the first statement of the concept of an PEA 
(referred to as a "Fundamental Community" at that time) 
was that by Galpin (31) who was interested in a similar 
problem of meaningful economic area delineation in Walworth 
County, Wisconsin, in 1915. He based his analysis on the 
distance capable of being covered by horse and buggy in 
one hour which in 1915 was five miles, hence, his PEA's 
were roughly l/lOO the size of those developed by Pox. 
Given the rectangular road metric in Iowa one can draw 
a square centered on the focal city of the area in which 
the distance from any site within the square to that city 
is equal to or less than 50 miles. 
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"The 50 mile 'radius' of the area is about one 
hour's driving time, which approaches the outer 
limit of the home-to-work commuting radius for 
workers employed in the central city. The same 
driving time would, of course, apply to trips 
for major shopping goods and other purchases" 
(29 ,  p .  8 ) .  
As Fox has pointed out the concept is people-oriented 
rather than resource-oriented. 
The basic characteristics in defining a network of 
FEA's would be: 
1. "The flow of daily home-to-job trips across any 
stretch of boundary would be the same in each 
direction; 
2. The number of boundary crossings of the home-
to-work type would be noticeably increased if 
arbitrary boundaries were drawn more than a 
mile or two from the true ones; 
3.  ...the percentage of total labor force commuting 
across area boundaries would be only slightly 
smaller for an aggregate of (say) four PEA's 
than for a single FEA" (25, p. 5). 
Fox further states that each of these areas would be more 
logically thought of as one spatially extended city rather 
than a group of cities interspersed with rural agricultural 
areas. 
"Regional economists should have no difficulty with 
this projective transformation of the structure of 
a city into the structure of a multi-county area. 
Some laymen may have difficulty with the concept, 
but many Iowa leaders have been quick to see it. 
To me, it seems useful to liken an PSA to a city 
spatially extended to accommodate a low-density 
pattern of land use and residential location over 
the bulk of its area. A further implication is 
that agriculture, despite its space-filling and eye­
catching qualities, is simply another export in­
dustry and source of employment from the standpoint 
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of an PEA classification and accounting scheme" 
(25 ,  p .  6 ) .  
Fox has made several approximations to the PEA system 
in Iowa, and has found a dozen meaningful economic areas 
covering about 80 percent of the land area and 90 percent 
of the population of the state. One obvious result of this 
is that it would include data on thousands of people who 
are not presently included in existing urban economic data. 
This type of areal delineation has important implications 
for economic analysis and policy and also for political 
and administrative organizations. 
On a more theoretical plane Pox argues that geographers 
are well aware that given a rectangular road metric the 
square area is the most efficient pattern, in terms of 
minimizing total transportation cost, for carrying out a 
given type of trading activity over a relatively homogenous 
plain. To save time in commuting and shopping people 
organize themselves into square labor market and major 
shopping areas. That is, they tend to work in and frequent 
stores in that service center or central city closest to 
them, and this results in the square or diamond shape about 
the central city. The pattern is really a temporal rather 
than spatial one as people tend to locate themselves in 
concentric circles around the center of the area with 
distance from the center measured in terms of minutes 
rather than in terms of miles. Pox has labeled the perimeter 
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of the area as a 60 minute Isochron—the loci of all points 
which can be reached in equal (60 minutes) time periods from 
the center of the area. Given various types of terrain and 
the nature and direction of existing transport modes all 
manner of shapes are possible for the PEA including dis­
continuous ones. (See Faden (2l) for an interesting dis­
cussion of this aspect of area delineation.) 
C. Areal Delineation of the Sample 
The need for more meaningfully defined areas has re­
sulted in a number of different delineation schemes. For 
example, Wise/Gladstone and Associates (35) delineated l6 
regions in Iowa which could be used as subunits. 
"...for the administration of regionalized state 
activities and services and as a logical and 
functioning basis for area-wide decision-making. 
The network of regions will also provide an 
effective base for planning, programming and 
d e v e l o p m e n t  o n  t h e  s t a t e  a n d  l o c a l  l e v e l "  { 3 5 ,  
P. 1). 
Among the delineation criteria used were: ease of highway 
access; geographic proximity; television station coverage 
areas; patterns of location of population; and newspaper 
distribution coverage. 
The most comprehensive and generally applicable 
delineation is that done by Berry ^ al. (5) in conjunction 
with the SSRC committee mentioned above. It was found, as 
Pox had indicated in his earlier papers on the subject, 
that the existing criteria for defining a metropolitan 
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area are no longer meaningful in an economic sense. Building 
on these criticisms Berry et a^. (5) functionally regionalized 
the entire United States based on criteria of intergration 
(i.e., journey-to-work behavior of the population in I960). 
Using a data matrix which associated workers living in 
43,000 census tracts with 4,300 possible work-place areas, 
the following concepts were defined: 
1. "Commuting Field. An area encompassing all standard 
location areas sending commuters to a designated 
workplace area. The field varies in intensity 
according to the proportion of resident employees 
in each SLA commuting to the workplace, and may be 
depicted cartographically by contours that enclose 
all areas exceeding a stated degree of commuting. 
2. Labor Market. All counties sending commuters to 
given county. (2a) Central County. The designated 
workplace area for definition of a labor market. 
(2b) Central City. The principal city located in 
a central county. 
3. Functional Economic Area. (FEA). All those 
counties within a labor market for which the 
proportion of resident workers commuting to a 
given central county exceeds the proportion 
commuting to alternative central counties. 
4. Metropolitan Economic Area. (MEA). An FEA in 
which the population of the central city exceeds 
50,000, or in which there are twin cities satisfying 
criteria two of existing SMSA definitional practice" 
(66, p. 6). 
The ultimate designations of PEA's and MEA's included almost 
96 percent of the total population of the county with 87 
percent residing in the MEA's. 
Among the Committee's most important conclusions are 
the following: 
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1. "Commuting fields (functional economic areas that 
enclose both place of residence and place of work) 
are far more extensive than the areas classified 
as SMSA's in I96O. 
2. In the more densely settled parts of the country 
commuting fields are not mutually exclusive, but 
overlap in complex and extensive ways. 
3. Independent regional centers of less than $0,000 
population are the hubs of labor markets in the 
less densely settled sections of the county, 
paralleling in their role centers of greater 
population where settlement is thicker. 
4. With the exception of national parks, public lands, 
and areas with extremely low population densities, 
the entire area of the United States is covered 
by the network of commuting fields* 
5. Labor markets made up of county-unit building 
blocks are sound approximations to commuting 
fields defined using tract (SLA) data, involving 
relatively little loss of information. 
6. Use of county-to-county commuting data permits 
the exhaustive allocation of the settled parts 
of the United States into a set of functional 
economic areas. 
7. A consistent set of consolidated regions may be 
defined, by combining MEA's and/or PEA's that 
evidence significant degrees of cross-commuting" 
(66, pp. 7-8). 
The work done by Berry and the SSRC Committee(s) is 
of fundamental importance, for their PEA designations are 
used extensively in this paper. In a few cases minor 
adjustments were made. For example, some predominantly 
rural counties which accounted for a very small proportion 
of PEA population and an even smaller proportion of economic 
activity are simply excluded to more easily facilitate the 
already burdensome task of data collection. It is submitted 
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that these exclusions would not materially affect the find­
ings or the statistical soundness of the analysis. Con­
clusion "5" above also has important implications in that 
the problem of data compilation is made significantly 
easier, for one need only sum the data for all counties 
in the PEA rather than attempting to include only parts of 
certain counties. 
The PEA'S used herein were selected from Berry's 
delineation based on the following criteria: 
1. The central city (called herein as the CST) should 
have a population greater than 25,000 and less 
than 100,000. This rule was adjusted slightly in 
certain cases. For example, in the less-densely 
populated areas of the Midwest (e.g., parts of 
Nebraska, Kansas, and the Dakotas) the lower 
bound was adjusted dovmward although in no case 
is a city of less than 10,000 population designated 
as a CST, while in the more populous areas of 
Illinois and Wisconsin the upper bound was adjusted 
slightly to include several cities in excess of 
100,000 population. 
2. The CST should not lie within the commuting or 
dominant economic interaction range of the large 
metropoli in the area. This range was assumed 
to vary directly with the size of the city. 
3. The PEA should be represented by cities of all 
three sizes used in the model. That is, in addition 
to the CST there should be at least one OST ( 'other 
small tovm') having population between 5,000 and 
10,000, and at least one EST ('real small tovm.') 
of population 2,500 to 5,000. The lower population 
bounds are absolute due to the way in which the data 
was reported, but the upper bound is flexible. In 
a populous PEA, for example, a city of 6,000-7,000 
may be designated as an RST, as it is quite possible 
that in such an PEA a city of that size would be 
playing an economic role similar to that played by 
a smaller city in a less populous PEA. If the PEA 
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being considered for inclusion in the sample 
was not represented by all three types of cities 
it was excluded. 
4. The CST (or PEA for that matter) should not have 
its economic activity dominated by one or two 
large institutions. Cities within which are 
located large universities (e.g., Manhattan, 
Kansas and Ames, Iowa) and/or which served as 
state capitals (e.g., Lincoln, Nebraska) were 
excluded. As one of the main objectives of the 
thesis is to study interrelations among cities 
and between cities and their rural periphery it 
was decided to eliminate those areas in which a 
significantly large part of their economic activity 
could be directly attributable to a single institu­
tion or which are otherwise 'special function' 
cities. 
The application of the above criteria together with 
Berry's definitive designation of functional economic areas 
resulted in the following sample of 86 FEA's in 34 states 
which are used as the basic units of observation throughout 
this work: Those states not represented were: Montana, 
Nevada, Arizona, Maine, New Hampshire, Vermont, Massachusetts, 
New York, Rhode Island, New Jersey, Delaware, Virginia, 
Maryland, and Connecticut. 
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Table A.l. Composition of functional economic areas 
Number Central city Counties included 
7 
8 
Dubuque, Iowa 
Mason City, Iowa 
Waterloo, Iowa 
Cedar Rapids, Iowa 
Ottumwa, Iowa 
Burlington, Iowa 
Ft. Dodge, Iowa 
Sioux City, Iowa 
Eau Claire, 
Wisconsin 
Dubuque , Jackson, Delaware, 
Grant (Wisconsin), Jo Davies 
(Illinois) 
Cerro Gordo, Floyd, Mitchell, 
Winnebago, Franklin, Worth, 
Hancock 
Blackhawk, Bremer, Buchanan, 
Butler, Fayette, Grundy 
Benton, Cedar, Iowa, Johnson, 
Jones, Linn 
Appanoose, Davis, Jefferson, 
Monroe, Van Buren, Wapello 
Des Moines, Henry, Lee, 
Henderson (Illinois), 
Warren (Wisconsin) 
Calhoun, Hamilton, Humboldt, 
Pocahontas, Webster, Wright 
Cherokee, Ida, Plymouth, 
Sioux, Woodbury, Union 
(South Dakota), Clay (South 
Dakota), Dakota (Nebraska), 
Dixon (Nebraska), Thurston 
(Nebraska) 
Chippewa, Clark, Dunn, Eau 
Claire, Pepin 
10 La Crosse, 
Wisconsin 
Jackson, La Crosse, Monroe, 
Trempeleau, Vernon 
^Unless otherwise indicated, the county is in the same 
state as the central city. 
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Table A.l. Continued 
Number Central city Counties included 
11 Wisconsin Rapids, 
Wisconsin 
12 Wasau, Wisconsin 
13 Oshkosh, Wisconsin 
14 Appleton, Wisconsin 
15 Quincy, Illinois 
16 Peoria, Illinois 
17 Kirksville, Missouri 
18 Sedalia, Missouri 
19 Poplar Bluff, 
Missouri 
20 Cape Girardeau, 
Missouri 
21 Joplin, Missouri 
22 Willmar, 
Minnesota 
23 Brainerd, 
Minnesota 
Juneau, Wood 
Langlade, Lincoln, Marathon, 
Portage, Taylor 
Green Lake, Waushara, 
Winnebago 
Calumet, Outgamie, Shawang, 
Waupaca 
Adams, Brown, Hancock, Mc-
Donough, Pike, Schuyler 
Pulton, Knox, Peoria, 
Tazewell, Woodford 
Adair, Knox, Linn, Macon, 
Putnam, Scotland, Schuyler, 
Sullivan 
Benton, Cooper, Henry, 
Johnson, Lafayette, Morgan, 
Pettis, Saline 
Butler, Carter, Dunklin, 
Ripley, Stoddard, Wayne 
Bollinger, Cape Girardeau, 
Perry, Scott 
Barton, Jasper, Newton, 
Cherokee (Oklahoma), Crawford 
(Oklahoma) 
Chippewa, Kandiyohi, Pope, 
Renville, Swift 
Aitkin, Cass, Crow Wing, 
Morrison 
Table A.l. Continued 9^1 
Number Central city Counties included 
24 MankatOj 
Minnesota 
25 Rochester, 
Minnesota 
26 Great Bend, Kansas 
27 Salina, Kansas 
28 Coffeyville, Kansas 
29 Terre Haute, 
Indiana 
30 Muncie, Indiana 
31 North Platte, 
Nebraska 
32 Scottsbluff, 
Nebraska 
33 Grand Island, 
Nebraska 
34 Rapid City, 
South Dakota 
35 Sioux Falls, 
South Dakota 
Blue Earth, Brown, Faribault, 
Nicollet, Wasela, Watowan 
Fillmore, Olmsted, Winona, 
Wabasha 
Barton, Ness, Pawnee, Rush, 
Stafford 
Dickinson, Ellsworth, Lincoln, 
McPherson, Ottawa, Russell, 
Saline 
Chautauqua, Montgomery, 
Wilson 
Clay, Parke, Sullivan, 
Vermillion, Vigo, Clark 
(Illinois) 
Blackford, Delaware, Jay, 
Randolph, Henry 
Dawson, Frontier, Lincoln, 
Red Willow 
Banner, Box Butte, Morrill, 
Scottsbluff, Sioux 
Adams, Buffalo, Hall, 
Hamilton, Howard, Kearny, 
Merrick 
Butte, Custer, Fall River, 
Lawrence, Meade, Pennington 
Brookings, Lake, Lincoln, 
Minnehaha, Moody, Lyon (Iowa), 
Nobles (Minnesota), Pipestone 
(Minnesota), Rock (Minnesota) 
Table A.l. Continued 
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Number Central city Counties included 
36 Grand Porks, 
North Dakota 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
Pargo-Moorheadj 
North Dakota 
Bismark, 
North Dakota 
Pueblo, Colorado 
Kalamazoo, 
Michigan 
Boise, Idaho 
Idaho Palls, 
Idaho 
Logan, Utah 
Aberdeen, 
Washington 
Yakima, 
Washington 
Longview Kelso, 
Washington 
Santa Barbara, 
California 
Grand Porks, Pembina, Nelson, 
Steele, Traill, Walsh, 
Pennington (Minnesota), Polk 
(Minnesota), Red Lake 
(Minnesota) 
Barnes, Cass, Ransom, Rich­
land, Becker (Minnesota), 
Clay (Minnesota), Otter Tail 
(Minnesota), VJilkin (Minne­
sota) 
Burleigh, Kidder, Morton, 
Sheridan, Stark 
Bent, Hyerford, Las Animas, 
Otero, Pueblo 
Van Buren, Kalamazoo, St. 
Joseph 
Ada, Boise, Camas, Canyon, 
Elmore, Gem, Payette 
Bingham, Bonneville, 
Jefferson, Madison 
Cache, Rich Weber, Pranklin 
(Idaho) 
Grays Harbor, Mason 
Yakima, Klickitat 
Cowlitz, Lewis, Pacific, 
Wahkiakum 
Santa Barbara, San Luis 
Opisbu 
Table A.l. Continued 
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Number Central city Counties included 
48 Cheyenne, Wyoming 
49 Roswell, New 
Mexico 
50 Ardmore, Oklahoma 
51 McAlester, 
Oklahoma 
52 Wichita Falls, 
Texas 
53 Odessa, Texas 
54 Midland, Texas 
55 Abilene, Texas 
56 Payetteville, 
Arkansas 
57 Ft. Smith, 
Arkansas 
58 Pine Bluff, 
Arkansas 
59 Eldorado, 
Arkansas 
Albany, Goshen, Laramie, 
Platte 
Chaves, Eddy, Lea, Lincoln, 
Roosevelt 
Carter, Johnson, Love, 
Marshall, Murray, Ponatoc 
Atoka, Coal, Hughes, 
Latimer, Pittsburgh, 
Pushmataha 
Archer, Baylor, Clay, Fuard, 
Throckmorton, Wichita, 
Wilbarger, Young 
Andrews, Crane, Ector, 
Reeves, Winkler 
Glassock, Howard, Martin, 
Midland, Reagan, Upton 
Callahan, Coleman, Eastland, 
Jones, Nolan, Runnels, 
Shackleford, Taylor 
Benton, Madison, Washington 
Crawford, Franklin, Johnson, 
Logan, Scott, Sebastian, 
Yell 
Arkansas, Cleveland, Desha, 
Drew, Jefferson, Lincoln 
Bradley, Calhoun, Ouachita, 
Union 
Table A.l. Continued 
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60 
61 
62 
63 
64 
65 
66 
67 
68 
Lake Charles, 
Louisiana 
Alexandria, 
Louisiana 
Greenville, 
Mississippi 
Hattiesburg, 
Mississippi 
Meridian, 
Mississippi 
Tuscaloosa, 
Alabama 
Gadsden, 
Alabama 
Florence, 
Alabama 
Dothan, Alabama 
69 Tallahassee, 
Florida 
Allen, Beauregard, 
Callasieu, Cameron, Jefferson 
Davis, Vernon 
Avoyelles, Rapides, Grant 
Bolivar, Humphreys, 
Issaquena, Sharkey, Sun­
flower, Washington 
Forrest, Jones, Lamar, 
Marion, Perry 
Clarke, Kemper, Lauderdale, 
Neshoba, Choctaw (Alabama), 
Marengo (Alabama), Sumter 
(Alabama) 
Bibb, Fayette, Hale, Green, 
Perry, Pickens, Tuscaloosa, 
Dallas 
Calhoun, Cherokee, DeKalb, 
Etowam 
Colbert, Franklin, Lauderdale, 
Lawrence, Alcorm (Mississippi), 
Tishomingo (Mississippi), 
Hardin (Tennessee), Lawrence 
(Tennessee), Wayne (Tennessee) 
Coffee, Dale, Geneva, Henry, 
Houston 
Gadsden, Gulf, Franklin, 
Jefferson, Liberty, Leon, 
Madison, Taylor, Wakulla, 
Grady (Georgia) 
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Table A.l. Continued 
Number Central city Counties included 
70 Albany, Georgia 
71 
72 
73 
74 
75 
76 
77 
78 
Augusta, Georgia 
Anderson, South 
Carolina 
Greenville, South 
Carolina 
Florence, South 
Carolina 
Charlestown, South 
Carolina 
Payetteville, 
North Carolina 
Durham, North 
Carolina 
Asheville. North 
Carolina 
Baker, Calhoun, Crisp, 
Colquitt, Lee, Mitchell, 
Randolph, Terrell, Tift, 
Turner, Worth, Dougherty, 
Sumter 
Columbia, Burke, McDuffie, 
Warren, Glascock, Jefferson, 
Washington, Emanuel, Jenkins, 
Richmond. Aiken (South 
CarolinaK Edgefield (South 
Carolina) 
Abbeville, Anderson, Oconee, 
Hart (Georgia), Elbert 
(Georgia) 
Cherokee, Greenville, Laurens, 
Pickens, Spartanburg, Union, 
Henderson (North Carolina, 
Folic (North Carolina), 
Transylvania (North Carolina) 
Darlington, Dillon, Florence, 
Horry, Marion, Marlboro 
Berkeley, Charleston, 
Colleton, Dorchester, George­
town, Williamsburg 
Bladen, Cumberland, Hoke, 
Robeson, Scotland, Sampson 
Chatam, Durham, Granville, 
Lee, Orange, Person 
Buncombe, Haywood, Jackson, 
McDowell, Madison, Mitchell, 
Swain 
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Table A.l. Continued 
Number Central city Comties included 
79 Johnson City, 
Tennessee 
80 Lexington, 
Kentucky 
81 Clarksburg, West 
Virginia 
82 Parkersburg, West 
Virginia 
83 Charlestown, West 
Virginia 
84 Lima, Ohio 
85 Williamsport, 
Pennsylvania 
86 Muskegon, Michigan 
Carter, Johnson, Unicon, 
Washington, Green 
Bourbon, Clark, Fayette, 
Franklin, Harrison, 
Jessamine, Scott, Woodford 
Barbour, Doddridge, Harrison, 
Lewis, Marion, Monongalia, 
Taylor, Upshur 
Calhoon, Gilmer, Pleasants, 
Ritchie, Wirt, Wood, 
Washington, Ohio 
Boone, Clay, Fayette, 
Jackson, Kanawaa, Lincoln, 
Mason, Nicholas, Putnam, 
Raleigh, Roane 
Allen, Auglaize, Hardin 
Clinton, Lycoming 
Lake, Mason, Muskegon, 
Newaygo, Oceana 
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APPENDIX B. QUANTITATIVE ASPECTS 
BASE THEORY REVIEWED AND EXTENDED 
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While the export-base theory has been subject to much 
criticism, and is experiencing only limited acceptance 
today, it is still of interest to some analysts. Thus, it 
may be useful to review some of the empirical work done in 
association with the theory and to present some new esti­
mates made in conjunction with this thesis. These findings 
are presented, not in support of the theory nor in support 
of any causal relationship, but in the tradition of Muth 
(55), that is, to explore the resultant allocation of labor 
between the export and non-export sectors. 
Andrews (l) asserts that for a typical city the export 
base ratios should be of approximately the following magni­
tudes : 
B/NB 1/2 
B/TE 1/3 
TE/TP 1/2 
B/TP 1/6 
where B and KB represent basic and non-basic employment, 
and TE and TP stand for total employment and population 
respectively. It is not clear how Andrews arrived at 
these estimates. (It is assumed that by the term ratio, 
Andrews is referring to the ratio at the margin. The 
article is quite ambiguous on this point.) As Andrews 
points out 
"These ratios in terms of the figures employed 
represent only typical conditions within an 
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•urban economy. Consequently, deviations from 
this average can and should be expected as the 
analyst shifts his center of attention from city 
to city" (1, p. 48). 
Hoyt (39) indicates that the B/NB ratio for a 'normal' 
community should lie between l/l and 1/2. Variations are 
expected to arise because of differences in the nature and 
composition of employment in the basic industries (sex, 
age, marital status, education, etc.), geographic location 
(rural, urban, suburban, etc.), varying regional business 
cycles among cities, and the general status of the national 
economy. 
Using the data on PEA*s and their component cities a 
number of export-base type equations are estimated, and 
resulted in the following estimates of the various 'base' 
multipliers ; 
B/NB 1/0.75 
B/TE 1/1.25 
TE/P 1/4.5 
lyt 1/5.5 
For purposes of making these estimates it was assumed, 
somewhat crudely, that basic employment was concentrated 
in the manufacturing and agricultural sectors while all 
other employment was assumed to be non-basic. These ratios 
do not conform closely with those submitted by Andrews. 
While the ratios of basic employment to population and 
basic to total employment are reasonably close to the mark 
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the other two are quite different. This wide variation in 
the base ratio estimates is sufficient to cast at least 
some doubt on the efficacy of the concept. 
There are several studies which have made estimates 
of the various.base multipliers. For example, G. E. 
Thompson (69), examining the Lancaster County area in 
Nebraska during the period 1953-55, and using a fairly 
sophisticated location quotient technique for dichotomizing 
total employment into 'localized' and 'non-localized employ­
ment' (equivalently, non-basic and basic employment) esti­
mated a basic/non-basic multiplier of I/I.3II implying a 
total employment/basic employment ratio of 1/2.311. (The 
estimates of these analysts are combined in Table 2.1 of 
Chapter II.) Hildebrand and Mace (37) applying a similar 
analysis to a more populous area (Los Angeles County) for 
the period 1940-47 estimated the basic/non-basic multiplier 
to be 1/1.248. Sasaki (65) in his analysis of military 
expenditures in the Hawaiian economy found the basic/total 
employment multiplier to be 1/1.279 implying a basic/non-
basic multiplier of 1/0.279. None of these writers esti­
mated the relationship between population and basic or 
total employment. 
In Table B.l the results of regressing non-basic on 
basic employment (Equations B.I-B.3), population on basic 
employment (B.'4-B.6), and population on total employment 
Table B.l, Regression estimates of export-base theory relationships 
Areal 
class 
Non-basic 
employment Population 
Basic 
employment 
Total 
employment Constant 
(B.l) PEA -1 0.794** (8.88)& 16,390** (6.97) 
0.48 
(B.2) GST -1 
• 
0.741** 
(5.85) 9,345** (10.30) 
0.29 
(B.3) AO -1 0.657** (9.31) 
9,540** 
(6.57) 
0.51 
(B.4) PEA -1 5.47** (10.17) 76,110** (5.37) 
0.55 
(B.5) GST -1 2.56** 
(5.67) 
36,996 (10.26) 0.23 
(B.6) AO -1 5.64** 
(10.36) 
50,426** (1.36) 0.56 
(B.7) PEA -1 4.37** 46,1(40** 
(12.49) (3.35) 
0.65 
^t value. 
*%-Significant at 0.01 level. 
Table B.l. Continued 
Areal Non-basic Basic Total 
class employment Population employment employment Constant R 
(B.8) GST -1 2.070** 12,333** O.67 
(13.16) (3.73) 
(B.9) AO -1 4.89 64,059 0.55 
(10.08) (5.94) 
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(B.7-B.9) for the FEA, GST, and AO areal classes are pre­
sented. In each case the proportion of variation explained 
by the equation is significant, but this is to be expected 
in Equations B.4 through B.9 as these involve regressing 
P on aP in B.4-B.6 where a is the proportion of population 
employed in basic industry and regressing P on bP in B.7-
B.9 where b is the labor force participation rate. Perusal 
of the estimated equations indicates another problem in 
that there is a wide difference between the employment 
multiplier in the GST and that in the AO, particularly in 
the second and third set of equations. For example, the 
B/P multiplier for the GST (B.5) is 1/2.558 while in the 
AO it is estimated to be 1/5.641, and the P/TE multiplier 
for the GST (B.8) is 1/2.070, less than one-half that in 
the AO (1/4.897). It appears, therefore, that to the 
extent export-base theory is meaningful the areal unit 
selected for study must be appropriately defined. The 
functional economic area, a reasonably self-contained 
labor market, would appear to be an ideal unit for appli­
cation and testing of the base theory. 
Since there is significant economic interaction among 
cities within the PEA it is quite likely that there is a 
'seepage' effect among cities as changes in basic employ­
ment in the AO sector may be associated with changes in 
non-basic employment and population in the GST and visa 
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versa. As most evidence indicates demand for non-basic 
services flows primarily from the AO to CST only the former 
hypothesis is investigated here. To estimate these 'cross 
effects' CST non-basic employment is regressed on AO basic 
employment, and CST population is regressed separately on 
basic employment and total employment in the AO. These 
estimated relationships are shown in the following 
equations : 
= n-Mf ' u^if 
= 0.03 F = 2.56 (B.IO) 
^CST = «,961- + 0.3562' 4 
r2 = 0.03 P = 2.56 (B.ll) 
R2 = 0.01 P = 0.51. (B.12) 
While only the regression coefficient in Equation B.12 is 
non-significant, the significance level of all other 
regression coefficients and the proportion of variance 
explained by the equations is lower than in the equations 
in the preceding table. This is to be expected as one 
would not, a priori, hypothesize these cross effects to be 
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as strong nor as predictable as the direct multiplier 
effect. It suggests that, to the extent it is meaningful, 
the export base concept cannot be used accurately within 
some subset of the integrated economic area, say the GST 
alone, without consideration of the interaction with the 
remaining cities in the area. The value and importance 
of an appropriate unit of observation becomes increasingly 
obvious as one delves into problems such as this. 
Finally, it seems clear from the equations in Table 
B.l and B.IO to B.12 that the export-base relationships 
are not proportional—there is a difference between the 
average ratio of, say, non-basic to basic employment and 
that ratio at the margin. In every case the constant is 
highly significant implying a non-proportional relation­
ship. In those cases where analysts have used average 
ratios as employment multipliers in making projections 
their conclusions must be regarded as being questionable. 
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XI. APPENDIX G. AN ANALYTICAL EXTENSION OF THE 
DESCRIPTIVE STATISTICS PRESENTED IN CHAPTER III 
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In Chapter III certain tendencies, particularly those 
relating to wages, productivity, scale differences, and 
city-size continually recurred. Because the functional 
economic area is essentially a self-contained labor market 
it is a particularly appropriate unit for analyzing certain 
labor market conditions among cities and sectors. If one 
assumes some measure of spatial immobility on the part of 
workers—indeed, this assumption is well supported by 
available data—then it becomes quite logical to add an 
areal dimension to labor market analyses in addition to 
looking at these markets as organized around industrial • 
and/or occupational lines. As Thompson (70) succinctly 
puts it: 
"By emphasizing spatial immobility—the reluctance 
to migrate for what ever reason—the local labor 
market becomes partially autonomous and the local 
balance of demand and supply becomes critical in 
setting the local wage rates" (70, p. 71). 
Given the particularly unique advantages of the PEA as a 
unit for labor market analysis, and given the questions 
raised in Chapter III concerning wage levels among sectors 
and among the various city classes the following sections 
have been included. 
A. Productive Efficiency and City Size 
1. Empirical findings 
The implications of increasing city size for money 
income levels is an increasingly important topic as econo­
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mists and urban planners become concerned with efficient or 
optimal city size. While the question of optimal size will 
not be discussed here, it is possible to analyze differences 
in mean wage levels in various economic sectors as city-size 
increases. Labor value productivity (i.e., the demand 
curve for labor) is generally considered to be an Increasing 
function of such variables as the amount of capital per 
worker and local labor market efficiency. If one assumes 
that city-size is highly correlated with both of these 
variables then it may be used as a proxy. Consider the 
following: 
HYPOTHESIS: City-size and efficiency are positively 
correlated, at least up to some maximum 
city size. This increased efficiency 
results in an upward shift in the produc­
tion function and increased marginal product 
curves for both labor and capital. 
If the hypothesis is true, one would expect to find 
significantly different wage levels, increasing with city 
size, within the different economic sectors. This assumes 
that supply conditions are approximately the same from city 
to city within any PEA, and also that price levels are not 
significantly different. The latter assumption is necessary 
to adjust for the possibility that high money wage rates 
are a reflection of high prices, and that the real wages 
do not differ among cities. The wage data alluded to in 
Chapter III are combined and presented in Table C.l. All 
combinations of mean wages within sectors were tested for 
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Table C.l. Mean annual payroll per employee, by sector and 
areal class, 1963 
Sector 
Manufac turIng 
Areal 
class Retail Wholesale Services 
All 
employees 
Production 
workers 
?EA $ 3,017 $ 4,512 $ 2,752 $ 4,957 $ 4,437 
CST 3,173 4,956 2,851 5,102 4,700 
OST 3,052 4,478 2,494A - -
RST 2,870®" 3,840 2,386& - -
RP 2,758 - 2,658 - -
AO — — 4,728 4,265 
^Mean difference not significant at O.05 level. 
significant difference "using Duncan's multiple range test. 
With the exception of the service sector the mean wage for 
each sector declines monotonically as the size of city 
decreases. Within these sectors, all but two of the I6 
relevant comparisons of mean differences among areal classes 
are significantly different at the O.O5 level, and of these 
all but three are significantly different from zero at the 
0.01 level. These non-significant differences are indicated 
by the brackets in Table 0.1. This is strong evidence in 
support of the hypothesis, and is consistent with the con­
clusions of Mansfield (49, 50, 51) and Hanna (34). 
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In the service sector mean wages decline from GST to 
EST, but RP wage levels are significantly higher than both 
OST and RST wages. This is unexpected and difficult to ex­
plain, but despite this, the bulk of the evidence indicates 
a degree of validity for the null hypothesis. 
Two explanations for the association of larger cities 
with higher wage levels are possible. For example, younger 
workers may migrate to the larger cities, spend their most 
productive years there, and then return to the smaller town 
when past their earning peak. Alternatively, high skill 
industries tend to locate in larger cities, thus making the 
central city a completely different type of labor market 
than that which exists in the smaller towns. Both of these 
tendencies would give an upward bias to CST wages which would 
not be associated with traditional notions of urban efficiency 
such as economies of scale, agglomeration economies, and the 
absolute scale necessary for the provision of specialized 
business services (i.e., banking, law offices, data process­
ing centers, etc.). 
It is useful to examine the relationship among wage 
rates, productivity, and scale. To accomplish this wage 
levels (w) are regressed on labor productivity (P—sales or 
value added per employee) and scale (S—employment per 
establishment) for each areal class and sector. The equations 
for the CST are representative and are listed below,(C.l)-
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(C.5). The values of t are shown below the estimated co­
efficients. 
Retail: W = 0.106** P + 1.152** S - 546 
(10.74) (6.98) 
= 0.60 (0.1) 
Wholesale: W = 0.0094** P + 0.1220 S + 4,109 
(3.31) (0.40) 
=  0 . 1 2  ( 0 . 2 )  
Services: ¥ = 0.285** P + 1.033** S - 520 (10.82) (3.66) 
R^ =  0 .62  (0 .3 )  
Manufacturing: W = 0.201** P + 0.0682* S _ 2,593 
(all employees) (5.82) (2.37) 
R^ = 0.38 (0.4) 
Manufacturing: W = 0.0147** P -f O.OO5I** 3 + 92 
(production (8.19) (4.01) 
workers) 
r2 = 0.51 (0.5) 
Of a total of 17 equations the productivity coefficient is 
significant at the 0.05 level in 15 while the scale co­
efficient is significant in 9 relations. Standardized 
regression coefficients are computed for each equation, 
and in each case the productivity coefficient is greater 
than that of the scale variable. Substituting these beta 
coefficients in (C.l)-(C.5): 
Vj = 1.376 P + 0.528 S (C.l') 
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W = 0.335 P + 0.041 S (C.2') 
W = 0.734 P + 0.246 S (C.3') 
w = 0.670 P + 0.068 s (C.4') 
W = 0.664 P + 0.307 s. (C.5') 
Prom these estimated relationships it would appear that 
productivity is the more important variable in explaining 
wage rate differences within city-classes. 
In Chapter III, there is noted a consistent tendency 
for employment per establishment to decline with decreasing 
city-size while productivity (to the extent that sales and 
value added per employee are reasonable measures) is char­
acterized by an opposite trend. But wages rise with city-
size, a somewhat unexpected result given the seemingly im­
portant role played by productivity in determining wages. 
What appears to be happening is the following: we have 
\'.c ° 
where r represents the correlation coefficient between wages 
(W) and city-size (C), and further 
where P represents labor productivity, which should imply 
^P.C 0  
< 0. 
213 
But, from Equations (C.l)-(C.5) it is quite clear that 
• P ^ 
The wage-scale relationship is, of course, consistent since 
rw-C >  0 '  r s .C  >  0 '  
where S represents the scale variable, implies 
which is the observed relationship in the regression equations. 
These results indicate that (l) wage rates, both inter-
and intra-city class are highly complex relationships in­
volving, among other variables, scale, productivity, and 
city-size; but (2) the fundamental problem of explaining 
inter-city wage levels remains largely unanswered. 
2. 'Proof that wages should increase with city size 
Under certain assumptions it is possible to show mathe­
matically that wage levels in a large city, say the CST, 
will be greater than in a smaller city, an RST perhaps. 
Assume the following: (l) firms in both cities produce a 
homogeneous product under similar production functions of 
the Cobb-Douglas type; (2) as a result of scale differences, 
capital per worker is greater in the CST; (3) firms seek to 
maximize profit; (4) labor supply (L^) conditions are similar 
in the two cities and can be represented by 
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a + bWi , 1 = CST, RST (C.6) 
where is the wage rate; and (5) the price received per 
unit of output in the CST is at least as great as that 
received in the RST. 
The price received (P^) is generally equal to the 
market price (P^) minus the transport cost to the market 
(Tj_). In general, 
?CST < TRST 
since the CST serves as a transshipment point in most FEA's, 
and most RST firms will first ship production to the CST at 
a positive cost. This implies that 
^CST ^ ^RST" 
The demand for labor functions are given by the product 
of P^ and the marginal physical product of labor. 
L. Di Pj_ . MPPjL- (C.7) 
From the production function 
i = CST, RST; 0< a <1, 
the marginal product of labor is 
SX^/ oLi = (1 - a) A Lj."^ 
= (1-a) A r^^ , i = CST, RST' (C.9) 
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where r is the capital-labor ratio. Now, equating the labor 
demand and labor supply functions 
(1 - a) A r^®" (Pj_) = a + b Wi, i = GST, RST, 
(C.IO) 
and solving for the wage level yields 
= [(1 - a) A ri* ?! - a]/b, i = CST, RST. 
(C . l l )  
As jC*cST ^^AO assumption (2) and 0 < a <1 it follows 
that 
^CST > ^RST. 
If PQST ^AO differential in wage rates will be greater. 
B. Intra-area "Wage Roll-out" 
If, as indicated here, there are significant wage dif­
ferences among classes of cities within an PEA, the next 
step is to investigate the interaction of the various 
sectors in the labor market. One of the most important 
relationships is that between the 'export' and'non-export' 
sectors, and has been labeled the wage 'roll-out' effect by 
Thompson {JO, pp. 70ff) and Hanna (34, pp. 188-19O). If 
there exists some degree of resistance to migration for 
the purpose of seeking higher wages, and there is some sub­
stitution of labor among sectors within the PEA, then one 
may expect the level of wages in the export industries 
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(it will be assumed that manufacturing is the export industry) 
to have a direct influence on wages in the non-export sector. 
For example, in an area in which a high-wage automobile 
plant is located, local retailers, banks, and local govern­
ment agencies will have to compete with that plant for the 
fixed supply of labor in the area. In many cases wage levels 
in the export sector are determined exogenously by nationwide 
collective bargaining despite the autonomous nature of the 
PSA labor market. 
If the roll-out hypothesis is true then one would 
expect to find a significant positive association between 
wages in the two sectors. In Table C.2 the correlation co­
efficients between manufacturing wage rates in the PEA, 
CST, and AO classes and wage levels in the retail, whole­
sale, and services sectors are presented. Of the nine 
within-class coefficients, eight are highly significant. 
Only one coefficient is negative, and it is not significant. 
These statistics indicate support for the existence of a 
roll-out effect. 
To estimate the quantitative magnitude of the relation­
ship the wage level in each of the three tertiary sectors 
(W) was regressed on manufacturing wages (W). The CST 
equations, again being representative, are listed below. 
Retail: W = 0.113** W + 2,127 
(3.78) 
= 0.15 (C.12) 
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Table C.2. Product-moment 
manufacturing 
1963 
correlation 
and tertiary 
coefficients 
sector wage 
between 
levels. 
Manufacturing 
FEA CST AO 
Retail' 
FEA 0.45 0.44 0.41 
CST 0.40 0.37 0.37 
OST -0.21& -0.07^ -0.17* 
Wholesale 
PEA 0.57 0.48 0.47 
CST 0.55 0.58 0.43 
OST O.I8& 0.13A 0.25 
Services 
FEA 0.35 0.39 0.23 
CST 0.37 0.38 0.28 
OST 0.34 0.29 0.33 
&Not significant at O.O5 level. 
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Wholesale: W = O.331** W + 2,696 
(6.01) 
= 0 .30  (C.I3)  
Services: W = O.197** W + 1,897 
(3.81) 
= 0 .15  (C.14) 
A total of 18 equations were estimated (nine for each year— 
1958 and 1963), and of these only four regression coefficients 
were found to be non-significant. 
The coefficient in (C.12) of 0.113 is highly significant, 
and can be interpreted in the following way: a change of. 
$100 in the annual manufacturing wage rate 'causes' a change 
of $11 in the annual retail wage in the GST. In the whole­
saling equations all the regression coefficients are highly 
significant, and range from 0.331 to 0.395 indicating a 
greater roll-out effect. That is, an increase of $100 in 
annual manufacturing wage rates is associated with an in­
crease of $33 to $35 in the annual wholesale wage. This 
may be indicative of a higher degree of competition between 
these two sectors as compared to that between manufacturing 
and, say, the retail sector. It may be that the wholesale 
and manufacturing sectors compete for a similar group of 
employees. The service sector equations yield generally 
significant.results, and indicate a regression coefficient 
intermediate between the retail and wholesale estimates 
with the coefficient ranging between 0.164 and O.256. 
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Eleven of the l8 equations explained a highly significant 
proportion of the total variation of the dependent variable. 
However, the values of (the coefficient of determination), 
indicate that the roll-out effect is only a partial explana­
tion for the level of wages in the non-export sectors. Ex-
p 
eluding nonsignificant equations, the R values range from 
0.10 to 0.40 which means that in only one equation is 40 
percent of the variation in the non-export wages (the PEA 
retail wage in this case) 'explained' by variation in the 
manufacturing wage. This is not unexpected as many variables 
enter into the wage determination process, namely supply 
conditions, levels of capital per worker, skill and education 
of the labor force, extent and militancy of labor unions, 
etc. In any event, it appears that the data are consistent 
with the existence of a wage "roll-out" effect operative 
within the PEA. 
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XII. APPENDIX D. ESTIMATION I^ETHODOLOGY 
f • 
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The application of statistical techniques in the esti­
mation of the parameters of the econometric models and of 
the various other relations discussed constitutes another 
important phase of the analysis. The purpose of this 
section is to briefly review the various methods employed 
and the reasons for using them, and to discuss the computer 
program used for the two-stage least squares estimates. 
A. Estimation Techniques 
1. Ordinary least squares 
Ordinary least squares (O.L.S.) was used extensively 
in estimating the various wage equations in Appendix C and 
also for the export base equations in the appendix to 
Chapter II. The use of L.L.S. in cases of single equation 
estimation is quite general because of its simplicity of 
calculation and its desirable statistical properties (e.g., 
of the class of linear, unbiased estimator, O.L.S. results 
in a "best" estimate in that it has the smallest variance). 
The derivation of the O.L.S. estimators is quite straight­
forward. Consider the density function of a random variable 
y, f(y: x^, ..., x^; 3^, ..., Pp), which depends on p known 
quantities (x^, Xp) and on p unknown parameters 
. . . ,  0 p ) .  T h e  g e n e r a l  l i n e a r  m o d e l  c a n  h e  w r i t t e n  
Y =  Xg -f  u  (D. l )  
where Y is an n x 1 vector of observation of the random 
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variable y, X is an n x p matrix of observation of p ex­
planatory variables x^, Xp, P is a p x 1 vector of un-
known parameters (whose values are to estimated), and u is 
an n X 1 vector of disturbance terms. The assumptions under­
lying the use of O.L.S. are 
(1 )  E (u)  =  0  
(2 )  E  (uu' )  =  I  
and (3) the x^^j are known constants or random variables dis­
tributed independently of the error term. Now it can be 
shown (see Johnston (4l) or Mood and Graybill (53)) that 
the best linear unbiased estimate of 3 is found by fitting 
the regression surface to the data such that the sum of 
squared deviations of the observed y from the fitted surface 
is a minimum. That is, given the sum of squared deviations 
u ' u  =  ( Y - X 0 ) ' ( Y - X 3 )  
= Y'Y -  2X'Y +  2X'X 3  (D.2)  
and minimizing this function with respect to ^ 
( 3 )  =  - 2 X ' Y  - r  2X'XB = 0 (D.3) 
substituting 3, the vector of estimates, for 3 and solving 
(4)  3  =  (X'X)"^ X'Y (D.4)  
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It follows directly that P is •unbiased as 
I  =  (X'X)"^ X'  (XB + u)  (D.5)  
E  (  e  )  =  E{(X'X)-Ï  X'  (X0  +  u ) /  
=  (X'X)"1  X'Xe  +  (X'X)- l  X'E(u)  (d .6 )  
since E(u) = 0 by assumption (l) above and (X'X)"^ X = I 
E( 3 ) = P 
That 3 has the smallest variance among this class of 
estimators is also easily proven. (See Johnston (4l), pp. 
110-112.) 
In general J. O.L.S. is strictly a single equation 
technique. If there is more than one equation in a partic­
ular model or system each must meet the conditions (l) -
(3) in order that O.L.S. can be applied correctly. In most 
cases O.L.S. can be applied without computational difficulty, 
but unless the assumptions concerning the error terms and 
the explanatory variables are met the resulting estimates 
will be both biased and inconsistent. 
In most models of economic systems there is at least 
some simultaneous interaction among the dependent variables. 
This simultaneity implies that the dependent or endogenous 
variables of the system play the role explanatory variables 
in  cer ta in  re la t ions  o f  the  sys tem—some,  i f  not  a l l ,  o f  
the model's equations will contain more than one dependent 
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variable. For example, consider the following Keynesian 
system of two relations, a consumption function and an income 
identity 
C =  a  +  bY +  u  (D.7)  
Y =  C +  Z (D.8)  
where C and Y are consumption and income respectively, the 
endogenous variables of the system, Z is an exogenous 
expenditure term, and u is a stochastic disturbance term. 
The objective now is to estimate the consumption function 
('i.e., to make a quantitative estimate of the sign and 
magnitude of a and b), but condition (3) does not obtain 
because Y is not independent of u. This is shown by sub­
s t i tut ing  (D.7)  in to  (D.8)  
^  =  1  t  b 1  -  b  1  -  b  (D.9)  
and further 
Ej  u  [Y -  E(Y)] ;  =  E (uf )  ^  0 .  (D.IO)  
The direct application of O.L.S. to (6) would result in a 
biased estimate of b, and this bias would persist regardless 
o f  the  sample  s i ze  ( i . e . ,  the  es t imator  i s  not  cons i s tent ) .  
One solution to this difficulty is to "purge" the 
stochastic elements out of the dependent variables when they 
appear as explanatory variables in the various equations of 
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the model. Two-stage least squares is one way of doing 
this, and still assuring that the other conditions are met. 
Since this technique is used extensively in this analysis 
it will be discussed at some length here. 
2. Two-stage least squares (2.S.L.S.)^  
As the name suggests, this estimation technique involves 
the application of O.L.S. in two successive steps. In the 
first stage each jointly determined variable is regressed 
on all, or some subset of, the exogenous or predetermined 
variables of the system—this is the reduced form of the 
system. Then, based on these regressions, the estimated 
values of all of the jointly determined variables (which are 
linear functions of the predetermined variables only, and, 
therefore, non-stochastic) are used instead of the observed 
values as explanatory variables in the structural equations. 
Each structural equation now specifies a single jointly 
determined variable as a function of predetermined variables 
and first stage estimates of the jointly determined variables. 
After this transformation O.L.S. is applied to each structural 
equation, and this constitutes the second stage. 
Consider the following system of m structural equations 
in m jointly determined variables and n predetermined 
variables 
^Johnston (4l, pp. 236-237 and 253-260) and Pox (26, 
pp. 412-423 and 431-433). 
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6  y  +  p X =  l i  (B . l l )  
where 6 is an m x m matrix of coefficients of the jointly 
determined variables y, which is dimensioned m x 1; 3 is 
an m X n matrix of coefficients of the predetermined 
variables x, which is an n x 1 vector, and u is an m x 1 
vector of stochastic terms, one for each of the m equations. 
Now solving (D.ll) for the reduced form 
y  =  -  p X +  (D.12)  
and rewriting 
y  =  Ax -r V (D.13)  
where A = - ô ~^3 and v = 6 ~^u. Now O.L.S. is 
applied to each equation of (D.13), and the vectors of 
estimated values, yj_ (i = 1, ..., m), are noted and kept 
for use in stage two. 
A single equation from the original system (D.ll) can 
be written 
y  =  Y et -i- Xy + e  (D.14)  
where or and Y are column vectors of the parameters to be 
estimated by the model. Y and X and N x m and N x n matrices 
of the observed values of the explanatory variables (both 
jointly determined and predetermined), and y is an N x 1 
vector of observations of the "dependent" variable in this 
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particular equation. 
Now if Y is replaced by Y, the O.L.S. estimate from 
the first stage (i.e., from the reduced form of the model) 
where 
A Y = Y + V 
and where V represents the estimates of the "true" disturb­
ances, then (D.14) can be written 
y  =  ( Y  -  V )  a  + X Y  +  ( u  +  V a ) .  ( D . 1 5 )  
A , 
Since Y - V is a non-stochastic term (an estimate of the 
true stochastic element has been subtracted from each 
observed value) and the error terms (e + Va) are mutually 
independent, O.L.S. can now be applied to (D.I5) yielding 
the following estimates for a and ¥: 
/s. * 
a Y 
A A 
Y - V'V Y X -1 Y' - V' 
/N y X Y X X X' 
B. Two- and Three-Stage 
Least Squares Computer Program 
The computer program used for estimating the model was 
originally written by Straud, Zellner, and Chau at the 
University of Wisconsin (68), and modified by Zarembka at 
the University of California (90). Richard Stein of Iowa 
State University adapted the program for use on the IBM 
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360/65 computer. Basically, the program performs several 
sets of computations. 
1. It provides unrestricted estimates of the reduced 
form equations by O.L.S. and stores the estimated 
values of the regressands for use in later stages. 
2. Two stage least squares estimates are made of the 
parameters in the structural equations by sub­
stituting the values of the jointly determined ' 
variables estimated in step (l) for the observed 
values of these variables when they appear as 
explanatory variables in a particular structural 
equation. Covariance and correlation matrices of 
the estimated coefficients are options that may 
be specified. 
3. Three stage least squares estimates are obtained 
by applying generalized least squares to the 
system of equations, utilizing the inverse of the 
variance-covariance matrix of structural disturb­
ances estimated in the second stage. 
While the program was specifically designed for multi-equation 
estimation, it is still applicable for the estimation of 
single equations. In this case the first step is bypassed, 
the second stage yields single-equation least squares 
estimates, and the third stage given generalized least squares 
estimates. 
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XIII. APPENDIX E. DATA SOURCES AND PROCESSING 
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All data used in this dissertation are found in the 
various census publications of the U.S. Government. The 
specific source of each class of variables in the 'basic 
data set' is given below. 
Population: 
U.S .  Bureau o f  the  Census  (8?)  
Table 7- Population of counties, by census 
county divisions; 196O 
Table 8. Population of all incorporated places 
and unincorporated places of 1,000 or 
more : 1940 to 196O 
U.S.  Bureau o f  the  Census  (84)  
Table 15. Population and components of population 
change for metropolitan areas: I96O and 
1965 
Retail trade: 
U.S .  Bureau o f  the  Census  (74)  
Table 3. Counties, cities of 2,500 inhabitants 
or more: I963 
U.S .  Bureau o f  the  Census  (75)  
Table 102. Retail trade: 1958—counties, cities 
of 2,500 inhabitants or more 
Wholesale trade: 
U.S .  Bureau o f  the  Census  (78) 
Table 4. Counties, cities of 5,000 inhabitants 
or more: 19^3 
U.S .  Bureau o f  the  Census  (79)  
Table 102. Counties, cities of 5,000 inhabitants 
or more. Total wholesale trade— 
establishments, sales, payrolls, and 
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personnel; merchant wholesalers and 
other operating types—establishments 
and sales (l95o) 
Selected services: 
U.S .  Bureau o f  the  Census  (76)  
Table 3. Counties, cities of 2,500 inhabitants 
or more (19Ô3) 
U.S .  Bureau o f  the  Census  (77)  
Table 4. General statistics for Standard Metro­
politan Statistical Areas, counties, 
and selected cities: I963 and 1958 
Manufacturing : 
U.S .  Bureau o f  the  Census  (80)  
Table 4. General statistics for Standard Metro­
politan Statistical Areas, counties, 
and selected cities: 1963 and 1958 
U.S .  Bureau o f  the  Census  (81)  
Table 3- General statistics for Standard Metro­
politan Statistical Areas, counties, 
and selected cities: 1958 and 1954 
Supporting employment : 
U .S .  Bureau o f  the  Census  (85)  
Table 85. Industry group of employed persons 
and major occupation group of unemployed 
persons, by sex, for counties: I96O 
Table 75. Industry group of employed persons 
and major occupation group of unemployed 
persons, by sex," for Standard Metro­
politan Statistical Areas, urbanized 
areas, and urban places of 10,000 or 
more : 196O 
U.S .  Bureau o f  the  Census  (86)  
Table 43. Economic characteristics of the popula­
tion, by sex, for counties: 1950 
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Table 35. Economic characteristics of the popula­
tion, by sex, for Standard Metropolitan 
Statistical Areas, urbanized areas, 
and urban places of 10,000 or more: 
1950 
Agriculture : 
U .S .  Bureau o f  the  Census  (82)  
Table 2. Counties 
Table 3. Standard Metropolitan Statistical Areas 
Table  4 .  Ci t i es  
U.S. Bureau of the Census (83) 
Table 2. Counties 
Table 3. Standard Metropolitan Statistical Areas 
Table 4. Cities 
In most cases the value of each variable of interest 
(e.g., retail employment, retail sales, etc.) was determined 
for the PEA by summing over all counties in the PEA, and 
for the CST, OST, RST and RP classes. By definition there 
is only one CST in any PEA, but in the case of the OST and 
RST classes there may be, and usually is, more than one city 
so  that  the  re levant  var iable  was  summed over  a l l  c i t i e s  in  
the class to determine the value for that observation. The 
RP is defined as everything not included in the above 
classes so that RP variables are determined by merely sub­
tracting the CST, OST, and RST variables from the PEA obser­
vat ion .  That  i s ,  
^RP = ^PEA " I = CST, OST, RST). (E.l) 
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In general, the problem of missing data was not partic­
ularly troublesome, as in no case did missing data account 
for more than 2-3 percent of all data. In most cases, those 
data that are missing are concentrated in predominantly 
rural, low population counties of the PEA where there may 
have been only a handful of establishments. For example, 
in certain cases a county may have had only one or possibly 
two manufacturing establishments which contributed a 
virtually negligible amount of total manufacturing activity, 
as measured by value added by manufacture. In cases such 
as these, the county was merely excluded from consideration. 
This exclusion should have no measurable effect on the 
analysis. 
In other cases where data is not reported and where 
the  part icu lar  geographic  uni t  appeared  to  account  for  an  
important  share  o f  the  re levant  ac t iv i ty ,  s imple  ra t io  e s t i ­
mates were made for the missing data. These estimates were 
made in the following manner. Assume that for some city 
manufacturing production-worker man-hours is not disclosed 
and, therefore needed to be estimated. A related variable 
such as number of production workers was selected to be used 
as the basis for the estimate, and it is assumed that the 
ratio of production workers (w) to production worker man-
hours (H) in the county county) the same as in the 
particular city . Hence, 
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W cIty w county 
H city - H county 
and 
H CITY = (w cZtP « "="y. 
While business and manufacturing censuses are made in 
1958 and 1963, population data are available only for 1950 
and I960. For that reason population in 1958 is estimated 
by assuming a straight-line trend from 1950 to 196O and 
interpolating for 1958. Estimated 1963 population is found 
by extrapolating the 1950-1960 trend to that year. 
