Abstract. For a Hilbert function space H the Smirnov class N + (H) is defined to be the set of functions expressible as a ratio of bounded multipliers of H, whose denominator is cyclic for the action of M ult(H). It is known that for spaces H with complete Nevanlinna-Pick (CNP) kernel, the inclusion H ⊂ N + (H) holds. We give a new proof of this fact, which includes the new conclusion that every h ∈ H can be expressed as a ratio b/a ∈ N + (H) with 1/a already belonging to H.
h = b a where a, b are bounded analytic functions, and a is an outer function; this means that the set of functions {af : f ∈ H 2 } is dense in the Hardy space H 2 (D) (equivalently, the vector a ∈ H 2 is a cyclic vector for the unilateral shift operator f (z) → zf (z)). As a consequence of Riesz's theorem on inner-outer factorizations, all of the Hardy spaces certian additional conditions. In particular, Sarason [17, Proposition 3 .1] observed that for h ∈ H 2 , we can choose a, b so that additionally (1.2) |a(z)| 2 + |b(z)| 2 = 1 for a.e. |z| = 1.
Indeed, since log(1 + |h| 2 ) is integbable on the unit circle, from the theory of inner-outer factorizations there exists an H ∞ outer function a so that (1.3) |a(z)| 2 = 1 1 + |h(z)| 2 for a.e. |z| = 1, taking this for a and putting b = ah gives the desired pair. We observe that in this construction, the function 1/a already belongs to H 2 (D), and
We also remark that one way to interpret the condition (1.2) is that the map (1.5) f → af bf is an isometric multiplier from H 2 into H 2 ⊕ H 2 . In this paper our goal is to prove two analogs of this result of Sarason, one in the setting of so-called "free holomorphic functions", which will be discussed shortly, and one for reproducing kernel Hilbert spaces possessing a (normalized) complete Nevanlinna-Pick (CNP) kernel.
Following [3] , for any reproducing kernel Hilbert space H with multiplier algebra Mult(H), we define the H-Smirnov class to be (1.6 
Here Mult(H) denotes the algebra of functions which multiply H into itself boundedly, and we say that a is H-outer if aH is dense in H.
Of particular importance to us will be the Drury-Arveson space H 2 d , which is the space of holomorphic fucntions in the unit ball of C d , with reproducing kernel k(z, w) = (1 − zw * ) −1 . For this space we will prove the following theorem:
iii) the column a b is a contractive multiplier, and
It is already known [5, Theorem 10.3] [5] or [2] ; generically the conclusion (iv) does not hold in those constructions.)
We will also extend Theorem 1.1 to a more general class of spaces. A (normalized) complete Nevanlinna-Pick (CNP) kernel on a set Ω is a function k : Ω × Ω → C of the form
where u is any function from Ω into the open unit ball B d (here d = ∞ is allowed; in this case u would be a map from Ω into ℓ 2 (N) satisfying
. From a basic result of Agler and McCarthy [1] , if we set E = u(Ω) ⊂ B d and define
respectively. An analog of (1.1) for spaces with a CNP kernel will follow readily from these observations. As for the special case H 2 d , it is already known that H ⊂ N + (H) holds for all normalized CNP spaces [4] ; the new conclusion here will be that 1/a ∈ H.
1.2.
Free holomorphic functions. Theorem 1.1 will be proved, via lifting arguments, from a corresponding "free" version. To state it, we first quickly recall some basic definitions and results about noncommutative power series.
By the free unit ball B d we mean the set of all d-tuples X = (X 1 , . . . X d ) of n × n matrices, over all sizes n, which obey the norm estimate
(Throughout, we will write such expressions as though d is finite, but we will allow d = ∞, that is, infinite sequences, as this will be important for our applications). We write F + d for the free semigroup on d letters {1, 2, . . . } (again, d countably infinite is allowed); that is, the set of all words α = i 1 i 2 · · · i k , over all (finite) lengths k, where each i j ∈ {1, 2, . . . }. We write |α| = k for the length of α. We also include the empty word in F + d , and denote it ∅, and put |∅| = 0. There is a transpose map which reverses the letters in a word: if α = i 1 i 2 · · · i k then we write
and declare X ∅ = I n . By a free power series we mean an expression of the form
By a free holomorphic function in the free unit ball B d we mean a free power series with the property that the sum (1.14)
converges for all X ∈ B d . In this case, for each X ∈ B d , of size n×n, the expression (1.13) converges in the norm of M n to some matrix, which we denote F (X). (One thinks of F as a "graded" function: For each fixed input d−tuple, X = (X 1 , ..., X d ), of n × n matrices, F outputs the n × n matrix F (X) [14, 6] . For example, if
consists of all free power series whose coefficients are square-summable: 
is a Banach algebra when equipped with the supremum norm. It is a fact that if F ∈ F ∞ d and G ∈ F 2 d , then the product F (X)G(X) (defined by the evident Cauchy product of free series) also belongs to F 2 d , and the operator sending G to F G is bounded, with norm equal to F ∞ . We call such functions F left multipliers of F 2 d . Similarly, one can consider free functions which act by bounded right multiplication, called right multipliers and it is a fact that a series
is a bounded left multiplier if and only if
is a bounded right multiplier. 
iii) 
Free Smirnov functions
We begin this section by carefully enumerating the results about free holomorphic functions that we require. Most of the basic results we will use may be found in Popescu [16] . While the results are stated there for a finite number of free variables X 1 , . . . X d , it is a straighforward matter to check that the proofs hold also for countably many variables.
The Fock space F 
One can show that the corresponding algebra generated by the right creation operators, 
Each element F of the free semigroup algebra admits a Fourier-like expansion
and the Cesàro means of this series converge in the strong operator topology (SOT) to F [10] . These objects are related to the free holomorphic functions described in the introduction, as follows: 
then the product H(X) = F (X)G(X) is expressible as a free power series, with coefficients
In particular, the action of an element F of the free semigroup algebra on the Fock space may be interpreted as left mulitplication by the free holomorphic function F (X). Recall now the definitions of the left Smirnov class given in the introduction 1.2, and the definition of free outer functions. It is evident that if H is a free holomorphic function belonging to the left Smirnov class, then left multiplication by H gives a densely defined 
. Moreover, it is straightforward to verifty that if H is left Smirnov, and we define (2.8)
(See Lemma 2.4 below.) It is also evident that D H is invariant for the algebra of (bounded) right mulitplication operators R d . The main goal of this section is to prove a converse to this set of statements. Namely, we will show that if H is a free holomorphic function and left multiplication by H gives a closed, densely defined operator in F which shows that every function G in Ran(M A ) also has v * G(X) = 0. But then the map (2.10)
is a continuous, nonzero linear map from F 2 d into C n , which annihilates the range of M A , whence this range is not dense and A is not left outer.
We now consider certain unbounded operators in 
d , which shows that T H commutes with R. To see that T H is local, again directly from the power series one sees that if F ∈ D H has no constant term (i.e. f ∅ = 0), so that F = j R j R * j F , then we have for each j (2.14)
H(R * j F ) = R * j (HF ). Since the right-hand side belongs to F Finally, let us show that T H is closed.
Then, in particular, these series converge pointwise as free holomorphic functions, i.e. for all X in the free unit ball we have F n (X) → F (X) and H(X)F n (X) → G(X) in matrix norm. But then it follows that H(X)F n (X) → H(X)F (X) for all X; therefore H(X)F (X) = G(X) for all X, which means that HF = G ∈ F 2 d . This proves simultaneously that F ∈ D H and T H F = G, so that T H is closed.
We refer to H as a (closed) densely defined left multiplier of F 2 d , unless otherwise noted we will always assume H, viewed as a left multiplier, has domain D H as described in the lemma.
For any operator T defined in F 2 d , as usual the graph of T is the subspace
Recall that by definition the operator T is closed if and only if G(T ) is a closed subspace.
We can now prove Theorem 1.4.
Proof of Theorem 1.4. Let H be a free holomorphic function and suppose the operator T : F → HF is densely defined. As above we take
By Lemma 2.4, T is closed and commutes with the right free shift, which means that its graph
is a closed, invariant subspace for the operators
, for each j. We first examine the wandering subspace for the restriction of
(Here (R ⊕ R)G(T ) is a shorthand for the (closed) span of the ranges of the operators R j ⊕ R j restricted to G(T ). ) We claim this space W is one-dimensional. To see this, consider the map Q :
Evidently Q is contractive, and Q has dense range, since its range is precisely Dom(T ). Hence Q * :
In addition, Q intertwines the action of R in F 2 d and the restriction of R ⊕ R to G(T ). We will show that W is spanned by the vector Q * ξ ∅ . First we claim that Q * ξ ∅ ∈ W. Observe that Q * ξ ∅ = 0 since Q * is injective. Next, for any F ⊕ T F ∈ G(T ) and any nonempty word α,
So F ∈ Dom(T ) and F (0) = 0, so by the assumption that T is local, we have R * j F ∈ Dom(T ) for each j. We can then write F = R j R * j F , and we have 
, intertwining the action of R and R⊕R, and taking the wandering vector ξ ∅ for R in F 
This pair is the desired A, B: we have just seen that the column A B is isometric. Further, A is left outer, since this expression just given for G(T ) shows that Dom(T ) = {AF : F ∈ F To finish the proof, let us now suppose H ∈ F 
Proof. The proof is identical to that given in the single function case; one need only replace the densely defined left multiplier F → HF by the densely defined left column multiplier
As before, the following corollary is immediate, by applying the above proposition to a norm-preserving free lift {H i } of the sequence {h 1 }: Proof. Given the sequence (h i ) ⊂ H E , (recall Equation (1.9) for the definition of H E ), we extend isometrically to H 2 d , invoke Corollary 3.3, and restrict the multipliers a, b i we obtain back to E. In light of the foregoing discussion, the only thing that remains to be checked is that if a is outer in Mult(H For H(X) = X 1 + X 1 X 2 = X 1 (I + X 2 ) we have (3.8) I + M
