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Abstract: We present an analysis of Bose-Einstein condensation for a system of non-
interacting spin-0 particles in a harmonic oscillator confining potential trap. We
discuss why a confined system of particles differs both qualitatively and quanti-
tatively from an identical system which is not confined. One crucial difference
is that a confined system is not characterized by a critical temperature in the
same way as an unconfined system such as the free boson gas. We present the
results of both a numerical and analytic analysis of the problem of Bose-Einstein
condensation in a general anisotropic harmonic oscillator confining potential.
PACS number(s): 03.75.Fi, 05.30.Jp, 32.80.Pj
1 Introduction.
One of the most interesting properties of a system of bosons is that under certain
conditions it is possible to have a phase transition at a critical value of the temperature
in which all of the bosons can condense into the ground state. It is now well over seventy
years since the phenomenon referred to as Bose-Einstein condensation (BEC) was first
predicted for the ideal nonrelativistic Bose gas [1, 2]. Nowadays it is well known to
happen if the spatial dimension D ≥ 3. (See [3] for the case D = 3 and [4] for general
D.)
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Until recently the best experimental evidence that BEC could occur in a real physi-
cal system was liquid helium, as suggested originally by London [5]. However although
the behaviour of liquid helium at low temperatures can be qualitatively described by
the free boson gas model, the detailed behaviour deviates substantially from this sim-
ple model. Physically this is of course because the effects of interactions which are
neglected in the free boson gas model are important in liquid helium. More recently it
was suggested [6, 7] that BEC could occur for excitons in certain types of non-metallic
crystals (such as CuCl for example). There is now good evidence for this in a number
of experiments [8].
An important development in the last year has been the experimental attempts
to observe BEC in very cold gases of rubidium [9], lithium [10], and sodium [11].
This experimental work has stimulated theoretical studies to try to understand the
underlying physics of the situation [12, 13, 14]. The systems are very dilute and as
a first approximation would be expected to be well described by a boson gas model
with no interactions among the atoms. The atoms are confined in complicated magnetic
traps which can be modelled by harmonic oscillator potentials. There have been several
studies of BEC in harmonic oscillator confining potentials [15, 16, 17, 18, 19]. The
purpose of our paper is to examine the condensation of bosons in a harmonic oscillator
potential in a detailed way which does not use the density of states approach of Refs. [16,
17, 18, 19]. Unlike the situation for a boson gas with no external confining potential
in free space [20], there does not exist a critical temperature which signals a phase
transition. However, we will show that there is a temperature at which the specific
heat has a maximum which can be identified as the temperature at which BEC occurs.
(A short report of our results was given in Ref. [21].)
The fact that a gas of bosons (neglecting interactions) in a harmonic oscillator
potential does not have a phase transition at some critical temperature is already
apparent from the early work of [15]. (This will also be shown below in a very simple
way.) A similar situation occurs for a system of charged bosons in a homogeneous
magnetic field; in three spatial dimensions BEC does not occur in the same way as for
the case where there is no magnetic field [22]. The same is true for bosons confined
by spatial boundaries [23]. (See also Ref. [24].) A general criterion to decide whether
or not BEC occurs has been given recently by us [25], and it is easy to show that the
criterion is not met for a system of bosons confined by a harmonic oscillator potential.
Since the experiments of Refs. [9, 10, 11] are claiming to observe BEC, a natural
question which arises concerns the exact nature of the phenomenon. If BEC as found
normally for the free boson gas is impossible for a system of bosons in a confining
potential, then in what sense does BEC occur ? A natural criterion which has been
used in systems of finite size has been to look at the maximum of the specific heat [26].
We will apply this criterion to the case of bosons confined by a harmonic oscillator
potential. Given the details of the harmonic oscillator potential trap, it is possible to
calculate a characteristic temperature which can be compared with the values found
in the experiments.
The paper is organized as follows. In section 2 we consider a gas of bosons in an
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isotropic harmonic oscillator potential. Although the potentials present in the exper-
iment are anisotropic, we start with this model because it is much easier technically
and as we will see afterwards, the anisotropy has not much influence on the critical
temperature where the specific heat has its maximum. Thermodynamical quantities
are given in terms of sums resulting from the grand partition function of the system. In
section 3 we present the technique of how to obtain approximate analytic results for all
sums involved. These techniques are used in section 4 to derive simple expressions for
the thermodynamical quantities which allow for a determination of the critical temper-
ature and the groundstate occupation number. Combining our analytical techniques
with numerical calculations, we present the detailed behaviour of the specific heat and
other quantities of interest. In section 5 we generalize our model to the example of an
anisotropic oscillator. Once more the detailed behaviour of several quantities relevant
for the recent experiments is given. Appendices A-D contain several technical details
on how to obtain the approximate results for all quantities of interest. Finally, the con-
clusions summarize all important results, give a brief comparison between our method
and that of Refs. [17, 18], and present a short discussion of further work.
2 The isotropic harmonic oscillator potential
For mathematical simplicity let us start with the case of an isotropic harmonic oscillator
potential. We will assume that the system can be described by a grand canonical
ensemble. The grand potential is defined by
q = −∑
N
ln (1− z exp(−βEN )) , (2.1)
where β = (kT )−1, EN are the energy levels, and z = e
βµ is the fugacity in terms of the
chemical potential µ. It proves convenient to expand the logarithm in (2.1) to obtain
q =
∞∑
n=1
zn
n
∑
N
exp(−nβEN ) . (2.2)
For an isotropic harmonic oscillator characterized by an angular frequency ω the energy
levels are given by En1n2n3 = h¯ω(n1 + n2 + n3 + 3/2), n1, n2, n3 ∈ IN0. If we set
n1 + n2 + n3 = k, where k ∈ IN0, then the energy levels may be ordered in the way
Ek = (k+3/2)h¯ω with multiplicity (k+ 1)(k+2)/2. The sum over N in (2.2) may be
performed to obtain
q =
∞∑
n=1
enβ(µ−3/2h¯ω)
n(1 − e−nx)3 , (2.3)
where we have defined the dimensionless variable x = h¯ω/(kT ). The number of parti-
cles is given by N = β−1
(
∂q
∂µ
)
T,ω
, which becomes
N =
∞∑
n=1
enβ(µ−3/2h¯ω)
(1− e−nx)3 , (2.4)
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when (2.3) is used.
In order that the number of particles remains positive, it is necessary for µ ≤
(3/2)h¯ω. (More generally, we require µ ≤ E0 where E0 is the lowest energy level.)
Normally the critical temperature for BEC is the temperature at which µ = E0, which
for the isotropic harmonic oscillator reads µ = (3/2)h¯ω. It is now easy to see that BEC
cannot occur in the same way for bosons confined in the harmonic oscillator potential
as it does for bosons in free space. In the case of the free boson gas in free space with
no confining potential, as the temperature is lowered the chemical potential µ increases
from negative values towards the value 0. (This is in agreement with the general result
µ = E0 quoted above since the lowest energy level is zero for the free boson gas.) The
value of the temperature at which µ = 0 defines a critical temperature Tc determined
in terms of the particle density. At temperatures lower than Tc, µ remains frozen at
the value µ = 0, and the number of particles found in excited states is bounded. If the
total number of particles exceeds this bound then the only possibility is for the excess
particles to be found in the ground state, giving rise to BEC. This standard scenario
is described in [20] in some detail. The phase transition which occurs is related to
the breaking of the U(1) gauge symmetry associated with the change of phase of the
Schro¨dinger field. We have discussed this in a recent review [27].
The origin of the different behaviour between the confined and the free Bose gas
might be seen more clearly by considering the number of particles in the ground state
with energy (3/2)h¯ω. In addition to the dimensionless quantity x we introduce µ =
h¯ω(3/2−ǫ), the limit ǫ→ 0 corresponding to the limit of the chemical potential reaching
its critical value. In terms of x and ǫ, the number of particles in the groundstate is
Nground =
1
eǫx − 1 . (2.5)
For ǫ→ 0 we have Nground →∞, this being essentially the reason that no BEC in the
usual sense that ǫ reaches 0 at some finite temperature might occur. For given x and
particle number N it is clear from (2.5) that ǫ > (1/x) ln((N + 1)/N) and that ǫ can
reach 0 only in the zero temperature limit or in the limit N →∞. However, as is also
clear from (2.5), for fixed particle number N , once ǫ is small enough, it is essentially
only the groundstate which is occupied. Lowering the temperature, which is the same as
increasing x, this will happen unavoidably as can be seen from (2.4). The temperature
at which the groundstate starts to increase considerably its occupation number is the
most dramatic moment in the system. The extreme behaviour is similar but not equal
to a phase transition. Although quantities are changing rapidly, everything behaves
smoothly; no discontinuities appear. The argument presented here may be performed
in a much more general context using the setting described in [25]. Further discussion
of this important point we postpone until we have presented our analytical analysis of
the thermodynamical quantities.
Let us continue with the internal energy U of the system which is given in terms of
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the grand potential q by
U =
{
− ∂
∂β
+
µ
β
∂
∂µ
}
q. (2.6)
In terms of the dimensionless quantities x and ǫ, U reads
U
h¯ω
= −∂q
∂x
− (3/2− ǫ)
x
∂q
∂ǫ
. (2.7)
Using the series for q given in (2.3) results in
U
h¯ω
=
3
2
N + 3u1 , (2.8)
where
u1 =
∞∑
n=1
e−nǫx−nx(1− e−nx)−4 . (2.9)
In terms of U , the specific heat reads
C =
(
∂U
∂T
)
N,ω held fixed
. (2.10)
Since N is held fixed when computing C, only u1 contributes to the specific heat, and
we find
C/k = −3x2
(
∂u1
∂x
)
N,ω held fixed
. (2.11)
Once more due to fixed N , alternatively one might use
u˜1 =
∞∑
n=1
e−ǫnx
(1− e−nx)4 , (2.12)
which differs from u1 only by a multiple of N . Continuing with (2.11) one first finds(
∂u1
∂x
)
N,ω held fixed
= −S2
[
1 +
∂
∂x
(ǫx)N,ω
]
− 4S3, (2.13)
with
S2 =
∞∑
n=1
ne−nǫx−nx(1− e−nx)−4 , (2.14)
and
S3 =
∞∑
n=1
ne−nǫx−2nx(1− e−nx)−5. (2.15)
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Differentiating equation (2.4) with respect to x for fixed N, ω,
∂(ǫx)
∂x
is determined.
We find (
∂(ǫx)
∂x
)
N,ω held fixed
= −3S2
S1
, (2.16)
where in addition to S2 and S3 we introduced
S1 =
∞∑
n=1
ne−nǫx(1− e−nx)−3. (2.17)
(2.18)
So putting the results of equations (2.11), (2.13) and (2.16) together, we arrive at
C/k = 3x2
{
4S3 + S2 − 3S
2
2
S1
}
. (2.19)
Before we proceed with the numerical analysis of some of the above thermody-
namical quantities, we turn now to the analytical treatment of these quantities for
some range of parameters x and ǫ. Let us look at the relevant range of parameters in
the sodium experiment. (Qualitatively it will be the same for the other experiments.)
There [11] we have ω/(2π) = 416 Hz if we use the geometric mean of the frequencies.
The relevant temperature range is around 2µK. It is therefore seen, that the behaviour
of the thermodynamical quantities for small x is desired. A plausible approach is to
argue that for x≪ 1, it is justified to replace sums which have arisen in the expansions
above with integrals. Care must be exercised with this to take a proper account of the
density of states. (We will return to this in Sec. 6.) This is tantamount to regarding
the energy levels as continuous rather than discrete. However, we have shown recently
that the behaviour of thermodynamical systems with a discrete energy spectrum is
completely different from one with a continuous energy spectrum. In the first case,
no real BEC can occur whereas in the second case it does [25]. (By real BEC, we
mean that there is a phase transition such as that which occurs in the free boson gas.)
If the correct behaviour for small x is desired, one approach which is definitely safe
is to deal with the exact sums. The sums do not converge very rapidly for small x,
nor do they display in any transparent way the behaviour at small x. However, it
is possible to convert the sums into contour integrals, and by deforming the contours
of integration in an appropriate way obtain at least asymptotic expansions for some
appropriate range of the parameters. The details of this procedure will be described
in the following section.
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3 Analytical treatment of harmonic oscillator sums
Let us now describe in some detail the analytical treatment of the sums appearing in
the thermodynamical quantities. As one can see, all sums involved are of the form
f(l, k,m) =
∞∑
n=1
e−nǫx−mnx
nl (1− e−nx)k , (3.1)
with different integral values for l, k,m. Let us consider the range of x ≪ 1, which
is actually fulfilled in the recent experiments described below, and in addition ǫ ≪ 1
corresponding to the range where a phase transition occurs in 3 dimensional free space
and, as we will see, corresponding to the range very close to the maximum of the
specific heat.
Probably the best technique for the analysis of (3.1) in the mentioned range of
parameters is the use of the Mellin-Barnes integral representation. We are going to
apply it in its simplest form, making use of
e−v =
1
2πi
c+i∞∫
c−i∞
dα Γ(α)v−α, (3.2)
valid for ℜv > 0 and c ∈ IR, c > 0. Equation (3.2) is easily proven by closing the
contour to the left obtaining immediately the power series expansion of exp(−v). In
order to apply equation (3.2) write (3.1) in the form
f(l, k,m) =
∞∑
n=1
n−l
∞∑
i1,...,ik=0
e−nx[ǫ+m+i1+...+ik]
=
∞∑
n=1
n−l
∞∑
i1,...,ik=0
1
2πi
c+i∞∫
c−i∞
dα Γ(α)n−αx−α [ǫ+m+ i1 + ... + ik]
−α .(3.3)
Now we would like to interchange the summation and integration in order to arrive at
an expression in terms of known zeta functions, in detail the Riemann zeta function
ζR(s),
ζR(s) =
∞∑
n=1
n−s, (3.4)
and a Barnes zeta function [28],
ζB(s, a, k) =
∞∑
i1,...,ik=0
[i1 + ... + ik + a]
−s . (3.5)
The basic properties of the Barnes zeta function are summarized in the Appendix A.
In order to allow for the interchange of summations and integration one has to ensure
the absolute convergence of the resulting sums [29, 30]. This is certainly true for
ℜc > max (k, 1− l) and one arrives at
f(l, k,m) =
1
2πi
c+i∞∫
c−i∞
dα Γ(α)x−αζR(α+ l)ζB(α,m+ ǫ, k). (3.6)
This is a very suitable starting point for the analysis of certain properties of the sums
f(l, k,m). Closing the contour to the right corresponds to the large-x expansion; closing
it to the left to the small-x expansion. To the right of the contour the integrand in
(3.6) has no poles, which means that the large-x behaviour contains no inverse power
in x. One might show however, that the contribution from the contour itself is not
vanishing at infinity leading to exponentially damped contributions for x → ∞, the
well known behaviour of partition sums at low temperature.
As mentioned, this is not the range of interest for recent experiments and we con-
centrate on the small-x behaviour thus closing the contour to the left. Closing to the
left there appear to be three different sources of poles,
i.) poles of ζB(α,m+ ǫ, k) for α = 1, ..., k; (See Appendix A.)
ii.) pole of ζR(α + l) for α = 1− l;
iii.) poles of Γ(α) for α = −p, p ∈ IN0.
Depending on the value of l there might be a double pole at α = 1 − l. In detail for
l = 0,−1, ..., 1 − k, there is a double pole from i.) and ii.); for l = 1, ...,∞ there is a
double pole from ii.) and iii.). Collecting all poles is an easy exercise for all values of
l. We will restrict to the relevant values of l for our problem, these being l = 1, 0,−1.
For l = 1 we find
f(1, k,m) =
k∑
n=1
Γ(n)x−nζR(1 + n)Res ζB(n, ǫ+m, k) (3.7)
+ζ ′
B
(0, m+ ǫ, k)− (ln x)ζB(0, ǫ+m, k) +O(x),
Res ζB being the residue of the Barnes zeta function, and ζ
′
B
its derivative with respect
to s. (See equation (3.5).) The residues and values of the Barnes zeta function are
derived in Appendix A. The leading important residues are
Res ζB(k, a, k) = =
1
(k − 1)! ,
Res ζB(k − 1, a, k) = k − 2a
2(k − 2)! , (3.8)
Res ζB(k − 2, a, k) = 6a
2 − 6ak + (k/2)(3k − 1)
12(k − 3)! .
Also the derivative of Res ζB(s, a, k) with respect to s at s = 0 might be determined
in terms of derivatives of the Hurwitz zeta function, but the contributions are of sub-
leading order and will not be used here and thus are not presented.
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For l = 0,−1, the formula analogous to (3.7) reads
f(l, k,m) =
k∑
n=1
n6=1−l
Γ(n)x−nζR(l + n)Res ζB(n,m+ ǫ, k)
+xl−1Γ(1− l) {PP ζB(1− l, m+ ǫ, k)
+(γ − ln x+ ψ(1− l))Res ζB(1− l, m+ ǫ, k)}
+ζR(l)ζB(0, m+ ǫ, k) +O(x), (3.9)
PP ζB denoting the finite part of ζB, ψ(x) = (d/dx) ln Γ(x) and ψ(1) = −γ.
The presented asymptotics together with (A.7) allow one to obtain the small x and
ǫ behaviour of the theory. In the next section we list the asymptotic expansions of the
various thermodynamical quantities. The needed sums are given in the Appendix B
for the convenience of the reader.
By changing slightly the procedure described previously, it is also possible to obtain
an expansion for x≪ 1 not restricted to ǫ≪ 1. To find this representation write instead
of equation (3.3)
f(l, k,m) =
∞∑
n=1
e−nxǫ
nl
∞∑
i1,...,ik=0
1
2πi
c+i∞∫
c−i∞
dα Γ(α)n−αx−α [m+ i1 + ...+ ik]
−α , (3.10)
which is found by using equation (3.2) only for exp(−nx[m+i1+. . .+ik]) and excluding
the part exp(−nxǫ) from the procedure. For the case that m = 0, one has to treat
separately the zero-mode i1 = . . . ik = 0. Closing the contour once more to the left to
obtain the x≪ 1 behaviour, an expansion in terms of the polylogarithm
Lin(x) =
∞∑
l=1
xl
ln
, (3.11)
is found. The basic properties of the polylogarithm may be found in [31, 32]. For
reasons of clarity the corresponding results are summarized in Appendix D, however
only for the anisotropic harmonic oscillator presented in section 5. The isotropic case
is easily extracted from Appendix D. Because our intention is to try to present sim-
ple analytical expressions we will not use the expansion in polylogarithms, since by
necessity this would involve numerical evaluation.
4 Temperature dependence of the thermodynami-
cal quantities
Having described in detail the application of Mellin-Barnes integral techniques for the
approximate calculation of harmonic oscillator sums, we are now prepared to present
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the results for all thermodynamical quantities of interest. First of all for the grand
potential we have q = f(1, 3, 0) and using equation (3.7) results in
q =
ζR(4)
x3
+
(
3
2
− ǫ
)
ζR(3)
x2
+
ζR(2)
x
+O(ln x, ln ǫ). (4.1)
For the number of particles we have N = f(0, 3, 0) and find
N =
ζR(3)
x3
+
(
3
2
− ǫ
)
ζR(2)
x2
+
1
ǫx
+O
(
ln x
x
)
. (4.2)
It is also possible to present equation (4.2) in a slightly different way. As we have
explained in some detail in section 2, a quantity of special interest is the number of
particles in the groundstate, given by (2.5). Splitting N = Nground+Nexcited and using
the same techniques as described in section 3, but now with i1 = . . . = ik = 0 excluded
from the summation in equation (3.3) (this summation index actually corresponds
exactly to the groundstate), the following asymptotic expansion is found,
N = Nground +
ζR(3)
x3
+
(
3
2
− ǫ
)
ζR(2)
x2
+O
(
ln x
x
)
. (4.3)
Equation (4.2) is very useful to determine ǫ as a function of N and x. This then leads
with the help of equation (4.3) to the groundstate occupation number as a function of
x (for fixed N).
Using u1 = f(0, 4, 1) and furthermore equation (2.8), the asymptotic expansion of
the internal energy reads
U
h¯ω
=
3ζR(4)
x4
+
ζR(3)
x3
(
9
2
− 3ǫ
)
+
13ζR(2)
4x2
+
3
2xǫ
+O
(
ǫ
x2
,
1
x
)
. (4.4)
The asymptotics for u1 together with the asymptotics of S1, S2, S3 needed for the
analysis of the specific heat are listed in appendix B. After some calculation we find
using (2.19) the following result,
C
k
=
12ζR(4)
x3
+
9ζR(3)
x2
+
2ζR(2)
x
− 12ǫζR(3)
x2
(4.5)
−18ǫ
2ζR(2)ζR(3)
x3
− 9ǫ
2ζR(3)
2
x4
+
9ǫ4ζR(2)ζR(3)
2
x6
+O
(
ln x,
ǫ
x
)
.
This concludes the list of the asymptotic behaviour for x ≪ 1, ǫ ≪ 1, of the most
important thermodynamic quantities considered here.
The corresponding expansions in terms of the polylogarithm (see the end of section
3) are also easily obtained and given in Appendix D. Once more the results for the
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isotropic harmonic oscillator follow immediately from those for the anisotropic oscilla-
tor.
The above results together with a numerical treatment of the thermodynamical
quantities using their explicit representations in form of the sums given in section 2
allows a very detailed prescription over the whole temperature range of relevance for
the recent experiments. As an illustration we will first choose parameters pertinent
to the rubidium experiment [9]. We choose N = 2000 here. The aim is to compute
the chemical potential which is given by ǫ. (Recall that µ = h¯ω(3/2 − ǫ).) This may
be done by solving (2.4) for ǫ as a function of x. (Recall that x = h¯ω/(kT ) is the
inverse temperature in appropriate dimensionless units.) The numerical result of this
calculation is shown as the solid curve in Fig. 1. As can be seen from this figure, ǫ
undergoes a very rapid decrease from values of the order of unity to values of the order
of 10−2 over a very small range of x. After this sharp decrease, ǫ goes asymptotically
to zero as x increases ( or as T decreases). This contrasts with a real phase transition
such as occurs in the free Bose gas where ǫ would reach the value ǫ = 0 at some nonzero
temperature which could be identified with the critical temperature. From (2.5) it can
be seen that this sudden drop in ǫ is associated with a sudden rise in the ground state
occupation number, and is therefore associated with the onset of BEC.
Although the chemical potential has a sudden change, the change happens in a
completely smooth way; thus the identification of a specific critical temperature is
problematic in this case. One approach which has been used in finite volume systems
where similar behaviour occurs [26] is to calculate the maximum of the specific heat and
identify the temperature at which the maximum occurs with the critical temperature.
In Fig. 2 we illustrate with a solid curve the result of a calculation of the specific heat
using the exact harmonic oscillator sums. It is seen to have quite a sharp but smooth
maximum at a value xm ≃ 0.0921. If we use ω/(2π) = 60 Hz, as for the strong trap
referred to in Ref. [12], then the specific heat maximum occurs at the temperature
T ≃ 3.127× 10−8 K.
We now turn from a numerical evaluation to the use of our approximate analytical
results detailed above. Because our approximation assumed that x and ǫ were both
small we would not expect the results to apply for x ≤ xm ≃ 0.0921 since Fig. 1 shows
that ǫ is already becoming quite large. If we define f to be the fraction of particles in
the ground state,
Nground = fN , (4.6)
then from (2.5) we have
ǫx = ln
(
1 +
1
fN
)
. (4.7)
Using (4.3) this yields
(1− f)N ≃ ζR(3)x−3 + (3
2
− ǫ)ζR(2)x−2 . (4.8)
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ǫ may be eliminated from (4.8) by using (4.7). This results in a cubic equation which
determines x for a given f and N . Once x has been found ǫ is determined by (4.7).
We have shown the result of this approximate evaluation of ǫ as the diamonds in
Fig. 1. As expected, once x decreases below xm ≃ 0.0921, the agreement between our
approximation and the exact result breaks down. However over the region where the
specific heat maximum occurs, our approximation for ǫ is quite good. As x increases
(so that the temperature becomes less that the critical temperature), the agreement
between our approximate value for ǫ and the true value becomes better and better.
Increasing values of x correspond to an increasing fraction of particles in the ground
state. Fig. 1 shows that the agreement between our approximate value for ǫ and the
true value remains remarkably good even up to values of ǫ ≃ 0.5. Given that we
assumed ǫ≪ 1 in our derivations, this is an unexpected result.
Since our approximate result for ǫ is good in the region where the specific heat
maximum occurs, we can have some faith in our other approximate results for x ≥
xm ≃ 0.0921. In Fig. 2 the diamonds illustrate the result of using our approximate
result (4.5) for the specific heat. Again the agreement between the approximation and
the exact result is seen to be good up to the maximum. For values of x < xm, the
approximation breaks down for the reason already mentioned. We have shown a more
detailed comparison between our approximation for the specific heat and the true value
in Fig. 3. The diamonds illustrate the ratio of our result to the exact value. For x ≈ xm
our approximate result is within a few percent of the true value, and for x > xm the
agreement becomes better than 1%.
We can also compare our results to the bulk results obtained by directly converting
the harmonic oscillator sums into integrals as in Refs. [16, 19]. (We will use the ter-
minology bulk rather than thermodynamic limit as in Ref. [24].) For the specific heat
this amounts to just keeping the first term on the right hand side of (4.5) :
Cbulk/k = 12ζR(4)x
−3 . (4.9)
For the particle number the bulk result consists of dropping the term in x−2 in (4.3)
along with all subdominant terms, taking
Nbulk = Nground + ζR(3)x
−3 . (4.10)
A way of improving the bulk approximation was given in Refs. [17, 18], and we will
return to the relationship of this improvement to our approach in Sec. 6.
The bulk transition temperature is obtained by equating Nground to zero. This gives
xbulk =
[
ζR(3)
N
]1/3
, (4.11)
where xbulk = h¯ω/(kTbulk). Eq. (4.9) holds for x ≥ xbulk. We have plotted the ratio
of Cbulk to the exact specific heat as the crosses shown in Fig. 3. Although the agree-
ment between the bulk value and the exact value is quite good near the specific heat
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maximum, it is off by about 25% when x reaches the value 0.4. In contrast our ap-
proximation is off by less than 1%. Another feature of using the bulk approximation is
that the specific heat is found to be discontinuous at the bulk temperature, in contrast
to the smooth behaviour found in Fig. 2.
A final comparison we will make is for the ground state occupation number. In
Fig. 4 the diamonds represent the result of using our approximation for the particle
number and the crosses the result of using the bulk value. Both results are shown as a
ratio with the exact value found from a numerical evaluation of the harmonic oscillator
sum. Close to the specific heat maximum our results are off by about 10% and the
bulk results are off by around 300%. As x increases, our result converges very rapidly
towards the true value, whereas the convergence of the bulk results is slower. For large
x both approximations become indistinguishable.
It is possible to obtain an approximate analytic expression for the BEC temperature
and compare it to the bulk temperature. Suppose that x is close to the bulk value given
in (4.11) and write
x = xbulk(1 + η) , (4.12)
for some small η. If we assume ǫ << 3/2, then from (4.8) we find
η ≃ 1
(1− f)
[
1
3
f +
ζR(2)
2[ζR(3)]2/3
N−1/3
]
. (4.13)
This result assumes that xbulk is small, but makes no assumption about the size of f .
Typically we find that for particle numbers N ∼ 103 − 106, at the point where the
specific heat maximum occurs f is a few percent. We can therefore say (1− f)−1 ≃ 1,
which leads to
T − Tbulk
T
≃ −
[
1
3
f +
ζR(2)
2[ζR(3)]2/3
N−1/3
]
. (4.14)
If we put f = 0 this gives the result in Ref. [17, 18]. For N = 2000 it is easily seen
that using the bulk value for the temperature is only about 10% higher than using the
value determined by the maximum of the specific heat. Both temperatures approach
one another as the particle number increases. Thus as an estimate of the critical
temperature, the use of the bulk value is quite a good approximation. However as our
results above show, care must be exercised in using the bulk values for the particle
number or specific heat.
To finish our discussion of the isotropic harmonic oscillator we wish to mention
briefly some results for other choices of particle number. We would expect that as N
increases not only will the bulk approximation become better, but so will ours. We
have done the calculations just described for N = 2×104, 2×105 and 5×105. Because
the resulting figures are similar to those already presented in the case N = 2000 there
is little point in showing them here. The expectation of improved agreement between
the approximations and the exact result is borne out. The specific heat maximum
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occurs at xm ≃ 0.0408 for N = 2 × 104, at xm ≃ 0.0185 for N = 2 × 105, and at
xm ≃ 0.0136 for N = 5 × 105. These values correspond very closely to those obtained
using the approximate formula (4.14).
5 The anisotropic harmonic oscillator potential
After having described in detail the isotropic harmonic oscillator potential let us explain
the new technical problems one encounters when treating the anisotropic case. The
calculation parallels very much the one for the isotropic harmonic oscillator and we
can be brief. The energy eigenvalues are given by
En1n2n3 = h¯
3∑
i=1
ωi
(
ni +
1
2
)
, ni ∈ IN0. (5.1)
As we will see in the following, it is useful to introduce the dimensionless quantities,
xi = h¯βωi; Ω =
1
3
3∑
i=1
ωi; α = h¯βΩ.
We then have
βEn1n2n3 =
3∑
i=1
nixi +
3
2
α.
In analogy to the harmonic oscillator we use furthermore
µ = h¯Ω
(
3
2
− ǫ
)
to find
βEn1n2n3 − βµ =
3∑
i=1
xini + αǫ. (5.2)
In terms of the dimensionless variables the grand potential reads
q =
∞∑
n=1
e−nǫα
n
∏3
i=1 (1− e−xin)
. (5.3)
For the particle number we have
N =
∞∑
n=1
e−nǫα∏3
i=1 (1− e−xin)
. (5.4)
With eqs. (5.3) and (5.4) one easily gets the internal energy,
U
h¯Ω
=
3
2
N +
3∑
i=1
ui, (5.5)
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where we defined
ui =
xi
α
∞∑
n=1
e−nǫα−nxi∏3
j=1 (1− e−xjn)
1
(1− e−nxi) . (5.6)
Continuing for the specific heat as done for the analysis of the isotropic harmonic
oscillator, we arrive at
C
k
=
3∑
i=1
xiS2,i

xi − 3∑
j=1
xj
S2,j
S1


+
3∑
i=1
x2iS3,ii (5.7)
+
3∑
i=1
3∑
l=1
xixlS3,il,
with
S1 =
∞∑
n=1
ne−nǫα∏3
i=1 (1− e−xin)
,
S2,i =
∞∑
n=1
ne−nǫα−nxi∏3
j=1 (1− e−xjn)
1
(1− e−nxi) ,
and
S3,il =
∞∑
n=1
ne−nǫα−n(xi+xl)∏3
j=1 (1− e−xjn)
1
(1− e−nxi)
1
(1− e−xln) .
The asymptotic expansions of all above quantities may be obtained using the same
techniques as for the harmonic oscillator described in section 3. The only difference is
that one has to deal with the slightly more general function
ζB(s, a|~x) =
∞∑
~m=0
(a+ ~m~x)−s. (5.8)
The asymptotic expansions for the thermodynamical quantities involves the residues
of the function ζB(s, a|~r), the basic properties of which are summarized in Appendix
A. Using once more the Mellin-Barnes integral representation in complete analogy
to section 3, we arrived at the asymptotics for ui, S1, S2,i and S3,il. These are all
summarized in Appendix C. We here list only the asymptotics of the physical quantities,
q =
ζR(4)
x1x2x3
+
ζR(3)α
x1x2x3
(
3
2
− ǫ
)
(5.9)
+
ζR(2)α
2
x1x2x3
(
x1x2 + x1x3 + x2x3
12α2
+
3
4
)
+ ...,
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N =
ζR(3)
x1x2x3
+
ζR(2)α
x1x2x3
(
3
2
− ǫ
)
+
1
ǫα
+ ..., (5.10)
U
h¯Ω
=
3ζR(4)
x1x2x3α
+
3ζR(3)
x1x2x3
(
3
2
− ǫ
)
(5.11)
+
6ζR(2)α
x1x2x3
(
1
2
+
1
72
x1x2 + x1x3 + x2x3
α2
)
+ ...
C
k
=
12ζR(4)
x1x2x3
+
9ζR(3)α
x1x2x3
− 9α
2ǫ2ζR(3)
2
(x1x2x3)2
+
9
4
ζR(2)α
2
x1x2x3
− 1
12
ζR(2)~x
2
x1x2x3
(5.12)
−12ǫαζR(3)
x1x2x3
− 18α
2ǫ2ζR(2)ζR(3)
(x1x2x3)2
+
9α4ǫ4ζR(2)ζR(3)
2
(x1x2x3)3
+ ...
The above asymptotic expansions are found to be a good approximation close to, but
lower in temperature, the maximum of the specific heat. Once more we are able to
present a numerical as well as an analytical calculation of the relevant quantities.
Suppose that we define f to be the fraction of particles in the ground state as we
did in Sec. 4. Nground is given by
Nground =
(
eαǫ − 1
)−1
.
From (5.10), noting that the term in 1/(ǫα) arises from the ground state, we find the
number of particles in excited states is given by
Nex =
ζR(3)Ω
3
ω1ω2ω3
1
α3
+
ζR(2)Ω
2
3
( 1
ω1ω2
+
1
ω1ω3
+
1
ω2ω3
)(3
2
− ǫ
)
1
α2
. (5.13)
We will illustrate the results for the case of N = 2000 as for the isotropic harmonic
oscillator using the frequencies for the rubidium experiment. (The results shown are
independent of whether the strong or weak trap [12] is used, since the difference is one
of an overall scaling of the oscillator frequencies, and the results we use are independent
of such a scaling.) Fig. 5 shows the result of a comparison of our approximate result
for ǫ (illustrated with diamonds) and the exact result illustrated by the solid curve.
Again the agreement is quite good even for relatively large values of ǫ. Fig. 6 shows
the comparison between our approximation for the specific heat in (5.12) and the
exact value found from the harmonic oscillator sums. The maximum occurs for α ≃
0.106. Fig. 7 shows the ratio of our approximation to the exact specific heat, and
for comparison the result of using the bulk expression. As for the isotropic oscillator
calculations, the bulk expression shows a significant deviation from the true result;
when α ≃ 0.2 the bulk result is off by about 15%, whereas our approximation is within
about 1% of the true value. Fig. 8 shows the ratio of the approximate particle numbers
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to the true value. Our result is seen to have better agreement close to the specific heat
maximum, but both our result and the bulk result rapidly converge towards the true
value as α increases.
We can now see that the anisotropy has only a small effect on the critical tem-
perature. Using the frequencies ω1 = ω2 = 240π/
√
8 s−1, and ω3 = 240π s
−1, with
α ≃ 0.106 we find Tm ≃ 3.09 × 10−8 K as the temperature at which the specific heat
maximum occurs. This can be compared with the temperature of 3.13× 10−8 K found
in the isotropic case in Sec. 4. The bulk temperature (eq. (4.11) still holds in the
anisotropic case with ω the geometric mean of the frequencies) is about 3.41× 10−8 K.
6 Conclusions
In conclusion, in this article we presented a detailed analysis of several thermodynam-
ical quantities for a system of non-interacting spin-0 particles in a general harmonic
oscillator confining potential trap. Although there is no phase transition such as that
occurring in the free unconfined boson gas, it is possible to identify a temperature at
which BEC occurs by looking at the maximum in the specific heat. We have seen that
this temperature is nearly identical to the temperature where the groundstate occupa-
tion starts to increase considerably, the effect actually seen in the recent experiments
through the peak in the velocity distribution of the sample.
Attempting to compare the results obtained here directly with the experiments
must be done with a certain degree of caution. In the first place we have ignored
interatomic interactions, so that there is no distinction made between gases with a
positive scattering length [9, 11], and those with a negative scattering length [10].
Secondly, it is perhaps not quite so clear that the use of the grand canonical ensemble
is justified for systems with such a relatively small number of particles [33]. With these
caveats in mind, for the case of rubidium we found the specific heat maximum to occur
at T ≃ 31 nK for 2000 particles. For the case of sodium, if we use N = 2.5×105 we find
the specific heat maximum to occur at T ≃ 1.16 µK. The results for the temperature
found from using the bulk approximation were very close to these values, so it is
unlikely that the present experiments can distinguish between the bulk approximation,
our approximation or the exact value. It was apparent from our calculations that the
specific heat found from our approximation was much closer to the exact result than the
bulk approximation was. Perhaps in future experiments it will be possible to provide
a more stringent test of the various approximations.
We now wish to mention the comparison between our results and the density of
states method used in Ref. [17, 18]. In this approach the authors separated off the
ground state contribution for the particle number and treated the remaining terms in
the sum by approximating it with an integral over the energy. The density of states
was parametrized by
ρ(E) =
1
2
E2
(h¯ω)3
+ γ
E
(h¯ω)2
, (6.1)
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where ω = (ω1ω2ω3)
1/3 and γ is a dimensionless function of the frequencies. In the
isotropic case γ = 3/2, but the authors [17, 18] had to determine γ numerically in the
anisotropic case. The bulk approximation we mentioned earlier consists of ignoring the
term in γ. By contrast, the approximate method we presented is entirely analytical
with no numerical evaluations required. By comparing the results of our calculation
for the particle number with those of Ref. [17, 18] we can deduce an analytic value for
γ. We find
γ =
1
2
ω2
(
1
ω1ω2
+
1
ω2ω3
+
1
ω3ω1
)
. (6.2)
This value has also been borne out by an independent evaluation [34] of the density of
states which in addition obtains the next order correction to (6.1) in the anisotropic
case.
Although the gases in the experiments are dilute, in order to get a quantitatively
more satisfactory picture for the recent experiments, the vapor has to be treated as a
weakly interacting system. In the quantum field theory approach to BEC this might
be done in a systematic way [27]. One possibility is to treat the interaction as a
perturbation and calculate the leading corrections to the free boson gas treated in the
present article. The detailed knowledge of the lowest order in perturbation theory
provided here is thus an important basis for future developments in this direction.
Another possibility is to consider an effective theory for the groundstate, its occupation
number being a very good indicator for the onset of BEC.
After this paper was submitted for publication, another independent calculation of
BEC in harmonic oscillator confining potentials appeared [35]. This paper uses the
Euler-Maclaurin summation formula to evaluate the harmonic oscillator sums. The
result is expressed in terms of polylogarithms, much like the results found in our Ap-
pendix D. One difference between this approach and ours is that the authors of Ref. [35]
introduce an effective fugacity which means that the argument of their polylogarithms
never becomes equal to unity. It is straightforward to modify the approach we have dis-
cussed in Appendix D and obtain in an easy way results which appear to be equivalent
to those of Ref. [35]. However this method necessarily involves a numerical evaluation of
the polylogarithms, as we mentioned earlier in connection with our own polylogarithm
results, and is therefore not entirely analytic.
Acknowledgments
We are indebted to Stuart Dowker, with whom we learnt many properties of the Barnes
zeta functions. Furthermore we thank Michael Bordag, Volkhard Mu¨ller and Wolfgang
Weller for interesting discussions. We are also grateful to L. D. L. Brown for advice
about the numerical procedures used. This investigation has been supported by the
DFG under the contract number Bo 1112/4-1.
18
A The Barnes zeta function
As we have seen, in order to determine the asymptotic expansion of some thermody-
namical quantities, we need several properties of the Barnes zeta function [28, 36],
ζB(s, a|~r) =
∞∑
~m=0
(a + ~m~r)−s, (A.1)
with ~r a d-dimensional vector. In equation (3.5) we used the notation ζB(s, a, d) for
~r = ~1. The residues of ζB(s, a|~r) at s = 1, ..., d and the values of the function at s = −p,
p ∈ IN0 are most easily deduced using the representation as a contour integral
ζB(s, a|~r) = iΓ(1− s)
2π
∫
C
dt (−t)s−1 e
−at∏d
i=1 (1− e−rit)
, (A.2)
where the contour C is counterclockwise enclosing the positive real axis. The only
possible pole occurs at t = 0. For that reason one might like to introduce the generalized
Bernoulli polynomials [37] through
e−at∏d
i=1 (1− e−rit)
=
(−1)d∏d
i=1 ri
∞∑
n=0
B(d)n (a|~r)
(−t)n−d
n!
. (A.3)
In terms of these it is immediate that for n = 1, ..., d,
Res ζB(n, a|~r) = (−1)
d+n
(n− 1)!(d− n)!∏di=1 riB
(d)
d−n(a|~r) (A.4)
and for p ∈ IN0,
ζB(−p, a|~r) =
(−1)dp!B(d)d+p(a|~r)∏d
i=1 ri(d+ p)!
. (A.5)
For the leading asymptotics of the thermodynamical quantities we need at most the
first three residues in (A.4). These are given explicitly by
Res ζB(d, a|~r) = 1
(d− 1)!∏di=1 ri ,
Res ζB(d− 1, a|~r) =
∑d
i=1 ri − 2a
2(d− 2)!∏di=1 ri , (A.6)
Res ζB(d− 2, a|~r) =
6a2 − 6a∑di=1 ri + (∑di=1 ri)2 +∑di,j=1,i<j rirj
12(d− 3)!∏di=1 ri .
In addition to the above equation we needed only
ζB(s, a|~r) = 1
as
+O(a0), (A.7)
which is obvious from the original sum (A.1). Using equations (A.6) and (A.7) we
found the asymptotic expansion for all thermodynamical quantities.
19
B Asymptotics for x ≪ 1, ǫ ≪ 1 of the sums u1, S1,
S2 and S3
In this appendix we list the results used for the derivation of the internal energy and
the specific heat of the isotropic harmonic oscillator confining potential. We needed
the following asymptotic expansions :
u1 = f(0, 4, 1)
=
ζR(4)
x4
+
(1− ǫ)ζR(3)
x3
+
1
3
ζR(2)
x2
+O
(
ǫ
x2
,
1
x
)
,
S1 = f(−1, 3, 0)
=
1
x2ǫ2
+
ζR(2)
x3
+O
(
ln x
x2
)
,
S2 = f(−1, 4, 1)
=
ζR(3)
x4
+
ζR(2)
x3
+O
(
ln x
x2
,
ǫ
x3
)
,
S3 = f(−1, 5, 2)
=
ζR(4)
x5
+
ζR(3)
2x4
− ǫζR(3)
x4
− 1
12
ζR(2)
x3
+O
(
ln x
x2
,
ǫ
x3
)
.
These results lead, after some calculation, to equations (4.4) and (4.5).
C Asymptotics for x ≪ 1, ǫ ≪ 1 of the sums ui, S1,
S2,i and S3,ij
In this appendix we give the results used for the derivation of the asymptotics of several
thermodynamical quantities. (See equations (5.9)-(5.12).)
First of all we need the analogous results to equations (3.7) and (3.9) for the
anisotropic oscillator. Unfortunately for the anisotropic oscillator it is not possible
to write all needed sums in a unified form as done in equation (3.1). For that reason
we have to list several results. The techniques are exactly the same techniques as those
employed in section 3. We found for l = −1, 0
∞∑
n=1
e−nǫα
nl
∏3
j=1 (1− e−xjn)
=
3∑
m=1
m6=1−l
Γ(m)ζR(m+ l)Res ζB(m, ǫα|~x)
+Γ(1− l) {PP ζB(1− l, ǫα|~x)
+ (γ + ψ(1− l))Res ζB(1− l, ǫα|~x)}
+ζR(l)ζB(0, ǫα|~x) + ...,
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whereas for l = 1 one has
∞∑
n=1
e−nǫα
n
∏3
j=1 (1− e−xjn)
=
3∑
m=1
Γ(m)ζR(1 +m)Res ζB(m, ǫα|~x)
+ζ ′
B
(0, ǫα|~x) + ... .
These results can be used for the calculation of q, N and S1.
For ui and S2, i one needs
∞∑
n=1
e−nǫα−nxi∏3
j=1 (1− e−xjn)
1
(1− e−nxi) = (C.1)
4∑
m=1
m6=1−l
Γ(m)ζR(m+ l)Res ζB((m, ǫα + xi|(~x, xi))
+Γ(1− l)
{
PP ζB(1− l, ǫα + xi|(~x, xi))
(
γ + ψ(1− l)
)
×Res ζB(1− l, ǫα + xi|(~x, xi))
}
+ ... .
Finally for S3,ij we need
∞∑
n=1
ne−nαǫ−n(xi+xj)∏3
l=1 (1− e−nxl)
1
(1− e−nxi)
1
(1− e−nxj )
=
5∑
m=1
m6=2
Γ(m)ζR(m− 1)Res ζB(m, ǫα + xi + xj |(~x, xi, xj))
+PP ζB(2, ǫα + xi + xj |(~x, xi, xj))
+Res ζB(2, ǫα + xi + xj |(~x, xi, xj)) + ... .
These results are enough to find the following expansions,
ui =
ζR(4)
x1x2x3α
+
ζR(3)
2x1x2x3
(
3− xi
α
− 2ǫ
)
+
ζR(2)α
12x1x2x3
(
9− 9xi
α
+
x1x2 + x1x3 + x2x3 + x
2
i
α2
)
,
S1 =
1
(αǫ)2
+
ζR(2)
x1x2x3
+ ...,
S2,i =
ζR(3)
x1x2x3xi
+
ζR(2)α
2x1x2x3xi
(
3− xi
α
)
+ ...,
S3,ij =
ζR(4)
x1x2x3xixj
+
ζR(3)α
x1x2x3xixj
(
3
2
− xi + xj
2α
− ǫ
)
+
ζR(2)α
2
12x1x2x3xixj
×
(
9− 9xi + xj
α
+
x1x2 + x1x3 + x2x3 + x
2
i + x
2
j + 3xixj
α2
)
+ ... .
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D Asymptotics for x ≪ 1 for the anisotropic har-
monic oscillator
As mentioned in section 3 and 4, it is possible to obtain an asymptotic expansion valid
for x ≪ 1 without restricting ǫ to the range of small parameters. The way how to
obtain the approximation is described at the end of section 3. The results analogous
to equation (3.7) and (3.9) read
∞∑
n=1
n−le−nǫα∏3
i=1 (1− e−xin)
=
3∑
i=1
Γ(i)Res ζB(i, 0|~x)Lil+i
(
e−ǫα
)
+ ... ,
∞∑
n=1
n−le−nǫα−nxi
(1− e−nxi)∏3j=1 (1− e−xjn) =
4∑
n=1
Γ(n)Res ζB(n, xi|(~x, xi))Lil+n
(
e−ǫα
)
+ ... ,
∞∑
n=1
ne−nαǫ−n(xi+xj)
(1− e−nxi)(1− e−nxj)∏3l=1 (1− e−nxl) = (D.1)
5∑
n=1
Γ(n)× Res ζB(n, xi + xj |(~x, xi, xj))Lin−1
(
e−ǫα
)
+ ... .
As a result, the following asymptotics for the thermodynamical quantities are derived,
q =
1
x1x2x3
Li4
(
e−ǫα
)
+
3
2
α
x1x2x3
Li3
(
e−ǫα
)
+
(
3
4
α2
x1x2x3
+
1
12
x1x2 + x1x3 + x2x3
x1x2x3
)
Li2
(
e−ǫα
)
+ ... ,
N =
1
x1x2x3
Li3
(
e−ǫα
)
+
3
2
α
x1x2x3
Li2
(
e−ǫα
)
+
(
3
4
α2
x1x2x3
+
1
12
x1x2 + x1x3 + x2x3
x1x2x3
)
Li1
(
e−ǫα
)
+ ... ,
U
h¯Ω
=
3
αx1x2x3
Li4
(
e−ǫα
)
+
9
2x1x2x3
Li3
(
e−ǫα
)
+
1
12αx1x2x3
(36α2 + x1x2 + x1x3 + x2x3)Li2
(
e−ǫα
)
+ ... ,
C
k
=
1
x1x2x3
{
−9Li
2
3 (e
−ǫα)
Li2 (e−ǫα)
+ 12Li4
(
e−ǫα
)}
+
α
x1x2x3
{
−9Li3
(
e−ǫα
)
+
27
2
Li1 (e
−ǫα)Li23 (e
−ǫα)
Li22 (e
−ǫα)
}
+ ... .
This concludes the list of asymptotic expansions which we are going to give in the
present article.
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Figure Captions
Figure 1 This shows ǫ as a function of x = h¯ω/(kT ). The solid curve shows the result
found from a numerical evaluation of the exact harmonic oscillator sums for the
isoptropic case for N = 2000. The diamonds show the result of using our analytic
approximation.
Figure 2 The specific heat computed numerically for the isotropic harmonic oscillator
is shown as the solid curve. The diamonds show the result using our approxi-
mation. The units for the specific heat are in factors of the Boltzmann constant
k. The particle number is N = 2000. The maximum occurs for x ≃ 0.0921.
Our approximation breaks down for x below the point where the specific heat
maximum occurs.
Figure 3 The diamonds show the ratio of our approximation for the specific heat to
the exact result. The crosses denote the ratio of the bulk specific heat to the
exact value. N = 2000 is taken. Both results become increasingly inaccurate
below the specific heat maximum.
Figure 4 The ratio of the approximate to the exact ground state particle number is
shown. The diamonds illustrate the result of using our approximation and the
crosses denote the results found using the bulk approximation.
Figure 5 The numerical result for ǫ is plotted against α = h¯(ω1 + ω2 + ω3)/(3kT )
for the anisotropic oscillator for N = 2000. The frequencies are taken to be
ω1/(2π) = ω2/(2π) = 42.4 Hz and ω3/(2π) = 120 Hz. The diamonds show the
result found from using our approximation.
Figure 6 The exact value for the specific heat is shown as the solid curve, and our
approximation as the diamonds. N = 2000 and the frequencies are as in the
previous figure.
Figure 7 The ratio of our approximate specific heat to the exact value is shown with
diamonds. The result found from using the bulk result is shown with crosses.
Figure 8 The ratio of the ground state occupation number found using approximation
to the exact result is shown by the diamonds. The ratio of the bulk specific heat
to the exact value is shown by the crosses. The frequencies and particle numbers
are the same as the previous three figures.
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