Abstract. S. S. Magliveras et al. have described symmetric and public key cryptosystems based on logarithmic signatures (also known as group bases) for finite permutation groups.
Introduction

S. S. Magliveras has described in
a symmetric key cryptosystem, called PGM (for Permutation Group Mappings), which is based on logarithmic signatures (also known as group bases) for finite permutation groups.
In [8] , S. S. Magliveras, D.R. Stinson and Tran van Trung have proposed two public key cryptosystems MST 1 and MST 2 , which are based on logarithmic signatures. An implementation of a symmetric block cipher TST based on these ideas is described in [4, 3] .
These cryptosystems are based on certain round (or encryption) functions, the PGM transformations, which are the permutations on the set { 1, 2, . . . , |G| }, where G is a finite group, induced by exact-transversal logarithmic signatures on G (these are also known as transversal group bases; see Section 2 for the relevant definitions).
In [9] , S. S. Magliveras and N. D. Memon studied the algebraic properties of the group generated by the setÊ of PGM transformations, in particular investigating its size. This is because a small group here would make the cryptosystem weak, and indeed questions about the size of the corresponding groups have been asked (and answered) for DES [6, 2, 11] , AES [12] , and other cryptosystems.
S. S. Magliveras and N. D. Memon have proved in [9] that the group is as big as possible, subject to some restrictions. Theorem 1.1 (Magliveras-Memon). Let G be a finite non-Hamiltonian group.
Suppose the order of G is different from 11, 12, 15, 22, 23, 24, 176, 276, where q is a prime power and k is a positive integer. Then the group Ê generated byÊ is the full symmetric group Sym(|G|).
(Here a group is said to be Hamiltonian when all of its subgroups are normal.) S. S. Magliveras, D.R. Stinson and Tran van Trung suggest in [8] that the above Theorem may in fact hold in more general circumstances. The goal of this short note is to show that this is indeed the case. We prove Theorem 1.2. Let G be a nontrivial finite group. Suppose G is not cyclic of order a prime, or the square of a prime.
Then the group Ê generated byÊ is the full symmetric group Sym(|G|).
In a cyclic group of prime order we haveÊ = ∅, so the result does not hold. We deal with the case of cyclic groups of order the square of a prime in Section 5.
The key to our approach is an analysis of some PGM transformations from the point of view of imprimitive group actions (Section 3). We are then able to avoid a call to the classification of 2-transitive groups (which is where the list of exceptions in Theorem 1.1 comes in), obtaining an elementary proof of Theorem 1.2 (Section 4).
We are grateful to Andrea Lucchini for a useful reference.
Preliminaries
In this section we recall briefly the definitions we need from [9, 8] , and set up some notation for the rest of the paper. Two convenient references for the theory of (permutation) groups we use are [10, 1] . For a positive integer n, we write [4, 3] .) In this paper we will only need the case when s = 2, so that (2.1) becomes a chain
Writing µ = |H| and λ = |G : H| (so that λµ = |G|), we have that α 1 : I µ → H is a bijection, and α 2 is a bijection between I λ and a complete set of right coset representatives of H in G.
Writing n = |G|, an etls α with respect to { 1 } < H < G establishes a bijection between I n and G, given by (2.2)α :
where x is written uniquely as x = x 2 + λx 1 , with x 2 ∈ I λ , and x 1 ∈ I µ . The map I n → I µ × I λ , that maps x to the pair (x 1 , x 2 ), is known as a knapsack transformation [4, Def. 2.19]. A proof in Section 4 would be slightly smoother using the (equivalent) knapsack transformation in which the roles of x 1 and x 2 are reversed. We prefer to stick to the conventions of [8, 9] , though.
Once an etls α is fixed (see the comments in Subsection 4.3), one may consider the set of permutations of I n given by
(Here and in the following, we compose maps left-to-right.) This is the set of PGM transformations mentioned in the statements of Theorems 1.1 and 1.2. Note that if γ is a further etls, we have
It follows, as in [8] , that the group generated byÊ also contains all permutations
where β, γ are etls for G. We write Sym(X) (resp. Alt(X)) for the symmetric (resp. alternating) group on a set X; we write Sym(n) = Sym(I n ), and similarly for Alt. In particular, E ⊆ Sym(n).
Imprimitivity
In this section we analyze the permutationsα•β −1 ∈ Sym(n), where α and β are etls of a certain form, from the point of view of imprimitive group actions. Our arguments apply to the case when α is a fixed etls with respect to { 1 } < H < G, and β is another etls with respect to { 1 } < H < G, obtained from α via certain transformations, which we now describe.
We consider the partition of G in the right cosets of H, and certain transformation on G that move cosets to cosets. The first such transformation is obtained by reordering the coset representatives in α. That is, given a permutation τ ∈ Sym(λ), we obtain a new etls β by setting β 1 = α 1 , and then
In other words xβ = (xτ )α, where xτ = (x 2 + λx 1 )τ = x 2 τ + λx 1 ; that is,β =τ •α.
All these transformationsτ act imprimitively on I n . We recall that if a group S acts transitively on a set X, then we say that S acts imprimitively on X (or simply that S is imprimitive) if there is a partition P of X, called a block system, whose elements, called blocks, satisfy the following properties:
(1) S maps an element of P onto another element of P (it follows in particular that all elements of P have the same order);
(2) the elements of P are proper subsets of X, containing at least two elements. One says that S respects the block system P on X. (See for instance [1, Sect. 1.9] or [10, Sect. 7.2], for further details. We regret that we are using the term block in a sense that is different by that of [9, 8] , but the terminology we use is well established in the context of permutation groups.)
The transitive group S is said to be primitive if it is not imprimitive. It is an easy fact that a 2-transitive group is primitive (see [10, 7.2.4] or [1, Theorem 1.7] ).
In our context, theτ act on I n , respecting the block system on I n given by the blocks
We can then forget about α and β, and consider only theτ −1 . We call these transformationsτ −1 (or theτ , which is the same) the blockwise permutations of the block system B i .
The second type of transformations arise from permutations within a single coset. Choose a fixed coset representative α 2 (z 0 ), for some z 0 ∈ I λ , and a fixed element h ∈ H, and consider the β that coincides with α, but for β 2 (z 0 ) = h·α 2 (z 0 ). We have xβ = xα, except when x = z 0 + λx 1 , when we have
is called the regular representation of H. We write τ h for the permutation of I µ induced by the image of h under the regular representation, via the bijection α 1 : I µ → H. In other words, for x 1 ∈ I µ we write α 1 (x 1 ) · h = α 1 (x 1 τ h ).
In this setting, we haveβ =τ z 0 ,h •α, whereτ z 0 ,h =α •β −1 is the identity on all blocks, except that on the block B z 0 it will act as (z 0 + λx 1 )τ z 0 ,h = z 0 + λ(x 1 τ h ). We call these transformations the regular permutations of the block B z 0 . Clearly, they also respect the block system (3.1).
Note that the combination of the two classes of transformations we have described go under the name of monomial transformations in [9] . Monomial transformations alone would yield 1-transitivity; however, we will be proving a stronger statement in Section 4.
The third class of transformations occurs when we obtain β from α by permuting the elements of H, that is, by taking β 2 = α 2 , and then β 1 (x 1 ) = α 1 (x 1 τ ), where τ ∈ Sym(µ). This yields, proceeding as above, transformations of the form xτ = (x 2 + λx 1 )τ = x 2 + λ(x 1 τ ). In other words, these diagonal permutations act with the same permutation at the same time on all the blocks. (Here we regard elements in different blocks to be the same if they have the same x 1 coordinate.) Again, these transformations respect the block system (3.1).
Proof of Theorem 1.2
2-transitivity. We begin with showing that Ê acts 2-transitively on G.
Fix a nontrivial, proper subgroup H of G, and consider the setting of Section 3. If x, x ′ ∈ I n are in different blocks, and y, y ′ ∈ I n are also in different blocks, there is a composition of blockwise and regular permutations that carries x onto y and x ′ onto y ′ . In fact, first use a blockwise permutation to carry x within the block to which y belongs, and x ′ within the block to which y ′ belongs. (To avoid complicating notation unnecessarily, we keep the names x and x ′ for the images of x and x ′ under this permutation.) Then use regular permutations within the two blocks to carry x onto y and x ′ onto y ′ . If x and x ′ are in the same block B, and y and y ′ are in the same block C, first apply a blockwise permutation to carry B onto C, and then use a diagonal permutation (which induces the full symmetric group on each block) to carry x onto y and x ′ onto y ′ . We are left with the case when x and x ′ are in the same block B, while y and y ′ are in different blocks. Clearly the transformations of Section 3 are not enough here, as a 2-transitive group is primitive.
Given the above, however, it will be enough to find an element ofÊ that fixes x ′ , and moves x out of B. By applying a blockwise permutation, and a diagonal one, we may assume that B = B 0 , the zeroth block of α, and x ′ = 0. Suppose thus α is an etls with respect to { 1 } < H < G, with α 1 (0) = α 2 (0) = 1, so that the coset Hα 2 (0) is H, and x ′α = 0α = 1. Write xα = h ∈ H. We also consider another nontrivial, proper subgroup K, and an etls β with respect to { 1 } < K < G, with β 1 (0) = β 2 (0) = 1. Let B ′ i be the blocks relative to β. We will make more precise choices of H, K and β later, according to the properties of G.
We note first that since G is nontrivial, and it is not cyclic of order a prime or the square of a prime, it has at least two distinct nontrivial, proper subgroups. Moreover, if all the nontrivial, proper subgroups have the same order p, then p is a prime number, and so G is a (non-cyclic) elementary abelian p-group of order p 2 . Accordingly, we distinguish two cases. Suppose first that G has two nontrivial, proper subgroups H and K, with |H| < |K|. We have thus |B
0 , we may modify β by a diagonal permutation, so that 0β = 1 still holds, but hβ
, for some i = 0, we may modify β by a regular permutation on B ′ i , so that hβ
Here, too, we have 0(α •β −1 ) = 0 and
, let H and K be any two nontrivial, proper subgroups. Here we have B i = B ′ i for all i. As H ∩ K = 1, and h = 1, we have h / ∈ K, so that hβ −1 / ∈ B 0 . We have thus proved Ê to be 2-transitive in all cases.
4.2.
Completion of the proof. Suppose first that the order n of G is even, and let H be a subgroup of G of order 2.
With respect to { 1 } < H < G, a nontrivial regular permutation on a given block will be a transposition. Since Ê is 2-transitive, it follows that Ê contains all transpositions, and thus Ê = Sym(n).
Note that in this case, and with this choice of H, the permutations of Section 3 clearly generate the wreath product Sym(2) wr Sym(n/2). This is well-known to be a maximal subgroup of Sym(n). We have not used this fact here, but our proof of 2-transitivity could be read to mean that Ê contains properly this wreath product.
When n is odd, we begin with showing that Ê contains a 3-cycle. Start with a diagonal permutation σ which is the transposition (ab) on each block (see the observation at the end of Section 3). Fix any block B. The regular permutation on the block B induced by a suitable element of H will be a p-cycle of the form π = (abc . . . ), for some c. Conjugate σ by π to get a permutation σ π = π −1 σπ which is the transposition (ab) on all blocks, except that on block B it will be (ab) (abc... ) = (bc). We obtain that the product σ π · σ is the identity on all blocks, except on block B, where it is the 3-cycle (bc)(ab) = (abc).
We might now appeal to an observation of C. Jordan ([5] , [1, Section 5.1, Fact 1]) to the effect that a primitive group that contains a 3-cycle is either the alternating or the symmetric group. We then conclude by observing thatÊ contains an odd permutation, and thus Ê = Sym(n). This follows from [9, Theorem 5.4]: a blockwise permutation that exchanges just two blocks will be the product of an odd number p of transpositions.
For completeness, however, we give the short argument (for the case of 2-transitive groups) that shows that Ê contains all 3-cycles, and thus contains Alt(n). Let a, b, c be any three distinct elements of I n . Since Ê contains a 3-cycle, and it is 2-transitive, there are d, e ∈ I n \ { a, b, c } such that (bad), (bce) ∈ Ê . If d = e, then (bcd)(bad) −1 = (abc) ∈ Ê . If d = e, then (bad) (bce) = (cad) ∈ Ê , and we argue as in the previous case.
4.3.
A remark on the choice of α. Concerning the definition ofÊ =Ê α given in (2.3), we may note that all the transformationsα •β −1 , that we have considered in this Section and the previous one, can be taken with respect to a fixed etls α, chosen once and for all with respect to { 1 } < H < G, where the choice of H depends on the properties of the group, as we have just seen, and we take (just for simplicity) α 1 (0) = α 2 (0) = 1.
5. The case of the cyclic group of order p 2 If G = a is a cyclic group of order p 2 , where p is a prime, the second part of the argument of Subsection 4.1 does not work, as G has a unique nontrivial, proper subgroup H = a p . In fact, sinceÊ consists of the (imprimitive) permutations of Section 3, Ê is not 2-transitive here.
In this case we have the following Proposition 5.1. Let G be a cyclic group of order p 2 , where p is a prime. Then:
(1) the group Ê is a proper, imprimitive subgroup of Sym(p 2 ); (2) given an etls α, there exists a logarithmic signature γ such that
(The etls α is taken with respect to the only possible choice { 1 } < H < G.) We refer to [8] for the general definition of logarithmic signatures. (These are called group bases in [4, 3] .) In the special case of the cyclic group G of order p 2 we are considering here, a logarithmic signature is a pair of (injective) maps γ 1 , γ 2 : I p → G, so that each element of G can be written (uniquely) as γ 1 (x 1 ) · γ 2 (x 2 ), for x 1 , x 2 ∈ I p . As in the case of an etls, we obtain a bijectionγ : I p 2 → G as (x 2 + px 1 )γ = γ 1 (x 1 ) · γ 2 (x 2 ).
We choose α 1 (x 1 ) = a px 1 and α 1 (x 2 ) = a x 2 , so that xα = a x . Here B 0 is the set of multiples of p in I p 2 . Then we take the logarithmic signature γ defined by γ 1 (x 1 ) = a x 1 and γ 1 (x 2 ) = a px 2 . One sees that 0(α •γ −1 ) = 0, and p(α •γ −1 ) = 1, so thatα •γ −1 fixes 0, and takes p ∈ B 0 to an element 1 / ∈ B 0 , as requested. This yields that the group Ê ∪ {α •γ −1 } is 2-transitive; the rest of the proof follows as in Section 4.
