This article provides an overview on recent developments of empirical likelihood methods in estimating the finite population means and totals, distribution function and quantiles, variance and other quadratic functions in the presence of auxiliary information. Major results are unified under the general framework of optimal estimation and model-calibration. Applications of the method to obtaining rangerestricted weights in regression estimators and estimation under measurement error models are also presented.
Introduction
The empirical likelihood method was proposed by Owen [11, 12] as a device for constructing confidence regions with independent observations. Owen proved that the empirical likelihood ratio statistic has an asymptotic χ 2 distribution and therefore is useful for interval estimation and hypothesis testing. Qin and Lawless [15, 16] discovered that the empirical likelihood method is also a powerful tool for point estimation when side information can be incorporated into constrained maximization of the empirical likelihood function. The method soon became popular and major developments have been summarized in the recent book by Owen [13] .
Historically, the first application of the concept behind empirical likelihood was suggested by Hartley and Rao [10] for finite populations. They assume that the study variable y takes only a finite set of scale points y [1] , y [2] , · · · , y [k] . For a given sample {y i , i ∈ s}, let n j be the number of y i 's in s that take scale point y [j] . Under simple random sampling (SRS), (n 1 , · · · , n k ) follows a multivariate hyper-geometric distribution. When the population size N is large, one can use the likelihood function from a multinomial distribution. Auxiliary information can be incorporated to find the constrained maximum likelihood estimators of the population proportions for each of the scale points. These estimated proportions can then be used to construct the so-called scale-load estimators for the finite population mean Y = N −1 N i=1 y i . The first formal application of the empirical likelihood method in survey sampling was introduced by Chen and Qin [3] under SRS. Let p i be the probability mass at y i for i ∈ s andX be the known population means for the (vector-valued) auxiliary variable x. The empirical maximum likelihood estimator ofȲ is defined asŶ EL = i∈sp i y i where thep i 's maximize the empirical likelihood function L(p) = i∈s p i subject to i∈s p i = 1 (p i > 0) and
Chen and Qin [3] showed thatŶ EL is asymptotically equivalent to the conventional regression estimator and therefore is very efficient. The rest of this paper is organized as follows. In Section 2, we introduce the pseudo empirical likelihood approach under a general sampling design for the estimation ofȲ (Chen and Sitter [4] ). The concept of optimal calibration estimation is presented along with the model-calibrated pseudo empirical likelihood (MCPE) approach of Wu and Sitter [21] . In Sections 3 and 4, the MCPE estimators are applied naturally to the estimation of distribution functions and quadratic finite population functions including the population variance. A simple solution to obtain range-restricted weights in regression estimators using the empirical likelihood method is presented in Section 5. In Section 6, we discuss how the empirical likelihood method can be applied to various measurement error problems. We conclude with some remarks in Section 7.
Pseudo Empirical Likelihood Approach
Sample data from a finite population obtained through an unequal probability sampling scheme are usually highly correlated with each other. What will be the "empirical likelihood function" to use under a general sampling design? Chen and Sitter [4] proposed a pseudo empirical likelihood function based on a two-stage argument which can be viewed as a non-parametric version of the estimation strategy discussed in Binder [1] and Godambe and Thompson [9] : if the data from the entire finite population, {y 1 , y 2 , · · · , y N }, is known, the correct empirical likelihood function would be
log(p i ) is a population total! The design-based unbiased (Horvitz-Thompson) estimator for this total is given byl
cbwu: submitted to World Scientific on March 17, 2002 where d i = 1/π i are the basic design weights and π i = P (i ∈ s) are the inclusion probabilities. Thel(p) was referred to as pseudo empirical (log) likelihood function. The pseudo empirical maximum likelihood estimator (PEML) ofȲ (Chen and Sitter [4] ) was defined asŶ P E = i∈sp i y i where thep i 's maximizê l(p) subject to constraints (1), assumingX is known.
A modified Newton-Raphson algorithm has been developed by Chen et al. [6] for finding this solution. The algorithm is guaranteed to converge if a solution exists.
A crucial component in the (pseudo) empirical likelihood estimation is the use of constraints (1) in the maximization process. There are two issues related to this and any other estimation procedures: efficiency and consistency. Efficiency is measured by the overall performance of the estimator in terms of bias and variance or mean square error; consistency refers to some internal conditions and requirements imposed by the surveyor. The second constraint in (1) is a commonly used consistency requirement called benchmark constraints. Benchmark constraints are often imposed in practice for two reasons: the surveyor believes that the weights which give perfect estimates for the auxiliary variables should also give a good estimate for the study variable; the auxiliary information is only available at the aggregate level, i.e. onlyX is known. On the other hand, if complete auxiliary information x 1 , · · · , x N is known, a compelling question to ask would be "what is the best constraint to use in the (pseudo) empirical likelihood estimation?"
To put this more formally, let u i = u(x i ), i = 1, · · · , N , where u(·) is a known function. We use u i as a calibration variable and replace the second constraint in (1) by
The question becomes "what kind of choice of u i will makeŶ P E most efficient"? It is very unfortunate that in survey sampling uniformly minimum variance (unbiased) estimators do not exist. Indeed the only choice of u i that results in aŶ P E with minimum variance is u i ≡ y i and this of course cannot be used. The model-assisted optimal estimators using the criterion of minimum expected design variance under a superpopulation model have been discussed by several authors. See, for example, the work by Godambe [7] , Godambe and cbwu: submitted to World Scientific on March 17, 2002 Thompson [8] , and Cassel et al. [2] . Suppose that y 1 , y 2 , · · · , y N is a random sample from a superpopulation such that
and y 1 , y 2 , · · · , y N are independent of each other. Here E ξ and V ξ denote the expectation and variance under the superpopulation model. The following result has been established by Wu [20] .
Theorem. Under proper asymptotic settings and for any regular sampling designs, the use of u i = µ i as a calibration variable in (1) will result in an estimatorŶ P E with minimum expected asymptotic design vari-
Here AV p refers to the asymptotic design-based variance andŪ = N [20] for a detailed discussion on the asymptotic framework and a definition of regular sampling designs. Note thatŶ P E is robust against model misspecification, sinceŶ P E is asymptotically design unbiased irrespective of the model but will be particularly efficient if the model adequately depicts the finite population. The gain of efficiency depends on the correlation between the response variable and the covariates.
Assume complete auxiliary information is available, Wu and Sitter [21] proposed a model-calibration approach to implement this optimal estimator. They adapted a semi-parametric model
The fitted valueμ i = µ(x i ,θ) is used as the calibration variable in constraints (1), whereθ is a design-based estimator for the model parameter θ. The resulting PEML estimator was termed a model-calibrated pseudo empirical maximum likelihood (MCPE) estimator, denoted byŶ M C . They also showed that replacing θ byθ in µ i = µ(x i , θ) does not change the resulting estimator asymptotically. In addition, with probability close to 1, the MCPE estimator exists and can be computed using a simple bi-section algorithm (Chen et al. [6] ).
This optimal model-calibration approach clarified several fundamental issues in using auxiliary information from surveys:
(i) The effective use of auxiliary information depends on both the parameters to be estimated and the actual relationship between the response variable and the covariates. Blindly calibrating over auxiliary variables is usually not a good approach.
cbwu: submitted to World Scientific on March 17, 2002 (ii) The benchmark constraints used in (1) are justifiable if the relationship between y and x is close to linear. In this case the resulting PEML estimator is asymptotically equivalent to the optimal MCPE estimator obtained usinĝ µ i = x iθ as the calibration variable (Wu and Sitter [21] ). So benchmarking implies efficient estimation. (iii) If the relationship between y and x is linear, knowingX is "sufficient" for efficient estimation of population meanȲ or total Y . If the relationship is nonlinear, or the parameters of interest involve a nonlinear function, complete auxiliary information and/or more advanced modeling are essential for "optimal" estimation. (iv) The optimal model-calibration approach provides a unified framework for the estimation of distribution function and quantiles, variance and other quadratic functions in the presence of auxiliary information. In particular, the intrinsically positive weights,p i > 0, associated with the pseudo empirical likelihood method turn out to be a very valuable asset, as evidenced in the following sections.
Under stratified random sampling, Zhong and Rao [22] used a different formulation of the empirical likelihood function by noting that observations from different strata are independent of each other. Each stratum is therefore assigned with an independent empirical distribution and the "overall" empirical (log) likelihood function is the sum of all these strata (log) likelihood functions. We will return to this formulation in Section 6.
Estimating the Distribution Function and Quantiles
The finite population distribution function
is also a finite population mean defined over an indicator variable z i = I(y i ≤ t). Without using any auxiliary information, estimation of F Y (t) is a special case of estimating the population mean and is usually straightforward. In the presence of auxiliary information, special attention needs be given to the following:
(a) While benchmark constraints sometimes are justifiable for the estimation ofȲ , this consistency requirement is not needed for the estimation of F Y (t). Efficiency will be the primary concern. (b) It is the indicator variable z i = I(y i ≤ t) that we have to work with. There is also an issue of local efficiency (particular value of t) versus global efficiency (an arbitrary t) in estimating F Y (t). (c) It is desirable that an estimator of F Y (t), sayF (t), is itself a distribution function, so quantile estimates can be obtained through direct inversion of cbwu: submitted to World Scientific on March 17, 2002
Many techniques for estimatingȲ , when applied directly to the estimation of F Y (t), will produce unsatisfactory results. For instance, in the case of a scalar x variable, a regression-type estimator for F Y (t) will have the form F reg (t) =F Y (t) + {F X (t) −F X (t)}B, whereF Y (t) andF X (t) are HorvitzThompson type estimators for F Y (t) and
, and B is the estimated slope of regressing I(y i ≤ t) on I(x i ≤ t).F reg (t) suffers from several drawbacks. The obvious one is thatF reg (t) is not a distribution function and it can take values outside of [0, 1]. The model-assisted difference estimator proposed by Rao et al. [18] and the regression-type estimators or the bias-adjusted estimators discussed in Rao [17] have similar problems.
The pseudo empirical likelihood method combined with the optimal model-calibration approach can be readily applied here. The MCPE estimator of F Y (t) defined by Chen and Wu [5] is given byF M C (t) = i∈sp i I(y i ≤ t) where thep i 's maximizel(p) subject to i∈s p i = 1 (p i > 0) and
For a fixed t, the optimal choice of g i is given by
It is now clear that no single set of weightsp i is optimal for an arbitrary t. Chen and Wu [5] proposed to use a fixed t = t 0 in computing the g i while the resulting weightsp i are used for any t. With this treatment the MCPE estimatorF M C (t) will be a genuine distribution function and is very efficient for t in the neighborhood of t 0 . Three different ways in computing the g i 's were proposed by Chen and Wu [5] .
(1) Compute g i under a regression model
where v i = v(x i ) is a known function , the ε i are independent and identically distributed (iid) random variates with mean 0 and variance σ 2 . If the model is linear, µ(x i , θ) = x i θ, but other non-linear regression models will also work. Under this model one can use
where G(·) is the cumulative distribution function of the ε i 's. Finally, one can replace θ byθ, and estimate G(·) using the fitted residualsε i if G(·) is unspecified. A simulation study reported by Chen and Wu [5] showed that the resulting estimators perform well in all three cases, with cases (1) and (2) slightly better than (3) .
Estimation for the population quantile
M C (α), where 0 < α < 1. A Bahadur representation for the quantile processξ α has been established by Chen and Wu [5] under certain sampling designs.
Estimation of Variance and Quadratic Functions
Estimation of variance and other second-order finite population quantities using auxiliary information has been addressed by many survey researchers. Various techniques, such as regression, ratio and calibration estimation, have been attempted. See Sitter and Wu [19] for a literature review. A common weakness of these approaches is the ad hoc argument of applying certain techniques, which were originally developed for estimatingȲ , to estimate the variance without a common framework that unifies the two types of finite population parameters.
The model-calibrated pseudo empirical likelihood method can be extended to handle variances and other second-order finite population parameters through a batch approach (Sitter and Wu [19] ). Let y be the (possibly vector-valued) study variable(s). For parameters in a quadratic form, T = N i=1 N j=i+1 φ(y i , y j ), which includes the population variance, covariance, and variance of a linear estimator as special cases, a unified estimation strategy is as follows.
(1) View T as a total over a synthetic finite population, i.e. T = N * α=1 t α where α = (ij) = 1, 2, · · · , N * , t α = φ(y i , y j ) for α = (ij), and N * = N (N − 1)/2 is the total number of pairs. (2) The sample over the synthetic population consists of all the pairs from the original sample: s * = {(ij) : i < j, i, j ∈ s}. (3) The "first-order" inclusion probabilities under this setting are π ij = P (i, j ∈ s), and the "basic design weights" are d ij = 1/π ij .
(4) The pseudo empirical (log) likelihood function is modified to accommodate all the pairs (ij) using the d ij 's.
where the p ij is the probability mass assigned for (y i , y j ).
The MCPE estimator of T is defined aŝ
where thep ij 's maximize the modifiedl(p) subject to i∈s j>i
Here theŷ i 's are the fitted values for the y i 's, as discussed in Section 2.
The above approach brings a unified framework to the estimation of linear and quadratic parameters using auxiliary information. The approach is also model-assisted in that the resulting estimatorT M C is approximately design unbiased irrespective of the working (superpopulation) model used and will be very efficient if the model is adequate. Also, since the weightsp ij are always positive, the method ensures positive estimation for some known positive parameters such as variances.
The optimality of the MCPE approach for quadratic finite population parameters has also been established by Wu [20] . The method is generally applicable and improvement over the naive Horvitz-Thompson estimator is guaranteed. Results of a simulation study reported in Sitter and Wu [19] showed thatT M C performs very well for samples of small and moderate size.
Range-restricted Weights in Regression Estimation
The pseudo empirical likelihood method, combined with a novel idea of Chen et al. [6] , provides a simple solution to the range-restricted weights problem in regression estimation. The generalized regression estimatorŶ GR for the population meanȲ is probably the most popular one used by survey practitioners. It is computationally simple, very efficient if the relationship between y and x is nearly linear, and requires onlyX to be known to compute the estimate. If one rewritesŶ GR in the form of a weighted average,Ŷ GR = i∈s w i y i , the so-called GREG weights w i also satisfy the benchmark constraints, i.e. i∈s w i x i =X.
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The GREG weights w i , however, possess a very undesirable property: they can be very small or very large, and sometimes can even be negative. This has long been recognized by survey statisticians. Several iterative algorithms have been proposed to adjust the GREG weights so that the adjusted weights will satisfy the range-restrictions: γ 1 ≤ w i /d * i ≤ γ 2 , where 0 < γ 1 < 1 < γ 2 are pre-specified, and d * i is the standardized basic design weights. The basic design weights d i can be interpreted as the number of units in the population represented by unit i in the sample. Range restrictions state that the adjusted weights obtained from incorporating auxiliary information are not allowed to deviate too far away from the basic design weights. In particular, the minimum restriction of positive weights should be imposed whenever is possible.
The PEML and MCPE estimators discussed in Section 2 are asymptotically equivalent to the GREG and the weights,p i , are always positive. The weights may, however, not satisfy a more restricted range specified by 0 < γ 1 < 1 < γ 2 . Chen et al. [6] proposed a simple solution to this. The idea is to relax the benchmark constraints a little bit while still make good use of auxiliary information. Taking the PEML estimator as an example, if we replaceX byX HT = i∈s d * i x i in the constraints (1), the resulting PEML weights would bep i = d * i which will automatically satisfy any rangerestrictions. In general, if we replaceX byX + δ(X HT −X), the smallest δ ∈ (0, 1) can be found through a simple bi-section algorithm such that the resulting PEML weights will satisfy the pre-specified range-restriction. The algorithm is simple and guaranteed to converge. The adjustment is "optimal" in the sense of minimum relaxation of the benchmark constraints.
Estimation Under Measurement Error Models
In many practical situations the cost to obtain exact measurements of a study variable can be high, but "inaccurate" measurements may be gathered quite easily. Let y i be the exact measurement and z i be the inaccurate measurement, i.e. measurement with error.
The empirical likelihood method provides useful tools for inference under measurement error models. The general framework is to treat the distribution of the study variable non-parametrically while modeling the measurement error parametrically or semi-parametrically. Depending on the structure of the sample data, different approaches can be applied.
Two general sampling schemes are often used with measurement error problems. One scheme is to take two (or more) independent samples, a rela-tively small sample s 1 with exact measurement and a large sample s 2 measured with error. Another popular scheme is two-phase sampling where a large first phase sample s 2 is taken and inaccurate measurement z i are obtained and then a much smaller second phase sample s 1 is drawn and the exact y i 's are measured. An extreme case for two-phase sampling is to take s 2 as the entire finite population. Let the parameter of interest be the finite population distribution function F Y (t) and assume all samples are obtained using simple random sampling.
With two (or more) independent samples, Zhong et al. [23] proposed to formulate an empirical (log) likelihood function similar to the one used under stratified sampling (Zhong and Rao [22] ). Let p i be the probability mass at y i , i ∈ s 1 , and q i be the probability mass at z i , i ∈ s 2 . The empirical (log) likelihood function is defined as
Extra model information regarding the measurement error can be used as constraints when one maximizes l(p, q). For instance, the inaccurate instrument and the accurate instrument may have a common average reading, one can then obtainp i andq i by maximizing l(p, q) subject to i∈s1 p i = 1 , i∈s2 q i = 1 , and i∈s1 p i y i = i∈s2 q i z i .
Thep i 's and the exact measurements are used to construct estimators, i.e. F Y (t) = i∈s1p i I(y i ≤ t). Under a two-phase sample s 1 ⊂ s 2 , measurement errors can be modeled more explicitly. There are two commonly used models for measurement errors: the regression calibration model and the classical measurement error model.
The regression calibration (RC) model treats z i as a predictor of y i :
where the ε i 's are iid random variates with E ξ (ε i ) = 0 and V ξ (ε i ) = σ 2 . Further model information may suggest that α = 0 or β = 1. Including both α and β in the model can accommodate systematic bias and/or departure accompanied with the error measurements. The role of z i in the model is the same as an auxiliary variable discussed in Sections 2, 3 and 4. Methodologies developed in these sections can be used here with a minor modification. For instance, the second constraint in (4) should be replaced by i∈s1 p i g i = n −1 2 i∈s2 g i , where n 2 is the first phase sample size. The model parameters α, β and σ 2 are estimated from the second phase sample data {(y i , z i ) : i ∈ s 1 }.
serves as "complete" auxiliary information. Variance estimation under this scenario has been investigated by Prasad and Thach [14] . The use of empirical likelihood methods for measurement error problems needs to be further investigated. Questions that need to be addressed include: (1) How to assess the method under different models; (2) What order of moment, r, to use in the CM model; and (3) How to use the inaccurate measurement z i , i ∈ s 2 directly in the construction of estimators. The idea of using a mixed likelihood function with one component non-parametric and the other parametric or semi-parametric might be very useful for other finite population problems.
