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LOCAL WELL-POSEDNESS OF THE MULTI-LAYER SHALLOW
WATER MODEL WITH FREE SURFACE∗
R. MONJARRET†
Abstract. In this paper, we address the question of the hyperbolicity and the local well-
posedness of the multi-layer shallow water model, with free surface, in two dimensions. We first
provide a general criterion that proves the symmetrizability of this model, which implies hyperbolicity
and local well-posedness in Hs(R2), with s > 2. Then, we analyze rigorously the eigenstructure
associated to this model and prove a more general criterion of hyperbolicity and local well-posedness,
under a particular asymptotic regime and a weak stratification assumptions of the densities and the
velocities. Finally, we consider a new conservative multi-layer shallow water model, we prove the
symmetrizability, the hyperbolicity and the local well-posedness and rely it to the basic multi-layer
shallow water model.
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1. Introduction. We consider n immiscible, homogeneous, inviscid and incom-
pressible superposed fluids, with no surface tension and under the influence of gravity
and the Coriolis forces; the pressure is assumed to be hydrostatic: Constant at the in-
terface liquid/air (i.e. the free surface) and continuous at the interfaces liquid/liquid
(i.e. the internal surfaces). Moreover, the shallow water assumption is considered in
each fluid layer: There exist vertical and horizontal characteristic lengths, for each
fluid, and the vertical one is assumed much smaller than the horizontal one.
For more details on the formal derivation of these equations, see [18], [33], [26] (the
single-layer model), [29] (the two-layer model with rigid lid), [36], [32], [28] (the two-
layer model with free surface). In the curl-free case, these models have been obtained
rigorously with an asymptotic model of the three-dimensional Euler equations, under
the shallow water assumption, in [2] for the single-layer model with free surface and
in [19] for the two-layer one. This has been obtained in [13] for the single-layer case
and without assumption on the vorticity.
Unlike the two-layer model — see [30] — the analysis of the hyperbolicity of the
multi-layer model, with n ≥ 3, cannot be performed explicitly. Very few results have
been proved concerning the general multi-layer model. They are in particular cases:
[40] and [14] in the three-layer case; [3] in the very particular case ρ1 = . . . = ρn; [4]
and [5], where the interfaces between layers have no physical meaning. In the general
case, it was proved only the local well-posedness of the model, in one dimension, under
conditions of weak-stratification in density and velocity (see [20]). Though, there is
no explicit estimate of this stratification, nor asymptotic one: we know there exists
conditions such that the multi-layer model with free surface is locally well-posed but
we do not know the characterization of these conditions.
The first aim of this paper is to obtain criteria of symmetrizability and hyperbolicity
of the multi-layer shallow water model, in order to insure the local well-posedness of
the associated Cauchy problem. The second aim is to characterize the eigenstructure
of the space-differential operator, associated with the model, for the treatment of a
well-posed open boundary problem with characteristic variables — see full proof in
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[12], for the single-layer case. The third aim is to prove the local well-posedness of
the new conservative model, and characterize its eigenstructure.
The main result of this paper is, under weak density stratification and weak velocity
stratification, we obtained an asymptotic expansion of all the eigenvalues associated
with the multi-layer model. The interpretation of these expressions is really interest-
ing:
• the eigenvalues, related to the free surface, are asymptotically the same as
the single-layer model.
• the eigenvalues, corresponding to an internal surface i ∈ [[1, n−1]], are asymp-
totically as the internal eigenvalues of a two-layer model, where the upper
layer would be all the layers, directly above the interface i, where the cor-
responding interface has a density-gap smaller than the density-gap of the
interface i, and the lower layer would be all the layers, directly below the
interface i, where the corresponding interface has a density-gap smaller than
the density-gap of the interface i.
Outline: In section 1, the model is introduced. In section 2, useful definitions are re-
minded and a sufficient condition of hyperbolicity and local well-posedness in Hs(R2),
is given. In section 3, the hyperbolicity of the model is studied in particular cases.
In sections 4 and 5, the asymptotic expansion of all the eigenvalues and all the eigen-
vecotrs is performed, in order to deduce a new criterion of local well-posedness in
Hs(R2), which will be interpreted as the condition obtained in a two-layer model, and
compared to the one proved in section 2. Finally, in the last section, after discussing
the conservative quantities of the model and reminding the definition of the horizontal
vorticity, a new model is introduced: Benefits of this model are explained, local well-
posedness, in Hs(R2), is proved and links, with the multi-layer shallow water model,
are fully justified.
1.1. Governing equations. Let us introduce ρi the constant density of the
ith fluid layer, i ∈ [[1, n]], hi(t,X) its height and ui(t,X) := ⊤(ui(t,X), vi(t,X)) its
depth-averaged horizontal velocity, where t denotes the time and X := (x, y) the
horizontal cartesian coordinates, as drawn in figure 1.1.
The governing equations of the multi-layer shallow water model with free surface, in
two dimensions, is given by a system of 3n partial differential equations of 1st order.
For all i ∈ [[1, n]], there is the mass-conservation of the layer i:
(1.1)
∂hi
∂t
+∇·(hiui) = 0,
whereas equations on the momentum of the layer i:
(1.2)
∂ui
∂t
+ (ui·∇)ui +∇Pi − fui⊥ = 0,
where Pi := g
(
b+
∑n
k=1 αi,khk
)
, ui
⊥ := ⊤(vi,−ui), g is the gravitational acceleration,
b is the bottom topography, f is the Coriolis parameter and
(1.3) αi,k =
{
ρk
ρi
, k < i,
1, k ≥ i.
A useful notation is introduced, for all i ∈ [[1, n− 1]], γi is defined by:
(1.4) γi :=
ρi
ρi+1
,
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and is the density ratio between the layer i and the layer i + 1. Then, if k ≤ i − 1,
the ratio ρk
ρi
is equal to
(1.5)
ρk
ρi
=
i−1∏
j=k
γj ,
the vector γ will denote ⊤(γ1, . . . , γn−1) ∈ Rn−1+ and the vector h will be equal to⊤(h1, . . . , hn) ∈ Rn+.
Remark: At this point, no assumption is made over the range of ρi and an interesting
consequence of the expansion, made in this paper, will be to verify the Rayleigh-Taylor
stability (i.e. ρn > ρn−1 > . . . > ρ1 > 0).
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Fig. 1.1. Configuration of the multi-layer shallow water model with free surface
Moreover, with i ∈ [[1, n]] and M a n × n matrix, we denote by Ci (M) and Li (M)
respectively the ith column and the ith line of M. We will denote the total depth by
(1.6) H :=
n∑
i=1
hi,
and the average velocity in each direction by
(1.7)
{
u¯ := 1
H
∑n
i=1 hiui,
v¯ := 1
H
∑n
i=1 hivi.
In order to get rid of the constant g, in the following analysis, we proceed the following
rescaling:
(1.8) ∀i ∈ [[1, n− 1]],


hˆi ← ghi,
uˆi ← ui,
vˆi ← vi,
and in order to simplify the notations,ˆ will be removed. Then, with the vector
(1.9) u := ⊤(h1, . . . , hn, u1, . . . , un, v1, . . . , vn),
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the 1st order quasi-linear partial differential equations system (1.1-1.2) can be written
as
(1.10)
∂u
∂t
+ Ax(u,γ)
∂u
∂x
+ Ay(u,γ)
∂u
∂y
+ b(u) = 0,
where the 3n× 3n block matrices Ax(u,γ), Ay(u,γ) and the vector b(u) ∈ R3n are
defined by
(1.11) Ax(u,γ) :=

 Vx H 0Γ Vx 0
0 0 Vx

 ,Ay(u,γ) :=

 Vy 0 H0 Vy 0
Γ 0 Vy

 ,
(1.12) b(u) := ⊤
(
0, . . . , 0,−fv1 + ∂b
∂x
, . . . ,−fvn + ∂b
∂x
, fu1 +
∂b
∂y
, fun +
∂b
∂y
)
,
with the n× n block matrices
(1.13)


Vx := diag[ui]i∈[[1,n]],
Vy := diag[vi]i∈[[1,n]],
H := diag[hi]i∈[[1,n]],
Γ := [αi,k](i,k)∈[[1,n]]2 ,
where diag[xi]i∈[[1,n]] is the n× n diagonal matrix with (x1, . . . , xn) on the diagonal.
As it will be reminded in the next subsections, the hyperbolicity of the model is an
interesting property to prove the local well-posedness. The study of the hyperbolicity
of the model (1.10) is well-known in the case n = 1: there are 3 waves, in each
direction, which are well-defined if the height remains strictly positive. In the case
n = 2: if ρ1 > ρ2, the model is never hyperbolic, and if ρ1 = ρ2 the model is so if and
only if u2 = u1, as proved in [3]. Moreover, in [30], an exact characterization of the
domain of hyperbolicity of the model (1.10) was proved: unlike the one-dimensional
model, the hyperbolicity of the two-dimensional model is verified if the shear velocity
|u2 − u1|2 + |v2 − v1|2 is bounded by a positive parameter, F− 2crit , depending only
on γ1 =
ρ1
ρ2
, h1 and h2. In the Boussinesq approximation (i.e. 1 − γ1 ≪ 1), the
asymptotic expansion of this parameter is:
(1.14) F− 2crit = (h1 + h2)(1 − γ1) + o(1− γ1).
This condition, also explained in [15], [21], [40] and [43], can be interpreted as a
physical instability condition — also known as Kelvin-Helmoltz stability — and if it
is not verified, the equations have exponential growing solutions. In the general case
n ≥ 3, apart from the formal study in [25] and the particular case in [16], there is no
result of hyperbolicity. In order to treat this lack of hyperbolicity, several numerical
methods have been proposed in [1], [10] and [23].
Remark: The multi-layer shallow water model, with free surface, describes fluids such
as the ocean: the evolution of the density can be assumed piecewise-constant (which
is verified), the horizontal characteristic length is much greater than the vertical one
and the pressure can be expected only dependent of the height of fluid. This model
is used by the French Naval Hydrographic and Oceanographic Service, with 40 layers,
to provide the underwater weather forecast in the bay of Biscay, for example.
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1.2. Rotational invariance. As the multi-layer shallow water model with free
surface is based on physical partial differential equations, it verifies the so-called
rotational invariance: the 3n× 3n matrix
(1.15) A(u,γ, θ) := cos(θ)Ax(u,γ) + sin(θ)Ay(u,γ)
depends only on the matrix Ax(u,γ) and the parameter θ. Indeed, there is the
following relation:
(1.16) ∀(u,γ, θ) ∈ R3n × R∗ n−1+ × [0, 2π], A(u,γ, θ) = P(θ)−1Ax (P(θ)u,γ)P(θ),
where the 3n× 3n matrix P(θ) is defined by
(1.17) P(θ) :=

 In 0 00 cos(θ)In sin(θ)In
0 − sin(θ)In cos(θ)In

 .
Notice that P(θ)−1 = ⊤P(θ). The equality (1.16) will permit to simplify the analysis
of A(u,γ, θ) to the analysis of Ax(u,γ).
2. Well-posedness of the model: a 1st criterion. In this section, we remind
useful criteria of local well-posedness in L2(R2)3n, also called hyperbolicity, and in
Hs(R2)3n. Connections between each one will be given and a 1st criterion of local
well-posedness of the system (1.10) will be deduced.
2.1. Hyperbolicity. First, we give the definition of hyperbolicity, then a useful
criterion of this property and an important property of hyperbolic problem. We will
consider the euclidean space (L2(R2)3n, ‖ · ‖L2).
Definition 2.1 (Hyperbolicity). Let u ∈ L2(R2)3n and γ ∈ R∗ n−1+ . The system
(1.10) is hyperbolic if and only if
(2.1) ∃ c > 0, ∀θ ∈ [0, 2π], sup
τ∈R
‖ exp (−iτA(u,γ, θ)) ‖L2 ≤ c.
A useful criterion of hyperbolicity is in the next proposition:
Proposition 2.2. Let u ∈ L2(R2)3n and γ ∈ R∗ n−1+ . The system (1.10) is
hyperbolic if and only
(2.2) ∀(X, θ) ∈ R2 × [0, 2π], σ (A(u(X),γ, θ)) ⊂ R.
Proposition 2.3. Let u : R2 → R3n a constant function. If the system (1.10) is
hyperbolic, then the Cauchy problem, associated with the linear system
(2.3)
∂v
∂t
+ Ax(u)
∂v
∂x
+ Ay(u)
∂v
∂y
= 0,
and the initial data v0 ∈ L2(R2)3n, is well-posed in L2(R2)3n and the unique solution
v is such that
(2.4)
{
∀ T > 0, ∃ cT > 0, supt∈[0,T ] ‖v(t)‖L2 ≤ cT ‖v0‖L2 ,
v ∈ C(R+;L2(R2))3n.
Remark: An interesting property of hyperbolic problems is the conservation of this
property under C1 change of variables. More details about the main properties of
hyperbolicity in [37].
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2.2. Symmetrizability. In order to prove the local well-posedness of the model
(1.10), in Hs(R2)3n, we give below a useful criterion.
Definition 2.4 (Symmetrizability). Let u ∈ Hs(R2)3n. If there exists a C∞
mapping S : Hs(R2)3n × [0, 2π]→M3n(R) such that for all θ ∈ [0, 2π],
1. S(u,γ, θ) is symmetric,
2. S(u,γ, θ) is positive-definite,
3. S(u,γ, θ)A(u, θ) is symmetric.
Then, the model (1.10) is said symmetrizable and the mapping S is called a symbolic-
symmetrizer.
Proposition 2.5. Let s > 2 and u0 ∈ Hs(R2)3n. If the model (1.10) is sym-
metrizable, then the Cauchy problem, associated with (1.10) and initial data u0, is
locally well-posed in Hs(R2)3n. Furthermore, there exists T > 0 such that the unique
solution u verifies
(2.5)
{
u ∈ C1([0, T ]× R2)3n,
u ∈ C([0, T ];Hs(R2))3n ∩ C1([0, T ];Hs−1(R2))3n.
Remark: The proof of the last proposition is in [8], for instance.
In this paper, the model (1.1–1.2) is expressed with the variables (hi,ui) with i ∈
[[1, n]]. However, we could have worked with the unknowns hi and qi := hiui, as it
is well-known this quantities are conservative in the one-dimensional case. However,
in the particular case of the multi-layer shallow water model with free surface, it is
not true: The multi-layer model, in one space-dimension, is conservative with (hi,ui)
variables and not conservative with (hi, qi) variables.
As it was noticed in [37], if the model is conservative and has a total energy, there
exists a natural symmetrizer: the hessian of this total energy. In one dimension, the
total energy of the model (1.10) is defined, modulo a constant, by
(2.6) e1(u,γ) :=
1
2
n∑
i=1
αn,ihi
(
u2i + hi
)
+
n−1∑
i=1
n∑
j=i+1
αn,ihihj .
As the model (1.1–1.2), in one space-dimension and variables (hi,ui), is conservative,
it is straightforward the hessian of e1 is a symmetrizer of the one-dimensional model.
However, it is not anymore a symmetrizer with the non-conservative variables (hi, qi).
This is another reason the analysis, in this paper, is performed with variables (hi,ui).
Moreover, as the two-dimensional model is not conservative, the symmetrizer S, de-
fined in definition 2.4, is not the hessian of the total energy of the two-dimensional
model
(2.7) e2(u,γ) :=
1
2
n∑
i=1
αn,ihi
(
u2i + v
2
i + hi
)
+
n−1∑
i=1
n∑
j=i+1
αn,ihihj .
This is why the symmetrizer is called symbolic: it will depend on θ. If it does not
depend on (such as the irrotational model in two dimensions), the symmetrizer is
called Friedrichs-symmetrizer.
Remarks: 1) In all this paper, the parameter s ∈ R is assumed such that
(2.8) s > 1 +
d
2
,
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where d := 2 is the space-dimension. 2) The criterion (2.2) is a necessary and sufficient
condition of hyperbolicity, whereas the symmetrizability is only a sufficient condition
of local well-posedness in Hs(R2)3n.
2.3. Connections between hyperbolicity and symmetrizability. In this
subsection, we do not formulate all the connections between these two types of local
well-posedness but only the useful ones for this paper.
Proposition 2.6. If the system (1.10) is symmetrizable, then it is hyperbolic.
Remark: This property is obvious in the linear case, with the change of variables
u˜ := S(u0,γ, θ)u. See [8] and [37] for more details.
Proposition 2.7. Let (u0,γ) ∈ Hs(R2)3n × R∗ n−1+ such that the model is
hyperbolic and for all θ ∈ [0, 2π], the matrix A(u0,γ, θ) is diagonalizable. Then, the
system (1.10) is symmetrizable and the unique solution verifies the conditions (2.5).
Proof. Let µ ∈ σ(A(u0,γ, θ)), we denote Pµ(u0,γ, θ) the projection onto the
µ-eigenspace of A(u0,γ, θ). One can construct a symbolic-symmetrizer:
(2.9) S1(u
0,γ, θ) :=
∑
µ∈σ(A(u0,γ,θ))
⊤
P
µ(u0,γ, θ)Pµ(u0,γ, θ).
Then, S1(u
0,γ, θ) verifies conditions of the proposition 2.5 because A(u0,γ, θ) is di-
agonalizable — which implies S1(u
0,γ, θ) induces a scalar product on R3n — and
the spectrum of A(u0,γ, θ) is a subset of R. Then, proposition 2.5 implies the well-
posedness of the system (1.10), in Hs(R2)3n, and there exists T > 0 such that condi-
tions (2.5) are verified.
To conclude, the analysis of the eigenstructure of A(u,γ, θ) is a crucial point, in order
to provide its diagonalizability. Moreover, it provides also the characterization of the
Riemann invariants (see [38] and [42]), which is an important benefit for numerical
resolution.
Remark: The proposition (2.7) was proved in [41], in the particular case of a strictly
hyperbolic model (i.e. all the eigenvalues are real and distinct).
2.4. A 1st criterion of local well-posedness. According to the proposition
2.6, the symmetrizability implies the hyperbolicity. Then, we give a rough criterion
of symmetrizability to insure the well-posedness in Hs(R2)3n and L2(R2)3n.
Theorem 2.8. Let s > 2 and (u0,γ) ∈ Hs(R2)3n×]0, 1[n−1. There exists a
sequence (δi(h,γ))i∈[[1,n]] ⊂ R∗+ such that
(2.10)
∀ i ∈ [[1, n]],
{
infX∈R2 h0i (X) > 0,
infX∈R2 δi(h0(X),γ)− |u0i (X)− u¯0(X)|2 − |v0i (X)− v¯0(X)|2 > 0,
then, the Cauchy problem, associated with the system (1.10) and the initial data u0, is
hyperbolic, locally well-posed in Hs(R2)3n and the unique solution verifies conditions
(2.5).
Proof. First, we prove the next lemma.
Lemma 2.9. Let γ ∈ R∗ n−1+ , S an open subset of Hs(R2)3n and Sx(u,γ) be a
symmetric matrix such that Sx(u,γ)Ax(u,γ) is symmetric. If there exists u
0 ∈ S
such that
(2.11) ∀θ ∈ [0, 2π], Sx(P (θ)u0,γ) > 0,
then the Cauchy problem, associated with system (1.10) and initial data u0, is hyper-
bolic, locally well-posed in Hs(R2)3n and the unique solution verifies conditions (2.5).
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Proof. We consider u0 ∈ S such that
(2.12) ∀(X, θ) ∈ R2 × [0, 2π], Sx(P(θ)u0(X),γ) > 0.
We define the mapping
(2.13) S : (u,γ, θ) 7→ P(θ)−1Sx(P(θ)u,γ)P(θ).
Then, using the rotational invariance (1.16), the mapping S verifies assumptions of
the definition 2.4, with u0 ∈ Hs(R2)3n, and S is a symbolic-symmetrizer of the system
(1.10).
As it was noticed before, the one-dimensional multi-layer model, with variables (hi, ui)
is conservative: a natural symmetrizer of this model is the hessian of the total energy
e1. The next matrix defines a symbolic-symmetrizer of the two-dimensional model
— using the mapping (2.13) — and it has been constructed from the Friedrichs-
symmetrizer of the one-dimensional model:
(2.14) Sx(u,γ, u0) =

 ∆Γ ∆(Vx − u0In) 0∆(Vx − u0In) ∆H 0
0 0 ∆H

 ,
where ∆ := diag(αn,1, . . . , αn,n−1, 1) and u0 ∈ R is a parameter, which will be chosen
in order to simplify the calculus.
Remark: If u0 = 0, the matrix
(2.15)
[
∆Γ ∆(Vx − u0In)
∆(Vx − u0In) ∆H
]
,
is exactly the hessian of the total energy e1.
Moreover, we introduce the 3n× 3n symmetric matrix S0x(h,γ) defined by
(2.16) S0x(h,γ) :=

 ∆Γ 0 00 ∆H 0
0 0 ∆H

 ,
and prove the next lemma.
Lemma 2.10. Let (h,γ) ∈ Rn+ ×R∗ n−1+ . S0x(h,γ) is positive-definite if and only
if
(2.17)
{
hi > 0, ∀ i ∈ [[1, n]],
1 > γi > 0, ∀ i ∈ [[1, n− 1]].
Proof. First of all, it is clear S0x(h,γ) is positive-definite if and only if ∆Γ and
∆H are positive-definite. Then, as ∆H := diag(αn,ihi), it is positive-definite if and
only if
(2.18) ∀i ∈ [[1, n]], αn,ihi > 0.
Moreover, using the Sylvester’s criterion, ∆Γ := [αn,min(i,j)](i,j)∈[[1,n]]2 is positive-
definite if and only if all the leading principal minors are strictly positive:
(2.19) ∀k ∈ [[1, n]], mk := det[αn,min(i,j)](i,j)∈[[1,k]]2 > 0.
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Let k ∈ [[1, n]], performing the following elementary operations on the columns of
det(∆Γ):
(2.20) ∀ i ∈ [[1, n− 1]], Ci(∆Γ)← Ci(∆Γ) − Ci+1(∆Γ),
and expanding this determinant along the 1st line, we deduce the expression of mk:
(2.21)
{
mk = αn,1, if k = 1,
mk = αn,1
∏k−1
i=1 (αn,i+1 − αn,i), if k ∈ [[2, n]].
Consequently, it is obvious that
(2.22) ∀k ∈ [[1, n]], mk > 0⇐⇒
{
αn,1 > 0,
αn,k+1 − αn,k > 0, ∀ k ∈ [[2, n]].
As for all k ∈ [[1, n]], αn,k := ρkρn and ρn is assumed strictly positive, S0x is positive-
definite if and only if conditions (2.17) are verified.
Finally, using lemmata 2.9–2.10, we can prove the theorem 2.8. One can check that
Sx(u,γ, u0) and Sx(u,γ, u0)Ax(u,γ) are unconditionally symmetric:
(2.23)
Sx(u,γ, u0)Ax(u,γ) :=

 ∆Γ(2Vx − u0In) S1x(u,γ, u0) 0S1x(u,γ, u0) ∆H(2Vx − u0In) 0
0 0 ∆HVx

 ,
where S1x(u,γ, u0) := ∆(ΓH+(Vx−u0In)Vx). As we need to chose a reference velocity
u0, we decide to set u0 := u¯, the average velocity. Moreover, if (u,γ) ∈ Hs(R2) ×
R
∗ n−1
+ are such that
(2.24)


ui(X) = u¯(X), ∀X ∈ R2, ∀i ∈ [[1, n]],
infX∈R2 hi(X) > 0, ∀i ∈ [[1, n]],
1 > γi > 0, ∀i ∈ [[1, n− 1]],
then, Sx(u,γ, u¯) = S
0
x(h,γ) and, according to the lemma 2.10,
(2.25) ∀X ∈ R2, Sx(u(X),γ, u¯(X)) > 0.
Then, if (u,γ) verifies
(2.26)
{
infX∈R2 hi(X) > 0, ∀ i ∈ [[1, n]],
1 > γi > 0, ∀ i ∈ [[1, n− 1]],
as all the eigenvalues of Sx(u,γ, u¯) depend continuously on the parameter u, the
matrix Sx(u,γ, u¯) remains positive-definite if ui − u¯ is sufficiently small, for all i ∈
[[1, n]]: this insures the existence of the sequence (δi(h,γ))i∈[[1,n]] ⊂ R∗+ such that
(2.27) ∀i ∈ [[1, n]], inf
X∈R2
δi(h(X),γ)−|ui(X)−u¯(X)|2 > 0⇒ Sx(u(X),γ, u¯(X)) > 0.
Moreover, these quantities depend only on the parameters of S0x(h,γ): h and γ. In
order to use the lemma 2.9, we remark that if for all θ ∈ [0, 2π],
(2.28) inf
X∈R2
δi(h(X),γ)− [cos(θ)(ui(X)− u¯(X))− sin(θ)(vi(X)− v¯(X))]2 > 0
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then,
(2.29) ∀(X, θ) ∈ R2 × [0, 2π], Sx(P(θ)u(X),γ,P(θ)u¯(X)) > 0.
As this last condition must be verified for all θ ∈ [0, 2π] and
(2.30) ∀(α, β) ∈ R2, max
θ∈[0,2π]
[cos(θ)α + sin(θ)β]
2
= α2 + β2,
then, if (u0,γ) is such that
(2.31) inf
X∈R2
δi(h(X),γ)− |ui(X)− u¯(X)|2 − |vi(X)− v¯(X)|2 > 0,
then, Sx(P(θ)u(X),γ,P(θ)u¯(X)) is positive-definite for all θ ∈ [0, 2π].
Finally, using the lemma 2.9, if (u0,γ) ∈ Hs(R2)×]0, 1[n−1 verifies conditions (2.10),
the mapping
(2.32) S : (u,γ, θ) 7→ P(θ)−1Sx(P(θ)u,γ)P(θ)
is a symbolic-simmetrizer and, according to the proposition 2.5, the Cauchy problem,
associated with (1.10) and the initial data u0, is hyperbolic, locally well-posed in
Hs(R2)3n and the unique solution verifies conditions (2.5).
To conclude, considering γ ∈]0, 1[n−1 and s > 2, we define Ssγ ⊂ Hs(R2)3n, an open
subset of initial conditions such that the model (1.10) is symmetrizable:
(2.33) Ssγ :=
{
u0 ∈ Hs(R2)3n/u0 verifies conditions (2.10)} .
Remark: The condition of symmetrizability expressed in [20], with the multi-layer
shallow water model with free surface in one dimension, is a little different from
(2.10). Indeed, there is no need of a velocity reference but even if it seems to be a
weaker criterion, it is not possible to assure it, as there is no explicit estimations of
this criterion.
2.5. Lower bounds of δi. In this subsection, we do not estimate exactly the
sequence (δi(h,γ))i∈[[1,n]] ⊂ R∗+, but a lower bound of each element δi(h,γ). The
proof is based on the next proposition, where λmin and λmax denote respectively the
smallest and the largest eigenvalues.
Proposition 2.11. Let Sn(R) the space-vector of n×n symmetric matrices, with
real coefficients. Then, λmin : Sn(R)→ R is a concave function and λmax : Sn(R)→ R
is a convex one:
(2.34) ∀(A,B) ∈ Sn(R)2,
{
λmin(A+ B) ≥ λmin(A) + λmin(B),
λmax(A+ B) ≤ λmax(A) + λmax(B),
Using this last proposition, we can extract conditions which maintain Sx(u,γ, u¯)
positive-definite.
Proposition 2.12. Let γ ∈]0, 1[n−1 and h ∈ R∗ n+ . Then, λmin(S0x(h,γ)) > 0
and a lower bound of δi(h,γ), for every i ∈ [[1, n]], is
(2.35) δi(h,γ) ≥
(
λmin(S0x(h,γ))
αn,i
)2
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Proof. We remind that (δi(h,γ))i∈[[1,n]] is the sequence that remains Sx(u,γ, u¯)
positive-definite (i.e. λmin (Sx(u,γ, u¯)) > 0). We decompose Sx(u,γ, u¯) as S
0
x(h,γ)+
Sx(u,γ, u¯)− S0x(h,γ). Then, according to the proposition 2.11, a condition to insure
Sx(u, u¯) positive-definite is
(2.36) λmin(S0x(h,γ)) + λ
min(Sx(u,γ, u¯)− S0x(h,γ)) > 0.
As the spectrum of Sx(u,γ, u¯)− S0x(h,γ) is explicit
(2.37) σ
(
Sx(u,γ, u¯)− S0x(h,γ)
)
= (±αn,i(ui − u¯))i∈[[1,n]] ,
it is obvious that λmin(Sx(u,γ, u¯) − S0x(h,γ)) = −maxj∈[[1,n]] (αn,j |uj − u¯|) and the
matrix Sx(u,γ, u¯) remains positive-definite if
(2.38) ∀i ∈ [[1, n]], λmin(S0x(h,γ)) ≥ αn,i|ui − u¯|.
Finally, the lower bound of δi(h,γ), for i ∈ [[1, n]], is straightforward obtained with
the definition of δi(h,γ) in theorem 2.8.
As the lower bound (2.35) is not explicit in h and γ, we give, in the next proposition,
an explicit lower bound of δi(h,γ), for i ∈ [[1, n]].
Proposition 2.13. Let γ ∈]0, 1[n−1 and h ∈ R∗ n+ . A lower bound of δi(h,γ),
for i ∈ [[1, n]], is
(2.39) δi(h,γ) ≥ 1
(αn,ia(h,γ))
2
where
(2.40) a(h,γ) := max
((
αn,2
αn,1
+ 1
)
p1, 2 max
k∈[[1,n−2]]
(pk + pk+1) , max
i∈[[1,n]]
(
α−1n,ih
−1
i
))
,
and for all k ∈ [[1, n− 1]], pk := 1αn,k+1−αn,k =
ρn
ρk+1−ρk .
Proof. First, in order to provide an explicit lower bound of λmin(S0x(h,γ)), an
upper bound of the spectral radius of S0x(h,γ)
−1 is sufficient and is proved in the next
lemma.
Lemma 2.14. Let γ ∈]0, 1[n−1 and h ∈ R∗ n+ . Then, the next inequality is verified
(2.41) λmax(S0x(h,γ)
−1) ≤ a(h,γ).
Proof. We remind S0x(h,γ)) is positive-definite under conditions (2.17). Then,
the inverse of S0x(h,γ) is
(2.42) S0x(h,γ)
−1 :=

 ∆−1Γ−1 0 00 ∆−1H−1 0
0 0 ∆−1H−1

 ,
where ∆−1H−1 = diag(α−1n,1h
−1
1 , . . . , α
−1
n,n−1h
−1
n−1, h
−1
n ). Moreover, one can verified
that ∆−1Γ−1 is a n-Toeplitz symmetric matrix (i.e. a tridiagonal symmetric matrix),
defined by p1 ∈ Rn on the diagonal and p2 ∈ Rn−1 just above and below this diagonal,
with
(2.43)
{
p1 :=
⊤
(
αn,2
αn,1
p1, p1 + p2, p2 + p3, . . . , pn−2 + pn−1, pn−1
)
,
p2 :=
⊤ (−p1,−p2, p3, . . . ,−pn−1) .
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Then, using the Gerschgorin’s theorem, there exists k ∈ [[1, n]] such that
(2.44) λmax(∆−1Γ−1) ∈ Dk(∆−1Γ−1),
with the subsets (Dk)k∈[[1,n]] ⊂ C defined by
(2.45)
∀k ∈ [[1, n]], ∀A := [Ai,j ](i,j)∈[[1,n]]2 , Dk (A) :=

z ∈ C, |z − Ak,k| ≤
∑
j 6=k
|Ak,j |

 .
Then, as ∆−1Γ−1 is symmetric, real and positive-definite, λmax(∆−1Γ−1) ∈ R∗+ and
using the tridiagonal structure of ∆−1Γ−1
(2.46) λmax(∆−1Γ−1) ≤ a1(h,γ),
with a1(h,γ) := max
((
αn,2
αn,1
+ 1
)
p1, 2pn−1, 2maxk∈[[1,n−2]] (pi + pi+1)
)
. Finally, as
we have for all i ∈ [[1, n− 1]], γi ∈]0, 1[, it implies that
(2.47) ∀i ∈ [[1, n− 1]], pi > 0.
Consequently, the inequality (2.41) is proved, using the structure of S0x(h,γ)
−1:
(2.48)
λmax(S0x(h,γ)
−1) ≤ max
((
αn,2
αn,1
+ 1
)
p1, 2 max
k∈[[1,n−2]]
(pk + pk+1) , max
i∈[[1,n]]
(
α−1n,ih
−1
i
))
,
and a(h,γ) is an explicit upper bound of λmax(S0x(h,γ)
−1).
Finally, we can prove the explicit lower bound (2.39). As S0x(h,γ) is positive-definite
if γ ∈]0, 1[n−1 and h ∈ R∗ n+ , its smallest eigenvalue is the inverse of the greatest
eigenvalue of S0x(h,γ)
−1. Then, according to the lemma 2.14,
(2.49) λmin(S0x(h,γ)) ≥
1
a(h,γ)
,
and using the proposition 2.12, the explicit lower bound (2.39) of δi(h,γ) is insured.
Remark: The lower bound (2.39) is explicit but rougher than the lower bound (2.35).
However, the main loss was due to the concave-inequality (2.36).
3. Hyperbolicity of particular cases. According to the previous section, the
system (1.10), with initial data u0 ∈ Hs(R2)3n, s > 2, is hyperbolic if u0 ∈ Ssγ .
However, this was just a sufficient condition of hyperbolicity. The aim of this section
is to analyse the eigenstructure of particular cases and to obtain an explicit criterion
of hyperbolicity (i.e. weaker than the lower bound of δi0(h(X),γ) in (2.39), for one
i0 ∈ [[1, n]]). This will provide another necessary criterion for initial conditions to be
in the set of hyperbolicity of the model (1.10): Hγ , defined by
(3.1) Hγ :=
{
u0 ∈ L2(R2)3n/u0 verifies conditions (2.2)}
To succeed, γ ∈]0, 1[n−1 is set and only for one i0 ∈ [[1, n]], the asymptotic case
1−γi0 → 0 is studied, in order to extract the criterion of hyperbolicity. The technique
is based on the analysis performed for the two-layer model in [30].
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3.1. Eigenstructure of A(u, γ, θ). Using the rotational invariance (1.16), the
eigenstructure of A(u,γ, θ) is deduced from the one of Ax(u,γ). Moreover, as the
eigenstructure of Ax(u,γ) will be analyzed, the canonical basis ofR
3n will be necessary
and denoted by (ei)i∈[[1,3n]]. For every eigenvalue λ ∈ σ (Ax(u,γ)), the associated
eigenspace will be noted Eλ(u,γ) := ker (Ax(u,γ)− λI3n); the geometric multiplicity
will be denoted by µλ(u,γ) := dim Eλ(u,γ); the associated right eigenvector will be
noted rλx(u,γ) and the left one l
λ
x(u,γ). First, we prove the next proposition:
Proposition 3.1. The characteristic polynomial of Ax(u,γ) is equal to
(3.2) det (Ax(u,γ)− λI3n) = det (Mx(λ,u,γ))
n∏
i=1
(ui − λ),
where the n× n matrix Mx(λ,u,γ) := (Vx − λIn)2 − ΓH
Proof. First of all, according to the block-structure of Ax(u,γ), it is clear that
(3.3) det (Ax(u,γ)− λI3n) = det
(
A
1
x(u,γ)− λI2n
) n∏
i=1
(ui − µ),
where the 2n× 2n matrix A1x(u,γ) is defined by
(3.4) A1x(u,γ) :=
[
Vx H
Γ Vx
]
.
Then, as all the blocks of A1x(u,γ) commute, the characteristic polynomial of A
1
x(u,γ)
is equal to det (Mx(λ,u,γ)).
According to the expression of the characteristic polynomial of Ax(u,γ) in (3.2), we
denote the spectrum of this matrix by
(3.5) σ(Ax(u,γ)) :=
(
λ±i (u,γ)
)
i∈[[1,n]] ∪ (λ2n+i(u,γ))i∈[[1,n]] ,
where
(
λ±i (u,γ)
)
i∈[[1,n]] =: σ(A
1
x(u,γ)) and
(3.6) ∀i ∈ [[1, n]], λ2n+i(u,γ) := ui.
Remarks: 1) Using the rotational invariance (1.16), the spectrum of A(u,γ, θ) will be
(3.7) σ (A(u,γ, θ)) =
(
λ±i (P(θ)u,γ)
)
i∈[[1,n]] ∪ (λ2n+i(P(θ)u,γ))i∈[[1,n]] .
2) The eigenvalues
(
λ±i (u,γ)
)
i∈[[1,n−1]] will be called the baroclinic eigenvalues and
λ±n (u,γ) will be called the barotropic eigenvalues.
As the eigenstructure associated to (λ2n+i(u,γ))i∈[[1,n]] is entirely known
(3.8) ∀i ∈ [[1, n]],
{
r
λ2n+i
x (u,γ) = e2n+i,
l
λ2n+i
x (u,γ) = ⊤e2n+i,
the following study is only focused on σ(A1x(u,γ)). Moreover, as
(3.9) Mx(λ,u,γ) = (Vx − u¯In − (λ− u¯)In)2 − ΓH,
the analysis will be performed with the rescaling
(3.10) ∀i ∈ [[1, n]], { λ˜±i := λ±i − u¯, u˜i := ui − u¯.
In this part, we will remove the˜and we consider u such that u¯ = 0. In the following
study, we set fn : R× R3n × Rn−1 → R such that
(3.11) ∀(λ,u,γ) ∈ R× R3n × Rn−1, fn(λ,u,γ) := det (Mx(λ,u,γ))
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3.2. A 1st case: the single-layer model. The single-layer model with free
surface is characterized by (u,γ) = (u0,γ0), where u0 and γ0 are defined by
(3.12) ∀i ∈ [[1, n− 1]],
{
ui = ui+1 = 0
γi = 1.
In that case, the spectrum of A1x(u
0,γ0) is always real and is such that
(3.13)
{
λ±i (u
0,γ0) = λ0, ∀i ∈ [[1, n− 1]],
λ±n (u
0,γ0) = ±√H,
where λ0 := 0. The geometric multiplicity associated to λ0 and λ
±
n are respectively
µλ0 = n− 1 and µλ±n = 1. The eigenvectors associated to this spectrum are
(3.14) ∀i ∈ [[1, n− 1]],

 r
λ
±
i
x (u0,γ0) = ei − ei+1,
l
λ
±
i
x (u0,γ0) = ⊤en+i − ⊤en+i+1,
(3.15)


rλ
±
n
x (u
0,γ0) =
∑n
k=1 en+k ± hk√H ek
lλ
±
n
x (u
0,γ0) =
∑n
k=1
⊤ek ± hk√
H
⊤en+k.
To conclude, in the single-layer case, the model is hyperbolic but there is no eigenbasis
of R3n.
3.3. A 2nd case: the merger of two layers. The merger of two layers is
characterized by the equality of the parameters of two neighboring layers: i ∈ [[1, n−1]]
such that (u,γ) = (ui,γi), where ui and γi are defined by
(3.16)
{
u2j ≤ δj(h,γ), ∀j ∈ [[1, n]] \ {i},
0 < γj < 1, ∀j ∈ [[1, n− 1]] \ {i}.
and for i ∈ [[1, n− 1]],
(3.17)
{
ui = ui+1
γi = 1.
Then, according to theorem 2.8, it is hyperbolic and the spectrum of A1x(u
i,γi) is
always a subset of R. However there is no recursive method nor explicit expression
to determine entirely this spectrum. Moreover, as the next equality on the columns
is obvious,
(3.18) Ci
(
A
1
x(u
i,γi)− uiI2n
)
= Ci+1
(
A
1
x(u
i,γi)− uiI2n
)
,
there is only one trivial value for the eigenvalues λ±i = ui. And for this eigenvalues,
the eigenvectors associated are
(3.19)

 r
λ
±
i
x (ui,γi) = ei − ei+1,
l
λ
±
i
x (ui,γi) = ⊤en+i − ⊤en+i+1,
To conclude, as in the previous case, the model, with the merger of two layer, remains
hyperbolic but there is no eigenbasis of R3n.
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3.4. The asymptotic expansion of the merger of two layers. With the
same notations as the previous subsection, we consider the merger of two layer: there
exists i ∈ [[1, n− 1]], such that conditions (3.16–3.17) are verified. As it was explained
before, the eigenvalue λ±i (u,γ) is explicit but does not provide two distinct eigenvalues
associated to the interface i, in order to get two distinct right eigenvectors. Indeed,
proving the existence of two distinct right eigenvectors would be a first step to prove
the diagonalizability of the matrix A(u,γ, θ), in order to apply proposition 2.7.
Proposition 3.2. Let i ∈ [[1, n− 1]], (u,γ) ∈ R3n×]0, 1[n−1 such that 1− γi and
(uj)j∈[[1,n]] are sufficiently small. Then, an expansion of λ
±
i (u,γ) is
(3.20)
λ±i (u,γ) =
uihi+1+ui+1hi
hi+hi+1
±
[
hihi+1
hi+hi+1
(
1− γi − (ui+1−ui)
2
hi+hi+1
)] 1
2
+O((1 − γi), (u2j )j∈[[1,n]]).
Proof. In order to obtain an asymptotic expansion of λ±i , we perform a 2
nd order
Taylor expansion of fn, about a state mixing the two cases analyzed in §3.2 and §3.3:
(3.21)


λ = 0,
u = u0,
γ = γi
Then, we have
fn(λ,u,γ)= fn(0,u
0,γi) + λ
∂fn
∂λ
(0,u0,γi) + (γi − 1)∂fn
∂γi
(0,u0,γi)
+
n∑
j=1
uj
∂fn
∂uj
(0,u0,γi) +
1
2
λ2
∂2fn
∂λ2
(0,u0,γi)
+
n∑
j=1
1
2
u2j
∂2fn
∂u2j
(0,u0,γi) +
1
2
(γi − 1)2 ∂
2fn
∂γ2i
(0,u0,γi)
+
n∑
j=1
uj
(
λ
∂2fn
∂uj∂λ
(0,u0,γi) + (γi − 1) ∂
2fn
∂uj∂γi
(0,u0,γi)
)
+
∑
j 6=k
ujuk
∂2fn
∂uj∂uk
(0,u0,γi) + λ(γi − 1) ∂
2fn
∂λ∂γi
(0,u0,γi)
+o(λ2, 1− γi,
(
u2j
)
j∈[[1,n]]),
To calculate all these derivatives, we use the following lemmata:
Lemma 3.3. Let γ ∈]0, 1[n−1 and h ∈ R∗ n+ , then
(3.22) fn(0,u
0,γ) = (−1)nhn
n−1∏
i=1
hi(1− γi)
Proof. First, we perform the next operations to the columns of Mx(λ,u
0,γ): for
all k ∈ [[1, n− 1]],
(3.23) Ck
(
Mx(λ,u
0,γ)
)← Ck (Mx(λ,u0,γ))− Ck+1 (Mx(λ,u0,γ))
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Finally, with an expansion of the determinant obtained, about the 1st line, the lemma
3.3 is proved.
In the next lemma, for k ∈ [[1, n − 1]], we denote by Mkx(λ,u,γ), the n − 1 × n − 1
matrix obtained with Mx(λ,u,γ) with the k
th column and kth line removed; and by
fkn : R× R3n × Rn−1 → R such that fkn(λ,u,γ) is the kth first minor of Mx(λ,u,γ)
(3.24) fkn(λ,u,γ) := det
(
M
k
x(λ,u,γ)
)
.
Lemma 3.4. Let k ∈ [[1, n]], γ ∈]0, 1[n−1 and h ∈ R∗ n+ , then
(3.25)
fkn(0,u
0,γ) =


(−1)n−1∏nj=2 hj∏n−1j=2 (1− γj), if k = 1,
(−1)n−1ηk
∏n
j=1,j 6=k hj
∏n−1
j=1,j 6∈{k−1,k}(1− γj), if k ∈ [[2, n− 1]],
(−1)n−1∏n−1j=1 hj∏n−2j=1 (1− γj), if k = n,
where ∀k ∈ [[2, n− 1]], ηk := 1− γk−1γk.
Proof. First, we just remark that
(3.26) fkn(0,u
0,γ) = fn−1(0,u0(k),γ(k)),
where u0(k) ∈ R3n−3 is the vector u0, where hk, uk and vk have been removed; and
γ(k) ∈ Rn−1 is defined by
(3.27) γ(k) :=


⊤(γ2, . . . , γn−1), if k = 1,
⊤(γ1, . . . , γk−2, γk−1γk, γk+1, . . . , γn−1), if k ∈ [[2, n− 1]],
⊤(γ1, . . . , γn−2), if k = n.
Then, the lemma 3.4 is straightforward deduced, as a direct application of the lemma
3.3.
Furthermore, using the lemma 3.3 and reminding that γi is defined such that γi = 1,
then it is clear that
(3.28) fn(0,u
0,γi) = 0.
Consequently, all the derivatives of the 2nd order Taylor expansion of fn, about the
state λ = 0, u = u0 and γ = γi, are deduced from the particular structure of
Mx(λ,u
0,γ) and lemmata 3.3–3.4.
Lemma 3.5. The 1st order partial derivatives are such that
(3.29)


∂fn
∂λ
(0,u0,γi) = 0,
∂fn
∂uj
(0,u0,γi) = 0, ∀j ∈ [[1, n]]
∂fn
∂γi
(0,u0,γi) = (−1)n+1hnhi
∏n−1
j=1,j 6=i hj(1− γj).
Proof. Remarking
(3.30)
{
∂fn
∂λ
(λ,u,γ) =
∑n
k=1−2(uk − λ)fkn(λ,u,γ),
∂fn
∂uj
(λ,u,γ) = 2(uj − λ)fkn(λ,u,γ), ∀j ∈ [[1, n]].
and, according to the definition of u0 in (3.12): ∀k ∈ [[1, n]], uk = 0, it is straightfor-
ward to prove the two 1st derivatives:
(3.31)
{
∂fn
∂λ
(0,u0,γi) = 0,
∂fn
∂uj
(0,u0,γi) = 0, ∀j ∈ [[1, n]].
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The 3rd one is obtained remarking that in each column of Mx(λ,u,γ), the terms in
γ are not correlated with the terms in λ and u. Then, the result is proved, applying
the lemma 3.3.
Lemma 3.6. The 2nd order partial derivatives are
(3.32)


∂2fn
∂λ∂γi
(0,u0,γi) = 0,
∂2fn
∂uj∂uk
(0,u0,γi) = 0, ∀j 6= k,
∂2fn
∂uj∂γi
(0,u0,γi) = 0, ∀j ∈ [[2, n]],
∂2fn
∂γ2
i
(0,u0,γi) = 0,
∂2fn
∂u2
j
(0,u0,γi) = 0, ∀j 6∈ {i, i+ 1},
∂2fn
∂λ∂uj
(0,u0,γi) = 0, ∀j 6∈ {i, i+ 1},
(3.33)


∂2fn
∂λ2
(0,u0,γi) = (hi + hi+1)κi,
∂2fn
∂λ∂ui+1
(0,u0,γi) = −hiκi,
∂2fn
∂u2
i+1
(0,u0,γi) = hiκi,
∂2fn
∂λ∂ui
(0,u0,γi) = −hi+1κi,
∂2fn
∂u2
i
(0,u0,γi) = hi+1κi,
where κi := 2(−1)n−1
∏n
j=1,j 6∈{i,i+1} hj
∏n−1
j=1,j 6=i(1 − γj).
Proof. We note that
(3.34)


∂2fn
∂λ2
(λ,u,γ) =
∑n
k=1 2f
k
n(λ,u,γ),
∂2fn
∂u2
j
(λ,u,γ) = 2f jn(λ,u,γ), ∀j ∈ [[1, n]],
∂2fn
∂λ∂uj
(λ,u,γ) = −2f jn(λ,u,γ), ∀j ∈ [[1, n]],
and as it was noticed before
(3.35)


∂2fn
∂γ2
i
(λ,u,γ) = ∂
2fn
∂γ2
i
(0,u0,γ),
∂2fn
∂λ∂γi
(λ,u,γ) = 0,
∂2fn
∂uj∂γi
(λ,u,γ) = 0, ∀j ∈ [[1, n]].
Moreover, according to the definition of γi in (3.16–3.17) and the expression of
f jn(0,u
0,γ) in (3.25),
(3.36) ∀j ∈ [[1, n]], f jn(0,u0,γi) =


0, if j 6= i, i+ 1,
1
2κihi+1, if j = i,
1
2κihi, if j = i+ 1,
the other derivatives are directly calculated.
Using lemmata 3.3–3.6, the 2nd order Taylor expansion of f , about the state (3.21),
becomes
(3.37)
0 = κi
[
1
2 (γi − 1)hihi+1 + 12λ2(hi + hi+1) + 12u2ihi+1 + 12u2i+1hi
−λuihi+1 − λui+1hi
]
+ o(λ2, 1− γi,
(
u2j
)
j∈[[1,n]]).
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Finally, as κi 6= 0, we apply the implicit function theorem and obtain the expression
(3.20).
Theorem 3.7. Let i ∈ [[1, n − 1]], (u,γ) ∈ R3n×]0, 1[n−1 such that h > 0, and
1 − γi, (uj)j∈[[1,n]] and (vj)j∈[[1,n]] are sufficiently small. Then, a necessary condition
of hyperbolicity for the model (1.10) is
(3.38) (ui+1 − ui)2 + (vi+1 − vi)2 ≤ (hi + hi+1)(1− γi).
Proof. To verify the hyperbolicity of the system (1.10), all the eigenvalues of
A(u,γ, θ) need to be real. According to the rotational invariance (1.16) and the
proposition 3.2, if 1− γi, (uj)j∈[[1,n]] and (vj)j∈[[1,n]] are sufficiently small, the asymp-
totic expansion of λ±i (P(θ)u,γ) ∈ σ (A(u,γ, θ) is
(3.39)
λ±i (P(θ)u,γ) = cos(θ)
uihi+1+ui+1hi
hi+hi+1
+ sin(θ)vihi+1+vi+1hi
hi+hi+1
±
[
hihi+1
hi+hi+1
(
1− γi − (cos(θ)(ui+1−ui)+sin(θ)(vi+1−vi))
2
hi+hi+1
)] 1
2
+O((1 − γi), (u2j )j∈[[1,n]]).
Then, as hi > 0 for all i ∈ [[1, n]], a necessary condition to have λ±i (P(θ)u,γ) ∈ R, for
all θ ∈ [0, 2π] is
(3.40) ∀θ ∈ [0, 2π], 1− γi − (cos(θ)(ui+1 − ui) + sin(θ)(vi+1 − vi))
2
hi + hi+1
≥ 0.
Finally, using (2.30), the necessary condition of hyperbolicity (3.38) is obtained.
With the asymptotic expansion (3.20), we can deduce an asymptotic expansion of the
eigenvectors associated to λ±i (u,γ).
Proposition 3.8. Let i ∈ [[1, n − 1]], (u,γ) ∈ R3n×]0, 1[n−1 such that 1 − γi
and (|uj |)j∈[[1,n]] are sufficiently small. Then, the asymptotic expansion of the right
eigenvector associated to λ±i (u,γ), with precision in O((1 − γi), (u2j)j∈[[1,n]]), is such
that
(3.41)
r
λ
±
i
x (u,γ) = ei − ei+1 + ui+1−uihi+hi+1 (en+i + en+i+1)
±
[
hihi+1
hi+hi+1
(
1− γi − (ui+1−ui)
2
hi+hi+1
)] 1
2
(
en+i
hi
− en+i+1
hi+1
)
+O((1 − γi), (u2j )j∈[[1,n]]),
and the asymptotic expansion of the left eigenvector associated to λ±i (u,γ), with pre-
cision in O((1 − γi), (u2j )j∈[[1,n]]), is such that
(3.42)
l
λ
±
i
x (u,γ) = ⊤en+i − ⊤en+i+1 + ui+1−uihi+hi+1 (⊤ei + ⊤ei+1)
±
[
hihi+1
hi+hi+1
(
1− γi − (ui+1−ui)
2
hi+hi+1
)] 1
2
(
⊤ei
hi
− ⊤ei+1
hi+1
)
+O((1 − γi), (u2j)j∈[[1,n]]).
Proof. We consider λ±i (u,γ) ∈ R:
(3.43) (ui+1 − ui)2 ≤ (hi+1 + hi)(1 − γi).
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Then, we define πi ∈ [−(hi+1 + hi) 12 , (hi+1 + hi) 12 ] such that
(3.44) (ui+1 − ui)2 = π2i (1− γi),
(3.45) λ±i (u,γ) = ui + χ
±
i (1− γi)
1
2 + o((1− γi) 12 , (uj)j∈[[1,n]]),
where χ±i := πi
hi
hi+hi+1
±
[
hihi+1
hi+hi+1
(
1− π2i
hi+hi+1
)] 1
2
and we will expand the eigenvec-
tors r
λ
±
i
x (u,γ) and l
λ
±
i
x (u,γ) as
(3.46) ∀i ∈ [[1, n− 1]],


r
λ
±
i
x (u,γ) = ri,0(u,γ) + (1− γi) 12 r±i,1(u,γ),
l
λ
±
i
x (u,γ) = li,0(u,γ) + (1− γi) 12 l±i,1(u,γ),
where
(3.47)
{
ri,0(u,γ) := ei − ei+1,
li,0(u,γ) :=
⊤en+i − ⊤en+i+1.
Moreover, we have
(3.48) Ax(u,γ) = Ax(u
i,γi) + (ui+1 − ui)Ai,1x + (1− γi)Ai,2x (γ),
where the 3n× 3n matrices, Ai,1x :=
[
A
i,1
l,k
]
(l,k)∈[[1,n]]2
and Ai,2x (γ) :=
[
A
i,2
l,k
]
(l,k)∈[[1,n]]2
,
are defined by
(3.49) Ai,1l,k :=
{
1, if l = k and l ∈ {pn+ i+ 1/p ∈ [[0, 2]]},
0, otherwise,
(3.50) Ai,2l,k :=


0, if l ≤ n+ i or l ≥ 2n+ 1,
0, if k ≥ n+ 1,
0, if n+ k ≥ l,
−αl−n−1,k, otherwise,
and
(3.51) Ax(u,γ) = Ax(u
i,γi) + πi(1− γi) 12Ai,1x + (1 − γi)Ai,2x (γ).
In the asymptotic regime 0 < 1− γi ≪ 1 and for every j ∈ [[1, n]], |uj| ≪ 1, rλ
±
i
x (u,γ)
and l
λ
±
i
x (u,γ) are respectively the approximations of the right and left eigenvectors
associated to λ±x (u,γ), with precision O(1−γi) if and only if r±i,1(u,γ) and l±i,1(u,γ)
verify
(3.52)
{ (
πiA
i,1
x − χ±i I3n
)
ri,0(u,γ) = −
(
Ax(u
i,γi)− uiI3n
)
r
±
i,1(u,γ),
li,0(u,γ)
(
πiA
i,1
x − χ±i I3n
)
= −l±i,1(u,γ)
(
Ax(u
i,γi)− uiI3n
)
,
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Finally, a solution of (3.52) is
(3.53)


r
±
i,1(u,γ) =
χ
±
i
hi
en+i +
πi−χ±i
hi+1
en+i+1,
l
±
i,1(u,γ) =
χ
±
i
hi
⊤ei −+πi−χ
±
i
hi+1
⊤ei+1,
and the approximations of the eigenvectors given in proposition 3.8 are verified.
To sum this section up, we succeeded to split the eigenvalues λ±i into two distinct ones,
for one i ∈ [[1, n − 1]], in the asymptotic 1 − γi ≪ 1 and for all j ∈ [[1, n]], |uj| ≪ 1.
Moreover, we managed to get approximations of the corresponding left and right
eigenvectors. However, this study was done just for one i ∈ [[1, n]] and need to be
proved for each one to deduce the diagonalizability of A(u,γ, θ) and the local well-
posedness of the system (1.10).
4. Asymptotic expansion of all the eigenvalues. In the previous section, a
bifurcation of one couple of eigenvalues (associated with one interface liquide/liquid)
has been obtained, in the regime of the merger of two layers: for the interface where
the density ratio is the closest to 1, we managed to prove there exist two distinct
eigenvalues with distinct eigenvectors. However, this analysis is not possible anymore
if all the density ratios tend to 1, without distinction on how they tend to. In this
section, we will prove the expressions of the asymptotic expansions of all the eigen-
values of A(u,γ) and give a criterion of hyperbolicity of the system (1.10), under a
regime which distinguish how these density ratios tend to 1.
4.1. The asymptotic regime. In order to get an asymptotic expansion of the
eigenvalues and the eigenvectors, it is necessary to assume there exist a small param-
eter ǫ > 0 and an injective function σ : [[1, n− 1]]→ R∗+ such that for all i ∈ [[1, n− 1]]
(4.1) 1− γi = ǫσ(i).
Without loss of generality, we consider ǫ is such that
(4.2) min
i∈[[1,n−1]]
σ(i) = 1.
Moreover, we set the next notations:
(4.3)
{
ui+1 − ui := πiǫ
σ(i)
2 ,
hi := ̟ihi+1.
Another assumption will be made on the parameters π := (πi)i∈[[1,n−1]] ∈ Rn−1 and
̟ := (̟i)i∈[[1,n−1]] ∈ R∗ n−1+ :
(4.4) ∀j ∈ [[1, n− 1]],
{
π2j = O(hj+1 + hj),
̟j = O(1).
Remark: The assumption on π is in agreement with the necessary condition of hy-
perbolicity (3.7): we expect to get this type of condition for the hyperbolicity of the
complete model. However, the assumption on ̟ is a particular case, where there is
no preponderant layer.
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The density-stratification (4.1) will permit to consider the multi-layer system as the
two-layer system. We explain in this section how we figure it out: That is why we
define the next subsets of N∗, which provide a partition of [[1, n]]:
(4.5)
Σ−i := {1 ≤ j ≤ i /σ([[j, i]]) ⊂ [σ(i),+∞[},
Σ+i := {n ≥ j > i /σ([[i, j − 1]]) ⊂ [σ(i),+∞[},
Σ
−
i,1 := {j 6∈ Σ−i ∪Σ+i / σ(j) > σ(i) and 1 ≤ j < i},
Σ
+
i,1 := {j 6∈ Σ−i ∪Σ+i / σ(j) > σ(i) and n ≥ j > i},
Σ
−
i,2 := {j 6∈ Σ−i ∪Σ+i / σ(j) < σ(i) and 1 ≤ j < i},
Σ
+
i,2 := {j 6∈ Σ−i ∪Σ+i / σ(j) < σ(i) and n ≥ j > i},
and
(4.6)
{
m−i := min Σ
−
i ,
m+i := max Σ
+
i .
Using the implicit function theorem and assumption (4.1), we will prove the eigen-
values associated to the interface i, λ±i , are influenced just by the layers with indices
in
(4.7) Σ−i ∪ Σ+i = [[m−i ,m+i ]].
Remark: The interpretation of the indices m−i and m
+
i is: coming from the interface
i, the interface m−i − 1 is the first one, above the interface i, with a density ratio
smaller than γi; the interface m
+
i is the first one, below the interface i, with a density
ratio smaller than γi:
(4.8)
m−i := max{1 ≤ j ≤ i/γj ≥ γi},
m+i := min{n ≥ j > i/γj−1 ≥ γi}.
Then, in respect of the interface i, the interface m−i − 1 has the same behavior as a
free-surface and the interface m+i as a bathymetry.
4.2. The barotropic eigenvalues. When all the densities and the velocities are
equal, the barotropic eigenvalues degenerate to eigenvalues with simple multiplicity, so
the asymptotic expansion is not necessary to prove the diagonalizability of the matrix
A(u,γ, θ). However, using classical analysis, we can obtain more accurate expression
of these eigenvalues, as it is proved in the next proposition. Thus, we may know the
order of the perturbation under the asymptotic regime (4.1).
Proposition 4.1. Let (u,γ) ∈ R3n×]0, 1[n−1 such that (1 − γj)j∈[[1,n−1]] and
(uj)j∈[[1,n]] are sufficiently small. Then, an asymptotic expansion of λ±n (u,γ) is
(4.9)
λ±n (u,γ) = u¯±
[√
H − 1
2H
3
2
∑n−1
j=1 (1− γj)
(∑j
k=1 hk
)(∑n
k=j+1 hk
)]
+O(((1 − γj)2)j∈[[1,n−1]] , ((1− γj)uk)(j,k)∈[[1,n−1]]×[[1,n]] , (u2k)k∈[[1,n]]).
Proof. First, we prove two useful lemmata.
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Lemma 4.2. Let α := (α1, . . . , αn) ∈ Rn and λ ∈ R. We consider the matrix
N(α, λ) :=
[
λ2δji − αj ](i,j)∈[[1,n]]2 ,
where δji is the Kronecker symbol. Then
(4.10) det(N(α, λ)) = λ2n−2
(
λ2 −
n∑
i=1
αi
)
Proof. We define q(α, λ) := det(N(α, λ)), which is a polynomial in λ:
(4.11) g(α, λ) :=
n∑
i=1
aiλ
2i
with for all i ∈ [[0, n]], ai = ∂
2ig
∂β2i
(α, 0). One can prove recursively that
ai =


0, if i ∈ [[0, n− 2]],
−∑ni=1 αi, if i = n− 1,
1, if i = n,
and the lemma 4.2 is straightforward proved.
Lemma 4.3. Let λ ∈ R∗, γ ∈]0, 1[n−1 and h ∈ R∗ n+ , then
(4.12) fn(λ,u
0,γ) = −λ2n−2(hnζn − λ2)
where the sequence
(
ζi
)
i∈N∗ is defined by
(4.13)


ζ1 = 1,
ζi+1 = ζ1 +
hi
λ2
ζi(γi − 1 + λ2hi+1 ) +
∑i−2
j=1
ρj+1hj
ρnλ2
(γj − 1)ζj .
Proof. First, we factorize fn(λ,u
0,γ) by (−1)n∏ni=1 hi and then we perform the
next operations on the columns of Mx(±
√
H,u0,γ), for every k ∈ [[1, n− 1]]:
(4.14) Ck ← Ck − Ck+1,
and then for i ∈ [[1, n− 1]],
(4.15) Cn ← Cn + hi
λ2
ζiCi,
To finish, as the determinant becomes lower triangular, the lemma 4.3 is proved.
Then, we verify the next lemma to apply the implicit function theorem:
Lemma 4.4. The barotropic eigenvalues λ±n (u
0,γ0) := ±√H verify
(4.16)
{
fn(λ
±
n (u
0,γ0),u0,γ0) = 0,
∂fn
∂λ
(λ±n (u
0,γ0),u0,γ0) 6= 0,
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Proof. According to the lemma 4.2 and the definition of H in (1.6), it is clear
that
(4.17) fn(λ
±
n (u
0,γ0),u0,γ0) = 0.
Concerning the derivative, we have
(4.18)
∂fn
∂λ
(λ±n (u
0,γ0),u0,γ0) =
n∑
k=1
2λ±n (u
0,γ0)fkn(λ
±
n (u
0,γ0),u0,γ0).
Then, with the lemma 4.2 and using the same argument as in (3.26),
(4.19)
∂fn
∂λ
(λ±n (u
0,γ0),u0,γ0) = ±2Hn− 12 ,
and the lemma 4.4 is proved.
Then, as the lemma 4.4 is verified, it is possible to apply the implicit function theorem
to get the approximation of λ±n (u,γ):
0 = (λ±n (u,γ)− λ±n (u0,γ0))
∂fn
∂λ
(λ±n (u
0,γ0),u0,γ0)
+
n−1∑
j=1
(γj − 1)∂fn
∂γj
(λ±n (u
0,γ0),u0,γ0)
+
n∑
j=1
uj
∂fn
∂uj
(λ±n (u
0,γ0),u0,γ0)
+O(((1− γj)2)j∈[[1,n−1]] , ((1 − γj)uk)(j,k)∈[[1,n−1]]×[[1,n]] , (u2k)k∈[[1,n]]),
(4.20)
Lemma 4.5. The 1st order partial derivatives are such that
(4.21)

∂fn
∂uj
(λ±n (u
0,γ0),u0,γ0) = −2(±H 12 )Hn−2hj , ∀j ∈ [[1, n]],
∂fn
∂γj
(λ±n (u
0,γ0),u0,γ0) = −Hn−2(∑jk=1 hk)(∑nk=j+1 hk), ∀j ∈ [[1, n− 1]].
Proof. The expressions of the 1st ones come from
(4.22)
∂fn
∂uj
(λ±n (u
0,γ0),u0,γ0) = −2λ±n (u0,γ0)f jn(u0,γ0),u0,γ0),
the lemma 4.2 and using the same argument as in (3.26). For the 2nd ones, we define
a new sequence:
(4.23) ∀(i, j) ∈ [[1, n]]× [[1, n− 1]], ηji :=
∂ζi
∂γj
(λ±n (u
0,γ0),u0,γ0).
Then, one can prove that for all j ∈ [[1, n− 1]],
(4.24) ηji =


hi−1
hi
ηji−1, i ∈ [[1, k]],
hk
H
ζj +
hi−1
hi
ηji−1, i ∈ [[k + 1, n]].
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which implies that
(4.25) ∀j ∈ [[1, n− 1]], ηjn =
1
Hhn
( j∑
k=1
hk
)( n∑
k=j+1
hk
)
.
According to the lemma 4.3,
(4.26)
∂fn
∂γj
(λ±n (u
0,γ0),u0,γ0) = −Hn−1hnηjn,
and the lemma 4.5 is proved.
Finally, using lemmata 4.4 and 4.5 in (4.20), we have
0 = ±2(λ±n (u,γ)− λ±n (u0,γ0))Hn−
1
2
+Hn−2
n−1∑
j=1
(1− γj)
( j∑
k=1
hk
)( n∑
k=j+1
hk
)
−2(±H 12 )Hn−2 n∑
j=1
ujhj
+O(((1− γj)2)j∈[[1,n−1]] , ((1 − γj)uk)(j,k)∈[[1,n−1]]×[[1,n]] , (u2k)k∈[[1,n]]),
(4.27)
and the proposition 4.1 is proved.
Then, we can deduce the expressions of the asymptotic expansions of the barotropic
eigenvalues, in the particular asymptotic regime (4.1).
Proposition 4.6. Let (u,γ) ∈ R3n×]0, 1[n−1, ǫ > 0 and an injective function
σ ∈ R∗ [[1,n−1]]+ such that γ verifies (4.1), u verifies (4.4) and
(4.28) ǫ≪ 1.
Then, an asymptotic expansion of λ±n (u,γ) is
(4.29)
λ±n (u,γ) = um−σ ±
√
H + (um−σ+1 − um−σ )
∑n
k=m
+
σ+1
hk
H
+O
(
1− γm−σ
)
,
where m−σ ∈ [[1, n− 1]] is defined by
(4.30) σ(m−σ ) = min
j∈[[1,n−1]]
σ(j) = 1,
or with other words, it is the indice of the interface liquid/liquid with the biggest
density gap.
Proof. According to the assumption (4.1), (4.4) and the proposition 4.1, the
expression (4.29) is directly deduced,
(4.31)
λ±n (u,γ) = um−σ ±
√
H + ψm−σ ǫ
1
2 ± (− h−
σ,m
−
σ
h+
σ,m
−
σ
)
ǫ+O(ǫ 32 )
= um−σ ±
√
H + ψm−σ ǫ
1
2 +O(ǫ),
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where ψm−σ := πm−σ
∑
n
k=m
+
σ+1
hk
H
. In conclusion, the approximations of the eigenvalues
given in proposition 4.6 are verified.
Remark: The asymptotic expansion of λ±n (u,γ) in proposition 4.1 corresponds to
the asymptotic expansion of λ±1 in the set of hyperbolicity |Fx| < F−crit in [30], in
the two-layer case. Moreover, it is in accordance with the expression of the internal
eigenvalues in [1], [7], [15], [27], [32], [36] and [40].
To sum this subsection up, we managed to obtain an asymptotic expansion of the
barotropic eigenvalues, λ±n (u,γ), with a precision in
(4.32) O ((1− γj)2)j∈[[1,n−1]] , ((1− γj)uk)(j,k)∈[[1,n−1]]×[[1,n]] , (u2k)k∈[[1,n]] .
Moreover, we gave the asymptotic expansion, with the assumptions (4.1), (4.4) and
(4.28), with a precision about O(ǫ).
In the next subsection, we prove the expression of asymptotic expansion of the baro-
clinic eigenvalues and give a criterion of hyperbolicity, in the asymptotic regime (4.1).
4.3. The baroclinic eigenvalues. In the proposition 3.2, we have proved the
asymptotic expansion of the eigenvalues associated to an interface where the layers
just above and below are almost merged. We prove, in this subsection, the asymptotic
expansion of the baroclinic eigenvalues, for each interface.
Proposition 4.7. Let (u,γ) ∈ R3n×]0, 1[n−1, ǫ > 0 and an injective function
σ ∈ R∗ [[1,n−1]]+ such that γ verifies (4.1), u verifies (4.4) and
(4.33) ǫ≪ 1.
Then, for all i ∈ [[1, n− 1]], the asymptotic expansion of λ±i (u,γ) is
(4.34)
λ±i (u,γ) =
ui+1h
−
σ,i
+uih
+
σ,i
h
−
σ,i
+h+
σ,i
±
[
h
−
σ,i
h
+
σ,i
(h−
σ,i
+h+
σ,i
)
(
1− γi − (ui+1−ui)
2
h
−
σ,i
+h+
σ,i
)] 1
2
+O(ǫ σ(i)+12 )
where h−σ,i :=
∑i
k=m−
i
hk and h
+
σ,i :=
∑m+
i
k=i+1 hk.
Remark: h±σ,i are the upper and lower layers influencing λ
±
i .
Proof. Let i ∈ [[1, n − 1]], according to the corollary 3.7, the eigenvalue λ±i is
assumed as
(4.35)

 λ
±
i − ui := λ˜±i ǫ
σ(i)
2 ,
λ˜±i = O(̟i).
First of all, we need to evaluate the order of each term of det(Mx(λ
±
i ,u,γ)). The
next operations are performed to the columns of the determinant, without changing
its value:
(4.36) ∀j ∈ [[1, n− 1]], Cj ← Cj −̟jCj+1.
Then, for all j ∈ [[1, n−1]], the new column Cj is expressed in (fi)i∈[|1,n|], the canonical
basis of Rn
(4.37)


Cj =
hj(λ
±
i − uj)2fj + [hj(1− γj)−̟j(λ±i − uj+1)2]fj+1
+hj
∑n
k=j+2 αk,j+1(1− γj)fk,
Cn = hn(λ
±
i − un)2fn − hn
∑n
k=1 fk.
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Then, for all j ∈ [[1, n]], we denote by o(i, j, σ), the order of the terms of the column
Cj :
(4.38) Cj = O(ǫo(i,j,σ)).
We provide the expression of o(i, j, σ) in the next lemma:
Lemma 4.8. Let (i, j) ∈ [[1, n]]× [[1, n− 1]],
(4.39) o(i, j, σ) =


σ(i), if j ∈ Σ−i ∪ Σ+i ,
σ−i,j , if j ∈ Σ
−
i,1 ∪ Σ
−
i,2,
σ+i,j , if j ∈ Σ
+
i,1 ∪ Σ
+
i,2,
and
(4.40) o(i, n, σ) = 0,
where for all j ≤ i,
(4.41) σ−i,j := min{σ(k)/k ∈ [[j, i]]},
and for all j ≥ i,
(4.42) σ+i,j := min{σ(k)/k ∈ [[i, j]]}.
Proof. According to the expression of Cn in (4.39), it is clear that the order of
Cn is 1
(4.43) o(i, n, σ) = 0,
Moreover, we analyse each term of Cj , for all j ∈ [[1, n− 1]]:
(4.44) ∀k ≥ j + 2, hjαk,j+1(1− γj) ∼ hj(1− γj),
(4.45) λ±i − uj ∼


λ±i − ui, if j ∈ Σ−i ,
λ±i − ui+1, if j ∈ Σ+i ,
uβ−
i,j
+1 − uβ−
i,j
, if j ∈ Σ−i,1 ∪Σ
−
i,2,
uβ+
i,j
− uβ+
i,j
+1, if j ∈ Σ
+
i,1 ∪Σ
+
i,2,
(4.46)
si,j ∼


−̟j(λ±i − ui)2, if j ∈ Σ−i \{i},
−̟j(λ±i − ui+1)2, if j ∈ Σ+i \{m+i },
−̟j(uβ−
i,j+1+1
− uβ−
i,j+1
)2, if j ∈ Σ−i,1,
−̟j(uβ+
i,j
+1 − uβ+
i,j
)2, if j ∈ Σ+i,1,
δj
β
−
i,j
hj(1 − γj)− δβ
−
i,j+1
β
−
i,j
̟j(uβ−
i,j+1+1
− uβ−
i,j+1
)2, if j ∈ Σ−i,2,
δj
β
+
i,j
hj(1 − γj)−̟j(uβ+
i,j
+1 − uβ+
i,j
)2, if j ∈ Σ+i,2,
hj(1 − γj)−̟j(λ±i − uj+1)2, if j = i,
hj(1 − γj)−̟j(uj − uj+1)2, if j = m+i ,
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where δji is the Kronecker symbol, si,j is defined by
(4.47) si,j := hj(1 − γj)−̟j(λ±i − uj+1)2,
and β±i,j ∈ [[1, n]] are defined such that
(4.48) σ(β±i,j) := σ
±
i,j .
Then, according to (4.1), (4.4) and (4.35),
(4.49) ∀k ≥ j + 2, hjαk,j+1(1− γj) ∼ hjǫσ(j),
(4.50) λ±i − uj ∼


λ˜±i ǫ
σ(i)
2 , if j ∈ Σ−i ,
(λ˜±i − πi)ǫ
σ(i)
2 , if j ∈ Σ+i ,
πβ−
i,j
ǫ
σ
−
i,j
2 , if j ∈ Σ−i,1 ∪ Σ
−
i,2,
−πβ+
i,j
ǫ
σ
+
i,j
2 , if j ∈ Σ+i,1 ∪ Σ
+
i,2,
(4.51) si,j ∼


−̟j(λ˜±i )2ǫσ(i), if j ∈ Σ−i \{i},
−̟j(λ˜±i − πi)2ǫσ(i) if j ∈ Σ+i \{m+i },
−̟jπ2β−
i,j+1
ǫσ
−
i,j , if j ∈ Σ−i,1,
−̟jπ2β+
i,j
ǫσ
+
i,j , if j ∈ Σ+i,1,
δj
β
−
i,j
hjǫ
σ(j) − δβ
−
i,j+1
β
−
i,j
̟jπ
2
β
−
i,j+1
ǫσ
−
i,j , if j ∈ Σ−i,2,
δj
β
+
i,j
hjǫ
σ(j) −̟jπ2β+
i,j
ǫσ
+
i,j , if j ∈ Σ+i,2,
(hj −̟j(λ˜±i − πj)2)ǫσ(i), if j = i,
(hj −̟jπ2j )ǫσ(j), if j = m+i .
Finally, using that
(4.52) ∀(i, j) ∈ [[1, n− 1]]2,


σ−i,j ≤ σ(j),
σ+i,j ≤ σ(j),
σ−
i,m
−
i
−1 = σ(m
−
i − 1),
the lemma 4.8 is proved.
Afterwards, we define for all j ∈ [[1, n]], C˜j := Cjǫo(i,j,σ)
∣∣
ǫ=0
. If j ∈ [[1, n−1]], C˜j is equal
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to
(4.53)

(λ˜±i )
2(fj −̟jfj+1), if j ∈ Σ−i \{i},
(λ˜±i − πi)2(fj −̟jfj+1), if j ∈ Σ+i \{m+i },
(πβ−
i,j
)2fj − δσ
−
i,j+1
σ
−
i,j
̟j(πβ−
i,j+1
)2fj+1, if j ∈ Σ−i,1,
δ
σ
+
i,j+1
σ
+
i,j
(πβ+
i,j−1
)2fj −̟j(πβ+
i,j+1
)2fj+1, if j ∈ Σ+i,1,
(πβ−i,j
)2fj − δσ
−
i,j+1
σ
−
i,j
̟j(πβ−i,j+1
)2fj+1 + δ
σ(j)
σ
−
i,j
hj
∑n
k=j+1 fk, if j ∈ Σ
−
i,2,
δ
σ
+
i,j+1
σ
+
i,j
(πβ+
i,j
)2fj −̟j(πβ+
i,j+1
)2fj+1 + δ
σ(j)
σ
+
i,j
hj
∑n
k=j+1 fk, if j ∈ Σ
+
i,2,
(λ˜±i )
2fj −̟j(λ˜±i − πi)2fj+1 + hj
∑n
k=j+1 fk, if j = i,
−̟jπ2jfj+1 + hj
∑n
k=j+1 fk, if j = m
+
i ,
and if j = n, C˜j is equal to
(4.54) C˜n = hn
n∑
k=1
fk.
Then, to every the column C˜j , with j ∈ [[1, n − 1]] such that one of the following
conditions is verified:
(4.55)


j = i,
j = m+i ,
j ∈ Σ−i,2 and σ−i,j = σ(j),
we perform the next operations:
(4.56) C˜j ← C˜j − hj
hn
C˜n.
We define
(4.57)
g˜(λ˜±i ,π,̟, σ) :=
g(λ±i ,u,γ)
ǫσi
∣∣
ǫ=0
= det((C˜j)j∈[[1,n]]),
where σi :=
∑n
j=1 o(i, j, σ), π := (πi)i∈[[1,n−1]] and ̟ := (̟i)i∈[[1,n−1]]. Then, accord-
ing to (4.53), (4.54) and (4.56), the determinant g˜(λ˜±i ,π,̟, σ) is under the following
form:
g˜(λ˜±i ,π,̟, σ) =
∣∣∣∣∣∣∣
∆1(π,̟, σ) Ω1(π,̟, σ) 0
0 Λ(λ˜±i , πi,̟, σ) 0
0 Ω2(π,̟, σ) ∆2(π,̟, σ)
∣∣∣∣∣∣∣ ,
where Λ(λ˜±i , πi,̟, σ), ∆
1(π,̟, σ) and ∆2(π,̟, σ) are square matrices with respec-
tive dimensions m+i − m−i + 1, m−i − 1 and n − m+i ; Ω1(π,̟, σ) and Ω2(π,̟, σ)
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are rectangular matrices with respective dimensions m−i − 1 × m+i − m−i + 1 and
n−m+i ×m+i −m−i .
Then, it is clear that
(4.58) g˜(λ˜±i ,π,̟, σ) = det
(
∆
1(π,̟, σ)
)
det
(
Λ(λ˜±i , πi,̟, σ)
)
det
(
∆
2(π,̟, σ)
)
.
The important point of this proof is there is just Λ(λ˜±i , πi,̟, σ) which depends of
λ˜±i , therefore it is necessary to find the solution, λ˜
±
i , such that
(4.59) det
(
Λ(λ˜±i , πi,̟, σ)
)
= 0.
where, according to the previous analysis, the columns of det
(
Λ(λ˜±i , πi,̟, σ)
)
are
such that for all j ∈ [[1,m+i −m−i + 1]],
(4.60)
Cj
(
Λ
)
=


(λ˜±i )
2(fj −̟jfj+1), if m−i ≤ ji ≤ i− 1,
(λ˜±i − πi)2(fj −̟jfj+1), if i+ 1 ≤ ji ≤ m+i − 1,
(λ˜±i )
2fi −̟i(λ˜±i − πi)2fi+1 − hi
∑i
k=m−
i
fk, if ji = i,
−hj
∑m+
i
j=1 fk, if ji = m
+
i ,
where ji := j +m
−
i − 1.
Lemma 4.9. Let (πi,h) ∈ R×Rn and an injective function σ ∈ R∗ [[1,n−1]]+ . Then,
λ˜ ∈ R is solution of
(4.61) det
(
Λ(λ˜, πi,̟, σ)
)
= 0.
if and only if
(4.62) λ˜ ∈
{
0, πi,
πih
−
σ,i
h−σ,i + h
+
σ,i
±
[
h−σ,ih
+
σ,i
(h−σ,i + h
+
σ,i)
2
(
h−σ,i + h
+
σ,i − π2i
)] 12 }
,
where h−σ,i := hi(1 +
∑i−1
k=m−i
∏i−1
j=k̟j) and h
+
σ,i := hm+
i
(1 +
∑m+
i
−1
k=i+1
∏m+
i
−1
j=k ̟j).
Moreover, the respective multiplicities are 2(i−m−i ), 2(m+i − i− 1) and 1.
Proof. As Cn
(
Λ(λ˜, πi,̟, σ)
)
does not depend of λ˜, det
(
Λ(λ˜, πi,̟, σ)
)
is a poly-
nomial in λ˜, with a degree equal to 2(m+i −m−i ). According to (4.60), 0 and πi are
two roots, with respective multiplicity 2(i −m−i ) and 2(m+i − i − 1). To determine
the expression of the other roots, it is sufficient to perform the next operations on
two columns of det
(
Λ(λ˜±i , πi,̟, σ)
)
, assuming that λ˜ 6∈ {0, πi}:
(4.63) ∀j ∈ [[m−i , i− 1]],


Ci ← Ci + hi
(
1+
∑j−1
k=1
∏j−1
q=k̟q
)
λ˜2
Cj ,
Cm+
i
← Cm+
i
+
hn
(
1+
∑j−1
k=1
∏j−1
q=k̟q
)
λ˜2
Cj ,
and afterwards
(4.64) ∀j ∈ [[i+ 1,m+i − 1]],Cm+
i
← Cm+
i
+
hi
(
1 +
∑j−1
k=1
∏j−1
q=k̟q
)
(λ˜− πi)2
Cj .
30 R. Monjarret
Therefore, for all j ∈ [[1,m+i −m−i + 1]], the new column of det
(
Λ(λ˜±i , πi,̟, σ)
)
, Cj ,
is equal to
(4.65)


(λ˜±i )
2(fj −̟jfj+1), if m−i ≤ ji ≤ i− 1,
(λ˜±i − πi)2(fj −̟jfj+1), if i+ 1 ≤ ji ≤ m+i − 1,
((λ˜±i )
2 − h−σ,i+)fi −̟i(λ˜±i − πi)2fi+1, if ji = i,
−
h
m
+
i
hi
h−σ,ifi − h+σ,ifm+
i
, if ji = m
+
i ,
where ji := j + m
−
i − 1. An expansion of the determinant about the last column,
Cm+
i
, provides
(4.66) det
(
Λ(λ˜, πi,̟, σ)
)
= −λ˜2i−2(λ˜−πi)2(m
+
i
−i−1)[h−σ,i(λ˜−πi)2+h+σ,i(λ˜2−h−σ,i)].
Finally, the only solutions of (4.61), different from 0 and πi are:
(4.67) λ˜±i =
πih
−
σ,i
h−σ,i + h
+
σ,i
±
[
h−σ,ih
+
σ,i
(h−σ,i + h
+
σ,i)
2
(
h−σ,i + h
+
σ,i − π2i
)] 12
,
with multiplicity equal to 1.
Consequently, according to the lemma 4.62
(4.68) g˜(λ˜,π,̟, σ) = 0,
if and only if
(4.69) λ˜ ∈
{
0, πi,
πih
−
σ,i
h−σ,i + h
+
σ,i
±
[
h−σ,ih
+
σ,i
(h−σ,i + h
+
σ,i)
2
(
h−σ,i + h
+
σ,i − π2i
)] 12 }
.
According to the implicit functions theorem,
(4.70) g(λ,u,γ) = 0,
if and only if λ−O(ǫ σ(i)+12 ) is in
(4.71){
ui, ui + πiǫ
σ(i)
2 , ui +
(
πih
−
σ,i
h
−
σ,i
+h+
σ,i
±
[
h
−
σ,i
h
+
σ,i
(h−
σ,i
+h+
σ,i
)2
(
h−σ,i + h
+
σ,i − π2i
)] 12 )
ǫ
σ(i)
2
}
=
{
ui, ui+1,
ui+1h
−
σ,i
+uih
+
σ,i
h
−
σ,i
+h+
σ,i
±
[
h
−
σ,i
h
+
σ,i
h
−
σ,i
+h+
σ,i
(
1− γi − (ui+1 − ui)2
)] 12 }
.
λ ∈ {ui +O(ǫ
σ(i)+1
2 ), ui+1 +O(ǫ
σ(i)+1
2 )} corresponds to the merger of layers and does
not provide the correct roots because the multiplicities are not equal to 1. That is
why we chose
(4.72)
λ = λ±i :=
ui+1h
−
σ,i + uih
+
σ,i
h−σ,i + h
+
σ,i
±
[
h−σ,ih
+
σ,i
h−σ,i + h
+
σ,i
(
1− γi − (ui+1 − ui)2
)] 12
+O(ǫ σ(i)+12 ),
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which provides two roots, with multiplicity equal to 1, and the proposition 4.7 is
proved.
Remark: The asymptotic expansion of λ±i (u,γ) in proposition 4.1 corresponds to the
asymptotic expansion of λ±2 in the set of hyperbolicity |Fx| < F−crit in [30], in the
two-layer case. Moreover, it is also in accordance with [1], [7], [15], [27], [32], [36]
and [40]. 2) In the oceanographic applications, the French Naval Hydrographic and
Oceanographic Service uses the multi-layer shallow water model with 40 layers. For
instance, in the bay of Biscay, the assumption (4.1) is verified, with
(4.73) ǫ ≃ 10−4.
However, the matter is that
(4.74) ∀i ∈ [[1, n− 1]], 1 ≤ σ(i) ≤ 2,
which implies that the baroclinic eigenvalues are not much separated. Moreover, the
assumption on π is verified, but the one on̟ can be contradicted. On the one hand,
a part of the layers used to describe the deep sea are reduced with a thickness of the
order of ǫ and then, there would exist j0 ∈ [[1, n− 1]] such that
(4.75) 1≪ ̟j0 .
On the other hand, it can be interesting to increase the number of layers in a certain
area where well-known phenomena occur, in order to provide more accurate results.
Then, there would exist k0 ∈ [[1, n− 1]] such that
(4.76) ̟k0 ≪ 1.
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Fig. 4.1. Configuration of 40 layers in the bay of Biscay
On the figure 4.1, both of these cases occur. The first one concerns the layers near the
bottom: these layers have high heights in the deep sea but, at the oceanic plateau,
these heights tend to 0 and then (4.75) is verified for some j0 ∈ [[1, n− 1]]. Moreover,
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the second case concerns the layers near the free surface: to describe well the mixing-
zone, 20 layers are necessary — the black band just below the free surface — and
therefore the assumption (4.76) is verified for some k0 ∈ [[1, n− 1]].
Remark: According to the figure 4.1, the assumption (4.76) would be verified for all
X ∈ R2. However, this is not true in the case of (4.75).
As a consequence of the proposition 4.7, we can deduce the next theorem:
Theorem 4.10. Let u0 ∈ L2(R2)3n, γ ∈]0, 1[n−1, ǫ > 0 and an injective function
σ : [[1, n − 1]] → R∗+ such that γ verifies (4.1) and for all X ∈ R2, u0(X) verifies
(4.4).
There exists δ > 0 such that if
(4.77) ǫ ≤ δ,
and
(4.78){
infX∈R2 h0i (X) > 0, ∀i ∈ [[1, n]],
infX∈R2 φσ,i(h0(X))− |u0i+1 − u0i |2(X)− |v0i+1 − v0i |2(X) > 0, ∀i ∈ [[1, n− 1]],
where φσ,i(h) := (h
−
σ,i + h
+
σ,i)(1 − γi). Then, the system (1.10), with initial data u0,
is hyperbolic.
Remark: A direct consequence of this theorem is that if the model (1.10) is hyperbolic,
then the Rayleigh-Taylor stability is verified (i.e. ρn > ρn−1 > . . . > ρ1 > 0).
Proof. To verify the hyperbolicity of the system (1.10), all the eigenvalues of
A(u,γ, θ) need to be real. Let i ∈ [[1, n − 1]], according to the rotational invariance
(1.16) and the proposition 3.2, if (u,γ) verify (4.1), (4.4) and (4.77), the asymptotic
expansion of λ±i (P(θ)u,γ) ∈ σ (A(u,γ, θ) is
(4.79)
λ±i (P(θ)u,γ) = cos(θ)
ui+1h
−
σ,i
+uih
−
σ,i
h
−
σ,i
+h+
σ,i
+ sin(θ)
vi+1h
−
σ,i
+vih
+
σ,i
h
−
σ,i
+h+
σ,i
±
[
h
−
σ,i
h
+
σ,i
h
−
σ,i+h
+
σ,i
(
1− γi − (cos(θ)(ui+1−ui)+sin(θ)(vi+1−vi))
2
h
−
σ,i+h
+
σ,i
)] 1
2
+O(ǫ σ(i)+12 ).
Then, as h−σ,i > 0 and h
+
σ,i > 0, for all i ∈ [[1, n − 1]], if hk > 0 for all k ∈ [[1, n]], a
necessary condition to have λ±i (P(θ)u,γ) ∈ R, for all θ ∈ [0, 2π], is
(4.80) ∀θ ∈ [0, 2π], 1− γi − (cos(θ)(ui+1 − ui) + sin(θ)(vi+1 − vi))
2
h−σ,i + h
+
σ,i
≥ 0.
Finally, using (2.30), the necessary condition of hyperbolicity (4.78) is obtained.
Then, the theorem 4.10 insures the set of hyperbolicity, Hγ , contains all the elements
verifying the conditions (4.4) and (4.78), when γ verifies (4.1) and (4.77).
Remarks: 1) The theorem 4.10 is a generalization of the theorem 3.7, in the asymptotic
regime (4.1) and (4.4). Moreover, the shape of the baroclinic eigenvalues, in the
merged-layer case (3.20), is the same in the considered asymptotic regime, with the
assumptions (4.77). 2) In [40], the numerical set of hyperbolicity of the three-layer
model, in one dimension (see figure 4), seems that the difference of velocities ui+1−ui,
for i ∈ [[1, 2]], is allowed to be very large: this should prove the last criterion, we gave
in theorem 4.10, is just very different from the entire set of hyperbolicity. However,
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as it was proved in [30] for the two-layer case, there is a gap between the one and the
two dimensions sets of hyperbolicity. Indeed, the elements in the one dimension set
have to be rotational invariant (i.e. remain in the one dimension set of hyperbolicity
if a rotation is applied) to be in the two dimensions one. This is why it should not
be far from the exact set of hyperbolicity, even if the criterion (4.78) is a necessary
condition of hyperbolicity of the multi-layer shallow water model, in two dimensions,
and not a sufficient one.
In conclusion, we managed to obtain an asymptotic expansion of the baroclinic eigen-
values,
(
λ±i (u,γ)
)
i∈[[1,n−1]], considering the asymptotic regime (4.1) and assuming the
heights of each layer have all the same range and the difference of velocity between
an interface has the same order as the square root of the relative difference of density,
at this interface. The expansions of λ±i (u,γ), for i ∈ [[1, n− 1]], has been proved with
a precision in O(ǫ σ(i)+12 ).
4.4. Comparison of the criteria. In this paper, we expressed two explicit
criteria of local well-posedness of the multi-layer shallow water model with free surface:
an explicit criterion of symmetrizability — see (2.10) with (2.39) — and there is an
explicit criterion of hyperbolicity — see (4.10). The main difference between both of
them is that the 1st one gives conditions on |ui − u¯|2, for all i ∈ [[1, n]],while the 2nd
one gives conditions on |ui+1 − ui|2, for all i ∈ [[1, n − 1]]. Then, to compare these
two criteria, we need to know which one of the following assertions is true, in the
asymptotic regime (4.1) and (4.4):
(4.81) ∀i ∈ [[1, n− 1]], φσ,i(h) ≤
(
αn,i + αn,i+1
αn,iαn,i+1a(h,γ)
)2
,
or
(4.82) ∀i ∈ [[1, n− 1]],
(
αn,i + αn,i+1
αn,iαn,i+1a(h,γ)
)2
≤ φσ,i(h).
Indeed, if
(4.83) ∀i ∈ [[1, n]], 1
(αn,ia(h,γ))
2 > |ui − u¯|2,
then
(4.84) ∀i ∈ [[1, n− 1]],
(
αn,i + αn,i+1
αn,iαn,i+1a(h,γ)
)2
> |ui+1 − ui|2.
Consequently, if (4.81) is verified, for instance, it implies the conditions of hyperbol-
icity:
(4.85) ∀i ∈ [[1, n− 1]], φσ,i(h) > |ui+1 − ui|2.
Let γ ∈]0, 1[n−1, ǫ > 0 and an injective function σ : [[1, n − 1]] → R∗+ such that γ
verifies (4.1). We define the next subset of L2(R2)3n
(4.86)
Hσ,ǫ :=
{
u0 ∈ L2(R2)3n/ ∀X ∈ R2, u0(X) verifies conditions (4.4) and (4.78)}
and the subset of Hs(R2)3n
(4.87)
Ssσ,ǫ :=
{
u0 ∈ Hs(R2)3n/ ∀X ∈ R2, u0(X) verifies conditions (4.4) and (4.83)}
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According to the proposition 2.13, it is clear that
(4.88) Ssσ,ǫ ⊂ Ssγ ,
and according to the theorem 4.10, it is clear that if ǫ ≤ δ,
(4.89) Hσ,ǫ ⊂ Hγ .
Moreover, there is the next proposition:
Proposition 4.11. Let s > 2, u0 : R2 → R3n, γ ∈]0, 1[n−1, ǫ > 0 and an
injective function σ : [[1, n− 1]] → R∗+ such that γ verifies (4.1) and for all X ∈ R2,
u(X) verifies (4.4).
There exists δ > 0 such that if
(4.90) ǫ ≤ δ,
then,
(4.91) Ssσ,ǫ ⊂ Hσ,ǫ ∩Hs(R2)3n.
Proof. First, we remind we proved in proposition 2.13
(4.92) ∀i ∈ [[1, n]], 1
(αn,ia(h,γ))
2 ≤ δi(h,γ),
with
(4.93) a(h,γ) := max
((
αn,2
αn,1
+ 1
)
p1, 2 max
k∈[[1,n−2]]
(pk + pk+1) , max
i∈[[1,n]]
(
α−1n,ih
−1
i
))
,
and for all k ∈ [[1, n− 1]], pk := 1αn,k+1−αn,k =
ρn
ρk+1−ρk .
According to the asymptotic regime considered, we have
(4.94)
(
αn,2
αn,1
+ 1
)
p1 =
ρn
ρ2
(
2ǫ−σ(1) + 1− ǫσ(1)),
and
(4.95) ∀k ∈ [[1, n− 2]], pk + pk+1 = ρn
(ǫ−σ(k)
ρk+1
+
ǫ−σ(k+1)
ρk+2
)
,
then, defining m+σ ∈ [[1, n− 1]] such that
(4.96) σ(m+σ ) = max
i∈[[1,n−1]]
σ(i),
we have:
(4.97) max
((
αn,2
αn,1
+ 1
)
p1, 2 max
k∈[[1,n−2]]
(pk + pk+1)
)
∼ 2ρnǫ
−σ(m+σ )
ρm+σ+1
.
Afterwards, we differentiate two cases: let i ∈ [1, n− 1]],
(4.98)
1
(αn,ia(h,γ))2
=


(mink∈[[1,n]] ρkhk)
2
ρ2
i
, if ∃k ∈ [[1, n]], ρkhk ≤
ρ
m
+
σ +1
2 ǫ
σ(m+σ ),(ρ
m
+
σ +1
2ρi
)2
ǫ2σ(m
+
σ ), otherwise.
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In the 1st case, as 1− ǫ ≤ γi < 1 with ǫ ≤ δ, we have, for all i ∈ [[1, n− 1]]:
(4.99)
(
αn,i+αn,i+1
αn,iαn,i+1a(h,γ)
)2
≤
(
2mink∈[[1,n]] ρkhk
ρi
)2
,
≤
( ρ
m
+
σ +1
ρi
)2
ǫ2σ(m
+
σ ),
and then, as
ρ
m
+
σ +1
ρi
ǫσ(m
+
σ ) ≤ h−σ,i + h+σ,i and
ρ
m
+
σ +1
ρi
ǫσ(m
+
σ ) ≤ ǫσ(i), the next inequality
remains true
(4.100)
ρ2
m
+
σ+1
1− ǫ ǫ
2σ(m+σ ) ≤ (h−σ,i + h+σ,i)ǫσ(i) = φσ,i(h),
In the 2nd case, as 1− ǫ ≤ γi < 1 with ǫ≪ 1, we have, for all i ∈ [[1, n− 1]]::
(4.101)
(
αn,i+αn,i+1
αn,iαn,i+1a(h,γ)
)2
≤
( ρ
m
+
σ +1
2ρi
ǫσ(m
+
σ ) +
ρ
m
+
σ +1
2ρi+1
ǫσ(m
+
σ )
)2
<
ρ2
m
+
σ +1
1−ǫ ǫ
2σ(m+σ ),
Moreover, there is also the next inequality:
(4.102)
ρ2
m
+
σ+1
1− ǫ ǫ
2σ(m+σ ) ≤ (h−σ,i + h+σ,i)ǫσ(i) = φσ,i(h),
according to the definition of m+σ and that all the layers i ∈ [[1, n]] are supposed to
verify
(4.103) ρihi ≥
ρm+σ
2
ǫσ(m
+
σ ).
Finally, we have
(4.104) ∀i ∈ [[1, n− 1]],
(
αn,i + αn,i+1
αn,iαn,i+1a(h,γ)
)2
≤ φσ,i(h),
and the proposition 4.11 is proved.
To conclude, we proved that the criterion, highlighted in this section, is a weaker one
than the criterion of symmetrizability, we proved in the previous section, when the
asymptotic regime (4.1), (4.4) and (4.90) are verified. In the next section, we perform
the asymptotic expansion of the eigenvectors, in order to specify the nature of the
waves associated to each eigenvalues and to prove the diagonalizability of the matrix
A(u,γ, θ).
5. Asymptotic expansion of all the eigenvectors. In the previous section,
the asymptotic expansion of all the eigenvalues associated to Ax(u,γ) were proved,
in a particular regime, which enables to separate all the baroclinic eigenvalues. In
this section, we will give the associated expressions of the asymptotic expansions of
all the eigenvectors of Ax(u,γ). Moreover, we will deduce the diagonalizability of the
matrix A(u,γ, θ) and the local well-posedness of the model (1.10) in Hs(R2)3n, with
s > 2. Finally, the nature of the waves associated to each eigenvalues – shock, contact
or rarefaction wave – in the asymptotic regime considered in the previous section, is
deduced.
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5.1. The barotropic eigenvectors. In the asymptotic regime (4.1) and (4.4),
we can deduce the asymptotic expansions of the right and left eigenvectors associated
to λ±n (u,γ).
Proposition 5.1. Let (u,γ) ∈ R3n×]0, 1[n−1, ǫ > 0 and an injective function
σ ∈ R∗ [[1,n−1]]+ such that γ verifies (4.1), u verifies (4.4) and
(5.1) ǫ≪ 1.
Then, the asymptotic expansion of the right eigenvector associated to λ±n (u,γ), with
precision about O(1− γm−σ ), is such that
(5.2)
rλ
±
n
x (u,γ) =
∑n
k=1 en+k ± hk√H ek
−∑m−σk=1 (um−σ +1−um−σ )√H
(
2hk√
H
ek ± en+k
)
+
∑n
k=m−σ +1
(u
m
−
σ +1
−u
m
−
σ
)h−
σ,m
−
σ√
Hh
+
σ,m
−
σ
(
2hk√
H
ek ± en+k
)
+O(1− γm−σ ),
and the asymptotic expansion of the left eigenvector associated to λ±n (u,γ), with pre-
cision about O(1− γm−σ ), is such that
(5.3)
lλ
±
n
x (u,γ) =
∑n
k=1
⊤ek ± hk√
H
⊤en+k
−∑m−σk=1 (um−σ +1−um−σ )√H
(
2hk√
H
⊤en+k ± ⊤ek
)
+
∑n
k=m−σ +1
(u
m
−
σ +1
−u
m
−
σ
)h−
σ,m
−
σ√
Hh
+
σ,m
−
σ
(
2hk√
H
⊤en+k ± ⊤ek
)
+O(1− γm−σ ).
Proof. According to the proposition 4.6,
(5.4)
λ±n (u,γ) = um−σ ±
√
H + ψm−σ ǫ
1
2 ± (− h−
σ,m−σ
h+
σ,m−σ
)
ǫ+O(ǫ 32 )
= um−σ ±
√
H + ψm−σ ǫ
1
2 +O(ǫ),
where ψm−σ := πm−σ
h
+
σ,m
−
σ
h
−
σ,m
−
σ
+h+
σ,m
−
σ
= πm−σ
h
+
σ,m
−
σ
H
. We expand the eigenvectors rλ
±
n
x (u,γ)
and lλ
±
n
x (u,γ) such that
(5.5)


rλ
±
n
x (u,γ) = r
±
n,0(u,γ) + ǫ
1
2 r
±
n,1(u,γ) +O(ǫ),
lλ
±
n
x (u,γ) = l
±
n,0(u,γ) + ǫ
1
2 l
±
n,1(u,γ) +O(ǫ),
where
(5.6)


r
±
n,0(u,γ) :=
∑n
k=1 en+k ± hk√H ek,
l
±
n,0(u,γ) :=
∑n
k=1
⊤ek ± hk√
H
⊤en+k.
Moreover, we have
(5.7)
Ax(u,γ) = Ax(u
m−σ
σ ,γm
−
σ
σ ) +
∑n
k=1(uk − um−σ )Ak−1,1x ,
+
∑n−1
k=1 (1− γk)Ak,3x (γ),
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where the 3n×3nmatrices, Ak−1,1x and Ak,2x (γ), are defined respectively in (3.49–3.50),
A
k,3
x (γ) :=
[
A
k,3
l,m
]
(l,m)∈[[1,n]]2
is defined by
(5.8) Ak,3l,m :=


0, if m 6= k,
0, if l ≤ n+ k or l ≥ 2n+ 1,
−αl−n−1,k, otherwise,
and for all i ∈ [[1;n− 1]], (uiσ ,γiσ) are defined by
(5.9)
{
uj = ui, ∀j ∈ [[m−i ,m+i ]],
γj = 1, ∀j ∈ [[m−i ,m+i − 1]].
Consequently, according to the assumptions (4.1), (4.4) and (5.1),
(5.10)
Ax(u,γ) = Ax(u
m−σ
σ ,γm
−
σ
σ ) +
∑n
k=m−σ +1
πm−σ ǫ
1
2A
k−1,1
x + ǫ A
m−σ ,3
x (γ) +O(ǫ 32 ),
= Ax(u
m−σ
σ ,γm
−
σ
σ ) +
∑n
k=m−σ +1
πm−σ ǫ
1
2Ak−1,1x +O(ǫ).
Therefore, rλ
±
n
x (u,γ) is the approximation of the right eigenvector associated to
λ±n (u,γ), with a precision about O(ǫ), if and only if r±n,1(u,γ) verifies:
(5.11)
(∑n
k=m−σ +1
πm−σ A
k−1,1
x − ψm−σ I3n
)
r
±
n,0(u,γ)
= −(Ax(um−σσ ,γm−σσ )− (um−σ ±√H)I3n)r±n,1(u,γ),
and lλ
±
n
x (u,γ) is the approximation of the left eigenvector associated to λ
±
n (u,γ), with
a precision about O(ǫ), if and only if l±n,1(u,γ) verifies:
(5.12)
l
±
n,0(u,γ)
(∑n
k=m−σ +1
πm−σ A
k−1,1
x − ψm−σ I3n
)
= −l±n,1(u,γ)
(
Ax(u
m−σ
σ ,γm
−
σ
σ )− (um−σ ±
√
H)I3n
)
.
Therefore, r±n,1(u,γ) :=
⊤(r±,kn,1 )k∈[[1,3n]] is solution of (5.11) if and only if
(5.13) r±,kn,1 =


hk
H
(Sr − 2ψm−σ ), if k ∈ [[1,m−σ ]],
hk
H
(Sr + 2
h
−
σ,m
−
σ
h+
σ,m
−
σ
ψm−σ ), if k ∈ [[m−σ + 1, n]],
± 1√
H
(Sr − ψm−σ ), if k ∈ [[n+ 1, n+m−σ ]],
± 1√
H
(Sr +
h
−
σ,m
−
σ
h
+
σ,m
−
σ
ψm−σ ), if k ∈ [[n+m−σ + 1, 2n]],
0, if k ∈ [[2n+ 1, 3n]],
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and l±n,1(u,γ) := (l
±,k
n,1 )k∈[[1,3n]] is solution of (5.12) if and only if
(5.14) l±,kn,1 =


± 1√
H
(Sl − ψm−σ ), if k ∈ [[1,m−σ ]],
± 1√
H
(Sl +
h
−
σ,m
−
σ
h
+
σ,m
−
σ
ψm−σ ), if k ∈ [[m−σ + 1, n]],
hk
H
(Sl − 2ψm−σ ), if k ∈ [[n+ 1, n+m−σ ]],
hk
H
(Sl + 2
h
−
σ,m
−
σ
h
+
σ,m
−
σ
ψm−σ ), if k ∈ [[n+m−σ + 1, 2n]],
0, if k ∈ [[2n+ 1, 3n]],
where Sr :=
∑n
k=1 r
±,k
n,1 and Sl :=
∑n
k=1 l
±,n+k
n,1 . Finally, solutions of (5.11–5.12) are
(5.15)


r
±
n,1(u,γ) = −
∑m−σ
k=1
ψ
m
−
σ√
H
(
2hk√
H
ek ± en+k
)
+
∑n
k=m−σ +1
ψ
m
−
σ
h
−
σ,m
−
σ√
Hh
+
σ,m
−
σ
(
2hk√
H
ek ± en+k
)
,
l
±
n,1(u,γ) = −
∑m−σ
k=1
ψ
m
−
σ√
H
(
2hk√
H
⊤en+k ± ⊤ek
)
+
∑n
k=m−σ +1
ψ
m
−
σ
h
−
σ,m
−
σ√
Hh
+
σ,m
−
σ
(
2hk√
H
⊤en+k ± ⊤ek
)
,
and the approximations of the eigenvectors given in proposition 5.1 are verified.
Remark: The right eigenvectors of A(u,γ, θ): rλ
±
n (u,γ, θ), associated to λ±n (u,γ, θ),
are defined by
(5.16) rλ
±
n (u,γ, θ) = P(θ)−1rλ
±
n
x (P(θ)u,γ),
and the left ones: lλ
±
n (u,γ, θ) are defined by
(5.17) lλ
±
n (u,γ, θ) = lλ
±
n
x (P(θ)u,γ)P(θ).
To sum this subsection up, considering the asymptotic regime (4.1), (4.4) and as-
suming (5.1), we proved the expressions of the perturbations of the right and left
eigenvectors associated to the barotropic eigenvalues, with a precision about O(ǫ).
In the next subsection, we give the asymptotic expansions of the right and left eigen-
vectors associated to the baroclinic eigenvalues.
5.2. The baroclinic eigenvectors. With the asymptotic expansions of the
baroclinic eigenvalues in (4.34), we can deduce asymptotic expansions of the baroclinic
eigenvectors.
Proposition 5.2. Let (u,γ) ∈ R3n×]0, 1[n−1, ǫ > 0 and an injective function
σ ∈ R∗ [[1,n−1]]+ such that γ verifies (4.1), u verifies (4.4) and
(5.18) ǫ≪ 1.
Then, for all i ∈ [[1, n− 1]], the asymptotic expansions of the right eigenvectors asso-
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ciated to λ±i (u,γ), with precision about O(ǫ
σ(i)+1
2 ), is such that
(5.19)
r
λ
±
i
x (u,γ) =
∑i
j=m−
i
ej
i−m−
i
+1
−∑m+ij=i+1 ejm+
i
−i
+ ui+1−ui
h
−
σ,i
+h+
σ,i
(∑i
j=m−
i
h
−
σ,ien+j
(i−m−
i
+1)hj
+
∑m+
i
j=i+1
h
+
σ,ien+j
(m+
i
−i)hj
)
±
[
h
−
σ,i
h
+
σ,i
h
−
σ,i
+h+
σ,i
(
1− γi − (ui+1−ui)
2
h
−
σ,i
+h+
σ,i
)] 1
2 ∑i
j=m−
i
en+j
(i−m−
i
+1)hj
∓
[
h
−
σ,i
h
+
σ,i
h
−
σ,i
+h+
σ,i
(
1− γi − (ui+1−ui)
2
h
−
σ,i
+h+
σ,i
)] 1
2 ∑m+
i
j=i+1
en+j
(m+
i
−i)hj
+O(ǫ σ(i)+12 ),
and the asymptotic expansions of the left eigenvectors associated to λ±i (u,γ), with
precision about O(ǫ σ(i)+12 ), is such that
(5.20)
l
λ
±
i
x (u,γ) =
∑i
j=m−
i
⊤en+j
i−m−
i
+1
−∑m+ij=i+1 ⊤en+jm+
i
−i
+ ui+1−ui
h
−
σ,i
+h+
σ,i
(∑i
j=m−
i
h
−
σ,i
⊤ej
(i−m−
i
+1)hj
+
∑m+
i
j=i+1
h
+
σ,i
⊤ej
(m+
i
−i)hj
)
±
[
h
−
σ,i
h
+
σ,i
h
−
σ,i
+h+
σ,i
(
1− γi − (ui+1−ui)
2
h
−
σ,i
+h+
σ,i
)] 1
2 ∑i
j=m−
i
⊤ej
(i−m−
i
+1)hj
∓
[
h
−
σ,i
h
+
σ,i
h
−
σ,i
+h+
σ,i
(
1− γi − (ui+1−ui)
2
h
−
σ,i
+h+
σ,i
)] 1
2 ∑m+
i
j=i+1
⊤ej
(m+
i
−i)hj
+O(ǫ σ(i)+12 ).
Proof. We consider λ±i (u,γ) ∈ R, then, according to the asymptotic expansions
of the proposition 4.7,
(5.21) λ±i (u,γ) = ui + χ
±
σ,iǫ
σ(i)
2 +O(ǫ σ(i)+12 ),
where χ±σ,i := πi
h
−
σ,i
h
−
σ,i+h
+
σ,i
±
[
h
−
σ,i
h
+
σ,i
h
−
σ,i+h
+
σ,i
(
1− π2i
h
−
σ,i+h
+
σ,i
)] 1
2
. We expand the eigenvectors
r
λ
±
i
x (u,γ) and l
λ
±
i
x (u,γ) such that
(5.22) ∀i ∈ [[1, n− 1]],


r
λ
±
i
x (u,γ) = ri,0(u,γ) + ǫ
σ(i)
2 r
±
i,1(u,γ) +O(ǫ
σ(i)+1
2 ),
l
λ
±
i
x (u,γ) = li,0(u,γ) + ǫ
σ(i)
2 l
±
i,1(u,γ) +O(ǫ
σ(i)+1
2 ),
where ri,0(u,γ) and li,0(u,γ) are right and left eigenvectors of the matrix Ax(u
i
σ ,γ
i
σ),
associated to the eigenvalue ui:
(5.23) ∀i ∈ [[1, n− 1]],


ri,0(u,γ) :=
∑i
j=m−
i
ej
i−m−
i
+1
−∑m+ij=i+1 ejm+
i
−i ,
li,0(u,γ) :=
∑i
j=m−
i
⊤en+j
i−m−
i
+1
−∑m+ij=i+1 ⊤en+jm+
i
−i .
Moreover, we have
(5.24)
Ax(u,γ) = Ax(u
i
σ,γ
i
σ) +
∑m+
i
k=m−
i
(uk − ui)Ak−1,1x ,
+(1− γm−
i
)Ak,2x (γ) +
∑m+
i
−1
k=m−
i
+1
(1− γk)Ak,3x (γ),
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where the 3n × 3n matrices, Ak−1,1x , Ak,2x (γ) and Ak,3x (γ) are defined respectively in
(3.49–3.50) and (5.8), and (uiσ ,γ
i
σ) is defined in (5.9). Consequently,
(5.25) Ax(u,γ) = Ax(u
i
σ,γ
i
σ) +
m
+
i∑
k=i+1
πiǫ
σ(i)
2 A
k−1,1
x +O(ǫ
σ(i)+1
2 )
Therefore, r
λ
±
i
x (u,γ) and l
λ
±
i
x (u,γ) are respectively the approximations of the right
and left eigenvectors associated to λ±i (u,γ), with a precision about O(ǫ
σ(i)+1
2 ), if and
only if r±i,1(u,γ) and l
±
i,1(u,γ) verify:
(5.26)

(∑m+
i
k=i+1 πiA
k−1,1
x − χ±σ,iI3n
)
ri,0(u,γ) = −
(
Ax(u
i
σ,γ
i
σ)− uiI3n
)
r
±
i,1(u,γ),
li,0(u,γ)
(∑m+
i
k=i+1 πiA
k−1,1
x − χ±σ,iI3n
)
= −l±i,1(u,γ)
(
Ax(u
i
σ,γ
i
σ)− uiI3n
)
,
Finally, a solution of (5.26) is
(5.27)


r
±
i,1(u,γ) =
∑i
j=m−
i
χ
±
σ,i
(i−m−i +1)hj
en+j −
∑m+
i
j=i+1
χ
±
σ,i
−πi
(m+i −i)hj
en+j ,
l
±
i,1(u,γ) =
∑i
j=m−
i
χ
±
σ,i
(i−m−
i
+1)hj
⊤ej −
∑m+
i
j=i+1
χ
±
σ,i
−πi
(m+
i
−i)hj
⊤ej ,
and the approximations of the eigenvectors given in proposition 5.2 are verified.
Remark: 1) For all i ∈ [[1, n − 1]], the right eigenvectors of A(u,γ, θ), rλ±i (u,γ, θ),
associated to the baroclinic eigenvalues, are defined by
(5.28) rλ
±
i (u,γ, θ) = P−1(θ)rλ
±
i
x (P(θ)u,γ),
and the left eigenvectors of A(u,γ, θ), lλ
±
i (u,γ, θ), associated to these eigenvalues,
are defined by
(5.29) lλ
±
i (u,γ, θ) = lλ
±
i
x (P(θ)u,γ)P(θ).
2) Note that the asymptotic expansions (5.3) for the barotropic eigenvectors and (5.20)
for the baroclinic eigenvectors, are necessary to characterize the Riemann invariants,
rλ,x(u,γ), for all λ ∈ σ(Ax(u,γ)), such that
(5.30) ∃ α(u,γ) > 0, (⊤lλx(u,γ) ·
∂u
∂t
) = α(u,γ)
∂rλ,x(u,γ)
∂t
.
However, it is possible that this last equation has no explicit solution, rλ,x(u,γ),
but the asymptotic expansion performed in this paper is still useful for a numerical
resolution: we can approximately integrate the equation (5.30).
To conclude, we proved the expression of the asymptotic expansions of the baroclinic
eigenvectors, considering the asymptotic regime (4.1) and assuming the heights of
each layer have all the same range and the difference of velocity between an interface
has the same order as the square root of the relative difference of density at this
interface. Moreover, the expansions of these eigenvectors, r
λ
±
i
x (u,γ) and l
λ
±
i
x (u,γ),
for i ∈ [[1, n− 1]], have been performed with a precision about O(ǫ σ(i)+12 ).
In the next subsection, we deduce criterion of local well-posedness of the model (1.10),
more general than (2.10).
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5.3. Local well-posedness of the model. Using the previous asymptotic ex-
pansions, it is possible to prove the local well-posedness of the multi-layer shallow
water model with free surface, in two space-dimensions.
First, we can prove the next proposition
Proposition 5.3. Let (u,γ) ∈ R3n×]0, 1[n−1, θ ∈ [0, 2π], ǫ > 0 and an injective
function σ ∈ R∗ [[1,n−1]]+ such that γ verifies (4.1), u verifies (4.4).
Then, there exists δ > 0 such that if
(5.31) ǫ ≤ δ,
the matrix A(u,γ, θ) is diagonalizable with real eigenvalues if
(5.32)
{
hi > 0, ∀i ∈ [[1, n]],
φσ,i(h)− |ui+1 − ui|2 − |vi+1 − vi|2 > 0, ∀i ∈ [[1, n− 1]],
where φσ,i(h) := (h
−
σ,i + h
+
σ,i)(1 − γi).
Proof. With the rotational invariance (1.16), it is equivalent to prove the diago-
nalizability of Ax(u,γ). Assuming (4.1), (4.4) and (5.31), according to (3.8) and the
propositions 5.1 and 5.2, the right eigenvectors
(5.33)
(
rλ
±
i
x (u,γ)
)
i∈[[1,n]]
∪ (rλix (u,γ))i∈[[2n+1,3n]]
constitute an eigenbasis of R3n if (5.32) is verified. Indeed, the conditions (5.32) are
necessary to insure the eigenvectors are in R3n and it is a basis of this vector-space
because: for i ∈ [[2n + 1, 3n]], giving a vector rλix (u,γ), it is obvious to find back i;
for i ∈ [[1, n]], giving rλ
±
i
x (u,γ) it is also easy to detect i — where the sign of the 1st
coordinates changes — and, according to the strict inequalities (5.32),
(5.34) rλ
+
i
x (u,γ) 6= rλ
−
i
x (u,γ).
Then, if the inequalities (5.32) are assumed, Ax(u,γ) is diagonalizable with real eigen-
values and the proposition 5.3 is proved.
Remark: According to the propositions 4.6 and 4.7, we would expect, in the asymp-
totic regime (4.1), (4.4) and ǫ ≤ δ, that
(5.35) λ−n < λ
−
m
−
σ
< . . . < λ−
m
+
σ
< λ+
m
+
σ
< . . . < λ+
m
−
σ
< λ+n .
In the particular case of two layers, these inequalities are true, in this asymptotic
regime. Moreover, in the case of n layers, with n ≥ 3, if we assume for all i ∈ [[1, n−2]],
πiπi+1 > 0 and
(5.36)
[
h−σ,ih
+
σ,i
h−σ,i + h
+
σ,i
(
1− γi − (ui+1 − ui)
2
h−σ,i + h
+
σ,i
)] 1
2
≪ |πi|h
−
σ,i
h−σ,i + h
+
σ,i
,
then (5.35) remains true, as we can deduce that
(5.37) ∀i ∈ [[1, n− 1]], min(ui, ui+1) < λ±i < max(ui, ui+1),
and the diagonalizability of the matrix A(u,γ, θ) is directly deduced. However, in
the general case, (5.35) is not verified: to prove the diagonalizability of A(u,γ, θ), we
need the entirely eigenstructure of this matrix.
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Finally, as a consequence of the previous proposition, we deduce a criterion of local
well-posedness in Hs(R2)3n, more general than criterion (2.10).
Theorem 5.4. Let s > 2, γ ∈]0, 1[n−1, ǫ > 0 and an injective function σ :
[[1, n− 1]]→ R∗+ such that γ verifies (4.1).
Then, there exists δ > 0 such that if
(5.38) ǫ ≤ δ,
the Cauchy problem, associated with (1.10) and initial data u0 ∈ Hσ,ǫ ∩Hs(R2)3n, is
hyperbolic, locally well-posed in Hs(R2)3n and the unique solution verifies conditions
(2.5).
Proof. Let (u0,γ) ∈ Hs(R2)3n×]0, 1[n−1 such that conditions (4.1), (4.4) and
(5.38) are verified. As it was proved in the proposition 5.3, for all (X, θ) ∈ R2× [0, 2π],
A(u0(X),γ, θ) is diagonalizable, with real eigenvalues, if u ∈ Hσ,ǫ. Then, the Cauchy
problem is hyperbolic. Moreover, according to the proposition 2.7, it is locally well-
posed in Hs(R2)3n and the unique solution verifies conditions (2.5).
Remark: This criterion is less restrictive than (2.10), because, as it was proved in
proposition 4.11, if (u,γ) verifies these conditions and ǫ is sufficiently small, Ssγ ⊂
Hσ,ǫ ∩Hs(R2)3n.
In conclusion, we proved the expression of the asymptotic expansions of the baroclinic
eigenvectors, considering the asymptotic regime (4.1) and assuming the heights of
each layer have all the same range and the difference of velocity between an interface
has the same order as the square root of the relative difference of density at this
interface. Moreover, the expansions of these eigenvectors, r
λ
±
i
x (u,γ) and l
λ
±
i
x (u,γ),
for i ∈ [[1, n− 1]], have been performed with a precision about O(ǫ σ(i)+12 ), permitting
to give a condition of local well-posedness of the multi-layer shallow water model with
free surface, in two dimensions.
In the next subsection, we deduce from the asymptotic expansions of the eigenstruc-
ture of Ax(u,γ), the nature of the waves associated to each eigenvalues.
5.4. Nature of the waves. In order to know the type of the wave associated
to each eigenvalue – shock, contact or rarefaction wave – there is the next proposition
Proposition 5.5. Let γ ∈]0, 1[n−1, ǫ > 0 and an injective function σ ∈
R
∗ [[1,n−1]]
+ such that γ verifies (4.1).
Then, there exists δ > 0 such that if
(5.39) ǫ ≤ δ,
and u ∈ Hσ,ǫ, we have
(5.40){
the λ±i −characteristic field is genuinely non− linear, if i ∈ [[1, n]],
the λi−characteristic field is linearly degenerate, if i ∈ [[2n+ 1, 3n]].
Proof. If (u,γ) verify these assumptions, the asymptotic expansions (4.29) and
(4.34) are valid. Moreover, we remark that for all i ∈ [[1, n]], λ±i depends analytically
of the parameters of the problem and we deduce that the error of the asymptotic
expansions still remains small after derivating. Then, with the right eigenvectors (3.8)
and the asymptotic expansions of the right eigenvectors (5.2) and (5.19) of Ax(u,γ),
one can check that
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(5.41)
{
∇λ±i · r
λ
±
i
x (u) 6= 0, if i ∈ [[1, n]], ,
∇λi · rλx(u) = 0, if i ∈ [[2n+ 1, 3n]].
Then, the proposition 5.5 is proved.
Remark: When for all i ∈ [[1, n − 1]], ui+1 − ui and 1 − γi are all equal to 0, the
λ±n -characteristic field remains genuinely non-linear but the λ
±
i -characteristic field
becomes linearly degenerate.
To conclude, under assumptions (4.1), (4.4) and (5.39), for all i ∈ [[1, n]], the λ±i -wave
is a shock wave or a rarefaction wave and for all i ∈ [[2n + 1, 3n]] the λi-wave is a
contact wave.
6. A conservative multi-layer shallow water model. Even if the model
(1.1–1.2) is conservative, in the one-dimensional case, with the unknowns (hi, ui),
i ∈ [[1, n]], it is not anymore true in the two-dimensional case. This section will treat
this lack of conservativity by an augmented model, with a different approach from [1].
We remind that no assumption has been made concerning the horizontal vorticity, in
each layer
(6.1) ∀i ∈ [[1, n]], wi := curl(ui) = ∂vi
∂x
− ∂ui
∂y
.
6.1. Conservation laws. Using a Frobenius problem, it was proved in [6] that
the one-dimensional two-layer shallow water model with free surface has a finite num-
ber of conservative quantities: the height and velocity in each layer, the total momen-
tum and the total energy. However, in the two-dimensional case, it is still an open
question.
Concerning the multi-layer model, in one dimension, we can also reduce the study of
conservative quantities to the study of a Frobenius problem. Indeed, defining the new
unknowns
(6.2) ∀i ∈ [[1, n]],
{
hˆi := αn,ihi,
uˆi := ui,
and
(6.3) uˆ := ⊤(hˆ1, . . . , hˆn, uˆn, . . . , uˆn),
then, the model (1.10) is equivalent to
(6.4)
∂uˆ
∂t
+ Aˆx(uˆ,γ)
∂uˆ
∂x
+ bˆ(uˆ) = 0,
with
(6.5) Aˆx(uˆ,γ) :=
[
∆ 0
0 In
] [
Vx H
Γ Vx
]
.
Moreover, we have also
(6.6) Aˆx(uˆ,γ) = P∇2eˆ1(uˆ,γ),
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where eˆ1(uˆ) :=
1
2
∑n
i=1 hˆi
(
uˆ2i +
hˆi
αn,i
)
+
∑n−1
i=1
∑n
j=i+1 hˆi
hˆj
αn,j
and the 2n× 2n block
matrix P is defined by
(6.7) P :=
[
0 In
In 0
]
,
Therefore, η(uˆ) is a conservative quantity of the multi-layer model, in one dimension,
if and only if the matrix ∇2η(uˆ) Aˆx(uˆ) is symmetric, which is equivalent to, according
to (6.6),
(6.8) (P∇2η(uˆ))Aˆx(uˆ) = Aˆx(uˆ)(P∇2η(uˆ)).
Consequently, if we denote by X := P∇2η(uˆ), the conservative quantities of (6.4)
needs to verify the Frobenius problem:
(6.9) X Aˆx(uˆ) = Aˆx(uˆ) X.
Remark: The condition (6.9) is just necessary: the solution X := [Xi,j ](i,j)∈[[1,2n]]2
needs to verify the compatibility conditions
(6.10) ∀(i, j, k) ∈ [[1, 2n]]3, ∂Xi,j
∂αk
=
∂Xi,k
∂αj
,
where for all k ∈ [[1, n]], αk := hˆk and αn+k := uˆk, to insure that X is the hessian of a
scalar field.
We remind a useful property of the set of the solutions of (6.9):
Proposition 6.1. Let γ ∈]0, 1[n−1, ǫ > 0 and an injective function σ ∈
R
∗ [[1,n−1]]
+ such that γ verifies (4.1).
Then, there exists δ > 0 such that if
(6.11) ǫ ≤ δ,
and u ∈ Hσ,ǫ, a matrix X is solution of the Frobenius problem (6.9) if and only if
(6.12) X ∈ Span(Aˆkx(uˆ), k ∈ [[0, 2n− 1]]).
Proof. Under these conditions, as it was proved in propositions 4.6 and 4.7, the
eigenvalues of Aˆx(uˆ) are all distinct. Then, the characteristic polynomial of Aˆx(uˆ)
coincides with the minimal polynomial. Therefore, the set of solutions of (6.9) is
equal to Span
(
Aˆkx(uˆ), k ∈ [[0, 2n− 1]]
)
.
Then, according to the last proposition, there exists
(
xi
)
i∈[[1,2n−1]] ⊂ R such that
(6.13) ∇2η(uˆ) =
2n−1∑
i=0
xiPAˆ
k
x(uˆ).
Using the compatibility conditions (6.10), we should find conditions on
(
xi
)
i∈[[1,2n−1]],
to insure η(uˆ) to be a conservative quantity. However, the question is still open as
the complexity of (6.10) is very high. However we would expect to find
(6.14)
{
xi is a constant, ∀i ∈ [[0, 1]],
xi = 0, ∀i ∈ [[2, 2n− 1]],
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to deduce that there exist (x0, x1) ∈ R2 and (c,d) ∈ R2n such that
(6.15) η(uˆ) =
x0
2
uˆ · Puˆ+ x1eˆ1(uˆ) + c · uˆ+ d,
as the only known conservative quantities, in one dimension, are the height, the
velocity in each layer, the total momentum and the total energy of the system.
Concerning the conservative quantities of the multi-layer model, in two dimensions,
the question is quite more complex and is also still open. Moreover, the study per-
formed below does not remain possible — the structure (6.6) is not anymore verified.
Nevertheless, introducing wi, for i ∈ [[1, n]], in equations (1.1–1.2), the conservation
of mass (1.1) is unchanged
(6.16)
∂hi
∂t
+∇·(hiui) = 0,
but the equation of depth-averaged horizontal velocity (1.2) becomes conservative
(6.17)
∂ui
∂t
+∇
(
1
2
(u2i + v
2
i ) + Pi
)
− (f + wi)ui⊥ = 0.
Moreover, the horizontal vorticity, in each layer, is also conservative:
(6.18)
∂wi
∂t
+∇ · ((wi + f)ui) = 0.
Therefore, in the two-dimensional case, there are at least 3n+2 conservative quantities:
the height, the velocity and the horizontal vorticity in each layer, the total momentum
and the energy e2:
(6.19) e2(v,γ) :=
1
2
n∑
i=1
αn,ihi
(
u2i + v
2
i + hi
)
+
n−1∑
i=1
n∑
j=i+1
αn,ihihj.
6.2. A new augmented model. From equations (1.1–1.2), it is possible to
obtain a new model. We denote (u,v) ∈ Hs(R2)3n × Hs(R2)4n, the vectors defined
by
(6.20)
{
u := ⊤(h1, . . . , hn, u1, . . . , un, v1, . . . , vn),
v := ⊤(h1, . . . , hn, u1, . . . , un, v1, . . . , vn, w1, . . . , wn).
If u is a classical solution of (1.10), then v is solution of the augmented system
(6.21)
∂v
∂t
+ Aax(v,γ)
∂v
∂x
+ Aay(v,γ)
∂v
∂y
+ ba(v) = 0,
where the 4n× 4n block matrices Aax(v,γ) and Aay(v,γ) are defined by
(6.22) Aax(v,γ) :=


Vx H 0 0
Γ Vx Vy 0
0 0 0 0
0 W 0 Vx

 ,
(6.23) Aay(v,γ) :=


Vy 0 H 0
0 0 0 0
Γ Vx Vy 0
0 0 W Vy

 ,
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where W := diag[wi + f ]i∈[[1,n]] and ba(v) is defined by
(6.24) ba(v) :=
n∑
k=1
(− (wk + f)vk + ∂b
∂x
)
e′n+k +
(
(wk + f)uk +
∂b
∂y
)
e′2n+k,
where (e′i)i∈[[1,4n]] denotes the canonical basis of R
4n.
Even if the model (1.1–1.2) is not conservative, the model (6.21) is always so. Then,
there is no need to chose a conservative path in the numerical resolution.
Remark: 1) e2(v,γ) is not the total energy of the augmented model (6.21). Indeed, it
is never a convex function with the variable v as it is independent of (wi)i∈[[1,n]]. 2) Let
v ∈ R4n, the associated vector u ∈ R3n will be composed of the 3n first coordinates
of the vector v. All the quantities or functions with u as a variable will refer to the
non-augmented model (1.10) and all the ones with v, as a variable, will refer to the
new augmented model (6.21).
Proposition 6.2. The augmented model (6.21) verifies the rotational invariance.
Proof. We denote by Aa(v,γ, θ) the matrix defined by
(6.25) cos(θ)Aax(v,γ) + sin(θ)A
a
y(v,γ).
One can check the next equality, for all (v,γ , θ) ∈ R4n × R∗ n−1+ × [0, 2π]
(6.26) Aa(v,γ , θ) = Pa(θ)−1Aax(P
a(θ)v,γ)Pa(θ),
where Pa(θ) is the 4n× 4n block matrix defined by
(6.27) Pa(θ) :=


In 0 0 0
0 cos(θ)In sin(θ)In 0
0 − sin(θ)In cos(θ)In 0
0 0 0 In

 ,
and, moreover, we notice Pa(θ)−1 = ⊤Pa(θ).
6.3. A rough criterion of local well-posedness. We give a 1st criterion
of Friedrichs-symmetrizability to insure the local well-posedness in Hs(R2)4n and
L2(R2)4n.
Theorem 6.3. Let s > 2 and (v0,γ) ∈ Hs(R2)4n×]0, 1[n−1 and u0 := (u0, v0) ∈
R2 such that
(6.28)
{
infX∈R2 h0i (X) > 0, ∀ i ∈ [[1, n]],
infX∈R2 δa(v0(X),γ,u0) > 0,
where for every v ∈ R4n,
(6.29)
δa(v,γ,u0) := min
(
a(h,γ)−1,mini∈[[1,n]](h2i )
)
−maxi∈[[1,n]] αn,i|ui − u0| −maxi∈[[1,n]] αn,i|vi − v0|
+min
(
0,mini∈[[1,n]]
wi+f
2
(
wi + f −
√
(wi + f)2 + 4h2i
))
.
Then, the Cauchy problem, associated with the system (6.21) and the initial data v0,
is hyperbolic, locally well-posed in Hs(R2)4n and there exists T > 0 such that v, the
unique solution of the Cauchy problem, verifies
(6.30)
{
v ∈ C1([0, T ]× R2)4n,
v ∈ C([0, T ];Hs(R2))4n ∩ C1([0, T ];Hs−1(R2))4n.
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Proof. We define the next 4n× 4n symmetric matrix:
(6.31) Sa(v,γ) =


∆Γ+W2 ∆Vx ∆Vy −WH
∆Vx ∆H 0 0
∆Vy 0 ∆H 0
−WH 0 0 H2

 ,
One can check that Sa(v,γ), Sa(v,γ)Aax(v,γ) and S
a(v,γ)Aay(v,γ) are uncondition-
ally symmetric:
(6.32)
S
a(v,γ)Aax =


2∆ΓVx +W
2Vx ∆ΓH+∆V
2
x ∆VxVy −WHVx
∆ΓH+∆V2x 2∆HVx ∆HVy 0
∆VxVy ∆HVy 0 0
−WHVx 0 0 H2Vx

 ,
(6.33)
S
a(v,γ)Aay =


2∆ΓVy +W
2Vy ∆VxVy ∆ΓH+∆V
2
y −WHVy
∆VxVy 0 ∆HVx 0
∆ΓH+∆V2y ∆HVx 2∆HVy 0
−WHVy 0 0 H2Vy

 ,
Then, we need to verify Sa(v,γ) > 0 (i.e λmin
(
Sa(v,γ)
)
> 0), to insure that it is a
Friedrichs-symmetrizer. We introduce the following decomposition of Sa(v,γ):
(6.34) Sa(v,γ) = Sa0(h,γ) + S
a
1(v,γ) + S
a
2(v,γ) + S
a
3(v,γ),
where the 4n× 4n symmetric matrices are defined by
(6.35) Sa0(h,γ) =


∆Γ 0 0 0
0 ∆H 0 0
0 0 ∆H 0
0 0 0 H2

 ,
(6.36) Sa1(v,γ) =


0 ∆Vx 0 0
∆Vx 0 0 0
0 0 0 0
0 0 0 0

 ,
(6.37) Sa2(v,γ) =


0 0 ∆Vy 0
0 0 0 0
∆Vy 0 0 0
0 0 0 0

 ,
(6.38) Sa3(v,γ) =


W2 0 0 −WH
0 0 0 0
0 0 0 0
−WH 0 0 0

 .
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According to the inequality of convexity (2.34),
(6.39)
λmin
(
S
a(v,γ)
) ≥ λmin(Sa0(h,γ))+ λmin(Sa1(v,γ))+ λmin(Sa2(v,γ))+ λmin(Sa2(v,γ)).
An analysis of each spectrum leads to
(6.40)

λmin
(
Sa0(h,γ)
) ≥ min (a(h,γ)−1,mini∈[[1,n]](h2i )),
λmin
(
Sa1(v,γ)
)
= −maxi∈[[1,n]] αn,i|ui|,
λmin
(
Sa1(v,γ)
)
= −maxi∈[[1,n]] αn,i|vi|,
λmin
(
S
a
1(v,γ)
)
= min
(
0,mini∈[[1,n]]
wi+f
2
(
wi + f −
√
(wi + f)2 + 4h2i
))
.
Finally, with the rescaling
(6.41) ∀i ∈ [[1, n− 1]],


hi ← hi,
ui − u0 ← ui,
vi − v0 ← vi,
and under conditions (6.28), the mapping
(6.42) Sa : (v,γ) 7→ Sa(v,γ)
is a Friedrichs-symmetrizer. Using the propositions 2.5 and 2.6, the Cauchy problem
is hyperbolic, locally well-posed and the unique solution verifies (6.30), if the initial
data verifies (6.28).
Remark: The non-augmented model (1.10) has a symbolic-symmetrizer if
(6.43) a(h,γ)−1 − αn,i
(|ui − u¯|+ |vi − v¯|) > 0,
which is stronger than the condition of symmetrizability (6.28), for the augmented
model (6.21), if for all i ∈ [[1, n]],
(6.44) h2i ≥ a(h,γ)−1,
and
(6.45)
min
(
0, min
i∈[[1,n]]
wi + f
2
(
wi+f−
√
(wi + f)2 + 4h2i
))
> max
i∈[[1,n]]
αn,i(|u0|−|u¯|+|v0|−|v¯|),
and weaker otherwise.
6.4. A weaker criterion of local well-posedness. As it was reminded before,
the description of the eigenstructure of Aa(v,γ, θ) is a decisive point, as it permits to
characterize exactly its diagonalizability, the nature of the waves and also the Riemann
invariants. According to the rotational invariance (6.26), we restrict the analysis to
the eigenstructure of Aax(v,γ). First of all, as the characteristic polynomial of A
a
x(v,γ)
is equal to
(6.46) det(Aax(v,γ)− λI4n) = λn det(Ax(u,γ)− λI3n),
we remark that the spectrum of Aax(v,γ) is such that
(6.47) σ(Aax(v,γ)) :=
(
λ±i (v,γ)
)
i∈[[1,n]] ∪ (λ2n+i(v,γ))i∈[[1,2n]] ,
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where
(
λ±i (v,γ)
)
i∈[[1,n]] ∪ (λ2n+i(v,γ))i∈[[1,n]] =: σ(Ax(u,γ)) and
(6.48) ∀i ∈ [[1, n]], λ3n+i(v,γ) = 0.
Let γ ∈]0, 1[n−1, ǫ > 0 and an injective function σ : [[1, n − 1]] → R∗+ such that γ
verifies (4.1). We define the next subset of L2(R2)4n:
(6.49) Haσ,ǫ :=
{
v0 ∈ L2(R2)4n/ u0 ∈ Hσ,ǫ
}
Proposition 6.4. Let (v,γ) ∈ R4n×]0, 1[n−1, θ ∈ [0, 2π], ǫ > 0 and an injective
function σ ∈ R∗ [[1,n−1]]+ such that γ verifies (4.1) and the associated vector u verifies
(4.4).
There exists δ > 0 such that if
(6.50) ǫ ≤ δ,
then the matrix Aa(v,γ, θ) is diagonalizable with real eigenvalues if the associated
vector, u, verifies
(6.51)
{
hi > 0, ∀i ∈ [[1, n]],
φσ,i(h)− |ui+1 − ui|2 − |vi+1 − vi|2 > 0, ∀i ∈ [[1, n− 1]].
Proof. With the rotational invariance (6.26), it is equivalent to prove the diago-
nalizability of Aax(v,γ). By denoting (e
′
i)i∈[[1,4n]] the canonical basis of R
4n, one can
prove the expressions of the right eigenvectors rλx(v,γ) of A
a
x(v,γ), associated to the
eigenvalue λ ∈ σ(Aax(v,γ)), are, for all i ∈ [[1, n]], defined by
(6.52) r
λ
±
i
x (v,γ) = r
λ
±
i
x (u,γ) +
n∑
k=1
wk + f
λ±i − uk
(r
λ
±
i
x (u,γ) · en+k)e′3n+k,
(6.53) rλ2n+ix (v,γ) = e
′
3n+i,
(6.54) rλ3n+ix (v,γ) =


(ΓVyei · ei)e′i − (VxH−1Γ−1Vyei · ei)e′n+i
−((In − V2xH−1Γ−1)Vyei · ei)e′2n+i
+(WH−1Γ−1Vyei · ei)e′3n+i
, if vi 6= 0,
e′
2n+i, if vi = 0,
where rλx(u,γ) are expressed in (5.2) and (5.19) and (·) is the inner product on R3n.
Consequently, the right eigenvectors rλ(v,γ, θ) of Aa(v,γ, θ) are defined by
(6.55) ∀λ ∈ σ (Aa(v,γ , θ)) , rλ(v,γ, θ) = Pa(θ)−1rλx(Pa(θ)v,γ).
Moreover, as it was proved in the diagonalizability of Ax(u,γ) in proposition 5.3, if
ǫ ≤ δ, the right eigenvectors induced an eigenbasis of R4n. A consequence is the
right eigenvectors form an eigenbasis of R4n and Aax(v,γ) is diagonalizable with real
eigenvalues, if (6.51) is verified.
50 R. Monjarret
Remark: There is also the left eigenvectors lλx(v,γ) of A
a
x(v,γ), associated to the
eigenvalue λ ∈ σ(Aax(v,γ)): for all i ∈ [[1, n]],
(6.56) lλ
±
i
x (v,γ) = l
λ
±
i
x (u,γ) +
n∑
k=1
vk
λ±i
(⊤lλ
±
i
x (u,γ) · en+k)⊤e′2n+k,
(6.57) lλ2n+ix (v,γ) = −(wi + f)⊤e′i + hi⊤e′3n+i,
(6.58) lλ3n+ix (v,γ) =
⊤e′2n+i,
where lλx(u,γ) are expressed in (5.3) and (5.20) and (·) is the inner product on R3n.
Moreover, we made intentionally a mistake in (6.52) and (6.56), as we did not provide
the expression of r
λ
±
i
x (u,γ) and l
λ
±
i
x (u,γ), but it is the natural expression coming
from (5.2), (5.3), (5.19) and (5.20) and replacing ei by e
′
i, for every i ∈ [[1, 3n]].
Then, the left eigenvectors lλ(v,γ, θ) of Aa(v,γ, θ) are also defined by
(6.59) ∀λ ∈ σ (Aa(v,γ, θ)) , lλ(v,γ , θ) = lλx(Pa(θ)v,γ)Pa(θ).
Remark: According to the asymptotic expansions (5.3) and (5.20), in the general case,
λ±i 6= 0 and λ±i 6= ui; consequently, rλ
±
i
x (v,γ) in (6.52) and l
λ
±
i
x (v,γ) in (6.56) are
defined.
Furthermore, the type of the wave associated to each eigenvalue is described in the
next proposition.
Proposition 6.5. Let γ ∈]0, 1[n−1, ǫ > 0 and an injective function σ ∈
R
∗ [[1,n−1]]
+ such that γ verifies (4.1).
Then, there exists δ > 0 such that if
(6.60) ǫ ≤ δ,
and v ∈ Haσ,ǫ, we have
(6.61){
the λ±i −characteristic field is genuinely non− linear, if i ∈ [[1, n]],
the λi−characteristic field is linearly degenerate, if i ∈ [[2n+ 1, 4n]].
Proof. Using the same proof of proposition 5.5, and remarking that for all i ∈
[[2n+ 1, 3n]], λi = 0, which implies
(6.62) ∇λi · rλx(v,γ) = 0,
and the proof of the proposition 6.5.
To conclude, under conditions of the proposition 6.5, for all i ∈ [[1, n]], the λ±i -wave is
a shock wave or a rarefaction wave and the λ±2n+i-wave and λ
±
3n+i-wave are contact
waves.
Finally, the point is to know if this augmented system (6.21) is locally well-posed and
if its solution provides the solution of the non-augmented system (1.10).
Theorem 6.6. Let s > 2, γ ∈]0, 1[n−1, ǫ > 0 and an injective function σ :
[[1, n− 1]]→ R∗+ such that γ verifies (4.1).
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Then, there exists δ > 0 such that if
(6.63) ǫ ≤ δ,
the Cauchy problem, associated with (6.21) and initial data v0 ∈ Haσ,ǫ ∩Hs(R2)4n, is
hyperbolic, locally well-posed in Hs(R2)4n and the unique solution verifies conditions
(6.30). Furthermore, u, the associated vector field, verifies conditions (2.5) and is
the unique classical solution of the Cauchy problem, associated with (1.10) and initial
data u0 ∈ Hσ,ǫ ∩Hs(R2)3n, if and only if
(6.64) ∀i ∈ [[1, n]], w0i =
∂v0i
∂x
− ∂u
0
i
∂y
.
Proof. Using proposition 6.4, σ(Aa(v,γ, θ)) ⊂ R and Aa(vγ , θ) is diagonalizable.
Then, the proposition 2.7 is verified: the hyperbolicity and the local well-posedness of
the Cauchy problem, associated with system (6.21) and initial data v0, is insured and
conditions (6.30) are verified. Moreover, it is obvious to prove that, for all i ∈ [[1, n]],
there exists Φi : R
2 → R such that
(6.65) ∀(t, x, y) ∈ R+ × R2, wi(t, x, y) = ∂vi
∂x
(t, x, y)− ∂ui
∂y
(t, x, y) + Φi(x, y).
As Φi does not depend on the time t, u – the vector associated to v – is solution of
the non-augmented system (1.10) if and only if Φi = 0, for all i ∈ [[1, n]], which is true
if and only if it is verified at t = 0.
We deduce directly the next corollary.
Corollary 6.7. Let s > 2, γ ∈]0, 1[n−1, ǫ > 0 and an injective function
σ : [[1, n− 1]]→ R∗+ such that γ verifies (4.1).
There exists δ > 0 such that if we assume
(6.66) ǫ ≤ δ,
and we consider v, the unique solution of the Cauchy problem, associated with (6.21)
and initial data v0 ∈ Haσ,ǫ ∩ Hs(R2)4n, then the associated vector field, u ∈ Hσ,ǫ ∩
Hs(R2)3n is the unique solution of (1.10) and verifies (2.5) if and only if v0 verifies
(6.67) ∀i ∈ [[1, n]], w0i =
∂v0i
∂x
− ∂u
0
i
∂y
.
Proof. If (σ, ǫ) verify these assumptions, then, according to the theorem 6.6,
the unique solution of the Cauchy problem, associated with (6.21) and initial data
v0 ∈ Haσ,ǫ ∩ Hs(R2)4n is such that the associated vector field, u, verifies conditions
(2.5) and is the unique classical solution of the Cauchy problem, associated with (1.10)
and initial data u0 ∈ Hσ,ǫ ∩Hs(R2)3n, if and only if (6.67) is verified.
To cut a long story short, we introduced a new conservative multi-layer model, in two-
dimensions, proved the Friedrichs-symmetrizability under conditions (6.28), proved its
local well-posedness in Hs(R2)3n, with s > 2, under the same conditions expressed
in the previous section. Moreover, we explained the link between the solutions of
the augmented and the non-augmented models: they are the same if they verify the
compatibility conditions (6.6), when t = 0.
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7. Discussions and perspectives. In this paper, we proved, with various
techniques, the hyperbolicity and the local well-posedness, in Hs(R2)3n, of the two-
dimensional multi-layer shallow water model, with free surface. All of them use the
rotational invariance property (1.16), reducing the problem from two dimensions to
one dimension. We gave, at first, a criterion of local well-posedness, in Hs(R2)3n,
using the symmetrizability of the system (1.10). Afterwards, we studied the hyper-
bolicity of different particular cases: the single-layer model, the merger of two layers
and the asymptotic expansion of this last case. Then, we proved the asymptotic ex-
pansion of all the eigenvalues, in a particular asymptotic regime, and a new criterion
of hyperbolicity of this system was explicitly characterized and compared with the
set of symmetrizability. This criterion is clearly similar with the criterion well-known
in the two-layer case. Moreover, we provided the asymptotic expansion of all the
eigenvectors, in this regime, we characterized the nature of waves associated to each
element of the spectrum of Ax(u,γ) – shock, rarefaction of contact wave – and we
proved the local well-posedness, in Hs(R2)3n, of the system (1.10), under conditions
of hyperbolicity and weak density-stratification. Finally, after discussing about the
conservative quantities of the system, we introduced a new augmented model (6.21),
adding the horizontal vorticity, in each layer, as a new unknown. We also charac-
terized the eigenstructure, the nature of the waves, proved the local well-posedness
in Hs(R2) and explained the link of a solution of the non-augmented model (1.10)
and a solution of the new model (6.21). The conservativity of the new augmented
model avoid choosing a conservative path, introduced in [17], to solve the numerical
problem.
However, the characterization of all the conservative quantities is still an open ques-
tion, in the general case of n layers and in one and two dimensions. Moreover, we
addressed the question of the hyperbolicity and the local well-posedness in a particu-
lar asymptotic regime. There are a lot of other possibilities which are not taken into
account in this regime. Indeed, even if the assumption on the density-stratification
seems to embrace most of the useful cases of the oceanography, the assumptions on
the heights of each layer does clearly not. Then, other asymptotic expansions are
needed to be performed, in order to characterize the other possibilities.
Finally, the characterization of the eigenstructure is a decisive point of the numerical
treatment of the open boundary problem, in a limited domain Ω. Indeed, there are a
lot of techniques to treat these kind of boundary conditions: the radiation methods as
the Sommerfeld conditions from [39] or as the Orlanski-type conditions, for more com-
plex hyperbolic flows, proposed in [31]; the absorbing conditions, explained in [22];
relaxation methods studied in [35]; or the Flather conditions proposed in [24]. As it
was underlined in [9], the characteristic-based methods, such as Flather conditions —
which is often seen as radiation conditions —, are natural and efficient open bound-
ary conditions: the outgoing waves does not need any conditions, while conditions
are imposed on the characteristic variables, for the incoming waves. However, the
integration of the characteristics variables is not an issue when n = 1, the single-layer
problem: the characteristics variables are exactly known, because the exact eigenvec-
tors lλ
±
1 := ⊤(1,±
√
h
g
, 0), associated with the exact eigenvalue λ±1 := u ±
√
gh, is
such that:
(7.1) ⊤lλ
±
1
∂u
∂t
=
√
h
g
∂
∂t
(
u± 2
√
gh
)
,
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where we remind that u := ⊤(h, u, v), when n = 1. Then, the characteristic variables
of the single-layer model, at the surface ∂Ω, are: (u ·n) and (u ·n)± 2√gh, where n
is the outward pointing unit vector of ∂Ω. In the case n = 2, [11] and [34] gave the 4
characteristics variables associated to the two-layer model and we will give it for an
eastern surface: n = ⊤(1, 0). Two of them are associated to the total height of water
(i.e. the barotropic waves):
(7.2)
h1u1 + h2u2
h1 + h2
± 2
√
g(h1 + h2),
and two of them to the interface (i.e. the baroclinic waves):
(7.3) arcsin
(
h1 − h2
h1 + h2
)
∓ arcsin
(
u2 − u1√
g(1− γ1)(h1 + h2)
)
.
Nevertheless, these expressions are formal approximations of the regime γ1 ≈ 1 in
(7.2), and ∂(h1+h2)
∂t
≈ 0 in (7.3). As far as we know, the question is still open about
the precision of these characteristic variables, compared with a linearized treatment of
the open boundary conditions. Finally, as we have proved in this paper, the eigenstruc-
ture of the multi-layer model, with n ≥ 3 and in the asymptotic regime considered,
looks like different two-layer models, with different layers considered. Then, in the
asymptotic regime (4.1) and (4.4), another open question is the efficiency of the open
boundary conditions with the following formal characteristic variables:
(7.4) u¯± 2
√
gH,
and
(7.5) ∀i ∈ [[1, n− 1]], arcsin
(
h−σ,i − h+σ,i
h−σ,i + h
+
σ,i
)
∓ arcsin

 ui+1 − ui√
g(1− γi)(h−σ,i + h+σ,i)

 .
compared with a linearized treatment of the open boundary conditions, as Flather
conditions. It would be interesting to compute these two kind of open boundary
conditions in the two-layer case and a more general one, in a simple limited domain
such as a rectangular, to address these open questions.
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