Abstract-During the data-taking period from 2009 until 2011, the ATLAS TDAQ system has been used very successfully to collect proton-proton data at LHC centre-of-mass energies between 900 GeV and 7 TeV and is now collecting data at 8 TeV. The TDAQ system is mostly made of off-the-shelf processing units organized in a farm of 2000 elements. The trigger system is designed in three levels reducing the event rate from the design bunch-crossing rate of 40 MHz to an average recording rate of about 300 Hz. Using custom electronics with input from the calorimeter and muon detectors, the first level rejects most background collisions in less than 2.5 μs. The two following levels are software-based triggers with average decision times of 40 ms and 4 s respectively. The trigger system is designed to select events by identifying muons, electrons, photons, taus, jets, and B hadron candidates, as well as using global event signatures, such as missing transverse energy.
I. INTRODUCTION
T HE ATLAS detector [1] is a general-purpose detector built to collect data of collision events produced by the Large Hadron Collider (LHC) [2] at CERN. The ATLAS experiment has a wide physics programme including the precise measurement of QCD and electroweak processes and searches for the Higgs boson or physics beyond the Standard Model. At the LHC design luminosity of 10 34 cm −2 s −1 , it provides a proton-proton (pp) collision at a rate of 40 MHz. The trigger and data acquisition (DAQ) system must reduce the event recording rate to an affordable level of a few 100 Hz.
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The LHC operation started at the end of 2009 with the centre-of-mass energy of 900 GeV proton-proton (pp) collision. In 2011, the LHC operated at a centre-of-mass energy of 7 TeV proton-proton (pp) collision while the instantaneous luminosity increased continously throughout the year achieving a peak instantaneous luminosity of 3.7 × 10 33 cm −2 s −1 . During this period, the ATLAS detector collected 5.25 fb −1 of pp collision data from a total of 5.47 fb −1 delivered luminosity. In November 2011, the LHC operated in the heavy ion (HI) mode colliding lead ion beams.
The ATLAS data-taking conditions changed continuosly following the increase of the LHC luminosity. In order to achieve an efficient data-taking, the trigger and DAQ (TDAQ) system had to adapt these changing conditions. The trigger criteria were updated as the luminosity increased in order to keep the rates under control. At the same time sufficient resources (network bandwidth, computing power etc.) had to be available in all parts of the DAQ system. This note gives an overview of the ATLAS TDAQ system and summarises the operational experiences in 2011, in particular the evolution of the DAQ system and trigger selection in order to cope with the increase of the luminosity and higher pile-up conditions. Several improvements to the system were made for 2012 running based on the experience in 2011 which are also described in the note.
II. ATLAS TRIGGER AND DAQ SYSTEM
The ATLAS TDAQ system is responsible for reading out event data from the detector subsystems, selecting interesting events and recording them to disk for further investigation in offline analysis. The TDAQ system architecture [3] is organized in three levels as outlined in Figure 1 . The first level trigger (L1) is based on a custom hardware using signals from the muon detectors and the calorimeter. The High Level Trigger (HLT) consisting of the level-2 (L2) and Event Filter (EF) is a software system running on a PC farm where each rack contains 30 or 40 computing nodes. There are two types of racks; ones dedicated to EF and the XPU (eXchangable Processing Units) ones which can be configured to run as L2 or EF processing on a run by run basis. In total, there are about 17000 CPU cores available at the HLT.
The L1 trigger issues the decision whether to accept the event or not with a latency of 2.5 μs. On a positive L1 decision, detector subsystems start reading out data from the frontend electronics and push data fragments to dedicated memories. These memories are hosted on PCI boards mounted on ∼ 150 PCs (ROS). Each ROS holds data fragments corresponding to a particular region of the detector and serves them to the L2 processing units and to the Event Builder (EB) on request. The L2 system assigns the processing of the triggered event to a free node which analyzes the event in more detail within "regions of interest" (RoIs) given by the L1 result. Thanks to the RoI mechanism, each L2 process analyzes only a small fraction (few %) of the entire event thus reducing the execution time and the amount of data transfer. Once the event is accepted by the L2, the full event is built and sent to the EF. Events accepted by the EF are tagged by "streams" according to the trigger they passed and written to different files [4] . Currently, there are four main physics streams (egamma, muon, jetTauEtmiss and minbias).
The event processing at the HLT happens by executing several algorithms in steps. For example, the L2 electron trigger first analyzes the electromagnetic (EM) calorimeter data and reconstructs an EM cluster, the second step is to reconstruct tracks and the final step performs a matching between the cluster and the track. Quality of the reconstructed objects are evaluated after each step and the proceeding steps are executed only if the check passes. This allows the HLT to reject events at an early stage reducing the execution time as well as data requests to ROSes at the L2.
III. TDAQ OPERATION IN 2011
In 2011, the LHC luminosity increased over time during the pp data-taking period which demanded that the TDAQ system to adapt continously to the evolving data-taking conditions. This is illustrated in Figure 2 which shows how the instantaneous luminosity evolved as a function of date.
The selection criteria for various triggers had to be tightened in order to keep the output rates within system limits. Moreover, the increase in the instantaneous luminosity caused an increase in the number of extra pp collisions in the same bunch crossing (pile-up events) which add extra signal in the detectors. Some trigger signatures are particularly sensitive to pile-up effects whose rates increases much faster than the luminosity increase. The pile-up also increases the event processing time as well as the event data size which affects the CPU usage at the HLT, bandwidth and the data storage of the DAQ system. The average number of pile-up events ( μ ) in 2011 reached μ 12. In 2012, the LHC is operating with a centre-of-mass energy of 8 TeV and the peak luminosity of 6.7×10 33 cm −2 s −1 ( μ 30) was recorded as of May 2012. Figure 3 shows the L1, L2 and EF trigger rates during a typical fill of pp collision. The L1 rate was kept below ∼ 65 kHz in order to prevent high deadtime. The L2 and EF rates were ∼ 5 kHz and ∼ 300 Hz on average, respectively.
During 2011, trigger selections had to be tightened at all levels in order to allow smooth data-taking. At the EF, selections were re-optimized by incorporating improvements from offline studies. Some of the selections were also implemented at the L2. At the L1, thresholds were raised in most cases. The optimization of the trigger menu had to be done carefully taking into account the available system resources. While one may perform a complex processing at the L2 in order to reject events at an early stage, it will require more CPU resources at the L2 as well as more frequent data requests to ROSes. The overall trigger menu also affects the necessary CPU resources at the L2 and EF. The optimal sharing of XPU racks between L2 and EF were derived using a tool developed to model the number and performance of existing HLT racks and network capacity.
The HLT computing resources were increased by about 50% following the increase of the LHC instantaneous luminosity in 2011. Also a rolling replacement of ROS PCs took place as the event building rate was higher than the design value of ∼ 3 kHz. The overall data-taking efficiency of 94.9% was achieved.
The higher pile-up condition in 2012 poses a big challenge to the TDAQ system. Figure 4 shows the L2 and EF processing time as a function of the average pile-up measured with 2012 data. A linear increase is observed up to μ 23. Similarly, a linear dependence is observed for the event size with respect to pile-up. In order to cope with the larger event size in 2012, 12 new racks were installed replacing 16 old XPU racks and additional network bandwidth to the storage was installed during the shutdown between 2011 and 2012 datataking. Table I shows the current composition of the HLT farm.
In November 2011, the LHC operated in the HI mode. The luminosity during the HI period was much smaller (∼ 10 26 cm −2 s −1 ) than the ones during the pp period. The L1 output rate was less than 10 kHz. However, the most interesting events in HI collisions have higher particle multiplicity, which means more activity in the detector and larger event data size, thus putting more stress on the computing power at the LHC. Despite the very different operating conditions, the TDAQ system performed very well during the HI running.
IV. TRIGGER EVOLUTION AND PERFORMANCE

A. Electron, Photon and τ Triggers
Electron and photon triggers [5] are seeded from the L1 EM triggers which use analog sums of calorimeter cells in a region of Δη × Δφ = 0.1 × 0.1 (trigger towers) [6] . The L1 EM trigger searches for a cluster in the EM calorimeter of 0.2 × 0.2 in size using a sliding window algorithm. The single electron trigger used a cluster threshold of 14 GeV at the beginning of 2011 which was later raised to 16 GeV. At the HLT, a detailed electron identification is performed using cluster shower shape variables and a matching to a good track is required. The E T threshold at the EF was set to 20 GeV at the beginning and modified to 22 GeV when the luminosity exceeded ∼ 2 × 10 33 cm −2 s −1 . In addition, the L1 thresholds were modified to take into account the η-dependence of the calorimeter response and a veto on the hadronic leakage was introduced at luminosities above ∼ 2.5 × 10 33 cm −2 s −1 . The efficiency of the EF electron trigger as a function of offline electron p T are shown in Figure 5 . As shown in the figure, the efficiency decreases slightly with tighter triggers but are above 90% at p T > 25 GeV.
The photon trigger behaves in a similar way as the electron trigger except that the existence of the track is not required. The E T threshold of the single photon trigger was raised from 60 to 80 GeV whereas the di-photon trigger (main trigger for H → γγ) used a 20 GeV threshold on both photons and was kept stable in 2011.
The EF electron and photon triggers use the same algorithm as the one in the offline reconstruction. Therefore the trigger efficiency with respect to the offline identification is very high. However, it was observed that the offline identification efficiency decreased with higher pile-up, mainly due to the cut on the hadronic leakage at the EF. A re-optimization of the identification criteria to recover the inefficiency was performed for 2012 data-taking and implemented in the trigger code.
Triggers to select hadronically decaying τ leptons [7] look for a narrow hadronic cluster with a few associated tracks. At L1, a cluster finding algorithm similar to the EM cluster was used included also the signal from the hadronic calorimeter. Since the background from QCD processes is more significant compared to EM triggers, most of the primary τ triggers were used in a combination with other signatures, e.g. τ +electron,
is the missing transverse energy. For these combined triggers, a threshold on the τ candidates was set to p T > 20 GeV. The offline algorithm uses a multi-variate technique, Boosted Decision Tree (BDT) and Log-likelihood (LLH), for the τ identification. These advanced algorithms were also validated and commissioned for 2012 data-taking.
The τ triggers also showed an inefficiency due to higher pile-up. Figure 6 shows the trigger efficiency with respect to offline τ candidates identified by the BDT as a function of the number of reconstructed primary vertices in the event. The number of primary vertices is correlated with μ and is a good indicator for the amount of pile-up. The τ trigger efficiency in 2011 showed a strong pile-up dependence but the inefficiency has been recovered by using a smaller calorimeter cone size of 0.2, compared to 0.4 in 2011.
B. Jet, b-jet and Missing Transverse Energy Triggers
Jet and missing transverse energy triggers rely entirely on the calorimeter signal. Moreover, they perform the measurement involving a large area in the detector. The L1 jet trigger can be configured to look for a energy maximum in windows of Δη × Δφ = 0.4 × 0.4, 0.6 × 0.6 or 0.8 × 0.8 whereas the E miss T trigger scans the entire L1 trigger towers and calculates the vector (E miss T ) and scalar sum (SumET) of transverse energies. Therefore, the increasing pile-up condition has a significant impact on the performance of these triggers. Figure 7 shows the pile-up dependence of trigger rate/luminosity for various L1 calorimeter triggers. If the trigger rate scales linearly with the luminosity, it will appear as a flat line in this plot. The EM and τ thresholds have little pile-up dependence. On the contrary, low threshold jet triggers (L1 4J10), forward jet trigger (L1 FJ75) and E miss T trigger (L1 XE50, L1 XE50 BGRP7) show a very strong pile-up dependence. The increased pile-up also produces more jet RoIs in an event resulting in heavier use of computing resouces. Several developments have been made in the TDAQ system and the HLT algorithms in order to solve the problem.
The effect of the pile-up is observed most significantly in the forward calorimeters. In order to reduce the L1 rate, a new set of noise thresholds have been derived with 2011 data and have been implemented since the beginning of 2012 datataking [9] .
In 2011, the L2 jet trigger used a cone algorithm with calorimeter cells inside the RoI as the input. Then at the EF, anti-k T algorithm was run over the full event [11] .
In 2012, anti-k T algorithm is used at the L2 as well in order to have a better compatibility with EF and offline jet algorithms. In addition, it is now possible to perform a full scan of the event using L1 trigger towers as the input to the L2 anti-k T algorithm (L1.5 jet). Reading out all L1 trigger tower data adds an extra load to the ROSes but is at an affordable level. Then the RoI-based L2 algorithm can run in the regions identified by the full scan algorithm to improve the resolution. This is demonstrated in Figure 8 (a) which shows the pseudorapidity resolution of L2 jets with various configuration, with respect to the offline anti-k T jet (R = 0.4).
At the EF, the full scan algorithm can be run over topological clusters (sets of calorimeter cells around a seed cell with a signal larger than 4 times the noise RMS and neighboring cells with a signal larger than 2 times the noise RMS, and all adjacent cells) instead of calorimeter cells. The improvement in the E T resolution is observed by using topological clusters as the input. . The b-jet triggers are seeded by L1 multijet triggers and run HLT algorithms inside the jet RoI looking a secondary vertex from B hadrons. In 2012, an improved primary vertex reconstruction using tracks from all RoIs have been deployed instead of reconstructing the vertex in each RoI. In this way, more tracks can be used in the vertex fit which helps to obtain better primary vertex resolution. Besides, new features developed in the jet triggers are also available for b-jet triggers.
Since the beginning of 2011, the E miss T trigger is able to calculate a new quantity, "E 
is used. The rate of events accepted by a fixed threshold on this quantity falls with pile-up, rather than growing. In 2011, the E miss T triggers used trigger towers at L1 and calorimeter cells at the EF as inputs. There was no possibility to calculate a global quantity at the L2 as it would take too much time to readout the full calorimeter data. However, in 2011, an upgrade to the TDAQ system has been made, particularly to the ROS software and calorimeter data formatting. With this upgrade, it is possible to access the calorimeter summary information (transverse energy information from the frontend boards) at the L2. The L2 E miss T algorithm can give further rate reduction compared to L1 which allows the L1 E miss T triggers to run with a rate higher by ∼ 5 compared to 2011. Furthermore, the calorimeter noise suppression algorithm has been modified to require |E T | > 2 noise RMS instead of a one-sided cut used in 2011 (E T > 3 noise RMS). Similarly to the jet trigger, the EF E miss T trigger can be configured to use topological clusters as the input to obtain better resolution.
C. Muon and B-physics Triggers
The L1 muon triggers [13] use dedicated trigger chambers to measure the bending of muon tracks in the field of the toroid magnet. The hits in different layers of the muon chambers are checked against a straight line connecting the nominal interaction point and the position in the reference chamber. If the two hits in different chamber lies on this line, it is considered as an infinite momentum track and the further it deviates from this line, it is considered as lower momentum track. The momentum measurement in the L1 muon system is implemented as a look-up table in the electronics based on this principle. The single muon trigger had a p T threshold of 18 GeV throughout 2011, while the L1 configuration changed from requiring coincidence in two stations to three stations when the peak instantaneous luminosity exceeded 1.9 × 10 33 cm −2 s −1 . Figure 9 shows the L1 trigger efficiency with respect to the offline isolated muon in barrel and endcap regions. The efficiency at the plateau is reduced in the barrel after the L1 threshold was changed from the one using 2-station coincidence to the one using 3-station coincidence.
The efficiency at the plateau is not 100% due to geometrical acceptance.
The low-p T di-muon triggers are used mainly for B-physics analysis which uses events which involve decays such as
There are several dimuon triggers with an invariant mass cut on the muon pairs set around specific resonances. Figure 10 shows the invariant mass spectrum of oppositely charged muon pairs selected by various triggers. The number of entries from the trigger with a large mass window 1.5-14 GeV (EF 2mu4 DiMu) is less than others since it was prescaled in some periods.
In 2012, the L1 hardware configuration was updated in order to have a di-muon trigger with the η coverage restricted to the barrel region only. The motivation for this is to keep the 4 GeV thresholds on the muons without prescaling.
V. CONCLUSION
The ATLAS TDAQ system made continuous updates to the system in order to adapt the changing data-taking conditions due the increasing LHC luminosity in 2011. The trigger selection criteria were tightened at all three trigger levels in order to keep the event rate under control. The trigger menu was adjusted to keep the L1 rate below ∼ 65 kHz in order to avoid high deadtime fraction. The L2 processing and the output rate are constrained by the event building capacity and the ROS access rates. In 2011, the EF output rate was set to ∼ 300 Hz on average.
The computing power at the HLT farm was upgraded by about 50% during 2011 to cope with the increasing CPU usage and about half of the ROS PCs were upgraded to ones with better performance to meet the increased demand on the L2 data requests and event building.
An upgrade of the TDAQ system to allow the L2 algorithms to access the summary information from the calorimeter frontend boards was made. This made the calculation of E miss T at the L2 possible which has better resolution than at the L1 [GeV] and an extra rejection power at the L2. A major development in the HLT jet triggers were made in order to perform a full scan jet recontruction at the L2 using the L1 trigger towers and anti-k T algorithm.
The increasing pile-up is posing a challenge to the TDAQ system; trigger selection criteria have to be re-optimized for robustness against pile-up and the demand on the DAQ resource is increasing due to the longer processing time and larger event data size. Trigger selection criteria were re-optimized in most triggers using data from 2011 and deployed for the 2012 datataking which started in April 2012. For electron, photon and τ triggers, some identification cuts were loosened to recover the inefficiency at higher pile-up. Also the L1 calorimeter noise thresholds in the forward region were raised to suppress the pile-up effect.
The LHC is now operating at the centre-of-mass energy of 8 TeV with ever higher luminosity and pile-up. With tighter trigger selections and new developments in the system, ATLAS is continuing successful data-taking with high operational efficiency.
