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Differential cross sections for single ionization of H2 by 75-keV proton impact
U. Chowdhury, M. Schulz, and D. H. Madison
Missouri University of Science and Technology, Department of Physics and Laboratory for Atomic, Molecular,
and Optical Research, Rolla, Missouri 65401, USA
(Received 13 December 2010; published 17 March 2011)
We have calculated triply differential cross sections (TDCS) and doubly differential cross sections (DDCS)
for single ionization of H2 by 75-keV proton impact using the molecular three-body distorted-wave–eikonal
initial-state (M3DW-EIS) approach. Previously published measured DDCS (differential in the projectile scattering
angle and integrated over the ejected electron angles) found pronounced structures at relatively large angles that
were interpreted as an interference resulting from the two-centered potential of the molecule. Theory treating H2
as atomic H multiplied by a molecular interference factor only predicts the observed structure when assumptions
are made about the molecular orientation. Here we apply the M3DW-EIS method, which does not rely on such
an ad hoc approach, but rather treats the interference from first principles.
DOI: 10.1103/PhysRevA.83.032712

PACS number(s): 34.50.Gb, 34.50.Bw, 34.50.Fa

I. INTRODUCTION

For the past several decades, the problem of ionization
of atoms and molecules by charged particles has been
studied extensively [1–17]. The triply differential cross section
(TDCS) represents the most sensitive test of theory as it
determines the energy and the location of all the final-state
particles. Previously it was difficult to measure projectile
scattering angles for a fast heavy-ion projectile as the deflection is immeasurably small. Only for light ion impact at
intermediate energies have experimental TDCSs been obtained
by measuring directly the projectile scattering angle [18].
With the use of cold-target recoil-ion momentum spectroscopy
(COLTRIMS) [4–6], TDCS measurements have now become
possible even for fast heavy ions by deducing the projectile
scattering angle from momentum conservation [19].
Theoretically many different approaches have been used
to calculate TDCS for ion-impact ionization of atoms
such as the first-order Born approximation–Hartree-Fock
(FBA-HF) [7], the continuum distorted wave (CDW)
[20], the continuum distorted-wave–eikonal initial state
(CDW-EIS) [2,11], the three coulomb wave Hartree Fock
(3C-HF) [7], the three-body distorted-wave–eikonal initialstate (3DW-EIS) [1,8], and a nonperturbative time-dependent
close coupling (TDCC) approach [21].The FBA is only
valid at sufficiently large projectile energies for higher-order
contributions to be small. The CDW-EIS–3DW-EIS approach
accounts for higher-order effects in both the initial and final
states, but it is effectively a two-state approximation neglecting
couplings to excited states other than the continuum states
of interest. Both higher-order contributions and couplings to
multiple final states are incorporated in the TDCC method,
but current versions use a single center base not incorporating
any bound projectile states. Therefore, capture is completely
neglected.
In spite of all the work that has been done for ionization
of atoms, the literature on theoretical work for ion-impact
ionization of molecules is much less extensive. The simplest
approach is to approximate the ionization of H2 as ionization of
atomic H multiplied by an interference factor to approximate
scattering from the two nuclei [22]. Recently Pindzola et al.
[23] reported a TDCC calculation for single and double
1050-2947/2011/83(3)/032712(7)

ionization of H2 . However, only total cross sections were
reported in that work. In the present work, we present a
molecular version of the CDW-EIS and use it to calculate
the TDCS for proton-impact ionization of H2 that are then
integrated over the ejected electron’s solid angle to obtain the
doubly differential cross sections (DDCSs). We will call the
DDCS differential in projectile scattering angle and energy loss
DDCS-P to distinguish it from DDCS-E, which are differential
in ejected electron observation angles and integrated over
projectile scattering angles.
The atomic CDW-EIS model was introduced by Crothers
and McCann [11] for the single ionization (SI) of hydrogenic
targets. Fainstein et al. [24] used it for multielectronic targets.
The CDW-EIS method has been used very successfully for
many years in heavy-ion collisions with atoms for studies of
DDCS-E [25–28]. In the original CDW-EIS approach [11], the
projectile is treated classically, the projectile-ion interaction
has no effect on the TDCS, and the projectile trajectory is
approximated as a straight line [2]. Later, this method was
refined to include the projectile-ion interaction by Rodriguez
et al. [29], Sanchez et al. [30], and Ciappina et al. [31].
Madison et al. [2] introduced a fully quantum mechanical
version of the CDW-EIS approach, which they called the
3DW-EIS approach for heavy-ion collisions with atoms. For
the initial state, the 3DW-EIS method uses a HF wave function
for the bound electron and an eikonal wave for the projectile.
For the final state, a distorted wave is used for the ejected
electron, a Coulomb wave is used for the projectile in the field
of a point charge, and the Coulomb distortion between the
projectile and the ejected electron is also included. The eikonal
approximation for the initial state contains the asymptotic
Coulomb interactions between the projectile and target [11].
The 3DW-EIS model has previously produced good agreement
with experimental TDCS results [1,8] for single ionization of
helium. A detailed comparison between the 3DW-EIS and
CDW-EIS methods for ionization of helium was given by
Madison et al. [2]. Here we extend the 3DW-EIS approach
for atoms to treat ionization of molecules and we call the
molecular version the M3DW-EIS approach.
Because a hydrogen molecule has two nuclear centers,
the projectile can scatter from either center, which leads to
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the possibility of observing interference effects. This kind
of interference, which is closely related to the Young-type
double-slit experiment of light, was first discussed by Tuan
and Gerjuoy [32] a long time ago for ionization of molecular
targets. However, only later was it observed experimentally
[3,33,34]. Earlier reports found evidence for interference in
the ejected electron distribution [35]. There have been several
DDCS-E measurements reported that found indication for
double-slit interference, but the effects were so weak that they
could only be seen indirectly in ratios between molecular and
atomic cross sections.
In contrast, significant structures were seen in measured
DDCS-P by Alexander et al. [3]. These structures are owing
to the type of interference predicted by Tuan and Gerjuoy
[32]. Alexander et al. [3] found that this interference in the
diffracted projectile wave is a much more sensitive probe
as it was observed directly in the absolute DDCS-P cross
sections without having to take ratios to atomic H cross
sections. Another interesting feature in the data of Alexander
et al. [3] was that the interference structure disappeared for
energy losses corresponding to an ejected electron speed equal
to the projectile speed. The velocity of the projectile in that
work is 1.73 a.u., which matches with the velocity of the
ejected electron with an energy of 41.6 eV. It is well known
that for matching velocities, the postcollision interaction (PCI)
between the ejected electron and the outgoing projectile, which
was investigated by Crooks and Rudd [36] several decades
ago, is maximized. Alexander et al. [3] therefore discussed
the possibility that there may be a correlation between the
phase factor that gives rise to the interference and PCI. In this
article we employ the M3DW-EIS method to study whether the
structures in the experiment can be reproduced by a calculation
that treats the target as an ab initio molecule and to obtain a
better understanding of the origin of these structures. This
method accounts for interference from first principles because
any structure must result from the molecular wave functions
used in the calculation (rather than being imposed on an
atomic calculation through an interference factor). We will
also investigate the TDCS to see what insight can be gained
from a more differential level. We will use atomic units for all
calculations.
II. THEORY
A. Rayleigh interference factor

A commonly used approximation for diatomic molecules
is to multiply the atomic cross section by a two-center
interference factor. Rayleigh [37] used the interference factor
more than 100 years ago in the study of acoustic power
originating from a pair of point sources. The same factor arises
in Moore’s 1955 calculation of elastic coherent scattering from
diatomic molecules [38], over 40 years ago Fano [39] used it
for treating photoionization of molecules, and Stia et al. [22]
applied it to particle ionization. In this approximation the cross
section for nonoriented molecules is


sin(ω)
,
(1)
σH2 = 2σH 1 +
ω
where σH is the TDCS for atomic hydrogen, and σH2 is
the TDCS for molecular hydrogen. The interference factor

] depends on the internuclear separation D, and the
[1 + sin(ω)
ω
recoil momentum of the ion precoil ,
ω = precoil D.

(2)

Assuming that electronic transition only occurs in the
Franck-Condon region, for the vibrational and electronic
ground state of the neutral hydrogen molecule, D can be
anywhere from ∼1.15a0 to 1.7a0 . At very small projectile
energies, where the collision time tc is much larger than the
vibration time tv , a Franck-Condon transition is not necessarily
a good assumption. However, at the projectile energy studied
here, tc  tv is realized, and the equilibrium distance of 1.4a0
is normally used for D.
This approximation has been moderately successful for electron-impact ionization of molecules averaged over all orientations [40–42] as well as for ion
impact [34,35].
B. M3DW-EIS

The 3DW-EIS model has been applied previously to heavyparticle ionization of atoms [1,8], and here we generalize the
method to ionization of molecules. The triply differential cross
section [1,8] is given by
d 3σ
ka kb
= N (2π )4 µI e µ2P M
|Tf i |2 ,
dp de dEe
ki

(3)

where µI e is the reduced mass of the target ion-electron
system, µP M is the reduce mass of the projectile-target system,
N is the number of indistinguishable electrons in the target, ka
is the final momentum of the projectile after the collision, kb
is the momentum of the outgoing electron, and ki is the initial
momentum of the projectile before the collision. The exact
transition matrix was given by Jones and Madison et al. [2]
using the two-potential formulation
Tf i = χf− |Vi |βi  + χf− |Wf+ |(ψi+ − βi ).

(4)

Here βi is the asymptotic initial state of the system, Vi
is the initial state interaction between the projectile and
the target, χf− is an approximate final-state wave function,
Wf+ is the final-state perturbation, and ψi+ is the exact
initial-state wave function that must be approximated. In
terms of perturbation series, the first term of Eq. (4) represents first order and the second term represents all higher
orders.
The asymptotic initial-state wave function βi is given by
βi = φPW (ki )ψtarget ,

(5)

where φPW (ki ) is an initial-state plane wave for the incident
projectile, and ψtarget is the initial-state wave function of the
molecular target that can be of arbitrary size (the present
formalism is not limited to H2 ). In the usual manner we
assume that the passive electrons do not participate in the
collision so that their wave functions do not change during
the collision. If we let (ξ ) represent the coordinates of all
the passive electrons, the final-state ion wave function for the
molecule ψion (ξ,R) will depend on (ξ ) and the orientation
of the molecule (R), while the initial target wave function
ψtarget (ξ,R,rb ) will depend both on (ξ,R) and the active
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electron coordinate (rb ) (we assume that the collision time is
sufficiently short that the final-state orientation is the same as
the initial-state orientation). The effective one-electron wave
function for the active electron is given by
ψion (ξ,R)|ψtarget (ξ,R,rb ) = ψDyson (rb ,R),

(6)

where ψDyson (rb ,R) is the so-called Dyson orbital. Most of the
experimental data reported so far for heavy-particle ionization
represent an average over all molecular orientations, and the
proper way to calculate an average over orientations would
be to evaluate the T matrix for a sufficiently large number
of orientations that a numerically accurate average could be
calculated. Owing to the excessive computer time required for
this process, Gao et al. [43] proposed the orientation-averaged
molecular orbital (OAMO) approximation. The essence of the
OAMO approximation is to average the molecular orbitals
instead of averaging the cross sections. Gao showed both
analytically and numerically that the OAMO approximation
was valid for ionization of ground σg states of molecules as
long as the momentum transferred to the nucleus is less than
1 a.u. (which is the case for many existing experiments), and it
has been very successful for electron-impact ionization of H2
[44]. In this approximation, the calculation of molecular cross
sections reduces to the same level of difficulty as calculating
atomic cross sections. Consequently, the asymptotic initial
state can be written as
OAMO
βi = φPW (ki )ψDyson
(rb )


=

ei ki ·ra OAMO
ψ
(rb ),
(2π )3/2 Dyson

(7)

OAMO
(ra ) is the Dyson orbital averaged over all
where ψDyson
orientations.
To perform a theoretical calculation using Eq. (4) requires
making a choice for the final-state wave function χf− (which
determines the perturbation Wf ) and making an approximation
for the exact initial-state wave function ψi+ . The simplest
approximation for the initial-state wave function is to approximate it as the asymptotic initial state ψi+ ≈ βi , and
this approximation is normally called the plane-wave Born
approximation or the first Born approximation (FBA). In the
FBA, the higher-order terms in Eq. (4) cancel and the FBA T
matrix [12] becomes

= χf− |Vi |βi .
TfFBA
i

(8)

The final-state wave function χf− must also be approximated
and, in the FBA, the scattered heavy projectile is normally also
represented as a plane wave. However, a plane wave would not
be a good choice for the ejected electron because the energies
are typically fairly small. Consequently, a better choice would
be a distorted wave in the field of the molecule,
χf− = φPW (ka )φDW (kb ),

(9)

where φDW (kb ) is a distorted wave for the ejected electron
in the field of the molecular target. The distorted waves are

solutions of the Schrödinger equation


kb2
1 2
φDW (kb ) = 0,
− ∇ − Uion +
2
2

(10)

where Uion is a spherically symmetric potential for the
molecular ion. The spherically symmetric distorting potentials
for molecules are calculated similar to the atomic case. The
starting point is the molecular charge density for the molecular
ion that is obtained from the Dyson orbitals,
ρ(r,R) =

m


2
 k
nk φDyson
(r,R) ,

(11)

k=1

where m is the number of orbitals in the molecule, nk is the
occupation number of each orbital, and the density depends
on the orientation of the molecule. To obtain the spherically
symmetric distorting potential, we average Eq. (11) over all
orientations to form the average radial charge density,
ρ av (r) = ρ(r,R) ,

(12)

where the brackets denote taking an average over all orientations. The spherically symmetric static distorting potential
representing the interaction between the projectile and the
target molecular electrons is then found in the standard way
using the average radial density,
 av
ρ (r)dr
Uele (ra ) =
,
(13)
|ra − r|
where now the brackets denote taking an average over all
angular locations for ra . The final-state static distorting
potential is the sum of the electronic contribution plus the
nuclear contribution,
Uion = Uele + Unuc .

(14)

Here Unuc is the contribution from the molecular nuclei. Just as
we need to average over all orientations to obtain the potential
for the molecular electrons, we also need to average over
all orientations for the nuclei. Averaging a nucleus over all
orientations is equivalent to placing the nuclear charge on a
thin spherical shell, which has a radius equal to the distance
from the nucleus to the center of mass. Consequently, Unuc is
a sum of potentials for concentric spheres for each nucleus
centered at the center of mass. For H2 , we have a charge of +2
on a shell with a radius of 0.7a0 .
With these choices, the T matrix for the FBA becomes
OAMO
TfFBA
= φPW (ka )φDW (kb )|Vi |φPW (ki )ψDyson
(ra ) .
i

(15)

If the exact initial-state wave function is approximated as
something better than a plane wave, the second term of Eq. (4)
does not vanish and we get contributions from all higher-order
terms in perturbation series. One approximation that has been
very successful for heavy-particle ionization is the eikonal
initial-state wave function that was introduced by Crothers and
McCann [11]. In this approximation, the asymptotic form of
the Coulomb interaction between the projectile-active electron
and projectile ion are taken into consideration. The eikonal
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Z

where γab = − vabp , with vb and vab as the final relative velocity
of the ejected electron- and target-ion subsystem, and the
projectile and ejected electron subsystem, respectively.
Finally we need to find the perturbation Wf that depends
on the choice for χf− and that can be calculated from
Wf =

FIG. 1. (Color online) Interactions contained in a 3DW final-state
wave function.

initial state is given by
OAMO
ψi+ ≈ φEIS (ki )ψDyson
(rb )




Zp
vi ra − vi · ra
ei ki ·ra
OAMO
exp
i
ψDyson
ln
(rb ) ,
=
(2π )3/2
vi
vi rab − vi · rab
(16)

where Zp is the charge of the projectile (in this case a proton),
rab = |ra − rb |, and νi is the velocity of the projectile with
respect to the target molecule,
vi =

ki
.
µPI

χf− = φCWp (ka )φDW (kb )Ce-p ,

(22)

where H is the total Hamiltonian for the system and E is
the total energy of the whole system. For χf− of Eq. (18) the
perturbation is given by [16]


Zp 

Wf = K −
,kab ,rab
vab


 
 
Zp 
1 


µPI , (23)
· K − ,kb ,rb − K
,ka ,ra
vb
va
where the perturbation factor is given as [1,8]


 · r)
F
(1
+
iγ
,2,
−
ikr
−
i
k
1
1
 ,k,
 r) = γ k
K(γ
(k̂ + r̂).
 )
1 F1 (iγ ,1, − ikr − i k · r
(24)
To get DDCS-P, we have to numerically integrate the TDCS
over the ejected electron scattering angles.

(17)

In the standard Coulomb distorted-wave–eikonal initialstate (CDW-EIS) approximation that has been used extensively
for heavy-particle scattering from atoms, the projectile is
treated semiclassically and the terms involving βi in Eq. (4)
are neglected. In our approach, which we have labeled M3DWEIS, the projectile is treated fully quantum mechanically and
we evaluate all terms in the T matrix. For the final three-particle
state, we include the Coulomb interactions for all two-particle
subsystems as shown in Fig. 1.
The final state is approximated [1,8] as

1
(H − E)χf− ,
χf−

III. RESULTS

In Fig. 2 we present a three-dimensional TDCS for an
ejected electron energy of 14.6 eV and scattered projectile
angles increasing from 0.24 to 0.84 mrad. The scattering
plane is determined by the incident and scattered momentum
vectors for the projectile (ki , ka ). The momentum transfer
vector q = ki − ka lies in the same plane. For these four
cases, the cross sections exhibit the characteristic double-lobe

(18)

where φCWp (ka ) is a Coulomb wave for an effective charge of
+1 and Ce-p is the Coulomb interaction between the electron
and heavy projectile. The final-state interaction between the
projectile and ejected electron is normally called the PCI, and
including Ce-p in the final-state wave function means that PCI
is contained to all orders of perturbation theory. Explicitly the
φCWp is given by
φCWp (ka ) = (2π )−3 exp(i ka · ra )C − (γa ,ka ,ra ),

(19)

Z

where the Sommerfeld parameter γa = vap with va final
relative velocity of the projectile and target ion and
 r ) = N(γ ) 1 F1 [iγ ,1,−i(kr + k · r)].
C − (γ ,k,

(20)

Here 1 F1 is the confluent hypergeometric function, and
the Gamow factor N (γ ) = e−πγ /2 (1 − iγ ), where is the
gamma function. Likewise, the Ce−p interaction is given by
Ce−p = C − (γab ,kab ,rab ),

(21)

FIG. 2. (Color online) Three-dimensional images of the triply
differential cross section for single ionization of the hydrogen
molecule by proton impact. The theoretical calculations are M3DWEIS results and the ejected electron energy is 14.6 eV. The proton
scattering angle is (a) 0.24 mrad, (b) 0.34 mrad, (c) 0.51 mrad, and
(d) 0.84 mrad.
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structure well known from (e,2e) studies [45]. The large lobe
on the right-hand side is known as the binary peak, because
it has a maximum either at or near the angle corresponding
to a classical collision between the projectile and an atomic
electron at rest with the residual ion playing a passive role (i.e.,
near the direction of q). The small lobe on the left-hand side
near the direction of − q is known as the recoil peak and it is
formed owing to backscattering from the nucleus [2,17]. For
this peak, the electron is initially moving in the +
q direction
and then is backscattered by 180◦ from the nucleus. However,
the projectile-residual target ion interaction can also contribute
to the recoil peak [17]. For atomic targets, the binary lobe is
usually completely dominant when the projectile scattering
angle is large. Surprisingly, for the molecular hydrogen target
studied here, we observe the exact opposite behavior in the
calculated TDCS: For case (a), there is a very small recoil peak
when the projectile scattering angle is small, but its intensity
relative to the binary peak intensity increases with increasing
scattering angle.
In Fig. 3, TDCS results are presented for an ejected electron
that has the same velocity as the final-state projectile and
a small scattering angle for the proton. For this case, all
one sees is a huge cross section in the forward direction,
which looks more like a “shooting star.” During the 1970’s
Crooks and Rudd [36] experimentally found an enhancement
in the DDCS-E cross sections when the ejected electron’s
velocity matched the projectile’s velocity. They attributed
this observation to the strong attraction an electron would
have when moving close to the proton and with the same
speed. They called this enhancement electron capture to the
continuum (ECC) because the electron appears to be “captured” but it is not bound. Furthermore, Vajnai et al. [46] and
Schulz et al. [47] showed that, in this process, both the
projectile and the ejected electron are strongly focused along

FIG. 3. (Color online) Three-dimensional images of the triply
differential cross section for single ionization of the hydrogen
molecule by proton impact. The theoretical calculations are M3DWEIS results. The ejected electron energy is 41.6 eV and the proton
scattering angle is 0.1 mrad.

FIG. 4. (Color online) The triply differential cross sections in
the scattering plane for the ejected electron energy: (a) 14.6 eV
ejected electron energy and 0.34 mrad proton scattering angle and
(b) 41.6 eV ejected electron energy and 1.03 mrad proton scattering
angle.

the initial projectile beam axis leading to a strong narrowing
of the angular distribution. From Fig. 3, it is seen that ECC is
a completely dominant effect for the velocity matching case
because all the electrons are drawn into a very narrow cone in
the forward direction where the proton is located. The cross
section does not have the traditional binary and recoil lobe
shape. The binary peak would be expected to be at ∼15◦ and the
observed peak is at 0◦ so this peak may be a shifted binary peak
or perhaps a new peak that completely swamps the binary peak
(see below).
In Fig. 4 the TDCS is shown as a function of the electron
ejection angle in the scattering plane on a semilog scale. For an
ejected electron energy of 14.6 eV and a projectile scattering
angle of 0.34 mrad, the classical angle for a binary collision
(direction of q) is 60◦ and there is a very broad maximum in
the TDCS near this angle. However, for the case of the equal
velocities (i.e., 41.6 eV) and a scattering angle of 1.03 mrad, the
classical angle for a binary collision is 70◦ . Although the TDCS
exhibits a broad shoulder for larger angles, there is no structure
at 70◦ and the cross section for 0◦ is two orders of magnitude
larger. This shoulder in the vicinity of the classical peak is
not even observable on a linear plot. This again dramatically
illustrates the importance of ECC. It also shows that ECC does
not just lead to a narrowing and shift of the binary peak, but
it actually results in a separate peak structure apart from the
binary and recoil lobes that, to the best of our knowledge, has
not been predicted yet by any other theory. Experimental triply
differential data for ion impact close to the matching velocity
are not yet available.
In Fig. 5, the DDCS-P results are compared with absolute
experimental data for fixed ejected electron energies of 14.6,
34.6, 37.6, 41.6, 49.6, and 54.6 eV, respectively. The experimental data shows some structure for ejected electron energies
of 14.6, 34.6, and 54.6 eV. The other energies do not have
any particular structure and the cross sections fall off rapidly.
These structures were attributed by Alexander et al. [3] to the
presence of interference effects resulting from the two-nuclear
scattering centers—similar to the double-slit experiment for
light. Each figure contains FBA results calculated using
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FIG. 5. (Color online) (Color online) DDCS-P for ionization of
H2 by 75-keV proton impact as a function of projectile scattering
angle. The energy of the outgoing electron is shown in each figure.
Experimental results of Alexander et al. [3]. Theory: dashed-dotted
(pink), CDW-EIS-Rayleigh; dashed (red), M3DW-EIS times 4.5.
Solid (blue), M3DW-EIS. Long dashed-short dashed (black), FBA
calculation.

Eq. (15), CDW-EIS-Rayleigh, and M3DW-EIS approaches.
Recall that the CDW-EIS-Rayleigh method gives results
obtained for ionization of atomic hydrogen multiplied by the
interference factor in Eq. (1). It is seen that the FBA results do
not show any structure and are in very poor agreement with the
experiment even though two-center molecular bound states and
molecular distorted waves were used for the ejected electron.
Because the FBA contains no interaction of the projectile with
the nuclei, and no multiple interactions of the projectile with
the active electron, this strongly indicates that the observed
structure must come from higher-order interactions between
the projectile and the target.
The CDW-EIS-Rayleigh results are in much better agreement with experiment, at least for energies of 14.6, 34.6, 37.6,
and 54.6 eV. However, the CDW-EIS-Rayleigh calculation
does not predict any of the structures seen in the experimental
data.
The present M3DW-EIS results predict a structure almost
identical to the experiment for 14.5 eV ejected electrons and
a small structure for 34.6 eV ejected electrons. However, the
magnitudes of the M3DW-EIS cross sections were consistently
lower than the data. We noticed that if we multiply the M3DWEIS results by a factor of 4.5, we get very good agreement with
the experimental data for energies 14.6, 34.6, 37.6, and 54.6 eV.
For the two other energies, multiplying the DDCS by a factor of
4.5 produces good agreement for the smaller scattering angles,

while overestimating the experiment for the larger angles.
However, the important point is that the experimental data
contains a statistically significant structure only for electron
ejection angles of 14.6, 34.6, and possibly 54.6 eV, and
the M3DW-EIS method predicts the same structure in exactly
the same angular range for the two smallest energy losses. The
lack of structure for 37.6, 41.6, and 49.6 eV is attributed to the
structure being eliminated owing to the large effect of ECC
for the velocity matching and nearly matching conditions. It
is interesting to note that the worst agreement between the
M3DW-EIS method and experiment occurs for the velocity
match of 41.6 eV where our TDCS shows a huge ECC
effect to the extent that we overestimate experiment for the
larger scattering angles (after normalization). Although the
experiment does show some structure again for 54.6 eV, which
was not found in the M3DW-EIS calculation, the structure
occurs where the cross sections are very small and the error
bars are significantly larger than for 14.6 and 34.6 eV. It is
thus not clear how significant these discrepancies between
experiment and theory are.
Concerning the 4.5 difference in magnitude, the experimental data were normalized by integrating the doubly differential
cross sections over projectile scattering angles, and the singly
differential cross sections were normalized to the absolute
values recommended by Rudd et al. [48].The theoretical
results integrated over projectile scattering angles differ from
the Rudd et al. [48]. recommended values by a factor of ∼3.7.
Consequently, it appears that the M3DW-EIS approach yields
the proper shape but not magnitude. On the other hand, one
would have to get the important physics of the collision correct
to get the proper shape whereas the magnitude is just an
overall constant factor. As a result, we would conclude that
the M3DW-EIS method contains the important physics for the
molecular collision.
Alexander et al. [3] found that they could get a much
better agreement between the CDW-EIS-Raleigh calculation
and experiment if they assumed that the molecules were
aligned at the time of ionization. Consequently, they discussed
the possibility that there were strongly preferred alignments
for different projectile scattering angles. However, within the
model presented here, such a preference in orientation is not
needed to explain the experimental data because we find
the observed structure and our OAMO averaging procedure
assumes equal weight for all orientations.
IV. CONCLUSIONS

We have calculated molecular three-body distorted-wave–
eikonal initial-state (M3DW-EIS) triply differential cross
sections (TDCS) and doubly differential cross sections differential in the projectile scattering angle (DDCS-P) for single
ionization of H2 by 75-keV proton impact. In this work
we demonstrated that, without assuming that any molecular
orientation is favored at specific scattering angles, the interference structure found in the experimental measurements
was predicted by the M3DW-EIS approach. For the case of
equal velocity and near equal velocity, very large ECC effects
were found—so large that it completely dominated normal
cross section features such as binary and recoil peaks. For
some unknown reason, the M3DW-EIS results are a factor
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of 4.5 lower than experiment for all the measured ejected
electron energies. Consequently, the M3DW method contains
the important physics determining the shape of the cross
section, but incorrectly predicts the magnitude that is an overall
constant normalization factor.
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