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ABSTRACT 
 
 
THE ROLE OF GAMMA OSCILLATIONS AND CORTICAL INHIBITION IN THE 
DEVELOPMENT OF WORKING MEMORY IN ADOLESCENCE 
 
 
Christopher Paul Walker, M.S. 
 
Advisory Professor: Raymond Y. Cho, M.D., M.Sc. 
 
 
Adolescence is a dynamic period of social, cognitive, and biological changes. In 
particular, working memory, the ability to actively encode and maintain information over 
a short period of time, develops early in childhood and gradually increases in capacity 
and stability during adolescence. The precise neurophysiological mechanism by which 
working memory capacity increases during adolescence is unclear. The objective of this 
investigation was to evaluate the role of cortical gamma-band (> 30 Hz) oscillations—
which are associated with working memory in adults—for the development of working 
memory capacity in adolescents, and to identify the extent to which the temporal profile 
of gamma-aminobutyric acid (GABA)-mediated cortical inhibition underlies these 
changes. I hypothesized that cortical gamma-band rhythms would become faster during 
adolescence in a manner that supports improved working memory capacity, and that the 
kinetics of cortical inhibition would also become faster to support these faster rhythms.  
To this end, I recruited two cohorts of typically developing children (10 – 12 years) 
and adolescents (15 – 17 years) for a combined electrophysiology (EEG) and 
transcranial magnetic stimulation (TMS) study. First, I investigated the endogenous 
rhythmic activity generated by children and adolescence when performing a serially 
presented working memory task of varying set size. I found evidence of maturation in the 
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generation of gamma-band rhythms which differed in power between groups, but 
identified no effects of a change in the central frequency of gamma-band activity. Next, I 
used TMS to exogenously evoke oscillatory activity in the left prefrontal cortex to identify 
the cortical natural (i.e., resonant) frequency. Using this measure, I found that 
adolescents exhibit higher median natural frequencies (MdCHILD = 16 Hz; MdADO = 24 Hz, 
Z = 2.35, p = 0.009), but that sex may play a mediating role when this change emerges. 
While this measure positively correlated with working memory capacity (rs = 0.47, p = 
0.007), this effect disappeared when controlling for age and sex (rs = 0.29, p = 0.128).  
Finally, I investigated the role of inhibitory timing as a potential mechanism for 
improved cognition and increased natural frequency using classic paired pulse TMS 
techniques. Six inter-pulse intervals (IPI) in the range of short- and long-intracortical 
inhibition (SICI, LICI) were tested to assess the temporal characteristics of GABA type-
A and type-B receptor-mediated inhibition (GABAAR, GABABR, respectively). For SICI, I 
found alpha-band (9-14 Hz) facilitation in children and suppression in adolescents. For 
LICI, adolescents demonstrated greater suppression of gamma-band power compared 
to children, and equal suppression to children in the beta-band (15-30 Hz). I found no 
evidence for a change in timing of SICI- or LICI-induced modulations though LICI 
suppression of gamma- and beta-band power correlated with working memory capacity.  
The overall hypothesis that the prefrontal cortex can produce faster rhythms 
during adolescent development was supported, but the hypothesized relationships 
between those rhythms, working memory capacity, and the timing of GABA-mediated 
inhibition were not. Rather, I observed several developmental differences in oscillatory 
power that suggest excitation-inhibition balance underlies the developmental increases 
in working memory capacity and gamma-band synchrony. 
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Adolescence as a sensitive developmental period 
Adolescence is a distinct developmental period marked by rapid maturation of 
motivational and reward processing pathways that is tempered by a comparatively 
protracted maturation of higher cognitive abilities (1–6). The prefrontal cortex in particular 
has been shown in human neuroimaging work to develop most slowly with full maturation 
estimated around 25 years of age (7, 8). Notably, adolescence is proposed to be a critical 
period in development where experience-dependent plasticity guides the stabilization of 
higher-order cognitive networks (9, 10). Several studies implicate the gamma-
aminobutyric acid (GABA/GABAergic) system, and more precisely the maturation of 
parvalbumin-positive (PV+) interneurons, as a core mechanism by which prefrontal 
circuits support improved cognition. However, the precise relationship between 
GABAergic development and developmental improvements in cognition is as yet 
underexplored.  
Development of working memory during adolescence 
Modern behavioral theories of adolescence characterize it by the interplay 
between motivation, drive, and reward—putative limbic system domains—and ‘cooler’ 
cognitive domains like attention, cognitive control, and working memory (2, 4). This last 
domain, working memory, is the ability to encode and maintain small amounts of 
information, like a phone number or directions, over a short period of time (11). Several 
studies have found that while working memory is evident in children, the capacity and 
stability of working memory continues to develop throughout adolescence (12–14). 
Children are capable of performing at adult levels, insofar as they can perform individual 
trials correctly, but that level of precision, consistency, accuracy undergoes a notably 
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protracted maturation into adulthood (15, 16). One particular measure, working memory 
capacity, or the number of items that can be stored in working memory, increases 
throughout adolescence and has been associated with a variety of severe mental 
illnesses, such as schizophrenia, major depression, and bipolar disorder (17–20).  
Meta-analyses of structural and functional magnetic resonance imaging (MRI) find 
robust support for a distributed network of brain regions associated with working memory 
performance. Most notably, the dorsolateral prefrontal cortex (DLPFC), the anterior 
cingulate cortex (ACC) and the posterior parietal cortex are all activated during working 
memory tasks (21–23). Broadly speaking during adolescence, these regions and 
especially the DLPFC are shown to reduce in grey matter volume (7, 8, 24), increase in 
white matter connectivity with other regions (24–27), and show more inter-regional, and 
less intra-regional functional connectivity (20, 28–30). The prefrontal nodes within these 
networks have also been shown to modulate with working memory load, demonstrate 
persistent activity during maintenance, and show consistent activation patterns across 
several working memory modalities (i.e., visual, spatial, auditory) (18, 31–34). These 
findings highlight a critical overlap between developmental brain changes during 
adolescence and functional relevance for working memory performance. Thus, it is 
understandable that  several large-scale efforts have launched in recent years to amass 
extensive databases of MRI-related measures of development (35, 36) However, all MRI 
studies suffer from a trade-off in spatio-temporal resolution. MRI measures provide very 
high-resolution spatial information, but in order to address the neural dynamics within 
these circuits, we must sacrifice spatial information for the millisecond temporal 
resolution afforded by magneto-/electroencephalography (MEG, EEG) and intracranial 
recording techniques such as electrocorticography (ECOG). 
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Electrophysiological studies of working memory 
In humans a variety of techniques are available to study neural rhythms, though 
few are as safe and cost-effective as EEG. EEG is thought to reflect the net sum of post-
synaptic inputs to pyramidal neurons (37, 38). The millisecond (ms) precision afforded 
by EEG allows for the non-invasive measurement of ongoing neural rhythms. Historically, 
researchers have divided the EEG signal into several canonical frequency bands based 
on dissociable patterns of activation and underlying mechanisms (i.e., Delta, 0.1 – 3 Hz; 
Theta, 4 – 8 Hz; Alpha, 9 – 14 Hz; Beta, 15 – 29 Hz; Gamma, > 30 Hz). Activity within 
these bands can be represented in its (1) amplitude/power, a measure of the magnitude 
envelop of a band-limited signal, (2) phase, a measure of location within a cycle, or (3) 
frequency, the cyclical rate over time (39). While of general interest in sleep research, 
the role of delta-band activity in cognitive studies is mixed. As such, I largely consider 
the remaining frequency bands in this report. Save for higher gamma frequencies (> 
60Hz), activity within these bands has been shown to be positively correlated with activity 
recorded in other modalities (e.g., MEG and ECOG) (38). 
Broadly speaking, the delta, theta, and alpha bands are considered to be “low” 
frequencies, while beta and gamma bands constitute “high” frequencies. Theta-band 
activity (4 – 8 Hz) is associated with a wide array of cognitive functions including cognitive 
control, working memory, and task switching (40–44), and has been associated with the 
interplay of calbindin-positive (CB+) basket interneurons and pyramidal cells (45). 
Working memory studies tend to report increases in theta-band activity as the number of 
items to be stored in working memory increases (46, 47); although, theta-band activity 
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has been shown to decrease overall during adolescence (48). As such, theta activity in 
working memory is hypothesized to reflect top-down control processes rather than 
working memory storage per se.  
Alpha-band (9 – 14 Hz) activity is widely considered an inhibitory rhythm that can 
suppress and gate information flow through the cortex (49, 50). Alpha-band oscillations 
tend to increases in amplitude in task-irrelevant brain regions and decreases in task-
relevant regions (49–52), and are thought to be mediated by muscarinic acetylcholine 
(mAChR) and metabotropic glutamate type-1 receptors (mGluR1) (53, 54). Alpha 
oscillations emerge during early childhood and increase gradually in amplitude through 
adolescence (55). Additionally, the peak frequency in alpha tends to shift upward to a 
slightly faster rhythm (56). During working memory tasks, alpha-band power typically 
decreases from baseline during item encoding and maintenance (57) but the alpha peak 
frequency correlates with working memory capacity (43). Since adolescents have a 
higher baseline alpha power, this results in a greater proportional decrease compared to 
children (58, 59).  
Lastly, beta- (15 – 29 Hz) and gamma-band (> 30 Hz) rhythms are also found in 
a wide variety of contexts including sensory processing (60–63). Activity within these 
ranges is often considered to reflect local circuit activity (64). As such, beta and gamma 
oscillations have been observed in the context of sensation and perception (60, 61, 65–
67) as well as cognitive control (68, 69), and especially working memory (70–74). More 
specifically, frontal gamma-band oscillations have been shown to increase parametrically 
with working memory load (70) and to predict working memory accuracy and capacity 
(73–75).  
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In the context of working memory, theta and alpha band oscillations are 
hypothesized to gate information transfer and stabilize the representation of information 
in working memory (76, 77). This phenomenon, referred to as cross-frequency coupling, 
typically takes the form of activity in a lower frequency modulating some feature of a 
higher frequency. The most commonly reported form of this type of relationship is so-
called phase-amplitude coupling (PAC) where a low frequency phase modulates the 
amplitude of a high frequency rhythm. Though this is debated (71), intracranial 
hippocampal recordings have shown that working memory capacity can be predicted by 
the interplay between gamma oscillations and alpha amplitude and phase (78) 
suggesting the relative speeds of these rhythms does place a limit on working memory 
capacity.  
GABAergic development in adolescence 
While several models for gamma and beta-band activity have been proposed (79–
82), the majority of such models converge on the mechanistic role of fast-spiking 
inhibitory interneurons as a primary mechanism to control synchrony. Under the 
interneuron network gamma (ING) model, these fast-spiking interneurons coordinate 
gamma-band synchrony by simultaneous inhibition of pyramidal cell populations. Their 
rate is determined by the reciprocal inhibitory synapses of interneurons onto other 
interneurons. By contrast the pyramidal interneuron network gamma (PING) model 
details the reciprocal connectivity between pyramidal cells and interneurons as being 
critical to determining the circuit’s oscillatory frequency. A comparative assessment of 
the relative contributions of each model is beyond the scope of this investigation, but the 
core overlap is the role of ionotropic gamma-aminobutyric acid (GABA) type-A receptor 
(GABAAR)-mediated inhibition—more specifically from fast-spiking, PV+ interneurons. 
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As such, the rate of circuit oscillation is determined by the rate of inhibitory decay which 
critically determines when pyramidal neurons can synchronously fire again at each 
successive cycle (79). Though the P/ING models describe mechanisms for gamma-band 
oscillations, it is noted that the same mechanisms that produce gamma in superficial 
layers of the cortex can also produce beta-band oscillations in the deep layers (83, 84).  
Human post-mortem studies and studies with non-human primates consistently 
find that the GABAergic system is among the last to fully mature (85–88). Specifically, 
the subunit compositions of GABAARs, which are pentamers comprised of five subunits, 
have been shown to change during adolescence. In the prefrontal cortex, this shift is 
from GABAARs with a predominant expression of α2 subunits to those with a 
predominant expression of α1 subunits (85, 87). This shift has been shown to 
fundamentally alter the temporal dynamics of miniature inhibitory post-synaptic currents 
(mIPSC) (88). In rhesus monkeys, Gonzalez-Burgos and colleagues (88) found that the 
amplitude of mIPSC in layer 3 pyramidal cells did not change during development, but 
that the rise and decay time constants were shorter for peri-pubertal monkeys than for 
pre-pubertal monkeys. In their computational models (PING), the shortening of the 
GABAAR decay time constant was sufficient to produce an upward shift in peak 
oscillatory frequency and power. Thus, owing to the role of such high-frequency activity 
in working memory (71, 74), the developmental trends toward increased high frequency 
(i.e., beta- and gamma-band) activity (48, 65), and the human evidence of these GABAAR 
receptor changes (87), I surmised GABAAR-mediated inhibition may underlie increases 
in working memory capacity through increased rate of oscillation.  
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Transcranial magnetic stimulation as a non-invasive probe of cortical rhythms 
Outside of pharmacological manipulation which may not be safe for young 
children, relatively few methodologies are available to investigate the relationship 
between inhibition and cortical oscillations. Fortunately, a form of non-invasive brain 
stimulation called transcranial magnetic stimulation (TMS) offers unique opportunities 
when combined with other non-invasive brain recording techniques like EEG. TMS 
devices utilize the principle of electromagnetic induction introduced by Michael Faraday 
in 1881 (89, 90). In electromagnetism, induction refers to the property that in the 
presence of a time-variant magnetic field (i.e., a moving or short lived magnetic field), a 
conductive medium within the field will pass a current even in the absence of an external 
electrical source so long as the medium is organized as a circuit. The induced current is 
perpendicular to the generated magnetic field and parallel to the orientation of the field 
generating current. If the induced field is sufficiently strong, TMS can produce action 
potentials in the underlying tissue (91–93). While methods of calculating this threshold a 
priori have been proposed, one of the most common methods of determining this 
strength is by identifying the TMS stimulator intensity which is capable of generating a 
muscle movement in the hand for approximately 50% of stimulations—a value referred 
to as the resting motor threshold (RMT) (94). With TMS, researchers use these principles 
to safely and non-invasively generate a current in tissues underlying the coil to which 
one would not normally have access (i.e., brain) (95–97). Over the years, many unique 
TMS protocols have been developed, but I will address two general categories here—
single-pulse and paired-pulse TMS (spTMS and ppTMS, respectively).  
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Single-pulse TMS 
In its simplest form, spTMS refers to any study where a single TMS pulse is 
applied to the cortex, and the primary outcome measure is a single readout signal (e.g., 
EEG, motor-evoked potential, behavioral performance) that is time-locked to the TMS 
pulse. Commonly with EEG, the readout of interest is either the TMS-evoked potential 
(TEP) or TMS evoked oscillatory (TEO) response immediately following the stimulus (91–
93, 98). Both TEPs and TEOs have been shown to produce unique cortical responses in 
different brain regions (99, 100). Moreover, a growing body of pharmacological TMS-
EEG literature has established specific neurotransmitter mediated features in the 
TEP/TEO response (101). Premoli and colleagues (102) elegantly demonstrated that 
positive allosteric GABAAR modulators (e.g., alprazolam and diazepam) selectively 
increased the amplitude of an early negative TEP component occurring around 45 ms 
(N45) post-TMS to the motor cortex. These drugs were also found to decrease the 
amplitude of a later negative TEP occurring around 100 ms (N100) post-TMS whereas 
the GABA type-B receptor (GABABR) allosteric modulator, baclofen, was found to 
increase the N100 amplitude. Thus in the absence direct pharmacological manipulation, 
TMS-EEG offers specific indices to investigate the development of GABA-mediated 
signaling in adolescence.  
Furthermore, in a now classic study, Rosanova and colleagues (100) 
demonstrated that the cortical response to TMS exhibited unique oscillatory signatures 
depending on the cortical target. The researchers observed a rostral-caudal gradient 
whereby the peak sustained frequency response, which the authors called the natural 
frequency, was higher for frontal TMS targets and lower for posterior targets. In their 
sample, the prefrontal natural frequency was found to be approximately 29 – 31 Hz 
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compared to 18 – 20 Hz for parietal TMS and 10 – 11 Hz for occipital TMS. This effect 
was also found to be state-dependent as adult patients with schizophrenia, bipolar 
disorder, and major depression all show reduced prefrontal natural frequency (103, 104). 
The reduced frontal natural frequency in these disorders implies the possibility that 
natural frequency is present early in childhood and decays with the illness or that the 
higher prefrontal natural frequency emerges during adolescence and fails to develop in 
these disorders. The relationship between adolescence, natural frequency, and mental 
illness, is beyond the scope of this investigation, but the first order relationship of 
adolescence to natural frequency offers an ideal non-behavioral paradigm to test for 
changes in gamma-band oscillatory frequencies.   
Paired-pulse TMS  
Paired pulse TMS refers to a class of paradigms whereby two TMS pulses are 
applied in quick succession. The first stimulus is considered to be a conditioning pulse 
which primes the underlying cortex. The second stimulus is a test pulse that is typically 
compared to the test pulse response alone without a preceding conditioning pulse (105, 
106). Depending on the latency between the two pulses and the relative intensities of the 
first to the second pulse, these techniques can produce TMS responses that are greater 
than (i.e., facilitation) and less than (i.e., inhibition) the spTMS response. While these 
techniques were developed with a focus on the motor cortex and motor evoked potentials 
(105, 106), they have since been applied directly to TMS-EEG of various other regions 
(107–113).  
Notably, two techniques have been developed that are sensitive to GABAergic 
neurotransmission (101, 114)—short-interval intracortical inhibition (SICI) and long-
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interval intracortical inhibition (LICI). SICI typically occurs when a subthreshold 
conditioning stimulus precedes a suprathreshold stimulus by approximately 1 - 5 ms 
(106). In SICI, a subthreshold conditioning pulse precedes a suprathreshold test pulse. 
The test pulse induced motor evoked potential (MEP) tends to be suppressed when 
compared to a single pulse presented at the test pulse intensity. The sub-/suprathreshold 
relationship is particularly critical for SICI. In seminal research conducted by Ilic & 
colleagues (115), suppression and facilitation effects were observed at the same inter-
pulse latencies. The specific effect observed depended precisely on the conditioning-to-
test pulse ratio. For example, at 2.1 ms IPIs, facilitation was observed if the conditioning 
pulse was presented between 80% and 120% RMT with a test pulse between 60% and 
110% RMT. At the same IPI, inhibition is observed if the conditioning pulse is applied at 
< 80% RMT with a test pulse > 110% RMT. The boundaries between these effects shift 
as a function of the timing between pulses (115). More recently, researchers have begun 
to investigate this same phenomenon in the prefrontal cortex (107–109, 111). So far the 
results have been mixed. Recent pharmacological evidence suggests that both 
GABAAR- and GABABR-mediated inhibition influence SICI of prefrontal TEPs (111); 
though, Cash and colleagues (109) found that SICI applied to the prefrontal cortex 
suppresses TMS-evoked alpha oscillations.  
By contrast, LICI has been more extensively studied in the context of TMS-EEG 
(110–113, 116–118). LICI typically occurs when a suprathreshold stimulus precedes 
another suprathreshold stimulus by about 50-200 ms (119). LICI of the prefrontal and 
motor cortex has been shown to reliably suppress beta- and gamma-band oscillations 
(112, 113, 116). Similar to findings in the motor cortex, LICI in the prefrontal cortex is 
enhanced by baclofen (110, 111, 118) suggesting a key role of GABABR-mediated 
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inhibition for this paradigm. To date, SICI and LICI of TMS-EEG measures have not been 
evaluated in adolescents, but an exploratory study of SICI and LICI applied to the motor 
cortex suggests that LICI gradually increases during adolescence while SICI remains 
stable (120). However, one critical limitation in the literature regarding both SICI and LICI 
in TMS-EEG is the lack of a general parameter search. Croarkin and colleagues (120) 
measured two SICI-related IPIs (i.e., 2 and 4 ms) and three LICI-related IPIs (i.e, 100, 
150, and 200 ms), but they did not measure the inter-pulse interval boundary of SICI. 
Many studies select one pulse intensity ratio or one inter-pulse interval (IPI) and simply 
apply it across the cortex (109, 111, 112). Though the parameters defined in the motor 
cortex may generalize to other cortical regions, this relationship has not been 
systematically tested. As this investigation was concerned with developmental changes 
in the latency and duration of GABA-mediated inhibition in the prefrontal cortex, I adopted 
these techniques to measure wider range of IPIs to determine the temporal 
characteristics of SICI and LICI suppression of cortical signals.  
Aims and Hypotheses 
The central thesis of this investigation posits that gamma oscillations reflect a core 
computational mechanism for the encoding and maintenance of information in working 
memory. During adolescence, inhibitory cellular mechanisms thought to underlie gamma 
oscillations are fundamentally changing in a manner that supports faster, high-frequency 
coordination of activity across pyramidal cells. The ratio of the number of gamma cycles 
to the duty cycle of lower frequency rhythms has been proposed as a putative 
mechanism to account for the capacity limits in working memory (76, 121). During 
adolescence, prefrontal GABAARs subunit compositions are altered in a manner that 
supports faster oscillatory rates in prefrontal circuits. Taken together, I hypothesized that 
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developmental changes in the mechanisms underlying gamma oscillations will result in 
higher gamma-band frequencies which will correspond with improved working memory 
capacity during adolescence, and that this change in rate will rely on a decrease in the 
duration of GABA-mediated inhibitory effects.  
AIM1: Determine the degree to which natural frequency in the DLPFC predicts WM 
capacity in adolescents. 
Hypothesis 1A: Working memory load-dependent high frequency (> 25 Hz) power and 
central frequency will be greater in adolescents compared to children.  
Hypothesis 1B: TMS-evoked natural frequency in the prefrontal cortex will be higher for 
adolescents compared to children. 
Hypothesis 1C: Prefrontal natural frequencies will positively correlate with working 
memory capacity. 
AIM2: Evaluate the temporal dynamics of GABA-mediated inhibition in the 
prefrontal cortex during adolescence. 
Hypothesis 2A: SICI over the prefrontal cortex will suppress TEOs across a shorter range 
of intervals for adolescents compared to children. 
Hypothesis 2B: LICI over the prefrontal cortex will result in greater suppression of TEOs 
for adolescents compared to children.  
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Introduction 
 Working memory (WM) encoding and maintenance have been purported to rely 
on oscillatory neural coding schemes across a distributed network (74, 78, 83). The 
developmental trajectories of the outputs of these networks (i.e., behavior) is relatively 
well characterized (1–3). During adolescence, response times decrease, accuracy 
improves, and the precision of recollection increases suggesting that working memory 
representations tend to become more stable (1, 3, 4, 16). However, the relationship 
between working memory and neural circuit development during adolescence is less well 
established (10, 30, 65, 122).  
In the domain of working memory, one proposed mechanism for these 
improvements is the maturation of neural circuits that support the generation of cortical 
gamma-band oscillations (> 30 Hz) (10, 61, 65, 123). Though gamma-band activity has 
been associated with a variety of sensory and cognitive functions (61, 65, 68, 69, 124), 
gamma oscillations are regularly cited in WM studies as reflecting the encoding and 
maintenance of information in the cortex (70, 71, 73, 75, 78, 116).  
Indeed gamma-band oscillations serve a primary information coding function in 
cross-frequency coupling (CFC) models of working memory (76, 77, 125). Generally 
speaking, CFC refers to any number of relationships observed between frequencies in a 
time series. Typically, phase-amplitude coupling (PAC), where a higher frequency 
amplitude modulates with the phase of a lower frequency, signal is one of the most 
commonly reported phenomena (126), though any combination of amplitude, phase, 
frequency, and/or region is also possible. According to these models, the contents of 
working memory are coded in ongoing gamma-band rhythms while the lower frequency 
modulating rhythm serves to organize or gate this information. Core to these models is 
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the assumption that the capacity limits observed in WM are in some manner determined 
by the nesting of gamma-band oscillations in the duty cycle of an organizing rhythm (78, 
121). Thus, it stands to reason that increases in WM capacity during adolescence may 
be related to changes in oscillatory rate rather than amplitude.  
Preliminary evidence from post-mortem human studies (85–87), and non-human 
primate studies (127, 128) implicate gamma-aminobutyric acid (GABA) type-A receptor 
(GABAAR) subunit compositional changes as a potential driver of this development. 
During adolescence, the density of α1 subunit containing GABAARs increases while the 
density of α2 containing GABA receptors decreases. Gonzalez-Burgos and colleagues 
(88) established that GABAAR-mediated currents in pre-pubertal monkeys demonstrated 
slower rise and decay times than adult monkeys. Subsequent computational modeling 
found that the faster adult decay kinetics were sufficient to induce higher rate oscillations 
in mature compared to an immature circuits. While the GABAAR subunit shift has been 
observed in human adolescents, the question of frequency has yet to be studied in a 
systematic manner.   
Research using functional magnetic resonance imaging has demonstrated that 
cortical networks shift from being widely connected toward a more sparsely connected 
profile (30) which allows for greater precision and “neural ease” to accomplish the same 
cognitive goal (15). Depending on the particular style of WM task, accuracy has been 
found to reach adult-like levels by the age of 15 while the precision of the accurate 
response still improves into our 20s (16, 129).  For example, during memory-guided 
saccade tasks, previous studies have found that adolescents recalled a cued location 
equally as well as an adult, but that adolescents tended to make more small corrective 
saccades than adults (15, 130).  The reduced precision has significant implications for 
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possible neural circuit changes. I posit that refinement in the cortical circuits underlying 
gamma oscillations are maturing in a manner that supports improved working memory.  
Owing to the inherent variability of WM in adolescence and the generally low SNR 
of non-invasive electrophysiology, I sought to also include direct measures of prefrontal 
cortical function to complement classic WM task recordings. To that end, non-invasive 
brain stimulation techniques such as transcranial magnetic stimulation (TMS) offer an 
opportunity to measure the cortical response to direct stimulation of different brain 
regions. During TMS, a brief but strong magnetic pulse is applied to the scalp in a manner 
sufficient to induce electrical currents in the underlying tissues capable of generating 
action potentials. When combined with EEG (TMS-EEG), we can record the complex 
response of primary, secondary, and tertiary cortical signals generated from the 
stimulated regions and regions downstream of the stimulated area. These brain 
responses tend to produce relatively stereotyped evoked potentials (91) that can be 
viewed from the scalp. Clinical research with TMS-EEG has shown that prefrontal circuits 
tend to generate higher frequency rhythms when healthy controls are stimulated 
compared to various neuropsychiatric populations (100, 103, 104, 116). Moreover, prior 
studies pharmacologically manipulating TMS-EEG signals have revealed several TMS-
EEG signal features are mediated by specific neurotransmitter systems. For example, 
Premoli and colleagues (110) demonstrated that the N45 and N100 components—
negative potential deflections at ~45 and ~100 ms post-TMS—can be selectively 
increased by GABAA and GABAB receptor agonists, respectively.  
In this chapter, I investigated the emergence of such high-frequency activity using 
traditional task-based electroencephalography (EEG) and non-invasive brain 
stimulation. I predicted that adolescents would exhibit higher gamma-band frequencies 
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compared to children during encoding and maintenance phases of a working memory 
task. Furthermore, I predicted that the oscillatory response to TMS in the prefrontal cortex 
would produce higher frequency rhythms in adolescents compared to children. Finally, I 
predicted that the frequency of this oscillatory rate would reflect an underlying circuit 
capability of the prefrontal, and as such, would correlate with working memory capacity. 
 
Methods 
Participants 
Participants were recruited from the general population through flyers advertised 
in the community and on social media. In total, 40 right-handed, English-speaking 
participants were recruited between 10 to 12 and 15 to 17 years of age. Child assent and 
parent consent were obtained in accordance with the University of Texas Health Science 
Center Committee for the Protection of Human Subjects (See Appendix A for a copy of 
consent forms and questionnaires). All participants were screened for the following 
exclusion criteria: (1) DSM-V diagnosis of mental illness (assessed with the MINI-KID); 
(2) developmental delay; (3) medical condition affecting brain structure or function (i.e., 
seizures); (4) significant head injury; (5) first-degree relative with psychosis disorder; (6) 
women who are pregnant, nursing, postpartum; (7) inability to provide informed 
consent/assent; (8) current substance use; (9) high risk for psychosis; (10) current 
prescription for psychiatric medications (i.e., stimulants, benzodiazepines, neuroleptics); 
(11) contraindication to TMS (131, 132). In the end, 33 participants returned for the TMS-
EEG visit. Of the 7 who were withdrawn, 3 failed screening, 2 were lost to follow-up, and 
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2 elected to withdraw after the screening. A general demographic of the remaining 33 
participants can be found in Table 2.1. 
Demographics YOUNGER OLDER Group Differences 
(t/χ2/Fisher Exact) 
  N 17 16  
  Age (SD) 10.82 (0.64) 15.75 (0.86) t(31) = -18.7, p = 3.9x10-14* 
      In months 135.8 (7.5) 194.5 (10.2) t(31) = -18.7, p = 3.9x10-14* 
  Gender (F/M) 9/8 7/9 Χ2(1) = 0.28, p = 0.60 
  Ethnicity (H/NH)a 4/13 1/15 Fisher Exact Test, p = 0.16 
  Race (A/AA/M/C)b 1/7/0/9 6/5/2/3 Fisher Exact Test, p = 0.001* 
  WASI-II IQ (SD) 103.76 (14.00) 109.13 
(11.58) 
t(31) = -1.2, p = 0.24 
  SES 44.23 (12.87) 43.03 (17.26) t(31) = 0.26, p = 0.80  
  RMT (%SO) 75.53 (14.52) 68.00 (6.61) t(22.67) = 1.94, p = 0.07 
Barrat Impulsivity Scale (BIS-11)   
1st Order Factors    
   Attention 11.18 (2.77) 10.06 (2.69) t(31) = -1.17, p = 0.25 
  Cognitive     
      Instability 
7.14 (1.88) 6.75 (1.81) t(31) = -0.60, p = 0.55 
   Motor 15.00 (2.81) 14.56 (2.63) t(31) = -0.46, p = 0.65 
   Perseverance 8.06 (2.30) 7.19 (1.94) t(31) = -1.18, p = 0.25 
   Self-Control 13.82 (3.45) 13.47 (3.44) t(31) = -0.30, p = 0.77 
   Cognitive   
      Complexity 
11.59 (3.26) 10.56 (2.63) t(31) = -1.00, p = 0.33 
2nd Order Factors    
   Attentional  18.31 (3.37) 16.81 (4.02) t(31) = -1.16, p = 0.26 
   Motor 23.06 (4.16) 21.75 (3.86) t(31) = -0.94, p = 0.36 
   Non-planning 25.41 (4.78) 24.03 (4.32) t(31) = -0.87, p = 0.39 
aH = Hispanic, NH = Non-Hispanic; bA = Asian, AA = African American, M = 
Multiracial, C = Caucasian; *p < 0.001 
Table 2.1 Demographic summaries of completed participants.  
The two samples were generally demographically well-balanced. An imbalance in the 
racial composition of each group reflected greater number of Caucasians in the child 
group and a greater number of Asians in the adolescent group. As reported in the 
literature (133), RMT was marginally higher for children. To rule out, general impulsivity 
as a confound, participants completed a self-report impulsivity scale called the Barratt 
Impulsivity Scale (BIS-11) (134, 135). We found no group difference in any impulsivity 
factor score. 
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Sternberg Working Memory Task 
All participants completed a Sternberg-styled serial item working memory task 
consisting of letter stimuli (136). Participants were seated approximately 50 cm away 
from a VIEWPixx monitor. Lists of either 3 or 6 letters were presented at ~2° visual angle 
in 1000 millisecond (ms) interstimulus intervals (ISI) (Figure 2.1). Individual letters were 
present for 300 ms and each letter was masked by a 700 ms fixation cross. After the final 
letter of the set, a blue fixation cross was presented to indicate the start of the 
maintenance period which lasted 2000 ms. Finally, a blue probe stimulus was presented 
for up to 3000 ms prompting the participant to a make response via button press to 
indicate if the probe letter matched one of the previous set. Match/Non-match responses 
were always mapped to separate hands, and the stimulus response mapping was 
counterbalanced across subjects. Participants completed a total of 112 trials with even 
distributions of trials across all conditions (e.g., 25% 3-letter match trials; 25% 3-letter 
non-match trials; etc.). See Figure 2.1 for a task schematic.  
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Figure 2.1 Serial item working memory task schematic.  
Two trial types with different item set lengths were presented in a randomized order. At 
the start of each trial a “+” would appear on the screen to indicate the trials is starting. 
Letters to be encoded were presented in white text at a rate of once per second. At the 
start of the maintenance period, the central fixation turned blue for 2000 ms. Afterward a 
blue probe letter would appear to prompt a behavioral response to indicate if the blue 
letter was in the previous set of white letters or not. Trial types were evenly split across 
all conditions.  
 
In addition to traditional measures of reaction time and accuracy, several signal 
detection measures were derived to quantify performance improvements from this task 
(137). Target discriminability (𝑑′ = 𝑧(𝐻𝑅) − 𝑧(𝐹𝐴𝑅)), decision bias (ln(𝑏𝑒𝑡𝑎) =
𝑧(𝐹𝐴𝑅)2−𝑧(𝐻𝑅)2
2
), and decision criterion (𝑐 = −
𝑧(𝐹𝐴𝑅)+𝑧(𝐻𝑅)
2
) were calculated, where HR is 
proportion of correct match trials, FAR is the proportion of incorrect non-match trials, and 
z() is the z-transformation to a distribution with a mean of 0 and standard deviation of 1. 
Finally, a measure of working memory capacity (k) was determined per (138) for single 
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item recognition tasks as, 𝑘 = 𝑁(𝐻𝑅 − 𝐹𝐴𝑅), where N is the set size presented. This 
working memory task structure has been shown to reliably induce gamma oscillatory 
activity in intracranial recordings (44, 70), and more recently, was shown to evoke task-
relevant high-frequency activity in scalp EEG as well (75).  
Transcranial Magnetic Stimulation 
Single pulse TMS was applied to two cortical targets—the primary motor cortex 
(M1) and the left prefrontal cortex (PFC)—using biphasic pulses delivered by a 
X100+MagOption stimulator (MagVenture, Inc, Alpharetta, GA). Participants were 
seated in a slightly reclined position in a chair with a headrest designed to help stabilize 
the head position. Participants were awake with eyes open during the TMS procedure. 
In this cohort, I did not have individual MRIs; therefore, the Montreal Neurological 
Institute (MNI) template model was co-registered to individual head geometries using 
cranial landmarks. While registration to an individual MRI is ideal, the use of the MNI 
template allowed for approximate estimations of brain regions, and more importantly, 
facilitated use of the motion tracking functions of the TMS Navigator system (Localite 
GmbH, Bonn, Germany. This allowed me to ensure the TMS coil remained on target 
through the session and to let participants move during breaks. The freedom of 
movement allowed by this setup proved invaluable with younger children especially who 
had greater trouble sitting through longer sessions. In order to minimize participant time, 
avoid excessive fatigue, and ensure well rounded data collection, all participants 
underwent the same order of conditions.  
At the start of each TMS session, resting motor threshold (RMT) was determined 
with the EEG cap and a foam barrier (~2-5 mm thick) in place. Electromyograms (EMG) 
from the first dorsal interosseous (FDI) were observed using gold-plated cup electrodes 
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in a bipolar belly-tendon scheme with a ground electrode placed on the thumb. Motor 
thresholds tend to be lower under active contraction compared to at rest. Therefore, 
participants were instructed to maintain a slight muscle contraction in the hand during 
the initial MEP procedure. Starting at 50% mean stimulator output (MSO), single pulse 
TMS was applied to cortical targets along the estimated region of the motor strip. If no 
MEP or visual muscle twitch was elicited, the stimulation was increased by 5% and the 
process repeated. This procedure allowed for participants to gradually become 
accustomed to the stimulation. Once the hand position was identified, small adjustments 
were made until a discernable MEP was elicited in the FDI. The position demonstrating 
a maximum reproducible MEP was saved for use as the M1 target. Once the target 
location was identified, participants were instructed to relax their hands. If an MEP could 
not be elicited, the stimulation was increased in increments of 3% MSO until a reliable 
MEP could be observed. Finally, the stimulation intensity was reduced until a peak-to-
peak MEP amplitude of 50 μV could be observed in 50% of TMS pulses (94). This 
intensity was recorded as the RMT.  
All TMS procedures were delivered as a proportion of the individual subject RMT. 
This value is traditionally used in TMS and TMS-EEG studies to determine individual 
stimulation intensities in the absence of source current modeling which requires 
individual MRIs. By using RMTs to standardize TMS protocols, one can loosely control 
for excitability and scalp-to-cortex distance variability. In the observed cohort RMT was 
marginally higher for the younger participants (MCHILD = 75.53, SDCHILD = 14.52) than for 
older participants (MADO = 68.00, SDADO = 6.61), t(22.67) = -1.94, p = 0.065. This pattern 
mirrors similar findings in the literature which show that RMTs tend to be higher in 
children, then decrease during adolescence (133). For four participants in the child 
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group, the RMT could not be determined because it was beyond the maximum stimulator 
output (N = 4). In these cases and for RMTs above 80% MSO (N = 1), the de facto TMS 
reference intensity for the protocols was set to 80%. In all but one case, an active motor 
threshold could be determined to confirm appropriate targeting for M1.  For the remaining 
participant, the C5 electrode site was used to guide targeting.  
All participants underwent the same step in procedure to acclimate to TMS as a 
novel experience. Each session began as described with the RMT determination. We 
applied 2 runs of 60 single pulse TMS (120 pulses total) at 120% RMT to ensure robust 
cortical activation. Intertrial intervals (ITI) were distributed between 0.2 - 0.5 Hz pseudo-
randomly with a weighted distribution toward favoring 0.5 Hz (ITIs: 2000 ms, w = 0.5; 
3000 ms, w = 0.3; 4000 ms, w = 0.1; 5000 ms, w = 0.5). This timing reduced entrainment 
effects in EEG, and by weighting the IPI distribution toward shorter IPIs, we were able to 
reduce the overall time needed for participants to remain still to 217 seconds.  
Next, 15 sham trials were collected each at both the M1 and PFC targets (30 trials 
for the last 6 participants). For sham trials, the coil winding was held perpendicular to the 
scalp with the right outer winding held over the target position and the coil arm oriented 
in the same direction as for the cortical target. These trials were used in the EEG 
preprocessing steps to aid identifying auditory evoked potentials from the residual 
audible coil click and from bone conduction of the coil click (see details below).  
In the absence of individual MRIs the dorsolateral PFC (DLPFC) was targeted 
using the putative DLPFC coordinates published in (139) with the coil arm oriented 45° 
from the midsagittal line. This position produced significant discomfort from single 
stimulations for N = 10 participants. In these cases, the coil was shifted toward the 
midsagittal line up to 10 mm and angled to achieve the same or similar cortical target 
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with minimal discomfort. The stimulation paradigm for the PFC target included a greater 
number of trials and conditions which will be further discussed in Chapter 3. With the aim 
of ensuring adequate data collection for Aim 2, the single pulse and paired pulse TMS 
conditions were delivered interleaved. The pulse delays were distributed pseudo-
randomly as for the M1 protocol. For each run, 112 trials were delivered; 16 trials were 
single pulse; 8 trials in each of 6 SICI delays (48 total); and 8 trials in each of 6 LICI 
delays (48). This yielded a 387 second protocol which was repeated as many times as 
possible within a three-hour session. In the event that relatively few runs could be 
completed of this more involved protocol, the single pulse M1 protocol would be applied 
at the PFC site to ensure adequate comparison between M1 and PFC TEPs.  
All single pulse stimuli were delivered at 120% resting motor threshold (RMT) to 
ensure robust cortical activation (91–93).  Rosanova et al (100) demonstrated the 
oscillatory profile of the brain’s response to TMS is largely consistent regardless of 
stimulation intensity, but that the overall signal to noise is higher at higher stimulation 
intensities.  
Electroencephalographic Recordings 
EEG data were collected with a 64-channel ActiCAP Slim with placed according 
to international 10-20 scalp coordinates. Ground and reference electrodes were placed 
at AFz and FCz respectively. Data were digitized with a BrainAmpMR amplifier at 5 kHz 
with a vertical resolution of 0.1 µV corresponding to a vertical dynamic range of ±3.0 mV 
which allowed for recovery of the continuous EEG within 5 ms of the TMS pulse (140). 
As the EEG setup procedure can take a long time and to minimize overall participant 
fatigue, channel impedances were reduced to approximately 20 kΩ prior to starting the 
working memory task. Continuous data was visually inspected by expert reviewers in 
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order to ensure adequate data quality despite this initially high level. Since all participants 
started with the WM task, the gel was able to settle into the participants’ hair so that by 
the time the TMS started, impedances were within the range of 0-8 kOhms. This strategy 
helped shorten the necessary set up time for the EEG and proved useful especially for 
younger children who did not tolerate the procedure as well. Prior to the start of the TMS 
experiments, EEG wires were oriented parallel to the implied magnetic field to minimize 
magnetic pulse artifacts (141). 
EEG preprocessing  
 All EEG data preprocessing was completed in Matlab 2017b (MathWorks, Nattick, 
MA) with a mix of EEGLAB v14.1.2b functions and custom scripts (142). For the WM 
data, continuous data were filtered using a 0.5 to 100 Hz ideal pass-band filter followed 
by a 58-62 Hz notch filter to remove line noise. All trials were epoched from -1750 ms 
pre fixation onset to 9000 ms post-fixation (i.e., 700 ms into the 6-item trial probe). Data 
were then z-scored across time and channel to identify trial-channel pairs that were 
greater than 3 SDs from the data mean. These pairs were masked prior to running an 
extended Infomax independent component analysis (ICA) (143, 144). Ocular, muscle, 
heartbeat, and channel noise artifacts were identified automatically using the Multiple 
Artifact Rejection Algorithm (MARA) plug-in for EEGLAB which automatically identifies 
artifacts that match previously trained pattern classifiers (145, 146). These components 
were reviewed prior to removal. Next, data were downsampled to 1000 Hz and re-
evaluated for bad channels and/or trials with a slightly lower threshold of 2.5 SDs. Whole 
trials were removed if over 30% of the channels in that trial met the threshold. Whole 
channels were removed if over 50% of the trials were above threshold. Missing 
channel/trial pairs were interpolated using spherical spline interpolation by the EEGLAB 
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function, repchan.m. Finally, data were re-references to the common average prior to 
further analysis.  
 TMS data were preprocessed according to the automated artifact rejection 
algorithm for single-pulse TMS-EEG data (ARTIST) (147).  Briefly, the ARTIST pipeline 
expands upon the methods set by Rogasch and colleagues (99) for removing artifacts 
from TMS-EEG data. Unlike for traditional task-based EEG, TMS-EEG is known to 
struggle with several stimulation-based artifacts that can mask the signal of interest. In 
particular, the TMS artifact typically takes the form of a transient (~ 5 ms) high amplitude 
spike followed by a slow decay (~ 100 – 200 ms) back to baseline (99, 140). To adjust 
for these artifacts, data is first corrected for slow drifts using a 5 second median filter 
which is robust to the high amplitude pulse artifacts. Next, the period from -2 ms prior to 
the TMS pulse to 10 ms after is removed and the missing data is linearly interpolated 
prior to downsampling the data to 1000 Hz. Next, a two stage ICA cleanup routine is 
applied. In the first run of logistic Infomax ICA, a large scale decay artifact resulting from 
stimulation is identified and removed from the data. This artifact resembles an 
exponential decay, but can last past 100 ms and mask early EEG signals. By first 
removing just the large decay artifact, we can get better estimations of artifacts do not 
occur at the same amplitude scale as the decay artifact.  
After this first ICA run, the data is filtered from 1 – 100 Hz used a high- then low-
pass, zero-phase finite impulse response filter (FIR) followed by 58 to 62 Hz notch filter 
(zero-phase FIR). Data were then epoched from -1250 to 1250 ms surrounding the TMS 
pulse event. Bad channels and trials were identified and removed per (147), and the 
remaining data were submitted to a second round of ICA. Since the decay artifact was 
previously removed, principal component analysis is applied to reduce the rank of the 
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input data for ICA. The two transformations are then combined to derive the appropriate 
weight matrix for the second ICA run. The ARTIST pattern classifier was applied after 
the second ICA to identify classic EEG artifacts. All candidate artifacts were manually 
reviewed before removal.  
Since I did not use active noise masking, I included the sham trials in the ICA 
training data. The mean ICA activity and topography was then used to identify auditory 
evoked potentials which have a characteristic frontocentral scalp distribution and N90-
P170 complex (99). If this pattern was present in both the active and sham TMS 
averages, I removed the component. Lastly, data were re-referenced to the common 
average prior to running further analyses. 
Time-Frequency Analysis 
Since the basic hypothesis for this study is that the operating frequency of 
prefrontal cortex is increasing during adolescence, two general time-frequency analysis 
strategies were employed to capitalize on the unique strengths of the two experimental 
procedures. For the WM EEG data, trial-wise EEG data were band-pass filtered using a 
4th order Butterworth filter to generate a band-limited time series in the theta (3-9 Hz), 
alpha (7-15 Hz), beta (14-30 Hz), and gamma (28-60 Hz) frequency ranges. Since a 
central hypothesis for this investigation is that the central frequency within the gamma 
band is changing, the filter ranges were selected to be slightly wider than the canonical 
definitions of these bands both to capture wider ranges of frequencies and to avoid sharp 
edge effects resulting from the filtering.  The mean ERP for each condition was 
subtracted in the time-domain from each trial prior to filtering in order to estimate so-
called induced activity (67, 148). This step is intended to reduce the presence of sensory-
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related activity by removing activity that is time-locked to the trial. Next, I applied the 
Hilbert transform to create the imaginary component of the analytic signal representation 
of the data (149, 150). The strength of the band-limited analytic signal is that it allows us 
to compute the instantaneous amplitude, phase, and frequency of any given time series. 
For this study, the instantaneous amplitude was derived and converted to power in 
decibels (dB) using the following:  
𝐴𝑀𝑃𝐿𝐼𝑇𝑈𝐷𝐸 = 𝑎𝑏𝑠(𝑋𝑡 + ℎ𝑡(𝑋𝑡)𝑖) 
𝑑𝐵 = 10 ∗ log10(
𝐴𝑀𝑃𝐿𝐼𝑇𝑈𝐷𝐸
𝐵𝐴𝑆𝐸𝐿𝐼𝑁𝐸
) 
Where Xt is the filtered EEG time series at time point t, ht(Xt) is the Hilbert transformation 
of Xt given by the Matlab function, hilbert.m, and BASELINE is the mean over time of the 
baseline period of the AMPLITUDE time series. The instantaneous frequency was 
computed in hertz (Hz) as the derivative with respect to time of the unwrapped phase 
angle time series using the following: 
𝐻𝑧 =  
𝑠𝑟
2𝜋
∗
𝑑
𝑑𝑡
𝜃𝑡 
Where sr is the sampling rate in Hz, θt is the unwrapped phase angle time series provided 
by the Matlab code, unwrap(angle(hilbert(Xt))), and the derivative is given by the Matlab 
function, diff.m. This estimate was then smoothed with a 250 ms Gaussian kernel to 
correct for spikes in the instantaneous phase time series due to imprecisions in the phase 
angle estimations.  
For the TMS data, a complex Morlet wavelet transformation was applied since it 
is better suited to short duration signals and is more directly comparable to previous 
literature using the same measures derived here. The complex Morlet wavelet 
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transformation decomposes a time-domain signal into a time-resolved frequency 
representation by convolving a data time series with a complex sinusoid of a specified 
frequency (39):  
𝑊(𝑡, 𝑓0) = ∑ 𝑤(𝑡, 𝑓0) ∗
𝑡
𝑖=0
𝑋𝑡 
The sinusoid itself is convolved with a Gaussian envelope allowing for an estimation of 
moment-to-moment changes in the frequency content of a signal: 
𝑤(𝑡, 𝑓0) = 𝐴𝑒
−𝑡2
2𝜎𝑡
2
𝑒2𝑖𝜋𝑓0𝑡 
Where A is a normalizing constant, σt is the width of the Gaussian in the time domain, 
and f0 is the frequency of the complex sinusoid, which is expressed over the vector of 
times, t. The trade-off of time versus frequency resolution is determined by the ratio 
between the central frequency, f0, and the spread of the Gaussian in the frequency 
domain, σf = 1/2πσt. This ratio is commonly denoted by the number of cycles of a given 
frequency that occurs within the envelope. Higher cycles result in better frequency 
resolution, while lower numbers of cycles sacrifice frequency resolution for better time 
resolution. A relatively short (i.e., small) c parameter is typically chosen for TMS data to 
reduce the lasting impact of residual TMS artifact on the TF representation of the data. 
Four cycles were selected for this dataset (c.f., 3.5 cycles in (100)) to provide decent 
frequency resolution while minimizing the impact of any residual TMS artifact in the TF 
transformation. TF power was calculated as in Equations 1 and 2 with the time frame -
600 to -200 relative to TMS serving as the baseline.  
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To reduce dimensionality, the mean spectrum estimated from 20 – 300 ms post-
TMS was submitted for further analysis to measure power differences between groups 
and TMS targets. Natural frequency was taken as the frequency of peak power in the 
spectrum averaged over a target specific region of interest (ROI) (PFC: AFz, Fz, F1, F3; 
M1: FC1, FC3, FC5, C1, C3, C5, CP1, CP3, CP5). To remain consistent with previous 
literature, the search window for natural frequency was set between 8 – 50 Hz (100, 103, 
104).  
Statistical Analysis 
i. Sternberg Working Memory 
Behavioral differences in reaction time, accuracy, d’ (target sensitivity), criterion, 
and bias were assessed using repeated measures ANOVA with age as a between 
subject factor and WM load as a within subject factor. Performance was largely at ceiling 
for the adolescents for the 3-item condition, thus violating the homoscedasticity 
assumption. Therefore, data were transformed into ranks via the Aligned Rank Transform 
(ART) procedure (151) (http://depts.washington.edu/madlab/proj/art/) which converts 
data points into one set of ranks for each main and interaction effect. The ‘alignment’ 
procedure assigns a rank based on the effect of interest (e.g., a group mean) and the 
residuals from a parametric ANOVA using the full design. The ANOVA is then repeated 
on each rank set, and only the corresponding ANOVA effect is interpreted as usual. 
Planned follow-up comparison were completed within the LOAD 6 condition using t-tests 
assuming unequal variance. Since the WM capacity measures is scaled by the set size 
being tested, I found the ANOVA framework to be inappropriate. Therefore, age related 
differences in WM capacity were tested using Wilcoxon rank sum tests for the 3-item and 
6-item conditions separately. 
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Initial review of the behavioral data highlighted three participants in the child group 
with near chance performance (i.e., ~50% accuracy) in the 6-item condition even after 
performing well under observation during a task practice. One participant (s1) was found 
to have performed the 3-item condition relatively well (Hit Rate (HR3) = 73%, Correct 
Rejection Rate (CR3) = 80%) suggesting that the participant was engaged and attending 
to the task, but demonstrating a true capacity limitation. The second and third participants 
(s18 & s30) demonstrated a strong response bias (i.e., 3-item criterion (c > 3 sd above 
the sample mean) toward a non-target response even for the 3-item condition (s18: HR3 
= 44%, CR3 = 96%; s30: HR3 = 46%, CR3 = 100%), suggesting that these participants 
were using a particular strategy that differed from their peers. As such, these two 
participants were removed from the WM related analyses.  
Since the 3-item and 6-item trials were of differing lengths, EEG analyses were 
focused on the 6-item condition where the greatest hypothesized differences were 
expected. To control for multiple comparisons across the set of channels and times, 
adolescent vs child differences in signal power (dB) and frequency (Hz) were tested 
using a cluster-based permutation procedure using the tools available through the Mass 
Univariate Toolbox for Matlab (152, 153). In this procedure, t-scores are calculated using 
a standard t-test approach. The resultant statistical parametric maps are thresholded for 
a given uncorrected, test-wise alpha level, and contiguous points in time and space (as 
determined by a neighborhood matrix of adjacent channels) are summed together to 
generate a ‘cluster mass’ statistic for each spatiotemporal region identified. Next, the 
data is shuffled several thousand times and these statistics are recomputed generating 
a null distribution of cluster masses based on shuffled data. Finally, the original mass 
statistic is compared to the empirical null distribution to determine the probability of 
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observing a particular cluster mass given the data at hand. For the WM EEG data, the 
test-wise and cluster-wise alphas were set to 0.05 using 2000 randomizations to 
generate the null distribution. Each band time series was tested separately.   
ii. Single Pulse TMS 
Statistical differences related to the effects of age and TMS target were assessed 
using the two-way repeated measures ANOVA test for factorial designs. Three variants 
were adopted based on the nature of the data (i.e., (1) univariate DV with no violations; 
(2) univariate DV with assumption violations; (3) mass univariate, violations intermittent). 
For the first case, the standard parametric RM-ANOVA with age group (between-subject; 
child vs adolescent) and TMS target location (within-subject; M1 vs. PFC) were used as 
factors with two levels each. For univariate cases where violations of ANOVA 
assumptions are significant, the ART transformation was applied as with the working 
memory data.  
Lastly for multivariate data (channels by frequencies), I chose to extend the 
cluster-based permutation procedure to the RM-ANOVA by randomly shuffling group 
membership and TMS target assignment. Group membership was always shuffled 
between subjects while TMS target assignment was always shuffled within subjects 
(154). Instead of a t-mass distribution, the resulting F-ratio map for each main and 
interaction effect was thresholded and summed to generate effect-specific F-mass 
distributions. A conservative test-wise alpha threshold of 0.005 was used to define cluster 
membership for all effects. The cluster-wise alpha was set to 0.05 with 2000 
randomizations. Time-frequency transforms were averaged across the window from 20 
to 300 ms to summarize the short-term response (103, 104). Kolmogorov-Smirnov tests 
demonstrated several measures were significantly or marginally deviant from a standard 
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normal distribution. Therefore, where appropriate, planned comparison tests of effects 
were done using Wilcoxon’s ranked sums tests for between-subject comparisons (i.e., 
YOUNG < OLD for each target) and Wilcoxon’s signed rank tests for within-subject 
comparisons (i.e., M1 < PFC for each group). All end-stage comparisons were evaluated 
at a one-tailed α = 0.05, uncorrected unless otherwise indicated.   
 Finally, Spearman rank correlations were applied to test for the relationships 
between EEG variables of interest and behavioral indices.  In particular, working memory 
capacity was correlated with the prefrontal TMS-evoked natural frequency. Partial 
correlations controlling for age in months were also performed to determine if these 
effects could be explained by simple covariance with age or if individual differences co-
varied above and beyond the effect of age.  
 
Results 
Working Memory Behavior 
 As expected working memory performance was generally better for the 
adolescent group than for the child group (See Table 2.2 for means and group 
comparisons).  Older participants were both faster and more accurate when performing 
the working memory task. ART-ANOVA of reaction time scores revealed main effects of 
age (F(1,29) = 28.11, p < 0.0005) and WM load (F(1,29) = 53.03, p < 0.0005) with 
adolescents being faster than children (Z = -4.03, p < 0.0005) and the 6-item condition 
resulting in slower response latencies (Z = 4.57, p < 0.0005). No interactions were 
observed; though, I did find a significant age by WM load interaction for overall accuracy 
(F(1,29) = 5.18, p = 0.030). Adolescents were found to be significantly more accurate for 
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both the 3-item (Z = 2.78, p = 0.005) and the 6-item (Z = 3.13, p = 0.001) conditions. 
Children appeared to show a marginally greater reduction in accuracy from 3-item to 6-
item (MCHILD = -10.92, SDCHILD = 6.95) compared to adolescents (MADO = -6.35, SDADO = 
5.82; Z = 1.82, p = 0.066).  
 These differences in accuracy carried forward into the predicted differences in 
working memory capacity and the signal detection measures. As hypothesized, WM 
capacity was higher for the adolescents compared to children (Table 2.2). Capacity 
estimates appeared to reach a ceiling for the 3-item condition, but still demonstrated a 
significant age effect, (MADO = 2.77, SDADO = 0.34 vs. MCHILD = 2.56, SDCHILD = 0.34; Z = 
2.16, p = 0.030). The effects were much more pronounced for the 6-item condition (MADO 
= 4.84, SDADO = 0.65 vs. MCHILD = 3.82, SDCHILD = 0.88; Z = 3.14, p = 0.001) which was 
to be expected since capacity is bounded by the number of items tested. A similarly 
derived score for target sensitivity, d’, showed similar patterns results. No interactions 
were observed, but both age (F(1,29) = 24.88, p < 0.0005) and WM load (F(1,29) = 48.82, 
p < 0.0005) main effects indicated that adolescents have greater target sensitivity 
compared to children (Z = 3.91, p < 0.0005) and that participants were less sensitive to 
targets when working memory loads were high (Z = -4.47, p < 0.0005). Since WM 
capacity and d’ are both based on hit and false alarm rates, these measures leave out 
performance differences related to non-target distinctions (i.e., correct rejections & 
misses). Thus, I also calculated signal criterion and bias. Both criterion and bias indicated 
that participants had a tendency to respond non-target over target (i.e., 95% CIs did not 
include 0 [criterion] or 1 [ln(bias)]), but no main or interaction effects were observed for 
either of these two measures.  
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  Age Group (Years) Simple Effectsa Main Effect Comparisonsb 
Measure 
WM 
Load 
10 - 12  15 - 17  Zb p Effect Zb p 
Accuracy 
(%) 
3 
92.83 
± 5.84 
97.09 
± 1.58 
2.78 0.005 Age n/a n/a 
 6 
81.91 
± 7.17 
90.74 
± 5.80 
3.13 0.001 Load n/a n/a 
Reaction 
Time (ms) 
3 
1215 
± 200 
832 
± 138 
n/a n/a Age -4.03 <0.0005 
 6 
1308 
± 211 
972 
± 165 
n/a n/a Load 4.57 <0.0005 
Capacity 
(k)d 
3 
2.56 
± 0.34 
2.77 
± 0.08 
2.16 0.030 Age n/a n/a 
 6 
3.82 
± 0.88 
4.84 
± 0.65 
3.14 0.001 Load n/a n/a 
Sensitivity 
(d’) 
3 
3.16 
± 0.68 
3.70 
± 0.27 
n/a n/a Age 3.91 <0.0005 
 6 
1.97 
± 0.61 
2.95 
± 0.67 
n/a n/a Load -4.47 <0.0005 
Criterion (c) 3 
0.09 
± 0.26 
0.13 
± 0.23 
n/a n/a Age n/a n/a 
 6 
0.17 
± 0.26 
0.28 
± 0.30 
n/a n/a Load 1.71 0.088 
Bias (ln(β)) 3 
1.67 
± 1.31 
2.06 
± 1.34 
n/a n/a Age n/a n/a 
 6 
1.62 
± 1.03 
2.98 
± 0.67 
n/a n/a Load n/a n/a 
Table 2.2 Behavioral results from the Sternberg working memory task.  
The behavioral results from the WM task demonstrated expected patterns of adolescents 
performing better than children. aSimple effects tests using the Wilcoxon rank sum test 
are only reported for variables with significant age by load interactions. All comparisons 
reflect the adolescent minus child group comparison at the level of each working memory 
load. bLoad effects were tested with the Wilcoxon signed rank test (6 minus 3 items). Age 
effects were tested with the Wilcoxon rank sum test. cZ-scores reflect the standardized 
test statistic for the Wilcoxon rank sum/signed rank test. dWorking memory capacity was 
not evaluated with a preliminary ANOVA since the range of the measure is dependent 
on load size.  
 
 
Working Memory EEG  
 Permutation tests of the 6-item time series revealed age-related differences in all 
frequency bands. In general for band power, all significant differences between 
adolescents and children were negative indicating that power within the identified 
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clusters was higher for children than for adolescents. These differences were observed 
across the majority of electrodes; though, inspection of the t-score difference maps 
illustrates differing patterns of peak differences from band to band (See Table 2.3 for a 
summary of significant clusters). Previous literature predicts two general oscillatory 
changes that occur during adolescence: (1) elevated theta activity in younger children; 
(2) greater alpha-band desynchronization in older adolescents. The first pattern was 
confirmed in part in my sample. Low frequency power in the theta band was found to be 
higher and more sustained in the child group compared to the adolescent group (Figure 
2.2A). This difference was only statistically significant after the presentation of fifth 
stimulus (4940 – 5875 ms, Figure 2.2C); however a similar difference was observed 
following each stimulus presentation. By contrast, the alpha and beta bands 
demonstrated similar patterns of a strong reduction in power from baseline that was 
sustained throughout the trial for adolescents but not for children (Figure 2.3A,D). For 
the alpha band, this difference was consistent throughout the trial (50 – 8295 ms, Figure 
2.3C), while for the beta band, two clusters were identified that were separated by 20 ms 
(cluster 1: 115 – 3100 ms; cluster 2: 3120 – 8295 ms, Figure 2.3G).  
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Band 
Span 
(Channels) 
Times (ms) 
Child 
(M ± sd) 
Adolescent 
(M ± sd) 
tmass(29) p 
Theta 60 4940 - 5875 0.69 ± 0.54 -0.31 ± 0.49 -1.20x104 0.024 
Alpha 65 50 - 8295 0.24 ± 0.84 -1.90 ± 2.10 -2.16x105 <0.001 
Beta 65 115 – 3100 -0.12 ± 0.44 -1.20 ± 0.57 -5.40x104 0.005 
Beta 65 3120 – 8295 -0.17 ± 0.40 -1.30 ± 0.69 -1.17x105 0.001 
Gamma 61 720 – 970 0.09 ± 0.28 -0.74 ± 0.41 -1.83x103 0.018 
Gamma-Band, Baseline = 500 to 900 ms 
Gamma 65 3535 – 3705 -0.55 ± 0.48 0.29 ± 0.37 1.83x103 0.020 
Gamma 60 4735 – 4935 -0.67 ± 0.45 0.19 ± 0.36 1.67x103 0.028 
Gamma 62 5560 – 5750 -0.77 ± 0.39 0.06 ± 0.30 1.55x103 0.033 
Gamma 65 6680 – 7745 -0.77 ± 0.44  0.08 ± 0.22 1.24x104 <0.001 
 
Table 2.3.  Age-related power differences for the 6-item condition broken down 
by frequency band. 
The summary of results from the mass univariate tests demonstrated strong effects in all 
frequency bands. In the majority of comparisons, children exhibited higher band power 
values. Re-inspection of the gamma-band finding suggests that adolescents are 
demonstrating positive power modulations with working memory items once adjusted for 
the initial desynchronization at the start of the trial.  Note, the reported p-value indicates 
the cluster-wise significant under the condition that the test-wise inclusion criteria is α < 
0.05. Children demonstrated significantly greater theta and alpha-band power. Bold p-
values indicate comparisons that remain significant after Bonferroni correction for 
multiple comparisons.   
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Figure 2.2 Theta-band power modulation during the 6-item condition.  
Theta-band permutation test results demonstrate a consistent separation between the 
two groups. The difference is statistically significant after presentation of the 5th item, 
though similar patterns can be seen at other stimulus presentations. (A) Heat map 
representations of t-scores in a time by channel representation. Negative clusters 
(adolescent < child) are outlined in white (cluster p = 0.024). The channels are ordered 
from top to bottom from the left frontal electrodes, to left parietal, to occipital, to right 
parietal, to right frontal electrodes (i.e., counterclockwise around the scalp). (B) Nearly 
all electrodes were included in the identified cluster, but a clear topographic distribution 
can be observed over left and right central/parietal scalp locations. Electrodes included 
in the cluster are in white. (C) The time series average across all electrodes 
demonstrates the general differences represented by the identified cluster. The time 
window of the significant cluster is marked by the black horizontal line (p < 0.05). Vertical 
horizontal lines indicate the onsets and offsets of individual stimuli during the task. Please 
note, the time series were smoothed with a 150 ms Gaussian kernel for display only.  
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Figure 2.3 Alpha- and Beta-band power modulation during the 6-item condition.  
Alpha- and beta-band power time series demonstrated very similar temporal and 
topographical profiles. (A) A heat map of t-values in a time by channel representation 
comparing adolescents to children. A clear phasic pattern of children having higher alpha 
power compared to adolescents can be seen across the scalp. The channels are ordered 
from top to bottom from the left frontal electrodes, to left parietal, to occipital, to right 
parietal, to right frontal electrodes (i.e., counterclockwise around the scalp). Negative 
clusters (adolescent < child) are outlined in white (cluster p < 0.001). (D) Beta-band 
power shows a similar finding as in (A), though the time and channel points are less 
contiguous (cluster ps < 0.005). (B,E,F) The scalp distributions of the average t-scores 
over the time-window identified for each cluster. Ignoring moment to moment changes in 
the topography, all channels were found to contribute to the alpha- and beta-band 
clusters. Through similar to the theta band, the peak t-values are consistent between all 
identified clusters. Electrodes included in the cluster are in white. (C,G) Again, alpha- 
and beta-band time series averaged over electrodes included in the clusters show that 
adolescents demonstrate a strong desynchronization effect during the task. Though, a 
close inspection of the time series indicates the peaks are not occurring at the same time 
for both bands. The time window of the significant cluster is marked by the black 
horizontal line (p < 0.05). Vertical horizontal lines indicate the onsets and offsets of 
individual stimuli during the task. Please note, the time series were smoothed with a 150 
ms Gaussian kernel for display only. 
 
 Contrary to general expectation, adolescents demonstrated a substantial 
reduction in gamma-band power (MADO = -0.74, SDADO = 0.41) following the onset of the 
initial fixation cross which differed significantly from the child group (MCHILD = 0.09, 
SDCHILD = 0.28; tmass(29) = -1828.28, p = 0.018, Figure 2.4A). Visual inspection of the 
time series demonstrated a fundamentally different pattern of activity (Figure 2.4C). 
Children showed a slow progressive decrease in power from baseline throughout the 
trial. Adolescents showed a sharp reduction from baseline followed by small positive 
modulations with each stimulus presentation. As such, I conducted a follow-up ad hoc 
analysis using the same statistical approach, but using the times 500 to 900 ms post 
fixation onset (i.e., after the drop-off) for dB normalization. Under this scheme, brief age 
group differences (adolescent > child) were observed after the 3rd, 4th, and 5th stimuli 
(Figure 2.4D), as well as a more sustained period of difference during the middle portion 
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of the maintenance phase of the trial (Figure 2.4E,F,G,H; Table 2.3, lower). Only the 
maintenance phase difference remained significant after controlling for the previous set 
of comparisons (α = 0.05/6 = 0.008) (Figure 2.4I).  
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Figure 2.4 Gamma-band power modulation shows differential age effects.  
The gamma-band time series appeared to contain two separate patterns of activity. (A) 
The heat map of t-values in a time by channel representation comparing adolescents to 
children shows a brief negative cluster where children have greater gamma-band power 
than adolescents. (B) As with other effects, the mean t-value scalp map for the identified 
cluster shows that it includes most electrodes, but the peak t-values can be seen over 
right scalp regions. (C) Inspection of the time series demonstrated that children saw a 
gradual decrease in power over the trial. Adolescents showed a sharp decrease like 
alpha-band power, but they also showed small phasic increases with each item 
presented. (D) Same as (A) but baselining to the time after the initial “+” is presented and 
before the letters. (E,F,G,H) Positive clusters were observed after the 3rd, 4th, 5th, and 6th 
working memory items, with (H) showing a sustained positivity during the maintenance 
period which can be seen in the mean time series across all electrodes (I). The time 
window of the significant cluster is marked by the black horizontal line (p < 0.05). Vertical 
horizontal lines indicate the onsets and offsets of individual stimuli during the task. Please 
note, the time series were smoothed with a 150 ms Gaussian kernel for display only. 
 
Also contrary to the hypothesis, permutation testing of the instantaneous 
frequency time series revealed no significant age group differences in the theta, beta, or 
gamma bands (Data not shown). However, the mean alpha frequency during the trial 
was significantly higher for the adolescent group (MADO = 10.40, SDADO = 0.36) compared 
to the younger group (MCHILD = 10.04, SDCHILD = 0.31; tmass(29) = 1.40x105, p = 0.012) 
(Figure 2.5).  
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Figure 2.5 Alpha-band instantaneous frequency during the 6-item condition.  
Alpha-band instantaneous frequency was found to be significantly higher in adolescents 
compared to children. (A) The statistical heat map representations of t-scores in a time 
by channel representation. Positive clusters (adolescent > child, p < 0.05) are outlined in 
black. The channels are ordered from top to bottom from the left frontal electrodes, to left 
parietal, to occipital, to right parietal, to right frontal electrodes (i.e., counterclockwise 
around the scalp). (B) Nearly all electrodes were included in the identified cluster, but a 
clear topographic distribution can be observed over left frontal and central/parietal scalp 
regions. (C) The time series average across all electrodes shows the separation between 
the groups is relatively consistent throughout the trial despite small fluctuations. Times 
included in significant clusters are indicated by horizontal black lines (p < 0.05). Vertical 
lines indicate onsets and offsets of visual stimuli. Please note, the time series were 
smoothed with a 150 ms Gaussian window for display only. 
 
 
 
 
46 
 
TMS-Evoked Oscillations 
Time-frequency analysis of the TMS-evoked response revealed a fundamental 
shift in the base frequencies of the response to both M1 and PFC targeted TMS. 
Generally, broad spectrum main effect of TMS target was present. M1 TMS power was 
generally higher across all frequencies compared to PFC TMS (Fmass(1,31) = 2351.06, p 
< 0.0005; data not shown, but see Figure 2.6E,F for reference). Several more specific 
interaction effects were observed. Three multichannel effects and two single channel 
effects were found. In order to constrain analyses, the two largest clusters were analyzed 
further. Thus, one left frontal cluster (Fmass(1,31) = 4026.86, p < 0.0005, Figure 2.6A,B) 
and one right posterior cluster (Fmass(1,31) = 1609.24, p < 0.0005, Figure 2.6C,D) were 
analyzed further. The third multichannel effect largely covered occipital electrodes 
(Fmass(1,31) = 535.78, p = 0.003; data not shown). While this cluster may be of general 
interest, it was considered beyond the scope of the current analysis.  
Follow-up review of the frontal cluster showed a slight dissociation between lower 
and higher frequency ranges identified by the clustering procedure. The lowest included 
frequency started at 11 Hz and continued up to the top of the frequency range (60 Hz). 
Since the clustering procedure is based on significant univariate interactions, there are 
no underlying assumptions that those interactions reflect the same underlying conditions. 
Visual inspection of the mean frequency spectra for all included electrodes indicated 
unique patterns may be driving the significant interaction cluster for beta-ranged 
frequencies compared to gamma-ranged frequencies (Figure 2.6E,F). Therefore, I used 
an ad-hoc division at 27 Hz (dotted line) which was the upper frequency bound for the 
right posterior cluster (c.f., Figure 2.6G,H). I reasoned that the two beta-ranged 
interaction effects may share an underlying dipole generator whose spectral foot-print is 
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oriented on opposite sides of the head. With this division, I was left with three channel 
by frequency clusters. For all three cluster, the child M1 TMS power for frontal beta: Z = 
3.29, p = 0.001; frontal gamma: Z = 3.48, p = 0.0005, and posterior beta (Z = 3.38, p = 
0.0007) were significantly higher than the child PFC TMS response (Fig 2.6I,J). Similarly, 
child M1 TMS power was significantly higher than the adolescent M1 TMS power at all 
locations and frequencies (Frontal beta: Z = 3.19, p = 0.001; frontal gamma: Z = 2.40, p 
= 0.016; posterior beta: Z = 2.94, p = 0.003). However, gamma power was higher for 
adolescent PFC TMS compared to child PFC TMS only at the frontal cluster, Z = -2.04, 
p = 0.042 (Figure 2.6, I, right). 
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Figure 2.6 TMS-evoked oscillations by brain target.   
Oscillatory response to single pulse TMS of the motor and prefrontal cortex. Two 
identified contiguous regions of electrodes were identified that demonstrated significant 
age by TMS target interactions. (A,B) Heat maps show wide-band (i.e., 11-60 Hz) mean 
power differences between the response to M1-TMS (A) and PFC-TMS (B). Electrodes 
in white indicate inclusion in the significant frontal cluster. (E,F) The mean time-frequency 
responses averaged from 20-300 ms post-TMS showed this interaction covered a wide 
range of frequencies. The black horizontal bar indicates the frequency range included in 
the cluster. Visual inspection indicated two general overlapping patterns of elevated 
beta-band activity in the child M1 response (E) and elevated gamma-band activity (F). 
(C,D) These results were mirrored in a right posterior cluster, though the effect was found 
to span fewer frequencies (G,H). Considering these two patterns, I divided the frontal 
cluster frequency range into low (≤ 27 Hz) and high (> 27 Hz) sub-bands (dotted line) 
and conducted post-hoc comparisons. (I) The child M1-TMS response in the lower range 
(11-27 Hz) was found to be greater than the adolescent M1-TMS response and the child 
PFC-TMS response. This pattern was present for the upper frequency range (28-60 Hz), 
though adolescents were also found to produce higher gamma-band power to PFC-TMS 
compared to children. (J) The posterior cluster followed the same patterns as the lower 
range frontal effect. All horizontal bars indicate significant differences highlighting cluster 
inclusion (E,F,G,H) or pairwise Wilcoxon rank sum/sign rank tests (p < 0.05).  
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Natural Frequency 
ART-ANOVA revealed a significant main effect of AGE (F(1,31) = 10.80, p = 
0.003) and a marginal AGE by TARGET interaction (F(1,31) = 4.13, p = 0.051) (Figure 
2.7A). Wilcoxon rank sum tests indicated that median adolescent PFC natural 
frequencies (MdADO = 24 Hz, MADO = 24.13, SDADO = 8.97) were significantly higher than 
child PFC natural frequencies (MdCHILD = 16 Hz, MCHILD = 17.06, SDCHILD = 6.63), Z = 
2.35, p = 0.009, one-tailed. Furthermore, median M1 natural frequencies were also 
marginally higher for adolescents (MdADO = 17.5 Hz, MADO = 20.44, SDADO = 8.77) 
compared to children (MdCHILD = 16 Hz, MCHILD = 16.41, SDCHILD = 3.41), Z = 1.65, p = 
0.051, one-tailed. To test for a replication of the Rosanova (2009) finding of a gradient of 
higher natural frequencies for frontal targets, I performed additional Wilcoxon signed rank 
tests within each group. Neither group demonstrated higher natural frequencies for PFC 
TMS vs M1 TMS (all p > 0.156, one-tailed).  
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Figure 2.7 Prefrontal natural frequencies are highest for female adolescents. 
Natural frequencies were found to be higher in the adolescent females. (A) Natural 
frequencies (mean ± SEM) were found to be greater for adolescents (orange) compared 
to children (blue) for both PFC and M1 stimulation. (B,C) Exploratory analyses of the 
impact of sex on natural frequency indicated no age by sex interactions to M1 stimulation 
(B), but females in both age groups were found to have higher median natural 
frequencies (C).  Female adolescents also exhibited higher natural frequencies 
compared to female children, but this age effect was only marginally significant for males. 
Black horizontal lines indicate significant or trending median differences by one-tailed (A) 
or two-tailed (B,C) Wilcoxon rank sum tests (solid line: p < 0.05; dashed line: p < 0.10). 
 
Visual inspection of the distribution of PFC natural frequencies suggested the 
presence of a bimodal distribution. I reasoned that pubertal influences may impact 
developmental changes I observed. Prior rodent work has shown that mRNA expression 
of GABAAR subunits in the hippocampus is dependent on hormone levels (155, 156), 
and in culture, estradiol downregulates synaptic α2-GABAAR densities (157). Though no 
such relationship was observed in a non-human primate PFC study (85), post-mortem 
human data have found greater α2 subunit expression in males compared to females in 
schizophrenia (87). Therefore, I investigated the influence of adding sex as a factor in an 
exploratory step.  
Once I included sex as a factor, the age by target interaction was no longer 
significant. Rather, significant main effects of age (F(1,29) = 15.14, p = 0.001) and sex 
(F(1,29) = 14.60, p = 0.001) and the interaction of age by sex (F(1,29) = 4.92, p = 0.035) 
were observed. Two-tailed Wilcoxon rank sum tests were conducted for each age group 
and TMS target combination comparing females to males (Fig 2.7B,C). The adolescent 
female median PFC natural frequency was higher compared to adolescent males (Z = 
2.18, p = 0.031, two-tailed) and compared to female children (Z = 2.39, p = 0.016, two-
tailed). Female children also exhibited higher median PFC natural frequencies compared 
51 
 
to male children (Z = 2.22, p = 0.027). Male adolescents had marginally higher PFC 
natural frequencies compared to male children (Z = 1.74, p = 0.093, two-tailed) (Figure 
2.7C). By contrast, no groups differed across any dimension for M1 natural frequencies 
(Figure 2.7B). Furthermore, no sex differences were observed for RMT (Z = 0.15, p = 
0.901), and RMT did not correlate with PFC NF (rs = -0.02, p = 0.898) indicating these 
patterns were not likely due to sex differences in TMS intensity. Thus, females in both 
age groups exhibited higher PFC natural frequencies than their male counterparts with 
the largest age-related increase in NF occurring for females.  
Correlation Analyses  
 To test the primary hypothesis, that increasing natural frequency would predict 
working memory capacity, I conducted a partial correlation analysis using Spearman 
partial rank correlations with age in months as a covariate. Owing to my finding that 
females had generally higher PFC natural frequencies than males, I included sex as an 
additional covariate which was coded as a dummy variable with females as the reference 
group (i.e., female = 0, male = 1). As expected natural frequency was found to positively 
correlate with working memory capacity (rs = 0.47, p = 0.007, Figure 2.8C). This effect 
was found to remain at a trend level when controlling for the effect of age alone (prs = 
0.36, p = 0.052, Figure 2.8D) and remained significant when controlling for sex alone (prs 
= 0.45, p = 0.013, Figure 2.8E). However, the association between PFC natural 
frequency and WM capacity did not survive when controlling for both age and sex (Figure 
2.8F). Thus, the shared variability in these two measures was likely due to the underlying 
contributions of age- and sex-related maturation to cortical and cognitive development 
independent of each other.  
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Figure 2.8 Prefrontal natural frequency correlates with working memory 
capacity. 
(A,B,C) Spearman correlation analyses demonstrate the first-order relationships 
between age, sex, prefrontal natural frequency, and working memory capacity. (A) Age 
in months shows a significant positive correlation with prefrontal natural frequency as is 
to be expected given the patterns observed in Figure 2.7A. (B) The association between 
sex and natural frequency was marginally significant and negative under the condition 
that female is coded as 0 and male as 1 (c.f., point biserial correlation). Data points have 
been jittered on the x-axis to make individual points easier to see. (C) The hypothesized 
positive association between natural frequency and working memory capacity shows a 
moderate relationship. (D,E,F) In order to determine if this correlation is simply due to 
the covariance of age or sex, Spearman partial correlation were conducted as in (C) 
while controlling for age (D), sex (E), or both (F). While the correlation was somewhat 
preserved controlling for each potential confound individually, the relationship is no 
longer significant once controlling for both simultaneously. Red lines indicate lines of best 
fit through the data for the sake of demonstration, but since the primary measures were 
rank-based Spearman correlations, these are approximations. The dotted lines indicate 
the 95% confidence intervals for the best fit lines.   
 
Discussion 
I sought to elucidate the relationship of cortical operating frequencies with the 
development of working memory during adolescence. To that end, I adopted two 
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strategies. First, I sought to elicit endogenous rhythms in service of working memory 
using a classic Sternberg style WM task with sequential item presentation. Second, I 
employed TMS-EEG to directly probe the rhythmic capabilities of the cortex irrespective 
of individual effort. Evidence from both domains suggested that high frequency activity 
is increasing in power, but only the TMS-evoked response demonstrated an effective 
change of rate (i.e., natural frequency) during adolescence. While this pattern seems to 
demonstrate a first order correlation with working memory capacity, these correlations 
disappear when controlling for participants’ sex and ages in months. Thus, contrary to 
the hypothesis that increasing operating frequency would facilitate greater working 
memory capacity, the data suggests a shared variance that is better explained by the 
simple effects of age and sex.  
In the working memory domain, I found that general task performance improved 
with age, but I did not observe the expected increase in gamma-band frequency. Rather, 
robust band-power modulations were identified in all the canonical frequency bands 
studied. Theta, alpha, and beta-band power time series comparisons all demonstrated 
reduced power in adolescents. For the theta band, a significant cluster was identified that 
occurred late in the occurred only significant cluster-based permutation testing 
highlighted a significant cluster which occurred late in the encoding stage at the 5th 
presented item. The alpha- and beta-band differences largely mirrored each other in that 
adolescents demonstrated strong event-related desynchronizations (i.e., reductions from 
baseline)—an effect that is commonly reported in adult literature. Contrary to my 
hypothesis, gamma-band power did not positively modulate with working memory load; 
however, the two age groups displayed distinctly different temporal profiles of gamma-
band power during the trial. In particular, gamma power gradually reduced from the 
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pretrial baseline during the encoding phase and flattened during the maintenance phase. 
Adolescents exhibited a sharp reduction from baseline at the start of the trial, with small 
positive fluctuations following throughout the trial. This pattern motivated us to re-analyze 
the data from a later ‘baseline’ (i.e., during the preparatory fixation cross). Under this 
scheme, clusters of significant differences were found to correspond to the time in the 
trial when a participant would learn that they were performing a 6-item trial (i.e., the final 
three items and the early maintenance period). Differences in power notwithstanding, the 
mean instantaneous frequency in the gamma-band filtered signal did not significantly 
differ between groups. Rather, the central alpha frequency was found to be significantly 
higher in adolescents compared to children.  
Working memory performance and in particular working memory capacity is 
known to improve during childhood and adolescence (24, 158–161). On average, the 
adolescent group demonstrated a greater verbal WM capacity as expected; however, 
this change was not commensurate with an increase in either the mean instantaneous 
frequency of the gamma- or beta-band limited time series. Recent work has challenged 
the interpretation of high-frequency activity in relation to working memory (71, 83, 162). 
Lundqvist and colleagues (71) found evidence in non-human primates that gamma-band 
oscillations occur in sparse bursts that through trial averaging appear to be continuous 
during WM maintenance. Gamma-bursts were not found to coincide with low frequency 
rhythms as cross-frequency coupling theories would predict (76, 77). Instead, beta-band 
activity was found to be anti-correlated to the gamma-band bursts. This has led to an 
alternative proposal that working memory information is sparsely coded in neuronal 
populations through dynamic synaptic reweighting. Beta and alpha rhythms then serve 
to gate bottom up sensory information to either protect, reactivate, or clear an existing 
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representation (83). Thus, gamma bursts can occur sparsely depending on information 
processing needs and external influences.  
WM encoding and maintenance has classically been localized to a network of 
frontal and parietal brain regions with much of the top-down processes (i.e., goal 
orientation, cognitive control, content manipulation) being ascribed to the prefrontal 
cortex (22, 163–165). Early primate studies argued for persistent neural activity 
subserving the active maintenance of information in the prefrontal cortex (31, 166, 167). 
However, the relevance and necessity of persistent firing has been challenged in the 
literature over the past several years (71, 83, 162, 168). Miller & colleagues in particular 
argue that the appearance of persistent elevated neural activity is actually the product of 
trial averaging—not reflecting continuously elevated activity. By this scheme, elevated 
spike probabilities and cortical oscillatory power reflects the increased probability of a 
gamma burst occurring during a particular time window. With enough such events over 
a finite time window, the overall mean power will appear consistently greater than 
baseline activity. Individual gamma bursts may be discernable at the resolution of 
intracranial recordings, but individual events are more difficult to identify when the signal 
to noise ratio (SNR) is compromised such as for non-invasive MEG and EEG recordings.  
Since child and adolescent cognitive development is inherently a moving target, I 
sought to augment my investigation with an exogenous probe of cortical function—TMS. 
In particular, I hypothesized that a previously reported feature of the TMS-EEG response, 
the so-called natural frequency, would show evidence of an upward developmental trend 
in the frequency capabilities of the prefrontal cortex. To that end, I identified two 
frequency band-related difference between the two age cohorts. First, M1-TMS elicited 
a greater beta-band response in children compared to adolescents. Indeed this beta 
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response was found to be larger for M1-TMS than PFC-TMS for children, but not for 
adolescents. By contrast adolescents showed elevated power in the upper-beta/low-
gamma frequency range for PFC-TMS compared to PFC-TMS in children; however, this 
effect was the weakest of age-related differences.   
Based on prior sensory work, I selected an age range that I expected would 
capture the largest developmental changes. Many of the observed effects were in 
hypothesized directions but at very weak effect sizes. Furthermore, an exploratory look 
into the effect of gender on the TMS time-frequency results suggested unique 
developmental trajectories for males and females. The divergence observed in my 
sample suggests pubertal differences between males and females may result in differing 
rates of prefrontal gamma-band development. Unfortunately, my sample range is too 
limited to determine if this pattern represents different trajectories with a later 
convergence in adulthood, or if these differences persist into adulthood. Prior work with 
natural frequency measures have not explicitly tested for sex differences, though there 
is no evidence from those studies that sex difference were present. Though the observed 
sex difference may be of particular interest for follow-up studies. Prefrontal natural 
frequencies have been shown to be reduced in schizophrenia, bipolar disorder, and 
major depression—all of which show slight difference in prevalence across sexes. Future 
studies should explore with either an adult cohort or a denser sampling of the adolescent 
age range.  
Limitations 
Several methodological considerations should be brought to bear when 
interpreting these results. First, as a means of building rapport and comfort with young 
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children, I structured the experimental visits in a particular order. All participants first 
completed the working memory task before completing the TMS study which was 
completed in the order of (1) resting motor threshold determination, (2) M1-TMS, (3) 
sham TMS, (4) PFC-TMS. This allowed participants the opportunity to build familiarity 
with the techniques before adding a layer of complexity, and in the case of PFC-TMS, a 
new potential discomfort. As a result, I cannot rule out fatigue or order effects in my TMS 
results. However, since my results are consistent with effects previously reported in the 
literature, I do not believe they are merely due to these confounds.  
An additional controversy currently under debate in the TMS literature is that of 
the relative contribution of sensory processing to the TMS-EEG signal. Since the start of 
this study a number of high-profile reports have argued that the TMS-EEG signal is near 
entirely sensory in nature (169, 170). These studies were able to generate EEG signals 
that highly resembled the TMS-evoked response through electrical stimulation of the 
scalp (170) or stimulation of tissues in the periphery (169). These reports have come 
under scrutiny for employing techniques that are too weak to elicit a proper TMS-
response (171), but the general critique remains one inherent to the very techniques 
employed. In the domain of EEG studies, gamma-band oscillation can be difficult to 
measure due to classic signal-to-noise concerns.  
Here I took several steps to improve comfort in my participants, especially in the 
younger group, but acknowledge that these concessions may complicate the 
interpretation of my results. First, I elected to use regular hearing protection rather than 
active noise masking where white noise is presented through insert-earphones to block 
the sound of the coil click. Noise masking can be effective, but it is not without 
shortcomings as bone conduction of the coil click presents a significant contributor to the 
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TMS-click auditory evoked potential (170). Instead, I collected additional sham trials 
where the edge of the coil winding was in contact with the scalp but the stimulating region 
was oriented away from the head. These sham trials were then included in the artifact 
clean-up stage and used as a template to evaluate artifacts identified by independent 
component analysis. As such, I sought to attenuate the influence of the acoustic effect 
of the coil click in my data, but I do not believe that I eliminated it completely.  
Furthermore, I did not have an explicit control for the sensory effect of stimulating 
the scalp and facial muscles. Rather, I reasoned that the contribution of sensory 
potentials related to scalp stimulation would likely show substantial overlap between 
TMS targets as a result of volume conduction. Thus, my control for sensory confounds 
was the secondary TMS target. This approach has limitations. Notably, the individual 
variability of cranial nerve anatomies and in particular the trigeminal nerve means that 
slight positioning differences may increase or decrease the contribution of cranial nerve 
stimulation in addition to skin stimulation. One possible piece of evidence that my results 
are not simply due to sensory processing differences is that generally, more intense 
stimuli tend to evoke large EEG responses compared to a less intense stimuli. I used 
participant resting motor thresholds to individually tailor my stimulation protocol, but as a 
result, children on average received higher TMS intensities than adolescents.  
Conclusions 
 I found preliminary evidence for the predicted increase in gamma-band oscillatory 
rate with age, but I did not observe the expected relationships with working memory. 
However, increased prefrontal natural frequency suggests that the changes in 
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GABAergic signaling predicted by (88) based on primate studies, may also apply to 
humans.  
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Introduction 
Adolescence is a period marked by dramatic neurobiological changes across 
nearly every scale of the brain (10). Of particular interest, the GABAergic system 
experiences a prolonged maturation throughout adolescence (85, 87, 127, 172, 173). In 
particular, the subunit shift in GABAA receptors from predominantly α2 to predominantly 
α1 in the prefrontal cortex has been hypothesized to support high-frequency gamma 
oscillations via reduced decay kinetics in prefrontal circuits (85, 87, 88, 127). While 
developmental increases in gamma-band activity have been demonstrated in sensory 
cortices (56, 61, 65), the ability to measure such changes in association cortices tends 
to be more difficult owing to the more variable nature of cognition during adolescence 
(15, 16, 129, 161). Therefore, transcranial magnetic stimulation (TMS), which allows for 
direct, non-invasive stimulation of the cortex, may offer a means to characterize 
GABAergic changes without the need for specific cognitive tasks.  
 Within TMS literature, several techniques have been developed that are variably 
sensitive to differences in specific neurotransmitter systems. In particular, two techniques 
that have been shown to modulate with GABAergic drugs are short- and long-interval 
cortical inhibition (SICI and LICI, respectively) (111, 174–176). SICI and LICI both belong 
to a class of techniques referred to as paired pulse TMS (ppTMS) in which two TMS 
pulses are applied at a fixed interval. The first pulse is generally referred to as a 
conditioning stimulus while the second pulse is referred to as the test stimulus; the 
latency between the two pulses being the inter-pulse interval (IPI). Both SICI and LICI 
are known to induce a suppression effect in response to the test stimulus when compared 
to a single TMS pulse (spTMS). Though both techniques were originally identified and 
defined by their influence on motor evoked potentials measured in the hand (105, 106), 
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advancements in combined TMS-EEG technologies and preprocessing techniques over 
the past decade have allowed researchers to use these techniques to measure 
suppression and facilitation effects directly from the cortex (108, 112, 116, 117, 119).   
SICI peaks for IPI latencies between 2 and 4 ms and gradually shifts to a more 
facilitation like effect between 5 and 10 ms (106). Pharmacological studies tend to find 
that GABAA agonists enhance the suppressive effect of SICI. However, the majority of 
the work with SICI has primarily focused on the motor cortex and specifically with motor 
evoked potentials (MEP) as the primary outcome measures. To date, only six studies 
have sought to characterize the effects of SICI paradigms directly from the cortex (107, 
109, 111, 117, 118, 177).  
However, these studies have primarily focused on the TMS evoked potential 
(TEP) which carries some important limitations in the study of inhibition—especially when 
GABAergic drugs have been shown to increase some TEPs. For the sake of discussion, 
a brief note on terminology is necessary. Traditionally, SICI and LICI are defined by their 
primary mediating mechanisms and phenomenology as reflecting inhibition; however, 
inhibition can refer to many different phenomena in neuroscience. As such, this report 
will discuss the observed phenomena as suppression when a signal magnitude is 
reduced and facilitation when a signal magnitude is increased.  
Previous pharmacological work with TMS has provided support for the dominant 
mediator for SICI being GABAA receptors and LICI being mediated by GABAB receptors. 
That is not to say that GABAA and GABAB receptors are the sole mediators at play. 
Moreover, the parameter space for how to evoke SICI and LICI has been widely been 
defined by investigations of the motor cortex by means of the MEP. This last point is 
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especially important to consider from a measurement perspective. MEPs are relatively 
simple to measure, have a clear input-output profile and characteristic waveform, and 
are directly related to a physical event (i.e., muscle contraction) which is graded in its 
response.  
These characteristics do not necessarily carry into TMS-EEG where the TEP 
differs substantially from person to person and from region to region. It stands to reason 
then, that the conditions that generate the phenome of SICI/LICI may differ slightly in 
their parameters or relative weighting with other ppTMS patterns like short-intracortical 
facilitation (SICF: < 3 ms) and intracortical facilitation (ICF: 8 – 30 ms) (89, 178). Thus, 
while the literature tends to discuss these terms as inhibition or facilitation, these terms 
do not necessarily translate fully into the context of EEG where the source of the EEG 
signal is underdetermined due to volume conduction of scalp potentials. Evoked 
potentials also represent the net sum of temporally overlapping network activity (37). I 
will use the suppression/facilitation terminology to approach EEG signal modulation from 
a more mechanistically neutral standpoint in consideration of the inherent uncertainty of 
the measured EEG signal in balance against a more certain mechanistic understanding 
of the MEP.  
In this chapter, I investigate the degree to which the temporal characteristics of 
SICI and LICI are changing during adolescence when applied to the prefrontal cortex. I 
hypothesized that children would demonstrate SICI-related suppression of TMS evoked 
oscillations across a wider range of IPIs than adolescents. I also hypothesized that LICI 
would be stronger in adolescents.   
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Methods 
Participants 
As outlined in Chapter 2, 33 participants were recruited to undergo the TMS experimental 
procedures. See Chapter 2, Methods (Participants) for additional details.  
Paired-Pulse TMS 
All TMS procedures were conducted using biphasic TMS pulses delivered by a 
MagPro X100 with MagOption stimulator (MagVenture, Inc., Alpharetta, GA). TMS was 
targeted to the dorsolateral prefrontal cortex via coregistration of the individual head to a 
Montreal Neurological Institute (MNI) template using a TMS Navigator neuronavigation 
system (Localite GmbH, Bonn, Germany) and coordinates established in the literature 
(139). Prior to each recording run, a collection of 15 sham TMS trials (30 for the final 4 
participants) were collected with the outer right coil winding touching the scalp target. 
The active zone of the TMS winding was oriented 90° away from the skull. This facilitated 
later identification of auditory evoked potentials (AEP) from the unmasked coil click and 
bone conduction of the coil vibration (See EEG methods below). Paired-pulse TMS was 
applied to the prefrontal cortex across 12 inter-pulse intervals (IPI) that corresponded to 
the two ppTMS protocols of interest. For SICI, I used 2, 3, 4, 5, 6, and 7 ms IPIs applied 
with a subthreshold conditioning stimulus and a suprathreshold test stimulus. For LICI, I 
used 50, 80, 110, 140, 170, and 200 ms with suprathreshold conditioning and test stimuli. 
Typically, SICI is evoked when a supra-threshold TMS pulse is preceded by a 
subthreshold pulse of about 60% to 90% RMT. I applied conditioning stimulus at 70% 
RMT with a test stimulus at 120% RMT which corresponded to a high probability of 
evoking SICI (115). By contrast, LICI has been found to be much more reliably elicited 
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(110–113, 116, 118). I adopted the now standard approach to apply two suprathreshold 
pulses 120% RMT) of equal intensity and to correct for the influence of late potentials 
from the conditioning pulse by the linear subtraction of a single pulse TEP aligned to the 
conditioning pulse (c.f., (116, 119)). All spTMS stimuli were applied at 120% RMT to 
allow for direct comparison with the SICI and LICI test pulses.  
SICI and LICI trials were pseudo-randomly interleaved with spTMS which was 
used as a control condition to normalize SICI/LICI estimates for individual differences in 
TMS-evoked responses. Each recording run included a total of 112 trials with 16 spTMS 
trials and 8 trials per IPI condition. On a practical note, this data was collected at the end 
of a longer set of experiments including a working memory task and single pulse TMS 
applied to the motor cortex. As such, many of the participants began to fatigue. 
Therefore, I collected as many runs as a participant would tolerate up to a maximum of 
8 runs. In the event that a participant expressed discomfort, I would switch to a single 
pulse only protocol to ensure adequate data collection for the single pulse analysis (see 
Chapter 2). From the total N = 33, only 25 participants completed a minimum of 15 trials 
in all paired pulse conditions (Median = 29 trials). Rather than exclude the remaining 8 
participants outright, I adopted a more flexible statistical analysis, linear mixed effect 
modeling, which can account for missing data. Therefore, data from all participants were 
submitted for analysis, but only means based on a minimum of 15 trials were included 
(c.f., (179)).  
Electroencephalography (EEG) 
 A more detailed accounting of EEG methods can be found in Chapter 2, so an 
abbreviated description is provided here. EEG data were collected with a 64-channel 
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ActiCAP Slim placed according to international 10-20 scalp coordinates. The ground and 
reference were placed at AFz and FCz, respectively. Data were digitized with a 
BrainAmpMR amplifier at 5 kHz and ±3.0 mV dynamic range. All data were preprocessed 
using the automated artifact rejection algorithm for single-pulse TMS-EEG data (ARTIST; 
(147)) designed for MATLAB R2017b (MathWorks, Inc, Natick, MA). Although this 
pipeline was designed using single-pulse TMS-EEG data, I reasoned that paired pulse 
artifacts would be in effect a linear summation of single pulse artifacts—an assumption 
made of much of the ppTMS literature (110–112, 119). Moreover, the Infomax 
independent components analysis (ICA) algorithm on which the ARTIST pipeline is 
based was designed to decompose a mixture of spatially stationary signals into 
statistically independent source projections (142, 180, 181). These source projection 
maps, also called ICA components, can then be used to isolate stereotyped activity such 
as blinks, eye movements, heartbeat, and TMS artifacts. Thus, I applied the ARTIST 
pipeline to my data, allowing the ICA steps to train on all trials together. Since I did not 
use active noise masking, and since the application of ARTIST to ppTMS-EEG data was 
novel, I included a final ICA review step in addition to the two automatic steps in ARTIST. 
In this last step, I manually reviewed artifacts identified by the ARTIST algorithms for final 
exclusion/re-inclusion. Additionally, I identified candidate auditory evoked potential 
components by visually comparing active TMS trials to sham trials. Finally, preprocessed 
data were submitted for time-frequency analysis.  
Time-Frequency Analysis  
Time-frequency (TF) analyses were conducted using complex Morlet wavelet 
transformations per the methods described in the Chapter 2 Methods section (Time 
Frequency Analysis).  Briefly, the TF transformation was applied to each trial individually 
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then averaged to generate a representation of total power (67). A cycle parameter of four 
was used to compute a time-resolved estimation of the frequency content of the TMS-
EEG signal. Condition averages were decibel normalized to a baseline period from -600 
to -200 ms pre-conditioning stimulus. For LICI trials, the TF transformation was applied 
after subtraction in the time domain of the single pulse ERP aligned to the conditioning 
pulse. Time-frequency averages were further averaged across a region of interest that 
included four electrodes immediately surrounding the scalp stimulation site (i.e., AF3, F3, 
F1, Fz) and which were among the electrode locations found to significantly differ from 
motor cortex TMS (See Figure 2.6A). The mean across time (20-300 ms post-test 
stimulus) and frequency band (Theta: 4 – 7 Hz; Alpha: 8 – 14 Hz; Beta: 15 – 29 Hz; 
Gamma: 30 – 60 Hz) was extracted to yield a single point estimate per condition per 
frequency band. Finally, the degree of SICI/LICI was expressed as a percentage of 
modulation from the single pulse mean based on the following:  
𝑆𝐼𝐶𝐼 𝑜𝑟 𝐿𝐼𝐶𝐼 =
𝑇𝐹𝑃𝑃 − 𝑇𝐹𝑆𝑃
𝑇𝐹𝑆𝑃
∗ 100 
Where TFSP is the mean band power from the single pulse condition and TFPP is the 
corresponding band power from the paired pulse condition aligned to the test pulse. 
Statistical Analysis 
All statistical analyses were completed using R v3.6.0 (https://cran.r-project.org/). 
The TMS procedure was generally well tolerated by all participants; however due to time 
and fatigue constraints, some participants did not complete a sufficient number of trials 
to provide a decent estimate of a paired pulse effect. Therefore, I elected to consider 
only subject condition averages based on at least 15 trials within that condition. To 
maximize use of the remaining available data, I used a robust linear mixed effect 
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modeling approach to test for the effects of age, sex, and IPI on the TMS oscillatory 
response. Unlike a traditional mixed ANOVA, mixed effect models are capable of 
handling missing data within participants. An initial inspection of means plotted against 
the trial count of each mean demonstrated a large reduction in variance from 5 to 15 
trials with a gradual but smaller reduction for trial counts greater than 15. Thus to protect 
against this influence and to protect against remaining outliers, individual case weights 
were estimated using an initial robust linear mixed effect estimation of each model using 
the rlmer function in the robustlmm package (182). However, the rlmrMod-class that is 
the output of the rlmer fitting routine lacks functionality with several statistical tools 
available for more widely used mixed effects modeling packages. Therefore, the 
estimated case weights from the robust model fit were used in the final model fit with the 
lmer function in the lme4 package for model comparison (183).  
 I adopted a sequential model comparison strategy to test the hypotheses that 
time-frequency power modulations differ as a function of IPI and age. A total of five 
models were regressed onto each of the four frequency bins (See Table 3.1).  
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Model 
Number 
Model 
Name 
Formula 
1 Null 𝑇𝐹 = β0 + (1|𝑆𝑈𝐵𝐽𝐸𝐶𝑇)  
2 IPI alone 𝑇𝐹 =  β𝐿𝐼𝑁𝐼𝑃𝐼 + β𝑄𝑈𝐴𝐷𝐼𝑃𝐼
2 + β𝐶𝑈𝐵𝐼𝑃𝐼
3 + β0 + (1|𝑆𝑈𝐵𝐽𝐸𝐶𝑇)  
3 AGE*IPI 
𝑇𝐹 =  β𝐴𝐴𝐺𝐸 + β𝐴𝑥𝐿𝐼𝑁𝐴𝐺𝐸 ∗ 𝐼𝑃𝐼 + β𝐴𝑥𝑄𝑈𝐴𝐷𝐴𝐺𝐸 ∗ 𝐼𝑃𝐼
2 + β𝐴𝑥𝐶𝑈𝐵𝐴𝐺𝐸 ∗
𝐼𝑃𝐼3 + β0 + (1|𝑆𝑈𝐵𝐽𝐸𝐶𝑇)  
4 SEX*IPI 
𝑇𝐹 =  β𝑆𝑆𝐸𝑋 + β𝑆𝑥𝐿𝐼𝑁𝑆𝐸𝑋 ∗ 𝐼𝑃𝐼 + β𝑆𝑥𝑄𝑈𝐴𝐷𝑆𝐸𝑋 ∗ 𝐼𝑃𝐼
2 + β𝑆𝑥𝐶𝑈𝐵𝑆𝐸𝑋 ∗ 𝐼𝑃𝐼
3 +
β0 + (1|𝑆𝑈𝐵𝐽𝐸𝐶𝑇)  
5 FULL 
𝑇𝐹 =  β𝐴𝐴𝐺𝐸 + β𝑆𝑆𝐸𝑋 + β𝐴𝑥𝑆𝐴𝐺𝐸 ∗ 𝑆𝐸𝑋 + β𝐴𝑥𝐿𝐼𝑁𝐴𝐺𝐸 ∗ 𝐼𝑃𝐼 +
β𝐴𝑥𝑄𝑈𝐴𝐷𝐴𝐺𝐸 ∗ 𝐼𝑃𝐼
2 + β𝐴𝑥𝐶𝑈𝐵𝐴𝐺𝐸 ∗ 𝐼𝑃𝐼
3 + β𝑆𝑥𝐿𝐼𝑁𝑆𝐸𝑋 ∗ 𝐼𝑃𝐼 + β𝑆𝑥𝑄𝑈𝐴𝐷𝑆𝐸𝑋 ∗
𝐼𝑃𝐼2 + β𝑆𝑥𝐶𝑈𝐵𝑆𝐸𝑋 ∗ 𝐼𝑃𝐼
3 + β0 + (1|𝑆𝑈𝐵𝐽𝐸𝐶𝑇)  
 
Table 3.1  Linear mixed effect model specifications. 
Each model tests a set of linear summations of the variables of interest. Model 1 tests 
the simple null model of a fixed intercept. Model 2 tests for an effect of IPI based on a 
set of orthogonal polynomials. Model 3 adds an age group main effect and interaction 
terms between IPI and age group to Model 2. Model 4 is the same as Model 3 except 
using sex instead of age group. Model 5 fits all the lower terms simultaneously, though I 
stop short of the 3-way interaction due to power concerns.  
 
Where β0 is the overall intercept term; IPI, IPI2, and IPI3 are linear, quadratic, and cubic 
trend terms corresponding to the six IPIs per condition; AGE and SEX are dummy coded 
grouping variables with child and female coded as the reference groups. Subject level 
intercepts were included using an unstructured covariance. Since the IPI conditions were 
evenly spaced in time within condition (i.e., 1 ms increment for SICI; 30 ms increment for 
LICI), the original values of IPI were replaced with orthogonal polynomial contrasts using 
coding schemes determined by the R function, poly. Note that a positive quadratic 
parameter estimate indicates a negative inflection (i.e., U-shape) in the IPI curve. A 
positive cubic parameter indicates higher values below 4.5 (SICI) or 125 (LICI) ms and 
lower values above these IPIs. A negative cubic parameter indicates the opposite. This 
70 
 
has the benefit of being both centered and reduces collinearity between the parameters. 
For the sake of simplifying reference to these models for the remainder of this report, eq. 
(1) is considered the null model; eq. (2) is the IPI alone model; eq. (3) is the AGE*IPI 
model; eq. (4) is the SEX*IPI modeled; and eq. (5) is the full model.   
Each increase in model complexity was evaluated across a set of eight model 
comparisons using two separate conventions. First, all models were compared against 
the null model (1) to determine the overall influence of the added parameters. Next, the 
AGE*IPI and SEX*IPI models were compared against the IPI alone model to determine 
if the addition of these factors constitutes a substantial improvement in reducing error 
variance. Finally, the full model was compared to the AGE*IPI and SEX*IPI to evaluate 
the selective impact of including the remaining variable set.  
Traditional F-tests were conducted using the Kenward-Roger (KR) approximation 
for the denominator degrees of freedom (184). The KR approximation adjusts standard 
F-test and degrees of freedom by conditioning these factors on an adjusted fixed effect 
covariance estimation that is optimized for smaller sample sizes and more closely 
approximates the true type-I error (185). The KR approximation F-tests were computed 
using the function, KRmodcomp, in the R package pbkrtest (version 0.4-7) (186). Where 
appropriate, the KR approximation was applied to standard error estimates as well for 
individual parameter t-tests. Additionally, I used Bayesian Information Criteria (BIC) to 
estimate Bayes Factor (BF10) as follows (187):  
𝐵𝐹10 = 𝑒
(
𝐵𝐼𝐶0−𝐵𝐼𝐶1
2
)
 
BF10 provides an estimate of the proportional amount of evidence for one model over 
another. The subscript—traditionally either ‘01’ or ‘10’—indicates the direction of the 
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hypotheses being compared and is thus critical for interpretation. A subscript of 01 
indicates the likelihood of data under null model (H0) over the likelihood of data under 
the alternative model (H1).  A subscript of 10, as used here, indicates the opposite which 
is support of the alternative model over the null model. Generally speaking, BF10 values 
near 1 indicate no evidence for 1 model over another. Values between 0.3 and three are 
considered to be weak evidence in support of the null model if less than 1 or the 
alternative model if greater than 1 (188). Values between 3 and 20 are considered to be 
positive evidence in support of the alternative model with values greater than 20 
considered as strong evidence.  
Ultimately, I elected to guide my model selection using the KR approximation F-
tests and used the BF10 to aid my decision making when choosing between two models. 
Owing to the novelty of the data collected, I determined that parameter estimates and 
model parameters may be of general scientific interest and informative for future studies 
even for a non-significant model. Therefore, where model comparisons did not provide 
support for a particular model, I provided an interpretation of any significant parameters 
for the full model. Where provided, 95% confidence intervals (95% CI) for model slopes 
represent a bootstrapped estimate based on 1000 samples. CIs for estimated marginal 
means were calculated using KR adjusted standard errors.  
Finally, previous studies have reported an association between LICI and working 
memory performance (112). In light of this and to identify a potential behavioral relevance 
for my findings, Spearman partial correlations controlling for age in months were 
calculated between SICI/LICI frequency band power modulations and working memory 
capacity estimates from Chapter 2 (See Methods, Statistical analysis  for discussion of 
outliers removed). Only frequency bands for which the model comparisons indicated a 
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significant effect of IPI were considered for correlation analyses. Where IPIs 
demonstrated an interaction with age or sex, the specific IPIs that displayed a group 
difference were selected for analysis. Where IPIs did not interact with age or sex, IPIs 
that were significantly different from 0 were selected. Post-hoc comparisons were 
completed using Wilcoxon rank sum tests with Bonferroni corrections for multiple 
comparisons.  
 
Results 
Short-Intracortical Inhibition (SICI) 
 For the SICI-range IPIs, all BF10 model comparisons indicated “extreme”  
evidence for the intercept model (i.e., more parameters) as indicated by BF10 estimates 
less than 0.01 (187, 188). BIC is an information theoretical measure that is penalized by 
the number of parameters included in the model to protect from overfitting. Therefore, 
the lower BIC observed in the null model across all frequencies suggests that the added 
explanatory potential of the model is offset by the increased complexity and low sample 
size (See Table 3.2 for BF10 results below the diagonal).  Despite this, significant model 
differences were observed in the alpha and theta bands using more traditional F-tests 
with Kenward-Roger approximations for degrees of freedom. Owing to the dearth of 
research regarding TMS-EEG studies of SICI-related protocols, I proceeded to evaluate 
and interpret the models, but I note the exploratory nature of the following SICI analyses. 
See Table 3.2 for overview of all model comparisons.  
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 Model Comparison (p-value, BF10)a 
Gamma 1 2 3 4 5 
(1) Intercept (NULL) - 0.736 0.599 0.307 0.557 
(2) IPI Alone 6.51x10-4 - 0.358 0.132 -b 
(3) AGE*IPI 1.37x10-7 2.11x10-4 - -b 0.3577 
(4) SEX*IPI 7.88x10-7 0.001 -b - 0.716 
(5) FULLc 4.90x10-12 -b 3.57x10-5 6.22x10-6 - 
      
Beta 1 2 3 4 5 
(1) Intercept (NULL) - 0.796 0.592 0.2891 0.228 
(2) IPI Alone 5.13x10-4 - 0.347 0.125 -b 
(3) AGE*IPI 2.18x10-8 4.24x10-5 - -b 0.106 
(4) SEX*IPI 2.15x10-7 4.19-4 -b - 0.250 
(5) FULLc 6.84x10-12 -b 3.14-4 3.18-5 - 
      
Alpha 1 2 3 4 5 
(1) Intercept (NULL) - 0.619 0.114 0.568 0.117 
(2) IPI Alone 5.93x10-4 - 0.042* 0.402 -b 
(3) AGE*IPIc 2.29x10-6 0.003 - -b 0.245 
(4) SEX*IPI 1.61x10-7 2.71x10-4 -b - 0.033* 
(5) FULL 3.63x10-10 -b 1.59x10-4 0.002 - 
      
Theta 1 2 3 4 5 
(1) Intercept (NULL) - 0.232 0.042* 0.430 0.141 
(2) IPI Alone 0.004 - 0.052 0.605 -b 
(3) AGE*IPIc 2.14x10-5 0.005 - -b 0.7954 
(4) SEX*IPI 9.50x10-8 2.49x10-5 -b - 0.112 
(5) FULL 2.21x10-11 -b 1.03x10-6 2.32x10-4 - 
 
Table 3.2  Summary of model comparison results for SICI interpulse intervals. 
Model comparison of the alpha models supports the inclusion of the age variables over 
the IPI alone model and the SEX*IPI model. Theta-band model comparisons only 
supported the AGE*IPI  model over the null model. a. Model comparisons via Kenward-
Roger approximations (p-values) are given above the diagonal. Bayes factor (BF10) 
comparisons are given below the diagonal. These models include both the main effects 
listed and the interaction terms with IPI. Significant differences and BF10s > 3 are in bold 
indicating support for the more complex model. b. The AGE*IPI (3) and SEX*IPI (4) 
models were not directly compared, because comparisons are only valid for nested 
models. c. Indicates the model selected for interpretation. * p < 0.05, uncorrected. 
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Figure 3.1 Summary of model fixed effect parameter estimates for SICI models. 
Model fixed effect parameter estimates for power modulations by short-interval cortical 
inhibition (SICI) across four frequency bands. Horizontal bars indicate the 95% 
confidence intervals for slope estimates based on robust estimation of standard errors. 
Parameter estimates in the theta- and alpha-band models indicated age group by IPI 
interactions (linear and quadratic, respectively). Overall parameter estimates for each 
variable were relatively stable across models. Note the much larger parameter estimates 
and confidence intervals for IPI variables is due to the scaling of orthogonal polynomials 
being less than 1.  
 
Significant reductions in error variance were found for the alpha band when 
introducing age and the related interaction terms to the IPI alone model (F(4,99.30) = 
2.58, p = 0.042, uncorrected). Additionally, the inclusion of the age and related interaction 
terms significantly reduced the error variance in comparison to the IPI*SEX model 
(F(5,76.10) = 2.58, p = 0.033, uncorrected). In both cases, the added variables are age 
group and the age group by IPI interaction terms, suggesting age group significantly 
predicts differences in alpha-band modulation by SICI IPIs. I opted to interpret the more 
75 
 
parsimonious model (AGE*IPI) since the added effect of SEX did not substantially 
improve the model fit (See Figure 3.1 for additional model fits). Inspection of the 
parameter estimates showed a significant negative slope for age group in the AGE*IPI 
model (βA = -16.09, SEA = 6.81, t(31.0) = -2.37, p = 0.024, uncorrected, 95%CI [-28.36,-
4.46], Figure 3.1 Alpha). Though the intercept term is slightly positive, the intercept not 
statistically above zero (β0 = 6.25, SE0 = 5.02, t(31.7) = 1.25, p = 0.222, uncorrected, 
95%CI [-2.55,15,87]) indicating that children show no modulation by SICI IPI while 
adolescents demonstrate an overall reduction compared to children. Furthermore, a 
significant age group by IPIQUAD interaction suggests the difference between the two age 
groups is largest for the middle IPIs in the SICI range (βAxQUAD = -98.96, SEAxQUAD = 47.38, 
t(133.7) = 2.09, p = 0.039, uncorrected, 95%CI[4.89,188.15]). This is further confirmed 
through simple contrasts of adolescent vs child at each IPI (Figure 3.2B). Adolescents 
demonstrated greater alpha-band suppression compared to children at the 4 ms 
(Mchild:4ms = 11.80, SEchild:4ms = 6.18, Mado:4ms = -11.50, SEado:4ms = 5.66, t(69.3) = -2.78, p 
= 0.042, Bonferroni corrected) and 5 ms (Mchild:5ms = 11.50, SEchild:5ms = 6.14, Mado:5ms = -
13.90, SEado:5ms = 5.60, t(67.7) = -3.05, p = 0.020, Bonferroni corrected) with all other 
IPIs showing no statistical difference (all p > 0.138, Bonferroni corrected).  
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Figure 3.2 Age bin by IPI interactions in the theta- and alpha-band. 
SICI-related IPIs were found to elucidate age-related changes in theta- and alpha-band 
power modulations. (A) Single subject theta-band power modulations as a percent 
deviation from the single pulse TMS average. Circle diameters indicate the weighting 
coefficient used in the final model fits. Lines indicate the fitted model prediction. The 
shaded regions indicate the 95% confidence intervals. No systematic pattern was 
observed in the adolescent group (15 - 17 years old) though theta-band modulations 
shows a linear decrease with inter-pulse interval (IPI) in the child group (10 - 12 years 
old). The age groups did not significantly differ for any IPI latency. (B) Alpha-band 
modulations were found to show a quadratic age group difference where a slight 
facilitation effect in the child group shifts to a suppression effect in the adolescent group. 
The black horizontal bar indicates significant pairwise contrasts between the age groups 
(p < 0.05, Bonferroni corrected). 
 
 Within the theta band, a simpler pattern emerged (Table 3.2). Only one model 
comparison indicated a significant reduction in error variance which was for the 
comparison of the IPI*AGE model to the null model (F(7,114.22) = 2.17, p = 0.042, 
uncorrected). However, this model was only a marginal improvement over the IPI alone 
model (F(4,94.46) = 2.44, p = 0.052, uncorrected). Closer inspection of the AGE*IPI 
model coefficients demonstrated a significant negative linear trend of IPI (βLIN = -125.76, 
SELIN = 38.57, t(117.1) = -3.26, p = 0.001, uncorrected, 95%CI[-205.11,-53.4]) and the 
interaction of age group by IPI linear (βAxIPI = 132.49, SEAxIPI = 50.66, t(125.1) = 2.62, p 
= 0.010, uncorrected, 95%CI[-23.58, -5.82], Figure 3.1, Theta). These negative slopes 
are in the context of an intercept term that is not significantly different from zero (β0 = 
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8.74, SE0 = 5.32, t(30.0) = 1.64, p = 0.111, 95%CI[-1.05, 19.20]). Taken together, the 
reference group, children, show a negative linear relationship between theta-band power 
modulations by SICI IPIs that diminishes in the adolescent group. However, follow-up 
adolescent vs child contrast for each IPI did not reveal significant differences between 
groups (all p > 0.168, uncorrected, Figure 3.2A).  
As an additional exploratory step, the coefficients for the gamma and beta band 
full model fits were inspected for significant parameter estimates. I found that sex was a 
marginally significant predictor of gamma band modulation (βSEX = -6.00, SE = 8.07, 
t(33.0) = 1.85, p = 0.074, 95%CI[-0.04, 28.90]). Follow-up contrast indicated a trend 
toward an overall gamma-band facilitation effect in males (MM = 5.97, SEM = 4.62, 
95%CI[-1.79,14.16], Figure 3.3B) and an overall inhibitory effect in females (MF = -8.20, 
SEF = 4.85, 95%CI[-13.40,1.77], Figure 3.3A), (βS:MvF = 7.09, SES:MvF = 3.36, t(74.4) = 
2.11, p = 0.038, 95%CI[-0.60,14.80]). In the beta model, marginally significant parameter 
estimates were identified for the intercept term, (β0 = 8.60, SE0 = 6.58, t(32.2) = 1.724, p 
= 0.094, 95%CI[--1.06, 23.25]) while the sex by cubic IPI term was found to be 
significantly greater than zero (βSxIPIcub = 101.28, SESxIPIcub = 46.83, t(134.6) = 2.16, p = 
0.032, 95%CI[16.61, 185.04], Figure 3.1, Beta). Lastly, a marginal negative age group 
by linear IPI trend indicated that adolescents demonstrated a slightly more negative beta-
band modulation compared to children at longer SICI IPIs (βAxIPIlin = -81.09, SEAxIPIlin = 
46.90, t(133.1) = -1.73, p = 0.086, 95%CI[-164.69, -3.31]). The positive intercept term 
indicates the reference group (female children) exhibited an overall facilitation of beta 
power across the set of SICI IPIs (Figure 3.3C). The sex by IPIcub interaction is more 
difficult to interpret, though broadly, it indicates that the difference between males and 
females in beta-band modulation is reduced for IPIs below 4.5 ms and increased above 
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4.5 ms (Figure 3.3C,D). However, no significant differences were observed in post-hoc 
comparisons for any particular IPI (all p > 0.18, Bonferroni corrected). 
.    
Figure 3.3 Full model fits of gamma- and beta band SICI. 
SICI-related IPIs did not evoke strong effects in the gamma- and beta-bands. (A) 
Females and (B) males were found to exhibit an opposite modulation of gamma-band 
power. Females displayed a slight suppression, while males displayed a slight 
facilitation. (C, D) Beta band activity showed a cubic IPI by sex trend where males and 
females showed greater separation at longer IPIs. No significant pairwise differences 
were observed. Circle diameters indicate the weighting coefficient used in the final model 
fits. Lines indicate the fitted model prediction. The shaded regions indicate the 95% 
confidence intervals. Note the circles are displaying all data points on both graphs. The 
subgroup trends are given by the model fit lines. 
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Long Intracortical Inhibition 
Analyses of the band power modulations across the putative LICI IPIs 
demonstrated a substantially different pattern of activity, and one more in line with the 
traditional expectation of inhibition (i.e., signal suppression). Based on prior literature, I 
hypothesized that LICI would get stronger with age and that perhaps this strengthening 
of effect would be more focal in time (120). I expected these effects would be most 
prominent in the gamma-band and potentially in the lower bands albeit to a lesser extent 
(112, 189). As expected, gamma-band power was modulated by ppTMS across IPIs 
associated with LICI (See Table 3.3). Significant reductions in residual error were found 
for each model compared with the null model (IPI vs null: F(3,118.99) = 13.46, p < 0.0005, 
uncorrected; AGE*IPI vs null: F(7,116.28) = 6.98, p < 0.0005, uncorrected; SEX*IPI vs 
null: F(7,117.36) = 6.75, p < 0.0005, uncorrected; FULL vs NULL: F(12,106.25) = 4.75, 
p < 0.0005, uncorrected). However, only the AGE*IPI model was significantly different 
from the IPI alone model (F(4,95.53) = 2.49, p = 0.048, uncorrected). This pattern 
suggests the greatest improvement in model fits occur at the inclusion of the IPI variables 
and to a lesser extent the AGE*IPI variables while the inclusion of sex and the related 
interactions does not substantially improve model fits. BF10 values for these 
comparisons also supported this rational. Evidence for the IPI (ΔBIC = -22.49, BF10 = 
9.73x104), AGE*IPI (ΔBIC = -10.46, BF10 = 187.21), and SEX*IPI (ΔBIC = -6.19, BF10 = 
22.06) models over the null model all exceeded BF10 = 20 indicating strong evidence in 
favor of these models (188). The BIC model comparisons deviated from the F-test results 
for the full vs null model (ΔBIC = 9.51, BF10 = -0.009) and AGE*IPI vs IPI model (ΔBIC = 
12.51, BF10 = 0.002) comparisons which favored the simpler models. Since the research 
questions driving this investigation focus on the influence of age on the cortical response 
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to TMS, I elected to perform further analyses on the parameter estimates from the 
AGE*IPI model.    
 
 Model Comparison (p-value, BF10)a 
Gamma 1 2 3 4 5 
(1) Intercept (NULL) - 1.27x10-7*** 6.15x10-7*** 1.00x10-8*** 3.50x10-6*** 
(2) IPI Alone 9.73x104 - 0.048* 0.186 -b 
(3) AGE*IPIc 187.21 0.002 - -b 0.199 
(4) SEX*IPI 22.06 2.27x10-4 -b - 0.054 
(5) FULL 0.009 -b 4.59x10-5 3.89x10-4 - 
      
Beta 1 2 3 4 5 
(1) Intercept (NULL) - 8.86x10-4*** 0.013* 0.008** 0.040* 
(2) IPI Alonec 1.23 - 0.688 0.595 -b 
(3) AGE*IPI 1.15x10-4 9.33x10-5 - -b 0.455 
(4) SEX*IPI 1.20x10-4 9.68x10-5  - 0.526 
(5) FULL 1.53x10-9 -b 1.33x10-5 1.28x10-5 - 
      
Alpha 1 2 3 4 5 
(1) Intercept (NULL) - 0.428 0.248 0.812 0.303 
(2) IPI Alone 0.002 - 0.167 0.888 -b 
(3) AGE*IPI 1.96x10-6 7.93x10-4 - -b 0.453 
(4) SEX*IPI 1.33x10-7 5.40x10-5 -b - 0.080 
(5) FULLc 5.96x10-11 -b 3.04x10-5 4.47x10-4 - 
      
Theta 1 2 3 4 5 
(1) Intercept (NULL) - 0.762 0.209 0.862 0.092 
(2) IPI Alone 8.53x10-4 - 0.092 0.845 -b 
(3) AGE*IPI 2.70x10-6 0.003 - -b 0.353 
(4) SEX*IPI 1.01x10-7 1.18x10-4 -b - 0.013* 
(5) FULLc 5.28x10-10 -b 1.95x10-4 0.005 - 
 
Table 3.3  Summary of model comparison results for LICI interpulse intervals. 
Model comparisons revealed strong effects in the gamma- and beta-bands that support 
the inclusion of IPI (both) and age (gamma) unlike the SICI results. a. Model comparisons 
via Kenward-Roger approximations (p-values) are given above the diagonal. Bayes 
factor (BF10) comparisons are given below the diagonal. These models include both the 
main effects listed and the interaction terms with IPI. Significant differences and BF10s > 
3 are in bold indicating support for the more complex model. b. The AGE*IPI (3) and 
SEX*IPI (4) models were not directly compared, because comparisons are only valid for 
nested models. c. Indicates the model selected for interpretation. * p < 0.05, uncorrected. 
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Figure 3.4 Summary of model fixed effect parameter estimates for LICI models. 
Model fixed effect parameter estimates for power modulations by LICI across four 
frequency bands. Horizontal bars indicate the 95% confidence intervals for slope 
estimates based on robust estimation of standard errors. Parameter estimates are fairly 
stable across models with the exception of the quadratic IPI and age by quadratic IPI 
terms. Note the much larger parameter estimates and confidence intervals for IPI 
variables is due to the scaling of orthogonal polynomials being less than 1. 
 
Inspection of the parameter estimates highlighted two main effects in the model 
(Figure 3.4, Gamma). As hypothesized, gamma-band power modulations differed as a 
function of IPI; however, only the linear trend of IPI was significantly different from zero. 
First, a main effect of age indicated that the degree of gamma-band power suppression 
is greater in adolescents (βA = -21.00, SEA = 7.61, t(29.50) = -2.76, p = 0.010, 95%CI [-
35.25, -5.87]). Second, a significant negative linear slope was identified indicating that 
the suppression of gamma-band power was greatest for longer IPIs (βIPIlin = -19.53, 
SEIPIlin = 7.22, t(128.51) = -2.70, p = 0.008, 95%CI [-33.73, -6.99]). Specific, adolescent 
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vs child contrasts per IPI indicated the peak age group difference occurred for the 170 
ms IPI where adolescents (MADO:170ms = -47.80, SEADO:170ms = 6.16, 95%CI[-60.80,-
34.80]) demonstrated a larger gamma-band suppression effect compared to children 
(MCHILD:170ms = -19.90, SECHILD:170ms = 7.26, 95%CI[-19.90,-5.40]), (βA:170ms = -13.90, 
SEA:170ms = 4.88, t(74.3) = -2.86, p = 0.033, Bonferroni corrected, 95%CI[-23.68,-4.23], 
Figure 3.5B). A similar marginal difference was also observed for the 140 ms IPI: 
Adolescents, MADO:140ms = -40.40, SEADO:140ms = 6.16, 95%CI[-52.70,-28.09]; Children, 
MCHILD:140ms = -15.90, SECHILD:14ms = 6.78, 95%CI[-29.50,-2.37], (βA:140ms = -12.2, SEA:140ms 
= 4.58, t(61.4) = -2.67, p = 0.058, Bonferroni corrected, 95%CI[-21.39,-3.08]).   
 
 
Figure 3.5 Beta- and gamma-band power is suppressed over LICI IPIs. 
LICI-related IPIs were found to generate significant suppression of activity in the beta- 
and gamma-bands (A). Beta-band power did not show a significant effect of age or sex, 
though both age groups are displayed for demonstration. Rather significant suppression 
was observed in the overall sample from the 80 ms IPI to the 200 ms IPI. The black 
horizontal bar indicates significant overall group contrasts against zero (p < 0.05, 
Bonferroni corrected). (B) Gamma-band power demonstrated significant age and linear 
IPI main effects. Adolescents were found to exhibit stronger suppression effects using 
LICI intervals compared to children, though both groups showed greater suppression at 
longer IPIs. The black horizontal bar indicates significant age group contrasts (p < 0.05, 
uncorrected, only 170 ms survives correction).  
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Beta-band power demonstrated a similar significant reduction in error variance 
with the inclusion of additional variables to the null model (IPI vs null: F(3,118.99) = 
13.46, p < 0.0005; AGE*IPI vs null: F(7,116.28) = 6.98, p < 0.0005; SEX*IPI vs null: 
F(7,117.36) = 6.75, p < 0.0005; FULL vs NULL: F(12,106.25) = 4.75, p < 0.0005), Table 
3.3). However, none of these models yielded large enough reductions in BIC to suggest 
the data supports these models. The IPI alone was the only comparison with a BF10 
greater than one indicating at least weak support of this model over the null model. 
Therefore, I selected this model for closer inspection and found a significant negative 
intercept term indicating an overall suppression effect across IPIs (β0 = -20.58, SE0 = 
4.75, t(28.7) = -4.33, p < 0.0005, uncorrected, 95%CI[-29.50, -11.30], Figure; 3.4, Beta). 
Additionally, the linear trend of IPI was significantly below zero (βLIN = -65.59, SELIN = 
24.16, t(125.8 = -2.72,  p = 0.008, uncorrected, 95%CI[-112.20, -21.00] with a significant 
positive quadratic trend (βQUAD = 75.11, SEQUAD = 23.97, t(127.9) = 3.13, p = 0.002, 
95%CI[26.30, 121.90]). These two trends together indicate that suppression of beta-
band power increases for longer IPIs, but that this suppression decreases at the longest 
IPIs. I compared the overall estimated marginal means at each IPI against zero and 
found significant beta-band suppression from 80 to 200 ms with a peak at 140 ms (M140ms 
= 28.60, SE = 5.34, t(45.9) = -5.36, p < 0.0005, Bonferroni corrected, Figure 3.5A).   
In a divergence from the SICI results, LICI IPIs did not result in systematic alpha-
band modulations across either IPI, age group, or sex, though the full model was a 
marginally better fit compared to the SEX*IPI model (F(5,72.20) = 2.06, p = 0.080, 
uncorrected; all other p > 0.167, Table 3.3). The negative intercept term from the null 
model indicates significant suppression of alpha-band power was observed (β0 = -20.60, 
SE0 = 4.65, t(28.54) = -4.43, p < 0.0005, uncorrected, 95%CI[-29.20, -11.40], Figure 3.4). 
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While the evidence does not support the full model as the best one, the significant 
parameters within that model were age (βA = -35.95, SEA = 11.77, t(32.15) = -3.06, p = 
0.004, uncorrected, 95%CI[-65.78, -12.98]) and the age by sex interaction term (βAxS = 
35.46, SEAxS = 16.92, t(32.16) = 2.10, p = 0.044, uncorrected, 95%CI[6.31,66.87]). Post-
hoc comparisons of age groups at the level of sex determined that female adolescents 
showed greater alpha suppression (MADO:F = -41.00, SEADO:F = 10.04, 95%CI[-16.10, -
20.83]) than female children (MCHILD:F = -7.40, SECHILD:F = 8.79, 95%CI[-25.00, 10.23]), 
(βA:M = -16.70, SEA:M = 6.44, t(47.2) = -2.61, p = 0.024, Bonferroni corrected, 95%CI [-
31.70, -1.90]; Figure 3.6A). No age related differences were observed for males: 
Adolescent, MADO:M = -24.62, SEADO:M = 8.26, 95%CI[-41.20, -8.07]; Children, MCHILD:M = 
-26.50, SECHILD:M = 10.95, 95%CI[-48.50, -4.51], (βA:M = 0.94, SEA:M = 6.61, t(45.5) = 
0.14, p = 1.00, Bonferroni corrected, 95%CI[-14.40, 16.30], Figure 3.6B).  
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Figure 3.6 Full model fits of theta- and alpha-band LICI. 
Adolescent females demonstrate greater LICI-related suppression of theta and alpha-
band power. (A) The full alpha-band model indicated that female adolescents overall 
displayed greater suppression compared to female children (p < 0.05, Bonferroni 
corrected). (B) Males did not show this age-related effect which dovetails with similar 
patterns in the natural frequency (See Chapter 2). (C) Theta-band power showed age 
group by quadratic IPI trend which can be seen in both sexes, and with clearer group 
separation in females. However, pairwise contrasts across specific IPIs did not suvive 
multiple comparison corrections. (D) Males of both age groups produced more 
overlapping patterns.  
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Finally, within the theta band, pairwise model comparisons indicated that the age-
related terms significantly reduced the residual error variance when added to the SEX*IPI 
model (F(5,72.67) = 3.12, p = 0.013, Table 3.3). However, these model improvements 
were not substantial enough to justify the additional variables as per all BF10 
comparisons favoring the simpler models (all BF10 < 0.005). Nevertheless, the parameter 
estimates from the full model demonstrated a significant main effect of age group (βA = -
27.10, SEA = 12.61, t(32.26) = -2.15, p = 0.039, uncorrected, 95%CI[-49.52, -3.88]) as 
well as an age by quadratic IPI trend interaction (βAxQUAD = 134.85, SEAxQUAD = 48.09, 
t(134.35) = 2.80, p = 0.006, uncorrected, 95%CI[42.76, 219.81], Figure 3.4, Theta). Post-
hoc age group comparisons for each IPI did not reveal significant difference for any 
particular IPI once controlling for multiple comparisons (all p > 0.102, Bonferroni 
corrected), but the peak difference was identified at 110 ms (βA:110ms = -12.70, SEA:110ms 
= 5.15, t(54.1) = -2.46, p = 0.102, Bonferroni corrected, 95%CI[-23.00, -2.35], Figure 
3.6C,D).  
Behavioral Correlation  
In total, I selected eight frequency by IPI values to compare against working 
memory capacity.  For this SICI range, I analyzed alpha-band measures from 4 and 5 
ms. For the LICI range, I analyzed beta-band means at 80, 110, 140, 170, and 200 ms 
and the gamma-band mean at 170 ms. Controlling for age in months, the beta- and 
gamma-band modulations at the 170 ms IPI negatively correlated with working memory 
capacity (Beta: prs(25) = -0.52, p = 0.009,  uncorrected;  Gamma: prs(25) = -0.47, p = 
0.022, uncorrected). All other comparisons were not significantly associated (all p > 
0.177). Since both beta- and gamma-band means at the 170 ms IPI negatively correlated 
with working memory capacity, I reasoned both measures may account for the same 
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variability in working memory capacity. Regular Spearman rank correlations supported 
this notion indicating that beta- and gamma-band power modulations were positively 
correlated (rs(25) = 0.46, p = 0.022). Therefore, I repeated the brain-behavior correlation 
controlling for both age and the respective other frequency band (e.g., beta by WM 
capacity, controlling for age and gamma). The correlation between beta-band LICI and 
working memory capacity was marginally significant after controlling for age and gamma-
band LICI (rs(25) = -0.36, p = 0.095),  but gamma-band LICI no longer correlated with 
working memory capacity when controlling for age and beta-band LICI (rs(25) = -0.25, p 
= 0.250).  
Discussion 
This investigation sought to elucidate whether the traditional profiles of short and 
long intracortical inhibition (SICI and LICI, respectively) in the prefrontal cortex change 
during adolescence. In that pursuit, I derived three primary research questions. First, 
does the inhibitory peak for SICI occur earlier and over a shorter span of TMS IPIs? 
Second, does suppression strengthen during adolescence? And third on a more 
exploratory note, do SICI and LICI in the PFC follow the same rules as SICI and LICI 
observed in the motor cortex? A thorough investigation of this last question was beyond 
the scope of the present study, but the implications of its answer are speculated upon in 
this discussion. To the first two questions, I recruited two cohorts—children (aged 10-12 
years) and adolescents (aged 15-17 years)—to conduct a combined transcranial 
magnetic stimulation and electroencephalography study. I applied spTMS and ppTMS to 
the prefrontal cortex across a set of six SICI IPIs (2, 3, 4, 5, 6, and 7) and six LICI IPIs 
(50, 80, 110, 140, 170, and 200 ms) and used linear mixed effect modeling with 
polynomial trends to assess group differences as a function of IPI. I found that alpha- 
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and theta-band power showed significant age-related differences in the SICI IPI range 
while LICI IPIs demonstrated age-related differences in the beta- and gamma-bands. 
Mechanistic explanations of these two time ranges traditionally assume that SICI is 
mediated by GABAA receptors while LICI is mediated by GABAB receptors.  
Short Intra-cortical Inhibition (SICI) 
The putative mechanisms underlying SICI motivated several hypotheses related 
to adolescent development. In particular, I hypothesized that children would demonstrate 
SICI-like suppression across a wider range of the SICI IPIs compared to adolescents 
owing to underlying changes in GABAA receptors that supports faster inhibitory decay 
kinetics (85, 88). I hypothesized this pattern would be observed in the gamma-band 
compared to other canonical EEG frequency bands since fast-spiking GABAergic 
interneurons operating through GABAA receptors are a putative mechanism for gamma 
oscillations (79). Contrary to this hypothesis, I did not observe this pattern in any 
frequency band. Rather, the only bands to show any form of age related differences were 
the theta and alpha bands, and the only IPI related effects were observed in the theta 
band. The higher bands—beta and gamma—demonstrated some degree of modulation 
by gender. Which further interacted with the cubic IPI term in the beta band. Croarkin 
and colleagues (120) investigated developmental changes in SICI and ICF of MEPs 
across a wider set of IPIs (i.e., 2, 4, 10, 15, and 20 ms) and found no developmental 
trends in the intensity of SICI, though the authors noted their findings were inconclusive. 
Perhaps not surprisingly, my results suggest that age-related changes in SICI likely vary 
from brain region to brain region. 
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In particular, the finding that alpha band modulation demonstrates facilitation in 
children and suppression in adolescents dovetails with a previous investigation of 
DLPFC SICI in adults which found that the only frequency band specific reductions in 
power occurred in the alpha band (109). That study included N = 12 participants with 
even numbers of males and females. I observed an age by sex interaction within alpha 
which suggests the sex-related differences largely equalize by adulthood, though future 
studies targeting this effect will be needed to confirm this pattern.  Outside of studies 
which specifically focus on a parameter search of IPIs or stimulus intensities (105, 106, 
115), the majority of studies investigating SICI using TMS-EEG have selected one IPI 
(typically 2 or 3 ms) (107–109, 111). However, such studies have found inconsistent 
results. Ilic and colleagues (115) demonstrated that conditioning pulses presented at 80-
90% RMT can lead to an equal probability of facilitation and inhibition for some IPIs. This 
becomes a more salient issue in the context of EEG where, as was previously discussed, 
the interpretation of a signal as being inhibitory or excitatory is more ambiguous. 
Long Intracortical Inhibition (LICI) 
I found a divergent pattern of results from SICI in the LICI IPI range. Stimulation 
at LICI IPIs has long been shown to suppress activity across all frequency bands but in 
the gamma-band most strongly (112, 116). Therefore, I hypothesized that LICI 
suppression of gamma-band power would increase in strength during adolescence since 
gamma-band power increases with age in several brain regions (56, 61, 65, 190).  I 
reasoned that as the ability for the cortex to produce gamma oscillations increases, so 
too should the ability of LICI to modulate gamma power also increase. In line with this 
hypothesis, I found a significant main effect of age reflecting greater LICI in the 
adolescent group compared to the younger group. In the motor cortex, LICI has been 
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shown to increase during adolescence with the strongest age-related changes occurring 
at longer latencies (i.e., 150-200 ms IPI) (120). TMS literature in general tends to interpret 
LICI in terms of its putative GABABR mechanism (110, 114, 118, 176). My findings 
expand upon these results by demonstrating a similar enhancement of LICI as a function 
of age in the prefrontal cortex as well.  
However, the age-related increase in LICI contradicts another commonly reported 
effect in children. Though, it is important to note the same interpretation is applied to the 
N100 TMS evoked potential (TEP) (102). In children, the motor N100 is exceptionally 
large and gradually decreases throughout adolescence and into adulthood (191). 
Pharmacological TMS-EEG studies with baclofen, a GABABR agonist, have been shown 
to enhance the N100 potential with little effect on the N45 which is considered to be 
primarily mediated by GABAAR neurotransmission. Indeed, Premoli and colleagues 
(102) demonstrated rather elegantly the enhancement of the N100 with baclofen 
administration and an enhancement of the N45 with the GABAAR allosteric modulators, 
alprazolam, diazepam, and zolpidem. In follow-up studies, Premoli and colleagues (110) 
further established that baclofen also enhances LICI in the motor cortex, a finding which 
has also more recently been confirmed in the prefrontal cortex (118). However, Premoli, 
and colleagues (102) additionally determined that GABAAR agonists decreased the 
N100. Returning to the disparate findings in the literature of larger than adults N100 
amplitudes and smaller than adults LICI suppression of MEPs/TEPs, I believe the relative 
interplay of GABAAR- and GABABR-mediated modulation of the N100 and LICI may 
reconcile these divergent patterns. In short and for future investigations, I hypothesize 
that the reduction of the motor N100 observed in children reflects an increase in the 
influence of GABAAR mediation of the N100, and not a decrease in GABABR mediation, 
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while changes in LICI reflect the more accurate increase in GABABR neurotransmission. 
I surmise this may provide an explanation for the SICI-related suppression of lower 
frequency bands which tend to have a longer temporal footprint and more directly reflect 
the evoked features of EEG signals.  
While I did not test this hypothesis directly in my cohort, I did find preliminary 
evidence for its possibility. An analysis of the TEP difference between M1 TMS and PFC 
TMS established a substantially larger M1 TEP amplitude in the time range of the N100 
(See Appendix A). While the child group N100 was qualitatively larger than the 
adolescent group, the difference was not statistically significant when controlling for 
multiple comparisons (See Appendix A). Nevertheless, I did find that PFC LICI 
suppression of gamma power increased as a function of age as is the case in the motor 
cortex measured with MEPs (120).  
Limitations 
Several limitations should be considered when considering these results. I divide these 
into technical/methodological limitations and theoretical limitations.  
Methodological Limitations.  
First, while the trial counts were comparable to other reports in the literature (179), the 
relatively low trial count for some participants likely increased the variability of my time-
frequency estimates. I sought to achieve the best balance between quality data collection 
and participant fatigue. In most cases, we reached a point where (children especially) 
had difficulty remaining still for an extended period of time. I used statistical techniques 
that were robust to outliers and heteroscedasticity, but future studies should consider 
multiple sessions for data collection. Another technical limitation was the lack of 
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individual participant MRIs to use for guided neuronavigation which allows for precise 
targeting of structures. I used the best practice standard for targeting the PFC using head 
geometries, but since the brain is changing in structure as well as function during 
adolescence, this approach is at best an approximation (139). While I am confident the 
DLPFC was stimulated, I urge caution in drawing conclusions related to precise 
anatomical locations like the middle frontal gyrus. However, scalp-to-cortex distance of 
the DLPFC has been shown to increase with age during childhood (192, 193). In the 
absence of a direct SCD measure, motor thresholds, which were used to adapt TMS 
protocols to each person, are considered a loose control for this effect, because RMTs 
generally increase with greater scalp to cortex distance (194). However, in previous 
literature and in my sample as well, children tend to have higher resting motor thresholds 
compared to adults despite having lower SCD (191). The likely explanation for this 
discrepancy is that other cellular factors such as decreased myelination, greater intra-
regional connectivity, and less inter-regional connectivity all impact the excitability of the 
cortex (30). Thus, it is beyond the scope of this investigation to disentangle the relative 
contributions of these structural factors, but I acknowledge they are likely sources of 
additional variance for which I have not accounted.   
While my model selection strategy took as primary evidence the direct model 
comparisons results, the BF10 results suggest the only models that performed 
substantially better than the respective null models were for the gamma-band LICI results 
(i.e., Gamma: IPI alone, AGE*IPI, and SEX*IPI). This divergence complicates the 
interpretations, but is not without explanation. The BF10 formula used here is based upon 
the calculation of Bayesian information criteria (BIC) from the -2 log-likelihood estimates 
of each model. BIC is considered to be relatively conservative measure as it penalizes 
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model fits for low sample sizes and a high number of parameters. As a Bayesian 
measure, BIC assumes a prior probability for the data which in this case is based on unit 
information. Inaccurate priors can influence estimation of the posterior probability of a 
hypothesis given the data. Information-based priors are considered to be “wide” and as 
such conservative (195). A post-hoc review of Aikake information criteria (AIC) measures 
from the set of models demonstrate patterns that are more closely aligned with the KR 
corrected F-test results.  
Theoretical Limitations 
The primary theoretical limitations in this investigation surrounds the construct of 
inhibition. At the outset of this study, very little literature had been produced measuring 
SICI using TMS-EEG (109, 196, 197) and only one these tested SICI in the PFC (109). 
In each of these investigations, the IPI selected for SICI was taken from prior work with 
MEPs and as such did not test the limits of where one effect blends with another. Since 
SICI, LICI, ICF, and SICF are all a product of the net effect of underlying excitatory and 
inhibitory influences (178, 198), it stands to reason that this balance will vary as a function 
of the microcircuitry of the targeted region. I recognized the limitations in this literature 
and the general scientific potential of proceeding with a more thorough parameter search; 
however, I had to make practical concessions in order to work with my target population.  
Since that time, one additional study has been published using TMS-EEG with 
pharmacological manipulation of GABAergic circuits (111) which found SICI IPIs 
demonstrated reduced amplitudes in potentials between 100 and 200 ms after the test 
stimulus in the motor cortex. I set out to design and implement this study using the more 
neutral designations of suppression and facilitation to describe my observations. 
Furthermore, traditional studies of TMS evoked potentials are subject to substantial 
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limitations in identifying “where the action is.” For example, an increase in one TEP 
component may reflect a change in the underlying activity that generated the component 
or it may reflect a change in an earlier potential which offsets the baseline of activity that 
follows.  
Conclusion 
This investigation sought to characterize developmental trajectories for SICI and LICI in 
the prefrontal cortex. I adopted a strategy that would test the hypotheses that the peak 
timing would be different between children and adolescence. Contrary to my hypotheses, 
I found no evidence of a changing inhibitory latency effect for SICI- or LICI-related IPIs; 
however, several age and sex related changes in the amplitude of SICI/LICI were 
observed. Taken together, these findings corroborate prior literature on the development 
of inhibition in the motor cortex (120, 133) while expanding and challenging the 
application of these techniques to the PFC.  
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CHAPTER 4: CONCLUSIONS AND FUTURE DIRECTIONS 
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Overview of findings 
The primary objective of this dissertation was to investigate the degree to which 
changes in the brain that emerge during adolescence support improved working 
memory. Using traditional task-based electroencephalography (EEG) and transcranial 
magnetic stimulation (TMS), I evaluated two potentially related phenomena—the 
emergence of high-frequency gamma-band oscillations and the development of gamma-
aminobutyric acid (GABA) mediated signaling. Generally, I found that while adolescent 
brains were capable of generating faster cortical rhythms, the rate of oscillation did not 
predict individual differences in working memory capacity after controlling for age and 
sex. Moreover, using paired pulse transcranial magnetic stimulation, I established that 
the amplitude of GABA type-A receptor (GABAAR)- and type-B receptor (GABABR)-
mediated suppression of TMS-evoked oscillations (TEO) increased during adolescence 
with no change in the timing of effects. 
Implications for working memory development 
In the first set of experiments (Chapter 2), I attempted to quantify gamma-band 
activity using both endogenous and exogenous techniques. To establish a measure of 
endogenous rhythms, I used a classic Sternberg style working memory task to measure 
cortical rhythms. I did not observe the hypothesized effect of higher gamma-band 
frequency through the trial.  Instead, I found evidence of age-related changes in the 
modulation of gamma-band power by the task that was unexpected. Much like alpha- 
and beta-band power, power in the gamma-band decreased sharply from baseline in the 
adolescents and more gradually in the children. However, when I normalized to a time 
after the drop in power, I observed a small positive modulation in gamma-band power 
that was more typical of adults. Additional stronger patterns of reduced theta-power, 
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enhanced alpha- and beta-band desynchronization, and increased alpha-band 
frequency were all more evident (43). There is, at best, weak evidence that the capability 
of the cortex to produce gamma oscillations is emerging during adolescence.  
Therefore, to index the oscillatory capabilities of the cortex more directly, I used 
single pulse TMS (spTMS) to perturb primary motor (M1) and prefrontal (PFC) circuits. 
Here as well, I found evidence of a weak increase in gamma-band power. As 
hypothesized, the PFC natural frequency was found to be higher for the adolescent 
group, though not without its own caveats. Indeed, the median PFC natural frequency 
was higher, but so was the group variance. Thus, I conducted an exploratory analysis to 
assess the role that sex might modulate age-related differences. This analysis identified 
that female adolescents were the primary drivers of the increased PFC natural frequency 
in the adolescent group. While intriguing, the current study was underpowered to address 
sex or pubertal differences in maturation, and as such, whether males also exhibit 
increased PFC natural frequency at a later age remains an open question (199).  
Finally, I attempted to determine if individual differences in PFC natural frequency 
reflected an underlying processing capability that might predict working memory 
capacity. I observed a medium-to-large positive correlation between PFC natural 
frequencies and working memory capacity, however, the effect was no longer significant 
when controlling for both age in months and gender. Therefore, I concluded that while 
the PFC natural frequencies appear to increase during adolescence, these changes do 
not reflect an underlying processing capability of working memory.  
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Implications for GABAergic system 
In the second set of experiments, I tested the hypothesis that the timing of GABA-
mediated inhibition would change during adolescence. I used paired pulse TMS across 
several latencies to measure where the putatively GABA-mediated suppression of the 
TMS response was greatest. Again, contrary to my hypothesis. I did not observe any 
evidence of age-related difference in inhibitory duration. Where the models identified 
interactions between inter-pulse interval (IPI) and age or sex, the patterns were such that 
either a facilitation or suppression effect in one group was absent in the other, or that a 
particular IPI produced facilitation in one group and suppression in another group. 
Therefore, the primary developmental differences were differences of power, not time.  
Indeed, alpha-band power was facilitated by short-interval intracortical inhibition 
(SICI) IPIs in children and suppressed in adolescents. This finding challenges existing 
SICI literature based on the motor cortex that shows no change in SICI during 
adolescence (120, 198), further emphasizing the need for additional care when 
generalizing TMS results from the motor cortex. At long-interval intracortical inhibition 
(LICI) IPIs, gamma- and beta-band power were significantly suppressed, but only the 
gamma-band demonstrated additional age-related differences. The gamma-band finding 
expands upon previous reports of increased LICI of motor evoked potentials during 
adolescence (120) and dovetails with prefrontal LICI endpoints found in adults (112, 
116). These findings are consistent with a growing body of literature that finds the 
excitation-inhibition balance decreases during adolescence as cortical inhibitory circuits 
develop (10). 
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However, my LICI findings have interesting implications for another commonly 
reported TMS-EEG effect in children—the “giant” N100 TMS evoked potential (TEP). 
Pharmacological studies support the role of GABABR-mediated inhibition to enhance 
LICI-related suppression effects. The same mechanism is commonly invoked to interpret 
the N100 TEP (102, 191, 200, 201), but the motor N100 is found to decrease during 
adolescence. One possible reconciliation for these opposing developmental trends 
(aside from simple regional differences) is that the age-related decrease in N100 
amplitudes is driven by an increase in GABAAR suppression of the N100. Taken together, 
my findings emphasize the emergence of several hallmarks of GABAergic 
neurotransmission.  
Future Directions 
One of my secondary motivations for the work in this thesis was to establish the 
initial normative developmental trends of the various TMS-EEG indices for such studies 
in the future. Though, a key theoretical limitation of my experiments is that they are cross-
sectional study design. As a result, I cannot rule out cohort effects which may be present, 
but unobvious. Future replication studies should consider longitudinal designs to 
evaluate whether relative changes in any of the observed effects show differing patterns 
form those observed here. Furthermore, large sample studies are always beneficial to 
disentangle the overlapping but distinct processes of aging and puberty. My data 
suggests that females develop a higher prefrontal natural frequency earlier than males. 
This finding has interesting implications for the study of adult mental illnesses like 
schizophrenia or depression which show differences in prevalence among males and 
females (202, 203). Prefrontal natural frequencies are known to be reduced in several 
severe mental illnesses (103, 104). Therefore, future studies should recruit populations 
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that are high-risk for developing mental illness to evaluate the degree to which sex 
differences in prefrontal natural frequency development confer a risk for developing 
mental illness.  
Additionally, my investigation was built around questions related to the 
development of GABAergic inhibition; but a recent pharmacological study of ppTMS-
EEG found that while baclofen, a positive allosteric modulator for GABABRs, increased 
LICI suppression of TMS-evoked potentials (TEP), rivastigmine, an acetylcholine-
esterase inhibitor, was found to decrease LICI (118). Several of my developmental 
findings occurred within the alpha band which is hypothesized to be partially mediated 
by muscarinic acetylcholine receptors (53, 54, 204). The shift from alpha-band facilitation 
over SICI IPIs in children to suppression in adolescents may result from changes in 
GABAARs that alter the excitation-inhibition balance in the prefrontal cortex. Though, 
pharmacological TMS studies targeting acetylcholine receptors have tended to focus on 
TMS protocols known to induce changes in neuroplasticity (101). Additional research will 
be needed to disentangle what role if any the cholinergic system serves in cognitive and 
neural circuit development during adolescence.  
Conclusions 
Adolescence is a socially and biologically dynamic phase in development where 
we learn to explore the boundaries of our environment. It is also a time of increased risk 
for substance abuse and mental illness. Here I have presented evidence of the 
maturation of several hallmarks of the GABAergic system. In Chapter 2, I established the 
emergence of the prefrontal natural frequency—a gamma-band marker known to be 
disrupted in several severe mental illnesses. Furthermore, I found that sex may play a 
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critical role in determining the timing of such development. In Chapter 3, I uncovered a 
story of balance rather than timing, as the suppression of cortical activity appears to 
strengthen. The GABAergic system is perhaps one of the last neurotransmitter systems 
to fully mature in the adult brain and its dysfunction is a hallmark in a multitude of 
illnesses.  These findings have the potential to help identify critical windows for cognitive 
and cortical circuit development. Expanding our knowledge of this developmental 
window may one day allow researchers and physicians to identify patients who are not 
only at risk for mental illness, but who also exhibit biological and systemic indicators of 
their potential illness trajectories. The data I have presented here is one piece of a 
growing foundation, but it’s a structure worth building. 
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Appendix A. Single-pulse TMS Evoked Potentials (TEP). 
Methods 
As a matter of basic scientific interest, I first sought to characterize the TMS-evoked 
potentials (TEP) generated in response to TMS over the prefrontal and motor cortical 
targets. TMS-EEG data were preprocessed as in Chapter 2. Statistical comparisons were 
conducted using the Mass Univariate Toolbox (152, 153) for Matlab. Cluster-based 
permutation tests were run between subjects to compare adolescents versus children 
within target region, and within subjects to compare activation patterns differences 
between motor cortex stimulation and prefrontal cortex stimulation. I applied a test-wise 
α = 0.005 and a cluster mass α = 0.05. A total of 2000 permutations were run per test.  
TMS-Evoked Potentials 
Cluster-mass permutation testing (test-wise α = 0.005, cluster mass α = 0.05) 
demonstrated several spatiotemporal regions of significant differences between the M1 
and PFC TEPs (Figure A.1, TOP ROW) (92). Of note, early TEPS (i.e., < 100 ms post 
stimulation) showed unique topographical distributions suggesting that the related 
potentials were not resulting from a common generator (169, 170) (positive cluster: tmass 
= 874.64, p = 0.032; negative cluster: tmass = -794.97, p = 0.040). The intermediate 
response (i.e., 100 - 200 ms) to M1 stimulation followed a typical TEP profile for 
suprathreshold stimulation with a large negative potential (tmass = -9155.75, p < 0.001) 
lateralized the site of stimulation with a commensurate positivity over right frontal scalp 
regions (tmass = 1032.61, p < 0.001). Suprathreshold stimulation of the motor cortex is 
known to generate sensorimotor reafferant signals related to muscle twitches (205). The 
later 280 ms TEP component also showed significant differences between the two TMS 
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sites; however, this effect was largely a matter of amplitude as the component scalp 
distribution was largely similar between the two sites (positive cluster: tmass = 3513.77,  p 
= 0.002; negative cluster: tmass = -1741.87, p = 0.007. This pattern suggests this late 
potential reflects a more generalized response to TMS as compared to the earlier 
potentials. 
 
Figure A.1 Comparison of M1 TMS response to PFC TMS response 
Single pulse TMS applied to the motor cortex (TOP LEFT) and the prefrontal cortex (TOP 
RIGHT) showed very different activation patterns. The unique activation profiles 
especially in the first 70 ms suggest these responses are not simply due to sensory 
processes. Scalp distribution plots for M1 TEP (top row), PFC TEP (middle row), and the 
t-score difference (bottom row) show largely differing activation between groups albeit to 
different intensities. Scale for scalp maps is ±10 μV or t = ±4. White electrodes indicate 
membership in a significant cluster (p < 0.05) 
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Figure A.2 Comparison of M1 TMS response between children and adolescents. 
Single pulse TMS applied to the motor cortex elicited the large N100 potential common 
of children. However we observed no statistical difference. TOP LEFT: Grand average 
M1 TEP for the child group. TOP RIGHT: Grand average M1 TEP for the adolescent 
group.  Scalp distribution plots for children (top row), adolescents (middle row), and the 
t-score difference show similar patterns of activation between groups albeit to different 
intensities. Scale for scalp maps is ±10 μV or t = ±4. 
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Figure A.3 Comparison of PFC TMS response between children and 
adolescents. 
Single pulse TMS applied to the motor cortex elicited the large N100 potential common 
of children. However we observed no statistical difference. TOP LEFT: Grand average 
M1 TEP for the child group. TOP RIGHT: Grand average M1 TEP for the adolescent 
group.  Scalp distribution plots for children (top row), adolescents (middle row), and the 
t-score difference show similar patterns of activation between groups albeit to different 
intensities. Scale for scalp maps is ±10 μV or t = ±4. 
 
Further analysis of between group differences within each TMS condition yielded less 
robust differences. While the M1 TMS yielded larger amplitude TEPs for the younger 
group, these differences were largely qualitative and not statistically significant when 
controlling for multiple comparisons (test-wise α = 0.05, cluster mass α = 0.05, all p > 
0.1; Figure A.2).  By contrast, significant age-related differences were observed in the 
PFC TEP over posterior electrodes in later components (i.e., 186 – 289 ms, negative 
cluster: tmass = -1473.43, p = 0.032). 
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