Fractional factorial designs are widely used in practice and typically chosen according to the minimum aberration criterion. A sequential algorithm is developed for constructing efficient fractional factorial designs. A construction procedure is proposed that only allows a design to be constructed from its minimum aberration projection in the sequential build-up process. To efficiently identify nonisomorphic designs, designs are divided into different categories according to their moment projection patterns. A fast isomorphism check procedure is developed by matching the factors using their delete-one-factor projections. This algorithm is used to completely enumerate all 128-run designs of resolution 4, all 256-run designs of resolution 4 up to 17 factors, all 512-run designs of resolution 5, all 1024-run designs of resolution 6, and all 2048-and 4096-run designs of resolution 7. A method is proposed for constructing minimum aberration designs using only a partial catalog of some good designs. Three approaches are further suggested for constructing good designs with a large number of factors. Efficient designs, often with minimum aberration, are tabulated up to 40, 80, 160, 45, 47, and 65 factors for 128, 256, 512, 1024, 2048, and 4096 runs, respectively. 
Introduction
Fractional factorial (FF) designs are widely used in many areas of science, engineering and industry.
With the rapidly increasing computational power, more and more large FF designs are used in large scale computer experiments where physical processes are being simulated. Lin and Sitter (2008) reported that FF designs with over 600 runs and as many as 53 parameters were used in computer simulations at Los Alamos National Laboratory. Kleijnen et al. (2005) reported a few computer simulations that investigated dozens or hundreds of factors.
Two-level FF designs with several hundred or thousand runs can be very useful in real applications. Consider an application described by Mee (2004) and Telford (2007) . The researchers at Johns Hopkins University employed several two-level FF designs in a ballistic missile defense project to assess the sensitivity of 47 parameters of an extended air defense simulation in two farterm scenarios over the first 10 days of a war. In the first scenario, a resolution IV design with 512 runs was initially used and followed by 17 additional designs (for a total of 352 additional runs) to resolve aliasing of two-factor interactions. In the second scenario, the researchers used a resolution V design with 4096 runs constructed by SAS PROC FACTEX. Half of the 4096 runs could have been saved if they had obtained a resolution V design with 2048 runs; see Section 4 for such a design.
FF designs are often chosen by the minimum aberration (MA) criterion (Fries and Hunter 1980) , an extension of the maximum resolution criterion (Box and Hunter 1961) . Most textbooks and references in the literature provide MA designs up to 128 runs only; see, among others, Box, Hunter, and Hunter (2005) , Dean and Voss (1999) , Montgomery (2005) , Mukerjee and Wu (2006) , and Wu and Hamada (2000) . The construction of efficient designs is very challenging when the run size is large. Few algorithms are available and they are not effective.
It was four decades ago when Draper and Mitchell first attacked this challenging problem seriously. Mitchell (1967, 1968 ) developed a stage-by-stage algorithm and completely enumerated all 256-run designs of resolution ≥ 5 and all even 512-run designs of resolution ≥ 6.
An even design contains entirely defining words of even length whereas an odd design has at least one defining word of odd length. Draper and Mitchell (1970) attempted but failed to construct the complete set of even 1024-run designs of resolution ≥ 6 and the complete set of odd 512-run designs of resolution ≥ 5. They obtained 4,043 distinct even 1024-run designs of resolution ≥ 6; as we will see later, they missed about 30% designs.
The construction of efficient FF designs is relatively easier when the run size is smaller. Chen, Sun and Wu (1993, CSW hereafter) developed a sequential algorithm and enumerated all 8, 16, 27, 32-run designs of resolution ≥ 3 and 64-run designs of resolution ≥ 4. Xu (2005) extended their work and enumerated all 81-run designs of resolution ≥ 3, 243-run designs of resolution ≥ 4, and 729-run designs of resolution ≥ 5. Based on a conjecture, Block and Mee (2005) constructed MA 128-run designs for 12 to 64 factors. Lin and Sitter (2008) developed an algorithm and enumerated all 128-run designs of resolution ≥ 4 up to 16 factors, all 512-run designs of resolution ≥ 5 up to 17 factors, and all even 1024-run designs of resolution ≥ 6 up to 18 factors.
A key step in any algorithmic construction of FF designs is to determine whether two designs are isomorphic. Two FF designs are isomorphic (or equivalent) if and only if one may be obtained from the other by relabeling the factors and/or relabeling the levels of one or more factors. Two designs are distinct if they are not equivalent. For large FF designs, the test of equivalence of two designs requires an excessive amount of computer time, so many test procedures have been proposed to quickly identify nonisomorphic designs. Draper and Mitchell (1967) used the wordlength pattern to distinguish designs. Unfortunately, two nonisomorphic designs can have the same wordlength pattern, so Draper and Mitchell (1970) used a "letter pattern comparison" to test the equivalency of two designs and conjectured that FF designs with the same letter pattern are isomorphic. However, Chen and Lin (1991) disproved their conjecture by constructing two nonisomorphic 2 31−15 designs with the same letter pattern. Zhu and Zeng (2005) reported that counter examples exist for as small as 32 runs; they also proposed a more sensitive test based on the coset pattern, which still fails to determine a design uniquely. Block and Mee (2005) conjectured that two designs are isomorphic if their sets of delete-one-factor projections are equivalent. See Clark and Dean (2001) , Ma, Fang, and Lin (2001) , Xu (2005) , and Lin and Sitter (2008) for other test procedures.
In this paper we develop a new algorithm for constructing efficient FF designs with large run sizes. As in other algorithms, we construct designs sequentially by adding one column at a time. We introduce an intelligent construction procedure that only allows a design to be constructed from its MA projection in the sequential build-up process. This procedure discards many isomorphic designs without performing time-consuming isomorphism checks. As we will see later, this procedure is more efficient than the procedure used by Lin and Sitter (2008) who adopted a combined approach from Bingham and Sitter (1999) . To identify nonisomorphic designs, we divide designs into different categories according to their moment projection patterns. As demonstrated by Xu (2005) , the use of moment projection patterns is more efficient than the use of letter patterns in terms of both distinguishing designs and computation. To test whether two designs in the same category are isomorphic, we develop a fast isomorphism check procedure by matching the factors using their delete-one-factor projections. This procedure skips many unsuccessful relabeling maps and is much more efficient than the procedures used by CSW and Lin and Sitter (2008) . The new algorithm enables us to completely enumerate all 128-run designs of resolution ≥ 4, all 256-run designs of resolution ≥ 4 up to 17 factors, all 512-run designs of resolution ≥ 5, all 1024-run designs of resolution ≥ 6, and all 2048-and 4096-run designs of resolution ≥ 7. Based on an upper bound on the wordlength pattern, we propose a method for constructing MA designs using only a partial catalog of some good designs. This enables us to construct MA designs efficiently when the run size or the number of factors is small. However, as both the run size and the number of factors increase, the construction of MA designs becomes infeasible thus we further propose three approaches for constructing good designs. We tabulate efficient designs up to 40, 80, 160, 45, 47, and 65 factors for 128, 256, 512, 1024, 2048 , and 4096 runs, respectively. For clarity, we consider only two-level regular FF designs. The extension to multi-level designs is straightforward.
In Section 2, we review some basic concepts, definitions and preliminary results. We describe the construction methods in Section 3. Tables of designs with 128-4096 runs are given in Section 4 and concluding remarks are given in Section 5.
Basic concepts, definitions and preliminary results
A regular 2 n−k FF design, denoted by D, has n factors of two levels and 2 n−k runs. A factor is also called a letter or a column whereas a run is called a row. Associated with every regular 2 n−k design is a set of k independent defining words. The defining contrast subgroup of D consists of all possible products of the k defining words and has 2 k words (including the identity I). A 2 n−k design D of resolution R is said to have weak MA (Chen and Hedayat 1996) if it has maximum resolution and A R (D) is minimized among all regular designs.
Connection with coding theory
The connection between factorial designs and linear codes is important in the development of our algorithm. For an introduction to coding theory, see Hedayat, Sloane, and Stufken (1999, Chapter 4) and MacWilliams and Sloane (1977) .
A regular 2 n−k FF design D is also known as a linear code of length n and dimension n − k over the binary field GF (2) in coding theory. Associated with every binary linear code is another linear code, the dual code D ⊥ , that consists of all row vectors (u 1 , . . . , u n ) over GF (2) such that
The Hamming weight of a vector (u 1 , . . . , u n ) is the number of nonzero components u i . Let 
where P j (x; n) = 
By definition, the wordlength pattern is computed via counting words in the defining contrast subgroup. This direct approach can be cumbersome when k is large, because there are 2 k words in a 2 n−k design. The connection with coding theory leads to an alternative approach. We can compute
and the MacWilliams identities (1). The Krawtchouk polynomials need to be computed once for each n and can be efficiently calculated via the following recursive identity:
and the initial values P 0 (x; n) = 1 and P j (0; n) = n j . We use the alternative approach in our algorithm, because it is faster than the direct approach when k > n − k.
Delete-one-factor projections
For a 2 n−k design D and i = 1, . . . , n, let D(−i) be the resulting 2 (n−1)−(k−1) design when the ith column is deleted. These sub-designs are called the delete-one-factor projections of D. Note that D(−i) may be degenerate in the sense that it has less than 2 n−k distinct runs.
The next two properties about MA delete-one-factor projections are important in our construction.
has MA among all delete-one-factor projections of D, then the ith column is a product of some of the other columns and therefore D(−i) is not degenerate.
Proof. Suppose the result is not true, then the ith column is independent of the other columns and therefore it does not appear in any word of D. Then we can choose another column that appears in some word and deleting that column would yield a design having less aberration than D(−i), which is a contradiction.
Lemma 2. Suppose that D is a 2 n−k design of resolution R with δ n words of length R.
has MA among all delete-one-factor projections of D, then D(−i) has at most δ n − R · δ n /n words of length R, where x is the smallest integer that is greater than or equal to x.
Proof. Each word of length R consists of R factors, so on average each factor appears in R · δ n /n words of length R. There must exist a factor that appears in at least R · δ n /n words. Deleting this factor yields a design that has at most δ n − R · δ n /n words of length R. The lemma follows from the fact that MA projection D(−i) has the least number of words of length R.
Construction Methods

Basic idea
Following CSW, we construct designs sequentially by adding one factor at a time. We first review the basic idea of CSW's algorithm and then describe how to improve it.
Denote r = n − k. Let G be an r × (2 r − 1) matrix that consists of all nonzero r-tuples (u 1 , . . . , u r ) T from GF (2). It is well known that every regular 2 n−k FF design can be viewed as n columns of an 2 r × (2 r − 1) matrix H, which consists of all linear combinations of the rows of G over GF (2).
Let C R n,k be the set of nonisomorphic 2 n−k designs of resolution ≥ R. CSW constructed C R n+1,k+1
from C R n,k by adding an additional column. For each design in C R n,k , there are 2 r − 1 − n ways to add a column to produce a design with n + 1 columns. LetC n+1,k+1 be the set of these designs.
Obviously, |C n+1,k+1 | = (2 r − 1 − n)|C R n,k |. It is evident that C R n+1,k+1 is a subset ofC n+1,k+1 . However, some designs inC n+1,k+1 are isomorphic and some may have resolutions less than R. To construct C R n+1,k+1 , it is necessary to eliminate these redundant designs. It is easy to eliminate designs of resolution < R but is more difficult to eliminate isomorphic designs. To speed up the isomorphism check process, CSW divided all designs into different categories according to their wordlength patterns and letter patterns. Obviously, designs in different categories are not isomorphic. However, designs in the same category are not necessarily isomorphic and therefore a complete isomorphism check has to be applied to determine whether or not two designs are isomorphic.
A modified construction procedure
One problem with CSW's algorithm is that too many isomorphic designs are generated in the sequential build-up process, because a 2 (n+1)−(k+1) design can be generated from as many as n + 1 distinct 2 n−k designs. We solve this problem by only allowing a design to be generated from its MA delete-one-factor projection.
We modify the construction procedure as follows. For any design D in C R n,k , adding a column to D yields a candidate design D c . Discard D c if its resolution is less than R or if D does not have MA among all delete-one-factor projections of D c .
For illustration consider the construction of 2 7−3 designs. According to CSW, there are four distinct 2 6−2 designs and five distinct 2 7−3 designs, labeled as 6-2.i and 7-2.j, where the designs are ranked according to the MA criterion. For each 2 6−2 design, we can add one of the remaining 9 columns to obtain a 2 7−2 design. Table 1 shows the number of times that each 2 7−3 design is generated in the (unmodified) sequential construction. For example, design 7-3.3 is generated three times from design 6-2.2, nine times from design 6-2.3 and four times from design 6-2.4. The modified construction procedure only allows design 7-3.3 to be generated from design 6-2.2, because it has MA among all delete-one-factor projections of design 7-3.3. Under the original construction procedure we need to entertain 4 × 9 = 36 designs whereas under the modified construction procedure we need to entertain only 14 designs (boldfaced in Table 1 ). Because there are five distinct 2 7−3 designs, we reduce the number of isomorphism checks from 31 to 9. Franklin and Bailey (1977) and Franklin (1985) with the sequential approach. Table   2 shows the comparison of the construction procedures in the construction of 128-run designs of resolution ≥ 4. The last row of the table shows the number of distinct designs. As the table shows, both the combined procedure of Bingham and Sitter (1999) and our modified procedure significantly reduce the number of designs entertained. For n ≥ 10, our modified procedure entertains substantially fewer designs than the other two procedures.
We now show, by induction, that every possible 2 n−k design of resolution ≥ R in 2 r runs is isomorphic to a design in C R n,k under the modified construction procedure. It is trivial that this is true for n = r + 1. Suppose this is true for n = r + k. Consider n + 1 = r + k + 1. Let
has MA among all possible delete-one-factor projections of D. Lemma 1 implies that D(−i) must be a non-degenerate 2 n−k design of resolution ≥ R. By the assumption for 2 n−k designs, there
is entertained in the modified construction procedure and therefore D is isomorphic to a design in C R n+1,k+1 . This completes the proof.
A nonisomorphism classification procedure
Xu (2005) observed that the use of wordlength patterns and letter patterns is not efficient in identifying nonisomorphic designs for three-level FF designs. Following Xu (2005), we divide designs into different categories according to their weight distributions and moment projection patterns (to be defined next). As explained in Section 2.1, the use of weight distributions is equivalent to the use of wordlength patterns in terms of distinguishing designs but is more efficient in terms of computation (when k > r).
For a 2 n−k design D and an integer p, p < n, there are n p p-factor projections. For each p-factor projection, say D p , and an integer t, compute the tth power moment
where
is the number of row vectors of D p with Hamming weight i. The power moment K t was introduced by Xu (2003) and Xu and Deng (2005) for ranking and classifying nonregular designs. The frequency distribution of K t -values of all p-factor projections is called the p-dimensional
It is evident that isomorphic designs have the same p-dimensional K t -value distribution for all positive integers t and p < n. Whenever two designs have different p-dimensional K t -value distributions for some t and p, these two designs must be nonisomorphic.
To ease the computation, we fix t and let p vary from n−1 to n−q, where q is a pre-chosen small number, say 2 or 3. The corresponding q K t -value distributions are called the moment projection pattern. It requires O(n q ) operations to compute the moment projection pattern. The choice of t does not make a difference provided t > 5 in most cases. In the algorithm, we fix t arbitrarily at t = 10. Table 3 shows the numbers of designs identified by the wordlength pattern (WLP), letter pattern (LP), moment projection pattern (MPP) with q = 1 and 2 in the construction of 128-run designs of resolution ≥ 4 for n ≤ 16. Note that the moment projection pattern with q = 1 and the letter pattern identify the same numbers of designs. The moment projection pattern with q = 2 correctly identifies all nonisomorphic designs for n ≤ 16.
As Table 3 shows, the moment projection pattern check with q = 1 has the same or nearly the same classification power as the letter patten check whereas the moment projection pattern check with q = 2 or 3 typically has more classification power. Furthermore, when k is large, the moment projection pattern check is faster than the letter pattern check.
A fast isomorphism check procedure
We first review the isomorphism check procedure proposed by CSW. Consider two 2 7−3 designs defined by If two designs are isomorphic, an isomorphic map will be found eventually. Otherwise, two designs are not isomorphic. In the worst case, it requires O(n n r r!) operations to declare that two 2 n−k designs are not isomorphic. 
We improve the isomorphism check procedure by considering delete-one-factor projections. Let
must be isomorphic and therefore they must have the same weight distribution. So π cannot be an isomorphic map if D 1 (−i) and D 2 (−π(i)) do not have the same weight distribution for some i.
For convenience, we call a permutation π feasible if D 1 (−i) and D 2 (−π(i)) have the same weight distribution for every i. A relabeling map is feasible if its induced permutation is feasible. The key idea of our new isomorphism check procedure is to entertain only feasible relabeling maps by matching the factors using the weight distributions of the delete-one-factor projections.
We illustrate our procedure with the two 2 7−3 designs mentioned earlier.
Here are the steps.
1. Compute the weight distributions of the delete-one-factor projections (delete-one weight distributions, for short) for both designs; see Table 4 . For each column of D 1 , count the frequency that each delete-one weight distribution appears. Let n i be the frequency for the ith column.
Here n 1 = n 2 = n 3 = n 5 = 4, n 4 = n 6 = 2 and n 7 = 1.
2. Relabel the columns of D 1 by selecting four new independent columns so that their frequency numbers n i are as small as possible. For example, we select columns {7, 4, 6, 1} as the new independent columns. We relabel them as {a, b, c, d}, i.e., a = 7, b = 4, c = 6, d = 1, and write the remaining three columns as their interactions, i.e., 2 = bcd, 3 = ad, and 5 = abcd.
So after relabeling, D 1 becomes D 1 : {a, b, c, d, ad, bcd, abcd}. The purpose of this step is to reduce the number of feasible relabeling maps to be considered in the next step.
3. Select four independent columns from D 2 that have the same delete-one weight distributions 4. If two designs do not match after relabeling the independent columns, consider another choice of relabeling and/or another choice of independent columns in step 3. If none of the choices yields to an identical design, two designs are not isomorphic.
In the above example, we entertain only eight feasible relabeling maps out of 7 4 4! = 840 possible choices of relabeling maps. It can be verified that any of the eight feasible relabeling maps leads to an isomorphic map. This is not true in general.
In theory our new isomorphism check procedure still requires O(n n r r!) operations in the worst case. In practice, the new isomorphism check procedure saves tremendous amount of computing time, because the worst case happens rarely.
To see the computational advantage of the our new isomorphism check procedure, we develop two algorithms with everything the same except isomorphism check procedures, one with the original procedure by CSW and the other with our new procedure. Table 5 shows the real time comparison of these two procedures in constructing 128-run designs of resolution ≥ 4. The savings are tremendous and become larger for larger designs. The times are taken on a 2GHz PowerPC G5 computer. The isomorphism check can be made faster in some situations. It is evident that two designs are isomorphic if and only if their dual codes are isomorphic. So when k < r, we perform isomorphism checks on the dual codes. This technique was previously used by Lin and Sitter (2008) .
As an alternative, we can match columns using their letter patterns. It can be shown that the use of delete-one weight distributions is equivalent to the use of letter patterns. We use the former because it is faster to compute delete-one weight distributions than letter patterns when k > r.
Clark and Dean (2001) presented a method of determining isomorphism of any two FF designs, regular or nonregular, by examining the Hamming distances of their projection designs. They also developed an algorithm for checking the isomorphism of two-level designs. Their isomorphism check procedure, adopted by Lin and Sitter (2008) , is inferior to ours for the regular design case, because it ignores the special properties of regular designs and requires O(n(n!) 2 ) operations in theory for the worst case.
Construction of MA designs
It is infeasible to enumerate all designs in many situations. Here we propose a method for constructing MA designs by enumerating a subset of good designs.
Let C R n,k (δ n ) be the set of nonisomorphic 2 n−k designs of resolution ≥ R with at most δ n words of length R. We can sequentially build up C R n,k (δ n ) as before. To construct C R n,k (δ n ), according to Lemma 2, it is sufficient to add a column to every design in C R n−1,k−1 (δ n−1 ), where
For illustration, consider the construction of MA 256-run designs for n ≤ 28. It is known from Block (2003) that there is a resolution IV 2 28−20 design with A 4 = 64. We set R = 4, δ 28 = 64, and compute δ n−1 backward using (2) recursively for n = 28, . . . , 10. Then we build up C 4 n,k (δ n ) forward for n = 9, . . . , 28. By completely enumerating C 4 n,k (δ n ), we obtain all MA 256-run designs for n ≤ 28. Table 6 shows the value of δ n and the cardinality of C 4 n,k (δ n ). From the table, we know that there is a unique resolution IV 2 28−20 design with A 4 ≤ 64. The 14,158 designs that must be considered at n = 17 (to verify that the 28-factor design has MA) represent fewer than 1% of the resolution IV designs.
As the example shows, the method is very effective in reducing the number of designs to be evaluated in the construction of MA designs. It works well when the run size or the number of factors is small, or as long as we can enumerate all the distinct designs encountered at each stage.
However, this becomes infeasible when both the run size and the number of factors are large, simply because there are too many designs to be enumerated. Indeed, we fail to construct MA 256-run designs for n ≥ 29 because we encounter several million designs which exhaust the computer memory. The construction of MA designs is extremely difficult, if not infeasible, for larger runs and larger n.
Construction of good designs
Good designs with dozens of factors and several hundred or thousand runs are also useful in real applications but require further effort to obtain them. Here we propose three approaches, similar to what Block (2003) used in the construction of 256-run designs.
The first approach is a simple modification of the basic algorithm. We limit the number of distinct designs retained in the sequential search. Specially, we sort the designs according to the MA criterion, then build up from them to at most M designs at each stage. To speed up the search, we often skip the isomorphism check and distinguish designs using wordlength patterns only. This simple modification works well for small n when the basic algorithm fails. Indeed, most of the MA designs can be quickly obtained in this way. Two shortcomings of this approach are (i) there may be no eligible designs at some stage and (ii) the resulting designs may depend on those retained in the previous stages. To alleviate these shortcomings, we randomize the order of the columns to be added in the sequential build-up process and run the algorithm a few times, which may lead to some improved designs.
The second approach is to perform a random stepwise search and maintain a list of best designs during the search. We randomly generate designs by adding one column at a time. At each stage we retain only one design, compare it with the best design in the list using the MA criterion and which compares its MA delete-one-factor projection with the best design in the list. We repeat the naive backward search until no better projection designs can be found. The random search, only involving the computation and comparison of wordlength patterns, is very fast; therefore, we can repeat the whole process a large number of times, say L times. This approach can construct some good designs with large n when the first approach fails. For example, we obtain MA 256-run designs with n=69-80 via this approach; see next section for more details.
The third approach is to start with some known good designs with large n and perform a naive backward search. The doubling method proposed by Chen and Cheng (2006) can be used to construct good resolution IV designs with large n. Specially, by repeatedly doubling the 2 5−1 design defined by I = ABCDE, we can construct a resolution IV design with 16 × 2 k runs and 5 × 2 k factors for any k ≥ 1. Chen and Cheng (2006) showed that such a design has MA and its projection designs are also good when n is close to 5 × 2 k . For resolution V designs, the doubling method does not work. Since a 2 n−k design of resolution V is equivalent to a binary linear code with length n, dimension k and minimum distance 5, we can use some existing linear codes. In particular, we obtain 2 33−23 , 2 47−36 and 2 65−53 designs of resolution V from the corresponding linear codes in Chen (1991) and Brouwer (1998) . By folding over the first two designs, we further obtain 2 34−23 and 2 48−36 designs of resolution VI. This approach gives us a few more good designs with large n.
When the basic algorithm fails, we try all three approaches to construct good designs. Table   7 shows the methods used in the construction of good designs presented in the next section. The basic algorithm can generate all MA designs up to 40 factors for 128 runs and up to 23-28 factors for 256-4096 runs. For 128 runs, the basic algorithm can be used to construct all MA designs with some existing theories; see the next section. The first approach performs well for relatively small n while the second approach is more effective for medium to large n. In order to obtain good designs in a reasonable time, we set M =10,000 for resolution IV designs and M = 1, 000 for resolution V or VI designs in the first approach and set L =100,000 for 256 runs and L = 10, 000 for 512-4096 runs in the second approach. It takes about 15 and 9 minutes on a MacBook to search designs with 1024 runs and n ≤ 45 using the first and second approach, respectively.
To determine the efficiency of our methods and designs, we use SAS PROC FACTEX to construct MA designs and compare them to ours. Table 8 lists 
Tables of designs
Using the basic algorithm we completely enumerate all 128-run designs of resolution ≥ 4 up to 32
factors, all 256-run designs of resolution ≥ 4 up to 17 factors, all 512-run designs of resolution ≥ 5, all 1024-run designs of resolution ≥ 6, and all 2048-and 4096-run designs of resolution ≥ 7. Table   9 shows the number of nonisomorphic designs for various run sizes and resolutions. The complete set of designs can be obtained from the author upon request.
We further enumerate separately all odd 128-run designs of resolution ≥ 4, which exist for n ≤ 40, and all even 128-run designs of resolution ≥ 4 for n ≤ 32. For n > 32 all even 128-run designs of resolution IV can be obtained via their complementary even designs; see Butler (2003) and Xu and Cheng (2008) . Therefore, all 128-run designs of resolution IV can be obtained. We also completely enumerate all even 256-run designs of resolution ≥ 4 for n ≤ 19. Table 10 shows the number of nonisomorphic even and odd designs for 128, 256, 512, and 1024 runs. According to Table 10 , there are 5,710 nonisomorphic even 1024-run designs of resolution ≥ 6. Draper and Mitchell (1970) identified 4,043 even designs using the letter pattern check, so they missed 1,667
(about 30%) even designs.
The 128-run designs are of special interest because MA designs are given by CSW up to 64 runs. Block and Mee (2005) constructed MA and weak MA 128-run designs for n=12-64. They achieved this by enumerating all odd designs of resolution IV and all even designs for n ≤ 22, based on their conjecture. By comparing the numbers of even and odd designs, we conclude that their set of odd designs is complete and their set of even designs is also complete for n ≤ 22. The numbers of even designs for n = 21 and 22 in their give all MA and weak MA designs for 128 runs up to 40 factors in Table 11 , constructed according to the procedure in Section 3.5. Note from Table 11 that MA designs are in sequential order for n=32-40. However, this is not true for n = 31, which agrees with the theoretical result of Xu and Cheng (2008) . For 40 < n ≤ 64, MA designs can be obtained via deleting the MA complementary even designs from the unique even 2 64−57 design; see Butler (2003) , Block and Mee (2005) and Xu and Cheng (2008) for details. Again, this can be achieved by enumerating a set of good even designs. We confirm that MA designs are unique except for n=41, 42, 43, 44, and 50. For n > 64, MA designs can also be obtained via complementary designs; see Chen and Hedayat (1996), Tang and Wu (1996) , Butler (2003) , and Xu and Cheng (2008) . Thus, all MA 128-run designs can be constructed. Table 12 gives all MA and weak MA 256-run designs up to 28 factors, constructed via the basic algorithm; Table 13 lists some good designs up to 80 factors, constructed via the first two approaches described in Section 3.6. To save space, we omit a design or its generator columns in Table 13 and other tables if it can be derived from another design. For instance, designs with n=30-32 columns can be constructed as the first n columns of the design with 33 columns which are explicitly given in Table 13 ; designs with n=72-79 columns, not listed in Table 13 , can be constructed as the first n columns of the design with 80 columns.
Block (2003) Table 13 . According to Xu and Cheng (2008) , the designs in Table 13 have MA for n = 69-80.
Other designs in Table 13 may not have MA. Table 14 gives MA 512-run designs up to 25 factors and Table 15 gives some good 512-run designs up to 160 factors. These designs have resolution ≥ 6 for n ≤ 18, resolution V for 19 ≤ n ≤ 23, and resolution IV for 24 ≤ n ≤ 160. The 2 160−151 design is constructed by the doubling method;
see Section 3.6. Draper and Mitchell (1970) conjectured that all 2 23−14 designs of resolution V are equivalent. We confirm this; see Table 9 . Table 16 gives efficient 1024-run designs up to 45 factors. These designs have resolution ≥ 6 and MA for n ≤ 24, resolution V for 25 ≤ n ≤ 33 and resolution IV for 34 ≤ n ≤ 45. The 2 33−23
design is derived from a linear code in Chen (1991) . Table 17 gives efficient 2048-run designs up to 47 factors. These designs have resolution ≥ 7 and MA for n ≤ 23, resolution VI for 24 ≤ n ≤ 34, and resolution V for 35 ≤ n ≤ 47. The 2 34−23
design is a foldover of the 2 33−23 design given in Table 16 and the 2 47−36 design is derived from a linear code in Chen (1991) . Table 18 gives efficient 4096-run designs up to 65 factors. These designs have resolution ≥ 8
and MA for n ≤ 24, resolution VI for 25 ≤ n ≤ 48, and resolution V for 49 ≤ n ≤ 65. The 2 48−36
design is a foldover of the 2 47−36 design given in Table 17 and the 2 65−53 design is derived from a cyclic linear code in Brouwer (1998) .
In Tables 11-18 , each 2 n−k design is labeled as n − k or n − k.i, where the index i reflects the ordering based on the MA criterion. Every 2 n−k design is represented by a set of n columns in the Yates order. To save space, we omit the independent columns, which are {1, 2, . . . , 2 n−k−1 }, and give only a set of k columns. For illustration, consider design 9-2.1 in Table 11 which has columns {31, 103}. Denote the nine factors as {x 1 , . . . , x 9 }, where {x 1 , . . . , x 7 } represent independent columns, that is, x i = 2 i−1 for i = 1, . . . , 7. Then x 8 = x 1 · x 2 · x 3 · x 4 · x 5 and x 9 = x 1 · x 2 · x 3 · x 6 · x 7 because 31 = 2 0 + 2 1 + 2 2 + 2 3 + 2 4 and 103 = 2 0 + 2 1 + 2 2 + 2 5 + 2 6 . The wordlength pattern of this design is A 6 = 3 and A i = 0 for i = 6. If a design with n columns is not explicitly given, then it can be constructed as the first n columns of the smallest design that has more than n columns and is explicitly listed in the tables.
Concluding Remarks
We develop a sequential algorithm for constructing large FF designs. The new algorithm has the following features:
1. A construction procedure that allows a design to be constructed only from its MA projection in the sequential build-up process, 2. A nonisomorphism classification procedure that uses moment projection patterns to identify nonisomorphic designs efficiently, 3. A fast isomorphism check procedure that matches factors using their delete-one weight distributions, 4. A method for constructing MA designs using a partial catalog of good designs.
With some proper modifications, these features can be used to construct designs more efficiently for other situations such as blocked designs, split-plot designs, and robust parameter designs.
We further propose three approaches for constructing good designs with a large number of factors. Efficient designs are tabulated for 128-4096 runs and up to 40-160 factors. This largely extends what is available in the literature and can at least partially fulfill the increasing demand for efficient two-level FF designs with several hundred or thousand runs and dozens of factors.
The construction becomes much more challenging as both the run size and the number of factors increase, which calls for further research. 
