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Abstract We present complexity and numerical results for a new asynchronous
parallel algorithmic method for the minimization of the sum of a smooth non-
convex function and a convex nonsmooth regularizer, subject to both convex
and nonconvex constraints. The proposed method hinges on successive convex
approximation techniques and a novel probabilistic model that captures key
elements of modern computational architectures and asynchronous implemen-
tations in a more faithful way than state-of-the-art models. In the companion
paper [3] we provided a detailed description on the probabilistic model and
gave convergence results for a diminishing stepsize version of our method.
Here, we provide theoretical complexity results for a fixed stepsize version of
the method and report extensive numerical comparisons on both convex and
nonconvex problems demonstrating the efficiency of our approach.
Keywords Asynchronous algorithms · big-data · convergence rate ·
nonconvex constrained optimization.
1 Introduction
The rise of the big data challenge has created a strong demand for highly paral-
lelizable algorithms solving huge optimization problems quickly and reliably.
Recent research on algorithms incorporating asynchrony has given promis-
ing theoretical and computational results but, as discussed thoroughly in the
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companion paper [3], to which we refer the reader for a comprehensive biblio-
graphical review, there is still room for huge improvements. In [3] we presented
a novel probabilistic model we believe gives a more accurate description of
asynchrony as encountered in modern computational architectures and pro-
posed a new diminishing stepsize minimization method for which we proved
convergence to stationary points. Here, we complete the analysis by proving
complexity results for a fixed stepsize version of the method proposed in [3] and
by reporting numerical test results comparing our algorithm to state-of-the-art
methods on both convex and nonconvex problems.
We consider the minimization of a smooth (possibly) nonconvex function f
and a nonsmooth block-separable convex one G subject to convex constraints
X and local nonconvex ones cji(xi) ≤ 0. The formulation reads
min
x=(x1,...,xN)
F (x) , f(x) +G(x)
subject to
xi ∈ Xi, i = 1, . . . , N
cj1(x1) ≤ 0, j1 = 1, . . . ,m1
...
cjN (xN ) ≤ 0, jN = mN−1 + 1, . . . ,mN .


, K
(1)
We denote by X = X1×. . .×XN the Cartesian product of the lower dimensional
closed, convex sets Xi ⊆ Rni .We consider the presence ofmi−mi−1 nonconvex
local constraints cji : Xi → R with ji = mi−1, . . . ,mi, for each block of
variables xi, with mi ≥ 0, for i ∈ N , {1, . . . , N} and m0 = 0. We denote by
Ki the set Ki , {xi ∈ Xi : cji(xi) ≤ 0, ji = mi−1 + 1, . . . ,mi}. The function
f is smooth (not necessarily convex or separable) and G is convex, separable,
and possibly nondifferentiable.
Assumption A We make the following blanket assumptions.
(A1) Each Xi is nonempty, closed and convex;
(A2) f is C1 on an open set containing X ;
(A3) ∇xif is Lipschitz continuous on Xi with a Lipschitz constant Lf which
is independent of i;
(A4) G(x) ,
∑
i gi(xi), and each gi(xi) is continuous, convex, and Lipschitz
continuous with constant Lg on Xi (but possibly nondifferentiable);
(A5) K is compact;
(A6) Each cji : Xi → R is continuously differentiable on Xi, for all i ∈ N and
ji ∈ {mi−1 + 1, . . . ,mi}, mi ≥ 0 and m0 = 0.
In this paper we study the complexity of a version of the algorithm proposed in
the companion paper [3] that uses a fixed stepsize. We prove that the expected
value of an appropriate stationarity measure becomes smaller than ǫ after a
number of iterations proportional to 1/ǫ. We also show that if the stepsize is
small enough, then a linear speedup can be expected as the number of cores
increases. Although comparisons are difficult both because our probabilistic
model is different from and more accurate than most usually used in the lit-
erature, our complexity results seem comparable to the ones in the literature
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for both convex problems (see for example [8, 13, 14, 16, 17]), and nonconvex
problems ([10] and [4, 5]). In [10] complexity is analyzed for a stochastic gra-
dient methods for unconstrained, smooth nonconvex problems. It is shown
that a number of iterations proportional to 1/ǫ is needed in order to drive the
expected value of the gradient below ǫ. Similar results are proved [4,5] for non-
convex, constrained problems. However, recall that in [3] it was observed that
the probabilistic models used in [4, 5, 10] or, from another point of view, the
implicit assumptions made in these papers, are problematic. Furthermore it
should also be observed that the methods for nonconvex, constrained problems
in [4, 5] require the global solution of nonconvex subproblems, making these
methods of uncertain practical use, in general. Therefore, the complexity re-
sults presented in this paper are of novel value and represent an advancement
in the state of the art of asynchronous algorithms for large-scale (nonconvex)
optimization problems.
We also provide extensive numerical results for the diminishing stepsize
method proposed in the companion paper [3]. We compare the performance
and the speedup of this method with the most advanced state of the art
algorithms for both convex and nonconvex problems. The results show that
our method compares favorably to existing asynchronous methods.
The paper is organized as follows. In the next section, after briefly sum-
marizing some necessary elements from [3], we describe the algorithm and in
Section 3 we give the complexity results. In Section 4 we report the numerical
results and finally draw some conclusions in Section 5. All proofs are given in
the Appendix.
2 Algorithm
In this section we describe the asynchronous model and algorithm as proposed
in the companion paper [3, Sec. 4]. The difference with [3] is that here, in order
to study the convergence rate of the algorithm, we enforce a fixed stepsize
(rather than using a diminishing stepsize).
We use a global index k to count iterations: whenever a core updates a
block-component of the current x, a new iteration k → k + 1 is triggered
(this iteration counter is not required by the cores themselves to compute the
updates). Therefore, at each iteration k, there is a core that updates in an
independent and asynchronous fashion a block-component xik of x
k randomly
chosen, thus generating the vector xk+1. Hence, xk and xk+1 only differ in the
ik-th component. To update block ik, a core generally does not have access
to the global vector xk, but will instead use the possibly out-of-sync, delayed
coordinates x˜k = xk−d
k
, (xk−d
k
1
1 , . . . ,x
k−dkN
N ), where d
k
i are some nonnega-
tive integer numbers. Given x˜k, to update the ik-th component, the following
strongly convex problems is first solved
xˆki (x˜
k) = argmin
x
ik
∈K
ik
(x˜k
ik
)
F˜ik (xik ; x˜
k) , f˜ik(xik ; x˜
k) + gik(xik ), (2)
4 Loris Cannelli et al.
where f˜i : Xi×K → R and Ki(•), with i = 1, . . . , N , represent convex approx-
imations of f and Ki, respectively, defined according to the rules listed below.
Then block ik is updated according to
xk+1
ik
= xkik + γ(xˆik (x˜
k)− xkik); (3)
where γ is a positive constant.
We require the following assumptions on the surrogate function f˜i.
Assumption B (On the surrogate functions). Each f˜i is a function con-
tinuously differentiable with respect to the first argument such that:
(B1) f˜i(•;y) is uniformly strongly convex on Xi for all y ∈ K with a strong
convexity constant cf˜ which is independent of i and k;
(B2) ∇f˜i(yi;y) = ∇yif(y), for all y ∈ K;
(B3) ∇f˜i(yi; •) is Lipschitz continuous on K, for all yi ∈ Xi, with a Lipschitz
constant LB which is independent of i and k;
(B4) ∇f˜i(•;y) is Lipschitz continuous on Xi, for all y ∈ K, with a Lipschitz
constant LE which is independent of i and k.
Ki(yi) is a convex approximation of Ki defined by
Ki(yi) ,
{
c˜ji(xi;yi) ≤ 0, ji = mi−1 + 1, . . . ,mi
xi ∈ Xi
, i = 1, . . . , N, (4)
where c˜ji : Xi ×Ki → R is required to satisfy the following assumptions.
Assumption C (On c˜ji ’s). For each i ∈ N and ji ∈ {mi−1 + 1, . . . ,mi}, it
holds:
(C1) c˜ji(•;y) is convex on Xi for all y ∈ Ki;
(C2) c˜ji(y;y) = cji(y), for all y ∈ Ki;
(C3) cji(z) ≤ c˜ji(z;y) for all z ∈ Xi and y ∈ Ki;
(C4) c˜ji(•; •) is continuous on Xi ×Ki;
(C5) ∇cji(y) = ∇1c˜ji(y;y), for all y ∈ Ki;
(C6) ∇c˜ji(•; •) is continuous on Xi ×Ki;
(C7) Each c˜ji(•; •) is Lipschitz continuous on Xi ×Ki;
where ∇c˜ji is the partial gradient of c˜ji with respect to the first argument.
The randomness associated with the block selection procedure and the
delayed information being used to compute the solution to the subproblems is
described in our model with the index-delay pair (i,d) used at each iteration
k to update xk being a realization of a random vector ωk , (ik,dk), taking
values on N ×D with some probability pki,d , P((i
k,dk) = (i,d)), where D is
the set of all possible delay vectors. Since each delay di ≤ δ (see Assumption
C below), D is the set of all possible N -length vectors whose components are
integers between 0 and δ. More formally, let Ω be the sample space of all the
sequences {(ik,dk)}k∈N+ , and let us define the discrete-time, discrete-value
stochastic process ω, where {ωk(ω)}k∈N+ is a sample path of the process. The
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k-th entry ωk(ω) of ω(ω)−the k-th element of the sequence ω−is a realization
of the random vector ωk = (ik,dk) : Ω 7→ N ×D.
The stochastic process ω is fully defined once the joint finite-dimensional
probability mass functions p
ω
0:k(ω0:k) , P(ω0:k = ω0:k) are given, for all
admissible tuples ω0:k and k, where we used the shorthand notation ω0:t ,
(ω0,ω1, . . . ,ωt) (the first t+1 random variables), and ω0:t , (ω0,ω1, . . . ,ωt)
(t+ 1 possible values for the random variables ω0:t). In fact, this joint distri-
bution induces a valid probability space (Ω,F , P ) over which ω is well-defined
and has p
ω
0:k as its finite-dimensional distributions.
This process fully describes the evolution of Algorithm 1. Indeed, given a
starting point x0, the trajectories of the variables xk and xk−d are completely
determined once a sample path {(ik,dk)}k∈N+ is drawn by ω.
Finally, we need to define the conditional probabilities p((i,d) |ω0:k) ,
P(ωk+1 = (i,d)|ω0:k = ω0:k). We require a few minimal conditions on the
probabilistic model, as stated next.
Assumption D Given the global model described in Algorithm 1 and the
stochastic process ω, suppose that
(D1) There exists a δ ∈ N+, such that dki ≤ δ, for all i and k;
(D2) For all i = 1, . . . , N and ω0:k−1 such that p
ω
0:k−1(ω0:k−1) > 0, it holds
∑
d∈D
p((i,d) |ω0:k−1) ≥ pmin,
for some pmin > 0;
(D3) For a given ω = (ωk)k ∈ Ω¯, where Ω¯ ⊆ Ω such that P(Ω¯) = 1, there
exists a set V(ω) ⊆ N ×D such that
p((i,d)|ω0:k−1) ≥ ∆ > 0 for all (i,d) ∈ V(ω) and k, and
p((i,d)|ω0:k−1) = 0 otherwise.
(D4) The block variables are partitioned in P sets I1, . . . , IP , where P is the
number of available cores, and each core processes a different set Ij of block
variables. This implies: xk
ik
= x˜ki .
Note that D4 is necessary in order to preserve feasibility of the iterates.
This is because the feasible set is nonconvex, and so a convex combination
of the two feasible vectors xˆ(x˜k) and xk may not be feasible. However, by
construction of the subproblem, x˜k and xˆ(x˜k) are both feasible and lie in a
convex subset of the feasible set, and thus any convex combination of them is
feasible for the original constraints.
We point out that this setting (D4) has proved to be very effective from
an experimental point of view even in the absence of nonconvex constraints.
This has been observed also in [12], and indeed is the setting in which the
experiments were performed, despite the convergence proof drawn up without
this arrangement.
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Algorithm 1 AsyFLEXA: A Global Description
Initialization: k = 0, x0 ∈ X , γ > 0, and k.
while a termination criterion is not met do
(S.1): The random variables (ik,dk) take realization (i,d);
(S.2): Compute xˆi(xk−d) [cf. (2)];
(S.3): Read xk
i
;
(S.4): Update xi by setting
x
k+1
i
= xk
i
+ γ(xˆi(x
k−d)− xk
i
); (5)
(S.5): Update the iteration counter k ← k + 1;
end while
return xk
3 Complexity
Assumptions A-D in the previous two sections correspond exactly to the as-
sumptions used in the companion paper [3] in order to analyze the convergence
properties of Algorithm 1 therein when applied to the general non convex
problem (1); more precisely they correspond to Assumptions A′, B′, E, and
C respectively. Note that Algorithm 1 and Algorithm AsyFLEXA-NCC in
[3, Section 4] are identical with the only exception that in [3] we use a dimin-
ishing stepsize while in Algorithm 1 we use a fixed stepsize γ. The difference
is standard and derives from the necessity to get complexity results; as a part
of our complexity result we will also show convergence of this fixed step size
variant of Algorithm 1 in [3]. Besides the rather standard Assumptions A-D,
in order to get complexity results we also need that the solution mapping xˆi(·)
is Lipschitz continuous on X .
Assumption E xˆi(·) is Lipschitz continuous with constant Lxˆ on X
This assumption is rather mild. While, in order to concentrate on the com-
plexity result, we postpone its more detailed analysis to the Appendix, we
mention here that, in our setting and supposing X is bounded, it is automati-
cally satisfied if the feasible region of problem (1) is convex or, in case of non
convex constraints, if some constraint qualifications are satisfied.
We will use the norm of the following quantity as a measure of optimality:
MF (x) = x− arg min
y∈K1(x1)×...×KN (xN )
{∇f(x)T(y − x) + g(y) +
1
2
‖y − x‖22} (6)
This is a valid measure of stationarity because MF (x) is continuous and
MF (x) = 0 if and only if x is a stationary solution of Problem (1). Note
that it is an extension of the optimality measure given in [19] for Problem (1)
but without the nonconvex constraints. We will study the rate of decrease of
E(‖MF (xk)‖22). More precisely, the following theorem gives an upper bound
on the number of iterations needed to decrease E(‖MF (xk)‖22) below a certain
chosen value ǫ, provided that the stepsize γ is smaller than a certain given
constant.
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Theorem 1 Consider Assumptions A-E and let {xk} be the sequence gener-
ated by Algorithm 1, with γ such that:
0 < γ ≤ min
{
(1 − ρ−1)
2(1 + LxˆN(3 + 2ψ))
;
cf˜
Lf +
δψ′Lf
2∆
}
, (7)
where ρ > 1 is any given number. Define Kǫ to be the first iteration such that
E(‖MF (xk)‖22) ≤ ǫ. Then:
Kǫ ≤
1
ǫ
4(1 + (1 + LB + LE)(1 + LELBδψ
′γ2))
pminγ(2∆(cf˜ − γLf)− γδψ
′Lf )
(F (x0)− F ∗), (8)
where F ∗ = min
x∈K
F (x), ψ ,
δ∑
t=1
ρ
t
2 , and ψ′ ,
δ∑
t=1
ρt.
Proof See Appendix.
Remark 1 There is an inverse proportionality relation between the desired
optimality tolerance satisfaction and the required number of iterations, i.e.,
Kǫ ∝
1
ǫ
. This is consistent with the sequential complexity result for SCA
algorithms for nonconvex problems [19] from which it can also be seen that
the constants match when asynchrony is removed. Similarly, it matches results
on asynchronous methods for nonconvex problems as appearing in [5,10]. This
suggests that the actual complexity rate is tight, despite a more complex, and
thus difficult to analyze, model.
Remark 2 The bounds (7) and (8) are rather intricate and depend in a complex
way on all constants involved. However, it is of particular interest to try to
understand how the speedup of the method is influenced by the number of
cores used in the computations, all other parameters of the problem being
fixed. We consider the most common shared memory architecture and denote
by Nr the number of cores. To perform the analysis we assume that γ is “very
small”. By this we mean that not only does γ satisfy (7) but (a) it is such
that variations of Nr will make (7) still satisfied by the chosen value of γ
and (b) the chosen value of γ will make all terms involving γ2 in (8) negligible
with respect to the other terms. Under these circumstances (8) reads, for some
suitable constant C1,
Kǫ .
1
ǫ
C1
γ
thus implying a linear speedup with the number of cores. Note that when
Nr increases the value on the right-hand-side of (7) will decrease, because
we can reasonably assume that Nr ≈ δ, so that if Nr increases ψ and ψ′
also increase. Once the right-hand-side of (7) hits the chosen value of γ the
analysis above fails and linear speedup is harder to establish. Therefore we
expect that the smaller the chosen γ the larger the number of cores for which
we can guarantee theoretical linear speedup. One should take into account
that this type of results is mainly of theoretical interest because on the one
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hand (7) and (8) only give (worst case scenario) upper estimates and, on the
other hand, in practice one would prefer to use larger values of γ.
An interesting result can be easily derived from Theorem 1 if we consider
a synchronous version of Algorithm 1.
Corollary 1 Consider a synchronous version of Algorithm 1, i.e. xk−d =
xk ∀ k, under assumptions A-D, where at each iteration a block is randomly
picked to be updated according to a uniform distribution. Choose γ such that:
0 < γ ≤ min
{
(1− ρ−1)
2(1 + 3LxˆN)
;
cf˜
Lf
}
. (9)
Then:
Kǫ ∼ O
(
N3
ǫ
)
. (10)
Proof Since we consider a synchronous scheme, we have D = {0}, which im-
plies δ = 0 and ψ = ψ′ = 0. The uniform random block selection implies that
pmin = ∆ =
1
N
. Substituting these values in (7) and (8) we get respectively
(9) and (10).
The Corollary states, as expected, that in a synchronous implementation of our
algorithm, the iteration complexity does not depend (ideally) on the number
of cores running. This of course comes from the fact that in this setting the
convergence speed of the algorithm is no longer affected by the use of old
information x˜k.
4 Numerical Results
In this section we test our algorithm on LASSO problems and on a nonconvex
sparse learning problem and compare it to state-of-art methods. In particular,
we test the diminishing-stepsize version of the method proposed and studied in
the companion paper [3]. Results for the fixed-stepsize version of the method
whose complexity has been studied in the previous section are not reported.
Indeed, as usual for these methods, if the theoretical stepsize (7) is used, the
algorithms simply do not make any practical progress towards optimality in a
reasonable number of iterations. If, on the other hand, we disregard the bound
(7) that, we recall, is an upper bound, and use a “large” stepsize (in particular
we found the value of 0.95 practically effective), the numerical results are
essentially the same as those obtained with the diminishing stepsize version
for which we report the results. Since this latter version, as shown in [3], has
theoretical convergence guarantee for the chosen stepsize rule, we present the
results only for this version of the method.
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4.1 Implementation
All tested codes have been written in C++ using Open- MP. The algorithms
were tested on the Purdue’s Community Cluster Snyder on a machine with
two 10-Core Intel Xeon-E5 processors (20 cores in total) and 256 GB of RAM.
•AsyFLEXA: We tested Algorithm 1 from [3], always setting N = n, i.e. we
considered scalar subproblems. These subproblems, for the choice of f˜i that
we used and that we specify below for each class of problems, can be solved in
closed form using the soft-thresholding operator [1]. For the stepsize sequence
{γk}k∈N+ we used the rule γ
k+1 = γk(1− µγk) with γ0 = 1 and µ = 10−6.
We compared AsyFLEXA with the following state-of-the-art asynchronous
schemes: ASYSPCD and ARock. We underline that the theoretical stepsize
rules required for the convergence of ASYSPCD and ARock lead to practical
non-convergence, since they prescribe extremely small stepsizes. For both al-
gorithms we made several attempts to identify practical rules that bring the
best numerical behaviour, as detailed below.
• ASYSPCD: This is the asynchronous parallel stochastic proximal gradient
coordinate descent algorithm for the minimization of convex and nonsmooth
objective functions presented in [12]. Since the algorithm was observed to per-
form poorly if the stepsize γ is chosen according to [12, Th. 4.1]−the value
guaranteeing theoretical convergence−in our experiments we used γ = 1, which
violates [12, Th. 4.1] but was effective on our test problems. Note also that this
is the value actually used in the numerical tests reported in [12]. We underline
that in order to implement the algorithm it is also required to estimate some
Lipschitz-like constants.
• ARock: ARock [17] is an asynchronous parallel algorithm proposed to com-
pute fixed-points of a nonexpansive operator. Thus it can be used to solve con-
vex optimization problems. The algorithm requires a stepsize and the knowl-
edge of the Lipschitz constant of ∇f . Here, again, the use of stepsizes that
guarantee theoretical convergence leads to very poor practical performance.
In this case we found that the most practical, effective version of the method
could be obtained by using for the stepsize the same rule employed in our
AsyFLEXA, with a safeguard that guarantees that the stepsize never becomes
smaller than 0.1.
We also tested the stochastic version of Asynchronous PALM [4], an asyn-
chronous version of the Proximal Alternating LinearizedMinimization (PALM)
algorithm for the minimization of nonsmooth and nonconvex objective func-
tions. We did not report the results, because its practical implementation
(using unitary stepsize rather than the one guaranteeing convergence, for the
reasons explained above) basically coincides with the one of ASYSPCD.
Before reporting the numerical results it is of interest to briefly contrast
these algorithms in order to better highlight some interesting properties of
AsyFLEXA.
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1. In all tests we partitioned the variables among the cores, with only one core
per partition. Therefore, each core is in charge of updating its assigned vari-
ables and no other core will update those variables. There is consensus in
the literature that this configuration brings better results experimentally
in shared memory architectures, see e.g. [12,16]. Furthermore, if one is con-
sidering a message passing architecture, this is actually the only possible
choice. It is then interesting to note that this choice is fully covered by our
theory, while the theory of ARock [17] requires that each core has access
to all variables and therefore can not handle it. The theory supporting
ASYSPCD [12] requires that at each iteration a variable is updated, with
all variables selected with equal probability. The equal probability require-
ment in the partitioned configuration can not be theoretically excluded,
but is totally unlikely: it would require that all cpu are identical and that
all subproblems require exactly the same amount of time to be processed.
In any case, even not considering the partitioned variables issue, the prac-
tical choice for the stepsizes adopted are not covered by the theory in [12]
and [17]. We believe this clearly shows our analysis to be robust and well
matched to practical computational architectures.
2. It is of interest to note that we run experiments also on nonconvex prob-
lems. Our algorithm has theoretical convergence guarantees for nonconvex
problems while neither ARock nor ASYSPCD has any such guarantees.
3. Both ASYSPCD and ARock (and also PALM) theoretically require, for
their implementation, the estimation of some Lipschitz constants of the
problem functions. Although in our test problems the estimations could
be reasonably done, this requirement in general can be extremely time
consuming if at all possible on other problems.
4. One last difference worth mentioning is that contrary to AsyFLEXA and
ARock, ASYSPCD and PALM require a memory lock of the variable(s)
being updated while the solution of the corresponding subproblems are
computed. In the partitioned configuration we adopted this is not an issue,
because nobody else can update the variables being updated by a given
core. However, when other configurations are chosen this can become a
source of delays, especially if the subproblems are complex and take some
time to be solved. This could easily happen, for example, if the subproblems
involve more than one variable or if they are nonconvex, as those that could
appear in PALM
We are now ready to illustrate the numerical results.
4.2 LASSO
Consider the LASSO problem, i.e. Problem (1), with
f(x) = 12‖Ax − b‖
2
2, G(x) = λ · ‖x‖1, and X = R
n, with A ∈ Rm×n and
b ∈ Rm. In all implementations of the algorithms, we precomputed the matrix
ATA and the vector ATb offline. In all the experiments, the starting point of
all the algorithms was set to the zero vector. For problems in which the optimal
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value F ∗ is not known, in order to compute the relative error we estimated
F ∗ by running a synchronous version of AsyFLEXA until variations in the
objective value were undetectable.
For AsyFLEXA we set f˜i(xi;x
k−d) = f(xi;x
k−d
−i )+
τk
2 (xi−x
k−di
i )
2, where
x−i denotes the vector obtained from x by deleting the block xi. The sequence
{τk}k∈N+ , shared among all the cores, was updated every n iterations, accord-
ing to the heuristic proposed for FLEXA [6].
We run tests on LASSO problems generated according to three different
methods; all curves reported are averaged over five independent random prob-
lem realizations.
Gaussian problems [12]: In this setting we generated the LASSO problem
according to the procedure used in [12]; where the matrix A has samples
taken from a Gaussian N (0, 1) distribution, x¯ ∈ Rn is a sparse vector with s
nonzeros and b = Ax¯ + e, with e ∈ Rm ∼ N (0, σ2). In particular we chose
m = 20000, n = 40000, s = 40 and σ = 0.01. For the regularization parameter
we used the value suggested in [12]: λ = 20
√
m log(n)σ. In Fig. 1 we plot
the relative error on the objective function versus the CPU time, using 2 and
20 cores ((c) = cores). The figure shows that when increasing the number
of cores, all the algorithms converge quickly to the solution with comparable
performances. In this particular setting, and contrary to what happens in all
other problems, ASYSPCD has a slightly better behavior than AsyFLEXA but
it does not have convergence guarantees.
In order to quantify the scalability of the algorithms, in Fig. 2 we plot
the speedup achieved by each of the algorithms versus the number of cores
(of course we run all algorithms also for values between c = 1 and c = 20,
more precisely for c = 1, 2, 4, 8, 10, 20). We defined the speedup as the ratio
between the runtime on a single core and the runtime on multiple cores. The
runtimes we used are the CPU times needed to reach a relative error strictly
less than 10−4. The figure shows that all the algorithms obtain a good gain in
the performances by increasing the number of cores which is not far from the
ideal speedup.
Nesterov’s problems [15]: Here we generated a LASSO problem using the ran-
dom generator proposed by Nesterov in [15], which permits us to control the
sparsity of the solution. We considered a problem with 40000 variables and
matrix A having 20000 rows, and set λ = 1; the percentage of nonzero in the
solution is 1%. In Fig. 4 we plot the relative error on the objective function
(note that for Nesterov’s model the optimal solution is known) versus the CPU
time, using 2 and 20 cores. The figure clearly shows that AsyFLEXA signifi-
cantly outperforms all the other algorithms on these problems. Moreover, the
empirical convergence speed significantly increases with the number of cores,
which instead is not observed for the other algorithms, see Fig. 4, where we
only report data for AsyFLEXA, given that the other algorithms do not reach
the prefixed threshold error value of 10−4 in one hour of computation time.
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tive error versus CPU time (in seconds) for
Liu and Wright’s problems [12]
1 2 4 6 8 10 12 14 16 18 20
5
10
15
20
Fig. 2: LASSO: speedup of the tested algo-
rithms for Liu and Wright’s problems [12]
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Nesterov’s problems [15]
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Fig. 4: LASSO: speedup of AsyFLEXA for
Nesterov’s problems [15]
Gondzio’s problem: We generated these LASSO problems using the generator
proposed by Gondzio in [7]. The key feature of this generator is the possibility
of choosing the condition number of ATA, and we set it to 104. We generated
a matrix A with 214 rows and ⌈1.01n⌉ columns, where the ceiling function ⌈·⌉
returns the smallest integer greater than or equal to its argument. The sparsity
in the solution is 0.1% and we set λ = 1. Fig. 5 shows the relative error with
respect to the CPU time for the different algorithms we tested, when using
2 and 16 cores. Fig. 6 that shows the speedup achieved by our algorithm on
these problems (in this case we run the algorithm for c = 1, 2, 4, 8, 16). We
see that the behavior of the algorithm is qualitatively very similar to the one
obtained for the previous set of problems.
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Fig. 6: LASSO: speedup of AsyFLEXA for
Gondzio’s problems [7]
4.3 Nonconvex Sparse Learning
We consider now the following nonconvex instance of problem (1):
minimize
x∈Rn
F (x) , ‖Ax− b‖22︸ ︷︷ ︸
=m(x)
+ λH(x),
(11)
whereA ∈ Rm×n, b ∈ Rm, λ > 0 and H(x) is a regularizer used to balance the
amount of sparsity in the solution. (11) is a standard formulation used for doing
regression in order to recover a sparse signal from a noisy observation vector
b [23]. Common choices for the regularizer H are surrogates of the l0 norm,
as the frequently used l1 norm (in this case we recover the LASSO problem
of the previous section). However, it is known that nonconvex surrogates of
the l0 norm can provide better solutions than the l1 norm, in terms of balance
between compression and reconstruction error, see e.g. [9]. For this reason we
tested here two nonconvex regularizer functions, that we already used in [21]:
the exponential one H(x) = Hexp(x) =
n∑
i=1
hexp(xi), with hexp(xi) = 1 −
e−θexp|x| and θexp > 0, and the logarithmic one H(x) = Hlog(x) =
n∑
i=1
hlog(xi),
with hlog(xi) =
log(1+θlog|x|)
log(1+θlog)
and θlog > 0. Note that Problem (11) does not
immediately appear to be in the format needed by our algorithm, i.e. the sum
of a smooth term and of a possibly nondifferentiable convex one. But we can
put the problem in this form, as explained next. In both cases the function h
possesses a DC structure that allows us to rewrite it as
h(x) = η(θ)|x|︸ ︷︷ ︸
,h+(x)
− η(θ)|x| − h(x)︸ ︷︷ ︸
,h−(x)
, (12)
with ηexp(θexp) = θexp and ηlog(θlog) =
θlog
log(1+θlog)
. It is easily verified that h+ is
convex and that, slightly more surprisingly, h− is continuously differentiable
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with a Lipschitz gradient [9]. Given these facts, it is now easily seen that
problem (11) can be put in the required format by setting f , h− and G ,
m + h+. With this in mind, we can implement AsyFLEXA to solve problem
(11) by considering scalar blocks (N = n) and the following formulation for
the best-response xˆi, for i = 1, . . . , n:
xˆi(x
k−d) =
arg min
xi∈R
{
f(xi;x
k−d
−i )− λ∇h
−(xk−dii )
T(x − xk−dii ) + λh
+(xi) +
τk
2 (xi − x
k−di
i )
2
}
,
(13)
Note that, once again, the solution of (13) can be computed in closed-form
through the soft-thresholding operator [1]. For the positive constant τk we use
again the same heuristic rule used for the LASSO problems.
In order to generate the 5 random instances of the problem we must specify
how we generate the quadratic functionm(·). In order to favour ASYSPCD and
ARock we use the Liu and Wright’s generator used for the first set of LASSO
problems discussed above. In particular, we generated the underlying sparse
linear model according to: b = Ax¯+ e where A has 20000 rows (with values
normalized to one) and 40000 columns. A, x¯ and e have i.i.d. elements coming
from a Gaussian N (0, σ2) distribution, with σ = 1 for A and x¯, and σ = 0.1
for the noise vector e. To impose sparsity on x¯, we randomly set to zero 95%
of its component.
Since (11) is nonconvex, we compared the performance of the algorithms
using the following distance to stationarity: ‖xˆ(xk)− xk‖∞. Note that this is
a valid stationarity measure: it is continuous and ‖xˆ(x∗) − x∗‖∞ = 0 if and
only if x∗ is a stationary solution of (11). In Figure 7 we plot the stationarity
measure versus the CPU time, for all the algorithms using 2 and 20 cores,
for problem (11) where H(x) = Hlog(x) with θlog = 20; the curves are av-
eraged over 5 independent realizations. All the algorithms were observed to
converge to the same stationary solution of (11) even if, we recall, ASYSPCD
and ARock have no formal proof of convergence in this nonconvex setting. The
figure shows that, even in the nonconvex case, AsyFLEXA has good perfor-
mances and actually behaves better that all the other algorithms while being
also guaranteed to converge. As a side issue it is interesting to illustrate the
utility of our nonconvex regularizers with respect to the more standard l1
norm regularizer. In Fig. 8 and Fig. 9 we plot respectively the Normalized
Mean Square Error (NMSE) (defined as: NMSE(x) = ‖x − x¯‖22/‖x¯‖
2
2) and
the percentage of nonzeros obtained by solving the aforementioned problem
with AsyFLEXA for different values of the regularization parameter λ and
for different surrogates of the l0 norm: the l1 norm, the exponential function
(θexp = 20) and the logarithmic function (θlog = 20). AsyFLEXA is termi-
nated when the merit function goes below 10−4 or after 100n iterations. These
two figures interestingly show that the two nonconvex regularizers obtain their
lowest NMSE for a value of λ which corresponds to a good compression result,
close to the number of nonzeros of the original signal. On the other side, the
l1 norm attains its lowest NMSE by reconstructing the signal with more of
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15% of nonzeros, much more than the original 5%. In order to get close to
the desired number of nonzeros in the reconstruction with the l1 norm, it is
necessary to increase the value of λ, but this leads to a worsening in terms of
NMSE of at least two times with respect to the minimum NMSE attainable.
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Fig. 9: Nonconvex problem: percentage of
nonzeros in the solution for different values
of the regularization parameter λ and for dif-
ferent surrogates of the l0 norm
A full understanding of the numerical behavior of our algorithm and its
comparison with existing alternatives certainly needs further numerical tests,
on both larger and more complex problems. But the substantial results already
reported here seem to clearly indicate that our method is reliable and robust
and capable to efficiently solve problems that other methods cannot tackle. The
improved performance of AsyFLEXA with respect to ASYSPCD and ARock
on some classes of problems seems due, in our experience, to the much wider
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flexibility we have in the choice of the model f˜ which is not linked in any way
to Lipschitz constants of the problem functions.
5 Conclusions
Leveraging the new theoretical framework we introduced in the companion pa-
per [3], in this work, we studied the convergence rate of a novel parallel asyn-
chronous algorithm for the minimization of the sum of a nonconvex smooth
function and a convex nonsmooth one subject to nonconvex constraints. Fur-
thermore, we presented numerical results on convex and nonconvex problems
showing that our method is widely applicable and outperforms asynchronous
state-of-the-art-schemes in at least some classes of important problems.
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6 Appendix
6.1 Preliminaries
We first introduce some preliminary definitions and results that will be instru-
mental to prove Theorem (1). Some of the following results have already been
discussed in [3], to which we refer the interested reader for more details.
In the rest of the Appendix it will be convenient to use the following nota-
tion for the random variables and their realizations: underlined symbols denote
random variables, e.g., xk, x˜k whereas the same symbols with no underline
are the corresponding realizations, e.g., xk , xk(ω) and x˜k , x˜k(ω).
1. Properties of the best response xˆ(•) and Assumption E. The follow-
ing proposition is a direct consequence of [20, Lemma 7].
Proposition 1 Given xˆ(•) as defined in (2), under Assumptions A-C the
following holds. For any i ∈ N and y ∈ K,
(xˆi(y)− yi)
T∇yif(y) + gi(xˆi(y)) − gi(yi) ≤ −cf˜‖xˆi(y) − yi‖
2
2 . (14)
The discussion of when Assumption E is satisfied, i.e. of when the Lipschitz
continuity of xˆ(•) holds, is in general complex. Fortunately, for the kind of
problems we are interested in, it simplifies considerably even if a case by case
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analysis may be needed. The following proposition shows in the two funda-
mental cases in which we are interested that Assumption E either holds auto-
matically or can be guaranteed by suitable constraint qualifications.
Proposition 2 Suppose that Assumptions A-C hold and that X is compact.
Then the following two assertions hold.
(a) If the feasible set of problem (1) is convex (and therefore there are no
nonconvex constraints c), then Assumption E is satisfied.
(b) Suppose, for simplicity of presentation only, that the sets Xi are speci-
fied by a finite set of convex constraints hi(xi) ≤ 0, with each component
of hi convex and continuously differentiable. Consider problem (1) in the
most common case in which G(x) = λ‖x‖1 for some positive constant λ.
Assume that f˜ and g˜ are C2 and that, for each y ∈ X , problem (2) satis-
fies the Mangasarian-Fromovitz constraints qualification (MFCQ) and the
Constant Rank constraint qualification (CRCQ) in y. Then Assumption E
is satisfied.
Proof Case (a) is nothing else but [6, Proposition 8 (a)]. Thus, we focus next
on case (b). Because of the compactness of Xi it is enough to show that every
xˆi(•) is locally Lipschitz. xˆi(•) is the unique solution of the strongly convex
problem (2). This problem can be equivalently rewritten, by adding extra
variables t , (t1, t2, . . . , tni), as
min
xi,t
f˜i(xi;x
k) + λ (t1 + · · ·+ tni)
subject to c˜ji(xi;x
k
i ) ≤ 0, ji = mi−1 + 1, . . . ,mi
hi(xi) ≤ 0
−tℓ ≤ (xi)ℓ ≤ tℓ, ℓ = 1, . . . , ni.
(15)
Since problem (2) has the unique solution xˆi(x
k), also problem (15) has the
unique solution (xˆi(x
k), tˆ1, . . . , tˆni), with tˆℓ , |[xˆi(x
k)]ℓ|. Note also that, by
the particular structure of the new linear constraints added in (15) with respect
to (2), and by the assumptions made on problem (2), problem (15) satisfies
the MFCQ and the CRCQ at its solution. Finally, observe that assumption B1
ensures that the Lagrangian of problem (15) is positive definite at the solution
of this problem. Then, it is easy to see that the Theorem holds by, for example,
[18, Theorem 2] or [11, Theorem 3.6].
Remark 3 We note that the assumption that X be compact can always be sat-
isfied in our setting by suitably redefining X , if needed. In fact, A5 guarantees
that K is compact,and therefore if X is not compact we can simply redefine it
by intersecting it with a suitably large ball without changing problem (1)
Remark 4 Note that the line of proof used in Proposition 2 (b) can be adapted
to deal with all cases in which the “epigraphical transformation” of the problem
leads to smooth constraints and does not destroys the MFCQ and CRCQ of
the original problem. For example we can cover in this way the case in which
the function G represents a group ℓ2 or ℓ∞ regularizations.
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2. Young’s Inequality [22]. Consider the Young’s inequality in the fol-
lowing form:
µ1µ2 ≤
1
2
(αµ21 + α
−1µ22) , (16)
for any α, µ1, µ2 > 0.
3. Further definitions. In order to define a σ-algebra on Ω we consider,
for every k ≥ 0 and every ω0:k ∈ N ×D, the cylinder
Ck(ω0:k) , {ω ∈ Ω : ω0:k = ω
0:k},
i.e., Ck(ω0:k) is the subset of Ω of all elements ω whose first k elements are
equal to ω0, . . .ωk. With a little abuse of notation, we indicate by ωk the k-th
element of the sequence ω ∈ Ω. Let us now denote by Ck the set of all possible
Ck(ω0:k) when ωt, t = 0, . . . , k, takes all possible values. Denoting by σ
(
Ck
)
the sigma-algebra generated by Ck, define for all k,
Fk , σ
(
Ck
)
and F , σ
(
∪∞t=0C
t
)
. (17)
We have Fk ⊆ Fk+1 ⊆ F for all k. The latter inclusion is obvious, the former
derives easily from the fact that any cylinder in Ck−1 can be obtained as a
finite union of cylinders in Ck.
Finally, let us define the vectors wkx such [w
k
x]i = [xˆ(x˜
k(dji,k))]i where ji,k
is defined to be ji,k = argmaxj: (i,dj)∈V(ω) ‖xˆi(x˜
k(dj)) − xki ‖2. If the argmax
is not a singleton, we just pick the first index among those satisfying the
operation.
4. Inconsistent read. For any given ω ∈ Ω, recall that for simplicity of
notation we define: x˜k = xk−d
k
. Since at each iteration only one block of
variables is updated, it is not difficult to see that x˜k can be written as
x˜k = xk +
∑
l∈K(dk)
(xl − xl+1), (18)
where K(dk) ⊆ {k − δ, . . . , k − 1} [cf. Assumption D1]. When we need to
explicitly specify the dependence of x˜k on a given realization d of dk, we will
write x˜k(d).
5. Lemma. In order to prove the complexity result we will use the follow-
ing lemma.
Lemma 1 Set γ ≤ (1−ρ
−1)
2(1+LxˆN(3+2ψ))
. Given x0 and ω ∈ Ω¯, the sequence gen-
erated by the proposed algorithm under all the previous assumptions satisfies
the following condition for any k ≥ 0:
‖wk−1x − x
k−1‖22 ≤ ρ‖w
k
x − x
k‖22. (19)
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Proof The proof is done by induction and parallels, to some extent, a similar
one presented in [12].
Let us consider a given ω ∈ Ω¯ and k ≥ 0.
We start by relying on the following trivial implication, which holds true for
any two vectors a,b ∈ Rn:
‖a− b‖22 = ‖a‖
2
2 + ‖b‖
2
2 − 2a
Tb ≥ 0 =⇒ ‖a‖22 + ‖b‖
2
2 ≥ 2a
Tb, (20)
that, combined with Cauchy-Schwartz inequality, leads to:
‖a‖22 − ‖b‖
2
2 = 2‖a‖
2
2 − (‖a‖
2
2 + ‖b‖
2
2) ≤ 2‖a‖
2
2 − 2a
Tb
= 2aT(a− b) ≤ 2‖a‖2‖b− a‖2. (21)
The following holds:
‖γ(wk−1x − x
k−1)‖22 − ‖γ(w
k
x − x
k)‖22
(a)
≤ 2‖γ(wk−1x − x
k−1)‖2‖γ(wkx − x
k)− γ(wk−1x − x
k−1)‖2
(b)
≤ 2‖γ(wk−1x − x
k−1)‖2(γ‖xk − xk−1‖2 + γLxˆ
N∑
i=1
‖x˜k(dji,k )− x˜
k−1(dji,k−1)‖2)
≤ 2‖γ(wk−1x − x
k−1)‖2(γ‖xk − xk−1‖2 + γLxˆN‖xk − xk−1‖2
+γLxˆ
N∑
i=1
(‖xk − x˜k(dji,k)‖2 + ‖x
k−1 − x˜k−1(dji,k−1 )‖2))
(22)
where in (a) we used (21) and (b) comes from Assumption E. We will prove the
Lemma by induction, so let us analyze what happens for k = 1. (22) simply
becomes:
‖γ(w0x − x
0)‖22 − ‖γ(w
1
x − x
1)‖22 ≤ 2‖γ(w
0
x − x
0)‖2((1 + LxˆN)γ‖x
1 − x0‖2
+ γLxˆ
N∑
i=1
(‖x1 − x˜1(dji,1 )‖2 + ‖x
0 − x˜0(dji,0 )‖2)) (23)
For k = 1 and for any j = 1, . . . , |V(ω)|, we can bound the terms in (23) as:
‖x1 − x˜1(dji,1 )‖2 + ‖x
0 − x˜0(dji,0 )‖2
(a)
= ‖x1 − x˜1(dji,1 )‖2 + ‖x
0 − x0‖2
≤ ‖x1 − x0‖2, (24)
where (a) comes from (18) and the fact that K(d0) = ∅ for any d0 ∈ D and
K(d1) ⊆ {0} for any d1 ∈ D (see the definition of the set K(dk) in Section
6.1).
Substituting (24) in (23), we have:
‖γ(w0x − x
0)‖22 − ‖γ(w
1
x − x
1)‖22 ≤ 2γ(1 + LxˆN)‖γ(w
0
x − x
0)‖2‖x
1 − x0‖2
+ 2γLxˆN‖γ(w
0
x − x
0)‖2‖x
1 − x0‖2 = 2γ(1 + 2LxˆN)‖γ(w
0
x − x
0)‖2‖x
1 − x0‖2
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(a)
≤ γ(1 + 2LxˆN)(‖γ(w
0
x − x
0)‖22 + ‖x
1 − x0‖22) (25)
= γ(1 + 2LxˆN)(‖γ(w
0
x − x
0)‖22 + ‖γ(xˆi0(x˜
0(d0))− x0i0)‖
2
2)
≤ 2γ(1 + 2LxˆN)‖γ(w
0
x − x
0)‖22,
where (a) follows from the Young’s inequality with α = 1 and the last inequal-
ity follows from the definition of wx in Section 6.1. We can now derive the
base of the induction we were seeking, just rearranging the terms in (25):
‖γ(w0x − x
0)‖22 ≤ (1 − 2γ(1 + 2LxˆN))
−1‖γ(w1x − x
1)‖22 ≤ ρ‖γ(w
1
x − x
1)‖22.
(26)
The steps in (26) are valid only if, for some ρ > 1:
γ ≤
(1− ρ−1)
2(1 + 2LxˆN)
. (27)
In this way we proved the base of the induction. Now we start again from
(22) in order to finish the proof of the Lemma. Let us search a bound for the
following quantity for any j = 1, . . . , |V(ω)|:
‖xk − x˜k(dji,k )‖2 + ‖x
k−1 − x˜k−1(dji,k−1)‖2
(a)
= ‖
∑
l∈Kk(dj)
(xl+1 − xl)‖2 + ‖
∑
l∈Kk−1(dj)
(xl+1 − xl)‖2
≤
∑
l∈Kk(dji,k )
‖xl+1 − xl‖2 +
∑
l∈Kk−1(dji,k−1 )
‖xl+1 − xl‖2
(b)
≤
k−1∑
l=k−δ
‖xl+1 − xl‖2 +
k−2∑
l=k−1−δ
‖xl+1 − xl‖2
≤ 2
k−1∑
l=k−1−δ
‖xl+1 − xl‖2 = 2
k−1∑
l=k−1−δ
‖xl+1
il
− xl
il
‖2
(28)
where (a) comes from (18) and (b) from D1. Plugging this last result into (22):
‖γ(wk−1x − x
k−1)‖22 − ‖γ(w
k
x − x
k)‖22
≤ 2γ(1 + LxˆN)‖γ(wk−1x − x
k−1)‖2‖xk − xk−1‖2
+4γLxˆN‖γ(wk−1x − x
k−1)‖2
k−1∑
l=k−1−δ
‖xl+1
il
− xl
il
‖2
= 2γ(1 + 3LxˆN)‖γ(wk−1x − x
k−1)‖2‖xk − xk−1‖2
+4γLxˆN‖γ(wk−1x − x
k−1)‖2
k−2∑
l=k−1−δ
‖xl+1
il
− xl
il
‖2.
(29)
By using Young’s inequality with αl > 0 for any l, we get:
‖xl+1
il
− xlil‖2‖γ(w
k−1
x − x
k−1)‖2 ≤
1
2
(αl‖x
l+1
il
− xlil‖
2
2 + α
−1
l ‖γ(w
k−1
x − x
k−1)‖22)
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=
1
2
(αl‖γ(xˆil(x˜
l(dl)) − xlil)‖
2
2 + α
−1
l ‖γ(w
k−1
x − x
k−1)‖22) (30)
≤
1
2
(αl‖γ(w
l
x − x
l)‖22 + α
−1
l ‖γ(w
k−1
x − x
k−1)‖22)
Substituting (30) in (29) and using again Young’s inequality with α = 1, we
get the following result:
‖γ(wk−1x − x
k−1)‖22 − ‖γ(w
k
x − x
k)‖22
≤ γ(1 + 3LxˆN)(‖γ(w
k−1
x − x
k−1)‖22 + ‖x
k − xk−1‖22)
+ 2γNLxˆ
k−2∑
l=k−1−δ
(αl‖γ(w
l
x − x
l)‖22 + α
−1
l ‖γ(w
k−1
x − x
k−1)‖22) (31)
= γ(1 + 3LxˆN)(‖γ(w
k−1
x − x
k−1)‖22 + ‖γ(xˆik−1(x˜
k−1(dk−1))− xk−1
ik−1
)‖22)
+ 2γNLxˆ
k−2∑
l=k−1−δ
(αl‖γ(w
l
x − x
l)‖22 + α
−1
l ‖γ(w
k−1
x − x
k−1)‖22)
≤ 2γ(1 + 3LxˆN)‖γ(w
k−1
x − x
k−1)‖22
+ 2γNLxˆ
k−2∑
l=k−1−δ
(αl‖γ(w
l
x − x
l)‖22 + α
−1
l ‖γ(w
k−1
x − x
k−1)‖22)
Assuming the inductive step to hold true up to the step ‖wk−2x − x
k−2‖22 ≤
ρ‖wk−1x − x
k−1‖22, we obtain:
‖γ(wk−1x − x
k−1)‖22 − ‖γ(w
k
x − x
k)‖22 ≤ 2γ(1 + 3LxˆN)‖γ(w
k−1
x − x
k−1)‖22
(32)
+ 2γNLxˆ
k−2∑
l=k−δ−1
(αlρ
k−l−1‖γ(wk−1x − x
k−1)‖22 + α
−1
l ‖γ(w
k−1
x − x
k−1)‖22).
Setting αl = (ρ
1+l−k
2 )−1 and noticing that
k−2∑
l=k−δ−1
ρ
k−l−1
2 =
δ∑
t=1
ρ
t
2 = ψ we
get:
‖γ(wk−1x − x
k−1)‖22 − ‖γ(w
k
x − x
k)‖22 ≤ 2γ(1 + 3LxˆN)‖γ(w
k−1
x − x
k−1)‖22
+ 4γNLxˆ
k−2∑
l=k−δ−1
ρ
k−l−1
2 ‖γ(wk−1x − x
k−1)‖22 (33)
= 2γ(1 + 3LxˆN)‖γ(w
k−1
x − x
k−1)‖22 + 4γNLxˆψ‖γ(w
k−1
x − x
k−1)‖22.
Rearranging the terms we get the desired result
‖γ(wk−1x − x
k−1)‖22 (34)
≤ (1 − 2γ(1 + LxˆN(3 + 2ψ)))
−1‖γ(wkx − x
k)‖22 ≤ ρ‖γ(w
k
x − x
k)‖22.
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(34) holds true if:
γ ≤
(1 − ρ−1)
2(1 + LxˆN(3 + 2ψ))
(35)
with ρ > 1. Note that if we set: γ ≤ (1−ρ
−1)
2(1+LxˆN(3+2ψ))
, both condition (27) and
(35) are satisfied.
6.2 Proof of Theorem 1
Let us define:
yˆki = arg min
yi∈Ki(xki )
{∇xif(x
k)T(yi − x
k
i ) + gi(yi) +
1
2
‖yi − x
k
i ‖
2
2} (36)
and note that MF (x) = [x
k
1 − yˆ
k
1 , . . . ,x
k
N − yˆ
k
N ]
T. Let us consider in the
following a given realization ω ∈ Ω¯ and k ≥ 0. Relying on the first order
optimality conditions for yˆk
ik
and using convexity of gik we can write the
following inequality, that holds true for any zik ∈ Kik(x
k
ik
):
(∇x
ik
f(xk) + yˆik − x
k
ik)
T(zik − yˆik) + gik(zik )− gik(yˆik ) ≥ 0. (37)
In a similar way we can use first order optimality condition for xˆik(x˜
k) and
convexity of gik , obtaining:
∇f˜ik(xˆik(x˜
k); x˜k)T(wik − xˆik(x˜
k)) + gik(wik)− gik(xˆik(x˜
k))) ≥ 0 , (38)
that holds true for any wi ∈ Kik (x˜
k
i ) = Kik(x
k
i ) (cf. D4). We can now sum up
(37) and (38) together setting wik = yˆik and zik = xˆik (x˜
k):
(∇x
ik
f(xk)−∇f˜ik(xˆik(x˜
k); x˜k) + yˆik − x
k
ik)
T(xˆik(x˜
k)− yˆik) ≥ 0. (39)
Summing and subtracting xˆik(x˜
k) inside the first parenthesis on the left hand
side and using the gradient consistency assumption B2 we get:
(∇f˜ik(x
k
ik ;x
k)−∇f˜ik(xˆik (x˜
k); x˜k)+xˆik(x˜
k)−xkik)
T(xˆik(x˜
k)−yˆik) ≥ ‖xˆik(x˜
k)−yˆik‖
2
2 .
(40)
Applying Cauchy-Schwartz inequality to upper-bound the left hand side of
(40) we obtain:
‖∇f˜ik(x
k
ik ;x
k)−∇f˜ik(xˆik(x˜
k); x˜k)+xˆik (x˜
k)−xkik‖2 ≥ ‖xˆik(x˜
k)−yˆik‖2 , (41)
We can proceed summing and subtracting ∇f˜ik(xˆik (x˜
k);xk) inside the norm
on the left hand side and then applying triangular inequality to get:
‖∇f˜ik(xˆik(x˜
k);xk)−∇f˜ik(xˆik(x˜
k); x˜k)‖2
+‖∇f˜ik(x
k
ik
;xk)−∇f˜ik(xˆik (x˜
k);xk)‖2 + ‖xˆik(x˜
k)− xk
ik
‖2
≥ ‖xˆik(x˜
k)− yˆik‖2,
(42)
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and we can further upper-bound the left hand side relying on the Lipschitz
continuity assumptions B3 and B4:
‖xˆik(x˜
k)− yˆik‖2 ≤ (1 + LE)‖xˆik(x˜
k)− xkik‖2 + LB‖x
k − x˜k‖2 . (43)
Taking the square both sides we have:
‖xˆik(x˜
k)− yˆik‖
2
2 ≤ (1 + LE)
2‖xˆik(x˜
k)− xkik‖
2
2 + L
2
B‖x
k − x˜k‖22
+ 2LB(1 + LE)‖xˆik(x˜
k)− xkik‖2‖x
k − x˜k‖2. (44)
We are now interested in bounding ‖xk
ik
− yˆik‖
2
2:
‖xkik − yˆik‖
2
2 = ‖x
k
ik − xˆik (x˜
k) + xˆik(x˜
k)− yˆik‖
2
2 (45)
≤ 2
(
‖xˆik(x˜
k)− xkik‖
2
2 + ‖xˆik(x˜
k)− yˆik‖
2
2
) (a)
≤ (2 + 2(1 + LE)
2)‖xˆik(x˜
k)− xkik‖
2
2
+ 2L2B‖x
k − x˜k‖22 + 4LB(1 + LE)‖xˆik(x˜
k)− xkik‖2‖x
k − x˜k‖2
where (a) comes from (44). Taking now conditional expectation and using D2:
E(‖xkik−yˆik‖
2
2|F
k−1)(ω) =
N∑
i=1
p(i|ω0:k−1)‖xki−yˆi‖
2
2 ≥ pmin‖x
k−yˆ‖22, (46)
It follows:
pmin‖x
k − yˆ‖22
(a)
≤ (2 + 2(1 + LE)
2)E(‖xˆik(x˜
k)− xkik‖
2
2|F
k−1)(ω) + 2L2BE(‖x
k − x˜k‖22|F
k−1)(ω)
+ 4LB(1 + LE)E(‖xˆik(x˜
k)− xkik‖2‖x
k − x˜k‖2|F
k−1)(ω)
(b)
≤ 2(1 + (1 + LE)(1 + LB + LE))‖w
k
x − x
k‖22
+ 2LB(1 + LB + LE)E(‖x
k − x˜k‖22|F
k−1)(ω), (47)
where in (a) we combined (45) and (46) together while (b) follows from the
Young’s inequality with α = 1 and the definition of wx.
In order to bound (47) we need the following result:
E(‖xk − x˜k‖22|F
k−1)(ω)
(a)
≤ E

( k−1∑
l=k−δ
‖xl+1 − xl‖22
)2
|Fk−1

 (ω)
=
(
k−1∑
l=k−δ
‖xl+1 − xl‖22
)2
(b)
≤ δ
k−1∑
l=k−δ
‖xl+1 − xl‖22 (48)
= δγ2
k−1∑
l=k−δ
‖xˆil(x˜
l)− xlil‖
2
2 ≤ δγ
2
k−1∑
l=k−δ
‖wlx − x
l‖22
(c)
≤ δψ′γ2‖wkx − x
k‖22
where (a) follows from (18); (b) from the Jensen’s inequality; and (c) from
Lemma 1.
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The left hand side of (47) is nothing else than ‖MF (xk)‖22, which is our opti-
mality measure; substituting (48) into (47):
pmin‖MF (x
k)‖22 ≤ 2(1 + (1 + LB + LE)(1 + LELBδψ
′γ2))‖wkx − x
k‖22. (49)
We now need a bound for the quantity ‖wkx − x
k‖22. For any k ≥ 0 we have:
F (xk+1)
= f(xk+1) + g(xk+1)
(a)
= f(xk+1) +
∑
i6=ik
gi(x
k+1
i ) + gik(x
k+1
ik
)
(b)
= f(xk+1) +
∑
i6=ik
gi(x
k
i ) + gik(x
k+1
ik
)
(c)
≤ f(xk) + γ∇x
ik
f(xk)T(xˆik (x˜
k)− xk
ik
) +
γ2Lf
2 ‖xˆik(x˜
k)− xk
ik
‖22
+
∑
i6=ik
gi(x
k
i ) + gik(x
k+1
ik
)
= f(xk) + γ∇x
ik
f(x˜k)T(xˆik (x˜
k)− xk
ik
)
+(∇x
ik
f(xk)−∇x
ik
f(x˜k))T(γ(xˆik(x˜
k)− xk
ik
)) +
γ2Lf
2 ‖xˆik(x˜
k)− xk
ik
‖22
+
∑
i6=ik
gi(x
k
i ) + gik(x
k+1
ik
)
(d)
≤ f(xk) + γ∇x
ik
f(x˜k)T(xˆik (x˜
k)− x˜k
ik
)
+(∇x
ik
f(xk)−∇x
ik
f(x˜k))T(γ(xˆik(x˜
k)− x˜k
ik
)) +
γ2Lf
2 ‖xˆik(x˜
k)− x˜k
ik
‖22
+
∑
i6=ik
gi(x
k
i ) + γgik(xˆik(x˜
k)) + gik(x
k
ik
)− γgik(x˜
k
ik
)
(e)
≤ F (xk)− γ(cf˜ −
γLf
2 )‖xˆik(x˜
k)− x˜k
ik
‖22 + Lf‖x
k − x˜k‖2‖γ(xˆik(x˜
k)− x˜k
ik
)‖2
(f)
≤ F (xk)− γ(cf˜ − γLf)‖xˆik(x˜
k)− x˜k
ik
‖22 +
Lf
2 ‖x
k − x˜k‖22
(g)
= F (xk)− γ(cf˜ − γLf)‖xˆik(x˜
k)− xk
ik
‖22 +
Lf
2 ‖x
k − x˜k‖22,
(50)
where in (a) we used the separability of g; (b) follows from the updating rule
of the algorithm; in (c) we applied the Descent Lemma [2] on f ; (d) comes
from the convexity of gi and D4; in (e) we used Proposition 1 and Assumption
A3; (f) is due to the Young’s inequality, with α = 1; and (g) comes from D4.
26 Loris Cannelli et al.
Taking conditional expectations both sides, we have:
E(F (xk+1)|Fk−1)(ω)
≤ F (xk)− γ(cf˜ − γLf)E(‖xˆik(x˜
k)− xk
ik
‖22|F
k−1)(ω) +
Lf
2 E(‖x
k − x˜k‖22|F
k−1)(ω)
(a)
≤ F (xk)− γ(cf˜ − γLf)
∑
(i,d)∈V(ω)
p((i,d)|ω0:k−1)‖xˆi(x˜k(d))− xki ‖
2
2
+
δψ′γ2Lf
2 ‖w
k
x − x
k‖22
(b)
≤ F (xk)−∆γ(cf˜ − γLf)
N∑
i=1
‖xˆi(x˜k(dji,k))− x
k
i ‖
2
2 +
δψ′γ2Lf
2 ‖w
k
x − x
k‖22
= F (xk)− γ∆(cf˜ − γLf)‖w
k
x − x
k‖22 +
δψ′γ2Lf
2 ‖w
k
x − x
k‖22
(c)
= F (xk)− γ
(
∆(cf˜ − γLf)−
γδψ′Lf
2
)
‖wkx − x
k‖22,
(51)
where (a) follows from (48); (b) comes from Assumption D3 and holds true for
γ ≤
c
f˜
Lf
; in (c) we require: γ ≤
2∆c
f˜
2∆Lf+δψ′Lf
. Taking expectations both sides of
(51) and rearranging the terms, we get:
E(‖wkx − x
k‖22) ≤
2
γ(2∆(cf˜ − γLf )− γδψ
′Lf )
E(F (xk)− F (xk+1)). (52)
Using this result in (49) we finally have:
E(‖MF (x
k)‖22) ≤
4(1 + (1 + LB + LE)(1 + LELBδψ
′γ2))
pminγ(2∆(cf˜ − γLf)− γδψ
′Lf )
E(F (xk)−F (xk+1)),
(53)
and:
Kǫǫ ≤
Kǫ∑
k=0
E(‖MF (xk)‖22)
≤
Kǫ∑
k=0
4(1+(1+LB+LE)(1+LELBδψ
′γ2))
pminγ(2∆(cf˜−γLf)−γδψ
′Lf )
E(F (xk)− F (xk+1))
= 4(1+(1+LB+LE)(1+LELBδψ
′γ2))
pminγ(2∆(cf˜−γLf )−γδψ
′Lf )
E(F (x0)− F (xKǫ+1))
≤ 4(1+(1+LB+LE)(1+LELBδψ
′γ2))
pminγ(2∆(cf˜−γLf )−γδψ
′Lf )
(F (x0)− F ∗).
(54)
This completes the proof.
