The explicit quaternion determinant formula for the n-point distribution of the even numbered eigenvalues (ordered so that x 1 < x 2 < · · ·) in the classical random matrix ensembles with orthogonal symmetry is computed. For an odd number of eigenvalues N + 1 it is found to coincide with the n-point distribution for the eigenvalues in the corresponding ensemble with symplectic symmetry and N/2 eigenvalues, although in the Laguerre and Jacobi cases the parameters must be modified. In the Gaussian case our result says that the joint distribution of every second eigenvalue in the GOE with an odd number of eigenvalues N + 1 coincides with the joint distribution of all the eigenvalues in the GSE with N/2 eigenvalues, in agreement with a recent conjecture of Baik and Rains. Also verified is another conjecture of Baik and Rains, which relates the distribution of two superimposed GOE spectra, with each second eigenvalue integrated out, to the distribution of the GUE. Here equality is restricted to the large N limit.
Introduction
The probability density functions (p. is the eigenvalue p.d.f. for ensembles of random real symmetric (β = 1), Hermitian (β = 2) and self dual real quaternion (β = 4) matrices with joint distribution for the elements proportional to e −(1/2)Tr(X 2 ) (β = 1), e −Tr(X 2 ) (β = 2 and 4) (the different variances are chosen for later convenience) which is equivalent to specifying the elements as independent Gaussian random variables. These three ensembles are referred to as the GOE, GUE and GSE respectively. Similarly, with w β (θ) = 1 (1.2) is the eigenvalue p.d.f. for Dyson's circular orthogonal ensemble (COE), circular unitary ensemble (CUE) and circular symplectic ensemble (CSE) respectively.
In this work we will consider the inter-relationship between the p.d.f.'s with β = 1 and β = 4. Now, for the ensemble (1.2) with w β (θ) = 1, it is known [14] that integrating out every second eigenvalue in the case β = 1 (COE) gives the p.d.f. (1.2) back but with β = 4 (and N → N/2, where it is assumed N is even). This means that if only every second eigenvalue in a sequence of COE eigenvalues is observed, the statistical distribution will be the same as that of the CSE eigenvalues. Recently, a similar phenomenum has been shown to occur for the p.d.f. (1.1) with w 1 (x) = e −x/2 , w 2 (x) = w 4 (x) = e −x (x > 0; otherwise w β (x) = 0) (1.4) which is the special case a = 0 of the Laguerre ensemble w 1 (x) = x a/2 e −x/2 , w 2 (x) = w 4 (x) = x a e −x (x > 0; otherwise w β (x) = 0) (1.5)
Thus with β = 1, N even and the eigenvalues ordered so that x 1 > x 2 > · · · > x N , after integrating out the eigenvalues x 1 , x 3 , x 5 etc. it has been proved by Baik and Rains [2] that the joint distribution of the remaining eigenvalues x 2 , x 4 etc. coincides with the distribution of the eigenvalues x 1 , x 2 , . . . , x N/2 in the Laguerre ensemble with a = 0, β = 4 and N/2 eigenvalues. The proof of Baik and Rains is particular to the a = 0 case of the Laguerre ensemble. However other considerations lead these authors [3] to conjecture that in an appropriate scaled limit the distribution of the largest eigenvalue in the GSE corresponds to that of the second largest eigenvalue in the GOE. From this it is remarked that presumably the joint distribution of every second eigenvalue in the GOE coincides with the joint distribution of all the eigenvalues in the GSE, with an appropriate number of eigenvalues.
In this work we will investigate this issue. The method of integration over alternate variables and quaternion determinants is used to compute the n-point distribution ρ (n) for every second eigenvalue of the ensemble (1.1) with β = 1. To proceed further we specialize to the classical ensembles. These are the Gaussian ensemble with weights (1.3), the Laguerre ensemble with weights (1.5) and the Jacobi ensemble with weights
where −1 < x < 1 or otherwise w β (x) = 0. In these cases we can make use of a summation formula [1] which determines the matrix elements of the quaternion determinant formula for ρ (n) . By comparing this with the corresponding formula for the n-point distribution ρ 4(n) of the classical ensembles with β = 4, it is possible to identify a precise inter-relationship.
To present our result we introduce the modified weight functions
Note that in the Gaussian case these definitions agree with (1.1), but in the Laguerre and Jacobi cases the parameter a (or a and b) is shifted down by 1 for β = 1, and up by 1 for β = 4. Let the n-point distribution for every even numbered eigenvalue at β = 1 with weight function (1.7) and N eigenvalues be denotedρ (n) (x 2 , x 4 , . . . , x 2n ; N ), and the n-point distribution at β = 4 with weight function (1.8) and N eigenvalues be denotedρ 4(n) (x 1 , . . . , x n ; N ). Then for N even we findρ 4(n) (x 1 , . . . , x n ; N/2) x j →x 2j (j=1,...,n) =ρ (n) (x 2 , x 4 , . . . , x 2n ; N + 1) (1.9)
In particular this says that in the Gaussian case the joint distribution of every second eigenvalue in the GOE with an odd number of eigenvalues N + 1 is identical to the joint distribution of eigenvalues of the GSE with N/2 eigenvalues. For the Laguerre ensemble (1.9) gives a different inter-relationship to that found by Baik and Rains in the case a = 0. However we can also adapt our methods to rederive this latter result.
As well as there being the inter-relationship between the COE and CSE which the above results extend, there is also an inter-relationship between the COE and CUE [5, 11] . Thus if two independent COE spectra are superimposed at random, and every second eigenvalue integrated out, then the eigenvalue p.d.f. of the CUE results. In the final section, motivated by another conjecture implicit in Baik and Rains [3] (I thank J. Baik for drawing my attention to this) the analogue of this property is investigated for the classical ensembles. In particular, it is found that in the scaled N → ∞ limit at the soft edge of the two superimposed GOE, every second eigenvalue has the same distribution as the GUE distribution, which is consistent with the conjecture of [2] . As a consequence of this result, in the scaled N → ∞ limit we are able to express the distribution of the largest eigenvalue of the GSE in terms of the distribution of the largest eigenvalue of the GOE.
Quaternion determinant expression 2.1 N even
Consider the p.d.f. (1.1) and suppose β = 1 and N is even. With the eigenvalues ordered so that x 1 > x 2 > · · · > x N we want to first integrate (1.1) over x 1 , x 3 , etc. Now with the specified ordering of the eigenvalues, (1.1) can be written
where the equality follows from the Vandermonde formula. A key feature of (2.1) is that each row of the determinant contains a different eigenvalue. This means the integration over x 1 , which is from x 2 to ∞, can be performed in the final row of the determinant. Doing this thus replaces
The integration over x 3 can be done in the third last row of the determinant. This variable is to be integrated from x 4 to x 2 . However, by adding the final row (2.2) the upper terminal x 2 can be extended to ∞ and we obtain
Proceeding in this fashion, which is known as the method of integration over alternate variables [4] , we obtain
A feature of (2.3) is that it is symmetric with respect to the variables x 2 , x 4 , . . . , x N . This means that there is no need to enforce the restriction x 2 > x 4 > · · · > x N when calculating the distribution function associated with (2.3), which is therefore given by
To perform the integrations in (2.4) we introduce the skew inner product
together with a corresponding family of monic skew orthogonal polynomials {R n (x)} n=0,1,... which are defined so that
Note that the skew orthogonality property still holds if we make the replacement
for arbitrary γ 2m . However a Gram-Schmidt type construction shows {R n (x)} n=0,1,... is unique up to this transformation.
We will first express (2.3) as a quaternion determinant involving {R n (x)} n=0,1,... and then show how the property (2.6) can be used to perform the integrations. This requires the definition of a quaternion determinant. We regard a quaternion as a 2× 2 matrix, and a quaternion matrix as a matrix with quaternion elements. With N even and
a N/2 × N/2 quaternion matrix Q is said to be self dual if
In terms of its 2 × 2 sub-blocks this means that the quaternion element in position (kj) is related to the element in position (jk), j < k by
Now for a self dual quaternion matrix the determinant, to be denoted qdet, is defined by [6] qdet
where the superscript (0) denotes the operation 1 2 Tr, P is any permutation of the indicies (1, . . . , N/2) consisting of l exclusive cycles of the form (a → b → c → · · · d → a) and (−1) N/2−l is the parity of P . Furthermore, qdet Q is related to the Pfaffian via the formula [6] qdet Q = Pf QZ −1 N , which since (Pf QZ −1 N ) 2 = det Q (where here Q is regarded as an ordinary N ×N matrix) implies [12] det
assuming det Q is positive. 
where
Proof Because the polynomials {R k (x)} k=0,1,... are monic we can add multiples of columns in (2.3) to obtain
Application of (2.9) and the formula qdet A = qdet A T gives the formula (2.10) with S(x, y) as specified and formulas for I(x, y) and D(x, y) which are easily seen to be expressible in terms of S(x, y) as stated.
A special feature of f (x, y), which follows from its definition in (2.11) in terms of χ k (y)χ D k (x) and the skew orthogonality of {R k (x)} k=0,1,... with respect to (2.5), is the integration formulas
As a consequence of (2.13) and the quaternion formula (2.10) the integrations required to compute (2.4) can be carried out. Thus with (2.13) holding it is generally true that [12] 
Consequently we see from (2.10) that
We remark that the structure of this formula, with f specified by (2.11), is very similar to the general expression for ρ (n) corresponding to the p.d.f. (1.1) with β = 4 and w 4 (x) = (w 1 (x)) 2 . First it is necessary to introduce monic skew orthogonal polynomials {Q k (x)} k=0,1,... and corresponding normalizations {q k } k=0,1,... with respect to the skew inner product
We then have [17] (see also [21] )
As in (2.12) we can introduce the monic polynomials {R k (x)} k=0,1,... to rewrite this as
Subtracting appropriate multiples of the last column from the columns 1, 2, . . . , N − 1 so as to eliminate the element of the column in the final row then gives
The determinant in (2.18) is formally the same as that in (2.12). Thus in the case N odd p(x 2 , x 4 , . . . , x N −1 ) can be written as in (2.10) but with
and C → C ′ for some normalization C ′ .
Now we can check from the definition (2.19) that for k = 1, . . . , N − 1 the polynomialsR k−1 satisfy the skew orthogonality property (2.6). This means that the integration formula (2.14) again applies in this modified setting and consequently the n-point distribution is given by
where f odd is defined as in (2.11) but with the replacements (2.20).
3 Summation formulas
Straightforward manipulation of S(x, y) in (2.11) allows it to be rewritten
The quantity S 1 (x, y) occurs in the quaternion determinant formula for the n-point distribution of the p.d.f. (1.1) with β = 1 and all points observed [12] . Moreover closed form expressions are known for S 1 in the cases of the classical weight functions (1.3), (1.5) and (1.6) [1] , which in fact avoids all reference to the skew orthogonal polynomials.
The summation formula of [1] has the same form in all the classical cases but requires a number of definitions to present. With
andw 1 (x) denoting the modified weight function specified by (1.7), letS(x, y) (S 1 (x, y)) denote S(x, y) (S 1 (x, y)) with w 1 replaced byw 1 throughout. The quantityS 1 (x, y) is expressed in [1] in terms of the monic orthogonal polynomials {p k (x)} k=0,1,... associated with the weight function
denoting the normalizations, these monic polynomials and corresponding normalizations are
in the Gaussian and Laguerre cases respectively, while in the Jacobi case
Furthermore, we require the quantity γ k , defined by
and the Christoffel-Darboux summation
With this notation we have [1, Eq. (4.12)]
According to (3.1) to computeS(x, y) we also requireS(∞, y) (in the Jacobi case this means S (1, y) ). This can be read off from (3.7) as being given bỹ
Thus we have
The summation formula (3.8) bears a striking resemblance to the summation formula for the quantity S 4 (x, y) defined in (2.17) which determines the distribution function for the p. 
Comparing (1.8) and (1.7) we see that in all the classical cases e −2V (t)+Ṽ 4 (t) = e −Ṽ 1 (t) and sõ
whereS is specified by (3.8). Recalling (2.15) and (2.16), and the corresponding formulas (2.11) and (2.17) for the matrix elements we thus have that for the classical weight functions
It is not possible to immediately conclude from (3.11) the claimed inter-relationship (1.9). The reason is that (3.8) was derived with the assumption that N is even so we cannot immediately be sure that the right hand side of (3.10) corresponds toS(x, y) computed with N + 1 eigenvalues. Nonetheless, after some calculation, we will see in the next subsection that in the classical cases its validity persists for N odd.
N odd
We recall that for N odd ρ (n) is given by (2.21), with f odd therein defined as in (2.11) with the replacements (2.20) . Thus analogous to (3.1) we can write
Now, up to an additive function of y the quantity S odd 1 (x, y) occurs in the quaternion determinant formula for the n-point distribution of the p.d.f. (1.1) with β = 1, N odd and all eigenvalues observed. In the classical cases it has been summed in [1, Eq. (4.18) ]. Thus in the notation of (3.8) we havẽ
Hence we have
whereS(x, y) is specified by (3.8).
In fact it is possible to identify (3.14) with (3.8). The first step is to make use of the formula 
(consider the ratioφ N −3 (x)/φ N −1 (x) and take x → ∞). Substituting (3.15) in (3.14) and recalling (3.8) we see thatS odd (x, y) =S(x, y) (3.17)
for N odd. Since both sides vanish as x → ∞ (on the left hand side this follows from (3.15)) this is equivalent to requiring
which is known from [1, Eq. (4.23)].
Substituting (3.17) in (3.10) shows that (3.11) then is the same statement as (1.9), which is thus verified.
The Laguerre ensemble with a = 0
As remarked in Section 1, the inter-relationship (1.9) does not include that established by Baik and Rains [2] for the Laguerre ensemble with a = 0. Let us consider this latter results from the present viewpoint. According to (2.15), (2.11), and (2.16), (2.17), for the joint distribution of every second eigenvalue in the Laguerre ensemble with β = 1, a = 0 and N eigenvalues to coincide with the joint distribution of the Laguerre ensemble with β = 4, a = 0 and N/2 eigenvalues we must have
where the second equality follows from (3.1) (note that there are no tildes in this equation: all quantities are calculated with the appropriate weight function of (1.4)). We will show that this formula can be verified from the summation formulas for S 1 (x, y) and S 4 (x, y) in the Laguerre ensemble due to Widom [22] and Forrester et al. [10] , which read Making use of the fact that
we see from (3.19) and (3.18) that in the case a = 0
Comparison with (3.20) (after use of (3.21) therein) shows that (3.18) is valid provided
Using the formula
and recalling that N is even and so N − 1 is odd we recognize (3.22) as a special case of the known formula (see e.g. [15] )
which in turn is a special case of the formulas l = 0, l odd, noted in the line subsequent to (4.33) below.
4 Superimposed spectra with orthogonal symmetry
Finite system
In this section we will consider the situation of superimposing two independent eigenvalue sequences with p.d.f.'s (1.1) and β = 1 at random, and then integrating over every second eigenvalue in the resulting sequence. In the case of the COE it is known that the CUE distribution results [5, 11] .
Let the two sequences of eigenvalues be ordered and referred to as species A and species B. 
where the sign is chosen to make each term positive,
and the sum is over
But we know from the work of Gunson [11] in the COE case that this sum can be evaluated to give
Hence, by superimposing two p.d.f.'s of the form (1.1) with β = 1 at random, and labelling the eigenvalues in odd (even) numbered positions by {x j } ({y j }) we obtain the p.d.f.
We seek the distribution which results from integrating (4.23) over every second eigenvalue. For definiteness, suppose each even numbered eigenvalue is integrated over, so the task is to integrate over y j ∈ (x j , x j+1 ) (j = 1, . . . , N ) where x N +1 := ∞. Analogous to the derivation of (2.3) we easily obtain 
where specified by (3.5) ). Thus for l even we deduce that
for some constants α j and β k . Hence by adding appropriate multiples of columns in (4.25) we see that it is proportional to
An important feature of the function F N −1 (x) is the orthogonality
From the above working we thus have that the p.d.f. of every odd numbered eigenvalue in two randomly superimposed and independent classical orthogonal ensembles is given by
for some normalization C. Here we have used the fact that e −Ṽ 1 (x) e −Ṽ 4 (x) = e −2V (x) , and have written the first product in (4.23) (which is not integrated over) in terms of {p k (x)}. As the function F N −1 (x) contains powers of x higher than x N −1 , (4.29) is not identical to (1.1) with β = 2, unlike in the circular case. But because F N −1 (x) satisfies the orthogonality (4.28), the n-point distribution function can be calculated as in the β = 2 case. Thus after a simple calculation we find
This differs from the β = 2 result only in the occurence of F N −1 rather than p N −1 .
Suppose instead of integrating (4.23) over every even numbered eigenvalue, we integrated over every odd numbered eigenvalue. Then again the p.d.f. (4.29) and n-point distribution (4.30) result, except now f in the definition (4.27) of F N −1 is specified by
We note that the sum in (4.30) is evaluated according to the Christoffel-Darboux formula (3.6). In regards to the term involving F N −1 , after noting
where we have introduced the notation of (3.13), we see from (4.27) and (3.16) that
But it follows from [1, Eq. (4.10)] thats l = 0 for l odd, while we see from (3.15) that
Hence (4.33) can be rewritten
Note that the first sum in (4.33) and thus in (4.34) is precisely of the form (3.16) and thus can be evaluated if required; however for our purposes it is desirable to leave (4.34) as is. Note also that (4.34) implies
Thus all quantities in the expression (4.30) for ρ n are now explicit.
Gaussian ensemble at soft edge
Examination of the form of the term involving F N −1 in (4.30) leads one to suspect it will vanish in appropriate scaled limits. One such scaled limit is obtained by setting
(4.36) in the Gaussian ensemble, which corresponds to studying the distribution of the eigenvalues at the (soft) edge of the leading order support of the spectrum [8] .
Now in the Gaussian case, substituting the values of γ k and (p k , p k ) 2 from (3.5) and (3.3), and notings 2 0 = π/2, (4.34) reads
We want to use this to compute the scaled limit
For definiteness suppose N is even. Then we see from (4.35) and (4.37) that
The summation defining A 1 (y) (with the lower terminal ν = 0 replaced by ν = 1) occurs in the study of the soft edge distribution at β = 1 [10] , and furthermore a procedure has been given to compute its asymptotic behaviour with the scaling (4.36).
The key ingredient is the asymptotic expansion [18] 
where x = (2n) 1/2 − u/2 1/2 n 1/6 and Ai(x) denotes the Airy function. For the x-dependent terms in (4.38) this gives
For A 1 (y), first note that for large N
Then use of (4.39) with n = N + 2ν − 1, −u ∼ Y − 2ν/N 1/3 shows that the sum becomes the Riemann approximation to a definite integral, and thus
(4.40) Similarly, for A 2 (y), noting that for large N
and using (4.39) with n = N + 2ν, −u ∼ Y − 2ν/N 1/3 we find
and hence
(4.41) Thus (4.40) and (4.41) exactly cancel, and so only the Christoffel-Darboux summation in (4.31) contributes to the scaled limit, as in the β = 2 theory, which gives the Airy kernel [8] . We therefore have
x − y and the notation (GOE) 2 O refers to the distribution of every odd labelled eigenvalue in two superimposed GOE spectra.
On the other hand if every odd numbered eigenvalue is integrated over, the function f in (4.27) has the modified form (4.30), which in particular does not vanish as x → ∞. This suggests that the term involving F N −1 in (4.30) does not vanish in this setting. Indeed noting 
where the notation (GOE) 2 E refers to the distribution of every even labelled eigenvalue in two superimposed GOE spectra.
The result (4.42), combined with the inter-relationship (1.9) in the Gaussian case, enables the scaled distribution of the largest eigenvalue in the GSE to be expressed in terms of the scaled distribution of the largest eigenvalue in the GOE and GUE. Thus let E β (n; (s, ∞)) denote the probability that for the scaled Gaussian ensembles (indexed by β, β = 1, 2 or 4 and scaled as in (4.36)) the interval (s, ∞) contains exactly n particles. Then (1.9) gives
where the factor of 1 2 comes from the probability the interval (s, ∞) contains an odd labelled eigenvalue (recall the odd labelled eigenvalues are integrated over), while (4.42) gives
(4.46)
Eliminating E 1 (1; (s, ∞)) from (4.45) and (4.46) gives
The equations (4.45)-(4.47) are analogues of well known results for the bulk (see e.g. [13] ).
The formula (4.47) can be checked on the exact results of Tracy and Widom [19, 20] for the E β . To present these results, let q(s) denote the solution of the particular Painlevé II equation
which satisfies the boundary condition q(s) ∼ Ai(s) as s → ∞. Then we have 
Laguerre ensemble at hard edge
In the Laguerre ensemble w 1 (x) = 0 for x < 0. In the vicinity of x = 0 (4.43) approaches zero as x → 0 + . This leads us to suspect that the term involving F N −1 in (4.30), in the case every even numbered eigenvalue is observed, will vanish in the scaled limit of the neighbourhood of x = 0 (the so called hard edge). At the hard edge the appropriate scale is [8] x = X 4N (4.49) so the scaled distribution function is
The first step in computing (4.50) is to substitute the appropriate formulas from (3.3) and (3.5) in (4.34) (modified so that the minus sign in front of the first term is deleted, in keeping with (4.43)). This gives
With N even (this is only for convenience) we see from this formula and ( Thus we have that the term involving F N −1 in (4.30) vanishes in the scaled N → ∞ limit, and so only the Christoffel-Darboux term contributes, as in the β = 2 theory, which gives rise to the Bessel kernel [8] . Thus ρ (GOE) 2 E hard (n) (X 1 , . . . , X n ) = ρ (GUE) hard (n) (X 1 , . . . , X n ) = det[K hard (X j , X k )] j,k=1,...,n (4.56)
.
On the other hand, if we consider each odd numbered eigenvalue in the (GOE) 2 ensemble, then (4.54) is to be multiplied by −1, and so it is equal to (4.55). Thus in this case we obtain
j,k=1,...,n (4.57)
Because of the inter-relationships (1.9) and (4.56), formulas analogous to (4.45)-(4.47) for the probabilitiesẼ 1 (0; (0, s)), E 2 (0; (0, s)) andẼ 4 (0; (0, s)) (here the tildes indicate the use of the modified weight functions (1.7) and (1.8)) at the scaled hard edge of the Laguerre ensemble. In particular, we haveẼ Exact Pfaffian formulas are known forẼ 1 (0; (0, s)) andẼ 4 (0; (0, s)) in the case a an odd positive integer [16] , while E 2 (0; (0, s)) can then be expressed as a determinant [9] (the dimension of the Pfaffians and determinants are proportional to a), although (4.59) is not an immediate consequence of these formulas. There are also multiple integral expressions for the same quantities [7] , but again (4.59) cannot be deduced directly.
