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In locally interacting quantum many-body systems, the velocity of information propagation is
finitely bounded and a linear light cone can be defined. Outside the light cone, the amount of
information rapidly decays with distance. When systems have long-range interactions, it is highly
nontrivial whether such a linear light cone exists. Herein, we consider generic long-range interacting
systems with decaying interactions, such as R−α with distance R. We prove the existence of the
linear light cone for α > 2D + 1 (D: the spatial dimension), where we obtain the Lieb–Robinson
bound as ‖[Oi(t), Oj ]‖ . t2D+1(R − v¯t)−α with v¯ = O(1) for two arbitrary operators Oi and Oj
separated by a distance R. Moreover, we provide an explicit quantum-state transfer protocol that
achieves the above bound up to a constant coefficient and violates the linear light cone for α < 2D+1.
In the regime of α > 2D+1, our result characterizes the best general constraints on the information
spreading.
II. INTRODUCTION
In deep understanding of many-body physics, we nec-
essarily encounter the question on how fast information
propagates in the dynamics. In this context, the most
fundamental principle is the causality; that is, in rela-
tivistic systems, information propagation is completely
prohibited outside the light cone. On the other hand,
in non-relativistic quantum many-body systems, a rig-
orous light cone is not defined. Lieb and Robinson
proved in 1972 [1] that an effective light cone can be
defined, outside which information propagation expo-
nentially decreases with distance. In their study, the ef-
fective light cone is characterized by the so-called Lieb–
Robinson velocity.
The Lieb-Robinson bound imposes one of the most
fundamental restrictions to the dynamics [2–13] and
has been improved in various ways [9, 14–20]. More-
over, after Hastings’ work on the Lieb-Schultz-Mattis
theorem [21], the Lieb-Robinson bound has been recog-
nized as a crucial ingredient for analyzing the universal
physics in many-body systems, such as quasi-adiabatic
continuation [22], the area law of entanglement [23–26],
thermalization [27–30], quantization of Hall conduc-
tance [31, 32], stability of the topological order [33–35],
clustering theorem for correlation functions [14, 15, 36–
38], effective Hamiltonian theory [39, 40], classical simu-
lation of many-body systems [41–47]. More recently, the
Lieb–Robinson bound has been further applied to the
digital quantum simulation of many-body systems [48–
50] and quantum information scrambling [51–63], where
the Lieb–Robinson velocity gives an upper bound of
butterfly speed [51]. In addition, experimental advance-
ment enables direct observation of the Lieb–Robinson
bounds [64–70].
In the case of short-range interacting spin systems,
an effective light cone is characterized by a finite veloc-
ity, and information propagation is restricted inside the
∗ tomotaka.kuwahara@riken.jp
† saitoh@rk.phys.keio.ac.jp
“linear light cone.” However, when we consider long-
range interacting systems, the existence of a linear light
cone is quite subtle because long-range interactions en-
able immediate communication between two arbitrar-
ily distant parties. Here, long-range interaction implies
that the interaction strength between separated sites
shows a power-law decay of R−α with the distance R.
Depending on the exponent α, both the linear and non-
linear light cones can appear. Recent experiments have
realized long-range interacting systems with various val-
ues of α [71–80], and hence, exploring the universal
aspects of long-range interacting systems is attracting
increasing attention [81–87]. From these backgrounds,
one of the most important and intriguing open problems
is the so-called linear light cone problem, which clarifies
whether linear right cones can exist in long-range in-
teracting systems, and what is the general criterion for
it.
So far, various studies have clarified dynamical prop-
erties in the long-range interacting systems [88–104]. As
one of the generic aspects of the Lieb–Robinson bound,
Refs. [15, 17, 105–107] showed that the amount of in-
formation propagation is suppressed at least outside the
effective light cone exponentially growing in time, irre-
spective of α. Later, a more detailed universal upper
bound was provided by Foss–Feig et al. [108]. They
proved that the effective light cone is at most polyno-
mial with respect to time; in more detail, the shape of
the light-cone was given by t(α−D+1)/(α−2D) (α > 2D)
with D as the spatial dimensions. However, despite sig-
nificant efforts [49, 109–111], the critical value of α to
obtain a linear light cone is still unclear even in the
numerical level.
In this work, we rigorously prove that a linear light
cone is obtained in generic long-range interacting sys-
tems under the condition of α > 2D + 1. As related
work, in one-dimensional two-body interacting systems,
the long-range Lieb–Robinson bound has been proved
very recently in the form of ‖[Oi(t), Oj ]‖ . t/R for
α > 3 [112], which gives a non-trivial upper bound up to
the time t = O(R). In our analyses, the Hamiltonian is
not restricted to few-body interactions, and is applica-
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FIG. 1. When we consider time-evolution Oi(t) of a local
operatorOi, the quasi-locality of the interaction ensures that
Oi(t) is well-approximated by an operator defined on a ball
region i[r] having the maximum distance of r from i. The
dynamics define the linear light cone if we can achieve an
arbitrary approximation error for r = O(t) as in (5).
ble to arbitrary spatial dimensions. Our Lieb–Robinson
bound is given in the stronger form of ‖[Oi(t), Oj ]‖ .
t2D+1(R − v¯t)−α. However, only the above commuta-
tion relation is not sufficient to upper-bound the entire
information propagation outside the light cone. To ob-
tain a linear light cone in a strict sense (see (5) and
Fig. 1), we also prove that the error of the local ap-
proximation of Oi(t) decays as tD+1R−α+D outside the
light cone (see (7) below). Our result can improve vari-
ous existing analyses that depend on a polynomial light
cone [49, 108].
We also discuss whether α = 2D + 1 is the critical
value to ensure a linear light cone in general setups.
In other words, we investigate the achievability of our
Lieb–Robinson bound and the possibility to violate the
linear-light cone for α < 2D+1, by which we show that
our bound is the best general upper bound. We consider
a quantum state-transfer protocol through the dynam-
ics on a spin network and give an explicit example that
achieves our Lieb–Robinson bound for α > 2D + 1 and
violates the linear light cone for α < 2D+1. Our proto-
col is applied to (1/2)-spin systems and comprises only
the Ising-type long-range interactions and simple short-
range interactions that generate the controlled NOT
gate operation. This example ensures the optimality
of our results.
The rest of this paper is organized as follows. In Sec.
II, we formulate the precise setting and state the main
results and their implications. In Sec. III, we sketch
the intuitive explanation for the condition that linear
light cone appears. We also show the brief strategy for
the proof. In Sec. IV, we discuss the optimality of
the present Lieb–Robinson bound. In more detail, we
explicitly show a quantum state transfer protocol which
achieves our theoretical upper bound up to a coefficient.
Finally, in Sec. V, we summarize the paper making a
brief discussion.
III. MAIN RESULTS
We consider a quantum many-body system with n
sites, where each site is located on a D-dimensional lat-
tice with the total set Λ (|Λ| = n). We assume that a
finite-dimensional Hilbert space is assigned to each of
the sites.
For simplicity, we restrict ourselves to two-body in-
teractions, but our results are extended to a more gen-
eral setup, as shown in Appendix VII. We focus on the
following Hamiltonian H with power-law decaying in-
teractions:
H =
∑
i,j∈Λ
hi,j +
n∑
i=1
hi with ‖hi,j‖ ≤ g0
dαi,j
, (1)
where di,j is the distance between the sites i and j,
namely the minimum path length from the site i to
j, {hi,j}i<j are the bi-partite interaction operators,
{hi}ni=1 are the local potentials, g0 is a positive constant
of O(1), and ‖ · · · ‖ is the operator norm. Although in
some literatures [113, 114] the long-range interaction
often implies the power-law decaying interactions with
α ≤ D, we refer to systems with arbitrary power-law
decaying interactions as long-range interacting systems
in distinction from the finite-range (or, exponentially
decaying) interactions.
Our analysis can be also applied to a time-dependent
Hamiltonian, but for simplicity, we present the analysis
only for the time-independent case. One typical ex-
ample is the following one-dimensional long-range Ising
model:
H =
∑
i<j
g0
dαi,j
σxi σ
x
j +B
∑
i
σzi (D = 1), (2)
where {σx, σy, σz} are the Pauli matrices. This class of
Hamiltonians is experimentally realized for the power-
law exponent in α ≤ 3 [69, 79].
We are now interested in the time-evolution using the
Hamiltonian H. For simplicity, we consider an operator
Oi that is locally defined on the site i and analyze
Oi(t) := eiHtOie−iHt.
Mainly, we focus on the following two quantities:
‖[Oi(t), Oj ]‖ for ∀j ∈ Λ, (3)
and
‖[Oi(t)−Oi(t, i[r])]‖ with (4)
Oi(t, i[r]) :=
1
tri[r]c(1ˆ)
tri[r]c [Oi(t)]⊗ 1ˆi[r]c ,
where i[r] denotes the set of sites having a maximum
distance of r from the site i and i[r]c is its complement
set. The quantity (4) characterizes the error of the local
approximation for the time-evolved operator Oi(t) into
the region i[r] (see Fig. 1). We note that the decay of
(4) is not necessarily derived only from the decay of (3).
Here, we define the linear light cone in the following
sense. We say that the Hamiltonian dynamics e−iHt
has a linear light cone if the following inequality holds
for an arbitrary error δ ∈ R and t:
‖[Oi(t)−Oi(t, i[r])]‖ ≤ δ for r ≥ vt,δ|t|, (5)
where vt,δ decreases in time and eventually converges to
a finite value (i.e., v∞,δ = const.). From the definition,
3vt i
j
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FIG. 2. Effect of the operator spreading. When a bipartite
interaction hi,j evolves using the Hamiltonian H1, interac-
tions between the sites i′ and j′ such that di,i′ . vt and
dj,j′ . vt are effectively induced. The operator hi,j(H1, t)
now acts on a subsystem with roughly O(tD) sites. Hence,
one-site energy of H2(H1, t) defined as in Eq. (9) becomes
O(tD) times the original one.
the amount of information propagation is smaller than
δ outside the region separated by the distance vt,δ|t|.
Here, we show our main results. For α > 2D + 1,
the Hamiltonian in Eq. (1) satisfies the Lieb–Robinson
bound for (3) as
‖[Oi(t), Oj ]‖ ≤ CH |t|2D+1(R− v¯|t|)−α (6)
with R = di,j . In addition, the Lieb–Robinson bound
for (4) is given by
‖[Oi(t)−Oi(t, i[R])]‖ ≤ C′H |t|D+1(R− v¯|t|)−α+D, (7)
where R > v¯|t| is considered and CH , C′H , and v¯ are con-
stants that depend only on the parameters {D, g0, α}
and a geometric constant defined by the lattice struc-
ture. We emphasize that the same upper bound is
obtained for generic operators OX and OY (see Ap-
pendix VII).
As long as we consider the commutator for local ob-
servables, the first inequality (6) is stronger than the
second one (7) in the sense that asymptotic decay is as
small asO(R−α). From the inequality (7), we can calcu-
late the Lieb–Robinson velocity vδ,t defined in Eq. (5):
vδ,t = v¯ + cδ−
1
α−D |t|−α+2D+1α−D t→∞−−−→ v¯
where c is a constant of O(1), and where we use the
condition α > 2D + 1.
IV. INTUITIVE EXPLANATION OF THE
CONDITION α > 2D + 1
We here show an intuitive explanation of why the
condition α > 2D+ 1 appears. The point to obtain the
linear light cone is that the contribution to the Lieb–
Robinson velocity from the long-range interaction with
very large distance becomes asymptotically negligible.
To get better insights into this condition, we consider
the simplest setup as follows.
Let us consider the Hamiltonian given by H = H1 +
H2, where H1 has only nearest-neighbor interactions,
while H2 consists of the long-range interactions with
the length scales from ` to 2` as H2 =
∑
`≤di,j≤2` hi,j .
Note that the condition (1) implies ‖hi,j‖ ≤ g0d−αi,j . We
eventually take the large ` limit to consider asymptotic
behavior arising from the interactions of the large dis-
tance. Note that the Hamiltonian H1 consists of short-
range interactions; hence, the unitary operator e−iH1t
satisfies the standard Lieb–Robinson bound [1, 14, 15]
giving a finite Lieb–Robinson velocity. Here, we denote
it by v1. We focus on the time range of t . `/v1 and
then consider the condition for which the Lieb-Robinson
velocity for the Hamiltonian H is given by a finite ve-
locity related to v1 in the large ` limit.
As a simple exercise, we first consider the product
of the unitary operators e−iH1te−iH2t. Then, to esti-
mate the contribution from the long-range interactions,
we only have to consider the Lieb–Robinson bound for
e−iH2t. The Lieb–Robinson bound for H2 is given by
e−c(x/`−v`t), and v` is proportional to the one-site en-
ergy:
g = max
i∈Λ
∑
j∈Λ
‖hi,j‖ = O(`−α+D),
where
∑
j∈Λ ‖hi,j‖ ≤ g0
∑
j:`≤di,j≤2` d
−α
i,j is a summa-
tion of all the interaction terms that act on the site i.
Hence, the Lieb–Robinson velocity is proportional to
`−α+D+1, which vanishes in the limit of `→∞ for α >
D+1. Therefore, the unitary operator e−iH1te−iH2t has
finite Lieb–Robinson velocity v1 as long as α > D + 1.
Now, let us discuss the unitary operator e−i(H1+H2)t.
For this unitary operator, we use the following repre-
sentation to decompose the contributions from H1 and
H2:
e−i(H1+H2)t = e−iH1tT e−i
∫ t
0
H2(H1,τ)dτ , (8)
where H2(H1, τ) := eiH1τH2e−iH1τ and T denotes the
time-ordering operator. Because the one-site opera-
tor spreads up to a distance O(τ) owing to the time-
evolution e−iH1τ (Fig. 2), the one-site energy is now
given by
g(τ) = max
i∈Λ
∑
Z:Z3i
‖hτ,Z‖ = τDO(`−α+D), (9)
where hτ,Z is an interaction term on the subset Z
that constitutes H2(H1, τ), i.e., H2(H1, τ) =
∑
Z hτ,Z .
Therefore, the time-evolution T e−i
∫ t
0
H2(H1,τ)dτ gives
the Lieb–Robinson bound as e−c(x/`−vt,`t) with the ve-
locity vt,` ∝ g(t) = tDO(`−α+D). For t . `/v1,
this estimation provides the Lieb–Robinson velocity as
tDl−α+D+1 . O(`−α+2D+1). Hence, the contribution
to the Lieb–Robinson velocity from H2 vanishes in the
limit of ` → ∞ for α > 2D + 1. This leads to the fi-
nite Lieb–Robinson velocity v1 for the unitary operator
e−i(H1+H2)t.
In summary, the spread of the operator changes the
effective one-site energy by tD times (see Eq. (9)), which
yields the condition of α > 2D + 1 for the linear light
cone. In our proof for the general Hamiltonian (1), we
decompose the total length scale into pieces and con-
sider the multi-unitary decomposition by generalizing
Eq. (8) (see also Appendix VIII). We then obtain the
Lieb–Robinson bound for each of the decomposed uni-
tary operators and connect them into a single Lieb–
Robinson bound. The technical difficulties lie in that we
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FIG. 3. Schematic of our state-transfer protocol. We show
many copies of the input state here and transform the re-
ceiver into the GHZ state. The protocol effectively amplifies
the long-range interaction strength between the sender and
the receiver by t2D times (D = 1). We can see that this
simple protocol gives an example that realizes the intuitive
picture in Fig. 2. We here consider 1D systems, but the gen-
eralization to high-dimensional systems is straightforward.
need to connect infinitely many Lieb–Robinson bounds;
in the step-by-step connections, a simple estimation
makes the Lieb–Robinson velocity diverge rapidly, and
hence, highly refined analyses are required to obtain a
finite velocity.
V. OPTIMALITY OF THE PRESENT
LIEB–ROBINSON BOUND
We have proved that the condition α > 2D+1 is a suf-
ficient condition for arbitrary Hamiltonians to have the
linear-light cone. We here discuss whether this condi-
tion can be further improved. It has been conjectured in
previous studies [49, 94] that the best general condition
may be given by α > D + 1 from numerical and theo-
retical analyses of specific models. Against the conven-
tional expectation, we show that any improvement from
α > 2D+1 is impossible as long as we consider the gen-
eral long-range interacting systems (1). In the following,
we explicitly provide a quantum-state transfer protocol
that achieves a nonlinear light cone for α < 2D + 1.
We follow a similar setup as in Ref. [2] and consider
the quantum-state transfer between two separated spins
A and B through a spin network, where we define R as
the distance between the spins A and B (Fig. 3). We
start from the initial state |ψ〉 such that all spins are
given by |0〉, namely |ψ〉 := |0〉⊗n. We then apply the
unitary operation U0 or U1 to the spin A, where U0 is
the identity operator and U1 is the spin flip operator
(i.e., U1 = |0〉〈1|+ |1〉〈0|). After applying U0 or U1, the
initial quantum state is transformed into |ψs〉 = |s〉 ⊗
|0〉⊗n−1 with s = 0, 1. After time t, the quantum state
evolves according to the unitary time operation U(t) =
T [e−i
∫ t
0
H(τ)dτ ]. We then define the output state for
spin B as
ρ
(s)
B := trBc
[
U(t)|ψs〉〈ψs|U(t)†
]
. (10)
If we can distinguish between the state ρ(0)B from ρ
(1)
B
with the probability 1, we can achieve the perfect quan-
tum state transfer.
By utilizing the Lieb–Robinson bound (6), we have [2]
‖ρ(1)B − ρ(0)B ‖1 . |t|2D+1R−α, (11)
where ‖ · ‖1 is the trace norm. When ‖ρ(1)B − ρ(0)B ‖1 = 2,
the two states ρ(0)B and ρ
(1)
B are orthogonal to each other
and completely distinguishable. We prove that the up-
per bound of (11) is achievable by combining controlled-
NOT-type short-range interactions and the Ising-type
long-range interactions.
We here consider a one-dimensional (1/2)-spin system
and decompose the time-evolution into three steps (see
Fig. 3). In each of the steps, we take a time of O(t) (e.g.,
t/3). In the first step, we copy the state of the spin
A using the controlled NOT (CNOT) gate operation,
which is generated by a simple bipartite interaction [94].
We define the subset LA as the spins that are the same
state as that of spin A (see Fig. 3). We consider the
dynamics by short-range interactions, and the number
of spins in the subset LA is thus upper-bounded byO(t).
At the same time, we prepare the Greenberger-Horne-
Zeilinger (GHZ) state that includes the spin B. The
GHZ state is also generated by combining the rotation
of the spin B and the CNOT gate operation. We define
the subset LB as the spins that are involved in the GHZ
state. Owing to the short-rangeness of the interactions,
the number of spins in LB is also of O(t).
In the second step, we apply long-range Ising inter-
actions by the Hamiltonian
HIsing =
g
Rα
∑
i∈LA
∑
j∈LB
σzi ⊗ σzj , (12)
with g ≤ g0. Because the states of spins LA are given by
|0 · · · 0〉 or |1 · · · 1〉, the unitary time evolution by HIsing
only changes the phase factor of the GHZ state of spins
LB ; that is, the GHZ state (|00 · · · 0〉 + |11 · · · 1〉)/
√
2
is rotated as (|00 · · · 0〉+ e±2iθ|11 · · · 1〉)/√2 with ± de-
pending on the states of spins LA. Simple and straight-
forward calculations can give the phase shift θ as θ =
gO(t)|LA| · |LB |R−α. Then, if θ is taken as θ = pi/4, the
rotated GHZ states (|00 · · · 0〉 + e±2iθ|11 · · · 1〉)/√2 are
mutually orthogonal.
In the final step, we untangle the rotated GHZ state
and concentrate the phase term on the spin B, which
transforms this state to |00 · · · 0〉 ⊗ (|0〉+ e±2iθ|1〉)/√2.
This procedure is also performed by the CNOT gate
operation; hence, we only need the short-range inter-
actions. In this protocol, we obtain the lower bound
of
‖ρ(1)B − ρ(0)B ‖1 = 2 sin(2θ) & t|LA| · |LB |R−α. (13)
5Considering that |LA| = |LB | = O(t), we can achieve
the theoretical upper bound of (6) with D = 1. Thus,
as long as α < 3, the information can reach a distance
of R = O(t3/α). This protocol can be generalized to
high-dimensional setups, and we obtain the same lower
bound as (13), where we have |LA| = |LB | = O(tD).
Then, the shape of the light cone becomes t(2D+1)/α.
This simple quantum model (i.e., two-body interac-
tion and (1/2)-spin systems) already saturates the Lieb–
Robinson bound of (6); hence, our condition α > 2D+1
for the linear light cone cannot be improved unless we
consider a special class of Hamiltonians. At the same
time of our submission, a similar protocol to achieve the
Lieb-Robinson bound (6) was given [115] with a more
explicit lower bound on the commutator ‖[Oi(t), Oj ]‖.
VI. SUMMARY AND DISCUSSION
In this study, we proved the existence of the linear
light cone (see (5) for the definition) in general long-
range interacting systems, where the interaction decays
as according to the relation R−α (α > 2D + 1) with
respect to the distance R. Our Lieb–Robinson bound
in (6) provided an approximate commutation relation
as ‖[Oi(t), Oj ]‖ . t2D+1(R − v¯t)−α, with rapid decay
beyond r & v¯t. Moreover, the error of the local ap-
proximation for Oi(t) was estimated as in (7), namely
‖Oi(t) − Oi(t, i[R])‖ . tD+1(R − v¯t)−α+D. Our result
was obtained for Hamiltonians with two-body interac-
tions but can be extended to a more general setup (see
Eq. (14) with (15) in Appendix VII), where even the
few-body interactions are not assumed. We also show
an explicit example that our Lieb–Robinson bound is
saturated for α > 2D + 1, and the linearity of the
light cone deteriorates for α < 2D + 1. Therefore, our
condition for the linear light cone is optimal as long
as we consider the general class of Hamiltonians. Al-
though we consider Hamiltonian dynamics throughout
this work, we expect that the same analysis can be ap-
plied to generic Markovian dynamics using the proce-
dures in Refs. [18, 116].
We finally present an open question. In the present
work, although we provided the optimal Lieb–Robinson
bound for α > 2D+1, it is still unclear what can be ob-
tained in the α ≤ 2D+ 1 regimes. The most important
problem is to identify the regime of the exponent α that
ensures the polynomial (or superlinear) light cone. A
state-of-the-art analysis [49] has defined the polynomial
light cone in the form r = t(α−D)/(α−2D) for α > 2D.
In contrast, the super-polynomial light cone has been
explicitly shown for α ≤ D [94]. In tackling this prob-
lem, the simplest case with only two length scales as in
Eq. (8) may be a good starting point. We expect that
our present analysis will provide a better polynomial
light cone for high-dimensional systems.
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VII. FORMAL EXPRESSION OF THE
THEOREM
We demonstrate our theorem here in a general man-
ner. First, some necessary notations are provided; for
arbitrary subsystems X,Y ⊂ Λ, we define dX,Y as the
shortest path length on the lattice that connects X and
Y . If X ∩ Y 6= ∅, dX,Y = 0. For a subset X ⊆ Λ, we
define diam(X) := maxi,j∈X(di,j) + 1, the cardinality
|X| as the number of vertices contained in X, and the
complementary subset of X as Xc := Λ \X.
We consider a general class of the Hamiltonian be-
yond the two-body interaction (1) as
H =
∑
Z⊆Λ
hZ , (14)
where each of the interaction terms {hZ}Z⊆Λ acts on
the sites in Z ⊆ Λ. Notably, we do not assume the
few-body interaction here, i.e., |Z| can be arbitrarily
large up to |Z| = n. Therefore, the Hamiltonian H
includes macroscopic interactions such as σz1⊗σz2⊗· · ·⊗
σzn. However, the assumption (15) below restricts the
amplitude of such interactions as poly(1/n). Here, the
only assumption is the following power-law decay of the
interactions:
sup
i∈Λ
∑
Z:Z3i,diam(Z)≥r
‖hZ‖ ≤ gr−α+D,
sup
i,j∈Λ
∑
Z:Z3{i,j}
‖hZ‖ ≤ g0(di,j + 1)−α (15)
with
α > 2D + 1 (16)
for an arbitrary site pair of {i, j} ⊂ Λ. Here,∑Z:Z3{i,j}
denotes the summation that encompasses all the inter-
action terms {hZ}Z⊆Λ, including the sites i and j, and
‖ · · · ‖ is the operator norm. By considering an appro-
priate energy unit, we set g = 1.
To formulate our main theorem, we first define the
coarse-grained subsets (see Fig. 6). For a subset X ⊆ Λ,
we first define X[r] as the extended subset:
X[r] := {i ∈ Λ|dX,i ≤ r}, (17)
where X[0] = X and r is an arbitrary positive number.
We also define the coarse-grained total set Λ(ξ) as the
minimum subset such that Λ(ξ)[ξ] = Λ, namely
Λ(ξ) := arg min
Z⊆Λ|Z[ξ]=Λ
|Z|, (18)
where Λ(0) = Λ. Similarly, for an arbitrary subset X ⊆
Λ, we define X(ξ) ⊆ Λ(ξ) as follows:
X(ξ) := arg min
Z⊆Λ(ξ)|Z[ξ]⊃X
|Z|, (19)
where X(0) = X. From the definition, the cardinality
of the subset X(ξ) is roughly (1/ξ)D times that of the
original, namely |X(ξ)| ≈ (1/ξ)D|X|.
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FIG. 4. (a) Extended subset. The subset X[r] is defined by extending the original subset X by a distance r. (b) The subset
Λ(ξ) ⊆ Λ is the coarse grained lattice (orange sites) which is defined as the minimum subset such that Λ(ξ)[ξ] = Λ. (c)
For an arbitrary subset X ⊆ Λ (pink region), X(ξ) ⊆ Λ(ξ) is the coarse grained subset (red sites) which is defined as the
minimum subset such that X(ξ)[ξ] ⊇ X. The cardinality of the subset X(ξ) is roughly (1/ξ)D times as the original one,
namely |X(ξ)| ≈ (1/ξ)D|X|.
Using the notation X(ξ), we state our main theorem
as follows:
Main theorem. Let us consider the long-range
interacting Hamiltonian H of the form (14) with
the assumption (15). For |t| ≥ 1, this Hamiltonian
H satisfies the Lieb–Robinson bound for arbitrary
operators OX and OY that are supported on X ⊆ Λ
and Y ⊆ Λ, respectively:
‖[OX(t), OY ]‖
‖OX‖ · ‖OY ‖ ≤ CH
∣∣X(v¯|t|)∣∣·∣∣Y (v¯|t|)∣∣ |t|2D+1 log2D(x+ 1)(x− v¯|t|)α
and
‖[OX(t), OY ]‖
‖OX‖ · ‖OY ‖ ≤ C
′
H
∣∣X(v¯|t|)∣∣2 |t|D+1 log2D(x+ 1)(x− v¯|t|)α−D ,
where CH , C′H , and v¯ are constants that depend only on
parameters {D, g0, α} and a geometric constant that is
determined by the lattice structure. Note that we use
the notation from Eq. (19) with ξ = v¯|t|.
Here, the coefficient log2D(x + 1) exists because
of a technical reason, which results from the macro-
scopic interactions in Eq. (14) (e.g., O(n)-body
interactions). If we restrict ourselves to the few-body
(or k-local) Hamiltonians with k = O(1), namely
H =
∑
Z⊆Λ, |Z|≤k
hZ , (20)
the Lieb–Robinson bound is slightly improved as
follows:
Main theorem (k-local Hamiltonians). Let
us consider the long-range interacting Hamiltonian H
of the form (20) with the assumption (15). For |t| ≥ 1,
this Hamiltonian H satisfies the Lieb–Robinson bound
as follows:
‖[OX(t), OY ]‖
‖OX‖ · ‖OY ‖ ≤ C
(k)
H
∣∣X(v¯(k)|t|)∣∣·∣∣Y (v¯(k)|t|)∣∣ |t|2D+1(x− v¯(k)|t|)α
and
‖[OX(t), OY ]‖
‖OX‖ · ‖OY ‖ ≤ C
(k)′
H
∣∣X(v¯(k)|t|)∣∣2 |t|D+1(x− v¯(k)|t|)α−D ,
where C(k)H , C(k)
′
H and v¯(k) are constants that depend
only on the parameters {D, g0, α, k} and a geometric
constant that is determined by the lattice structure.
The first and second inequalities in the above theorem
reduce to the inequalities (6) and (7) in the main part,
respectively; in deriving the inequality (7), we use
the discussion in Ref. [2] to relate the commutator
inequality to the local approximation.
VIII. SKETCH OF THE PROOF
We herein show the essential ideas, and further details
are provided in the supplementary materials [117]. For
the proof, we first decompose the length scale into ≤
`t and > `t for a fixed t and consider the following
decomposition for the total Hamiltonian: H = H≤`t +
H>`t , where we define H≤` for arbitrary ` ∈ N as the
operator that includes all the interaction terms whose
length scales are less than `: H≤` =
∑
diam(Z)≤` hZ .
In the case where the length ` is short range or ` =
O(1), the Hamiltonian H≤` provides the Lieb–Robinson
bound with a finite velocity. However, we consider the
case of ` = `t with `t depending on time t here. In
the following computations, we choose `t = |t|η˜ with
η˜ := 1 − α−2D−12(α−D) < 1. When the length scale ` is in
the middle-range between ` = O(t0) and ` = ∞, it
is no longer considered trivial if the light-cone for the
dynamics by H≤`t is retained.
To obtain the Lieb–Robinson bound for H≤` with a
generic `, we further decompose H≤` as follows (Fig. 5):
H≤` =
q∗∑
q=1
Hq, Hq :=
∑
`q−1≤diam(Z)<`q
hZ .
We define a set of length scales {`q}q
∗
q=1 as `q = `
1+ηq
q−1
with ηq > 0, where {ηq}q
∗
q=2 is appropriately chosen such
that {`q}q
∗
q=1 is an integer and there exists an integer
q∗ ∈ N satisfying `q∗ = `(1+η2)(1+η3)···(1+ηq∗ )1 = `. In this
case, `q increases by the double exponential function
with respect to q.
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FIG. 5. Decomposition of the length scale. We first decompose the total Hamiltonian into two regimes: H≤`t and H>`t .
The Hamiltonian H≤`t includes all the interactions up to the length scale `t that is dependent on time, and H>`t includes
the other interactions. To obtain the middle-range Lieb–Robinson bound, we further decompose the range [1, `t] into q∗
segments. We start from the Hamiltonian that only includes the length scale `1 and iteratively consider the increasing length
scales.
In deriving the Lieb–Robinson bound for e−iH≤`t, we
iteratively take in the increasing length scales. We be-
gin with the unitary operator e−iH1t; as long as `1 is
independent of t, the Lieb–Robinson bound for e−iH1t
is in the shorter range with a velocity of v1 = O(1).
Then, using this Lieb–Robinson bound, we derive a
new Lieb–Robinson bound for e−i(H1+H2)t = e−iH1:2t,
where we define H1:q :=
∑q
s=1Hs with 1 ≤ q ≤ q∗.
This process is repeated to extend the length scales for
`1 → `2 → · · · → `q∗ = `. In each of these steps, based
on the Lieb–Robinson bound for e−iH1:q−1t, we update
the Lieb–Robinson bound for e−iH1:qt.
In the first update, we start from the following de-
composition of the unitary operator e−iH1:2t:
U2,t := e−i(H1+H2)t = e−iH1tT e−
∫ t
0
H2(H1,τ)dτ .
The operator spreading by e−iH1t is of the order
of O(v1t); hence, as long as t ≤ ∆t2 ≈ `2/v1,
H2(H1, τ) (τ ≤ ∆t2) has the same interaction length
as the original, namely `2. Thus, we can obtain
the Lieb–Robinson bound with a linear light cone for
T e−
∫ ∆t2
0
H2(H1,τ)dτ . For any unspecified time t, we con-
sider U2,t = Um2,∆t2U2,∆t′2 , with t = m∆t2 + ∆t
′
2, where
∆t2 ∝ `2/v1 and ∆t′2 < ∆t2. By appropriately con-
necting all the Lieb–Robinson bounds, this results in a
Lieb–Robinson bound of the following form:
‖[OX(H≤`2 , t), OY ]‖ . (1 + x/`2)D−1e−2(x−v2|t|)/`2
with x = dX,Y , where the velocity v2 > v1 is upper-
bounded using the Lieb–Robinson velocity v1 for e−iH1t.
For general q−1, we define vq−1 as the Lieb–Robinson
velocity for e−iH1:q−1t and analyze the unitary oper-
ator Uq,t := e−iH1:qt, which we decompose as Uq,t =
Umq,∆tqUq,∆t′q with
Uq,∆tq = e−iH1:q−1∆tqT e−
∫ ∆tq
0
Hq(H1:q−1,τ)dτ
and t = m∆tq + ∆t′q; here, ∆tq ∝ `q/vq−1 and
∆t′q < ∆tq. From the choice of ∆tq, we can ensure that
Hq(H1:q−1, τ) has the same interaction length as that
of Hq, namely `q. We then obtain the Lieb–Robinson
bound for H1:q as follows:
‖[OX(H1:q, t), OY ]‖ . (1 + x/`q)D−1e−2(x−vq|t|)/`q
where vq depends on the vq−1. Thus, we iteratively es-
timate the Lieb–Robinson velocity vq using vq−1. Fur-
ther, we can derive the following recursion relation:
vq = vq−1
(
1 + c log(`q)
`ηq−1
+ c
′
log(`q−1)
)
,
where η =
√
1 + α−(2D+1)D+2 − 1 and c, c′ are constants.
We provide the explicit form in [117]. The length scale
`q is now lower-bounded by a double exponential func-
tion with respect to q. Therefore, limq→∞ vq converges
to a constant v∗, and we obtain the following “middle-
range Lieb–Robinson bound” for e−iH≤`t:
‖[OX(H≤`, t), OY ]‖ . (1 + x/`)D−1e−2(x−v∗|t|)/`.
(21)
In this manner, we can ensure that H≤` retains the
linear light cone for ` . t from (21), whereas no such
confirmation is possible for ` & t. Thus, we consider the
case of ` = `t and decompose the total time evolution
as
e−iHt = e−iH≤`t tU>`t ,
where U>`t := T e−i
∫ t
0
H>`t (H≤`t ,τ)dτ . In or-
der to estimate the quasi-locality of the interaction
for H>`t(H≤`t , τ), we apply the middle-range Lieb–
Robinson bound (21). Based on the quasi-locality, we
utilize the standard recursion approach [14, 15] to ob-
tain the Lieb-Robinson bound for U>`t . After intricate
calculations, we obtain the Lieb–Robinson bound for
U>`t as
‖[U†>`tOXU>`t , OY ]‖ .
|t|2D+1 log2D(x+ 1)
(x− κ0v∗|t|)α , (22)
where κ0 is a constant. We then connect the two Lieb–
Robinson bounds for e−iH≤`t t (21) and U>`t (22) to
derive the total Lieb–Robinson bound in the main the-
orem.
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IX. SETUP
A. Definition of the lattice
We here recall the setup in the main theorem. We consider a quantum spin system with n spins, where each of
the spin sits on a vertex of the D-dimensional graph (or D-dimensional lattice) with Λ the total spin set, namely
|Λ| = n. We assume that a finite dimensional Hilbert space is assigned to each of the spins. We note that our Lieb-
Robinson bound does not depend on the spin dimensions. For a partial set X ⊆ Λ, we denote the cardinality, that
is, the number of vertices contained in X, by |X| (e.g. X = {i1, i2, . . . , i|X|}). We also denote the complementary
subset of X by Xc := Λ \X.
For arbitrary subsets X,Y ⊆ Λ, we define dX,Y as the shortest path length on the graph that connects X and
Y ; that is, if X ∩ Y 6= ∅, dX,Y = 0. When X is composed of only one element (i.e., X = {i}), we denote d{i},Y by
di,Y for the simplicity. We also define diam(X) as follows:
diam(X) := 1 + max
i,j∈X
(di,j). (S.1)
B. Definition of the long-range interacting Hamiltonian
We consider a Hamiltonian as
H =
∑
Z⊆Λ
hZ , (S.2)
where each of the interaction terms {hZ}Z⊆Λ acts on the sites of Z ⊆ Λ. Note that we here do not need to assume
the few-body interaction (i.e., |Z| = O(1)). We do not explicitly consider the time-dependence of the Hamiltonians,
but all the analyses can be generalized to the time-dependent Hamiltonians.
When we discuss the few-body interactions, we impose the following additional assumption:
H =
∑
Z⊆Λ,|Z|≤k
hZ . (S.3)
This Hamiltonian includes at most k-body interactions, and we refer to such a Hamiltonian as “k-local Hamiltonian.”
For example, in the case of |Z| ≤ 2 (i.e., including up to two-body interactions), the Hamiltonian is given in the
form of
H =
∑
Z:|Z|=2
hZ +
∑
Z:|Z|=1
hZ =
∑
i<j
hi,j +
n∑
i=1
hi. (S.4)
In the main text, we considered the above Hamiltonian for the simplicity of the notation. If we consider the k-local
Hamiltonian instead of the generic Hamiltonian (S.2), our main results are slightly modified as shown in Table I.
TABLE I. Dependence of the k-locality of our main theorems. Theorem 2 does not depend on the k-locality.
Hamiltonian Theorem 1 Theorem 2 Theorem 3
Generic Hamiltonians in Eq. (S.2) (S.27) and (S.28) (S.32) (S.38)
k-local Hamiltonians in Eq. (S.3) (S.29) and (S.30) (S.32) (S.39)
14
Throughout the paper, for arbitrary operators A and O, we define
O(A, t) := eiAtOe−iAt. (S.5)
In particular, for A = H, we denote
O(t) := eiHtOe−iHt (S.6)
for the simplicity of the notation.
In order to characterize the long-range interaction of the Hamiltonian, we impose the following assumption for
the Hamiltonian:
Assumption 1 (Power-law decaying interactions). We assume the power-law decay of the interaction in the fol-
lowing senses:
sup
i∈Λ
∑
Z:Z3i,diam(Z)≥r
‖hZ‖ ≤ gr−α+D, (S.7)
sup
i,j∈Λ
∑
Z:Z3{i,j}
‖hZ‖ ≤ g0(di,j + 1)−α (S.8)
with
α > 2D + 1, (S.9)
where ‖ · · · ‖ denotes the operator norm and the parameters g, g0 are O(1) constants which do not depend on the
system size n. By taking the energy unit appropriately, we set
g = 1. (S.10)
Here,
∑
Z:Z3i,diam(Z)≥r means the summation which picks up all the subsets Z ⊆ Λ such that Z 3 i and diam(Z) ≥
r. In the similar way,
∑
Z:Z3{i,j} means the summation which picks up all the subsets Z ⊆ Λ which include {i, j}
We notice that we actually need only the condition (S.8) since it implies the condition (S.7).
From the assumption (S.8), we can also derive∑
Z:Z∩X 6=∅,Z∩Y 6=∅
‖hZ‖ ≤
∑
i∈X
∑
j∈Y
∑
Z:Z3{i,j}
‖hZ‖ ≤ g0
∑
i∈X
∑
j∈Y
(di,j + 1)−α ≤ g0|X| · |Y |(dX,Y + 1)−α, (S.11)
where we use dX,Y ≤ di,j for i ∈ X and j ∈ Y .
C. Coarse grained set (Fig. 6)
For a subset X ⊆ Λ, we define X[r] as
X[r] := {i ∈ Λ|dX,i ≤ r}, (S.12)
where X[0] = X and r is an arbitrary positive number (i.e., r ∈ R+). We also define the coarse grained total set
Λ(ξ) as the minimum subset such that Λ(ξ)[ξ] = Λ, namely
Λ(ξ) := arg min
Z⊆Λ|Z[ξ]=Λ
|Z|, (S.13)
where Λ(0) = Λ. Similarly, for an arbitrary subset X ⊆ Λ, we define X(ξ) (⊆ Λ(ξ)) as
X(ξ) := arg min
Z⊆Λ(ξ)|Z[ξ]⊇X
|Z|, (S.14)
where X(0) = X. From the definition, because of X(ξ2)[ξ1 + ξ2] = (X(ξ2)[ξ2])[ξ1] ⊇ X[ξ1], we notice that
X[ξ1] ⊆ X(ξ2)[ξ1 + ξ2] and |X[ξ1]| ≤ |X(ξ2)[ξ1 + ξ2]|, (S.15)
where we use the fact that |X| ≤ |Y | for X ⊆ Y .
We introduce a geometric parameter γ which is determined only by the lattice structure. We define γ ≥ 1 as a
constant of O(1) which satisfies all the following inequalities for arbitrary ξ ∈ R+ and X ⊆ Λ:
|X| ≤ γ[diam(X)]D, (S.16)
|i[r]| ≤ γ(2r)D (r ≥ 1), (S.17)
|X(ξ)| ≤ max (1, γ[diam(X)/ξ]D) , (S.18)
max
i∈Λ
(
#{j ∈ Λ(ξ)|r ≤ di,j < r + ξ}
)
≤ 2γD(2r/ξ)D−1 for r ≥ ξ ≥ 1, (S.19)
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X
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⇠
⇤(⇠)
(b)Definition of Λ(ξ)
X(⇠)
X
(c)Definitions of X(ξ)
FIG. 6. (a) Extended subset. The subset X[r] is defined by extending the original subset X by a distance r. (b) The subset
Λ(ξ) ⊆ Λ is the coarse grained lattice (orange sites) which is defined as the minimum subset such that Λ(ξ)[ξ] = Λ. (c) For an
arbitrary subset X ⊆ Λ (pink region), X(ξ) ⊆ Λ(ξ) is the coarse grained subset (red sites) which is defined as the minimum
subset such that X(ξ)[ξ] ⊇ X. As shown in (S.18), the cardinality of the subset X(ξ) is roughly (1/ξ)D times as the original
one, namely |X(ξ)| ≈ (1/ξ)D|X|.
where we have defined diam(X) = maxi,j∈X(di,j) + 1 ≥ 1. Note that the inequality (S.17) implies
|X[r]| =
∣∣∣∣∣⋃
i∈X
i[r]
∣∣∣∣∣ ≤∑
i∈X
|i[r]| ≤ γ(2r)D|X|. (S.20)
Furthermore, we compare two subset X(ξ) and X(cξ) with c ≥ 1. Because of X(cξ)[cξ] ⊇ X, we have X(ξ) ≤
(X(cξ)[cξ])(ξ), and hence∣∣X(ξ)∣∣≤ ∣∣(X(cξ)[cξ])(ξ)∣∣≤ ∑
i∈X(cξ)
∣∣(i[cξ])(ξ)∣∣≤ ∑
i∈X(cξ)
γ(2c)D ≤ γ(2c)D∣∣X(cξ)∣∣, (S.21)
where in the third inequality we utilize (S.17).
X. MAIN RESULTS
A. Definitions
We first define G(x, t,X ,Y)-Lieb-Robinson bound and G(x, t,X )-Lieb-Robinson bound as follows:
Definition 1. Let H0 be an arbitrary Hamiltonian. Then, the Hamiltonian H0 satisfies G(x, t,X ,Y)-Lieb-Robinson
bound if it satisfies
‖[OX (H0, t), OY‖
‖OX ‖ · ‖OY‖ ≤ G(x, t,X ,Y), x = dX ,Y (S.22)
for arbitrary operators OX and OY which are supported on X and Y, respectively, where we define OX (H0, t) as in
Eq. (S.5). If the function G(x, t,X ,Y) does not depend on the subset Y, we simply denote it by G(x, t,X ).
The definition clearly implies G(x, t,X ,Y) ≤ 2 from ‖[OX (H0, t), OY‖ ≤ 2‖OX‖ · ‖OY ‖ and we assume that the cut
off is automatically included in the definition. For example, when G(x, t,X ,Y) is given in the form of
G(x, t,X ,Y) = min (2, |X | · |Y|e−x+vt) , (S.23)
we denote it by omitting the min(2, · · · ) for the simplicity of the notation:
G(x, t,X ,Y) = |X | · |Y|e−x+vt. (S.24)
The function G(x, t,X ) is connected to an error in approximating time-evolved operator on a local region. We
show the following lemma which has been given in Ref. [2]:
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Lemma 1 (Bravyi, Hastings and Verstaete [2]). Let H0 be an arbitrary Hamiltonian satisfying G(x, t,X )-Lieb-
Robinson bound. For arbitrary subsets X, X˜ ⊆ Λ, we define OX(H0, t, X˜) as the local approximation of OX(H0, t)
onto the subset X˜:
OX(H0, t, X˜) :=
1
trX˜c(1ˆ)
trX˜c [OX(t)]⊗ 1ˆX˜c , (S.25)
where trX˜c(· · · ) is the partial trace with respect to the subset X˜c. The definition implies that the operator
OX(H0, t, X˜) is supported on the subset X˜ and it also satisfies ‖OX(H0, t, X˜)‖ ≤ ‖OX‖. Then, by choosing
X˜ = X[r] (r ∈ N), we obtain
‖OX(H0, t)−OX(H0, t,X[r])‖ ≤ G(r, t,X), (S.26)
where ‖OX‖ = 1 and X[r] was defined in Eq. (S.12). Recall that we mean by G(x, t,X ) the function G(x, t,X ,Y)
which does not depend on the subset Y.
B. Main theorem
We here show our main theorems:
Theorem 1 (Lieb-Robinson bound for long-range interacting systems). Let us consider the long-range interacting
Hamiltonian H satisfying the assumption 1. For |t| ≥ 1, the Hamiltonian H satisfies the GH(x, t,X ,Y)-Lieb-
Robinson bound as
GH(x, t,X ,Y) = CH
∣∣X (v¯|t|)∣∣·∣∣Y(v¯|t|)∣∣ |t|2D+1 log2D(x+ 1)(x− v¯|t|)α (|t| ≤ x/v¯) (S.27)
and
GH(x, t,X ) = C′H
∣∣X (v¯|t|)∣∣2 |t|D+1 log2D(x+ 1)(x− v¯|t|)α−D (|t| ≤ x/v¯), (S.28)
where CH , C′H and v¯ are constants which depend only on the parameters {D, g0, α, γ}. Note that we use the notation
in Eq. (S.14) for X (v¯|t|) and Y(v¯|t|).
Theorem 1’ (k-local Hamiltonian). Let us impose an additional assumption of the k-locality (S.3) with k =
O(1). Then, the Hamiltonian H satisfies the G(k)H (x, t,X ,Y)-Lieb-Robinson bound as
G(k)H (x, t,X ,Y) = C(k)H
∣∣X (v¯(k)|t|)∣∣·∣∣Y(v¯(k)|t|)∣∣ |t|2D+1(x− v¯(k)|t|)α (|t| ≤ x/v¯(k)) (S.29)
and
G(k)H (x, t,X ) = C(k)
′
H
∣∣X (v¯(k)|t|)∣∣2 |t|D+1(x− v¯(k)|t|)α−D (|t| ≤ x/v¯(k)), (S.30)
where C(k)H , C(k)
′
H and v¯(k) are constants which depend only on the parameters {D, g0, α, γ, k}.
Remark. From the theorem, outside the light-cone of R ≥ v¯|t|, the commutator is as small as O(R−α). The first
inequality (S.27) is stronger than the second one (S.28) when subset Y is small. However, in the case where Y is
infinitely large, the inequality (S.27) is useless. For example, in order to obtain the local approximation (S.26) for
time-evolved operators, we need the second inequality (S.28).
In the case of generic Hamiltonians, we need the logarithmic correction log2D(x+ 1). This condition arises from
Theorem 3 below, which characterizes a contribution from interactions with sufficiently long length scales. This
logarithmic correction can be deleted when we assume the k-locality of the Hamiltonian (see Theorem 3’).
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FIG. 7. Outline of the proof. In the proof, we decompose the Hamiltonian as in Eq. (S.34). The unitary operator e−iHt
also consists of e−iH≤`t t and U>`t = T e−i
∫ t
0
H>`t (H≤`t ,τ)dτ as in Eq. (S.36). The former one characterizes the middle-range
interactions, while the latter one gives the contribution from the long-range interactions. Then, the central tasks for the proof
of Theorem 1 are the derivations of the Lieb-Robinson bounds for e−iH≤`t t and U>`t , which are given by Theorems 2 and 3
(or Theorem 3’), respectively. The remaining task is to connect these two bounds, which are given by Eqs. (S.40)—(S.55).
For a technical reason (see Sec. XI), we first restrict the subset Y such that diam(Y ) ≤ 2v∗|t|+1 as in Eq. (S.41). Afterward,
we remove the restriction by using Proposition 5, which completes the proof of Theorem 1.
C. Proof of Theorem 1 (see also Fig. 7 for the basic outline)
Before discussing the long-range interaction, we consider the Lieb-Robinson bound which is obtained from the
following Hamiltonian with an interaction truncation:
H≤` =
∑
Z⊆Λ:diam(Z)≤`
hZ . (S.31)
As long as ` = O(1), the Hamiltonian gives the Lieb-Robinson bound with a finite velocity (see Lemma 3). However,
when we choose the length ` depending on the time t, it is highly nontrivial whether the unitary operator e−iH≤`t
satisfies the Lieb-Robinson bound with a finite velocity or not. This kind of “middle-range” Lieb-Robinson bound
is crucial in discussing the long-range Lieb-Robinson bound. We here show the following theorem which we will
prove in Sec. XII:
Theorem 2 (Middle-range Lieb-Robinson bound). We consider a Hamiltonian H which satisfies Assumption (S.7)
with α > 2D + 1. Then, for arbitrary `, the Hamiltonian H≤` satisfies the G≤`(x, t,X )-Lieb-Robinson bound with
G≤`(x, t,X ) = C˜0
∣∣X ∣∣2(1 + x/`)D−1e−2(x−v∗|t|)/`, (S.32)
where v∗ is a constant which depends only on the parameters {D, g0, α, γ} and
C˜0 := 43e
10/315DD!γζ2, ζ2 := 16e3γ2 · 45D. (S.33)
From Theorem 2, we ensure that the middle-range Lieb-Robinson bound (S.32) retains the linear light cone for
` ≤ O(t). Afterward, we prove the long-range Lieb-Robinson bound by using this middle-range Lieb-Robinson
bound. For the purpose, we consider the following decomposition of the total Hamiltonian into
H = H≤`t +H>`t (S.34)
with
`t = |t|η˜, η˜ := 1− α− 2D − 12(α−D) , (S.35)
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where we defined H≤`t by Eq. (S.31). Note that under the condition of α > 2D+1 we have η˜ < 1 and the dynamics
by H≤`t retains the linear light cone. We then decompose the unitary operator e−iHt into the form of
e−iHt = e−iH≤`t tT e−i
∫ t
0
H>`t (H≤`t ,τ)dτ , (S.36)
where T is the time-ordering operator and we use the notation (S.5), namely H>`t(H≤`t , τ) = eiH≤`tτH>`te−iH≤`tτ .
We have already obtained the Lieb-Robinson bound for e−iH≤`t t from Theorem 2. Hence, we need to consider the
Lieb-Robinson bound for the unitary operator of
U>`t := T e−i
∫ t
0
H>`t (H≤`t ,τ)dτ . (S.37)
We can prove the following theorem on the Lieb-Robinson bound for the unitary operator U>`t (see Sec. XIV for
the proof):
Theorem 3 (Contribution by the long-range interacting terms). Under the choice of `t by Eq. (S.35), the unitary
operator (S.37) satisfies the G>`t(x, t,X ,Y)-Lieb-Robinson bound as
G>`t(x, t,X ,Y) =J0
∣∣X (v∗|t|)∣∣·∣∣Y(v∗|t|)∣∣ |t|2D+1 log2D(x+ 1)(x− κ0v∗|t|)α , (S.38)
where J0 and κ0 are constants which depend only on the parameters {D, g0, α, γ}.
The logarithmic term log2D(x+ 1) appears from the contribution by the macroscopic interactions (e.g., O(n)-body
interactions). It vanishes under the assumption of the k-locality (i.e., few-body interactions) as follows:
Theorem 3’ (k-local Hamiltonian). Let us assume the k-locality of the Hamiltonian [see Eq. (S.3) for the
definition]. Then, under the same setup as that of Theorem 3, we obtain the Lieb-Robinson bound G(k)>`t(x, t,X ,Y)
G(k)>`t(x, t,X ,Y) =J
(k)
0
∣∣X (v∗|t|)∣∣·∣∣Y(v∗|t|)∣∣ |t|2D+1(x− κ0v∗|t|)α , (S.39)
where J (k)0 and κ0 are constants which depend only on the parameters {D, g0, α, γ, k}.
By using Theorems 2 and 3, we prove the main theorem as follows. We here estimate the norm of the commutator
‖[OX(t), OY ]‖ = ‖[U†>`tOXU>`t , OY (H≤`t ,−t)]‖, R = dX,Y (S.40)
for operators OX and OY with ‖OX‖ = ‖OY ‖ = 1, where we impose the restriction of
diam(Y ) ≤ 2v∗|t|+ 1. (S.41)
This restriction is removed afterward. Note that we impose no restrictions on X. By using the notation of
Eq. (S.25), we first decompose OY (H≤`t ,−t) as
OY (H≤`t ,−t) = OY (H≤`t ,−t, Y [ξ1]) +Ot,Y [ξj∗ ] +
j∗∑
j=2
Ot,Y [ξj ],
Ot,Y [ξj ] := OY (H≤`t ,−t, Y [ξj ])−OY (H≤`t ,−t, Y [ξj−1]),
Ot,Y [ξj∗ ] := OY (H≤`t ,−t)−OY (H≤`t ,−t, Y [ξj∗ ]), ξj∗ := bR/2c, (S.42)
where ξ1 < ξ2 < · · · < ξj∗ = bR/2c and we will appropriately determine {ξj}j∗−1j=1 afterwards. From the inequal-
ity (S.26) in Lemma 1, we have
‖OY (H≤`t ,−t, Y [ξ1])‖ ≤ 1,
‖Ot,Y [ξj∗ ]‖ ≤ G≤`t(ξj∗ , t, Y ) = G≤`t(bR/2c, t, Y ),
‖Ot,Y [ξj ]‖ = ‖OY (H≤`t ,−t, Y [ξj ])−OY (H≤`t ,−t, Y [ξj−1])‖
≤ ‖OY (H≤`t ,−t, Y [ξj ])−OY (H≤`t ,−t)‖+ ‖OY (H≤`t ,−t)−OY (H≤`t ,−t, Y [ξj−1])‖
≤ 2G≤`t(ξj−1, t, Y ), (S.43)
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where we use ξj∗ := bR/2c and G≤`t(ξj , t, Y ) ≤ G≤`t(ξj−1, t, Y ). By using the above decomposition, we obtain the
upper bound of the commutator (S.40) as follows:
‖[U†>`tOXU>`t , OY (H≤`t ,−t)]‖
≤‖[U†>`tOXU>`t , OY (H≤`t ,−t, Y [ξ1])]‖+ ‖[U
†
>`t
OXU>`t , Ot,Y [ξj∗ ]]‖+
∞∑
j=2
‖[U†>`tOXU>`t , Ot,Y [ξj ]]‖
≤G>`t(R− ξ1, t,X, Y [ξ1]) · ‖OY (H≤`t ,−t, Y [ξ1])‖+ 2‖OX‖ · ‖Ot,Y [ξj∗ ]‖+
j∗∑
j=2
G>`t(R− ξj , t,X, Y [ξj ]) · ‖Ot,Y [ξj ]‖
≤G>`t(R− ξ1, t,X, Y [ξ1]) + 2G≤`t(bR/2c, t, Y ) + 2
j∗∑
j=2
G>`t(R− ξj , t,X, Y [ξj ]) · G≤`t(ξj−1, t, Y ), (S.44)
where we use Theorems 3 from the second line to the third line, and use the inequalities in (S.43) and ‖OX‖ = 1
from the third line to the fourth line.
We, in the following, determine {ξj}j∗−1j=1 such that
G≤`t(ξj , t, Y ) = C˜0
∣∣Y ∣∣2(1 + ξj/`t)D−1e−2(ξj−v∗|t|)/`t ≤ e−j (S.45)
for each of j ≥ 1, where we use the form of Eq. (S.32) for G≤`t(ξj , t, Y ). First, because of diam(Y ) ≤ 2v∗|t|+ 1, we
obtain ∣∣Y ∣∣2≤ γ2(2v∗|t|+ 1)2D, (S.46)
where we use the inequality (S.16). Thus, we need to choose ξj as
ξj = c1v∗|t|+ c2`tj = c1v∗|t|+ c2|t|η˜j, (S.47)
where c1 and c2 are constants which depend on v∗, C˜0 and η˜; that is, they depend on {D, g0, α, γ}. Remember that
we have chosen `t as in Eq. (S.35). By applying the inequality (S.45) to (S.44), we obtain
‖[U†>`tOXU>`t , OY (H≤`t ,−t)]‖ ≤ 2G≤`t(bR/2c, t, Y ) + 2
j∗∑
j=1
e−j+1 · G>`t(R− ξj , t,X, Y [ξj ]), (S.48)
where the first term in (S.44) is now involved in the summation.
We then consider the values of G>`t(R− ξj , t,X, Y [ξj ]) for j ≤ j∗. Because of ξj ≤ bR/2c ≤ R/2, we obtain
G>`t(R− ξj , t,X, Y [ξj ]) = J0
∣∣X(v∗|t|)∣∣·∣∣Y [ξj ](v∗|t|)∣∣ |t|2D+1 log2D(R− ξj + 1)(R− ξj − κ0v∗|t|)α
≤ J0
∣∣X(v∗|t|)∣∣γ(3 + 2c1 + 2c2j|t|−1+η˜/v∗)D |t|2D+1 log2D(R+ 1)(R/2− κ0v∗|t|)α , (S.49)
where we estimate
∣∣Y [ξj ](v∗|t|)∣∣ by using the inequality (S.18) as follows:
∣∣Y [ξj ](v∗|t|)∣∣≤ γ (diam(Y ) + 2ξj
v∗|t|
)D
≤ γ(3 + 2c1 + 2c2j|t|−1+η˜/v∗)D, (S.50)
where in the second inequality we use (v∗|t|)−1diam(Y ) ≤ 2+(v∗|t|)−1 ≤ 3 and the form of Eq. (S.47). By applying
the inequality (S.49) to (S.48), we obtain
‖[U†>`tOXU>`t , OY (H≤`t ,−t)]‖
≤2G≤`t(bR/2c, t, Y ) + 2J0γ
∣∣X(v∗|t|)∣∣ |t|2D+1 log2D(R+ 1)(R/2− κ0v∗|t|)α
j∗∑
j=1
e−j+1(3 + 2c1 + 2c2j|t|−1+η˜/v∗)D
≤2G≤`t(bR/2c, t, Y ) + 2α+1c3J0γ
∣∣X(v∗|t|)∣∣ |t|2D+1 log2D(R+ 1)(R− 2κ0v∗|t|)α . (S.51)
We here define c3 as
c3 :=
∞∑
j=1
e−j+1(3 + 2c1 + 2c2j/v∗)D ≥
j∗∑
j=1
e−j+1(3 + 2c1 + 2c2j|t|−1+η˜/v∗)D, (S.52)
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where the inequality c2j/v∗ ≥ c2j|t|−1+η˜/v∗ is satisfied from the condition of |t| ≥ 1 in the theorem.
We define the parameter κ˜0 (> κ0) so that that it satisfies the following inequality for R > κ˜0v∗|t|:
G≤`t(bR/2c, t, Y ) ≤ 2αc3J0γ
∣∣X(v∗|t|)∣∣ |t|2D+1 log2D(R+ 1)(R− 2κ˜0v∗|t|)α . (S.53)
More specifically, from the inequality (S.32), κ˜0 is defined by
C˜0
∣∣Y ∣∣2(1 + bR/2c/|t|η˜)D−1e−2|t|−η˜(bR/2c−v∗|t|) ≤ 2αc3J0γ∣∣X(v∗|t|)∣∣ |t|2D+1 log2D(R+ 1)(R− 2κ˜0v∗|t|)α . (S.54)
Because of η˜ < 1 and diam(Y ) ≤ 2v∗|t| + 1, we can always find such a parameter κ˜0 which depends only on
{D, g0, α, γ}. The inequality (S.53) reduces the inequality (S.51) to
‖[OX(t), OY ]‖ = ‖[U†>`tOXU>`t , OY (H≤`t ,−t)]‖ ≤ 2α+2c3J0γ
∣∣X(v∗|t|)∣∣ |t|2D+1 log2D(R+ 1)(R− 2κ˜0v∗|t|)α . (S.55)
We note that the subset Y is now restricted by the condition (S.41), namely diam(Y ) ≤ 2v∗|t|+ 1.
In order to remove the restriction, we use Proposition 5 in the subsequent section. Here, the inequality (S.55) is
given in the form of (S.69) by choosing
F(t,X ,Y) = 2α+2c3J0γ
∣∣X (v∗|t|)∣∣·|t|2D+1, p = 2D, ξ = v∗|t|, α0 = α, κ = 2κ˜0. (S.56)
Then, from the inequalities (S.70) and (S.72), we obtain
G(x, t,X ,Y) = 2α+3c3J0γ
∣∣X (v∗|t|)∣∣·∣∣Y(v∗|t|)∣∣ |t|2D+1 log2D(x+ 1)(x− 2κ˜0v∗|t|)α (S.57)
and
G(x, t,X ,Y) = 2α+2c3J0γC′2κ˜0,2D,α(v∗)−D
∣∣X (v∗|t|)∣∣2 |t|D+1 log2D(x+ 1)(x− 2κ˜0v∗|t| − 4v∗|t|)α−D (S.58)
for x ≥ (2κ˜0 + 5)v∗|t|, where C′2κ˜0,2D,α is defined by Eq. (S.73). Therefore, the two inequalities (S.57) and (S.58)
reduce to the inequalities (S.27) and (S.28) respectively by choosing v¯ = (2κ˜0 + 5)v∗; in order to upper-bound
X (v∗|t|) by X (v¯|t|), we utilize the inequality (S.21). We note that all the constants depend only on {D, g0, α, γ}.
In deriving the Lieb-Robinson bound for k-local Hamiltonians, we follow the same analytical steps. The only
difference is that we utilize Theorem 3’ instead of Theorem 3. After straightforward calculations, we can derive
the inequalities (S.29) and (S.30). This completes the proof of the main theorem. 
XI. EXTENDING THE LIEB-ROBINSON BOUND FOR LOCAL OPERATORS TO THAT FOR
GENERIC OPERATORS
We first consider the Lieb-Robinson function G(x, t,X ,Y) under the constraint that the local subsets X ,Y
satisfy diam(X ),diam(Y) ≤ 2ξ + 1 for a given ξ. In our analyses, it is crucial to relate the Lieb-Robinson bound
for local operators to that for generic operators, including global operators that have no restrictions on diam(X )
and diam(Y).
To make the motivation clearer, we consider a connection of the Lieb-Robinson bounds from different time-
evolutions e−iH1t and e−iH2t. We are now interested in the commutator of ‖[eiH2teiH1tOXe−iH1te−iH2t, OY ]‖. The
difficulty in the connection lies in the subset dependence (i.e., |X| or |Y |) of the Lieb-Robinson bound. We often
obtain the Lieb-Robinson bounds for e−iH1t and e−iH2t in the form of
‖[OX(Hj , t), OY ]‖ ≤ |X|Fj(x, t) (‖OX‖ = ‖OY ‖ = 1) (S.59)
for j = 1, 2 and x = dX,Y (see [15, 17] for example), where Fj(x, t) is determined by details of Hj . In order to
connect the Lieb-Robinson bounds for e−iH1t and e−iH2t to obtain that for e−iH1te−iH2t, we consider a similar
decomposition to Eq. (S.42):
OX(H1, t) =
∞∑
s=1
O˜X[sξ] (S.60)
with
O˜X[ξ] = OX(H1, t,X[ξ]), O˜X[sξ] = OX(H1, t,X[sξ])−OX(H1, t,X[(s− 1)ξ]) (s ≥ 2), (S.61)
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where ξ is appropriately chosen and we use the definition (S.25). Note that lims→∞OX(H1, t,X[sξ]) = OX(H1, t)
and the operator O˜X[sξ] is supported on the subset X[sξ] ⊆ Λ. By using the decomposition, we obtain
‖[eiH2teiH1tOXe−iH1te−iH2t, OY ]‖ ≤
∞∑
s=1
‖[O˜X[sξ](H2, t), OY ]‖ ≤
∞∑
s=1
∣∣X[sξ]∣∣F2(x− sξ, t) · ‖O˜X[sξ]‖, (S.62)
where we use dX[sξ],Y ≥ dX,Y − sξ = x− sξ and the Lieb-Robinson bound (S.59) with j = 2.
From the inequality (S.26), we can obtain ‖O˜X[sξ]‖ ≤ 2|X|F1((s − 1)ξ, t), where we use the Lieb-Robinson
bound (S.59) with j = 1. Hence, the upper bound of (S.62) reduces to
‖[eiH2teiH1tOXe−iH1te−iH2t, OY ]‖ ≤ 2|X|
∞∑
s=1
∣∣X[sξ]∣∣F2(x− sξ, t)F1((s− 1)ξ, t). (S.63)
Then, after connecting two unitary operators e−iH1t and e−iH2t, the new Lieb-Robinson bound depends on the
support X in the form of |X|2. If we connect Lieb-Robinson bounds for m unitary operators, |X|-dependence of
the coefficient grows as |X|m and leads to a meaningless Lieb-Robinson bound in the process of the connections.
In order to prevent it, we consider only the operators OX and OY which are supported on local subsystems
with diam(X),diam(Y ) ≤ 2ξ + 1 with appropriate ξ. After the connection process, we remove the constraints
on the subset sizes to obtain the Lieb-Robinson bound for generic operators. The following theorem relates the
Lieb-Robinson bound for local operators to that for generic operators:
Theorem 4. We consider a Hamiltonian H0 which satisfies the G(x, t,X ,Y)-Lieb-Robinson bound in the form of
G(x, t,X ,Y) = F(t,X ,Y)L(x) with L(x) := e−x/ξ0 (S.64)
for ∀X ,Y ⊆ Λ such that diam(X ),diam(Y) ≤ 2ξ + 1, where we assume F(t,X ,Y) = F(−t,X ,Y). Then, for
arbitrary subsets X ⊂ Λ with diam(X) ≤ 2ξ + 1 and L ⊆ Λ, we obtain the Lieb-Robinson function G(x, t,X, L)
which is given by
G(x, t,X, L) = 2∣∣L(ξ)∣∣F˜(t)L(x), x = dX,L, (S.65)
F˜(t) := sup
X ,Y⊆Λ
diam(X),diam(Y )≤2ξ+1
[F(t,X ,Y)]. (S.66)
Furthermore, for arbitrary two subsets L,L′ ⊆ Λ, we obtain the Lieb-Robinson function G(x, t, L, L′) which is given
by
G(x, t, L, L′) = Cξ,ξ0
∣∣L(ξ)∣∣2F˜(t)(1 + x/ξ)D−1e−x/ξ0 , x = dL,L′ , (S.67)
where we define
Cξ,ξ0 := 2D+2D!γ(1 + ξ0/ξ)De5ξ/ξ0 . (S.68)
Note that we here do not impose any restrictions on L and L′.
We obtain a similar statement for the case where G(x, t,X ,Y) decays polynomially with respect to x. We have
utilized the following proposition in deriving the inequalities (S.57) and (S.58) in the proof of Theorem 1:
Proposition 5. We consider a Hamiltonian H0 which satisfies the G(x, t,X ,Y)-Lieb-Robinson bound in the form
of
G(x, t,X ,Y) = F(t,X ,Y)L(x) with L(x) := log
p(x+ 1)
(x− κξ)−α0 (α0 > D + 1) (S.69)
for ∀X ⊆ Λ without any restrictions and ∀Y ⊆ Λ with diam(Y) ≤ 2ξ+1, where we assume F(t,X ,Y) = F(−t,X ,Y).
Then, for arbitrary two subsets L,L′ ⊆ Λ, we obtain the Lieb-Robinson function G(x, t, L, L′) which is given by
G(x, t, L, L′) = 2∣∣L′(ξ)∣∣F˜(t, L)L(x), x = dL,L′ , (S.70)
or
G(x, t, L, L′) = C′κ,p,α0
∣∣L(ξ)∣∣F˜(t, L)ξ−D logp(x+ 1)[x− (4 + κ)ξ]α0−D , x = dL,L′ , (S.71)
where we assume x ≥ (κ+ 5)ξ, and define F˜(t, L) and C′κ,p,α0 as
F˜(t, L) := sup
Y⊆Λ
diam(Y)≤2ξ+1
[F(t, L,Y)], (S.72)
C′κ,p,α0 := C˜κ,p,α02D+2γD(κ+ 3)α0−1, C˜κ,p,α0 := sup
z∈R|z≥κ+3
(
zD+1[2 log(z) + 1]p
(z − κ− 2)α0
)
. (S.73)
Note that we here do not impose any restrictions on L and L′.
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A. Proof of Theorem 4
We first prove the inequality (S.65). For the proof, we need to consider the norm of
‖[OX(H0, t), OL]‖ (diam(X) ≤ 2ξ + 1), (S.74)
where OX and OL are arbitrary operators with the unit norm (i.e., ‖OX‖ = ‖OL‖ = 1) supported on X and L,
respectively. Now, we do not assume any constraints on the subset L. Because OX(H0, t, Lc) is supported on Lc
from the definition (S.25), we have [OX(H0, t, Lc), OL] = 0, and hence we have
‖[OX(H0, t), OL]‖ = ‖[OX(H0, t)−OL(H0, t, Lc), OL] + [OX(H0, t, Lc), OL]‖
= ‖[OX(H0, t)−OX(H0, t, Lc), OL]‖
≤ 2‖OX(H0, t)−OX(H0, t, Lc)‖, (S.75)
where we use ‖OL‖ = 1 in the last inequality. The partial trace with respect to an arbitrary subset X0 ⊆ Λ is
given by
1
trX0(1ˆX0)
trX0(O)⊗ 1ˆX0 =
∫
dµ(UX0)U
†
X0
OUX0 (S.76)
for an arbitrary operator O, where UX0 is a unitary operator acting on X0 and µ(UX0) be the Haar measure for
UX0 .
We here estimate an upper bound of the norm of ‖OX(H0, t) − OX(H0, t, Lc)‖, which immediately gives the
upper bound of ‖[OX(H0, t), OL]‖ by Ineq. (S.75). For the purpose, we consider the coarse grained subset of L [see
Eq. (S.14)]. We here denote L(ξ) by {js}nLs=1 ⊆ Λ(ξ), where we define nL :=
∣∣L(ξ)∣∣. We then define the following
subsets {Ls}nLs=1 recursively:
L1 := j1[ξ] ∩ L for s = 1,
Ls := (js[ξ] ∩ L) \ (L1 ∪ L2 ∪ · · · ∪ Ls−1) for s ≥ 2. (S.77)
Note that for arbitrary s 6= s′ we have Ls ∩ Ls′ = ∅. From the definition (S.14), we have L(ξ)[ξ] ⊇ L and hence
nL⋃
s=1
Ls = L(ξ)[ξ] ∩ L = L. (S.78)
Also, we notice that
dX,Ls ≤ dX,L, diam(Ls) ≤ diam(js[ξ]) ≤ 2ξ + 1. (S.79)
By using the notations of (S.77), we obtain
OX(H0, t, Lc) =
1
trL(1ˆL)
trL[OX(H0, t)]⊗ 1ˆL =
∫
dµ(UL1)
∫
dµ(UL2) · · ·
∫
dµ(ULnL )U
†
LOX(H0, t)UL, (S.80)
where we define UL :=
∏nL
s=1 ULs with ULs = 1ˆ for Ls = ∅. From the assumption of diam(X) ≤ 2ξ + 1 and the
inequality (S.79), we can apply the Lieb-Robinson bound (S.64) to ‖[OX(H0, t), ULs ]‖ as follows:
‖[OX(H0, t), ULs ]‖) ≤ F(t,X, Ls)L(dX,Ls), (S.81)
where ULs can be an arbitrary unitary operator. Therefore, we calculate
‖OX(H0, t)−OX(H0, t, Lc))‖ ≤
∫
dµ(UL1)
∫
dµ(UL2) · · ·
∫
dµ(ULnL ) ‖[OX(H0, t), UL]‖
≤
nL∑
s=1
sup
ULs
(‖[OX(H0, t), ULs ]‖)
≤
nL∑
s=1
F(t,X, Ls)L(dX,Ls)
≤ nLF˜(t)L(dX,L) =
∣∣L(ξ)∣∣F˜(t)L(dX,L), (S.82)
where we use the definition (S.66) of F˜(t) and L(dX,Ls) ≤ L(dX,L) for dX,Ls ≥ dX,L in the fourth inequality. By
applying the above inequality to (S.75), we prove the inequality (S.65).
We then prove the second inequality (S.67). For the proof, we need to estimate the norm of
‖[OL(H0, t), OL′ ]‖, (S.83)
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where OL and OL′ are arbitrary operators supported on L,L′ ⊆ Λ with ‖OL‖ = ‖OL′‖ = 1. In order to estimate
the commutator norm, we calculate
‖OL(H0, t)−OL(H0, t, L[dL,L′ − 1])‖, (S.84)
which gives the upper bound of
‖[OL(H0, t), OL′ ]‖ = ‖[OL(H0, t)−OL(H0, t, L[dL,L′ − 1]), OL′ ] + [OL(H0, t, L[dL,L′ − 1]), OL′ ]‖
= ‖[OL(H0, t)−OL(H0, t, L[dL,L′ − 1]), OL′ ]‖
≤ 2‖OL(H0, t)−OL(H0, t, L[dL,L′ − 1])‖. (S.85)
In the following, we estimate an upper bound of the norm of ‖OL(H0, t)− OL(H0, t, L[R])‖ for an arbitrary R.
We will set R = dL,L′ − 1 (or R+ 1 = dL,L′) afterward. Similar to the definition (S.77), we consider a set of spins
(L[R]c)(ξ) := {js}n˜s=1 ⊆ Λ(ξ) with n˜ = |(L[R]c)(ξ)|, and define a set of {Xs}n˜s=1 as follows:
Xs := (js[ξ] ∩ L[R]c) \ (X1 ∪X2 ∪ · · · ∪Xs−1). (S.86)
We obtain the similar relations to (S.78) and (S.79) as follows:
n˜⋃
s=1
Xs = L[R]c, dXs,L ≥ R+ 1, and diam(Xs) ≤ diam(js[ξ]) ≤ 2ξ + 1, (S.87)
where we use dXs,L ≥ dL[R]c,L = R + 1 in the second inequality. By following the derivation of Eq. (S.80), the
partial trace with respect to L[R]c is given by
OL(H0, t, L[R]) =
∫
dµ(UL1)
∫
dµ(UL2) · · ·
∫
dµ(ULn˜)U
†
L[R]cOL(H0, t)UL[R]c , (S.88)
where we define UL[R]c :=
∏n˜
s=1 UXs . Because of diam(Xs) ≤ 2ξ + 1, we can apply the inequality (S.65) to‖[OL(H0, t), UXs ]‖, which yields
‖[OL(H0, t), UXs ]‖ = ‖[UXs(H0,−t), OL]‖ ≤ 2
∣∣L(ξ)∣∣F˜(t)L(dXs,L), (S.89)
and hence
‖OL(H0, t)−OL(H0, t, L[R])‖ ≤
∫
dµ(UL1)
∫
dµ(UL2) · · ·
∫
dµ(ULn˜)
∥∥[OL(H0, t), UL[R]c ]∥∥
≤
n˜∑
s=1
sup
UXs
(‖[OL(H0, t), UXs ]‖)
≤ 2F˜(t)
n˜∑
s=1
∣∣L(ξ)∣∣L(dL,Xs). (S.90)
Thus, the remaining task is to estimate the summation with respect to s.
By using the relation L(ξ)[ξ] ⊇ L and the definition of L(x) := e−x/ξ0 , we obtain
dL,Xs ≥ dL(ξ)[ξ],Xs and L
(
dL(ξ)[ξ],Xs
) ≤ max
i∈L(ξ)
[L (di[ξ],Xs)] ≤ ∑
i∈L(ξ)
L (di[ξ],Xs) , (S.91)
which yields
n˜∑
s=1
L (dL,Xs) ≤
n˜∑
s=1
∑
i∈L(ξ)
L (di[ξ],Xs) . (S.92)
Moreover, the definition (S.86) implies Xs ⊆ js[ξ] and we obtain for i ∈ L(ξ)
di[ξ],Xs ≥ di[ξ],js[ξ] ≥ di,js − 2ξ. (S.93)
We therefore obtain
n˜∑
s=1
∑
i∈L(ξ)
L (di[ξ],Xs) ≤ n˜∑
s=1
∑
i∈L(ξ)
L (di,js − 2ξ) =
∑
i∈L(ξ)
∑
j∈(L[R]c)(ξ)
L (di,j − 2ξ) , (S.94)
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where in the equation we use the definition of {js}n˜s=1 := (L[R]c)(ξ). The conditions i ∈ L(ξ), j ∈ (L[R]c)(ξ) and
dL,L[R]c = R+ 1 imply
di,j ≥ R+ 1− 2ξ, (S.95)
which yields
for ∀i ∈ L(ξ),
∑
j∈(L[R]c)(ξ)
L (di,j − 2ξ) ≤
∑
j∈Λ(ξ):di,j≥R+1−2ξ
L (di,j − 2ξ) . (S.96)
By applying the above inequality to (S.94), we obtain
n˜∑
s=1
∑
i∈L(ξ)
L (di[ξ],Xs) ≤ ∑
i∈L(ξ)
∑
j∈Λ(ξ):di,j≥R+1−2ξ
L (di,j − 2ξ) . (S.97)
By using the inequality (S.19), the summation with respect to j is bounded from above by
∑
j∈Λ(ξ):di,j≥R+1−2ξ
L (di,j − 2ξ) ≤
∞∑
s=0
∑
j∈Λ(ξ)
R+1−2ξ+sξ≤di,j<R+1−2ξ+(s+1)ξ
L (di,j − 2ξ)
≤ 2γD
∞∑
s=0
L (R+ 1− 4ξ + sξ) [2(R+ 1− 2ξ + sξ)/ξ]D−1. (S.98)
The form of L(x) is now given by
L(x) = e−x/ξ0 , (S.99)
and hence we obtain
2γD
∞∑
s=0
L (R+ 1− 4ξ + sξ) [2(R+ 1− 2ξ + sξ)/ξ]D−1
≤ 2DγDe−(R+1−4ξ)/ξ0
∫ ∞
0
e−(x−1)ξ/ξ0 [(R+ 1− 2ξ)/ξ + x]D−1dx
≤ 2DγDe5ξ/ξ0(D − 1)!(ξ0/ξ)[(R+ 1− 2ξ + ξ0)/ξ]D−1e−(R+1)/ξ0
≤ 2DD!γ(1 + ξ0/ξ)De5ξ/ξ0 [1 + (R+ 1)/ξ]D−1e−(R+1)/ξ0 = (Cξ,ξ0/4)[1 + (R+ 1)/ξ]D−1e−(R+1)/ξ0 , (S.100)
where we use the inequalities ∫ ∞
0
(x+ x0)D−1e−x/x1dx ≤ (D − 1)!x1(x1 + x0)D−1 (S.101)
and
(R+ 1− 2ξ + ξ0)/ξ = [(R+ 1 + ξ)/ξ] · [1 + (−3ξ + ξ0)/(R+ 1 + ξ)] ≤ [1 + (R+ 1)/ξ] · (1 + ξ0/ξ). (S.102)
Also, the definition of Cξ,ξ0 has been given in Eq. (S.68). We thus arrive at the inequality of∑
j∈Λ(ξ):di,j≥R+1−2ξ
L (di,j − 2ξ) ≤ (Cξ,ξ0/4)[1 + (R+ 1)/ξ]D−1e−(R+1)/ξ0 . (S.103)
By combining the inequalities (S.92), (S.97) and (S.103), we obtain
n˜∑
s=1
L (dL,Xs) ≤
∑
i∈L(ξ)
(Cξ,ξ0/4)[1 + (R+ 1)/ξ]D−1e−(R+1)/ξ0
=
∣∣L(ξ)∣∣(Cξ,ξ0/4)[1 + (R+ 1)/ξ]D−1e−(R+1)/ξ0 . (S.104)
By applying the above inequality to (S.90), we obtain the upper bound of ‖OL(H0, t) − OL(H0, t, L[R])‖. We
combine the upper bound of ‖OL(H0, t) − OL(H0, t, L[R])‖ with the inequality (S.85) by choosing R = dL,L′ − 1.
Then, we arrive at the inequality (S.67). This completes the proof. 
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B. Proof of Proposition 5
First of all, because the proof of (S.65) does not rely on diam(X ) and the form of L(x), we obtain the inequal-
ity (S.70) in exactly the same way.
Our task is to prove the inequality (S.71). We start from the inequality (S.85):
‖[OL(H0, t), OL′ ]‖ ≤ 2‖OL(H0, t)−OL(H0, t, L[dL,L′ − 1])‖. (S.105)
We obtain the same inequality as (S.90) for an arbitrary integer R as follows:
‖OL(H0, t)−OL(H0, t, L[R])‖ ≤
∫
dµ(UX1)
∫
dµ(UX2) · · ·
∫
dµ(UXn˜)
∥∥[OL(H0, t), UL[R]c ]∥∥
≤
n˜∑
s=1
sup
UXs
(‖[OL(H0, t), UXs ]‖)
≤
n˜∑
s=1
F(t, L,Xs)L(dL,Xs) ≤ F˜(t, L)
n˜∑
s=1
L(dL,Xs), (S.106)
where n˜ = |(L[R]c)(ξ)|, the third inequality is derived from the Lieb-Robinson bound (S.69), and the last inequality
is derived from the definition of F˜(t, L) in Eq. (S.72).
For the summation of L(dL,Xs), we can utilize the same inequality as (S.92) and (S.97). We then obtain
n˜∑
s=1
L (dL,Xs) ≤
∑
i∈L(ξ)
∑
j∈Λ(ξ):di,j≥R+1−2ξ
L (di,j − 2ξ) . (S.107)
In order to estimate the summation with respect to j, we utilize the following lemma (see Sec. XIB 1):
Lemma 2. Let f(z) be an arbitrary function and Cf,x0 (x0 ≥ ξ) be a constant such that
Cf,x0 = sup
z∈R|z≥x0
(
zD+1f(z)
xD+10 f(x0)
)
. (S.108)
Then, for an arbitrary i ∈ Λ, we obtain the following upper bound:∑
j∈Λ(ξ):d(i,j)≥x0
f(di,j) ≤ 2D+1Cf,x0γDξ−DxD0 f(x0). (S.109)
In the following, we set
x0 = R+ 1− 2ξ, f(z) = L (z − 2ξ) = log
p(z − 2ξ + 1)
[z − (2 + κ)ξ]α0 ,
Cf,x0 = sup
z∈R|z≥R+1−2ξ
(
zD+1
(R+ 1− 2ξ)D+1 ·
L (z − 2ξ)
L (R+ 1− 4ξ)
)
(S.110)
in the above lemma. Note that x0 ≥ ξ is satisfied from the condition of R ≥ (κ + 5)ξ. We then obtain from the
inequality (S.109) ∑
j∈Λ(ξ):di,j≥R+1−2ξ
L (di,j − 2ξ) ≤ 2D+1ξ−DCf,x0γD(R+ 1− 2ξ)D
logp(R− 4ξ + 2)
[R+ 1− (4 + κ)ξ]α0
≤ 2D+1ξ−DCf,x0C ′R,κ,DγD
logp(R+ 2)
[R+ 1− (4 + κ)ξ]α0−D , (S.111)
where we define
C ′R,κ,D :=
(R+ 1− 2ξ)D
[R+ 1− (4 + κ)ξ]D . (S.112)
We then discuss the values of C ′R,κ,D and Cf,x0 in more details. First, from the condition of R ≥ (κ+ 5)ξ in this
proposition, we have
C ′R,κ,D ≤
(κξ + 3ξ + 1)D
(ξ + 1)D ≤ (κ+ 3)
D. (S.113)
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Note that for x ≤ y we have (y/x)D ≤ [(y−δ)/(x−δ)]D (δ > 0). Second, we notice that x0 = R+1−2ξ ≥ (κ+3)ξ
due to R ≥ (κ+ 5)ξ. Also, because Cf,x0 monotonically decreases with x0, we have
Cf,x0 ≤ Cf,(κ+3)ξ = sup
z∈R|z≥(κ+3)ξ
(
zD+1
[(κ+ 3)ξ]D+1 ·
L (z − 2ξ)
L (κξ + ξ)
)
= sup
z∈R|z≥(κ+3)ξ
(
zD+1
[(κ+ 3)ξ]D+1 ·
logp(z − 2ξ + 1)
[z − (κ+ 2)ξ]α0 ·
[(κ+ 1)ξ]α0
logp(κξ + ξ + 1)
)
≤ (κ+ 3)α0−D−1 sup
z∈R|z≥(κ+3)ξ
(
(z/ξ)D+1 logp(z − 2ξ + 1)
[z/ξ − κ− 2]α0 logp(κξ + ξ + 1)
)
. (S.114)
Then, by upper-bounding
log(z − 2ξ + 1)
log(κξ + ξ + 1) ≤
log(z/ξ − 2 + 1/ξ) + log(ξ)
log(ξ + 1) ≤
log(z/ξ)
log(2) + 1 ≤ 2 log(z/ξ) + 1, (S.115)
we have
Cf,x0 ≤ Cf,(κ+3)ξ ≤ (κ+ 3)α0−D−1 sup
z∈R|z≥κ+3
(
zD+1[2 log(z) + 1]p
(z − κ− 2)α0
)
=: (κ+ 3)α0−D−1C˜κ,p,α0 . (S.116)
By applying the inequalities (S.113) and (S.116) to the inequality (S.111), we finally obtain
∑
j∈Λ(ξ):di,j≥R+1−2ξ
L (di,j − 2ξ) ≤ C˜κ,p,α02D+1ξ−DγD(κ+ 3)α0−1
logp(R+ 2)
[R+ 1− (4 + κ)ξ]α0−D . (S.117)
By combining the above inequality with (S.107), we have
n˜∑
s=1
L (dL,Xs) ≤
∣∣L(ξ)∣∣C˜κ,p,α02D+1ξ−DγD(κ+ 3)α0−1 logp(R+ 2)[R+ 1− (4 + κ)ξ]α0−D . (S.118)
The above inequality with (S.106) reduces the inequality (S.105) to the main inequality (S.71) by choosing R =
dL,L′ − 1. This completes the proof. 
1. Proof of Lemma 2
From the definition of Cf,x0 , the following summation with respect to j is bounded from above by
∑
j∈Λ(ξ):di,j≥x0
f(di,j) = f(x0)xD+10
∑
j∈Λ(ξ):di,j≥x0
f(di,j)dD+1i,j
f(x0)xD+10
d−D−1i,j ≤ Cf,x0f(x0)xD+10
∑
j∈Λ(ξ):di,j≥x0
d−D−1i,j , (S.119)
where i is an arbitrary site (i ∈ Λ). Then, by using the inequality (S.19), we obtain
∑
j∈Λ(ξ):di,j≥x0
d−D−1i,j ≤
∞∑
s=0
∑
j∈Λ(ξ)
x0+sξ≤di,j<x0+(s+1)ξ
d−D−1i,j
≤ 2γD
∞∑
s=0
(x0 + sξ)−D−1 [2(x0 + sξ)/ξ]D−1
≤ 2DγDξ−D+1
∞∑
s=0
(x0 + sξ)−2 ≤ 2D+1γDξ−Dx−10 , (S.120)
where the last inequality is derived from
∞∑
s=0
(x0 + sξ)−2 = x−20 +
∞∑
s=1
(x0 + sξ)−2 ≤ x−20 +
∫ ∞
0
(x0 + xξ)−2 dx = x−20 + (ξx0)−1 ≤ 2(ξx0)−1. (S.121)
Note that x0 ≥ ξ from the assumption. By combining the inequalities (S.119) and (S.120), we obtain the inequal-
ity (S.109). This completes the proof. 
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XII. PROOF OF THEOREM 2: MIDDLE-RANGE LIEB-ROBINSON BOUND
A. statement
Theorem 2 (Middle-range Lieb-Robinson bound) We consider the Hamiltonian H which satisfies Assumption (S.7)
with α > 2D + 1. Then, for arbitrary `, the Hamiltonian H≤` satisfies the G≤`(x, t,X )-Lieb-Robinson bound with
G≤`(x, t,X ) = C˜0
∣∣X ∣∣2(1 + x/`)D−1e−2(x−v∗|t|)/`, (S.122)
where v∗ is a constant which depends only on the parameters {D, g0, α, γ} and
C˜0 := 43e
10/315DD!γζ2, ζ2 := 16e3γ2 · 45D. (S.123)
Middle range
Length scale
`1 `2 = `
1+⌘2
1 `3 = `
1+⌘3
2 `4 = `
1+⌘4
3
· · ·
`5 = `
1+⌘5
4
Length decomposition
H`
`q⇤ = `1
Hs :=
X
Z:`s 1diam(Z)<`s
hZ
H1:q =
qX
s=1
Hs
e iH1:qtLieb-Robinson bound for 	
Gq⇤(x, t,X ) = G`(x, t,X )
q = q⇤
Theorem 2
Prove	
Induction method	
Using short-range 	
Lieb-Robinson bound	
[Case of q = 1] [Assume the case of q   1] [Derive the case of q]
v⇤ = lim
q!1 vq <1
`q increases by double exponential
function with respect to q
(S.153)	
c, c0: constants
Lemma 3
Gq(x, t,X ) = C˜0
  X   2(1 + x/`q)D 1e 2(x vq|t|)/`q
Gq 1(x, t,X )
=C˜0
  X   2(1 + x/`q 1)D 1e 2(x vq 1|t|)/`q 1
Gq(x, t,X )
=C˜0
  X   2(1 + x/`q)D 1e 2(x vq|t|)/`q
vq ⇡ vq 1
 
1 +
c log(`q)
`⌘q 1
+
c0
log(`q 1)
!
FIG. 8. Outline of the proof on the middle-range Lieb-Robinson bound 1. For the proof, we first decompose the length ` into
q∗ pieces as {`q}q∗q=1 with `q∗ = `. We choose them so that the length scale `q increases double exponentially with respect
to q [see Ineq. (S.130)]. Our purpose is to estimate the Lieb-Robinson bound for e−iH1:q∗ t, which is equal to e−iH≤`t from
the definition (S.150). The main task is to derive the Lieb-Robinson bound for e−iH1:qt, which we denote by Gq(x, t,X ), in
the form of Eq. (S.152) with (S.153). If we can derive the bound, Theorem 2 is immediately derived by choosing q = q∗. In
order to prove Eq. (S.152), we use the induction method. The case of q = 1 is derived by using the standard technique to
obtain the short-range Lieb-Robinson bound (see Lemma 3 with its proof in Sec. XIII C). The derivation of the case q from
the assumption of the case q − 1 is a bit intricate and we give the outline in Fig. 9.
28
H1:q = H1:q 1 +Hq
Decomposition of the unitary operator
e iH1:qt = e iH1:q 1t T e 
R t
0
Hq(H1:q 1,⌧)d⌧
Interaction length of Hq(H1:q 1, t): `q + vq 1O(t)
 tq ⇡ `q/vq 1
Interaction length of Hq(H1:q 1, tq): O(`q)
Lieb-Robinson bound: Gq 1(x, tq,X )
Assumption
e iH1:q tq = e iH1:q 1 tq T e 
R tq
0 Hq(H1:q 1,⌧)d⌧
Deriving the Lieb-Robinson bound
by using the quasi-locality
Estimation of quasi-locality of Hq(H1:q 1, ⌧)
Lieb-Robinson bound: G˜q(x, tq,X )
G˜q(x, tq,X ) ⇡
  X (`q)  ⇣` ⌘q 1e O(x/`q 1) + ` ⌘/2q 1 · e  log(`q 1)O(x/`q)⌘
(S.183)
e iH1:q 1 tq T e 
R tq
0 Hq(H1:q 1,⌧)d⌧e iH1:qm tq = e iH1:q 1 tq T e 
R tq
0 Hq(H1:q 1,⌧)d⌧ e iH1:q 1 tq T e 
R tq
0 Hq(H1:q 1,⌧)d⌧ · · ·
general t (t = m tq)
Connecting the Lieb-Robinson bounds 
for all the unitary operators(S. 193) with the proof in Sec. V E 
[Proof of the case of q]
[Step 1, Proposition 6]
[Step 2, Proposition 7]
[Derivation of the case q under the assumption of the case q-1]
e iH1:qt
Gq(x, t,X ) = C˜0
  X   2(1 + x/`q)D 1e 2(x vq|t|)/`q
Proposition 8 + Theorem 4
FIG. 9. Outline of the proof on the middle-range Lieb-Robinson bound 2. In order to derive the case q from the as-
sumption (S.156) for the case of q − 1, we decompose the unitary operator e−iH1:qt as in Eq. (S.166): e−iH1:q−1t and
T e−
∫ t
0
Hq(H1:q−1,τ)dτ . From the assumption, the unitary operator e−iH1:q−1t satisfies the Gq−1(x, t,X )-Lieb-Robinson bound
in the form of Eq. (S.152). Then, the time-evolved Hamiltonian Hq(H1:q−1, t) has the interaction length of `q + vq−1O(t),
which is of order of O(`q) for t . `q/vq−1. We thus consider the time range t ≤ ∆tq ≈ `q/vq−1 [see Eq. (S.157) in de-
tail] for the first, and extend the time scale afterward [see Eq. (S.187)]. In order to obtain the Lieb-Robinson bound for
T e−
∫ t
0
Hq(H1:q−1,τ)dτ for t ≤ ∆tq, we take two steps: i) in the first step, we estimate the quasi-locality of Hq(H1:q−1, τ) by
using Proposition 6 (the proof is given in Sec. XIIIA), ii) in the second step, based on the quasi-locality, we derive the Lieb-
Robinson bound (S.183) for T e−
∫ t
0
Hq(H1:q−1,τ)dτ by using Proposition 7 (the proof is given in Sec. XIII B). After obtaining
the Lieb-Robinson bounds for e−iH1:q−1t and T e−
∫ t
0
Hq(H1:q−1,τ)dτ with t ≤ ∆tq, we extend the time scale to generic t. In
order to connect all the Lieb-Robinson bounds appropriately, we first restrict the subsets X and Y such that diam(X ) ≤ `q
and diam(Y) ≤ `q, and remove the restrictions afterward by using Theorem 4. The connections rely on Proposition 8, which
yields the inequality (S.193) (see Sec. XII E for the proof). By combining all the ingredients, we derive the Lieb-Robinson
bound for the case of q.
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B. Decomposition of the length scale
We define a set of the length scales {`q}q
∗
q=1. First, `1 is defined as a constant which depends only on the
parameters {D, g0, α, γ}. We show the conditions for `1 in Sec. XIIC. Other length scales {`q}q
∗
q=2 are defined as
`q := (`q−1)1+ηq (η ≤ ηq ≤ η¯), (S.124)
η¯ := α− (2D + 1)
D + 2 , η :=
√
1 + η¯ − 1, (S.125)
where we choose {ηq}q
∗
q=2 appropriately such that {`q}q
∗
q=2 become integer and for q∗ ≥ 2 the length `q∗ satisfies
`q∗ = `
(1+η2)(1+η3)···(1+ηq∗ )
1 = ` := `
p`
1 . (S.126)
From the condition η ≤ ηq ≤ η¯ (1 ≤ q ≤ q∗), we have
log(p`)
log(1 + η¯) ≤ q
∗ − 1 ≤ log(p`)log(1 + η) =
2 log(p`)
log(1 + η¯) . (S.127)
Thus, as long as
p` ≥ 1 + η¯ or ` ≥ `1+η¯1 , (S.128)
there exists parameters {ηq}q
∗
q=2 such that `q∗ = `. From the definition, we note that
`ηq−1 ≤
`q
`q−1
= `ηqq−1 ≤ `η¯q−1 (S.129)
and
`q ≥ `(1+η)
q−1
1 . (S.130)
Therefore, the length scale `q increases double exponentially with respect to q.
We then define Hamiltonian Hq which picks up all the interaction terms with interaction length from `q−1 to `q:
Hq :=
∑
Z:`q−1≤diam(Z)<`q
hZ (q = 1, 2, . . . , q∗ − 1),
Hq∗ :=
∑
Z:`q∗−1≤diam(Z)≤`q∗
hZ , (S.131)
where we set `0 = 1. From the assumption (S.7), we obtain
sup
i∈Λ
∑
Z:Z3i
`q−1≤diam(Z)<`q
‖hZ‖ ≤ sup
i∈Λ
∑
Z:Z3i
diam(Z)≥`q−1
‖hZ‖ ≤ gq (S.132)
with
gq := g`−α+Dq−1 . (S.133)
From the definition (S.125), we have
`D+1q gq ≤ g`(D+1)(1+ηq)−α+Dq−1 = g`(D+2)ηq−ηq−α+2D+1q−1 ≤ g`−ηqq−1 ≤ g`−ηq−1, (S.134)
where in the second inequality we use ηq ≤ η¯ = α−(2D+1)D+2 .
C. Conditions for `1
In the proof, we adopt various kinds of conditions for `1. We choose `1 so that the following conditions for
`q (q ≥ 1) are satisfied. Some of the conditions include `q, but they reduce to lower bounds for `1 because of
Eq. (S.124). We note that all the conditions depend only on the parameters {D, g0, α, γ}. We summarize all the
conditions in the following:
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1. Used in the inequality (S.159):
1
1− δq−1 ≤ 2, with δq−1 =
6 log[C˜0γ2(2`q)2D] + 6(D − 1) log(1 + `ηqq−1/12)
`
ηq
q−1
, (S.135)
where C˜0 is defined in Eq. (S.123).
2. Used in the inequalities (S.171) and (S.180):
`
ηq
q−1 ≥ `ηq−1 ≥ `η1 ≥ max
(
24 log(2γ2), 48
)
. (S.136)
3. Used in the inequality (S.182):
e2gγ2(20D)D
3`1v0
≤ 1, (S.137)
where v0 = 2e
3gγ(α−2D)
α−2D−1 as defined in Eq. (S.148).
4. Used in the inequality (S.196):
`q−1 log(ζ1)
ξq
≤ 1 or `
η
q−1
log(`q−1)
≥ η log(ζ1)16 , (S.138)
where ζ1 = 2D+1e2γ2D! and ξq := 16`qη log(`q−1) as defined in Eq. (S.192) and Eq. (S.194), respectively.
5. Used in the inequalities (S.206) and (S.216).
1
18`q−1
≥ η log(`q−1)8`q =
2
ξq
or
`ηq−1
log(`q−1)
≥ 9η4 , (S.139)
where ξq := 16`qη log(`q−1) as defined in Eq. (S.194).
6. Used in the inequality (S.208):
`q
ξq
= η log(`q−1)16 ≥ 3 or log(`q−1) ≥ log(`1) ≥
48
η
, (S.140)
where ξq := 16`qη log(`q−1) as defined in Eq. (S.194).
7. Used in the inequality (S.212):
2`q−1 log(ζ1)
`q
= 2 log(ζ1)
`ηq−1
≤ 2 log(ζ1)
`η1
≤ 1, (S.141)
where ζ1 = 2D+1e2γ2D! as defined in Eq. (S.192).
8. Used in the inequality (S.199):
`1 ≥ 3. (S.142)
9. Used in the inequality (S.221):
2
e
`
−η/2
q−1 ≤
1
ζ1
or `q−1 ≥ `1 ≥
(
4ζ1
e
)2/η
, (S.143)
where ζ1 = 2D+1e2γ2D! as defined in Eq. (S.192).
10. Used in the inequality (S.326):
log(C˜0) + (D − 1) log(v0`1 + 1)
2v0`1
≤ 12 , (S.144)
where v0 = 2e
3gγ(α−2D)
α−2D−1 as defined in Eq. (S.148).
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D. Proof of Theorem 2 (see also Figs. 8 and 9)
We first consider the case of ` ≤ `1+η¯1 , where η¯ was defined in Eq. (S.125). In this case, we cannot define q∗ (≥ 2)
such that `q∗ = ` in Eq. (S.125), but the Hamiltonian H≤` has a finite interaction length which is independent of
t. As a general setup, we consider the Lieb-Robinson bound by a Hamiltonian which has a length scale at most
ξ. As long as ξ = O(1), we trivially obtain the Lieb-Robinson velocity of order O(1), whereas the ξ-dependence of
the velocity may be non-linear with respect to ξ. Our purpose here is to prove that the Lieb-Robinson velocity is
at most linear to ξ as long as α > 2D + 1. We prove the following lemma (the proof is given in Sec. XIII C):
Lemma 3. Let H˜ be a Hamiltonian such that
H˜ =
∑
Z⊂Λ:diam(Z)≤ξ
hZ (S.145)
with the same condition as (S.7), namely
sup
i∈Λ
∑
Z:Z3i
r≤diam(Z)≤ξ
‖hZ‖ ≤ gr−α+D for r ≤ ξ. (S.146)
Then, the Hamiltonian H˜ satisfies GH˜(x, t,X )-Lieb-Robinson bound with
GH˜(x, t,X ) = min
(
2|X |
(
v0|t|
e2dx/ξe
)dx/ξe
, 2
)
≤ 2|X |e−2(x−ξv0|t|)/ξ (S.147)
with
v0 :=
2e3gγ(α− 2D)
α− 2D − 1 . (S.148)
We note that the same inequality holds for time-dependent Hamiltonians.
From Lemma 3 or the inequality (S.147), we obtain for ` ≤ `1+η¯1
G≤`(x, t,X ) = 2|X |e−(x−`v0|t|)/` ≤ 2|X |e−2(x−`
1+η¯
1 v0|t|)/`. (S.149)
Because `1+η¯1 v0 depends only on the parameters {D, g0, α, γ}, we obtain the inequality (S.122) by choosing v∗ =
`1+η¯1 v0 for the case of ` ≤ `1+η¯1 .
We next focus on the case of ` > `1+η¯1 , where we can define q∗ ≥ 2 such that `q∗ = `. We here define the
Hamiltonian H1:q as follows:
H1:q :=
q∑
s=1
Hs. (S.150)
For the proof, we need to estimate the Lieb-Robinson bound for the Hamiltonian H1:q∗ , which is equal to H≤`. We
define that {H1:q}q
∗
q=1 satisfy the Gq(x, t,X )-Lieb-Robinson bound for q = 1, 2, . . . , q∗, namely,
‖[eiH1:qtOLe−iH1:qt, OL′ ]‖
‖OL‖ · ‖OL′‖ ≤ Gq(x, t, L), x = dL,L
′ (S.151)
for arbitrary operators OL and OL′ . We aim to prove the Lieb-Robinson bound for H1:q in the form of
Gq(x, t,X ) = C˜0
∣∣X ∣∣2(1 + x/`q)D−1e−2(x−vq|t|)/`q , (S.152)
where C˜0 is defined in Eq. (S.123), and vq is given by the recurrence relation as follows:
v1 = `1v0, vq = vq−1
(
1
1− δq−1 +
192 log(ζ2)
η log(`q−1)
)
,
δq−1 =
6 log[C˜0γ2(2`q)2D] + 6(D − 1) log(1 + `ηqq−1/12)
`
ηq
q−1
, ζ2 = 16e3γ2 · 45D (S.153)
with v0 = 2e
3gγ(α−2D)
α−2D−1 as defined in Eq. (S.148). By remembering that the `q is lower-bounded by a double
exponential function with respect to q as in (S.130), we can ensure
v∞ = lim
q→∞ vq <∞, (S.154)
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and v∞ depends only on the parameters {D, g0, α, γ}. From the inequality (S.149) and Eq. (S.154), we can choose
v∗ = max(`1+η¯1 v0, v∞). We thus prove the theorem.
In the following, we prove the inequality (S.152) by induction method. We first consider the case of q = 1. From
the inequality (S.147), we obtain
G1(x, t,X ) = 2|X |e−2(x−`1v0|t|)/`1 , (S.155)
which clearly reduces to the form of (S.152). We then adopt the assumption that the Hamiltonian H1:q−1 (q ≥ 2)
satisfies the Lieb-Robinson bound of
Gq−1(x, t,X ) = C˜0
∣∣X ∣∣2(1 + x/`q−1)D−1e−2(x−vq−1|t|)/`q−1 . (S.156)
By using the assumption (S.156), we aim to derive the Lieb-Robinson bound for H1:q in the form of (S.152). We
first restrict ourselves to
t ≤ ∆tq := `q12vq−1 , (S.157)
and consider the generic t afterward [see Eq. (S.187)]. Before going to the proof, we derive the following lemma:
Lemma 4. For arbitrary q ≥ 2, the Lieb-Robinson function Gq−1(x, t,X ) in (S.156) is reduced to the form of
Gq−1(x, t,X ) =
∣∣X (`q)∣∣2e−(x−v¯q−1∆tq)/`q−1 (t ≤ ∆tq), (S.158)
where we define v¯q−1 as
v¯q−1 :=
vq−1
1− δq−1 ≤ 2vq−1 (S.159)
with
δq−1 =
6 log[C˜0γ2(2`q)2D] + 6(D − 1) log(1 + `ηqq−1/12)
`
ηq
q−1
. (S.160)
Note that v¯q−1 ≤ 2vq−1 is a consequence from the condition (S.135).
Proof of Lemma 4. From Eq. (S.23) and the definition of δq−1, the Lieb-Robinson bound (S.158) gives a trivial
bound for x ≤ vq−1∆tq. Hence, we only have to consider the range of x ≥ vq−1∆tq.
We start from the form of Gq−1(x, t,X ) as in Eq. (S.156):
Gq−1(x, t,X ) = C˜0
∣∣X ∣∣2(1 + x/`q−1)D−1e−2(x−vq−1|t|)/`q−1 . (S.161)
First, from the definition (S.14), we have X ⊆ (X(`q))[`q] for an arbitrary subset X ⊆ Λ, and hence |X| is
upper-bounded as follows:
|X| ≤ ∣∣(X(`q))[`q]∣∣≤ ∑
i∈X(`q)
∣∣i[`q]∣∣≤ γ(2`q)D∣∣X(`q)∣∣, (S.162)
where we use the inequality (S.17). Then, we have
Gq−1(x, t,X ) ≤ Gq−1(x,∆tq,X ) ≤ C˜0γ2(2`q)2D
∣∣X(`q)∣∣2(1 + x/`q−1)D−1e−2(x−vq−1∆tq)/`q−1 , (S.163)
where we use the condition t ≤ ∆tq in the first inequality.
Second, by using x ≥ vq−1∆tq, we obtain the upper bound of
C˜0γ2(2`q)2D
∣∣X(`q)∣∣2(1 + x/`q−1)D−1e−2(x−vq−1∆tq)/`q−1
= exp
{−2x
`q−1
[
1− `q−1 log[C˜0γ
2(2`q)2D(1 + x/`q−1)D−1]
2x
]}
e2vq−1∆tq/`q−1
≤ exp
{−2x
`q−1
[
1− `q−1 log[C˜0γ
2(2`q)2D(1 + vq−1∆tq/`q−1)D−1]
2vq−1∆tq
]}
e2vq−1∆tq/`q−1
= exp
{−2(1− δq−1)
`q−1
[
x− (1− δq−1)−1vq−1
]}
, (S.164)
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where in the last equation we use the definitions ∆tq = `q/(12vq−1) and `q = `1+ηqq−1 to derive
`q−1 log[C˜0γ2(2`q)2D(1 + vq−1∆tq/`q−1)D−1]
2vq−1∆tq
= 6 log[C˜0γ
2(2`q)2D] + 6(D − 1) log[1 + `q/(12`q−1)]
`q/`q−1
=
6 log[C˜0γ2(2`q)2D] + 6(D − 1) log(1 + `ηqq−1/12)
`
ηq
q−1
= δq−1. (S.165)
From the condition (S.135), we have 1/(1 − δq−1) ≤ 2, which yields 2(1 − δq−1) ≥ 1. Therefore, the inequal-
ity (S.164) reduces to (S.158). This completes the proof. 
We now consider the unitary operator e−iH1:qt for t ≤ ∆tq and start from the decomposition of
e−iH1:qt = e−iH1:q−1tT e−
∫ t
0
eiH1:q−1τHqeiH1:q−1−τdτ = e−iH1:q−1tT e−
∫ t
0
Hq(H1:q−1,τ)dτ . (S.166)
We aim to derive the Lieb-Robinson bound for T e−
∫ t
0
Hq(H1:q−1,τ)dτ , which we characterize by the function
G˜q(x, t,X ). Note that the Lieb-Robinson bound for e−iH1:q−1t has been already given by the function Gq−1(x, t,X )
as in Eq. (S.158). In order to estimate G˜q(x, t,X ), we first estimate the quasi-locality*1 of Hq(H1:q−1, τ). We prove
the following proposition (see Sec. XIIIA for the proof):
Proposition 6. Let ˜`q be a length scale such that
2γ2ev¯q−1τ/`q−1e−˜`q/(2`q−1) ≤ 1 (S.167)
for τ ≤ ∆tq. Then, under the assumption of (S.158), we can give a decomposition of the time-evolved Hamiltonian
Hq(H1:q−1, τ) in the form of
Hq(H1:q−1, τ) =
∑
Z:diam(Z)≤`q
∞∑
s=1
hτ,Z[s˜`q ] (S.168)
with ∑
Z:diam(Z)≤`q
Z[s˜`q ]∩X 6=∅
‖hτ,Z[s˜`q ]‖ ≤ (2˜`q)Dgqγ
∣∣X(s0 ˜`q)∣∣(s+ s0)De−(s−1)˜`q/(2`q−1) (S.169)
for an arbitrary subset X ⊆ Λ, where s0 can be arbitrarily chosen and hτ,Z[s˜`q ] is an operator which acts on the
subset Z[s˜`q].
In order that the condition (S.167) is satisfied for τ ≤ ∆tq = `q/(12vq−1), we choose
˜`
q = 5`q/12. (S.170)
This choice implies the condition (S.167) as follows:
2γ2ev¯q−1τ/`q−1e−˜`q/(2`q−1) ≤ 2γ2e2vq−1[`q/(12vq−1)]/`q−1e−(5`q/12)/(2`q−1) = e−`
ηq
q−1/24+log(2γ
2) < 1, (S.171)
where in the first inequality we use v¯q−1 ≤ 2vq−1 which is given in (S.159), and the second inequality `ηqq−1/24 ≥
`ηq−1/24 ≥ log(2γ2) is derived from the condition (S.136). From the choice of ˜`q = 5`q/12, we have
diam(Z[s˜`q]) = diam(Z) + 2s˜`q ≤ 11s`q/6 for diam(Z) ≤ `q. (S.172)
Also, by replacing s0 → 22s0/5, we have
(2˜`q)Dgqγ
∣∣X(s0 ˜`q)∣∣(s+ s0)D → (2˜`q)Dgqγ∣∣X(22s0 ˜`q/5)∣∣(s+ 22s0/5)D ≤ (10˜`q)Dgqγ∣∣X(11s0`q/6)∣∣(s+ s0)D. (S.173)
Note that s0 can be arbitrarily chosen.
Moreover, we can prove the following proposition on the Lieb-Robinson bound for quasi-local operators in the
form of Eq. (S.168) with (S.169) (see Sec. XIII B for the proof):
*1 An interaction is said to be quasi-local if the interaction de-
cays rapidly (exponentially or polynomially) with the interac-
tion length.
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Proposition 7. Let H˜ be a Hamiltonian such that
H˜ =
∑
Z:Z⊆Λ
hZ =
∞∑
s=1
∑
diam(Zs)≤sξ
hZs . (S.174)
For an arbitrary subset X and an arbitrary positive s0, we assume∑
diam(Zs)≤sξ
Zs∩X 6=∅
‖hZs‖ ≤ g˜
∣∣X(s0ξ)∣∣(s+ s0)De−µ(s−1) (µ > 1). (S.175)
Then, the Hamiltonian H˜ satisfies GH˜(x, t,X )-Lieb-Robinson bound with
GH˜(x, t,X ) = e
∣∣X (ξ)∣∣[v˜|t| exp(−µ− 12 xξ + v˜|t|
)
+
(
e2v˜|t|
m∗x
)m∗x]
(S.176)
with
v˜ := 4g˜γ(4D)D, m∗x :=
⌊
µ− 1
2µ
x
ξ
⌋
+ 1. (S.177)
We note that the same inequality holds for time-dependent Hamiltonians.
From Proposition 6, in order to apply Proposition 7 to Hq(H1:q−1, τ) (τ ≤ ∆tq), we choose {ξ, µ, g˜} as
ξ = 11`q/6 ≤ 2`q, µ =
˜`
q
2`q−1
≥ `q4`q−1 and g˜ = (10
˜`
q)Dgqγ ≤ (5`q)Dgqγ, (S.178)
where we use the inequalities (S.172) and (S.173) in determining the parameters ξ and g˜ as in (S.175). Note
that µ ≥ `q/(4`q−1) = `ηqq−1/4 > 1 is ensured from the condition (S.136). From Eq. (S.176), we obtain the Lieb-
Robinson function G˜q(x, t,X ) for dynamics by the time-evolved HamiltonianHq(H1:q−1, τ) (0 ≤ τ ≤ t with t ≤ ∆tq)
as follows:
G˜q(x, t,X ) ≤ e
∣∣X (11`q/6)∣∣[v˜q|t| exp(−1− 4`q−1/`q16`q−1 x+ v˜q|t|
)
+
(
e2v˜q|t|
m∗x
)m∗x]
(S.179)
with
v˜q := 4γ2(20D`q)Dgq, m∗x :=
⌊
(1− 4`q−1/`q)x
11`q/3
⌋
+ 1 ≥ x4`q , (S.180)
where we use the condition (S.136) to obtain `q/`q−1 = `ηqq−1 ≥ 48, which yields 1− 4`q−1/`q ≥ 11/12.
We further simplify the bound (S.179) as
G˜q(x, t,X ) ≤ e
∣∣X (`q)∣∣[v˜q|t| exp(− 11192`q−1x+ v˜q|t|
)
+ (e2v˜q|t|)m∗x/2 · (e2v˜q|t|)m∗x/2
]
≤ e∣∣X (`q)∣∣[v˜q|t| exp(− 118`q−1x+ v˜q|t|
)
+ (e2v˜q|t|)1/2 · exp
(
log(e2v˜q|t|)
8`q
x
)]
(S.181)
for t ≤ ∆tq, where we use
∣∣X (11`q/6)∣∣≤ ∣∣X (`q)∣∣. Note that from ∆tq = `q/(12vq−1) and Def. (S.180) for v˜q, we have
e2v˜q∆tq = 4e2γ2(20D`q)Dgq · `q/(12vq−1) = e
2γ2(20D)D
3vq−1
`D+1q gq ≤
e2gγ2(20D)D
3`1v0
`−ηq−1 ≤ `−ηq−1, (S.182)
where we use vq−1 ≥ v1 := `1v0 [see Eq. (S.153) for the definition of v1] and the inequality (S.134) for `D+1q gq in
the first inequality and the condition (S.137) in the second inequality. This reduces the inequality (S.181) to
G˜q(x, t,X ) ≤ e
∣∣X (`q)∣∣[`−ηq−1 exp(− 118`q−1x
)
+ `−η/2q−1 · exp
(−η log(`q−1)
8`q
x
)]
for t ≤ ∆tq, (S.183)
where we use the following bound in deriving the first term:
v˜q|t| exp(v˜q|t|) ≤ v˜q∆tq exp(v˜q∆tq) ≤ `−ηq−1
exp(`−ηq−1/e2)
e2
≤ `−ηq−1
exp(1/e2)
e2
≤ `−ηq−1. (S.184)
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In the following, by combining Gq−1(x, t,X ) and G˜q(x, t,X ), we obtain the Lieb-Robinson function Gq(x, t,X ,Y)
for generic time t. For the purpose, we first estimate Gq(x, t,X ,Y) under the constraints of
diam(X ) ≤ `q, diam(Y) ≤ `q. (S.185)
We then remove the constraints by using Theorem 4.
We first decompose the unitary operator e−iH1:qt into a sequence of the small time unitary operators. For the
purpose, for a fixed t, we define the sequence of times {t0, t1, t2, . . . , tm0} as
t0 := 0, tm := (m− 1)∆tq + ∆t′q (m ≥ 1),
m0 = dt/∆tqe, ∆t′q = t− (m0 − 1)∆tq, (S.186)
where the definition implies ∆t′q ≤ ∆tq. We aim to derive the Lieb-Robinson bound for the unitary time evolution
e−iH1:qtm which is decomposed as
e−iH1:qtm = e−iH1:q∆t
′
q [e−iH1:q∆tq ]m
= e−iH1:q−1∆t
′
qT e−
∫ ∆t′q
0
Hq(H1:q−1,τ)dτ
[
e−iH1:q−1∆tqT e−
∫ ∆tq
0
Hq(H1:q−1,τ)dτ
]m−1
. (S.187)
We note that e−iH1:q−1∆tq and e−iH1:q−1∆t′q satisfies the Gq−1(x, t,X )-Lieb-Robinson bound, while
T e−
∫ ∆tq
0
Hq(H1:q−1,τ)dτ and T e−
∫ ∆t′q
0
Hq(H1:q−1,τ)dτ satisfies the G˜q(x, t,X )-Lieb-Robinson bound (S.183). Our task
is to connect all the Lieb-Robinson bounds appropriately. We here utilize the following proposition (see Sec. XIIID
for the proof):
Proposition 8. We consider a Hamiltonian H0 which satisfies the Lieb-Robinson bound for a fixed t as
G(x, t,X ,Y) ≤ Ce−(x−v|t|)/ξ (S.188)
for diam(X ),diam(Y) ≤ νξ (ν ≥ 3). Also, let H ′0 be a Hamiltonian which satisfies the Lieb-Robinson bound for a
fixed t′ as
G′(x, t′,X ) = ∣∣X (νξ)∣∣2F ′(x, t′), (S.189)
where the function F ′(x, t′) is assumed to satisfy
F ′(x, t′) ≤ F ′(x0, t′)e−2(x−x0)/ξ for x ≥ 0, 0 ≤ x0 ≤ x. (S.190)
Note that we impose no assumptions on diam(X ) for G′(x, t′,X ). We then obtain the Lieb-Robinson function
G′′(x, t, t′,X ,Y) for e−iH0te−iH′0t′ as
G′′(x, t, t′,X ,Y) = 4Cγ(3/ν)D(2κ∗ + ν)De−(x−κ∗ξ−v|t|)/ξ (S.191)
for diam(X ),diam(Y) ≤ νξ, where κ∗ is defined as an integer (κ∗ ∈ N) which satisfies
F ′(κ∗ξ, t′) ≤ 12D+1e2γ2D! =: ζ
−1
1 . (S.192)
Note that t′-dependence of G′′(x, t, t′,X ,Y) is included in κ∗.
By using Proposition 8, we prove the form of
Gq(x, tm,X ,Y) = Rmq e−(x−v¯q−1tm)/ξq (m = 0, 1, 2, . . . ,m0) (S.193)
under the constraint of diam(X ) ≤ `q and diam(Y) ≤ `q [see Sec. XII E for the proof of Ineq. (S.193)], where
ξq :=
16`q
η log(`q−1)
(S.194)
and
Rq := 4eγ9De`q−1 log(ζ1)/ξq · 4eγ5D = 16e2γ2 · 45D · e`q−1 log(ζ1)/ξq . (S.195)
For the parameters ξq and Rq, we can derive
ξq ≤ `q3 , Rq ≤ 16e
3γ2 · 45D := ζ2, (S.196)
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where in the first inequality we use the condition (S.140), and in the second inequality we use e`q−1 log(ζ1)/ξq ≤ e
which is a direct consequence from the condition (S.138).
From the inequality (S.193), we can reduce Gq(x, t,X ,Y) (= Gq(x, tm0 ,X ,Y)) to
Gq(x, t,X ,Y) = Rq exp
[
−
(
x− v¯q−1tm0 − ξq(m0 − 1)∆tq∆t−1q log(Rq)
ξq
)]
≤ ζ2 exp
[
−
(
x− t[v¯q−1 + ξq∆t−1q log(ζ2)]
`q/2
)]
= ζ2e−2(x−vqt)/`q , (S.197)
where we use (m0 − 1)∆tq ≤ tm0 = t and ξq ≤ `q/3 ≤ `q/2 from (S.196) for the inequality and define vq as
vq = v¯q−1 +
ξq log(ζ2)
∆tq
= v¯q−1 + vq−1
192 log(ζ2)
η log(`q−1)
, (S.198)
where we have defined ∆tq and ξq in Eqs. (S.157) and (S.194), respectively. By remembering that v¯q−1 = (1 −
δq−1)−1vq−1 from Eq. (S.159), we obtain the recurrence equation (S.153) for vq. In this way, we obtain the
Gq(x, t,X ,Y)-Lieb-Robinson bound under the constraints of diam(X ) and diam(Y) ≤ `q.
Finally, in order to remove the constraints of diam(X ),diam(Y) ≤ `q, we apply Theorem 4 to Gq(x, t,X ,Y) in
(S.197) by setting
ξ0 = `q/2, ξ = (`q − 1)/2 ≥ `q/3, (S.199)
where we use `q ≥ `1 ≥ 3 from the condition (S.142). From the inequality (S.67), we obtain the Lieb-Robinson
bound for generic operators without the constraints as follows:
Gq(x, t,X ) ≤ C`q/3,`q/2
∣∣X (`q/3)∣∣2(1 + 3x/`q)D−1ζ2e−2(x−vqt)/`q ≤ C˜0∣∣X ∣∣2(1 + x/`q)D−1e−2(x−vqt)/`q , (S.200)
where C`q/3,`q/2 is defined by Eq. (S.68), and C˜0 was defined as
C˜0 := 43e
10/315DD!γζ2. (S.201)
We thus prove the inequality (S.152). This completes the proof of Theorem 2. 
E. Proof of the inequality (S.193)
We prove the inequality (S.193) by induction. For m = 0, we have Gq(x, t0,X ,Y) = 0 because of t0 = 0 and the
inequality is trivially obtained.
Then, we assume the form of (S.193) for a fixedm and prove the case ofm+1. We here consider the Lieb-Robinson
bound for
e−iH1:qtm+1 = e−iH1:qtm+1e−iH1:q∆tq = e−iH1:qtme−iH1:q−1∆tqT e−
∫ ∆tq
0
Hq(H1:q−1,τ)dτ , (S.202)
where we use Eq. (S.166) for the decomposition of e−iH1:q∆tq . In order to obtain the Lieb-Robinson bound for
e−iH1:qtm+1 , we first connect the two Lieb-Robinson bounds of e−iH1:qtm and e−iH1:q−1∆tq . We then connect the two
Lieb-Robinson bounds of e−iH1:qtme−iH1:q−1∆tq and T e−
∫ ∆tq
0
Hq(H1:q−1,τ)dτ . In each of the connections, we utilize
Proposition 8.
For the first, we consider the Lieb-Robinson bound for e−iH1:qtme−iH1:q−1∆tq , which we characterize by the
function of
G′q(x, tm,∆tq,X ,Y). (S.203)
The Lieb-Robinson bound for e−iH1:qtm is given by the assumption (S.193), namely
Gq(x, tm,X ,Y) = Rmq e−(x−v¯q−1tm)/ξq , (S.204)
where we have defined ξq as in Eq. (S.194). Also, the Lieb-Robinson bound for e−iH1:q−1t is given by Gq−1(x, t,X )
in Eq. (S.158), which has the form of
Gq−1(x, t,X ) =
∣∣X (`q)∣∣2Fq−1(x, t), Fq−1(x, t) := e−(x−v¯q−1t)/`q−1 . (S.205)
We notice that Fq−1(x, t) satisfies the condition (S.190) in Proposition 8 as follows:
Fq−1(x, t) = e−(x−v¯q−1t)/`q−1 ≤ e−(x0−v¯q−1t)/`q−1e−(x−x0)/`q−1
≤ Fq−1(x0, t)e−2(x−x0)/ξq (S.206)
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for 0 ≤ x0 ≤ x, where 1/`q−1 ≥ 2/ξq is a consequence from the condition (S.139), namely 1/(18`q−1) ≥ 2/ξq.
In Proposition 8, we set
G(x, t,X ,Y) = Gq(x, tm,X ,Y), G′(x, t′,X ) = Gq−1(x,∆tq,X ), F ′(x, t′) = Fq−1(x,∆tq), (S.207)
and the parameters therein are given by
t = tm, t′ = ∆tq, C = Rmq , v = v¯q−1, ξ = ξq, ν = νq :=
`q
ξq
≥ 3, (S.208)
where the inequality νq ≥ 3 is given by the condition (S.140). Then, from Eq. (S.191), the Lieb-Robinson function
G′q(x, tm,∆tq,X ,Y) is given by
G′q(x, tm,∆tq,X ,Y) = 4Rmq γ(3/νq)D(2κ∗q,1 + νq)De−(x−κ
∗
q,1ξq−v¯q−1|tm|)/ξq , (S.209)
where κ∗q,1 is chosen so that the following inequality holds
Fq−1(κ∗q,1ξq,∆tq) = e−(κ
∗
q,1ξq−v¯q−1∆tq)/`q−1 ≤ ζ−11 , (S.210)
where we have defined ζ1 in (S.192). The parameter κ∗q,1 is given by
κ∗q,1 =
⌈
v¯q−1∆tq + `q−1 log(ζ1)
ξq
⌉
≤ v¯q−1∆tq + `q−1 log(ζ1)
ξq
+ 1. (S.211)
We also obtain
(3/νq)(2κ∗q,1 + νq) ≤ 3
(
1 + 2
νq
+ 2v¯q−1`q/(12vq−1) + 2`q−1 log(ζ1)
`q
)
≤ 9 (S.212)
with ∆tq = `q/(12vq−1), where we use ξqνq = `q, the condition (S.141), v¯q−1 ≤ 2vq−1 [see Eq. (S.159)] and νq ≥ 3.
The inequalities (S.211) and (S.212) reduce the inequality (S.209) to
G′q(x, tm,∆tq,X ,Y) ≤ Rmq · 4γe−1/ξq9De−(x−v¯q−1∆tq−`q−1 log(ζ1)−v¯q−1|tm|)/ξq
=: Rmq Rq,1e−(x−v¯q−1|tm+1|)/ξq , (S.213)
where we define
Rq,1 := 4γe−1/ξq9De`q−1 log(ζ1)/ξq ≤ 4eγ9De`q−1 log(ζ1)/ξq . (S.214)
In the next step, we connect the Lieb-Robinson bounds for the unitary operators
e−iH1:qtme−iH1:q−1∆tq and T e−
∫ ∆tq
0
Hq(H1:q−1,τ)dτ , (S.215)
which gives the Lieb-Robinson bound for e−iH1:qtm+1 , namely Gq(x, tm+1,X ,Y). In order to apply Proposition 8
to this case, we first simplify the Lieb-Robinson bound (S.183) for T e−
∫ ∆tq
0
Hq(H1:q−1,τ)dτ as follows:
G˜q(x,∆tq,X ) ≤ e
∣∣X (`q)∣∣[`−ηq−1 exp(− 118`q−1x
)
+ `−η/2q−1 · exp
(−η log(`q−1)
8`q
x
)]
≤ 2e∣∣X (`q)∣∣2`−η/2q−1 · e−2x/ξq = ∣∣X (`q)∣∣2F˜q(x,∆tq) (S.216)
with
F˜q(x,∆tq) = 2e`−η/2q−1 · e−2x/ξq , (S.217)
where we use the condition (S.139) and the trivial inequality of
∣∣X (`q)∣∣≤ ∣∣X (`q)∣∣2. We notice that F˜q(x,∆tq)
satisfies the condition (S.190) in Proposition 8.
In order to connect two unitary operators (S.215), we set in Proposition 8
G(x, t,X ,Y) = G′q(x, tm,∆tq,X ,Y), G′(x, t′,X ) = G˜q(x,∆tq,X ), F ′(x, t′) = F˜q(x,∆tq), (S.218)
and the parameters therein are given by
t = tm + ∆tq = tm+1, t′ = ∆tq, C = Rmq Rq,1, v = v¯q−1, ξ = ξq, ν = νq :=
`q
ξq
≥ 3. (S.219)
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We then obtain from Eq. (S.191)
Gq(x, tm+1,X ,Y) = 4Rmq Rq,1γ(3/νq)D(2κ∗q,2 + νq)De−(x−κ
∗
q,2ξq−v¯q−1|tm+1|)/ξq , (S.220)
where κ∗q,2 is chosen such that it satisfies
F˜q(κ∗q,2ξq,∆tq) = 2e`−η/2q−1 · e−2κ
∗
q,2 ≤ ζ−11 . (S.221)
From the condition (S.143), the above condition is satisfied by choosing κ∗q,2 = 1. Hence, we have
Gq(x, tm+1,X ,Y) = 4Rmq Rq,1γ(6/νq + 3)De−(x−ξq−v¯q−1|tm+1|)/ξq = Rmq Rq,1Rq,2e−(x−v¯q−1|tm+1|)/ξq (S.222)
with
Rq,2 = 4eγ(6/νq + 3)D ≤ 4eγ5D, (S.223)
where we use νq ≥ 3. Because of Rq,1Rq,2 ≤ Rq from the definition (S.195), we prove the inequality (S.193) for
the case of m+ 1. This completes the proof. 
XIII. DETAILED PROOF OF THE COMPLEMENTARY STATEMENTS FOR THE MIDDLE-RANGE
LIEB-ROBINSON BOUND
A. Proof of Proposition 6: Quasi-locality of operator after time-evolution
1. Statement
Proposition 6. Let ˜`q be a length scale such that
2γ2ev¯q−1τ/`q−1e−˜`q/(2`q−1) ≤ 1 (S.224)
for τ ≤ ∆tq. Then, under the assumption of (S.158), we obtain a decomposition the time-evolved Hamiltonian
Hq(H1:q−1, τ) in the form of
Hq(H1:q−1, τ) =
∑
Z:diam(Z)≤`q
∞∑
s=1
hτ,Z[s˜`q ] (S.225)
with ∑
Z:diam(Z)≤`q
Z[s˜`q ]∩X 6=∅
‖hτ,Z[s˜`q ]‖ ≤ (2˜`q)Dgqγ
∣∣X(s0 ˜`q)∣∣(s+ s0)De−(s−1)˜`q/(2`q−1) (S.226)
for an arbitrary subset X ⊆ Λ, where s0 can be arbitrarily chosen and hτ,Z[s˜`q ] is an operator which acts on the
subset Z[s˜`q].
2. Proof of Proposition 6
For the proof, we consider a more general setup. We define two operators A1 and A2. We assume that the
operator A1 satisfies GA1(x, t,X )-Lieb-Robinson bound with
GA1(x, t,X ) = C
∣∣X (ξ2)∣∣2e−(x−v|t|)/ξ1 . (S.227)
Also, the operator A2 consists of terms with interaction length at most of ξ2, namely
A2 =
∑
Z:diam(Z)≤ξ2
aZ ,
∑
Z:Z3i
‖aZ‖ ≤ g2. (S.228)
We here consider
A2(A1, t) = eiA1tA2e−iA1t =
∑
Z:diam(Z)≤ξ2
aZ(A1, t), (S.229)
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and denote A2(A1, t) by
A2(A1, t) =
∑
Z:diam(Z)≤ξ2
∞∑
s=1
at,Z[sξ˜2], (S.230)
where ξ˜2 is an arbitrary positive integer such that ξ˜2 ≥ ξ2. We here define
at,Z[ξ˜2] := aZ(A1, t, Z[ξ˜2]),
at,Z[sξ˜2] := aZ(A1, t, Z[sξ˜2])− aZ(A1, t, Z[ξ˜2(s− 1)]) for s ≥ 2, (S.231)
where aZ(A1, t, Z[sξ˜2]) is defined by using the notation of (S.25). Notice that lims→∞ aZ(A1, t, Z[sξ˜2]) = aZ(A1, t).
We then derive the following lemma for the time-evolved operator A2(A1, t) which satisfies the quasi-locality:
Lemma 5. Let s0 be an arbitrary positive number. Then, we have∑
Z:diam(Z)≤ξ2
Z[sξ˜2]∩X 6=∅
‖at,Z[sξ˜2]‖ ≤ 2(2ξ˜2)DCγ3g2ev|t|/ξ1
∣∣X(s0ξ˜2)∣∣(s+ s0)De−(s−1)ξ˜2/ξ1 (S.232)
for s ≥ 2, where diam(Z[sξ˜2]) = diam(Z) + 2sξ˜2 ≤ ξ2 + 2sξ˜2 from diam(Z) ≤ ξ2. In particular, for s = 1, we have,∑
Z:diam(Z)≤ξ2
Z[ξ˜2]∩X 6=∅
‖at,Z[ξ˜2]‖ ≤ (2ξ˜2)Dg2γ
∣∣X(s0ξ˜2)∣∣(s0 + 1)D. (S.233)
In this lemma, we further simplify the upper bound (S.232) as follows. By choosing ξ˜2 as
2γ2Cev|t|/ξ1e−ξ˜2/(2ξ1) ≤ 1, (S.234)
we obtain for s ≥ 2
2(2ξ˜2)DCγ3g2ev|t|/ξ1(s+ s0)De−(s−1)ξ˜2/ξ1 =2γ2Cev|t|/ξ1e−(s−1)ξ˜2/(2ξ1) · (2ξ˜2)Dg2γ(s+ s0)De−(s−1)ξ˜2/(2ξ1)
≤2γ2Cev|t|/ξ1e−ξ˜2/(2ξ1) · (2ξ˜2)Dg2γ(s+ s0)De−(s−1)ξ˜2/(2ξ1)
≤(2ξ˜2)Dg2γ(s+ s0)De−(s−1)ξ˜2/(2ξ1), (S.235)
which reduces the inequality (S.232) to∑
Z:diam(Z)≤ξ2
Z[sξ˜2]∩X 6=∅
‖at,Z[sξ˜2]‖ ≤ (2ξ˜2)Dg2γ
∣∣X(s0ξ˜2)∣∣(s+ s0)De−(s−1)ξ˜2/(2ξ1). (S.236)
We note that the inequality (S.233) also reduces to (S.236) for s = 1.
Proposition 6 is immediately given by choosing |t| = τ , A1 = H1:q−1, A2 = Hq. Note the Lieb-Robinson
bound GA1(x, t,X ) in (S.227) is replaced by Gq−1(x, t,X ) which has been given in (S.158), namely Gq−1(x, t,X ) =∣∣X (`q)∣∣2e−(x−v¯q−1∆tq)/`q−1 . Now, the parameters {g2, ξ1, ξ2, ξ˜2, C, v} in Lemma 5 are given by
g2 = gq, ξ1 = `q−1, ξ2 = `q, ξ˜2 = ˜`q, C = 1, v = v¯q−1. (S.237)
Then, the condition (S.234) and the inequality (S.236) reduces to the condition (S.224) and the inequality (S.226),
respectively. This completes the proof. 
3. Proof of Lemma 5
In the proof, we aim to obtain the upper bound of∑
Z:diam(Z)≤ξ2
Z[sξ˜2]∩X 6=∅
‖at,Z[sξ˜2]‖. (S.238)
First, from the Lieb-Robinson bound in the form of of Eq. (S.227) and Lemma 1, we obtain∥∥aZ(A1, t)− aZ(A1, t, Z[sξ˜2])∥∥ ≤ GA1(sξ2, t, Z) = C∣∣X (ξ2)∣∣2e−(sξ2−v|t|)/ξ1 , (S.239)
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which upper-bounds the norm of at,Z[sξ˜2] in Eq. (S.231) as follows:∥∥∥at,Z[sξ˜2]∥∥∥ ≤ ∥∥aZ(A1, t)− aZ(A1, t, Z[sξ˜2])∥∥+ ∥∥aZ(A1, t)− aZ(A1, t, Z[sξ˜2 − ξ˜2])∥∥
≤ ‖aZ‖ · Cev|t|/ξ1
∣∣Z(ξ2)∣∣2e−sξ˜2/ξ1 + ‖aZ‖ · Cev|t|/ξ1∣∣Z(ξ2)∣∣2e−(s−1)ξ˜2/ξ1
≤ ‖aZ‖ · 2γ2Cev|t|/ξ1e−(s−1)ξ˜2/ξ1 , (S.240)
where we use the inequality (S.18) with the condition diam(Z) ≤ ξ2 to obtain
∣∣Z(ξ2)∣∣≤ γ[diam(Z)/ξ2]D = γ. For
s = 1, from the definitions (S.25) and (S.231), we have∥∥∥at,Z[ξ˜2]∥∥∥ ≤ ‖aZ‖. (S.241)
By applying the inequality (S.240) to the summation (S.238), we have∑
Z:diam(Z)≤ξ2
Z[sξ˜2]∩X 6=∅
‖at,Z[sξ˜2]‖ ≤ 2γ2Cev|t|/ξ1
∑
Z:diam(Z)≤ξ2
Z[sξ˜2]∩X 6=∅
‖aZ‖e−(s−1)ξ˜2/ξ1 for s ≥ 2. (S.242)
On the summation with respect to Z, we obtain∑
Z:diam(Z)≤ξ2
Z[sξ˜2]∩X 6=∅
‖aZ‖ =
∑
Z:diam(Z)≤ξ2
Z∩X[sξ˜2]6=∅
‖aZ‖ ≤
∑
j∈X[sξ˜2]
∑
Z:Z3j
‖aZ‖ ≤
∑
j∈X[sξ˜2]
g2 ≤ g2
∣∣X[sξ˜2]∣∣
≤ g2
∣∣X(s0ξ˜2)[(s+ s0)ξ˜2]∣∣≤ g2γ∣∣X(s0ξ˜2)∣∣· [2(s+ s0)ξ˜2]D (S.243)
for arbitrary s0 ≥ 0, where we use the inequalities (S.228), (S.15) and (S.20) in the second, fourth and fifth
inequalities, respectively. Note that the condition Z[sξ˜2] ∩X 6= ∅ for Z ⊆ Λ is equivalent to Z ∩X[sξ˜2] 6= ∅.
By combining the inequalities (S.242) and (S.243), we have∑
Z:Z[sξ˜2]∩X 6=∅
‖at,Z[sξ˜2]‖ ≤ 2(2ξ˜2)DCγ3g2ev|t|/ξ1
∣∣X(s0ξ˜2)∣∣(s+ s0)De−(s−1)ξ˜2/ξ1 . (S.244)
We thus prove the inequality (S.232). In the same way, we can prove the case of s = 1. By using the inequal-
ity (S.241), we have ∑
Z:diam(Z)≤ξ2
Z[ξ˜2]∩X 6=∅
‖at,Z[ξ˜2]‖ ≤
∑
Z:diam(Z)≤ξ2
Z[ξ˜2]∩X 6=∅
‖aZ‖ ≤ (2ξ˜2)Dg2γ
∣∣X(s0ξ˜2)∣∣(s0 + 1)D, (S.245)
where in the last inequality we use (S.243) with s = 1. This completes the proof of Lemma 6. 
B. Proof of Proposition 7: Lieb-Robinson bound by time-evolved Hamiltonian
1. Statement
Proposition 7. Let H˜ be a Hamiltonian such that
H˜ =
∑
Z:Z⊆Λ
hZ =
∞∑
s=1
∑
diam(Zs)≤sξ
hZs . (S.246)
For an arbitrary subset X and an arbitrary positive s0, we assume∑
diam(Zs)≤sξ
Zs∩X 6=∅
‖hZs‖ ≤ g˜
∣∣X(s0ξ)∣∣(s+ s0)De−µ(s−1) (µ > 1). (S.247)
Then, the Hamiltonian H˜ satisfies GH˜(x, t,X )-Lieb-Robinson bound with
GH˜(x, t,X ) = e
∣∣X (ξ)∣∣[v˜|t| exp(−µ− 12 xξ + v˜|t|
)
+
(
e2v˜|t|
m∗x
)m∗x]
(S.248)
with
v˜ := 4g˜γ(4D)D, m∗x :=
⌊
µ− 1
2µ
x
ξ
⌋
+ 1. (S.249)
We note that the same inequality holds for time-dependent Hamiltonians.
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2. Proof of Proposition 7
We estimate the norm of ‖[OL(H˜, t), OL′ ]‖, where OL and OL′ are arbitrary operators with the unit norm (i.e.,
‖OL‖ = ‖OL′‖ = 1) which are supported on L and L′, respectively. Following Ref. [15], we start from the inequality
as
d
dt
‖[OL(H˜, t), OL′ ]‖ = d
dt
‖[eiH˜tOLe−iH˜t, OL′ ]‖ ≤ 2‖OL‖ · ‖[H˜L(H˜, τ), OL′ ]‖ = 2‖[H˜L(H˜, τ), OL′ ]‖, (S.250)
where we define H˜L as follows:
H˜L :=
∞∑
s=1
∑
diam(Zs)≤sξ
Zs∩L 6=∅
hZs . (S.251)
The operator H˜L picks up all the interaction terms {hZ}Z⊆Λ in (S.246) that act on the subset L.
By using the inequality (S.250), we first obtain
‖[OL(H˜, t), OL′ ]‖ ≤ ‖[OL, OL′ ]‖+ 2
∫ t
0
‖[H˜L(H˜, τ), OL′ ]‖dτ
≤ 2
∞∑
s1=1
∑
diam(Zs1 )≤s1ξ
Zs1∩L 6=∅
∫ t
0
‖[hZs1 (H˜, τ1), OL′ ]‖dτ1, (S.252)
where we use dL,L′ ≥ 1 which implies [OL, OL′ ] = 0. By applying the inequality (S.250) to ‖[hZs1 (H˜, τ1), OL′ ]‖, we
have
‖[hZs1 (H˜, τ1), OL′ ]‖ ≤ ‖[hZs1 , OL′ ]‖+ 2‖hZs1 ‖
∞∑
s2=1
∑
diam(Zs2 )≤s2ξ
Zs2∩Zs1 6=∅
∫ τ1
0
‖[hZs2 (H˜, τ2), OL′ ]‖dτ2. (S.253)
In the following, for the simplicity of the notation, we simply describe as∑
diam(Zs2 )≤s2ξ
Zs2∩Zs1 6=∅
=
∑
Zs2∩Zs1 6=∅
(S.254)
by omitting the constraint of diam(Zs2) ≤ s2ξ. By combining the inequalities (S.252) and (S.253), we have
‖[OL(H˜, t), OL′ ]‖ ≤ 2|t|
∞∑
s1=1
∑
Zs1∩L 6=∅
Zs1∩L′ 6=∅
‖[hZs1 , OL′ ]‖
+ 22
∞∑
s1=1
∑
Zs1∩L6=∅
‖hZs1‖
∞∑
s2=1
∑
Zs2∩Zs1 6=∅
∫ t
0
∫ τ1
0
‖[hZs2 (H˜, τ2), OL′ ]‖dτ2dτ1, (S.255)
where in the summation of the first term we add the restriction of Zs1 ∩ L′ 6= ∅ because of ‖[hZs1 , OL′ ]‖ = 0 for
Zs1 ∩ L′ = ∅.
By repeating this process (m∗ − 1) times, we obtain
‖[OL(H˜, t), OL′ ]‖
≤2|t|
∞∑
s1=1
∑
Zs1∩L 6=∅
Zs1∩L′ 6=∅
‖[hZs1 , OL′ ]‖+
(2|t|)2
2!
∞∑
s1=1
∑
Zs1∩L 6=∅
‖hZs1 ‖
∞∑
s2=1
∑
Zs2∩Zs1 6=∅
Zs2∩L′ 6=∅
‖[hZs2 , OL′ ]‖
+(2|t|)
3
3!
∞∑
s1=1
∑
Zs1∩L 6=∅
‖hZs1 ‖
∞∑
s2=1
∑
Zs2∩Zs1 6=∅
‖hZs2 ‖
∞∑
s3=1
∑
Zs3∩Zs2 6=∅
Zs3∩L′ 6=∅
‖[hZs3 , OL′ ]‖
+ · · ·+ 2m∗
∞∑
s1=1
∑
Zs1∩L 6=∅
‖hZs1 ‖
∞∑
s2=1
∑
Zs2∩Zs1 6=∅
‖hZs2 ‖ · · ·
∞∑
s∗m=1
∑
Zsm∗∩Zsm∗−1 6=∅∫ t
0
∫ τ1
0
· · ·
∫ τm∗−1
0
‖[hZsm∗ (H˜, τm∗), OL′ ]‖dτ1dτ2 · · · dτm∗
≤
m∗∑
m=1
Lm. (S.256)
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In the above inequality, we define {Lm}m∗m=1 as
Lm :=2(2|t|)
m
m!
∞∑
s1=1
∑
Zs1∩L 6=∅
‖hZs1 ‖
∞∑
s2=1
∑
Zs2∩Zs1 6=∅
‖hZs2 ‖ · · ·
∞∑
sm=1
∑
Zsm∩Zsm−1 6=∅
Zsm∩L′ 6=∅
‖hZsm‖ (S.257)
for m = 1, 2, . . . ,m∗ − 1, where we use ‖[hZsm , OL′ ]‖ ≤ 2‖hZsm‖ from ‖OL′‖ = 1. For m = m∗, we define Lm∗ as
Lm∗ := 2(2|t|)
m∗
m∗!
∞∑
s1=1
∑
Zs1∩L 6=∅
‖hZs1 ‖
∞∑
s2=1
∑
Zs2∩Zs1 6=∅
‖hZs2 ‖ · · ·
∞∑
s∗m=1
∑
Zsm∗∩Zsm∗−1 6=∅
‖hZsm∗ ‖. (S.258)
We notice that for Lm∗ the summation with respect to Zsm∗ is not restricted to {Zsm∗ |Zsm∗ ∩ L′ 6= ∅}.
We, in the following, aim to upper-bound the mth term Lm in Eq. (S.257). By using the condition (S.247) with
s0 = sj−1, we obtain the upper bound of∑
Zsj∩Zsj−1 6=∅
‖hZsj ‖ ≤ g˜
∣∣Z(sj−1ξ)sj−1 ∣∣(sj + sj−1)De−µ(sj−1) ≤ g˜γ(sj + sj−1)De−µ(sj−1) (S.259)
for j ≥ 2, where we use the inequality (S.18) with the condition diam(Zsj−1) ≤ sj−1ξ to obtain∣∣Z(sj−1ξ)sj−1 ∣∣≤ γ[diam(Zsj−1)/(sj−1ξ)]D = γ. (S.260)
Also, from the condition (S.247) with s0 = 1, we obtain∑
Zs1∩L6=∅
‖hZsj ‖ ≤ g˜
∣∣L(ξ)∣∣(1 + s1)De−µ(s1−1) ≤ g˜γ∣∣L(ξ)∣∣(1 + s1)De−µ(s1−1), (S.261)
where we use γ ≥ 1. By combining the inequalities (S.259) and (S.261), we have∑
Zs1∩L 6=∅
‖hZs1 ‖
∑
Zs2∩Zs1 6=∅
‖hZs2‖ · · ·
∑
Zsm∩Zsm−1 6=∅
‖hZsm ‖ ≤
m∏
j=1
gsj−1,sj , (S.262)
where gsj−1,sj := g˜γ(sj + sj−1)De−µ(sj−1) for j ≥ 2 and gs0,s1 = g˜γ
∣∣L(ξ)∣∣(1 + s1)De−µ(s1−1). For the product of
{gsj−1,sj}mj=1, the following inequality holds as
m∏
j=1
gsj−1,sj = (g˜γ)me−µ(Sm−m)
∣∣L(ξ)∣∣(1 + s1)D m∏
j=2
(sj + sj−1)D ≤
∣∣L(ξ)∣∣(g˜γ)m(2Sm
m
)mD
e−µ(Sm−m), (S.263)
where Sm :=
∑m
j=1 sj ≥ m and we use
(1 + s1)D
m∏
j=2
(sj + sj−1)D ≤
(
2Sm
m
)mD
. (S.264)
Under the constraints of {Zs1 ∩L 6= ∅, Zs2 ∩Zs1 6= ∅, . . . , Zsm ∩Zsm−1 6= ∅}, a necessary condition for Zsm ∩L′ 6= ∅
is given by
Smξ ≥ dL,L′ , (S.265)
and hence by combining (S.257), (S.262) and (S.263), the mth term Lm is bounded from above by
Lm ≤ 2(2g˜γ|t|)
m
m!
∣∣L(ξ)∣∣ ∑
s1≥1,s2≥1,··· ,sm≥1
Smξ≥dL,L′
(
2Sm
m
)mD
e−µ(Sm−m). (S.266)
We upper-bound the summation as follows:∑
s1≥1,s2≥1,··· ,sm≥1
Smξ≥dL,L′
(
2Sm
m
)mD
e−µ(Sm−m) =
∑
S≥max(m,dL,L′/ξ)
∑
s1≥1,s2≥1,··· ,sm≥1
s1+s2+···sm=S
(
2S
m
)mD
e−µ(S−m)
=
∑
S≥max(m,dL,L′/ξ)
((
m
S −m
))(
2S
m
)mD
e−µ(S−m)
=
∑
S≥max(m,dL,L′/ξ)
(
S − 1
m− 1
)(
2S
m
)mD
e−µ(S−m)
≤ 2
mDeµm
mmD(m− 1)!
∑
S≥dL,L′/ξ
SmD+m−1e−µS , (S.267)
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where the summation with respect to {s1, s2, · · · , sm} such that s1 + s2 + · · · + sm = S is equal to the (S −m)-
multicombination from a set of m elements, and we use
(
S−1
m−1
) ≤ Sm−1/(m− 1)! in the inequality. For an arbitrary
constant S0 ≥ 0 and z ∈ N, we obtain∑
S≥S0
Sze−µS =
∑
S≥S0
Sze−(µ−1)Se−S ≤ e−(µ−1)S0
∑
S≥S0
Sze−S
≤ e−(µ−1)S0
∫ ∞
S0
xze−x+1dx ≤ e−(µ−1)S0+1z!, (S.268)
where in the first inequality we use the condition µ > 1. By using the above inequality with S0 = dL,L′/ξ and
z = mD +m− 1, the inequality (S.267) reduces to
∑
s1≥1,s2≥1,··· ,sm≥1
Smξ≥dL,L′
(
2Sm
m
)mD
e−µ(Sm−m) ≤2
mDe1+µm−(µ−1)dL,L′/ξ
mmD(m− 1)! (mD +m− 1)!
=2
mDe1+µm−(µ−1)dL,L′/ξ
mmD
(mD)!
(
mD +m− 1
m− 1
)
≤e(2D)mDeµm−(µ−1)dL,L′/ξ
(
mD +m− 1
m− 1
)
≤e(4D)mD2m−1eµm−(µ−1)dL,L′/ξ, (S.269)
where in the second inequality we use (mD)! ≤ (mD)mD and in the last inequality we use (mD+m−1m−1 ) ≤ 2mD+m−1.
Therefore, by combining the inequalities (S.266) and (S.269), we finally arrive at the inequality for Lm as
Lm ≤ e[4g˜γ(4D)
D|t|]m
m!
∣∣L(ξ)∣∣eµm−(µ−1)dL,L′/ξ = e(v˜|t|)m
m!
∣∣L(ξ)∣∣eµm−(µ−1)dL,L′/ξ, (S.270)
where we use the definition of v˜ in Eq. (S.249). In the same way, we can derive the similar upper bound for
Lm∗ . For Lm∗ , only the difference is that the constraint of Smξ ≥ dL,L′ in (S.266) is removed. Hence, the same
calculations as (S.267) and (S.269) give
∑
s1≥1,s2≥1,··· ,sm≥1
(
2Sm
m
)mD
e−µ(Sm−m) =
∑
S≥m
(
S − 1
m− 1
)(
2S
m
)mD
e−µ(S−m)
≤ 2
mDeµm
mmD(m− 1)!
∑
S≥m
SmD+m−1e−µS
≤ 2
mDeµm
mmD(m− 1)!e
−(µ−1)m+1(mD +m− 1)! ≤ e(4D)mD2m−1em. (S.271)
We thus obtain from Eq. (S.258)
Lm∗ ≤ e[4eg˜γ(4D)
D|t|]m∗
m∗!
∣∣L(ξ)∣∣= e(ev˜|t|)m∗
m∗!
∣∣L(ξ)∣∣≤ e(e2v˜|t|
m∗
)m∗ ∣∣L(ξ)∣∣, (S.272)
where we use m∗! ≥ (m∗/e)m∗ .
We here choose m∗ such that
µ(m∗ − 1)− (µ− 1)dL,L′
ξ
≤ −µ− 12
dL,L′
ξ
or m∗ − 1 =
⌊
µ− 1
2µ
dL,L′
ξ
⌋
. (S.273)
Then, by using the upper-bounds for {Lm}m∗m=1, we arrive at the following inequality:
‖[OL(t), OL′ ]‖ ≤ Lm∗ +
m∗−1∑
m=1
Lm ≤ e
∣∣L(ξ)∣∣[v˜|t| exp(µ(m∗ − 1)− (µ− 1)dL,L′
ξ
+ v˜|t|
)
+
(
e2v˜|t|
m∗
)m∗]
≤ e∣∣L(ξ)∣∣[v˜|t| exp(−µ− 12 dL,L′ξ + v˜|t|
)
+
(
e2v˜|t|
m∗
)m∗]
, (S.274)
where we use
∑∞
m=1 x
m/m! ≤ x∑∞m=0 xm/(m+1)! ≤ x∑∞m=0 xm/m! ≤ xex. We thus prove the inequality (S.248).
This completes the proof. 
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C. Proof of Lemma 3: Lieb-Robinson bound for Hamiltonian with a finite interaction length
1. Statement
Lemma 3. Let H˜ be a Hamiltonian such that
H˜ =
∑
Z⊂Λ:diam(Z)≤ξ
hZ (S.275)
with the same condition as (S.7), namely
sup
i∈Λ
∑
Z:Z3i
r≤diam(Z)≤ξ
‖hZ‖ ≤ gr−α+D for r ≤ ξ. (S.276)
Then, the Hamiltonian H˜ satisfies GH˜(x, t,X )-Lieb-Robinson bound with
GH˜(x, t,X ) = min
(
2|X |
(
v0|t|
e2dx/ξe
)dx/ξe
, 2
)
≤ 2|X |e−2(x−ξv0|t|)/ξ (S.277)
with
v0 :=
2e3gγ(α− 2D)
α− 2D − 1 . (S.278)
We note that the same inequality holds for time-dependent Hamiltonians.
Remark. When we consider a Hamiltonian with k-body interactions (k = O(1)) (i.e., k-local Hamiltonian), the
inequality (S.277) is trivially obtained for α > D; for example, please see Sec. 2.3 in Ref. [118] or Appendix C in
Ref. [24]. However, the k-dependence of the Lieb-Robinson bound is roughly given by
GH˜(x, t,X ) ∼
(O(gk)|t|
x/ξ
)x/ξ
. (S.279)
This estimation gives the Lieb-Robinson velocity of order O(1/(kξ)). The Hamiltonian (S.275) includes up to
O(ξD)-body interactions, namely k = O(ξD). Hence, the Lieb-Robinson velocity is not given by O(ξ), but given
by O(ξD+1). Therefore, in order to obtain the Lieb-Robinson velocity of O(ξ), we need to utilize the power-law
decay as in (S.276) with α > 2D + 1.
2. Proof of Lemma 3
The proof is almost the same as Proposition 7. We note that min(·, 2) is given by the trivial upper bound of
GH˜(x, t,X ) ≤ 2. We start from the same inequality as (S.256):
‖[OL(H˜, t), OL′ ]‖ ≤
m∗∑
m=1
Lm (S.280)
with ‖OL‖ = ‖OL′‖ = 1, where Lm (m < m∗) and Lm∗ are defined as
Lm = 2(2|t|)
m
m!
∑
Z1∩L 6=∅
‖hZ1‖
∑
Z2∩Z1 6=∅
‖hZ2‖ · · ·
∑
Zm∩Zm−1 6=∅
Zm∩L′ 6=∅
‖hZm‖ (S.281)
and
Lm∗ = 2(2|t|)
m∗
m∗!
∑
Z1∩L6=∅
‖hZ1‖
∑
Z2∩Z1 6=∅
‖hZ2‖ · · ·
∑
Zm∗∩Zm∗−1 6=∅
‖hZm∗‖. (S.282)
Now, due to the finite interaction length of ξ, we have Lm = 0 as long as ξm < dL,L′ . Hence, if we choose
m∗ = ddL,L′/ξe, (S.283)
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we obtain Lm = 0 for m ≤ m∗ − 1 < dL,L′/ξ. This choice of m∗ gives the inequality of
‖[OL(H˜, t), OL′ ]‖ ≤ Lm∗ . (S.284)
Our task is to estimate the upper bound of Lm∗ .
In order to estimate Lm∗ , we first decompose the Hamiltonian as
H˜ =
∑
diam(Z)≤ξ
hZ =
ξ∑
r=1
∑
Zr:diam(Zr)=r
hZr . (S.285)
We notice that the condition (S.276) gives∑
Zr:diam(Zr)=r,Zr3i
‖hZr‖ ≤
∑
Z:diam(Z)≥r,Z3i
‖hZ‖ ≤ gr−α+D for ∀i ∈ Λ. (S.286)
Therefore, we have for arbitrary subset L ⊆ Λ∑
Zr:diam(Zr)=r,Zr∩L 6=∅
‖hZr‖ ≤
∑
i∈L
∑
Zr:diam(Zr)=r,Zr3i
‖hZr‖ ≤ g|L|r−α+D, (S.287)
which gives the following upper bound:
∑
Zm∗∩Zm∗−1 6=∅
‖hZm∗‖ ≤ g|Zm∗−1|
ξ∑
rm∗=1
r−α+Dm∗ . (S.288)
From the inequality (S.16), we have |Z| ≤ γ[diam(Z)]D, which yields the inequality of
∑
Zm∗−1∩Zm∗−2 6=∅
‖hZm∗−1‖ · |Zm∗−1| ≤ g|Zm∗−2|
ξ∑
rm∗−1=1
(γrDm∗−1)r−α+Dm∗−1 . (S.289)
By repeating the same process, we obtain
∑
Z1∩L 6=∅
‖hZ1‖
∑
Z2∩Z1 6=∅
‖hZ2‖ · · ·
∑
Zm∗∩Zm∗−1 6=∅
‖hZm∗‖ ≤ |L|
ξ∑
r1,r2,...,rm∗=1
gr−α+Dm∗
m∗−1∏
s=1
g(γrDs )r−α+Ds
≤ |L|
(
ξ∑
r=1
gγr−α+2D
)m∗
, (S.290)
where we use r−α+Dm∗ ≤ γr−α+2Dm∗ for rm∗ ≥ 1 from γ ≥ 1. For α > 2D + 1, we obtain
ξ∑
r=1
r−α+2D ≤ 1 +
∞∑
r=2
r−α+2D ≤ 1 +
∫ ∞
1
x−α+2Ddx = α− 2D
α− 2D − 1 . (S.291)
By applying the inequalities (S.290) and (S.291) to Eq. (S.282), we obtain the upper bound of Lm∗ by
Lm∗ ≤ 2(2|t|)
m∗
m∗! |L|
(
gγ(α− 2D)
α− 2D − 1
)m∗
≤ 2|L|
(
2e3gγ(α− 2D)
α− 2D − 1
|t|
e2m∗
)m∗
= 2|L|
(
v0|t|
e2m∗
)m∗
, (S.292)
where we use m∗! ≥ (m∗/e)m∗ and v0 was defined in Eq. (S.278). We thus obtain the first inequality in (S.277)
from the choice of m∗ as in Eq. (S.283).
Finally, we need to prove
min
(
2|L|
(
v0|t|
e2dx/ξe
)dx/ξe
, 2
)
≤ 2|L|e−2(x−ξv0|t|)/ξ. (S.293)
For x < ξv0|t|, the inequality trivially holds, and hence we only need to consider x ≥ ξv0|t|. For x ≥ ξv0|t|, we use
the following upper bounds:(
v0|t|
e2dx/ξe
)dx/ξe
≤
(
v0|t|
e2(x/ξ)
)x/ξ
≤ e−2x/ξ ≤ e−2(x−ξv0|t|)/ξ, (S.294)
where the last inequality is a trivial inequality. We thus obtain the inequality (S.293). This completes the proof.

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D. Proof of Proposition 8: connection of two Lieb-Robinson bounds from different unitary operators
1. Statement
Proposition 8. We consider a Hamiltonian H0 which satisfies the Lieb-Robinson bound for a fixed t as
G(x, t,X ,Y) ≤ Ce−(x−v|t|)/ξ (S.295)
for diam(X ),diam(Y) ≤ νξ (ν ≥ 3). Also, let H ′0 be a Hamiltonian which satisfies the Lieb-Robinson bound for a
fixed t′ as
G′(x, t′,X ) = ∣∣X (νξ)∣∣2F ′(x, t′), (S.296)
where the function F ′(x, t′) is assumed to satisfy
F ′(x, t′) ≤ F ′(x0, t′)e−2(x−x0)/ξ for x ≥ 0, 0 ≤ x0 ≤ x. (S.297)
Note that we impose no assumptions on diam(X ) for G′(x, t′,X ). We then obtain the Lieb-Robinson function
G′′(x, t, t′,X ,Y) for e−iH0te−iH′0t′ as
G′′(x, t, t′,X ,Y) = 4Cγ(3/ν)D(2κ∗ + ν)De−(x−κ∗ξ−v|t|)/ξ (S.298)
for diam(X ),diam(Y) ≤ νξ, where κ∗ is defined as an integer (κ∗ ∈ N) which satisfies
F ′(κ∗ξ, t′) ≤ 12D+1e2γ2D! =: ζ
−1
1 . (S.299)
Note that t′-dependence of G′′(x, t, t′,X ,Y) is included in κ∗.
2. Proof of Proposition 8
We need to consider the norm of the commutator
[eiH
′
0t
′
eiH0tOXe
−iH0te−iH
′
0t
′
, OY ] (S.300)
for arbitrary operators OX and OY with diam(X),diam(Y ) ≤ νξ (ν ≥ 1). In the following, we aim to estimate the
upper bound of
‖[eiH′0t′eiH0tOXe−iH0te−iH′0t′ , OY ]‖ = ‖[OX(H0, t), OY (H ′0,−t′)]‖. (S.301)
We first decompose OY (H ′0,−t′) as
OY (H ′0,−t′) = OY (H ′0,−t′, Y [κ∗ξ]) +
∞∑
s=κ∗+1
OY [sξ],
OY [sξ] := OY (H ′0,−t′, Y [sξ])−OY (H ′0,−t′, Y [(s− 1)ξ]), (S.302)
where we determine κ∗ afterward. From the Lieb-Robinson bound (S.296) and Lemma 1, the norm of OY [sξ] is
bounded from above by∥∥OY [sξ]∥∥ ≤ ‖OY (H ′0,−t′)−OY (H ′0,−t′, Y [sξ])‖+ ‖OY (H ′0,−t′)−OY (H ′0,−t′, Y [(s− 1)ξ])‖
≤ G′(sξ, t′, Y ) + G′((s− 1)ξ, t′, Y )
≤ 2∣∣Y (νξ)∣∣2F ′((s− 1)ξ, t′) ≤ 2γ2F ′((s− 1)ξ, t′), (S.303)
where we use
∣∣Y (νξ)∣∣≤ γ[diam(Y )/(νξ)]D ≤ γ which is derived from the inequality (S.18). On the other hand, we
have the trivial upper bound of
‖OY (H ′0,−t′, Y [κ∗ξ])‖ ≤ ‖OY ‖ = 1. (S.304)
By using the decomposition (S.302), we obtain
‖[OX(H0, t), OY (H ′0,−t′)]‖ ≤ ‖[OX(H0, t), OY (H ′0,−t′, Y [κ∗ξ])]‖+
∞∑
s=κ∗+1
‖[OX(H0, t), OY [sξ]]‖. (S.305)
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In the estimation of the commutators [OX(H0, t), OY [sξ]], we cannot directly use the Lieb-Robinson bound (S.188)
because the subset Y [sξ] may no longer satisfy the condition diam
(
Y [sξ]
) ≤ νξ. We thus utilize Theorem 4. From
the definition of G(x, t,X ,Y) in Eq. (S.295), we set
F(t,X ,Y) = Cev|t|/ξ, L(x) = e−x/ξ, (S.306)
in Eq. (S.64). Because the assumption diam(Y ) ≤ νξ (ν ≥ 3) implies diam(Y ) ≤ 2(νξ/3) + 1, the inequality (S.65)
in the theorem gives
‖[OX(H0, t), OY (H ′0,−t′, Y [κ∗ξ])]‖ ≤ 2C
∣∣Y [κ∗ξ](νξ/3)∣∣e−(dX,Y −κ∗ξ−v|t|)/ξ,
‖[OX(H0, t), OY [sξ]]‖ ≤ ‖OY [sξ]‖ · 2C
∣∣Y [sξ](νξ/3)∣∣e−(dX,Y −sξ−v|t|)/ξ, (S.307)
where we use (S.304) in the first inequality. Note that dX,Y [sξ] = dX,Y − sξ. Because of diam
(
Y [sξ]
) ≤ 2sξ +
diam(Y ) ≤ 2sξ + νξ, we have ∣∣Y [sξ](νξ/3)∣∣ ≤ γ3D(1 + 2s/ν)D (S.308)
from the inequality (S.18). We thus reduce the inequality (S.305) to
‖[OX(H0, t), OY (H ′0,−t′)]‖
≤2Cγ3D(1 + 2κ∗/ν)De−(dX,Y −κ∗ξ−v|t|)/ξ + 2Cγ3D
∞∑
s=κ∗+1
‖OY [sξ]‖ · (1 + 2s/ν)De−(dX,Y −sξ−v|t|)/ξ
≤2Cγ3De−(dX,Y −κ∗ξ−v|t|)/ξ
[
(1 + 2κ∗/ν)D + 2γ2
∞∑
s=κ∗+1
(1 + 2s/ν)Des−κ
∗F ′((s− 1)ξ, t′)
]
, (S.309)
where we use the upper bound (S.303) for ‖OY [sξ]‖.
We then calculate an upper bound of
∞∑
s=κ∗+1
(1 + 2s/ν)Des−κ
∗F ′((s− 1)ξ, t′) =
∞∑
s=0
[1 + 2(κ∗ + 1 + s)/ν]Des+1F ′((κ∗ + s)ξ, t′). (S.310)
By using the inequality (S.297) with x0 = κ∗ξ, we obtain
F ′((κ∗ + s)ξ, t′) ≤ F ′(κ∗ξ, t′)e−2s, (S.311)
which upper-bounds (S.310) as
∞∑
s=κ∗+1
(1 + 2s/ν)Des−κ
∗F ′((s− 1)ξ, t′) ≤ F ′(κ∗ξ, t′)
∞∑
s=0
[1 + 2(κ∗ + 1 + s)/ν]De−s+1
≤ F ′(κ∗ξ, t′)e2(2/ν)D
∫ ∞
0
(x+ κ∗ + 1 + ν/2)De−xdx
≤ F ′(κ∗ξ, t′) · e2(2/ν)DD!(κ∗ + 2 + ν/2)D, (S.312)
where in the last inequality we use (S.101). By applying the inequality (S.312) to (S.309), we finally obtain
‖[OX(H0, t), OY (H ′0,−t′)]‖
≤2Cγ(3/ν)De−(dX,Y −κ∗ξ−v|t|)/ξ [(2κ∗ + ν)D + 2e2γ2D!(2κ∗ + 4 + ν)DF ′(κ∗ξ, t′)] . (S.313)
By choosing κ∗ in the above inequality such that
F ′(κ∗ξ, t′) ≤ (2κ
∗ + ν)D
2e2γ2D!(2κ∗ + 4 + ν)D , (S.314)
we obtain the inequality (S.298). Because of κ∗ ≥ 1 and ν ≥ 3, we have
(2κ∗ + ν)D
(2κ∗ + 4 + ν)D =
(
1 + 42κ∗ + ν
)−D
≥ (9/5)−D > 2−D, (S.315)
and hence the condition (S.314) is simplified as
F ′(κ∗ξ, t′) ≤ 12D+1e2γ2D! . (S.316)
This completes the proof. 
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XIV. CONTRIBUTION OF THE LONG-RANGE INTERACTIONS TO LIEB-ROBINSON BOUND:
PROOF OF THEOREM 3
A. Statement
Theorem 3 (Contribution by the long-range interacting terms). Under the choice of `t by Eq. (S.35), the unitary
operator (S.37) satisfies the G>`t(x, t,X ,Y)-Lieb-Robinson bound as
G>`t(x, t,X ,Y) =J0
∣∣X (v∗|t|)∣∣·∣∣Y(v∗|t|)∣∣ |t|2D+1 log2D(x+ 1)(x− κ0v∗|t|)α , (S.317)
where J0 and κ0 are constants which depend only on the parameters {D, g0, α, γ}.
Theorem 3’ (k-local Hamiltonian). Let us assume the k-locality of the Hamiltonian [see Eq. (S.3) for the
definition]. Then, under the same setup as that of Theorem 3, we obtain the Lieb-Robinson bound G(k)>`t(x, t,X ,Y)
G(k)>`t(x, t,X ,Y) =J
(k)
0
∣∣X (v∗|t|)∣∣·∣∣Y(v∗|t|)∣∣ |t|2D+1(x− κ0v∗|t|)α , (S.318)
where J (k)0 and κ0 are constants which depend only on the parameters {D, g0, α, γ, k}.
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`t = |t|⌘˜, ⌘˜ := 1  ↵  2D   1
2(↵ D)
Contribution by the long-range interactions	
U>`t = T e i
R t
0
H>`t (H`t ,⌧)d⌧
Middle-range Lieb-Robinson bound for H`t
X
Y
H>`t(H`t , ⌧) =
X
Z✓⇤
h⌧,`t,Z
Decomposing	
X
Z✓⇤
Z\X 6=;,Z\Y 6=;
kh⌧,`t,Zk  gt(R)
  X(v⇤|t|)  ·  Y (v⇤|t|)  
Interaction: gt(R)
  X(v⇤|t|)  ·  Y (v⇤|t|)  
(S.347), (S.348)	
[Quasi-locality of H>`t(H`t , ⌧), Propositions 9,10]
Deriving long-range Lieb-Robinson bound	
[Propositions 11]
(S.359)	
G>`t(x, t,X ,Y) =c
  X (v⇤|t|)  ·  Y(v⇤|t|)  ·|t|gt(R) +   X(v⇤|t|)  ✓c0|t|1 ↵˜/2
R
◆O(R/|t|)
c, c0: constants
polynomial decay
as |t|2D+1R ↵ log2D(R) exponential decayas R O(R/|t|)
dX,Y = R
The first term is dominant	
Theorem 3
G`t(x, t,X ) = C˜0
  X   2(1 + x/`t)D 1e 2(x v⇤|t|)/`t
gt(R) :=
(
= J˜ 02|t| 1 ↵˜/2 for R < ˜v⇤|t|,
= J˜ 01|t|2DR ↵ log2D(R+ 1) for R   ˜v⇤|t|.
FIG. 10. Outline of the proof. In the proof of Theorem 3, we need to derive the Lieb-Robinson bound for U>`t in Eq. (S.322).
The proof consists of the following two steps: i) estimation of the quasi-locality of H>`t(H≤`t , τ), ii) derivation of the Lieb-
Robinson bound under the estimated quasi-locality. In the first step, we can utilize Theorem 2 for the time evolution by
H≤`t , and aim to prove Proposition 9 (the proof is given in Sec. XIVC). By using the proposition, we can derive the quasi-
locality of H>`t(H≤`t , τ) in the form of Eq. (S.347) with (S.348). Based on this estimation of the quasi-locality, we derive
Proposition 11 (the proof is given in Sec. XIVD), which yields the Lieb-Robinson bound for U>`t as in Ineq. (S.359). By
appropriately transform the inequality (S.359), we arrive at the main inequality (S.317). In the case where the k-locality is
assumed, the only difference arises from the point that Proposition 9 is replaced by Proposition 10.
B. Proof of the theorem (see Fig. 10 for the outline)
In the following, we define α˜ as
α˜ := α− 2D − 1, (S.319)
which gives η˜ in Eq. (S.35) as
η˜ = 1− α˜2(α−D) . (S.320)
From the assumption of α > 2D + 1, we have α˜ > 0. Also, the assumption (S.7) implies∑
Z⊆Λ,Z3i
diam(Z)>`t
‖hZ‖ ≤ g`−α+Dt = g|t|−α+D+α˜/2, (S.321)
where we use the definition of `t := |t|η˜ [see Eq. (S.35)].
Here, the primary task is to derive the Lieb-Robinson bound for the unitary operator of
U>`t := T e−i
∫ t
0
H>`t (H≤`t ,τ)dτ , (S.322)
50
which appears from the decomposition of the unitary operator e−iHt:
e−iHt = e−iH≤`t tT e−i
∫ t
0
H>`t (H≤`t ,τ)dτ , (S.323)
Notice that we have already obtained the Lieb-Robinson bound for e−iH≤`t t from Theorem 2.
From Theorem 2, H≤`t satisfies the G≤`t(x, t,X )-Lieb-Robinson bound as
G≤`t(x, t,X ) = C˜0
∣∣X ∣∣2(1 + x/`t)D−1e−2(x−v∗|t|)/`t . (S.324)
We first rewrite the function G≤`t(x, t,X ) in the form of
G≤`t(x, t,X ) =
∣∣X ∣∣2e−2(1−δt)[x−(1−δt)−1v∗|t|]/`t . (S.325)
By following the same calculations in the proof of Lemma 4, we obtain δt as follows:
δt =
log(C˜0) + (D − 1) log(v∗|t|/`t + 1)
2(v∗|t|/`t) ≤
log(C˜0) + (D − 1) log(v0`1 + 1)
2v0`1
≤ 12 , (S.326)
where in the first inequality we use v∗|t|/`t = v∗|t|η˜ ≥ v∗ ≥ v0`1 [see Eq. (S.153)], and in the second inequality we
use the condition (S.144) for `1. We thus obtain
1− δt ≥ 1/2, (S.327)
which reduces (S.325) to
G≤`t(x, t,X ) ≤
∣∣X ∣∣2e−(x−2v∗|t|)/`t . (S.328)
For the derivation of (S.317), we first show the quasi-locality of H>`t(H≤`t , τ) for τ < t. We prove the following
propositions (see Sec. XIVC for the proof):
Proposition 9. Let us consider an operator A as follows:
A =
∑
Z⊆Λ
aZ , (S.329)
where A satisfies the assumptions (S.7) and (S.8) with g = ga and g0 = ga,0. We also consider an operator A0
which satisfies G0(x, t,X )-Lieb-Robinson bound as follows:
G0(x, t,X ) = C|X |2e−(x−v|t|)/ξ (C ≥ 1). (S.330)
For arbitrary τ ≤ |t| such that v|t|/ξ ≥ 1, we obtain the decomposition of
A(A0, τ) =
∑
Z⊆Λ
aτ,Z (S.331)
such that∑
Z⊆Λ
Z∩X 6=∅,Z∩Y 6=∅
‖aτ,Z‖ ≤min
[
J1ga,0
∣∣X(v|t|)∣∣·∣∣Y (v|t|)∣∣(f˜Rξ)2D (R−α + e−(R−4f˜Rξ)/(8ξ)) , J2ga∣∣X(v|t|)∣∣(f˜Rξ)D]
+ gaJ3
∣∣X(v|t|)∣∣(v|t|)DR−α with f˜R := log(22D+1eγ2CR2α) + v|t|/ξ, (S.332)
where R = dX,Y and we define J1 := 26D+αe(2D)!γ2, J2 := e6DγD! and J3 = eγD![8 log(2eγ2C)]Dcα,D with
cα,D := D−1 supr≥1
(
[1 + 2D log(r)]D/rα−2D−1
)
.
Because of f˜R ∝ log(R), this proposition implies that the interaction strength algebraically decays as R−α log2D(R).
In particular, if we assume the k-locality for the Hamiltonian, we can obtain a stronger statement as follows:
Proposition 10 (k-local operator). Let us consider an operator A which includes at most k-body interactions
(i.e., k-local operator), namely
A =
∑
Z⊂Λ,|Z|≤k
aZ . (S.333)
Then, under the same setup as that of Proposition 9, we obtain the decomposition of
A(A0, τ) =
∑
Z⊆Λ
aτ,Z (S.334)
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such that∑
Z⊆Λ
Z∩X 6=∅,Z∩Y 6=∅
‖aτ,Z‖ ≤ min
[
J
(k)
1 ga,0
∣∣X(v|t|)∣∣·∣∣Y (v|t|)∣∣(v|t|)2D (R−α + e−(R−4v|t|)/(8ξ)) , J (k)2 ga∣∣X(v|t|)∣∣(v|t|)D] ,
(S.335)
where R = dX,Y and we define J (k)1 := (2eCk2)26D+αe(2D)!γ2 and J (k)2 := (2eCk2)e6DγD!.
In Proposition 9, we choose A = H>`t and A0 = H≤`t , which gives the parameters
ξ = `t, C = 1, ga,0 = g0, ga = g|t|−α+D+α˜/2, v = 2v∗. (S.336)
We note that these choices ensure the condition v|t| ≥ ξ because of v∗ > 1 and `t = |t|η˜ ≤ |t| (|t| ≥ 1). Then, for
τ ≤ |t|, we have
H>`t(H≤`t , τ) =
∑
Z⊆Λ
hτ,`t,Z (S.337)
with ∑
Z⊆Λ
Z∩X 6=∅,Z∩Y 6=∅
‖hτ,`t,Z‖ ≤ g|t|−α+D+α˜/2J˜3
∣∣X(2v∗|t|)∣∣(2v∗|t|)DR−α
+ min
[
J˜1g0
∣∣X(2v∗|t|)∣∣·∣∣Y (2v∗|t|)∣∣(f˜t,R`t)2D (R−α + e−(R−4f˜t,R`t)/(8`t)) , J˜2g|t|−α+D+α˜/2∣∣X(2v∗|t|)∣∣(f˜t,R`t)D]
(S.338)
and
f˜t,R := log(22D+1eγ2R2α) + 2v∗|t|/`t, (S.339)
where {J˜1, J˜2, J˜3} are constants which are defined by {J1, J2, J3} in Proposition 9. Note that these parameters
depend only on {D, g0, α, γ}. Furthermore, from f˜t,R`t ≥ 2v∗|t|, we can reduce the inequality (S.338) to∑
Z⊆Λ
Z∩X 6=∅,Z∩Y 6=∅
‖hτ,`t,Z‖
≤ c˜3 min
[
J˜1g0
∣∣X(v∗|t|)∣∣·∣∣Y (v∗|t|)∣∣(f˜t,R`t)2D (R−α + e−(R−4f˜t,R`t)/(8`t)) , J˜2g|t|−α+D+α˜/2∣∣X(v∗|t|)∣∣(f˜t,R`t)D] ,
(S.340)
where the first term in (S.338) is absorbed by taking an appropriate constant c˜3 which depends on g, g0 and
{J˜1, J˜2, J˜3}. Note that we have
∣∣X(2v∗|t|)∣∣≤ ∣∣X(v∗|t|)∣∣.
From `t = |t|η˜, we have f˜t,R`t in the form of
f˜t,R`t = |t|η˜ log(22D+1eγ2R2α) + 2v∗|t|. (S.341)
From the above expression, there always exists a constant κ˜ (≥ 2) such that it satisfies the following inequalities
R− 4f˜t,R`t ≥ R2 and e
−R/(16`t) ≤ R−α for R ≥ κ˜v∗|t|, (S.342)
d
dR
[R−α log2D(R+ 1)] = −αR−α+1 log2D(R+ 1) + 2DR
−α log2D−1(R+ 1)
R+ 1 ≤ 0 for R ≥ κ˜v
∗|t|, (S.343)
and
f˜t,R`t = 2v∗|t|
(
log(22D+1eγ2R2α)
2v∗|t|1−η˜ + 1
)
≤
{
c∗v∗|t| for R < κ˜v∗|t|,
c∗v∗|t| log(R+ 1) for R ≥ κ˜v∗|t|, (S.344)
where c∗ depends on the parameters {D, g0, α, γ}. Note that the inequality (S.342) implies R ≥ 8f˜t,R`t ≥ 16v∗|t|
and hence κ˜ is at least larger than 16, namely κ˜ ≥ 16.
Under the above definition of κ˜, for R ≥ κ˜v∗|t|, the inequalities (S.342) and (S.344) give
(f˜t,R`t)2D
(
R−α + e−(R−4f˜t,R`t)/(8`t)
)
≤ 2(c∗v∗|t|)2DR−α log2D(R+ 1). (S.345)
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Also, for R < κ˜v∗|t|, the inequality (S.344) gives
|t|−α+D+α˜/2(f˜t,R`t)D ≤ (c∗v∗)D|t|−α+2D+α˜/2 ≤ (c∗v∗)D|t|−1+α˜/2, (S.346)
where the last inequality is given by the condition α > 2D + 1. By using the inequalities (S.345) and (S.346), the
inequality (S.340) reduces to ∑
Z⊆Λ
Z∩X 6=∅,Z∩Y 6=∅
‖hτ,`t,Z‖ ≤ gt(R)
∣∣X(v∗|t|)∣∣·∣∣Y (v∗|t|)∣∣ (S.347)
with
gt(R) :=
c˜3gJ˜2(c
∗v∗)D|t|−1−α˜/2 =: J˜ ′2|t|−1−α˜/2 for R < κ˜v∗|t|,
2c˜3g0J˜1(c∗v∗)2D
|t|2D log2D(R+ 1)
Rα
=: J˜ ′1|t|2DR−α log2D(R+ 1) for R ≥ κ˜v∗|t|,
(S.348)
where J˜ ′1 and J˜ ′2 depend on the parameters {D, g0, α, γ}. Note that the function gt(R) monotonically decreases
with R because of the condition (S.343).
In the case where the Hamiltonian is k-local, we can apply the same analyses. Only the difference is that f˜t,R`t
is replaced with 2v∗|t| from Proposition 10. Hence, the logarithmic dependence log2D(R + 1), which results from
the inequality (S.344), does not appear in this case. Then, the inequality (S.347) is replaced by∑
Z⊆Λ
Z∩X 6=∅,Z∩Y 6=∅
‖hτ,`t,Z‖ ≤ g(k)t (R)
∣∣X(v∗|t|)∣∣·∣∣Y (v∗|t|)∣∣ (S.349)
with
g
(k)
t (R) :=
{
J˜
(k)
2 |t|−1−α˜/2 for R < κ˜v∗|t|,
J˜
(k)
1 |t|2DR−α for R ≥ κ˜v∗|t|,
(S.350)
where J˜ (k)1 and J˜
(k)
2 are constants which depend on the parameters {D, g0, α, γ, k}.
We here show the Lieb-Robinson bound for time-evolved long-range Hamiltonians H>`t(H≤`t , τ). We can prove
the following proposition (see Sec. XIVD for the proof):
Proposition 11. Let us consider a Hamiltonian H˜ as follows:
H˜ =
∑
Z⊆Λ
h˜Z (S.351)
with ∑
Z⊆Λ
Z∩X 6=∅,Z∩Y 6=∅
‖h˜Z‖ ≤
∣∣X(ξ0)∣∣·∣∣Y (ξ0)∣∣g(R), R = dX,Y ,
g(R) =
{
g˜ for R < κξ0,
g˜RR
−α for R ≥ κξ0, g˜R := g˜0 log
p(R+ 1) (p ∈ N), (S.352)
where κ ≥ 2, ξ0 ≥ 1, and g(R) monotonically decreases with R. Then, the Hamiltonian H˜ satisfies G(x, t,X ,Y)-
Lieb-Robinson bound with
G(x, t,X ,Y) = ∣∣X (ξ0)∣∣·∣∣Y(ξ0)∣∣2α+1eΓ(α+ 2)
λ˜
(
e2eλ˜γ
29D|t| − 1
)
g(R) + 2
∣∣X(ξ0)∣∣(4eκξ0λ˜γ29D|t|
R
)R/(2κξ0)
, (S.353)
where Γ(x) is the gamma function and we define λ˜ as
λ˜ := g˜γ[2(κ+ 3)]D + cp,κg˜0γD2
D+1
κ+ 2
logp(κξ0 + 1)
ξα0
,
cp,κ := sup
z∈R|z≥κ+2
[
(log(z) + 1)p
(z − 2)α−D−1
]
. (S.354)
In the following, we apply Proposition 11 to the unitary operator of
T e−i
∫ t
0
H>`t (H≤`t ,τ)dτ . (S.355)
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From the inequality (S.347) with Eq. (S.348), the parameters in Proposition 11 is now given by
ξ0 = v∗|t|, κ = κ˜, p = 2D, g˜ = J˜ ′2|t|−1−α˜/2, g˜0 = J˜ ′1|t|2D. (S.356)
Then, the definition (S.354) gives λ˜|t| as follows:
λ˜|t| = J˜ ′2γ[2(κ˜+ 3)]D|t|−α˜/2 +
c2D,κ˜J˜
′
1γD2D+1
κ˜+ 2 |t|
2D+1 log2D(κ˜v∗|t|+ 1)
(v∗|t|)α
= J˜ ′2γ[2(κ˜+ 3)]D|t|−α˜/2 +
c2D,κ˜J˜
′
1γD2D+1
[v∗]α(κ˜+ 2) |t|
−α˜ log2D(κ˜v∗|t|+ 1), (S.357)
where α˜ := α − 2D − 1 as defined in Eq. (S.319). Because of α˜ > 0 and |t| ≥ 1, there exists a constant λ0 which
depends only on the parameters {D, g0, α, γ} such that
λ˜|t| ≤ λ0|t|−α˜/2 ≤ λ0. (S.358)
Then, from the inequality (S.353) in Proposition 11, the unitary operator (S.355) satisfies G>`t(x, t,X ,Y)-Lieb-
Robinson bound with
G>`t(x, t,X ,Y) =
∣∣X (v∗|t|)∣∣·∣∣Y(v∗|t|)∣∣2α+1eΓ(α+ 2)
(
e2eλ0γ
29D − 1
)
λ0
|t|gt(R)
+ 2
∣∣X(v∗|t|)∣∣(4eκ˜v∗λ0γ29D|t|1−α˜/2
R
)R/(2κ˜v∗|t|)
. (S.359)
From the definition of gt(R) in Eq. (S.348), the first term in (S.359) decays as |t|2D+1R−α log2D(R + 1) for
R ≥ κ˜v∗|t|. On the other hand, the second term exponentially decays as (R−1|t|1−α˜/2)R/|t|. Hence, there exists a
constant κ0 ≥ κ˜ such that
First term in (S.359) ≥ Second term in (S.359) for R ≥ κ0v∗|t|. (S.360)
We then obtain
G>`t(x, t,X ,Y) =2
∣∣X (v∗|t|)∣∣·∣∣Y(v∗|t|)∣∣2α+1eΓ(α+ 2)
(
e2eλ0γ
29D − 1
)
λ0
J˜ ′1|t|2D+1R−α log2D(R+ 1) (S.361)
for R ≥ κ0v∗|t|. Therefore, we finally obtain
G>`t(x, t,X ,Y) =J0
∣∣X (v∗|t|)∣∣·∣∣Y(v∗|t|)∣∣ |t|2D+1 log2D(R+ 1)
Rα
for R ≥ κ0v∗|t| (S.362)
by choosing
J0 =
2α+2eΓ(α+ 2)
(
e2eλ0γ
29D − 1
)
λ0
J˜ ′1. (S.363)
The inequality (S.362) reduces to the main inequality (S.317).
In the case where the Hamiltonian is k-local, from the inequality (S.349) with Eq. (S.350), we set the parameters
in Proposition 11 as follows:
ξ0 = v∗|t|, κ = κ˜, p = 0, g˜ = J˜ (k)2 |t|−1−α˜/2, g˜0 = J˜ (k)1 |t|2D. (S.364)
By following the same steps for the derivation of (S.362), we obtain for the k-local Hamiltonians
G>`t(x, t,X ,Y) =J (k)0
∣∣X (v∗|t|)∣∣·∣∣Y(v∗|t|)∣∣ |t|2D+1
Rα
for R ≥ κ0v∗|t|, (S.365)
where J (k)0 is a constant which depends on {D, g0, α, γ, k}. This completes the proof of the theorem. 
C. Proofs of Propositions 9 and 10
1. Statement
Proposition 9. Let us consider an operator A as follows:
A =
∑
Z⊆Λ
aZ , (S.366)
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where A satisfies the assumptions (S.7) and (S.8) with g = ga and g0 = ga,0. We also consider an operator A0
which satisfies G0(x, t,X )-Lieb-Robinson bound as follows:
G0(x, t,X ) = C|X |2e−(x−v|t|)/ξ (C ≥ 1). (S.367)
For arbitrary τ ≤ |t| such that v|t|/ξ ≥ 1, we obtain the decomposition of
A(A0, τ) =
∑
Z⊆Λ
aτ,Z (S.368)
such that∑
Z⊆Λ
Z∩X 6=∅,Z∩Y 6=∅
‖aτ,Z‖ ≤min
[
J1ga,0
∣∣X(v|t|)∣∣·∣∣Y (v|t|)∣∣(f˜Rξ)2D (R−α + e−(R−4f˜Rξ)/(8ξ)) , J2ga∣∣X(v|t|)∣∣(f˜Rξ)D]
+ gaJ3
∣∣X(v|t|)∣∣(v|t|)DR−α with f˜R := log(22D+1eγ2CR2α) + v|t|/ξ, (S.369)
where R = dX,Y and we define J1 := 26D+αe(2D)!γ2, J2 := e6DγD! and J3 = eγD![8 log(2eγ2C)]Dcα,D with
cα,D := D−1 supr≥1
(
[1 + 2D log(r)]D/rα−2D−1
)
.
Proposition 10 (k-local operator). Let us consider an operator A which includes at most k-body interactions
(i.e., k-local operator), namely
A =
∑
Z⊂Λ,|Z|≤k
aZ . (S.370)
Then, under the same setup as that of Proposition 9, we obtain the decomposition of
A(A0, τ) =
∑
Z⊆Λ
aτ,Z (S.371)
such that∑
Z⊆Λ
Z∩X 6=∅,Z∩Y 6=∅
‖aτ,Z‖ ≤ min
[
J
(k)
1 ga,0
∣∣X(v|t|)∣∣·∣∣Y (v|t|)∣∣(v|t|)2D (R−α + e−(R−4v|t|)/(8ξ)) , J (k)2 ga∣∣X(v|t|)∣∣(v|t|)D] ,
(S.372)
where R = dX,Y and we define J (k)1 := (2eCk2)26D+αe(2D)!γ2 and J (k)2 := (2eCk2)e6DγD!.
2. Proofs of Propositions 9 and 10.
[Few-body (k-local) operator]
We first consider the case where the operator A includes up to k-body interacting terms:
A =
∑
Z⊂Λ,|Z|≤k
aZ . (S.373)
In this case, the proof is much simpler than that for generic A. We here denote
dX,Y = R (S.374)
for the simplicity.
For the proof, we decompose A as
A =
∞∑
r=1
∑
Zr⊂Λ
|Zr|≤k,diam(Zr)=r
aZr . (S.375)
We then obtain A(A0, τ) in the following form:
A(A0, τ) =
∞∑
r=1
∑
Zr⊂Λ
|Zr|≤k,diam(Zr)=r
aZr (A0, τ). (S.376)
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We further decompose each of {aZr (A0, τ)}Zr⊂Λ as follows:
aZr (A0, τ) =
∞∑
s=0
aτ,Zr[sξ+ξr] with diam(Zr) = r, (S.377)
where we define
aτ,Zr[sξ+ξr] :=
{
aZr (A0, τ, Zr[ξr]) for s = 0,
aZr (A0, τ, Zr[sξ + ξr])− aZr (A0, τ, Zr[(s− 1)ξ + ξr]) for s ≥ 1.
(S.378)
The parameter ξr is appropriately chosen afterward. By combining Eqs. (S.376) and (S.377), we have
A(A0, τ) =
∞∑
r=1
∑
Zr⊂Λ
|Zr|≤k,diam(Zr)=r
∞∑
s=0
aτ,Zr[sξ+ξr]. (S.379)
In order to obtain the inequality (S.369), we need to estimate the following quantity:
∞∑
r=1
∞∑
s=0
∑
Zr⊂Λ,|Zr|≤k,diam(Zr)=r
Zr[sξ+ξr]∩X 6=∅,Zr[sξ+ξr]∩Y 6=∅
‖aτ,Zr[sξ+ξr]‖. (S.380)
We notice that the condition Zr[sξ + ξr] ∩X 6= ∅ for Zr ⊂ Λ is equivalent to Zr ∩X[sξ + ξr] 6= ∅, and hence
∞∑
r=1
∞∑
s=0
∑
Zr⊂Λ,|Zr|≤k,diam(Zr)=r
Zr[sξ+ξr]∩X 6=∅,Zr[sξ+ξr]∩Y 6=∅
‖aτ,Zr[sξ+ξr]‖ =
∞∑
r=1
∞∑
s=0
∑
Zr⊂Λ,|Zr|≤k,diam(Zr)=r
Zr∩X[sξ+ξr] 6=∅,Zr∩Y [sξ+ξr] 6=∅
‖aτ,Zr[sξ+ξr]‖. (S.381)
By using the G0(x, t,X )-Lieb-Robinson bound of A0 and Lemma 1, we obtain
‖aτ,Zr[sξ+ξr]‖ = ‖aZr (A0, τ, Zr[sξ + ξr])− aZr (A0, τ, Zr[(s− 1)ξ + ξr])‖
≤ ‖aZr‖G0(sξ + ξr, τ, Zr) + ‖aZr‖G0((s− 1)ξ + ξr, τ, Zr)
≤ 2‖aZr‖G0((s− 1)ξ + ξr, |t|, Zr), (S.382)
where we use G0(x, τ,X ) ≤ G0(x, |t|,X ) for τ ≤ |t|. By using the k-locality of the operator A, namely |Zr| ≤ k for
arbitrary r and choosing ξr as
ξr = v|t| for ∀r ∈ N, (S.383)
we reduce the inequality (S.382) to
‖aτ,Zr[sξ+ξr]‖ ≤ 2C|Zr|2‖aZr‖e−(s−1)−(ξr−v|t|)/ξ
≤ 2eCk2e−(ξr−v|t|)/ξ‖aZr‖e−s = 2eCk2‖aZr‖e−s. (S.384)
For ‖aτ,Zr[ξr]‖, we obtain the following trivial inequality:
‖aτ,Zr[ξr]‖ = ‖aZr (A0, τ, Zr[ξr])‖ ≤ ‖aZr‖ ≤ 2eCk2‖aZr‖. (S.385)
Thus, we obtain the following upper bound for the summation (S.381):
∞∑
r=1
∞∑
s=0
∑
Zr⊂Λ,|Zr|≤k,diam(Zr)=r
Zr∩X[sξ+ξr]6=∅,Zr∩Y [sξ+ξr]6=∅
‖aτ,Zr[sξ+ξr]‖ ≤2eCk2
∞∑
s=0
e−s
∞∑
r=1
∑
Zr⊂Λ,|Zr|≤k,diam(Zr)=r
Zr∩X[sξ+ξr] 6=∅,Zr∩Y [sξ+ξr] 6=∅
‖aZr‖
=2eCk2
∞∑
s=0
e−s
∑
Z⊂Λ,|Z|≤k
Z∩X[sξ+v|t|]6=∅,Z∩Y [sξ+v|t|]6=∅
‖aZ‖
≤2eCk2
∞∑
s=0
e−s
ga,0
∣∣X[sξ + v|t|]∣∣·∣∣Y [sξ + v|t|]∣∣
[max(R− 2sξ − 2v|t|, 0) + 1]α (S.386)
with R = dX,Y , where the last inequality is derived from the assumption (S.11) with g0 = ga,0 for the operator A.
Note that we have dX[sξ+v|t|],Y [sξ+v|t|] ≥ dX,Y − 2(sξ + v|t|) = R− 2(sξ + v|t|).
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We define sR as sR := (R − 4v|t|)/(4ξ), which satisfies R − 2sRξ − 2v|t| = R/2. We first consider the case of
sR > 0 (i.e., R > 4v|t|). From the inequalities (S.15) and (S.20), we obtain∣∣X[sξ + v|t|]∣∣≤ ∣∣X(v|t|)[sξ + 2v|t|]∣∣≤ γ∣∣X(v|t|)∣∣· [2(sξ + 2v|t|)]D . (S.387)
Then, for s < sR, we obtain the following upper bound for the summation of
∑
s<sR
e−s
ga,0
∣∣X[sξ + v|t|]∣∣·∣∣Y [sξ + v|t|]∣∣
[max(R− 2sξ − 2v|t|, 0) + 1]α ≤
ga,0γ
2∣∣X(v|t|)∣∣·∣∣Y (v|t|)∣∣
(R/2)α
∑
s<sR
[2(sξ + 2v|t|)]2De−s
≤ e2
2D+α(2D)!ga,0γ2
∣∣X(v|t|)∣∣·∣∣Y (v|t|)∣∣
Rα
(ξ + 2v|t|)2D, (S.388)
where we use R− 2sξ − 2v|t| ≥ R/2 for s < sR in the first inequality. Also, the second inequality is derived from
∑
s<sR
[2(sξ + 2v|t|)]2De−s ≤ (2ξ)2D
∞∑
s=0
(s+ 2v|t|/ξ)2De−s
≤ (2ξ)2D
∫ ∞
0
(x+ 2v|t|/ξ)2De−x+1dx ≤ e(2ξ)2D(2D)!(1 + 2v|t|/ξ)2D, (S.389)
where we utilize the inequality (S.101). For s ≥ sR, we obtain
∑
s≥sR
e−s
ga,0
∣∣X[sξ + v|t|]∣∣·∣∣Y [sξ + v|t|]∣∣
[max(R− 2sξ − 2v|t|, 0) + 1]α ≤ ga,0γ
2∣∣X(v|t|)∣∣·∣∣Y (v|t|)∣∣∑
s≥sR
[2(sξ + 2v|t|)]2De−s
≤ ga,0γ2
∣∣X(v|t|)∣∣·∣∣Y (v|t|)∣∣e−sR/2 ∑
s≥sR
[2(sξ + 2v|t|)]2De−s/2
≤ e22D+1(2D)!ga,0γ2
∣∣X(v|t|)∣∣·∣∣Y (v|t|)∣∣(2ξ + 2v|t|)2De−sR/2, (S.390)
where we use the same inequality as (S.389) in estimating the summation in the third inequality. By applying the
above two upper bounds to (S.386), we arrive at
∞∑
r=1
∞∑
s=0
∑
Zr⊂Λ,|Zr|≤k,diam(Zr)=r
Zr∩X[sξ+ξr] 6=∅,Zr∩Y [sξ+ξr] 6=∅
‖aτ,Zr[sξ+ξr]‖
≤2eCk2
(
e22D+α(2D)!ga,0γ2
∣∣X(v|t|)∣∣·∣∣Y (v|t|)∣∣
Rα
(ξ + 2v|t|)2D + e22D+1(2D)!ga,0γ2
∣∣X(v|t|)∣∣·∣∣Y (v|t|)∣∣(2ξ + 2v|t|)2De−sR/2)
≤(2eCk2)22D+αe(2D)!ga,0γ2
∣∣X(v|t|)∣∣·∣∣Y (v|t|)∣∣(2ξ + 2v|t|)2D (R−α + e−(R−4v|t|)/(8ξ))
≤(2eCk2)26D+αe(2D)!ga,0γ2
∣∣X(v|t|)∣∣·∣∣Y (v|t|)∣∣(v|t|)2D (R−α + e−(R−4v|t|)/(8ξ)) , (S.391)
where in the last inequality we use 2v|t|+ 2ξ ≤ 4v|t| from the assumption of v|t| ≥ ξ.
We second consider the case of sR ≤ 0 (i.e., R ≤ 4v|t|). We take a different approach to estimate the summa-
tion (S.386) as follows:
∞∑
r=1
∞∑
s=0
∑
Zr⊂Λ,|Zr|≤k,diam(Zr)=r
Zr∩X[sξ+ξr] 6=∅,Zr∩Y [sξ+ξr] 6=∅
‖aτ,Zr[sξ+ξr]‖ ≤2eCk2
∞∑
s=0
e−s
∑
Z⊂Λ,|Z|≤k
Z∩X[sξ+v|t|] 6=∅
‖aZ‖. (S.392)
By applying the assumption (S.7) with g = ga and the inequality (S.387), we have∑
Z⊂Λ,|Z|≤k
Z∩X[sξ+v|t|]6=∅
‖aZ‖ ≤ ga
∣∣X[sξ + v|t|]∣∣≤ gaγ∣∣X(v|t|)∣∣· [2(sξ + 2v|t|)]D , (S.393)
which gives the upper bound of
∞∑
s=0
e−s
∑
Z⊂Λ,|Z|≤k
Z∩X[sξ+v|t|]6=∅
‖aZ‖ ≤ gaγ
∣∣X(v|t|)∣∣ ∞∑
s=0
e−s[2(sξ + 2v|t|)]D ≤ e2Dgaγ
∣∣X(v|t|)∣∣D!(ξ + 2v|t|)D, (S.394)
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where we use the same upper bound as (S.389). By combining the inequalities (S.392) and (S.394), we obtain
∞∑
r=1
∞∑
s=0
∑
Zr⊂Λ,|Zr|≤k,diam(Zr)=r
Zr∩X[sξ+ξr] 6=∅,Zr∩Y [sξ+ξr] 6=∅
‖aτ,Zr[sξ+ξr]‖ ≤ (2eCk2)e2Dgaγ
∣∣X(v|t|)∣∣D!(ξ + 2v|t|)D
≤ (2eCk2)e6Dgaγ
∣∣X(v|t|)∣∣D!(v|t|)D, (S.395)
where in the last inequality we use v|t|+ ξ ≤ 3v|t| from the assumption of v|t| ≥ ξ.
From the upper bounds of (S.391) and (S.395), we finally obtain
∞∑
r=1
∞∑
s=0
∑
Zr⊂Λ,|Zr|≤k,diam(Zr)=r
Zr∩X[sξ+ξr] 6=∅,Zr∩Y [sξ+ξr] 6=∅
‖aτ,Zr[sξ+ξr]‖
≤min
[
(2eCk2)26D+αe(2D)!ga,0γ2
∣∣X(v|t|)∣∣·∣∣Y (v|t|)∣∣(v|t|)2D (R−α + e−(R−4v|t|)/(8ξ)) , (2eCk2)e6Dgaγ∣∣X(v|t|)∣∣D!(v|t|)D]
= min
[
J
(k)
1 ga,0
∣∣X(v|t|)∣∣·∣∣Y (v|t|)∣∣(v|t|)2D (R−α + e−(R−4v|t|)/(8ξ)) , J (k)2 ga∣∣X(v|t|)∣∣(v|t|)D] (S.396)
with
J
(k)
1 := (2eCk2)26D+αe(2D)!γ2, J (k)2 := (2eCk2)e6DγD!. (S.397)
This completes the proof of Proposition 10. 
[generic cases]
We here consider the general case without the assumption of the k-locality:
A =
∑
Z⊆Λ
aZ . (S.398)
In this case, we also start from the equation (S.381). Here, in estimating the norm of ‖aτ,Zr[sξ+ξr]‖, we cannot
utilize the upper bound of |Zr|2 ≤ k2 as in (S.384). Instead, we utilize the following upper bound which is derived
from the inequality (S.16):
|Zr| ≤ γ[diam(Zr)]D = γrD. (S.399)
This replaces the inequality (S.384) by
‖aτ,Zr[sξ+ξr]‖ ≤ 2eγ2C‖aZr‖r2De−(ξr−v|t|)/ξe−s (s ≥ 1). (S.400)
We here choose ξr as
ξr = frξ, fr := log(2eγ2Cr2D) + v|t|/ξ. (S.401)
By applying the above choice of ξr to (S.400), we obtain
‖aτ,Zr[sξ+ξr]‖ ≤ ‖aZr‖e−s. (S.402)
We note that this inequality also holds for s = 0 since ‖aτ,Zr[ξr]‖ = ‖aZr‖ from the definition (S.378). We then
estimate the same quantity as (S.386):
∞∑
r=1
∞∑
s=0
∑
Zr⊆Λ,diam(Zr)=r
Zr∩X[sξ+ξr]6=∅,Zr∩Y [sξ+ξr] 6=∅
‖aτ,Zr[sξ+ξr]‖ ≤
∞∑
s=0
e−s
∞∑
r=1
∑
Zr⊆Λ,diam(Zr)=r
Zr∩X[(s+fr)ξ] 6=∅,Zr∩Y [(s+fr)ξ] 6=∅
‖aZr‖. (S.403)
In order to estimate the summation with respect to r, we analyze the cases of r ≤ R0 and r > R0 in different
ways, where we will choose R0 afterward. For r ≤ R0, we use the assumption (S.11) with g0 = ga,0, which implies
R0∑
r=1
∑
Zr⊆Λ,diam(Zr)=r
Zr∩X[(s+fr)ξ]6=∅,Zr∩Y [(s+fr)ξ]6=∅
‖aZr‖ ≤
∑
Z⊆Λ
Z∩X[(s+fR0 )ξ] 6=∅,Z∩Y [(s+fR0 )ξ]6=∅
‖aZ‖
≤ ga,0
∣∣X[(s+ fR0)ξ]∣∣·∣∣Y [(s+ fR0)ξ]∣∣
[max(R− 2sξ − 2fR0ξ, 0) + 1]α
, (S.404)
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where we use fr ≤ fR0 for r ≤ R0 from the definition (S.401). From this inequality, we obtain
∞∑
s=0
e−s
R0∑
r=1
∑
Zr⊆Λ,diam(Zr)=r
Zr∩X[(s+fr)ξ] 6=∅,Zr∩Y [(s+fr)ξ] 6=∅
‖aZr‖ ≤ ga,0
∞∑
s=0
e−s
∣∣X[(s+ fR0)ξ]∣∣·∣∣Y [(s+ fR0)ξ]∣∣
[max(R− 2sξ − 2fR0ξ, 0) + 1]α
, (S.405)
and the remaining task is to estimate the summation with respect to s. This summation has been already estimated
in (S.386), where we only need to replace v|t| with fR0ξ. Hence, we can obtain the similar upper bound to (S.396):
ga,0
∞∑
s=0
e−s
∣∣X[(s+ fR0)ξ]∣∣·∣∣Y [(s+ fR0)ξ]∣∣
[max(R− 2sξ − 2fR0ξ, 0) + 1]α
≤min
[
22D+αe(2D)!ga,0γ2
∣∣X(v|t|)∣∣·∣∣Y (v|t|)∣∣(fR0ξ + 2ξ + v|t|)2D (R−α + e−(R−4fR0ξ)/(8ξ)) ,
e2Dgaγ
∣∣X(v|t|)∣∣D!(fR0ξ + ξ + v|t|)D]
≤min
[
26D+αe(2D)!ga,0γ2
∣∣X(v|t|)∣∣·∣∣Y (v|t|)∣∣(fR0ξ)2D (R−α + e−(R−4fR0ξ)/(8ξ)) , e6Dgaγ∣∣X(v|t|)∣∣D!(fR0ξ)D] ,
(S.406)
where we use fR0ξ ≥ v|t| ≥ ξ from the definition (S.401) and the assumption v|t| ≥ ξ. By applying the inequal-
ity (S.406) to (S.405), we arrive at the inequality of
∞∑
s=0
e−s
R0∑
r=1
∑
Zr⊆Λ,diam(Zr)=r
Zr∩X[(s+fr)ξ] 6=∅,Zr∩Y [(s+fr)ξ] 6=∅
‖aZr‖
≤min
[
J1ga,0
∣∣X(v|t|)∣∣·∣∣Y (v|t|)∣∣(fR0ξ)2D (R−α + e−(R−4fR0ξ)/(8ξ)) , J2ga∣∣X(v|t|)∣∣(fR0ξ)D] (S.407)
with
J1 := 26D+αe(2D)!γ2, J2 := e6DγD!. (S.408)
We next consider the summation for r > R0. We here use the assumption (S.7), which yields
∞∑
r=R0+1
∑
Zr⊆Λ,diam(Zr)=r
Zr∩X[(s+fr)ξ] 6=∅,Zr∩Y [(s+fr)ξ] 6=∅
‖aZr‖ ≤
∞∑
r=R0+1
∑
Z⊆Λ,diam(Z)≥r
Z∩X[(s+fr)ξ]6=∅
‖aZr‖
≤
∞∑
r=R0+1
ga
∣∣X[(s+ fr)ξ]∣∣
rα−D
≤
∞∑
r=R0+1
gaγ
∣∣X(v|t|)∣∣[2(sξ + frξ + v|t|)]D
rα−D
≤ gaγ
∣∣X(v|t|)∣∣(2ξ)D ∞∑
r=R0+1
(s+ fr + v|t|/ξ)D
rα−D
, (S.409)
where we use (S.387) in the third inequality. We thus obtain
∞∑
s=0
e−s
∞∑
r=R0+1
∑
Zr⊆Λ,diam(Zr)=r
Zr∩X[(s+fr)ξ] 6=∅,Zr∩Y [(s+fr)ξ] 6=∅
‖aZr‖ ≤ gaγ
∣∣X(v|t|)∣∣(2ξ)D ∞∑
r=R0+1
∞∑
s=0
e−s
(s+ fr + v|t|/ξ)D
rα−D
≤ gaγ
∣∣X(v|t|)∣∣(2ξ)DeD! ∞∑
r=R0+1
(1 + fr + v|t|/ξ)D
rα−D
, (S.410)
where we use the inequality (S.101) to obtain the following upper bound:
∞∑
s=0
e−s(s+ fr + v|t|/ξ)D ≤
∫ ∞
0
e−x+1(x+ fr + v|t|/ξ)Ddx ≤ eD!(1 + fr + v|t|/ξ)D. (S.411)
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From the definition of fr in Eq. (S.401), we have fr = f1 + 2D log(r), and hence
∞∑
r=R0+1
(1 + fr + v|t|/ξ)D
rα−D
=
∞∑
r=R0+1
[1 + f1 + v|t|/ξ + 2D log(r)]D
rα−D
≤ (1 + f1 + v|t|/ξ)D
∞∑
r=R0+1
[1 + 2D log(r)]D
rα−D
≤ (1 + f1 + v|t|/ξ)D sup
r≥1
(
[1 + 2D log(r)]D
rα−2D−1
) ∞∑
r=R0+1
1
rD+1
≤ (1 + f1 + v|t|/ξ)
D/D
RD0
sup
r≥1
(
[1 + 2D log(r)]D
rα−2D−1
)
=: cα,D
(1 + f1 + v|t|/ξ)D
RD0
, (S.412)
where we define cα,D := D−1 supr≥1
(
[1 + 2D log(r)]D/rα−2D−1
)
. Note that from α > 2D + 1 the constant cα,D
has a finite value. By applying the above inequality to (S.410), we arrive at the following upper bound:
∞∑
s=0
e−s
∞∑
r=R0+1
∑
Zr⊆Λ,diam(Zr)=r
Zr∩X[(s+fr)ξ] 6=∅,Zr∩Y [(s+fr)ξ] 6=∅
‖aZr‖ ≤ gaγ
∣∣X(v|t|)∣∣(2ξ)DeD!cα,D (1 + f1 + v|t|/ξ)D
RD0
≤ ga
∣∣X(v|t|)∣∣eγD![8 log(2eγ2C)]Dcα,D (v|t|)D
RD0
= gaJ3
∣∣X(v|t|)∣∣(v|t|)DR−D0 , (S.413)
where we use 2ξ(1 + f1 + v|t|/ξ) = 2ξ + 2ξ log(2eγ2C) + 4v|t| ≤ 8v|t| log(2eγ2C) from the assumption of v|t| ≥ ξ.
Note that J3 is defined as
J3 = eγD![8 log(2eγ2C)]Dcα,D. (S.414)
Finally, we choose R0 as R0 = dRα/De ≤ 2Rα/D. The upper bounds in (S.407) and (S.413) reduce to
∞∑
s=0
e−s
R0∑
r=1
∑
Zr⊆Λ,diam(Zr)=r
Zr∩X[(s+fr)ξ] 6=∅,Zr∩Y [(s+fr)ξ]6=∅
‖aZr‖
≤min
[
J1ga,0
∣∣X(v|t|)∣∣·∣∣Y (v|t|)∣∣(f˜Rξ)2D (R−α + e−(R−4f˜Rξ)/(8ξ)) , J2ga∣∣X(v|t|)∣∣(f˜Rξ)D] (S.415)
and
∞∑
s=0
e−s
∞∑
r=R0+1
∑
Zr⊆Λ,diam(Zr)=r
Zr∩X[(s+fr)ξ] 6=∅,Zr∩Y [(s+fr)ξ] 6=∅
‖aZr‖ ≤ gaJ3
∣∣X(v|t|)∣∣(v|t|)DR−α, (S.416)
respectively, where in the first inequality we use fR0 ≤ f2Rα/D =: f˜R. By combining the above two bounds with
(S.403), we obtain the main inequality (S.369). This completes the proof of Proposition 9. 
D. Proof of Proposition 11
1. Statement
Proposition 11. Let us consider a Hamiltonian H˜ as follows:
H˜ =
∑
Z⊆Λ
h˜Z (S.417)
with ∑
Z⊆Λ
Z∩X 6=∅,Z∩Y 6=∅
‖h˜Z‖ ≤
∣∣X(ξ0)∣∣·∣∣Y (ξ0)∣∣g(R), R = dX,Y ,
g(R) =
{
g˜ for R < κξ0,
g˜RR
−α for R ≥ κξ0, g˜R := g˜0 log
p(R+ 1) (p ∈ N), (S.418)
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where κ ≥ 2, ξ0 ≥ 1, and g(R) monotonically decreases with R. Then, the Hamiltonian H˜ satisfies G(x, t,X ,Y)-
Lieb-Robinson bound with
G(x, t,X ,Y) = ∣∣X (ξ0)∣∣·∣∣Y(ξ0)∣∣2α+1eΓ(α+ 2)
λ˜
(
e2eλ˜γ
29D|t| − 1
)
g(R) + 2
∣∣X(ξ0)∣∣(4eκξ0λ˜γ29D|t|
R
)R/(2κξ0)
, (S.419)
where Γ(x) is the gamma function and we define λ˜ as
λ˜ := g˜γ[2(κ+ 3)]D + cp,κg˜0γD2
D+1
κ+ 2
logp(κξ0 + 1)
ξα0
,
cp,κ := sup
z∈R|z≥κ+2
[
(log(z) + 1)p
(z − 2)α−D−1
]
. (S.420)
Remark. The theorem is similar to the ones in [15, 17]. Indeed, we will utilize their proof technique, but the
theorems therein cannot be directly applied. The main reason is the following. The theorems in Ref. [15, 17]
roughly give the following bound:
G(x, t,X ,Y) = ∣∣X ∣∣·∣∣Y∣∣(econst.λ|t| − 1) g(R), (S.421)
where the parameter λ is defined by the inequality of
max
x,y∈Λ
∑
z∈Λ
g(dx,z)g(dz,y) ≤ λg(dx,y). (S.422)
In our case, from the definition (S.418), the parameter λ is roughly upper-bounded by g˜ξD0 , and hence the expo-
nential term is given by eO(g˜ξD0 |t|). On the other hand, the inequality (S.420) gives it by
eO(g˜|t|)+O(g˜0ξ
−α
0 |t|),
which is much better than eO(g˜ξD0 |t|) when g˜, g˜0 and ξ0 depend on the time as in Eq. (S.356). This improvement is
crucial in proving the linear light cone for α > 2D + 1.
2. Proof of Proposition 11.
We denote Λ(ξ0) = {is}n˜s=1 with n˜ =
∣∣Λ(ξ0)∣∣. We also define {Ls}n˜s=1 as
Ls := is[ξ0] for is ∈ Λ(ξ0). (S.423)
Note that L1 ∪ L2 · · ·Ln˜ = Λ and
diam(Ls) = diam(is[ξ0]) ≤ 2ξ0 + 1. (S.424)
The essence of the proof is similar to the ones in [15, 17]. The key idea to improve the original results is to treat
the coarse grained set Λ(ξ0) instead of the original total set Λ. For example, this point is reflected in the inequal-
ity (S.437). In order to simplify the inequality to a convenient form, we will utilize the similar inequality (S.441)
to (S.422). The parameter λ˜ defined in Eq. (S.420) will appear in order to upper-bound the summation (S.442).
We start from the same inequality as (S.256):
‖[OX(H˜, t), OY ]‖ ≤
m∗∑
m=1
Lm (S.425)
with ‖OX‖ = ‖OY ‖ = 1 and R = dX,Y , where {Lm}m
∗−1
m=1 and Lm∗ are defined as
Lm = 2(2|t|)
m
m!
∑
Z1∩X 6=∅
‖h˜Z1‖
∑
Z2∩Z1 6=∅
‖h˜Z2‖ · · ·
∑
Zm∩Zm−1 6=∅
Zm∩Y 6=∅
‖h˜Zm‖ (S.426)
and
Lm∗ = 2(2|t|)
m∗
m∗!
∑
Z1∩X 6=∅
‖h˜Z1‖
∑
Z2∩Z1 6=∅
‖h˜Z2‖ · · ·
∑
Zm∗∩Zm∗−1 6=∅
‖h˜Zm∗ ‖. (S.427)
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In the proof, we choose m∗ such that for m ≤ m∗ − 1 the following inequalities are satisfied:
R− 2(m+ 1)ξ0
m
≥ R2m and
R
2m ≥ κξ0. (S.428)
We note that the above inequalities hold for m ≤ R/(4ξ0)− 1 and m ≤ R/(2κξ0), respectively. Because of κ ≥ 2,
we need to choose so that the parameter m may satisfy m ≤ R/(2κξ0), and hence we adopt
m∗ =
⌊
R
2κξ0
⌋
+ 1 ≥ R2κξ0 . (S.429)
We first consider L1:
L1 = 2(2|t|)
∑
Z1∩X 6=∅,Z1∩Y 6=∅
‖h˜Z1‖ ≤ 2(2|t|)
∣∣X(ξ0)∣∣·∣∣Y (ξ0)∣∣g(R), (S.430)
where the inequality is given by the definition of the interaction (S.418). We second consider L2:
L2 = 2(2|t|)
2
2!
∑
Z1∩X 6=∅
‖h˜Z1‖
∑
Z2∩Z1 6=∅,Z2∩Y 6=∅
‖h˜Z2‖. (S.431)
From X(ξ0)[ξ0] ⊇ X, we obtain∑
Z1∩X 6=∅
‖h˜Z1‖ ≤
∑
Z1∩X(ξ0)[ξ0]6=∅
‖h˜Z1‖ ≤
∑
is∈X(ξ0)
∑
Z1∩is[ξ0] 6=∅
‖h˜Z1‖ =
∑
is∈X(ξ0)
∑
Z1∩Ls 6=∅
‖h˜Z1‖, (S.432)
where we use the notation of Ls in (S.423). By using the above inequality, we have∑
Z1∩X 6=∅
‖h˜Z1‖
∑
Z2∩Z1 6=∅,Z2∩Y 6=∅
‖h˜Z2‖ ≤
∑
is∈X(ξ0)
∑
is′∈Y (ξ0)
∑
Z1∩Ls 6=∅
‖h˜Z1‖
∑
Z2∩Z1 6=∅,Z2∩Ls′ 6=∅
‖h˜Z2‖. (S.433)
Furthermore, from L1 ∪ L2 ∪ · · · ∪ Ln˜ = Λ, we obtain
∑
Z1∩Ls 6=∅
‖h˜Z1‖
∑
Z2∩Z1 6=∅,Z2∩Ls′ 6=∅
‖h˜Z2‖ ≤
n˜∑
s1=1
∑
Z1∩Ls 6=∅,Z1∩Ls1 6=∅
‖h˜Z1‖
∑
Z2∩Ls1 6=∅,Z2∩Ls′ 6=∅
‖h˜Z2‖. (S.434)
The definition (S.418) gives the upper bound of∑
Z1∩Ls 6=∅,Z1∩Ls1 6=∅
‖h˜Z1‖ ≤
∣∣L(ξ0)s ∣∣·∣∣L(ξ0)s1 ∣∣g(dLs,Ls1 ) ≤ γ29Dg(dLs,Ls1 ), (S.435)
where we use the inequality (S.18) to obtain
∣∣L(ξ0)s ∣∣≤ γ[diam(Ls)/ξ0]D ≤ γ[(2ξ0 + 1)/ξ0]D ≤ γ3D (ξ0 ≥ 1). This
upper bound reduces the inequality (S.434) to
∑
Z1∩Ls 6=∅
‖h˜Z1‖
∑
Z2∩Z1 6=∅,Z2∩Ls′ 6=∅
‖h˜Z2‖ ≤ (γ29D)2
n˜∑
s1=1
g(dLs,Ls1 )g(dLs1 ,Ls′ ). (S.436)
By combining (S.433) and (S.436), we have
∑
Z1∩X 6=∅
‖h˜Z1‖
∑
Z2∩Z1 6=∅,Z2∩Y 6=∅
‖h˜Z2‖ ≤ (γ29D)2
∑
is∈X(ξ0)
∑
is′∈Y (ξ0)
n˜∑
s1=1
g(dLs,Ls1 )g(dLs1 ,Ls′ ). (S.437)
Because of is ∈ X(ξ0), is′ ∈ Y (ξ0), we have Ls ∩X 6= ∅ and Ls′ ∩ Y 6= ∅. Then, from R = dX,Y , the distances
dLs,Ls1 and dLs1 ,Ls′ should satisfy
R ≤ dLs,Ls1 + dLs1 ,Ls′ + diam(Ls)− 1 + diam(Ls′)− 1 + diam(Ls1)− 1 ≤ dLs,Ls1 + dLs1 ,Ls′ + 6ξ0, (S.438)
where we use the inequality (S.424) for diam(Ls). The above inequality yields
max(dLs,Ls1 , dLs1 ,Ls′ ) ≥
R− 6ξ0
2 ≥
R
4 ≥ κξ0, (S.439)
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where the second and third inequalities are derived from the condition (S.428) with m = 2. From the above
inequality, the definition of g(R) in (S.418) implies
min[g(dLs,Ls1 ), g(dLs1 ,Ls′ )] ≤ g(R/4) =
4α
g˜R/g˜R/4
g(R) ≤ 4αg(R), (S.440)
where the last inequality is given by g˜R ≥ g˜R/4. Hence, we obtain
n˜∑
s1=1
g(dLs,Ls1 )g(dLs1 ,Ls′ ) ≤
n˜∑
s1=1
min[g(dLs,Ls1 ), g(dLs1 ,Ls′ )] ·
[
g(dLs,Ls1 ) + g(dLs1 ,Ls′ )
]
≤ 2λ˜ · 4αg(R), (S.441)
where in the last inequality we use
max
is∈Λ(ξ0)
∑
is′∈Λ(ξ0)
g(dLs′ ,Ls) ≤ λ˜ (S.442)
with λ˜ defined in Eq. (S.420). The proof of the inequality (S.442) is given in Sec. XIVD3. We thus upper-bound
Eq. (S.431) by
L2 ≤ 2(2γ
29D|t|)2
2!
∣∣X(ξ0)∣∣·∣∣Y (ξ0)∣∣2λ˜ · 4αg(R). (S.443)
In the same way, we consider the third term L3:
L3 = 2(2|t|)
3
3!
∑
Z1∩X 6=∅
‖h˜Z1‖
∑
Z2∩Z1 6=∅
‖h˜Z2‖
∑
Z3∩Z2 6=∅,Z3∩Y 6=∅
‖h˜Z3‖. (S.444)
In order to estimate the summation, we first consider∑
Z1∩X 6=∅
‖h˜Z1‖
∑
Z2∩Z1 6=∅
‖h˜Z2‖
∑
Z3∩Z2 6=∅,Z3∩Y 6=∅
‖h˜Z3‖
≤
∑
is∈X(ξ0)
∑
is′∈Y (ξ0)
∑
Z1∩Ls 6=∅
‖h˜Z1‖
∑
Z2∩Z1 6=∅
‖h˜Z2‖
∑
Z3∩Z2 6=∅,Z3∩Ls′ 6=∅
‖h˜Z3‖
≤
∑
is∈X(ξ0)
∑
is′∈Y (ξ0)
n˜∑
s1=1
∑
Z1∩Ls 6=∅,Z1∩Ls1 6=∅
‖h˜Z1‖
∑
Z2∩Ls1 6=∅
‖h˜Z2‖
∑
Z3∩Z2 6=∅,Z3∩Ls′ 6=∅
‖h˜Z3‖
≤
∑
is∈X(ξ0)
∑
is′∈Y (ξ0)
n˜∑
s1=1
∑
Z1∩Ls 6=∅,Z1∩Ls1 6=∅
‖h˜Z1‖
n˜∑
s2=1
∑
Z2∩Ls1 6=∅,Z2∩Ls2 6=∅
‖h˜Z2‖
∑
Z3∩Ls2 6=∅,Z3∩Ls′ 6=∅
‖h˜Z3‖
≤ (γ29D)3
∑
is∈X(ξ0)
∑
is′∈Y (ξ0)
n˜∑
s1=1
n˜∑
s2=1
g(dLs,Ls1 )g(dLs1 ,Ls2 )g(dLs2 ,Ls′ ). (S.445)
In the similar manner to the inequality (S.438), we obtain
R ≤ dLs,Ls1 + dLs1 ,Ls2 + dLs2 ,Ls′ + diam(Ls)− 1 + diam(Ls′)− 1 + diam(Ls1)− 1 + diam(Ls2)− 1
≤ dLs,Ls1 + dLs1 ,Ls2 + dLs2 ,Ls′ + 8ξ0, (S.446)
which yields
max(dLs,Ls1 , dLs1 ,Ls2 , dLs2 ,Ls′ ) ≥
R− 8ξ0
3 ≥
R
6 ≥ κξ0 (S.447)
from the condition (S.428) with m = 3. By combining the above inequality and the definition of g(R) in (S.418),
we also obtain
min[g(dLs,Ls1 ), g(dLs1 ,Ls2 ), g(dLs2 ,Ls′ )] ≤ g(R/6) =
6α
g˜R/g˜R/6
g(R) ≤ 6αg(R), (S.448)
which yields
n˜∑
s1=1
n˜∑
s2=1
g(dLs,Ls1 )g(dLs1 ,Ls2 )g(dLs2 ,Ls′ ) ≤ 3λ˜2 · 6αg(R), (S.449)
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where we use the inequality (S.442). We thus obtain
L3 ≤ 2(2γ
29D|t|)3
3!
∣∣X(ξ0)∣∣·∣∣Y (ξ0)∣∣3λ˜2 · 6αg(R). (S.450)
By repeating this process, we obtain
Lm ≤ 2(2γ
29D|t|)m
m!
∣∣X(ξ0)∣∣·∣∣Y (ξ0)∣∣mλ˜m−1 · (2m)αg(R) (S.451)
for m ≤ m∗ − 1. From the above upper bounds for {Lm}m
∗−1
m=1 , we have
m∗−1∑
m=1
Lm ≤ 2
α+1
λ˜
∣∣X(ξ0)∣∣·∣∣Y (ξ0)∣∣g(R) ∞∑
m=1
(2λ˜γ29D|t|)m
m! m
α+1
≤ 2
α+1eΓ(α+ 2)
λ˜
∣∣X(ξ0)∣∣·∣∣Y (ξ0)∣∣(e2eλ˜γ29D|t| − 1) g(R), (S.452)
where the upper bound of the summation is derived as follows:
∞∑
m=1
(2λ˜γ29D|t|)m
m! m
α+1 ≤
∞∑
m=1
(2λ˜γ29D|t|)m
m! e
m
∞∑
m˜=1
e−m˜m˜α+1
≤
(
e2eλ˜γ
29D|t| − 1
)∫ ∞
0
(x+ 1)α+1e−x ≤ eΓ(α+ 2)
(
e2eλ˜γ
29D|t| − 1
)
. (S.453)
Note that Γ(x) is the gamma function.
Finally, for m = m∗, by regarding as Y = Λ, we can apply the same analyses as in the case of m ≤ m∗ − 1. We
obtain∑
Z1∩X 6=∅
‖h˜Z1‖
∑
Z2∩Z1 6=∅
‖h˜Z2‖ · · ·
∑
Zm∗∩Zm∗−1 6=∅
‖h˜Zm∗‖
≤
∑
is∈X(ξ0)
∑
is′∈Λ(ξ0)
n˜∑
s1,s2,...,sm∗−1=1
∑
Z1∩Ls 6=∅,Z1∩Ls1 6=∅
‖h˜Z1‖
∑
Z2∩Ls1 6=∅,Z2∩Ls2 6=∅
‖h˜Z2‖
∑
Z3∩Ls2 6=∅,Z3∩Ls′ 6=∅
‖h˜Z3‖
· · ·
∑
Zm∗−1∩Lsm∗−2 6=∅,Zm∗−1∩Lm∗−1 6=∅
‖h˜Zm∗−1‖
∑
Zm∗∩Lsm∗−1 6=∅,Zm∗∩Ls′ 6=∅
‖h˜Zm∗‖
≤ (γ29D)m∗
∑
is∈X(ξ0)
n˜∑
s′,s1,s2,...,sm∗−1=1
g(dLs,Ls1 )g(dLs1 ,Ls2 )g(dLs2 ,Ls3 ) · · · g(dLsm∗−2 ,Lsm∗−1 )g(dLsm∗−1 ,Ls′ )
≤ (γ29D)m∗ ∣∣X(ξ0)∣∣λ˜m∗ . (S.454)
From the definition of Lm∗ as in (S.427), the above inequality yields
Lm∗ = 2
∣∣X(ξ0)∣∣ (2λ˜γ29D|t|)m∗
m∗! ≤ 2
∣∣X(ξ0)∣∣(2eλ˜γ29D|t|
m∗
)m∗
, (S.455)
where we use m∗! ≥ (m∗/e)m∗ .
By applying the inequalities (S.452) and (S.455) to (S.425) with Eq. (S.429), we obtain the main inequal-
ity (S.419). This completes the proof. 
3. Derivation of the inequality (S.442)
We here derive the upper bound (S.442) for
max
is∈Λ(ξ0)
∑
is′∈Λ(ξ0)
g(dLs′ ,Ls). (S.456)
Note that we have defined Ls = is[ξ0] and Ls′ = is′ [ξ0]. First, by using dLs′ ,Ls ≥ dis′ ,is − 2ξ0 and the defini-
tion (S.418), we obtain∑
is′∈Λ(ξ0)
g(dLs′ ,Ls) ≤
∑
is′∈Λ(ξ0)
g(dis′ ,is − 2ξ0) ≤
∑
is′∈Λ(ξ0)
di
s′ ,is<(κ+2)ξ0
g(dis′ ,is − 2ξ0) +
∑
is′∈Λ(ξ0)
di
s′ ,is≥(κ+2)ξ0
g(dis′ ,is − 2ξ0),
(S.457)
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where in the first inequality we use the condition that g(R) monotonically decreases with R. The first term is
bounded from above by∑
is′∈Λ(ξ0)
di
s′ ,is<(κ+2)ξ0
g(dis′ ,is − 2ξ0) ≤
∑
i∈(is[(κ+2)ξ0])(ξ0)
g˜ ≤ g˜∣∣(is[(κ+ 2)ξ0])(ξ0)∣∣≤ g˜γ[2(κ+ 3)]D, (S.458)
where the last inequality is derived by using (S.16) as follows:
∣∣(is[(κ+ 2)ξ0])(ξ0)∣∣≤ γ [diam(is[(κ+ 2)ξ0])
ξ0
]D
≤ γ
[
2(κ+ 2)ξ0 + 1
ξ0
]D
≤ γ[2(κ+ 3)]D. (S.459)
The second term in (S.457) is bounded by using Lemma 2. By choosing
f(z) = g(z − 2ξ0), x0 = (κ+ 2)ξ0, (S.460)
we obtain from Ineq. (S.109)∑
is′∈Λ(ξ0)
di
s′ ,is≥(κ+2)ξ0
g(dis′ ,is − 2ξ0) ≤ 2D+1Cg,(κ+2)ξ0γDξ−D0 [(κ+ 2)ξ0]Dg(κξ0), (S.461)
where Cg,(κ+2)ξ0 is defined by Eq. (S.108):
Cg,(κ+2)ξ0 = sup
z∈R|z≥(κ+2)ξ0
(
zD+1g(z − 2ξ0)
[(κ+ 2)ξ0]D+1g(κξ0)
)
. (S.462)
From the definition (S.418), for z ≥ (κ+ 2)ξ0 we have g(z − 2ξ0) = g˜0 logp(z − 2ξ0 + 1)(z − 2ξ0)−α and hence
Cg,(κ+2)ξ0 =
κα
(κ+ 2)D+1 supz∈R|z≥(κ+2)ξ0
[
(z/ξ0)D+1[(z − 2ξ0)/ξ0]−α log
p(z − 2ξ0 + 1)
logp(κξ0 + 1)
]
≤ κ
α
(κ+ 2)D+1 supz∈R|z≥κ+2
[
(log(z) + 1)p
(z − 2)α−D−1
]
=: κ
α
(κ+ 2)D+1 cp,κ, (S.463)
where we use the upper bound of
log(z − 2ξ0 + 1)
log(κξ0 + 1)
≤ log(z/ξ0) + log(ξ0)log(2ξ0 + 1) ≤
log(z/ξ0)
log(3) + 1 ≤ log(z/ξ0) + 1. (S.464)
Note that κ ≥ 2 and ξ0 ≥ 1. By combining the inequalities (S.461) and (S.463), we have∑
is′∈Λ(ξ0)
di
s′ ,is≥(κ+2)ξ0
g(dis′ ,is − 2ξ0) ≤ 2D+1γDξ−D0 [(κ+ 2)ξ0]Dg(κξ0) ·
κα
(κ+ 2)D+1 cp,κ
≤ cp,κg˜0γD2
D+1
κ+ 2
logp(κξ0 + 1)
ξα0
. (S.465)
By applying the inequalities (S.458) and (S.465) to (S.457), we have
∑
is′∈Λ(ξ0)
g(dLs′ ,Ls) ≤ g˜γ[2(κ+ 3)]D +
cp,κg˜0γD2D+1
κ+ 2
logp(κξ0 + 1)
ξα0
= λ˜, (S.466)
where we have defined λ˜ in Eq. (S.420). We thus obtain the inequality (S.442). This completes the proof. 
