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Abstract: Let X1, . . . , Xn be i.i.d. random variables sampled from a
normal distributionN(µ,Σ) in Rd with unknown parameter θ = (µ,Σ) ∈
Θ := Rd × Cd+, where Cd+ is the cone of positively definite covariance
operators in Rd. Given a smooth functional f : Θ 7→ R1, the goal is to
estimate f(θ) based on X1, . . . , Xn. Let
Θ(a; d) := Rd ×
{
Σ ∈ Cd+ : σ(Σ) ⊂ [1/a, a]
}
, a ≥ 1,
where σ(Σ) is the spectrum of covariance Σ. Let θˆ := (µˆ, Σˆ), where
µˆ is the sample mean and Σˆ is the sample covariance, based on the
observations X1, . . . , Xn. For an arbitrary functional f ∈ Cs(Θ), s =
k + 1 + ρ, k ≥ 0, ρ ∈ (0, 1], we define a functional fk : Θ 7→ R such that
sup
θ∈Θ(a;d)
‖fk(θˆ)− f(θ)‖L2(Pθ) .s,β ‖f‖Cs(Θ)
[(
a√
n
∨
aβs
(√
d
n
)s)
∧ 1
]
,
where β = 1 for k = 0 and β > s − 1 is arbitrary for k ≥ 1. This
error rate is minimax optimal and similar bounds hold for more general
loss functions. If d = dn ≤ nα for some α ∈ (0, 1) and s ≥ 11−α , the
rate becomes O(n−1/2). Moreover, for s > 11−α , the estimators fk(θˆ) is
shown to be asymptotically efficient. The crucial part of the construction
of estimator fk(θˆ) is a bias reduction method studied in the paper for
more general statistical models than normal.
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1. Introduction.
The main goal of this paper is to develop estimators of general smooth func-
tionals of parameters of high-dimensional normal models with minimax op-
timal risk with respect to convex loss functions (including quadratic loss).
In particular, we are interested in developing efficient estimators with para-
metric
√
n error rate for sufficiently smooth functionals (under optimal as-
sumptions on their smoothness). To achieve this goal, we further develop
a general approach to bias reduction in functional estimation problems ini-
tially studied for particular models in [19, 22, 23, 29]. Although, in principle,
this approach and the results on bias reduction obtained below could be
applicable to more general classes of statistical models than normal model,
the development of concentration bounds in this more general context poses
additional challenging problems and is beyond the scope of this paper.
1.1. Main results.
Let X1, . . . , Xn be i.i.d. random variables in R
d sampled from a normal distri-
bution N(µ,Σ) with unknown mean µ and covariance Σ. It will be assumed
that the space Rd is equipped with the standard Euclidean inner product and
the corresponding norm. Let Sd be the space of all d×d symmetric operators
equipped with the operator norm and let Cd+ ⊂ Sd be the cone of all positively
definite covariance operators. The parameter of our model is θ = (µ,Σ) and
the parameter space is Θ := Rd × Cd+ ⊂ Rd × Sd. The space Rd × Sd will be
equipped with the norm 1
‖(w,W )‖ := ‖w‖+ ‖W‖, w ∈ Rd,W ∈ Sd.
Given a smooth functional f : Θ 7→ R, the goal is to estimate f(θ) based on
observations X1, . . . , Xn.
Let ℓ : R 7→ R+ ∪ {+∞} be a nonnegative convex loss function such that
ℓ(u) = ℓ(−u), u ∈ R, ℓ(0) = 0 and that ℓ is nondecreasing on R+. Let L
1With a little abuse of notation, all the above norms are denoted ‖ · ‖.
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denote the set of all such loss functions. In what follows, it will be convenient
to use the Orlicz norm ‖ · ‖Lℓ(P), associated with loss ℓ and defined as follows:
‖ξ‖Lℓ(P) := inf
{
c > 0 : Eℓ
( |ξ|
c
)
≤ 1
}
.
In particular, if ℓ(u) := |u|p, u ∈ R, p ≥ 1, then ‖ξ‖Lℓ(P) = ‖ξ‖Lp(P). The
“subexponential loss” ℓ(u) := e|u| − 1, u ∈ R is usually denoted ψ1 and the
subgaussian loss ℓ(u) := eu
2 − 1, u ∈ R is usually denoted ψ2, leading to ψ1
and ψ2-norms, respectively. In the cases when there is no ambiguity about
the probability measure(s) involved, we will write ‖ · ‖Lℓ(P) = ‖ · ‖ℓ.
Let θˆ = (µˆ, Σˆ), where
µˆ := X¯ =
X1 + · · ·+Xn
n
, Σˆ :=
1
n− 1
n∑
j=1
(Xj − X¯)⊗ (Xj − X¯)
are the sample mean and the sample covariance, respectively. Given Σ ∈ Cd+,
denote by σ(Σ) the spectrum of matrix Σ. For a ≥ 1, denote
Θ(a; d) := Rd ×
{
Σ ∈ Cd+ : σ(Σ) ⊂ [1/a, a]
}
.
The following result will be proved at the end of the paper (see sections
7.1 and 7.2).2
Theorem 1.1. Suppose f ∈ Cs(Θ) for some s = k + 1+ ρ, k ≥ 0, ρ ∈ (0, 1].
Let ℓ ∈ L be a loss function such that ℓ(u) ≤ ebu, u ≥ 0 for some constant
b > 0. Then, there exists a functional fk : Θ 7→ R (with f0 = f) such that
sup
θ∈Θ(a;d)
‖fk(θˆ)− f(θ)‖Lℓ(Pθ) .s,ℓ,β ‖f‖Cs(Θ)
[(
a√
n
∨
aβs
(√
d
n
)s)
∧ 1
]
,
(1.1)
where β = 1 for k = 0 and β > s− 1 is an arbitrary number for k ≥ 1.
Suppose that d = dn ≤ nα for some α ∈ (0, 1). If s ≥ 11−α , then
aβs
(√
d
n
)s
≤ a
βs
√
n
2The precise definition of space Cs(Θ) and Cs-norm is given in Section 2.
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and bound (1.1) of Theorem 1.1 implies that
sup
‖f‖Cs(Θ)≤1
sup
θ∈Θ(a;dn)
‖fk(θˆ)− f(θ)‖Lℓ(Pθ) = O(n−1/2).
For quadratic ℓ(u) = u2, u ∈ R, the following result (that itself is a simple
corollary of Theorem 2.2 in [29]) shows some form of minimax optimality of
estimator fk(θˆ).
Theorem 1.2. The following minimax bound holds:
sup
‖f‖Cs(Θ)≤1
inf
T
sup
θ∈Θ(a;d)
‖T (X1, . . . , Xn)− f(θ)‖L2(Pθ) &s
[(
1√
n
∨(√d
n
)s)
∧ 1
]
,
(1.2)
where the infimum is taken over all estimators T (X1, . . . , Xn).
This bound shows that for d = dn ≥ nα, α ∈ (0, 1] and s < 11−α , there
are functionals f with ‖f‖Cs(Θ) ≤ 1 such that f(θ) could not be estimated
with a rate better than n−s(1−α)/2, which is slower than n−1/2. In other words,
the threshold 1
1−α on smoothness s needed for the existence of
√
n-consistent
estimators of f(θ) is sharp. Moreover, for d ≍ n (or α = 1) even consis-
tent estimators do not exist for some functionals f of an arbitrary degree of
smoothness s.
Note also that the lower bound (1.2) is attained for the functionals de-
pending only on the mean µ and for the smallest parameter set Θ(1; d) for
d = 1 (see Theorem 2.2 in [29]). We do not know at the moment what is the
precise dependence on a in such bounds as (1.1), (1.2).
It turns out that for s = k+ 1+ ρ ≤ 2, we have k = 0 and fk = f0 = f, so
fk(θˆ) = f(θˆ) is just the usual plug-in estimator. For s > 2, we have k ≥ 1. In
this case, the plug-in estimator would be suboptimal due to its large bias and
a non-trivial bias reduction (for instance, the one leading to our estimator
fk(θˆ)) becomes crucial.
In addition to Theorem 1.1, we establish asymptotic efficiency of estimator
fk(θˆ) provided that d = dn ≤ nα for some α ∈ (0, 1) and s > 11−α . Let f : Θ 7→
R be a continuously differentiable functional with f ′µ(µ,Σ) ∈ Rd, f ′Σ(µ,Σ) ∈
Sd being its partial derivatives with respect to µ and Σ. Denote
σ2f (θ) := ‖Σ1/2f ′µ(µ,Σ)‖2 + 2‖Σ1/2f ′Σ(µ,Σ)Σ1/2‖22, θ = (µ,Σ) ∈ Θ,
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‖·‖2 being the Hilbert–Schmidt norm. For simplicity, the result will be stated
and proved only in the case of quadratic loss.
Theorem 1.3. Suppose d = dn ≤ nα for some α ∈ (0, 1). Then, for all
s = k + 1 + ρ > 1
1−α , k ≥ 0, ρ ∈ (0, 1],
sup
‖f‖Cs(Θ)≤1
sup
θ∈Θ(a;dn)
∣∣∣nEθ(fk(θˆ)− f(θ))2 − σ2f (θ)∣∣∣→ 0 (1.3)
as n→∞. Moreover, for all σ0 > 0,
sup
‖f‖Cs(Θ)≤1
sup
θ∈Θ(a;dn),σf (θ)≥σ0
sup
x∈R
∣∣∣Pθ{
√
n(fk(θˆ)− f(θ))
σf (θ)
≤ x
}
− P{Z ≤ x}
∣∣∣→ 0
(1.4)
as n→∞, where Z ∼ N(0, 1).
Finally, the local minimax lower bound of the next theorem validates the
claim of asymptotic efficiency of estimator fk(θˆ).
Theorem 1.4. Let f : Θ 7→ R be a differentiable functional with derivative
f ′ and let3
ωf ′(θ0; δ) := sup
‖θ−θ0‖≤δ
‖f ′(θ)− f ′(θ0)‖
be a local continuity modulus of f ′ at point θ0 ∈ Θ. For all β > 2, there exists
a constant Dβ > 0 such that for all δ > 0 and all θ0 ∈ Θ(a; d) satisfying the
condition {θ : ‖θ − θ0‖ ≤ δ} ⊂ Θ(a; d), the following bound holds:
inf
Tn
sup
‖θ−θ0‖≤δ
nEθ
(
Tn(X1, . . . , Xn)− f(θ)
)2
σ2f (θ)
≥ 1−Dβ
[
a ωf ′(θ0; δ)
σf (θ0)
+ aβδ +
a2
δ2n
]
,
(1.5)
where the infimum is taken over all estimators Tn = Tn(X1, . . . , Xn).
The proof of this minimax bound is based on Van Trees inequality and it
will not be provided in this paper (see [22, 27, 29] for the proofs of similar
statements). Essentially, the bound shows (in the case when dimension d is
3In the expression ‖f ′(θ)− f ′(θ0)‖, ‖ · ‖ denotes the norm of a linear functional on the
space Rd × Sd.
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fixed) that, if σf (θ0) is bounded away from zero and f
′ is continuous at θ0,
then the following version of Ha`jek-LeCam asymptotic minimax lower bound
holds:
lim
c→∞
lim inf
n→∞
inf
Tn
sup
‖θ−θ0‖≤ c√n
nEθ
(
Tn(X1, . . . , Xn)− f(θ)
)2
σ2f (θ)
≥ 1
(for this, it is enough to take δ = c√
n
). Similar conclusion holds in the case
when d = dn →∞ as n→ ∞ (although, in this case, an asymptotic formu-
lation of the result would involve a sequence of functionals on Θ = Θn and a
sequence of points θ0 = θ
(n)
0 ∈ Θn).
Remark 1.1. In [22], the results similar to Theorem 1.3 on efficient estima-
tion of smooth functionals of unknown covariance of Gaussian model with
zero mean were proved for functionals of the form 〈f(Σ), B〉, where f is a
smooth function in the real line (in fact, a function from Besov space Bs∞,1(R)
for s > 1
1−α) and B is an operator with nuclear norm ‖B‖1 bounded by 1.
The method of proof developed in [22] relied on special properties of Wishart
operators in the spaces of orthogonally invariant functions on the cone of co-
variance operators. This method allows one to prove asymptotic efficiency
for estimators of somewhat more general functionals than 〈f(Σ), B〉 (defined
in terms of a certain differential operator acting on orthogonally invariant
functions of covariance), but it could not be applied to arbitrary smooth
functionals studied in this paper. Even such functionals as
∑
i〈fi(Σ), Bi〉,
where ‖fi‖Bs∞,1(R) ≤ 1 and
∑
i ‖Bi‖1 ≤ 1, seem to be beyond the scope of
methods of [22], but could be handled using Theorem 1.3.
Remark 1.2. A number of special functionals in various problems of high-
dimensional statistics, in particular, in problems related to estimation of
spectral characteristics of unknown covariance, could be represented in terms
of smooth functionals. In particular, if C ⊂ σ(Σ) is a cluster of the spectrum
of Σ “well separated” from the rest of the spectrum, the spectral projection
PC on the direct sum of eigenspaces corresponding to the eigenvalues of Σ in
the cluster C could be easily represented as f(Σ) for a smooth function f in
the real line (that is equal to 1 on C and vanishes outside of a neighborhood
of C). One can then apply the methods of estimation of smooth functionals
developed in this paper to functionals of the form 〈f(Σ), B〉 or ‖f(Σ) −
A‖22 (for given operators A,B) that often occur in estimation and testing
problems in principal component analysis. Of course, in many cases, one
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can also develop more specialized methods for these special problems (see
[24, 26, 27]).
The construction of estimator fk(θˆ) of theorems 1.1, 1.3 is based on a
method of bias reduction considered earlier in [19], [22]. This method will
be further developed in the current paper in a general framework described
below. Let (Θ,BΘ) be a measurable space and let θˆ = θˆ(X) be an estimator
of parameter θ based on an observation X ∼ Pθ, θ ∈ Θ in some measurable
space (S,A). Define
P (θ;A) := Pθ{θˆ ∈ A}, A ∈ A.
Assume that P : Θ × BΘ 7→ [0, 1] is a Markov kernel. Clearly, P (θ, ·) is the
distribution of estimator θˆ(X), X ∼ Pθ, θ ∈ Θ.
Consider a measurable function f : Θ 7→ R and suppose we want to
construct an estimator of f(θ) based on θˆ. In order to find an estimator of
the form g(θˆ) with a small bias, we need to solve approximately the equation
Eθg(θˆ) = f(θ), θ ∈ Θ. Define the following integral operator with respect to
Markov kernel P :
(T g)(θ) := Eθg(θˆ) =
∫
Θ
g(t)P (θ; dt).
It could be viewed, for instance, as an operator from the space L∞(Θ) of
bounded measurable functions on Θ into itself. Let B := T − I. Informally,
the solution of equation T g = (I+B)g = f could be represented as Neumann
series: g = (I − B + B2 − . . . )f. Define Ek :=
∑k
j=0(−1)jBj and
fk(θ) := (Ekf)(θ) =
k∑
j=0
(−1)j(Bjf)(θ), θ ∈ Θ.
Then, the bias of estimator fk(θˆ) of f(θ) is equal to
Eθfk(θˆ)− f(θ) = (T fk)(θ)− f(θ)
= (I + B)
k∑
j=0
(−1)j(Bjf)(θ) = (−1)k(Bk+1f)(θ), θ ∈ Θ. (1.6)
If θˆ is close to θ with a high probability, then operator T is close to identity
and operator B is small. Thus, one could expect that, for a sufficiently large
V. Koltchinskii and M. Zhilova/ 8
k, the function (Bk+1f)(θ), θ ∈ Θ would be even of smaller order, resulting
in a bias reduction for estimator fk(θˆ). Also observe that
Bf(θ) = Eθf(θˆ)− f(θ)
is the bias of the plug-in estimator f(θˆ) of f(θ). To reduce this bias, one can
use a plug-in estimator Bf(θˆ) of Bf(θ) and subtract it from f(θˆ), yielding
the estimator
f1(θˆ) = f(θˆ)− (Bf)(θˆ),
whose bias is equal to −(B2f)(θ). Iterating this procedure k times yields the
estimator fk(θˆ).
Define a Markov chain {θˆ(k) : k ≥ 0} with transition kernel P and with
θˆ(0) = θ. For this chain, θˆ(0) := θ, θˆ(1) := θˆ and, conditionally on θˆ(0), . . . , θˆ(k),
θˆ(k+1) ∼ P (θˆ(k), ·), k ≥ 0, which could be viewed as iterative applications
of parametric bootstrap to the estimator θˆ of parameter θ. In what follows,
{θˆ(k) : k ≥ 0} will be called a bootstrap chain. It easily follows from Chapman-
Kolmogorov equation that
(T kg)(θ) = Eθg(θˆ(k)), k ≥ 0. (1.7)
By Newton’s binomial formula and representation (1.7),
(Bkf)(θ) = ((T − I)kf)(θ) =
k∑
j=0
(−1)k−j
(
k
j
)
(T jf)(θ)
= Eθ
k∑
j=0
(−1)k−j
(
k
j
)
f(θˆ(j)). (1.8)
Note that representation (1.8) provides a way to compute estimator fk(θˆ)
(based on the computation of Bjf(θˆ), j ≤ k) using Monte Carlo simulation.
The sum
∑k
j=0(−1)k−j
(
k
j
)
f(θˆ(j)) is the k-th order difference of function f
computed along the sample path of the Markov chain {θˆ(j) : j ≥ 0}. In order
to bound Bkf(θ), we need to control the average sizes of such k-th order
differences for a sufficiently smooth function f.
If f is a function in the real line and ∆hf(x) := f(x + h) − f(x) is its
first order difference with step h, then it is well known from classical analysis
that, for the k-th order difference of f,
∆khf(x) =
k∑
j=0
(−1)k−j
(
k
j
)
f(x+ jh) = f (k)(x)hk + o(hk) as h→ 0 (1.9)
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provided that f is k times continuously differentiable.
Suppose now Θ is a subset of a Banach space E and, for θ ∈ Θ, X ∼ Pθ
and for some small δ > 0,
sup
θ∈Θ
Pθ{‖θˆ − θ‖ ≥ δ} = sup
θ∈Θ
P (θ; Θ \B(θ; δ))
is a small number.4 In this case, the bootstrap chain {θˆ(k) : k ≥ 0} moves
with small steps (of the order at most δ) with a high probability since
P{‖θˆ(k+1) − θˆ(k)‖ ≥ δ|θˆ(k)} = P (θˆ(k); Θ \B(θˆ(k); δ))
is small. The basic question is whether for a Ck function f on Θ we would
have an analogue of property (1.9) in the sense that
Bkf(θ) = Eθ
k∑
j=0
(−1)k−j
(
k
j
)
f(θˆ(j)) = O(δk).
In view of (1.6), it would mean that, for a Ck+1 function f, the bias of the
estimator fk(θˆ) of f(θ) would be of the orderO(δ
k+1), which provides a way to
reduce the bias of estimation of f(θ) by orders of magnitude comparing with
the error rate δ of estimator θˆ itself (provided that f is sufficiently smooth).
This approach to bias reduction has been already used, in particular, in
[22, 23, 29]. In [22], it was used in a problem of estimation of functionals of
unknown covariance Σ of a normal model X1, . . . , Xn i.i.d. ∼ N(0; Σ) in Rd.
In this case, the operator T is so called Wishart operator well studied in the
theory of Wishart matrices. The analysis of the bias reduction problem in
[22] relied heavily on the properties of Wishart operators (especially, on the
spaces of orthogonally invariant functions of matrices). This approach had
some limitations. In particular, it was impossible to establish risk bounds
and asymptotic efficiency for general smooth functionals of covariance, but
only for some classes of smooth functionals (such as functionals of the form
〈f(Σ), B〉, where f is a smooth function in the real line and B is a matrix
with bounded nuclear norm). On the other hand, in [29], the problem was
studied in the case of general Gaussian shift models X = θ+ ξ, where θ is an
unknown mean vector in a separable Banach space E and ξ ∼ N(0; Σ) is a
mean zero Gaussian noise in E with given covariance operator Σ. Due to the
4B(θ; δ) := {θ′ : ‖θ′ − θ‖ < δ}.
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simplicity of operator T in this case,5 it was possible to solve the problem
for general smooth functionals.
In the current paper, we develop certain analytic tools that allow us to
provide bounds on Ho¨lder norms of functions Bkf and fk = Ekf needed
to control the bias of estimator fk(θˆ) of f(θ) and also to establish concen-
tration properties of this estimator (see sections 3, 5 and 4 and, especially,
Theorem 3.1). In particular, these results are applicable to general smooth
functionals of parameters of normal model. Our approach is based on certain
coupling techniques (random homotopies) that provide a way to represent
or approximate (in distribution) the estimator θˆ and the bootstrap chain
{θˆ(k) : k ≥ 0} in terms of certain smooth functions on the parameter space
Θ. A random homotopy between θ and θˆ is a smooth stochastic process
H(θ; t), θ ∈ θ, t ∈ [0, 1] with values in Θ such that H(θ; 0) = θ, θ ∈ Θ and
H(θ; 1)
d
= θˆ(X), X ∼ Pθ, θ ∈ Θ. Superpositions of i.i.d. copies of stochastic
process H are then used to represent the bootstrap chain. Random homo-
topies are also used to provide representations of functions Bkf and to bound
their Ho¨lder norms. In particular, under proper smoothness assumptions on
H, we show that, for s = k+1+ρ, ρ ∈ (0, 1], Ek =
∑k
j=0(−1)jBj is a bounded
linear operator from Cs(Θ) into C1+ρ(Θ), which provides a way to study bias
and concentration properties of estimator fk(θˆ).
We apply the technique of random homotopies to study estimators of
smooth functionals of parameters of high-dimensional normal models with
nearly optimal error rates. This technique is rather general in nature and,
in principle, it could be used to develop efficient estimators of smooth func-
tionals for more general classes of models, in particular, high-dimensional
exponential families. This, however, would require the development of con-
centration bounds for estimators fk(θˆ) in more general settings than normal
models, which is a challenging problem beyond the scope of this paper.
The following notations have been already used in this section and will be
used throughout the paper. For A,B ≥ 0, A . B means that there exists
an absolute constant C > 0 such that A ≤ CB. The notation A & B is
equivalent to B . A and A ≍ B is equivalent to A . B and A & B. When
constant C depends on some parameter(s) p, we might use subscript p to
emphasize this dependence, say, A .p B.
5(Tg)(θ) = Eg(θ + ξ), θ ∈ E
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1.2. Related work.
The problem of estimation of functionals of parameters of high-dimensional
and infinite-dimensional (nonparametric) statistical models has a long his-
tory. Early references include [31, 32, 17] and an incomplete list of further
important references includes [3, 18, 13, 14, 9, 10, 11, 35, 5, 30, 33, 36, 6,
7, 21, 38, 41, 8, 39, 15, 34]. The problem has been most often studied for
special statistical models (such as Gaussian sequence model, Gaussian white
noise model or density estimation model) and special functionals (such as
(unbounded) linear functionals, quadratic functionals, some norms in classi-
cal Banach spaces, some classes of integral functionals of unknown density).
In [18, 35, 36], a problem of estimation of general smooth functionals of an
unknown function (signal) observed in a Gaussian white noise was studied.
The complexity of the problem was characterized by the rate of decay of
Kolmogorov diameters of the parameter space of the model. The goal was
to determine sharp thresholds on the smoothness of the functional such that
its efficient estimation with parametric error rate becomes possible when the
degree of smoothness is above the threshold. This approach is close to the
one developed in our paper.
The difficulty of functional estimation problem in high-dimensional and
nonparametric settings is related to the fact that natural plug-in estimators
f(θˆ) (with θˆ being the maximum likelihood estimator or its regularized ver-
sions with optimal error rates) fail to achieve optimal rates of estimation of
f(θ) as soon as the dimension or other relevant complexity characteristics of
the problem become sufficiently large. In such case, the development of better
estimators is a challenge with bias reduction becoming an important part of
the problem. There are very few general approaches to this problem. One of
them is based on the notion of higher order influence functions and utilizing
the techniques of U -statistics to construct estimators with reduced bias and
optimal convergence rates. This approach was initiated in [38] (see also [41],
[39], [34] and further references therein). Unfortunately, as it was pointed
out in these papers, higher order influence functions do not always exist and,
due to this difficulty, the method is usually not universally applicable to all
smooth functionals.
The approach to bias reduction studied in our paper was considered ear-
lier in [19, 22, 29]. In [19], it was studied in the case of estimation of smooth
functions of parameter θ of classical binomial model X ∼ B(n; θ), θ ∈ [0, 1]
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(although, the authors were motivated by the problems of estimation of func-
tionals of high-dimensional parameters). In this case, the operator T defined
in Section 1.1 maps function g into the Bernstein polynomial of degree n,
approximating this function. Bounds on functions Bkf needed to control the
bias of estimator fk(θˆ) (with θˆ = X/n being the frequency) were proved in
[19] based on some results in classical approximation theory. In [22], the prob-
lem of estimation of a special class of smooth functionals of high-dimensional
covariance of a normal model was studied, the operator T was so called
Wishart operator and the analysis of the bias reduction problem was largely
based on special properties of such operators. Some other approaches to effi-
cient estimation of special functionals of covariance in normal models (such
as linear forms of principal components) were developed in recent papers
[24, 28, 27].
The paper is organized as follows. In Section 2, we introduce basic defini-
tions and facts concerning multilinear forms, tensor products and smoothness
in linear normed spaces (including the definition of Ho¨lder spaces). In Section
3, the notion of random homotopy between parameter of statistical model
and its estimator is introduced. In Section 5, we develop bounds on Ho¨lder
norms of functions Bkf and fk. In Section 4, random homotopies are used to
provide representations and approximations of bootstrap chains. In Section
6, we develop representation formulas for functions Bkf (which also provide
an alternative derivation of bounds on their Ho¨lder norms). In Section 7,
concentration bounds for estimators fk(θˆ) are proved in the case of normal
models and the proof of Theorem 1.1 is completed.
2. Preliminaries: multilinear forms, tensor products and
differentiability.
For a linear space E, let E# denote its algebraic dual (the space of all linear
functionals on E). For x ∈ E and u ∈ E#, we will use inner product notation
〈x, u〉 for the value of functional u on vector x. If E is a Banach space, let E∗
denote its topological dual (the space of all continuous linear functionals on
E). We will use the notation ‖ · ‖ for the norms of E,E∗ and other Banach
spaces (sometimes, providing it with subscripts to avoid a confusion). Given
linear spaces E1, . . . , Ek, F, let Lk(E1, . . . , Ek;F ) be the space of all F -valued
k-linear forms M [x1, . . . , xk], x1 ∈ E1, . . . , xk ∈ Ek (in other words, all the
mappings M : E1 × · · · × Ek 7→ F linear with respect to each of their k
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variables). If E1, . . . , Ek, F are Banach spaces, let Mk(E1, . . . , Ek;F ) be the
space of all F -valued continuous (bounded) k-linear formsM : E1×· · ·×Ek 7→
F. Such forms have bounded operator norms:
‖M‖ := sup
‖x1‖≤1,...,‖xk‖≤1
‖M [x1, . . . , xk]‖ <∞.
In what follows, the spaces Mk(E1, . . . , Ek;F ) of bounded multilinear forms
are always equipped with operator norms. For F = R, we will write
Lk(E1, . . . , Ek) := Lk(E1, . . . , Ek;R) andMk(E1, . . . , Ek) :=Mk(E1, . . . , Ek;R).
For k = 0, we have M0(F ) = L0(F ) = F and, for k = 1, L1(E) = E#,
M1(E) = E∗. Sometimes, it could be convenient to view 0-forms (vectors)
as functions of an empty (blank) variable and to write x = x[ ], x ∈ F. If
E1 = · · · = Ek = E, we write Lk(E;F ) := Lk(E, . . .
k
, E;F ) andMk(E;F ) :=
Mk(E, . . .
k
, E;F ). We denote by Lsk(E;F ) and Msk(E;F ) the subspaces of
symmetric multilinear forms and symmetric continuous multilinear forms,
resp.
One can identify k-linear forms M ∈ Lk(E1, . . . , Ek;F ) with linear map-
pings from E1 ⊗ · · · ⊗ Ek into F, where E1 ⊗ · · · ⊗ Ek is the (algebraic)
tensor product of linear spaces E1, . . . , Ek (if E1 = · · · = Ek = E, we de-
note E⊗k := E ⊗ . . .
k
⊗ E). Similarly, continuous (bounded) linear forms
M ∈ Mk(E1, . . . , Ek;F ) could be identified with bounded linear operators
from a topological tensor product E1⊗· · ·⊗Ek into F. For simplicity, assume
that k = 2 (the generalization to the case k > 2 is straightforward). Given
x1 ∈ E1, x2 ∈ E2, the tensor product x1 ⊗ x2 could be defined as the linear
functional x1 ⊗ x2 ∈ L2(E1, E2)# such that
〈M,x1 ⊗ x2〉 = M [x1, x2],M ∈ L2(E1, E2).
The algebraic tensor product E1 ⊗ E2 is then defined as the linear span (in
L2(E1, E2)#) of the set of functionals x1 ⊗ x2, x1 ∈ E1, x2 ∈ E2. It is easy to
check that the mapping E1×E2 ∋ (x1, x2) 7→ x1⊗x2 ∈ E1⊗E2 is bilinear. It
is also well known (so called “universal mapping property”) that any bilinear
form M ∈ L2(E1, E2;F ) could be identified (up to a linear isomorphism)
with a linear mapping (or 1-linear form) M˜ ∈ L1(E1 ⊗ E2;F ) such that
M [x1, x2] = M˜ [x1 ⊗ x2], x1 ∈ E1, x2 ∈ E2
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(in what follows, with a little abuse of notation, we will write M instead of
M˜).
Note that, given u1 ∈ E#1 , u2 ∈ E#2 , one can define a bilinear functional
Mu1,u2[x1, x2] := 〈x1, u1〉〈x2, u2〉, x1 ∈ E1, x2 ∈ E2.
This allows one to identify the tensor product x1⊗x2 with the bilinear form
E1 ⊗ E2 ∋ (u1, u2) 7→ 〈x1, u1〉〈x2, u2〉 =: (x1 ⊗ x2)[u1, u2] ∈ R,
or with the linear mapping x1 ⊗ x2 : E#2 7→ E1 :
(x1 ⊗ x2)u := x1〈x2, u〉.
There are many different ways to define topological tensor products of
Banach spaces (or, more generally, linear topological spaces). In what follows,
we will use so called projective tensor products. For Banach spaces E1, E2,
define
‖x‖ = ‖x‖π := inf
{∑
i
‖x(1)i ‖‖x(2)i ‖ : x =
∑
i
x
(1)
i ⊗ x(2)i
}
, x ∈ E1 ⊗ E2,
where the infimum is taken over all the representations of x ∈ E1 ⊗ E2 as
a finite sum
∑
i x
(1)
i ⊗ x(2)i . The completion of E1 ⊗ E2 with respect to this
norm is called the projective tensor product E1 ⊗π E2. In what follows, we
will drop the subscript π in the above notation. It is well known that the
projective tensor product norm is a cross-norm, so, it possesses the following
properties:
‖x1⊗x2‖ = ‖x1‖‖x2‖, x1 ∈ E1, x2 ∈ E2 and ‖u1⊗u2‖ = ‖u1‖‖u2‖, u1 ∈ E∗1 , u2 ∈ E∗2 .
It is known that the projective norm is the only norm in E1 ⊗ E2 for which
the universal mapping property extends to continuous bilinear forms: any
continuous bilinear form M ∈ M2(E1, E2;F ) could be identified (up to an
isomorphism) with a continuous linear mapping (or continuous 1-linear form)
M˜ ∈M1(E1 ⊗ E2;F ) such that
M [x1, x2] = M˜ [x1 ⊗ x2], x1 ∈ E1, x2 ∈ E2.
In what follows, we write interchangeably multilinear forms as M [x1, . . . , xk]
or as M [x1 ⊗ · · · ⊗ xk].
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If E1 := E,E2 := R, it is obvious that x⊗c = (cx)⊗1 = c(x⊗1), x ∈ E, c ∈
R and, moreover, the spaces E ⊗ R and E are isometric. This observation
allows one to drop the factor R in tensor products of Banach spaces (and to
replace the tensor product x⊗ c by the vector cx).
For M1 ∈ Lk(E1, . . . , Ek;F1) and M2 ∈ Ll(Ek+1, . . . , Ek+l;F2), define their
tensor productM1⊗M2 : Lk+l(E1, . . . , Ek, Ek+1, . . . , Ek+l;F1⊗F2) as follows:
(M1 ⊗M2)[x1, . . . , xk, xk+1, . . . , xk+l] =M1[x1, . . . , xk]M2[xk+1, . . . , xk+l],
xj ∈ Ej, j = 1, . . . , k + l.
Obviously, if M1,M2 are continuous multilinear forms, so is M1 ⊗M2 and
‖M1 ⊗M2‖ = ‖M1‖‖M2‖,
M1 ∈Mk(E1, . . . , Ek;F1),M2 ∈Ml(Ek+1, . . . , Ek+l;F2).
This definition easily extends to tensor products of several multilinear forms.
Using representations of multilinear forms as linear transformations of
tensor products, it is easy to write various superpositions of multilinear
forms. For instance, if M1 ∈ M2(E1, E2;F1), M2 ∈ M2(E3, E4;F2), M3 ∈
M2(F1, F2;F ), then M3 ◦ (M1 ⊗M2) ∈M4(E1, E2, E3, E4;F ) and
(M3 ◦ (M1 ⊗M2))[x1, x2, x3, x4] =M3[(M1 ⊗M2)[(x1 ⊗ x2)⊗ (x3 ⊗ x4)]]
=M3[M1[x1 ⊗ x2]⊗M2[x3 ⊗ x4]] =M3[M1[x1, x2],M2[x3, x4]].
It also immediate that
‖M3 ◦ (M1 ⊗M2)‖ ≤ ‖M1‖‖M2‖‖M3‖.
If we view 0-forms (vectors) x1, . . . , x4 as functions of an empty (blank)
variable, we can also write
M3[M1[x1, x2],M2[x3, x4]] =M3 ◦ (M1 ⊗M2) ◦ ((x1 ⊗ x2)⊗ (x3 ⊗ x4)).
A function f : D ⊂ E 7→ F is called Fre`chet differentiable at an interior
point x0 ∈ D iff there exists a bounded linear operator f ′(x0) = (Df)(x0) :
E 7→ F (Fre`chet derivative of f) such that
f(x0 + h)− f(x0) = f ′(x0)h+ o(‖h‖) as h→ 0.
One can also view f ′(x0) = (Df)(x0) as a 1-linear form from the space
M1(E;F ) = Ms1(E;F ). The gradient notation (∇f)(x0) is also often used
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for the derivative f ′(x0) (especially, if E = Rd, F = R). Higher order Fre`chet
derivatives are then defined recursively as symmetric multilinear forms. Namely,
assuming that f (0)(x) = f(x), that f (k−1)(x) = (Dk−1f)(x) ∈ Msk−1(E;F )
has been already defined in a neighborhood U of point x0 and that the
mapping U ∋ x 7→ f (k−1)(x) ∈ Msk−1(E;F ) is Fre`chet differentiable at
point x0, we define f
(k)(x0) = (f
(k−1))′(x0) as the Fre`chet derivative of func-
tion f (k−1)(x) at point x0. It could be viewed as a bounded linear opera-
tor from E into Msk−1(E;F ), or, equivalently, as a bounded k-linear form
f (k)(x0) = (D
kf)(x0) ∈ Msk(E;F ). We call f k-times Fre`chet continuously
differentiable in an open set U ⊂ E if it is defined and k times Fre`chet differ-
entiable in U and the function U ∋ x 7→ f (k)(x) ∈ Msk(E;F ) is continuous.
In all these definitions, we assume that the spaces of multilinear forms are
equipped with operator norms.
Finally, we need to introduce Ho¨lder spaces Cs(U ;F ) of functions from an
open subset U ⊂ E to F of smoothness s > 0. Let s = k+α, k ≥ 0, α ∈ (0, 1].
For f : U 7→ F, define
‖f‖Cs(U ;F ) :=
max
(
sup
x∈U
‖f(x)‖, max
0≤j≤k−1
sup
x,x′∈U,x 6=x′
‖f (j)(x)− f (j)(x′)‖
‖x− x′‖ , supx,x′∈U,x 6=x′
‖f (k)(x)− f (k)(x′)‖
‖x− x′‖α
)
,
where the norms of the derivatives mean operator norms of multilinear forms.
Let Cs(U ;F ) denote the space of k times Fre`chet continuously differentiable
functions f from U into F with ‖f‖Cs(U ;F ) < +∞.
Remark 2.1. Note that this definition is not quite standard. It is common
to define Cs-norms in terms of supx∈U ‖f (j)(x)‖ up to the maximal order of
the derivatives that exist. It is well known that
sup
x∈U
‖f (j)(x)‖ ≤ sup
x,x′∈U,x 6=x′
‖f (j−1)(x)− f (j−1)(x′)‖
‖x− x′‖
and, if U is convex,
sup
x∈U
‖f (j)(x)‖ = sup
x,x′∈U,x 6=x′
‖f (j−1)(x)− f (j−1)(x′)‖
‖x− x′‖ .
In the case of convex U, the definition of Cs-norms we use coincides with
more standard.
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In the cases when the set U and/or the space F are known from the context
(in particular, when F = R), we often write Cs(U) or Cs instead of Cs(U ;F ).
We will also use the following seminorm
‖f‖−Cs(U ;F ) := max
(
max
0≤j≤k−1
sup
x,x′∈U,x 6=x′
‖f (j)(x)− f (j)(x′)‖
‖x− x′‖ , supx,x′∈U,x 6=x′
‖f (k)(x)− f (k)(x′)‖
‖x− x′‖α
)
that could be finite even when function f is not uniformly bounded.
Remark 2.2. For a continuous function f : R 7→ R, one can define its value
f(A) on a symmetric matrix A ∈ Sd (or, more generally, on self-adjoint
operators in a Hilbert space) via standard continuous functional calculus.
Assume that the space Sd is equipped with the operator norm. Using the
methods of [1], it could be proved that
‖f‖Cs(Sd) .s ‖f‖Bs∞,1(R),
where ‖f‖Cs(Sd) is the Cs-norm of function Sd ∋ A 7→ f(A) ∈ Sd and
‖f‖Bs∞,1(R) is a Besov norm of f : R 7→ R (see [22]). This allows one to
control Ho¨lder norms of such functions of self-adjoint operators (in particular,
of covariance operators).
For an arbitrary space T and a Banach space E, L∞(T ) denotes the space
of uniformly bounded functions f : T 7→ E equipped with the norm:
‖f‖L∞ := sup
t∈T
‖f(t)‖.
For a metric space (T, d), Lipd(T ) denotes the space of Lipschitz functions
on T with the norm
‖f‖Lipd(T ) := ‖f‖L∞
∨
sup
t6=t′
‖f(t)− f(t′)‖
d(t, t′)
.
Sometimes we also deal with the space Lipd,ρ(T ) := Lipdρ(T ) of Ho¨lder func-
tions on T with exponent ρ ∈ (0, 1] equipped with the norm ‖f‖Lipd,ρ(T ) :=
‖f‖Lipdρ(T ). It is easy to check that
‖f‖Lipd,ρ(T ) ≤ 2‖f‖Lipd(T ), f ∈ Lipd(T ). (2.1)
We will use the following simple proposition about differentiation under the
expectation sign. Its proof is based on the dominated convergence theorem
and is elementary.
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Proposition 2.1. Let E, F be Banach spaces and let T ⊂ E be an open set
equipped with the metric d of Banach space E. Let ξ(t), t ∈ T be a stochastic
process with values in F. If ξ is k times continuously differentiable a.s. and,
for all j = 0, . . . , k − 1,
E‖Djξ‖Lipd(T ) <∞,
then T ∋ t 7→ Eξ(t) is k times continuously differentiable with
DkEξ(t) = E(Dkξ)(t), t ∈ T.
Remark 2.3. Note that we often use generic notations for function spaces
and norms not necessarily providing them with subscripts (that would make
the notations too complicated). The meaning of these notations should be
clear from the context. In more ambiguous cases, we try to provide necessary
clarifications. For instance, the notation ‖ · ‖ is used for the norm of the
underlying Banach space E, for the norm of its dual space E∗ and for the
norms of spaces of bounded multilinear formsMk(E;F ), k ≥ 1. In the case of
normal model (our main example), the same notation is used for the standard
Euclidean norm in Rd, for the operator norm in the space of symmetric
operators Sd and for the norm of the space Rd × Sd, as defined in Section
1.1. However, the Hilbert–Schmidt norm in Sd is defined by ‖ · ‖2 and the
nuclear norm by ‖ · ‖1 (to distinguish them from the operator norm used by
default). For a function f : U ⊂ E 7→ F, where E, F are Banach spaces,
‖f (k)‖L∞ means
‖f (k)‖L∞ = sup
x∈U
‖f (k)(x)‖,
where ‖f (k)(x)‖ is (by default) the operator norm of the k-linear form f (k)(x) ∈
Msk(E;F ) (as it was the case in the definition of Cs-norms). Similarly, for
d(x, x′) = ‖x− x′‖, x, x′ ∈ E,
‖f (k)‖Lipd(U) = ‖f (k)‖L∞
∨
sup
x,x′∈U,x 6=x′
‖f (k)(x)− f (k)(x′)‖
‖x− x′‖ .
3. Bias reduction and random homotopies.
Assume that Θ is a subset of a Banach space E. A random homotopy is,
roughly, a stochastic process H(θ; t), θ ∈ Θ, t ∈ [0, 1] that continuously trans-
forms the parameter θ (for t = 0) into a random variable with the same
distribution as its estimator θˆ (for t = 1).
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Definition 1. Given a probability space (Ω,F ,P), let H : Θ× [0, 1]×Ω 7→ Θ
be an a.s. continuous stochastic process such that, for all θ ∈ Θ,
H(θ; 0) := θ, H(θ; 1)
d
= θˆ, where θˆ ∼ P (θ; ·).
H will be called a random homotopy between the parameter θ and its estimator
θˆ.
In what follows, it will be usually assumed that the process H satisfies
further smoothness assumptions (for instance, it is Ck for some k ≥ 1). We
provide below several examples of random homotopies.
Example 1. Random shift model. Let X = θ + ξ be an observation of
an unknown parameter θ ∈ Θ = E in random noise ξ with Eξ = 0 and
with known distribution. We will call this model a random shift model. In
particular, if ξ ∼ N(0; Σ) is a Gaussian random vector with mean zero and
known covariance operator Σ, it will be called a Gaussian shift model. Let
θˆ = θˆ(X) := X (in the case of Gaussian shift model in Rd with Σ = σ2Id,
it is the maximum likelihood estimator (MLE)). A random homotopy could
be defined simply as H(θ; t) = θ + tξ, θ ∈ E, t ∈ [0, 1]. More generally, let
Θ ⊂ E be a subset of Banach space E and let
θˆ = θˆ(X) = PΘ(X) := argmint∈Θ‖X − t‖
be the metric projection ofX onto Θ (assume, for simplicity, that the minimal
point exists and is unique). This is again the MLE in the case of Gaussian
shift model with spherically symmetric noise in the space Rd (equipped with
the standard Euclidean norm). We can now define a random homotopy as
H(θ; t) = PΘ(θ + tξ), θ ∈ Θ, t ∈ [0, 1].
Example 2. Unknown covariance. Let X1, . . . , Xn be i.i.d. observations
of a random vector X in E = Rd with mean zero and unknown covariance
Σ = E(X ⊗ X). Moreover, assume that X = Σ1/2Z, where Z is a ran-
dom vector with mean zero, covariance matrix Id and known distribution.
In particular, Z could be standard normal implying that X ∼ N(0,Σ). Let
Σˆ := n−1
∑n
j=1Xj ⊗ Xj be the sample covariance based on observations
X1, . . . , Xn. In this case, we can define a random homotopy as
H(Σ; t) := Σ1/2
(
(1− t)Id + tn−1
n∑
j=1
Zj ⊗ Zj
)
Σ1/2,Σ ∈ Cd+, t ∈ [0, 1],
where Z1, . . . , Zn are i.i.d. copies of Z.
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Example 3. Unknown mean and covariance. Let X1, . . . , Xn be i.i.d.
observations of a random vector X in E = Rd with unknown mean µ = EX
and unknown covariance Σ = E(X − EX) ⊗ (X − EX). Assume that X =
µ+Σ1/2Z, where Z is a random vector with mean zero, covariance matrix Id
and known distribution. In particular, Z could be standard normal implying
that X ∼ N(µ,Σ). Let
X¯ := n−1
n∑
j=1
Xj and Σˆ :=
1
n− 1
n∑
j=1
(Xj − X¯)⊗ (Xj − X¯)
be the sample mean and the sample covariance based on observationsX1, . . . , Xn.
We can define a random homotopy as
H((µ,Σ); t) :=
(
µ+ tΣ1/2Z¯,Σ1/2
(
(1− t)Id + tΣˆZ
)
Σ1/2
)
,
µ ∈ Rd,Σ ∈ Cd+, t ∈ [0, 1],
where Z1, . . . , Zn are i.i.d. copies of Z,
Z¯ := n−1(Z1 + · · ·+ Zn), ΣˆZ := 1
n− 1
n∑
j=1
(Zj − Z¯)⊗ (Zj − Z¯).
Example 4. More general couplings. A more general class of examples
could be described as follows. Let (S, d) be a metric space with measure P on
its Borel σ-algebra and let ξ ∼ P. Consider a measurable space (T,BT ) and
let gθ : S 7→ T, θ ∈ Θ be a family of measurable functions. Suppose that Pθ :=
P ◦ g−1θ , θ ∈ Θ (implying that gθ(ξ) ∼ Pθ). Finally, let γ : Θ×Θ× [0, 1] 7→ Θ
be a fixed smooth function. Given θ, θ′ ∈ Θ, γ(θ, θ′; t), t ∈ [0, 1] provides a
smooth path in Θ between the points θ and θ′. For instance, if Θ is a convex
subset of E, one can take
γ(θ, θ′, t) := (1− t)θ + tθ′, θ, θ′ ∈ Θ, t ∈ [0, 1].
Given an estimator θˆ(X) of parameter θ ∈ Θ based on an observation X ∼
Pθ, one can define a random homotopy as follows:
H(θ; t) := γ(θ, θˆ(gθ(ξ)), t), θ ∈ Θ, t ∈ [0, 1].
Smoothness of H(θ; t) would follow from proper smoothness of the mapping
Θ ∋ θ 7→ θˆ(gθ(x)) ∈ Θ, x ∈ S.
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In the case when S is a compact Riemannian manifold and Pθ, θ ∈ Θ
is a statistical model, where measures Pθ are absolutely continuous with
respect to the normalized Riemannian volume P with smooth densities pθ
bounded away from zero, one can use well known Moser’s coupling (see [42])
to construct smooth mappings gθ : S 7→ S such that Pθ = P ◦ g−1θ . To this
end, let p denote the density of measure P (in fact, p = 1) and let uθ be a
solution of Poisson equation ∆u = p− pθ. Define a vector field
vθ(t; x) :=
∇uθ(x)
(1− t)p(x) + tpθ(x) , x ∈ S, t ∈ [0, 1].
and let T t(x) = T tθ(x) be the flow on the manifold S generated by vθ. Then
one can define gθ(x) := T
1
θ (x), x ∈ S. In the case when (θ, x) 7→ pθ(x) and
x 7→ θˆ(x) are smooth, this allows us to construct a smooth random homotopy
between θ and θˆ.
There exists also a version of Moser’s coupling (and the corresponding
smooth random homotopies) in the case of non-compact Riemannian man-
ifold S with Riemannian volume µ and with reference measure P (dx) =
e−V (x)µ(dx), where V is a smooth function of S. In this case, p = 1 (as
before) and uθ is a solution of the equation
∆u− 〈∇V,∇u〉 = p− pθ.
Let Θ ⊂ E be an open subset and let H(θ; t), θ ∈ Θ, t ∈ [0, 1] be a random
homotopy between θ and θˆ and suppose that stochastic process H is a.s. k+1
times continuously differentiable in Θ× [0, 1]. Denote H˙(θ; t) := d
dt
H(θ; t).
It will be convenient to use the following norms for functions V : Θ ×
[0, 1] 7→ F with values in a Banach space F such that V (·; t) ∈ Cs(Θ), t ∈
[0, 1] for some s > 0 :
‖V ‖Cs,0(Θ×[0,1]) := sup
t∈[0,1]
‖V (·; t)‖Cs(Θ).
Denote
Cs,0(Θ× [0, 1]) :=
{
V : Θ× [0, 1] 7→ F : ‖V ‖Cs,0(Θ×[0,1]) < +∞
}
.
Similarly, define
‖V ‖−Cs,0(Θ×[0,1]) := sup
t∈[0,1]
‖V (·; t)‖−Cs(Θ).
The following result will play an important role in the paper.
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Theorem 3.1. Suppose that Θ ⊂ E is an open set, f ∈ Cs(Θ) for some
s = k + 1 + ρ, k ≥ 1, ρ ∈ (0, 1] and
E
(
‖H‖−Cs−1,0(Θ×[0,1]) ∨ 1
)s−1
‖H˙‖Cs−1,0(Θ×[0,1]) <∞. (3.1)
Then, for some constant Ds ≥ 1 and for all 1 ≤ j ≤ k
‖Bjf‖C1+ρ(Θ) ≤ Ds‖f‖Cs(Θ)
(
E
(
‖H‖−Cs−1,0(Θ×[0,1]) ∨ 1
)s−1
‖H˙‖Cs−1,0(Θ×[0,1])
)j
.
(3.2)
As a corollary, we have a simple way to control the smoothness of function
fk :
Corollary 3.1. Suppose the conditions of Theorem 3.1 hold and
DsE
(
‖H‖−Cs−1,0(Θ×[0,1]) ∨ 1
)s−1
‖H˙‖Cs−1,0(Θ×[0,1]) ≤ 1/2, (3.3)
then
‖fk‖C1+ρ(Θ) ≤ 2‖f‖Cs(Θ).
proof. In view of bound (3.2) and condition (3.3),
‖fk‖C1+ρ(Θ) =
∥∥∥∥
k∑
j=0
(−1)jBjf
∥∥∥∥
C1+ρ(Θ)
≤
k∑
j=0
‖Bjf‖C1+ρ(Θ)
≤
k∑
j=0
2−j‖f‖Cs(Θ) ≤ 2‖f‖Cs(Θ).
Another consequence of (3.2) is the following bound on the bias of estima-
tor fk(θˆ).
Theorem 3.2. Suppose the conditions of Theorem 3.1 hold. Then, for all
θ ∈ Θ,
|Eθfk(θˆ)− f(θ)| .s ‖f‖Cs(Θ)
(
E
(
‖H‖−Cs−1,0(Θ×[0,1]) ∨ 1
)s−1
‖H˙‖Cs−1,0(Θ×[0,1])
)k
×
(∥∥∥∥E
∫ 1
0
H˙(θ; t)dt
∥∥∥∥+ E‖H˙‖1+ρL∞(Θ×[0,1])
)
.
(3.4)
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proof. Note that
(Bk+1f)(θ) = Eθ(Bkf)(θˆ)− (Bkf)(θ)
= E
(
(Bkf)(H(θ; 1))− (Bkf)(H(θ; 0))
)
= E
∫ 1
0
(Bkf)′(H(θ; t))[H˙(θ; t)]dt
= (Bkf)′(θ)
[
E
∫ 1
0
H˙(θ; t)dt
]
+ E
∫ 1
0
(
(Bkf)′(H(θ; t))− (Bkf)′(θ)
)
[H˙(θ; t)]dt.
Thus, using (1.6) and the bound ‖H(θ; t) − θ‖ ≤ ‖H˙‖L∞(Θ×[0,1]), θ ∈ Θ, t ∈
[0, 1], we get
|Eθfk(θˆ)− f(θ)| = |(Bk+1f)(θ)|
≤ ‖Bkf‖C1+ρ(Θ)
(∥∥∥∥E
∫ 1
0
H˙(θ; t)dt
∥∥∥∥+ E‖H˙‖1+ρL∞(Θ×[0,1])
)
It remains to use bound (3.2) for j = k to complete the proof.
Remark 3.1. For s = 1 + ρ, ρ ∈ (0, 1] and k = 0, bound (3.4) takes the
following form:
|Eθf(θˆ)− f(θ)| .s ‖f‖Cs(Θ)
(∥∥∥∥E
∫ 1
0
H˙(θ; t)dt
∥∥∥∥+ E‖H˙‖1+ρL∞(Θ×[0,1])
)
. (3.5)
If Θ ⊂ E is convex and G(θ), θ ∈ Θ is a stochastic process with values in
Θ such that G(θ)
d
= θˆ(X), X ∼ Pθ, then one can define
H(θ; t) := θ + tE(θ), θ ∈ Θ, t ∈ [0, 1],
where E(θ) := G(θ)− θ, θ ∈ Θ. In this case,
H˙(θ; t) = E(θ), (DH)(θ; t) = I + t(DE)(θ),
the norm ‖ · ‖−Cs−1(Θ) of function θ is equal to 1, and bound (3.4) becomes
|Eθfk(θˆ)− f(θ)| .s ‖f‖Cs(Θ)
(
E
(
‖E‖Cs−1(Θ) ∨ 1
)s−1
‖E‖Cs−1(Θ)
)k
×
(
‖EE(θ)‖+ E‖E‖1+ρL∞(Θ)
)
. (3.6)
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If, in addition θˆ is an unbiased estimator of θ, we have EE(θ) = Eθ θˆ− θ = 0,
implying
|Eθfk(θˆ)− f(θ)| .s ‖f‖Cs(Θ)
(
E
(
‖E‖Cs−1(Θ) ∨ 1
)s−1
‖E‖Cs−1(Θ)
)k
E‖E‖1+ρL∞(Θ).
(3.7)
In view of the importance of this problem, we develop in the following
sections two different approaches to bounding Ho¨lder norms of Bkf leading
to slightly different bounds. One of these approaches is more involved and
will be discussed in detail in Section 6. It is based on representing Bkf in
terms of a Markov chain with transition kernel P (θ, ·), θ ∈ Θ (bootstrap
chain) and on further representation of this Markov chain as a superposition
of i.i.d. copies of random homotopy H. This leads to explicit formulas for
functions Bkf for sufficiently smooth function f that could be of independent
interest. Another approach (discussed in Section 5) does not rely on explicit
representation formulas for Bkf, but rather on some bounds for the norm
‖B‖Cs 7→Cs−1 of operator B.
4. Bootstrap chains: representations as superpositions of random
homotopies.
We will now develop representations of bootstrap chains {θˆ(k) : k ≥ 0},
introduced in Section 1.1, in terms of superpositions of independent random
homotopies. This approach relies on some ideas that originated in dynamical
systems literature (see, e.g., [20] and references therein). It will be assumed
throughout the section that Θ ⊂ E is an open subset.
Let H1, H2, . . . be i.i.d. copies of the process H(θ; t), θ ∈ Θ, t ∈ [0, 1].
Introduce the following sequence of functions:
G1(θ; t1) := H1(θ; t1),
G2(θ; t1, t2) := H2(G1(θ; t1); t2) = H2(H1(θ; t1); t2),
Gk(θ; t1, t2, . . . , tk) := Hk(Gk−1(θ; t1, . . . , tk−1); tk)
= Hk(Hk−1(. . .H2(H1(θ; t1); t2), . . . ; tk−1); tk),
where t1, . . . , tk ∈ [0, 1]. In other words, we can define the superposition of
stochastic processes F1 : Θ× [0, 1]l × Ω 7→ Θ and F2 : Θ × [0, 1]m × Ω 7→ Θ
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as the process F1 • F2 : Θ× [0, 1]l+m × Ω×Θ such that
(F1 • F2)(θ; t1, . . . , tl, tl+1, . . . , tl+m) := F1(F2(θ; tl+1, . . . , tl+m); t1, . . . , tl).
With this notation, Gk = Hk•Hk−1•· · ·•H1, k ≥ 1. It will be also convenient
to set G0(θ) := θ, θ ∈ Θ. Note that θˆ(0) := θ, θˆ(1) d= G1(θ; 1). This property is
generalized in the following lemma.
Lemma 4.1. Consider θ˜(0) := θ, θ˜(k) := Gk(θ; 1, . . . , 1) for k ≥ 1. It holds
that
(θ˜(k), k ≥ 0) d= (θˆ(k), k ≥ 0)
and
θˆ(l)
d
= Gk(θ; t1, . . . , tk)
d
= (Hl • · · · •H1)(θ; 1, . . . , 1)
for any 0 ≤ l ≤ k and (t1, . . . , tk) ∈ {0, 1}k such that
∑k
j=1 tj = l.
proof. By the definition of the sequences θ˜(k) and Gk,
θ˜(k) = Gk(θ; 1, . . . , 1) = Hk(θ˜
(k−1), 1).
Using this fact and the definition of random homotopy Hk, we get that,
given θ˜(0), . . . , θ˜(k−1), θ˜(k) ∼ P (θ˜(k−1), ·). Therefore, {θ˜(k) : k ≥ 0} is a Markov
chain with transition kernel P and θ˜(0) = θ, implying the first part of lemma’s
statement.
To prove the second part, let J := {1 ≤ j ≤ k : tj = 1} = {j1 < · · · < jl}.
Then
Gk(θ; t1, . . . , tk) = (Hjl • · · · •Hj1)(θ; tj1, . . . , tjl)
d
= (Hl • · · · •H1)(θ; 1, . . . , 1) d= Gl(θ; 1, . . . , 1) d= θˆ(l),
because of the i.i.d. property of {Hi} and the definitions of Gk.

For functions ϕ(t1, . . . , tk), (t1, . . . , tk) ∈ [0, 1]k, denote
∆iϕ(t1, . . . , tk) := ϕ(t1, . . . , tk)|ti=1 − ϕ(t1, . . . , tk)|ti=0.
V. Koltchinskii and M. Zhilova/ 26
Note that, by generalized Newton-Leibnitz formula,
∆1 . . .∆kϕ =
∫ 1
0
· · ·
∫ 1
0
∂kϕ(t1, . . . , tk)
∂t1 . . . ∂tk
dt1 . . . dtk,
provided that ϕ is a Ck-function.
Using (1.8) and the second claim of Lemma 4.1, we get
(Bkf)(θ) = Eθ
k∑
j=0
(−1)k−j
(
k
j
)
f(θˆ(j))
= E
k∑
j=0
(−1)k−j
∑
(t1,...,tk)∈{0,1}k ,
∑k
i=1 ti=j
f(Gk(θ; t1, . . . , tk))
= E
∑
(t1,...,tk)∈{0,1}k
(−1)k−
∑k
i=1 tif(Gk(θ; t1, . . . , tk))
= E∆1 . . .∆kf(Gk(θ; t1, . . . , tk)). (4.1)
It remains to represent ∆1 . . .∆kf(Gk(θ; t1, . . . , tk)) as
∆1 . . .∆kf(Gk(θ; t1, . . . , tk)) =
∫ 1
0
· · ·
∫ 1
0
∂kf(Gk(θ; t1, . . . , tk))
∂t1 . . . ∂tk
dt1 . . . dtk
(4.2)
to obtain from (4.1) and (4.2) the following proposition.
Proposition 4.1. Let U1, . . . , Uk be i.i.d. random variables with uniform dis-
tribution in [0, 1] (independent of random homotopies H1, . . . , Hk). Suppose
that Θ is an open set, function f is k times continuously differentiable in Θ,
random homotopy H is k times continuously differentiable in Θ× [0, 1]d a.s.
and
E
∣∣∣ ∂k
∂t1 . . . ∂tk
f(Gk(θ;U1, . . . , Uk))
∣∣∣ <∞, θ ∈ Θ.
Then
(Bkf)(θ) = E ∂
k
∂t1 . . . ∂tk
f(Gk(θ;U1, . . . , Uk)), θ ∈ Θ. (4.3)
In the cases when random homotopies exactly representing bootstrap chains
lack necessary smoothness, it makes sense to use instead approximation of
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the bootstrap chain {θˆ(k) : k ≥ 0} by superpositions of i.i.d. random homo-
topies. Suppose H(θ; t), θ ∈ Θ, t ∈ [0, 1] is a stochastic process with values
in Θ such that H(θ; 0) = θ, θ ∈ Θ and H(θ; 1) ∼ Q(θ; ·) for some Markov
kernel Q on the space Θ. Let {θ˜(k) : k ≥ 0} be the corresponding Markov
chain defined in terms of superpositions of i.i.d. copies of H (defined as in
Lemma (4.1)). Let
P (k)(θ;A) := Pθ{θˆ(k) ∈ A}, Q(k)(θ;A) := Pθ{θ˜(k) ∈ A}, θ ∈ Θ, A ∈ BΘ
be the corresponding k-step transition kernels. Our goal is to provide a bound
on the total variation distance between the measures P (k)(θ; ·), Q(k)(θ; ·) in
terms of the corresponding total variation distance between P (θ; ·), Q(θ; ·).
Suppose (Θ, d) is a metric space with Borel σ-algebra BΘ and, for A ∈ BΘ,
let Aδ denote the δ-neighborhood of A. Then, the following simple proposition
holds.
Proposition 4.2. For any set A ∈ BΘ and δ > 0,
sup
θ∈A
‖P (k)(θ; ·)−Q(k)(θ; ·)‖TV
≤ k sup
θ∈Akδ
‖P (θ; ·)−Q(θ; ·)‖TV + 2k sup
θ∈Akδ
Pθ{d(θˆ; θ) ≥ δ}.
proof. Note that, for all f : Θ 7→ R with ‖f‖L∞(Θ) ≤ 1,∫
Θ
f(t)P (k)(θ; dt) =
∫
Θ
∫
Θ
f(t)P (k−1)(s; dt)P (θ; ds)
and ∫
Θ
f(t)Q(k)(θ; dt) =
∫
Θ
∫
Θ
f(t)Q(k−1)(s; dt)Q(θ; ds).
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For arbitrary A ∈ BΘ and δ > 0, we have∫
Θ
f(t)P (k)(θ; dt)−
∫
Θ
f(t)Q(k)(θ; dt)
=
∫
Θ
∫
Θ
f(t)(P (k−1)(s; dt)−Q(k−1)(s; dt))P (θ; ds)
+
∫
Θ
∫
Θ
f(t)Q(k−1)(s; dt)(P (θ; ds)−Q(θ; ds))
=
∫
Aδ
∫
Θ
f(t)(P (k−1)(s; dt)−Q(k−1)(s; dt))P (θ; ds)
+
∫
Acδ
∫
Θ
f(t)(P (k−1)(s; dt)−Q(k−1)(s; dt))P (θ; ds)
+
∫
Θ
∫
Θ
f(t)Q(k−1)(s; dt)(P (θ; ds)−Q(θ; ds)).
This implies
sup
θ∈A
‖P (k)(θ; ·)−Q(k)(θ; ·)‖TV = sup
θ∈A
sup
‖f‖L∞(Θ)≤1
∣∣∣∣
∫
Θ
f(t)P (k)(θ; dt)−
∫
Θ
f(t)Q(k)(θ; dt)
∣∣∣∣
≤ sup
θ∈Aδ
‖P (k−1)(θ; ·)−Q(k−1)(θ; ·)‖TV + 2 sup
θ∈A
P (θ;Acδ) + sup
θ∈A
‖P (θ; ·)−Q(θ; ·)‖TV
≤ sup
θ∈Aδ
‖P (k−1)(θ; ·)−Q(k−1)(θ; ·)‖TV + 2 sup
θ∈A
Pθ{d(θˆ; θ) ≥ δ}+ sup
θ∈A
‖P (θ; ·)−Q(θ; ·)‖TV .
Iterating the above bound k times yields:
sup
θ∈A
‖P (k)(θ; ·)−Q(k)(θ; ·)‖TV
≤ 2k sup
θ∈Akδ
Pθ{d(θˆ; θ) ≥ δ}+ k sup
θ∈Akδ
‖P (θ; ·)−Q(θ; ·)‖TV .
Let
(T˜ f)(θ) :=
∫
Θ
f(t)Q(θ; dt), θ ∈ Θ
and B˜ := T˜ − I. Also denote
f˜k(θ) :=
k∑
j=0
(−1)j(B˜jf)(θ), θ ∈ Θ.
The following corollary is immediate.
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Corollary 4.1. For any set A ∈ BΘ and δ > 0,
sup
θ∈A
|T kf(θ)− T˜ kf(θ)|
≤ k‖f‖L∞(Θ)
[
sup
θ∈Akδ
‖P (θ; ·)−Q(θ; ·)‖TV + 2 sup
θ∈Akδ
Pθ{d(θˆ; θ) ≥ δ}
]
,
sup
θ∈A
|Bkf(θ)− B˜kf(θ)|
≤ k2k‖f‖L∞(Θ)
[
sup
θ∈Akδ
‖P (θ; ·)−Q(θ; ·)‖TV + 2 sup
θ∈Akδ
Pθ{d(θˆ; θ) ≥ δ}
]
and
sup
θ∈A
|fk(θ)− f˜k(θ)|
≤ k22k‖f‖L∞(Θ)
[
sup
θ∈Akδ
‖P (θ; ·)−Q(θ; ·)‖TV + 2 sup
θ∈Akδ
Pθ{d(θˆ; θ) ≥ δ}
]
.
5. Bounds on Ho¨lder norms of Bkf.
In this section, we prove a bound on the norm ‖B‖Cs 7→Cs−1 of B as an operator
from Cs(Θ) into Cs−1(Θ) for some s = k + 1 + ρ, k ≥ 1, ρ ∈ (0, 1]. It will
be assumed throughout the section that Θ ⊂ E is an open subset, that
H(θ; t), θ ∈ Θ, t ∈ [0, 1] is a random homotopy between θ and θˆ and that it
is k+1 times continuously differentiable in Θ× [0, 1] with probability 1. The
following bound will be proved.
Proposition 5.1. Let s = k + 1 + ρ for k ≥ 1 and ρ ∈ (0, 1]. Suppose that
E(‖H‖−Cs−1,0(Θ×[0,1]) ∨ 1)s−1‖H˙‖Cs−1,0(Θ×[0,1]) <∞.
Then
‖B‖Cs 7→Cs−1 ≤ 4(k + 1)k+2E(‖H‖−Cs−1,0(Θ×[0,1]) ∨ 1)s−1‖H˙‖Cs−1,0(Θ×[0,1]).
In other words, for all f ∈ Cs(Θ),
‖Bf‖Cs−1(Θ) ≤ 4(k + 1)k+2E(‖H‖−Cs−1,0(Θ×[0,1]) ∨ 1)s−1‖H˙‖Cs−1,0(Θ×[0,1])‖f‖Cs(Θ).
The next corollary is immediate.
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Corollary 5.1. Under the assumption of Proposition 5.1, for all j = 1, . . . , k,
‖Bj‖Cs 7→Cs−j ≤
(
4(k + 1)k+2E(‖H‖−Cs−1,0(Θ×[0,1]) ∨ 1)s−1‖H˙‖Cs−1,0(Θ×[0,1])
)j
,
or, equivalently, for all f ∈ Cs(Θ),
‖Bjf‖Cs−j(Θ) ≤
(
4(k + 1)k+2E(‖H‖−Cs−1,0(Θ×[0,1]) ∨ 1)s−1‖H˙‖Cs−1,0(Θ×[0,1])
)j
‖f‖Cs(Θ).
proof. Observe that
‖Bj‖Cs 7→Cs−j ≤ ‖B‖Cs 7→Cs−1‖B‖Cs−1 7→Cs−2 . . . ‖B‖Cs−j+1 7→Cs−j
and use the bound of Proposition 5.1.
The method of the proof of Proposition 5.1 as well as the proofs in Sec-
tion 6 relies on Faa` di Bruno type calculus developed in the literature on
combinatorics (see, e.g., [16]).
proof. Suppose f is k + 1 times continuously differentiable in Θ. Under
the assumptions on H and f, the function f ◦H is k + 1 times continuously
differentiable in Θ× [0, 1] with probability 1. Given h1, . . . , hk ∈ E, let
θt1,...,tk := θ +
k∑
j=1
tjhj, tj ∈ R, j = 1, . . . , k.
For all θ ∈ Θ, the function (t, t1, . . . , tk) 7→ (f ◦H)(θt1,...,tk ; t) is k + 1 times
continuously differentiable in the set [0, 1]× Uθ, where
Uθ := {(t1, . . . , tk) ∈ Rk : θt1,...,tk ∈ Θ}.
Note that Uθ is open and (0, . . . , 0) ∈ Uθ.
Let t0 := t and T¯k := {t0, t1, . . . , tk}. For T = {ti1 , . . . , til} ⊂ T¯k and
function V (t0, t1, . . . , tk), denote
∂TV :=
∂lV
∂ti1 . . . ∂til
.
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For a finite set F, let DF be the set of all partitions ∆ := (∆1, . . . ,∆j) of set
F into disjoint nonempty subsets ∆1, . . . ,∆j for some j ≥ 1.We set |∆| := j.
The partitions that differ only by the order of their subsets will be considered
identical. We will also use the notation DF,j := {∆ ∈ DF : |∆| = j}. For
a partition ∆ := (∆1, . . . ,∆j) ∈ DT¯k and a function V (t, t1, . . . , tk) (with
values in a Banach space), denote
∂∆V := ∂∆1V ⊗ · · · ⊗ ∂∆jV.
Observe that
d
dt
Dkf(H(θ, t))[h1 ⊗ · · · ⊗ hk] = ∂T¯kf(H(θt1,...,tk , t))|t1=···=tk=0
Our first goal is to derive a formula for the partial derivative ∂T¯kf(H(θt1,...,tk , t)).
Lemma 5.1. For all θ ∈ Θ, (t, t1, . . . , tk) ∈ [0, 1]×Uθ, the following formula
holds:
∂T¯kf(H(θt1,...,tk , t)) =
∑
∆∈DT¯k
(D|∆|f)(H(θt1,...,tk , t))[∂∆H(θt1,...,tk , t)]
=
k+1∑
j=1
∑
∆∈DT¯k,j
(Djf)(H(θt1,...,tk , t))[∂∆1H(θt1,...,tk , t)⊗ · · · ⊗ ∂∆jH(θt1,...,tk , t)].
(5.1)
proof. In fact, we will prove by induction that, for all l ≤ k,
∂T¯lf(H(θt1,...,tk , t)) =
∑
∆∈DT¯l
(D|∆|f)(H(θt1,...,tk , t))[∂∆H(θt1,...,tk , t)]. (5.2)
Indeed, for l = 0, by the chain rule, we have
∂{t}f(H(θt1,...,tk , t)) = Df(H(θt1,...,tk , t))[∂{t}H(θt1,...,tk , t)],
which is equivalent to (5.2). Assuming that (5.2) holds for some l < k and
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denoting H¯ := H(θt1,...,tk , t), we have
∂T¯l+1f(H¯) = ∂{tl+1}∂T¯lf(H¯) = ∂{tl+1}
∑
∆∈DT¯l
(D|∆|f)(H¯)[∂∆H¯]
=
∑
∆∈DT¯l
∂{tl+1}(D
|∆|f)(H¯)[∂∆H¯]
=
∑
∆∈DT¯l
(D|∆|+1f)(H¯)[∂∆H¯ ⊗ ∂{tl+1}H¯] +
∑
∆∈DT¯l
(D|∆|f)(H¯)
[
∂{tl+1}∂∆H¯
]
=
∑
∆∈DT¯l
(D|∆|+1f)(H¯)[∂∆H¯ ⊗ ∂{tl+1}H¯] +
∑
∆∈DT¯l
(D|∆|f)(H¯)
[
∂{tl+1}
|∆|⊗
i=1
∂∆iH¯
]
=
∑
∆∈DT¯l
(D|∆|+1f)(H¯)[∂∆H¯ ⊗ ∂{tl+1}H¯] +
∑
∆∈DT¯l
(D|∆|f)(H¯)
[ |∆|∑
i=1
∂∆˜(i)H¯
]
=
∑
∆∈DT¯l
(D|∆|+1f)(H¯)[∂∆˜H¯] +
∑
∆∈DT¯l
|∆|∑
i=1
(D|∆|f)(H¯)
[
∂∆˜(i)H¯
]
,
where, for a partition ∆ = (∆1, . . . ,∆j) ∈ DT¯l,
∆˜ := (∆1, . . . ,∆j, {tl+1}) ∈ DT¯l+1
and, for 1 ≤ i ≤ j,
∆˜(i) = (∆1, . . . ,∆i ∪ {tl+1}, . . . ,∆j) ∈ DT¯l+1.
Note that any partition in DT¯l+1 could be obtained (in a unique way) as an
image of a partition ∆ ∈ DT¯l under one of the mappings ∆ 7→ ∆˜, ∆ 7→
∆˜i, 1 ≤ i ≤ j. This easily implies (5.2) for l + 1.
Recall that we identify partitions ∆ = (∆1, . . . ,∆j) ∈ DT¯k,j with different
order of subsets. In formula (5.1), an arbitrary order could be chosen. How-
ever, it will be convenient to assume in what follows that t = t0 ∈ ∆1 and
that |∆2| ≥ · · · ≥ |∆j |. Let T = {ti1 , . . . , til} ⊂ T¯k and let I := {i1, . . . , il}.
Denote
hI := hi1 ⊗ · · · ⊗ hil.
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For I = ∅, set hI := 1. Then
∂TH(θt1,...,tk , t) =
{
DlH(θt1,...,tk , t)[hI ] if 0 6∈ I
Dl−1H˙(θt1,...,tk , t)[hI\{0}] if 0 ∈ I.
Let I¯k := {0, 1, . . . , k}. Denote, for j = 1, . . . , k + 1,
Kj :=
{
(k1, . . . , kj) : ki ≥ 1, i = 1, . . . , j, k2 ≥ · · · ≥ kj,
j∑
i=1
ki = k + 1
}
and, for (k1, . . . , kj) ∈ Kj ,
DI¯k,k1,...,kj :=
{
(I1, . . . , Ij) ∈ DI¯k,j, |I1| = k1, . . . , |Ij| = kj, I1 ∋ 0
}
.
Clearly,
card(DI¯k,k1,...,kj) =
k!
(k1 − 1)!k2! . . . kj! .
With these notations, it easily follows from (5.1) that
∂T¯kf(H(θt1,...,tk , t)) =
k+1∑
j=1
∑
(k1,...,kj)∈Kj
(Djf)(H(θt1,...,tk , t))
[
(Dk1,...,kjH)(θt1,...,tk , t)[hk1,...,kj ]
]
,
where
(Dk1,...,kjH)(θ, t) = (Dk1−1H˙)(θ, t)⊗ (Dk2H)(θ, t)⊗ · · · ⊗ (DkjH)(θ, t)
and
hk1,...,kj :=
∑
(I1,...,Ij)∈DI¯k,k1,...,kj
hI1\{0} ⊗ hI2 ⊗ · · · ⊗ hIj .
Thus, for all θ ∈ Θ,
d
dt
Dkf(H(θ, t))[h1 ⊗ · · · ⊗ hk] = ∂T¯kf(H(θt1,...,tk , t))|t1=···=tk=0
=
k+1∑
j=1
∑
(k1,...,kj)∈Kj
(Djf)(H(θ, t))
[
(Dk1,...,kjH)(θ, t)[hk1,...,kj ]
]
. (5.3)
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Assume that f ∈ Cs(E) for some s = k + 1 + ρ, k = 1, 2, . . . , ρ ∈ (0, 1].
For all j = 1, . . . , k + 1,
‖(Djf)(H)‖L∞(Θ×[0,1]) ≤ ‖f‖Cs
and, for all θ, θ′ ∈ Θ,
‖(Djf)(H(θ, t))− (Djf)(H(θ′, t))‖ ≤ 2‖f‖Cs‖H(θ, t)−H(θ′, t)‖ρ
≤ 2‖f‖Cs(‖H‖−C1,0)ρ‖θ − θ′‖ρ ≤ 2‖f‖Cs(‖H‖−Cs−1,0 ∨ 1)ρ‖θ − θ′‖ρ,
where we used bound (2.1). Note also that
‖Dk1−1H˙‖L∞ ≤ ‖H˙‖Cs−1,0 , 1 ≤ k1 ≤ k + 1,
‖DkiH‖L∞ ≤ ‖H‖−Cs−1,0 , 1 ≤ ki ≤ k, 2 ≤ i ≤ j.
Moreover, using again bound (2.1), we get
‖Dk1−1H˙‖Cρ,0 ≤ 2‖H˙‖Cs−1,0 , 1 ≤ k1 ≤ k + 1
‖DkiH‖Cρ,0 ≤ 2‖H‖−Cs−1,0, 1 ≤ ki ≤ k, 2 ≤ i ≤ j.
It follows from the definition of Dk1,...,kjH that
‖Dk1,...,kjH‖L∞ ≤ ‖Dk1−1H˙‖L∞
j∏
i=2
‖DkiH‖L∞ ≤ ‖H˙‖Cs−1,0(‖H‖−Cs−1,0)j−1
≤ (‖H‖−Cs−1,0 ∨ 1)k‖H˙‖Cs−1,0 , j = 1, . . . , k + 1.
Moreover, for all θ, θ′ ∈ Θ,
‖(Dk1,...,kjH)(θ, t)− (Dk1,...,kjH)(θ′, t)‖
≤ ‖(Dk1−1H˙)(θ, t)− (Dk1−1H˙)(θ′, t)‖‖(Dk2H)(θ, t)‖ . . . ‖(DkjH)(θ, t)‖
+ ‖(Dk1−1H˙)(θ′, t)‖‖(Dk2H)(θ, t)− (Dk2H)(θ′, t)‖ . . . ‖(DkjH)(θ, t)‖+ . . .
+ ‖(Dk1−1H˙)(θ′, t)‖‖(Dk2H)(θ′, t)‖ . . . ‖(DkjH)(θ, t)− (DkjH)(θ′, t)‖
≤
(
2(‖H‖−Cs−1,0 ∨ 1)j−1‖H˙‖Cs−1,0
+ 2(j − 1)(‖H‖−Cs−1,0 ∨ 1)j−2(‖H‖−Cs−1,0 ∨ 1)‖H˙‖Cs−1,0
)
‖θ − θ′‖ρ
≤ 2(k + 1)(‖H‖−Cs−1,0 ∨ 1)k‖H˙‖Cs−1,0‖θ − θ′‖ρ.
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It easily follows from the bounds above that∣∣∣∣(Djf)(H(θ, t))[(Dk1,...,kjH)(θ, t)[hk1,...,kj ]]− (Djf)(H(θ′, t))[(Dk1,...,kjH)(θ′, t)[hk1,...,kj ]]
∣∣∣∣
≤ 2(k + 2)‖f‖Cs(‖H‖−Cs−1,0 ∨ 1)s−1‖H˙‖Cs−1,0‖hk1,...,kj‖‖θ − θ′‖ρ.
Also observe that
sup
‖h1‖≤1,...,‖hk‖≤1
‖hk1,...,kj‖ ≤ card(DI¯k,k1,...,kj) =
k!
(k1 − 1)!k2! . . . kj! .
Using representation (5.3), it is now easy to show the following Ho¨lder con-
dition on the function θ 7→ d
dt
Dkf(H(θ, t)) :∥∥∥∥ ddtDkf(H(θ, t))− ddtDkf(H(θ′, t))
∥∥∥∥
≤
k+1∑
j=1
∑
(k1,...,kj)∈Kj
k!
(k1 − 1)!k2! . . . kj!2(k + 2)‖f‖C
s(‖H‖−Cs−1,0 ∨ 1)k+ρ‖H˙‖Cs−1,0‖θ − θ′‖ρ
≤ 4(k + 1)k+2‖f‖Cs(‖H‖−Cs−1,0 ∨ 1)s−1‖H˙‖Cs−1,0‖θ − θ′‖ρ.
Similarly, it could be shown that for all j = 0, . . . , k − 1,∥∥∥∥ ddtDjf(H(θ, t))− ddtDjf(H(θ′, t))
∥∥∥∥
≤ 2(k + 1)k+2‖f‖Cs(‖H‖−Cs−1,0 ∨ 1)s−1‖H˙‖Cs−1,0‖θ − θ′‖
(in fact, a slightly better bound holds). Since also∥∥∥ d
dt
f(H(θ, t))
∥∥∥ ≤ ‖f‖C1‖H˙‖L∞ ≤ ‖f‖Cs(‖H‖−Cs−1,0 ∨ 1)s−1‖H˙‖Cs−1,0 ,
we can conclude that∥∥∥∥ ddtf(H(·, t))
∥∥∥∥
Cs−1
≤ 4(k + 1)k+2‖f‖Cs(‖H‖−Cs−1,0 ∨ 1)s−1‖H˙‖Cs−1,0 .
Also note that, for all j ≤ k,
(Djf)(H(θ, 1))− (Djf)(H(θ, 0)) =
∫ 1
0
d
dt
Djf(H(θ, t))dt.
V. Koltchinskii and M. Zhilova/ 36
As a consequence, we have
‖f(H(·; 1))− f(H(·; 0))‖Cs−1 =
∥∥∥∥
∫ 1
0
d
dt
f(H(·, t))dt
∥∥∥∥
Cs−1
≤
∫ 1
0
∥∥∥∥ ddtf(H(·, t))
∥∥∥∥
Cs−1
dt
≤ 4(k + 1)k+2‖f‖Cs(‖H‖−Cs−1,0 ∨ 1)s−1‖H˙‖Cs−1,0 . (5.4)
It follows that
E‖f(H(·; 1))− f(H(·; 0))‖Cs−1
≤ 4(k + 1)k+2‖f‖CsE(‖H‖−Cs−1,0 ∨ 1)s−1‖H˙‖Cs−1,0 <∞. (5.5)
Using Proposition 2.1, it is easy to justify differentiation under the expecta-
tion sign and to prove that the function
Bf(θ) = E
[
f(H(θ; 1))− f(H(θ; 0))
]
, θ ∈ Θ
is k times Fre`chet continuously differentiable with derivatives
(DjBf)(θ) = E
[
Djf(H(θ; 1))−Djf(H(θ; 0))
]
, j ≤ k.
Therefore, bound (5.5), easily implies that
‖Bf‖Cs−1 ≤ 4(k + 1)k+2E(‖H‖−Cs−1,0 ∨ 1)s−1‖H˙‖Cs−1,0‖f‖Cs,
which completes the proof.
6. Representation formulas for Bkf.
In this section, we discuss a different approach to controlling Ho¨lder norms
of Bkf. Our starting point will be formula (4.3) and we will develop certain
representations of partial derivatives ∂
kf(Gk(θ;t1,...,tk))
∂t1...∂tk
involved in this formula
to obtain more explicit formulas for functions Bkf. To calculate higher order
derivatives of superpositions of random homotopies involved in the definition
of function Gk, we need to develop a version of Faa` di Bruno type calculus
(already used in Section 5) in the context of our problem that relies on
some combinatorial structures introduced below. It is assumed throughout
the section that Θ ⊂ E is an open subset.
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6.1. Trees of multilinear forms.
We will start with the notion of a tree of multilinear forms defined as follows.
Definition 2. Let τ be a rooted tree. We will label the vertices of this tree
with multilinear forms so that the following conditions hold:
1. If r is the root of τ and deg(r) = l, then r is labeled with an l-linear
form.
2. If v is a vertex of τ, v 6= r and deg(v) = l + 1, then v is labeled with
an l-linear form.
3. Moreover, if v is a vertex with children v1, . . . , vl and Mv,Mv1 , . . . ,Mvl
are the corresponding multilinear forms, then Mv ∈Ml(E1, . . . , El;F )
for some Banach spaces E1, . . . , El, F and, for all j = 1, . . . , l, the form
Mvj takes values in Ej.
Such a labeled rooted tree will be called a tree of multilinear forms.
Note that the terminal vertices of τ have degree 1 and they should be
labeled with 0-linear forms (vectors in some Banach spaces). For any non-
terminal vertex v of τ, let τv denote its subtree rooted at vertex v. It is also
a tree of multilinear forms.
Let now τ be a tree of multilinear forms with root v and the corresponding
label Mv, where Mv is an l-linear form with values in a Banach space F. Let
v1, . . . , vl be the children of v. Define recursively the following vector µτ ∈ F :
µτ :=Mv[µτv1 , . . . , µτvl ].
If vi,j , i = 1, . . . , lj are the children of vi, we can write
µτ =Mv
[
µτv1 ⊗ · · · ⊗ µτvl
]
=Mv
[
(Mv1 ⊗ · · · ⊗Mvl)
[
⊗lj=1 ⊗lji=1 µτvi,j
]]
.
Denote M
(0)
τ := Mv, v being the root of τ. For arbitrary j = 1, . . . , L, where
L is the height of τ, let v
(j)
1 , . . . , v
(j)
mj be the vertices of depth j (in other
words, the j-th generation of descendants of v). For j = 0, we set m0 := 1
and v
(0)
1 := v. Let
M (j)τ :=Mv(j)1
⊗ · · · ⊗M
v
(j)
mj
(it is assumed that v
(j)
1 , . . . , v
(j)
mj are arranged in the natural order determined
by the tree). Then, by induction,
µτ =M
(0)
τ ◦M (1)τ ◦ · · · ◦M (L)τ .
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In what follows, the vector µτ ∈ F will be called the superposition of multi-
linear forms over the tree τ.
It could be easily proved by induction that the following property holds:
Proposition 6.1. Suppose τ is a tree of multilinear forms defined above.
Then
‖µτ‖ ≤
L∏
j=0
mj∏
i=1
‖M
v
(j)
i
‖.
Let now (T, d) be a metric space and consider a labeling of a rooted tree
τ with multilinear forms that continuously depend on point t ∈ T. More
precisely, for t ∈ T, suppose that each vertex v of the tree is labeled with a
multilinear form Mv(t) ∈ Ml(E1, . . . , El;F ) (the spaces l and E1, . . . , El, F
could depend on v) so that, for each t ∈ T, τ is a tree of multilinear forms
and, for each vertex v, T ∋ t 7→ Mv(t) ∈ Ml(E1, . . . , El;F ) is a continuous
function. Let µτ (t), t ∈ T be the corresponding superposition of multilinear
forms over the tree.
Proposition 6.2. Under the above assumptions, T ∋ t 7→ µτ (t) ∈ F is a
continuous function and
‖µτ‖L∞ ≤
L∏
j=0
mj∏
i=1
‖M
v
(j)
i
‖L∞ . (6.1)
Moreover,
‖µτ‖Lipd(T ) ≤ (L+ 2)
L∏
j=0
(mj + 1)
L∏
j=0
mj∏
i=1
‖M
v
(j)
i
‖Lipd(T ). (6.2)
proof. The proof of (6.1) immediately follows from the bound of Proposi-
tion 6.1. The proof of (6.2) follows from the following two bounds
‖µτ‖Lipd(T ) ≤ (L+ 2)
L∏
j=0
‖M (j)τ ‖Lipd(T )
and
‖M (j)τ ‖Lipd(T ) ≤ (mj + 1)
mj∏
i=1
‖M
v
(j)
i
‖Lipd(T )
that are based on rather elementary control of the corresponding Lipschitz
norms.
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6.2. Partition trees; S- and M-labelings.
Let Tl := {t1, . . . , tl}, l = 1, . . . , k. For a partition ∆ = (∆1, . . . ,∆j) ∈
DTl, an arbitrary order of subsets ∆i will be chosen and fixed. Let ∆ :=
(∆1, . . . ,∆j) ∈ DTl. For each i = 1, . . . , j, let ∆′i be a partition of the set
∆i ∩ Tl−1, provided that this set is nonempty (it is empty only if ∆i = {tl}).
This means that
∆′ :=
⋃
i:∆i∩Tl−1 6=∅
∆′i
is a refinement of partition ∆∩Tl−1. We will write, in this case, that ∆′ ⊐ ∆.
We will now construct a special rooted tree (a partition tree of set Tk),
which will be labeled with a set of Fre`chet derivatives (multilinear forms).
Definition 3. Partition tree and S-labeling.We will call a labeled rooted
tree τ a partition tree of set Tk iff the following properties hold:
1. The height of τ is k.
2. Each vertex v of τ is labeled with a subset Sv ⊂ Tk.
3. For the root r of τ, Sr := Tk.
4. For j = 1, . . . , k, let ∆(j) be the set of all the labels of the vertices of
depth k − j + 1 and suppose the following properties hold.
(a) ∆(j) ∈ DTj .
(b) ∆(j−1) ⊐ ∆(j), j = 2, . . . , k.
(c) For j = 1, . . . , k, the sets from partition ∆(j) are assigned to the
vertices of depth k − j + 1 in the order of the vertices of tree τ
(from “left” to “right”).
(d) Let v be a vertex of depth k − j + 1 with label Sv ∈ ∆(j). Let
v1, . . . , vm be the children of v in the tree τ. Then {Sv1 , . . . , Svm}
is a partition of Sv if tj 6∈ Sv, or a partition of Sv \ {tj} if tj ∈ Sv.
We will call the labeling of partition tree τ in the last definition (with
subsets of Tk) an S-labeling. We will also need another labeling of τ, with
multilinear forms (namely, Fre`chet derivatives of function f and random ho-
motopies Hj, j = 1, . . . , k), which will be called an M-labeling. For the ex-
istence of the derivatives, we assume that f is k times Fre`chet differentiable
in Θ and that random homotopy H(θ; t) is k− 1 times Fre`chet differentiable
with respect to θ ∈ Θ a.s., it is also differentiable with respect to t ∈ [0, 1]
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with derivative H˙(θ; t) and H˙(θ; t) is k − 1 times Fre`chet differentiable with
respect to θ ∈ Θ a.s. Moreover, DmH(θ; t), DmH˙(θ; t) will denote the m-th
order Fre`chet derivatives with respect to θ.
Definition 4. M-labeling.
1. Assign to the root r of τ the form
Mr := (D
deg(r)f)(Gk(θ, t1, . . . , tk)).
2. For l = 1, . . . , k, let v be a vertex of depth k − l + 1 such that tl 6∈ Sv.
Then
Mv := (D
deg(v)−1Hl)(Gl−1(θ; t1, . . . , tl−1), tl).
3. For l = 1, . . . , k, let v be a vertex of degree k − l+ 1 such that tl ∈ Sv.
Then
Mv := (D
deg(v)−1H˙l)(Gl−1(θ; t1, . . . , tl−1), tl)
(if v is a terminal vertex, then deg(v) = 1 and the label is just a vector
H˙l(Gl−1(θ; t1, . . . , tl−1), tl); in particular, this is the case for l = 1).
The M-labeling of τ defines a tree of multilinear forms. Note that, in
principle, the same M-labelings could be generated by different S-labelings.
In what follows, Tk denotes the set of all partition trees of Tk provided with
both S- and M-labeling.
For τ ∈ Tk, let ∂τf(Gk) be the superposition of multilinear forms (M-
labels) over the tree τ. It will be called the derivative of f(Gk) over the tree
τ.
Example 5. Here is an example of an S-labeled and M-labeled partition
tree τ ∈ T4 :
{t1, t2, t3, t4}
{t1, t2}
{t1, t2}
{t1}
{t1}
{t2}
{t3, t4}
{t3}
D2f(G4)
DH4(G3; t4)
D2H3(G2; t3)
DH2(G1, t2)
H˙1(θ; t1)
H˙2(G1; t2)
DH˙4(G3; t4)
H˙3(G2; t3)
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For this tree,
∂τf(G4) =
D2f(G4)[DH4(G3; t4)[D
2H3(G2; t3)[DH2(G1; t2)[H˙1(θ; t1)], H˙2(G1; t2)]], DH˙4(G3; t4)[H˙3(G2; t3)]].
6.3. Representation of partial derivatives of f(Gk).
We will now derive a formula for the partial derivative ∂Tkf(Gk), representing
it as a sum of the derivatives ∂τf(Gk) over all labeled partition trees τ ∈ Tk.
Proposition 6.3. Suppose the following conditions hold:
1. Θ ⊂ E is an open subset;
2. f : Θ 7→ R is k times Fre`chet continuously differentiable function in Θ;
3. Random homotopy H : Θ × [0, 1] 7→ Θ is, with probability 1, k times
Fre`chet continuously differentiable in Θ× [0, 1].
Then, the following representation holds:
∂Tkf(Gk) =
∑
τ∈Tk
∂τf(Gk). (6.3)
We will also need similar formulas for the Fre`chet derivative of the function
∂Tkf(Gk(θ; t1, . . . , tk)) with respect to θ. To this end, define, for a fixed h ∈ E,
G¯0(θ, s) := θ + sh, G¯1(θ, s, t1) := H1(θ + sh, t1), θ ∈ Θ, s ∈ R, t1 ∈ [0, 1]
and
G¯k(θ, s, t1, . . . , tk) := Hk(G¯k−1(θ, s, t1, . . . , tk−1), tk), θ ∈ Θ, s ∈ R, t1, . . . , tk ∈ [0, 1].
Note that (G¯k)|s=0 = Gk.
Assume that f : Θ 7→ R is k + 1 times Fre`chet continuously differen-
tiable function in Θ and the random homotopy H : Θ × [0, 1] 7→ Θ is, with
probability 1, k + 1 times Fre`chet continuously differentiable in Θ × [0, 1].
Then, for all θ ∈ Θ, the function (s, t1, . . . , tk) 7→ G¯k(θ, s, t1, . . . , tk) is well
defined and k + 1 times continuously differentiable in the set Uθ × [0, 1]k,
where Uθ := {s ∈ R : θ + sh ∈ Θ} (with 0 ∈ Uθ being an interior point).
Let T¯j := {s, t1, . . . tj}, j = 1, . . . , k, T¯0 := {s}. Similarly to Definition 3,
we can define partition trees of set T¯k along with their S-labelings. The only
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difference is that the trees are now of height k + 1 and the labelings are
defined by sets in partitions ∆(0) ⊐ · · · ⊐ ∆(k). We have to assume now that
f is k+1 times Fre`chet differentiable and that random homotopy H(θ; t) is k
times Fre`chet differentiable with respect to θ ∈ Θ a.s., it is also differentiable
with respect to t ∈ [0, 1] with derivative H˙(θ; t) and H˙(θ; t) is k times Fre`chet
differentiable with respect to θ ∈ Θ a.s.
We also need to modify slightly Definition 4:
Definition 5. M-labeling (modified).
1. The label of the root r of τ and, for l = 1, . . . , k, the labels of the
vertices of depth k − l + 1 are defined as in steps 1-3 of Definition 4
(with G¯k instead of Gk).
2. For l = 0, the only vertex v of depth k + 1 is terminal with S-label
equal to the set {s} and M-label Mv := h.
Let T¯k be the set of all partition trees of T¯k with both S- and M-labelings.
For τ ∈ T¯k, let ∂τf(G¯k) be the superposition of multilinear forms over the
tree τ. As before, it is called the derivative of f(G¯k) over the tree τ. It is easy
to see that ∂τf(G¯k(θ; s; t1, . . . , tk)) can be written as
∂τf(G¯k(θ; s; t1, . . . , tk)) = Dτf(G¯k(θ; s; t1, . . . , tk))[h],
where Dτf(G¯k(θ; s; t1, . . . , tk)) is a linear functional on E (recall that the
only vertex of depth k + 1 of tree τ is labeled with h).
With these definitions and notations, the following proposition holds.
Proposition 6.4. Suppose that
1. Θ ⊂ E is an open subset;
2. f : Θ 7→ R is k + 1 times Fre`chet continuously differentiable function
in Θ;
3. Random homotopy H : Θ× [0, 1] 7→ Θ is, with probability 1, k+1 times
Fre`chet continuously differentiable in Θ× [0, 1].
Then, for all θ ∈ Θ, s ∈ Uθ, (t1, . . . , tk) ∈ [0, 1]k, the following representation
holds:
∂T¯kf(G¯k) =
∑
τ∈T¯k
∂τf(G¯k) =
∑
τ∈T¯k
Dτf(G¯k(θ; s, U1, . . . , Uk))[h]. (6.4)
We provide below the proof of Proposition 6.4 (the proof of Proposition
6.3 is almost identical).
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proof. For a partition ∆ := (∆1, . . . ,∆j) ∈ T¯k and a function F (s, t1, . . . , tk)
with values in E, denote
∂∆F := ∂∆1F ⊗ · · · ⊗ ∂∆jF.
First note that
∂T¯kf(G¯k) =
∑
∆∈DT¯k
(D|∆|f)(G¯k)[∂∆G¯k]. (6.5)
The proof of this formula is identical to the proof of (5.1). Let ∆ = (∆1, . . . ,∆j)
be a partition of T¯k with |∆| = j. Then, for all i = 1, . . . , j similarly to (6.5),
∂∆iG¯k =
∑
∆′i∈D∆i
(D|∆
′
i|Hk)(G˜k−1)[∂∆′iG¯k−1] (6.6)
provided that tk 6∈ ∆i, and
∂∆iG¯k =
∑
∆′j∈D∆i\{tk}
(D|∆
′
i|H˙k)(G˜k−1)[∂∆′iG¯k−1], (6.7)
provided that tk ∈ ∆i.Here G˜k−1(θ, s, t1, . . . , tk) = (G¯k−1(θ, s, t1, . . . , tk−1), tk).
Note that in a special case when ∆i = {tk}, the set ∆i∩Tk−1 = ∅ and |∆′i| = 0.
In this case,
(D|∆
′
i|H˙k)(G˜k−1) = H˙k(G˜k−1) = H˙k(G˜k−1)[ ]
is a 0-linear form (a vector in E) and ∂∆′iG¯k−1 is an “empty variable”.
Assume now that tk ∈ ∆r for some r = 1, . . . , j. Denote by Πr the following
permutation operator (acting on tensor products of j elements of arbitrary
linear spaces):
Πr
( ⊗
i=1,...,j,i 6=r
Ai
⊗
Ar
)
:= A1
⊗
. . .
⊗
Ar−1
⊗
Ar
⊗
Ar+1
⊗
. . .
⊗
Aj .
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It immediately follows that
∂∆G¯k = ∂∆1G¯k
⊗
. . .
⊗
∂∆j G¯k
= Πr
(⊗
i 6=r
∑
∆′i∈D∆i
(D|∆
′
i|Hk)(G˜k−1)[∂∆′iG¯k−1]
⊗ ∑
∆′r∈D∆r\{tk}
(D|∆
′
r|H˙k)(G˜k−1)[∂∆′rG¯k−1]
)
=
∑
∆′⊐∆
Πr
(⊗
i 6=r
(D|∆
′
i|Hk)(G˜k−1)[∂∆′iG¯k−1]
⊗
(D|∆
′
r|H˙k)(G˜k−1)[∂∆′rG¯k−1]
)
=
∑
∆′⊐∆
Πr
(⊗
i 6=r
D|∆
′
i|Hk)(G˜k−1)
⊗
(D|∆
′
r|H˙k)(G˜k−1)
)[
Πr
(⊗
i 6=r
∂∆′iG¯k−1
⊗
∂∆′rG¯k−1
)]
.
(6.8)
For l = 0, . . . , k+1, let τ (l) be the subtree of τ that includes all its vertices of
depth ≤ l and all its edges between these vertices (and also has the same S-
and M-labelings). Clearly, τ (k+1) = τ. Let T¯ (l)k := {τ (l) : τ ∈ T¯k}, l ≤ k + 1.
Recall the definition of the forms M
(i)
τ , i = 0, . . . , k+ 1. It is easy to see that
M
(i)
τ (l)
=M (i)τ , i = 0, . . . , l, l = 0, . . . , k + 1.
Using now the definition of labeled partition tree τ, it is easy to deduce from
(6.5) and (6.8) that
∂T¯kf(G¯k) =
∑
τ (1)∈T¯ (1)k
(M
(0)
τ (1)
◦M (1)
τ (1)
)[∂∆(k−1)G¯k−1].
It could be now shown by induction that, for all l = 1, . . . , k,
∂T¯kf(G¯k) =
∑
τ (l)∈T¯ (l)k
(M
(0)
τ (l)
◦M (1)
τ (l)
◦ · · · ◦M (l)
τ (l)
)[∂∆(k−l)G¯k−l].
Note that for k = l,
∂∆(k−l)G¯k−l = ∂{s}G¯0 = h =M
(k+1)
τ (k+1)
=M (k+1)τ .
Hence, we can conclude that
∂T¯kf(G¯k) =
∑
τ∈T¯k
(M (0)τ ◦ · · · ◦M (k+1)τ ) =
∑
τ∈T¯k
µτ =
∑
τ∈T¯k
∂τf(G¯k),
completing the proof.
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6.4. Representation of Bkf.
We will combine (4.3) with Proposition 6.3 to get a representation formula
for (Bkf)(θ). Recall that U1, . . . , Uk are i.i.d. uniformly distributed in [0, 1]
r.v. (independent of H1, . . . , Hk).
Proposition 6.5. Suppose, for some k ≥ 1, f is k times Fre`chet continu-
ously differentiable in Θ and H is k times Fre`chet continuously differentiable
in Θ× [0, 1]. Moreover, suppose that
E
(
‖H‖−
Ck−1,0(Θ×[0,1]) ∨ 1
)k−1
‖H˙‖Ck−1,0(Θ×[0,1]) <∞. (6.9)
Then
(Bkf)(θ) =
∑
τ∈Tk
E∂τf(Gk(θ;U1, . . . , Uk)), θ ∈ Θ (6.10)
and
‖Bkf‖L∞(Θ) ≤ kk
2‖f‖Ck(Θ)
(
E
(
‖H‖−
Ck−1,0(Θ×[0,1]) ∨ 1
)k−1
‖H˙‖Ck−1,0(Θ×[0,1])
)k
.
(6.11)
Remark 6.1. For k = 1, the assumption becomes E‖H˙‖L∞(Θ×[0,1]) < ∞
and the bound becomes ‖Bkf‖L∞(Θ) ≤ ‖f‖C1(Θ)E‖H˙‖kL∞(Θ×[0,1]) (replacing
‖H‖Ck−1,0(Θ×[0,1]) by 1).
proof. It easily follows from the definition of M-labeling and the bound of
Proposition 6.1 that, for all τ ∈ Tk,
|∂τf(Gk(θ;U1, . . . , Uk))|
≤ ‖f‖Ck(Θ)
k∏
l=1
(
‖Hl‖−Ck−1,0(Θ×[0,1]) ∨ 1
)l−1
‖H˙l‖Ck−1,0(Θ×[0,1]). (6.12)
To see this note that M-labelings of any tree τ ∈ Tk involve the Fre`chet
derivatives of f of order at most k and the Fre`chet derivatives of H and H˙
of order at most k − 1. Moreover, for l = 1, . . . , k, the number of vertices of
depth k− l+ 1 labeled with Fre`chet derivatives of H is, at most, l− 1 while
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the number of vertices of depth k − l + 1 labeled by a Fre`chet derivative of
H˙ is exactly 1. Since ‖Hl‖−Ck−1,0(Θ×[0,1]) could be smaller than 1, we need to
take a maximum with 1 to get a valid bound in the case when the number
of vertices labeled with Fre`chet derivatives of H is smaller than l − 1.
Recalling that H1, . . . , Hk are i.i.d. copies of H, condition (6.9) and bound
(6.12) imply integrability of ∂τf(Gk(θ;U1, . . . , Uk)) and formula (6.10) now
follows from propositions 4.1 and 6.3. Moreover,
E|∂τf(Gk(θ;U1, . . . , Uk))|
≤ ‖f‖Ck(Θ)E
k∏
l=1
(
‖Hl‖−Ck−1,0(Θ×[0,1]) ∨ 1
)l−1
‖H˙l‖Ck−1,0(Θ×[0,1])
≤ ‖f‖Ck(Θ)
(
E
(
‖H‖−
Ck−1,0(Θ×[0,1]) ∨ 1
)k−1
‖H˙‖Ck−1,0(Θ×[0,1])
)k
.
Since card(Tk) ≤ kk2, we get bound (6.11).
Using Proposition 6.4, we can similarly get a representation as well as
bounds for Fre`chet derivative of Bkf(θ).
Proposition 6.6. Suppose, for some k ≥ 1, f is k + 1 times Fre`chet con-
tinuously differentiable in Θ and H is k + 1 times Fre`chet continuously dif-
ferentiable in Θ× [0, 1]. Moreover, suppose that
E
(
‖H‖−
Ck,0(Θ×[0,1]) ∨ 1
)k
‖H˙‖Ck,0(Θ×[0,1]) <∞. (6.13)
Then θ ∋ Θ 7→ (Bkf)(θ) is Fre`chet continuously differentiable in Θ with
derivative
(Bkf)′(θ) =
∑
τ∈T¯k
EDτf(G¯k(θ; 0, U1, . . . , Uk)), θ ∈ Θ (6.14)
and
‖(Bkf)′‖L∞(Θ) ≤ (k + 1)(k+1)
2‖f‖Ck+1(Θ)
(
E
(
‖H‖−
Ck,0(Θ×[0,1]) ∨ 1
)k
‖H˙‖Ck,0(Θ×[0,1])
)k
.
(6.15)
If, in addition f ∈ Cs(Θ) for some s = k + 1 + ρ, ρ ∈ (0, 1] and
E
(
‖H‖−Cs−1,0(Θ×[0,1]) ∨ 1
)s−1
‖H˙‖Cs−1,0(Θ×[0,1]) <∞, (6.16)
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then
‖Bkf‖C1+ρ(Θ)
≤ 3(k + 2)2(k+2)2‖f‖Cs(Θ)
(
E
(
‖H‖−Cs−1,0(Θ×[0,1]) ∨ 1
)s−1
‖H˙‖Cs−1,0(Θ×[0,1])
)k
.
(6.17)
proof. Note that, by Proposition 6.4,
D∂Tkf(Gk(θ;U1, . . . , Uk))[h] = ∂T¯kf(G¯k(θ; 0;U1, . . . , Uk))
=
∑
τ∈T¯k
Dτf(G¯k(θ; 0, U1, . . . , Uk))[h].
Similarly to (6.12),
‖Dτf(G¯k(θ; 0, U1, . . . , Uk))‖
≤ ‖f‖Ck+1(Θ)
k∏
l=1
(
‖Hl‖−Ck,0(Θ×[0,1]) ∨ 1
)l
‖H˙l‖Ck,0(Θ×[0,1]). (6.18)
Under assumption (6.13), it easily follows that
E‖D∂Tkf(Gk(θ;U1, . . . , Uk))‖ <∞.
Since, by representation (4.3),
(Bkf)(θ) = E∂Tkf(Gk(θ;U1, . . . , Uk)),
we can now use Proposition 2.1 to prove continuous differentiability of (Bkf)(θ)
and, using (6.18) again, prove bound (6.15).
Finally, to prove the last bound (6.17), we need to control the Lipd,ρ-
norm of functions θ 7→ Dτf(G¯k(θ; 0, U1, . . . , Uk)) involved in the expression
for (Bkf)′(θ) as well as Lipd-norm of functions θ 7→ ∂τf(Gk(θ;U1, . . . , Uk))
involved in the expression for (Bkf)(θ). Here d(θ, θ′) := ‖θ − θ′‖, θ, θ′ ∈ E is
the metric of Banach space E. It follows from the definition of M-labeling of
tree τ that itsM-labels and the derivative Dτf(G¯k(θ; 0, U1, . . . , Uk))[h] could
be viewed as functions of variable
η(θ) :=
(
G¯j(θ; 0, U1, . . . , Uj) : 0 ≤ j ≤ k
)
∈ Θk+1 = Θ× · · ·
k+1
×Θ.
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Define the distance between η, η′ ∈ Θk+1 as follows:
∆(η, η′) := max
0≤j≤k
‖ηj − η′j‖.
Since functions G¯j are defined in terms of superpositions of functions Hj , it
is easy to check that
∆(η(θ), η(θ′)) ≤
k∏
j=1
(‖Hj‖−C1,0(Θ×[0,1]) ∨ 1)d(θ, θ′), θ, θ′ ∈ Θ.
On the other hand, using bound (6.2) (and also bound (2.1)), we get
‖Dτf(G¯k(·; 0, U1, . . . , Uk))‖Lip∆,ρ
≤ (k + 3)! 2(k+1)(k+2)‖f‖Cs(Θ)
k∏
l=1
(
‖Hl‖−Cs−1,0(Θ×[0,1]) ∨ 1
)l
‖H˙l‖Cs−1,0(Θ×[0,1]).
This implies
‖Dτf(G¯k(·; 0, U1, . . . , Uk))‖Lipd,ρ
≤ (k + 3)! 2(k+1)(k+2)‖f‖Cs(Θ)
k∏
l=1
(
‖Hl‖−Cs−1,0(Θ×[0,1]) ∨ 1
)l+ρ
‖H˙l‖Cs−1,0(Θ×[0,1])
and provides a way to bound the Lipd,ρ-norm of the derivative (Bkf)′(θ) as
follows:
‖(Bkf)′‖Lipd,ρ(Θ)
≤ 3(k + 2)2(k+2)2‖f‖Cs(Θ)
(
E
(
‖H‖−Cs−1,0(Θ×[0,1]) ∨ 1
)s−1
‖H˙‖Cs−1,0(Θ×[0,1])
)k
.
A similar bound for ‖Bkf‖Lipd could be proved with minor modifications of
the argument. Together with (6.11) this yields bound (6.17).
Example 6. (See [29]). In the case of random shift model with Θ = E,
H(θ, t) = θ + tξ, DH(θ, t) = I, H˙(θ, t) = ξ, and all the higher order deriva-
tives of H are equal to zero. Let ξ1, ξ2, . . . be i.i.d. copies of ξ. Then
G¯k(θ, s, U1, . . . , Uk) = θ + sh+
k∑
j=1
Ujξj.
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It is easy to see that in this case the only partition tree τ for which the
terms in the right hand side of (6.4) are not equal to zero is the tree corre-
sponding to the following sequence of partitions: (∆(k), . . . ,∆(0)) with ∆(j) :=
({s}, {t1}, . . . , {tj}). For instance, below is tree τ with S- and M-labeling for
k = 3 :
{s, t1, t2, t3}
{s}
{s}
{s}
{s}
{t1}
{t1}
{t1}
{t2}
{t2}
{t3}
f (4)(G¯4)
I
I
I
h
I
I
ξ1
I
ξ2
ξ3
For this tree,
Dτf(G¯k(θ; s, U1, . . . , Uk))[h]
= f (4)
(
θ + sh+
k∑
j=1
Ujξj
)
[I[I[I[h]]], I[I[ξ1]], I[ξ2], ξ3]
= f (4)
(
θ + sh+
k∑
j=1
Ujξj
)
[h, ξ1, ξ2, ξ3].
It easily follows from propositions 6.5 and 6.6 that
(Bkf)(θ) = Ef (k)
(
θ +
k∑
j=1
Ujξj
)
[ξ1, . . . , ξk]
and
(Bkf)′(θ)[h] = Ef (k+1)
(
θ +
k∑
j=1
Ujξj
)
[h, ξ1, . . . , ξk]
Of course, in this examples, there is a more direct and much simpler way to
obtain these formulas (see [29]).
7. Proofs of the main results for normal models.
In sections 7.1 and 7.2 below, we will prove the following upper bound on
the norm ‖fk(θˆ)− f(θ)‖Lℓ(Pθ) for estimators fk(θˆ) of f(θ), k ≥ 1 :
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Theorem 7.1. Let ℓ ∈ L. Suppose f ∈ Cs(Θ) for some s = k + 1 + ρ, k ≥
1, ρ ∈ (0, 1] and assume that, for some ǫ > 0,
as−1+ǫ
√
d
n
≤ cs, (7.1)
where cs ≤ 1/2 is a sufficiently small constant. Then the following bound
holds:
sup
θ∈Θ(a;d)
‖fk(θˆ)− f(θ)‖Lℓ(Pθ)
.s,ǫ,ℓ ‖f‖Cs(Θ)
(
a√
n
∨
a(s−1+ǫ)k+1+ρ
(√
d
n
)s∨ 1
ℓ−1
(
(ℓ(1) ∧ 1) exp
{
n
c2(k+1)2
})
)
.
(7.2)
Moreover, if ℓ(u) ≤ ebu, u ≥ 0 for some constant b > 0, then
sup
θ∈Θ(a;d)
‖fk(θˆ)− f(θ)‖Lℓ(Pθ) .s,ǫ,ℓ ‖f‖Cs(Θ)
(
a√
n
∨
a(s−1+ǫ)k+1+ρ
(√
d
n
)s)
.
(7.3)
This will be the main step in the proof of the bound of Theorem 1.1 stated
in Section 1.1. In Section 7.3, we will present the proof of Theorem 1.3.
7.1. Approximation by a random homotopy and bounding the
bias.
A natural choice of random homotopy to represent estimator θˆ was described
in Example 3. Using bound (3.5) for this homotopy, we easily get the following
bound on the bias of plug-in estimator f(θˆ) = f0(θˆ)
|Eθf(θˆ)− f(θ)| .ρ ‖f‖C1+ρ(Θ)a1+ρ
(√
d
n
)1+ρ
(7.4)
that holds for all ρ ∈ (0, 1]. Together with concentration bounds of Section
7.2 this allows us to complete the proof of Theorem 1.1 in the simple case of
s = 1 + ρ, k = 0.
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However, the random homotopy of Example 3 does not have bounded
Ho¨lder norms on the whole parameter space Θ = Rd×Cd+ (due to the presence
of function Σ1/2) which makes it impossible to use bounds of Theorem 3.1
and Corollary 3.1 needed to analyze the estimators fk(θˆ) for k ≥ 1. To
overcome this difficulty, we develop a smooth random homotopy that, as
in Proposition 4.2 and Corollary 4.1, approximates estimator θˆ (and the
corresponding bootstrap chain). To this end, we replace Σ1/2 in the definition
of H(θ; t) of Example 3 with a function γ(Σ) which is smooth on the whole
space Sd of symmetric matrices equipped with the operator norm and which
coincides with Σ1/2 on the set of covariance matrices Σ such that σ(Σ) ⊂
[1/(2a), 2a]. In fact, γ(Σ) is an application to Σ of a function γ of real variable
defined as follows. Let γ be a C∞ function in R such that
• 0 ≤ γ(u) ≤ √u, u ≥ 0;
• γ(u) = √u for all u ∈ [(2a)−1, 2a];
• supp(γ) ⊂ [(4a)−1, 4a];
• ‖γ‖L∞ .
√
a, ‖γ(j)‖L∞ . aj−1/2 for all 1 ≤ j ≤ s− 1 and ‖γ‖Cs−1+ǫ .
as−3/2+ǫ for an arbitrary ǫ > 0.
Recall that s = k+1+ρ, k ≥ 1, so, s−1 = k+ρ > 1. A possible choice of such
a function is γ(u) := λ(2au)
√
u(1 − λ(u/(4a))), where λ is a nondecreasing
C∞ function with values in [0, 1], λ(u) = 0, u ≤ 1/2 and λ(u) = 1, u ≥ 1.
It follows from Corollary 2 and other results of Section 2.2 of [22] that
A 7→ γ(A) is a Cs−1 operator function from Sd (equipped with the operator
norm) into itself and the following properties hold:
• for an arbitrary ǫ > 0,6
‖γ‖Cs−1(Sd) .s ‖γ‖Bs−1∞,1(R) .ǫ ‖γ‖Cs−1+ǫ . a
s−3/2+ǫ (7.5)
and
‖γ‖L∞(Sd) .
√
a, ‖Djγ‖L∞(Sd) .ǫ aj−1/2+ǫ, 1 ≤ j ≤ s− 1; (7.6)
• Σ− γ(Σ)2 ∈ Cd+;
• ‖γ(Σ)‖ ≤ ‖Σ‖1/2 for all Σ ∈ Cd+;
• γ(Σ) = Σ1/2 for all Σ with σ(Σ) ⊂ [(2a)−1, 2a].
6Here ‖ · ‖Bs−1
∞,1
(R) is a Besov norm; it could be bounded in terms of Cs−1+ǫ(R) norm,
see [40], Section 2.3.
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Define now a random homotopy between θ and θ˜ = H(θ; 1) as follows:
H(θ; t) = θ + tE(θ), θ = (µ,Σ) ∈ Θ = Rd × Cd+,
where
E(θ) := (γ(Σ)Z¯, γ(Σ)(ΣˆZ − Id)γ(Σ).
Note that
Σ + t(γ(Σ)(ΣˆZ − Id)γ(Σ)) = Σ− γ(Σ)2 + (1− t)γ(Σ)2 + t(γ(Σ)ΣˆZγ(Σ)) ∈ Cd+.
Indeed, recall that γ2(λ) ≤ λ, λ ∈ R+. If γ(Σ)2 6= Σ, then there exists
λ ∈ σ(Σ) such that γ2(λ) < λ. Therefore, Σ − γ2(Σ) ∈ Cd+. On the other
hand, if γ(Σ)2 = Σ, then (1 − t)γ(Σ)2 = (1 − t)Σ ∈ Cd+ for all t ∈ [0, 1). In
each of these two cases, Σ+ t(γ(Σ)(ΣˆZ−Id)γ(Σ)) ∈ Cd+. Finally, if γ(Σ)2 = Σ
and t = 1, then
Σ + t(γ(Σ)(ΣˆZ − Id)γ(Σ)) = γ(Σ)ΣˆZγ(Σ).
Under assumption (7.1), we have d ≤ n−1. It is well known that in this case
the sample covariance matrix ΣˆZ is nonsingular a.s.. Since also γ(Σ) = Σ
1/2 is
nonsingular, we conclude that γ(Σ)ΣˆZγ(Σ) ∈ Cd+, implying the claim. Thus,
it follows that H(θ; t) ∈ Θ = Rd × Cd+ for all θ ∈ Θ, t ∈ [0, 1] a.s..
Lemma 7.1. The following bounds hold:
‖E‖L∞(Θ) .
√
a‖Z¯‖+ a‖ΣˆZ − Id‖
and
‖E‖Cs−1(Θ) .ǫ,s as−3/2+ǫ‖Z¯‖+ as−1+ǫ‖ΣˆZ − Id‖.
proof. Note that E(θ) depends only on the operator component Σ of θ =
(µ,Σ) through operator function γ ∈ Cs−1(Sd), which allows us to replace
Cs−1(Θ)-norm with Cs−1(Sd)-norm. Using (7.5), it is easy to show that
‖γ(·)Z¯‖Cs−1(Sd) ≤ ‖γ‖Cs−1(Sd)‖Z¯‖ .ǫ,s as−3/2+ǫ‖Z¯‖.
On the other hand, by a version of Leibnitz formula,
Dk(γ(Σ)(ΣˆZ − Id)γ(Σ))[H1, . . . , Hk]
=
∑
I⊂{1,...,k}
(D|I|γ)(Σ)[⊗i∈IHi](ΣˆZ − Id)(D|Ic|γ)(Σ)[⊗i∈IcHi], H1, . . . , Hk ∈ Sd.
Using bounds (7.6) and (7.5) to control the norms of the derivatives of γ
involved in the last expression, it is easy to complete the proof.
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Recall the definitions of operators T˜ , B˜ and function f˜k (see Corollary 4.1).
Proposition 7.1. Suppose condition (7.1) holds. Then, for all θ ∈ Θ,
|Eθf˜k(θ˜)− f(θ)| .s,ǫ ‖f‖Cs(Θ)a(s−1+ǫ)k+1+ρ
(√
d
n
)s
. (7.7)
proof. Recall the following well known bounds: for all p ≥ 1,
E
1/p‖Z¯‖p .p
√
d
n
and, under an additional assumption that d . n,
E
1/p‖ΣˆZ − Id‖p .p
√
d
n
.
Using bounds of Lemma 7.1, we get
E
1/p‖E‖pL∞(Θ) .p a
√
d
n
(7.8)
and
E
1/p‖E‖pCs−1(Θ) .p,s,ǫ as−1+ǫ
√
d
n
. (7.9)
It follows from bound (3.7) that
|Eθf˜k(θ˜)− f(θ)| .s ‖f‖Cs(Θ)
(
E
(
‖E‖Cs−1(Θ) ∨ 1
)s−1
‖E‖Cs−1(Θ)
)k
E‖E‖1+ρL∞(Θ).
(7.10)
As a consequence of bounds (7.8) and (7.9),
E‖E‖1+ρL∞(Θ) . a1+ρ
(√
d
n
)1+ρ
and, under the assumption (7.1),
E
(
‖E‖Cs−1(Θ) ∨ 1
)s−1
‖E‖Cs−1(Θ) ≤ E1/2
(
‖E‖Cs−1(Θ) + 1
)2(s−1)
E
1/2‖E‖2Cs−1(Θ)
.s (E
1/2‖E‖2(s−1)Cs−1(Θ) + 1)E1/2‖E‖2Cs−1(Θ) .s,ǫ
(
a(s−1+ǫ)(s−1)
(√
d
n
)s−1
+ 1
)
a(s−1+ǫ)
√
d
n
.s,ǫ a
(s−1+ǫ)
√
d
n
. (7.11)
Therefore, bound (7.10) implies (7.7).
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Proposition 7.2. Suppose condition (7.1) holds. Then, for all θ ∈ Θ(a; d),
|Eθfk(θˆ)− f(θ)| .s,ǫ ‖f‖Cs(Θ)a(s−1+ǫ)k+1+ρ
(√
d
n
)s
. (7.12)
proof. Note that, for θ = (µ,Σ) ∈ Θ(2a; d), we have σ(Σ) ⊂ [1/(2a), 2a]
and γ(Σ) = Σ1/2. Therefore, θ˜ = H(θ; 1)
d
= θˆ and (7.7) implies
|Eθf˜k(θˆ)− f(θ)| .s,ǫ ‖f‖Cs(Θ)a(s−1+ǫ)k+1+ρ
(√
d
n
)s
, θ ∈ Θ(2a; d). (7.13)
Let Q(θ; ·) be the distribution of θ˜ = H(θ; 1) and P (θ; ·) be the distribution
of θˆ. Recall Proposition 4.2 and its notations. Note that, for all θ ∈ Θ(2a; d),
Q(θ; ·) = P (θ; ·). Let δ := a/(k+ 1) and A := Θ(a+ δ; d). It is easy to check
that Akδ ⊂ Θ(2a; d). As a result, it follows from the last bound of Corollary
4.1 that
sup
θ∈Θ(a+δ;d)
|fk(θ)− f˜k(θ)| ≤ k22k+1‖f‖L∞(Θ) sup
θ∈Θ(2a;d)
Pθ{‖θˆ − θ‖ ≥ δ}. (7.14)
We will use now the following exponential bound for ‖θˆ−θ‖ that is a corollary
of well known bounds for the Euclidean norm ‖X¯−µ‖ and the operator norm
‖Σˆ− Σ‖ :
Pθ
{
‖θˆ − θ‖ ≥ ca
(√d
n
∨
√
t
n
∨ t
n
)}
≤ e−t.
It holds with some constant c ≥ 1 for all d . n, all θ ∈ Θ(2a; d) and all t ≥ 0.
Assuming that ca
√
d
n
≤ a
k+1
= δ, or, equivalently, d ≤ n
c2(k+1)2
, and setting
t := n
c2(k+1)2
, we get
sup
θ∈Θ(2a;d)
Pθ{‖θˆ − θ‖ ≥ δ} ≤ exp
{
− n
c2(k + 1)2
}
and bound (7.14) implies that
sup
θ∈Θ(a+δ;d)
|fk(θ)− f˜k(θ)| ≤ k22k+1‖f‖L∞(Θ) exp
{
− n
c2(k + 1)2
}
. (7.15)
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Note also that, for all θ ∈ Θ(a; d),
Pθ{θˆ 6∈ Θ(a + δ; d)} ≤ Pθ{‖θˆ − θ‖ ≥ δ} ≤ exp
{
− n
c2(k + 1)2
}
. (7.16)
Note that
‖Bkf‖L∞(Θ) = sup
θ∈Θ
∣∣∣∣Eθ
k∑
j=0
(−1)k−j
(
k
j
)
f(θˆ(j))
∣∣∣∣ ≤ 2k‖f‖L∞(Θ),
‖fk‖L∞(Θ) =
∥∥∥∥
k∑
j=0
(−1)jBjf
∥∥∥∥
L∞(Θ)
≤
k∑
j=0
2j‖f‖L∞(Θ) ≤ 2k+1‖f‖L∞(Θ)
(7.17)
and, similarly,
‖f˜k‖L∞(Θ) ≤ 2k+1‖f‖L∞(Θ). (7.18)
Using (7.15), (7.16), (7.17) and (7.18), we can conclude that, for all θ ∈
Θ(a; d),∣∣∣Eθfk(θˆ)− Eθf˜k(θˆ)∣∣∣
≤ Eθ|fk(θˆ)− f˜k(θˆ)|I(θˆ ∈ Θ(a + δ; d)) + (‖fk‖L∞(Θ) + ‖f˜k‖L∞(Θ))Pθ{θˆ 6∈ Θ(a + δ; d)}
≤ sup
θ∈Θ(a+δ;d)
|fk(θ)− f˜k(θ)|+ (‖fk‖L∞(Θ) + ‖f˜k‖L∞(Θ))Pθ{θˆ 6∈ Θ(a+ δ; d)}
≤ (k2 + 2)2k+1‖f‖L∞(Θ) exp
{
− n
c2(k + 1)2
}
. (7.19)
Combining this with bound (7.13), we get that, for all θ ∈ Θ(a; d),
|Eθfk(θˆ)− f(θ)| .s,ǫ ‖f‖Cs(Θ)
(
a(s−1+ǫ)k+1+ρ
(√
d
n
)s
+ exp
{
− n
c2(k + 1)2
})
.
(7.20)
Since, for a ≥ 1, d ≥ 1,
exp
{
− n
c2(k + 1)2
}
.s n
−s/2 .s a(s−1+ǫ)k+1+ρ
(√
d
n
)s
, (7.21)
this concludes the proof in the case when d ≤ n
c2(k+1)2
. In the opposite case,
the proof is straightforward in view of bound (7.17).
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7.2. Concentration.
For a locally Lipschitz function g : S 7→ R on a metric space (S; d), define
(Lg)(x) := inf
U∋x
sup
x1,x2∈U,x1 6=x2
|g(x1)− g(x2)|
d(x1, x2)
,
where the infimum is taken over all neighborhoods U of x. If S = RN
(viewed as a Euclidean space) and g is a locally Lipschitz function, then,
by Rademacher’s theorem, g is differentiable a.s. in RN and it is easy to see
that, at the points of differentiability, (Lf)(x) coincides with the Euclidean
norm of the gradient of f : (Lf)(x) = ‖∇f(x)‖ a.s. in RN .
The following inequality (due to Maurey and Pisier, see, e.g., [37]) is well
known.
Proposition 7.3. Let ℓ : R 7→ R+ be a nonnegative convex function. Let
X,X ′ be independent standard normal r.v. in RN and let g : RN 7→ R be a
locally Lipschitz function. Then
Eℓ
(
g(X)− Eg(X)
)
≤ Eℓ
(π
2
〈∇g(X), X ′〉
)
. (7.22)
Given ℓ ∈ L, define
ℓ♯(u) := Eℓ(uZ), u ∈ R,
where Z ∼ N(0, 1). Clearly, it also holds that ℓ♯(u) = Eℓ(u|Z|), u ∈ R and
ℓ♯ ∈ L. Note that function ℓ♯ could take infinite values even when ℓ is finite.
The set of points where it is finite is a symmetric interval (in principle, it
could be {0}).
The following fact easily follows from (7.22).
Proposition 7.4. For any locally Lipschitz function g : RN 7→ R,
Eℓ
(
g(X)− Eg(X)
)
≤ Eℓ♯
(π
2
(Lg)(X)
)
. (7.23)
proof. Indeed, we have
Eℓ
(
g(X)− Eg(X)
)
≤ Eℓ
(π
2
〈∇g(X), X ′〉
)
.
= EEX′ℓ
(π
2
‖∇g(X)‖〈v(X), X ′〉
)
= EEX′ℓ
(π
2
(Lg)(X)〈v(X), X ′〉
)
,
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where v(X) = ∇g(X)‖∇g(X)‖ . Conditionally onX, the distribution of r.v. 〈v(X), X ′〉
is standard normal, implying that
EX′ℓ
(π
2
(Lg)(X)〈v(X), X ′〉
)
= ℓ♯
(π
2
(Lg)(X)
)
,
and bound (7.23) follows.
For a loss function ℓ ∈ L, define
c(ℓ) := ‖1‖ℓ = inf
{
c > 0 : ℓ
(1
c
)
≤ 1
}
.
Bound (7.23) implies that
‖g(X)− Eg(X)‖ℓ ≤ π
2
‖(Lg)(X)‖ℓ♯. (7.24)
Note that, if g is Lipschitz with constant Lg, bound (7.24) implies that
‖g(X)− Eg(X)‖ℓ ≤ π
2
c(ℓ♯)Lg. (7.25)
If ℓ(u) := |u|p, u ∈ R, p ≥ 1, then ℓ♯(u) = E|Z|p|u|p, u ∈ R and c(ℓ♯) = ‖Z‖Lp.
The next Sobolev type bound follows from (7.24)
‖g(X)− Eg(X)‖Lp ≤
π
2
‖Z‖Lp‖(Lg)(X)‖Lp .
√
p‖(Lg)(X)‖Lp, (7.26)
yielding in the case of Lipschitz function g
‖g(X)− Eg(X)‖Lp .
√
pLg.
Using the last bound for p = t and combining it with Markov inequality, we
easily get that, with probability at least 1− e−t,
|g(X)− Eg(X)| . Lg
√
t,
which is a version of Gaussian concentration inequality.
In the case when g is not Lipschitz, inequality (7.23) could still provide use-
ful bounds, for instance, by the following iterative argument (that resembles
the method already used in [2]).
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Proposition 7.5. Suppose that
(Lg)(x) ≤ ϕ(x), x ∈ RN ,
where ϕ : RN 7→ R is a Lipschitz function with constant Lϕ. Then
‖g(X)− Eg(X)‖ℓ ≤ π
2
c(ℓ♯)Eϕ(X) +
(π
2
)2
c((ℓ♯)♯)Lϕ. (7.27)
proof. Indeed,
‖g(X)− Eg(X)‖ℓ ≤ π
2
‖(Lg)(X)‖ℓ♯ ≤
π
2
‖ϕ(X)‖ℓ♯ ≤
π
2
‖Eϕ(X)‖ℓ♯ +
π
2
‖ϕ(X)− Eϕ(X)‖ℓ♯
≤ π
2
c(ℓ♯)Eϕ(X) +
(π
2
)2
‖(Lϕ)(X)‖(ℓ♯)♯ ≤ π2 c(ℓ
♯)Eϕ(X) +
(π
2
)2
c((ℓ♯)♯)Lϕ.
In particular, it follows from (7.27) that, for all p ≥ 1,
‖g(X)− Eg(X)‖Lp .
√
pEϕ(X) + pLϕ
that, in turn, implies the following concentration bound: with probability at
least 1− e−t,
|g(X)− Eg(X)| . √tEϕ(X) + tLϕ.
We will now apply these inequalities to the function f ◦ θˆ, where f is a
Lipschitz function on Rd×Cd+ and θˆ = (µˆ, Σˆ) (µˆ = X¯ being the sample mean
and Σˆ being the sample covariance) is a standard estimator of the parameter
θ = (µ,Σ) of a normal model X1, . . . , Xn i.i.d. ∼ N(µ,Σ) in Rd.
Proposition 7.6. Let f : Rd×Cd+ 7→ R be a Lipschitz function with Lipschitz
constant Lf > 0. Then, for d . n,
‖f(θˆ)− Eθf(θˆ)‖ℓ . c(ℓ
♯)Lf‖Σ‖1/2(1 + ‖Σ‖1/2)√
n
+
c((ℓ♯)♯)Lf‖Σ‖
n
.
proof. Since we can represent Xj as Xj = µ+Σ
1/2Zj, where Z1, . . . , Zn are
i.i.d. ∼ N(0; Id), we can view f ◦ θˆ as a function of a standard normal vector
Z = (Z1, . . . , Zn) ∈ RN , where N = nd. With a little abuse of notation, we
will also write θˆ, µˆ, Σˆ as functions of Z; Z denotes both a random variable in
R
N and a point in Rn (depending on the context).
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Lemma 7.2. The following bounds hold for all Z ∈ RN :
(Lµˆ)(Z) ≤ ‖Σ‖
1/2
√
n
, (7.28)
(LΣˆ)(Z) ≤ 4
√
2‖Σ‖1/2‖Σˆ(Z)‖1/2√
n− 1 , (L‖Σˆ‖
1/2)(Z) ≤ 2
√
2‖Σ‖1/2√
n− 1 , (7.29)
and
(Lθˆ)(Z) ≤ ‖Σ‖
1/2
√
n
+
4
√
2‖Σ‖1/2‖Σˆ(Z)‖1/2√
n− 1 . (7.30)
Note that the bound on (L‖Σˆ‖1/2)(Z) means that ‖Σˆ(Z)‖1/2 is a Lipschitz
function.
proof. We will show only the bound on (LΣˆ)(Z) (other proofs are similar).
Denoting Z ′ := (Z ′1, . . . , Z
′
n), X
′
j := µ+ Σ
1/2Z ′j and Σˆ
′ = Σˆ(Z ′), we have
‖Σˆ(Z)− Σˆ(Z ′)‖ = sup
‖u‖≤1,‖v‖≤1
∣∣∣〈(Σˆ− Σˆ′)u, v〉∣∣∣
= sup
‖u‖≤1,‖v‖≤1
∣∣∣∣ 1n− 1
n∑
j=1
〈Xj − X¯, u〉〈Xj − X¯, v〉 − 1
n− 1
n∑
j=1
〈X ′j − X¯ ′, u〉〈X ′j − X¯ ′, v〉
∣∣∣∣
≤ 1√
n− 1 sup‖u‖≤1
( n∑
j=1
〈
Xj −X ′j − (X¯ − X¯ ′), u
〉2)1/2
sup
‖v‖≤1
(
1
n− 1
n∑
j=1
〈Xj − X¯, v〉2
)1/2
+
1√
n− 1 sup‖v‖≤1
( n∑
j=1
〈
Xj −X ′j − (X¯ − X¯ ′), v
〉2)1/2
sup
‖u‖≤1
(
1
n− 1
n∑
j=1
〈X ′j − X¯ ′, u〉2
)1/2
≤ ‖Σ‖
1/2(‖Σˆ‖1/2 + ‖Σˆ′‖1/2)√
n− 1
( n∑
j=1
‖Zj − Z ′j − (Z¯ − Z¯ ′)‖2
)1/2
≤
√
2‖Σ‖1/2(‖Σˆ‖1/2 + ‖Σˆ′‖1/2)√
n− 1
( n∑
j=1
‖Zj − Z ′j‖2 + n‖Z¯ − Z¯ ′‖2
)1/2
≤
√
2‖Σ‖1/2(‖Σˆ‖1/2 + ‖Σˆ′‖1/2)√
n− 1
(( n∑
j=1
‖Zj − Z ′j‖2
)1/2
+
√
n‖Z¯ − Z¯ ′‖
)
≤ 2
√
2‖Σ‖1/2(‖Σˆ‖1/2 + ‖Σˆ′‖1/2)√
n− 1 ‖Z − Z
′‖,
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which implies the bound on (LΣˆ)(Z) in (7.29).
It follows from (7.30) that, for a Lipschitz function f,
L(f ◦ θˆ)(Z) ≤ Lf‖Σ‖
1/2
√
n
(
1 + 4
√
2
√
n
n− 1‖Σˆ(Z)‖
1/2
)
≤ Lf‖Σ‖
1/2
√
n
(1 + 8‖Σˆ(Z)‖1/2) =: ϕ(Z), n ≥ 2.
Using bound on (L‖Σˆ‖1/2)(Z) from (7.29), it is also easy to check that func-
tion ϕ is Lipschitz with Lϕ ≤ 16
√
2Lf‖Σ‖
n−1 . Note that, for d . n,
Eϕ(Z) =
Lf‖Σ‖1/2√
n
(1 + 8Eθ‖Σˆ‖1/2)
≤ Lf‖Σ‖
1/2
√
n
(1 + 8E
1/2
θ ‖Σˆ‖) ≤
Lf‖Σ‖1/2√
n
(
1 + 8‖Σ‖1/2 + 8E1/2θ ‖Σˆ− Σ‖
)
.
Lf‖Σ‖1/2√
n
(
1 + ‖Σ‖1/2 + ‖Σ‖1/2
(√d
n
∨ d
n
)1/2)
.
Lf‖Σ‖1/2√
n
(1 + ‖Σ‖1/2).
The result follows from bound (7.27).
Now we are ready to proof Theorem 7.1.
proof. First note that
‖fk(θˆ)− f(θ))‖ℓ ≤ ‖f˜k(θˆ)− Eθf˜k(θˆ)‖ℓ + ‖Eθf˜k(θˆ)− f(θ)‖ℓ + ‖fk(θˆ)− f˜k(θˆ)‖ℓ.
(7.31)
Recall that, under condition (3.3), by Corollary 3.1 we have
Lf˜k ≤ ‖f˜k‖C1+ρ(Θ) ≤ 2‖f‖Cs(Θ).
Condition (3.3) holds if
E
(
‖E‖Cs−1(Θ) ∨ 1
)s−1
‖E‖Cs−1(Θ) ≤ ds
for a small enough constant ds > 0. By bound (7.11), the last condition holds
under assumption (7.1) with a sufficiently small constant cs. In this case, it
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follows from Proposition 7.6 that
‖f˜k(θˆ)− Eθf˜k(θˆ)‖ℓ . c(ℓ
♯)‖f‖Cs(Θ)‖Σ‖1/2(1 + ‖Σ‖1/2)√
n
+
c((ℓ♯)♯)‖f‖Cs(Θ)‖Σ‖
n
.
c(ℓ♯)‖f‖Cs(Θ)a√
n
+
c((ℓ♯)♯)‖f‖Cs(Θ)a
n
. (7.32)
Using bound (7.13), we get that, for all θ ∈ Θ(a; d),
‖Eθf˜k(θˆ)− f(θ)‖ℓ .s,ǫ c(ℓ)‖f‖Cs(Θ)a(s−1+ǫ)k+1+ρ
(√
d
n
)s
. (7.33)
Note that, for any event A, ‖IA‖ℓ = 1ℓ−1(1/P(A)) . Using this fact along with
bounds (7.15), (7.17) and (7.16), we get
‖fk(θˆ)− f˜k(θˆ)‖ℓ
≤
∥∥∥(fk(θˆ)− f˜k(θˆ))I(θˆ ∈ Θ(a+ δ; d)∥∥∥
ℓ
+
∥∥∥(fk(θˆ)− f˜k(θˆ))I(θˆ 6∈ Θ(a+ δ; d)∥∥∥
ℓ
≤
∥∥∥ sup
θ∈Θ(a+δ;d)
|fk(θ)− f˜k(θ)|
∥∥∥
ℓ
+ (‖fk‖L∞(Θ) + ‖f˜k‖L∞(Θ)))
∥∥∥I(θˆ 6∈ Θ(a+ δ; d)∥∥∥
ℓ
≤ k22k+1‖f‖L∞(Θ) exp
{
− n
c2(k + 1)2
}
+
2k+2‖f‖L∞(Θ)
ℓ−1
(
1/Pθ{θˆ 6∈ Θ(a+ δ; d)}
)
≤ k22k+1‖f‖L∞(Θ) exp
{
− n
c2(k + 1)2
}
+
2k+2‖f‖L∞(Θ)
ℓ−1
(
exp
{
n
c2(k+1)2
}) .
It is easy to check that, for p ∈ (0, 1), p ≤ 1
ℓ−1(ℓ(1)/p) . Applying this to
p = exp
{
− n
c2(k+1)2
}
, we easily get that
‖fk(θˆ)− f˜k(θˆ)‖ℓ
≤ k22k+1‖f‖L∞(Θ) exp
{
− n
c2(k + 1)2
}
+
2k+2‖f‖L∞(Θ)
ℓ−1
(
exp
{
n
c2(k+1)2
})
≤ (k
2 + 2)2k+1‖f‖L∞(Θ)
ℓ−1
(
(ℓ(1) ∧ 1) exp
{
n
c2(k+1)2
}) . (7.34)
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Bound (7.2) easily follows from (7.31), (7.32), (7.33) and (7.34). To prove
(7.3), note that ℓ(u) ≤ ℓ(1)∧1 for all u ∈ [0, 1∧ℓ−1(1)]. Let λ := log(1/(ℓ(1)∧1))
1∧ℓ−1(1) .
It is easy to check that the condition ℓ(u) ≤ ebu, u ≥ 0 implies
ℓ(u) ≤ (ℓ(1) ∧ 1)e(b+λ)u, u ≥ 0.
It follows from the last inequality that
1
ℓ−1
(
(ℓ(1) ∧ 1)e(b+λ)u
) ≤ 1
u
.
Using this bound for u := n
(b+λ)c2(k+1)2
allows us to get
(k2 + 2)2k+1‖f‖L∞(Θ)
ℓ−1
(
(ℓ(1) ∧ 1) exp
{
n
c2(k+1)2
}) .s,ℓ ‖f‖Cs(Θ)n .s,l ‖f‖Cs(Θ) a√n,
so, the last term of bound (7.2) could be dropped.
Finally, we provide the proof of Theorem 1.1.
proof. First, note that, for s = 1 + ρ with ρ ∈ (0, 1] and for d . n, the
bound of Proposition 7.6 easily implies that
‖f(θˆ)− Eθf(θˆ)‖ℓ .ℓ ‖f‖Cs(Θ) a√
n
, θ ∈ Θ(a; d).
This could be combined with bound (7.4) to get that
‖f(θˆ)− f(θ)‖ℓ .s,ℓ ‖f‖Cs(Θ)
(
a√
n
∨
a
(√
d
n
)s)
, θ ∈ Θ(a; d).
Since also ‖f(θˆ)‖ ≤ ‖f‖L∞(Θ) ≤ ‖f‖Cs(Θ) and ‖f(θ)‖ ≤ ‖f‖L∞(Θ) ≤ ‖f‖Cs(Θ),
we conclude that
‖f(θˆ)− f(θ)‖ℓ .ℓ ‖f‖Cs(Θ),
implying that, for all θ ∈ Θ(a; d),
‖f(θˆ)− f(θ)‖ℓ .s,ℓ ‖f‖Cs(Θ)
[(
a√
n
∨
a
(√
d
n
)s)∧
1
]
.
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To prove the bound of Theorem 1.1 for s = 1+k+ρ with k ≥ 1, ρ ∈ (0, 1],
first note that by (7.17),
‖fk(θˆ)− f(θ)‖ℓ ≤ ‖fk(θˆ)‖ℓ + ‖f(θ)‖ℓ .ℓ,k ‖f‖L∞(Θ) .ℓ,k ‖f‖Cs(Θ), θ ∈ Θ.
(7.35)
Then observe that, under assumption (7.1), bound (7.3) of Theorem 7.1 im-
plies that
sup
θ∈Θ(a;d)
‖fk(θˆ)− f(θ)‖Lℓ(Pθ) .s,ǫ,ℓ ‖f‖Cs(Θ)
(
a√
n
∨
a(s−1+ǫ)k+1+ρ
(√
d
n
)s)
.s,ǫ,ℓ ‖f‖Cs(Θ)
(
a√
n
∨
a(s−1+ǫ)s
(√
d
n
)s)
.
(7.36)
It remains to set ǫ := β − (s− 1) and to combine bounds (7.35) and (7.36)
to complete the proof.
7.3. Normal approximation and efficiency.
In this section, we provide the proof of Theorem 1.3.
proof. For a differentiable function g : Θ 7→ R, let
Sg(θ; h) := g(θ + h)− g(θ)− 〈g′(θ), h〉
be the remainder of its first order Taylor expansion. We will use the following
obvious representations:
fk(θˆ)− f(θ) = f˜k(θˆ)− Eθf˜k(θˆ) + Eθf˜k(θˆ)− f(θ) + fk(θˆ)− f˜k(θˆ) (7.37)
and
f˜k(θˆ)− Eθf˜k(θˆ)
= 〈f ′(θ), θˆ − θ〉+ 〈f˜ ′k(θ)− f ′(θ), θˆ − θ〉+ Sf˜k(θ, θˆ − θ)− EθSf˜k(θ, θˆ − θ).
(7.38)
The proof of the next lemma is elementary.
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Lemma 7.3. Denote Σ˜Z := n
−1∑n
j=1Zj ⊗ Zj . For all w ∈ Rd,W ∈ Sd, the
following bounds hold:
∥∥∥〈W, ΣˆZ〉 − 〈W, Σ˜Z〉∥∥∥
L2(P)
≤ 2
√
2‖W‖2
(n− 1)√n, (7.39)
∣∣∣∣
∥∥∥〈w, Z¯〉+ 〈W, ΣˆZ − Id〉∥∥∥
L2(P)
−
√
‖w‖2
n
+
2‖W‖22
n
∣∣∣∣ ≤ 4‖W‖2√(n− 1)n (7.40)
and ∥∥∥〈w, Z¯〉+ 〈W, ΣˆZ − Id〉∥∥∥
L2(P)
≤ ‖w‖√
n
+
(4 +
√
2)‖W‖2√
n
. (7.41)
Note that, for θ = (µ,Σ)
〈f ′(θ), θˆ − θ〉 = 〈f ′µ(µ,Σ), X¯ − µ〉+ 〈f ′Σ(µ,Σ), Σˆ− Σ〉 = 〈w, Z¯〉+ 〈W, ΣˆZ − Id〉,
where w := Σ1/2f ′µ(µ,Σ),W := Σ
1/2f ′Σ(µ,Σ)Σ
1/2. Thus, in view of (7.40) and
the definition of σf (θ), we get
∣∣∣∥∥∥〈f ′(θ), θˆ − θ〉∥∥∥
L2(P)
− σf (θ)√
n
∣∣∣ ≤ 4‖Σ1/2f ′Σ(µ,Σ)Σ1/2‖2√
(n− 1)n .
For θ ∈ Θ(a; d), this implies
∣∣∣∥∥∥〈f ′(θ), θˆ − θ〉∥∥∥
L2(P)
− σf (θ)√
n
∣∣∣ ≤ 4‖f ′‖L∞(Θ)a√
(n− 1)n (7.42)
and, by a similar computation, bound (7.41) yields
∥∥∥〈f ′(θ), θˆ − θ〉∥∥∥
L2(P)
≤ 7‖f
′‖L∞(Θ)a√
n
.
This could be applied to function f˜k − f to get that
∥∥∥〈f˜ ′k(θ)− f ′(θ), θˆ − θ〉∥∥∥
L2(P)
≤ 7‖f˜
′
k − f ′‖L∞(Θ)a√
n
.
The next lemma easily follows from Theorem 3.1 and bound (7.11).
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Lemma 7.4. If d ≤ cn for a sufficiently small constant c > 0, then, for all
ǫ > 0,
‖f˜ ′k − f ′‖L∞(Θ) .s,ǫ ‖f‖Cs(Θ)as−1+ǫ
√
d
n
.
Using the bound of Lemma 7.4, we get∥∥∥〈f˜ ′k(θ)− f ′(θ), θˆ − θ〉∥∥∥
L2(P)
.s,ǫ
‖f‖Cs(Θ)as+ǫ√
n
√
d
n
. (7.43)
To control the term Sf˜k(θ, θˆ − θ) − EθSf˜k(θ, θˆ − θ), the following lemma
will be used.
Lemma 7.5. For any g ∈ C1+ρ(Θ),∥∥∥Sg(θ, θˆ − θ)− EθSg(θ, θˆ − θ)∥∥∥
L2(P)
.
‖g‖C1+ρ(Θ)(‖Σ‖1+ρ ∨ ‖Σ‖(1+ρ)/2)√
n
(√d
n
)ρ
.
(7.44)
proof. We use the following elementary Lipschitz bound on the remainder
Sg(θ; h) that holds for all θ, θ + h, θ + h
′ ∈ Θ (see [29], Lemma 2.1):
|Sg(θ; h)− Sg(θ; h′)| . ‖g‖C1+ρ(Θ)(‖h‖ ∨ ‖h′‖)ρ‖h− h′‖. (7.45)
Given θ ∈ Θ, denote G(h) := Gθ(h) := Sg(θ; h). Then, (7.45) implies that
(LG)(h) . ‖g‖C1+ρ(Θ)‖h‖ρ. (7.46)
As in Section 7.2, we represent Xj = µ + Σ
1/2Zj , where Zj, j = 1, . . . , n are
i.i.d. N(0; Id) r.v. and we view Sg(θ; θˆ − θ) = G(θˆ − θ) = G ◦ (θˆ − θ) as a
function of Z = (Z1, . . . , Zn) ∈ RN with N = nd. Using bound (7.30) of
Lemma 7.2, we get for this function
L(G ◦ (θˆ − θ))(Z) . ‖g‖C1+ρ(Θ)‖θˆ − θ‖ρ(1 + ‖Σˆ‖1/2)‖Σ‖
1/2
√
n
.
Using (7.26) for p = 2, we have∥∥∥Sg(θ, θˆ − θ)− EθSg(θ, θˆ − θ)∥∥∥
L2(P)
. ‖g‖C1+ρ(Θ)‖Σ‖
1/2
√
n
∥∥∥‖θˆ − θ‖ρ∥∥∥
L4(P)
(
1 +
∥∥∥‖Σˆ‖1/2∥∥∥
L4(P)
)
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Using a relatively standard bound∥∥∥‖θˆ − θ‖ρ∥∥∥
L4(P)
. (‖Σ‖ ∨ ‖Σ‖1/2)ρ
(√d
n
)ρ
,
the concentration bound for ‖Σˆ‖1/2∥∥∥‖Σˆ‖1/2 − Eθ‖Σˆ‖1/2∥∥∥
L4(P)
.
‖Σ‖1/2√
n
and, for d . n, the bound
Eθ‖Σˆ‖1/2 ≤ ‖Σ‖1/2 + E1/2θ ‖Σˆ− Σ‖ . ‖Σ‖1/2
(
1 +
(d
n
)1/4)
. ‖Σ‖1/2,
it is easy to complete the proof.
Suppose as−1+ǫ
√
d
n
≤ cs for small enough constant cs. This holds under
the assumptions of Theorem 1.3 provided that n is large enough. It follows
from Corollary 3.1 and bound (7.11) that ‖f˜k‖C1+ρ(Θ) ≤ 2‖f‖Cs(Θ). Thus,
bound (7.44) implies that, for all θ ∈ Θ(a; d),∥∥∥Sf˜k(θ, θˆ − θ)− EθSf˜k(θ, θˆ − θ)
∥∥∥
L2(P)
.
‖f‖Cs(Θ)a1+ρ√
n
(√d
n
)ρ
. (7.47)
Similarly to the proof of bound (7.19), we have
‖fk(θˆ)− f˜k(θˆ)‖L2(P) ≤ (k2 + 2)2k+1‖f‖L∞(Θ) exp
{
− n
2c2(k + 1)2
}
. (7.48)
Using representations (7.37), (7.38), bounds (7.42), (7.43), (7.47), (7.13),
(7.48) and (7.21), we get that, for all θ ∈ Θ(a; d),∣∣∣‖fk(θˆ)− fk(θ)‖L2(P) − σf (θ)√n
∣∣∣ .s,ǫ ‖f ′‖L∞(Θ)a√
(n− 1)n +
‖f‖Cs(Θ)as+ǫ√
n
√
d
n
+
‖f‖Cs(Θ)a1+ρ√
n
(√d
n
)ρ
+ ‖f‖Cs(Θ)a(s−1+ǫ)k+1+ρ
(√
d
n
)s
.
Under the assumption that d = dn ≤ nα for some α ∈ (0, 1) and s > 11−α ,
the last bound implies that
sup
‖f‖Cs(Θ)≤1
sup
θ∈Θ(a;dn)
∣∣∣‖fk(θˆ)− fk(θ)‖L2(P) − σf (θ)√n
∣∣∣ = o(n−1/2)
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as n→∞. It is also easy to see that sup‖f‖Cs(Θ)≤1 supθ∈Θ(a;dn) σf(θ) = O(1),
and claim (1.3) of Theorem 1.3 follows.
To prove the normal approximation (1.4), note that by representations
(7.37), (7.38) and bounds (7.43), (7.47), (7.13), (7.48) and (7.21),
fk(θˆ)− f(θ) = 〈w, Z¯〉+ 〈W, ΣˆZ − Id〉+ ζn, (7.49)
where w = Σ1/2f ′µ(θ), W = Σ
1/2f ′Σ(θ)Σ
1/2 and, for all θ ∈ Θ(a; d),
‖ζn‖L2(P) .s,ǫ
‖f‖Cs(Θ)as+ǫ√
n
√
d
n
+
‖f‖Cs(Θ)a1+ρ√
n
(√d
n
)ρ
+ ‖f‖Cs(Θ)a(s−1+ǫ)k+1+ρ
(√
d
n
)s
.
(7.50)
Recall also that Z¯ and ΣˆZ are independent r.v. Therefore, if (Z
′
1, . . . , Z
′
n)
is an independent copy of the sample (Z1, . . . , Zn) and ΣˆZ′ is the sample
covariance based on (Z ′1, . . . , Z
′
n), then
〈w, Z¯〉+ 〈W, ΣˆZ − Id〉 d= 〈w, Z¯〉+ 〈W, ΣˆZ′ − Id〉. (7.51)
Using bound (7.39), we can write
〈w, Z¯〉+ 〈W, ΣˆZ′ − Id〉 = 〈w, Z¯〉+ 〈W, Σ˜Z′ − Id〉+ ηn, (7.52)
where
‖ηn‖L2(P) ≤
2
√
2‖Σ1/2f ′Σ(θ)Σ1/2‖2
(n− 1)√n ≤
2
√
2‖f ′‖L∞(Θ)a
(n− 1)√n . (7.53)
To complete the proof of (1.4), it remains to use the following two lemmas
that can be proved similarly to lemmas 9 and 10 in [22]. The first lemma
provides a normal approximation bound for r.v.
〈w, Z¯〉+ 〈W, Σ˜Z′ − Id〉 = n−1
n∑
j=1
〈w,Zj〉+ n−1
n∑
j=1
(〈WZ ′j, Z ′j〉 − E〈WZ ′, Z ′〉).
Lemma 7.6. The following bound holds:
sup
x∈R
∣∣∣∣P
{√
n
(〈w, Z¯〉+ 〈W, Σ˜Z′ − Id〉)√
‖w‖2 + 2‖W‖22
≤ x
}
− P{Z ≤ x}
∣∣∣∣ . ‖W‖‖W‖2
1√
n
.
1√
n
,
where Z ∼ N(0, 1).
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To state the second lemma, denote for r.v. ξ1, ξ2,
∆(ξ1, ξ2) := sup
x∈R
|P{ξ1 ≤ x} − P{ξ2 ≤ x}|.
Lemma 7.7. If Z ∼ N(0, 1), then for all r.v. ξ1, ξ2,
∆(ξ1, Z) ≤ ∆(ξ2, Z) + 2‖ξ1 − ξ2‖2/3L2(P).
Lemmas 7.6 and 7.7 are first applied to ξ1 :=
n1/2(〈w,Z¯〉+〈W,ΣˆZ′−Id〉)√
‖w‖2+2‖W‖22
and
ξ2 :=
n1/2(〈w,Z¯〉+〈W,Σ˜Z′−Id〉)√
‖w‖2+2‖W‖22
. Taking into account (7.51), (7.52) and (7.53), this
yields
sup
x∈R
∣∣∣∣P
{√
n
(〈w, Z¯〉+ 〈W, ΣˆZ − Id〉)√‖w‖2 + 2‖W‖22 ≤ x
}
− P{Z ≤ x}
∣∣∣∣ . 1√n +
‖f ′‖2/3L∞(Θ)a2/3
σ
2/3
f (θ)(n− 1)2/3
,
where we also used that σf (θ) =
√
‖w‖2 + 2‖W‖22. Next we apply lemmas
7.6 and 7.7 to ξ1 :=
n1/2(fk(θˆ)−f(θ))
σf (θ)
and ξ2 :=
n1/2(〈w,Z¯〉+〈W,ΣˆZ′−Id〉)√
‖w‖2+2‖W‖22
. Along with
(7.49) and (7.50) this yields
sup
x∈R
∣∣∣∣P
{√
n(fk(θˆ)− f(θ))
σf (θ)
≤ x
}
− P{Z ≤ x}
∣∣∣∣
.s,ǫ
1√
n
+
‖f ′‖2/3L∞(Θ)a2/3
σ
2/3
f (θ)(n− 1)2/3
+
‖f‖2/3Cs(Θ)a2(s+ǫ)/3
σ
2/3
f (θ)
(√d
n
)2/3
+
‖f‖2/3Cs(Θ)a2(1+ρ)/3
σf (θ)2/3
(√d
n
)2ρ/3
+
‖f‖2/3Cs(Θ)a(2/3)((s−1+ǫ)k+1+ρ)
σ
2/3
f (θ)
(√
n
(√
d
n
)s)2/3
.
Under the assumptions of the theorem, the last bound implies (1.4).
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