This chapter examines the estimation of multivariable linear models for which the parameters vary in a time-varying manner that depends in an affine fashion on a known or otherwise measured signal. These locally linear models which depend on a measurable operating point are known as linear parameter varying (LPV) models. The contribution here relative to previous work on the topic is that in the Gaussian case, an expectation-maximisation (EM) algorithm-based solution is derived and profiled.
Introduction
This chapter considers the problem of estimating the parameters in linear parameter varying (LPV) model structures on the basis of observed inputoutput data records. LPV models are linear time varying structures wherein the time dependence is affinely related to a known "scheduling" signal. They have proven to be of importance in aerospace [18] , engine control [2] , and compressor control applications [8] amongst others [20] .
Due to their relevance, the problem of estimating LPV models has attracted significant research attention. The contribution [16] was the first to not require state measurements, and work only with input-output measurements. It examined least squares prediction error (PE) estimation of multiple-input multiple-output (MIMO) state space structures with possible noise corruptions on the output measurements via a gradient-based search technique. This approach has been further examined and applied in [7, 23, 24] .
Problem Formulation
This chapter considers the following linear time-varying state-space model structure
y t = C t x t + D t u t + e t .
Here x t ∈ R n is the system state, u t ∈ R m is the system input, and y t ∈ R is the system output. The noise terms w t ∈ R n and e t ∈ R are assumed to be zero mean i.i.d. process for which Cov w t e t = Q S S T R Π 0.
The time variations in the system matrices in (1a), (1b) are assumed to be of the following linear forms
β t (i)B(i), B(i) ∈ R n×m ∀i (1e)
where the signals
. . .
are termed "scheduling parameters" that are assumed known or measurable. A model of this form (1a)-(1h) is an example of a linear parameter varying (LPV) system, and in practice the values taken by the scheduling parameter specify a given system operating point.
In what follows, it will prove important to note the equivalent formulation
where
and ⊗ denotes the Kronecker tensor product [4] . Assume that the system matrices A, B, C, D, the disturbance covariance Π and the initial state x 1 are appropriately parametrized by the elements of a vector θ ∈ R n θ . Details on how this may be achieved are provided in what follows.
Then the problem considered in this chapter is the estimation of a value of θ that best explains (in a manner soon to be made precise) an observed length N data record
of the input-output response.
Maximum-Likelihood Estimation
One approach taken in this chapter to address this estimation problem is the employment of the classical Maximum-Likelihood (ML) technique. This requires the formulation of the joint density p θ (Y ) of the observation, which may be expressed using Bayes' rule as
A maximum likelihood estimate θ ML of the parameter vector θ is then defined as any value θ ML satisfying
and Θ ⊆ R n θ is a user chosen compact subset. In the above, the common notation p θ is used to refer to a range of different densities, with the arguments to p θ indicating what is intended. Furthermore, note that while the form of p θ will depend on U , it is not formally an argument since it is not a random variable.
In the case where stochastic elements w t , e t are Gaussian distributed
then the density p θ (y t | Y t−1 ) will also have a Gaussian density and lead to (ignoring constant terms that do not affect the minimisation (7)) [1]
with y t|t−1 (θ) being the mean square optimal one step ahead predictor of y t . This can be computed using a standard Kalman filter.
where x t|t−1 is the mean square optimal one step ahead state prediction which has associated covariance P t|t−1 .
The Expecation-Maximisation (EM) Algorithm for ML Estimation
Consider for a moment that in addition to U , Y a record
of the state sequence for a system modeled by (1a), (1b) is also available. Via the definition of conditional probability, this would permit the negative log-likelihood (8) to be expressed as
The reason for considering this idea is that, as will be seen presently, under the LPV model (1a), (1b) the associated log-likelihood p θ (X, Y ) can be maximised in closed form. However, it is unreasonable to assume that a record of the state sequence X is available. To address this, the log-likelihood log p θ (X, Y ) can be approximated by its expected value
conditional on the data Y observed, and an initial estimate θ k . Due to the expectation operator E b θ k {· | Y } being linear, this approximation Q(θ, θ k ) can also be maximised in closed form.
Furthermore, via (18) , this approximation is related to L(θ) according to
The second term (23) is the Kullback-Leibler divergence metric between p θ (X|Y ) and p
and hence is non-negative. As a result, any value of θ for which
This suggests a strategy of maximising Q(θ, θ k ), which must increase L(θ) via (22) , and then setting θ k+1 equal to this maximiser and repeating the process. This procedure is known as the expectation-maximisation (EM) algorithm, which can be stated in in abstract form as follows.
Algorithm 4.1 EM Algorithm

E-Step
Calculate:
M-Step
Compute:
EM for LPV Models
Application of the EM Algorithm to the LPV model (1a), (1b) requires development of how the E-Step and M-Step may be computed.
E-Step
The E-Step may be calculated by the following two lemmas.
Lemma 5.1 With regard to the LPV model structure (1a)-(1h) and the following assumption on the initial state
the joint log-likelihood approximation Q(θ, θ k ) defined via (17), (19) is given by
Proof 1 The Markov property of the LPV model structure (2) together with Bayes' rule yields
Furthermore, via (1c),(2)
and by the assumption (26) p θ (x 1 ) = N (µ, P 1 ). Therefore, using (33) and excluding constant terms
Applying the conditional expectation operator E b θ k {· | Y } to both sides of equation (36) yields (27) with
Using the definitions (32),(35), the fact that α t , β t are deterministic, and elementary properties of the Kronecker product then completes the proof.
This reduces much of the computation of Q(θ, θ k ) to that of calculating the Kalman smoothed state estimate x t|N together with its covariance P t|N , which then delivers
is not obtainable by a standard Kalman smoother.
The following lemma establishes how all these quantities my be obtained via numerically robust "square root" recursions.
Lemma 5.2 The components
required for the computation of (27) via (29)-(32) may be robustly computed as follows. The smoothed state estimate { x t|N } is calculated via the reversetime recursion
The associated state covariance matrices are computed from their square roots, for example,
t|t , via recursions involving the following QR-decompositions
where Q Q − SR −1 S T and then setting
The matrices M N |N and M N +1|N are calculated via the initialisation
followed by the the backwards recursion {M t|N } N −1 t=2 given by
Finally, the reverse time recursion (42) is initialised by running to t = N the (robust) Kalman filter recursions
for t = 1, . . . , N .
Proof 2 See Section 4.1 in [9].
M-Step
With the completion of the E-Step delivering Q(θ, θ k ), attention turns to maximising it with respect to θ. At this point, the details of how θ parametrizes the LPV model (1a)-(2) need to be established. For this purpose, we assume that θ is defined in a partitioned manner according to
where recalling (1c), (26)
and the vec{·} operator creates a vector from a matrix by stacking its columns on top of one another. We likewise partition the set Θ of candidate parameter vectors as
where Θ 1 ⊆ R n β , Θ 2 ⊆ R nη are both compact, and for which all η ∈ Θ 2 imply symmetric positive definite Π, P 1 . With these definitions in place, local maximisers of Q(θ, θ k ) may be directly computed via the results of the following lemma. Lemma 5.3 Let Σ defined in (31) satisfy Σ > 0 and be used to define β according to (Ψ is defined in (30))
If Θ defined by (57) is such that β lies within Θ 1 , then for any fixed η ∈ Θ 2 , the point (58) is the unique maximiser β = arg max
Furthermore, η given by
forms a stationary point of Q(·, θ k ) with respect to η. Here, P 
Note that the right hand side of the expression for Π in (60) is
realised in a numerically robust fashion that ensures essential properties of symmetry and non negative-definiteness of the result. 
A Summary of the Algorithm
The preceding derivations are now summarised in the interests of clearly defining the new algorithm proposed here.
Algorithm 5.1 (EM Algorithm for Bilinear Systems)
1. Initialise the algorithm by choosing a parameter vector θ 0 .
(E-
Step) Employ the square-root implementation of the modified Kalman smoother presented in Lemma 5.2 in conjunction with the parameter estimate θ k to calculate the matrices Φ, Ψ and Σ as shown in equations (29) through (31).
(M-
Step) In order to choose an updated parameter estimate θ k+1 , select Π, Γ, µ and P 1 according to equations (58), (60) and (61).
4.
If the algorithm has converged, terminate, otherwise return to step 2.
Regarding step 4, obvious strategies for gauging convergence involve copying those developed for gradient based search [5, 19] . In particular, this chapter suggests a strategy of termination when relative likelihood increase on an iteration drops below a predetermined threshold. This approach is supported by empirical evidence. In the authors experience, once the rate of increase in the likelihood drops it rarely returns to higher levels.
Simulation Study
In this section we demonstrate the utility of the EM method detailed above for the estimation of LPV systems from input and output measurements.
SISO First Order Example
In order to gain some confidence that EM method is providing accurate estimates, we considered a first order SISO LPV system. More precisely, consider an LPV model in the form of (1) where n = 1, m = 1 and p = 1. Further n α = n β = 2 delivering the LPV system
For the purposes of this simulation, N = 1000 samples of the output y t were generated using the following parameter values and signals. The input was generated as a square wave and is shown in the top plot of Figure 1 . The scheduling parameters α t = β t were generated as sinusoidal waves that vary between [0, 1] and so that α t (1) and α t (2) are π-radians out of phase, which is shown in the middle plot in Figure 1 . The noise signals w t , e t were generated as an i.i.d. normally distributed signal via
The "true" system parameters were chosen as The output for one noise realization is shown in the bottom plot of Figure 1 . In order to examine the accuracy of the EM estimates θ of θ we performed a Monte-Carlo simulation based on M = 1000 runs. In each run only the noise realisation w t and e t were changed. Moreover, we were also interested in examining the robustness of the EM method to poor initial estimates of θ. Therefore, the initial estimate θ 0 was chosen as
so that the system matrices are almost zero and the noise covariance is 100 times larger than the true values.
Recall that the state-space model (1) is not uniquely parametrized. In general this presents a difficulty when comparing true system values, like those in (67), with estimated ones, since the estimates are likely to correspond to a different state coordinate system. However, for the first order example considered here, any similarity transformation of the state will cancel for the A(1, 2) terms and will also cancel when considering the product of B(1) with C(1) and B(2) with C(2).
Based on the above Figure 2 presents a histogram of the estimated A(1, 2), B(1) C(1), B(2) C(2) and D(1, 2) parameters for all the runs. From the figure, it appears that estimates are accurate, even though the EM method is initialised far from the true values.
10'th Order MIMO Example
Inspired by the good performance of the EM algorithm above we applied it to a more challenging situation where the system state was increased to n = 10 and the number of system inputs and outputs were chosen as m = p = 2. Again n α = n β = 2, but this time α t = β t .
In particular, the LPV system was formed by creating two random LTIsystems that were both ensured to be stable. This results in the matrices A(1, 2), B(1, 2), C(1, 2) and D(1, 2) to provide (recall from (28))
The noise terms were chosen according to (recall from (1c)) 
The system was simulated using N = 1000 samples of the input (shown in the top plot of Figure 3 ) together with the scheduling sginals α t (1, 2) and β t (1, 2) (shown in the middle and bottom plots of Figure 3 , respectively). This resulted in N samples of the output y t according to (1) . Based on the input and output measurements, the EM algorithm 5.1 was used to provide an estimate. The algorithm requires an initial estimate of the parameters and in an attempt to again demonstrate the robustness of the EM method to poor initial estimates, we chose
to ensure that the initial guess is far from the true values. Unlike the previous example, it is more difficult to present a comparison of the true and estimated parameter values in the current case. Instead we have adopted the standard approach of providing a comparison of the true system output and the predicted one obtained from the EM estimate in Figure 4 . This figure shows a close match between the two signals. Furthermore, we performed a standard whiteness test on the prediction errors as shown in Fifgure 5. At least according to the confidence bounds, the errors are uncorrelated. Additionally, and as a final test of the model we computed the cross-correlation between the prediction error and the input, shown in Figure 6 . Again, according to the confidence intervals, the error is uncorrelated with the input signal.
Conclusion
In this chapter the expectation-maximisation (EM) algorithm has been presented and examined for the purpose of finding Maximum-Likelihood estimates of state-space linear parameter varying models.
Advantages of the EM method for LPV model estimation are that it is relatively straightforward to implement; it appears to be robust to bad initial parameter estimates; it scales linearly with the number of data points N ; and, it straighforwardly handles possibly high-order MIMO LPV systems. A disadvantage is that the EM method does not straightforwardly handle structured LPV systems. 
