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A RELLICH TYPE THEOREM FOR DISCRETE SCHRO¨DINGER
OPERATORS
HIROSHI ISOZAKI AND HISASHI MORIOKA
Abstract. An analogue of Rellich’s theorem is proved for discrete Laplacian
on square lattice, and applied to show unique continuation property on cer-
tain domains as well as non-existence of embedded eigenvalues for discrete
Schro¨dinger operators.
1. Introduction
The Rellich type theorem for the Helmholtz equation is the following assertion
([22]): Suppose u ∈ H2loc(Rd) satisfies
(−∆− λ)u = 0 in {|x| > R0},
for some constants λ, R0 > 0, and
u(x) = o(|x|−(d−1)/2), |x| → ∞.
Then u(x) = 0 on {|x| > R0}.
This theorem has been extended to a broad class of Schro¨dinger operators, since
it implies the non-existence of eigenvalues embedded in the continuous spectrum
(see e.g. [16], [24], [1]), and also plays an important role in the proof of limiting ab-
sorption principle which yields the absolute continuity of the continuous spectrum
(see e.g. [6], [13]). The Rellich type theorem states a local property at infinity of
solutions. Namely, it proves u(x) = 0 on {|x| > R1} for some R1 > R0. By the
unique continuation property, it then follows that u(x) = 0 for |x| > R0. In the
theory of linear partial differential equations (PDE), the Rellich type theorem can
be regarded as the problem of division in the momentum space. In fact, given a
linear PDE with constant coefficients P (D)u = f , f being compactly supported,
the Fourier transform leads to the algebraic equation P (ξ)u˜(ξ) = f˜(ξ), where u˜(ξ)
denotes the Fourier transform of u(x). If P (ξ) divides f˜(ξ), u is compactly sup-
ported due to the Paley-Wiener theorem. This approach was pursued by Treves
[27], and then developed by Littman [19], [20], Ho¨rmander [11] and Murata [21].
One should note that Besov spaces appear naturally through these works. In this
paper, we shall consider its extension to the discrete case.
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Throughout the paper, we shall assume that d ≥ 2. Let Zd = {n = (n1, · · · , nd)
;ni ∈ Z} be the square lattice, and e1 = (1, 0, · · · , 0), · · · , ed = (0, · · · , 0, 1) the
standard bases of Zd. The discrete Laplacian ∆disc is defined by(
∆discû
)
(n) =
1
4
d∑
j=1
(
û(n+ ej) + û(n− ej)
)
− d
2
û(n)
for a sequence {û(n)}n∈Zd . Our main theorem is the following.
Theorem 1.1. Let λ ∈ (0, d) and R0 > 0. Suppose that a sequence {û(n)}, defined
for {n ∈ Zd ; |n| ≥ R0}, satisfies
(1.1) (−∆disc − λ)û = 0 in {n ∈ Zd ; |n| > R0},
(1.2) lim
R→∞
1
R
∑
R0<|n|<R
|û(n)|2 = 0.
Then there exists R1 > R0 such that û(n) = 0 for |n| > R1.
Note that the spectrum of Ĥ0 = −∆disc is equal to [0, d] and it is absolutely
continuous (see e.g. [14]).
A precursor of this theorem is given in the proof of Theorem 9 of Shaban-
Vainberg [25]. Their purpose is to compute the asymptotic expansion of the resol-
vent R̂0(λ ± i0) = (−∆disc − λ ∓ i0)−1 on Zd and to find the associated radiation
condition which implies the uniqueness of the solution to the discrete Helmholtz
equation. Let
(1.3) Td = Rd/(2πZ)
d ∼= [−π, π]d
be the d-dimensional flat torus and put
(1.4) h(x) =
1
2
(
d−
d∑
j=1
cosxj
)
, Mλ =
{
x ∈ Td ; h(x) = λ}.
Mλ is called the Fermi surface of the discrete Laplacian. For λ ∈ (0, d) \ Z, the
Fermi surfaceMλ is a (d−1)-dimensional smooth submanifold of Td. On the other
hand, if λ ∈ (0, d) ∩ Z, Mλ has some isolated singularities. Passing to the Fourier
series, −∆disc is unitary equivalent to the operator of multiplication by h(x) on Td.
Therefore, the computation of the behavior of R̂0(λ± i0) boils down to that for an
integral on Mλ. For a compactly supported function f̂ ∈ ℓ2(Zd) and λ ∈ (0, d) \Z,
the stationary phase method gives the following asymptotic expansion as |n| → ∞:(
R̂0(λ± i0)f̂
)
(n)
= |n|−(d−1)/2
∑
j
e±in·x
(j)
∞
(λ,ωn)a
(j)
± (λ, ωn) + O(|n|−(d+1)/2),(1.5)
where ωn = n/|n| is assumed to be non-singular i.e. the Gaussian curvature does
not vanish on all stationary phase points x
(j)
∞ (λ, ωn) ∈ Mλ at which the normal of
Mλ is parallel to ωn. It is then natural to define the radiation condition by using
the first term of the above asymptotic expansion (1.5). To show the uniqueness
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of solutions to the discrete Helmholtz equation satisfying the radiation condition,
they proved the assertion (which is buried in the proof actually):
(S-V) Let λ ∈ (0, d) \ Z. The solution of (−∆disc − λ)û = 0 in {|n| > R0} for
R0 > 0, satisfying û(n) = O(|n|−(d+1)/2), vanishes on {|n| > R1} for sufficiently
large R1 > 0.
The new ingredient in the present paper is the following fact to be proved in
§4.2: Consider the equation
(1.6) (h(x)− λ)u(x) = f(x), on Td.
If the Fourier coefficients û(n) of the distribution u satisfy (1.2) and f̂(n) is com-
pactly supported, then u is smooth on Td except for some null sets (in fact, the
exceptional set is the set of discrete points), hence f(x) = 0 on Mλ, since f is an
analytic function. Our proof does not depend on the asymptotic expansion of the
resolvent, and uses the optimal decay assumption (1.2). Moreover, it allows us to
extend the theorem for interior threshold energy λ ∈ (0, d)∩Z, for which the Fermi
surface has some singularities. We derive some basic facts of the Fermi surface in
§4.1.
Once we establish this fact, we can follow the arguments for proving the assertion
(S-V) with some modifications to show that û(n) is compactly supported. For the
sake of completeness, in §4.2, we will also reproduce the proof of this part, which
makes use of basic facts in theories of functions of several complex variables and
algebraic geometry.
As applications of Theorem 1.1, we show in §2 non-existence of eigenvalues em-
bedded in the continuous spectrum for −∆disc + V̂ in the whole space as well as
in exterior domains. We also state the unique continuation property for exterior
domains.
The result of the present paper is used as a key step in [15] on the inverse
scattering from the scattering matrix of a fixed energy for discrete Schro¨dinger
operators with compactly supported potentials. In [14], the inverse scattering from
all energies was studied by using complex Born approximation (see also [7]).
Function theory of several complex variables and algebraic geometry have already
been utilized as powerful tools not only in linear PDE but also in the study of
spectral properties for discrete Schro¨dinger operators or periodic problems. See
e.g. Eskina [7], Kuchment-Vainberg [18], Ge´rard-Nier [8].
We give some remarks about notation in this paper. For x, y ∈ Rd, x·y = x1y1+
· · ·+xdyd denotes the ordinary scalar product, and |x| = (x ·x)1/2 is the Euclidean
norm. Note that even for n = (n1, · · · , nd) ∈ Zd, we use |n| = (
∑d
i=1 |ni|2)1/2. For
a Banach spaces X , B(X) denotes the totality of bounded operators on X . For a
self-adjoint operator A on a Hilbert space, σ(A), σess(A), σac(A) and σp(A) denote
the spectrum, the essential spectrum, the absolutely continuous spectrum and the
point spectrum of A, respectively. For a set S, #S denotes the number of elements
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in S. We use the notation
〈t〉 = (1 + |t|2)1/2, t ∈ R,
For a positive real number a and z′ ∈ C, we denote z ≡ z′ (mod a) as a represen-
tative element of the equivalence class {z ∈ C ; z = z′ + aN for N ∈ Z}.
1.1. Acknowledgement. The authors are indebted to Evgeny Korotyaev for use-
ful discussions and encouragements. The second author is supported by the Japan
Society for the Promotion of Science under the Grant-in-Aid for Research Fellow
(DC2) No. 23110.
2. Some applications of Theorem 1.1
2.1. Absence of embedded eigenvalues in the whole space. Granting The-
orem 1.1, we state its applications in this section. The Schro¨dinger operator Ĥ on
Zd is defined by
Ĥ = −∆disc + V̂ ,
where V̂ is the multiplication operator :
(V̂ û)(n) = V̂ (n) û(n).
Theorem 2.1. If V̂ (n) ∈ R for all n, and there exists R0 > 0 such that V̂ (n) = 0
for |n| > R0, we have σp(Ĥ) ∩ (0, d) = ∅.
Since V̂ is compactly supported, Weyl’s theorem yields σess(Ĥ) = [0, d] (see
[14]). Therefore, Theorem 2.1 asserts the non-existence of eigenvalues embedded in
the continuous spectrum except for the endpoints of σess(Ĥ). We also note that
[10] has given an example of embedded eigenvalue at the endpoint of σess(Ĥ).
Proof of Theorem 2.1. Suppose that λ ∈ (0, d) ∩ σp(Ĥ) and û ∈ ℓ2(Zd) is the
associated eigenfunction i.e. (−∆disc + V̂ − λ)û = 0. Putting f̂ = −V̂ û, which is
compactly supported by the assumption of V̂ , we have the equation
(−∆disc − λ)û = f̂ on Zd.
Since û ∈ ℓ2(Zd), the condition (1.2) is satisfied. Theorem 1.1 then implies that
û is compactly supported. Therefore, there exists m1 ∈ Z such that û(n) = 0 if
n1 ≥ m1. Using the equation (−∆disc+ V̂ −λ)û = 0, which holds on the whole Zd,
we then have
1
4
û(m1 − 1, n′)
=
(
−∆(d−1)disc + V̂ (m1, n′)− λ
)
û(m1, n
′) +
1
2
û(m1, n
′)− 1
4
û(m1 + 1, n
′)
= 0,
where n′ = (n2, · · · , nd) and ∆(d−1)disc is the discrete Laplacian on Zd−1. Repeating
this procedure, we have û(n) = 0 for all n, and completes the proof. 
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2.2. Unique continuation property. The next problem we address is the unique
continuation property. We begin with the explanation of the exterior problem. A
subset Ω ⊂ Zd is said to be connected if for any m,n ∈ Ω, there exists a sequence
n(0), · · · , n(k) ∈ Ω with n(0) = m,n(k) = n such that for all 0 ≤ ℓ ≤ k − 1,
|n(ℓ) − n(ℓ+1)| = 1. For a connected subset Ω ⊂ Zd, we put
(2.1) degΩ(n) =
#{m ∈ Ω ; |m− n| = 1}, n ∈ Ω.
The interior
◦
Ω and the boundary ∂Ω are defined by
◦
Ω= {n ∈ Ω ; degΩ(n) = 2d},(2.2)
∂Ω = {n ∈ Ω ; degΩ(n) < 2d}.(2.3)
The normal derivative on ∂Ω is defined by
(2.4) ∂ν û(n) =
1
4
∑
m∈
◦
Ω,|m−n|=1
(
û(n)− û(m)), n ∈ ∂Ω.
Then, for a bounded connected subset Ω, the following Green formula holds:∑
n∈
◦
Ω
((
∆discû
)
(n) · v̂(n)− û(n) · (∆discv̂)(n))
=
∑
n∈∂Ω
(
(∂ν û
)
(n) · v̂(n)− û(n) · (∂ν v̂)(n)).(2.5)
Indeed, the standard definition of Laplacian on graph is (see e.g. [5])
(2.6) − (∆Ωdiscû)(n) :=
{
− (∆discû)(n), (n ∈ ◦Ω),(
∂ν û
)
(n), (n ∈ ∂Ω),
which yields
(2.7)
∑
n∈Ω
(
∆Ωdiscû
)
(n) · v̂(n) =
∑
n∈Ω
û(n) · (∆Ωdiscv̂)(n), û, v̂ ∈ ℓ2(Ω).
Splitting the sum (2.7) into two parts, the ones over
◦
Ω and over ∂Ω, we have (2.5).
Let Ωext be a exterior domain, which means that there is a bounded set Ωint
such that Ωext = Z
d \ ◦Ωint. We assume that Ωext is connected. We consider the
Schro¨dinger operator
(2.8) Ĥext = −∆disc + V̂
without imposing the boundary condition, where V̂ is a real-valued compactly
supported potential.
Now suppose there exists a λ ∈ (0, d), and û satisfying (1.2) and
(2.9) (Ĥext − λ)û = 0 in
◦
Ωext .
By Theorem 1.1, û vanishes near infinity. However, in the discrete case the unique
continuation property of Laplacian does not hold in general. It depends on the
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0
Ωint
∂Ωext
Ωext
Figure 1. The zig zag type boundary.
shape of the domain. To guarantee it, we introduce the following cone condition.
For 1 ≤ i ≤ d and n ∈ Zd, let Ci,±(n) be the cone defined by
(2.10) Ci,±(n) =
{
m ∈ Zd ;
∑
k 6=i
|mk − nk| ≤ ±(mi − ni)
}
.
Definition 2.2. An exterior domain Ωext is said to satisfy a cone condition if for
any n ∈ Ωext, there is a cone Ci,+(n) (or Ci,−(n)) such that Ci,+(n) ⊂ Ωext (or
Ci,−(n) ⊂ Ωext).
Examples of the domain satisfying this cone condition are
• (Ωext)c = a rectangular polyhedron = {n ∈ Zd ; |ni| ≤ ai, i = 1, · · · , d},
• (Ωext)c = a rhombus = {n ∈ Zd ;
∑d
i=1 |ni| ≤ C},
• a domain with zigzag type boundary (see Figure 1).
Theorem 2.3. Let Ĥext be a Schro¨dinger operator in an exterior domain Ωext ⊂ Zd
with compactly supported potential. Suppose Ωext satisfies the cone condition. If
there exist λ ∈ (0, d) and û satisfying (2.9) and (1.2), then û = 0 on Ωext.
Proof. Take any n ∈ Ωext. By the cone condition, there is a cone, say C1,+(n),
such that C1,+(n) ⊂ Ωext. By Theorem 1.1, there is k1 such that û(m) = 0 for m ∈
C1,+(n), k1 < m1. Arguing as in the proof of Theorem 2.1, we have û(k1,m
′) = 0,
(k1,m
′) ∈ C1,+(n). Repeating this procedure, we arrive at û(n) = 0. 
An example of the domain which does not satisfy the cone condition is the one
(in 2-dimension) whose boundary in the 4th quadrant has the form illustrated in
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−1 0
0
0
0
Ωint
∂Ωext
Ωext
ûext = 0 on
◦
Ωext.
Figure 2. A counter example for unique continuation property.
Figure 2, and is rectangular in the other quadrants. In this case, û defined as in
the figure satisfies (
Ĥext − 1
2
)
û = 0, in
◦
Ωext,
and û = 0 on
◦
Ωext, however û 6≡ 0 on ∂Ωext.
2.3. Exterior eigenvalue problem. Now let Ĥ
(D)
ext be Ĥext subject to the Dirich-
let boundary condition
(2.11) û(n) = 0 for any n ∈ ∂Ωext,
and Ĥ
(R)
ext the Robin boundary condition
(2.12) (∂ν û)(n) + c(n)û(n) = 0 for any n ∈ ∂Ωext,
where c(n) is a bounded real function on ∂Ωext. Here we deal with Ĥ
(D)
ext as the
bounded self-adjoint operator on ℓ2(
◦
Ωext) with the Dirichlet boundary condition
(2.11). On the other hand, Ĥ
(R)
ext is the bounded self-adjoint operator on ℓ
2(Ωext),
interpreting −∆disc + V̂ with (2.12) as the Laplacian on graphs in view of (2.6).
Lemma 2.4. σess(Ĥ
(D)
ext ) = σess(Ĥ
(R)
ext ) = [0, d].
Since this follows from the standard perturbation theory, we omit the proof.
Theorem 2.3 asserts the non-existence of embedded eigenvalues for these opera-
tors. In particular, it is clear from the proof that for the Dirichlet case, because we
have only to assume the cone condition for
◦
Ωext.
Theorem 2.5. (1) Let Ĥ
(R)
ext be a Schro¨dinger operator in an exterior domain Ωext
with compactly supported potential subordinate to the Robin boundary condition.
Then σp(Ĥ
(R)
ext ) ∩ (0, d) = ∅, if Ωext satisfies the cone condition.
(2) Let Ĥ
(D)
ext be a Schro¨dinger operator in an exterior domain Ωext with com-
pactly supported potential subordinate to the Dirichlet boundary condition. Then
σp(Ĥ
(D)
ext ) ∩ (0, d) = ∅, if for any n ∈
◦
Ωext, there is a cone Ci,+(n) (or Ci,−(n))
such that Ci,+(n) ⊂ Ωext (or Ci,−(n) ⊂ Ωext).
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3. Sobolev and Besov spaces on compact manifolds
The condition (1.2) is reformulated as a spectral condition for the Laplacian on
the torus, which can further be rewritten by the Fourier transform. We do it on a
compact Riemannian manifold in this section.
3.1. General case. LetM be a compact Riemannian manifold of dimension d with
the Riemannian metric g and L be the Laplace-Beltrami operator on M defined by
L = −
d∑
i,j=1
1√
g
∂
∂xi
(√
ggij
∂
∂xj
)
,
where
(
gij
)d
i,j=1
= g−1 and
√
g =
√
det g.
We introduce the Sobolev and Besov spaces on M by two different ways. One
way is to use functions of L. For s ∈ R, we define Hs to be the completion of
C∞(M) by the norm ‖〈L〉s/2u‖L2(M). We also define B∗ to be the completion of
C∞(M) by the norm (
sup
R>1
1
R
∥∥χR(√L)u∥∥2L2(M))1/2 ,
where χR(t) = 1 for t < R, χR(t) = 0 for t > R.
Another way is to use the Fourier transform. Let {χj}Nj=1 be a partition of unity
onM such that on each support of χj , we can take one coordinate patch. We define
Hs to be the completion of C∞(M) by the norm
(∑N
j=1 ‖〈ξ〉s(Fχju)(ξ)‖2L2(Rd)
)1/2
,
where Fv = v˜ denotes the Fourier transform of v. We define B∗ to be the comple-
tion of C∞(M) by the norm N∑
j=1
sup
R>1
1
R
∥∥χR(|ξ|)(Fχju)(ξ)∥∥2L2(Rd)
1/2 .
The following inclusion relations hold for s > 1/2:
(3.1) L2 ⊂ H−1/2 ⊂ B∗ ⊂ H−s, L2 ⊂ H−1/2 ⊂ B∗ ⊂ H−s.
These definitions of Sobolev and Besov spaces coincide. We show
Lemma 3.1. Hs = Hs for any s ∈ R, and B∗ = B∗.
Proof. We prove B∗ = B∗. It is well-known that Hs = Hs for s ∈ R, whose
proof is similar to, actually easier than, that for B∗ = B∗ given below.
First let us recall a formula from functional calculus. Let ψ(x) ∈ C∞(R) be such
that
(3.2) |ψ(k)(x)| ≤ Ck〈x〉m−k, ∀k ≥ 0,
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for some m ∈ R. One can construct Ψ(z) ∈ C∞(C), called an almost analytic
extension of ψ, having the following properties:
(3.3)

Ψ(x) = ψ(x), ∀x ∈ R,
|Ψ(z)| ≤ C〈z〉m, ∀z ∈ C,
|∂zΨ(z)| ≤ Cn|Im z|n〈z〉m−n−1, ∀n ≥ 1, ∀z ∈ C,
suppΨ(z) ⊂ {z ; |Im z| ≤ 2 + 2|Re z|}.
In particular, if ψ(x) ∈ C∞0 (R), one can take Ψ(z) ∈ C∞0 (C). Then, if m < 0, for
any self-adjoint operator A, we have the following formula
(3.4) ψ(A) =
1
2πi
∫
C
∂zΨ(z)(z −A)−1dzdz,
which is called the formula of Helffer-Sjo¨strand. See [9], [4], p. 390.
We use a semi-classical analysis employing ~ = 1/R as a small parameter
(see e.g. [23]). We show that ψ(~2L) is equal to, modulo a lower order term,
a pseudo-differential operator (ΨDO) with symbol ψ(ℓ(x, ~ξ)), where ℓ(x, ξ) =∑d
i,j=1 g
ij(x)ξiξj . In fact, take χ(x), χ0(x) ∈ C∞(M) with small support such that
χ0(x) = 1 on suppχ. Consider a ΨDO P~(z) with symbol (ℓ(x, ~ξ)− z)−1. Then
(~2L− z)χ0P~(z)χ = χ+Q~(z)χ,
where Q~(z) is a ΨDO with symbol
(3.5)
2∑
i=1
~
i
3∑
j=1
qij(x, ~ξ)
(ℓ(x, ~ξ)− z)j , qij(x, ξ) ∈ S
2j−1,
Sm being the standard Ho¨rmander class of symbols (see [12], p. 65). This implies
(~2L− z)−1χ = χ0P~(z)χ− (~2L− z)−1Q~(z)χ.
By the symbolic calculus, we have
(3.6) ‖〈~2L〉(s+1)/2Q~(z)χ〈~2L〉−s/2‖B(L2(M)) ≤ ~Cs,d |Im z|−N〈z〉N ,
where N > 0 is a constant depending on s and d, and Cs,d does not depend on ~.
We take ψ ∈ C∞0 (R) and apply (3.4). Then we have
(3.7) ψ(~2L)χ = χ0Ψ~χ+ΨQ,~χ,
where Ψ~ is a ΨDO with symbol ψ(ℓ(x, ~ξ)) and
(3.8) ΨQ,~ =
1
2πi
∫
C
∂zΨ(z)(~
2L− z)−1Q~(z)dzdz.
We then have, letting z = x+ iy,
‖〈~2L〉(s+3)/2ΨQ,~χ〈~2L〉−s/2‖B(L2(M))
≤ C
∫
C
|∂zΨ(z)|‖〈~2L〉(s+3)/2(~2L− z)−1Q~(z)χ〈~2L〉−s/2‖B(L2(M))dzdz
≤ C
∫
C
|∂zΨ(z)|‖〈~2L〉(s+3)/2(~2L− z)−1〈~2L〉−(s+1)/2‖B(L2(M))
· ‖〈~2L〉(s+1)/2Q~(z)χ〈~2L〉−s/2‖B(L2(M))dzdz.
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Since
‖〈~2L〉(s+3)/2(~2L− z)−1〈~2L〉−(s+1)/2‖B(L2(M)) ≤ sup
λ∈R
〈λ〉
|λ− z| ≤ |Im z|
−1〈z〉,
we obtain, using (3.6),
‖〈~2L〉(s+3)/2ΨQ,~χ〈~2L〉−s/2‖B(L2(M))
≤ ~Cs,d
∫
C
|∂zΨ(z)| |Im z|−1−N 〈z〉N+1dzdz
≤ ~Cs,d
∫
C
〈z〉m−1dzdz,
(3.9)
where we have used (3.3) with m < −1, n = N + 1. This estimate implies
(3.10) sup
~<1
~‖ΨQ,~χu‖2L2(M) <∞, if u ∈
⋂
s>1/2
H−s.
In fact, taking 0 ≤ t ≤ 3/2, we have choosing s = −3 in (3.9),
~
1/2‖ΨQ,~χu‖L2(M) ≤ C~3/2‖〈~2L〉−tu‖L2(M) ≤ C~−2t+3/2‖〈L〉−tu‖L2(M).
The right-hand side is bounded if 1/4 < t ≤ 3/4.
Now, by the definition of B∗, we have the following equivalence
(3.11) u ∈ B∗ ⇐⇒

u ∈ H−s, ∀s > 1/2,
sup
~<1
~
∥∥ψ(~2L)u∥∥2
L2(M)
<∞, ∀ψ ∈ C∞0 (R).
In fact, the left-hand side is equivalent to the right-hand side for one fixed ψ such
that ψ(t) = 1 for |t| < 1, and ψ(t) = 0 for |t| > 2.
By virtue of (3.7) and (3.10), (3.11) is equivalent to
(3.12)

u ∈ H−s, ∀s > 1/2,
sup
~<1
~
∥∥χ0Ψ~χju∥∥2L2(M) <∞, ∀j.
The symbol of (Ψ~)
∗χ0(x)
2Ψ~ is equal to
χ0(x)
2ψ(ℓ(x, ~ξ))2 +O(~).
Then by a suitable choice of 0 < c1 < c2, we have
ψ
(
~
2|ξ|2
c1
)2
≤ ψ (ℓ(x, ~ξ))2 ≤ ψ
(
~
2|ξ|2
c2
)2
.
Moreover, we can assume that there exists q(x, ξ) ∈ C∞(M ×Rd) such that
(3.13)
{
ψ(|ξ|2/c2)2 − ψ(ℓ(x, ξ))2 = q(x, ξ)2,
supp q(x, ξ) ⊂M × {a < |ξ| < b},
for some 0 < a < b. Since the symbol of ψ
(
−~2∆
c2
)
χ0(x)
2ψ
(
−~2∆
c2
)
is equal to
χ0(x)
2ψ
(
~
2|ξ|2
c2
)2
+O(~),
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we see that the symbol of ψ
(
−~2∆
c2
)
χ0(x)
2ψ
(
−~2∆
c2
)
−Ψ∗
~
χ0(x)
2Ψ~ is estimated as
χ0(x)
2ψ
(
~
2|ξ|2
c2
)2
− χ0(x)2ψ
(
ℓ(x, ~ξ)
)2
+O(~)
=χ0(x)
2q(x, ~ξ)2 +O(~).
Then we have
ψ
(−~2∆
c2
)
χ0(x)
2ψ
(−~2∆
c2
)
− (Ψ~)∗χ0(x)2Ψ~
=(Q0,~)
∗ χ0(x)
2Q0,~ +Q1,~.
(3.14)
In the right-hand side, Q0,~ is a ΨDO with symbol q(x, ~ξ), where q(x, ξ) is given
by (3.13), and Q1,~ is a ΨDO with symbol q1(x, ξ; ~) admitting the asymptotic
expansion
(3.15) q1(x, ξ; ~) ∼
∑
j≥1
~
jqj(x, ~ξ),
with qj(x, ξ) having the same support property as in (3.13). Since the 1st term of
the right-hand side of (3.14) is non-negative, we have proven
ψ
(−~2∆
c2
)
χ0(x)
2ψ
(−~2∆
c2
)
≥ (Ψ~)∗χ0(x)2Ψ~ +Q1,~.(3.16)
By a similar computation, we can prove
(Ψ~)
∗χ0(x)
2Ψ~ ≥ ψ
(−~2∆
c1
)
χ0(x)
2ψ
(−~2∆
c1
)
+Q′1,~.(3.17)
By (3.16) and (3.17), we have
~ψ
(−~2∆
c2
)
χ0(x)
2ψ
(−~2∆
c2
)
− ~Q1,~ ≥ ~(Ψ~)∗χ0(x)2Ψ~
≥ ~ψ
(−~2∆
c1
)
χ0(x)
2ψ
(−~2∆
c1
)
+ ~Q˜′1,~,
(3.18)
where Q1,~ and Q
′
1,~ have the property (3.15). As u ∈ H−s, ∀s > 1/2, we have
sup
~<1
~
∣∣(Q1,~u, u)∣∣+ sup
~<1
~
∣∣(Q′1,~u, u)∣∣ <∞.
Therefore, by (3.18), sup
~<1
~‖χ0Ψ~χju‖2 <∞ is equivalent to
sup
R>1
1
R
∫
Rd
∣∣∣ψ( |ξ|2
cR2
)
χ̂ju(ξ)
∣∣∣2dξ <∞,
for some c > 0, which is equivalent to u ∈ B∗. We have thus completed the proof
of Lemma 3.1. 
By the same argument, we can also prove the following lemma.
Lemma 3.2. If u ∈ B∗, we have the following equivalence
lim
R→∞
1√
R
∥∥∥ψ( L
R2
)
u
∥∥∥
L2(M)
= 0⇐⇒ lim
R→∞
1√
R
∥∥∥ψ( |ξ|2
R2
)(Fχju)(ξ)∥∥∥
L2(Rd)
= 0,
for any j and any ψ ∈ C∞0 (R), where {χj}Nj=1 is the partition of unity on M .
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3.2. Torus. We interpret the above results for the case of the torus Td defined by
(1.3). Let U be the unitary operator from ℓ2(Zd) to L2(Td) defined by
(3.19) (U f̂)(x) = (2π)−d/2
∑
n∈Zd
f̂(n)e−in·x.
Letting
H0 = U Ĥ0 U∗, Ĥ0 = −∆disc,
we have
(3.20) H0 = h(x) =
1
2
(
d−
d∑
j=1
cosxj
)
=
d∑
j=1
sin2
(xj
2
)
,
We define operators N̂j and Nj by(
N̂j f̂)(n) = nj f̂(n), Nj = UN̂jU∗ = i ∂
∂xj
.
We put N = (N1, · · · , Nd), and let N2 be the self-adjont operator defined by
N2 =
d∑
j=1
N2j = −∆, on Td,
where ∆ denotes the Laplacian on Td = [−π, π]d with periodic boundary condition.
We can then apply the results in the previous subsection to L = −∆. We put
|N | =
√
N2 =
√−∆.
In the following, we simply denote ‖ · ‖L2(Td) = ‖ · ‖. For s ∈ R, let Hs be the
completion of D(|N |s) with respect to the norm ‖u‖s = ‖〈N〉su‖ i.e.
Hs = {u ∈ D′(Td) ; ‖u‖s = ‖〈N〉su‖ <∞},
where D′(Td) denotes the space of distribution on Td. Put H = H0 = L2(Td).
For a self-adjoint operator T , let χ(a ≤ T < b) denote the operator χI(T ),
where χI(λ) is the characteristic function of the interval I = [a, b). The operators
χ(T < a) and χ(T ≥ b) are defined similarly. Using the series {rj}∞j=0 with r−1 = 0,
rj = 2
j (j ≥ 0), we define the Besov space B by
B =
{
f ∈ H ; ‖f‖B =
∞∑
j=0
r
1/2
j ‖χ(rj−1 ≤ |N | < rj)f‖ <∞
}
.
Its dual space B∗ is the completion of H by the following norm
‖u‖B∗ = sup
j≥0
2−j/2‖χ(rj−1 ≤ |N | < rj)u‖.
The following Lemma 3.3 is proved in the same way as in [2].
Lemma 3.3. (1) There exists a constant C > 0 such that
C−1‖u‖B∗ ≤
(
sup
R>1
1
R
‖χ(|N | < R)u‖2
)1/2
≤ C‖u‖B∗ .
A RELLICH TYPE THEOREM FOR DISCRETE SCHRO¨DINGER OPERATORS 13
(2) For s > 1/2, the following inclusion relations hold:
Hs ⊂ B ⊂ H1/2 ⊂ H ⊂ H−1/2 ⊂ B∗ ⊂ H−s.
In view of the above lemma, in the following, we use
‖u‖B∗ =
(
sup
R>1
1
R
‖χ(|N | < R)u‖2
)1/2
as a norm on B∗.
We also put Ĥ = ℓ2(Zd), and define Ĥs, B̂, B̂∗ by replacing N by N̂ . Note that
Ĥs = U∗Hs and so on. In particular, Parseval’s formula implies that
‖u‖2Hs = ‖û‖2Ĥs =
∑
n∈Zd
(1 + |n|2)s|û(n)|2,
‖u‖2B∗ = ‖û‖2B̂∗ = sup
R>1
1
R
∑
|n|<R
|û(n)|2,
û(n) being the Fourier coefficient of u(x).
4. Proof of Theorem 1.1
4.1. Some remarks for the Fermi surface. The Fermi surface Mλ is not a
smooth submanifold of Td in general. Here we consider some properties of Mλ as
an analytic set (see e.g. [3], [18]).
Let Td
C
= Cd/(2πZ)d be the complex torus and define
(4.1) MCλ =
{
z ∈ Td
C
; h(z) = λ
}
.
Then MCλ ∩Rd =Mλ. .
Lemma 4.1. (1) For λ ∈ (0, d)\Z,MCλ is a (d−1)-dimensional, closed submanifold
of Td
C
.
(2) For λ ∈ (0, d)∩Z, MCλ consists of a disjoint union
(
regMCλ
)∪(sngMCλ ), where
sngMCλ =
{
z ∈MCλ ; zj ≡ 0 (mod π) for all j = 1, · · · , d
}
,(4.2)
regMCλ =M
C
λ \
(
sngMCλ
)
.(4.3)
Moreover, regMCλ is a (d− 1)-dimensional, open submanifold of TdC.
Proof. Since ∇h(z) = 12 (sin z1, · · · , sin zd), ∇h(z) = 0 if and only if zj ≡
0 (mod π) for all j = 1, · · · , d. For λ ∈ (0, d) \ Z, the intersection MCλ ∩ {z ∈
Td
C
; zj ≡ 0 (mod π) for all j = 1, · · · , d} is empty, and for λ ∈ (0, d) ∩ Z,
we see sngMCλ 6= ∅. By the definitions of regMCλ and sngMCλ , we see that
MCλ =
(
regMCλ
) ∪ (sngMCλ ) as a disjoint union. 
For λ ∈ (0, d) \ Z, MCλ is irreducible i.e. a connected complex submanifold (see
[25], proof of Theorem 9). On the other hand, if λ ∈ (0, d)∩Z, regMCλ may not be
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a connected submanifold. In fact, for d = 2 and λ = 1, we have MCλ = A+ ∪ A−
where
A± = {z ∈ T2C ; z2 ≡ ±z1 + π (mod 2π)}.
Moreover, A+ ∩ A− = sngMCλ .
Now we give slightly weaker statement than the irreducibility of MCλ . The
following fact implies that any irreducible components of regMCλ intersects an
open part of Mλ.
Lemma 4.2. Let λ ∈ (0, d) and {Sλ,j}j be the set of connected components of
regMCλ . Then, for any Sλ,j, the intersection Sλ,j ∩Mλ contains an open part of
regMCλ .
Proof. Using the change of variables TC ∋ zj 7→ wj ∈ X d which is the Riemann
surface of arccos, more precisely wj = arccos zj, j = 1, · · · , d, we can reduce the
equation h(z)− λ = 0 on Td
C
to w1 + · · ·+wd = d− 2λ. Then we can see that any
connected component of the algebraic variety
Vλ = {w ∈ X d ; w1 + · · ·+ wd = d− 2λ}
have some intersection containing an open part of Vλ ∩Rd. 
4.2. Helmholtz equation. We extend û(n) to be zero for |n| ≤ R0 and denote it
by û again. Then we have
(4.4) (Ĥ0 − λ)û = f̂ ,
where f̂ is compactly supported. In fact, letting P̂ (k) be the projection onto the
site k, it is written as f̂ =
∑
|k|≤R0+1
ckP̂ (k)û.
Here we derive the proof for λ ∈ (0, d) ∩ Z. When λ ∈ (0, d) \ Z, we can follow
the same argument as sngMCλ = ∅ and the proof is slightly easier than that for
λ ∈ (0, d) ∩ Z. We first note the following Lemma.
Lemma 4.3. Let λ ∈ (0, d) and û satisfy (1.1) and (1.2). Then u ∈ C∞(Td \
(sngMCλ )) and f̂ satisfies
(4.5) (U f̂ )(x) = f(x) = 0 on (regMCλ ) ∩Td.
Proof. Passing to the Fourier series, (1.2) implies
(4.6) lim
R→∞
1
R
∫
Td
|χ(|N | < R)u(x)|2dx = 0.
Take a point x(0) ∈ (regMCλ ) ∩ Td and fix it. Let U be a sufficiently small
neighborhood of x(0) in Td such that U ∩ (sngMCλ ) = ∅. Making the change
of variables x 7→ (y1, y′) so that y1 = h(x) − λ and y′ = (y2, · · · , yd) in U , the
Laplacian N2 = −∆ on Td is translated as the Laplace-Beltrami operator in y-
coordinate using the Jacobian. Letting χ ∈ C∞(Td) be such that χ(x(0)) = 1,
A RELLICH TYPE THEOREM FOR DISCRETE SCHRO¨DINGER OPERATORS 15
suppχ ⊂ U , we have that, by Lemma 3.2, (4.6) leads to
(4.7) lim
R→∞
1
R
∫
|η|<R
|χ˜u(η)|2dη = 0,
where χ˜u(η) is the Fourier transform of χu:
χ˜u(η) = (2π)−d/2
∫
Rd
e−iy·ηχ(y)u(y)dy.
By (4.4), u satisfies
(4.8) (h(x) − λ)u = f on Td,
where f is a polynomial of eixj , j = 1, · · · , d, since f̂ is compactly supported.
Letting uχ(x) = χ(x)u(x), fχ(x) = χ(x)f(x) and making the change of variable
x 7→ y as above, we have by passing to the Fourier transform, ∂∂η1 u˜χ(η) = −if˜χ(η).
Integrating this equation, we have
u˜χ(η) = −i
∫ η1
0
f˜χ(s, η
′)ds+ u˜χ(0, η
′), η′ = (η2, · · · , ηd).
Since f˜χ(η) is rapidly decreasing, we then see the existence of the limit
lim
η1→∞
u˜χ(η) = −i
∫ ∞
0
f˜χ(s, η
′)ds+ u˜χ(0, η
′).
We show that this limit vanishes. Let DR be the slab such that
DR =
{
η ; |η′| < δR, R
3
< η1 <
2R
3
}
.
Then we have DR ⊂ {|η| < R} for a sufficiently small δ > 0. We then see that
1
R
∫
DR
|u˜χ(η)|2dη = 1
R
∫
|η′|<δR
∫ 2R/3
R/3
|u˜χ(η1, η′)|2dη1dη′ ≤ 1
R
∫
|η|<R
|u˜χ(η)|2dη.
As R→∞, the right-hand side tends to zero by (4.7), hence so does the left-hand
side, which proves that limη1→∞ u˜χ(η) = 0.
We have, therefore,
u˜χ(η) = i
∫ ∞
η1
f˜χ(s, η
′)ds.
This shows that uχ = χu ∈ C∞(Td \ (sngMCλ )).
It is easy to see that u is smooth outside Mλ. Then u ∈ C∞(Td \ (sngMCλ )). In
particular, f(x) = 0 in (regMCλ ) ∩Td by (4.8). 
In the following discussion, we use the function theory of several complex vari-
ables. We extend f(x) to the polynomial of eizj for zj ∈ C, j = 1, · · · , d. Lemmas
4.2 and 4.3 imply that the zeros of f can be extended to MCλ . For the proof, see
Corollary 7 of [18].
Lemma 4.4. Let λ ∈ (0, d). We have f(z) = 0 on regMCλ .
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Let us return to the equation (4.4). Take any domain D ⊂ Td
C
\ (sngMCλ ). By
Lemma 4.4, and using the Taylor expansion, we see that there exists a holomor-
phic function g in the domain D such that f(z) =
(
h(z) − λ)g(z), hence u(z) =
f(z)/
(
h(z)−λ) is an holomorphic function of z ∈ D, since (∂z1h(z), · · · , ∂zdh(z)) 6=
0 in D. The uniqueness theorem for holomorphic functions leads that f(z)/(h(z)−
λ) is holomorphic in Td
C
\ (sngMCλ ). However, since we have assumed d ≥ 2, and
sngMCλ is a 0-dimensinal set, sngM
C
λ is a set of removable singularities (from Har-
togs’ extension theorem or see e.g. Corollary 7.3.2 of [17]). Then f(z)/(h(z)− λ)
can be extended to an entire function on Td
C
uniquely. We denote it f(z)/(h(z)−λ)
again.
Here we pass to the variables wj = e
izj , j = 1, · · · , d. Note that the map
TdC ∋ z 7→ w ∈ Cd \
d⋃
j=1
Aj , Aj = {w ∈ Cd ; wj = 0},
is biholomorphic. Then there exist positive integers αj such that
f(z) =
∑
cβw
β = F (w)
d∏
j=1
w
−αj
j ,
where F (w) is a polynomial, F (w) =
∑
aγw
γ , with the property that
aγ = 0, if one of γj ≤ 0 in γ = (γ1, · · · , γd).
We factorize h(z)− λ as
h(z)− λ = d
2
− λ− 1
4
d∑
j=1
(wj + w
−1
j ) = Hλ(w)
d∏
j=1
w−1j ,
where
(4.9) Hλ(w) =
(d
2
− λ
) d∏
j=1
wj − 1
4
( d∑
j=1
wj
) d∏
j=1
wj − 1
4
d∑
j=1
(∏
i6=j
wi
)
.
Then
(4.10)
f(z)
h(z)− λ =
F (w)
Hλ(w)
d∏
j=1
w
1−αj
j .
Since f(z)/(h(z)− λ) is analytic, F (w)/Hλ(w) is also analytic except possibly on
hyperplanes Aj , j = 1, · · · , d. However, due to the expression (4.9), we have
Hλ(w) 6= 0, if w ∈
d⋃
k=1
Vk,
Vk = {(w1, · · · , wk−1, 0, wk+1, · · · , wd) ; wi 6= 0, i 6= k}.
Hence F (w)/Hλ(w) is analytic except only on some sets of complex dimension d−2
(the intersection of two hyperplanes). Therefore,
• F (w)/Hλ(w) is an entire function.
See e.g. Corollary 7.3.2 of [17] again. In particular,
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• F (w) = 0 on the set {w ∈ Cd ; Hλ(w) = 0}.
Finally, we use the following fact, a corollary of the Hilbert Nullstellensatz (See
e.g. Appendix 6 of [26]). Let C[w1, · · · , wd] be the ring of polynomials of variables
w1, · · · , wd.
Lemma 4.5. If f, g ∈ C[w1, · · · , wd], and suppose that f is irreducible. If g = 0
on all zeros of f , there exists h ∈ C[w1, · · · , wd] such that g = fh.
We factorize Hλ(w) so that
Hλ(w) = H
(1)
λ (w) · · ·H(N)λ (w),
where each H
(j)
λ (w) is an irreducible polynomial. We prove inductively that
F (w)/H
(1)
λ (w) · · ·H(k)λ (w) is a polynomial for 1 ≤ k ≤ N.
Note that, since we know already that F (w)/Hλ(w) is entire,
• F (w)/H(1)λ (w) · · ·H(k)λ (w) is also entire,
• F (w) = 0 on the zeros of H(1)λ (w) · · ·H(k)λ (w).
Consider the case k = 1. Since F (w) = 0 on the zeros of H
(1)
λ (w), Lemma 4.5
implies that F (w)/H
(1)
λ (w) is a polynomial.
Assuming the case k ≤ ℓ − 1, we consider the case k = ℓ. By the induction
hypothesis, there exists a polynomial Pℓ−1(w) such that
F (w)
H
(1)
λ (w) · · ·H(ℓ−1)λ (w)
= Pℓ−1(w).
Then we have F (w)/(H
(1)
λ (w) · · ·H(ℓ)λ (w)) = Pℓ−1(w)/H(ℓ)λ (w). This is entire.
Therefore, Pℓ−1(w) = 0 on the zeros of H
(ℓ)
λ (w). By Lemma 4.5, there exists a
polynomial Qℓ(w) such that
Pℓ−1(w)
H
(ℓ)
λ (w)
= Qℓ(w).
Therefore, F (w)/H
(1)
λ (w) · · ·H(k)λ (w) is a polynomial for 1 ≤ k ≤ N . Taking
k = N , we have that F (w)/Hλ(w) is a polynomial of w, hence f(z)/(h(z)− λ) is
a polynomial of eizj by (4.10). This implies that û(n) is compactly supported. We
have thus completed the proof of Theorem 1.1.
References
[1] S. Agmon, Lower bounds for solutions of Schro¨dinger equations, J. d’Anal. Math., 23 (1970),
1-25.
[2] S. Agmon and L. Ho¨rmander, Asymptotic properties of solutions of differential equations
with simple characteristics, J. d’Anal. Math., 30 (1976), 1-38.
[3] E. M. Chirka, ”Complex Analytic Sets”, Mathematics and Its applications, Kluwer Academic
Publishers, Dordrecht, 1989.
[4] J. Derezin´ski and C. Ge´rard, Scattering Theory of Classical and Quantum Mechanical N-
Particle Systems, Springer, Berlin-Heidelberg-New York (1997).
[5] J. Dodziuk, Difference equations, isoperimetric inequality and transience of certain random
walks, Trans. Amer. Math. Soc., 284 (1984), 787-794.
18 HIROSHI ISOZAKI AND HISASHI MORIOKA
[6] D. M. Eidus, The principle of limiting absorption, Math. Sb. (N.S.) 58 (100), (1962), 65-86.
[7] M. S. Eskina, The direct and the inverse scattering problem for a partial difference equation,
Soviet Math. Doklady, 7 (1966), 193-197.
[8] C. Ge´rard and F. Nier, The Mourre theory for analytically fibred operators, J. Funct. Anal.
152 (1989), 202-219.
[9] B. Helffer and J. Sjo¨strand, Equation de Schro¨dinger avec champ magne´tique et e´quation de
Harper, Lecture Notes in Phys. 345, Schro¨dinger Operators, pp.118-197, eds. H. Holden, A.
Jensen, Springer, Berlin-Heidelberg-New York (1989).
[10] F. Hiroshima, I. Sasaki, T. Shirai and A. Suzuki, Note on the spectrum of discrete Schro¨dinger
operators, J. Math-for-Industry, 4 (2012), 105-108.
[11] L. Ho¨rmander, Lower bounds at infinity for solutions of differential equations with constant
coefficients, Israel J. Math. 16 (1973), 103-116.
[12] L. Ho¨rmander, The Analysis of Linear Partial Differential Operators III, Pseudo-Differential
Operators, Springer-Verlag, Berlin Heidelberg NewYork Tokyo (1994).
[13] T. Ikebe and Y. Saito, Limiting absorption method and absolute continuity for the
Schro¨dinger operator, J. Math. Kyoto Univ., 12 (1972), 513-542.
[14] H. Isozaki and E. Korotyaev, Inverse problems, trace formulae for discrete Schro¨dinger op-
erators, Ann. Henri Poincare´, 13 (2012), 751-788.
[15] H. Isozaki and H. Morioka, Inverse scattering at a fixed energy for discrete Schro¨dinger
operators on the square lattice, preprint.
[16] T. Kato, Growth properties of solutions of the reduced wave equation with a variable coeffi-
cient, CPAM, 12 (1959), 403-425.
[17] S. G. Krantz, ”Function Theory of Several Complex Variables”, John Wiley and Sons Inc.,
1982.
[18] P. Kuchment and B. Vainberg, On absence of embedded eigenvalues for Schro¨dinger operators
with perturbed periodic potentials, Comm. PDE, 25 (2000), 1809-1826.
[19] W. Littman, Decay at infinity of solutions to partial differential equations with constant
coefficients, Trans. Amer. Math. Soc., 123 (1966), 449-459.
[20] W. Littman, Decay at infinity of solutions to partial differential equations; removal of the
curvature assumption, Israel J. Math., 8 (1970), 403-407.
[21] M. Murata, Asymptotic behaviors at infinity of solutions to certain partial differential equa-
tions, J. Fac. Sci. Univ. Tokyo Sec. IA,23 (1976), 107-148.
[22] F. Rellich, U¨ber das asymptotische Verhalten der Lo¨sungen von ∆u+λu = 0 in unendlichen
Gebieten, Jahresber. Deitch. Math. Verein., 53 (1943), 57-65.
[23] D. Robert, Autour d’approximation semi-classique, Birkha¨user, (1987).
[24] S. N. Roze, On the spectrum of a second-order elliptic operator, Math. Sb., 80 (122), (1969),
195-209.
[25] W. Shaban and B. Vainberg, Radiation conditions for the difference Schro¨dinger operators,
Applicable Analysis, 80 (2001), 525-556.
[26] I. R. Shafarevich, ”Basic Algebraic Geometry 1”, 2nd edition, Springer-Verlag, Heidelberg,
1977.
[27] F. Treves, Differential polynomials and decay at infinity, Bull. Amer. Math. Soc., 66 (1960),
184-186.
Division of Mathematics, University of Tsukuba, Tsukuba, 305-8571, JAPAN, isoza-
kih@math.tsukuba.ac.jp, hmorioka@math.tsukuba.ac.jp
