The two-point mixture index of fit enjoys some desirable features in model fit assessment and model selection, however, a need exists for efficient computational strategies. Applying an NLP algorithm, a program using the SAS matrix language is presented to estimate the two-point index of fit for two-class LCA models with dichotomous response variables. The program offers a tool to compute π * for twoclass models and it also provides an alternative program for conducting latent class analysis with SAS. This study builds a foundation for further research on computational approaches for M-class models.
Introduction
The two-point mixture index of fit,π * , was introduced to address the issue of model fit for frequency data in two-way contingency tables (Rudas, et al., 1994; Xi, 1994; Clogg, et al., 1995; Xi & Lindsay, 1996) . This index has been extended to a variety of other theoretical models. For example, Rudas & Zwick (1997) discussed the use of π * in differential item functioning, Rudas (1999) studied applications of π * with regression models involving continuous variables and Dayton (1999; 2003) extended the application of π * to latent class models.
For a two-point mixture,
(1 ) P π π = − Φ + Ψ , let Φ denote the probability distribution of some hypothesized frequency model, H , let Ψ represent an unspecified probability distribution, and let π indicate the proportion of the population that is (Rudas, et al., 1994) :
In effect, π * is defined as the smallest value of π for which P remains true for model H and can be viewed as "a measure of the proportion of the population measured with error" (Rudas, et al., 1994, p. 628) or as a measure of lack of fit (Rudas, et al., 1994; Xi, 1994; Xi & Lindsay, 1996) . In practice, the minimum proportion of cases that must be removed from the frequency table is compared to the remaining cases in order to provide perfect fit for H (Dayton, 2003) .
As opposed to conventional approaches, such as the 2 G likelihood ratio test and various information criteria such as AIC, π * represents a new perspective with respect to model-fit assessment and provides an easy-to-interpret alternative basis for model comparison and selection. Rudas, et al. (1994) summarized the desirable properties of this new index as: (1) unique; (2) defined on the 0, 1 interval; (3) decreasing in magnitude for increasingly more complex models when comparing nested models; and (4) invariant to multiplicative transformation of the frequency data. This latter property is particularly interesting because it means that the magnitude of π * is not dependent on sample (although its sampling error is).
Application of π * to Latent Class Models A latent class model with T classes is, from a mathematical point of view, a finite mixture of product-multinomial probability functions. Considering a four-variable model as an example, the unconditional probability for the response vector,
where t τ is the proportion in latent class t , and ( | ) P Y t is the product of the conditional response probabilities for the four variables corresponding to the response pattern { } i j k l , given membership in latent class t. The latent class model is subject to the restrictions that: (1) the latent class proportions sum to 1; (2) the conditional response probabilities, given latent class membership, sum to 1 for each variable; (3) the variables are conditionally independent within any given class (Lazarsfeld & Henry, 1968; Goodman, 1974; Dayton, 1999; among others) .
In latent class analysis, Chi-square goodness-of fit tests and information criteria are widely applied procedures for assessing model fit and for model selection. These methods are open to the criticisms that: (1) with small sample size or sparse data, the statistics do not asymptotically follow appropriate 2 χ distributions; and (2) with large sample size, it is highly likely that the null hypothesis will be rejected for relatively trivial effects. Therefore, Chi-square tests may not be appropriate for model selection under those circumstances. For information criteria, such as AIC , it is not clear how much the effect of sample size persists when the penalty term is applied. In addition, information criteria cannot be used to assess model fit in an absolute sense insomuch as interpretation of magnitudes of information criteria per se is difficult (Rudas, et al., 1994 ).
For the s th response vector, the latent class model can be incorporated into the twopoint mixture model as follows (Dayton, 2003): (1 ) ( ) (Dayton, 2003) . The definition of π * circumvents the drawbacks of Chi-square statistics, thus, the index enjoys some unique advantages in model selection.
Methodology Computational Approach
Programs for LCA such as LEM or SAS PROC LCA (Lanza, et al., 2007) do not provide options for computing * π . However, * π can be estimated using the iterative procedures proposed by Rudas, et al. (1994) and with MLE or nonlinear programming (NLP) algorithms (Xi, 1994; Xi & Lindsay, 1996) . Dayton (2003) discusses computational strategies for the fit index applied to latent class and IRT (Rasch) models and presents examples using Microsoft Excel Solver, a program that is based on a NLP algorithm. For latent class models, Dayton (2003) Powell's (1978 Powell's ( , 1982 Variable Metric Constrained WatchDog algorithm (NLPQN call, SAS 9.1 Documentation, 2007) . PI-LCA implements s the NLPQN subroutine for optimization.
SAS Program Description
As the computation involves relatively complex matrix operations, the current version of the procedure is restricted to two-class LCA models with dichotomous response variables. The SAS program, PI-LCA, is designed to compute * π for models for varying numbers of variables. However, for large numbers of variables computational time may become excessive. Factors influencing the number of function calls include selection of start values, number of parameters, and data structure, such as the number of zero-frequency vectors.
The SAS program PI-LCA has four sections: In this area of the program, the user must make adjustments in accordance with the data under consideration.
2. Data input for computing the expected frequencies. The data file can be any format (such as ASCII) that is acceptable to SAS. As the NLP procedure involves nonlinear constraints with regard to each response vector, aggregated data by the response pattern must be used as input. Assume that the number of items is numvar (as suggested previously), there should be numvar+1 fields in the dataset, with the first numvar fields representing the response patterns (e.g., 1 1 1 1 for 4 items) -the last field being the observed frequency. For ASCII data input, such as the text data generated by Microsoft Notepad, the fields should be space delimited; for example: 1 1 1 1 freq. For each observation (response pattern), the first numvar fields can either be 1's and 2's or 0's and 1's (see Table 1 ). model with frequency data for four dichotomous (2 = yes, have engaged in this cheating behavior, and 1 = no, have not engaged in this cheating behavior) items from a survey concerned with academic cheating behavior by college students (see Table 1 ). 1  13  1  2  1  2  4  1  2  2  1  1  1  2  2  2  2  2  1  1  1  10  2  1  1  2  3  2  1  2  1  1  2  1  2  2  2  2  2  1  1  11  2  2  1  2  4  2  2  2  1  1  2  2  2  2  2  319 Input to Section (1) of the SAS Program *********************************************************************** PI-LCA: A SAS PROGRAM COMPUTING THE TWO-POINT MIXTURE INDEX OF FIT FOR TWO-CLASS LCA MODELS WITH DICHOTOMOUS VARIABLES **********************************************************************; * SECTION 1: PROVIDE VALUES FOR FOLLOWING 5 MACRO VARIABLES; %let numvar=4; * NUMBER OF ITEMS (MANIFEST VARIABLES); %let numcl=2; * NUMBER OF CLASSES; %let numsap=319; * NUMBER OF SAMPLE SIZE; %Let start=1; * START VALUES FOR THE FIRST STAGE OPTIMIZATION; %let datafile = "c:\cheat4.txt"; * LOCATION OF THE INPUT DATA FILE; **********************************************************************; Five dichotomous (2 = yes, have used this drug and 1 = no, have not used this drug) items in the drug use data set with a large number of zero frequencies (see Table 2 ). Following the approach of Clogg, et al. (1991) in applying flattening constants to deal with the sparse data that do not support conventional maximum likelihood analysis, zero frequencies are replaced with 0.5, which enables the NLP optimization to converge. This increased the total frequency from 7,224 to 7,233. Input to Section (1) *********************************************************************** PI-LCA: A SAS PROGRAM COMPUTING THE TWO-POINT MIXTURE INDEX OF FIT FOR TWO-CLASS LCA MODELS WITH DICHOTOMOUS VARIABLES **********************************************************************; * SECTION 1: PROVIDE VALUES FOR FOLLOWING 5 MACRO VARIABLES; %let numvar=5; * NUMBER OF ITEMS (MANIFEST VARIABLES); %let numcl=2; * NUMBER OF CLASSES; %let numsap=7224; * NUMBER OF SAMPLE SIZE; %Let start=1.2; * START VALUES FOR THE FIRST STAGE OPTIMIZATION; %let datafile = "c:\druguse.txt"; * LOCATION OF THE INPUT DATA FILE; *********************************************************************** A vector of start values equal to 1.2 provides better start values than 1's as used in the first example, although the NLP call required comparatively more iterations before convergence. In the first stage, the objective function converges at 469.21. In the second stage, the value of the maximized objective function is 6,444.75 (total expected frequency), which corresponds to a * π value of 0.108. The result suggests that in order to provide perfect fit for the two-class model, about 11% of the cases in the population are not described by the model H.
Example 3: Abortion Data (Six Items)
The 6-item General Social Survey (GSS) abortion attitude data set (1=Yes, approve abortion for this reason, and 2=No, do not approve abortion for this reason), was collected between 1972 and 1998 and analyzed by Dayton (2006) . As shown in Table 3 , the total sample size is 27,151. Because there is a zero frequency for the response vector {212121}, it is replaced with .5 as was done in Example 2. The matrix combining the parameters and response patterns is 64x12, which requires relatively a long computational time. Input to Section (1) *********************************************************************** PI-LCA: A SAS PROGRAM COMPUTING THE TWO-POINT MIXTURE INDEX OF FIT FOR TWO-CLASS LCA MODELS WITH DICHOTOMOUS VARIABLES **********************************************************************; * SECTION 1: PROVIDE VALUES FOR FOLLOWING 5 MACRO VARIABLES; %let numvar=6; * NUMBER OF ITEMS (MANIFEST VARIABLES); %let numcl=2; * NUMBER OF CLASSES; %let numsap=27151; * NUMBER OF SAMPLE SIZE; %Let start=2.5; * START VALUES FOR THE FIRST STAGE OPTIMIZATION; %let datafile = "c:\abortion6.txt"; * LOCATION OF THE INPUT DATA FILE; *********************************************************************** 
