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Let AG and DG be respectively the adjacency matrix and the degree
matrix of a graph G. The signless Laplacian matrix of G is deﬁned
as QG = DG + AG . The Q-spectrum of G is the set of the eigen-
values together with their multiplicities of QG . The Q-index of G
is the maximum eigenvalue of QG . The possibilities for developing
a spectral theory of graphs based on the signless Laplacian matri-
ces were discussed by Cvetkovic et al. [D. Cvetkovic, P. Rowlinson,
S.K. Simic, Signless Laplacians of ﬁnite graphs, Linear Algebra Appl.
423 (2007) 155–171]. In the latter paper the authors determine the
graphs whose Q-index is in the interval [0, 4]. In this paper, we
investigate some properties of Q-spectra of graphs, especially for
the limit points of theQ-index. By using these results,we character-
ize respectively the structures of graphs whose the Q-index lies in
the intervals (4, 2 + √5 ], (2 + √5,  + 2] and ( + 2, 4.5], where
 = 1
3
(
(54 − 6√33) 13 + (54 + 6√33) 13
)
≈ 2.382975767.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
All graphs considered here are simple, undirected and ﬁnite. LetG = G(V(G), E(G)) be a graphwith
vertex set V(G) = {v1, v2, . . . , vn} and edge set E(G). Let matrix AG be the adjacency matrix of G. The
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signless Laplacian matrix of G is deﬁned as QG = Q(G) = DG + AG , where DG = diag(d1, d2, . . . , dn)
with di = d(vi) being the degree of vertex vi of G (1 i n). In the sequel we prefer to adopt Q(G)
for the signless Laplacian matrix of G. Since Q(G) is real, symmetric and positive semidefinite, all
of its eigenvalues are non-negative numbers. Assume that q1(G) q2(G) · · · qn(G) 0 are the
eigenvaluesofQ(G)andcall themQ-eigenvaluesofG. TheQ-spectrumofG consistsof theQ-eigenvalues
together with their multiplicities. The maximum Q-eigenvalue q1(G) of G is called the Q-index of G
and it will be denoted by κ(G). Moreover, since Q(G) is non-negative, then the eigenvector associated
with κ(G) can be taken to be non-negative. In addition, if G is connected (i.e. if Q(G) is irreducible),
then κ(G) is of multiplicity one and its corresponding eigenvector can be taken to be positive. Such
an eigenvector is called the Q-Perron eigenvector of G, which is denoted by x = (x1, x2, . . . , xn)T (not
necessarily a unit one). Hence, we arrive at
κxi = dixi +
∑
j∼i
xj (i = 1, 2, . . . , n), (1)
where the summation is over all neighbors j of the vertex i. As a matter of fact, (1) is an eigenvalue
equation for the ith vertex (associated with the Q-index).
We now introduce some notation. In what follows, by ϕ(B) = ϕ(B, q) = det(qIn − B) (we omit the
variable if it is clear from the context) we denote the characteristic polynomial of a real square matrix
B with order n, where In is the identity matrix. In particular, if B = Q(G), we also write ϕ(Q(G), q) as
ϕ(G, q) = ϕ(G) and call it the Q-polynomial of G (note, ϕ(G) is also written as QG(λ) in [8]). To avoid
confusion we adopt the former one. Let Qv(G) be the principal matrix of Q(G) formed by deleting the
row and column corresponding to vertex v. As usual, let Pn, Cn and K1,n−1 be respectively the path, the
cycle and the star of order n. For a graph G, Δ(G) stands for the largest vertex degree in G.
As pointed out in the recent survey [8], there are very few research papers concerning the signless
Laplacian matrices of graphs. Cvetkovic´ et al. [8,10] discussed possibilities for developing a spectral
theory of graphs based on thismatrix, and gave some reasonswhy it is superior to other graphmatrices
such as the adjacency, Laplacian and Seidel matrix. To learn more details we refer the readers to their
surveys.
Characterizing the structures of graphs by the eigenvalues of some graph matrix is an attrac-
tive study ﬁeld. Some important results have been obtained already. For the largest eigenvalue ρ ∈
[0, 2] ,
(
2,
√
2 + √5
]
and
(√
2 + √5, 3
2
√
2
]
of the graph adjacencymatrix, the corresponding graphs
are respectively determined by Smith [21], Cvetkovic´ et al. [7], Brouwer and Neumaier [3] and Woo
and Neumaier [23]. For the second largest eigenvalue λ2 ∈
[
0, 1
3
]
and third largest eigenvalue λ3 ∈(
−∞, 1−
√
5
2
)
of the graph adjacency matrix, the corresponding graphs are found by Cao and Hong
[4,5].
In this paper, we mainly investigate the properties of the Q-index of graphs. In Section 2 we
give some useful lemmas and results. In Section 3 we characterize respectively the structures of
graphs whose Q-index lies in the intervals
(
4, 2 + √5
]
,
(
2 + √5,  + 2
]
and ( + 2, 4.5], where
 = 1
3
((
54 − 6√33
) 1
3 +
(
54 + 6√33
) 1
3
)
≈ 2.382975767. In particular we show that almost all
graphs whose index of the adjacency matrix lies in
[
2,
√
2 + √5
)
have their Q-index in [4,  + 2).
Finally, in the last section,wedetermine the limitpoint for theQ-indexof somespecial classesofgraphs.
2. Some useful lemmas and results
A matrix often studied in literature is the matrix LG = DG − AG , known as Laplacian matrix of
a graph G. Many researchers studied the relations between the Laplacian matrix and the signless
Laplacianmatrix of a graph. One of themost important results is the following lemma (see, for example
[8] or [17]).
Lemma 2.1. In bipartite graphs, theQ-polynomial is equal to the characteristic polynomial of the Laplacian.
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By applying the Perron–Frobenius theory of non-negative matrices (see, for example, Section 0.3
of [6]), the lemma below follows from Theorems 0.6 and 0.7 of [6].
Lemma 2.2. Let H be a proper subgraph of a connected graph G. Then κ(H) < κ(G).
Let G be a graph of order n and sizem. In the following, let φ(G, λ) (or simply φ(G), if the variable
is clear from the context) and ρ(G) denote the characteristic polynomial and the largest eigenvalue of
its adjacency matrix (ρ is also known as the A-index), respectively. Let L(G) and S(G) be, respectively,
its line graph and subdivision graph, where S(G) is obtained from G by inserting a new vertex in each
edge. It was proved that (see [8]):
φ(L(G), λ) = (λ + 2)m−nϕ(G, λ + 2), (2)
Next, we study the relation between the Q-eigenvalues of G and those of φ(S(G) (see also [10]).
The following lemma from matrix theory can be found in [6, p. 62].
Lemma 2.3. If M is a nonsingular square matrix, then∣∣∣∣M NP Q
∣∣∣∣ = |M| · |Q − PM−1N|.
For the sake of completeness, we give a proof for the well-known lemma below that originally
appeared in [6, p. 63] (see also [9]).
Lemma 2.4. Let G be a graph of order n and size m, and S(G) be the subdivision graph of G. Then
φ(S(G), λ) = λm−nϕ(G, λ2). (3)
Proof. Obviously, S(G) is a bipartite graph of order n + m. Without loss of generality, the adjacency
matrix of S(G) can be written as AS(G) =
(
0 RT
R 0
)
, where R is the incident matrix of G and RT is the
transpose of R. From Lemma 2.3 and Q(G) = RRT (see [8]), we get
φ(S(G), λ) = |λIm+n − AS(G)| =
∣∣∣∣λIm −RT−R λIn
∣∣∣∣ = |λIm|
∣∣∣∣λIn − R Im
λ
RT
∣∣∣∣
= λm−n|λ2In − RRT | = λm−n|λ2In − Q(G)| = λm−nϕ(G, λ2).
This completes the proof. 
The graphs whose Q-index is in [0,4] are characterized by Cvetkovic´ et al. [8].
Lemma 2.5. Let G be a graph. Then the following statements hold:
(i) κ(G) = 0 if and only if G has no edges;
(ii) 0 < κ(G) < 4 if and only if all components of G are paths;
(iii) For a connected graph G we have κ(G) = 4 if and only if G is a cycle Cn or K1,3.
Cvetkovic´ et al. investigated the bounds for Q-index of graphs. The lemma below can be found in
[8,9]. Notice that the second item in the original paper requires that the order of graphs is at least 4.
In fact, a straightforward calculation shows that it still holds for n = 2, 3.
Lemma 2.6. Let G be a graph on n vertices with vertex degrees d1, d2, . . . , dn:
(i) min
{
di + dj|ij ∈ E(G)} κ(G)max {di + dj|ij ∈ E(G)}.
For a connected graph G, then equality holds in either of these inequalities if and only if G is a regular
or semi-regular bipartite graph.
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(ii) If G is a connected graph of order n 2, then κ(G)	(G) + 1 with equality if and only if G is the
star K1,n−1.
Hoffman and Smith [12] deﬁned an internal path of a graph G as a walk v0, v1, . . . , vk (k 1)where
the vertices v1, . . . , vk are distinct (v0, vk need not be distinct), d(v0) > 2, d(vk) > 2 and d(vi) = 2
whenever 0 < i < k, with d(v) as the degree of vertex v in G. In accordance with the definition, there
are two types of internal paths (see Fig. 1). Their well-known result about the internal path for the
adjacency spectra (see [12] or [6, p. 79]) has been studied. A similar result for the Q-spectra has been
obtained by several authors independently. For instance in [10] this result is proved via the relation of
Lemma 2.4, and in [14] it is shown for the internal path to be a path (i.e. Type ii). Here we give a direct
and complete proof based on the original one given by Hoffmann.
In what follows we depict the two types of internal paths:
Type i. v0 = vk , d(v0) 3 and d(vi) = 2 for 0 < i < k.
Type ii. v0 /= vk , d(v0) 3, d(vk) 3 and d(vi) = 2 for 0 < i < k.
In order to prove the following theorem about internal path for Q-spectra, we introduce two useful
lemmas, the ﬁrst of which is taken from matrix theory (see, for example [24]).
Lemma 2.7. Let x be a positive vector and A a real symmetric matrix with α as its largest eigenvalue. If
Ax > βx, then α > β. If Ax < βx, then α < β.
Lemma 2.8. Let G be a connected graph andσ an automorphism of G. If x is the Q-Perron vector associated
to κ(G), then σ(i) = j leads to xi = xj.
Proof. Let P be the permutation matrix corresponding to σ . Then κx = Q(G)x = PTQ(G)Px. Hence,
κ(Px) = Q(G)(Px), i.e. Px is also a Q-Perron vector corresponding to Q(G). Since Px is a positive
vector with the same norm as x, then the essential uniqueness of the Q-Perron vector indicates that
Px = x. 
Theorem 2.1. Let uv be an edge of the connected graph G and let Guv be obtained from G by subdividing
the edge uv of G:
(i) If G = Cn, then κ(Guv) = κ(G) = 4.
(ii) If uv is not in an internal path of G /= Cn, then κ(Guv) > κ(G).
(iii) If uv belongs to an internal path of G, then κ(Guv) < κ(G).
Proof. Case (i) follows from Lemma 2.5(iii). Let us consider case (ii). If Guv is obtained from G by
subdividing an edge not lying in an internal path, then G is a proper subgraph of Guv and by Lemma
2.2 we have κ(Guv) > κ(G). This completes the case (ii).
Let us consider case (iii). Let Q(Guv) = Q ′ and Q(G) = Q be the signless Laplacian matrices of Guv
and G, respectively, and κ(Guv) = κ ′, κ(G) = κ . Let n be the order of G, then n + 1 is the order of Guv.
Let x = (x0, x1, . . . , xn−1)T ∈ Rn be theQ-Perron eigenvector forG and let us consider its components
x1, x2, . . . , xr related to the vertices v1, v2, . . . , vr of the internal path of G. For convenience, set vi = i
(i = 0, 1, . . . , k). Let ω be the vertex of Guv subdividing the edge uv. Without loss of generality, let
u = t and v = t + 1. By the types of internal path, we distinguish the following two cases:
Fig. 1. The two types of internal path.
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Case 1. G contains the internal path of Type i. By Lemma 2.8 we have xi = xk−i+1, where i =
0, 1, . . . , k − 1. By the parity of k, we distinguish two subcases.
If k = 2t, then xt = xt+1. Note that the cycle Ck is a proper subgraph of G, and so κ > κ(Ck) = 4.
Take the positive vector y = (x0, . . . , xt , xω , xt+1, . . . , xn−1) ∈ Rn+1, where xω = xt+1. Then we have
that (Q ′y)r = (κy)r for r ∈ V(Guv)\{ω}. Since (Q ′y)ω = xt + 2xω + xt+1 = 4xω < κxω = (κy)ω ,
then Q ′y < κy. By Lemma 2.7(ii) we get κ ′ < κ .
If k = 2t + 1, then xt = xt+2. Similarly, take y = (x0, . . . , xt , xω , xt+1, . . . , xn−1) ∈ Rn+1, where
xω = xt+1. we also have (Q ′y)r = (κy)r for r ∈ V(Guv)\{ω}. From κxt+1 = xt + 2xt+1 + xt+2 =
2xt + 2xt+1, it follows (κ − 2)xt+1 = 2xt , and thus xt+1 < xt (since κ > 4). Hence, (Q ′y)ω = xt +
2xω + xt+1 < xt+2 + 2xω + xt = xt+2 + 2xt+1 + xt = κxt+1 = κxω which leads to Q ′y < κy and
so κ ′ < κ by Lemma 2.7(ii).
Case 2. G contains the internal path of Type ii. It has been shown by Lemma 2.7 in [14].
This completes the proof. 
Finally, we introduce some formulas to calculate the Q-polynomials of some graphs based on the
following formulas (also known as “Schwenk formulas”, see [19]).
Lemma 2.9 (Schwenk formulas). Let G be a (simple) graph. Denote by C(v) (C(e)) the set of all cycles in
G containing a vertex v (resp. an edge e = uv). Then we have:
(i) φ(G, λ) = λφ(G − v, λ) −∑w∼v φ(G − v − w, λ) − 2∑C∈C(v) φ(G − V(C), λ),
(ii) φ(G, λ) = φ(G − e, λ) − φ(G − v − u, λ) − 2∑C∈C(e) φ(G − V(C), λ).
We assume that φ(G, λ) = 1 if G is the empty graph (i.e. with no vertices).
Lemma 2.10. Let G be a graph and Qv(G) the principal submatrix of Q(G) obtained by deleting the row
and column related to v and ϕ(Qv(G), λ) its characteristic polynomial. Then the following formula holds:
φ(S(G) − v, λ) = λm−n+1ϕ(Qv(G), λ2).
Proof. Let R be the vertex–edge incidence matrix of G and let Rv be the submatrix of R obtained by
deleting the row related to vertex v. Then the adjacency matrix of S(G) − v is(
0 RTv
Rv 0
)
.
So
φ(S(G) − v, λ) =
∣∣∣∣λIm −RTv−Rv λIn−1
∣∣∣∣ = λm−n+1 ∣∣∣λ2In−1 − RvRTv
∣∣∣ .
Since RvR
T
v = Qv(G) then we get the assertion. 
Theorem 2.2. Let G1 and G2 be two vertex-disjoint graphs, and G the graph obtained from G1 and G2 by
joining a vertex u of G1 to a vertex v of G2 by an edge. Then
ϕ(G) = ϕ(G1)ϕ(G2) − ϕ(G1)ϕ(Qv(G2)) − ϕ(G2)ϕ(Qu(G1)). (4)
Proof. Consider S(G) and let w be the vertex inserted in the edge uv of G in S(G). Since uv is a bridge
in G then there are not cycles through it in S(G). Then by Schwenk formula (i) applied at vertex w, we
have:
φ(S(G), λ) = λφ(S(G1), λ)φ(S(G2), λ) − φ(S(G1), λ)φ(S(G2) − v, λ)
− φ(S(G2), λ)φ(S(G1) − u, λ).
Since φ(S(G), λ) = λm−nϕ(G, λ2) and by Lemma 2.10 we get the assertion. 
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Remark 2.1. Formula (4) is equivalent to Formula (6) in [10]. By using Formula (4) of Theorem 2.2 it is
possible to obtain the results on limit points in a form close to the adjacency variant (see, for example,
Section 4). Clearly by using Formula (6) in [10], we can obtain the same results.
Corollary 2.1. Let G, G1, G2, . . . , Gk be k + 1 disjoint connected graphs and v ∈ V(G), vi ∈ V(Gi) (i =
1, 2, . . . , k). Let Hk be a graph obtained from G1, G2, . . . , Gk and G by adding k new edges to join vertex v
to v1, v2, . . . , vk , respectively. Then
ϕ(Hk) = ϕ(G)
k∏
i=1
(ϕ(Gi) − ϕ(Qvi(Gi))) − ϕ(Qv(G))
k∑
i=1
ϕ(Gi)
k∏
j=1
j /=i
(ϕ(Gj) − ϕ(Qvj(Gj))).
Proof. By induction on k we prove the corollary. If k = 1, from Theorem 2.2 we obtain that the result
holds. Assume next that k 2. Let Gi(v) be the graph obtained from Gi by attaching a new pendant
edge viv at vi (i = 1, 2, . . . , k). Then
ϕ(Qv(Gi(v))) = ϕ(Gi) − ϕ(Qvi(Gi)) (i = 1, 2, . . . , k).
Setting u = vk and v = v to Hk in Theorem 2.2, by the induction hypothesis, we arrive at
ϕ(Hk , q) = ϕ(Hk , q)
= det(qI − Q(Hk))
= ϕ(Hk−1)(ϕ(Gk) − ϕ(Qvk (Gk))) − ϕ(Gk)ϕ(Qv(G))
k−1∏
i=1
ϕ(Qv(Gi(v)))
=
⎡
⎢⎢⎣ϕ(G)
k−1∏
i=1
(ϕ(Gi) − ϕ(Qvi (Gi))) − ϕ(Qv(G)) ×
k−1∏
i=1
ϕ(Gi)
∏
i=1
j /=i
(ϕ(Gj) − ϕ(Qvj (Gj)))
⎤
⎥⎥⎦
× [ϕ(Gk) − ϕ(Qvk (Gk))]− ϕ(Gk)ϕ(Qv(G))
k−1∏
i=1
(ϕ(Gi) − ϕ(Qvi (Gi)))
= ϕ(G)
k∏
i=1
(ϕ(Gi) − ϕ(Qvi (Gi))) − ϕ(Qv(G)) ×
k∑
i=1
ϕ(Gi)
k∏
j=1
j /=i
(ϕ(Gj) − ϕ(Qvj (Gj))).
This completes the proof. 
3. Graphs whoseQ-index does not exceed 4.5
In [23]WooandNeumaier determined the graphswhose largest eigenvalue (of the adjacentmatrix)
ρ(G) is bounded by 3
2
√
2. They deﬁned the following graphs: an open quipu is a tree of maximum
valency 3 such that all vertices of degree 3 lie on a path; a closed quipu is a connected graph of
maximum valency 3 such that all vertices of degree 3 lie on a circuit, and no other circuit exists; a
dagger is a path with a 3-claw attached to an end vertex. By S1, S2 and S3 we denote the sets of open
quipus, closed quipus and daggers, respectively. Then they proved the following results:
Theorem 3.1. A connected graph G whose largest eigenvalue ρ(G) satisﬁes 2 < ρ(G) 3
2
√
2 belongs to
the set S1 ∪ S2 ∪ S3.
Note that the subdivision operation on a graph does not change the maximum degree. Since the
maximum degree of a dagger is 4, the Q-index of a dagger is at least 5 (see Lemma 2.6(ii)). Clearly, the
subdivision of an open quipu or a closed quipu is still an open quipu or a closed quipu respectively.
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Fig. 2. Graphs Ta,b,c , Qa,b,c , and Ha,b .
By using Lemma 2.4 we immediately obtain the following theorem, which describes the structures of
graphs whose Q-index does not exceed 4.5:
Theorem 3.2. Let G be a connected graph whose largest eigenvalue κ(G) satisﬁes 4 < κ(G) < 4.5. Then
G is an open or a closed quipu.
In this section, we will consider a subdivision of the interval (4,4.5] and we describe the structure
of graphswhoseQ-index belongs to a subinterval of (4,4.5]. More precisely, let G1, G2 and G3 be respec-
tively the sets of connected graphs of order nwhoseQ-index lies in
(
4, 2 + √5
]
,
(
2 + √5,  + 2
]
and
( + 2, 4.5], where  = 1
3
((
54 − 6√33
) 1
3 +
(
54 + 6√33
) 1
3
)
. Some graphs used in this section are
depicted in Fig. 2.
Remark 3.1. In the above ﬁgure and in the rest of the paper as well, by the symmetry of the above
graphs and without loss of generality, we set a b c in Ta,b,c , a c in Qa,b,c and a b in Ha,b.
Our main result is the following:
Theorem 3.3 (Main result). Let the set Gi (i = 1, 2, 3) be as deﬁned above. Then
(i) G1 = {T1,1,n−3|n 5}, G1 ⊂ S1;
(ii) G2 ⊂ S1 consists of the following graphs:
(a) T1,b,c for c  b 2;
(b) Qa,b,c for b f (a, c), where f (a, c) is an appropriate integral function.
(iii) G3 ⊂ S1\(G1 ∪ G2) ∪ S2.
In order to prove the above theorem, it is enough to show Theorems 3.5, 3.6 and 3.8. However the
set G2 and G3 are not completely described so we pose the following open problem:
Problem 1. Determine an accurate condition for G ∈ S1 ∪ S2 such that G ∈ G2 or G ∈ G3.
Now we make progress towards the main result step by step. Note that some proofs depends on
limit points for the Q-index which are calculated in Section 4.
Theorem 3.4. None of graphs can attain κ(G) = 2 + √5, or κ(G) =  + 2, or κ(G) = 4.5.
Proof. Recall that any graph polynomial is monic and with integer coefﬁcients. For contradiction
we assume that there exists a graph G satisfying κ(G) = 2 + √5 or κ(G) =  + 2 or κ(G) = 4.5. If
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κ(G) = 2 + √5, consider then S(G). By (3)we haveρ(S(G)) =
√
2 + √5 and itsminimal polynomial
(in Z[x]) contains complex roots, which is absurd. If κ(G) =  + 2 or κ(G) = 4.5 the minimal poly-
nomial in (Z[x]) is not monic, that is again absurd. Then 2 + √5,  + 2 and 4.5 cannot be the Q-index
of any graph. 
Lemma 3.1. If G ∈ G1 ∪ G2, thenΔ(G) = 3. Furthermore, there are at most two vertices of degree 3 in G.
Proof. If Δ(G) = 1, then G = P2. If Δ(G) = 2, then G is a path or a cycle. From Lemma 2.5 we have
κ(G) 4. If Δ(G) 4, then K1,4 is subgraph of G. From Lemma 2.2 we get κ(G) κ(K1,4) = 5. Hence,
Δ(G) = 3. This completes the ﬁrst part.
Now we show the second part. If G has at least three vertices of degree 3, then it must have Ha,b as
subgraph for some a, b 1 (note that G cannot have any cycle as subgraph, see the next lemma), and
we ﬁnd from Lemma 2.2 and Theorem 2.1(ii) that
κ(G) κ(Ha,b) > κ(Hn,n) > κ(T1,n,n)
for all n > b. By Corollary 4.3 we get κ(G) limn→∞ κ(T1,n,n) =  + 2.
This completes the proof. 
Lemma 3.2. If G ∈ G1 ∪ G2, then G is a tree.
Proof. If G is not a tree, then G must contain a cycle Cr as a proper subgraph. Since G is a connected
graph with Δ(G) = 3 (see Lemma 3.1), then K1(Cr) (see Theorem 4.1 for its deﬁnition) is a subgraph
of G. From Lemma 2.2 and Corollary 4.1 it follows that κ(G) κ(K1(Cr)) >  + 2. 
By Theorem 2.2 we get ϕ(T2,2,2) = q(q2 − 6q − 7)(q2 − 3q + 1)2 which yields κ(T2,2,2) = 3 +√
2 >  + 2, and thus the following lemma holds.
Lemma 3.3. Under the conditions in above lemma, then T2,2,2 is not a subgraph of G.
Theorem 3.5. G1 = {T1,1,n−3|n 5}.
Proof. Let G ∈ G1. From Lemmas 3.1 and 3.2, it follows that G is a tree having at most two vertices of
degree Δ(G) = 3.
If G has one vertex of degreeΔ(G) = 3, then G is a tree of type Ta,b,c . Since T2,2,2 is not a subgraph of
G (see Lemma 3.3), then amust be equal to 1. If b = 1, then G ∼= T1,1,n−3. Since κ(T1,1,1) = 4, then by
Lemma 2.2 and Corollary 4.2 we conclude that κ(T1,1,1) < κ(T1,1,n−3) < 2 +
√
5 if and only if n 5.
Let b 2. By calculation we get
ϕ(T1,2,2) = q(q − 2)(q2 − 5q + 3)(q2 − 3q + 1) and so
κ(T1,2,2) = 1
2
(5 + √13) > 2 + √5,
which implies for c  b 2 that κ(T1,b,c) κ(T1,2,2) > 2 +
√
5, since T1,2,2 is subgraph of T1,b,c .
If G has two vertices of degree 3, then by Lemma 3.3 we conclude that G must be a tree of type
Qa,b,c . From Theorem 2.1(iii) and Lemma 2.2 we get for any r > b that
κ(Qa,b,c) > κ(Qa,r,c) > κ(T1,1,r),
which implies by Corollary 4.2 that
κ(Qa,b,c) lim
r→∞ κ(T1,1,r) = 2 +
√
5.
This ends the proof. 
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Theorem 3.6. Let G ∈ G2. Then G is precisely one of the following graphs:
(i) T1,b,c for c  b 2;
(ii) There exists an integral function f (a, c) such that G = Qa,b,c for any b f (a, c).
Proof. By Lemmas 3.1 and 3.2, G is a tree having at most two vertices of degree Δ(G) = 3.
If G has one vertex of degree Δ(G) = 3, then G is a tree of type Ta,b,c . Lemma 3.3 and Theorem 3.5
show that a = 1 and c  b 2. As proved in Theorem 3.5, it is clear that 2 + √5 < κ(T1,2,2) κ(T1,b,c)
< κ(T1,r,r) for arbitrary r > c. Hence, by Corollary 4.3 we have
2 + √5 < κ(T1,b,c) lim
r→∞ κ(T1,r,r) =  + 2.
If G has two vertices of degree 3, by Lemma 3.3 we conclude that G must be a tree of type Qa,b,c .
From Theorem 2.1(iii) and Lemma 2.2 we get for any r > b that
κ(Qa,b,c) > κ(Qa,r,c) > κ(T1,1,r),
which implies by Corollary 4.2 that
κ(Qa,b,c) lim
r→∞ κ(T1,1,r) = 2 +
√
5.
For t > max{a, b − 1, c}, we get, from Lemma 2.2, Theorem 4.4 and Corollary 4.3, that
lim
n→∞ κ(Qa,b,c) = max
⎧⎨
⎩ lima→∞
b→∞
κ(P2(Pa, Pb−1)), lim
b→∞
c→∞
κ(P2(Pb−1, Pc))
⎫⎬
⎭ limt→∞ κ(P2(Pt , Pt)) =  + 2.
Thus, for any given a and c, there exists a constant f (a, c) such that κ(Qa,b,c) <  + 2 if and only if
b f (a, c).
This completes the proof. 
In general, the values of f (a, c) are difﬁcult to obtain. Nevertheless, we try to provide much more
information for it (see Theorem 3.7). Now we introduce the following lemma, whose proof can be
found for (i) in [2] and for (ii) in [22].
Recall that ρ(G) is the largest eigenvalue of the adjacency matrix of a graph G.
Lemma 3.4. Let the graphs Ndi and P
m,m,d
i,j be deﬁned in Fig. 3. Then
(i) limd→∞ ρ(Nd d
2
) = α, where α =
√
 + 2;
(ii) Set 0 i < j
⌊
d−k−1
2
⌋
. Then
(a) if d = 2k, then ρ
(
P
m,m,d
i,i+k+1
)
= ρ
(
P
m,m,d
j,j+k+1
)
;
(b) if d > 2k, then ρ
(
P
m,m,d
i,i+k+1
)
< ρ
(
P
m,m,d
j,j+k+1
)
;
(c) if d < 2k, then ρ
(
P
m,m,d
i,i+k+1
)
> ρ
(
P
m,m,d
j,j+k+1
)
.
Fig. 3. The graphs Ndi and P
m,m,d
i,j
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Theorem 3.7. Let Qa,b,c be the graph deﬁned in Fig. 2 and r = a + b + c. Then
(i) if b a + c + 1, then κ(Qa,b,c)  + 2;
(ii) if r is sufﬁciently large, then κ(Qa,b,c) <  + 2 implies b a + c + 1.
Proof. From Lemma 2.4 we have that
κ(Qa,b,c)  + 2 that is equivalent to ρ(S(Qa,b,c))
√
 + 2 = α.
Note, S(Qa,b,c) ≡ P2,2,2(a+b+c)2a,2(a+b) . By Lemma 3.4(ii-a) we get that
ρ
(
N
2(a+b+c+1)
a+b+c−1 ≡ P2,2,2(a+b+c)0,2b
)
= ρ
(
P
2,2,2(a+b+c)
1,2b+1
)
= · · · = ρ
(
P
2,2,2(a+b+c)
2a,2(a+b)
)
if and only if b = a + c + 1. Furthermore if s = a + c, by Lemma 3.4(i) we get
lim
s→∞ ρ
(
N
2(2s+2)
2s ≡ N2(2s+2)2s+2
)
= α.
In addition, by Lemma 3.4(ii-c) we ﬁnally get that ρ
(
P
2,2,2(a+b+c)
2a,2(a+b)
)
α if b a + c + 1 which means
limr→∞ κ(Qa,a+c+1,c)α2 =  + 2 if b a + c + 1. This ends the proof of (i).
Now we show the second one. By contradiction we assume b a + c. It is just equivalent to the
condition of Lemma 3.4(ii-b) that d > 2k, where the corresponding d = 2(a + b + c) and k = 2b − 1
in P
2,2,2(a+b+c)
2a,2(a+b) . Then by lemma 3.4(ii-b) we have for r = a + b + c that
ρ
(
P
2,2,2(a+b+c)
2a,2(a+b)
)
> ρ
(
P
2,2,2(a+b+c)
0,2b ≡ N2(a+b+c+1)a+b+c−1
)
= ρ
(
N
2(r+1)
r−1
)
. (5)
Note that ρ
(
N
2(r−1)
r−1
)
< ρ
(
N
2(r+1)
r−1
)
< ρ
(
N
2(r+3)
r+3
)
(since Lemma 2.2 holds also for ρ(G)). Then
α = lim
r→∞ ρ
(
N
2(r−1)
r−1
)
 lim
r→∞ ρ
(
N
2(r+1)
r−1
)
 lim
r→∞ ρ
(
N
2(r+3)
r+3
)
= α
implying limr→∞ ρ
(
N
2(r+1)
r−1
)
= α, and and thusρ
(
P
2,2,2(a+b+c)
2a,2(a+b)
)
αmeaning κ(Qa,b,c)α2 =  +
2. Hence, it contradicts the condition of (ii).
This ﬁnishes the proof. 
Remark 3.2. Theabove theoremnearlygivesanecessaryandsufﬁcient condition fora,band c such that
κ(Qa,b,c) <  + 2, however it canbe that for someparticular values of a,b and cwith b < a + c + 1we
have that κ(Qa,b,c) <  + 2. Computer calculations conﬁrm that if b a + c then κ(Qa,b,c) >  + 2.
We will then pose the following conjecture.
Conjecture 1. κ(Qa,b,c) <  + 2 if and only if b a + c + 1.
In order to prove the above conjecture it can be useful to rely on subdivision graphs. By Theorem
2.1, we have that
κ(Q1,k−1,k−1) > κ(Q1,k,k−2) (6)
for any k ∈ N. Then if one proves that {κ(Q1,k−1,k−1)}k∈N is a monotone decreasing sequence then
κ(Q1,k−1,k−1) >  + 2 for any k and Conjecture 1 holds by (3), Lemma 3.4(ii) and Theorem 2.1. Clearly
(6) is equivalent toρ
(
P
2,2,2(2k−1)
2,2k ≡ S(Q1,k−1,k−1)
)
>ρ
(
P
2,2,2(2k−1)
1,2k−1
)
>ρ
(
P
2,2,2(2k−1)
2,2(k+1) ≡ S(Q1,k,k−2)
)
.
Then Conjecture 1 can be expressed by the following:
Conjecture 2. LetGk= P2,2,2(2k−1)1,2k−1 . {ρ(Gk)}k∈N is amonotonicdecreasing sequence,with limk→∞ ρ(Gk)= α. Furthermore ρ(Gk) > α for any k ∈ N.
Finally, the theorem below follows from Lemma 2.4 and Theorems 3.2, 3.5 and 3.6:
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Theorem 3.8. A graph belongs to G3 if and only if it has the same structures as those of graphs in S1\(G1 ∪
G2) ∪ S2.
4. The limit point of theQ-index of graphs
The study of limit points of eigenvalues of adjacency matrices of graphs was initiated by Hoffman
[13]. See [15,16,20,11] for more details about the limit points. In this section, we investigate the limit
points of the Q-index of some classes of graphs. From Lemma 2.1 we shall see that Theorems 3.1–3.3
in [16] are respectively the corollary of Theorems 4.2–4.4 in this paper, since his theorems are only
proved for the bipartite graphs.Wewouldmention, however, thatwe adopt Guo’s andHoffman’s ideas
to prove these three theorems.
Recall, for a given graphG, |qIn − Q(G)| = ϕ(Q(G), q) = ϕ(Q(G)) = ϕ(G)will denote the signless
Laplacian characteristic polynomial of G. With ϕ(M, q) = ϕ(M), where M is a square matrix, we will
denote the characteristic polynomial ofM, when matrixM does not represent a graph.
The lemma below was ﬁrst proved for the characteristic polynomial of the Laplacian matrix of a
path [16]. Since a path is bipartite, by Lemma 2.1 we get the following lemma:
Lemma 4.1. Let a = q−2+
√
q2−4q
2
and b = q−2−
√
q2−4q
2
. Then ϕ(Pn) = q√
q2−4q (a
n − bn).
LetMn and Nn be the matrices of order n obtained from Q(Pn+1) and Q(Pn+2) by deleting the row
and column corresponding to some end vertex of the path Pn+1 and by deleting the rows and columns
corresponding to the two end vertices of Pn+2, respectively.
Lemma 4.2. Let ϕ(P0) = 0,ϕ(M0) = 1 and ϕ(N0) = 1. Then
(i) ϕ(Mn) = 1qϕ(Pn+1) + 1qϕ(Pn) = 1√q2−4q (a
n+1 + an − bn+1 − bn);
(ii) ϕ(Pn+1) = (q − 2)ϕ(Pn) − ϕ(Pn−1), where n 1;
(iii) ϕ(Nn) = 1qϕ(Pn+1) = 1√q2−4q (a
n+1 − bn+1);
(iv) ϕ(Cn) = 1qϕ(Pn+1) − 1qϕ(Pn−1) − 2 = 1√q2−4q (a
n+1 − bn+1 − an−1 + bn−1 − 2
√
q2 − 4q).
Proof. The second equality in each item follows from the ﬁrst equality and Lemma 4.1. Nowwe prove
the ﬁrst equalities. From the property of determinant it follows that
ϕ(Mn) =
∣∣∣∣∣∣∣∣∣∣∣∣
q − 1 − 1 −1 0 · · · 0
−1 q − 2 −1 · · · 0
0 −1 q − 2 · · · 0
...
...
...
. . .
...
0 0 0 · · · q − 1
∣∣∣∣∣∣∣∣∣∣∣∣
= ϕ(Pn) − ϕ(Mn−1). (7)
From Theorem 2.2 we get
ϕ(Pn+1) = (q − 1)ϕ(Pn) − qϕ(Mn−1), (8)
which, together with (7), yields that (i) holds. Clearly, (ii) follows from (i) and (8).
By induction on nwe show (iii). The result is obvious for n = 1, 2. Assume that n 3. By expanding
determinant ϕ(Nn) by the ﬁrst row we get ϕ(Nn) = (q − 2)ϕ(Nn−1) − ϕ(Nn−2). From (ii) and the
inductive hypothesis we arrive at
ϕ(Nn) = (q − 2)ϕ(Nn−1) − ϕ(Nn−2) = 1
q
[(q − 2)ϕ(Pn) − ϕ(Pn−1)] = 1
q
ϕ(Pn),
which ends the proof of (iii).
Now we prove the last one. Expanding the determinant ϕ(Cn) by the ﬁrst row, then expanding the
two determinants obtained by the ﬁrst column we obtain that
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ϕ(Cn) =
∣∣∣∣∣∣∣∣∣∣∣∣
q − 2 −1 0 · · · −1
−1 q − 2 −1 · · · 0
0 −1 q − 2 · · · 0
...
...
...
. . .
...
−1 0 0 · · · q − 2
∣∣∣∣∣∣∣∣∣∣∣∣
= (q − 2)ϕ(Nn−1) +
∣∣∣∣∣∣∣∣∣∣∣∣
−1 −1 0 · · · 0
0 q − 2 −1 · · · 0
0 −1 q − 2 · · · 0
...
...
...
. . .
...
−1 0 0 · · · q − 2
∣∣∣∣∣∣∣∣∣∣∣∣
+
∣∣∣∣∣∣∣∣∣∣∣∣
−1 q − 2 −1 · · · 0
0 −1 q − 2 · · · 0
0 0 −1 · · · 0
...
...
...
. . .
...
−1 0 0 · · · −1
∣∣∣∣∣∣∣∣∣∣∣∣
= (q − 2)ϕ(Nn−1) − 2ϕ(Nn−2) − 2 (substitute (iii) into this equality)
= q − 2
q
ϕ(Pn) − 2
q
ϕ(Pn−1) − 2
= 1
q
[(q − 2)ϕ(Pn) − ϕ(Pn−1) − ϕ(Pn−1)] − 1
= 1
q
ϕ(Pn+1) − 1
q
ϕ(Pn−1) − 2.
This completes the proof of the lemma. 
Remark 4.1. It is a remarkable fact that the aboveequalities canbeobtained in anundirectway through
(2), (3) and Lemma 2.9.
Theorem 4.1. Let Gu(Cn) (or simply G(Cn)) be the graph obtained from two vertex-disjoint graphs G and
Cn by adding a new edge joining a vertex u of G with a vertex v of Cn. Then
(i) limn→∞ κ(Gu(Cn)) = τu(G) exists and τu(G) > 4. Indeed, τu(G) is the limit point of the Q-index
of graph sequence {Gu(Cn)}.
(ii) τu(G) is the largest root of the equation
1−b−b2
1−b2 ϕ(G) − ϕ(Qu(G)) = 0, where b =
q−2−
√
q2−4q
2
.
Proof. From Theorem 2.1(iii) and Lemma 2.6(ii) we respectively get κ(Gu(Cn)) > κ(Gu(Cn+1)) and
κ(Gu(Cn))Δ(Gu(Cn)) + 1, which implies that limn→∞ κ(Gu(Cn)) = τu(G) exists. We obtain from
Lemma 2.6(ii) that τu(G) > 4. This completes the proof of (i).
Next we show (ii). From Theorem 2.2 and Qv(Cn) = Nn−1 we get
ϕ(Gu(Cn)) = ϕ(G)ϕ(Cn) − ϕ(G)ϕ(Qv(Cn) − ϕ(Cn)ϕ(Qu(G))
= ϕ(Cn)
(
ϕ(G) − ϕ(Qu(G)) − ϕ(G)ϕ(Nn−1)
ϕ(Cn)
)
.
From Lemma 4.2(ii) and (iv), we obtain for q > 4 (which implies that a > 1 and b = 1
a
< 1)
lim
n→∞
ϕ(Nn−1)
ϕ(Cn)
= lim
n→∞
an − bn
an+1 − bn+1 − an−1 + bn−1 − 2
√
q2 − 4q
=
1
a
1 − 1
a2
= b
1 − b2 .
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Hence, we arrive at
lim
n→∞
(
ϕ(G) − ϕ(Qu(G)) − ϕ(G)ϕ(Nn−1)
ϕ(Cn)
)
= ϕ(G) − ϕ(Qu(G)) − ϕ(G) b
1 − b2
= 1 − b − b
2
1 − b2 ϕ(G) − ϕ(Qu(G)).
Since τu(G) > 4, we know that τu(G) is the largest positive root of the following equation:
lim
n→∞
(
ϕ(G) − ϕ(Qu(G)) − ϕ(G)ϕ(Nn−1)
ϕ(Cn)
)
= 0.
This completes the proof. 
Recall that  = 1
3
((
54 − 6√33
) 1
3 +
(
54 + 6√33
) 1
3
)
≈ 2.382975767.
Corollary 4.1. Let G = K1, an isolated vertex u, in Theorem 4.1. Then
lim
n→∞ κ(K1(Cn)) =  + 2 and κ(K1(Cn)) >  + 2.
Proof. By Theorem 4.1(i) we get that limn→∞ κ(K1(Cn)) exists. By Lemma 2.6(ii) κ(K1(Cn)) > 4
implying limn→∞ κ(K1(Cn)) > 4. Sinceϕ(K1) = q andϕ(Qu(K1)) = ϕ(M0) = 1 (see the conditionof
Lemma4.2), by Theorem4.1(ii), we get limn→∞ κ(K1(Cn)) is the largest root of the following equation:
1 − b − b2
1 − b2 ϕ(K1) − ϕ(Qu(K1)) = 0 that is
1 − b − b2
1 − b2 q − 1 = 0,
where b = q−2−
√
q2−4q
2
. By computationwe get that the largest root of the above equation is  + 2. So
wehave limn→∞ κ(K1(Cn)) =  + 2. ByTheorem2.1(iii),wehave thatκ(K1(Cn)) is strictly decreasing
when n increases, which indicates that κ(K1(Cn)) >  + 2. 
It has been proved that the Laplacian eigenvalues of the path Pn are
{
4 sin2 r
2n
π , 0 r  n − 1
}
(see [1]) which, together with Lemma 2.1, yields the following lemma.
Lemma 4.3. Let Pn be a path of order n. Then limn→∞ κ(Pn) = 4.
Theorem 4.2. Let Gu(Pn) (or simply G(Pn)) be the graph obtained from two vertex-disjoint graphs G and
Pn by adding a new edge joining a vertex u of G with an end vertex of Pn. Then
(i) limn→∞ κ(Gu(Pn)) = τu(G) exists and τu(G) 4. Indeed, τu(G) is the limit point of the Q-index
of graph sequence {Gu(Pn)}.
(ii) If τu(G) > 4, then τu(G) is the largest root of the equation
q+
√
q2−4q
2q
ϕ(G) − ϕ(Qu(G)) = 0.
Proof. By Lemmas 2.2 and 2.6(i) we respectively get that κ(Gu(Pn)) < κ(Gu(Pn+1)) and κ(Gu(Pn))
2Δ(Gu(Pn)). Thus these two inequalities implies that limn→∞ κ(Gu(Pn)) = τu(G) exists. If Gu(Pn) is a
path, then by Lemma 4.3 we get τu(G) = 4. Otherwise, we obtain from Lemma 2.6(ii) that τu(G) > 4.
This completes the proof of (i).
Next we show (ii). From Theorem 2.2 we get
ϕ(Gu(Pn)) = ϕ(G)ϕ(Pn) − ϕ(Qu(G))ϕ(Pn) − ϕ(G)ϕ(Mn−1)
= ϕ(Pn)
(
ϕ(G) − ϕ(Qu(G)) − ϕ(G)ϕ(Mn−1)
ϕ(Pn)
)
.
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From Lemmas 4.1 and 4.2(i) we obtain for q > 4 (which implies that a > 1 and b = 1
a
< 1) that
lim
n→∞
ϕ(Mn−1)
ϕ(Pn)
= lim
n→∞
an + an−1 − bn − bn−1
q(an − bn) =
1 + 1
a
q
= q −
√
q2 − 4q
2q
. (9)
Hence, we arrive at
lim
n→∞
(
ϕ(G) − ϕ(Qu(G)) − ϕ(G)ϕ(Mn−1)
ϕ(Pn)
)
= ϕ(G) − ϕ(Qu(G)) − ϕ(G)
q −
√
q2 − 4q
2q
= q +
√
q2 − 4q
2q
ϕ(G) − ϕ(Qu(G)).
Since τu(G) > 4, we know that τu(G) is the largest positive root of the following equation:
lim
n→∞
(
ϕ(G) − ϕ(Qu(G)) − ϕ(G)ϕ(Mn−1)
ϕ(Pn)
)
= 0.
This ends the proof. 
Corollary 4.2. Let G = K1,2 and u the center of K1,2 in Theorem 4.2. Then
lim
n→∞ κ(K1,2(Pn)) = 2 +
√
5 and κ(K1,2(Pn)) < 2 +
√
5.
Proof. From Theorem 4.2(i) we know that limn→∞ κ(K1,2(Pn)) exists. A direct calculation shows
that κ(K1,2(P2)) > 4 and so limn→∞ κ(K1,2(Pn)) > 4. From Theorem 4.2(ii) it follows that
limn→∞ κ(K1,2(Pn)) is the largest root of the following equation:
q +
√
q2 − 4q
2q
ϕ(K1,2) − ϕ(Qu(K1,2)) = 0.
By substituting ϕ(K1,2) = q(q − 1)(q − 3) and ϕ(Qu(K1,2)) = (q − 1)2 into the above equation, we
obtain by a straightforward calculation that the largest root of the above equation is 2 + √5. Theorem
2.1(ii) showsthatκ(K1,2(Pn)) is strictly increasingwhenn increases,which indicates thatκ(K1,2(Pn)) <
2 + √5. 
Theorem 4.3. Let Gu(Pn, Pn) (or simply G(Pn, Pn)) be the graph obtained from a connected non-trivial
graph G and two paths Pn by adding two new edges joining vertex u of G to vertices u1 and u2, respectively,
where u1 is an end vertex of a Pn and v2 is an end vertex of the other Pn. Then
(i) limn→∞ κ(Gu(Pn, Pn)) = τu(G) exists and τu(G) > 4. Indeed, τu(G) is the limit point of the Q-
index of graph sequence {Gu(Pn, Pn)} .
(ii) τu(G) is the largest positive root of the equation
q+
√
q2−4q
4q
ϕ(G) − ϕ(Qu(G)) = 0.
Proof. By a similar method as that of Theorem 4.2, (i) holds.
Now let us consider (ii). From Corollary 2.1, we get
ϕ(Gu(Pn, Pn)) = ϕ(G)(ϕ(Pn) − ϕ(Mn−1))2 − 2ϕ(Qu(G))ϕ(Pn)(ϕ(Pn) − ϕ(Mn−1))
= ϕ(Pn)2
⎡
⎣ϕ(G)
(
1 − ϕ(Mn−1)
ϕ(Pn)
)2
− 2ϕ(Qu(G))
(
1 − ϕ(Mn−1)
ϕ(Pn)
)⎤⎦ .
Since τu(G) > 4, then τu(G) is the largest positive root of the following equation:
lim
n→∞
⎛
⎝ϕ(G)
(
1 − ϕ(Mn−1)
ϕ(Pn)
)2
− 2ϕ(Qu(G))
(
1 − ϕ(Mn−1)
ϕ(Pn)
)⎞⎠ = 0.
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From (9), for q > 4 we arrive at
lim
n→∞
⎛
⎝ϕ(G)
(
1 − ϕ(Mn−1)
ϕ(Pn)
)2
− 2ϕ(Qu(G))
(
1 − ϕ(Mn−1)
ϕ(Pn)
)⎞⎠
= ϕ(G)
(
q +
√
q2 − 4q
)2
4q2
− ϕ(Qu(G)
q +
√
q2 − 4q
q
= q +
√
q2 − 4q
q
⎛
⎝q +
√
q2 − 4q
4q
ϕ(G) − ϕ(Qu(G)
⎞
⎠ ,
which implies that (ii) holds. 
Corollary 4.3. Let G = P2 and u be a vertex of P2 in Theorem 4.3. Then
lim
n→∞ κ(P2(Pn, Pn)) =  + 2 and κ(P2(Pn, Pn)) <  + 2.
Proof. From Theorem 4.3(i) we know that limn→∞ κ(P2(Pn, Pn)) exists. A direct calculation shows
that κ(P2(P2, P2)) > 4 and so limn→∞ κ(P2(Pn, Pn)) > 4. From Theorem 4.3(ii) it follows that
limn→∞ κ(P2(Pn, Pn)) is the largest root of the following equation:
q +
√
q2 − 4q
4q
ϕ(P2) − ϕ(Qu(P2)) = 0.
By substituting ϕ(P2) = q(q − 2) and ϕ(Qu(P2)) = q − 1 into the above equation, we obtain by a
straightforward calculation that the largest root of the above equation is  + 2. By Theorem 2.1(ii) we
have that κ(P2(Pn, Pn)) is strictly increasing when n increases, which indicates that κ(P2(Pn, Pn)) <
 + 2. 
Theorem 4.4. Let X and Y be two vertex-disjoint connected graphs, x a vertex of X and y a vertex of Y .
Let G = Gxy(X , Y; Pn) be the graph obtained from X , Y and a new path Pn, v1v2 · · · vn, of length n − 1 by
adding edges xv1 and yvn. Then
lim
n→∞ κ(G) = max
{
lim
n→∞ κ(Xx(Pn)), limn→∞ κ(Yy(Pn))
}
.
Proof. The existence of limn→∞ κ(Xx(Pn)) and limn→∞ κ(Yy(Pn)) follows from Theorem 4.2(i). If
v1v2 · · · vn is an internal path of Gxy(X , Y; Pn), then from Lemma 2.6(ii) and Theorem 2.1(iii) we know
that limn→∞ κ(G) exists. Otherwise, we get that Xx(Pn) or Yy(Pn) is a path. So by Theorem 4.2(i) again,
limn→∞ κ(G) also exists.
If limn→∞ κ(G) = 4, then G is a path for any n, and so Xx(Pn) and Yy(Pn) are paths. Then
limn→∞ κ(G) = limn→∞ κ(Xx(Pn)) = limn→∞ κ(Yy(Pn)) = 4, and the theorem clearly holds.
If limn→∞ κ(G) > 4, then applying Theorem 2.2 twice we obtain
ϕ(G) = ϕ(Xx(Pn))ϕ(Y) − ϕ(Xx(Pn))ϕ(Qy(Y)) − ϕ(Y)ϕ(Qvn(Xx(Pn)))
= [(ϕ(X) − ϕ(Qx(X)))ϕ(Pn) − ϕ(X)ϕ(Mn−1)] [ϕ(Y) − ϕ(Qy(Y))]
− ϕ(G2) [ϕ(Mn−1)(ϕ(X) − ϕ(Qx(X))) − ϕ(X)ϕ(Nn−2)] .
Substituting Lemma 4.2(iii) into the above equality, we get
ϕ(G) = ϕ(Pn)
[(
ϕ(X) − ϕ(Qx(X)) − ϕ(X)ϕ(Mn−1)
ϕ(Pn)
)
(ϕ(Y) − ϕ(Qy(Y)))
− ϕ(Y)ϕ(Mn−1)
ϕ(Pn)
(
ϕ(X) − ϕ(Qx(X)) − ϕ(X) ϕ(Pn−1)
qϕ(Mn−1)
)]
 ϕ(Pn)gn(q).
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Since limn→∞ κ(G) > 4, then limn→∞ κ(G) is the largest positive root of the equation
lim
n→∞ gn(q) = 0.
From Lemma 4.1 and Lemma 4.2(i), we have for q > 4 (implying a > 1 and b < 1) that
lim
n→∞
ϕ(Pn−1)
xϕ(Mn−1)
= lim
n→∞
an−1 − bn−1
an + an−1 − bn − bn−1
= 1
1 + a =
q −
√
q2 − 4q
2q
 h(q). (10)
By (9) and (10), we get for q > 4 that
lim
n→∞ gn(q) = (ϕ(X) − ϕ(Qx(X)) − h(q)ϕ(X))
(
ϕ(Y) − ϕ(Qy(Y)))
− h(q)ϕ(Y) (ϕ(X) − ϕ(Qx(X)) − h(q)ϕ(X))
= (ϕ(X) − ϕ(Qx(X)) − h(q)ϕ(X)) (ϕ(Y) − ϕ(Qy(Y)) − h(q)ϕ(Y))
=
⎛
⎝q +
√
q2 − 4q
2q
ϕ(X) − ϕ(Qx(X))
⎞
⎠
⎛
⎝q +
√
q2 − 4q
2q
ϕ(Y) − ϕ(Qy(Y))
⎞
⎠ ,
which indicates from Theorem 4.2(ii) that the theorem holds. 
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