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 An L1 Estimation Algorithm with
Degeneracy and Linear Constraints
Mingren Shi ∗ Mark A. Lukas ∗
Abstract
An implementation of the reduced gradient algorithm is proposed to solve the linear L1 estimation problem
(least absolute deviations regression) with linear equality or inequality constraints, including rank deﬁcient
and degenerate cases. Degenerate points are treated by solving a derived L1 problem to give a descent
direction. The algorithm is a direct descent, active set method that is shown to be ﬁnite. It is geometrically
motivated and simpler than the projected gradient algorithm (PGA) of Bartels, Conn and Sinclair, which
uses a penalty function approach for the constrained case. Computational experiments indicate that the
proposed algorithm compares favourably, both in reliability and eﬃciency, to the PGA, to the algorithms
ACM551 and AFK (which use an LP formulation of the L1 problem) and to LPASL1 (which is based
on the Huber approximation method of Madsen, Nielsen and Pinar). Although it is not as eﬃcient as
ACM552 (Barrodale-Roberts algorithm) on large scale unconstrained problems, it performs better on large
scale problems with bounded variable constraints.
Key words: linear model, L1 estimation, least absolute deviations, regression, degeneracy, linear con-
straints, reduced gradient algorithm, active set.
AMS (MOS) subject classiﬁcations: 65U05, 62G05, 62J05
Abbreviated title: An L1 estimation algorithm
1. Introduction
Given a linear model
bi = aT
i x +  i,i =1 ,...,m 1,
with linear equality or inequality constraints on x, a robust estimate can be deﬁned by L1 estimation, also
called the method of least absolute deviations. The general form of this estimation problem (denoted LL1)
can be written as
minimize S(x)=
m1  
i=1
|a
T
i x − bi|, x ∈ 
n, (1.1A)
subject to aT
i x − bi =0 ,i ∈E= {m1 +1 ,m 1 +2 ,...,m 1 + l}, (1.1B)
aT
i x − bi ≤ 0,i ∈I= {m1 + l +1 ,...,m 1 + m2}. (1.1C)
Here n ≥ 2a n dl<n<m 1 + m2.L e t UL1 denote the corresponding unconstrained regression problem.
The LL1 problem arises naturally in the solution of curve ﬁtting problems and discretized inverse problems
using the L1 norm criterion, subject to constraints such as non-negativity or monotonicity [30,33,35].
It is well known that (1.1) can be formulated as a linear programming (LP) problem [13,34]. Eﬃ-
cient simplex-like methods that exploit the special structure of the LP problem have been developed (see
[12,15,16,24] for a historical development). The algorithms ACM551 of Abdelmalek [1] (for UL1)a n d
ACM552 of Barrodale and Roberts [4,5,6] (for both UL1 and LL1), which are available from the Netlib
Software Library, and the algorithm (denoted AFK) of Armstrong, Frome and Kung [2] (for UL1), whose
Fortran code is given in [2], are of this type (see also [3]). Other eﬃcient methods are based on a direct
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1descent, active set approach (see [7,8,9,11,24,25]). This includes the projected gradient algorithm (PGA) of
Bartels, Conn and Sinclair [7,8,9], which is available as the NAG library routine E02GBF or from Netlib as
ACM563 (for both UL1 and LL1), and the reduced gradient algorithm (RGA) developed by Bloomﬁeld and
Steiger [12] and Osborne [24,25]. As shown in [12,24], except for the start-up phase, all the above algorithms
are actually equivalent for nondegenerate unconstrained problems, in that they produce the same sequence
of iterates. However, there are diﬀerences in their implementation. An interior point method has been
proposed in [38]. Recent work on a continuation method with a Huber approximation of the L1 function has
achieved promising computational results (see [18,19,20,21,23,26]). In particular, the algorithm of Madsen,
Nielsen and Pinar [21] is available (for the unconstrained case) as the routine LPASL1 [20] from the authors
or the routine LAV in the SAS IML library.
In this paper, we adapt and implement the RGA for the general LL1 problem, in particular, presenting a
treatment for the degenerate case. The RGA is an active set method and was motivated by the corresponding
algorithm (of the same name) for LP problems (see [10,24]), which can be regarded as more natural than
the simplex algorithm. See [31] for an illustration of the simple geometry of the algorithm.
First, in Section 2, we state the main optimality conditions for the LL1 problem and give the main stages
of the RGA in the nondegenerate case. It is known (see [12]) that the treatment of degenerate L1 problems is
diﬃcult. Direct application of the algorithm given in Section 2 may result in cycling at some points. Sadovski
[27] is aware of the cycling problem for L1 line ﬁtting, but his code only gives a failure indication. Seneta
and Steiger [29] characterize degeneracy but bypass the treatment of it when it is diagnosed. Osborne [24]
and Bartels and Conn [7] treat degenerate points using a perturbation approach. In Section 3, we develop
a method for dealing with degeneracy that uses the active set framework of the RGA. For each degenerate
point, we solve a derived LL1 problem (or sequence of these), which either shows the point is optimal or
gives a descent direction. Section 4 describes the implementation of the RGA. To ﬁnd a feasible starting
point for the LL1 problem, an auxiliary LP problem is solved using an active set algorithm from [36,37]. It
is shown that the resulting algorithm for the LL1 problem is ﬁnite. Results about the stability of solutions
to the LL1 problem are derived elsewhere (see [32]).
The proposed RGA algorithm has been implemented in a Fortran 77 routine and the code is available from
the authors. Section 5 contains the results of computational experiments with the RGA routine on several
examples from the literature, including a rank deﬁcient problem, a highly degenerate problem and randomly
generated, large scale problems of several sizes. These results are compared with those obtained using the
PGA, ACM551, ACM552, AFK and LPASL1 algorithms. For the smaller problems, all the algorithms
found correct solutions, except in the rank deﬁcient problem, the PGA routine E02GBF terminated due to
ill-conditioning. Also, AFK and LPASL1 could not be used directly on this problem. For the large scale
unconstrained problems, PGA (ACM563) failed in several cases (possibly in its handling of degeneracy) and
LPASL1 failed in the largest case. The computer user times indicate that RGA compares favourably with
PGA, ACM551, AFK and LPASL1 (with their default starting points). However, using the L2 solution as a
starting point, ACM552 performed better than RGA on problems with large numbers of variables.
The last example in Section 5 involves large scale problems with both upper and lower bounds on the
variables. Of the algorithms above, only RGA, PGA and ACM552 can be applied here, but PGA (ACM563)
2failed on all problems with more than 15 variables. RGA and ACM552 were applied succesfully using each
of the upper bound vector and the midpoint of the bounds as the starting point, and it was found that in
both cases RGA was more eﬃcient. Also, unlike ACM552, the RGA routine has the advantage of allowing
the user to directly choose the starting point without transforming the problem.
2. Optimality conditions and the reduced gradient algorithm
Optimality conditions for a general class of problems including (1.1) were proved in [24] using methods of
convex analysis. For the LL1 problem (1.1) itself, a simpler proof using the Farkas lemma can be derived,
but here we only give the result.
Let the active set at a given point x be
A = A(x)={i| ri(x) ≡ aT
i x−bi =0 , 1 ≤ i ≤ m1+m2}, (2.1A)
and denote
AS = A∩{1,...,m 1}, AI = A∩I, Ac
S = {1,...,m 1}\A S. (2.1B)
Theorem 2.1 Necessary conditions for x∗ to be a solution to (1.1), assuming that the corresponding active
gradient vectors {ai,i ∈A ∗ = A(x∗)} are linearly independent, are that there exist multipliers λ∗
i,i ∈A ∗,
such that
a
T
i x
∗ − bi =0 ,i∈E, and a
T
i x
∗ − bi ≤ 0,i ∈I , (2.2)
c ≡
 
i∈Ac
S
∗
σiai =
 
i∈A∗
S
λ∗
iai +
 
i∈E
λ∗
iai +
 
i∈A∗
I
λ∗
iai, (2.3A)
|λ
∗
i|≤1,i ∈A
∗
S, (2.3B)
λ∗
i ≤ 0,i ∈A ∗
I, (2.3C)
where Ac
S
∗ = {1,2,...,m 1}\A ∗
S and σi = σi(x)=s i g n ( ri(x)). Conversely, (2.2) and (2.3) (without any
requirement of linear independence) are suﬃcient conditions for x∗ to be a solution. 
T h ea c t i v es e tm e t h o df o rL1 norm minimization relies on the fundamental, well-known fact that the
function S(x) attains its minimum at a special point, which is similar to a basic point for LP problems and
will be called a base point. (In [12], it is called an extreme point and in [25], the corresponding point of the
graph of S(x) is called an exposed point.)
Deﬁnition 2.1 Assuming that A is the active set at a given point x and r ≡ rank{ai, 1 ≤ i ≤ m1+m2}≤
n,w es a yx is a base point of problem (1.1) if the rank of the active gradient vectors {ai| i ∈A }is r.
Theorem 2.2 The minimum value of problem (1.1) is achieved and can be found at a (feasible) base point
of (1.1). (It is assumed that the feasible region is not empty.)
It is clear from the above that a solution to the LL1 problem can be obtained from the set of base points.
After ﬁnding a starting base point, we move along a descent direction to another base point, and repeat this
procedure until an optimal base point is reached. The main stages of the RGA for the nondegenerate case,
which is deﬁned below, are given in Algorithm 2.1. See Section 4 for the details.
Deﬁnition 2.2 A (feasible) base point x is nondegenerate if the active gradient vectors {ai| i ∈A }are
linearly independent. If every (feasible) base point of problem (1.1) is nondegenerate, the problem (1.1) is
said to be nondegenerate and otherwise it is degenerate.
3Algorithm 2.1 (For simplicity, here we assume that r = n. It will be seen in Section 4 that this
assumption can be removed.)
Suppose that   x is feasible for (1.1) and is a nondegenerate base point of (1.1). Let its active set be
  A = {j1,j 2,...,j n}, and denote   AS =   A∩{ 1,...,m 1},   AI =   A∩Iand   Ac
S = {1,...,m 1}\   AS.L e tt h e
base matrix ( w i t hc o l u m nv e c t o r sai,i∈   A) and its inverse be, respectively,   A =[ aj1 aj2 ... ajn]a n d
  D =   A−1 =[   d1   d2 ...   dn]T,w h e r e  dT
i are the row vectors of   D. Then the ‘cost’ vector   c can be expressed
as a linear combination of the columns of   A and the multipliers   λi are given by
  c ≡
 
i∈  Ac
S
σiai =
n  
i=1
  λiaji,   λi =   dT
i   c,i =1 ,2,...,n. (2.4)
(I) Test the optimality conditions.L e t m a x {|  λi| : ji ∈   AS} = |  λq1| and max{  λi : ji ∈   AI} =   λq2.I f
|  λq1|≤1a n d  λq2 ≤ 0, then the point   x is optimal (see (2.3B) and (2.3C)) and the algorithm is terminated.
(II) Choose a (feasible) descent direction. If the above optimality condition does not hold, then either of the
choices
d =
 
−sign(  λq1)  dq1 if |  λq1| > 1,
−  dq2, if   λq2 > 0,
(2.5)
is a feasible descent direction at   x, as we now show. Let q be the index q1 or q2 that is used to deﬁne d.
Then, since aT
ji
  dq = δiq, ji ∈   A, it is easy to see that d is feasible. Let the shortest step to the boundary
planes Pj = {x| aT
j x − bj =0 } associated with inactive equations (i.e. nonzero residuals) and with inactive
inequality constraints be, respectively,
δk1 =m i n {δj| δj = −rj(  x)/aT
j d > 0,j∈   Ac
S, aT
j d  =0 },
αp1 =m i n {αj| αj = −rj(  x)/aT
j d > 0,j∈I\   AI, aT
j d > 0}.
(2.6)
(Note that δk1 =+ ∞ or αp1 =+ ∞, if the set concerned is empty. However at least one of δk1 or αp1 is
ﬁnite.) If the step length satisﬁes 0 <α<θ p =m i n {αp1,δ k1}, then clearly the point   x + αd is feasible.
It is not hard to show that for any direction d and 0 <α<δ k1,
S(  x+αd)=S(  x)+αΔS0, where ΔS0 ≡   cTd+
 
i∈  AS
|aT
i d|. (2.7)
From   A =   AS ∪E∪   AI and (2.4), for the two choices of d in (2.5) we have
ΔS0 =
 
−|  λq1| +1< 0, if |  λq1| > 1,
−  λq2 < 0, if   λq2 > 0,
(2.8)
so d is a descent direction for each case.
(III) Move from   x along d to another base point, and then go to (I).
Theorem 2.3 Algorithm 2.1 has ﬁnite step convergence for nondegenerate LL1 and UL1 problems.
Proof. The result follows because the number of base points of (1.1) is ﬁnite and the algorithm is a
descent method, so a base point cannot appear twice in the iteration sequence. 
3. Treatment of degeneracy
(I) The problem and notation
Recall that the result that the minimum value of S(x) occurs at a base point (Theorem 2.2) and the
suﬃcient conditions for optimality (Theorem 2.1) are true in general, not merely for the nondegenerate case.
Regarding the necessary conditions, (2.3A) is still valid, but (2.3B) and (2.3C) do not necessarily hold if the
active gradient vectors are linearly dependent, since in that case the representation (2.3A) is not unique.
Geometrically, a base point is degenerate if it is the intersection of more than r active planes.
4For a degenerate L1 problem, a direct application of Algorithm 2.1 can result in cycling at a degenerate
base point. A cycling example is given in [31].
One approach used to deal with degeneracy is the perturbation method. Geometrically, this method
moves the surplus active planes out from the degenerate point (say by perturbing bi, 1 ≤ i ≤ m1 + m2),
making the point nondegenerate. This approach is discussed in [7,24] and is used in the PGA routine
ACM563. However, as shown in Section 5, ACM563 appears to add unnecessary iterations in the degenerate
case. Here we propose to treat degeneracy in a diﬀerent way.
For simplicity, in this section we again assume that r = n.L e t  x be any base point (possibly degenerate)
of (1.1) generated by Algorithm 2.1. In this section, we use the following notation.
(1) Suppose the active set   A = {i| aT
i   x−bi =0 } has more than n elements and   Ac = {1,2,...,m 1+m2}\   A.
(2) Let the index set   Z = {j1,j 2,...,j n} be the subset of   A associated with   x resulting from Algorithm
2.1 and   Zc = {1,2,...,m 1 + m2}\   Z.L e t  ZS =   Z∩   AS,   Zc
S = {1,2,...,m 1}\   ZS,   ZI =   Z∩   AI and
  Zc
I = I\  ZI.
(3) The corresponding base matrix and its inverse are   A =[ aj1 aj2 ... ajn], j1,j 2,...,j n ∈   Z,a n d
  D =   A−1 =[   d1   d2 ...   dn]T.
(4) The corresponding multipliers are   λi =   dT
i   c0, i =1 ,2,...,n,w h e r e
  c0 ≡
 
i∈  Zc
S
σiai =
 
i∈   Ac
S
σiai ≡   c
since σi ≡ sign(ri(  x)) = 0, ∀i ∈   AS \   ZS.
(II) Optimality and descent direction
Firstly, from (2.7) we have the following.
Lemma 3.1 For a (feasible) direction d,l e tΔ ( d)=Δ S0, as deﬁned in (2.7). Then d is descent at   x if
and only if Δ(d) < 0. 
From (2.8), if   x is nondegenerate, the direction (see (2.5))   d = −sign(  λq1)  dq1 is descent, provided
max{|  λi| : ji ∈   ZS =   AS} = |  λq1| > 1. At a degenerate base point, however, if   AS \   ZS  = ∅,w eh a v e
Δ(  d)=  c
T   d +
 
i∈  ZS
|a
T
i   d| +
 
i∈   AS\  ZS
|a
T
i   d| = −|  λq1| +1+
 
i∈  AS\  ZS
|a
T
i   dq1|. (3.1)
Then the condition |  λq1| > 1 does not guarantee that   d = −sign(  λq1)  dq1 is a descent direction at   x. Similarly,
if   AI \   ZI  = ∅, the condition   λq2 > 0 does not guarantee that   d = −  dq2 is descent. Let
Q1 = {i : |  λi| > 1,j i ∈   ZS} and Q2 = {i :   λi > 0,j i ∈   ZI}.
From the suﬃcient conditions for optimality (Theorem 2.1), we have:
Lemma 3.2 If Q1 ∪Q 2 = ∅,t h e n  x is optimal.
This follows since (2.3) is still valid provided we choose   λi =0 , ∀ji ∈   A\   Z. 
From the above analysis and (3.1), we also have:
Lemma 3.3 If   AS \   ZS = ∅ and Q1  = ∅ (or Q2  = ∅), then   x is not optimal; the direction   d =
−sign(  λq1)  dq1 (or   d = −  dq2) is descent. 
For the special case when   AS = ∅,w eh a v e :
5Lemma 3.4 Assume   x is a degenerate base point of (1.1),   AS = ∅ and   Z =   ZI ∪E (i.e. all of the surplus
active gradients come from the constraints). If there is a jl ∈   ZI such that   λl > 0, then d = −dl is a feasible
descent direction at   x.T h u s ,  x is optimal if and only if   λi ≤ 0,j i ∈   ZI.
Proof Since aT
jidl = δil,j i ∈   Z,t h e naT
ji(  x−dl)−bji = −δil,j i ∈E∪  AI. Hence d is feasible. Furthermore,
Δ(d)=−  cTdl +0=−  λl < 0 and it follows from Lemma 3.1 that −dl is a descent direction. 
When Q1 ∪Q 2  = ∅ and   AS \   ZS  = ∅, we construct a corresponding LL1 problem to test the optimality
conditions or to ﬁnd a descent direction. This problem, which we call the derived problem for (1.1) at   x,i s :
minimize
 
i∈  AS
|a
T
i y|, y ∈ 
n,n < |   A|, (3.2A)
subject to −  cTy =1 , aT
i y =0 ,i ∈E, aT
i y ≤ 0,i ∈   AI, (3.2B)
Theorem 3.1 Suppose   x is a (feasible) degenerate base point of (1.1) (assumed to be of full-rank, which
is the case after introduction of artiﬁcial constraints as in Section 4).
(1) If the feasible region of (3.2) is empty, then   x is optimal for (1.1).
(2) If the feasible region of (3.2) is not empty, it has an optimal feasible base point y∗. Then the necessary
and suﬃcient conditions for   x to be a minimal point of S(x)a r et h a ty∗ is not a descent direction for (1.1)
at   x, i.e.
Δ(y∗)=  cTy∗ +
 
i∈  AS
|aT
i y∗| = −1+
 
i∈  AS
|aT
i y∗|≥0. (3.3)
(3) If Δ(y) < 0 for any feasible base point y of (3.2), then y is a feasible descent direction for (1.1) and
am o v ef r o m  x along y will reach another base point (of (1.1)) with lower value of S(x).
Proof. (1) If the feasible region of (3.2) is empty, then there can be no feasible descent direction at   x
for (1.1). For if d is such a direction, then Lemma 3.1 implies that   cTd < 0 and, therefore, the vector
y = −d/  cTd satisﬁes (3.2B). Thus   x is optimal for (1.1).
(2) From Theorem 2.2, if the feasible region is not empty, (3.2) has an optimal feasible base point y∗.
Now if   x is an optimal point of S(x), then any direction, in particular y∗, is not descent at   x.C o n v e r s e l y ,
if Δ(y∗) ≥ 0, we must show that for any feasible direction   d  = 0 (satisfying conditions aT
i y =0 ,i∈Eand
aT
i y ≤ 0,i ∈   AI)
Δ(  d)=  cT   d +
 
i∈  AS
|aT
i   d|≥0. (3.4)
If   cT   d ≥ 0, then (3.4) is obviously true. Otherwise, let   y =   d/|  cT  d| and then −  cT  y = 1, implying that   y is
a feasible point of (3.2). Moreover Δ(  d)=Δ (   y)|  cT   d| and, since y∗ is an optimal point of (3.2),
Δ(  y)=−1+
 
i∈  AS
|aT
i   y|≥− 1+
 
i∈  AS
|aT
i y∗| =Δ ( y∗) ≥ 0,
which yields (3.4).
(3) Suppose that Δ(y) < 0 for some feasible base point y of (3.2). Then, since y satisﬁes the conditions
aT
i y =0 ,i∈Eand aT
i y ≤ 0,i∈   AI, it is feasible and descent at   x for (1.1). Moreover, since y is a base
point of (3.2), there are n active planes, one of which is the equality constraint −  cTy = 1. The remaining
n − 1 active planes (with y substituted) have the form aT
i y =0 ,i = l1,l 2,...,l n−1 ∈   A. Hence, a move
from   x along y will be along the common edge of n−1 planes aT
i x−bi =0 ,i= l1,...,l n−1. Therefore, the
move will reach another base point (of (1.1)). 
6Remark 3.1 The derived problem (3.2) could be degenerate. However, we now show that it can be solved
by deﬁning a sequence of similar derived problems at any degenerate point encountered. In practice, it is
likely that this procedure will terminate at an early stage.
Suppose   y(1) is a degenerate base point of (3.2) and the corresponding active set and cost vector are   A(2)
and   c2, respectively. If   c2 = 0, which includes the case that all of the equations in (3.2A) are active at   y(1),
then   y(1) is an optimal base point. Otherwise, we can form a derived problem at   y(1) for (3.2), called the
second derived problem at   x for (1.1): denoting   A
(2)
S =   A(2) ∩   AS,   A
(2)
I =   A(2) ∩   AI and   c1 =   c,
minimize
 
i∈  A
(2)
S
|a
T
i y|, y ∈ 
n,n < |   A
(2)|, (3.5A)
subject to −  cT
2 y =1 ,   cT
1 y =0 , aT
i y =0 ,i ∈E, aT
i y ≤ 0,i ∈   A
(2)
I . (3.5B)
If (3.5) has a degenerate base point, we can repeat this step and so on, thus deﬁning a sequence of derived
problems. The next result shows that this procedure will stop after a ﬁnite (at most n)s t e p s .
Theorem 3.2 Suppose the k-th derived problem has a degenerate base point   y(k) with active set   A(k+1)
and cost vector   ck+1,a n d   A
(k)
S  = ∅,k=1 ,2,...(otherwise see Lemma 3.4).
(1) If   ck+1 = 0,t h e n  y(k) is an optimal base point of the k-th derived problem. (Then   y(k) is used
as in Theorem 3.1 to test for optimality in the (k − 1)-th derived problem, and (3.3) can be reduced to
Δ(  y(k))=−1+
 
i∈AS
|aT
i   y(k)|,w h e r eAS =   A
(k)
S \   A
(k+1)
S ).
(2) Otherwise, we can form the (k + 1)-th derived problem, with   A
(k+1)
S =   A(k+1) ∩   A
(k)
S , and will have
rank{ai,i ∈   A
(k+1)
S } < rank{ai,i ∈   A
(k)
S }.
(3) The procedure will stop either in the case the cost vector at a degenerate base point is zero or in the
case where the t-th derived problem has rank{ai,i ∈   A
(t)
S } = 1 and can easily be solved.
Proof (1) This follows since all its multipliers are zero which satisﬁes the suﬃcient optimality condition.
(2) If, to the contrary, rank{ai,i ∈   A
(k+1)
S } =r a n k {ai,i ∈   A
(k)
S }, then all of the equations in the k-th
derived problem are active at   y(k) (equal to 0) and so   ck+1 = 0 (since there is no inactive equation).
(3) Assume rank{ajl,j l ∈   A
(t)
S ,l=1 ,2,...,s} =1 ,a n dt h e najl = γjlaj1,l=2 ,...,s. If there is a
degenerate base point   y(t) for this problem and aj1 is an active equation gradient at   y(t), then all of the
equation gradients are active and so   ct+1 = 0. If these gradients are all inactive, we have
  ct+1 =
s  
l=1
σjlajl =
s  
l=1
σjlγjlaj1 = βaj1 (γj1 =1 ) .
We can assume β  =0( f o ri fβ =0 ,t h e n  ct+1 = 0). Now the (t + 1)-th derived problem is:
minimize (
s  
l=1
|γjl|)|a
T
j1y| (3.6A)
subject to − βaT
j1y =1 , (3.6B)
  cT
k y =0 ,k=1 ,...,t, aT
i y =0 ,i ∈E, aT
i y ≤ 0,i ∈   A
(t+1)
I . (3.6C)
Note that the set C of constraint gradients in (3.6C) is equal to the set of active constraint gradients at   y(t)
for the t-th derived problem. Hence rank C = n (since   y(t) is a base point and aj1 is inactive) and so rank
7{C ∪ {aj1}} = n. Therefore, there is a unique feasible base point for (3.6) (with one of the active inequality
constraints becoming inactive) and this is the solution to (3.6). 
4. Implementation of the RGA
Based on Theorem 3.1, we can solve a general LL1 problem by applying Algorithm 2.1 at nondegenerate
base points and applying an appropriate version to the derived problem at any degenerate base point. We
now brieﬂy describe the implementations of these algorithms. See [31] for details.
(I) Nondegenerate problem
(0) Finding a starting point x(0)
For the UL1 problem, an arbitrary point   x =(   x1,...,  xn)T (e.g.   x = 0) can be taken as the starting
point, since it can be considered as a base point of the augmented problem: minimize S(x) subject to
eT
i x −   xi ≡ xi −   xi ≤ 0, i =1 ,2,...,n.Note that these constraints, called artiﬁcial constraints, are only a
computational device; they are not enforced by the algorithm. The corresponding gradients, active set at
  x and the base matrix are am1+i = ei, i =1 ,2,...,n,   A = {m1 +1 ,...,m 1 + n} and   A = I, respectively.
Note that the gradients {ai,i =1 ,2,...,m 1 + n} have full rank n even if {ai,i =1 ,2,...,m 1} do not.
For some constrained LL1 problems it is easy to ﬁnd a starting feasible base point. For example, if the
constraints are simply upper and lower bounds on the variables, i.e. v ≤ x ≤ u,t h e nb o t hv and u are
feasible base points and so either can be set as a starting point x(0) (see Example 5.1). For the general
constrained case, we solve an auxilliary LP problem as in [36,37] to ﬁnd a feasible base point (possibly
involving some artiﬁcial constraints).
By introducing artiﬁcial constraints, the rank of the matrix of given gradient vectors together with the
artiﬁcial gradient vectors will equal n, and therefore the augmented problem is nondegenerate by construc-
tion. Then for every base point x of the augmented problem, there are precisely n linearly independent
active gradients ai.T h ea c t i v es e ta tx c a nb ew r i t t e na sA = AS ∪E∪A I ∪A 0, where A0 denotes a set of
indices of artiﬁcial constraints.
(i) Test of optimality (See (I) of Algorithm 2.1)
If there are some artiﬁcial constraints, there is an extra optimality condition to check for the multipliers in
(2.4). Let max{|  λi| : ji ∈   A0} = |  λq0|.I f|  λq1|≤1,   λq2 ≤ 0a n d|  λq0| = 0 are all satisﬁed, then   x is optimal
by Theorem 2.1.
(ii) Choice of (feasible) descent direction
In addition to the directions in (2.5), if there are some artiﬁcial constraints, then another option for the
descent direction is d = −sign(  λq0)  dq0,i f|  λq0|  = 0. This follows since, from   A =   AS ∪E∪   AI ∪   A0, (2.7)
and aT
ji
  dq = δiq, ji ∈   A,w eh a v eΔ S0 = −|  λq0| < 0, if |  λq0|  = 0. Note that any direction is regarded as
feasible with respect to the artiﬁcial constraints. Clearly, more than one of the three choices of d may be
possible. But if |  λq0|  =0 ,w ec h o o s ed = −sign(  λq0)  dq0, since we want to delete the artiﬁcial constraints.
Let q ∈{ q0,q 1,q 2} be the index corresponding to the choice of d. A move in this direction will leave the
boundary plane Pjq but remain on the intersection of the other n − 1 boundary planes Pji,j i ∈   A\{ jq}.
Hence the index jq will become inactive.
8(iii) Choice of the step length
Our line search to minimize S(  x + αd) is the same as that in [24] and equivalent to the multiple pivot
sequence in the Barrodale-Roberts algorithm (see [4,12]). It is implemented as follows. If αp1 <δ k1 (see
(2.6)), then we choose the step length α = αp1. Otherwise, assume that the positive numbers in the set
{δj| 0 <δ j = −
rj(  x)
aT
j d ≤ αp1,j∈   Ac
S, aT
j d  =0 }
are ordered as 0 <δ k1 ≤ δk2 ≤ ...≤ δkt, t ≥ 1, so the l-th encountered base point on the inactive plane
Pkl,k l ∈   Ac
S,i s  x + δkld, l =1 ,2,...,t. Let ΔS0 be as in (2.7) and let ΔSl = −2σklaT
kld =2 |aT
kld|,
l =1 ,2,...,t, (where the second equality follows since aT
kl(  x + δkld) − bkl = 0 implies δklaT
kld = −rkl(  x)s o
sign(aT
kld)=−σkl). It is not hard to show that for α ∈ [δkL,δ kL+1],L =0 ,1,...,t− 1,
S(  x + αd)=S(  x)+αΔS0 +
L  
l=1
(α − δkl)ΔSl.
Now, substituting α = δkL and α = δkL+1, the diﬀerence of the results is
S(  x + δkL+1d) − S(  x + δkLd)=( δkL+1 − δkL)
L  
l=0
ΔSl.
If the sum on the right hand side is negative, then S is smaller for a step length of δkL+1 compared to δkL.
Applying this test for increasing L, L =0 ,1,...,t−1, as long as it succeeds, we ﬁnd the step length δkh that
achieves the greatest reduction in the value of S.I f δkh is equal to one or more previous δkh−1,...,δ kh−s,
then the next base point is degenerate with s surplus active equations.
(iv) Update of the inverse matrix and vector c
Let x be the new base point resulting from the step in (iii) and let p be the index of the new active equation
or constraint. The new multipliers are deﬁned by the inverse of the base matrix A at x and the new vector
c as in (2.4). To keep the implementation simple, we use the following direct update of the inverse (rather
than a factored form of the base matrix). If the original coeﬃcient matrix is ill-conditioned, the use of this
update can lead to an inaccurate inverse, so it may be beneﬁcial to employ a re-inversion strategy (see [31]).
From above, A is obtained by replacing the q-th column vector of   A by the vector ap,w h e r eq is one of
qi,i=0 ,1,2, according to the choice of d.S o A can be represented as A =   A +( ap − ajq)eT
q , where eq
is the q-th coordinate vector. Consequently, the inverse matrix A
−1
can be updated from   A−1 using the
Sherman-Morrison formula [10], rather than from A itself. Letting the i-th row of   A−1 and A
−1
be   dT
i and
di
T
, respectively, this gives
di =
⎧
⎪ ⎪ ⎨
⎪ ⎪ ⎩
1
aT
p d
d =
1
aT
p   dq
  dq,i = q,
  di − (aT
p   di)
1
aT
p d
d =   di − (aT
p   di)dq,i  = q.
(4.1)
The vector   c in (2.4) can also be eﬃciently updated; see [31] for details.
(II) Derived problem
We now describe a method to solve the derived problem at a degenerate base point.
(i) Starting point for the derived problem
Assume that Δ(−sign(  λi)  di) ≥ 0, ∀i ∈Q 1 (if Q1  = ∅)a n dΔ ( −  di) ≥ 0, ∀i ∈Q 2 (if Q2  = ∅); otherwise a
descent direction at   x has already been found. Let   d be deﬁned by either   d = −sign(  λq)  dq,f o rs o m eq ∈Q 1,
9or   d = −  dq,f o rs o m eq ∈Q 2, and let y(0) =   d/|  cT   d| =   d/|  λq|. Then, since −  cTy(0) =1a n daT
ji
  dq =0 ,
i  = q, the vector y(0) is a base point for (3.2) in the set (which contains the constraint set of (3.2))
D≡{ y|−   c
Ty =1 , a
T
i y =0 ,i ∈E, a
T
i y ≤ 0,i ∈   ZI}. (4.2)
Therefore, y(0) is a starting feasible base point for (3.2) if and only if y(0) satisﬁes aT
i y(0) ≤ 0, ∀i ∈   AI \   ZI.
If this diﬀerence set is empty (which occurs often in computational experiments and of course is true for the
unconstrained case), we have a starting point in hand.
If y(0) violates ‘aT
i y(0) ≤ 0, ∀i ∈   AI \   ZI’, we use the same technique as in [36,37] to ﬁnd a feasible base
point for (3.2) starting from y(0).L e t{i| aT
i y(0) > 0,i ∈   AI \   ZI} = {i1,i 2,...,i t}, t ≥ 1. We process the
sequence of LP problems LP(k),k=1 ,2,...,t, deﬁned as follows:
minimize aT
iky, (4.3A)
subject to y ∈D (see (4.2)), aT
i y ≤ 0,i ∈I (k) = {i1,...,i k−1}. (4.3B)
Note that I(1) = ∅. It follows from (4.2) that y(0) is a feasible vertex for LP(1).S i n c e y(0) does not
satisfy aT
i1y ≤ 0, we want to decrease the value of aT
i1y until it becomes less than or equal to zero, which
explains the choice of objective function in (4.3A). We solve LP(k) by using the active set method in [36,37]
and terminate the iterations after ﬁnding either an optimal vertex y∗
k satisfying aT
iky∗
k > 0 or a vector yk
satisfying aT
ikyk ≤ 0 (which is a starting feasible vertex for LP(k+1)). If the former case occurs, we stop
processing the LP problems and conclude that the problem (3.2) has no solution (see [36,37]) and therefore,
from Theorem 3.1,   x is optimal for (1.1). If the latter case occurs, we start the iterations for LP(k+1).I f
the procedure ends by ﬁnding yt satisfying aT
ityt ≤ 0, then yt is a starting feasible base point for (3.2).
Having found a starting point for (3.2), we apply the algorithm in (I) to solve it. If during the iteration
we ﬁnd Δ(y) < 0 at a feasible base point y, then, from Theorem 3.1, we can claim that   x is not optimal for
(1.1), stop the iteration for (3.2) and start the iteration for (1.1). If the algorithm applied to (3.2) yields an
optimal solution y∗ that satisﬁes Δ(y∗) ≥ 0, then, from Theorem 3.1, we conclude that   x is optimal for (1.1).
If a degenerate point of (3.2) is encountered, we use the algorithm in (I) to solve the corresponding sequence
of derived problems. From Theorems 3.1 and 3.2, it is clear that with the above extension to the algorithm
in (I) to deal with degenerate points, there can be no cycling and the algorithm has ﬁnite convergence.
Because of the special form of the derived problem (3.2), the algorithm in (I) applied to (3.2) simpliﬁes
in certain ways as shown below. (See [31] for the detailed derivation of formulae and the proofs of Theorem
4.1 and Corollary 4.1.) Let y(k) and V (k) =[ v
(k)
1 ... v
(k)
n ]T,k=0 ,1,2,..., be the sequence of feasible
base points of (3.2) and the corresponding inverse matrices resulting from the use of the algorithm in (I).
(ii) Inverse matrix at the starting point y(0)
By using the Sherman-Morrison formula (see (4.1)) and   D =   A−1 =[   d1   d2 ...   dn]T, we obtain the inverse
matrix at the starting base point y(0):
v
(0)
q =
1
(−  c)T   dq
  dq =
1
−  λq
  dq and v
(0)
i =   di − ((−  c)T   di)
1
(−  c)T   dq
  dq =   di +   λiv
(0)
q ,i  = q.
10(iii) The step length
From (2.6), the step length from y(k) to y(k+1) along the direction v(k) is γ(k) =m i n {γ
(k)
1 ,γ
(k)
2 } =
−aT
p y(k)/aT
p v(k),w h e r eγ
(k)
1 and γ
(k)
2 are the shortest steps to the boundary planes associated with inactive
equations and inactive constraints, respectively.
From the following theorem, it can be seen that no extra computation is required to ﬁnd the base points.
Theorem 4.1 If y(0) =   d/|  λq| (see II(i)) is the starting base point for (3.2), then y(k) = v
(k)
q , k =
0,1,2,....
Corollary 4.1 The formula for calculating Δ(y(k)) can be simpliﬁed to
Δ(y(k))=−1+
 
i∈  AS\Y(k)
|aT
i y(k)|,
where Y(k) is the active set at y(k).
5. Numerical results
The RGA algorithm above was implemented in Fortran 77 in double precision, making use of BLAS sub-
routines from LINPACK. The RGA routine was applied to several examples on a Sun Sparc Ultra 10 and a
DEC alpha computer at Murdoch University. The results are compared with those obtained using the NAG
library routine E02GBF or the Netlib routine ACM563 (which use the PGA [7,8,9]), the Netlib routines
ACM551 of Abdelmalek [1] (for UL1) and ACM552 of Barrodale and Roberts [6] (for UL1 and LL1), the
AFK routine of Armstrong, Frome and Kung [2] (for UL1), with Fortran code given in [2], and the Huber
approximation algorithm of Madsen, Nielsen and Pinar [21] (for UL1) implemented in the Fortran 77 package
LPASL1 [20]. Note that LPASL1 was actually designed to solve LP problems, using the dual UL1 problem,
so a given UL1 problem must be entered as the corresponding dual LP problem. Example 5.4 compares the
RGA routine with ACM552 on large scale LL1 problems. In Examples 5.3 and 5.4, all the routines were
compiled with the -O optimization option and run on the Sun Sparc Ultra 10, which has machine precision
2−52 ≈ 2.22 × 10−16. Some more numerical results are reported in [31].
Example 5.1 (a problem (from [9], Example 4) with matrix of less than full rank) Compute the best L1
solution to the overdetermined system of linear equations Mx = b,w h e r em1 =9 ,n =5a n d
M =
⎡
⎢
⎢
⎢
⎢
⎢
⎢ ⎢
⎢
⎢
⎢
⎢
⎣
5341 2 4
9731 91 3
6601 21 2
9972 51 1
301 4 2
8181 7 1
1981 8 2
311 5 3
0931 2 6
⎤
⎥
⎥
⎥
⎥
⎥
⎥ ⎥
⎥
⎥
⎥
⎥
⎦
, b =
⎡
⎢
⎢
⎢
⎢
⎢
⎢ ⎢
⎢
⎢
⎢
⎢
⎣
7
4
2
7
7
7
3
5
3
⎤
⎥
⎥
⎥
⎥
⎥
⎥ ⎥
⎥
⎥
⎥
⎥
⎦
.
Also solve the corresponding constrained problem with the bounds −105 ≤ xi ≤ 105,i =1 ,2,...,5.
We used our routine on both problems, with starting point 0 for the former and starting feasible base
point 105(1,1,...,1)T for the latter. The same starting points were used for the PGA routine E02GBF, but
for ACM551 and ACM552 (which use an LP approach) we used the default starting points.
11All the routines converged successfully, except for the following. For the unconstrained case, the routine
E02GBF stopped after 5 steps with the message “abnormal exit from E02GBF: IFAIL=3”, implying that
the problem is too ill-conditioned. The routine LPASL1 cannot be used directly on this problem since
rank(M) <n , and the same for AFK. The optimal value of S for the unconstrained and constrained
problems is S =1 5 .945578231293, which was obtained by the other routines. The iteration numbers (steps)
and solution vectors obtained are shown in Table 5.1. Note that RGA and ACM552 have the same iteration
number and solution. This is as expected in the unconstrained (nondegenerate) case, since the algorithms
are equivalent in this case [12,24] and the same starting point 0 was used for both.
Table 5.1 Results for Example 5.1 (unconstrained U, bounded B)
RGA, ACM552 (U&B) ACM551 (U) E02GBF (B) ACM563 (U&B)
Steps 3 4 6 4
x1 0.00000 0.26531 100000.0000 0.16599
x2 −0.26531 0.00000 99999.7347 −0.09932
x3 0.00000 0.00000 −77904.0082 0.19048
x4 0.43537 0.30272 −11047.5605 0.25714
x5 −0.13605 −0.26871 −88952.1402 −0.12381
Remark 5.1 Note that the solutions to the constrained problem are also solutions to the unconstrained
problem for this example. So the bounds are in fact redundant. The rank of the coeﬃcient matrix M is
3. It can be shown (see [31]) that the solutions to the unconstrained problem form an aﬃne set {x| x =
x∗ + β1  di1 + β2  di2},w h e r e  di1 =( 1 ,1,0,−1/2,−1/2)T and   di2 =( 0 ,0,1,−1/2,1/2)T. This explains why
the solutions found in Table 5.1 are so very diﬀerent.
Example 5.2 (a degenerate problem) Compute the best L1 solution to the overdetermined system of
linear equations Mx = b,w h e r em1 =1 2 ,n =3a n d
M =
⎡
⎢ ⎢
⎢
⎢
⎢
⎢
⎢ ⎢
⎢
⎢
⎢
⎢ ⎢
⎢
⎢
⎢
⎢
⎣
−1.00 1.00 0.00
−0.50 1.00 −0.50
0.50 −1.00 1.00
1.00 −1.00 1.00
1.00 −0.50 0.50
2.00 −1.00 1.00
1.00 −1.00 1.00
0.50 −1.00 1.00
0.50 −0.75 1.00
2.00 −2.00 3.00
0.00 −1.00 1.00
1.00 −1.00 3.00
⎤
⎥ ⎥
⎥
⎥
⎥
⎥
⎥ ⎥
⎥
⎥
⎥
⎥ ⎥
⎥
⎥
⎥
⎥
⎦
, b =
⎡
⎢ ⎢
⎢
⎢
⎢
⎢
⎢ ⎢
⎢
⎢
⎢
⎢ ⎢
⎢
⎢
⎢
⎢
⎣
−1.00
−0.50
1.00
1.00
0.50
1.00
0.00
−0.50
−0.25
−3.00
0.00
−2.00
⎤
⎥ ⎥
⎥
⎥
⎥
⎥
⎥ ⎥
⎥
⎥
⎥
⎥ ⎥
⎥
⎥
⎥
⎥
⎦
.
This problem is highly degenerate as there are 30 degenerate base points, including the optimal point, out of
61 base points in total. Using our routine, with the starting point (3,−3,−5)T, the problem was solved after
5 iterations. The last three of these involved solving the derived problem at degenerate base points. The
computed optimal solution is x∗ =( 0 .7142857,−0.7142857,−1.1428571)
T with S(x∗)=5 .78571. The same
solution was obtained using ACM551 with 7 iterations, ACM552 with 3 iterations, AFK with 5 iterations
and LPASL1 with 6 iterations.
The problem was also solved using the PGA routines E02GBF and ACM563. E02GBF terminated after
7 iterations but the optimal point x∗ appeared four times (as x(k), k =3 ,5,6,7) and the direction from
12x(3) to x(4) was not descent since S(x(4)) >S (x(3)). The behaviour of ACM563 (both in single and double
precision) was similar to that of E02GBF; the optimal point was repeated 3 times in 5 iterations for the
single precision case and repeated 9 times in 13 iterations for the double precision case.
Example 5.3 Compute the L1 regression estimate for the model b = Mx +   with several diﬀerent sizes
(m1×n)o fM. The elements of M were pseudo-random numbers uniformly distributed on [0,1], as generated
by the UNIX function rand(). The data values bi were generated as the sum of the entries in the i-th row of
M plus an independent normal N(0,σ2) pseudo-random error, with the two cases σ = 0 (i.e. no error) or
σ =3 .0. We considered two types of sizes of matrix M: (I) large number of equations m1, from 500 to 5000,
as in [17], and (II) large number of variables n with double the number of equations, as in [18].
In [17], problems of type (I) were used to compare several existing routines, including ACM551, AFK
and a Barrodale-Roberts routine, and it was concluded that AFK performed the best. Here, we compare
our RGA routine with ACM551, ACM552, AFK, ACM563 and LPASL1. Each of the systems of type (I)
was replicated 100 times using diﬀerent random elements in the matrix and diﬀerent data values. Apart
from ACM563, the routines obtained the same correct solution for every problem except one, in which the
AFK routine did not terminate. The average iteration numbers and user times over the 100 replicates are
listed in Table 5.2 (but the AFK entries with a ∗ are averages over 99 replicates). ‘ACM1’, ‘ACM2’ and
‘ACM3’ stand for ACM551, ACM552 and ACM563, respectively. Note that (for both types (I) and (II)) the
user time does not include the random data generation. In the case of LPASL1, it begins after the dual LP
problem is entered and ﬁnishes when this is solved. For RGA and ACM552, the user time includes the time
for computing the starting point.
Table 5.2 Results for type (I) problems
Average iteration number
σ =0 σ =3 .0
Size RGA ACM1 ACM2 AFK LPASL1 RGA ACM1 ACM2 AFK ACM3 LPASL1
500×15 0 60.21 71.70 63.34 2.00 40.14 72.10 40.14 62.38 34.04 52.44
1000×15 0 70.92 83.84 72.81 1.90 49.47 83.64 49.47 72.66 36.38 61.50
5000×5 0 25.81 30.98 ∗46.3 1.02 24.04 29.59 24.04 27.16 14.90 87.13
5000×15 0 95.23 110.79 100.4 2.16 77.70 109.1 77.70 97.56 46.84 108.8
Average user time (seconds)
500×15 0.002 0.085 0.045 0.033 0.016 0.032 0.111 0.022 0.033 0.071 0.069
1000×15 0.006 0.192 0.128 0.074 0.043 0.081 0.272 0.059 0.075 0.153 0.158
5000×5 0.001 0.615 1.078 ∗0.29 0.029 0.145 1.296 0.141 0.153 0.202 0.654
5000×15 0.050 3.122 2.260 0.628 0.306 0.675 4.666 0.620 0.618 1.131 1.393
As a starting point for the RGA routine, we used the L2 (least squares) regression estimate   x (with
artiﬁcial constraints x ≤   x), which was computed using LINPACK routines for QR decomposition of M.I n
the case with σ =0 ,t h eL2 solution   x i st h es a m ea st h eUL1 solution. This means the starting point for
RGA was the optimal point, which is why the iteration number for RGA was always zero. Note that the
UL1 problems with σ = 0 are degenerate since the optimal point is a degenerate base point, but no other
degenerate points were detected.
For ACM552, we used the initialization procedure in [22,5] of transforming the problem into ﬁnding the
L1 solution to the overdetermined system My = b − M  x,w h e r ex = y +   x, which eﬀectively makes the L2
13solution   x the starting point (since the default starting point for y is 0). Note that RGA and ACM552 have
the same iteration numbers in the case with σ =3 .0 (as expected) but not in the case with σ =0 .
For the other routines, we used the default starting point, which for the PGA routine ACM563 is 0.I nt h e
case with σ = 0, no results for ACM563 are given since for most replicates the routine failed after reaching
the maximum iteration number (6000) (though for the size 5000 × 5 it did succeed for all the replicates
with average iteration number 24.9 and average user time 1.15). A check of the ACM563 objective function
values in a failed problem showed that, in fact, the optimal solution was obtained after a small number of
iterations, but the algorithm did not stop there, possibly due to cycling at the degenerate solution. Also
ACM563 required much more memory than the other routines.
For the AFK routine, we used the default initial active set, which is {1,2,...,n}.I nt h ec a s ew i t hσ =0 ,
this means the initial point was, in fact, the optimal base point e =( 1 ,1,...,1)T, but AFK did not terminate
at this point. For one replicate of size 5000 × 5 it failed to terminate completely. Another disadvantage of
the AFK routine is that it requires that the initial active gradients be linearly independent.
In the case with σ =3 .0, the average user times for RGA, ACM552 and AFK are similar, and signiﬁcantly
better than for ACM551, ACM563 and LPASL1. In the case with σ = 0, RGA is the most eﬃcient.
Table 5.3 Results for type (II) problems
Average iteration number
σ =0 σ =3 .0
Size RGA ACM1 ACM2 AFK LPASL1 RGA ACM1 ACM2 AFK ACM3 LPASL1
480×240 0 678 655 1025 2 411 745 411 486 418 117
720×360 0 1107 1052 1644 2 669 1237 669 886 671 150
1080×540 0 1918 1816 − 2 1084 2047 1084 1519 1055 169
1620×810 0 3159 3013 − 2 1800 3373 1800 − 1776 219
2430×1215 0 − 5057 − − 3107 − 3107 − 2975 281
coef. − 0.62 0.62 1.73 − 0.45 0.83 0.45 0.22 0.55 6.59
exp. − 1.27 1.27 1.17 − 1.24 1.24 1.24 1.41 1.21 0.52
Average user time (seconds)
480×240 0.80 13.4 4.79 209 0.69 5.46 15.1 3.25 103 10.7 7.53
720×360 2.95 60.4 18.4 1193 2.39 20.9 69.3 12.7 631 40.9 32.3
1080×540 12.1 287 87.1 − 9.06 82.8 309 56.4 3834 160 103
1620×810 46.3 1299 340 − 30.2 348 1428 219 − 632 432
2430×1215 173 − 1349 − − 1367 − 887 − 2503 1907
coef.(×10−8) 0.93 1.44 2.20 1.22 2.43 3.90 1.96 1.79 0.25 10.3 7.16
exp. 3.33 3.77 3.50 4.30 3.13 3.42 3.73 3.47 4.46 3.37 3.37
In [18], problems of type (II) were used to compare the Huber approximation algorithm of Madsen and
Nielsen with the Barrodale-Roberts algorithm, and it was observed that the former is more eﬃcient. Here
we compare RGA with ACM551, ACM552, AFK, ACM563 and LPASL1, using the same starting points as
for the type (I) problems. Each problem of type (II) was replicated and solved 10 times and the results are
given in Table 5.3. In the case with σ = 0, no results are given for ACM563 since for all the problems it failed
after reaching the maximum iteration number, again possibly due to cycling at the degenerate solution. For
the larger problems, no results are given for ACM551 and AFK since their user times would have been too
large. For the largest problem with σ = 0, LPASL1 failed on some replicates, and when it succeeded, the
user time was about 3400 seconds.
14In [18], it was observed that for each of the two algorithms studied there, the average iteration number
could be approximately modelled by
iteration number ≈ A(m1/n)nα = A(2)nα (5.1)
with α =0 .5 for the Huber approximation algorithm and α =1 .25 for the Barrodale-Roberts algorithm. Our
results show that this is a good model for all the routines tested in this example (as a log-log plot reveals)
and it also serves as a good model for the average user times. Table 5.3 contains the coeﬃcients (coef.) and
exponents (exp.) for the model obtained by a least squares ﬁt of the data on a log-log plot. The results for
LPASL1 on the random data problems created here are not as good as those reported in [18] and [21]. In
the case with σ =3 .0, ACM552 performed the best, followed by RGA, while in the case with σ =0 ,R G A
was the best. If the routines were compiled without optimization, RGA performed the best in both cases,
followed by LPASL1.
Example 5.4 (constrained problems) Compute the L1 regression estimate for the model b = Mx +  
under bounded variable constraints. The problems were of type (II) above with σ =3 .0, and each was
replicated 10 times. The constraints were 0 ≤ xi ≤ 2 for all i. In this example we tested RGA, ACM552 and
ACM563, and ACM563 failed on all problems of size greater than 30×15. For the RGA routine, we tried two
diﬀerent choices for the starting point: the upper bound vector (2,2,...,2)T and the midpoint (1,1,...,1)T
of the upper and lower bounds. In our code, for the case of upper (or lower) bounded variable constraints
with the upper (or lower) bound vector as the starting point, we use the second choice of d in (2.5) for the
ﬁrst n iterations (since the solution is likely to have only a few of these bounds as active). For ACM552 we
used the initialization procedure in [5] giving the same two starting points. The average iteration numbers
and user times are given in Table 5.4.
Table 5.4 Results for bounded L1 problems (σ =3 , 0≤ xi ≤ 2)
Start 1 (upper bound) Start 2 (midpoint)
Iter. no. User time Iter. no. User time
Size RGA ACM2 RGA ACM2 Both RGA ACM2
200×100 399.9 439.5 0.61 0.85 274.8 0.46 0.54
320×160 878.8 954.1 3.38 5.00 624.8 2.36 3.32
480×240 1711.3 1838.0 16.27 22.84 1082.3 10.80 13.95
720×360 3114.9 3270.7 69.42 121.03 1888.3 43.26 70.30
1080×540 5332.0 5623.5 293.65 494.01 3029.0 172.53 266.36
1620×810 7799.5 8308.9 1096.43 1650.01 4110.5 613.27 812.75
2430×1215 10794.2 11510.3 3615.36 5107.17 5267.0 1915.49 2348.70
Note that with the midpoint start, RGA and ACM552 have the same iteration numbers, while with the
upper bound start, RGA has fewer iterations. This can be explained by the fact that the upper bound point
is degenerate for the LP formulation used in ACM552 and some iterations are needed to overcome this. In
this example, only a few of the upper (or lower) bounds are active at the solution, so the upper bound start
requires more iterations than the midpoint start. For either starting point, RGA performed better than
ACM552. It is interesting that for this example, (5.1) is not a good model for either RGA or ACM552, since
a log-log plot of the iteration numbers or user times against n shows a signiﬁcant downward curvature.
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