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Abstract 
The axial compressors of power-generation gas turbines have a 
high stage count, blades with low aspect ratios and relatively 
large clearances in the rear section. These features tend to pro-
mote the development of intense secondary flows that, coupled 
with the severe diffusion characterizing these machines, make 
the CFD modelling of axial compressors a great challenge. 
The focus of this thesis is on the use and tuning of modern CFD 
methods able to assess a reliable numerical setup to be used by 
the industry as a base for the design of efficient and high-per-
forming multi-stage axial compressors. 
The first part of the work includes the details about the devel-
opment and implementation of a highly conservative non-re-
flecting mixing plane model in the in-house CFD code TRAF, 
able to handle both the perfect and the real gas case. 
Later, the numerical setup for steady-state multi-stage compres-
sor simulations is presented, providing also details about some 
crucial aspects of the compressor modelling, namely shroud leak-
ages and clearances. The setup has been validated against ex-
perimental data on a GT compressor designed by Ansaldo En-
ergia. To determine the influence of mixing plane models on 
performance prediction, unsteady full-annulus simulations have 
been performed at two different operating conditions: design 
point and near-stall. 
Finally, the last part of the thesis is dedicated to well-known 
phenomenon of radial mixing in axial compressors. The physical 
causes of radial mixing are discussed in depth, leading to the 
conclusion that a state-of-the-art, unsteady calculation of the 
Abstract 
 
 
viii 
full compressor is able to provide very strong evidence of radial 
mixing. A special attention is devoted to the evaluation of what 
is lost in the compressor modelling due to the assumption of a 
steady-state picture of the flow. In order to do this, the high-
pressure section of a heavy-duty axial compressor of the Ansaldo 
Energia fleet, characterized by really high clearances, is consid-
ered. The results of steady and unsteady RANS simulations are 
compared with experimental data, showing that only adopting 
an unsteady approach, the enhanced radial mixing of this pecu-
liar application can be properly captured. On the contrary, the 
steady-state modelling leads to a strong underestimation of the 
radial transport phenomenon. A possible explanation for this is 
provided after examining what occurs across the inter-row in-
terfaces for RANS and URANS solutions: the stream-wise vor-
ticity associated with clearance flows is one of the main drivers 
of radial mixing and restraining it by pitch-averaging the flow 
at mixing planes is the reason why the RANS approach is not 
able to properly predict the radial transport of fluid properties 
in the rear part of the axial compressor. 
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1 Introduction 
The current trend of the energy market sees an always increas-
ing importance of the power produced by renewable sources as, 
just to mention some, wind and solar energy. The main issue 
related with most of these sources is the fact that they cannot 
perfectly follow the energy demand of the market and, until af-
fordable and reliable ways of large energy storage are intro-
duced, they need to be supported by conventional energy con-
version power plants based on fossil fuels. 
Due to their high flexibility and reliability, gas turbines still 
have a prominently strategic role in the present energy horizon, 
as they can shortly answer to a peak request from the electric 
grid that could not otherwise be satisfied. Nevertheless, GT en-
gineers that were traditionally used to design and test these ma-
chines to work for most of their lifetime close to nominal oper-
ating conditions had to start considering, especially in the last 
years, more complex lifecycles. The reliability of the numerical 
tools used in the design phase, at present day adopted also to 
evaluate operating conditions really far from the nominal one, 
is hence acquiring an increasing importance for the GT industry. 
This because in a complex lifecycle full of start/stop procedures, 
the risk of failures must be carefully considered, and an incorrect 
machine performance analysis can mislead designers and result 
in a shorter life of the components and an increased maintenance 
cost. 
In recent years, high-fidelity CFD approaches are spreading 
throughout the academia and are slowly reaching the R&D in-
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dustrial departments. However, when dealing with high-Reyn-
olds applications, such as multi-stage industrial turbomachines, 
the huge computational cost of these really accurate models just 
confines their applicability to small computational domains (e.g. 
a thin span-wise portion of one row or, at most, one stage). 
Some efforts are being made in order to transfer the information 
gathered from high-fidelity LES analyses to less accurate RANS 
models [1] [2], but the latter still remain the standard adopted 
by the industry, as they are at present the optimal trade-off 
between computational cost and simulation accuracy. 
Even in the framework of the RANS modelling, the unsteady 
approach is not yet suitable for the routine design practice of 
turbomachines with a high stage count, as axial compressors of 
heavy-duty GTs. In particular, the use of URANS computations 
is generally limited to the design validation phase and to re-
search activities aimed at investigating flow features influenced 
by blade rows interactions [3]. As steady-state RANS modelling 
of turbomachinery flows is, at present day and in the near fu-
ture, the standard industrially used to design high stage count 
turbomachines, any model improvement is an asset that could 
bring remarkable benefits. 
1.1 Thesis objectives and outline 
Multi-stage axial compressors have always been a great chal-
lenge for designers since the flow within them is subjected to 
severe diffusion and is usually characterized by complex and 
widely developed 3D structures, especially next to the endwalls. 
The development of reliable numerical tools capable of provid-
ing an accurate prediction of the overall compressor perfor-
mance is a topic of a great interest to both the scientific com-
munity and the industry. The focus of this work is indeed on 
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the use and tuning of a state-of-the-art numerical setup for 
multi-stage simulations on axial compressors. 
In particular, after a general introduction about the fundamen-
tals of compressor aerodynamics reported in chapter 2, the de-
tails of the implementation of a non-reflecting mixing plane 
model for steady-state RANS simulations in the in-house CFD 
code TRAF, are presented in chapter 3. This newly imple-
mented model is characterized by improved fluxes conservation 
properties in terms of both mass-flow and total temperature. 
More importantly, it has been extended to the real gas version 
of the code, making it ready to be used as a standard for every 
kind of multi-row turbomachinery application that could be 
properly treated with a steady-state approach. 
Moreover, the numerical setup for multistage axial compressor 
steady simulations, developed in the framework of the collabo-
ration between Ansaldo Energia and the University of Florence, 
is presented in chapter 4. Some key aspects of the compressor 
modelling are addressed, such as mixing planes, shroud leakages 
and rotor tip clearances. The setup has been validated against 
experimental measurement on a GT compressor of the Ansaldo 
Energia fleet. Furthermore, the results of unsteady full-annulus 
computations of a whole 15-stage compressor at two different 
operating conditions, namely design and near-stall, are com-
pared with steady-state analyses to evaluate the influence of 
mixing plane models on performance prediction. The outline of 
the numerical setup, together with the abovementioned valida-
tion and results, has been included in a publication [4] presented 
at ASME Turbo Expo 2017. 
Additionally, in chapter 5, the results of steady and unsteady 
RANS simulations on the high-pressure section of an industrial 
heavy-duty axial compressor are presented and compared with 
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experimental data. Adopting an unsteady full-annulus URANS 
approach, the enhanced radial mixing in the rear stages of the 
compressor is properly captured, obtaining a really good agree-
ment with experimental data both in terms of total temperature 
and pressure outlet radial distributions. On the contrary, with 
a steady-state modelling, the radial transport is strongly under-
estimated, leading to results with marked departures from ex-
periments. Examining what occurs across the inter-row inter-
faces for RANS and URANS solutions, a possible explanation 
for this underestimation is provided. In particular, as the 
stream-wise vorticity associated with clearance flows is one of 
the main drivers of radial mixing, restraining it by pitch-aver-
aging the flow at mixing planes of a steady-state analysis is the 
reason why this simplified approach is not able to properly pre-
dict the radial transport of fluid properties in the rear part of 
the axial compressor. The content of the last part of this work 
has been collected in a publication [5] presented at ASME Turbo 
Expo 2018. This paper has been accepted for publication on the 
ASME Journal of Turbomachinery (currently in publication 
phase, reference TURBO-18-1184). 
Finally, the concluding remarks and some future developments 
sparkling from the work reported in this thesis are reported in 
chapter 6. 
  
  
5 
2 Fundamentals of Axial Compressor 
Aerodynamics 
The foundations of the aerodynamics of an axial compressor are 
presented in this chapter. After a brief section introducing an 
historical perspective about axial compressors, in the second 
part of the chapter some bases about the design of these really 
challenging turbomachines are provided to the reader. 
2.1 Historical perspective 
The idea of “reversing” a reaction turbine to create an axial 
compressor dates back to the end of the 19th century. As rec-
orded by Stoney [6], in 1884 Sir Charles Parsons registered a 
patent connected with a reversed turbine used as an axial com-
pressor. Around the beginning of the 20th century, Parsons built 
some of these turbomachines basing the blade design on propel-
ler sections. The first compressors were used in blast furnaces, 
operating with delivery pressures in the range between 0.1 and 
1 bar and attaining efficiencies around 55%. Parsons designed 
and built also a high-pressure compressor, with a delivery pres-
sure of 5.5 bar, but this machine had several issues (mainly con-
nected with unstable operating conditions and surge) that forced 
the designer to finally give up the project. In the 1940s, Howell 
[7] stated that a high pressure-ratio axial compressor designed 
simply reversing a turbine could lead to an efficiency lower than 
40%. 
Due to these generally low values of efficiency, axial compressors 
were abandoned in favor of more effective multi-stage centrifu-
gal compressors that could reach higher efficiencies up to 
70÷80%. 
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There were no further developments in the axial compressor 
field till the 1920s, when the basic principles of Griffith’s airfoil 
theory of compressor and turbine design were published. From 
that moment on, the history of axial compressors is strongly 
connected with the one of aeronautical gas turbines [8] [9]. 
Through research efforts developed in several years, the team 
led by Griffith concluded that efficiencies over 90% could be 
achieved for stages with a relatively low pressure-ratio. This as-
sumption was confirmed later by experimental test rigs. 
The difficulties that characterized the early development of ax-
ial compressors were mainly connected with the fundamentally 
different flow process compared with the one typical of axial 
turbines. While in turbines the flow in each row is accelerated 
in the relative frame of reference, in compressors it is decelerated 
(i.e. subjected to diffusion). A fluid can rapidly accelerate 
through a blade passage with just a small or moderate total 
pressure loss, but in case of a severe diffusion large losses arise 
due to blade stall typical of flow conditions with a strong ad-
verse pressure gradient. 
In order to limit the losses, diffusion and turning for each blade 
passage must be substantially restricted. These limitations are 
the reason why axial compressors need more stages that an axial 
turbine for a given pressure-ratio. 
The overall performance of axial compressors strongly depends 
on the application for which they are designed. In heavy-duty 
and industrial applications aerodynamic efficiency is one of the 
main design drivers, while in the field of aeronautical gas tur-
bines designers are more focused on maximizing the work done 
per stage preserving anyway an acceptable level of overall effi-
ciency, in order to limit the compressor stage count and hence 
the engine weight. For the latter case, it is worth to emphasize 
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that an increased stage loading almost inevitably leads to some 
aerodynamic constraint. Pushing to operating conditions involv-
ing high Mach numbers, this constraint is more severe due to 
possible shock-induced boundary layer separation or increased 
losses arising from intense flow diffusion. 
An outline of the history of high-loaded axial compressors has 
been published by Wennerstrom [10]. In this document, special 
emphasis is given to the importance of reducing the number of 
stages and to the possible ways to achieve an improved perfor-
mance. 
An important change in a design feature of multi-stage axial 
compressors was adopted around the 1970: from that moment 
on, low aspect ratio blading started to be introduced in these 
machines. Despite the fact that blades with a large chord seemed 
to go against the trend of making engines more compact and 
lighter, as reviewed by Wennerstrom [11], the increased usage 
of low aspect ratio blading in aircraft axial compressors led to 
higher loading capability, higher efficiency and wider operating 
range with respect to higher aspect ratio configurations. This 
general trend characterized by a rise in row solidity and a fall 
in blade aspect ratio was mostly due to an increase in the chord 
length, and has also been reported by Wisler [12] in a compre-
hensive set of lecture notes referring mainly to the work of Gen-
eral Electric (GE). One of the key consequences of this new de-
sign strategy was the significant increase in the pressure rise per 
stage and in the overall pressure ratio of a single compressor. 
Large chord blades have the main advantage of being more ef-
fective in the endwall regions, the ones that are crucial in deter-
mining both the stall point and the efficiency. One of the first 
examples of machine adopting low aspect ratio blades was an 
axial-flow compressor that achieved a pressure ratio of 12.1 in 
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only five stages, with an isentropic efficiency of 81.9% and an 
11% stall margin, with a flow rate per unit frontal area of 192.5 
kg/(sm2) [13]. For this compressor, the aspect ratio of its rows 
ranged from 1.0 to 1.2. 
2.2 Compressor design 
In the early design phase of an axial compressor the calculations 
are generally performed at a mean radius through the machine. 
This kind of approach is particularly appropriate if the blade 
height is small compared to the mean radius, while further re-
finements should be introduced to assess the aerodynamic load-
ings also at hub and casing sections for configurations with a 
small hub to tip radius ratio. 
2.2.1 Compressor stage 
The stage of a compressor is defined as a rotor blade row fol-
lowed by a stator blade row. The blades of the rotor row are 
mounted on the rotor drum while the stator blades are fixed to 
the machine outer casing. The blades of the row immediately 
upstream of the first rotor row are referred to as inlet guide 
vanes (IGV). This stator row is not considered to be part of the 
first stage and is generally treated separately. Its function is 
quite different from the other rows as it accelerates the flow 
rather than diffusing it. 
2.2.2 Velocity triangles 
The mean-line design is based on the stage velocity triangles, as 
the ones reported in Figure 2.1. The flow exiting an upstream 
stage or the guide vanes has an absolute velocity c1 and direction 
𝛼𝛼1 with respect to the machine rotating axis. The relative ve-
locity vector at the rotor inlet section, with magnitude w1 and 
direction 𝛽𝛽1, can be obtained by subtracting vectorially the 
blade rotational speed U from the absolute velocity vector. In 
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the relative frame of reference, the flow is then turned across 
the rotor to the direction 𝛽𝛽2 with an outlet velocity w2. Adding 
vectorially the blade speed U onto w2 gives the absolute velocity 
at the rotor exit section, c2 at angle 𝛼𝛼2. 
 
Figure 2.1 Velocity triangles for a compressor stage 
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The stator row then deflects the flow toward the axis, leading 
to an exit velocity c3 at angle 𝛼𝛼3. For a repeating or normal 
stage of a multi-stage axial compressor, the absolute velocity 
vector at the stage outlet section has the same magnitude and 
direction of the flow entering the rotor row. In every compressor 
stage, both the relative velocity in the rotor and the absolute 
velocity in the stator decrease. This diffusion of kinetic energy 
significantly influences the stage efficiency. 
2.2.3 Flow deflection, incidence and deviation 
The main geometrical features of a compressor blade profile are 
highlighted in Figure 2.2. 
 
Figure 2.2 Main geometrical parameters of compressor blade 
profiles 
Between these parameters, a really important one characterizing 
the aerodynamics of the profile is the flow deflection, that is the 
2. Fundamentals of Axial Compressor Aerodynamics 
 
11 
change in angle of the flow due to the presence of the blade. In 
general, this will be different to the camber angle due to flow 
incidence at the leading edge and deviation at the trailing edge. 
The incidence angle is the difference between the inlet flow angle 
𝛼𝛼1 and the blade inlet angle 𝜒𝜒1: 
 𝑖𝑖 = 𝛼𝛼1 − 𝜒𝜒1 (1) 
 
At the design point of a compressor blade, the inlet flow angle 
is almost parallel to the camber line at the leading edge (i.e., 
the inlet blade angle). Hence, there is close to zero incidence and 
almost all the deflection, or turning, of the flow is achieved via 
the camber of the blades. As the incidence is increased, the flow 
impinges on the blade pressure surface, and the flow on the suc-
tion surface must rapidly accelerate around the leading edge 
then it decelerates to a speed comparable with the mainstream 
flow. This leads to very high local diffusion close to the front of 
the blade and sometimes what is referred to as a leading edge 
spike on the blade suction surface. The diffusion can cause 
boundary layer transition and, thus, higher blade losses, and at 
very high incidences the flow will separate, leading to stall. With 
positive incidence, the flow deflection is increased. Some of the 
turning can be thought of as being due to the blade camber, and 
some due to the incidence. At negative incidence, the flow ac-
celerates around the leading edge onto the pressure surface. The 
pressure distributions on the front of the suction and pressure 
surfaces swap and the diffusion on the pressure surface is in-
creased. The flow deflection is reduced in this case and at very 
high values of negative incidence, the diffusion becomes so high 
that the flow can separate on the pressure surface. 
The tolerance of the compressor blades to incidence variations 
is critical to enable stable and efficient off-design operation of a 
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compressor. When a compressor operates at mass-flow rates or 
rotational speeds that are away from the design point, the 
blades experience incidence variations. Typically, a compressor 
blade needs to tolerate at least ±5° variation of incidence with-
out stalling, although the exact requirements will depend on the 
application. The variations in incidence that can be tolerated by 
a compressor airfoil reduce as the inlet Mach number increases. 
The direction of the flow leaving a compressor blade does not 
follow the profile camber line at the trailing edge. The difference 
between the outlet flow angle and the blade outlet angle is re-
ferred to as deviation. This deviation arises predominantly be-
cause of inviscid effects since the diffusion within the blade pas-
sages is associated with diverging streamlines and therefore the 
flow is not moving in a single direction. This contribution is 
intensified when increasing the spacing between the blades, be-
cause the uncovered part of the channel increases and the flow 
is less guided by the blades. Moreover, the deviation is further 
increased by viscous effects since the boundary layer blockage 
modifies the effective blade shape. 
A widespread empirical relationship between the nominal devi-
ation 𝛿𝛿 and the blade geometry is the one proposed by Carter 
[14] in 1950, commonly called “Carter’s rule” and valid for a 
blade operating at design condition: 
 
 𝛿𝛿 = 𝑚𝑚𝑚𝑚�𝑠𝑠
𝑙𝑙
�
𝑛𝑛 (2) 
 
Where 𝑛𝑛 is equal to 0.5 for compressor cascades and 1.0 for 
compressor inlet guide vanes, while 𝑚𝑚 is the blade camber, 𝑠𝑠 is 
the pitch and 𝑙𝑙 is the chord. 
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This relation reflects the fact that the deviation increases with 
pitch-to-chord ratio and blade camber. The value of 𝑚𝑚 depends 
on the camber line shape and the blade stagger. A typical cor-
relation for 𝑚𝑚 in a compressor cascade is: 
 
 𝑚𝑚 = 0.23�2𝑎𝑎
𝑙𝑙
�
2 + 𝛽𝛽2500 (3) 
 
In which 𝑎𝑎 is the distance between the leading edge and the 
point with maximum camber of the blade. Deviation increases 
further going towards off-design conditions, and any flow sepa-
ration will cause a rapid increase in 𝛿𝛿. 
2.2.4 Blade loading 
The choice of a satisfactory blade loading, pressure rise and 
maximum Mach number is generally based on proper design cri-
teria. As far as blade loading is concerned, it is usually assessed 
using the diffusion factor DF [15] or alternatively the diffusion 
ratio DR [16], both introduced by Lieblein. The definitions for 
these two parameters are the following: 
 
 𝐷𝐷𝐷𝐷 = �1− 𝑐𝑐2
𝑐𝑐1
�+ ∆𝑐𝑐𝜃𝜃2𝜎𝜎𝑐𝑐1 (4) 
 
 𝐷𝐷𝐷𝐷 = 𝑐𝑐𝑚𝑚𝑚𝑚𝑚𝑚𝑐𝑐2  (5) 
 
In the equation (4), 𝜎𝜎 is the compressor row solidity i.e. the 
chord-to-pitch ratio, while ∆𝑐𝑐𝜃𝜃 is the tangential velocity varia-
tion across the row. The first term on the right-hand side of 
equation (4), 1− 𝑐𝑐2 𝑐𝑐1⁄ , represents the mean deceleration of the 
flow. The second term, ∆𝑐𝑐𝜃𝜃 2𝑐𝑐1⁄ , represents the flow turning. 
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The pitch-to-chord ratio determines how well the flow is guided 
by the blades. A low value implies lower pressure gradients 
across the blade passages required to turn the flow and, hence, 
lower diffusion. Lieblein showed that the loss in a blade row 
increases rapidly as the flow starts to separate, and this occurs 
when the diffusion factor exceeds about 0.6. Typically, a well-
designed blade with moderate loading will operate with a diffu-
sion factor around 0.45. Although it was developed using just a 
small range of compressor blade designs operating at a minimum 
loss condition, the diffusion factor is widely applied to a range 
of compressor designs, both compressible and incompressible, for 
preliminary design purposes. 
 
Figure 2.3 Isentropic velocity distribution on the blade sur-
face 
As far as the equation (5) is concerned, the velocity 𝑐𝑐𝑚𝑚𝑚𝑚𝑚𝑚 is the 
maximum isentropic velocity on the blade suction side (see Fig-
ure 2.3). 
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Another, really simple, measure of the overall amount of diffu-
sion through a compressor blade row is known as the De Haller 
number, 𝑐𝑐2/𝑐𝑐1 [17]. This parameter is still often used to limit 
the maximum pressure rise across a compressor blade row. De 
Haller’s rule recommends that: 
 
 
𝑐𝑐2
𝑐𝑐1
≥ 0.72 (6) 
 
2.2.5 Compressor stage thermodynamics 
Considering the purely axial compressor stage whose velocity 
triangles are reported in Figure 2.1 and assuming stationary and 
adiabatic flow, the specific work done by the rotor on the fluid 
is: 
 
 ∆𝑊𝑊 = ℎ02 − ℎ01 = 𝑈𝑈(𝑐𝑐𝜃𝜃2 − 𝑐𝑐𝜃𝜃1) (7) 
 
For axial machines, where there is no radial shift of the stream-
lines across the rotor (i.e. 𝑈𝑈1 = 𝑈𝑈2), the total relative enthalpy 
is constant across this row: 
 
 ℎ1 + 12𝑤𝑤12 = ℎ2 + 12𝑤𝑤22 (8) 
 
Across the stator row, the quantity that is constant is the total 
enthalpy: 
 
 ℎ2 + 12 𝑐𝑐22 = ℎ3 + 12 𝑐𝑐32 (9) 
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The thermodynamic process occurring across the compressor 
stage is reported in the Mollier diagram of Figure 2.4. The dia-
gram has been generalized to consider the effects of irreversibil-
ity. 
 
Figure 2.4 Mollier diagram for an axial compressor stage 
2.2.6 Stage efficiency and losses 
Combining equations (7) and (9), the specific work absorbed by 
the compressor stage can be expressed as: 
 
 ∆𝑊𝑊 = ℎ03 − ℎ01 (10) 
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Referring to Figure 2.4, the reversible or minimum specific work 
needed to attain the same final stagnation pressure of the real 
process is: 
 
∆𝑊𝑊𝑚𝑚𝑚𝑚𝑛𝑛 = ℎ03𝑠𝑠𝑠𝑠 − ℎ01 = (ℎ03 − ℎ01)− (ℎ03 − ℎ03𝑠𝑠𝑠𝑠) (11) 
 
There are two main ways of expressing the isentropic efficiency, 
that is the efficiency resulting from a comparison between the 
real transformation and an isentropic one. The choice of the 
definition to be used depends largely upon whether the exit ki-
netic energy is usefully employed or is wasted. If the exhaust 
kinetic energy is useful, then the ideal compression is to the 
same stagnation (or total) pressure as the actual process. This 
efficiency is referred to as total-to-total stage efficiency and is 
defined as: 
 
𝜂𝜂𝑡𝑡𝑡𝑡 = ∆𝑊𝑊𝑚𝑚𝑚𝑚𝑛𝑛∆𝑊𝑊 = ℎ03𝑠𝑠𝑠𝑠 − ℎ01ℎ03 − ℎ01  (12) 
 
A case in which the exhaust kinetic energy is not wasted is the 
last stage of an aircraft gas turbine engine, where it contributes 
to the propulsive thrust. Similarly, the kinetic energy exiting 
one stage of a multi-stage compressor can be used in the follow-
ing stage and is not wasted. 
On the contrary, if the exhaust kinetic energy cannot be usefully 
employed and is entirely unexploited, the ideal compression is 
to the same static pressure as the actual process, with zero exit 
kinetic energy. This efficiency is referred to as total-to-static 
stage efficiency and has the following expression: 
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𝜂𝜂𝑡𝑡𝑠𝑠 = ℎ3𝑠𝑠𝑠𝑠 − ℎ01ℎ03 − ℎ01  (13) 
 
A situation where the outlet kinetic energy is completely wasted 
is a compressor exhausting directly into a plenum without a 
diffuser. By comparing equations (12) and (13), it is clear that 
the total-to-static efficiency is always lower than the total-to-
total efficiency. The total-to-total efficiency relates to the inter-
nal losses (entropy creation) within the compressor, whereas the 
total-to-static efficiency relates to the internal losses plus the 
wasted kinetic energy. 
The isentropic efficiency described above, although fundamen-
tally valid, can be misleading if used for comparing tur-
bomachines operating with a different overall pressure ratio. 
In order to overcome this issue, another definition of efficiency 
can be introduced. Any turbomachine can be regarded as being 
composed of a large number of very small stages. If each small 
stage has the same efficiency, then the isentropic efficiency of 
the whole machine will be different from the small stage or pol-
ytropic efficiency, the difference depending on the machine pres-
sure ratio. 
Considering the perfect gas case, the polytropic efficiency for 
the small stage is: 
 
𝜂𝜂𝑝𝑝 = 𝑑𝑑ℎ𝑚𝑚𝑠𝑠𝑑𝑑ℎ = 𝑑𝑑𝑑𝑑 𝜌𝜌⁄𝑐𝑐𝑝𝑝𝑑𝑑𝑑𝑑 = 𝛾𝛾 − 1𝛾𝛾 𝑑𝑑𝑑𝑑 𝑑𝑑⁄𝑑𝑑𝑑𝑑 𝑑𝑑⁄  (14) 
 
Then, rearranging the previous expression and integrating 
across all the compression transformation: 
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𝑑𝑑2
𝑑𝑑1
= �𝑑𝑑2
𝑑𝑑1
�
(𝛾𝛾−1) 𝜂𝜂𝑝𝑝𝛾𝛾⁄
 (15) 
 
Hence, the polytrophic efficiency for the case considered is given 
by: 
 
𝜂𝜂𝑝𝑝 = 𝛾𝛾𝛾𝛾 − 1 ln(𝑑𝑑2 𝑑𝑑1⁄ )ln(𝑑𝑑2 𝑑𝑑1⁄ ) (16) 
 
A really important effect that is somehow a counterpart of the 
efficiency is the aerodynamic loss that arises across a row of the 
compressor. As for efficiency, also in this case the overall aero-
dynamic loss can be expressed through a proper coefficient, that 
assumes a different definition for stationary and rotating rows. 
Starting from the case of a stator row, the related loss coefficient 
is defined as: 
 
𝑌𝑌𝑝𝑝,𝑠𝑠𝑡𝑡𝑚𝑚𝑡𝑡𝑠𝑠𝑠𝑠 = 𝑑𝑑02 − 𝑑𝑑03𝑑𝑑02 − 𝑑𝑑2  (17) 
 
Therefore, the measure of the aerodynamic loss across the row 
is given by the ratio of total pressure drop to the inlet dynamic 
pressure. 
As far as the rotor row is concerned, the loss coefficient is char-
acterized by the following expression: 
 
𝑌𝑌𝑝𝑝,𝑠𝑠𝑠𝑠𝑡𝑡𝑠𝑠𝑠𝑠 = 𝑑𝑑01,𝑠𝑠𝑟𝑟𝑟𝑟 − 𝑑𝑑02,𝑠𝑠𝑟𝑟𝑟𝑟𝑑𝑑01,𝑠𝑠𝑟𝑟𝑟𝑟 − 𝑑𝑑1  (18) 
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The loss coefficient is, in this case, evaluated with respect to 
relative quantities. 
In a compressor stage, there are many loss sources causing the 
generation of entropy. The sum of all the entropy creation across 
a blade row determines the loss coefficients presented above. 
The loss sources can be categorized as 2D and 3D. The possible 
2D loss sources are: 
• the blade boundary layers 
• trailing edge mixing 
• flow separation 
• shock waves 
The total 2D loss for a compressor stage can be determined 
through cascade tests or 2D computational methods, but there 
are no general correlations that can be applied to all cases. In 
general, the boundary layer and the trailing edge mixing loss 
cannot be avoided and their value is strongly dependent on the 
blade surface pressure distribution. On the contrary, separation 
losses can be avoided (at least at design operating condition) 
adopting well-designed compressor blades. However, moving 
towards off-design conditions, the diffusion level becomes 
higher and the flow can separate leading to excessive loss and 
possible stall or surge. Shock wave losses arise only for the case 
of transonic stages, generally the front ones of a multi-stage 
axial compressor. 
As far as 3D losses are concerned, the main ones impacting on 
the overall compressor performance are: 
• end wall loss 
• tip leakage loss 
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The total 3D loss is often simply referred to as secondary flow 
loss. This because the two loss sources that have been mentioned 
strongly interact and are difficult to isolate. 
Annulus boundary layers increase rapidly along the hub and 
casing of a compressor. They are swept across the blade passage 
by the pressure difference between the pressure and the suction 
surfaces, leading to complex 3D flow structures. These endwall 
flows cause losses both through viscous shear and mixing with 
the mainstream flow. In addition, they interact with the bound-
ary layers on the blade surfaces, potentially causing further loss. 
Between the many attempts to model and predict the losses 
caused by compressor endwall generated secondary flows, the 
work done by Koch and Smith [18] deserves to be mentioned. 
Nevertheless, as the endwall boundary layers are generally large 
and the flow field is highly case-dependent, experimental test 
results or advanced 3D computational methods are nowadays 
used to determine endwall loss. 
In addition, clearance flows coming from the gap above the tips 
of compressor rotor blades interact with both the endwall and 
the primary flow within the passage, creating further losses 
through mixing and shear. Moreover, the leakage flow causes 
blockage, reducing the overall flow capacity of the compressor 
stage and the stable operating range [19].  
In order to improve the stability margin and to reduce the 
losses, the designers always try to minimize the clearance gap, 
but the minimum value is normally established by manufactur-
ing and mechanical considerations. 
Leakage flows are not only related to rotor tip gas. They can 
also be found at the hub section of stator rows, if they are built 
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with a cantilever configuration. Such kind of layout is normally 
introduced to minimize the weight and to relieve the high diffu-
sion at stator hub section, at the price of an increased blockage 
and further loss. In addition, leakage flows arise from any gaps 
or seals that are present in the real geometry of a compressor, 
such as shroud cavities. 
The contribution of 3D flows to the total amount of losses 
within an axial compressor is typically around 50% or more. 
They also lead to reduced flow capacity due to the additional 
blockage, reduced work input, and more limited operating 
range. They need to be accounted for in the preliminary design 
by using average loss coefficients for the whole flow field and by 
factoring the velocity triangle parameters appropriately so that 
they could represent average flow conditions. 
2.2.7 Other remarkable parameters 
In order to have a complete definition of the velocity triangles 
at the design condition, some important parameters need to be 
set, namely the stage loading ψ, the flow coefficient 𝜙𝜙, and the 
reaction R. 
2.2.7.1 Stage loading 
Within the blade passages of a compressor the flow is subjected 
to diffusion, and in each row of rotors and stators the relative 
velocity is decreased. The amount of diffusion needs to be lim-
ited, to avoid flow separation and possible instable operation 
resulting in stall or surge. As already introduced, De Haller pro-
posed that the relative velocity at exit from a blade row should 
be at least 72% of the inlet relative velocity to have satisfactory 
performance. This prescription is equivalent to limiting the pres-
sure rise and the maximum stage loading. The stage loading ψ 
for a normal, or repeating, stage has the following expression: 
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ψ = ℎ03 − ℎ01
𝑈𝑈2
= ∆𝑐𝑐𝜃𝜃
𝑈𝑈
= 𝑐𝑐𝜃𝜃2 − 𝑐𝑐𝜃𝜃1
𝑈𝑈
= 𝜙𝜙(tan𝛼𝛼2 − tan𝛼𝛼1) (19) 
 
In the previous expression, 𝜙𝜙 = 𝑐𝑐𝑚𝑚 𝑈𝑈⁄  is the flow coefficient that 
will be introduced in section 2.2.7.2. Considering the velocity 
triangles reported Figure 2.1, the equation (19) can be rewritten 
as: 
 
ψ = 𝜙𝜙(tan𝛽𝛽1 − tan𝛽𝛽2) = 1− 𝜙𝜙(tan𝛼𝛼1 + tan𝛽𝛽2) (20) 
 
The choice of the stage loading at the compressor design point 
is critical. A value that is too low for this parameter will lead 
to an excessive number of compressor stages to achieve a re-
quired pressure ratio. On the contrary, a value that is too high 
will limit the operating range of the compressor and increase the 
number of blades needed to avoid flow separation. This leads to 
increased profile losses due to the higher wetted area and also 
leads to problems at high Mach numbers since the increased 
blade number will increase the possibility of choking. For these 
reasons the stage loading is generally limited to values around 
0.4. However, more advanced aeronautical compressors, where 
the need to reduce the number of stages is most pressing, may 
have higher stage loadings. 
2.2.7.2 Flow coefficient 
For an axial machine, the flow coefficient is given by the ratio 
of the axial velocity to the local rotational speed: 
𝜙𝜙 = 𝑐𝑐𝑚𝑚
𝑈𝑈
 (21) 
 
The equation (19) shows that, for a fixed stage loading, as the 
flow coefficient increases, the flow turning required reduces. 
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Hence, the diffusion through the row reduces as flow coefficient 
increases. Similarly, for a fixed level of diffusion, the stage load-
ing can increase as the flow coefficient rises. This suggests that 
a high flow coefficient is beneficial. Furthermore, higher values 
of flow coefficient correspond to higher inlet mass flow per unit 
area, leading to a smaller diameter machine for a given mass-
flow. 
However, in axial compressors, stage performance is often lim-
ited by Mach number effects and, for a given rotational speed, 
high values of flow coefficient will lead to higher relative Mach 
number and potentially greater losses from choking and shock 
waves. Another disadvantage of a higher flow coefficient design 
concerns the tolerance of the compressor to non-uniform inflow. 
Compressors need to remain stable in the event of a disturbance 
in the inlet flow, and lower flow coefficient designs are found to 
absorb fluctuations more readily than high flow coefficient de-
signs. The reasons for this are detailed in [20]. 
As a result of these considerations, typical values of 𝜙𝜙 used in 
designs are between 0.4 and 0.8 and often, at the beginning of 
the design phase, 0.5 is chosen. 
2.2.7.3 Reaction 
In general, the reaction for a turbomachinery stage is defined as 
the ratio of the rotor static enthalpy rise to the stage static 
enthalpy rise. For the case of a compressor stage as the one 
considered in this chapter, the reaction is given by: 
𝐷𝐷 = ℎ2 − ℎ1
ℎ3 − ℎ1
 (22) 
 
From equation (8) it is possible to obtain the static enthalpy 
rise across the rotor in terms of relative velocities: 
2. Fundamentals of Axial Compressor Aerodynamics 
 
25 
ℎ2 − ℎ1 = 12 (𝑤𝑤12 − 𝑤𝑤22) (23) 
 
Then, considering a repeating stage (𝑐𝑐3 = 𝑐𝑐1), the static en-
thalpy rise across the compressor stage can be written as: 
 
ℎ3 − ℎ1 = ℎ03 − ℎ01 = 𝑈𝑈(𝑐𝑐𝜃𝜃2 − 𝑐𝑐𝜃𝜃1) (24) 
 
Substituting the previous expressions in the reaction definition 
gives: 
 
𝐷𝐷 = 𝑤𝑤12 − 𝑤𝑤222𝑈𝑈(𝑐𝑐𝜃𝜃2 − 𝑐𝑐𝜃𝜃1) = (𝑤𝑤𝜃𝜃1 + 𝑤𝑤𝜃𝜃2)(𝑤𝑤𝜃𝜃1 − 𝑤𝑤𝜃𝜃2)2𝑈𝑈(𝑐𝑐𝜃𝜃2 − 𝑐𝑐𝜃𝜃1)  (25) 
 
It is important to notice that the assumption that 𝑐𝑐𝑚𝑚 is constant 
across the stage has been considered. From Figure 2.1, 𝑐𝑐𝜃𝜃2 =
𝑈𝑈 − 𝑤𝑤𝜃𝜃2 and 𝑐𝑐𝜃𝜃1 = 𝑈𝑈 − 𝑤𝑤𝜃𝜃1 so that ∆𝑐𝑐𝜃𝜃 = ∆𝑤𝑤𝜃𝜃. Therefore: 
 
𝐷𝐷 = 𝑤𝑤𝜃𝜃1 + 𝑤𝑤𝜃𝜃22𝑈𝑈 = 12𝜙𝜙(tan𝛽𝛽1 + tan𝛽𝛽2) (26) 
 
Another expression for the reaction, in terms of outlet flow an-
gles of each blade row in a stage, can be obtained from the 
previous one considering that 𝑤𝑤𝜃𝜃1 = 𝑈𝑈 − 𝑐𝑐𝜃𝜃1: 
 
𝐷𝐷 = 12 + 𝜙𝜙2 (tan𝛽𝛽2 − tan𝛼𝛼1) (27) 
 
Eliminating 𝛽𝛽2 by combining equations (27) and (20), it is pos-
sible to derive an equation that relates 𝜙𝜙, ψ, 𝐷𝐷 and the inter-
stage swirl angle 𝛼𝛼1: 
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ψ = 2(1−𝐷𝐷 − 𝜙𝜙 tan𝛼𝛼1) (28) 
 
From this equation, it is possible to notice that a higher reaction 
tends to reduce the stage loading, which is normally good for a 
compressor. Nevertheless, in most of the cases a 50% reaction is 
used to equally share the adverse pressure gradient through the 
rotor row and stator row. A 50% reaction also means that the 
rotor and stator blades tend to have similar shapes. In particu-
lar, when choosing a 50% reaction, the stage velocity triangles 
are symmetrical (𝛼𝛼1 = 𝛽𝛽2). 
However, an interesting work published by Dickens and Day 
[21] shows that, for stages with high loading, high reaction is 
required to achieve optimum efficiency. The explanation for this 
provided by the authors is that it is necessary to reduce the 
pressure rise across the stator row because it is more susceptible 
than the rotor to large separations. 
Anyway, in many cases, the reaction is simply a consequence of 
other design choices. Just to mention an example, in a design 
where both the stage loading and the flow coefficients have al-
ready been chosen, if the inlet swirl angle 𝛼𝛼1 is fixed (e.g. axial 
inflow for a first row or an IGV upstream of the stage), then the 
reaction must also be fixed. 
In advanced compressor designs, especially in aero-engines, high 
reaction is common and values between 0.5 and 0.8 are the ones 
generally adopted. 
2.2.7.4 Inter-stage swirl angle 
From equation (28), it can be noticed that a positive swirl be-
tween the stages reduces the stage loading. Furthermore, a pos-
itive swirl angle also reduces the relative inlet Mach number at 
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rotor inlet section. That is why advanced multistage compres-
sors, especially the ones for gas turbine applications, tend to 
have an inter-stage swir1 angle of around 20°-30°. 
2.2.7.5 Blade aspect ratio 
After setting the values for ψ, φ, and R at the design condition, 
the number of stages for a multi-stage compressor can be deter-
mined. For a given mass-flow and blade speed, the mean radius 
of the compressor and the blade heights can also be calculated. 
The total compressor axial length and the number of blades can 
then be estimated by choosing suitable aspect ratio values, H/l, 
for each blade row. 
The choice of aspect ratios is important as it influences both the 
blade losses and the stability margin. Lowering the aspect ra-
tios, the losses will increase due to augmented wetted area and 
the growth of boundary layers. Nevertheless, as shown by Koch 
[22], lower aspect ratios can guarantee a higher surge margin. 
This is the reason why modern multi-stage compressors have 
generally low aspect ratios, typically in the range [1:2]. 
Once chosen the aspect ratio and the blade height, the chord (l) 
can be determined. The pitch-to-chord ratio, s/l, can be com-
puted from equation (4) combined with a proper choice of the 
diffusion factor. The number of blades can be derived from the 
pitch-to-chord ratio and the chord. 
Finally, the total compressor length depends on the axial gaps 
between blade rows. These values are normally set in order to 
limit the vibration and noise generated by rotor-stator interac-
tion. Generally, spaces between the rows of about half an axial 
chord are adopted. 
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2.2.8 Stage matching 
Every compressor is designed for a particular operating condi-
tion, the one referred to as design point. This condition is nor-
mally the one where the compressor will operate for most of the 
time and is generally near to the maximum speed and pressure 
rise that the machine can deliver. Nevertheless, it is also im-
portant to have adequate values for efficiency and pressure ratio 
at other conditions as, for example, low speed operating during 
the start-up. The problem of matching the inlet flow require-
ments of each stage to the outlet flow of the upstream one is 
general to all multi-stage compressors. The design point is the 
combination of non-dimensional speed and mass-flow ?̇?𝑚 at 
which the inlet flow at each stage corresponds to its optimum. 
Difficulties may arise when the compressor operates at different 
speed and/or mass-flow, i.e. on a different working line. Even if 
the flow is usually expressed in terms of mass-flow, the require-
ment of a stage is best thought in terms of volume flow rate. 
This because the inlet flow angle is the key parameter to deter-
mine whether a blade row is operating correctly or not, and the 
angle depends on the ratio of flow velocity to rotational speed. 
It is the volume flow which fixes the flow velocity. Therefore, 
the flow coefficient ϕ can be used as a proper dimensionless 
group. As shown in [23], for a constant corrected blade speed 
𝑈𝑈 �𝑐𝑐𝑝𝑝𝑑𝑑0⁄ , there is a proportionality relationship between the 
flow coefficient and the flow function F, given by: 
 
𝐷𝐷 = ?̇?𝑚�𝑐𝑐𝑝𝑝𝑑𝑑0
𝐴𝐴𝑑𝑑0
 (29) 
 
In the previous expression, 𝐴𝐴 is the compressor cross-sectional 
area. 
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Considering the design point, the blading and the cross-sectional 
area will have been chosen for each stage to be appropriate for 
the design mass-flow and rotational speed. The density rise is 
likely to be significant. To compensate for this and to avoid a 
too low axial velocity, the cross-sectional area must decrease in 
the downstream direction. 
Every compressor during his life cycle will operate at least some 
of the time at pressure ratios or speeds different from the design 
value. The greatest difficulty arising in these cases is the fact 
that an excursion in the flow function at inlet of a stage gener-
ally leads to a larger excursion at outlet. This because the pres-
sure ratio 𝑃𝑃𝐷𝐷 = 𝑑𝑑02 𝑑𝑑01⁄  depends strongly on the flow function 
and for unstalled blades increases rapidly as the flow is reduced. 
The temperature ratio 𝑑𝑑02 𝑑𝑑01⁄  also rises when reducing the flow 
function and can be expressed as follows: 
 
𝑑𝑑02
𝑑𝑑01
= 𝑃𝑃𝐷𝐷𝛾𝛾−1𝛾𝛾𝜂𝜂𝑝𝑝 ≈ 𝑃𝑃𝐷𝐷0.3 (30) 
 
The latter approximation is valid for a reasonably high effi-
ciency compressor. Therefore, the ratio of inlet to outlet flow 
functions can be approximated as: 
 
𝐷𝐷2
𝐷𝐷1
≈ 𝑃𝑃𝐷𝐷−0.85 ≈ 𝑃𝑃𝐷𝐷−1 (31) 
 
Considering, for example, a 1% reduction of the inlet flow func-
tion of a stage, the pressure ratio will increase and the outlet 
flow function will decrease by more than 1%. Similarly, an in-
crease in the inlet flow function of the stage will produce a larger 
increase in the outlet flow function. Hence, the volume flow rate 
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is amplified through the stages, the magnitude of the amplifica-
tion rising with the pressure ratio. 
The effect of mismatching is really large in multi-stage compres-
sors because of their multiplicative nature; the overall pressure 
ratio can be written as: 
 
𝑃𝑃𝐷𝐷𝑠𝑠𝑜𝑜𝑟𝑟𝑠𝑠𝑚𝑚𝑟𝑟𝑟𝑟 = 𝑃𝑃𝐷𝐷1𝑃𝑃𝐷𝐷2 …𝑃𝑃𝐷𝐷𝑛𝑛 (32) 
 
Where 𝑃𝑃𝐷𝐷1is the pressure ratio of the first stage and so on. The 
effect is diagrammatically reported in Figure 2.5, in which the 
overall pressure ratio/mass-flow characteristic is shown together 
with the characteristics for the first and last stage. Point a rep-
resents the design condition, point b refers to a reduced pressure 
rise at design speed and point c relates to an increased pressure 
rise at the same speed. For point a, the position is the same on 
the first and last stage characteristics. For the increased mass-
flow condition, point b, the stages produce a smaller pressure 
rise and therefore smaller density rise than the design one. The 
situation gets progressively worse through the compressor until 
the last stage, where the operating condition is far away from 
the design point. It is possible that the pressure ratios in the 
rear stages decrease to a value lower than unity. The last stage 
acts in this case as a throttle and the phenomenon is often re-
ferred to as apparent choking. This apparent chocking is severe 
negative incidence stall. 
Just as a reduction in the stage pressure rise from the design 
value leads to a chocking of the rear stages, an increase in the 
pressure rise at the design speed leads to their stalling. Point c 
shows this latter case. The choking or stalling of the rear stage 
(or stages) puts a limit on the flow function range for all the 
compressor. 
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Figure 2.5 Overall pressure ratio/mass-flow characteristic and 
characteristic curves for the first and last stage 
Finally, point d shows the effect of a significant reduction in the 
rotational speed. This reduction is reflected in the fact that the 
density rise is reduced below the design value. The mass-flow is 
hence limited by the rear stage, which is choked. This means 
that the mass-flow into the front stages is much lower than the 
design value, making them subjected to stall. 
  
32 
  
  
33 
3 Computational Framework 
This chapter is aimed to introduce the numerical setup that has 
been used for the computations presented within this work. The 
first section contains the main characteristics of the CFD code 
TRAF, developed by the research group led by Prof. Andrea 
Arnone starting from the end of the 1980s. The second section 
focuses on the non-reflecting mixing plane model that has been 
improved and extended to the real gas version of the code. 
3.1 TRAF 
The CFD code that has been used for all the numerical simula-
tions whose result are presented in the following chapters is the 
TRAF code. The code started to be developed in 1988 in the 
framework of a joint research project between the University of 
Florence and NASA (ICASE and ICOMP), focused on viscous 
cascade flow analysis. 
3.1.1 Governing equations 
The 3D-unsteady Navier-Stokes equations are averaged adopt-
ing the Reynolds approach (RANS). For each blade passage, 
rotating at constant angular speed Ω (zero for stationary blade 
rows), the Reynolds averaged Navier-Stokes equations in con-
servative form are expressed with respect to a curvilinear coor-
dinate system 𝜉𝜉, 𝜂𝜂, 𝜁𝜁. The link between the Cartesian coordinate 
system and the curvilinear one is handled by means of transfor-
mation matrices and Jacobian. 
The molecular viscosity µ is determined as a function of tem-
perature through the following power law: 
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 𝜇𝜇
𝜇𝜇0
= �𝑑𝑑
𝑑𝑑0
�
𝛼𝛼 (33) 
 
Where 𝜇𝜇0, 𝑑𝑑0 and 𝛼𝛼 are gas-dependent reference parameters. 
The eddy-viscosity hypothesis is used to take into account for 
turbulence effects. Following the above-mentioned hypothesis, 
the molecular viscosity and thermal conductivity are expressed 
as: 
 𝜇𝜇 = 𝜇𝜇𝑟𝑟 + 𝜇𝜇𝑡𝑡 (34) 
 
 𝑘𝑘 = 𝑐𝑐𝑝𝑝 �� 𝜇𝜇𝑃𝑃𝑃𝑃�𝑟𝑟 + � 𝜇𝜇𝑃𝑃𝑃𝑃�𝑡𝑡� (35) 
 
where 𝑐𝑐𝑝𝑝 is the specific heat at constant pressure, 𝑃𝑃𝑃𝑃 is the 
Prandtl number and the subscripts l and t refer to laminar and 
turbulent, respectively. 
3.1.2 Turbulence closures 
Several turbulence closures have been implemented in the 
TRAF code, ranging from algebraic to more complex one- and 
two-equation models. A complete list of the turbulence models 
available is the following: 
 Baldwin-Lomax algebraic model [24] 
 Baldwin-Lomax algebraic model with Degani-Schiff 
correction [25] 
 Mixing length algebraic model [26] 
 One-equation Spalart-Allmaras model [27] 
 One-equation Spalart-Allmaras model with Spalart-
Shur correction [28] 
 Two-equation k-ω Wilcox Low-Reynolds model [29]  
 Two-equation k-ω Wilcox High-Reynolds model 1988 
ver. [29] 
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 Two-equation k-ω Menter SST model [30] 
 Two-equation k-ω Wilcox High-Reynolds model 2006 
ver. [31] 
3.1.3 Spatial discretization 
As far as the spatial discretization is concerned, the code is 
based on a finite-volume approach, with the governing equa-
tions discretized in space starting from an integral formulation 
and without any intermediate mapping [32] [33] [34]. All the 
viscous terms are discretized using 2nd order accurate central 
differences, while for the inviscid fluxes two different options 
are available: 
 2nd order cell-centered scheme 
 Roe’s upwind scheme 
For the cell-centered scheme, on each cell face, the fluxes are 
calculated after computing the necessary flow quantities at the 
face center. Those quantities are obtained by a simple averaging 
of adjacent cell-center values of the dependent variables. To as-
sure stability and prevent oscillations near shocks or stagnation 
points, artificial dissipation terms are also included away from 
the shear layer regions, where the physical diffusion associated 
with diffusive terms is generally not sufficient to prevent the 
possible odd-even point decoupling typical of centered schemes. 
Both scalar [32] and matrix [35] dissipation models are available 
in the code. To minimize the amount of artificial diffusion inside 
the shear layers, these terms are weighed with an eigenvalue 
scaling [36] [37]. 
As far as the upwind option is concerned [38], a higher order of 
spatial accuracy is achieved through a MUSCL (Monotone Up-
stream-centered Schemes for Conservation Laws) extrapolation 
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scheme (3rd order spatial discretization). To avoid numerical in-
stabilities, a TVD (Total Variation Diminishing) scheme is ap-
plied [39]. 
3.1.4 Time-stepping scheme 
In the TRAF code, the system of differential equations is ad-
vanced in time using an explicit four-stage Runge-Kutta scheme 
[32]. In order to reduce the computational cost, a hybrid version 
of the scheme is implemented. In particular, the viscous terms 
are evaluated only at the first stage and then left unchanged for 
the remaining stages of the method. By performing two evalua-
tions of the artificial dissipating terms at the first and at the 
second stage, good high-frequency damping properties have been 
obtained. These damping properties are particularly important 
for the multigrid process, which will be introduced later in this 
section. 
For the case of time accurate calculations, a dual-time stepping 
method [40] [41] is adopted and the coupling between consecu-
tive rows is handled by means of sliding interface planes. 
3.1.5 Acceleration techniques 
To strongly reduce the computational cost and to speed up the 
convergence of the code, four different techniques have been 
adopted [42]. They are briefly described in the following subsec-
tions. 
3.1.5.1 Local time-stepping 
While adopting the time-marching approach, a faster expulsion 
of disturbances can be attained by locally using the maximum 
available time step. In particular, the local time step limit is 
computed accounting for both the convective (∆𝑡𝑡𝑐𝑐) and diffu-
sive (∆𝑡𝑡𝑑𝑑) contributions: 
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 ∆𝑡𝑡 = 𝐶𝐶𝐷𝐷𝐶𝐶� ∆𝑡𝑡𝑐𝑐 ∆𝑡𝑡𝑑𝑑
∆𝑡𝑡𝑐𝑐 +∆𝑡𝑡𝑑𝑑� (36) 
 
In the previous expression, 𝐶𝐶𝐷𝐷𝐶𝐶 is a constant usually referred 
to as Courant-Friedrichs-Lewy number. 
3.1.5.2 Residual smoothing 
To extend the stability limit and the robustness of the basic 
scheme, an implicit smoothing of residuals is adopted in the 
code. This technique, first introduced by Lerat [43] in conjunc-
tion with Lax-Wendroff type schemes, was later implemented 
by Jameson [44] on the Runge-Kutta stepping scheme. For vis-
cous calculations on highly-stretched meshes, the variable coef-
ficient formulations of Martinelli and Jameson [36] and Swanson 
and Turkel [37] have proven to be robust and reliable.    
3.1.5.3 Multigrid 
This convergence accelerating method was developed in the 
1970s for the solution of elliptic problems [45]. At the beginning 
of the following decade, Ni [33] and Jameson [44] applied the 
multigrid method to the Euler equations. The idea on which the 
method is based is to introduce a series of coarser grids obtained 
by the fine one simply eliminating every other mesh line in each 
coordinate direction; these coarser meshes are used to speed up 
the propagation of the fine grid corrections, leading to a faster 
expulsion of disturbances. The procedure is repeated on a suc-
cession of coarser grids and the corrections computed on each 
coarse grid are transferred back to the finer one by bilinear in-
terpolations. Even if more grid levels can be adopted, usually 
the multigrid method is performed with a V-cycle on three grids: 
coarse (4h), medium (2h) and fine (h). 
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3.1.5.4 Grid refinement 
A grid refinement strategy is introduced in the code to provide 
a cost-effective initialization of the fine grid solution. Adopting 
this methodology together with multigrid leads to the so called 
Full Multigrid (FMG) procedure. The solution is initialized on 
the coarser grid level and iterated for a prescribed number of 
multigrid cycles. The solution is then passed, by bilinear inter-
polations, onto the next finer grid and the process is repeated 
until the finest grid level is reached. 
3.1.6 Boundary conditions 
In typical turbomachinery configurations there are five main 
types of boundaries: inlet, outlet, solid walls, periodicity and 
interface between adjacent rows. The radial distributions of to-
tal temperature, total pressure and flow angles are prescribed at 
the computational domain inlet, while the outgoing Riemann 
invariant is taken from the interior. On the domain outlet sec-
tion, the static pressure is enforced through a spanwise distri-
bution or a value at the casing used to impose a radial equilib-
rium boundary condition, while density and momentum compo-
nents are extrapolated. On the solid walls within the computa-
tional domain, the pressure is extrapolated from the interior grid 
nodes and no-slip and temperature conditions are used to com-
pute the values for density and total energy. Two different tem-
perature conditions are currently available in the code: adiabatic 
wall and prescribed constant wall temperature. In the former 
case, the adiabatic condition is obtained by nullifying the wall 
temperature gradient in the normal-like direction, while in the 
latter case the constant wall temperature is prescribed by the 
user as a fraction of the total temperature at the domain inlet 
section. As the code has been implemented adopting one phan-
tom-cell layer for each grid boundary, the periodicity in circum-
ferential direction form a blade passage to the contiguous one is 
3.  Computational Framework 
 
39 
imposed by setting periodic phantom cell values. If the grid lines 
do not match at the periodicity interface, linear interpolations 
are performed in order to set a reasonable value for the depend-
ent variables in phantom cells. Despite the fact that this ap-
proach cannot guarantee a complete conservation of mass, mo-
mentum and energy, in most of the applications no accuracy 
losses have been experienced, if no strong gradients occur along 
non-periodic grid boundaries with high differences in cell sizes. 
As far as boundary conditions for the interfaces between adja-
cent rows are concerned, a different treatment is adopted for the 
time-accurate and the steady-state case. When running an un-
steady analysis, the coupling between consecutive rows is han-
dled by means of sliding interface planes, with the exchange of 
information between adjacent blocks obtained performing linear 
interpolations in both the tangential and the radial direction. 
Conversely, for steady simulations, mixing-planes are intro-
duced to handle the coupling between adjacent rows. Data ex-
change through the common interface plane of consecutive rows 
is obtained by an appropriate calculation of phantom cell values, 
keeping the spanwise distribution while averaging in the pitch-
wise direction. A deeper overview of the mixing plane models 
available in the code will be presented further in section 3.2.   
3.1.7 Code parallelization 
In order to properly exploit the computational power available 
nowadays in multi-core work stations, clusters and high perfor-
mance computing platforms, the TRAF code has been parallel-
ized following a multi-level hybrid strategy [46]. This hybrid 
scheme is obtained from the coupling of OpenMP and MPI par-
allelism, that can also be used independently on user’s request. 
The shared memory standard OpenMP is an implementation of 
multithreading, a method of parallelization in which the master 
thread (a series of instructions executed consecutively) forks a 
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specified number of slave threads and a task is divided among 
them. The threads then run concurrently, with the runtime en-
vironment allocating threads to different processors. The code 
has two levels of OpenMP parallelism: the first one involves 
computational blocks (blade passages), while the second level is 
nested and related to the spanwise direction of computational 
blocks. The Message Passing Interface (MPI) standard instead 
has been adopted to handle communications for distributed 
memory systems. Splitting the computation among different 
nodes, MPI parallelization offers the possibility to handle very-
large domains whose memory requirements exceed the resources 
available on one node. 
3.1.8 Real gas version 
Two different gas models are implemented in the TRAF code: 
the perfect and the real gas one. The real gas version [47] of the 
code was developed following these key targets: simple imple-
mentation, limited additional computational cost with respect 
to the perfect gas version, a level of accuracy suitable for indus-
trial standards and capability of dealing with any kind of gas. 
The behavior of real gases, gas mixtures or steam is reproduced 
by replacing the perfect gas analytic relationships with the local 
interpolation of gas data from property tables. In order to re-
duce the computational cost, the gas tables are external to the 
flow solver and must be generated before running the code, us-
ing commercial or in-house developed databases. This method 
can be applied to any working fluid and extends property eval-
uations into saturated and superheated regions. The main re-
striction is given by the assumption that only one working fluid 
is present in the computational domain. 
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3.1.9 Computational grids 
The code was originally able to handle H- or C-type structured 
grids but has been extended to O-type grid topology in 2009. 
The computational grids are obtained using in-house developed 
tools by stacking in the spanwise direction 2D grids generated 
through a process based on an elliptic procedure that solves the 
discretized Poisson equations using a point relaxation scheme. 
Forcing functions like the one proposed by Steger and Sorenson 
[48] are used to control the grid spacing and orientation at the 
wall. Viscous grids are obtained from the inviscid grids by add-
ing lines near the wall. 
 
Figure 3.1 Blade-to-blade H-type grid 
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Figure 3.2 Blade-to-blade O-type grid 
 
Figure 3.3 H-type 3D mesh of an axial compressor blade 
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For standard viscous full Navier-Stokes simulations, the grid 
spacing is chosen to obtain a y+ value lower than 2 for the first 
grid point above the wall. This condition allows a proper reso-
lution of the laminar sub-layer of all the boundary layers lo-
cated in the computational domain due to the presence of solid 
walls. 
Some examples of H- and O-type blade-to-blade grids are 
shown in Figure 3.1 and Figure 3.2, respectively. A 3D H-type 
mesh of one the front stages of an axial compressor, obtained 
by stacking in the spanwise direction different blade-to-blade 
grids, is then represented in Figure 3.3. 
3.2 Non-reflecting mixing plane model 
As already introduced in section 3.1.6, in the case of multi-row 
steady-state computations, mixing-planes are introduced to 
handle the coupling between adjacent rows. Data exchange 
through the common interface plane of consecutive rows is ob-
tained by an appropriate calculation of phantom cell values, 
keeping the spanwise distribution while averaging in the pitch-
wise direction. 
Two main mixing plane models are available in the TRAF code: 
a robust reflecting model and a more accurate non-reflecting 
one. In the former, the boundary conditions imposed in each 
phantom cell on one side of the interface are obtained by aver-
aging in the pitchwise direction the values of the governing con-
servative variables of the grid cells at the same span on the other 
interface side; if the adjacent grids do not match in spanwise 
direction (e. g. different number of cells or nodes distribution), 
an interpolation of the pitchwise averaged values is performed. 
Robustness and capability of handling flow reversals across the 
interface are the main positive aspects of this mixing plane 
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model, both making it attractive for industrial design purposes. 
By imposing as boundary condition a constant value for the 
conservative governing variables for all the grid cells at the same 
span, reflections of the main quantities of interest arise next to 
the interface. In some particularly demanding cases, as transonic 
compressor rows with a shock system which reaches the inter-
face or machines with small inter-row axial gaps, the effects of 
reflections are enhanced. 
To avoid non-physical reflections next to the mixing planes of 
the computational domain, a non-reflecting model, based on the 
2D theory developed by Giles [49] [50] and extended to the 3D 
case by Saxer [51], has been implemented in the TRAF code. A 
perfect gas version of this model was first introduced in the code 
in the early 2000s, but due to some fluxes-conservation issues, 
his application to the case of multi-stage axial compressors was 
strongly limited. Indeed, the need for good mass-flow conserva-
tion properties is particularly important for compressors with a 
high stage count, in which even a relatively low error at each 
interface can lead to unacceptable mass-flow evaluations in the 
rear part of the machine. This can result in a wrong stage 
matching and overall performance prediction. 
In 2016, to overcome these restrictions, a deep revision of the 
model has been carried out. The non-reflecting model has hence 
been renewed paying particular attention to mass-flow and total 
temperature conservation across the interface; for other quanti-
ties, such as total pressure and entropy, the non-conservation 
through the mixing plane is due to the mixing process itself and 
cannot be avoided. The model has also been extended to the 
real gas case, making it ready to be used as a standard for the 
full compressor steady-state analysis. 
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3.2.1 Perfect gas version 
The task of each non-reflecting model is to allow the positioning 
of a far-field boundary close to a blade row without affecting 
the flow field in the vicinity of the blades. This is a key aspect 
when dealing with multi-row steady-state analyses characterized 
by a relatively low axial spacing between adjacent rows. 
The approach used to develop the steady non-reflecting bound-
ary condition model is based on a characteristic analysis of the 
linearized Euler equations [49]. At every inlet and outlet inter-
face of the computational domain, there are some incoming and 
outgoing modes. While the outgoing characteristic values are 
extrapolated from the inner-domain, the average changes in all 
the incoming characteristics are set in order to target some user-
specified mean quantities. The remaining changes (e. g. the cir-
cumferential harmonics of the incoming characteristics), are de-
termined applying the non-reflecting boundary condition theory 
from the amplitudes of corresponding harmonics of the outgoing 
characteristics. 
The basic idea is that, in the steady steady-state approximation, 
the flow at each boundary for a certain span can be assumed as 
periodic in the pitchwise direction. A Fourier decomposition of 
this periodic flow can be performed, leading to an average value 
and circumferential components. Hence, the 0th Fourier mode 
represent the circumferential average of the flow and can be 
treated according to the standard 1D [52] procedure. The re-
maining part coming from the decomposition, that is repre-
sented by the sum of the harmonics, is treated according to 
Giles’ 2D non-reflecting boundary condition theory [49]. Con-
sidering the 3D case, this is the part of the method that uncou-
ples the tangential and the radial flow variation. As it considers 
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every radial flow variation only from an average point of view, 
the method is called quasi-3D. 
3.2.1.1 Average flow definitions 
In order to ease and reduce the computational effort required to 
enforce the non-reflecting boundary conditions, for each span, 
the solution is interpolated on a node distribution that is equally 
spaced in the circumferential direction, for both inlet and outlet 
boundaries. The average values of a generic flow quantity 𝜑𝜑 are, 
for this simplified case: 
 𝜑𝜑���� = 1
𝑁𝑁
�𝜑𝜑𝑗𝑗
𝑗𝑗
 (37) 
 
Where N is the number of equally spaced nodes at the boundary, 
including only once the periodic grid node. 
When dealing with stator/rotor interaction steady simulations, 
averaged data are transferred from one row to the other and 
vice versa. Between the many possible averaging procedures, the 
only rigorous one is based on the ‘mixed-out’ flow-field. Assum-
ing that sufficiently far upstream or downstream the flow is uni-
form, then the flux 𝑭𝑭  based on these uniform conditions, speci-
fied from now on with the subscript F, must be equal to the 
average flux 𝑭𝑭̅ at the considered boundary. Differently from the 
simplified fluxes definition used by Saxer [51] in its 3D extension 
of Giles’ method, the one that has been implemented in the 
TRAF code is the following: 
𝐷𝐷1̅ = 𝜌𝜌𝑣𝑣𝑛𝑛���������� = 𝜌𝜌𝐹𝐹𝑽𝑽𝐹𝐹 ⋅ 𝒏𝒏 (38) 
 
𝑭𝑭2̅34 = 𝜌𝜌𝑣𝑣𝑛𝑛𝑽𝑽�������������� + 𝑑𝑑̅𝒏𝒏 = 𝜌𝜌𝐹𝐹 (𝑽𝑽𝐹𝐹 ⋅ 𝒏𝒏)𝑽𝑽𝐹𝐹 + 𝑑𝑑𝐹𝐹𝒏𝒏 (39) 
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𝐷𝐷5̅ = 𝜌𝜌𝑣𝑣𝑛𝑛𝐻𝐻�������������� = � 𝛾𝛾𝛾𝛾 − 1 𝑑𝑑𝐹𝐹 + 12 𝜌𝜌𝐹𝐹𝑉𝑉𝐹𝐹2� (𝑽𝑽𝐹𝐹 ⋅ 𝒏𝒏) (40) 
 
The vector 𝑭𝑭2̅34 is introduced to store the average fluxes (𝐷𝐷2̅ 𝐷𝐷3̅ 
𝐷𝐷4̅), while 𝑽𝑽  and 𝑽𝑽𝐹𝐹  are the local and ‘mixed-out’ velocity vec-
tors. The vector 𝒏𝒏 is, for a generic infinitesimal spanwise band 
of width ds on the interface, the normal unity vector. In the 
previous expressions, the velocity components and the total en-
thalpy are quantities referring to the relative frame of reference, 
so that they can apply to both rotor and stator rows. 
Solving the system of equations (38) (39) (40), it is possible to 
obtain the “mixed-out” values for the primitive variables: 
𝑑𝑑𝐹𝐹 = 𝑭𝑭2̅34 ⋅ 𝒏𝒏+��𝑭𝑭2̅34 ⋅ 𝒏𝒏�2 + (𝛾𝛾2 − 1)�𝐷𝐷2̅342 − 2𝐷𝐷1̅𝐷𝐷5̅�𝛾𝛾 − 1  (41) 
 
 𝑽𝑽𝐹𝐹 = 𝑭𝑭2̅34 − 𝑑𝑑𝐹𝐹𝒏𝒏𝐷𝐷1̅  (42) 
 
 𝜌𝜌𝐹𝐹 = 𝐷𝐷1̅𝑽𝑽𝐹𝐹 ⋅ 𝒏𝒏 (43) 
 
The mixing process characterizing this averaging procedure 
leads to higher viscous losses and to a flow with a higher entropy 
level, as discussed in [53]. 
3.2.1.2 Characteristic variables 
The characteristic variables are defined in terms of perturba-
tions with respect to the average inlet or outlet flow-field. The 
1D characteristic variables are connected to the perturbations 
of the primitive variables by the following relations [54]: 
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𝑼𝑼𝑝𝑝 (44) 
 
 𝑼𝑼𝑝𝑝 =
⎝
⎜⎜
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⎛
𝜙𝜙1
𝜙𝜙2
𝜙𝜙3
𝜙𝜙4
𝜙𝜙5⎠
⎟⎟
⎟⎟
⎟⎟
⎞ (45) 
 
where: 
 
𝑼𝑼𝑝𝑝 =
⎝
⎜⎜
⎜⎜
⎜⎛
𝜌𝜌 − 𝜌𝜌 ̅
𝑢𝑢 − ?̅?𝑢
𝑣𝑣 − 𝑣𝑣̅
𝑤𝑤 − 𝑤𝑤����
𝑑𝑑 − 𝑑𝑑̅ ⎠
⎟⎟
⎟⎟
⎟⎞ =
⎝
⎜⎜
⎜⎜
⎜⎜
⎛
𝜌𝜌̃
?̃?𝑢
𝑣𝑣 ̃
?̃?𝑤
𝑑𝑑̃⎠
⎟⎟
⎟⎟
⎟⎟
⎞ (46) 
 
The first characteristic variable is the linearized entropy pertur-
bation, the second and third are the tangential and the spanwise 
velocity at the boundary and are related to vorticity, while the 
last two variables are the downstream and the upstream running 
pressure waves (assuming that the axial Mach number is sub-
sonic). At the inflow boundary, the first four characteristics are 
incoming and hence must be specified. The fifth is outgoing and 
so it must be extrapolated from the inner domain. At the outlet 
boundary, the situation is the opposite and only the fifth char-
acteristic variable must be set.   
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3.2.1.3 Fourier analysis 
The way of handling the boundary conditions is approached by 
assuming that, in the area close to inlet, outlet and inter-row 
interfaces the flow is governed by the linearized Euler equations. 
These equations, written in primitive form and considering just 
2D steady-state variations for a certain span, assume the follow-
ing expression: 
 𝐴𝐴̅
𝜕𝜕𝑼𝑼𝑝𝑝
𝜕𝜕𝜕𝜕
+𝐵𝐵���� 𝜕𝜕𝑼𝑼𝑝𝑝
𝜕𝜕𝜕𝜕
= 0 (47) 
 
with: 
 
𝐴𝐴̅=
⎝
⎜⎜
⎜⎜
⎜⎜
⎜⎜
⎛
?̅?𝑢 𝜌𝜌 ̅ 0 0 00 ?̅?𝑢 0 0 1
𝜌𝜌 ̅0 0 ?̅?𝑢 0 00 0 0 ?̅?𝑢 00 𝛾𝛾𝑑𝑑̅ 0 0 ?̅?𝑢⎠⎟⎟⎟⎟
⎟⎟
⎟⎟
⎞ (48) 
 
 
𝐵𝐵���� =
⎝
⎜⎜
⎜⎜
⎜⎜
⎜⎜
⎛
𝑣𝑣̅ 𝜌𝜌 ̅ 0 0 00 𝑣𝑣̅ 0 0 00 0 𝑣𝑣̅ 0 1
𝜌𝜌 ̅0 0 0 𝑣𝑣̅ 00 0 𝛾𝛾𝑑𝑑̅ 0 𝑣𝑣⎠̅⎟⎟⎟⎟⎟
⎟⎟
⎟⎞ (49) 
 
The vector 𝑼𝑼𝑝𝑝 contains the perturbations of the primitive vari-
ables from a uniform flow, while both the matrices 𝐴𝐴 ̅and 𝐵𝐵���� are 
evaluated using the same uniform flow conditions. A Fourier 
analysis of the flow considers wave-like solutions given by a sca-
lar wave function multiplying a constant column vector: 
 
 𝑼𝑼𝑝𝑝(𝜕𝜕, 𝜕𝜕) = 𝑒𝑒𝑚𝑚(𝑘𝑘𝑚𝑚+𝑟𝑟𝑙𝑙)𝒖𝒖𝑅𝑅 (50) 
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Introducing this solution in the differential equation gives: 
 
 �𝑘𝑘𝐴𝐴̅+ 𝑙𝑙𝐵𝐵�����𝒖𝒖𝑅𝑅 = 0 (51) 
 
 The solution is non-trivial in the case: 
 
 𝑑𝑑𝑒𝑒𝑡𝑡�𝑘𝑘𝐴𝐴̅+ 𝑙𝑙𝐵𝐵����� = 0 (52) 
 
The previous expression leads to a polynomial 5th degree equa-
tion in both k and l: 
 
 (?̅?𝑢𝑘𝑘 + 𝑣𝑣?̅?𝑙)3((?̅?𝑢𝑘𝑘 + 𝑣𝑣?̅?𝑙)2 − 𝑐𝑐2̅(𝑘𝑘2 + 𝑙𝑙2)) = 0 (53) 
 
Considering a given value for l, the kn roots are: 
 
 𝑘𝑘1,2,3 = −𝑣𝑣?̅?𝑙?̅?𝑢  (54) 
 
 𝑘𝑘4 = ?̅?𝑢𝑣𝑣?̅?𝑙+ 𝑐𝑐?̅?𝛽𝑙𝑙𝑐𝑐2̅ − ?̅?𝑢2  (55) 
 
 𝑘𝑘5 = ?̅?𝑢𝑣𝑣?̅?𝑙 − 𝑐𝑐?̅?𝛽𝑙𝑙𝑐𝑐2̅ − ?̅?𝑢2  (56) 
 
where: 
 
 
𝛽𝛽 = �  𝑖𝑖 𝑠𝑠𝑖𝑖𝑠𝑠𝑛𝑛(𝑙𝑙)�𝑐𝑐2̅ − (?̅?𝑢2 + 𝑣𝑣2̅), ?̅?𝑢2 + 𝑣𝑣2̅ < 𝑐𝑐2̅
−𝑠𝑠𝑖𝑖𝑠𝑠𝑛𝑛(𝑣𝑣)̅�(?̅?𝑢2 + 𝑣𝑣2̅)− 𝑐𝑐2̅, ?̅?𝑢2 + 𝑣𝑣2̅ ≥ 𝑐𝑐2̅  (57) 
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It is worth to notice that, for supersonic flow, the parameter β 
does not depend on l, reflecting the different behavior in terms 
of perturbation propagation in subsonic and supersonic flow. In 
the former, the perturbation decays exponentially while, in the 
latter, it propagates indefinitely. 
Once obtained the eigenvalues, it is possible to determine the 
corresponding left and right eigenvectors, needed in the con-
struction of the non-reflecting boundary conditions. 
The column vector 𝒖𝒖𝑅𝑅 is a right eigenvector of the matrix 
𝑙𝑙𝐴𝐴−̅1𝐵𝐵����, with eigenvalue –k, if: 
 �𝑘𝑘𝑘𝑘 + 𝑙𝑙𝐴𝐴−̅1𝐵𝐵�����𝒖𝒖𝑅𝑅 = 𝐴𝐴−̅1�𝑘𝑘𝐴𝐴̅+ 𝑙𝑙𝐵𝐵�����𝒖𝒖𝑅𝑅 = 0 (58) 
 
Instead, the row vector 𝒗𝒗𝐿𝐿 is a left eigenvector of the matrix 
𝑙𝑙𝐴𝐴−̅1𝐵𝐵����, with eigenvalue –k, if: 
  𝒗𝒗𝐿𝐿𝐴𝐴−̅1�𝑘𝑘𝐴𝐴̅+ 𝑙𝑙𝐵𝐵����� = 0 (59) 
 
An important feature of the left null-vector 𝒗𝒗𝐿𝐿, that will be used 
in the non-reflecting method, is its orthogonality to 𝒖𝒖𝑅𝑅. After 
some algebra, the left and right eigenvectors for the five roots 
kn are the following: 
• 𝑘𝑘1 = −𝑣𝑣?̅?𝑙 ?̅?𝑢⁄ : 
 
 𝒗𝒗1𝐿𝐿 = (−𝑐𝑐2̅ 0 0 0 1) (60) 
 
 
𝒖𝒖1
𝑅𝑅 =
⎝
⎜⎜
⎜⎜
⎜⎜
⎛
−1
𝑐𝑐2̅�0000 ⎠⎟⎟⎟⎟
⎟⎟
⎞ (61) 
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These eigenvalue and eigenvectors refer to an entropy 
wave. This can be verified by the fact that only the term 
related to density is different from zero in the right ei-
genvector, hence the wave is characterized by varying 
entropy, no vorticity and constant pressure. Also the 
left eigenvector is connected to entropy, as 𝒗𝒗1𝐿𝐿𝑼𝑼𝑝𝑝 is 
equal to the linearized entropy 𝑑𝑑̃ − 𝑐𝑐2̅𝜌𝜌.̃ 
• 𝑘𝑘2 = −𝑣𝑣?̅?𝑙 ?̅?𝑢⁄ : 
 
 𝒗𝒗2𝐿𝐿 = 𝜌𝜌?̅?𝑐 ̅�0 −?̅?𝑢 −𝑣𝑣̅ 0 −1 𝜌𝜌 ̅� � (62) 
 
 
 
𝒖𝒖2
𝑅𝑅 = 1
𝜌𝜌?̅?𝑐 ̅
⎝
⎜⎜
⎜⎜
⎜⎜
⎜⎜
⎛
0
−?̅?𝑢2
𝑣𝑣2̅
�
−1
𝑣𝑣̅�00 ⎠⎟⎟⎟⎟
⎟⎟
⎟⎟
⎞ (63) 
 
This root is associated with a vorticity wave, as the 
right eigenvector gives a wave with vorticity, but uni-
form entropy and pressure. 
• 𝑘𝑘3 = −𝑣𝑣?̅?𝑙 ?̅?𝑢⁄ : 
 
 𝒗𝒗3𝐿𝐿 = 𝜌𝜌?̅?𝑐(̅0 0 0 −𝑣𝑣̅ 0) (64) 
 
 
𝒖𝒖3
𝑅𝑅 = 1
𝜌𝜌?̅?𝑐 ̅
⎝
⎜⎜
⎜⎜
⎜⎜
⎛
000
−1
𝑣𝑣̅�0 ⎠⎟⎟⎟⎟⎟
⎟⎞ (65) 
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As for the previous root, also in this case this eigenvalue 
and these eigenvectors refer to a vorticity wave. Since 
the first three eigenvalues have the save numerical 
value, the orthogonality of the corresponding eigenvec-
tors must be verified. This can be easily done by check-
ing that: 
 
 𝒗𝒗𝑛𝑛𝐿𝐿𝒖𝒖𝑚𝑚𝑅𝑅 = 0, 𝑛𝑛,𝑚𝑚 = 1,2,3, 𝑛𝑛 ≠ 𝑚𝑚 (66) 
 
• 𝑘𝑘4 = 𝑢𝑢����𝑜𝑜?̅?𝑟+𝑐𝑐?̅?𝛽𝑟𝑟𝑐𝑐2̅−𝑢𝑢����2 : 
 
 𝒗𝒗4𝐿𝐿 = 𝜌𝜌?̅?𝑐 ̅�0 −𝑣𝑣̅ ?̅?𝑢 0 𝛽𝛽 𝜌𝜌 ̅� � (67) 
 
 
𝒖𝒖4
𝑅𝑅 = 12𝜌𝜌?̅?𝑐(̅𝑐𝑐 ̅− ?̅?𝑢)
⎝
⎜⎜
⎜⎜
⎜⎜
⎜⎜
⎛−
𝜌𝜌̅
𝑐𝑐 ̅
(𝑐𝑐?̅?𝑣 ̅+ 𝛽𝛽?̅?𝑢)
𝛽𝛽𝑐𝑐 ̅+ ?̅?𝑢𝑣𝑣 ̅
𝑐𝑐2̅ − ?̅?𝑢20
−𝜌𝜌?̅?𝑐(̅𝑐𝑐?̅?𝑣 ̅+ 𝛽𝛽?̅?𝑢)⎠⎟⎟⎟⎟
⎟⎟
⎟⎟
⎞ (68) 
 
This root relates to an isentropic, irrotational pressure 
wave, propagating downstream if the flow is axially sub-
sonic (?̅?𝑢 < 𝑐𝑐)̅. 
• 𝑘𝑘5 = 𝑢𝑢����𝑜𝑜?̅?𝑟−𝑐𝑐?̅?𝛽𝑟𝑟𝑐𝑐2̅−𝑢𝑢����2 : 
 
 𝒗𝒗5𝐿𝐿 = 𝜌𝜌?̅?𝑐 ̅�0 𝑣𝑣̅ −?̅?𝑢 0 𝛽𝛽 𝜌𝜌?̅?𝑐 ̅� � (69) 
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𝒖𝒖5
𝑅𝑅 = 12𝜌𝜌?̅?𝑐(̅𝑐𝑐 ̅+ ?̅?𝑢)
⎝
⎜⎜
⎜⎜
⎜⎜
⎜⎜
⎛−
𝜌𝜌̅
𝑐𝑐 ̅
(𝑐𝑐?̅?𝑣 ̅ − 𝛽𝛽?̅?𝑢)
−𝛽𝛽𝑐𝑐 ̅+ ?̅?𝑢𝑣𝑣 ̅
𝑐𝑐2̅ − ?̅?𝑢20
−𝜌𝜌?̅?𝑐(̅𝑐𝑐?̅?𝑣 ̅ − 𝛽𝛽?̅?𝑢)⎠⎟⎟⎟⎟
⎟⎟
⎟⎟
⎞ (70) 
 
This root corresponds to an isentropic, irrotational pres-
sure wave, propagating upstream if the flow is axially 
subsonic (?̅?𝑢 < 𝑐𝑐)̅. 
3.2.1.4 Quasi-3D steady NRBC 
Considering the inlet or the outlet boundary of the blade-to-
blade section of a linear cascade and a particular choice of l, the 
most general form of the perturbation 𝑼𝑼𝑝𝑝 is: 
 
𝑼𝑼𝑝𝑝(𝜕𝜕, 𝜕𝜕) = ��𝑎𝑎𝑛𝑛𝒖𝒖𝑛𝑛𝑅𝑅𝑒𝑒𝑚𝑚𝑘𝑘𝑛𝑛𝑚𝑚5
𝑛𝑛=1 � 𝑒𝑒𝑚𝑚𝑟𝑟𝑙𝑙 (71) 
 
where kn is the nth root obtained from the previously introduced 
Fourier analysis and 𝒖𝒖𝑛𝑛𝑅𝑅 is the corresponding right eigenvector. 
The ideal non-reflecting boundary condition formulation would 
be to enforce 𝑎𝑎𝑛𝑛 = 0 for each n referring to an incoming wave. 
Exploiting the orthogonality of eigenvectors, and multiplying 
both sides of the equation (71) for the left eigenvector 𝒗𝒗𝑛𝑛𝐿𝐿 gives: 
 𝒗𝒗𝑛𝑛𝐿𝐿𝑼𝑼𝑝𝑝 = 𝑎𝑎𝑛𝑛(𝒗𝒗𝑛𝑛𝐿𝐿𝒖𝒖𝑛𝑛𝑅𝑅)𝑒𝑒𝑚𝑚𝑘𝑘𝑛𝑛𝑚𝑚𝑒𝑒𝑚𝑚𝑟𝑟𝑙𝑙 (72) 
 
Hence, an equivalent non-reflecting boundary conditions speci-
fication is: 
 𝒗𝒗𝑛𝑛𝐿𝐿𝑼𝑼𝑝𝑝 = 0 (73) 
 
For each value of n associated to an incoming mode (e. g. n=1, 
2, 3, 4 for an inlet boundary and n=5 at the outflow). The right 
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and left eigenvectors already introduced do have a physical 
meaning: the former shows the primitive variables variation 
caused by the corresponding wave mode, while the latter is re-
lated to the amplitude of a particular wave component when 
applied to the general solution. 
The conditions already introduced can be easily extended to the 
more general three-dimensional case by considering the bound-
ary at 𝜕𝜕 = 0 of a 3D linear cascade, with pitch P in the y direc-
tion. The perturbation 𝑼𝑼𝑝𝑝 can be written as: 
 𝑼𝑼𝑝𝑝(0, 𝜕𝜕, 𝑧𝑧) = 𝑼𝑼����𝑝𝑝(𝑧𝑧) + � 𝑼𝑼�𝑝𝑝𝑚𝑚∞
−∞,𝑚𝑚≠0
(𝑧𝑧)𝑒𝑒𝑚𝑚𝑟𝑟𝑚𝑚𝑙𝑙 (74) 
 
in which 𝑼𝑼����𝑝𝑝(𝑧𝑧) is the pitchwise solution average on the bound-
ary, corresponding to the 0th Fourier mode, while the harmonics 
are defined as follows: 
 
𝑼𝑼�𝑝𝑝𝑚𝑚(𝑧𝑧) = 1𝑃𝑃 � 𝑼𝑼𝑝𝑝(0, 𝜕𝜕, 𝑧𝑧)𝑒𝑒−𝑚𝑚𝑟𝑟𝑚𝑚𝑙𝑙𝑑𝑑𝜕𝜕𝑃𝑃0  (75) 
 
where: 
 𝑙𝑙𝑚𝑚 = 2𝜋𝜋𝑚𝑚𝑃𝑃  (76) 
 
For each span, 2D steady-state non-reflecting boundary condi-
tions can be enforced for every Fourier mode m different from 
the one of order zero. The boundary conditions are: 
 𝒗𝒗𝑛𝑛𝐿𝐿𝑼𝑼�𝑝𝑝𝑚𝑚 = 0 (77) 
 
Using the eigenvectors introduced in section 3.2.1.3, the previ-
ous expression becomes, for the inlet boundary: 
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⎝
⎜⎜
⎜⎛
−𝑐𝑐2̅ 0 0 0 10 −𝜌𝜌?̅?𝑐?̅̅?𝑢 −𝜌𝜌?̅?𝑐?̅?𝑣 ̅ 0 −𝑐𝑐 ̅0 0 0 −𝜌𝜌?̅?𝑐?̅?𝑣 ̅ 00 −𝜌𝜌?̅?𝑐?̅?𝑣 ̅ 𝜌𝜌?̅?𝑐?̅̅?𝑢 0 𝛽𝛽 ⎠⎟⎟⎟⎞𝑼𝑼�𝑝𝑝𝑚𝑚 = 0 (78) 
 
While, for the outflow, the boundary condition is: 
 
 (0 𝜌𝜌?̅?𝑐?̅?𝑣 ̅ −𝜌𝜌?̅?𝑐?̅̅?𝑢 0 𝛽𝛽) 𝑼𝑼�𝑝𝑝𝑚𝑚 = 0 (79) 
 
The harmonics can be expressed in terms of the spatial Fourier 
transform of the characteristic variables: 
 
 
𝑼𝑼�𝑝𝑝𝑚𝑚 =
⎝
⎜⎜
⎜⎜
⎜⎜
⎜⎜
⎜⎜
⎜⎜
⎜⎜
⎜⎜
⎜⎜
⎜⎛
−
1
𝑐𝑐2̅
0 0 12𝑐𝑐2̅ 12𝑐𝑐2̅0 0 0 12𝜌𝜌?̅?𝑐 ̅ − 12𝜌𝜌?̅?𝑐 ̅0 1
𝜌𝜌?̅?𝑐 ̅
0 0 00 0 1
𝜌𝜌?̅?𝑐 ̅
0 00 0 0 12 12 ⎠⎟⎟⎟⎟
⎟⎟
⎟⎟
⎟⎟
⎟⎟
⎟⎟
⎟⎟
⎟⎟
⎟⎞
⎝
⎜⎜
⎜⎜
⎜⎜
⎜⎜
⎜⎛
𝜙𝜙1̂
𝜙𝜙2̂
𝜙𝜙3̂
𝜙𝜙4̂
𝜙𝜙5̂⎠
⎟⎟
⎟⎟
⎟⎟
⎟⎟
⎟⎞ (80) 
 
Substituting (80) in (78) and (79) gives, respectively: 
 
 
⎝
⎜⎜
⎜⎜
⎜⎜
⎜⎛
1 0 0 0 00 −𝑣𝑣̅ 0 −𝑐𝑐 ̅+ ?̅?𝑢2 ?̅?𝑢 − 𝑐𝑐 ̅20 0 𝑣𝑣̅ 0 00 ?̅?𝑢 0 𝛽𝛽 − 𝑣𝑣̅2 𝛽𝛽 + 𝑣𝑣̅2 ⎠⎟⎟⎟⎟
⎟⎟
⎟⎞
⎝
⎜⎜
⎜⎜
⎜⎜
⎜⎜
⎜⎛
𝜙𝜙1̂
𝜙𝜙2̂
𝜙𝜙3̂
𝜙𝜙4̂
𝜙𝜙5̂⎠
⎟⎟
⎟⎟
⎟⎟
⎟⎟
⎟⎞ = 0 (81) 
 
and: 
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�0 −?̅?𝑢 0 𝛽𝛽 + 𝑣𝑣̅2 𝛽𝛽 − 𝑣𝑣̅2 �
⎝
⎜⎜
⎜⎜
⎜⎜
⎜⎜
⎜⎛
𝜙𝜙1̂
𝜙𝜙2̂
𝜙𝜙3̂
𝜙𝜙4̂
𝜙𝜙5̂⎠
⎟⎟
⎟⎟
⎟⎟
⎟⎟
⎟⎞ = 0 (82) 
 
Rearranging, it is possible to get some compact relations: 
 
 
⎝
⎜⎜
⎜⎜
⎜⎜
⎛
𝜙𝜙1̂
𝜙𝜙2̂
𝜙𝜙3̂
𝜙𝜙4̂⎠
⎟⎟
⎟⎟
⎟⎟
⎞ =
⎝
⎜⎜
⎜⎜
⎜⎜
⎜⎜
⎛
0
−�
𝛽𝛽 + 𝑣𝑣̅
𝑐𝑐 ̅+ ?̅?𝑢� 𝜙𝜙5̂0      �𝛽𝛽 + 𝑣𝑣̅
𝑐𝑐 ̅+ ?̅?𝑢�2 𝜙𝜙5̂⎠⎟⎟⎟⎟
⎟⎟
⎟⎟
⎞ (83) 
 
 𝜙𝜙5̂ = � 2?̅?𝑢𝛽𝛽 − 𝑣𝑣̅�𝜙𝜙2̂ − �𝛽𝛽 + 𝑣𝑣̅𝛽𝛽 − 𝑣𝑣̅� 𝜙𝜙4̂ (84) 
 
Hence, the model enforces incoming characteristics that are 
function of the outgoing ones. For the annular case, the bound-
ary conditions can be obtained following the same procedure 
already introduce and substituting (𝑚𝑚,𝐷𝐷) for (𝜕𝜕, 𝑧𝑧) and (𝑢𝑢𝜃𝜃,𝑢𝑢𝑅𝑅) 
for (𝑢𝑢, 𝑣𝑣). This approximation applies properly only if the blade 
pitch is much smaller than the tip radius, which is true for many 
turbomachinery applications. The approximation error is lower 
than the one arising due to the uncoupled radial and circumfer-
ential modes. 
3.2.1.5 Implementation of the method 
The non-reflecting boundary conditions are enforced in the 
TRAF code at every Runge-Kutta stage on fine grid at the point 
in which the overall numerical scheme has already computed 
the changes in the conservative variables for all the nodes of the 
3.  Computational Framework 
 
58 
domain, including the ones on the boundaries, but the nodal 
values have not yet been updated. The characteristics variations 
corresponding to these changes in the conservative variables can 
be determined using proper transformation matrices. 
The characteristics variables are used to define the changes in 
the phantom cell values on the boundary. As already stated, the 
characteristics are defined in terms of perturbations with respect 
to the average inflow or outflow. Considering only the case of 
subsonic axial Mach number, for an inlet boundary the only 
exiting mode is an upstream running pressure wave. Thus, only 
the fifth characteristic variable is extrapolated from the interior 
domain. On the contrary, at an outlet boundary with subsonic 
axial Mach number, the first four characteristic variables repre-
senting the linearized entropy, two vorticity and the down-
stream running pressure waves are outgoing and can be obtained 
extrapolating the interior flow-field. The specific treatments 
adopted for every kind of boundary (e. g. subsonic inlet, super-
sonic inlet, subsonic outlet, supersonic outlet and inter-row in-
terfaces) are reported in the following sub-sections, for the case 
of a linear cascade. As explained at the end of section 3.2.1.4, 
the approximate relations for the annular case can be obtained 
following the same procedure and substituting (𝑚𝑚,𝐷𝐷) for (𝜕𝜕, 𝑧𝑧) 
and (𝑢𝑢𝜃𝜃,𝑢𝑢𝑅𝑅) for (𝑢𝑢, 𝑣𝑣). 
Subsonic inlet 
For a given spanwise position, the change in the incoming char-
acteristic variables at each point in the tangential direction on 
the inlet boundary is split into two parts. The first one repre-
sents the average change along the boundary, defined to target 
certain physical quantities. The other component consists of the 
harmonic variations in the characteristics along the interface, 
designed to guarantee the non-reflectiveness of the boundary. 
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The average characteristic changes are calculated starting from 
the requirement that the average entropy, radial and tangential 
flow angles, and stagnation enthalpy must have the values spec-
ified by the user at the inlet section of the computational do-
main. This can be obtained driving to zero the following four 
residuals: 
 𝐷𝐷1𝑛𝑛 = 𝑑𝑑̅𝑛𝑛(𝑠𝑠?̅?𝑛 − 𝑠𝑠?̅?𝑚𝑛𝑛) (85) 
 
 𝐷𝐷2𝑛𝑛 = 𝜌𝜌?̅?𝑛𝑐𝑐?̅?𝑛(𝑣𝑣𝐹𝐹𝑛𝑛 − |𝑽𝑽𝐹𝐹𝑛𝑛| sin(𝛼𝛼𝑚𝑚𝑛𝑛) cos(𝛽𝛽𝑚𝑚𝑛𝑛)) (86) 
 
 𝐷𝐷3𝑛𝑛 = 𝜌𝜌?̅?𝑛𝑐𝑐?̅?𝑛(𝑤𝑤𝐹𝐹𝑛𝑛 − |𝑽𝑽𝐹𝐹𝑛𝑛| sin(𝛽𝛽𝑚𝑚𝑛𝑛)) (87) 
 
 𝐷𝐷4𝑛𝑛 = 𝜌𝜌?̅?𝑛�𝐻𝐻����𝑛𝑛 − 𝐻𝐻����𝑚𝑚𝑛𝑛� (88) 
 
The superscript n indicates the current iteration step of the 
overall integration algorithm. In order to maintain the same 
definition for the first residual in both the perfect gas formula-
tion and the real gas one, s is not the entropy related function 
used by Giles: 
 𝑠𝑠 = 𝑙𝑙𝑛𝑛(𝛾𝛾𝑑𝑑)− 𝛾𝛾 𝑙𝑙𝑛𝑛(𝜌𝜌) (89) 
 
In the TRAF code, the parameter s in the first residual is the 
entropy that, due to the code scaling, can be expressed as: 
 𝑠𝑠 = 𝑙𝑙𝑛𝑛(𝑑𝑑)− 𝛾𝛾 𝑙𝑙𝑛𝑛(𝜌𝜌)
𝛾𝛾 − 1  (90) 
 
The velocity components, magnitude and flow angles present in 
the definitions of the second and third residuals are expressed 
in the relative frame of reference, to make them valid for both 
rotor and stator case. The angle 𝛼𝛼 is the one formed between 
the flow direction and the x-axis in the x-y (blade-to-blade) 
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plane, while the angle 𝛽𝛽 is related to the one formed between 
the flow direction and the x-axis in the x-z (meridional) plane, 
𝛽𝛽𝑚𝑚, by the following expression: 
 𝛽𝛽 = tan−1 �tan(𝛽𝛽𝑚𝑚)cos(𝛼𝛼) � (91) 
 
The average changes in the incoming characteristic variables are 
obtained using a one-step Newton-Rapson procedure. Therefore, 
the residuals are linearized with respect to the current iteration 
and their values for the n+1 iteration are set equal to zero: 
⎝
⎜⎜
⎜⎛
𝐷𝐷1
𝐷𝐷2
𝐷𝐷3
𝐷𝐷4⎠
⎟⎟
⎟⎞
𝑛𝑛+1
≅
⎝
⎜⎜
⎜⎛
𝐷𝐷1
𝐷𝐷2
𝐷𝐷3
𝐷𝐷4⎠
⎟⎟
⎟⎞
𝑛𝑛 + �𝜕𝜕(𝐷𝐷1,𝐷𝐷2,𝐷𝐷3,𝐷𝐷4)
𝜕𝜕(𝜙𝜙1,𝜙𝜙2,𝜙𝜙3,𝜙𝜙4) �𝑛𝑛
⎝
⎜⎜
⎜⎜
⎜⎛
𝛿𝛿𝜙𝜙1̅
𝛿𝛿𝜙𝜙2̅
𝛿𝛿𝜙𝜙3̅
𝛿𝛿𝜙𝜙4̅⎠
⎟⎟
⎟⎟
⎟⎞ = 0 (92) 
 
Dropping the superscript n and applying the chain rule, the Ja-
cobian matrix can be written as: 
𝐽𝐽 = 𝜕𝜕(𝐷𝐷1,𝐷𝐷2,𝐷𝐷3,𝐷𝐷4)
𝜕𝜕(𝜙𝜙1,𝜙𝜙2,𝜙𝜙3,𝜙𝜙4) = 𝜕𝜕(𝐷𝐷1,𝐷𝐷2,𝐷𝐷3,𝐷𝐷4)𝜕𝜕(𝜌𝜌,̅𝑢𝑢̅, 𝑣𝑣,̅𝑤𝑤����)�������
𝐽𝐽1
𝜕𝜕(𝜌𝜌,̅𝑢𝑢̅, 𝑣𝑣,̅𝑤𝑤����)
𝜕𝜕�𝜙𝜙1̅,𝜙𝜙2̅,𝜙𝜙3̅,𝜙𝜙4̅��������
𝐽𝐽2
 
(93) 
 
After performing the derivatives and not considering the terms 
proportional to the residuals that are equal to zero at the con-
verged limit, the matrix 𝐽𝐽1 assumes the following expression: 
 
𝐽𝐽1 =
⎝
⎜⎜
⎜⎜
⎜⎜
⎜⎜
⎜⎜
⎜⎛
−
𝑐𝑐2̅
𝛾𝛾 − 1 0 0 0 1𝛾𝛾 − 10 −𝜌𝜌?̅?𝑐 ̅tan(𝛼𝛼𝑚𝑚𝑛𝑛) 𝜌𝜌?̅?𝑐 ̅ 0 00 −𝜌𝜌?̅?𝑐 ̅tan�𝛽𝛽𝑚𝑚𝑚𝑚𝑛𝑛� 0 𝜌𝜌?̅?𝑐 ̅ 0
−
𝑐𝑐2̅
𝛾𝛾 − 1 𝜌𝜌?̅̅?𝑢 𝜌𝜌?̅?𝑣 ̅ 𝜌𝜌?̅?𝑤���� 𝛾𝛾𝛾𝛾 − 1⎠⎟⎟⎟⎟⎟
⎟⎟
⎟⎟
⎟⎟
⎞ (94) 
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The matrix 𝐽𝐽2 can be obtained by dropping the 5th column in 
the matrix that can be found in (80) and has the following struc-
ture: 
𝐽𝐽2 =
⎝
⎜⎜
⎜⎜
⎜⎜
⎜⎜
⎜⎜
⎜⎜
⎜⎜
⎜⎜
⎜⎜
⎜⎜
⎛−
1
𝑐𝑐2̅ 0 0 12𝑐𝑐2̅0 0 0 12𝜌𝜌����𝑐𝑐̅0 1
𝜌𝜌����𝑐𝑐̅
0 00 0 1
𝜌𝜌����𝑐𝑐̅
00 0 0 12 ⎠⎟⎟⎟⎟⎟
⎟⎟
⎟⎟
⎟⎟
⎟⎟
⎟⎟
⎟⎟
⎟⎟
⎟⎞
 (95) 
 
The Jacobian matrix 𝐽𝐽 is therefore: 
𝐽𝐽 =
⎝
⎜⎜
⎜⎜
⎜⎜
⎜⎜
⎜⎜
⎜⎜
⎜⎜
⎛
1
𝛾𝛾 − 1 0 0 00 1 0 − tan(𝛼𝛼𝑚𝑚𝑛𝑛)20 0 1 − tan�𝛽𝛽𝑚𝑚𝑚𝑚𝑛𝑛�21
𝛾𝛾 − 1 𝑀𝑀𝑎𝑎���������𝑙𝑙 𝑀𝑀𝑎𝑎���������𝑧𝑧 12 �1 +𝑀𝑀𝑎𝑎���������𝑚𝑚�⎠⎟⎟⎟⎟
⎟⎟
⎟⎟
⎟⎟
⎟⎟
⎟⎟
⎞
 (96) 
 
In the matrix 𝐽𝐽 , Max, May and Maz correspond to u/c, v/c and 
w/c, respectively. The determinant of the Jacobian matrix is 
given by: det (𝐽𝐽) = 1 +𝑀𝑀𝑎𝑎���������𝑚𝑚 +𝑀𝑀𝑎𝑎���������𝑙𝑙 tan(𝛼𝛼𝑚𝑚𝑛𝑛) +𝑀𝑀𝑎𝑎���������𝑧𝑧 tan�𝛽𝛽𝑚𝑚𝑚𝑚𝑛𝑛�
𝛾𝛾 − 1  (97) 
 
The elements of the inverted Jacobian matrix 𝐽𝐽−1 can be ob-
tained from the following expression: 
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 𝐽𝐽𝑗𝑗𝑚𝑚−1 = (−1)𝑗𝑗+𝑚𝑚𝑑𝑑𝑒𝑒𝑡𝑡(𝐽𝐽𝑚𝑚𝑗𝑗)𝑑𝑑𝑒𝑒𝑡𝑡(𝐽𝐽)         𝑗𝑗 = 1,4;  𝑖𝑖 = 1,4 (98) 
 
where 𝐽𝐽𝑚𝑚𝑗𝑗 is the matrix obtained from 𝐽𝐽  dropping the ith line 
and the jth column. Therefore, the average changes in the incom-
ing characteristic variables can be obtained as follows: 
 
 
⎝
⎜⎜
⎜⎜
⎜⎛
𝛿𝛿𝜙𝜙1̅
𝛿𝛿𝜙𝜙2̅
𝛿𝛿𝜙𝜙3̅
𝛿𝛿𝜙𝜙4̅⎠
⎟⎟
⎟⎟
⎟⎞ = −𝐽𝐽−1
⎝
⎜⎜
⎜⎛
𝐷𝐷1
𝐷𝐷2
𝐷𝐷3
𝐷𝐷4⎠
⎟⎟
⎟⎞  (99) 
 
For the case considered, these average changes are given by: 
𝛿𝛿𝜙𝜙1̅ = (1− 𝛾𝛾)𝐷𝐷1 (100) 
 
𝛿𝛿𝜙𝜙2̅ = tan(𝛼𝛼𝑚𝑚𝑛𝑛)∆ �𝐷𝐷1 −∆𝑧𝑧𝐷𝐷2 +𝑀𝑀𝑎𝑎���������𝑧𝑧𝐷𝐷3 − 𝐷𝐷4� (101) 
 
𝛿𝛿𝜙𝜙3̅ = tan�𝛽𝛽𝑚𝑚𝑚𝑚𝑛𝑛�∆ �𝐷𝐷1 +𝑀𝑀𝑎𝑎���������𝑙𝑙𝐷𝐷2 − ∆𝑙𝑙𝐷𝐷3 − 𝐷𝐷4� (102) 
 
𝛿𝛿𝜙𝜙4̅ = 2∆�𝐷𝐷1 +𝑀𝑀𝑎𝑎���������𝑙𝑙𝐷𝐷2 +𝑀𝑀𝑎𝑎���������𝑧𝑧𝐷𝐷3 − 𝐷𝐷4� (103) 
 
where: 
∆= 1 +𝑀𝑀𝑎𝑎���������𝜕𝜕 +𝑀𝑀𝑎𝑎���������𝜕𝜕 tan(𝛼𝛼𝑖𝑖𝑛𝑛) +𝑀𝑀𝑎𝑎���������𝑧𝑧 tan �𝛽𝛽𝑚𝑚𝑖𝑖𝑛𝑛� (104) 
 
∆𝑙𝑙= 1 +𝑀𝑀𝑎𝑎���������𝜕𝜕 +𝑀𝑀𝑎𝑎���������𝜕𝜕 tan(𝛼𝛼𝑖𝑖𝑛𝑛)tan�𝛽𝛽𝑚𝑚𝑚𝑚𝑛𝑛�  (105) 
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∆𝑧𝑧= 1 +𝑀𝑀𝑎𝑎���������𝜕𝜕 +𝑀𝑀𝑎𝑎���������𝑧𝑧 tan �𝛽𝛽𝑚𝑚𝑖𝑖𝑛𝑛�tan(𝛼𝛼𝑖𝑖𝑛𝑛)  (106) 
 
The local changes in the characteristic variables for each grid 
node in the y-direction still need to be evaluated to properly 
update the solution on the inlet boundary. The first step con-
sists of performing a discrete Fourier transform (DFT) of the 
outgoing characteristic 𝜙𝜙5, that can be used to determine the 
steady-state amplitude of the incoming characteristics according 
to the equation (83). Considering a range of values form –N/2+1 
to N/2-1, where N is the number of nodes in the y-direction, 
and including just once the periodic node, the DFT leads to: 
 
𝜙𝜙5̂𝑘𝑘 = 1𝑁𝑁�𝜙𝜙5𝑗𝑗𝑒𝑒−𝑚𝑚2𝜋𝜋𝑗𝑗𝑘𝑘𝑁𝑁𝑁𝑁𝑗𝑗=1  (107) 
 
The steady-state amplitude of the Fourier transform of the sec-
ond characteristic is: 
 𝜙𝜙2̂𝑘𝑘𝑠𝑠 = −�𝛽𝛽 + 𝑣𝑣̅𝑐𝑐 ̅+ ?̅?𝑢�𝜙𝜙5̂ (108) 
 
with: 
 𝛽𝛽 = 𝑖𝑖 𝑠𝑠𝑖𝑖𝑠𝑠𝑛𝑛(𝑘𝑘)�𝑐𝑐2̅ − (?̅?𝑢2 + 𝑣𝑣2̅) (109) 
 
The amplitudes in the physical domain are obtained performing 
an inverse DFT:  
 
 
𝜙𝜙2𝑗𝑗𝑠𝑠 = 2𝐷𝐷𝑒𝑒
⎣
⎢
⎡� 𝜙𝜙2̂𝑘𝑘𝑠𝑠𝑒𝑒
−𝑚𝑚2𝜋𝜋𝑗𝑗𝑘𝑘𝑁𝑁
𝑁𝑁
2−1
𝑘𝑘=1 ⎦⎥⎤ (110) 
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The steady-state correction to the local second characteristic 
variable is, for each node j along the boundary, the difference 
between the correct steady-state value and the current value: 
 𝛿𝛿𝜙𝜙2𝑗𝑗𝑠𝑠 = 𝜙𝜙2𝑗𝑗𝑠𝑠 − 𝜙𝜙2𝑗𝑗 = 𝜙𝜙2𝑗𝑗𝑠𝑠 − 𝜌𝜌?̅?𝑐�̅𝑣𝑣𝑗𝑗 − 𝑣𝑣�̅ (111) 
 
As the harmonics of the third incoming characteristic are zero, 
the correction to apply is: 
 𝛿𝛿𝜙𝜙3𝑗𝑗𝑠𝑠 = 𝜙𝜙3𝑗𝑗𝑠𝑠 − 𝜙𝜙3𝑗𝑗 = −𝜙𝜙3𝑗𝑗 = −𝜌𝜌?̅?𝑐�̅𝑤𝑤𝑗𝑗 − 𝑤𝑤����� (112) 
 
The corrections to the local first and fourth characteristic vari-
ables are obtained from the condition that the local entropy and 
stagnation enthalpy should match the average values. The re-
siduals are given by perturbations from the average entropy and 
stagnation enthalpy values: 
 
 𝐷𝐷1𝑗𝑗 = 𝑑𝑑̅�𝑠𝑠𝑗𝑗 − 𝑠𝑠�̅ (113) 
 
 𝐷𝐷4𝑗𝑗 = 𝜌𝜌�̅𝐻𝐻𝑗𝑗 −𝐻𝐻����� (114) 
 
The Newton-Rapson method leads in this case to: 
 
�
𝐷𝐷1𝑗𝑗
𝐷𝐷4𝑗𝑗
�
𝑛𝑛 = −
⎝
⎜⎜
⎜⎜
⎛
1
𝛾𝛾 − 1 0 0 01
𝛾𝛾 − 1 𝑀𝑀𝑎𝑎���������𝑙𝑙 𝑀𝑀𝑎𝑎���������𝑧𝑧 �1 +𝑀𝑀𝑎𝑎���������𝑚𝑚�2 ⎠⎟⎟⎟⎟⎞⎝⎜⎜⎜⎜⎜
⎛
𝛿𝛿𝜙𝜙1𝑗𝑗𝑠𝑠
𝛿𝛿𝜙𝜙2𝑗𝑗𝑠𝑠
𝛿𝛿𝜙𝜙3𝑗𝑗𝑠𝑠
𝛿𝛿𝜙𝜙4𝑗𝑗𝑠𝑠⎠
⎟⎟
⎟⎟
⎟⎞ (115) 
 
whose solution is: 
 
 𝛿𝛿𝜙𝜙1𝑗𝑗𝑠𝑠 = (1− 𝛾𝛾)𝐷𝐷1 (116) 
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𝛿𝛿𝜙𝜙4𝑗𝑗𝑠𝑠 = −2�𝛿𝛿𝜙𝜙1𝑗𝑗𝑠𝑠𝛾𝛾 − 1 +𝑀𝑀𝑎𝑎���������𝑙𝑙𝛿𝛿𝜙𝜙2𝑗𝑗𝑠𝑠 +𝑀𝑀𝑎𝑎���������𝑧𝑧𝛿𝛿𝜙𝜙3𝑗𝑗𝑠𝑠 +𝐷𝐷4𝑗𝑗�1 +𝑀𝑀𝑎𝑎���������𝑚𝑚  (117) 
 
Once all the local changes in the incoming characteristic varia-
bles have been determined, these can be added to the average 
changes and multiplied by an under-relaxation factor 𝜎𝜎: 
 
𝛿𝛿𝜙𝜙1𝑗𝑗 = 𝜎𝜎�𝛿𝛿𝜙𝜙1̅ + 𝛿𝛿𝜙𝜙1𝑗𝑗𝑠𝑠� (118) 
 
𝛿𝛿𝜙𝜙2𝑗𝑗 = 𝜎𝜎�𝛿𝛿𝜙𝜙2̅ + 𝛿𝛿𝜙𝜙2𝑗𝑗𝑠𝑠� (119) 
 
𝛿𝛿𝜙𝜙3𝑗𝑗 = 𝜎𝜎�𝛿𝛿𝜙𝜙3̅ + 𝛿𝛿𝜙𝜙3𝑗𝑗𝑠𝑠� (120) 
 
𝛿𝛿𝜙𝜙4𝑗𝑗 = 𝜎𝜎�𝛿𝛿𝜙𝜙4̅ + 𝛿𝛿𝜙𝜙4𝑗𝑗𝑠𝑠� (121) 
 
The change in the outgoing fifth characteristic, for the jth node 
on the interface in the y-direction, is: 
 
𝛿𝛿𝜙𝜙5𝑗𝑗 = 𝑑𝑑𝑟𝑟 − 𝑑𝑑𝑗𝑗 + 𝜌𝜌?̅?𝑐�̅𝑢𝑢𝑟𝑟 − 𝑢𝑢𝑗𝑗� (122) 
 
The local values for pressure and velocity in the previous ex-
pression, with the subscript e, are obtained through a zero or 
first order extrapolation of the values available in the domain 
interior. The combined five characteristic changes are hence 
transformed into variations in the primitive variables according 
to equation (80) and then into conservative variable changes, in 
order to update the current solution on the inlet boundary. 
The relation that links conservative and primitive variables 
changes, for the case of a perfect gas, is reported below: 
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⎝
⎜⎜
⎜⎜
⎜⎜
⎜⎛
𝛿𝛿𝜌𝜌
𝛿𝛿(𝜌𝜌𝑢𝑢)
𝛿𝛿(𝜌𝜌𝑣𝑣)
𝛿𝛿(𝜌𝜌𝑤𝑤)
𝛿𝛿(𝜌𝜌𝜌𝜌)⎠⎟⎟⎟⎟⎟
⎟⎟
⎞ =
⎝
⎜⎜
⎜⎜
⎜⎜
⎜⎜
⎜⎛
1 0 0 0 0
?̅?𝑢 𝜌𝜌 ̅ 0 0 0
𝑣𝑣̅ 0 𝜌𝜌 ̅ 0 0
𝑤𝑤���� 0 0 𝜌𝜌 ̅ 0
�𝑽𝑽̅ �22 𝜌𝜌?̅̅?𝑢 𝜌𝜌?̅?𝑣 ̅ 𝜌𝜌?̅?𝑤���� 1𝛾𝛾 − 1⎠⎟⎟⎟⎟⎟
⎟⎟
⎟⎟
⎞
⎝
⎜⎜
⎜⎜
⎜⎜
⎛
𝛿𝛿𝜌𝜌
𝛿𝛿𝑢𝑢
𝛿𝛿𝑣𝑣
𝛿𝛿𝑤𝑤
𝛿𝛿𝑑𝑑⎠
⎟⎟
⎟⎟
⎟⎟
⎞ (123) 
 
Supersonic inlet 
This case is implemented similarly to the subsonic inflow case 
already introduced. The main difference is in the definition of 
the parameter 𝛽𝛽, which is: 
 
 𝛽𝛽 = −𝑠𝑠𝑖𝑖𝑠𝑠𝑛𝑛(𝑣𝑣)̅�(?̅?𝑢2 + 𝑣𝑣2̅)− 𝑐𝑐2̅ (124) 
 
Since 𝛽𝛽 does not depend on the Fourier mode k, there is no need 
to perform the DFT. Therefore, the correct steady-state values 
for the local incoming second characteristic are: 
 𝜙𝜙2𝑗𝑗𝑠𝑠 = −𝛽𝛽 + 𝑣𝑣̅𝑐𝑐 ̅+ ?̅?𝑢       𝑗𝑗 = 1,… ,𝑁𝑁  (125) 
 
The rest of the procedure is identical to the subsonic inflow case. 
It is worth to remember that the method here reported is valid 
only for a supersonic flow that is axially subsonic. 
Subsonic outlet 
The implementation of non-reflecting boundary conditions on 
an outlet boundary is way easier than at inflow because there is 
only one incoming characteristic that must be handled. As in 
the procedure introduced for the inlet case, the process that al-
lows to determine the fifth characteristic variable change is split 
in two parts. 
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The first one allows the user to set an average pressure value 
𝑑𝑑?̅?𝑠𝑢𝑢𝑡𝑡 at each span-wise position. The residual used in this case 
is: 
 𝐷𝐷5𝑛𝑛 = 𝑑𝑑𝐹𝐹𝑛𝑛 − 𝑑𝑑?̅?𝑠𝑢𝑢𝑡𝑡 (126) 
 
Linearizing the residual from the current iteration gives: 
 𝐷𝐷5𝑛𝑛 + 𝜕𝜕𝐷𝐷5𝜕𝜕𝜙𝜙5 𝛿𝛿𝜙𝜙5̅ = 0 (127) 
 
From the chain rule: 
 
 𝜕𝜕𝐷𝐷5
𝜕𝜕𝜙𝜙5
= 𝜕𝜕𝐷𝐷5
𝜕𝜕𝑑𝑑
𝜕𝜕𝑑𝑑
𝜕𝜕𝜙𝜙5
= 12 (128) 
 
Therefore: 
 𝛿𝛿𝜙𝜙5̅ = −2(𝑑𝑑𝐹𝐹 − 𝑑𝑑?̅?𝑠𝑢𝑢𝑡𝑡) (129) 
 
The second part is related to the local changes. After evaluating 
the outgoing local second and fourth characteristic variables, 
their DFT are performed: 
 
𝜙𝜙?̂?𝑚𝑘𝑘 = 1𝑁𝑁�𝜙𝜙𝑚𝑚𝑗𝑗𝑒𝑒−𝑚𝑚2𝜋𝜋𝑗𝑗𝑘𝑘𝑁𝑁𝑁𝑁𝑗𝑗=1     𝑚𝑚 = 2,4 (130) 
 
As introduced in section 3.2.1.4, the correct steady-state ampli-
tude of the Fourier transform of the only incoming characteristic 
for an outlet is reported in the equation (84). Performing an 
inverse discrete Fourier transform, the local steady-state value 
for the incoming fifth characteristic can be written as: 
 
3.  Computational Framework 
 
68 
 
𝜙𝜙5𝑗𝑗𝑠𝑠 = 2𝐷𝐷𝑒𝑒
⎣
⎢
⎡� 𝜙𝜙5̂𝑘𝑘𝑠𝑠𝑒𝑒
−𝑚𝑚2𝜋𝜋𝑗𝑗𝑘𝑘𝑁𝑁
𝑁𝑁
2−1
𝑘𝑘=1 ⎦⎥⎤ (131) 
 
The local change is then: 
 
𝛿𝛿𝜙𝜙5𝑗𝑗𝑠𝑠 = 𝜙𝜙5𝑗𝑗𝑠𝑠 − 𝜙𝜙5𝑗𝑗 = 𝜙𝜙5𝑗𝑗𝑠𝑠 − �𝑑𝑑𝑗𝑗 − 𝑑𝑑̅+ 𝜌𝜌?̅?𝑐�̅𝑢𝑢𝑟𝑟 − 𝑢𝑢𝑗𝑗�� (132) 
 
As before, the overall change in the incoming characteristic is 
obtained summing the average to the local change and intro-
ducing an under-relaxation factor 𝜎𝜎: 
 
 𝛿𝛿𝜙𝜙5𝑗𝑗 = 𝜎𝜎�𝛿𝛿𝜙𝜙5̅ + 𝛿𝛿𝜙𝜙5𝑗𝑗𝑠𝑠� (133) 
 
As far as the outgoing characteristics are concerned, the changes 
needed are computed using the primitive variables extrapolated 
from the inner domain: 
 
 𝛿𝛿𝜙𝜙1𝑗𝑗 = 𝑑𝑑𝑟𝑟 − 𝑑𝑑𝑗𝑗 − 𝑐𝑐2̅�𝜌𝜌𝑟𝑟 − 𝜌𝜌𝑗𝑗� (134) 
 
 𝛿𝛿𝜙𝜙2𝑗𝑗 = 𝜌𝜌?̅?𝑐�̅𝑣𝑣𝑟𝑟 − 𝑣𝑣𝑗𝑗� (135) 
 
 𝛿𝛿𝜙𝜙3𝑗𝑗 = 𝜌𝜌?̅?𝑐�̅𝑤𝑤𝑟𝑟 − 𝑤𝑤𝑗𝑗� (136) 
 
 𝜙𝜙4𝑗𝑗 = 𝑑𝑑𝑟𝑟 − 𝑑𝑑𝑗𝑗 − 𝜌𝜌?̅?𝑐�̅𝑢𝑢𝑟𝑟 − 𝑢𝑢𝑗𝑗� (137) 
 
The combined five characteristic changes are transformed into 
variations in the primitive variables and then into conservative 
variable changes, in order to update the current solution on the 
outlet boundary. 
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Supersonic outlet 
The procedure is identical to the subsonic outlet condition, ex-
cept for the definition of 𝛽𝛽 that is the same valid for the super-
sonic inlet case, given by the equation (124). Again, the param-
eter 𝛽𝛽 is independent of the Fourier mode k and the procedure 
does not need to perform the DFTs of the second and fourth 
characteristic variables. The steady state amplitude of the in-
coming fifth characteristic is simply given by: 
 𝜙𝜙5𝑗𝑗𝑠𝑠 = � 2?̅?𝑢𝛽𝛽 − 𝑣𝑣̅�𝜙𝜙2𝑗𝑗𝑠𝑠 − �𝛽𝛽 + 𝑣𝑣̅𝛽𝛽 − 𝑣𝑣̅� 𝜙𝜙4𝑗𝑗𝑠𝑠 (138) 
 
The rest of the boundary condition treatment is the same as for 
the subsonic outlet. 
Inter-row interfaces 
In order to get reliable results for steady-state multi-row anal-
yses, mass, momentum and energy have to be conserved across 
each inter-row interface. Hence, the target is to have a balance 
of the flux of these quantities through the interfaces between 
rotor and stator rows. Using the “mixed-out” averaging tech-
nique introduced in section 3.2.1.1, an equivalent objective is to 
match the averaged primitive variables: 
 𝜌𝜌𝐹𝐹𝑅𝑅 = 𝜌𝜌𝐹𝐹𝑆𝑆 (139) 
 
 𝑢𝑢𝐹𝐹𝑅𝑅 = 𝑢𝑢𝐹𝐹𝑆𝑆 (140) 
 
 𝑣𝑣𝐹𝐹𝑅𝑅 = 𝑣𝑣𝐹𝐹𝑆𝑆 (141) 
 
 𝑤𝑤𝐹𝐹𝑅𝑅 = 𝑤𝑤𝐹𝐹𝑆𝑆 (142) 
 
 𝑑𝑑𝐹𝐹𝑅𝑅 = 𝑑𝑑𝐹𝐹𝑆𝑆 (143) 
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The subscripts R and S refer to rotor and stator, respectively. 
For the rotor row, the absolute frame of reference needs to be 
considered in the previous expressions, in order to be able to 
match the velocities in the y-direction. If there is no balance in 
these matching conditions in the current solution, this can be 
interpreted as a jump in the characteristic values: 
⎝
⎜⎜
⎜⎜
⎜⎛
∆𝜙𝜙1̅
∆𝜙𝜙2̅
∆𝜙𝜙3̅
∆𝜙𝜙4̅⎠
⎟⎟
⎟⎟
⎟⎞ =
⎝
⎜⎜
⎜⎜
⎜⎜
⎛
−𝑐𝑐2̅ 0 0 0 10 0 𝜌𝜌?̅?𝑐 ̅ 0 00 0 0 𝜌𝜌?̅?𝑐 ̅ 00 𝜌𝜌?̅?𝑐 ̅ 0 0 10 −𝜌𝜌?̅?𝑐 ̅ 0 0 1⎠⎟⎟⎟⎟⎟
⎟⎞
⎝
⎜⎜
⎜⎜
⎜⎜
⎛
𝜌𝜌𝐹𝐹𝑅𝑅 − 𝜌𝜌𝐹𝐹𝑆𝑆
𝑢𝑢𝐹𝐹𝑅𝑅 − 𝑢𝑢𝐹𝐹𝑆𝑆
𝑣𝑣𝐹𝐹𝑅𝑅 − 𝑣𝑣𝐹𝐹𝑆𝑆
𝑤𝑤𝐹𝐹𝑅𝑅 − 𝑤𝑤𝐹𝐹𝑆𝑆
𝑑𝑑𝐹𝐹𝑅𝑅 − 𝑑𝑑𝐹𝐹𝑆𝑆 ⎠
⎟⎟
⎟⎟
⎟⎟
⎞ (144) 
 
The average characteristic changes at each side of the interface 
are now set to remove these characteristic jumps; once this is 
done, the remainder of the boundary condition treatment is ex-
actly the same as for standard inflow and outflow boundaries. 
3.2.2 Real gas extension 
In the turbomachinery industry, many different fluids are used, 
working on a wide range of thermodynamic operating condi-
tions. For applications concerning compressible fluids, in most 
of the cases, the perfect gas assumption is accurate enough to 
properly describe the physical characteristics of the fluid in-
volved. Nevertheless, there are some applications where this 
simplified approach is not satisfactory. Just to mention one ex-
ample, in the low-pressure stages of a steam turbine, the ther-
modynamic transformations occur close or above the steam sat-
uration curve, the latter condition involving a two-phase flow. 
In practical applications, it is common to carry out also in these 
demanding cases CFD analyses using the perfect gas model with 
modified values of the gas constant and the specific heats ratio. 
However, the assumption that the fluid thermodynamic proper-
ties do not affect too much the aerodynamic performance can 
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be misleading and may result in unacceptable errors in predict-
ing some basic design parameters. An incorrect evaluation of 
total pressure and temperature values leads to bad predictions 
of losses, specific work and heat exchange. Errors in evaluating 
density affect also the computation of momentum components, 
and consequently the flow structure prediction. Therefore, it is 
not possible to attain an accurate and reliable analysis for design 
purposes without considering a proper fluid property modeling.  
The non-reflecting boundary condition theory introduced by 
Giles and extended to the 3D case by Saxer was developed as-
suming that the fluid considered could be properly modelled as 
a perfect gas. To make this model ready to be used as a standard 
for all compressible fluid turbomachinery applications, a real gas 
version of it has been implemented in the TRAF code in 2016. 
The extension to the real gas case consisted in removing all the 
perfect gas assumptions present in Giles’ and Saxer’s theory. 
The key differences from the perfect gas version are an iterative 
procedure to compute mixed-out quantities from the mean 
fluxes of the governing conservative variables and the use of 
numerical derivatives instead of analytical expressions in some 
of the terms within the matrices already introduced in section 
3.2.1. 
3.2.2.1 Mixed-out flow quantities 
For the perfect gas case, the mixed-out values of the primitive 
variables could be obtained analytically by solving a system of 
five equations and five unknowns reported in expressions (38), 
(39) and (40). Removing the perfect gas assumption, it is no 
more possible to find an analytical relation connecting the fluid 
enthalpy and its pressure. Therefore, the evaluation of the 
mixed-out values of the primitive variables must be performed 
through an iterative procedure. Considering again the case of a 
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linear cascade in a Cartesian environment, the system of equa-
tions already mentioned can be rearranged as: 
 
⎩
�
�
�
⎨
�
�
�
⎧𝐷𝐷1̅ = 𝜌𝜌𝐹𝐹 (𝑽𝑽𝐹𝐹 ⋅ 𝒏𝒏)              
𝐷𝐷2̅ = 𝜌𝜌𝐹𝐹 (𝑽𝑽𝐹𝐹 ⋅ 𝒏𝒏)𝑢𝑢𝐹𝐹 + 𝑑𝑑𝐹𝐹𝑛𝑛𝑚𝑚
𝐷𝐷3̅ = 𝜌𝜌𝐹𝐹 (𝑽𝑽𝐹𝐹 ⋅ 𝒏𝒏)𝑣𝑣𝐹𝐹 + 𝑑𝑑𝐹𝐹𝑛𝑛𝑙𝑙
𝐷𝐷4̅ = 𝜌𝜌𝐹𝐹 (𝑽𝑽𝐹𝐹 ⋅ 𝒏𝒏)𝑤𝑤𝐹𝐹 + 𝑑𝑑𝐹𝐹𝑛𝑛𝑧𝑧
𝐷𝐷5̅ = 𝜌𝜌𝐹𝐹 (𝑽𝑽𝐹𝐹 ⋅ 𝒏𝒏)𝐻𝐻𝑓𝑓            
=
⎩
�
�
�
⎨
�
�
�
⎧𝐷𝐷1̅ = 𝜌𝜌𝐹𝐹 (𝑢𝑢𝐹𝐹𝑛𝑛𝑚𝑚 + 𝑤𝑤𝐹𝐹𝑛𝑛𝑧𝑧)  
𝐷𝐷2̅ = 𝐷𝐷1̅𝑢𝑢𝐹𝐹 + 𝑑𝑑𝐹𝐹𝑛𝑛𝑚𝑚        
𝐷𝐷3̅ = 𝐷𝐷1̅𝑣𝑣𝐹𝐹                    
𝐷𝐷4̅ = 𝐷𝐷1̅𝑤𝑤𝐹𝐹 + 𝑑𝑑𝐹𝐹𝑛𝑛𝑧𝑧         
𝐷𝐷5̅ = 𝐷𝐷1̅𝐻𝐻𝑓𝑓                     (145) 
 
As each inlet/outlet interface of the computational grids used 
to run the TRAF code is built so that it is orthogonal to the y-
direction (θ for the annular case), the y(θ)-component of the 
interface normal vector 𝒏𝒏 is zero. 
The mixed-out values for the y-component of velocity and the 
total enthalpy can be easily found: 
 
 
𝑣𝑣𝐹𝐹 = 𝐷𝐷3̅𝐷𝐷1̅ (146) 
 
 
𝐻𝐻𝑓𝑓 = 𝐷𝐷5̅𝐷𝐷1̅ (147) 
 
Solving both second and fourth equations of the system (145) 
for the variable pF and imposing their equality, the z-component 
of velocity can be derived: 
 
 
𝑤𝑤𝐹𝐹 = 𝐷𝐷4̅ − 𝑛𝑛𝑧𝑧𝑛𝑛𝑚𝑚 �𝐷𝐷2̅ − 𝐷𝐷1̅𝑢𝑢𝐹𝐹 �𝐷𝐷1̅  (148) 
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Substituting (148) in the first equation of the system (145) and 
solving for uF: 
 
𝑢𝑢𝐹𝐹 = 𝑛𝑛𝑚𝑚𝑛𝑛𝑚𝑚2 + 𝑛𝑛𝑧𝑧2 �𝐷𝐷1̅𝜌𝜌𝐹𝐹 − 𝑛𝑛𝑧𝑧 𝐷𝐷4̅𝐷𝐷1̅ + 𝑛𝑛𝑧𝑧2𝑛𝑛𝑚𝑚 𝐷𝐷2̅𝐷𝐷1̅� = 𝑓𝑓(𝜌𝜌𝐹𝐹 ) (149) 
 
The mixed-out pressure can be obtained solving the second 
equation of the system (145): 
 
 
𝑑𝑑𝐹𝐹 = 𝐷𝐷2̅ − 𝐷𝐷1̅𝑢𝑢𝐹𝐹𝑛𝑛𝑚𝑚  (150) 
 
For each interface band in the spanwise direction of width dz, 
the iterative procedure to compute the mixed-out values for the 
primitive variables is structured as follows: 
1) The mixed-out values for the y-component of velocity and 
the total enthalpy are computed according to (146) and (147). 
2) The mixed-out primitive variables values are initialized to 
the band-averaged values. 
3) The static enthalpy value is obtained subtracting the dy-
namic component from the total enthalpy: 
ℎ𝐹𝐹 (𝑖𝑖) = 𝐻𝐻𝐹𝐹 − |𝑽𝑽𝐹𝐹 |2(𝑖𝑖) 
4) The mixed-out value of density is obtained by interrogating 
the gas tables, using as input the current mixed-out values of 
pressure and static enthalpy: 
𝑑𝑑𝐹𝐹 (𝑖𝑖),ℎ𝐹𝐹 (𝑖𝑖) → 𝜌𝜌𝐹𝐹 (𝑖𝑖) 
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5) The x-component of mixed-out velocity is computed accord-
ing to (149). 
6) Once obtained uF, the mixed-out values of z-component of 
velocity and pressure can be calculated using (148) and (150), 
respectively. 
7) The steps from 3 to 6 are repeated until the convergence of 
the process is reached. 
Two convergence criteria have been adopted for the iterative 
process, one is based on the number of iterations and the other 
one on a relative tolerance on the mixed-out pressure value. 
3.2.2.2 Average characteristic changes 
The average characteristic changes are determined in order to 
enforce certain average conditions on the inlet/outlet bounda-
ries. As already introduced in section 3.2.1.5, this is attained 
driving to zero some residuals that are linearized using a one-
step Newton-Rapson procedure. To linearize the residuals, their 
derivatives with respect to the primitive variables need to be 
computed. Adopting the perfect gas approximation, all these 
derivatives do have an analytic expression, usually a function of 
the gas specific heats ratio 𝛾𝛾. On the contrary, when removing 
the perfect gas assumption, some of the derivatives need to be 
performed through a numerical procedure, as it is not possible 
to solve them analytically.  
For the case of an outflow, in which only the fifth residual (126) 
must be driven to zero, the computation of the average change 
in the incoming characteristic can be done as illustrated for the 
perfect gas case. 
Conversely, when dealing with an inflow boundary, some differ-
ences arise if the perfect gas assumption is removed. In this case, 
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four residuals are introduced to force the solution to have a 
specified value for the average entropy, flow angles and the stag-
nation enthalpy at the inlet (see section 3.2.1.5). Between these 
residuals, two must be carefully handled in order to properly 
model the real gas case, i.e. the first and fourth ones given by 
(85) and (88), respectively. 
For both the first and the fourth residuals, the derivatives that 
are different from the perfect gas case are the ones with respect 
to density and pressure: 
 
𝜕𝜕𝐷𝐷1
𝜕𝜕𝜌𝜌
= 𝑑𝑑̅ 𝜕𝜕𝑠𝑠
𝜕𝜕𝜌𝜌
�
𝑝𝑝=𝑐𝑐𝑠𝑠𝑠𝑠𝑡𝑡 (151) 
 
𝜕𝜕𝐷𝐷1
𝜕𝜕𝑑𝑑
= 𝑠𝑠 ̅− 𝑠𝑠?̅?𝑚𝑛𝑛 + 𝑑𝑑̅ 𝜕𝜕𝑠𝑠𝜕𝜕𝑑𝑑�𝜌𝜌=𝑐𝑐𝑠𝑠𝑠𝑠𝑡𝑡 ≅ 𝑑𝑑̅ 𝜕𝜕𝑠𝑠𝜕𝜕𝑑𝑑�𝜌𝜌=𝑐𝑐𝑠𝑠𝑠𝑠𝑡𝑡 (152) 
 
𝜕𝜕𝐷𝐷4
𝜕𝜕𝜌𝜌
= 𝐻𝐻���� − 𝐻𝐻����𝑚𝑚𝑛𝑛 + 𝜌𝜌 ̅𝜕𝜕𝐻𝐻𝜕𝜕𝜌𝜌 �
𝑝𝑝=𝑐𝑐𝑠𝑠𝑠𝑠𝑡𝑡 ≅ 𝜌𝜌 ̅𝜕𝜕𝐻𝐻𝜕𝜕𝜌𝜌 �𝑝𝑝=𝑐𝑐𝑠𝑠𝑠𝑠𝑡𝑡 (153) 
 
𝜕𝜕𝐷𝐷4
𝜕𝜕𝑑𝑑
= 𝜌𝜌 ̅𝜕𝜕𝐻𝐻
𝜕𝜕𝑑𝑑
�
𝜌𝜌=𝑐𝑐𝑠𝑠𝑠𝑠𝑡𝑡 (154) 
 
Therefore, the Jacobian matrix assumes the following structure: 
 
𝐽𝐽 =
⎝
⎜⎜
⎜⎜
⎜⎜
⎜⎜
⎜⎜
⎜⎜
⎜⎜
⎜⎜
⎜⎜
⎜⎛−
𝑑𝑑̅
𝑐𝑐2̅
𝜕𝜕𝑠𝑠
𝜕𝜕𝜌𝜌
�
𝑝𝑝
0 0 𝑑𝑑̅2�𝜕𝜕𝑠𝑠𝜕𝜕𝑑𝑑�
𝜌𝜌
+ 1
𝑐𝑐2̅
𝜕𝜕𝑠𝑠
𝜕𝜕𝜌𝜌
�
𝑝𝑝
�0 1 0 − tan(𝛼𝛼𝑚𝑚𝑛𝑛)20 0 1 − tan�𝛽𝛽𝑚𝑚𝑚𝑚𝑛𝑛�2
−
𝜌𝜌 ̅
𝑐𝑐2̅
𝜕𝜕𝐻𝐻
𝜕𝜕𝜌𝜌
�
𝑝𝑝
𝑀𝑀𝑎𝑎���������𝑙𝑙 𝑀𝑀𝑎𝑎���������𝑧𝑧
𝑀𝑀𝑎𝑎���������𝑚𝑚 + 𝜌𝜌 ̅𝜕𝜕𝐻𝐻𝜕𝜕𝑑𝑑 �
𝜌𝜌
− 𝜌𝜌 ̅𝑐𝑐2̅
𝜕𝜕𝐻𝐻
𝜕𝜕𝜌𝜌 �
𝑝𝑝2 ⎠⎟⎟⎟⎟
⎟⎟
⎟⎟
⎟⎟
⎟⎟
⎟⎟
⎟⎟
⎟⎟
⎟⎞
 (155) 
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The average changes in the incoming characteristics can be 
found, once calculated the inverted Jacobian matrix 𝐽𝐽−1, accord-
ing to (99). 
3.2.2.3 Corrections to local characteristics  
As explained in section 3.2.1.5, the steady-state corrections to 
the local first and fourth incoming characteristic variables need 
a particular treatment in order to guarantee that both local en-
tropy and stagnation enthalpy match the average values. Using 
the first and the fourth row of the matrix 𝐽𝐽  reported in (155), 
the Newton-Rapson equation, that for the perfect gas case was 
given by (115), becomes: 
 
𝑹𝑹𝑗𝑗 = −
⎝
⎜⎜
⎜⎜
⎜⎜
⎛−
𝑑𝑑̅
𝑐𝑐2̅
𝜕𝜕𝑠𝑠
𝜕𝜕𝜌𝜌
�
𝑝𝑝
0 0 𝑑𝑑̅2�𝜕𝜕𝑠𝑠𝜕𝜕𝑑𝑑�
𝜌𝜌
+ 1
𝑐𝑐2̅
𝜕𝜕𝑠𝑠
𝜕𝜕𝜌𝜌
�
𝑝𝑝
�
−
𝜌𝜌 ̅
𝑐𝑐2̅
𝜕𝜕𝐻𝐻
𝜕𝜕𝜌𝜌
�
𝑝𝑝
𝑀𝑀𝑎𝑎���������𝑙𝑙 𝑀𝑀𝑎𝑎���������𝑧𝑧
Γ2 ⎠⎟⎟⎟⎟⎟
⎟⎞
𝛿𝛿𝝓𝝓𝑗𝑗𝑠𝑠 (156) 
 
where: 
 𝑹𝑹𝑗𝑗 = �𝐷𝐷1𝑗𝑗𝐷𝐷4𝑗𝑗� ;   𝛿𝛿𝝓𝝓𝑗𝑗𝑠𝑠 =
⎝
⎜⎜
⎜⎜
⎜⎛
𝛿𝛿𝜙𝜙1𝑗𝑗𝑠𝑠
𝛿𝛿𝜙𝜙2𝑗𝑗𝑠𝑠
𝛿𝛿𝜙𝜙3𝑗𝑗𝑠𝑠
𝛿𝛿𝜙𝜙4𝑗𝑗𝑠𝑠⎠
⎟⎟
⎟⎟
⎟⎞ (157) 
and: 
 Γ = 𝑀𝑀𝑎𝑎���������𝑚𝑚 + 𝜌𝜌 ̅𝜕𝜕𝐻𝐻𝜕𝜕𝑑𝑑 �𝜌𝜌 − 𝜌𝜌 ̅𝑐𝑐2̅ 𝜕𝜕𝐻𝐻𝜕𝜕𝜌𝜌 �𝑝𝑝 (158) 
 
Thus, the values of the local steady-state corrections to the first 
and the fourth incoming characteristic for an inlet can be found 
by solving the system (156). 
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3.2.2.4 Conservative variables change 
Once determined, for every node on the boundary at a certain 
spanwise position, the overall chance in the characteristic vari-
ables, it is finally possible to update the solution in this location. 
This update is attained in two steps: the change in the charac-
teristics is first transformed in a variation in the primitive var-
iables and then, the latter variation, is converted in a change in 
the conservative variables. The first step can be achieved using 
the transformation matrix reported in the expression (80), 
which is valid for every gas model adopted, as far as the speed 
of sound is properly determined. Conversely, the second step 
needs a peculiar treatment for the real gas case, for which the 
transformation between primitive and conservative variables is 
given by: 
⎝
⎜⎜
⎜⎜
⎜⎜
⎜⎛
𝛿𝛿𝜌𝜌
𝛿𝛿(𝜌𝜌𝑢𝑢)
𝛿𝛿(𝜌𝜌𝑣𝑣)
𝛿𝛿(𝜌𝜌𝑤𝑤)
𝛿𝛿(𝜌𝜌𝜌𝜌)⎠⎟⎟⎟⎟⎟
⎟⎟
⎞ =
⎝
⎜⎜
⎜⎜
⎜⎜
⎜⎜
⎜⎛
1 0 0 0 0
?̅?𝑢 𝜌𝜌 ̅ 0 0 0
𝑣𝑣 ̅ 0 𝜌𝜌 ̅ 0 0
𝑤𝑤���� 0 0 𝜌𝜌 ̅ 0
𝜌𝜌̅ + 𝜌𝜌 ̅𝜕𝜕𝑒𝑒
𝜕𝜕𝜌𝜌
�
𝑝𝑝
𝜌𝜌?̅̅?𝑢 𝜌𝜌?̅?𝑣 ̅ 𝜌𝜌?̅?𝑤���� 𝜌𝜌 ̅
𝜕𝜕𝑒𝑒
𝜕𝜕𝑑𝑑
�
𝜌𝜌⎠
⎟⎟
⎟⎟
⎟⎟
⎟⎟
⎟⎞
⎝
⎜⎜
⎜⎜
⎜⎜
⎛
𝛿𝛿𝜌𝜌
𝛿𝛿𝑢𝑢
𝛿𝛿𝑣𝑣
𝛿𝛿𝑤𝑤
𝛿𝛿𝑑𝑑⎠
⎟⎟
⎟⎟
⎟⎟
⎞ (159) 
 
3.2.2.5 Numerical derivatives 
As shown in the previous sections, to extend the non-reflecting 
boundary condition model to the case of a real gas, some nu-
merical derivatives with respect to density and pressure need to 
be computed. In the TRAF code, these derivatives have been 
expressed in terms of finite differences. The pressure and density 
variations to be used in the derivatives have been determined 
through pseudo-isentropic relations: 
 
 𝑑𝑑𝑑𝑑 = 𝑑𝑑′ ��1 + 𝛾𝛾0 − 12 𝑀𝑀𝑎𝑎02�𝛾𝛾0 𝛾𝛾0−1� − 1� (160) 
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 𝑑𝑑𝜌𝜌 = 𝜌𝜌′ ��1 + 𝛾𝛾0 − 12 𝑀𝑀𝑎𝑎02�1 𝛾𝛾0−1� − 1� (161) 
 
The pressure 𝑑𝑑′ and density 𝜌𝜌′ are local values when computing 
the derivatives needed for the transformation matrix from prim-
itive to conservative variables, while they are band-averaged 
values in the Jacobian matrix (155) and in the system of equa-
tions (156). 
The specific heats ratio 𝛾𝛾0  and Mach number 𝑀𝑀𝑎𝑎0 introduced 
in the previous expressions are reference values adopted to have 
a relatively small variation in both pressure and density. 
The derivative of a generic quantity 𝜑𝜑 (e.g. entropy, stagnation 
enthalpy or internal energy) with respect to pressure has the 
following expression: 
 
𝜕𝜕𝜑𝜑
𝜕𝜕𝑑𝑑
�
𝜌𝜌
= 𝜑𝜑2 − 𝜑𝜑12𝑑𝑑𝑑𝑑  (162) 
 
where the values 𝜑𝜑1 and  𝜑𝜑2 are computed interpolating the gas 
table that gives 𝜑𝜑 as a function of pressure and density: 
 𝜑𝜑1 = 𝑓𝑓(𝑑𝑑′ − 𝑑𝑑𝑑𝑑, 𝜌𝜌′) (163) 
 
 𝜑𝜑2 = 𝑓𝑓(𝑑𝑑′ + 𝑑𝑑𝑑𝑑, 𝜌𝜌′) (164) 
 
Following a similar procedure, it is possible to determine also 
the derivative of a generic quantity with respect to density. For 
this case: 
 
𝜕𝜕𝜑𝜑
𝜕𝜕𝜌𝜌
�
𝑝𝑝
= 𝜑𝜑2 − 𝜑𝜑12𝑑𝑑𝜌𝜌  (165) 
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 𝜑𝜑1 = 𝑓𝑓(𝑑𝑑′, 𝜌𝜌′ − 𝑑𝑑𝜌𝜌) (166) 
 
 𝜑𝜑2 = 𝑓𝑓(𝑑𝑑′, 𝜌𝜌′ + 𝑑𝑑𝜌𝜌) (167) 
 
3.2.3 Near-wall treatment 
There are two main issues connected with the non-reflecting 
boundary condition model presented in the previous sections. 
The first is related to the definition of the mixed-out average of 
the primitive variables, while the second one derives from the 
different conditions to be applied for an inflow or an outflow 
boundary. 
As can be noticed from the mixed-out velocity definition re-
ported in the expression (42), each component is defined as a 
ratio whose denominator is the flux 𝐷𝐷1̅, that is the average mass-
flow. Therefore, when the normal velocity across the interface 
at a certain span has a very low magnitude, the procedure to 
compute mixed-out flow variables tends to become unstable and 
this can result in an abrupt divergence of the simulation. 
Another occurrence that is quite challenging from a numerical 
point of view for the non-reflecting model is a flow reversal 
across an inter-row interface. As already introduced, the treat-
ments for an inflow and an outflow are different and switching 
the conditions on one portion of the interface during the pseudo-
time integration to follow the evolution of a separation could 
un-stabilize the computation. 
Both these issues refer to flow conditions that are typically ver-
ified next to the channel endwalls. To face them and increase 
the robustness of the model, it is possible to use the reflecting 
model for a certain percentage of the channel span next to the 
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endwalls. In the reflecting model, the boundary conditions im-
posed in each phantom cell on one side of the interface are ob-
tained by averaging in the pitchwise direction the values of the 
governing conservative variables of the grid cells at the same 
span on the other interface side. As the model consists of a sim-
ple averaging of the conservative variables, it can perfectly han-
dle flow reversals and low velocity magnitudes without stability 
issues. 
If there are no flow reversals across the mixing planes within 
the computational domain, the use of the reflecting model for 
1÷2% of the channel span next to hub and tip endwalls is usu-
ally enough to assure the stability of the computation. 
3.2.4 Model results 
The use of non-reflecting boundary conditions is highly benefi-
cial in turbomachinery applications characterized by low inter-
row gaps and/or shock waves reaching the inter-row interfaces 
or the domain inlet/outlet boundary. In order to assess the im-
provements attained with the non-reflecting model presented in 
section 3.2, a particularly challenging example can be consid-
ered. It consists of the Inlet Guide Vanes (IGV) and the first 
stage of a heavy-duty multistage axial compressor. In this case, 
the rotor row generates a shock structure reaching the interface 
with the upstream IGV row and the axial distance between the 
rows of the first compressor stage is less than half of the axial 
chord of the rotor blades. The outline of the computational en-
vironment considered is shown in Figure 3.4. 
Three steady-state simulations have been performed adopting 
different mixing-plane models for the inter-row interfaces within 
the computational domain. In particular, one analysis has been 
run with the reflecting mixing-plane model while the others have 
been carried out with the non-reflecting boundary condition 
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model in both its old and new implementation in the TRAF 
code. Furthermore, a full-annulus unsteady analysis has been 
performed to use its average results as a reference. 
 
Figure 3.4 Turbomachinery environment used to test the non-
reflecting boundary condition model 
For all the analyses, uniform inlet boundary conditions and the 
outlet value of static pressure at the compressor casing have 
been set, the latter one used by the code to enforce the radial 
equilibrium on the domain outlet boundary. As far as turbulence 
closure is concerned, the two-equation k-ω model has been 
adopted. 
The results in terms of mass-flow elaborated by the compressor 
at each interface of the computational domain are reported in 
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Figure 3.5. The average inlet mass-flow coming from the un-
steady simulation (?̇?𝑚𝑅𝑅𝑟𝑟𝑓𝑓) is used as reference value to scale the 
data in the plot. The interface referred to as 0 is the one up-
stream of the IGV row, the interface 1 separates the IGV and 
the rotor row, the interface 2 is the one between rotor and stator 
row, while the interface 3 refers to the computational domain 
outlet. 
The steady-state simulations with the reflecting mixing-plane 
model (RBC) and the new non-reflecting boundary condition 
model (NRBC new) have comparable mass-flow shifts at the 
inter-row interfaces with respect to the averaged unsteady solu-
tion (UNST). 
 
Figure 3.5 Mass-flow at row interfaces 
On the contrary, the steady computation with the old imple-
mentation of the non-reflecting model (NRBC old) shows re-
markable errors, especially through the IGV/rotor interface, 
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reached by the shock structure generated by the rotor row. Even 
if the interface mass-flow shift is less than 1% of the inlet value, 
it cannot be accepted when dealing with multi-stage compres-
sors with a high stage count, in which even a relatively low error 
at each interface can lead to incorrect mass-flow evaluations in 
the rear part of the machine, resulting in a wrong stage match-
ing and overall performance prediction. 
 
Figure 3.6 Percentage mass-flow shift at interfaces 
The percentage mass-flow shift at inter-row interfaces with re-
spect to the inlet value obtained for the unsteady computation 
(?̇?𝑚𝑅𝑅𝑟𝑟𝑓𝑓) is shown in Figure 3.6. The shift resulting from the 
steady-state computations with reflecting and newly imple-
mented non-reflecting boundary conditions is lower than the 
discretization error that characterizes the unsteady solution. 
Conversely, the old implementation of the non-reflecting mixing 
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plane model leads to an error that is two orders of magnitude 
bigger than the unsteady one for the interface between the IGV 
and the rotor row. 
 
Figure 3.7 Percentage total temperature shift at interfaces 
Another thermodynamic parameter that needs to be conserved 
across each interface between adjacent rows is the total temper-
ature. In order to check the conservation of this flow parameter 
for the simulations that have been carried out, the percentage 
total temperature shift at inter-row interfaces with respect to 
the average inlet total temperature of the unsteady computation 
(𝑑𝑑𝑅𝑅𝑟𝑟𝑓𝑓) is presented in Figure 3.7. A really good temperature 
conservation is shown by both the unsteady simulation and the 
steady-state one with the new non-reflecting boundary condition 
model, while the other analyses face some conservation issues 
with respect to this parameter. 
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The blade-to-blade visualization reported in Figure 3.8 helps to 
highlight the limits of a steady-state modelling of the flow that 
uses the reflecting mixing plane model. The section considered 
is the one at channel mid-span and the static pressure contours 
are presented in the image. Focusing on the inlet interface of 
the rotor row, as the reflecting mixing plane model forces the 
solution to have a constant pressure value in the tangential di-
rection on the boundary, the contours need to close before reach-
ing the interface and tend to assume a non-physical configura-
tion. Especially in presence of a significant pressure gradient in 
the circumferential direction (e.g. when the shock reaches the 
interface), this limitation can highly affect the solution. 
 
Figure 3.8 Pressure contours at mid-span for the steady run 
with the reflecting mixing plane model 
The correct representation of the flow-field in terms of static 
pressure close to each inter-row interface is the one shown in 
Figure 3.9, which refers to the average solution of the unsteady 
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analysis. Focusing again on the inlet interface of the rotor row, 
as expected, the pressure contours reaching the boundary are 
open and hence the static pressure distribution in the circum-
ferential direction on the boundary for a given spanwise position 
is not uniform. 
 
Figure 3.9 Pressure contours at mid-span referring to the 
time-averaged unsteady solution 
The static pressure blade-to-blade visualization at mid-span sec-
tion for the steady-state run adopting the new non-reflecting 
mixing plane model is reported in Figure 3.10. The really good 
match with the averaged unsteady case can be easily verified by 
comparing this visualization with the one in Figure 3.9. 
The interface model does not only impact on the pressure con-
tours in a blade-to-blade plane, but also on some important key 
design parameters as the blade loading. The loading in terms of 
isentropic Mach number distribution for the first rotor blade is 
presented in Figure 3.11. The distributions reported in the figure 
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refer to five different spanwise positions: 5%, 25%, 50%, 75% 
and 95% of the channel height. In general, there is a really good 
agreement between the loading distributions coming from the 
steady simulations with non-reflecting boundary conditions and 
the averaged unsteady one. On the contrary, the steady analysis 
adopting the reflecting mixing plane model shows remarkable 
departures, especially in predicting the position of the shock-
wave on the blade suction side. 
 
Figure 3.10 Pressure contours at mid-span for the steady run 
with the new non-reflecting mixing plane model 
Considering the load distributions on the first stage stator, pre-
sented in Figure 3.12, also in this case the good match between 
steady computations with non-reflecting boundary conditions 
and the unsteady averaged results is confirmed. The steady dis-
tribution with RBC has a different shape with respect to the 
others in the lower 50% of blade span, where the interface is 
really close to the leading edge and the reflection impact is, 
therefore, magnified. 
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Figure 3.11 Isentropic Mach distributions for the rotor of the 
first compressor stage 
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Figure 3.12 Isentropic Mach distributions for the stator of the 
first compressor stage 
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4 Numerical Setup for Axial Com-
pressors 
Multi-stage axial compressors have always been a great chal-
lenge for designers since the flow within this kind of machines, 
subjected to severe diffusion, is usually characterized by com-
plex and widely developed 3D structures, especially next to the 
endwalls. The development of reliable numerical tools capable 
of providing an accurate prediction of the overall machine per-
formance is one of the main research focus areas in the multi-
stage axial compressor field. This chapter is intended to present 
the strategy used to run numerical simulations on compressors 
achieved during the last few years in the framework of the col-
laboration between the University of Florence and Ansaldo En-
ergia (AEN), one of the most important companies competing 
on the world’s market of turbomachinery for power generation. 
All peculiar aspects of the numerical setup are introduced, such 
as rotor/stator tip clearance modelling, simplified shroud leak-
age model, gas and turbulence models. 
The setup has been validated on an existing machine produced 
and experimentally tested by Ansaldo Energia. In order to eval-
uate the impact on performance prediction of the mixing planes 
introduced in the steady-state computation, unsteady simula-
tions of the whole compressor have been performed at different 
operating conditions. These calculations have been carried out 
both at the compressor design point and close to the surge-line, 
to evaluate the effect of rotor/stator interaction along the com-
pressor working line. 
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4.1 Challenges in compressors modelling 
Multi-stage axial compressors often put a strain on CFD mod-
elling, especially when dealing with off-design operating condi-
tions. However, the need for increasing efficiency and operating 
range of existing machines pushed the diffusion of CFD tools 
able to handle multi-stage computational domains within indus-
trial R&D departments [55] [56] [57]. Multistage 3D steady-state 
RANS simulations started to appear and be used in the 1990’s 
[58], but some decisive aspects of this kind of analysis are still 
open. Probably the most crucial one is the way to model the 
interface between stator and rotor rows, in which a circumfer-
ential averaging of some sort must be introduced to remove the 
effects of unsteadiness that are inherent in turbomachinery ap-
plications. The averaging process is performed at the interface 
between adjacent rows in relative motion, called “mixing plane”. 
The first example of multi-row steady-state simulation with the 
use of mixing planes was published by Denton [59]. In case of 
small inter-row gaps and/or shock systems reaching the mixing 
plane, both typically encountered in modern axial compressors, 
the unrealistic reflections due to a simple circumferential aver-
aging of the flow are enhanced and can lead to inaccurate re-
sults. To overcome this issue, Giles developed a non-reflecting 
boundary conditions theory [60], which started to be used by 
other authors (e.g. [61]) in the 1990’s. Even though mixing plane 
models with non-reflecting boundary conditions have been used 
for decades, fluxes conservation and model robustness are still 
open issues, as demonstrated by several recent publications con-
cerning these topics [62] [63] [64]. Furthermore, the extension to 
the real gas case of a non-reflecting mixing plane model is rarely 
addressed in the open literature (e. g. [62]). Steady-state multi-
stage analysis is nowadays a standard for industrial design and 
design-validation purposes, but understanding the limitations of 
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this kind of modelling is important for contemporary designers 
as pointed out by Denton [65]. Some experiences in accounting 
for unsteady effects in turbomachinery can be found in [66] and 
[67]. As the computational cost of unsteady simulations on high 
stage count turbomachines is not yet suitable for industrial 
needs, assessing the level of accuracy of steady-state approxima-
tion still has a great interest. 
4.2 Numerical setup 
In the framework of the joined research activity between the 
University of Florence and Ansaldo Energia, an advanced nu-
merical setup for routine steady-state multi-stage axial compres-
sor simulations has been developed, based on the use of the 
TRAF code introduced in chapter 3. This setup is intended to 
be an optimal compromise between accuracy, robustness, de-
tailed description of the compressor features impacting on its 
aerodynamics and computational cost. 
Among the several options available in the code, the following 
have been adopted: 
• cell-centered finite volume scheme 
• scalar artificial dissipation 
• algebraic Baldwin-Lomax turbulence closure 
The algebraic Baldwin-Lomax model has been chosen because 
of its robustness compared with more complex one- and two-
equation turbulence models. Furthermore, in compressors with 
high clearance to blade span ratios, non-algebraic models have 
sometimes shown convergence issues in steady-state computa-
tion even next to the design operating condition. 
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4.2.1 Gas model 
As far as axial compressors of heavy-duty gas turbines are con-
cerned, the working fluid is intended to be air operating in ther-
modynamic conditions far away from the critical ones, both in 
terms of pressure and temperature. Between the categories of 
gas behaviors classified in [68], the most suitable for modelling 
the fluid evolving in the compressor of an industrial gas turbine 
is the thermally perfect gas. Such kind of gas obeys the thermal 
equation of state and is characterized by the fact that specific 
internal energy, specific enthalpy and the specific heats are only 
functions of temperature. As shown in [69] for gas turbine ap-
plications, the use of a real gas model which considers the spe-
cific heat variation with temperature allows a good prediction 
of the thermodynamic behavior of the working fluid. This real 
gas model is the standard adopted to run simulations of com-
pressors designed by Ansaldo Energia. 
 
Figure 4.1 Example of a H-type grid adopted for multi-stage 
steady-state simulations 
4.  Numerical Setup for Axial Compressors 
 
95 
4.2.2 Computational Grids 
When dealing with standard full-compressor analyses, the do-
main discretization adopted for design and design-validation 
purposes is based on elliptic H-type grids. Each block has typical 
dimensions of 141×65×81 grid points in streamwise, pitchwise, 
and spanwise directions, respectively. Therefore, the number of 
nodes for each vane is around 0.75 million. A visualization of a 
computational grid, including three front rows of an F-class GT 
compressor is reported in Figure 4.1. In the image, the hub end-
wall surface is colored blue, while the blade surfaces are the gray 
colored ones. 
4.2.3 Mixing plane model 
After the extension to the real gas case of the non-reflecting 
boundary conditions presented in chapter 3, the mixing plane 
model adopting these conditions has become the standard one 
for full compressor steady-state analysis. In the development of 
the non-reflecting model, particular attention has been paid to 
mass-flow conservation across the interface. This because, espe-
cially with axial compressors that generally tend to have a high 
stage count, also a relatively low error at each interface can lead 
to unacceptable mass-flow evaluations in the rear part of the 
machine, resulting in a wrong prediction of the stage matching 
and overall performance. 
In addition to the results on a small computational domain 
shown when introducing the non-reflecting boundary conditions, 
this newly implemented mixing plane model has been tested also 
on full-compressor analyses in order to confirm its good mass-
flow conservation properties. The results in terms of mass-flow 
conservation of steady-state simulations at design point, per-
formed on the 15-stage AE94.3A GT compressor produced by 
Ansaldo Energia, using both the non-reflecting mixing plane 
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model and the reflecting one currently available in the TRAF 
code, are shown in Figure 4.2. 
 
Figure 4.2 Mass-flow along meridional channel using reflect-
ing and non-reflecting mixing plane models 
In design conditions, the compressor of this F-class GT has a 
pressure ratio of about 18:1 and an inlet mass flow around 680 
kg/s (see [70] for further details). The computational domain 
includes the Inlet Guide Vanes (IGV) and the Outlet Guide 
Vanes (OGV) of the compressor, which is characterized by five 
air extractions along the meridional flow path. The conservation 
of mass-flow obtained with the non-reflecting model (NRBC) is 
comparable to that of the reflecting one (RBC). The different 
inlet mass-flow predicted by the two models is mainly due to 
the modifications in the shock structure in front of the first 
transonic rotor caused by reflections. 
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4.2.4 Shroud leakage model 
Seal cavities under stator rows are a common feature in heavy-
duty multi-stage axial compressors. In general, the flow struc-
tures which arise inside shrouded cavities are quite complex and 
typically characterized by axial, radial, and circumferential non-
uniformities. Their impact on the main flow-path must be taken 
into account to properly predict the overall compressor perfor-
mance, but a detailed 3D solution of all the cavities would lead 
to a significant growth of the computational cost and possible 
convergence issues, especially in steady-state simulations. Both 
these aspects make this option not attractive for industrial de-
sign purposes. Nevertheless, the effects of seal cavity flows on 
the mainstream may be reliably taken into account using a sim-
plified one-dimensional correlation-based cavity model. This is 
the strategy chosen for the TRAF code, in which a simplified 
shroud leakage model is available. This model took inspiration 
from the work presented by Wellborn et al. [71] and a detailed 
description of it is provided in [72]. A one-dimensional model of 
shrouded cavity flow is used to estimate the leakage mass-flow, 
total enthalpy variation, and change in angular momentum hav-
ing as inputs some geometric parameters and the flow conditions 
at the interface connecting the cavity with the meridional flow 
path. The influence of the shroud cavity on the primary flow is 
considered by imposing coupled source/sink boundary condi-
tions at the cavity/mainstream interface. 
To show the impact of the model on a steady-state analysis, two 
different single-row simulations have been performed on a com-
pressor vane of an existing Ansaldo Energia gas turbine. The 
first has been run using the shroud leakage model to account for 
the cavity flow effect while, in the other, wall boundary condi-
tions have been imposed on the cavity inlet and outlet areas on 
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the hub endwall. The same inlet and outlet boundary conditions 
for the computational domain have been used for both cases. 
 
Figure 4.3 Total pressure profile at stator row exit 
 
Figure 4.4 Total temperature profile at stator row exit 
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The results of these numerical simulations in terms of total pres-
sure and temperature outlet radial distributions are shown in 
Figure 4.3 and Figure 4.4, respectively. As expected, the inter-
action between the shroud leakage flow and the primary flow 
results in a loss in total pressure and a rise in total temperature. 
Both effects are localized next to the hub endwall region and 
their extension depends on the reinjected cavity flow penetra-
tion within the primary flow path. 
 
Figure 4.5 Flow visualization close to shroud cavities 
A visualization including some streamlines exiting the upstream 
cavity interface of the shroud and re-entering in the cavity 
through the downstream interface are shown in Figure 4.5. In 
the image, velocity magnitude contours are reported on the hub 
endwall surface. 
4.2.5 Clearance models 
A reliable evaluation of the behavior in design and off-design 
conditions of a multi-stage axial compressor cannot be attained 
without properly modelling the rotor tip clearances. The value 
of the radial gap between the blade tip and the machine casing 
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of the rotor rows has a strong influence on the compressor op-
erating range and on the stall margin [73] [74]. Several models 
of increasing complexity can be used in the TRAF code. 
4.2.5.1 Periodicity boundary condition 
The simplest and most commonly used clearance model is the 
one in which periodicity boundary conditions are enforced be-
tween the two airfoil sides within the clearance region, obtained 
by extending the grid from the blade tip to the casing while 
maintaining the tangential blade thickness. This model is gen-
erally referred to as “open tip”. All the conservative variables 
values for each phantom cell on one side of the grid are interpo-
lated, at the same axial position, from the corresponding cells 
on the other side. This boundary condition is just an approxi-
mation of the real configuration in this area, but can lead to 
really good results especially for thin blades at tip and reasona-
ble values of the clearance thickness, as shown in [75]. 
 
Figure 4.6 Pinched grid for a compressor blade 
4.2.5.2 Pinched grid 
The need for being able to face cases with high clearances, in 
which the simplified periodicity method may result in fluxes 
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conservation errors, has forced the introduction of a more real-
istic model. By pinching the grid (e. g. [76] [77]) in the clearance 
region, the use of periodicity boundary conditions between the 
two grid sides in this area is no longer an approximation. The 
positive aspects of this solution are the good conservation prop-
erties and the fact that a pinched grid allows the solution of the 
flow field within the clearance region. The only draw-back re-
lated with this model is the unavoidable local alteration of the 
blade tip geometry, that becomes slightly spiky. An example of 
a pinched grid for the blade of an axial compressor is shown in 
Figure 4.6. 
 
Figure 4.7 Compressor blade with meshed clearance 
4.2.5.3 Meshed clearance region 
The most advanced model that can be used without introducing 
any approximation or geometry modification is a meshed clear-
ance region. In this case, a structured O-type grid allows a de-
tailed solution of the flow field inside the clearance. The only 
disadvantage of this solution is the higher computational cost 
due to the additional clearance block which is added to the com-
putational domain. An example of axial compressor blade with 
clearance mesh is represented in Figure 4.7. 
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4.2.5.4 Models comparison 
To compare the clearance models already introduced three 
steady-state computations on a compressor blade row have been 
performed. The blade used for the test has a clearance to chan-
nel span ratio equal to 1%. Within the 80 cells in the grid span-
wise direction, 16 have been used to discretize the clearance re-
gion. This choice is the result of a trade-off between resolution 
in this zone and computational cost. A useful parameter to 
check the difference between the flow field predictions obtained 
with the three models is the relative blade-to-blade flow angle 
at domain outlet section. An outlet radial distribution of flow 
angle for the test case is shown in Figure 4.8. The slight differ-
ences between the distributions are located, as expected, next 
to the tip endwall in the last 15% of the channel span. The 
maximum difference registered between the three curves is lower 
than 0.5°. 
 
Figure 4.8 Radial exit flow angle distribution for the different 
clearance models 
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Another possible way to highlight differences between the avail-
able models is a blade-to-blade visualization of the streamlines 
in the clearance region. Such kind of representation is shown in 
Figure 4.9. 
 
Figure 4.9 Blade-to-blade streamlines in the clearance region 
for the three clearance models 
Both periodicity and pinched grid models lead to a good agree-
ment with the streamlines obtained using the more complex and 
detailed clearance mesh one. These results confirm that the use 
of a simplified periodicity boundary condition for the clearance 
region is an appropriate approximation, especially for axial com-
pressor blades which are commonly really thin at tip section, 
making this kind of modelling attractive for industrial design 
purposes. For routine multi-stage axial compressor simulations, 
the simplified model is used for clearance values lower than 2.5% 
while, for higher levels, the other options are adopted to avoid 
possible fluxes conservation issues. 
4.3 Validation of the setup 
In order to assess the reliability of the computational setup de-
veloped within the collaboration between the University of Flor-
ence and Ansaldo Energia, a comparison with experimental data 
has been carried out. The experimental data come from a test 
campaign handled on an upgraded version of the AE94.3A GT 
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compressor of the Ansaldo Energia fleet. In this configuration, 
at design operating conditions, the 15-stage compressor has a 
pressure ratio of about 19:1 and an inlet mass flow around 735 
kg/s. The outline of the turbomachine is shown in Figure 4.10. 
 
Figure 4.10 Compressor outline 
Six measurement stations have been positioned upstream of 
some of the compressor stator rows. Pressure and temperature 
static probes have been placed along the meridional flow path 
at the machine casing. For each measuring station, three probes 
have been positioned at different, equally spaced, circumferen-
tial locations, both for pressure and temperature measurements. 
The values compared with the numerical results are obtained 
by averaging the data acquired from the probes at the same 
axial position. 
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Two full-compressor steady-state simulations have been per-
formed at the operating condition experimentally tested (design 
point), using the available mixing plane models. 
 
Figure 4.11 Static pressure rise along the meridional channel 
at machine casing 
Figure 4.11 shows the pressure rise along the compressor merid-
ional channel predicted by the numerical simulations and meas-
ured on-site. The numerical mean pressure values reported are 
obtained through a pitchwise averaging process of the 3D solu-
tion. In the front part of the machine, up to the third pressure 
probe, a really good agreement with experimental results is ob-
served. In this part of the compressor, the analyses with differ-
ent mixing plane models result in a similar predicted pressure 
rise development. Some differences between numerical compu-
tations and experimental data arise in the second part of the 
machine, especially for the 4th and 5th probe, while for the last 
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one, closer to the compressor discharge in which the static pres-
sure distribution is enforced as boundary condition, a better 
agreement is obtained. 
 
Figure 4.12 Static temperature rise along the meridional chan-
nel at machine casing 
Simulations results in terms of temperature rise at the casing 
along the meridional channel are compared with experimental 
data in Figure 4.12. In this case again, a pitchwise average has 
been performed on the 3D solutions. Excluding the 2nd and 3rd 
probe, a general overestimation of the measured values is ob-
served for both the computations. Between the two mixing plane 
models, the non-reflecting one gets closer to the experiments, 
mostly predicting a lower temperature level than the one result-
ing from the other. In general, the numerical analyses tend to 
forecast higher temperatures with respect to experiments, lead-
ing to a lower predicted efficiency. 
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4.4 Comparison with unsteady results 
Due to their really high computational cost, unsteady simula-
tions of a full axial compressor with high stage count are not 
yet suitable for industrial design purposes. Anyway, unsteady 
analyses can give useful feedbacks on the reliability of steady-
state simulations, which are used as a standard for routine de-
sign procedures. In order to assess the impact on performance 
prediction of the mixing planes, full-annulus unsteady simula-
tions of the whole 15-stage standard AE94.3A compressor have 
been performed in two different operating conditions: design 
point and near-stall. Both IGV and OGV rows have been in-
cluded in the computational domain. The same boundary con-
ditions have been used for steady and unsteady computations. 
 
Figure 4.13 Instantaneous entropy field at mid-span for the 
unsteady full-compressor simulation 
The choice of performing a full-annulus unsteady analysis of a 
compressor with more than 2000 blades instead of a less, com-
putationally speaking, demanding phase-lagged one, has been 
taken because, especially for near-stall conditions, the interac-
tions between non-adjacent rows may be crucial for the stage 
matching. In fact, these interactions are not taken into account 
in a phase-lagged approach, in which only two blade passing 
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frequencies, the ones referring to the upstream and downstream 
adjacent rows, are considered in the evaluation of the boundary 
conditions to be enforced in each computational block, while 
other perturbations are mixed out at the inter-row interfaces 
[78]. The typical block size of structured H-type grid used for a 
blade passage is around 0.75 million of cells, resulting in more 
than 1.5 billion grid points within the full-annulus computa-
tional domain. The time-sampling of the unsteady computations 
has been imposed considering a trade-off between accuracy and 
computational costs, adopting 25 time divisions for each blade 
passage of the row with the highest blade count. Both the oper-
ating conditions investigated through an unsteady analysis have 
required 3 periods to reach periodicity starting from a steady-
state solution, each requiring around 7 days using a parallel pro-
cess involving 200 Intel® E5-2680 V2 CPUs. The difference in 
terms of computational time with respect to a steady simulation 
is considerable, the latter requiring about 2 hours running on 32 
CPUs. To give an idea of the size of the numerical domain con-
sidered for the unsteady analyses, a visualization of the entropy 
filed at mid-span for the GT compressor considered is shown in 
Figure 4.13. 
4.4.1 Design conditions 
The first comparison between steady and unsteady analyses has 
been carried out at compressor design operating conditions. The 
results in terms of stage total-to-total pressure ratio are reported 
in Figure 4.14. In general, a really good agreement between 
steady-state results with non-reflecting boundary conditions and 
time-averaged unsteady ones is observed. In the front stages of 
the compressor, the steady-state simulation with reflecting 
boundary conditions tends to overestimate the pressure ratio 
with respect to the full-annulus analysis. On the contrary, it 
leads to an underestimation in the rear part of the machine. 
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Figure 4.14 Total-to-total stage presure ratio at design point 
 
Figure 4.15 Total temperature at row interfaces at design 
point 
The discrepancies between the reflecting steady-state case and 
the others are even more enhanced when it comes to mass-aver-
aged values of total temperature at row interfaces, shown in 
Figure 4.15. Both steady-state curves well match the unsteady 
one up to the end of the second stage. Downstream of this stage 
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the curve of the steady-state reflecting case starts to diverge 
from the others, progressively overestimating the total temper-
ature. 
 
Figure 4.16 Total temperature outlet distribution at design 
point 
Despite the proved good agreement in terms of mean total tem-
perature between the unsteady and the steady non-reflecting 
cases, the shapes of the radial distribution of this parameter 
differ for the last stages of the machine, as shown in Figure 4.16, 
which displays the computed distributions downstream of the 
last stage stator row. The radial profile obtained through the 
unsteady simulation is more uniform than the steady one. Some-
thing similar has already been observed in literature [79] [80] 
when comparing experimental temperature profiles in rear 
stages of multi-stage axial compressors with steady-state CFD 
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analyses. The more uniform radial temperature profile experi-
mentally measured after several stages is associated with the so 
called “radial mixing” phenomenon. By accounting for all the 
interactions between the rows in terms of wakes, potential ef-
fects and secondary flows propagation along the flow path, a 
full-annulus unsteady simulation seems to better predict the ef-
fects of radial mixing. A possible explanation could be associated 
with a major limitation of mixing planes, namely their smooth-
ing-out of actual non-uniformities by pitch-averaging the flow 
between adjacent rows. On the contrary, the time-accurate cal-
culation allows the growth and the transport of any secondary 
flow structure throughout the domain, thus enhancing the mix-
ing inherently associated with the streamwise vorticity. 
4.4.2 Near-stall conditions 
The use of a relatively light and fast steady-state approach with 
non-reflecting boundary conditions led to a really good approx-
imation of time-averaged unsteady results for the compressor 
design point. To assess the impact of the steady-state approxi-
mation also in off-design, a near-stall condition at compressor 
nominal speed has been considered. To determine an operating 
point close to the compressor surge line, various steady state 
analyses have been performed by progressively increasing the 
outlet static pressure. The run with higher back-pressure which 
managed to converge has established the near-stall outlet 
boundary condition, and the same one has been adopted for the 
unsteady simulation as well. The comparison results in terms of 
predicted total-to-total stage pressure ratio are shown in Figure 
4.17. A really good agreement between unsteady and steady 
non-reflecting case is observed for the last five stages of the 
compressor while, for the front part, some slight discrepancies 
arise. The reflecting steady-state model generally shows a less 
accurate match of unsteady results than the non-reflecting one. 
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Figure 4.17 Total-to-total stage presure ratio at near-stall 
condition 
 
Figure 4.18 Total temperature at row interfaces at near-stall 
condition 
The values of mass-averaged total temperature at row interfaces 
for the compressor at near-stall conditions are reported in Figure 
4.18. In this case, an even better match between steady-state 
non-reflecting simulation results and unsteady ones is achieved. 
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Only some slight differences can be found between the two 
curves in the central stages of the compressor. As seen for the 
design point, also in this operating condition the steady state 
analysis with reflecting boundary conditions tends to overesti-
mate the unsteady results immediately after the first two front 
stages. 
As shown in Figure 4.19, the differences in terms of total tem-
perature radial distribution observed at design conditions are 
enhanced getting closer to compressor stall at nominal speed. 
The steady distribution has an increased non-uniformity in the 
span-wise direction with respect to the design point, while the 
unsteady curve is also in this case more uniform. 
 
Figure 4.19 Total temperature outlet distribution at near-stall 
condition 
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5 Radial Mixing in Axial Compressors 
The current industrial standard for numerical simulations of ax-
ial compressors is the steady RANS approach. Besides the well-
known limitations of mixing planes, namely their inherent ina-
bility to capture the potential interaction and the wakes from 
the upstream blades, there is another flow feature which is lost, 
and which is a major accountable for the radial mixing: the 
transport of streamwise vorticity. Streamwise vorticity is gener-
ated for various reasons, mainly associated with secondary and 
tip-clearance flows. A strong link exists between the strain field 
associated with the vortices and the mixing augmentation: the 
strain field increases both the area available for mixing and the 
local gradients in fluid properties, which provide the driving po-
tential for the mixing. 
In the rear compressor stages, due to high clearances and low 
aspect ratios, only accounting for the development of secondary 
and clearance flow structures it is possible to properly predict 
the spanwise mixing. 
In this chapter, the results of steady and unsteady simulations 
on a heavy-duty axial compressor are compared with experi-
mental data. Adopting an unsteady framework, the enhanced 
mixing in the rear stages is properly captured, in remarkable 
agreement with experimental distributions. On the contrary, 
steady analyses strongly underestimate the radial transport. It 
is inferred that the streamwise vorticity associated with clear-
ance flows is a major driver of radial mixing, and restraining it 
by pitch-averaging the flow at mixing planes is the reason why 
the steady approach cannot predict the radial transport in the 
rear part of the compressor. 
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5.1 Historical background and overview 
The CFD modelling of an entire axial compressor with a high 
stage count is still a great challenge for industrial designers, even 
with the significantly increased computational resources cur-
rently available. Despite the fact that the use of high-fidelity 
approaches is widely spreading through academia and is already 
starting to be adopted in some cases by the industry, their huge 
computational cost allows only simulations restricted to small 
computational domains and low-Reynolds applications. When 
dealing with machines characterized by dozens of blade rows 
and Reynolds numbers greater than 106, such kind of approaches 
cannot obviously even be considered. For industrial design pur-
poses, a compromise between computational cost and simulation 
accuracy must be found. 
The current standard adopted is the multi-stage steady-state 
RANS approach, while URANS simulations are not yet suitable 
for a lean industrial design chain. As already introduced in chap-
ter 4, this CFD model was introduced and started to be widely 
used in the 1990’s, but it is really important to understand the 
inevitable limitations connected with it. Probably, the most cru-
cial one is the fact that the circumferential averaging introduced 
to be able to model as steady an inherently unsteady case, ne-
glects the effects of blade-row interactions and disrupts the ac-
tual development of secondary and clearance flows throughout 
the flow-path. In particular, due to the introduction of mixing 
planes, the streamwise vorticity associated with any secondary 
flow is partially cancelled through the plane itself. A proper de-
scription of those flow structures is in fact a key aspect to get 
good performance predictions for modern axial compressors, 
which tend to have relatively high stage loadings and low aspect 
ratios. 
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A fundamental phenomenon that is strongly enhanced in rear 
stages of axial compressors is the spanwise transport, better 
known as “radial mixing”. The relevance of this phenomenon 
was first observed after an experimental campaign conducted by 
General Electric in the mid 1960’s; the spanwise losses distribu-
tions after 3-4 compressor stages appeared to be different from 
the ones expected, with significant losses at mid-span section, 
in some cases even higher than the values measured next to the 
endwalls. This suggested that some of the high temperature 
fluid in the endwall regions was transported towards mid-span 
by secondary flows. In the following years, several attempts to 
properly model, with simplified CFD through-flow tools, the ra-
dial mixing effects were made. A detailed review of them was 
done by Wennerstrom [81]. The first comprehensive and some-
what successful model was the one published by Adkins and 
Smith [82]. The idea from which the model took inspiration was 
that, from a physical point of view, the radial mixing of fluid 
properties may be driven by the secondary and clearance flows 
convection. In particular, they modelled the spanwise mixing as 
a diffusion process where the variation in the streamwise direc-
tion of each fluid property 𝑓𝑓 had the following expression: 
 
 𝜕𝜕𝑓𝑓
̅
𝜕𝜕𝜕𝜕
= 𝜀𝜀 𝜕𝜕2𝑓𝑓 ̅
𝜕𝜕2𝑃𝑃
 (168) 
 
The local values for the mixing coefficient 𝜀𝜀 were computed from 
calculated secondary radial velocities. Some years later, Gal-
limore and Cumpsty pointed out [79] that Adkins and Smith 
completely neglected the turbulent or “random” mixing, which 
is a mixing mechanism characterized by disorder and irregular 
fluctuations typical of a turbulent flow-field. To find out which 
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mechanism between spanwise convection and turbulent diffu-
sion has the most relevant influence on fluid mixing, they con-
ducted an experimental campaign on two low-speed multi-stage 
compressors using an ethylene tracer gas technique. From the 
results obtained, they concluded that non-deterministic turbu-
lent-type diffusion was the major responsible for spanwise mix-
ing. Starting from this outcome, Gallimore developed a radial 
mixing model based on the turbulent diffusion [83]. 
As both the abovementioned models showed good agreement 
with experimental data from multi-stage axial compressor test 
cases, a great debate about the topic arose within the scientific 
community. The first relevant attempt to solve the controversy 
was made by Wisler et al. [84] that conducted further experi-
ments in the General Electric Low Speed Research Compressor 
(LSRC) facility, on a compressor with four repeating stages. 
Analyzing the results obtained using the ethylene tracer tech-
nique, hot wire anemometry and other experimental methods, 
the authors concluded that both convective secondary flow 
transport and turbulent diffusion mechanisms give a fundamen-
tal contribution to the radial mixing phenomenon. Despite this 
remarkable publication, the discussion on the topic continued 
for some years leaving the question unresolved. The resolution 
of the debate was reached only through a paper published by 
Leylek and Wisler [85], which reinforced the conclusion that ra-
dial mixing is caused by a combination of secondary flows con-
vection and turbulent diffusion, while the relative importance of 
these two mechanisms depends on the specific configuration and 
on the loading level. The most interesting aspect of this work 
was the use of a 3D viscous CFD code to support experimental 
results. 
5.  Radial Mixing in Axial Compressors 
 
119 
When dealing with axial compressors with a high stage count 
(e.g. the ones typical of heavy-duty and power generation ap-
plications), secondary and clearance flows in rear stages do have 
a relevant impact on spanwise redistribution of flow properties, 
as blade rows tend to have low aspect ratios and high clearance 
levels. As shown in chapter 4, an unsteady RANS simulation on 
a multi-stage compressor leads to more uniform outlet radial 
total temperature distributions than the ones obtained from a 
steady-state analysis, indeed being more in agreement with what 
has always been observed in experimental test cases. 
To gain a better understanding of the reasons why this happens 
and to assess which of the secondary flow contributions is the 
one that has the major impact on the spanwise mixing, in the 
present chapter results from steady and unsteady computations 
on the high-pressure section of a GT compressor of the Ansaldo 
Energia fleet will be shown. In particular, three different com-
putational domains, with increasing degree of realism, will be 
considered to analyze the influence on radial mixing of the var-
ious secondary flow components, in a compressor section com-
posed of 5 stages. The abovementioned numerical environments 
are the following: inviscid end-walls without clearances, viscous 
end-walls without clearances and viscous end-walls, with clear-
ances. Moreover, multi-stage steady and unsteady results, com-
ing from simulations performed using experimental data as 
boundary conditions, will be compared with measured outlet ra-
dial distributions. 
5.2 Case study 
The case study considered for the work presented in this chapter 
is the high-pressure section of a heavy-duty axial compressor. A 
meridional view of it is shown in Figure 5.1. This machine seg-
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ment consists of five stages with cantilevered vanes. The annu-
lus height and radius are nearly constant. The last vane has a 
higher chord with respect to the other rows. This solution has 
been adopted to allow an increased flow turning needed to re-
move the flow swirl before the diffuser inlet section. In contrast 
to the other cantilever stator rows, the hub endwall for this last 
vane is stationary. The blades and vanes have low aspect ratios. 
Inlet Mach numbers are in the range 0.3-0.5, while the overall 
pressure ratio is around 1.4. As far as clearances are concerned, 
the actual value in heavy-duty applications is mainly deter-
mined by the thermal state of the machine. In particular, the 
minimum values are usually reached after a “hot restart”, where 
the casing is relatively cold with respect to the rotor. On the 
contrary, the maximum values are touched starting from a cold 
state after a certain time interval. This because the thermal time 
response of the casing is usually faster than the one of the rotor. 
 
Figure 5.1 Meridional view of the high-pressure section of the 
compressor adopted as case study 
Experimental measurements are available in terms of radial dis-
tributions of total temperature and pressure at the compressor 
outlet, over the span of the last vane. The experimental tests 
have been performed with high clearance level, up to 5% of the 
blade height. The instrumentation consists of Kiel probes with 
pressure transducer and thermocouple mounted on vane leading 
edges for five different radial positions. This allows to measure 
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the profiles of total pressure and temperature. At the compres-
sor outlet, the probes are mounted on a rod. For each measuring 
plane, three rakes are installed at different tangential positions 
in order to check the non-uniformity of the flow. 
5.3 Computational framework 
In order to perform more accurate analyses, some differences 
with respect to the standard numerical setup reported in chap-
ter 4 have been introduced for the simulations whose results will 
be presented in the following sections of this chapter. In partic-
ular, the main change is the use of the two-equation k−ω model 
in combination with elliptic O-type grids to discretize the blades 
within the computational domain. The choice of this different 
grid topology is due to numerical issues registered close to the 
blade trailing edge when using the k−ω model with H-type 
grids, which have a metrics discontinuity in this area. Only the 
duct connecting the low and the high-pressure sections has been 
meshed with H-type grids. 
 
Figure 5.2 View of the HP compressor mesh 
The typical dimensions of each grid block used to discretize the 
blades are 281×61×101 points, resulting in about 1.7 million 
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nodes. To have a detailed solution of clearance flows, O-type 
structured grids have been introduced to model blade tip and 
cantilever-vane hub gaps. 
5.4 Simplified multi-row environment 
The radial mixing of fluid properties in a multi-stage axial com-
pressor is given by a combination of secondary flows convection 
and turbulent diffusion. In a CFD simulation adopting a RANS 
approach, turbulence is not solved but its effect on the average 
flow-field is modelled by introducing a turbulence closure. Also 
when adopting an unsteady RANS approach, only large-scale 
vortical structures are properly solved, while smaller scale phe-
nomena are just modelled. Therefore, in first approximation, the 
contribution of turbulent diffusion to radial transport is of the 
same order of magnitude for both steady and unsteady ap-
proaches. On the other hand, with unsteady analyses, it is pos-
sible to assess the impact of secondary flows convection on ra-
dial mixing process. 
To quantify the contribution of each secondary flow structure, 
mainly endwall and clearance components, three steady and un-
steady simulations with an increasing degree of realism have 
been performed in a simplified multi-row environment. The 
analyses have been limited to the 5 high-pressure stages of the 
compressor to avoid the need for modelling the significant mass-
flow extraction immediately downstream of the last low-pres-
sure compressor vane. To focus on the effect of secondary flows 
generated in the high-pressure section on the outlet radial dis-
tributions, the simulations have been run with the perfect gas 
version of the TRAF code and adopting uniform boundary con-
ditions upstream of the first rotor row of the computational do-
main. The three models that have been compared are the fol-
lowing: 
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• inviscid end-walls, without clearances 
• viscous end-walls, without clearances 
• viscous end-walls, with clearances 
The first model has been introduced with the aim of represent-
ing what would happen in the high-pressure compressor section 
without any secondary flow influence on the primary flow; the 
second model is intended to quantify the effects on spanwise 
mixing due to endwall generated secondary flows, while the 
third one takes account for all the secondary flow convection 
contributions. As far as unsteady simulations are concerned, be-
tween the options available in TRAF code, namely full-annulus 
and phase-lagged approaches, the former has been chosen for 
the investigations whose results are presented within this chap-
ter. The full-annulus analysis has been selected because of its 
capability to take into account also for the interactions between 
non-adjacent rows. These interactions are not transmitted in the 
phase-lagged approach implemented in TRAF code [78], which 
considers only the upstream and downstream blade passing fre-
quencies in the evaluation of the boundary conditions to be en-
forced in each computational block, while the other perturba-
tions are mixed out at the interfaces. Regarding the time-sam-
pling for unsteady analyses, 25 time divisions for blade passage 
for the row with the highest blade count have been used, this 
value being a trade-off between accuracy and computational 
cost. Although 50 time divisions may be considered as a stand-
ard choice for this kind of unsteady runs [66], preliminary tests 
on smaller domains demonstrated that a lower frequency reso-
lution was sufficient for the purposes of the present application. 
The computed radial distributions of average total temperature 
at compressor outlet section for the three models already intro-
duced are shown in Figure 5.3. 
5.  Radial Mixing in Axial Compressors 
 
124 
 
Figure 5.3 Total temperature profile at compressor outlet 
As expected, the inviscid endwalls without clearance case leads 
to a fairly uniform total temperature profile, with negligible dif-
ferences between steady and unsteady runs. The minor shift in 
the distributions, with higher temperature values for the un-
steady curve, is due to the higher losses of this case, deriving 
from wake/blade interactions within the computational domain. 
Considering the model with viscous endwalls and without clear-
ances, the steady-state and unsteady distributions tend to have 
uniform trend and similar values from 25% to 75% of channel 
span. As for the first model, the slightly higher total tempera-
ture predicted by the URANS computation in this region comes 
from multi-row wake interactions. Getting close to the end-
walls, the two curves start to diverge with just some traces of 
spanwise temperature redistribution towards mid-channel. For 
this case, modelling all blade rows as shrouded, only secondary 
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flows originated from the endwalls can develop within the fluid 
domain. The most significant differences between steady and 
unsteady results arise for the last model introduced, the one 
with viscous endwalls and clearances modelled, both for rotors 
and cantilever stators. The unsteady profile has an almost uni-
form trend along the channel span, while the steady one has 
conspicuous total temperature variations with higher values 
close to the endwalls and lower values in the mid-channel region. 
Bearing in mind these significant differences, clearance flows 
seem to have a major impact on the radial mixing process. Fur-
thermore, the steady-state analysis appears to be unable to 
properly predict the phenomenon, which is particularly en-
hanced in this specific application. 
 
Figure 5.4 Total pressure distribution at compressor outlet 
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The comparison results in terms of average outlet total pressure 
distributions are presented in Figure 5.4. As for the total tem-
perature, the steady and unsteady pressure curves obtained for 
the inviscid endwalls model without clearances are really simi-
lar, with almost no pressure variation in the spanwise direction. 
For the other models, the secondary flows have a relevant effect 
also on the outlet total pressure profile. In analogy with the 
total temperature plot, the biggest differences between steady 
and unsteady modelling can be found in the fully viscous anal-
ysis with clearances. The different trend shown by the red and 
blue curves next to the hub is related to the fact that in the 
model with clearances the hub endwall is rotating, while it is 
fixed in the other case. 
An instantaneous entropy field visualization of the whole high-
pressure segment of the compressor at mid-span, coming from 
the viscous endwalls with clearances analysis, is shown in Figure 
5.5. As uniform boundary conditions at domain inlet section 
have been enforced, the flow is “clean” upstream of the first 
rotor row and only downstream of it wakes start to grow and 
propagate throughout the flow-path. 
 
Figure 5.5 Instantaneous entropy field at mid-span section 
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Even if the focus of this chapter is on the radial mixing, it is 
worth noting that the large differences found in the outlet radial 
distributions at compressor outlet do have a deep impact on the 
aerodynamic loading of the blades. To emphasize this, an exam-
ple is reported in Figure 5.6, in which the averaged pressure 
distributions along the blade surface for the last rotor row are 
displayed. In the figure, the curves resulting from steady and 
unsteady computations of the viscous endwalls with clearances 
model refer to a blade-to-blade section at 80% span. The blade 
loadings and especially the incidence angle of the flow at blade 
leading edge resulting from steady and unsteady analyses are 
completely different; while the former predicts positive incidence 
and high loading in the front part of the airfoil, the latter leads 
to slightly negative incidence and lower loading close to the 
leading edge. 
 
Figure 5.6 Pressure distributions at 80% blade span for the 
last rotor row 
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From a broader perspective, moving the working condition to-
wards the compressor surge-line, with more intense secondary 
and clearance flows than the ones found within the present de-
sign point investigation, the steady-state simulation will under-
predict the compressor stall margin. 
5.5 Stream-wise vorticity, mixing and mixing 
planes 
The focus of the present chapter is indeed on the impact of ac-
counting for the transport of all the flow field features in the 
CFD analysis of axial compressors. It is inferred, in particular, 
that a proper URANS modelling enables to capture the so-called 
“radial mixing”. It is worth emphasizing that the prominent fea-
ture of the flow field that needs to be transported is in fact the 
streamwise vorticity. 
In this section, the goal is in showing that much of the exit flow 
field structure is associated with the transport and distortion of 
the vorticity through the compressor, in particular the one that 
is formed in the tip clearances. 
The streamwise component of vorticity is commonly referred to 
as secondary flow, assuming that one can identify a primary 
flow direction and hence specify the departures from this pri-
mary direction. In an axial compressor with high values of tip 
clearances, anyway, looking at the clearance flows as to second-
ary flows can be misleading, because the cross-flow velocities are 
often a substantial fraction of the primary velocity. Under these 
conditions, the streamwise vorticity is a powerful agent for en-
hancing mixing, as a strong link does exist between mixing aug-
mentation and the strain field associated with the vortices. As 
well described by Greitzer [86], the vortical strain field increases 
both the area available for mixing between adjacent streams and 
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the local gradients in fluid properties. Both provide the driving 
potential for mixing. Furthermore, as the transport and evolu-
tion of secondary flows within the flow-path is developed in a 
predominantly inviscid manner [86], the impact of turbulence 
modelling has just a second order influence on this contribution 
to the radial mixing phenomenon. 
As highlighted in the previous section, a steady-state simulation 
may strongly underestimate the radial transport of the main 
fluid properties typical of multi-stage compressor applications, 
leading to errors that could not be negligible in design phase. In 
order to give a possible explanation of the reason why this un-
derestimation afflicts the steady-state calculation, a flow vorti-
city component is considered, namely the one in the axial direc-
tion. In cylindrical coordinates, this quantity has the following 
expression: 
 
𝜔𝜔𝑚𝑚 = 1𝑃𝑃 �𝜕𝜕(𝑃𝑃𝑣𝑣𝜃𝜃)𝜕𝜕𝑃𝑃 − 𝜕𝜕𝑣𝑣𝑠𝑠𝜕𝜕𝑚𝑚 � = 𝑣𝑣𝜃𝜃𝑃𝑃 + 𝜕𝜕𝑣𝑣𝜃𝜃𝜕𝜕𝑃𝑃�
𝑻𝑻𝑻𝑻𝑻𝑻𝑻𝑻 𝟏𝟏 −
1
𝑃𝑃
𝜕𝜕𝑣𝑣𝑠𝑠
𝜕𝜕𝑚𝑚�
𝑻𝑻𝑻𝑻𝑻𝑻𝑻𝑻 𝟐𝟐 (169) 
 
The axial vorticity may be divided in two terms. The first one 
is accounting for radial non-uniformities, while the other one is 
associated with circumferential flow-field non-uniformities. In 
the steady-state approach, both tangential and spanwise veloc-
ity components are circumferentially averaged at each interface 
between consecutive rows. When adopting a non-reflecting ap-
proach, as the one implemented in the TRAF code, a zero-mean 
value small perturbation is then superimposed on the averaged 
values for the governing variables in order to avoid non-physical 
reflections, but all tangential distributions are irremediably lost. 
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Bearing in mind this and considering the axial vorticity decom-
position introduced in equation (169), it is clear that Term 2 is 
essentially cancelled throughout a mixing plane, while Term 1 
assumes, at every radius, a fundamentally uniform distribution 
in the circumferential direction. 
 
Figure 5.7 Development of the integral value of Term 2 mag-
nitude along the meridional flow-path 
The trend of the integral value for Term 2 magnitude along the 
meridional flow-path is shown in Figure 5.7. Both steady and 
unsteady curves refer to the simulations run for the model with 
viscous endwalls and with clearances. For the unsteady case, an 
instantaneous distribution is displayed to avoid the smoothing-
out of the curve that would lead to a similar trend of the steady 
one, if a time-averaged solution were considered. The main dif-
ference between the two curves is the value assumed by the 
5.  Radial Mixing in Axial Compressors 
 
131 
plotted quantity at row interfaces; while for the steady compu-
tation the Term 2 tends to zero at each inter-row interface, for 
the time-accurate one the decay of this term within the axial 
inter-row gap after each blade passage stops next to the inter-
faces reaching a value different from zero. Starting from a non-
zero value at each block inlet boundary of embedded blade rows, 
this axial vorticity component is significantly higher for the un-
steady case. 
 
Figure 5.8 Spanwise distribution of Term 2 magnitude up-
stream of a rotor/stator interface for an unsteady computa-
tion 
To better understand the sources that contribute to generate 
the axial vorticity component associated with circumferential 
non-uniformities, a radial distribution of Term 2 downstream of 
a rotor row and close to the interface with the following vane is 
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displayed in Figure 5.8. The plot is the result of the post-pro-
cessing of an unsteady instantaneous solution, which has been 
pitchwise averaged along all the annulus. As clearly depicted by 
the figure, the regions with the higher value for Term 2 are the 
ones close to hub and tip endwalls. In particular, the upper 50% 
of channel span is the one in which this vorticity component 
reaches its peak value. Therefore, the clearance flow coming 
from rotor tip gaps has a major impact on this term, while sec-
ondary flows generated from the endwalls have just a second 
order contribution to the integral value of Term 2. 
 
Figure 5.9 Axial vorticity field upstream and downstream of 
an inter-row interface for a steady-state analysis (only one 
fourth of grid lines are shown for sake of clarity) 
As shown in Figure 5.9, the axial vorticity field undergoes sub-
stantial modifications across the mixing plane of a steady-state 
simulation. All circumferential non-uniformities that can be 
found in the cross-section upstream of the interface, mainly due 
to the development of secondary flows within the blade passage, 
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are smoothed-out, leading to an axial vorticity field with varia-
tions constrained only to the radial direction. Since Term 2 of 
equation (169) is deleted across the mixing plane, only a pitch-
wise average of Term 1 is transmitted to the following blade 
row. This considerable alteration of the axial vorticity across 
each interface may probably be one of the main sources of the 
radial mixing underestimation typical of the steady-state ap-
proach. By introducing the tangential averaging process, the 
transport of streamwise vorticity throughout the compressor is 
limited and the mixing enhancement associated with it is 
strongly reduced. 
 
Figure 5.10 Axial vorticity field upstream and downstream of 
an inter-row interface for an unsteady analysis (only one 
fourth of grid lines are shown for sake of clarity) 
On the other hand, as showed in Figure 5.10, for the unsteady 
case the axial vorticity is completely transmitted without any 
kind of alteration, and its contribution to the spanwise transport 
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of fluid properties is fully taken into account. The image re-
ported in Figure 5.10 comes from the post-processing of an in-
stantaneous unsteady solution. 
5.6 Unsteady analysis of the actual compressor 
Once shown the great differences in terms of radial distributions 
coming from RANS and URANS simulations performed on the 
aft section of a multi-stage axial compressor, characterized by 
low aspect ratios and high clearances, a comparison with exper-
imental data may help quantifying the reliability of the radial 
mixing prediction resulting from these two numerical ap-
proaches. As the compressor experimentally tested has a very 
high stage count, to limit the computational resources requested 
by the unsteady computation (i.e. the computational blocks in-
cluded in the fluid domain), the smallest aft portion of it in-
cluded within two consecutive measuring stations has been con-
sidered. The first radial distributions available upstream of the 
high-pressure section are the ones acquired right in front of the 
last vane of the low-pressure compressor segment. Hence, the 
fluid domain consists of five and a half stages with a mass-flow 
extraction located between the first stator row and the following 
rotor row. The last measuring section with total pressure and 
temperature rakes is placed on the leading edge of the last stator 
row of the compressor. 
As inlet boundary conditions for the numerical analyses, the 
experimental total pressure and temperature profiles have been 
used, while the spanwise flow-angle distribution has been taken 
from a full-compressor simulation. The experimental static pres-
sure level measured at the machine casing in the domain outlet 
section has been used to enforce a radial equilibrium boundary 
condition. Both RANS and URANS analyses have been carried 
out with the real gas version of the TRAF code, to adopt the 
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most realistic numerical setup available at the cost of increasing 
by around 30% the overall computational time. 
 
Figure 5.11 Average radial distributions of total temperature 
upstream of the last high-pressure compressor vane 
The averaged radial total temperature distributions of the 
steady and unsteady computation are compared with the exper-
imental data acquired from the rakes in Figure 5.11. The signif-
icantly high level of spanwise transport shown by the averaged 
unsteady profile is confirmed by the experimental results, which 
show variations in the spanwise direction of less than 10 degrees. 
On the contrary, the steady-state profile shows deeper total 
temperature differences along the channel span, with remarka-
bly high values close to the endwalls and lower temperatures in 
the mid-span region. For this particularly challenging applica-
tion, characterized by strongly 3D flow structures due to the 
high clearances, the steady approximation gives results that are 
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quite far from the experimental data, both in terms of mean 
value and spanwise variation of the total temperature and pres-
sure. 
 
Figure 5.12 Average radial distributions of total pressure up-
stream of the last high-pressure compressor vane 
The radial distributions of total pressure at last measuring sec-
tion are presented in Figure 5.12. While the unsteady computa-
tion profile is in really good agreement with experimental data, 
the steady one shows remarkable departures, especially in the 
upper 50% of channel span, which is an area largely influenced 
by the clearance flow coming from the upstream blade row. 
Finally, in order to provide an example of the strong impact of 
clearance flows for the application investigated within this chap-
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ter, a streamline visualization of the flow-field features devel-
oped in the tip gap region of one of the rotor blades is displayed 
in Figure 5.13. 
 
Figure 5.13 Clearance flow and axial vorticity contours visu-
alization in a blade passage (only one fourth of grid lines are 
shown for sake of clarity) 
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6 Conclusions 
In this thesis, the main outcomes of a research activity aimed 
to use and tune modern CFD methods to assess a numerical 
setup for multi-stage simulations on axial compressors, have 
been presented. Most of the activities have been carried out in 
the framework of the collaboration between the research group 
led by Professor Arnone and the industrial partner Ansaldo En-
ergia, one of the main competitors in the world market of large-
size turbomachinery for power generation. 
The first part of the work has been focused on the implementa-
tion of a non-reflecting mixing plane model for steady-state 
RANS simulations in the in-house CFD code TRAF. In the de-
velopment of the model, particular attention has been paid to 
fluxes conservation both in terms of mass-flow and total tem-
perature. The model has also been extended to the real gas case, 
by removing all the perfect gas assumptions present in the clas-
sic non-reflecting boundary condition theory. The key differ-
ences with respect to the perfect gas implementation are an it-
erative procedure to compute mixed-out quantities from the 
mean fluxes of the governing conservative variables through the 
interface and the use of numerical derivatives instead of analyt-
ical expressions in some of the terms within the transformation 
matrix from primitive to conservative variables. Some results on 
a demanding multi-row environment characterized by small in-
ter-row gaps and a shock structure reaching one mixing plane 
have been presented, showing the good behavior of the model 
both in terms of non-reflectiveness and fluxes conservation. 
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In the following part of the thesis, an advanced numerical setup 
for steady-state multi-stage axial compressor simulations, cur-
rently adopted by Ansaldo Energia, has been presented. Some 
crucial aspects of the compressor modelling have been ad-
dressed, namely shroud leakages and rotor tip clearances. In 
particular, the shroud leakage model adopted has been tested 
on a single-row case, to assess the influence of cavity flows on 
the mainstream. All available clearance models have been pre-
sented and compared, showing that for compressor blades a sim-
plified periodicity boundary condition can lead to a good ap-
proximation of clearance flows. The numerical setup has been 
validated on a compressor designed and experimentally tested 
by Ansaldo Energia. To determine the influence of mixing plane 
models on performance prediction, unsteady full-annulus simu-
lations of a whole 15-stage compressor have been performed at 
two different operating conditions: design point and near-stall. 
The comparison between steady and unsteady computations 
demonstrated a really good agreement in terms of averaged val-
ues. Some interesting differences between steady and unsteady 
results arose in the radial distribution of total temperature at 
compressor outlet, showing that the unsteady analysis predicts 
a smoother temperature profile. Bearing in mind that experi-
mental measurements on axial compressors have always shown 
more spanwise mixing than CFD results, this outcome seems of 
particular interest and deserves an in-depth analysis, which is 
in fact the object of the last part of the thesis. 
Finally, the results coming from steady and unsteady RANS 
simulations on the high-pressure section of an industrial heavy-
duty axial compressor have been presented and compared with 
experimental data acquired during a test campaign. The ma-
chine portion considered well exemplifies the features of rear 
stages of multi-stage axial compressors, characterized by low 
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blade aspect ratios and really high clearance values. Both these 
features tend to promote the growth and the development of 
intense secondary flows along the compressor flow-path. As sec-
ondary flows convection has, along with turbulent diffusion, a 
crucial impact on the radial transport of fluid properties, better 
known as radial mixing, the case considered has been used to 
evaluate the influence of each source of secondary flow on the 
overall radial transport phenomenon. In order to achieve this 
goal, numerical analyses with different models of increasing 
complexity have been performed, showing that clearance flows 
have a higher influence on the radial transport than endwall 
generated secondary flow structures. Only adopting an unsteady 
full-annulus approach, the enhanced radial mixing in the rear 
stages of the compressor has been properly captured. A really 
good agreement with experimental data has been obtained, in 
terms of both total temperature and pressure radial distribu-
tions immediately ahead of the last compressor vane. On the 
contrary, with a steady-state modelling, the radial transport has 
been strongly underestimated, leading to results with marked 
departures from experiments. Focusing on what occurs across 
the inter-row interfaces for RANS and URANS solutions, a pos-
sible explanation for this underestimation has been provided. In 
particular, as the streamwise vorticity associated with clearance 
flows is one of the main drivers of radial mixing, limiting it by 
pitch-averaging the flow at mixing planes of a steady-state anal-
ysis is the reason why this simplified approach is not able to 
properly predict the radial transport of fluid properties in the 
rear part of the axial compressor. 
An interesting future development sparkled from the present 
work could be the introduction of a modification in the RANS 
model aimed to make the steady-state analysis able to attain 
some improvements in the radial mixing prediction. From the 
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above discussion, one may infer that the inability of a steady 
analysis to capture the radial mixing is essentially associated 
with the lack of convection of the streamwise vorticity across 
the mixing planes. Bearing in mind this limitation, one could 
try to re-include in the calculation the main effect of vorticity 
by acting on another mixing driver, which could provide a sim-
ilar outcome. In particular, similarly to what has already been 
elaborated in through-flow methods, a possible solution could 
be to enhance the turbulent viscosity in order to promote diffu-
sion. In doing this, the streamwise vorticity upstream of each 
mixing plane could be exploited to quantify such enhancement. 
The implementation of this idea is in fact the object of an on-
going activity. 
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