This article presents a high order conservative flux optimization (CFO) finite element method for the elliptic diffusion equations. The numerical scheme is based on the classical Galerkin finite element method enhanced by a flux approximation on the boundary of a prescribed set of arbitrary control volumes (either the finite element partition itself or dual voronoi mesh, etc). The numerical approximations can be characterized as the solution of a constrained-minimization problem with constraints given by the flux conservation equations on each control volume. The discrete linear system is a typical saddle-point problem, but with less number of degrees of freedom than the standard mixed finite element method, particularly for elements of high order. Moreover, the numerical solution of the proposed scheme is of super-closeness with the finite element solution. Error estimates of optimal order are established for the numerical flux as well as the primary variable approximations. We present several numerical studies in order to verify convergence of the CFO schemes. A simplified two-phase flow in highly heterogeneous porous media model problem will also be presented. The numerical results show obvious advantages of applying high order CFO schemes.
1. Introduction. This paper is concerned with the development of high order numerical methods for partial differential equations that maintain important conservation properties for the underlying physical variables. For simplicity, consider the elliptic diffusion equation that seeks an unknown function u = u(x) satisfying (1.1) −∇ · (α∇u) = f, in Ω u = g, on ∂Ω.
where Ω ⊂ R d (d = 2, 3) is a bounded polygonal (d = 2) or polyhedral (d = 3) domain with boundary ∂Ω, and α = {α i,j } d×d is a symmetric, positive definite tensor; i.e., there exists a positive constant α 0 such that
Let v = −α∇u, the first equation of system (1.1) can be rewritten as :
Consider an arbitrary control element D in Ω. By the divergence theorem, the equation (1.2) gives ∂D v · nds = D f dx, where n is the outward normal vector of ∂D.
Define the flux variable q = v · n e on the boundary of D, where n e is the normal vector of ∂D with prescribed direction. We have
Equation (1.3) is the local mass conservation property, which is of key importance for many applications. The readers may refer to [23] for a detailed introduction.
The classical finite element method (FEM) seeks u h ∈ S h such that
where S h consists of C 0 piecewise polynomials of degree k ≥ 1 on prescribed finite element partition T h = {T } ( Fig. 2.1 ). By taking the Fréchet derivative, the FEM approximation is given as the solution of :
The FEM is easy to implement and is applicable to general domains. The theory is also well-established. However, since α∇u h is usually not continuous from element to element, the FEM can not give a locally conserved approximation of the flux variable directly.
In the literature, one can find various numerical methods designed for (1.1) that preserve the mass conservation property locally on each element T ∈ T h . One of such methods is the finite volume method (FVM) widely used in scientific computing for problems in science and engineering, including fluid dynamics [4, 16, 17, 20, 21, 25, 27] . Most algorithms in FVM enjoy the nice feature of algorithmic simplicity and computational efficiency, and some of the low order FVMs (e.g., P 0 and P 1 schemes) have been well studied for their mathematical convergence and stability [3, 8, 13, 19, 21, 29, 33] . It should also be noted that the high order and symmetric FVMs are generally challenging in theory and algorithmic design [9, 11, 12, 22] . In the finite element context, several conservative numerical schemes have been developed. The mixed finite element method [26, 5, 10] , the discontinuous Galerkin finite element method [1] , the hybridizable discontinuous Galerkin [24] , and weak Galerkin finite element methods [31, 32, 30] are a few of such examples that give numerical approximations with conservative numerical flux. A first order conservative flux optimization (CFO) method [23] has been proposed recently via a conservation-constrained optimization approach by using the continuous finite element space. The scheme has been employed in the simulation of a simplified two-phase flow problem in highly heterogeneous porous media, which show the effectiveness and robustness of the scheme. In this paper, we propose a high order CFO scheme by modifying the continuous finite element space. This new scheme is locally conservative and can provide conservative high order flux on arbitrary control volumes. Moreover, it has less degree of freedoms than mixed finite elements methods (especially for high order elements). We established optimal order error estimates for both the primal and the flux variables. Numerical simulation of the two-phase flow problem in highly heterogeneous porous media show obvious advantages of applying the high order CFO schemes.
The paper is organized as follows. In Section 2, we present the high order conservative flux optimization finite element scheme for the model problem (1.1). In Section 3, we establish a result on the well-posedness and stability for the high order conservative flux optimization scheme. In Section 4, we derive some error estimates for the resulting numerical approximations in various Sobolev norms. Finally, in Section 5, we present several numerical results to demonstrate the efficiency and accuracy of the new scheme.
A High Order Conservative Flux Optimization Scheme.
Let T h be a regular finite element triangular partition of the polygonal domain Ω ⊂ R 2 (Fig.  2.1-solidline) . Assume that we have a set of control volumes D h := {D} as illustrated in (Fig. 2 .1-blue domain), with ∂D h the set of edges of D ∈ D h . We note that D h is arbitrary and can be completed independent of the finite element partition T h . In practical computation, the set of control volumes could be taken either as the dual Voronoi mesh or the finite element partition T h itself. Denote by h := max D∈D h h D the meshsize of D h , where h D = diam(D) is the diameter of the element D ∈ D h . Denote by E h the edge set of D h , and E 0 h ⊂ E h the set of all interior edges. The set of boundary edges is denoted as E B h := E h \E 0 h . The diameter of the edge e ∈ E h is denoted as h e = diam(e). For convenience, for each e ∈ E h we assign a normal direction n e which provides an orientation for E h . Let S h ⊂ H 1 0 (Ω) be the finite element space, that is the classical C 0 -conforming element given by S h = {v ∈ C 0 (Ω) : v| T ∈ P k (T ), ∀T ∈ T h , v| ∂Ω = 0}.
Here C 0 (Ω) stands for the space of continuous functions in the domain Ω. Denote by V h the flux space consisting of piecewise polynomial of degree k − 1 on E h and W h the space of piecewise constant functions on E h given as follows: by ∇ w · q the discrete weak divergence given as a function in W h such that on each
A flux function p ∈ V h is said to be locally conservative if it satisfies
The classical Ritz-Galerkin finite element method seeks R h u ∈ S h such that
A straightforward numerical flux would be given by q * h = −α∇(R h u) · n e on each edge e ∈ E h , but this numerical flux function q * h is usually discontinuous across each edge e ∈ E h and/or has difficulty to be locally conservative on each control element D. A remedy to this challenge is to find a pair (u h ; q h ) ∈ S h × V h that satisfies the mass conservation equation (2.2) while the flux error q h + (α∇u h · n e ) is minimized in a metric at the user's discretion. To this end, we introduce a functional in the space S h × V h as follows:
where r ∈ [1, ∞) is a prescribed value, β is a parameter with real value. We note that α * is the trace of α from inside of D to ∂D in case α is discontinuous at ∂D, we write α instead of α * for simplicity in the following. Our numerical algorithm then seeks
Our new method essentially looks for a conservative flux variable that best approximates the obvious, but non-conservative numerical velocity q h = −α∇u h · n e in a discrete metric. Following [23] , the scheme is also named as Conservative Flux Optimization (CFO) finite element method in this article. It should be pointed out that the CFO finite element method was originally motivated by the idea of the primal-dual weak Galerkin method (namely, PDE-constraint minimization of stabilizers) presented as in [30] for the second order elliptic equation in non-divergence form.
The Euler-lagrange formulation for the scheme (2.5) seeks (u h ;
is the Fréchet derivative of the functional J r,β at (u h ; q h ) along the direction of (v; p). By introducing the following bilinear form
we can rewrite the Euler-Lagrange equations (2.6)-(2.7) as follows
The number of degrees of freedom (dof) for the scheme (2.10)-(2.11) on a triangular element T is:
which is smaller than that of the Raviart-Thomas element (k + 1)(k + 3) [?] and the Brezzi-Douglas-Marini (BDM) element (k + 1)(k + 2) [10] for k ≥ 3, see Table 2 .1 for detail.
Solution Existence and Uniqueness.
In this section, we shall study the solution existence and uniqueness for the CFO-FEM scheme (2.5) with r = 2. Note that the corresponding Euler-Lagrange formulation is a system of linear equations given by (2.10)-(2.11).
Theorem 3.1. Assume that the coefficient α is in L ∞ (D h ) and uniformly positive definite. Then the numerical scheme (2.10)-(2.11) has one and only one solution
Proof. It suffices to show that the homogeneous problem has only trivial solution. To this end, let (u h ; q h ; λ h ) ∈ S h × V h × W h be a solution of the scheme (2.10)-(2.11) Order  CFO  RT  BDM  1  7  8  6  2  13  15  12  3 20
with homogeneous data f = 0. By letting v = u h , p = q h , w = λ h in (2.10)-(2.11), we have
|q h + α∇u h · n e | 2 ds = 0, which leads to u h ≡ 0 and q h ≡ 0. Next, from the equation (2.10) we have
Consider the following auxiliary problem:
Let Q b be the L 2 projection operator onto V h , and set p| e = Q b (−α∇φ · n e ) on each edge e ∈ E h . It follows that
Substituting the above into (3.2) yields
4. Error Estimates. The goal of this section is to establish some error estimate for the approximate solution (u h ; q h ) arising from the scheme (2.10)-(2.11). To this end, denote by
the error functions for the numerical solution, where q = −α∇u · n e is the flux on edge e ∈ E h , Q b q is the L 2 projection of the flux in V h , and R h u is the classical Ritz-Galerkin finite element approximation of u given by (2.3) . The convergence behavior for R h u has been extensively studied in existing literature in various Sobolev norms, and they are considered as standard and known in this paper. Theorem 4.1. For the model problem (1.1), assume that the coefficient α is in L ∞ (D h ) and uniformly positive definite, u ∈ H k+1 (Ω). Let (u h ; q h ) ∈ S h × V h be the approximate solution arising from the numerical scheme (2.10)-(2.11) with any real β, then the following error estimates hold true
In other words, for β ≥ 1, the flux approximation is of optimal order and the numerical approximation for the primal variable is of super-closeness to the standard Galerkin finite element solution R h u in the usual H 1 -norm.
Proof. Note that λ = 0 in (4.1). It follows from (2.10) and (2.3) that 
for all w ∈ W h . In particular, we have (∇ w · e q , e λ ) =(∇ w · e q , λ h ) − (∇ w · e q , λ) =(∇ w · e q , λ h ) = 0. Thus, by using the Cauchy-Schwarz inequality we have 
The last inequality confirms the error estimate (4.2).
As to the flux error estimate (4.3), we use the equation (4.9) and (4.10) to obtain
which leads to (4.3) by taking the square-root of both sides. This completes the proof of the theorem.
An L 2 error estimate can be obtained by using the standard Poincaré inequality as follows: Thus, we have the optimal order error estimate in L 2 when β ≥ 3. This result will be further confirmed or enhanced through numerical experiments to be presented in the following section.
Numerical Experiments.
In this section, we shall numerically verify the theoretical error estimates developed in the previous section. Our test problems are defined in two-dimensional square domains which seeks u ∈ H 1 (Ω) such that
For each of the test cases, the CFO-FEM scheme (2.10)-(2.11) is implemented with k = 1, 2, 3 and r = 2. For simplicity, the control volumes are chosen as the finite element triangular partition T h in all the numerical tests. The following metrics are used to measure the magnitude of the error:
The error between the classical Ritz-Galerkin finite element solution and the CFO-FEM solution will also be computed in the usual L 2 and H 1 norms; i.e., u h − R h u 0 and u h − R h u 1 .
Test Case 1: Smooth Coefficients.
In this experiment, the elliptic problem (5.1) has exact solution u = cos(πx) cos(πy) with domain Ω = (0, 1) 2 . The coefficient α is the identity matrix. The right-hand side function f and the Dirichlet boundary data g are chosen to match the exact solution. The meshes are obtained by first uniformly partitioning the square domain Ω into N 2 , N = 1 h , small squares and then decomposing each small square into 2 similar triangles. Table 5 .1 illustrates the performance of the CFO-FEM scheme with k = 1, 2, 3, β = 1, 2 and r = 2 on the uniform partitions. The results clearly show that the errors u h − u 1 and q h − q 0 converge to zero at optimal order of h k (k = 1, 2, 3) when β ≥ 1. In addition, u h −u 0 converges to zero at the order of h k or better. The L 2 convergence can be improved to be of optimal order with large values of β. For example, for the second order CFO-FEM (i.e, k = 2), the numerical results indicate an optimal order of convergence with β = 2 and 3, while for the first and third order scheme, the numerical results suggest optimal order of convergence with β = 1. For the numerical Lagrange multiplier λ h , it converges to zero with rate h k+β for the first and third order scheme, while rate h k+β−1 is observed for the second order scheme. The numerical results (see Tab. 5.2) also confirm the super-closeness estimate between the Ritz-Galerkin finite element solution and the CFO-FEM solution. The numerical results are in great consistency with the theory.
We note that, for clarity, only some representative results are presented in this section. The readers may refer to the appendix for a collection of additional results. For example, the the numerical results for the CFO-FEM scheme with k = 1, 2, 3, β = −1, 0 are included. The numerical results converge with certain orders, although we haven't theory estimations for these cases. Moreover, we observe that the errors u h − u 1 and q h − q 0 converge to zero at nearly optimal orders of h k (k = 1, 2) when β = 0, 1.
It should be emphasized that the main advantage of the CFO-FEM algorithm (2.10-2.11) is that one obtains not only a discrete solution u h with optimal order of convergence, but also an element-wise conserving flux q h with optimal order of convergence. Moreover, the CFO-FEM algorithm makes use of less number of degrees of freedom than some other existing numerical methods such as the mixed finite element method. 
on the square domain Ω = (−1, 1) 2 . The coefficient matrix is clearly non-smooth, but Hölder continuous. The right-hand side function and the Dirichlet boundary data are chosen to match the exact solution of u(x, y) = cos(πx) cos(πy). Note that this example has been considered in [28, 30] .
We use the CFO scheme (2.10)-(2.11) with k = 1, 2, 3 to approximate the above elliptic problem. The corresponding error and convergence information are reported in Tables 5.3, A.4 and A.3. We observe that the convergence of the algorithm in H 1 norms has convergence order of k < 1. Moreover, for the flux on element edges, the convergence is also of optimal order of k < 1. In fact, the numerical results outperform the theory in H 1 , as the coefficient α is non-smooth nor Lipschitz continuous on each element so that no convergence of order k = 1 can be deduced from the theory. Consider the domain Ω 2 = (0.1, 1) 2 , the coefficient matrix is smooth on this domain, the corresponding error and convergence results are reported in Tables 5.4, A.6 and A.5. We observe that the convergence of the algorithm in both the L 2 and the H 1 norms have optimal order of k + 1 and k. Moreover, for the flux on element edges, the convergence is also of optimal order of k. These numerical results support strongly the theoretical findings in the previous section. 
Test Case 3: Discontinuous Coefficients.
In this numerical test, the domain of the elliptic problem (5.1) is chosen as the unit square Ω = (0, 1) 2 , and the coefficient α is given by
which is clearly discontinuous along the vertical line of x = 1 2 . With properly chosen data on the right-hand side function and the Dirichlet boundary value, the exact Tables 5.5, A.7 and A.8 illustrate the performance of the CFO scheme (2.10)-(2.11) when applied to the present test case. The results suggest an optimal order of convergence for the numerical approximation u h in the usual H 1 norm, which is in great consistency with the error estimate developed in the previous section. Likewise, the numerical approximation for the flux variable q h also has an optimal order of convergence, as predicted by the convergence theory. On the other hand, the convergence in L 2 for u h seems to be around k = 1.8. Since the exact solution is polyoma of second order, for second order and third order CFO scheme, the errors are of machine precision.
Test Case 4: Discontinuous Coefficients.
In this test case, the domain Ω = (−1, 1) 2 is split into four subdomains Ω = diffusion coefficient α is given by
and the exact solution is given by u(x, y) = α i sin(2πx) sin(2πy). Here the values of the coefficient α x i , α y i and α i are specified in Table 5 .6. It is clear that the diffusion coefficient α is discontinuous across the lines x = 0 and y = 0.
Tables 5.7, A.9 and A.10 present the numerical performance of the CFO scheme (2.10)-(2.11) when applied to the present test case. The results suggest an optimal order of convergence for the numerical approximation u h in the usual H 1 norm and the flux variable q h in L 2 . The numerical results are in great consistency with the error estimate developed in the previous section. value of the PDE coefficients may vary from element to element, one may modify the object function as follows by placing a weight τ T on each element:
|p + α∇v · n e | r ds.
For the CFO algorithm (2.5), it can be seen from (2.10)-(2.11) that the weight parameter τ D is automatically adjusted by the Lagrange multiplier λ h on each element, as the weight τ D can be easily absorbed by λ h through the same scaling on each element. Therefore, the CFO algorithm is quite robust in the minimization part. Figure 5.1 (or A.1 and A.2) shows the surface plot of the Lagrange multiplier λ h obtained from first order (or second and third order) CFO scheme for each test case. It can be seen that λ h is quite sensitive to the continuity and smoothness of the true solution. Figure 5.2, A. 3-A.5 compare the square of λ h with u h − u 2 0 norm for the first order scheme. We observe that when α is the identity matrix, λ 2 h show exactly the same tendency with the L 2 error of between the exact solution and the numerical results from scheme (2.10)-(2.11). The results for the second/third order scheme are included in the Appendix (Fig. A.6-A.13) , which show the same property as for the first order scheme. We conjecture that λ h would play the role of a posteriori error estimator in adaptive grid local refinements. 
A Two-Phase Flow in Porous
Media. We consider a simplified twophase flow problem in porous media which has been studied in several existing literatures [6, 7] . It seeks a saturation function S and fluid pressure p satisfying −∇ · (λ(S)κ(x, y)∇p) = 0,
in Ω = (0, 1) 2 , (5.6) ∂S ∂t + div(vf (S)) = 0, t > 0, (5.7)
with the boundary condition p(0, y) = 1, p(1, y) = 0, (5.8) v(x, 0) · n = 0, v(x, 1) · n = 0, (5.9) (a) λ 2 h (left, stereogram above, plane diagram below) and u h − u 2 0 (right, stereogram above, plane diagram below) for the fluid pressure p and the following initial and boundary conditions for the saturation:
S(0, y, t) = 1, t ≥ 0, y ∈ (0, 1), (5.10)
S(x, y, 0) = 0, (x, y) ∈ (0, 1) 2 . Here in (5.7) and the boundary condition (5.9), v = −λ(S)κ(x, y)∇p is the Darcy's velocity of the fluid, κ(x, y) is the permeability of the porous media, f (S) is the fractional flow function, and λ(S) is the total mobility. In our numerical study, we consider a permeability profile ( Figure 5 .3) generated using the experimental data from the SPE comparative solution project [14] . The permeability profiles in Figure  5 .3 are plotted in a logarithmic scale, it shows that the permeability coefficients is highly heterogenous.
We use a classical operator splitting technique [2] to solve the above system. That is, we substitute the saturation at the previous time step into (5.6) to compute the pressure p, the Darcy's velocity v and the locally conservative flux by using the CFO algorithms. Then we solve the transport equation (5.7) by an explicit time stepping scheme (see [23] for details).
The saturation profiles of the two-phase flow for the permeability profile Fig. 5 .3 at time T = 0.02 are shown in Figure 5 .4. These profiles are obtained by using the 1st, 2nd and 3rd order CFO schemes respectively. For each scheme, the computation is performed on meshes of 32 × 32, 64 × 64 and 128 × 128 partitions. These results match the physical tendency as described in [6, 15, 23] . Since the permeability coefficients is highly heterogenous, which varies from e −2 to e 9 , it is very difficult to obtain convergence with our limiting mesh refinement. The results show obviously that the higher order schemes allow to better capture the physical tendency, especially on coarse meshes. (a) λ 2 h (left, stereogram above, plane diagram below) and u h − u 2 0 (right, stereogram above, plane diagram below) Fig. A.4 . The solution profile for the square of Lagrange multiplier λ 2 h on a partition of size 64 × 64 arising from the first order CFO scheme (2.10-2.11) and the L 2 error of the primal variable u h − u 2 0 for test case 3.
(a) λ 2 h (left, stereogram above, plane diagram below) and u h − u 2 0 (right, stereogram above, plane diagram below) (a) λ 2 h (left, stereogram above, plane diagram below) and u h − u 2 0 (right, stereogram above, plane diagram below) Fig. A.6 . The solution profile for the square of Lagrange multiplier λ 2 h on a partition of size 64 × 64 arising from the second order CFO scheme (2.10-2.11) and the L 2 error of the primal variable u h − u 2 0 for test case 1.
(a) λ 2 h (left, stereogram above, plane diagram below) and u h − u 2 0 (right, stereogram above, plane diagram below) Fig. A.7 . The solution profile for the square of Lagrange multiplier λ 2 h on a partition of size 64 × 64 arising from the second order CFO scheme (2.10-2.11) and the L 2 error of the primal variable u h − u 2 0 for test case 2.
(a) λ 2 h (left, stereogram above, plane diagram below) and u h − u 2 0 (right, stereogram above, plane diagram below) (a) λ 2 h (left, stereogram above, plane diagram below) and u h − u 2 0 (right, stereogram above, plane diagram below) Fig. A.10 . The solution profile for the square of Lagrange multiplier λ 2 h on a partition of size 64 × 64 arising from the third order CFO scheme (2.10-2.11) and the L 2 error of the primal variable u h − u 2 0 for test case 1.
(a) λ 2 h (left, stereogram above, plane diagram below) and u h − u 2 0 (right, stereogram above, plane diagram below) Fig. A.11 . The solution profile for the square of Lagrange multiplier λ 2 h on a partition of size 64 × 64 arising from the third order CFO scheme (2.10-2.11) and the L 2 error of the primal variable u h − u 2 0 for test case 2.
(a) λ 2 h (left, stereogram above, plane diagram below) and u h − u 2 0 (right, stereogram above, plane diagram below) 
