Abstract -In a pseudo-telepathy game, communication can be entirely replaced by quantum entanglement. We provide, for the first proposed and simplest two-player game of this type, the proof that communication is indeed necessary to win with certainty if no quantum entanglement is shared by the players. This completes the game's analysis and shows its "pseudotelepathic" properties.
I. THE GAME BY BRASSARD, CLEVE, AND TAPP Consider the following simple game. Alice and Bob, unable to communicate, are both given a 16-bit string such that the strings are either equal, or they differ in exactly 8 positions. Both parties are then supposed to output a 4-bit string in such a way that these short strings are equal if and only if the original longer strings given to them were equal as well; if they manage to do this, we say that they win the game.
The described game is a special case of so-called pseudotelepathy and was proposed in [l] , where it was shown that it can be won without failure by two parties sharing some quantum entanglement. Due to the additional fact that the game cannot be won otherwise, it can be used as a simple demonstration experiment for the existence of such entanglement. Previously, the impossibility result has, however, been proven only "asymptotically" (i.e., for games where the involved strings are long enough), and no specific parameters have been known for which the game has the described "pseudo-telepathic'' property. We provide this proof for the game as described above. Our result, together with the possibility result for the quantum setting, implies that in the context of this particular game, quantum entanglement can replace classical communication; note that entanglement does not, however, allow for such communication.
A CLASSICAL IMPOSSIBILITY RESULT
Theorem 1. Classically, the described pseudo-telepathy game cannot be won with certainty.
shown that a winning strategy, should it exist, is a coloring of G with 16 colors. We show that its chromatic number x ( G ) is, however, larger than 16, by giving an upper bound on the size M of a maximum independent set I of G , and by using x ( G ) 2. 216/M. More precisely, we show that for any independent set I of G , we have 1 1 1 5 3912 (< 21G/16).
We simplify this problem step by step. First, we observe that the graph G consists of two isomorphic connected components G, and Go (containing the vertices of even and odd Hamming weight, respectively). Secondly, a maximum independent set contains a' vertex w if and only if it also contains its bitwise complement B since for all vertices 20, we have dH(v, w ) = 8 f) dH(B, w) = 8. Let G e , <~ be the subgraph of G, containing the vertices of Hamming weight less than 8, let, for i = 0,2,4, and 6 Gi be the subgraph of Ge,<8 containing the vertices of Hamming weight i , and let for a graph H M ( H ) denote the size of a maximum independent set of H . Since
M ( G ) 5 ~( M ( G O ) + M ( G~) + M ( G~) + M ( G C~) ) ,
it is sufficient to prove M(G0) +M (G2) we decompose the graph into disjoint cliques, the number of which is such a bound. Using a simple greedy algorithm, we found such decompositions for all possible vertices w (or, more precisely, "types" of vertices). For three of the types, the number of cliques is at most 399, whereas the rest of the "type sets" together contain less than 399 vertices in total. (The relevant clique decompositions can be found at [4] .) Any independent set I of G6 containing two vertices with Hamming distance 1 2 is thus of size at most 402 = 399 + 3. The proof for independent sets I of Gs containing two vertices of Hamming distance 10 is similar and leads to an even smaller bound than 402. 
