For the development of Advanced Driver Assistant Systems (ADAS) and Automated Driving Systems (ADS) a change from test case-based testing towards scenario-based testing can be observed. Based on current approaches to define scenarios and their inherent problems, we identify the need to extract scenarios including the static environment from recorded real-world-driving-data. We present an approach, that solves the problem to extract dynamic-length-segments containing a single scenario. These segments are enriched with a feature vector with information relevant for the feature under test. By clustering these scenarios a logical scenario catalog is created, containing all scenarios within the test data. Corner cases are represented as well as common scenarios. An accumulated total length can be calculated for each logical scenario, giving a brief understanding about existing test coverage of the scenario.
INTRODUCTION AND RELATED WORK
Original Equipment Manufacturer (OEM), research institutes and start up companies are currently putting a lot of effort into realizing autonomous driving. Many have succeeded in first trials, however, the first autonomous vehicle is yet to be released. Current ADAS slowly develop into conditionally automated, SAE level 3 features, that can take over a driving task completely in explicitly restricted driving environments, e.g. a traffic jam assist on highways up to 60 km/h. Such features are not yet globally available, because OEM lack the proof of safety needed for clearance from the National Motor Vehicle Registration Authorities. Different standards and regulations require a separate approval in each country. According to the ISO26262 (ISO, 2011) safety goals are set via a risk analysis. To achieve the highest possible safety and security on public roads, the fulfillment of these safety goals has to be proven. The proof can be brought forward analytically or with the help of test cases (Henzel et al., 2017) . For systemlevel testing of ADAS and ADS analytic proof is not feasible due to the complexity and extent of the software code and input parameter space. Therefore, common practice is to use test cases.
In order to achieve sufficient testing, the test cases need to cover all relevant situations for the Feature Under Test (FUT). Test cases are usually derived from the feature requirements manually by domain and test experts. Each functional requirement is covered by at least one test case. During system level testing all test cases are evaluated and a final test result concludes the fulfillment of each requirement. However, determining all relevant situations and declaring all feature requirements, from which the complete set of corresponding test cases can be derived, is not a trivial task.
With the technological advances in environmental perception, car-to-x communication as well as automated driving, the complexity of new ADAS and ADS is steadily increasing. Due to new sensors being integrated in today's vehicles, sensor ranges being increased and background services, e.g. digital map providers, being utilized, the environmental information available in the vehicle has grown significantly. While these technological advances certainly enhance the quality of these features and the possibilities towards more autonomous driving, they also introduce a manifold of new situations, a vehicle can encounter, and thereby increase the required testing efforts. The definition of testable, ISO-conform requirements -and, thereby, the test case-based approach -is no longer feasible for the next generation of ADAS and ADS.
For ADAS and ADS development it is best practice to additionally test the feature on public roads in order to experience as many different situations as possible. Huge efforts are made to drive as many kilometers as possible during test campaigns and release approvals, e.g. 36 million test kilometers for the release of the Mercedes Benz E-Class (W212) in 2009 (Deppe, 2009 ) and 12 million test kilometers for the next generation E-Class (W213) in 2015 (Christiansen, 2015) .
Since there is no checklist of situations to be seen during testing, the required test kilometers are derived from statistical calculations. Due to the combination of different environmental situations and traffic participant's maneuvers, the sheer amount of kilometers needed to achieve a statistically valid assertion sums up to a vast number. (Wachenfeld and Winner, 2016) have calculated a theoretical 6.62 billion test kilometers to prove, that an interstate pilot meets the current standards for release approval. The number is derived from fatal accidents drawn from annually crash statistics in Germany and the total sum of driven highway kilometers in Germany per year -assuming that the absence of accidents is the approval criterion for highly automated driving. (Amersbach and Winner, 2017) .
Simulation enables the selective testing of for example critical situations, possibly reducing the required test kilometers to a fraction of the statistically calculated 6.62 billion kilometers in case of the interstate pilot. Thereby, simulation is an important tool for OEM to even come close to the required test coverage. However, the validity of the simulation has to be ensured by providing detailed models of the vehicle, environment, sensors and traffic. Efforts for providing these models are limiting the theoretical scalability of the simulation approaches. It has been shown, that for certain ADAS recorded driving data from real world tests can be utilized to substitute most of the models needed for the simulation, for an example see (Zofka et al., 2015) . Openloop features can easily be tested using this data. In some cases, e.g. predictive features, it even entails the benefit of the ground truth in form of the recorded events (Langner et al., 2017) . Even closed-loop longitudinal control features have been simulated using the recorded data from test campaigns (Bach et al., 2017) (de Gelder and Paardekooper, 2017) .
The real-world-driving-data provides a large amount of realistic driving situations including many critical ones, which offer better test coverage than synthetic data and scale better than manually defined test cases. However, the value of the realworld-driving-data tests is diminished by redundancies. Simply simulating all of the recorded data offers the same control over the tested situations as real world test drives.
The calculations made by Wachenfeld and Winner are based on a poisson probability distribution of crashes from German traffic data. The statistical calculations hold true as long as there is no semantic interpretation and selection of the test drives. The contribution towards the proof of safety has to be measured by the amount of different situations tested, not by the mere amount of kilometers simulated (Junietz et al., 2017 ). An abstract description and the possibility to measure the coverage of these situations is needed.
Recent research focuses on scenario-based approaches, where different situations a feature can encounter are described on a higher abstraction level. A scenario contains the static environment, the dynamic environment including other traffic participants and their actions as well as the actions of the ego vehicle for a certain period of time (Elrofai et al., 2016) . (Schuldt et al., 2013 ) have proposed a 4-level scenario structure for the description of scenarios: the basic road network, situational modifications, traffic situation and environment. In the PEGASUS project the basic road network is split into street level and traffic infrastructure, resulting in a 5-level scenario structure (see Figure 1) . (Bagschik et al., 2017) within the PEGASUS project have suggested three different abstraction layers for scenarios to offer the needed flexibility in each development phase (see Figure 2) .
Concrete scenarios are individual instances of logical scenarios, where the complete static and dynamic environment as well as the state of the ego vehicle are described in detail. They offer little flexibil- (Steimle et al., 2018). ity and their abstraction level is quite similar to test cases. By abstracting from the explicit signal values of these concrete scenarios some generalization can be achieved. Logical scenarios describe a group of concrete scenarios by parameter ranges for each signal, whereas functional scenarios textually describe logical scenarios based on a functional view. This allows for a high-level description of different scenarios early on, which can be specified in later stages of the development process. Test cases can be derived from concrete scenarios, which in turn can be derived from logical scenarios. Therefore, test coverage can be measured on the logical scenario level.
Still, all possible scenarios a feature can undergo must be known and explicitly specified to achieve complete test coverage. There is a lot of ongoing research in the field of scenario definition and standardization. However, a common scenario catalog representing all scenarios, that can occur while driving in the real world, is not yet available. Up until now, attempts to create such a common scenario catalog are limited to certain features and environmental conditions, for example a traffic jam assist with scenarios that are altogether on highways (Pütz et al., 2016) . Furthermore, it is to be debated, if a universal scenario catalog exists, since relevant scenarios strongly depend on the FUT, e.g. urban test drives do not matter for testing of a highway pilot. It can be argued, that there exists a universal scenario catalog for level 5 autonomous driving and that current level 2 and level 3 features can derive relevant subsets from this catalog. However, the argument leads nowhere, since this catalog not yet exists.
Instead of explicitly defining all scenarios, they can also be extracted from recorded real-worlddriving-data (see Figure 2) . Several approaches to extract driving maneuvers of the ego vehicle or other traffic participants have been published (Gerdes, 2006) , (Hülnhagen et al., 2010) . In most cases, basic maneuvers are explicitly defined and mapped onto physical parameters and parameter ranges or parameter curves. These are then used as a pattern to detect further instances of the same or similar maneuver. (Elrofai et al., 2016) enhance this approach with data analytics to improve the performance of the detectors. Another approach was published by (Minnerup et al., 2015) , who use triggers for scenario extraction from real-world-driving-data. However, only explicitly specified and searchable scenarios like critical distance to vehicle in front or amount of steering per second can be found. (Junietz et al., 2017) derive an abstract criticality metric to identify critical scenarios based on relative metrics between the ego vehicle and other dynamic objects. Calibration is done with manually classified scenarios and the metric only derives a pre-selection for manual filtering. There are no approaches known to the authors, that focus on extracting scenarios including the static environment of the vehicle.
All these approaches are motivated by ADAS like an Adaptive Cruise Control (ACC) or Emergency Brake Assist (EBA) and are focused on extracting critical situations for the release approval. Most of the critical situations for these features occur, when interacting with other traffic participants. Thereby, according to (Schuldt et al., 2013 ) the relevant scenarios are also mainly based on the dynamic objects. But, this does not hold true for predictive features, whose predictions mainly rely on the sensed environment as well as upfront information about the static environment from digital maps. The maneuver extraction approaches, therefore, do not yield a viable scenario catalog for these features.
Furthermore, testing critical situations alone is not sufficient either. Especially features taking over longitudinal or lateral control also have a functional quality aspect besides the functional safety -the driver or passenger comfort. Merely avoiding accidents is not sufficient for the passenger acceptance of the ADS. Comfort ratings will become increasingly important with further advances towards autonomous drivingand comfort has to be evaluated in all situations, not only the critical ones.
In this paper we present a data-driven approach to segment the real-world-driving-data into scenarios tailored to the FUT. In contrast to the maneuver extraction approaches, we focus on the static environment -including the street level, traffic infrastructure and environment conditions -and its correct segmentation. The scenarios are automatically extracted based on selected signals relevant for the FUT. The approach combines the description of the static environment and the dynamic objects and derives a feature-based scenario catalog from the driving data. By using a dynamic clustering approach we deter-mine a flexible amount of logical scenarios, which contain all found concrete scenarios within the driving data. The aggregation of discrete signal values leads to logical scenarios, which offer a more comprehensible scenario catalog for system-level testing. Further interpretation of the logical scenarios can result in functional scenarios for the FUT.
SCENARIO-EXTRACTION CONCEPT
Real-world-driving-data consists of many driving situations, which uninterpreted and on their own offer little information towards the coverage of all possible situations. However, extracting all these driving situations as self-contained concrete scenarios and aggregating them to logical scenarios does. The problem is to find and extract these scenarios within the test drives.
Our goal is to automatically extract all existing scenarios relevant for the FUT implicitly from the data in order to create the feature's logical scenario catalog. An example of two logical scenarios is illustrated in Figure 3 . The 5-level scenario structure from the PEGASUS project is used for the scenario description. Figure 4 reveals the necessary steps: The first step is to select the relevant signals for the FUT and pre-process these signals for further usage. The scenario dividing signals are then used to slice the test drives into segments with dynamic lengths. Then, a feature vector describing the static and dynamic environment for each segment is extracted from the driving data. The feature vectors are clustered and each cluster is interpreted as a logical scenario. The feature vector is also used as a scenario description.
Data Selection and Pre-Processing
As already stated -for system level testing -the data selection has to be done with regard to the FUT. For ADAS and ADS the amount of possible different situations, accrued from the combination of the static and dynamic vehicle environment, is a critical part for testing. Therefore, signals describing the relevant vehicle environment should be used. Not all information, however, can be derived from a single signal. Some have to be transformed or gathered from additional information sources. The temperature, wetness or traffic density for example can be extracted from weather or traffic data providers, if they are relevant for the FUT. More abstract values like the time to collision (TTC) can be calculated as well.
When working with recorded real-world-drivingdata, signal pre-processing is required. The data is noisy and for statistical uses, some assumptions have to be made. Error and initial values have to be handled. Especially the GPS signal and the velocity have to be considered carefully as they are the foundation for further signal processing. Noise in these signals propagates throughout the analysis.
Real-world-driving-data is commonly recorded time-based. This time-dependency leads to a distortion in the representation of the static environment due to differing velocities during the test drives. In order to compare the test drives, the signals have to be converted to a track position-based sampling. The sampling should be equidistant and consistent crosssamples and with a reasonable distance between two data points.
Further pre-processing includes derivation of new signals or reshaping of existing data.
Scenario Extraction
For predictive features, which rely heavily on the sensed static environment, it is necessary to identify all environmental situations, that can be experienced, and to validate the correct behavior in these situations. Contrary to the maneuvers, which have clear start and end points, the challenge for the static environment is to detect the change points for seemingly smooth transitions between different environmental situations.
Common machine learning approaches, that need to partition real-world-driving-data, use either static segment lengths or time intervals (Langner et al., 2018) or up-or downsample the sequences to a defined length (Wang et al., 2018) in order to normalize and partition the test drives, which than can be processed further. By using a static segment length, single scenarios within the test drives might be separated into two subsequent segments (see Figure 5) . A single segment might also contain more than one scenario. With segments containing more than one scenario and scenarios being divided into multiple segments, grouping these segments by their feature vectors to generate a scenario catalog is pointless. Up-or downsampling on the other hand distorts the static environment and reduces comparability of different sequences. Consequently, the test drives need to be cut along their natural scenario transitions.
The core problem is to find these transition points. One solution is to use predefined scenarios, specified by experts, to detect the conditions, that start or end a scenario. While this approach might work well for single maneuvers, there is no guarantee, that the experts thought of every possible scenario. Most cer- tainly even, there are corner cases, the experts did not think of. For the larger parameter space of complete scenarios, including the static vehicle environment, an approach is needed, that does not rely on explicit scenario definitions beforehand. By extracting the scenarios from the data pool, scenario specification is no longer necessary. All occurring scenarios are implicitly derived, if the data pool is sufficiently large and diverse.
Figure 5: Static segment length (left side) vs. dynamic segment length (right side) with transition points derived from the curviness. The curve is separated into two segments with the static approach whereas the dynamic approach is able to detect the curve as a coherent segment.
In order to derive the transition points, we separate the relevant signals in scenario-dividing signals and scenario attributes. A feature's input space consists of many signals. Out of the subset of these signals, which describe the vehicle environment, some signals are categorical or ordinal, others are continuous.
Aggregation for categorical and ordinal signals can oftentimes only be done via counting or percentbased, which are not ideal for a distinct differentiation. We argue, that -in most cases -these signals are also scenario dividing and, therefore, changes in these signals naturally lead to scenario transition points. For example a change in the street type from highway to country road marks a significant change in the environmental situation and thereby separates two different scenarios. Furthermore, the percent-based representation, e.g. 64% highway and 36% country road, is not a useful description for the street type of a segment.
Continuous signals, e.g. slope or the ego vehicle's velocity, can be handled differently. For the velocity a mean value can be calculated, the slope can be represented as two values, a positive and negative value, so that these do not negate each other. In most cases, these signals describe a segment in the data and do not clearly divide it. Thus, they are categorized as scenario attributes. However, if a continuous signal is crucial for the FUT, it can also be used as a scenario dividing signal, e.g. the ego vehicle's velocity for the traffic jam assist. Via binning or thresholding the velocity can be transformed into a low dimensional space, where the boundaries of the velocity bins or the thresholds operate as the transition points. Then, a possible scenario segmentation could include differentiation of vehicle standstill, stop-and-go traffic, slow driving and driving close to the feature's velocity limit.
In general, it proved practical to use low dimensional and categorical signals as scenario dividing signals. Continuous and numeric signals on the other hand, can be utilized as scenario attributes.
Scenario Clustering
Each extracted feature vector describes a concrete scenario within the test data. These concrete scenarios shall be clustered in order to create groups of concrete scenarios -the logical scenarios. Scenarios within one cluster shall be similar and scenarios in different clusters shall be distinguishable. The clusters shall be in-terpretable and shall represent relevant scenarios in the real world. Since the actual number of different scenarios is unknown, the number of clusters can not be explicitly defined. The optimal number of clusters shall be derived implicitly.
EXEMPLARY IMPLEMENTATION
The proposed approach was implemented for a PCC feature, which not only considers the front vehicle like an ACC system does but also incorporates additional environment information into the velocity prediction (Albrecht and Holzäpfel, 2018) . The corresponding signals for the environment description were selected from the real-world-driving-data. The main focus for the scenario extraction was to create a scenario catalog for functional system level feature evaluation. The PCC feature considers curves and slopes, speed limits, road topology, street class, crossings and the front vehicle for the velocity prediction.
Data Selection and Pre-Processing
A time-based signal s can be mapped onto the track position p as s(t) → s(p). Equation 1 displays the mapping for every measuring point i. ∆t refers to the sampling interval and v j to the measured ego velocity in point j.
The differing velocity leads to a non-equidistant position-based sampling of the formerly equidistant time-based sampling. Besides, signals on the bus system and thereby in the recorded test data are sampled with different frequencies up to 50 Hz and more. This leads to distances of 0.56 m for a velocity of 130 km/h. Such short distances are not required to detect scenarios, that can be several hundred meters long, e.g. elongated curves on highways. We decided to sample the data at every 2 m. Though, this is a design choice, we are convinced, that a more detailed resolution is not required for the scenario extraction. With the mapping of the signals to the track position, they are now independent from the altering ego vehicle's velocity during the test drives. The static environment is represented consistently.
Since real-world-driving-data is noisy, signal filtering has to be applied in order to accurately describe the vehicle's environment. Initial and error values have to be handled with respect to the actual signal values. Oftentimes, these values are written as ones in the bit-encoding of the CAN-or flexray message. Therefore, when converting the bit-stream into decimal numbers, initial and error values are converted to large decimal numbers. They can not be left unchanged or set to zero, since both could have unforeseen effects towards the clustering of the signal. For example, there is a difference between a missing speed limit being represented as 300 km/h, 0 km/h or NaN, since cluster algorithms use relative distance functions. For missing speed limits we chose NaN and for initial values the first occurring speed limit was extrapolated. In unlimited areas the speed limit was set to 210 km/h, which is the maximum supported velocity for the PCC feature.
Scenario Extraction

Dynamic Segment Detection
The street type, the speed limit and the classification of urban, extra urban or highway drive were used as scenario dividing signals. However, for the PCC there is, besides these low dimensional signals, one continuous signal, that has a major influence on the system's behavior: the curvature. Curves limit the maximum possible and the maximum tolerated velocity and hence depict unique scenarios for the longitudinal control, especially in terms of passenger comfort. They shall be evaluated separately from other road segments. By transforming the curvature into a summable value, the curviness, and then detecting significant changes in the incline of the accumulated curviness over the track position, curves can be included in the scenario separation. The curviness offers a good abstraction of the overall curvature of a certain road segment and is calculated as shown in equation 2
The angular change can be derived from multiple sources, e.g. the yaw rate, the steering wheel angle or wheel angle. However, in our case all these signals were too noisy to derive a viable curviness. The best results were achieved by calculating the azimuth from the GPS points as shown in Figure 6a and 6b. With the azimuth as the angular change in each GPS point, the curviness can be calculated by dividing the angular change ∆γ by ∆d, the sum of half the distance between p i-1 → p i and half the distance between p i → p i+1 .
Since the GPS is noisy as well, some filtering has to be applied. The calculated curviness can be used as an indicator for implausible GPS points by calculating the maximum possible curviness that complies with traffic regulations. In Germany the traffic regulations state, that vehicles must be able to drive through a turning circle with a radius r of 12.5 m. With the help of equation 3 this leads to a circumference C of 78.54 m for the minimal possible turning circle. The curviness of this turning circle can be calculated as shown in equation 4. This maximal possible curviness can be used as a threshold for filtering the GPS. A curviness above this threshold is very likely caused by a GPS error (see Figure 7 for different detected GPS errors). Since the velocity, which is used to calculate the curviness, can be noisy as well, the threshold was set to Curviness max = 9°m . C = 2 * π * r = 78.54 m (3)
Additional filtering of the GPS can be achieved by comparing the distance between two GPS points and the driven distance derived from the velocity. Again, due to possible noise, the thresholds were set to 0.5 Finally, the transition points can be derived by building a vector for each scenario dividing signal: the street type, the speed limit, the classification of urban, extra urban or highway drive and the curviness. As already mentioned, the transition points for the curviness are derived from significant changes in the incline of the accumulated curviness over the track position (see Figure 8) . The segments can then be derived by combining the transition point vectors of all signals: ρ = ρ street type ∪ ρ speed limit ∪ ρ environment ∪ ρ curviness . The combined transition point vector is then sorted and duplicates are removed. The remaining elements depict start and end positions of the segments in the test drive. Merge strategies can be applied, if the segmentation is too compartmentalized due to a large number of scenario dividing signals. Figure 8 : Segmentation via change points of the accumulated curviness.
Feature Vector Extraction
Besides the scenario dividing signals each segment needs an adequate description of its environmental situation in order to be clustered correctly. For each segment a describing feature vector has to be extracted. For several reasons, time or position-based features are not ideal. For one, the sequence length varies, which either leads to a different amount of values in the feature vectors or to a different sampling. Both lead to a decrease in comparability of the sequences. The second reason is, that clustering timeseries with different sample sizes is not trivial.
A better solution is to derive single values for every feature by means of aggregation, minima or maxima, mean values, etc. For the showcase, 10 features were selected leading to a feature vector with 10 scalar values for each segment in the test data. For an example see Table 1 . 
Scenario Clustering
The feature vectors can be used to cluster the segments. Due to the scalar representation common cluster algorithms can be used. For the showcase, the K-Medoids with Partitioning around Medoids (KPAM) algorithms has been implemented (Kaufman and Rousseeuw, 2009) . K-medoids is a common partitioning cluster algorithm, that is stable against outliers. A set of N data points is divided into k clusters, so that the sum of distances between each data point and its corresponding medoid is minimized. The KPAM algorithm is a deviation of k-medoids with two phases. The set of data points or observations O is divided into a subset of medoids or selected objects S and a subset of unselected objects U with |O| = N and U = O \ S. During the build phase initial medoids are selected. The first medoid is the observation with the lowest sum of distances to all other observations in O. Iteratively k − 1 medoids are selected so that the new partitioning is as distinct as possible.
During the swap phase the iteratively selected medoids are swapped in order to improve the partitioning. Every object pair in SxU is evaluated. If the sum of distances for the object in U is lower than for the object in S, both objects are swapped. This process is repeated until the partitioning is stable. For the detailed algorithm we refer to (Kaufman and Rousseeuw, 2009) .
We implemented the KPAM and searched for the optimal k by iterating 1 ≤ k ≤ 30 with 5 iterations for each k to avoid local optima. The best solution for each k was kept. For the k-medoid algorithm the optimal k was evaluated with the elbow-method (Ketchen and Shook, 1996) -the optimal k = 24 was derived.
EVALUATION
As there is no ground truth by means of classified scenarios for the test drives or an existing scenario catalog for the PCC feature, the evaluation has to be done empirically. In a first step, the quality of the clustering has to be evaluated. In a second step the interpretability of the clusters as logical scenarios is validated. Some information about the used data set is given in Table 2 . Figure 9 , 10 and 11 show three exemplary clusters of the KPAM clustering algorithm with six randomly chosen concrete scenarios each. Each cluster in itself is supposed to be similar, with larger dissimilarities between the clusters. Figure 9 depicts concrete scenarios from a logical scenario, that could be described as straight country road drive with little slope. Figure 10 depicts strong curves on steep serpentines. Figure 11 displays longer highway drive scenarios on a straight road with high speed limits. All three clusters each contain similar segments. On closer inspection, scenario 4 in Cluster 19 attracts attention. It is the only scenario not on a highway. However, further investigation has shown, that this road section was formerly defined as a federal highway and is still classified as such in the electronic map, which makes the assignment plausible.
On a feature vector basis the clustering algorithm has build valid clusters. The question remains, if the feature vectors represent valid concrete scenarios and the clusters represent logical scenarios respectively. Hence, the next step in the evaluation is to examine the interpretability of the found clusters as logical scenarios. Each cluster represents a group of similar feature vectors describing a segment of the driving data for which the parameter spaces can be derived from the global maxima and minima for each feature. In order to represent these clusters in a humanreadable format, a functional scenario for each cluster is derived:
All concrete scenarios in Cluster 7 can be classified as country road drives with average velocity on a straight and flat road segment. All scenarios are extra urban.
The concrete scenarios in Cluster 14 are on country roads as well, however, with a steep incline and strong curves. The curves are segmented accurately.
Cluster 19 represents highway test drives. All scenarios are driven at high velocities on highway segments with no noticeable curve or slope.
For the PCC feature all three logical scenarios depict different use cases with different driving challenges as well as driving requirements. It can be argued, that this approach leads to plausible and useful logical as well as functional scenarios directly derived from the data.
CONCLUSION & FUTURE WORK
We have shown, that our approach is well suited to find self-contained environmental scenarios within real-world-driving-data. The data-driven approach utilizes the data to extract all occurring concrete scenarios, that are gathered during test drives. A cluster algorithm was used to derive logical scenarios. The logical scenario catalog can now be used for scenario-based testing and coverage analysis of the different existing environmental scenarios. Functional quality can be assessed for different situations, like different curves, serpentines or corner case clusters. An automated process to identify correlations between the functional quality and the logical scenarios can be set up.
The number of logical scenarios was derived implicitly for the selected signals and the exemplary data set. In future work, we will alter the data set by varying the selected test drives as well as the total length of the included test drives. The convergency point for the number of clusters k will be determined. The minimal accumulated length of the test drives to ensure convergence will be derived and we will discuss, if inferences towards the required test kilometers can be made.
For ADAS features it is common practice to differentiate between highway, urban and extra urban driving, because the driving tasks and environmental situations differ a lot between these three contexts. In order to get more precise clusters within each context, we will investigate, whether dividing the data beforehand into three different groups: highway, urban and extra urban segments, can improve the clustering result.
Furthermore, scenarios may be found in other subspaces of the complete feature space. E.g. to distinguish a curve scenario from a steep incline or a highway scenario, different subspaces need to be looked at. For the highway scenario the street class is relevant, but slope and curviness may not be, since both are usually virtually zero on highways. For steep inclines the street class can be neglected but the slope plays a significant role. As these examples demonstrate, subspaces may play a vital role in detecting different environmental scenarios and, therefore, these subspaces will be investigated by utilizing projective clustering algorithms, e.g. K-Means with Splitting and Merging (KSM). Experiments with the KSM will also include clustering with only a few clusters to investigate the most distinctive features. A low k should result in a distinction of the most separating subspaces. These will be investigated further.
