Let F be a continuous real-valued function defined on the unit square [-1,11 x [-1, 1]. When developing the rational product approximation to F, a certain type of discontinuity may arise. We develop a variation of a known technique to overcome this discontinuity so that the approximation can be programmed.
grammed.
Rational product approximations to F have been computed using both the second algorithm of Remez and the differential correction algorithm.
A discussion of the differences in errors and computing time for each of these algorithms is presented and compared with the surface fit approximation also obtained using the differential correction algorithm. There are several methods by which we may obtain uniform rational approximations to the function F on D (see [1] , [4] , [6] , [7] , [8] ). The purpose of this paper is to describe briefly and then to compare several of these methods with respect to their accuracy and the computer time necessary to calculate the approximations. We will make comparisons between the use of the differential correction algorithm and the Remez algorithm in computing the rational product approximation as introduced by M. S. Henry and J. A. Brown [3] and improved by M. S. Henry and S. E. Weinstein [4] . These approximations will be compared to the differential correction algorithm when used as a method of surface fitting as given in Kaufman and Taylor [5] .
In Section 2, we briefly describe the rational product approximation. Section 3 is devoted to a description of the manner in which we employ our implementation of the Remez algorithm and Kaufman and Taylor's implementation of the differential correction algorithm to obtain the rational product approximation. In Section 4 we discuss a certain discontinuity which can arise and a method to overcome it. We conclude with a comparison of the algorithms with respect to several examples.
2. Rational Product Approximation. This section presents a brief description of the rational product approximation of a continuous function F. For the theory connected with this definition, the reader is referred to [1] , [3] and [4] . (3) Starting with yx, compute RiCiyx); x) G RQn, k) using one of the above algorithms.
(4) Continue using the same algorithm to compute RiOy^iX) for I = 2,..., M.
When using the differential correction algorithm, we used M = 21 incrementing the y/s by .1. For the Remez algorithm we used M = 201, incrementing by .01, and making an initial guess at the N alternating points for the approximation of F_,(x).
The above calculations have determined an A by M matrix where the ith column represents Ridy^); x). Thus rows 1 through m + 1 represent the coefficient functions a0iy) through am(y) and the remaining rows represent b0(y) through bkiy). Figure 1 represents the matrix constructed by the Remez algorithm.
We now choose an m and k' and use the same algorithm we used above to approximate, from R(m, k'), the functions determined by the rows of this matrix.
When these rows are approximated, we have calculated the rational product approximation.
The program we used for the differential correction algorithm was written by E. H. Kaufman, Jr. and G. D. Taylor [5] . This program can also be used to obtain a surface fitting approximation of F on a finite set of grid points contained in D.
For further discussion concerning this program, the reader is referred to [5] and [6] .
A more complete discussion of the program utilizing the Remez algorithm is presented in [2] . Now by approximating the components of C*iy) = iA*(y); B*(y)), we obtain the modified best rational product approximation of F(x, y). This method can.be applied to a finite number of discontinuities [4] , but, for the sake of simplicity, we shall restrict ourselves to the case of one discontinuity.
We observe that /?*(C*(y); x) is no longer a member of R(m, k). A discussion of the new class of functions containing /?*(C*(y); x) is given by M. S. Henry and S. E. Weinstein [4] .
We note from our methods of computing the rational product approximation that QiB0(y); x) can only be computed for values ofj> in [~l,y*) and QiBx(y); x) can only be computed for values of y in (y*, 1] (see Figures 1 and 2) . Because of this computational difficulty, a new technique to compute Q(B0(y);x) and Q(ßx(y);x) was developed in [2] . Both algorithms computed «0(0) = fl,(0) = a2i0) = 0 and Z>0(0) = 1. However, our implementation of the Remez algorithm calculated 2>,(0) = b2i0) = 0 while the Kaufman-Taylor implementation of the differential correction algorithm calculated ¿7,(0) = b2i0) = 1. Because of the discontinuity produced by the differential correction algorithm in the functions bx(y) and b2(y), the error of the approximation was greater than when either the Remez algorithm or the surface fit approximations were Table II . Error of approximation and CPU time used to determine error License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use used (see Table II ). This increase in the error is a result of introducing a nondifferentiable point in [-1,1] when the technique of Section 4 is applied.
The error listed in Table II was obtained by finding the maximum difference between the rational approximation and F(x, y) on Z x Z, where Z ■'{-!., -.99, .99, 1.}. The CPU time given in Table II is the amount of time needed to compute the error of the approximation obtained. When the CPU times of Table I and  Table II are added, we see that when the error is also calculated, the surface fit approximation uses the least amount of time in all examples except the first. For those functions in which no discontinuities were present in the coefficient functions, the errors for the algorithms are all of the same magnitude.
It is clear that calculation of the maximum error on 40, 401 grid points is very time consuming for rational product approximation. By using an increment of .1 in both the x direction and y direction, we significantly reduce the time needed. For example, in the rational product approximation using the differential correction algorithm, the CPU time used to compute both the approximation and the error is reduced to 1.0549 from 3.4152 for ex+y with increments of .1.
From the data we have obtained from our examples, it appears that one should use the rational product approximation with the differential correction algorithm, especially if checking the error at a relatively small number of grid points. The main drawback to this approach is the introduction of discontinuities in the coefficient functions. If a discontinuity does appear, our results suggest that a check on this approximation should be made by utilizing one or both of the other algorithms. The use of the Remez algorithm may result in the disappearance of this discontinuity and an improvement in the accuracy of the approximation. The main disadvantage of the Remez algorithm is that of the initial guess at the alternating points. In a few cases we have had difficulty in finding a good enough guess for the coefficient functions. Clearly, the surface fitting approximation presents no discontinuity problems.
In checking the error on a large number of grid points, this is apparently the best algorithm to use.
Based on our experience with these and other examples, none of the algorithms appear to be consistently superior. Each has its advantages and disadvantages. As stated above, we would begin by using the differential correction algorithm in rational product approximation and then use one of the other methods if a discontinuity occurred.
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