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TOPOLOGICAL RADICALS, II. APPLICATIONS TO SPECTRAL
THEORY OF MULTIPLICATION OPERATORS
VICTOR S. SHULMAN AND YURII V. TUROVSKII
Abstract. We develop the tensor spectral radius technique and the theory
of the tensor radical. Basing on them we obtain several results on spectra of
multiplication operators on Banach bimodules and indicate some applications
to the spectral theory of elementary and multiplication operators on Banach
algebras and modules with various compactness properties.
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1. Introduction
The localization of spectrum of an elementary operator in terms of spectra of its
coefficients is one of the most popular subjects in the theory of elementary operators.
The strongest results in this area were obtained for operators with commutative
coefficient families because this allows one to use the theory of joint spectra (see
[11]).
Here we consider the less restrictive conditions than commutativity. For instance
it is not known for us whether an operator Tx =
∑n
k=1 akxbk on a Banach algebra
A is quasinilpotent if a1, ..., an belong to a radical closed subalgebra of A. However,
if all ai are compact operators, the answer is positive (see for example [28, Lemma
5.10]) and may be obtained by using the joint spectral radius technique. We consider
multiplication operators of more general type than elementary ones as well as more
general classes of coefficient algebras than algebras of compact operators. As a main
technical tool we present the theory of tensor spectral radius initiated in [29] in the
framework of the general theory of topological radicals. Basing on it we obtain
several results on spectra of multiplication operators on Banach bimodules and
indicate their applications to spectral theory of elementary operators on Banach
algebras with various compactness properties.
Recall that an element a of a normed algebra A is called compact if the elemen-
tary operator x 7−→ axa on A is compact. The reason for such a definition is a
well known theorem of Vala [32] which states that a bounded operator on a Banach
space X is compact iff it is a compact element of the algebra B(X) of all bounded
operators on X.
If all elements a ∈ A are compact then A is called compact. If, more strongly,
for all a, b ∈ A, the operator x 7−→ axb on A is compact then A is called bicompact.
A less restrictive condition is that A is generated as a normed algebra by the
semigroup of all its compact elements. The most wide class of algebras of this kind
is the class of hypocompact algebras. A normed algebra A is called hypocompact
if each non-zero quotient of A by a closed ideal has a non-zero compact element.
One may realize a hypocompact algebra as a result of a transfinite sequence of
extensions of bicompact algebras. This class has some resemblance with the class
of GCR-algebras in the C∗-algebras. Note for example that the image of each
strictly irreducible representation of a hypocompact Banach algebra contains a non-
zero finite rank operator.
We show that elementary operators on hypocompact Banach algebras commu-
tative modulo the Jacobson radical are spectrally computable, that is
σ(T + S) ⊂ σ(T ) + σ(S) and σ(TS) ⊂ σ(T )σ(S)
for all elementary operators T, S. Moreover, if all operators La−Ra are quasinilpo-
tent on A (we call such algebras Engel) then the spectra of elementary operators
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satisfy the inclusion
σ(
∑
k
LakRbk) ⊂ σ(
∑
k
akbk).
Among other applications we mention results on the structure of closed ideals in
a radical compact Banach algebra. We prove that if such an algebra is infinite
dimensional then it has infinite chains of ideals. As a consequence, we get that there
is an infinite chain of closed operator ideals in the sense of Pietsch [20] intermediate
between the ideals of approximable and compact operators.
In the last section we consider the applications of the theory to spectral sub-
spaces of multiplication operators. In 1978 Wojtyn´ski, working on the problem of
the existence of a closed two-sided ideal in a radical Banach algebra, proved the
following result on linear operator equations with compact coefficients.
Lemma 1.1. [36] Let all coefficients a, b, ai, bi of the linear operator equation
(1.1) ax+ xb+
n∑
i=1
aixbi = λx
be compact operators on a Banach space X. If λ 6= 0 then each bounded solution x
of (1.1) is a nuclear operator.
The presence of nuclear operators gives a possibility to use trace for proving
the quasinilpotence of some multiplication operators. Using this, Wojtyn´ski proved
in [36] that every radical Banach algebra having non-zero compact elements is not
topologically simple (if dimension of the algebra is larger than 1). In [35] he applied
the same argument to Banach Lie algebras and proved that if all adjoint operators
of a Banach Lie algebra L are compact and quasinilpotent, then L has a non-trivial
closed Lie ideal. Both results are now obtained in a more general setting with using
another technique [31, 28], but Wojtyn´ski’s approach itself is interesting and still
helpful.
Several years after [36] Fong and Radjavi [14] considered a more general class of
equations
(1.2)
∑
aixbi = λx,
where the sum is finite and for each i at least one of operators ai, bi is compact.
They worked only in the case of Hilbert space operators but proved much more,
namely that all solutions of (1.2) belong to each Shatten class Cp, p > 0. On
the other hand, they showed that solutions of (1.2) are not necessarily finite rank
operators: each operator x whose singular numbers decrease more quickly than
every geometric progression is a solution of an equation of the form (1.2).
We will show here that the main results of Wojtyn´ski and of Fong and Radjavi
extend to multiplication operators with infinite number of summands. Further-
more, we will see that not only eigenspaces with non-zero eigenvalues consist of
nuclear operators but that the same holds for spectral subspaces corresponding to
components of spectra non-containing 0 (or stronger, for all invariant subspaces on
which the operator is surjective). Moreover, the ideal of nuclear operator here can
be changed by any quasi-Banach ideal in the case of elementary operators. (i.e.
when the number of summands is finite).
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We prove also that the results extend to “integral multiplication operators”. In
particular, if an operator x satisfies the condition∫ β
α
(a(t)xu(t) + v(t)xb(t))dµ = λx with λ 6= 0,
where a(t) and b(t) are continuous operator valued functions, u(t) and v(t) are
continuous compact operator valued functions, then x is nuclear.
We also extend the results to systems of equations. A simple example is the
following: Let x1, ..., xn satisfy a system of equations
n∑
k=1
aikxkbik = λxi, i = 1, ..., n, λ 6= 0.
If for each pair (i, k) at least one of operators aik, bik is compact then all xi are
nuclear (moreover belong to each quasi-Banach operator ideal of B(X)). Such
systems of equations arise, for example, in the study of subgraded Lie algebras [16].
Apart of tensor radical technique our approach is based on a general result
(Theorem 6.5) which is not restricted by multiplication operators but deals with
bounded operators on an ordered pair of Banach spaces.
We would like to express our heartfelt gratitude to Niels Grønbæk for a very
helpful discussion of the results of the paper [34] and to the referee for his patient
and attentive reading of the manuscript and for numerous useful suggestions.
2. Preliminary results
2.1. Notation. All spaces are assumed to be complex. If a normed algebra A is not
unital, denote by A1 the normed algebra obtained by adjoining the identity elementt
to A, and if A is already unital, let A1 = A. We denote by Â the completion of A.
The term ideal always means a two-sided ideal. If A is a normed algebra and I is
an ideal of A then the term A/I always denotes the quotient of A by the closure of
I in the norm of A (even if I is supplied with its own norm). It is convenient to
write a/I for a + I ∈ A/I. Also, by a quotient of a normed algebra A we always
mean any quotient of A by a closed ideal.
Let A be a normed algebra. A norm ‖·‖A on A is called an algebra ( or submul-
tiplicative) norm if
‖ab‖A ≤ ‖a‖A ‖b‖A
for all a, b ∈ A. If A has another norm (or seminorm), say ‖·‖, we write (A, ‖·‖)
to indicate that A is considered with respect to ‖·‖. The norm ‖·‖ is equivalent to
‖·‖A on A if there are constants s, t > 0 such that
s ‖·‖ ≤ ‖·‖A ≤ t ‖·‖
on A. Assume now that A is unital. Then ‖·‖A is called unital if ‖1‖A = 1. It is
well known that every algebra norm on A is equivalent to a unital one.
2.2. Quasinilpotents and the radical modulo an ideal. An element a of a
normed algebra A is called quasinilpotent if
inf
n
‖an‖1/n = 0.
Let Q (A) denote the set of all quasinilpotent elements of A.
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Let A be a normed algebra, and let distA (a,E), or simply dist (a,E), denote the
distance from a ∈ A to E ⊂ A, that is
dist (a,E) = inf {‖a− b‖ : b ∈ E} .
Let QE (A) be the set of all elements a ∈ A such that
inf
n
distA (a
n, E)
1/n
= 0.
If E = J is an ideal of A, then distA (a, J) is simply a quotient norm of q (a) in the
quotient algebra A/J , where J denotes the closure of J in A and q : A −→ A/J
is the standard quotient map. In other words, QJ (A) is the set of all a ∈ A
quasinilpotent modulo J .
Let rad (A) denote the Jacobson radical of A, and let radJ (A) denote the Jacob-
son radical of A modulo J , that is the preimage in A of the radical of the quotient
algebra A/J . If A is complete, write Rad (A) instead of rad (A).
Proposition 2.1. Let A be a Banach algebra and J be an ideal of A. Then
(i) QJ (A) contains the intersection of all primitive ideals of A containing J
(= RadJ (A)).
(ii) If a closed subalgebra B ⊂ A is such that J ⊂ B and B/J is radical then
B ⊂ QJ (A).
(iii) An element a ∈ A belongs to QJ (A) if and only if for each ε > 0 there is
n ∈ N such that dist(am, J) < εm for all m ≥ n.
Proof. (i) As is known the Jacobson radical Rad(A) of a Banach algebra A is the
largest ideal consisting of quasinilpotents. Hence QJ (A) contains the Jacobson
radical of A modulo J . The last, as well known, is the intersection of all primi-
tive ideals containing J . (ii) Straightforward. (iii) Follows immediately from the
equality dist(a, J) = ‖a/J‖. 
An algebra is usually said to be radical if it is Jacobson radical. The following
lemma slightly improves the respective classical result.
Lemma 2.2. Let A be a Banach algebra, and let I be an ideal of A. If I is radical
and A/I is radical then A is radical.
Proof. Let π be a strictly irreducible representation of A on X . We may assume
that X is a Banach space and that π is continuous. If the restriction of π to I is
non-zero then it is a strictly irreducible representation of I, in contradiction with
the radicality of I. Therefore π|I = 0 and, by continuity, I ⊂ kerπ. Hence π defines
a strictly irreducible representation of A/I. Since A/I is radical, this means that
dimX = 1 and π = 0. 
2.3. Normed subalgebras and flexible ideals.
2.3.1. Spectrum with respect to a Banach subalgebra. Let A,B be normed algebras
with norms ‖·‖A and ‖·‖B respectively, and let B be a subalgebra of A. We say
that B is a normed subalgebra if ‖·‖A ≤ ‖·‖B on B. Every complete (with respect
to ‖·‖B) normed subalgebra B is called a Banach subalgebra.
Let σA (a), or simply σ (a), denote the spectrum of a ∈ A with respect to A
1.
Recall that this definition of spectrum coincides with Definition 5.1 in [9] in virtue
of [9, Lemma 5.2]. Let σ̂A (a) denote the polynomially convex hull of σA (a), and
let ρA (a), or simply ρ (a), denote the spectral radius of a defined as infn ‖a
n‖
1/n
A .
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If A is a Banach algebra then ρA (a) = sup {|λ| : λ ∈ σA (a)} (Gelfand’s formula),
and σ̂A (a) is received from σA (a) by filling the holes of σA (a). The term “clopen”
means “closed and open simultaneously”.
Proposition 2.3. Let A be a unital Banach algebra, and let B be a unital Banach
subalgebra of A (i.e. the units for A and B coincide). Then
(i) σA (a) ⊂ σB (a) for every a ∈ B, and each clopen subset of σB(a) has a
non-void intersection with the polynomial hull σ̂A (a) of σA(a).
(ii) If σB(A) is finite or countable then σA(a) = σB(a).
Proof. It is evident that σA (a) ⊂ σB (a). To prove the second statement, suppose
that σ1 is a clopen subset of σB(a) which doesn’t intersect σ̂A (a). Let p be the
corresponding Riesz projection in B,
p =
1
2πi
∫
Γ
(λ− a)−1dλ,
where Γ surrounds σ1 and doesn’t intersect σ̂A (a). Then p 6= 0. On the other hand,
p = 0 because it can be regarded as a Riesz projection of a in A and there are no
points of σA(a) inside Γ. The obtained contradiction proves (i). To show (ii), note
that if σB(a) is countable then σA(a) is countable hence σ̂A (a) = σA(a). Thus
each clopen subset of σB(a) intersects σA(a). Any point λ ∈ σB(a) is clearly the
intersection of a sequence of clopen subsets of σB(a). Since all of them intersects
σA(a) we get that λ ∈ σA(a). Thus σB(a) ⊂ σA(a) and we are done. 
When the subalgebra B is closed in A, the result is related to [22, Theorem
10.18]. The situation is especially simple if B is a (non-necessarily closed) ideal of
A.
Remark 2.4. Let I be an ideal of an algebra A and a ∈ I. It is easy to check that
if (a− λ) b = 1 or b (a− λ) = 1 for b ∈ A1 and λ 6= 0, then b+ λ−1 ∈ I. Hence, in
virtue of [9, Lemma 5.2], {0} ∪ σI (a) = {0} ∪ σA (a).
2.3.2. Flexible ideals. Let A, I be normed algebras with norms ‖·‖A and ‖·‖I re-
spectively, and let I be an ideal of A such that
‖x‖A ≤ ‖x‖I and ‖axb‖I ≤ ‖a‖A ‖x‖I ‖b‖A
for all x ∈ I and a, b ∈ A1. Such an algebra norm ‖·‖I on I is called flexible (with
respect to ‖·‖A or (A, ‖·‖A), naturally). An ideal having a flexible norm is called
a flexible ideal. Every ideal I of a normed algebra A with ‖·‖I = ‖·‖A on I is of
course flexible.
By definition, a Banach ideal I of a normed algebra A is an ideal which is a
Banach subalgebra of A.
Lemma 2.5. Every Banach ideal of a Banach algebra is flexible with respect to an
equivalent algebra norm.
Proof. Let I be a Banach ideal of a Banach algebra A. By [4, Theorem 2.3], there
is s > 0 such that ‖axb‖I ≤ s ‖a‖A ‖x‖I ‖b‖A for all x ∈ I and a, b ∈ A
1. Define
‖·‖′I on I by
‖x‖′I = sup
{
‖axb‖I : ‖a‖A , ‖b‖A ≤ 1, a, b ∈ A
1
}
for every x ∈ I. It is easy to check that ‖·‖′I is an algebra norm on I,
‖·‖I ≤ ‖·‖
′
I ≤ s ‖·‖I .
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and
‖axb‖′I ≤ ‖a‖A ‖x‖
′
I ‖b‖A
for every a, b ∈ A1. As ‖·‖A ≤ ‖·‖
′
I on I, we obtain that I is a flexible ideal with
respect to ‖·‖′I . 
2.3.3. Completion of normed subalgebras and ideals. If B is a normed subalgebra
in a normed algebra A then the “identity” homomorphism i : (B, ‖ · ‖B) → A is
continuous and therefore extends by continuity to the homomorphism ıˆ : B̂ → Â.
The proof of the following result is straightforward and we omit it.
Lemma 2.6. Let B be a normed subalgebra of a normed algebra A. Then
(i) The image ıˆ(B̂) of the completion B̂ of B in the completion Â of A is
a Banach subalgebra of Â with respect to the norm ‖·‖∗ of the quotient
B̂/ ker ıˆ.
(ii) If B is a flexible ideal of A then ıˆ(B̂) is a Banach ideal of Â and its norm
‖·‖∗ is flexible.
When it cannot lead to a misunderstanding, we will write B̂(A) or, simply, B̂(·)
instead of ıˆ(B̂).
2.3.4. Sums and intersections of Banach ideals. The following extends the class of
examples of flexible ideals.
Proposition 2.7. Let I and J be flexible ideals of a normed algebra A. Then
(i) I∩J is a flexible ideal of A with respect to the norm ‖·‖I∩J = max {‖·‖I , ‖·‖J}.
(ii) I + J is a flexible ideal of A with respect to the norm
‖z‖I+J = inf {‖x‖I + ‖y‖J : z = x+ y, x ∈ I, y ∈ J}
for every z ∈ I + J .
(iii) I ∩ J is a flexible ideal of I + J .
(iv) If I and J are Banach ideals then I ∩ J and I + J are Banach ideals with
flexible norms ‖·‖I∩J and ‖·‖I+J respectively.
Proof. It follows from [6, Lemma 2.3.1] that ‖·‖I∩J and ‖·‖I+J are norms and (iv)
holds if (i) and (ii) hold. So it suffices to show that ‖·‖I∩J and ‖·‖I+J are flexible.
It is easy to see that ‖·‖I∩J is flexible and ‖·‖A ≤ ‖·‖I+J on I + J . For z = x+ y
and z′ = x′ + y′ with x, x′ ∈ I and y, y′ ∈ J , we obtain that
‖zz′‖I+J ≤ ‖xx
′ + xy′‖I + ‖yx
′ + yy′‖J ≤ ‖xx
′‖I + ‖xy
′‖I + ‖yx
′‖J + ‖yy
′‖J
≤ ‖x‖I ‖x
′‖I + ‖x‖I ‖y
′‖A + ‖y‖J ‖x
′‖A + ‖y‖J ‖y
′‖J
≤ ‖x‖I ‖x
′‖I + ‖x‖I ‖y
′‖J + ‖y‖J ‖x
′‖I + ‖y‖J ‖y
′‖J
≤ (‖x‖I + ‖y‖J ) (‖x
′‖I + ‖y
′‖J )
and
‖azb‖I+J ≤ ‖axb‖I + ‖ayb‖J ≤ ‖a‖A ‖x‖I ‖b‖A + ‖a‖A ‖y‖J ‖b‖A
= ‖a‖A (‖x‖I + ‖y‖J) ‖b‖A
for every a, b ∈ A1. Hence ‖·‖I+J is clearly a flexible norm. (iii) It is clear that
I ∩ J is an ideal of I + J , ‖·‖I+J ≤ ‖·‖I∩J on I ∩ J , and flexibility of ‖·‖I∩J with
respect to I + J follows from one with respect to A. 
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In conditions of Proposition 2.7 it is convenient to call I ∩ J and I + J with
their flexible norms a flexible intersection and a flexible sum of ideals I and J ,
respectively.
An important class of examples of flexible ideals may be obtained by using the
notion of normed operator ideals [20, 12]. Note that normed operator ideals in [20]
are the same as Banach operator ideals in [12], and we prefer the terminology in
[12].
Example 2.8. Let I be a Banach operator ideal. Then I (X) is a Banach ideal of
B (X) for every Banach space X and its norm is flexible.
2.4. Projective tensor products.
2.4.1. Tensor products of normed algebras. Let A1⊗A2 denote the algebraic tensor
product of normed algebras A1 and A2, and let A1⊗γA2 denote (A1 ⊗A2, γ), where
γ is the projective crossnorm. Recall that γ is defined by
γ (c) = inf
{∑
‖ai‖A1 ‖bi‖A2 :
∑
ai ⊗ bi = c
}
for every c ∈ A1⊗γA2. Then A = A1⊗γA2 is a normed algebra and γ is its algebra
norm. To underline that the projective norm γ is considered in A1 ⊗A2, we write
γ = γA1,A2 or γ = γA. We also write γ = γ‖·‖A1 ,‖·‖A2
to indicate which norm are
considered in Ai.
Let A1 and A2 be normed algebras. By A1⊗̂γA2, or simply A1⊗̂A2, we denote
the projective tensor product of A1 and A2 that is the completion of A1⊗γ A2. By
definition, it is a Banach algebra, and clearly it coincides with the projective tensor
product of the completions of Ai. The elements of A1⊗̂A2 can be written in the
form
(2.1) c =
∞∑
k=1
ak ⊗ bk with
∑
k
‖ak‖‖bk‖ <∞,
where ak ∈ A1, bk ∈ A2. Moreover, the norm ‖·‖ = γ (·) in A1⊗̂A2 is given by
‖c‖ = inf
∑
k
‖ak‖‖bk‖,
where inf is taken over representations of c in form (2.1).
2.4.2. Tensor products of normed subalgebras and ideals. If Bi is a subalgebra of
an algebra Ai for i = 1, 2, then B1 ⊗γ B2 is a subalgebra of A1 ⊗γ A2 (see [10,
Section 3.3.1]). If Ii is an ideal of Ai for i = 1, 2, then I1 ⊗γ I2 is clearly an ideal
of A1 ⊗γ A2.
Proposition 2.9. Let A1 and A2 be normed algebras, and A = A1 ⊗γ A2. Then
(i) If Bi is a normed subalgebra of Ai for i = 1, 2, then B := B1 ⊗γ B2 with
γB = γ‖·‖B1 ,‖·‖B2
is a normed subalgebra of A.
(ii) If Ii is a flexible ideal of Ai for i = 1, 2, then I := I1 ⊗γ I2 with γI =
γ‖·‖I1 ,‖·‖I2
is a flexible ideal of A and γI (azb) ≤ γA (a) γI (z)γA (b) for
every a, b ∈ A1 and z ∈ I.
Proof. (i) Indeed, the norm γB on B majorizes γA (and the equality does not hold
in general even if ‖ · ‖Bi = ‖ · ‖Ai on Bi). (ii) Straightforward. 
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The natural embedding i of B1⊗γB2 into A1 ⊗γ A2 extends by continuity to
a continuous homomorphism ıˆ of B1⊗̂γB2 into A = A1⊗̂γA2. Let ıˆ(B1⊗̂γB2) be
supplied with the norm inherited from the quotient
(
B1⊗̂γB2
)
/ ker ıˆ. We denote
this subalgebra by B1⊗̂
(A)
B2 or simply B1⊗̂
(·)
B2.
Taking into account Lemma 2.6 and Proposition 2.9, we obtain the following
result.
Corollary 2.10. Let A1 and A2 be normed algebras, and A = A1⊗̂γA2. Then
(i) If Bi is a normed subalgebra of Ai for i = 1, 2, then B := B1⊗̂
(·)
B2 is a
Banach subalgebra of A.
(ii) If Ii is a flexible ideal of Ai for i = 1, 2, then I := I1⊗̂
(·)
I2 is a Banach
ideal of A and its norm (inherited from the respective quotient) is flexible.
2.4.3. Quotients of tensor products.
Proposition 2.11. Let A1 and A2 be normed algebras and A = A1⊗̂A2. Let Ji be
ideals of Ai for i = 1, 2, and let J = J1 ⊗A2 +A1 ⊗ J2. Then
(i) The closure of J in A is an ideal of A, and A/J is topologically isomorphic
to B =
(
A1/J1
)
⊗̂
(
A2/J2
)
.
(ii) If Ii are closed ideals of Ai containing Ji, and if I := I1⊗̂
(·)
A2 + A1⊗̂
(·)
I2
is a flexible sum of Banach ideals in A, then the closure of J in I is an
ideal of I and I/J is topologically isomorphic to the algebra
Q =
(
I1/J1
)
⊗̂
(·) (
A2/J2
)
+
(
A1/J1
)
⊗̂
(·) (
I2/J2
)
taken with the norm of the flexible sum of Banach ideals in
(
A1/J1
)
⊗̂
(
A2/J2
)
.
Proof. (i) The first statement follows from the fact that J is an ideal of the algebraic
tensor product A1 ⊗A2. To show the second one, assume first that A1 and A2 are
Banach algebras, and that Ji is a closed ideal of Ai for i = 1, 2. As usual, we
denote by qJi the standard epimorphisms from Ai to Ai/Ji and by qJ the standard
epimorphism from A = A1⊗̂A2 to A/J . Setting
φ((a1 + J1)⊗(a2 + J2)) = qJ (a1⊗a2),
we obtain a bounded homomorphism φ : (A1/J1)⊗̂(A2/J2) → A/J such that the
diagram
A/J
A
qJ1⊗qJ2 //
qJ
>>⑦⑦⑦⑦⑦⑦⑦⑦
(A1/J1)⊗̂(A2/J2)
φ
gg◆◆◆◆◆◆◆◆◆◆◆
is commutative. Since qJ is surjective, φ is surjective. On the other hand, it is easy
to see that qJ1 ⊗ qJ2 is surjective. So, if φ(z) = 0 for some z ∈ (A1/J1)⊗̂(A2/J2)
then z = (qJ1 ⊗ qJ2) (a) for some a ∈ A. In fact, we have that a ∈ J by the
commutativity of the diagram. But J ⊂ ker(qJ1 ⊗ qJ2), whence z = 0. This implies
that φ is injective. Thus φ establishes a bounded isomorphism of B and A/J . By
the Banach Theorem, this isomorphism is topological. In the general case, passing
to completions of Ai and to closures of Ji and applying Proposition 2.6 and simple
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identifications in completions of quotients of normed algebras, we get the result.
(ii) Follows from a similar analysis of the commutative diagram
I/J
I
q
//
qJ
??⑦⑦⑦⑦⑦⑦⑦⑦
Q
ψ
``❆❆❆❆❆❆❆❆
where q is the map sending p1⊗a2 + a1⊗p2 to (p1/J1)⊗(a2/J2) + (a1/J1)⊗(p2/J2)
for all pi ∈ Ii, ai ∈ Ai (i = 1, 2). The existence of ψ is evident, surjectivity of q can
be verified in a standard way. 
3. Tensor radical
3.1. Tensor spectral radius of a summable family. Let A be a normed alge-
bra. We will call by families arbitrary sequences of elements of A; two families are
equivalent (write {an}
∞
1 ≃ {bn}
∞
1 ) if one of them can be obtained from the other
by renumbering. The equivalence classes can be considered as countable generalized
subsets [29]: to characterize the class determined by a sequence one have only to
indicate which elements of A come into the sequence and how many times.
By definition [29, Section 3.4], a generalized subset S of A is a cardinal valued
function κS defined on A. The set {a ∈ A : κS (a) > 0} is called a support of S.
One can regard usual subsets N ⊂ A as generalized ones, identifying the indicator
κN of N with N . A generalized subset S of A is countable if its support and κS (a)
are (finite or) countable for every a from the support of S.
Let S and P be generalized subsets of A. The inclusion S ⊂ P means
κS(a) ≤ κP (a)
for every a ∈ A.
We define the disjoint union S ⊔ P of generalized subsets of A by
κS⊔P (a) = κS(a) + κP (a)
for every a ∈ A. Disjoint union of a collection of generalized subsets is defined
similarly. In particular, for an integer n > 0, the disjoint union of n copies of S will
be denoted by n • S.
We define the product SP of generalized subsets of A by
κSP (a) =
∑
(b,c)∈A×A, bc=a
κS(b)κP (c)
for every a ∈ A.
Given a generalized subset S of A, put
η(S) =
∑
a∈A
κS(a)‖a‖
and
‖S‖ = sup
κS(a)>0
{‖a‖ : a ∈ A, κS(a) > 0} .
If η(S) <∞ then S is called summable, and if ‖S‖ <∞ then S is called bounded.
To each sequence M = {an}∞n=1 in A there corresponds a countable generalized
subset S = S(M) by the rule
κS(a) = card{n : an = a}
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for every a ∈ A. We say that M is a representative of S. In terms of representa-
tives M = {an}∞1 and N = {bn}
∞
1 the family MN corresponds to the two-index
sequence {anbm}∞n,m=1 which can be renumbered in an arbitrary way, while M ⊔N
corresponds to the sequence {cn}∞1 with c2k−1 = ak, c2k = bk. It is obvious in this
context that
MN ≃ ⊔∞i=1aiN ≃ ⊔
∞
j=1Mbj,
where aN = {abn}
∞
1 and Mb = {anb}
∞
1 as usual. In particular,
M (N1 ⊔N2) ≃MN1 ⊔MN2 and (M1 ⊔M2)N ≃M1N ⊔M2N
for any families Mi and Ni, i = 1, 2, and
(3.1) (MN)K ≃M(NK)
for any families in A. Set M1 ≃M , Mn ≃Mn−1M for every n > 0. By (3.1)
(3.2) Mn+m ≃MnMm
for every n,m ∈ N.
For two families M and N in A, we say that M is a subfamily of N (write
M ⊏ N) if S(M) ⊂ S(N) for corresponding generalized subsets of A.
Now let S be a summable generalized subset of A. This is equivalent to the
condition that S has a representative M in ℓ1(A), i.e. S = S(M) for some M ∈
ℓ1(A). Using this and setting η(M) = η
(
S(M)
)
, we simply write “a family M =
{an}∞1 in A is summable”. Moreover,
‖M‖ℓ1(A) = η(M) = η(N)
for every N ≃M .
Let M and N be summable families in A. It is evident that
η(M ⊔N) = η(M) + η(N)
and
(3.3) η(MN) 6 η(M)η(N).
We obtain by (3.2) and (3.3) that
(3.4) η(Mn+m) 6 η(Mn)η(Mm)
for every n,m ∈ N. It follows from (3.4) that, for every summable family M , there
exists a limit
ρt(M) = lim(η (M
n))1/n = inf(η(Mn))1/n.
The number ρt(M) is called a tensor spectral radius of M .
As (Mm)n ≃Mmn for every n,m ∈ N, then
(3.5) ρt(M
m)1/m = (lim
n
(η((Mm)n))1/n)1/m = lim
n
(η(Mmn))1/nm = ρt(M).
Now let B be a normed algebra, and let S be a bounded countable generalized
subset of B. Then S has a representative L in ℓ∞(B), i.e. S = S(L) for some
L ∈ ℓ∞(B). Setting ‖L‖ =
∥∥S(L)∥∥, we write “a family L = {bn}∞1 in B is bounded”.
Moreover,
‖L‖ℓ∞(B) = ‖L‖ = ‖K‖
for every K ≃ L. A usual countable subset N of B is bounded if and only if
supb∈N ‖b‖ <∞.
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Let L and K be bounded families in K. It is evident that
‖L ⊔K‖ = max {‖L‖ , ‖K‖} and ‖LK‖ ≤ ‖L‖ ‖K‖ .
It follows as above that, for every bounded family L, there is a limit
ρ(L) = lim(‖Ln‖)1/n = inf(‖Ln‖)1/n.
The number ρ(L) is called a joint spectral radius of L. It is clear that ρ(Lm)1/m =
ρ(L) for every m ∈ N.
Let A and B be normed algebras,M = {an}
∞
1 ∈ ℓ1(A) and L = {bn}
∞
1 ∈ ℓ∞(B).
Let M⊗L denote an element of A⊗̂B which is equal to
∑∞
n=1 an ⊗ bn. It is clear
(see also Section 2.4.1) that for every element z ∈ A⊗̂B there are M ∈ ℓ1(A) and
L ∈ ℓ∞(B) such that z =M⊗L.
The following theorem justifies the term “tensor spectral radius”.
Theorem 3.1. Let A be a normed algebra. Then
(i) ρ (M⊗L) ≤ ρt(M)ρ(L) for every normed algebra B, M ∈ ℓ1(A) and L ∈
ℓ∞(B).
(ii) There are a unital Banach algebra B, L ∈ ℓ∞(B), and a bounded linear
operator T :M 7−→M⊗L from ℓ1(A) into A⊗̂B such that ‖M⊗L‖ = η(M)
and ρ(M⊗L) = ρt(M) for every M ∈ ℓ1(A).
Proof. (i) Let L = {bn}
∞
1 ∈ ℓ∞(B). Then for every M = {an}
∞
1 ∈ ℓ1(A) we have
that∥∥∥(M⊗L)k∥∥∥ = γ ((M⊗L)k) ≤ ∑
n1,...,nk
‖an1 · · · ank‖ ‖bn1 · · · bnk‖ ≤ η(M
k)
∥∥Lk∥∥
Taking k-roots and passing to limits, we obtain that ρ (M⊗L) ≤ ρt(M)ρ(L). (ii) Let
G be the free unital semigroup with a countable set W = {wk}k>1 of generators.
That is G = ∪m>0Wm, where W0 = 1, Wm is the direct product of m copies of W
realized as the set of ‘words’ wk1wk2 ...wkm of the length m, and the multiplication
is lexical. Let B = ℓ1(G) be the corresponding semigroup algebra. Let L = {wn}
∞
1 .
For any M = {an}
∞
1 ∈ ℓ1(A), we have that
M⊗L =
∞∑
k=1
ak⊗wk.
Then T : M 7−→M⊗L is a bounded linear operator from ℓ1(A) into A⊗̂B and
T (M)
n
=
∑
k1,...kn
ak1 ...akn⊗wk1 ...wkn .
Since A⊗̂ℓ1(G) is isometrically isomorphic via the map defined by (a⊗f)(g) 7−→
f(g)a to the Banach algebra ℓ1(G,A) of all summable A-valued functions on G,
then
‖T (M)n ‖ =
∑
k1,...kn
‖ak1 ...akn‖ = η(M
n).
It follows that
ρ(M⊗L) = ρt(M).

We write η‖·‖(M) instead of η(M) if there is a necessity to indicate which norm
in A is meant.
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Proposition 3.2. Let M be a summable family in a normed algebra A. Then
ρt (M) doesn’t change if the norm on A is changed by an equivalent norm.
Proof. If ‖·‖ ≤ t ‖·‖′ for some t > 0, then lim η‖·‖ (M
m)
1/m ≤ lim η‖·‖′ (M
m)
1/m
,
so that the opposite inequality for norms implies the equality of limits. 
For summable families M = {an} and N = {bn}
∞
1 , let M ∗N = {cn} denote the
convolution of M and N : cn =
∑
i+j=n+1 aibj for every n > 0.
Proposition 3.3. If M = {an}
∞
1 and N = {bn}
∞
1 are summable families in A
then ρt (M ∗N) ≤ ρt (MN) = ρt (NM) and ρt (M +N) ≤ ρt (M ⊔N).
Proof. Note that η
(
(MN)
n+1
)
≤ η (M) η ((NM)n) η (N) for every n. This implies
that ρt (MN) ≤ ρt (NM). ChangingM and N by places, we have the equality. We
have that
η
(
(M ∗N)k
)
=
∑
n1,...,nk
∥∥∥∥∥∥
 ∑
ii+ji=n1+1
ai1bj1
 · · ·
 ∑
ik+jk=nk+1
aikbjk
∥∥∥∥∥∥
≤
∑
n1,...,nk
∑
ii+ji=n1+1
· · ·
∑
ik+jk=nk+1
‖ai1bj1 · · · aikbjk‖
=
∑
n1,...,n2k
∥∥an1bn2 · · · an2k−1bn2k∥∥ = η ((MN)k)
for every k > 0, whence ρt (M ∗N) ≤ ρt (MN). Further, M + N = {an + bn}
∞
1
and
(M +N)
k ≃ {(an1 + bn1) · · · (ank + bnk)}
∞
n1,...,nk=1
= {an1 · · · ank + bn1an2 · · ·ank + . . .+ bn1 · · · bnk}
∞
n1,...,nk=1
.
Then
η
(
(M +N)k
)
=
∑
n1,...,nk
‖an1 · · ·ank + bn1an2 · · ·ank + . . .+ bn1 · · · bnk‖
≤
∑
n1,...,nk
(‖an1 · · · ank‖+ ‖bn1an2 · · · ank‖+ . . .+ ‖bn1 · · · bnk‖)
=
∑
n1,...,nk
‖an1 · · ·ank‖+
∑
n1,...,nk
‖bn1an2 · · · ank‖+
. . .+
∑
n1,...,nk
‖bn1 · · · bnk‖
= η
(
Mk
)
+ η
(
NMk−1
)
+ . . .+ η
(
Nk
)
= η
(
Mk ⊔NMk−1 ⊔ · · · ⊔Nk
)
= η
(
(M ⊔N)k
)
for every k > 0, whence ρt (M +N) ≤ ρt (M ⊔N). 
As A is embedded into A1, let M0 be {xn}
∞
1 with xn = 0 for every n > 1
and x1 = 1, the identity element of A
1. Note that M0M0 ≃ M0 ≃ N0, M0N ≃
NM0 ≃ N for any family N in A, and η
(
M0
)
= 1.
We say that families M and N in A commute if MN ≃ NM . This of course
doesn’t mean that elements of M commute with elements of N . But the reverse
statement clearly keeps: if each element of M commutes with each element of N
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then M and N commute. In particular, if N consists of elements of the center of
A then M and N commute.
Proposition 3.4. Let M and N be summable families in A. If M and N commute
then ρt (MN) ≤ ρt (M) ρt (N) and ρt (M ⊔N) ≤ ρt (M) + ρt (N).
Proof. Indeed, (NM)
n ≃ NnMn and η ((NM)n) = η (NnMn) ≤ η (Nn) η (Mn)
for every n. Taking n-roots and passing to limits, we obtain that
ρt (MN) ≤ ρt (M) ρt (N) .
It is easy to see that
(M ⊔N)n ≃ ⊔ni=0
(
Cin •
(
M iNn−i
))
for every n > 0, whence
η ((M ⊔N)n) =
n∑
i=0
Cinη
(
M iNn−i
)
≤
n∑
i=0
Cinη
(
M i
)
η
(
Nn−i
)
.
Let ε > 0, and take s ≥ 1 such that η
(
M i
)
≤ s (ρt (M) + ε)
i
and η
(
N i
)
≤
s (ρt (N) + ε)
i for every i ∈ N. Then
η ((M ⊔N)n) ≤ s2
n∑
i=0
Cin (ρt (M) + ε)
i
(ρt (N) + ε)
n−i
= s2 (ρt (M) + ρt (N) + 2ε)
n
for every n > 0. Taking n-roots and passing to limits, we obtain that
ρt (M ⊔N) ≤ ρt (M) + ρt (N) + 2ε
As ε is arbitrary, we have that ρt (M ⊔N) ≤ ρt (M) + ρt (N). 
3.2. Absolutely convex hulls and tensor quasinilpotent families. Let A
be a normed algebra. A summable family M of elements of A is called tensor
quasinilpotent if ρt (M) = 0.
The following result is an immediate consequence of Theorem 3.1(i).
Corollary 3.5. If a family M in A is tensor quasinilpotent then for each bounded
family L in a normed algebra B the element M⊗L is quasinilpotent in A⊗̂B.
For a summable family M = {an}
∞
1 , let abst (M) denote the set of all families
N = {bn}
∞
1 such that bm =
∑∞
n=1 tnman, where the sequences {tnm}
∞
m=1of complex
numbers satisfy the condition
∑∞
m=1 |tnm| ≤ 1. We call abst (M) the absolutely
convex hull of M . To justify the term, note that abst (M) is a closed absolutely
convex subset of ℓ1 (A).
Proposition 3.6. If M = {an}
∞
1 is a summable family of elements of a normed
algebra A then ρt (N) ≤ ρt (M) for any N = {bn}
∞
1 ∈ abst (M).
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Proof. Indeed,
η(Nk) =
∑
m1,...,mk
‖bm1 · · · bmk‖ =
∑
m1,...,mk
∥∥∥∥∥ ∑
n1,...,nk
tn1m1 · · · tnkmkan1 · · · ank
∥∥∥∥∥
≤
∑
m1,...,mk
∑
n1,...,nk
|tn1m1 · · · tnkmk | ‖an1 · · · ank‖
=
∑
n1,...,nk
∑
m1
|tn1m1 | · · ·
∑
mk
|tnkmk | ‖an1 · · · ank‖
≤
∑
n1,...,nk
‖an1 · · · ank‖ = η(M
k)
for every k, whence ρt (N) ≤ ρt (M). 
Recall that a setK in a normed spaceX is called absolutely convex if t1x1+t2x2 ∈
K for every integer n > 0 and for any x1, x2 ∈ K and t1, t2 ∈ C with |t1|+ |t2| ≤ 1.
If K is a compact set in X , then the number max {‖x− y‖ : x, y ∈ K} is called the
diameter of K and denoted by diam (K).
Lemma 3.7. Let X be a Banach space and let {Kn} be a sequence of absolutely
convex compact sets in X such that
∑
diam (Kn) <∞. Then
∑
Kn is an absolutely
convex compact set.
Proof. It is clear that
∑
Kn is absolutely convex. To see that it is compact, note
that the direct product K = Π∞n=1Kn is compact. Since 0 ∈ Kn, we get that
‖a‖ ≤ diam(Kn)/2 for a ∈ Kn. So there are numbers αn > 0 with ‖a‖ ≤ αn for
a ∈ Kn, such that
∑
αn <∞. It follows that the map ϕ : K −→ X defined by the
formula
ϕ({an}
∞
n=1) =
∞∑
n=1
an,
is continuous. As
∑
Kn = ϕ(K), it is compact. 
Let M = {an}
∞
1 be a summable family in a Banach algebra A, and let Ω (M)
denote the set of all elements of the form
∑
tnan for complex numbers |tn| ≤ 1.
Corollary 3.8. If M is a summable family in a Banach algebra A then Ω (M)
is an absolutely convex compact set such that ρ (a) ≤ ρt (M) for any a ∈ Ω (M).
Moreover, Ω (M) = {
∑
bn : {bn}
∞
1 ∈ abst (M)}.
Proof. Indeed, Ω (M) is the countable sum of absolutely convex compact sets
{tan : |t| ≤ 1}, the sum of whose diameters is finite. So Ω (M) is a convex compact
set in A. Further, for any a =
∑
tnan ∈ Ω (M), we have that∥∥ak∥∥ ≤ ∑
n1,...,nk
‖tn1 · · · tnkan1 · · · ank‖ ≤
∑
n1,...,nk
‖an1 · · · ank‖ = η
(
Mk
)
for every k ∈ N. So ρ (a) ≤ ρt (M). The last assertion easily follows from well
known properties of absolutely summable series. 
Corollary 3.9. Let M = {an}
∞
1 be a tensor quasinilpotent family in a Banach
algebra A. Then every element of Ω (M) is quasinilpotent.
Lemma 3.10. If M = {an}
∞
1 is a summable family in A such that ρt (M) < 1 then
the family ⊔∞m=1M
m is summable and ρt (⊔∞m=1M
m) = ρt (M) (1− ρt (M))
−1
.
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Proof. Let M(k) ≃ ⊔
∞
n=kM
n for any k. Take t satisfying ρt (M) < t < 1. Then
there is an integer p such that η (Mn) ≤ tn for every n ≥ p. Then
∞∑
n=1
η (Mn) <
p−1∑
n=1
η (Mn) +
∞∑
n=p
tn =
p−1∑
n=1
η (Mn) +
tp
1− t
<∞.
As η (⊔∞n=1M
n) =
∑∞
n=1 η (M
n) < ∞, M(1) is summable. Since M(2) ≃ MM(1) ≃
M(1)M and M(1) ≃M ⊔M(2) ≃M
(
M0 ⊔M(1)
)
, we obtain that
ρt
(
M(1)
)
≤ ρt (M) ρt
(
M0 ⊔M(1)
)
≤ ρt (M)
(
ρt
(
M(1)
)
+ 1
)
by Proposition 3.4, whence ρt
(
M(1)
)
≤ ρt (M) (1− ρt (M))
−1. On the other hand,
we have, using (3.5), that
ρt (M)
n (1− ρt (M))
−n =
(
ρt (M) + ρt (M)
2 + ρt (M)
3 + . . .
)n
= ρt (M)
n
+ nρt (M)
n+1
+
n(n+ 1)
2
ρt (M)
n+2
+ . . .
(3.5)
= ρt (M
n) + nρt
(
Mn+1
)
+
n(n+ 1)
2
ρt
(
Mn+2
)
+ . . .
≤ η (Mn) + nη
(
Mn+1
)
+
n(n+ 1)
2
η
(
Mn+2
)
+ . . .
= η
(
Mn ⊔ n •Mn+1 ⊔
n(n+ 1)
2
•Mn+2 ⊔ · · ·
)
= η
((
M ⊔M2 ⊔M3 ⊔ · · ·
)n)
= η
(
Mn(1)
)
for every n > 0, whence ρt (M) (1− ρt (M))
−1 ≤ ρt
(
M(1)
)
. 
Corollary 3.11. If M = {an}
∞
1 is a tensor quasinilpotent family in a normed
algebra A then the subalgebra generated by M consists of quasinilpotents.
Proof. Indeed, ρt (⊔∞m=1M
m) = 0 by Lemma 3.10, and every element of the sub-
algebra lies in ∪t>0 tΩ (⊔
∞
m=1M
m) which consists of quasinilpotents by Corollary
3.9. 
3.3. Upper semicontinuity and subharmonicity of the tensor spectral ra-
dius. Let A be a normed algebra. Since sequences in ℓ1 (A) determine summable
families, the tensor spectral radius can be considered as a function on ℓ1(A). We
are going to show that this function is upper semicontinuous and subharmonic.
If G is a subset of A, let F1 (G) be the set of all summable families M = {an}
∞
1
with all an ∈ G. In particular, F1(A) = ℓ1(A). Clearly F1 (G) is a metric space
with respect to the metric d(M,N) = η(M − N) induced by the norm on ℓ1(A).
If A is a Banach algebra and G is a closed subset of A then F1 (G) is a complete
metric space.
Now we are able to establish the upper semicontinuity of the tensor spectral
radius.
Proposition 3.12. Let M ∈ ℓ1 (A). For every ε > 0, there is δ > 0 such that
ρt (N) ≤ ρt (M) + ε for every N ∈ ℓ1 (A) satisfying d (N,M) < δ.
Proof. Let T : M 7−→ M⊗L be the map defined in Theorem 3.1(ii). As the usual
spectral radius is upper semicontinuous, to any ε > 0, there corresponds δ > 0 such
that ρ (T (N)) ≤ ρ (T (M)) + ε for every N ∈ ℓ1(A) satisfying ‖T (N)− T (M)‖ <
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δ. By Theorem 3.1(ii), we get that ρ (T (N)) = ρt (N), ρ (T (M)) = ρt (M) and
‖T (N)− T (M)‖ = ‖T (N −M)‖ = η(M −N) = d(M,N). 
Let ̥ be an analytic function on an open set D ⊂ C with values in ℓ1 (A). This
means that for every λ ∈ D there is ̥′ (λ) ∈ ℓ1 (A) such that
̥′ (λ) = lim
µ→λ
̥ (µ)−̥ (λ)
µ− λ
in the norm of ℓ1 (A). Clearly ̥ as an ℓ1 (A)-valued function induces the family
{fn}
∞
1 of A-valued functions on D: ̥ = {fn}
∞
1 . These functions are analytic since
λ 7−→ ̥ (λ) = {fn (λ)}
∞
1 is analytic on D. So one can write ̥
′ = {f ′n}
∞
1 , etc.
Let now ̥ = {fn}
∞
1 and Ψ = {ψn}
∞
1 be ℓ1 (A)-valued functions on D. Let ̥Ψ
denote some sequence {ϕk}
∞
1 of functions onD which is obtained from {fnψm}
∞
n,m=1
by renumbering. We will assume that the renumbering for this operation is fixed,
so ̥Ψ is defined correctly. In such a case the functions ϕk are A-valued functions
on D, and we write that ̥Ψ = {ϕk} is an ℓ1 (A)-valued function on D.
Lemma 3.13. If ̥ = {fn}
∞
1 and Ψ = {ψn}
∞
1 are analytic ℓ1 (A)-valued function
on D then ̥Ψ is an analytic ℓ1 (A)-valued function on D.
Proof. Indeed, the derivation (̥Ψ)′ exists and is clearly obtained from two-index se-
quence {f ′nψm + fnψ
′
m}
∞
n,m=1 by the same renumbering as ̥Ψ from {fnψm}
∞
n,m=1.
Moreover,
η
(
(̥Ψ)′ (λ)
)
=
∑
n,m
‖f ′n (λ)ψm (λ) + fn (λ)ψ
′
m (λ)‖
≤
∑
n,m
(‖f ′n (λ)‖ ‖ψm (λ)‖+ ‖fn (λ)‖ ‖ψ
′
m (λ)‖)
=
∑
n
‖f ′n (λ)‖
∑
m
‖ψm (λ)‖+
∑
n
‖fn (λ)‖
∑
m
‖ψ′m (λ)‖
= η (̥′ (λ)) η (Ψ (λ)) + η (̥ (λ)) η (Ψ′ (λ)) <∞.

For an ℓ1 (A)-valued function ̥ = {fn}
∞
1 , let ̥
1 = ̥ and ̥m = ̥m−1̥
for m > 1, so that ̥m = {φn}
∞
1 is an ℓ1 (A)-valued function for some A-valued
functions φn on D. It follows by induction from the definition of product of two
functions that
(3.6) ̥m (λ) ≃ ̥ (λ)m
for every λ ∈ D.
Corollary 3.14. If ̥ is an analytic ℓ1 (A)-valued function on D then ̥m is an
analytic ℓ1 (A)-valued function on D for every m > 0.
Proof. Follows from Lemma 3.13 by induction. 
For an ℓ1 (A)-valued function ̥, the function λ 7−→ η (̥ (λ)
m
) doesn’t depend
on a renumbering. Moreover, it follows from (3.6) that
(3.7) η (̥ (λ)m) = η (̥m (λ))
for every λ ∈ D.
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Lemma 3.15. If ̥ is an analytic ℓ1 (A)-valued function on D then the functions
λ 7−→ η (̥ (λ)m) and λ 7−→ log (η (̥ (λ)m)) are subharmonic on D for all m.
Proof. As η(·) is a norm on ℓ1 (A), it is well known (see [33]) that λ 7−→ η (̥ (λ))
is a subharmonic function. Then it follows from Corollary 3.14 and (3.7) that
λ 7−→ η (̥ (λ)m) is subharmonic for every m. Let ̥m = {φn}
∞
1 and β ∈ C. As
|exp (βλ)| η (̥ (λ)m) = η ({exp (βλ)φn (λ)}
∞
1 )
by (3.7) and λ 7−→ {exp (βλ)φn (λ)}
∞
1 determines an analytic ℓ1 (A)-valued func-
tion on D, then, by above, λ 7−→ |exp (βλ)| η (̥ (λ)m) is subharmonic for every
β ∈ C. It follows from Rado’s theorem [2, Appendix 2, Theorem 9] that the func-
tion λ 7−→ log (η (̥ (λ)m)) is subharmonic on D. 
We use Vesentini’s argument for subharmonicity of the usual spectral radius [33]
in the following
Theorem 3.16. If ̥ is an analytic ℓ1 (A)-valued function on D then the functions
log (ρt (̥)) : λ 7−→ log (ρt (̥ (λ))) and ρt (̥) : λ 7−→ ρt (̥ (λ)) are subharmonic
on D.
Proof. As η
(
̥ (λ)2
m+1
)
≤ η
(
̥ (λ)2m
)2
, the function λ 7−→ log (ρt (̥ (λ))) is
a pointwise limit of the decreasing sequence
{
λ 7−→ 2−m log
(
η
(
̥ (λ)2m
))}
of
subharmonic functions and is therefore a subharmonic function by Theorem 1 of
[2, Appendix 2]. Since the function t 7−→ exp (t) is convex and positive for t ∈ R,
then the function λ 7−→ exp (log (ρt (̥ (λ)))) = ρt (̥ (λ)) is also subharmonic by
the same theorem. 
3.4. The ideal Rt (A) for a normed algebra A. Let a be an element of a normed
algebra A, and let M = {an}
∞
n=1 be a summable family in A. Let {a} ⊔M denote
the family {xn}
∞
1 with x1 = a and xn = an−1 for n > 1. Note that the useful
relation
(3.8) ({a} ⊔M) ({b} ⊔N) ≃ {ab} ⊔ aN ⊔Mb ⊔MN
is valid by our conventions, for any a, b ∈ A and M,N ∈ ℓ1 (A).
Let Rt (A) be the set of all a ∈ A such that ρt ({a} ⊔M) = ρt (M) for every
M ∈ ℓ1 (A). It is evident that Rt (A) consists of quasinilpotent elements of A.
Lemma 3.17. Let a ∈ A. If there is s > 0 such that ρt ({a} ⊔M) ≤ sρt (M) for
every M ∈ ℓ1 (A) then a ∈ Rt (A).
Proof. As the function µ 7−→ ρt ({µa} ⊔M) is subharmonic by Theorem 3.16 and
bounded on C, it is constant, whence ρt ({a} ⊔M) = ρt (M). 
Lemma 3.18. Rt (A) = A ∩Rt
(
A1
)
. If A is complete then Rt (A) = Rt
(
A1
)
.
Proof. Let A be non-unital and a ∈ Rt (A). As A1 = A ⊕ C, for every summable
family M in A1 there are N ∈ ℓ1 (A) and K ∈ ℓ1 (C) such that M = N +K. Since
N and K commute, then
ρt (M) = ρt (N +K) ≤ ρt (N ⊔K) ≤ ρt (N) + ρt (K)
by Propositions 3.3 and 3.4. Hence, as {µa} ⊔N and {0} ⊔K commute,
ρt ({µa} ⊔M) ≤ ρt ({µa} ⊔N + {0} ⊔K)
≤ ρt ({µa} ⊔N) + ρt ({0} ⊔K) = ρt (N) + ρt (K) <∞
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for every µ ∈ C. Therefore µ 7−→ ρt ({µa} ⊔M) is constant, and as a consequence,
ρt ({a} ⊔M) = ρt (M) .
As M is arbitrary, a ∈ Rt
(
A1
)
. So Rt (A) ⊂ Rt
(
A1
)
. On the other hand,
A ∩Rt
(
A1
)
⊂ Rt (A) by definition. So we obtain that
Rt (A) = A ∩Rt
(
A1
)
.
Let now A be complete. We show that Rt
(
A1
)
⊂ A. Indeed, if a − λ ∈ Rt
(
A1
)
with a ∈ A and λ ∈ C then a − λ is a quasinilpotent element of A1. This means
that the spectrum σ (a) of a is equal to {λ}. But, as a ∈ A and A is not unital,
σ (a) contains zero. Therefore λ = 0. So, if A is complete, Rt
(
A1
)
⊂ A, whence
Rt
(
A1
)
= Rt (A) by above. 
Theorem 3.19. Rt (A) is a closed ideal of A.
Proof. Consider first the case when A has the identity element 1. Let a, b ∈ Rt (A).
As
ρt ({µa} ⊔M) = |µ| ρt
(
{a} ⊔ µ−1M
)
= |µ| ρt
(
µ−1M
)
= ρt (M)
for every M ∈ ℓ1 (A) and non-zero µ ∈ C, then µa ∈ Rt (A) for every µ ∈ C.
Since
{
2−1 (a+ b)
}
⊔ M ∈ abst ({a} ⊔ {b} ⊔M) for every M ∈ ℓ1 (A), then, by
Proposition 3.6,
ρt
({
2−1 (a+ b)
}
⊔M
)
≤ ρt ({a} ⊔ {b} ⊔M) = ρt (M) ,
whence a + b ∈ Rt (A) by Lemma 3.17. So Rt (A) is a subspace of A. Let x ∈ A.
Then
ρt ({µa} ⊔ {1} ⊔ {x} ⊔M) ≤ t0 := ρt ({1} ⊔ {x} ⊔M) <∞
for every µ ∈ C. Therefore
ρt
(
({µa} ⊔ {1} ⊔ {x} ⊔M)2
)
≤ t20
by (3.5). Since {µax} ⊔M is a subfamily of ({µa} ⊔ {1} ⊔ {x} ⊔M)2 in virtue of
(3.8), we obtain that
ρt ({µax} ⊔M) ≤ t
2
0
for every µ ∈ C and for every M ∈ ℓ1 (A) with t0 depending only on x and M .
Therefore µ 7−→ ρt ({µax} ⊔M) is bounded on C. As this function is subharmonic,
it is constant, whence ax ∈ Rt (A), and, similarly, xa ∈ Rt (A). Thus Rt (A) is an
ideal of A. Note that
ρt ({a+ x} ⊔M) ≤ ρt ({2a} ⊔ {2x} ⊔M) = ρt ({2x} ⊔M)
≤ η ({2x} ⊔M) = ‖2x‖+ η (M)
for every a ∈ Rt (A) and x ∈ A. Now if c is in the closure of Rt (A), then for every
µ ∈ C there are a ∈ Rt (A) and x ∈ A with ‖x‖ ≤ 1 such that µc = a+ x. Hence
ρt ({µc} ⊔M) = ρt ({a+ x} ⊔M) ≤ 2 + η (M)
for every M ∈ ℓ1 (A). So µ 7−→ ρt ({µc} ⊔M) is bounded and therefore constant,
whence c ∈ Rt (A). Thus Rt (A) is a closed ideal of A. Now assume that A is not
unital. We already have proved that Rt
(
A1
)
is a closed ideal of A1. Then Lemma
3.18 shows that Rt (A) is a closed ideal of A. 
Corollary 3.20. If A is a Banach algebra then Rt (A) ⊂ Rad (A).
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Proof. Indeed, Rt (A) is an ideal of A consisting of quasinilpotents. So we have
that Rt (A) ⊂ Rad (A). 
Theorem 3.21. If ρt (aM) = 0 for every M ∈ ℓ1 (A) then a ∈ Rt (A).
Proof. Let first A have the identity element 1. Let M ∈ ℓ1 (A). Multiplying M by
a scalar, one can assume that
(3.9) η (M) < 1.
Then N := ⊔∞i=0M
i is a summable family in A by Lemma 3.10, where M0 =
{xn}
∞
n=1 with x1 = 1 and xi = 0 for every i > 1 as usual. By condition, we have
that ρt (aN) = 0. Let µ ∈ C be non-zero and take ε > 0 such that ε |µ| < 2−1.
Then there is t > 0 such that
(3.10) η ((aN)
n
) ≤ tεn
for every n > 0. We have that
η (({µa} ⊔M)n) =
n∑
i=0
|µ|i
∑
∑i
k=0mk=n−i
η (Mm0aMm1 · · ·aMmi)
(3.9)
≤ η (Mn) +
n∑
i=1
|µ|i
∑
∑i
k=0mk=n−i
η (aMm1 · · · aMmi)
for every n > 0. As, for every i > 0, the number of summands η (aMm1 · · · aMmi) is
less than or equal to 2n and every such summand is less than or equal to η
(
(aN)
i
)
,
then we obtain that
η (({µa} ⊔M)n) ≤ η (Mn) + 2n
n∑
i=1
|µ|i η
(
(aN)i
) (3.10)
≤ η (Mn) + 2nt0
n∑
i=1
|µ|i εi
≤ η (Mn) + 2nt ≤ 2max {η (Mn) , 2nt}
Taking n-roots and passing to limits, we get ρt ({µa} ⊔M) ≤ max {ρt (M) , 2} for
every µ ∈ C. As the function µ 7−→ ρt ({µa} ⊔M) is bounded and subharmonic, it
is constant. Therefore
ρt ({a} ⊔M) = ρt (M) .
As M is arbitrary, a ∈ Rt (A). Now assume that A is not unital. Then, for each
M ∈ ℓ1
(
A1
)
, the familyK =MaM belongs to ℓ1 (A), and ρt((aM)
2) = ρt(aK) = 0
by condition. By (3.5), we obtain that ρt(aM) = 0 for every M ∈ ℓ1
(
A1
)
, whence
a ∈ Rt
(
A1
)
by the proof above. Now the result follows from Lemma 3.18. 
3.5. Tensor quasinilpotent algebras and ideals. Let A be a normed algebra.
A subset G of A is called a tensor quasinilpotent set if all summable families with
elements in G are tensor quasinilpotent. A tensor quasinilpotent ideal in A is an
ideal which is a tensor quasinilpotent subset of A.
Theorem 3.22. ρt (M ⊔N) = ρt (N) for every M ∈ ℓ1 (Rt (A)) and N ∈ ℓ1 (A).
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Proof. Let N ∈ ℓ1 (A), M = {an}
∞
n=1 ∈ ℓ1 (Rt (A)) and Mk = {an}
∞
n=k for every
integer k > 0. For every ε > 0 and µ ∈ C, there is k > 0 such that η (µMk) < ε.
Then µ 7−→ µM ⊔N is an analytic function and
ρt (µM ⊔N) = ρt (µM2 ⊔N) = · · · = ρt (µMk ⊔N) ≤ η (µMk ⊔N)
= η (µMk) + η (N) < η (N) + ε.
So µ 7−→ ρt (µM ⊔N) is bounded and therefore constant. Hence we obtain that
ρt (M ⊔N) = ρt (N). 
As a consequence, we obtain the following
Corollary 3.23. Rt (A) is a tensor quasinilpotent ideal.
Corollary 3.24. ρt (M +N) = ρt (N) and ρt (M ∗N) = ρt (MN) = 0 for every
M ∈ ℓ1 (Rt (A)) and N ∈ ℓ1 (A).
Proof. Let µ ∈ C. Then ρt (µM +N) ≤ ρt (µM ⊔N) = ρt (N) by Proposition
3.3 and Theorem 3.22. As µ 7−→ ρt (µM +N) is subharmonic and bounded on
C, it is constant, whence ρt (M +N) = ρt (N). Since MN ∈ ℓ1 (Rt (A)), then
ρt (MN) = 0 by Corollary 3.23. Then we obtain that ρt (M ∗N) = 0 by Proposition
3.3. 
Corollary 3.25. Let A be a normed algebra and a ∈ A. The following conditions
are equivalent:
(i) a ∈ Rt (A).
(ii) ρt (aM) = 0 for every M ∈ ℓ1 (A).
Proof. Indeed, (i) =⇒ (ii) follows from Corollary 3.24, and (ii) =⇒ (i) was proved
in Theorem 3.21. 
We will prove now that Rt(A) is the largest tensor quasinilpotent ideal.
Theorem 3.26. If I is a tensor quasinilpotent (possible, one-sided) ideal of A then
I ⊂ Rt (A).
Proof. Let I be a right ideal of A, and let a ∈ I. Then aM ∈ ℓ1 (I) for every
M ∈ ℓ1 (A). As I is tensor quasinilpotent then ρt (aM) = 0 for every M ∈ ℓ1 (A).
By Theorem 3.21, a ∈ Rt (A). So I ⊂ Rt (A). If I is a left ideal of A and a ∈ I,
then ρt (aM) = ρt (Ma) by Proposition 3.3. So ρt (aM) = 0 for every M ∈ ℓ1 (A).
We have again that a ∈ Rt (A). 
Lemma 3.27. Let M = {an}
∞
1 be a summable family in A and g : A −→ B
be a bounded homomorphism of normed algebras. Then g (M) := {g (an)}
∞
1 is a
summable family of B and ρt (g (M)) ≤ ρt (M).
Proof. Indeed, it suffices to note that
η (g (M)
n
) = η (g (Mn)) ≤ ‖g‖ η (Mn)
for every n. 
Theorem 3.28. Let A and B be a normed algebras, and let g : A −→ B be an
open bounded epimorphism. Then g (Rt (A)) ⊂ Rt (B).
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Proof. Let N = {bn}
∞
1 be a summable family of B. As g is open, there is a
summable familyM = {an} in A such that g (M) = N . It follows from Lemma 3.27
that ρt (g (K)) ≤ ρt (K) for every K ∈ ℓ1 (A). So if a ∈ Rt (A) then, by Corollary
3.25, we obtain that ρt (g (a)N) ≤ ρt (aM) = 0 for an arbitrary N ∈ ℓ1 (B). Hence
g (a) ∈ Rt (B) by Corollary 3.25. 
Let A be a normed algebra. Recall that if I is a closed ideal of A, then by a/I
(and also by qI(a)) we denote the element a + I of the algebra A/I. By M/I we
denote the family {an/I}, for every M = {an} ∈ ℓ1 (A).
Theorem 3.29. Let M = {an}
∞
1 be a summable family in a normed algebra A.
Then ρt (M) = ρt(M/I) for each closed tensor quasinilpotent ideal I. In particular,
ρt (M) = ρt (M/Rt (A)).
Proof. As clearly ρt (M/Rt (A)) ≤ ρt (M), it suffices to show the reverse inequality.
Let δ > 0, n ∈ N andMn = {bm}
∞
1 . Then for everym there are cm ∈ A and dm ∈ I
such that bm = cm + dm and
‖cm‖ ≤ ‖bm/I‖+ 2
−mδ.
Let N = {cm}
∞
1 and S = {dm}
∞
1 . Since η (N) ≤ η ( M
n/I) + δ, then N ∈ ℓ1 (A) .
As S =Mn −N , we have that S ∈ ℓ1 (I) and that
ρt (N + S) ≤ ρt (N ⊔ S)
by Proposition 3.3. As I ⊂ Rt (A), we have that
ρt (N + S) ≤ ρt (N ⊔ S) = ρt (N) .
by Theorem 3.22. Therefore we obtain that
ρt (M)
n (3.5)
= ρt (M
n) = ρt (N + S) ≤ ρt (N) ≤ η (N) ≤ η (M
n/I) + δ.
Since δ is arbitrary, then ρt (M)
n ≤ η (Mn/I) for every n > 0. Taking n-roots and
passing to limits, we obtain that ρt (M) ≤ ρt (M/I). 
Corollary 3.30. Let A be a normed algebra. Then Rt (A/Rt (A)) = 0.
Proof. Let a/Rt (A) ∈ Rt (A/Rt (A)). Then it follows from Theorem 3.29 that
ρt ({a} ⊔M) = ρt (M) for every M ∈ ℓ1 (A). Hence a ∈ Rt (A), and therefore
Rt (A/Rt (A)) = 0. 
Theorem 3.31. Let A be a normed algebra. If I is an ideal of A then Rt (I) =
Rt (A) ∩ I.
Proof. It is clear that Rt (A) ∩ I ⊂ Rt (I). Let a ∈ Rt (I). For every M ∈ ℓ1 (A),
we have that MaM ∈ ℓ1 (I) and then
ρt (aM)
2 = ρt (aMaM) = 0
by (3.5) and Corollary 3.25. Therefore a ∈ Rt (A) and Rt (I) ⊂ Rt (A) ∩ I. 
Note that this result contains Lemma 3.18 and implies that
Rt (Rt (A)) = Rt (A)
for every normed algebra A.
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3.6. Tensor radical algebras and ideals. A normed algebra A is called tensor
radical if the projective tensor product A⊗̂γB is radical for every normed algebra
B. It is evident that A is tensor radical if and only if its completion Â is tensor
radical. If A is tensor radical then its opposite algebra Aop is also tensor radical.
An ideal of a normed algebra is called tensor radical if it is a tensor radical algebra.
The following result is an easy consequence of associativity and distributivity of
tensor product.
Proposition 3.32. Let A and B be normed algebras.
(i) If A is tensor radical then A⊗̂B is tensor radical.
(ii) If A and B are tensor radical then A⊕B is tensor radical.
The study of deeper properties is based on the following theorem.
Theorem 3.33. For a normed algebra A the following conditions are equivalent.
(i) A is tensor radical.
(ii) A is tensor quasinilpotent.
Proof. (ii)⇒ (i) follows from Corollary 3.5, taking into account that every element
of A⊗̂B can be represented asM⊗L for someM ∈ ℓ1 (A) and L ∈ ℓ∞ (B). (i)⇒ (ii)
follows from Theorem 3.1. Indeed, by this theorem, there are a Banach algebra B
and L ∈ ℓ∞ (B) such that ρ (M⊗L) = ρt (M) for every M ∈ ℓ1 (A). If A is tensor
radical then A⊗̂B is radical, whence ρ (M⊗L) = 0 for every M ∈ ℓ1 (A). Then
ρt (M) = 0 for every M ∈ ℓ1 (A), i.e. A is tensor quasinilpotent. 
Corollary 3.34. Every subalgebra of a tensor radical normed algebra is tensor
radical.
Proof. Follows from Theorem 3.33, since subalgebras of a tensor radical algebra are
obviously tensor quasinilpotent. 
Corollary 3.35. Let A be a normed algebra. If there is a tensor quasinilpotent
dense subalgebra B of A then A is tensor quasinilpotent.
Proof. Indeed, as B is tensor radical by Theorem 3.33, the completion B̂ is also
tensor radical. As B̂ and Â are identified, the algebra Â is tensor quasinilpotent
by Theorem 3.33. Therefore A is tensor quasinilpotent. 
As a consequence of Corollary 3.23 and Theorem 3.33, for every normed algebra
A, Rt (A) is the largest tensor radical ideal of A.
Theorem 3.36. Let A be a normed algebra and a ∈ A. Then a ∈ Rt (A) if and
only if a⊗ b ∈ Rad
(
A⊗̂B
)
, for every normed algebra B and b ∈ B.
Proof. Let a ∈ Rt (A). Then a⊗b ∈ Rt (A) ⊗̂
(·)
B for an arbitrary normed algebraB
and for every b ∈ B. In the same time,Rt (A) ⊗̂B is a radical Banach algebra. Being
the image of a bounded homomorphism from Rt (A) ⊗̂B, Rt (A) ⊗̂
(·)
B consists of
quasinilpotent elements of A⊗̂B. But it is also an ideal of A⊗̂B. So Rt (A) ⊗̂
(·)
B ⊂
Rad
(
A⊗̂B
)
and therefore a⊗ b ∈ Rad
(
A⊗̂B
)
. Suppose that a⊗ b ∈ Rad
(
A⊗̂B
)
for every normed algebra B and b ∈ B. Take B as in Theorem 3.1(ii). Then B has
the identity element 1 and there is a family L ∈ ℓ∞ (B) such that ρ (M⊗L) = ρt (M)
for every M ∈ ℓ1 (A). Since a ⊗ 1 ∈ Rad
(
A⊗̂B
)
then ρ ((a⊗ 1) (M⊗L)) = 0. As
(a⊗ 1) (M⊗L) = aM⊗L, we have that ρt (aM) = 0 for every M ∈ ℓ1 (A). By
Theorem 3.21, a ∈ Rt (A). 
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Proposition 3.37. Let A and B be normed algebras. Then
Rt (A) ⊗̂
(·)
B ⊂ Rt
(
A⊗̂B
)
⊂ Rad
(
A⊗̂B
)
.
Proof. If a ∈ Rt (A) then it follows from Theorem 3.36 that
a⊗ b⊗ c ∈ Rad
(
A⊗̂B⊗̂C
)
,
for every b ∈ B and for every normed algebra C and c ∈ C. By the same theorem,
a ⊗ b ∈ Rt
(
A⊗̂B
)
for every b ∈ B. So the closure of Rt (A) ⊗ B in A⊗̂B is
contained into Rt
(
A⊗̂B
)
since Rt
(
A⊗̂B
)
is closed. But Rt (A) ⊗̂
(·)
B is generated
as a normed algebra by elements of Rt (A)⊗B. Hence Rt (A) ⊗̂
(·)
B ⊂ Rt
(
A⊗̂B
)
.
As A⊗̂B is a Banach algebra, Rt
(
A⊗̂B
)
⊂ Rad
(
A⊗̂B
)
by Corollary 3.20. 
Proposition 3.38. Let A be a normed algebra and I be an ideal of A. If I and
A/I are tensor radical then A is tensor radical.
Proof. Let M ∈ ℓ1 (A). As I is tensor radical then, as we mentioned above, the
closure I of I in A is also tensor radical. Then ρt (M) = ρt
(
M/I
)
by Theorem
3.29, but ρt
(
M/I
)
= 0 by Theorem 3.33. So A is tensor radical. 
Proposition 3.39. Let A be a normed algebra and I be a flexible ideal of A. If A
is tensor radical then (I, ‖·‖I) is tensor radical.
Proof. Let M = (an)
∞
n=1 be a summable family in I. Then M is summable in A
and
η‖·‖A (M
n) ≤ η‖·‖I (M
n) =
∑
i1,...,in
∥∥ai1 · · · ain−1ain∥∥I
≤
∑
i1,...,in−1
∥∥ai1 · · · ain−1∥∥A∑
in
‖ain‖I ≤ η‖·‖A
(
Mn−1
)
η‖·‖I (M) .
Hence ρt|I (M) = ρt (M) = 0, where ρt|I is the tensor spectral radius in (I, ‖·‖I).

Corollary 3.40. Let I and J be flexible ideals of a normed algebra A. If I and
J are tensor radical then I ∩ J and I + J are tensor radical with respect to their
flexible norms (see Proposition 2.7).
Proof. By Corollary 3.25, I and J are contained in Rt(A). Hence the same is true
for the ideals I ∩J and I+J . It follows that they are tensor radical with respect to
the norm ‖·‖A. By Proposition 3.39, they are tensor radical with respect to their
flexible norms. 
The following result will be often applied in the further sections.
Lemma 3.41. Let A1, A2 be normed algebras, A = A1⊗̂A2, and let Ji ⊂ Ii be
ideals of Ai, for i = 1, 2. Denote by J the ideal of A generated by J1⊗A2+A1⊗J2,
and let I be the ideal of A generated by I1⊗A2+A1⊗I2. If Ii/Ji are tensor radical
then I ⊂ QJ (A).
Proof. Let π be a strictly irreducible representation of A such that π (J) = 0. First
we show that π(I1 ⊗ A2) = 0 and π(A1 ⊗ I2) = 0. Assume, to the contrary, that
π (I1 ⊗A2) 6= 0. Hence the restriction τ of π to I1⊗̂
(·)
A2 is strictly irreducible.
TOPOLOGICAL RADICALS, II. 25
As τ (J1 ⊗A2) = 0 then τ
(
J1 ⊗A2
)
= 0 because one may assume that τ is con-
tinuous. Moreover, τ induces a strictly irreducible representation of the algebra
C := (I1/J1)⊗̂A2, because the composition of natural maps
(I1/J1)⊗̂A2 −→
(
I1⊗̂A2
)
/J1 ⊗A2 −→
(
I1⊗̂
(·)
A2
)
/J1 ⊗A2
′
is a contractive epimorphism, where J1 ⊗A2 and J1 ⊗A2
′
are the closures of J1⊗A2
in I1⊗̂A2 and I1⊗̂
(·)
A2, respectively, and clearly J1 ⊗A2 ⊂ J1 ⊗A2
′
. As there
exists a non-zero strictly irreducible representation of C then C is not radical,
but C is radical in virtue of tensor radicality of I1/J1, a contradiction. Hence
π (I1 ⊗A2) = 0 and, similarly, π(A1⊗ I2) = 0. As I lies in the intersection of of all
primitive ideals of A containing J , so does I. By Proposition 2.1(i), I ⊂ QJ (A). 
3.7. Algebras commutative modulo the tensor radical. We say that a normed
algebra A is commutative modulo the tensor radical if the algebra A/Rt(A) is com-
mutative. An equivalent condition is [a, b] ∈ Rt(A) for all a, b ∈ A.
Theorem 3.42. If normed algebras A1 and A2 are commutative modulo the tensor
radical then the same is true for A := A1⊗̂A2.
Proof. By Proposition 3.37, Rt(A1)⊗̂A2 +A1⊗̂
(·)
Rt(A2) ⊂ Rt(A). Then
[a1⊗b1, a1⊗b2] = [a1, a2]⊗b1b2 + a2a1⊗[b1, b2] ∈ Rt(A)
for all a1, a2 ∈ A1 and b1, b2 ∈ A2. Hence [c1, c2] ∈ Rt(A) for all c1, c2 ∈ A. 
Theorem 3.43. Let A1 be a normed algebra, and let A2 be a Banach algebra. If A1
is commutative modulo the tensor radical and A2 is radical then A1⊗̂A2 is radical.
Proof. Let A = A1⊗̂A2 and I = Rt(A1)⊗̂
(·)
A2. The Banach ideal I of A is rad-
ical, being isometric to the quotient of the radical algebra Rt(A1)⊗̂A2. On the
other hand, the quotient A/I is topologically isomorphic to (A/Rt(A1))⊗̂A2 by
Proposition 2.11. Since A/Rt(A1) is commutative and A2 is radical, the algebra
(A/Rt(A1))⊗̂A2 is radical by [2, Theorem 4.4.2]. Thus A/I is radical, and A is
radical by Lemma 2.2. 
3.8. Relation with joint spectral radius. In 1960 Rota and Strang [21] defined
a notion of spectral radius for bounded subsets of a Banach algebra. This definition
holds for normed algebras (and we already introduced it for countable bounded
subsets in Section 3.1). Namely, if K is a bounded subset of a normed algebra A
then its joint spectral radius ρ(K) is defined by
ρ(K) = inf
n∈N
‖Kn‖1/n,
where the norm of a set is defined as the supremum of the norms of its elements,
and the products of sets are defined by KN = {ab : a ∈ K, b ∈ N}. Since
‖Kn+k‖ ≤ ‖Kn‖‖Kk‖ for every n, k > 0, one has that
(3.11) ρ(K) = lim
n→∞
‖Kn‖1/n.
Taking n = mk in (3.11) for m = 1, 2, . . ., we observe that
ρ(Kk) = ρ(K)k
for every bounded K ⊂ A and integer k > 0.
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It was proved in [25, Theorem 3.5] that the joint spectral radius is a subharmonic
function. This means that if λ→ K(λ) is an analytic map in a natural sense from a
domain D ⊂ C into the set of bounded subsets of A then the function λ→ ρ(K(λ))
is subharmonic.
Let K be a subset of A, and let F∞ (K) be the set of all bounded families
N = {an}
∞
1 with an ∈ K for every n > 0. Clearly F∞ (K) is a metric space with
respect to the metric induced by the norm of ℓ∞ (A). In particular, we have that
F∞ (A) = ℓ∞ (A). If K is bounded, it follows from [25, Proposition 2.2] that there
is a family L = {bn}
∞
1 ∈ F∞ (K) such that ρ(K) = ρ(L). So
ρ(K) = max
N∈F∞(K)
ρ(N)
and this allows to obtain some results on joint spectral radius of bounded subsets
considering bounded families.
The following property is important for our applications: If ρ(K) = 0 then the
linear span of K consists of quasinilpotent elements. This result from [24] can be
easily proved by the direct evaluation of the norms of powers for
∑n
i=1 λiai, where
ai ∈ K. The following result is similar.
Lemma 3.44. Let K be a bounded subset of a normed algebra A. If ρ(K) = 0 then
ρ(
∑∞
n=1 λnan) = 0 for each sequence an ∈ K and each summable sequence λn of
complex numbers, where
∑∞
n=1 λnan are elements of the completion Â as usual.
Proof. Let M = {λn}
∞
1 and L = {an}
∞
1 . As C⊗̂A is identified with Â under the
identification λ⊗̂x with λx, we obtain that
ρ(
∞∑
n=1
λnan) ≤ ρt (M)ρ(L) ≤ ρt (M) ρ(K) = 0
by Theorem 3.1(i). 
We say that a normed algebra A is compactly quasinilpotent [29] if ρ(K) = 0 for
each precompact subset K of A. The following statement improves [29, Theorem
4.29] which was proved for Banach algebras.
Theorem 3.45. Every compactly quasinilpotent normed algebra is tensor radical.
Proof. Let A be a compactly quasinilpotent normed algebra, B a Banach algebra,
and let x =
∑∞
n=1 an⊗bn ∈ A⊗̂B. One can assume that {an}
∞
1 consists of elements
of A (see Section 2.4.1), the sequence αn = ‖an‖ is summable, while ‖bn‖ ≤ 1 for
every n. It is obvious that there exists a sequence εn → 0 such that λn := αn/εn
is summable. Set cn = λ
−1
n an for n > 0. Then ‖cn‖ → 0 as n → ∞, so the set
N := {cn : n = 1, 2, . . .} is precompact and ρ(N) = 0 by our assumption. For
K = {cn ⊗ bn : n = 1, 2, . . .}, it is easy to check that
‖Kk‖ ≤ ‖Nk‖,
whence ρ(K) ≤ ρ(N) = 0. Applying Lemma 3.44, we obtain that
ρ(x) = ρ(
∞∑
n=1
λncn ⊗ bn) = 0.
Therefore A⊗̂B consists of quasinilpotent elements. 
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It was proved in [29] that each normed algebra has the largest compactly quasinilpo-
tent ideal Rc(A).
Corollary 3.46. Let A be a normed algebra. Then Rc(A) ⊂ Rt(A) ⊂ A∩Rad(Â).
Proof. The first inclusion follows by Theorem 3.45. By Corollary 3.35, the closure
Rt(A) in the completion Â of A is tensor quasinilpotent. Then Rt(A) consists of
quasinilpotent elements of Â. As Rt(A) is an ideal of Â consisting of quasinilpo-
tents, Rt(A) ⊂ Rad(Â). Therefore we obtain that Rt(A) ⊂ A ∩Rad(Â). 
3.9. Compactness conditions. It is still an open problem if any radical Banach
algebra is tensor radical. We will show here that the answer is positive if A has
some compactness properties.
In the well known paper of Vala [32] it was shown that
(i) For compact operators a, b on a Banach spaceX the multiplication operator
x 7−→ axb is compact on B(X).
(ii) If the operator x 7−→ axa is compact then the operator a is compact.
This gave a possibility to introduce a notion of a compact element of a normed
algebra: an element a of A is compact if
Wa := LaRa
is a compact operator, where La and Ra are defined by Lax = ax and Rax = xa
for every x ∈ A. Similarly, one says that a is a finite rank element of A if Wa
has finite rank. Basing on these definitions there were introduced various Banach-
algebraic analogues of the class of algebras of compact operators. The most popular
one is the class of compact algebras: A is compact if all its elements are compact.
Slightly more narrow but much more convenient is the class of bicompact algebras:
A is bicompact if LaRb are compact for all a, b ∈ A. Furthermore, A is called an
approximable algebra if the set of finite rank elements is dense in A. These classes
are closed under passing to ideals and quotients, but in general not stable under
extensions.
To overcome this obstacle and considerably extend the class of algebras in consid-
eration, let us say that a normed algebra A is hypocompact (respectively, hypofinite)
if each non-zero quotient of A has a non-zero compact (respectively, finite rank)
element. It is not difficult to check that the class of all hypocompact algebras is
closed under extensions, as well as under passing to ideals and quotients. It is not
known if it is closed under passing to subalgebras. One can realize a hypocompact
algebra as a result of a transfinite sequence of extensions of bicompact algebras,
but we will need a close result, see Proposition 3.48 below.
Since a quotient of a quotient of A is isomorphic to a quotient of A, the following
result is an immediate consequence of the definition of hypocompact algebras.
Corollary 3.47. A quotient of a hypocompact normed algebra (by a closed ideal)
is hypocompact.
A similar result is valid for hypofinite normed algebras.
We also need the following result.
Proposition 3.48. Let A be a normed algebra. Then A is hypocompact (respec-
tively, hypofinite) if and only if there is an increasing transfinite chain (Jα)α≤β of
closed ideals of A such that J0 = 0, Jβ = A, Jα = ∪α′<αJα′ for every limit ordinal
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α ≤ β and Jα+1/Jα is a non-zero ideal of A/Jα having a dense set of compact
(respectively, finite rank) elements of A/Jα for every ordinal α between 0 and β.
Proof. ⇒ Let us use the transfinite induction. Let J0 = 0. If we constructed Jα
and Jα 6= A then take a non-zero compact (finite rank) element b in A/Jα and
denote by K the closed ideal of A/Jα generated by b. Let us define Jα+1 as the
preimage of K in A:
Jα+1 = {c ∈ A : c/Jα ∈ K} .
Then Jα+1/Jα is topologically isomorphic to K. It remains to note that the chain
is stabilized at some step β because A has a definite cardinality. So Jβ = A. ⇐
Let I be a closed ideal of A and I 6= A. Then there is the first ordinal α′ < β
such that I is not contained into Jα′ . Then Jα ⊂ I for every α < α′, whence
∪α<α′Jα ⊂ I. So α′ has a precessor α′′: α′ = α′′ + 1. Take a ∈ Jα′\I, and let
G = {x ∈ A : ‖x− a‖ < dist (a, I)}. Then G/Jα′′ := {x/Jα′′ ∈ A/Jα′′ : x ∈ G} is
an open neighbourhood of a/Jα′′ ∈ Jα′/Jα′′ and therefore has a compact (finite
rank) element b/Jα′′ of A/Jα′′ . It is clear that b/I is a non-zero compact (finite
rank) element of A/I. So A is hypocompact (respectively, hypofinite). 
Corollary 3.49. Let B be a normed algebra, and let A be a hypocompact (re-
spectively, hypofinite) dense subalgebra of B. Then B is hypocompact (respectively,
hypofinite).
Proof. let (Jα)α≤β be a transfinite chain of ideals of A described in Proposition
3.48. Let Iα = Jα, the closure of Jα in B, for every ordinal α ≤ β. Then the
chain (Iα)α≤β satisfies the conditions of Proposition 3.48. So B is hypocompact
(respectively, hypofinite) by Proposition 3.48. 
The following result of [26] will be very useful in Section 5.
Theorem 3.50. If a Banach algebra is hypocompact then spectra of its elements
are (finite or) countable.
Our main aim here is to show that for hypocompact Banach algebras the ideal
Rt(A) coincides with the Jacobson radical Rad(A).
For a bounded subset M of a Banach algebra, set
r(M) = lim sup
n→∞
(sup {ρ(a) : a ∈Mn})1/n .
Clearly r(M) ≤ ρ(M).
This spectral characteristic, introduced (for sets of matrices) in 1992 by M. A.
Berger and Y. Wang [7], turned out to be very useful in operator theory. It was
proved in [7] that r(M) = ρ(M) for any bounded set M of matrices. In [25] the
authors showed that the same is true ifM is a precompact set of compact operators
on a Banach space. In the further works [26, 27, 30] there were obtained several
extensions of this result. Here we need the following consequence of [30, Theorem
4.11] (where only Banach algebras were considered).
Corollary 3.51. Let A be a hypocompact normed algebra. Then r(M) = ρ(M) for
each precompact subset M of A.
Proof. It is clear that r(M) and ρ(M) don’t change if pass to the completion Â.
Moreover, Â is hypocompact by Corollary 3.49. Now, appying [30, Theorem 4.11],
we get the result. 
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Theorem 3.52. If A is a hypocompact normed algebra then
Rc(A) = Rt(A) = A ∩Rad(Â).
Proof. Taking into account Corollary 3.46, we have to prove only the inclusion
A ∩ Rad(Â) ⊂ Rc(A). Since A ∩ Rad(Â) is an ideal of a hypocompact algebra A,
it is hypocompact (see Corollary 3.60). If M is a precompact subset of A∩Rad(Â)
then r(M) = 0 because all elements in ∪∞n=1M
n are quasinilpotent. By Corollary
3.51, ρ(M) = 0. So A ∩ Rad(Â) is a compactly quasinilpotent ideal of A which
implies that A ∩ Rad(Â) ⊂ Rc(A). 
Corollary 3.53. Each radical hypocompact normed algebra is tensor radical.
The following result [1, Corollary 6.2] supplies us with an important class of ex-
amples of bicompact radical Banach algebras. Our proof of radicality ofK(X)/A(X)
differs from the proof in [1].
Lemma 3.54. Let K(X) be the algebra of all compact operators on a Banach space
X, A(X) be the closure in K(X) of the ideal F (X) of finite rank operators. Then
K(X)/A(X) is a radical bicompact Banach algebra.
Proof. The fact that K(X) is bicompact follows from the mentioned result of Vala
[32]. Since the quotient of a bicompact algebra is obviously bicompact, K(X)/A(X)
is bicompact. To see that K(X)/A(X) is radical, note that all projections in K(X)
are of finite rank and therefore belong to A(X). It follows that for each a ∈ K(X)
and each spectral (= Riesz) projection p of a corresponding to a subset α ⊂ C
non-containing 0, we have that
q((1 − p)a) = q(a),
where q is the quotient map from K(X) to K(X)/A(X). Since
ρ(q((1− p)a)) ≤ ρ((1− p)a)
and ρ((1 − p)a) can be made arbitrary small by an appropriate choice of p, we
conclude that ρ(q(a)) = 0. So K(X)/A(X) consists of quasinilpotent elements. 
Recall that Riesz operators are defined [23] as operators that are quasinilpotent
modulo the compact operators.
Corollary 3.55. For every Riesz operator a ∈ B (X) and for every ε > 0, there is
m ∈ N such that dist‖·‖
B
(an,F (X)) < εn for each n > m.
Proof. Indeed, it follows from Lemma 3.54 that every Riesz operator is quasinilpo-
tent modulo the approximable operators. 
Our aim now is to show that the class of hypocompact algebras is stable under
tensor products. Let ball(A) denote the closed unit ball of A. Recall that Wa =
LaRa for every a ∈ A, and if M ⊂ A and N ⊂ B are not subspaces then M⊗N
means only the set {a⊗b : a ∈M, b ∈ N}, not its linear span. Moreover, if I is a
closed ideal of A, then M/I means the set {a/I : a ∈M} ⊂ A/I.
Lemma 3.56. Let A,B be unital Banach algebras, J a closed ideal in A⊗ˆB, I1
and I2 closed ideals in A and B respectively. Let elements a ∈ A, b ∈ B satisfy
the conditions a⊗I2 ⊂ J and I1⊗b ⊂ J . If a/I1 and b/I2 are compact elements of
A/I1 and B/I2 respectively then (a⊗b)/J is a compact element of (A⊗̂B)/J .
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Proof. Note that aAa⊗I2 = (a⊗I2)(Aa⊗1) ⊂ J and, similarly, I1⊗bBb ⊂ J .
Choose ε > 0. Let x1, ..., xn ∈ ball(A) be such that {Waxi/I1 : 1 ≤ i ≤ n} is
an ε-net in Wa(ball(A/I1)). This means that for any x ∈ ball(A) there are i ≤ n
and x′ ∈ I1 with
‖Wax−Waxi − x
′‖ < ε.
In the same way one finds y1, ..., ym ∈ ball(B) such that for each y ∈ ball(B) there
are k ≤ m and y′ ∈ I2 with
‖Wby −Wbyk − y
′‖ < ε.
Let us check that the set {(Waxi⊗Wbyk)/J : i ≤ n, k ≤ m} is a δ-net for the set
(Wa(ball(A))⊗Wb(ball(B)))/J , where δ = (‖a‖2 + ‖b‖2)ε. Indeed, for x ∈ ball(A),
y ∈ ball(B), choose i, k as above. Then we obtain that
z :=Wax⊗Wby −Waxi⊗Wbyk
= (Wax−Waxi)⊗Wby +Waxi⊗(Wby −Wbyk)
= x′⊗Wby +Waxi⊗y
′ + u⊗Wby +Waxi⊗v
where ‖u‖ < ε, ‖v‖ < ε. Since the first two summands belong to J , we conclude that
the norm of z/J inA⊗̂B/J is less than δ. We proved that (Wa(ball(A))⊗Wb(ball(B)))/J
is precompact in
(
A⊗̂B
)
/J . Since ball(A⊗̂B) is the closed convex hull of the
set ball(A)⊗ball(B), then the set (Wa⊗Wb)(ball(A⊗̂B))/J is precompact, whence
W(a⊗b)/J is compact. 
Let us say, for brevity, that an element a is compact modulo a closed ideal J if
a/J is a compact element of A/J .
Theorem 3.57. If normed algebras A and B are hypocompact then A⊗̂B is hypocom-
pact.
Proof. By Corollary 3.49, one can assume that A and B are complete. Suppose first
that A and B are unital. Let J be a proper closed ideal of A⊗̂B. We have to prove
that
(
A⊗̂B
)
/J has non-zero compact elements. Set I1 = {x ∈ A : x⊗B ⊂ J}. By
our assumption, I1 6= A (indeed, otherwise J = A⊗̂B), so there exists an element
a ∈ A\I1 which is compact modulo I1. Set I2 = {y ∈ B : a⊗y ∈ J}. Since
a /∈ I1 then I2 6= B. Let b ∈ B\I2 be an element of B compact modulo I2. By
the definition of I2, a⊗I2 ⊂ J . Furthermore, I1⊗b ⊂ J because I1⊗B ⊂ J . Hence
the assumptions of Lemma 3.56 are satisfied, therefore a⊗b is an element of A⊗̂B
compact modulo J . It is clear that a⊗b /∈ J by the choice of b. In general it suffices
to note that the unitalization A1 of a hypocompact algebra A is hypocompact and
A⊗̂B, being a closed ideal of A1⊗̂B1, is hypocompact by Corollary 3.60. 
3.10. Topological radicals. A map P which associates with every normed algebra
A a closed ideal P (A) of A is called a topological radical if P (P (A)) = P (A),
P (A/P (A)) = 0, P (I) is an ideal of A and P (I) ⊂ P (A) for every ideal I of
A, and f (P (A)) ⊂ P (B) for every morphism f : A −→ B. The meaning of
the later requirement depends on the specification of morphisms in the different
categories whose objects are normed algebras. In the applications below, open
bounded epimorphisms are included in the class of morphisms of any such category.
The study of topological radicals was initiated by [13].
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A topological radical P is called hereditary if P (I) = I ∩ P (A) for any ideal I
of each normed algebra A. A normed algebra A is called P -radical if A = P (A)
and P -semisimple if P (A) = 0.
Note [13] that the Jacobson radical rad : A 7−→ rad(A) is not a topological radical
on the class of all normed algebras, but its restriction Rad to the class of all Banach
algebras is a hereditary topological radical. This radical admits different extensions
to the class of all normed algebras which are topological radicals (see for instance
[29, Section 2.6]). One of them is the regular extension Radr : A 7−→ A ∩Rad
(
Â
)
(see [29, Section 2.8]) where Â is the completion of A. We already met this radical
in Corollary 3.46 and Theorem 3.52.
Let Rt denote the map A 7−→ Rt (A) for every normed algebra A.
Theorem 3.58. Rt is a hereditary topological radical in the category of normed
algebras morphisms of which are open bounded epimorphisms.
Proof. It follows from the results of Sections 3.4 and 3.5. 
The same was proved for the map Rc : A 7−→ Rc (A) (see [29, Theorem 4.25]).
Moreover, it was proved in [30, Theorem 3.14] (see also the short communication
[26]) that each normed algebra A has a largest hypocompact ideal Rhc(A), and the
map Rhc : A 7−→ Rhc(A) is a hereditary topological radical on the class of normed
algebras with open bounded epimorphisms as morphisms. It should be noted that
for simplicity the results of [30, Section 3.2] were formulated for Banach algebras,
but the proofs did not use the completeness.
Theorem 3.59. For every normed algebra A, there exists a largest hypofinite ideal
Rhf (A), and the map Rhf : A 7−→ Rhf (A) is a hereditary topological radical on
the class of normed algebras morphisms of which are bounded homomorphisms with
dense image.
Proof. Similar to the proof in [30, Section 3.2]. One have to replace compact alge-
bras by approximable ones and take into account that a bounded homomorphism
with dense image maps finite rank elements into finite rank elements. 
We note that Rhf -radical algebras are just hypofinite algebras as well as Rhc-
radical algebras are hypocompact algebras. Now we note the following useful con-
sequence of the heredity of radicals Rhc and Rhf .
Corollary 3.60. Every ideal of a hypocompact (respectively, hypofinite) normed
algebra is a hypocompact (respectively, hypofinite) normed algebra.
4. Multiplication operators on Banach bimodules
4.1. Banach bimodules.
4.1.1. Elementary operators. Let A,B be Banach algebras and U a bimodule over
A,B (shortly (A,B)-bimodule). Then in an obvious way U can be considered as
an (A1, B1)-bimodule. We say that U is a normed bimodule if it is a normed space
with a norm ‖·‖U and
‖aub‖U ≤ ‖a‖A ‖u‖U ‖b‖B
for every a ∈ A1, b ∈ B1 and u ∈ U .
Let La and Rb be operators on U defined by Lax = ax and Rbx = xb for every
x ∈ U . By EℓA,B(U) we denote the algebra generated by all operators La, Rb. Its
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elements are called elementary operators on U with coefficients in A,B. If A,B are
unital then EℓA,B(U) coincides with the algebra EA,B(U) generated by all LaRb.
In the general case EA,B(U) is an ideal of EℓA,B(U) which is an ideal in EA1,B1(U),
and the latter can be regarded as a unitalization of EℓA,B(U). Note also that
EℓA,B(U) = EA1,B(U) + EA,B1(U).
Clearly operators in EA,B(U) and EℓA,B(U) can be written in the form T =∑n
i=1 LaiRbi and, respectively, T = La + Rb +
∑n
i=1 LaiRbi , where a, ai ∈ A,
b, bi ∈ Bi.
One may consider U as a left (Bop)-module, where Bop is the algebra opposite
to B. Then there is a natural homomorphism ψ = ψU from A ⊗γ Bop into the
algebra B(U) of all continuous operators on U given by
ψ : z =
n∑
i=0
ai ⊗ bi 7−→
n∑
i=0
LaiRbi
for every ai ∈ A and bi ∈ B. Then
(4.1) ‖ψ (z)u‖U ≤ γ (z) ‖u‖U
for every u ∈ U , whence kerψ is closed. Since the image of ψ coincides with
EA,B(U), one may consider EA,B (U) as a quotient of A ⊗γ B
op. This induces the
quotient norm ‖·‖EA,B , or simply ‖·‖E , on EA,B (U) by
(4.2) ‖T ‖E = inf
{∑
‖ai‖A ‖bi‖B :
∑
LaiRbi = T
}
for every T ∈ EA,B (U). So EA,B (U) is a normed algebra with respect to ‖·‖E .
Proposition 4.1. If U is a normed bimodule then ‖·‖B(U) ≤ ‖·‖E on EA,B (U), so
EA,B (U) is a normed subalgebra of B (U) with respect to ‖·‖EA,B .
Proof. Indeed, if T ∈ EA,B (U) then ‖T ‖B(U) ≤ ‖T ‖E by (4.1) and (4.2). 
In a similar way one can consider EA1,B1(U) (and therefore EℓA,B(U)) as a
normed subalgebra of B (U). In the case of unital coefficient algebras A,B we
don’t distinguish EℓA,B(U) from EA,B(U).
4.1.2. Multiplication operators. A normed bimodule is called Banach if it is a Ba-
nach space. It is clear that the completion Û of a normed bimodule U is a Banach
bimodule and that one can identify EA,B (U) and EA,B
(
Û
)
.
Let U be a Banach (A,B)-bimodule. Let ÊA,B (U) be the completion of EA,B (U)
in ‖·‖E . It is clear that ÊA,B (U) is an algebra of continuous operators on U . The
operators in ÊA,B (U) are called multiplication operators on U .
Again, if U is a Banach bimodule then ÊA,B (U) ⊂ B (U) as usual, and ÊA,B (U)
is a Banach subalgebra of B (U).
Proposition 4.2. If I and J are flexible ideals of A and B respectively, then
EI,J (U) is a flexible ideal of EA,B (U), and ÊI,J (U) with the norm ‖·‖EI,J is a
Banach ideal of ÊA,B (U).
In what follows we often denote the coefficient algebras by A1, A2 instead of
A,B.
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Theorem 4.3. Let U be a Banach bimodule over normed algebras A1, A2.
(i) If A1 and A2 are hypocompact then the algebra ÊA1,A2(U) is hypocompact.
(ii) If at least one of the algebras Ai is tensor radical then ÊA1,A2(U) is tensor
radical.
(iii) If both Ai are commutative modulo the tensor radical then ÊA1,A2(U) is
commutative modulo the tensor radical.
Proof. (i) Indeed, it is easy to see that ÊA1,A2(U) is isometric to a quotient of
A1⊗̂A
op
2 . So it is hypocompact by Theorem 3.57 and Corollary 3.47. (ii) Since
ÊA1,A2(U) is isometric to the quotient of A1⊗̂A
op
2 by the kernel of the natural map
from A1⊗̂A
op
2 into B(U), the statement follows from the fact that a quotient of a
tensor radical normed algebra is tensor radical (which follows easily from Theorem
3.28). (iii) Arguing as in (ii), we have only to prove that if a normed algebra B
is commutative modulo the tensor radical then so is the quotient of B by a closed
ideal J . Let qJ : B −→ B/J be the standard epimorphism. Then
qJ(Rt(B)) ⊂ Rt(B/J)
by Theorem 3.28. Assuming that B/Rt(B) is commutative, we obtain that
[a/J, b/J ] = qJ ([a, b]) ∈ Rt(B/J)
for all a, b ∈ B. This means that B/J is commutative modulo the tensor radical. 
Corollary 4.4. Let U be a Banach bimodule over unital normed algebras A1, A2.
If A1 and A2 are hypocompact then σB(U) (T ) is (finite or) countable and
σB(U) (T ) = σÊA1,A2(U)
(T )
for every T ∈ ÊA1,A2(U).
Proof. Indeed, ÊA1,A2(U) is a unital Banach subalgebra of B (U), and σÊA1,A2(U)
(T )
is countable by Theorem 3.50. So σB(U) (T ) = σÊA1,A2 (U)
(T ) by Proposition 2.3.

Now we consider the sum ÊA1,I2(U) + ÊI1,A2(U) of Banach subalgebras of B(U)
for closed ideals Ii of Ai.
Corollary 4.5. Let Ii be a closed ideal of normed algebra Ai for i = 1, 2. If I1 and
I2 are tensor radical then the algebra ÊA1,I2(U) + ÊI1,A2(U) is tensor radical.
Proof. Since ÊI1,A2(U) and ÊA1,I2(U) are ideals of ÊA1,A2(U) and are tensor radical
by Theorem 4.3, they are contained in Rt(ÊA1,A2(U)). Since ÊA1,I2(U) + ÊI1,A2(U)
is a flexible ideal of ÊA1,A2(U), it is also tensor radical by Proposition 3.40. 
Let us consider a more general situation.
Theorem 4.6. Let Ji ⊂ Ii be ideals of Ai, i = 1, 2. Suppose that the algebras
Ii/Ji are tensor radical. Setting, for brevity, ÊI = ÊA1,I2(U) + ÊI1,A2(U) and EJ =
EA1,J2(U) + EJ1,A2(U) we have that EJ is an ideal of ÊI and the algebra ÊI/EJ is
tensor radical.
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Proof. One can clearly assume that the ideals Ii and Ji are closed in Ai for
i = 1, 2. Consider the Banach ideal K1 = (I1/J1) ⊗̂
(·)
(A2/J2) in the Banach
algebra B = (A1/J1) ⊗̂γ (A2/J2). As K1 is topologically isomorphic to a quo-
tient of (I1/J1) ⊗̂ (A2/J2) then it is tensor radical. Similarly, the Banach ideal
K2 = (A1/J1) ⊗̂
(·)
(I2/J2) in B is tensor radical. Then their flexible sum K1 +
K2 in B is tensor radical by Proposition 3.40. Hence the quotient (I1⊗̂
(·)
A2 +
A1⊗̂
(·)
I2)/J1 ⊗A2 +A1 ⊗ J2 is tensor radical because it is topologically isomor-
phic to K1 + K2 by Proposition 2.11. Consider now the natural epimorphism
ψ : I1⊗̂
(·)
A2 +A1⊗̂
(·)
I2 −→ ÊI/EJ . It is clear that J1 ⊗A2 +A1 ⊗ J2 ⊂ kerψ. So
there is a bounded homomorphism from (I1⊗̂
(·)
A2 +A1⊗̂
(·)
I2)/J1 ⊗A2 +A1 ⊗ J2
onto ÊI/EJ . This epimorphism is open by the Banach Theorem. Therefore ÊI/EJ
is tensor radical by Theorem 3.28. 
The proved result is important for applications in Section 6. Note that Corollary
4.5 can be obtained from Theorem 4.6 if one takes J1 = J2 = 0.
In the following result we preserve notation of Theorem 4.6.
Corollary 4.7. Let I and J be as in Theorem 4.6. Then ÊI ⊂ QEJ (ÊA1,A2(U)).
Thus if T ∈ ÊI then, for every ε > 0, there are m ∈ N and elementary operators
Sn ∈ EJ on U such that ‖T
n − Sn‖E < ε
n for every n > m.
Proof. Follows from Proposition 2.1. 
4.2. Operator bimodules. Let us consider the case that A1, A2 are the algebras
B(Y ), B(X) of all bounded operators on Banach spaces X,Y . Let U be a normed
subspace of B(X,Y ) of all bounded operators fromX to Y with the natural bounded
(B(Y ),B(X))-bimodule structure; we refer to it as a normed subbimodule of B(X,Y )
or, simply, a normed operator bimodule. The latter means that U is supplied with
its own norm ‖·‖U ≥ ‖·‖B = ‖·‖ and
‖axb‖U ≤ ‖a‖ ‖x‖U ‖b‖
for all a ∈ B(Y ), b ∈ B(X), x ∈ U . It is easy to see that if U is non-zero then U
contains all finite rank operators. We also may assume that
‖x‖U = ‖x‖
for every rank one operator x ∈ U .
When U is complete in ‖·‖U , one says that U is a Banach operator bimodule. In
this case, for brevity, we also denote ÊB(Y ),B(X)(U) by B̂∗ (U) and call its elements
(B)-multiplication operators on U . It is clear that B̂∗ (U) is a Banach subalgebra
of B (U) with respect to the norm ‖·‖B̂∗ = ‖·‖ÊB(Y ),B(X) .
Operator bimodules are closely related to operator ideals. If U is a Banach
operator ideal in the sense of [20], e. g. the ideal K of compact operators or the
ideal N of nuclear operators then each component U = U(X,Y ) of U is a Banach
operator bimodule. It can be proved that all Banach operator bimodules can be
obtained in this way.
4.2.1. Semicompact multiplication and (K)-multiplication operators. The algebras
Ai are semisimple so they have no radical ideals. But they can have pairs of ideals
Ji ⊂ Ii with radical quotients Ii/Ji. Indeed, Lemma 3.54 shows that this is the
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case if we take the ideals K(X), K(Y ) for Ii, and the ideals F(X), F(Y ) for Ji.
The possibility to use Theorem 4.6 is important for further applications. Before
formulate the corresponding corollaries it will be convenient to introduce special
terminology. Namely we set
K̂ 1
2
(U) = ÊB(Y ),K(X)(U) + ÊK(Y ),B(X)(U),
F 1
2
(U) = EB(Y ),F(X)(U) + EF(Y ),B(X)(U).
Note that K̂ 1
2
(U) is taken here as the sum of Banach ideals ÊB(Y ),K(X)(U) and
ÊK(Y ),B(X)(U) in B̂∗ (U) with respective flexible norm (see Proposition 2.7). Thus
K̂ 1
2
(U) consists of multiplication operators T on U of the form
∑∞
i=1 LaiRbi such
that
∑
i ‖ai‖‖bi‖ < ∞ and at least one of the operators ai or bi is compact for
every i. The norm ‖T ‖K̂ 1
2
is equal to inf
∑
i ‖ai‖‖bi‖ for all such representations of
T . We call operators in K̂ 1
2
(U) semicompact multiplication operators.
Similarly, operators in F 1
2
(U) are called semifinite elementary operators. They
are just the elementary operators
∑n
i=1 LaiRbi where ai or bi is a finite rank oper-
ator for each i.
As a concrete application of Theorem 4.6, we obtain the following
Corollary 4.8. Let U ⊂ B (X,Y ) be a Banach operator bimodule. Then the algebra
K̂ 1
2
(U) /F 1
2
(U) is tensor radical.
As a consequence we have the following
Corollary 4.9. Let U ⊂ B (X,Y ) be a Banach operator bimodule. Then
K̂ 1
2
(U) ⊂ QF 1
2
(U)(B̂∗ (U)).
Since the norm in B̂∗ (U) majorizes the operator norm in B(U), we also obtain
the following result.
Corollary 4.10. Let T be a semicompact multiplication operator on a Banach op-
erator bimodule U . Then for each ε > 0 there are m ∈ N and semifinite elementary
operators Sn on U such that ‖T n − Sn‖B(U) < ε
n for every n > m.
The other useful ideal in B̂∗ (U), namely the ideal K̂∗ (U) of (K)-multiplication
operators, is defined by
K̂∗ (U) = ÊK(Y ),K(X)(U).
In many cases, for instance when the norm of U coincides with the operator one,
K̂∗ (U) consists of compact operators on U . It is clear that K̂∗ (U) is a Banach ideal
of K̂ 1
2
(U) and B̂∗ (U) with respect to the norm ‖·‖K̂∗ = ‖·‖ÊK(Y ),K(X) .
Proposition 4.11. K̂∗ (U) is a bicompact Banach algebra for every Banach oper-
ator bimodule U .
Proof. Indeed, K̂∗ (U) is topologically isomorphic to a quotient of the projective
tensor product of bicompact algebras K (Y ) and K (X)op which is bicompact itself
by Lemma 3.56. 
Corollary 4.12. Let U be a Banach operator bimodule. Then σB(U) (T ) is (finite
or) countable and σB(U) (T ) ∪ {0} = σK̂∗(U) (T ) ∪ {0} = σB̂∗(U) (T ) ∪ {0} for every
T ∈ K̂∗ (U).
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Proof. Indeed, K̂∗ (U) is a Banach subalgebra of B (U) and is a Banach ideal of
B̂∗ (U). Since σK̂∗(U) (T ) is countable by [1, Theorem 4.4], then it is easy to see
that σB(U) (T ) ∪ {0} = σK̂∗(U) (T ) ∪ {0} by Proposition 2.3. Further, we have that
σK̂∗(U) (T ) ∪ {0} = σB̂∗(U) (T ) ∪ {0} by Remark 2.4. 
4.2.2. (N )-multiplication operators and trace. The norms and spectra of elementary
operators were studied in many works. Here we would like to mention a simple
formula for their traces.
Let N be the operator ideal of nuclear operators. Recall that every operator
a ∈ N (X,Y ) has a representation
∑
fi ⊗ xi with
∑
‖fi‖ ‖xi‖ < ∞ for fi ∈ X∗
and xi ∈ Y . The nuclear norm ‖·‖N is given by
‖a‖N = inf
{∑
‖fi‖ ‖xi‖ :
∑
fi ⊗ xi = a
}
.
So, as is well known, the projective tensor product X∗⊗̂γY is identified with
N (X,Y ). If X = Y , then the trace of a is defined by
trace (a) =
∑
fi (xi) .
Let U ⊂ B(X,Y ) be a Banach operator bimodule. One can define the ideal
N∗ (U) of (N )-multiplication operators by
N̂∗ (U) = ÊN (Y ),N (X)(U)
with respect to the norm ‖·‖N̂∗ = ‖·‖ÊN(Y ),N(X) .
Proposition 4.13. Every (N )-multiplication operator T on U is nuclear. If T =∑
LaiRbi with
∑
‖ai‖N ‖bi‖N <∞ for ai, bi ∈ N , then
trace (T ) =
∑
i
trace (ai) trace (bi) .
Proof. Assume first that a = f ⊗x and b = g⊗ y are rank one operators. For every
u ∈ U , we obtain that
(f ⊗ x)u (g ⊗ y) = f (uy) g ⊗ x.
It is clear that the map u 7−→ f (uy) is a bounded linear functional on U . Indeed,
|f (uy)| ≤ ‖f‖ ‖u‖ ‖y‖ ≤ (‖f‖ ‖y‖) ‖u‖U .
In the same time, g ⊗ x ∈ U for every g ∈ X∗ and x ∈ Y . So LaRb is a rank
one operator. This also shows that if ai and bi are nuclear then LaiRbi is nuclear,
because an absolutely convergent series of nuclear operators is nuclear. Therefore
T is nuclear by the same reason. Clearly
trace (Lf⊗xRg⊗y) = f ((g ⊗ x) y) = f (x) g (y) = trace (f ⊗ x) trace (g ⊗ y) .
Therefore, for nuclear ai =
∑
fj ⊗ xj and bi =
∑
gk ⊗ yk, we obtain that
trace(LaiRbi) =
∑
j,k
trace(Lfj⊗xjRgk⊗yk) =
∑
j,k
trace(fj ⊗ xj)trace(gk ⊗ yk)
= trace(ai)trace(bi),
whence
trace (T ) =
∑
trace (LaiRbi) =
∑
trace (ai) trace (bi) .

TOPOLOGICAL RADICALS, II. 37
4.3. Some constructions related to multiplication operators.
4.3.1. Integral operators. Let U ⊂ B(X,Y ) be a Banach operator bimodule. As-
sume first that U is reflexive as a Banach space. Let (Ω, µ) be a measure space, and
let L
B(Y )
2 (Ω, µ) be the space of all measurable B(Y )-valued functions a : ω 7−→ a(ω)
with the norm
‖a‖L2 =
∫
Ω
‖a(ω)‖2 dµ <∞.
For any two functions ω 7−→ a(ω) ∈ L
B(Y )
2 (Ω, µ) and ω 7−→ b(ω) ∈ L
B(X)
2 (Ω, µ),
one can define an operator Ta,b on U by means of the Bochner integral [15, Section
3.3.7]
Ta,b(x) =
∫
Ω
a(ω)xb(ω)dµ.
Note that one may define L
K(Y )
2 (Ω, µ) if replace B (Y ) by K (Y ), and consider
L
K(Y )
2 (Ω, µ) as a subspace of L
B(Y )
2 (Ω, µ).
Proposition 4.14. Let U ⊂ B(X,Y ) be a Banach operator bimodule, and let U
be reflexive as a Banach space. Then Ta,b ∈ ÊB(Y ),B(X) and ‖Ta,b‖ÊB(Y ),B(X) ≤
‖a‖L2 ‖b‖L2 . If in particular ω 7−→ a(ω) ∈ L
K(Y )
2 (Ω, µ) (respectively, ω 7−→ b(ω) ∈
L
K(X)
2 (Ω, µ)) then Ta,b ∈ ÊK(Y ),B(X) and ‖Ta,b‖ÊK(Y ),B(X) ≤ ‖a‖L2 ‖b‖L2 (respec-
tively, Ta,b ∈ ÊB(Y ),K(X) and ‖Ta,b‖ÊB(Y ),K(X) ≤ ‖a‖L2 ‖b‖L2).
Proof. Let an(ω) ∈ L
B(Y )
2 (Ω, µ) be a sequence of simple functions that tend to a(ω)
in norm of L
B(Y )
2 (Ω, µ). Clearly Ta,b is the limit of operators Tan,b in the norm
topology of B(U). Each an is a finite sum of functions kiϕi(t), where ki ∈ B(Y )
and ϕi is the characteristic function of a measurable set Λi ⊂ Ω. Hence
Tan,b =
∑
i
LkiRti
where ti =
∫
Λi
b(t)dµ ∈ B (X). Therefore Tan,b ∈ EB(Y ),B(X) and
‖Tan,b‖ÊB(Y ),B(X) ≤ ‖an‖L2‖b‖L2.
It follows from this that the sequence of operators Tan,b is fundamental in ÊB(Y ),B(X),
so it tends to some element T ∈ ÊB(Y ),B(X), and ‖T ‖ÊB(Y ),B(X) ≤ ‖a‖L2‖b‖L2. By
the above, T = Ta,b and we are done. The other statements are proved similarly. 
Let a ∈ L
K(Y )
2 (Ω, µ), b ∈ L
K(X)
2 (Ω, µ), s ∈ L
B(Y )
2 (Ω, µ), t ∈ L
B(X)
2 (Ω, µ). Then
the operator Ta,b,s,t defined on a Banach operator bimodule U ⊂ B(X,Y ) by the
formula
Ta,b,s,t(x) =
∫
I
a(ω)xt(ω)dµ +
∫
I
s(ω)xb(ω)dµ,
is called an integral semicompact operator. Indeed, it follows from Proposition 4.14
that this operator is semicompact multiplication operator.
If we wish to remove the restriction of reflexivity of U and still have that Ta,b,s,t
belongs to K̂ 1
2
(U), we should impose continuity conditions which allow us to deal
with Riemann integral sums (see for instance [15, Section 3.3.7]). For brevity we
will formulate the corresponding result in a form which is far from the most general.
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Theorem 4.15. Let U ⊂ B(X,Y ) be a Banach operator bimodule, and let (Ω, µ) =
(I, µ), where µ is a regular measure on an interval I ⊂ R. Then every integral
semicompact operator Ta,b,s,t belongs to K̂ 1
2
(U) and
‖Ta,b,s,t‖K̂ 1
2
(U) ≤ ‖a‖L2‖t‖L2 + ‖b‖L2‖s‖L2.
4.3.2. Matrix multiplication operators. Let (Tji)
n
j,i=1 be a matrix of multiplication
operators on a Banach operator bimodule U ⊂ B(X,Y ). It defines an operator
T = [Tij ] on U
(n) by the formula
T (x1, ..., xn) = (y1, ..., yn) where yi =
∑
j
Tijxj .
Let us denote the algebra of all such operators by Mn(ÊB(X),B(Y )(U)). Also, by
Mn(K̂ 1
2
(U)) we denote the ideal of Mn(ÊB(X),B(Y )(U)) which consists of all opera-
tors T = [Tij ] with Tij ∈ K̂ 1
2
(U) for 1 ≤ i, j ≤ n. In a similar way we define the
subspace Mn(F 1
2
(U)) of Mn(K̂ 1
2
(U)). The closure Mn(F 1
2
(U)) of Mn(F 1
2
(U)) in
Mn(K̂ 1
2
(U)) is an ideal of Mn(K̂ 1
2
(U)).
Theorem 4.16. Let U ⊂ B(X,Y ) be a Banach operator bimodule. Then the algebra
Mn(K̂ 1
2
(U))/Mn(F 1
2
(U)) is tensor radical.
Proof. The algebra Mn(K̂ 1
2
(U)) is topologically isomorphic to Mn ⊗γ (K̂ 1
2
(U)),
where Mn is the algebra of n × n matrices. Furthermore, the algebra Mn(F 1
2
(U))
is topologically isomorphic to Mn ⊗γ F 1
2
(U). Hence, for every Banach algebra A,
we have that(
Mn
(
K̂ 1
2
(U)
)
/Mn
(
F 1
2
(U)
))
⊗̂A ∼=
((
Mn ⊗γ K̂ 1
2
(U)
)
/
(
Mn ⊗γ F 1
2
(U)
))
⊗̂A
∼=
(
Mn ⊗γ
(
K̂ 1
2
(U)/F 1
2
(U)
))
⊗̂A
∼=
(
K̂ 1
2
(U)/F 1
2
(U)
)
⊗̂ (Mn ⊗γ A)
The latter algebra is radical because K̂ 1
2
(U)/F 1
2
(U) is tensor radical by Corollary
4.8. 
5. Multiplication operators on algebras satisfying compactness
conditions
In this section we consider elementary and multiplication operators in the most
popular meaning: as elementary and multiplication operators with coefficients in a
Banach algebra acting on the algebra itself. In terms of the previous section, we
consider the case A1 = A2 = U = A, that is we regard A as an A-bimodule. For
brevity we remove the indication of a bimodule in our standard notation for the
multiplication algebra: we write ÊA,A instead of ÊA,A(A) (taking the occasion to
use ÊI,J for ideals I, J ⊂ A). Furthermore, we denote the algebra of all elementary
operators on A by Eℓ(A) instead of EℓA,A(A).
To make our assumptions more concrete we impose various compactness condi-
tions on A. As we know, even the weakest of them, the hypocompactness of A,
implies that Rad(A) coincides with Rt(A).
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5.1. Multiplication operators on algebras commutative modulo the rad-
ical. Since radical hypocompact Banach algebras are tensor radical, we can apply
results of Section 4.
Corollary 5.1. If A is a hypocompact Banach algebra then the algebra ÊRad(A),A+
ÊA,Rad(A) is tensor radical and hypocompact.
Proof. The first statement follows from Corollary 4.5. Arguing as in the proof of
Theorem 4.3 with using Theorem 3.57 and Corollary 3.47, we prove the second
statement. 
In particular all elementary operators La + Rb +
∑n
i=1 LaiRbi with ai or bi in
Rad(A) for each i are quasinilpotent elements of ÊA,A. Since the norm in ÊA,A
majorizes the operator norm, they are quasinilpotent operators on A.
Below by spectra of elementary operators we mean their spectra in the algebra
B(A) of all bounded operators on A. Clearly the unitalization Eℓ(A)1 of Eℓ(A)
consists of elements of the form
∑n
i=1 LaiRbi where ai, bi ∈ A
1.
Theorem 5.2. Let A be a hypocompact Banach algebra. If u =
∑n
i=1 LaiRbi ∈
Eℓ(A)1, v =
∑m
j=1 LcjRbj ∈ Eℓ(A)
1 and all commutators [ai, cj ] and [bi, dj ] belong
to Rad(A) then
(5.1) σ(u + v) ⊂ σ(u) + σ(v)
and
(5.2) σ(uv) ⊂ σ(u)σ(v).
Proof. Let us denote A1 by B and Rad(A) by J for brevity. Let C = B⊗̂Bop and
E = J⊗Bop+B⊗Jop. As J = Rt(A) by Theorem 3.52, we have that E ⊂ Rad(C).
Setting u′ =
∑
i ai⊗bi and v
′ =
∑
j cj⊗bj , we have that [u
′, v′] ∈ E (because
[a⊗b, c⊗d] = [a, c]⊗bd+ ca⊗[b, d]). So these elements commute modulo the radical
of C. Let φ : C −→ B(A) be the homomorphism sending a ⊗ b to LaRb for every
a, b ∈ B. Then the algebra D = φ(C) supplied with the norm of the quotient
C/ kerφ is a Banach subalgebra of B(A). The elements u = φ(u′) and v = φ(v′)
commute modulo φ(Rad(C)) ⊂ Rad(D). Hence
(5.3) σD(u+ v) ⊂ σD(u) + σD(v)
and
(5.4) σD(uv) ⊂ σD(u)σD(v),
where σD(x) denotes the spectrum of x ∈ D with respect to D. As C is hypocom-
pact by Theorem 3.57, and D is isomorphic to a quotient of C, then D is hypocom-
pact by Corollary 3.47. By Theorem 3.50, σD(u) and σD(v) are finite or countable.
Using Proposition 2.3, we get that σD(u) = σ(u) and σD(v) = σ(v). So the inclu-
sions (5.3) and (5.4) imply (5.1) and (5.2). 
Let A be a Banach algebra. Recall that the center modulo the radical or “Rad-
center” ZRad(A) is the set {a ∈ A : [a, x] ∈ Rad(A) for all x ∈ A}.
Corollary 5.3. If A is a hypocompact Banach algebra and u ∈ LZRad(A)RA +
LARZRad(A) then inclusions (5.1) and (5.2) hold for all v ∈ Eℓ(A).
Let us call a subalgebra B of a Banach algebra spectrally computable if inclusions
(5.1) and (5.2) hold for all elements u, v ∈ B.
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Corollary 5.4. If A is a hypocompact Banach algebra commutative modulo the
radical then Eℓ(A) is a spectrally computable subalgebra of B (A).
Remark 5.5. In virtue of Corollary 4.4 and by continuity of the spectrum on
operators with countable spectra, the previous results as well as the results of
Section 5.2 can be extended to multiplication operators. But we prefer to present
them in less general and more traditional setting of elementary operators.
5.2. Engel algebras. A Banach Lie algebra L is called Engel if all operators
adL(a) : x → [a, x] on L are quasinilpotent. This is a natural functional-analytic
extension of the class of nilpotent Lie algebras because the latter can be defined as
Lie algebras for which all operators adL (a) are nilpotent of some restricted order
[38]. A Banach algebra A is said to be Engel if it is Engel as a Banach Lie algebra
that is if all operators La −Ra are quasinilpotent. It is proved in [28, Proposition
5.21] (and can be easily deduced from a more general result of Aupetit and Mathieu
[3]) that all Engel Banach algebras are commutative modulo the radical. We call
A strongly Engel if
σ
(
n∑
i=1
LaiRbi
)
⊂ σ
(
n∑
i=1
aibi
)
for all ai, bi ∈ A
1 and n ∈ N. It will be shown below that for hypocompact Banach
algebras these notions coincide.
Theorem 5.6. Let A be a hypocompact Banach algebra commutative modulo the
radical. Suppose that A is generated (as a Banach algebra) by a subset M such that
the operators La −Ra are quasinilpotent for all a ∈M . Then A is strongly Engel.
Proof. By Corollary 5.4, the algebra Eℓ(A) is spectrally computable. Using this
fact, it can be easily shown that the set E of all a ∈ A, for which σ(La−Ra) = {0}
is a subalgebra of A. Indeed, if a, b ∈ E then
σ(La+b −Ra+b) = σ(La −Ra + Lb −Rb)
⊂ σ(La −Ra) + σ(Lb −Rb) = {0},
so a+ b ∈ E. Furthermore,
σ(Lab −Rab) = σ(La(Lb −Rb) + (La −Ra)Rb +Rab−ba)
⊂ σ(La)σ(Lb −Rb)) + σ(La −Ra)σ(Rb) + σ(Rab−ba) = {0}
whence ab ∈ E. Since A is generated by M and M ⊂ E, the subalgebra E is dense
in A. Since A is hypocompact, its elements have countable spectra by Theorem
3.50 and therefore the spectra of all operators La − Ra are countable. Hence they
are the points of continuity of the spectral radius. It follows that E is closed whence
E = A. We proved that A is an Engel algebra. To see that A is strongly Engel,
note that an operator
∑n
i LaiRbi can be written as
∑n
i Lai(Rbi −Lbi) +Lc, where
c =
∑n
i aibi. Since Eℓ(A) is spectrally computable and σ(Rbi − Lbi) = {0}, we
obtain that
σ
(
n∑
i
LaiRbi
)
⊂ σ(Lc) ⊂ σ(c).

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Corollary 5.7. Let A be a hypocompact Banach algebra generated by an Engel
closed Lie subalgebra L. Then A is a strongly Engel Banach algebra commutative
modulo the radical.
Proof. Without loss of generality, we consider the case when A is unital and gen-
erated as a Banach algebra by L and the identity element 1. Let us show first that
all operators La − Ra with a ∈ L are quasinilpotent on A (by our assumptions,
they are quasinilpotent on L). Indeed, they are bounded derivations of A and their
spectra are countable (because spectra of elements of A are countable by Theorem
3.50). By [28, Corollary 3.7], they are quasinilpotent on the closed subalgebra of A
generated by L, that is on A. Taking into account Theorem 5.6, we have only to
prove that A is commutative modulo the radical. Let π be a strictly irreducible rep-
resentation of A on X . We will obtain a contradiction assuming that dim(X) > 1.
Changing A by A/ kerπ, one may suppose that π is faithful. We already know that
spectra of elements of A are countable. Now we claim that the spectra of elements
of L are one-point. Indeed, if σ (a) is not a singleton for some element a ∈ L then it
is not connected and, by [28, Proposition 3.16], a has a non-trivial Riesz projection
p commuting with L. Hence p is in the center of A, which is impossible, because
A is a primitive Banach algebra. Define the function h : L −→ C by h (a) = λ if
σ (a) = {λ}, for every a ∈ L. We claim that h is a character of L, i.e. h is a bounded
linear functional on L that vanishes on [L,L]. Indeed, by using Proposition 3.48,
one can find a proper closed ideal J of A such that A/J is a compact Banach alge-
bra. As 1/J is a compact element, then clearly it is a finite rank element. Hence
A/J is finite-dimensional. As σ (a/J) ⊂ σ (a) for every a ∈ L, then one can define
the function g : L/J −→ C by g (a/J) = λ if σ (a/J) = {λ} for every a ∈ L. It is
clear that g (a/J) = h (a) for every a ∈ L and L/J is a nilpotent Lie subalgebra
of A/J , whence A/J is commutative modulo the radical by the Engel theorem and
g is a character of L/J . So h is a character of L. Now, replacing every element a
of L with σ (a) = {λ} by a− λ, one may assume that L consists of quasinilpotent
elements. Then
G = exp(L) = {exp(a) : a ∈ L}
is a group by [37], and σ(b) = {1} for each b ∈ G. It follows that r(M) = 1 for
every precompact subset M of G. By Corollary 3.51, ρ(M) = 1. In particular,
(5.5) ρ(M ∪ {1, exp (λa)}) = 1
for every a ∈ L and λ ∈ C. Choose an arbitrary element a ∈ L and define the
function f on C by f(λ) = ρ(M(exp(λa)− 1)/λ) for a fixed precompact subset M
of G. This function is subharmonic by [25, Theorem 3.5] and tends to zero when
λ→∞, because
ρ (M (exp(λa)− 1)) ≤ ρ((M ∪ {1}) exp(λa)−M ∪ {1})
≤ ρ((M ∪ {1, exp(λa)})2 − (M ∪ {1, exp(λa)})2)
≤ ρ
(
2 abs
(
(M ∪ {1, exp(λa)})2
))
= 2ρ
(
(M ∪ {1, exp(λa)})2
)
= 2ρ (M ∪ {1, exp(λa)})2 = 2,
by (5.5), where abs (S) denotes the absolutely convex hull of a bounded set S ⊂ A
and the equality ρ (abs (S)) = ρ (S) [25, Proposition 2.6] easily follows from the
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characterization of ρ (S) as infimum of ‖S‖′ when ‖·‖′ runs over all algebra norms
equivalent to given one. Hence f is constant and, moreover, f(λ) = 0 for all λ. In
particular, f(0) = 0, whence it is easy to see that
ρ(aM) = 0.
Now if an element x belongs to the linear span of M then
ρ(ax) = 0
by Lemma 3.44. Since linear span lin(G) of G is a subalgebra of A and the closure
of lin(G) contains L, we conclude that lin(G) is dense in A. The previous argument
shows that
ρ(ax) = 0
for all x ∈ lin(G). Since spectra of elements of A are countable, the spectral radius
is continuous on A, whence
ρ(ax) = 0
for all x ∈ A. This means that a ∈ Rad(A). So L ⊂ Rad(A) and the closed algebra
generated by L is radical. Then dim(X) = 1, a contradiction. 
5.3. Generalized multiplication operators. It follows from the above that if A
is a radical hypocompact algebra then all operators in Eℓ (A) and, more generally,
in ÊA,A are quasinilpotent. Here we discuss the possibility to extend this result to
operators in the norm-closure Mul(A) of Eℓ (A) in B(A). Note first of all that it
is an open problem if Mul(A) is radical even for bicompact A (and even for the
case that A is a radical closed algebra of compact operators). We call elements of
Mul(A) generalized multiplication operators.
Theorem 5.8. If A is a compact algebra and J = Rad(A) then the closed ideal
I generated by LJRA ∪ LARJ is contained in Rad(Mul(A)). As a consequence,
LJ +RJ + I consists of quasinilpotents.
Proof. Since A is compact, La2Rb is compact for any a, b ∈ A. Indeed, since
LaRb + LbRa = 1/2(La+bRa+b − La−bRa−b)
is a compact operator, the same is true for
La2Rb = La(LaRb + LbRa)− (LaRa)Lb.
Now it follows from Corollary 5.1 that if b ∈ J then La2RbT is a compact quasinilpo-
tent operator for every elementary operator T on A. By continuity of the spectral
radius, the same is true for all T ∈ Mul(A). Hence La2Rb ∈ Rad(Mul(A)). By the
Nagata-Higman theorem (for n = 2), every product a1a2a3 of elements of A can be
represented as a finite combination of elements of form x2y and uv2. Since clearly
Lx2yRb, Luv2Rb ∈ Rad(Mul(A)), then
LA3RJ ⊂ Rad(Mul(A)).
This implies that
(LARJ )
3 ⊂ Rad(Mul(A)).
As the Jacobson radical of a Banach algebra is closed, we obtain that LARJ consists
of quasinilpotent operators. Since LARJ is an ideal of Mul(A), then
LARJ ⊂ Rad(Mul(A)).
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We proved that LARJ ⊂ Rad(Mul(A)). Similarly, we have that
LJRA ⊂ Rad(Mul(A)).
Hence I ⊂ Rad(Mul(A)). Then LJ + RJ + I consists of quasinilpotents if and
only if LJ/I + RJ/I consists of quasinilpotents in Mul(A)/I. The last is obvious
because La/I and Rb/I commute for every a, b ∈ A and are quasinilpotents for
every a, b ∈ J . 
Let us denote by Mul2(A) the closed subalgebra of Mul(A) generated by all
operators LaRb, where a, b ∈ A.
Corollary 5.9. If a radical Banach algebra A is compact then
Mul2(A) ⊂ Rad(Mul(A)).
As a consequence, the algebra Eℓ(A)+Mul2(A) consists of quasinilpotent operators.
5.4. Permanently radical algebras. Let us call a class P of Banach algebras
permanent if for each A ∈ P and each bounded homomorphism f : A −→ B
with dense image, the algebra B is also in P . Examples of permanent classes are
commutative algebras, separable algebras, finite-dimensional algebras, amenable
algebras, algebras with bounded approximate identities.
An example of Dixon [13, Example 9.3] shows that the class of all radical Banach
algebras is not permanent. We say that a Banach algebra A is permanently radical
if for every bounded homomorphism f : A −→ B the closure of the image f(A) in
B is a radical Banach algebra.
It follows from (i) of the following theorem that the class of all permanently
radical Banach algebras is permanent. We also show that it is extension stable.
Theorem 5.10. Let A be a Banach algebra.
(i) If A is permanently radical then so is g (A) for every bounded homomor-
phism g : A −→ B of Banach algebras.
(ii) If a closed ideal J and the quotient A/J of A are permanently radical then
A is permanently radical.
(iii) If {Iα}α∈Λ is an increasing net of permanently radical closed ideals in A
and ∪α∈ΛIα is dense in A then A is permanently radical.
Proof. (i) Let C = g (A) and f : C −→ D be a bounded homomorphism of Banach
algebras with f(C) = D. Then f◦g is a bounded homomorphism A −→ D with
dense image. If A is permanently radical then D is radical. (ii) Let f : A −→ B
be a bounded homomorphism with f(A) = B. Then I := f(J) is a radical ideal
of B. Hence I ⊂ Rad(B), whence g = qRad(B)◦f is a bounded homomorphism of
A into C = B/Rad(B) and I ⊂ ker g. Thus there is a bounded homomorphism
h : A/J → C such that g = h◦qJ . As C = h(A/J), C is radical. Then C = 0,
whence B is radical. (iii) If f : A → B is a bounded homomorphism with dense
image then all f(Iα) are radical ideals of B. Hence f(Iα) ⊂ Rad(B), for each α,
and f(A) ⊂ Rad(B) by density. Thus B = Rad(B). 
Remark 5.11. It is not clear if (ii) may be reversed. It follows from (i) that a
quotient of a permanently radical Banach algebra is permanently radical, but what
one can say about ideals?
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Clearly the class of all permanently radical Banach algebras contains all radical
commutative Banach algebras and all finite-dimensional radical algebras.
Theorem 5.12. Every radical hypofinite Banach algebra A is permanently radical.
Proof. Let us show first that each topologically irreducible representation π of A on
a Banach space X is zero. Indeed, assume that π 6= 0 and let J = kerπ, then A/J
contains a non-zero finite rank element a/J . Since π(a) 6= 0 there is 0 6= x ∈ X with
π(a)x 6= 0, whence π(A)π(a)x is a dense subspace of X . Since π(a)π(A)π(a)x =
π(aAa)x is a finite-dimensional subspace, we conclude that dim(π(a)X) <∞. Let
I = π(A) ∩F(X), this is a non-zero ideal of π(A). Hence I has no closed invariant
subspaces. On the other hand, I consists of nilpotent operators (indeed, if a finite
rank operator is the image of a quasinilpotent element under a representation then
it is nilpotent). By the Lomonosov Theorem [18] (or by an earlier result of Barnes
[5]), I has an invariant subspace. This contradiction shows that π = 0. Let now
f : A −→ B be a continuous homomorphism with dense image. If π is a strictly
irreducible representation ofB then π◦f is a topologically irreducible representation
of A whence π ◦ f = 0 and π = 0. This shows that B is radical. 
Corollary 5.13. If A is a hypofinite Banach algebra then Rad(A) is permanently
radical.
Proof. Rad(A) is a hypofinite Banach algebra, because it is an ideal of A (see
Corollary 3.60). So apply Corollary 5.12. 
It would be convenient to formulate a result established in the proof of Theorem
5.12 as follows.
Proposition 5.14. Each topologically irreducible representation of a radical hy-
pofinite Banach algebra is trivial.
Is any radical bicompact Banach algebra permanently radical? Note that the
positive answer would imply that all hypocompact radical Banach algebras are
permanently radical. But even if the answer is affirmative it needs another approach
because the following result shows that Proposition 5.14 doesn’t extend to radical
hypocompact algebras.
Theorem 5.15. There is a radical bicompact, singly generated Banach algebra
A with a non-trivial topologically irreducible contractive representation by bounded
operators.
Proof. Let T be a quasinilpotent operator on a Banach space X without non-trivial
closed invariant subspaces (the existence of such operators is a famous example by
Read [19]). Let B be the subalgebra of B(X) generated by T . It follows from
Bonsall’s theorem [8, Theorem 3] that there is an algebra norm ‖ · ‖′ on B such
that
1) ‖a‖ ≤ ‖a‖′ for each a ∈ B,
2) the completion A of B in ‖·‖′ is a Banach subalgebra of B (X),
3) the element b of A corresponding to T is compact.
Since A is generated by b, it is a bicompact, singly generated Banach algebra. As
every compact element of a Banach algebra has countable spectrum by [1, Theorem
4 .4], σA (b) = σ (T ) by Proposition 2.3(ii). Hence b is a quasinilpotent element of A,
and A is radical. As A is embedded into B (X), let π be the natural representation
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of A by bounded operators on X . Then π(b) = T , and π is topologically irreducible
and contractive. 
Theorem 5.16. If A is a compact Banach algebra and Rad(A) is permanently
radical, then LRad(A) ∪RRad(A) ⊂ Rad(Mul(A)).
Proof. Let I = Rad(Mul(A)), C = Mul(A)/I and q = qI . Define φ : Rad(A) → C
by φ(a) = q(La) for any a. Then the algebra φ(Rad(A)) is radical. For any
a ∈ Rad(A) and T ∈ Eℓ(A), we have that
LaT ∈ LRad(A) + LRad(A)RA ⊂ LRad(A) +Rad(Mul(A))
by Theorem 5.8. It follows that q(LaT ) ∈ φ(Rad(A)). By continuity, the same
is true for all T ∈ Mul(A). Thus all q(LaT ) are quasinilpotent. This shows that
LRad(A)Mul(A) consists of quasinilpotents, whence LRad(A) ⊂ Rad(Mul(A)). Simi-
larly, we have that RRad(A) ⊂ Rad(Mul(A)). 
Corollary 5.17. If A is an approximable Banach algebra then
LRad(A) ∪RRad(A) ⊂ Rad(Mul(A)).
Proof. Clearly A is compact. Furthermore, Rad(A) is permanently radical by
Corollary 5.13. 
Corollary 5.18. If A is an approximable Banach algebra and A is commutative
modulo Rad(A), then Mul(A) is commutative modulo Rad(Mul(A)).
Proof. For all a, b ∈ A, [La, Lb] = L[a,b] ∈ LRad(A) ⊂ Rad(Mul(A)) and, similarly,
[Ra, Rb] ∈ Rad(Mul(A)). Since also [La, Rb] = 0 ∈ Rad(Mul(A)), we get that
Mul(A)/Rad(Mul(A)) is commutative. 
5.5. Chains of closed ideals. Now we consider invariant subspaces of the algebras
of elementary operators. It was proved by Wojtyn´ski [36] that the well known
problem of the existence of a non-trivial closed ideal in a radical Banach algebra
has the positive answer if the algebra has a non-zero compact element. The proof of
this fact, based on the invariant subspace theorem for Volterra semigroups is given
in [31]. The following theorem presents another proof and a slightly more general
formulation of this result.
Recall that a central multiplier on a Banach algebra A is a bounded linear
operator on A commuting with left and right multiplications.
Theorem 5.19. If a radical Banach algebra A has a non-zero compact element
then either the multiplication in A is trivial or A has a closed ideal invariant under
all central multipliers.
Proof. Let an element a ∈ A be compact. Then I = {b : LaRb ∈ K(A)} is a non-
zero closed ideal in A invariant under central multipliers. So we have to assume
that I = A. Setting J = {c : LcRb ∈ K(A)} for all b ∈ A, we similarly reduce
to the case that J = A. In other words, we may suppose that A is bicompact.
Recall that a subspace invariant under an algebra of operators and its commutant
is called hyperinvariant for this algebra. Note that the set of all central multipliers
is the commutant of Mul(A). So our aim is to show that Mul(A) has a non-trivial
hyperinvariant subspace. Since Mul2(A) is an ideal in Mul(A) it suffices to show
the same for Mul2(A) (see for example [31]). By Corollary 5.9, Mul2(A) is a radical
algebra of compact operators. Hence it has a hyperinvariant subspace by [24]. 
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Is this possible to strengthen the result and to prove the existence of a total
chain of closed ideals? We will show that the answer to this question is negative.
Recall that a chain (i.e. a set linearly ordered by the inclusion) N of closed
subspaces of a Banach space X is total if it is not contained in a larger chain of
subspaces. This is equivalent to the conditions that N is complete and for any
elements Y1 ⊂ Y2 of N, either dim(L2/L1) = 1 or there exists an intermediate
subspace in N.
Let us call by a gap in the lattice of closed ideals of a Banach algebra A a
pair I1 ⊂ I2 of closed ideals without intermediate ideals, and in this case the
quotient I2/I1 is called a gap-quotient of the lattice. It is easy to show by transfinite
induction that if dim(I2/I1) = 1 for any gap, then A has a total chain of closed
ideals (moreover, each chain of ideals extends to a total one).
An example of a gap is a pair (0, I) where I is a minimal closed ideal. So if each
chain of closed ideals in A extends to a total one then each minimal closed ideal is
one-dimensional. We show now that these properties can fail in the class of radical
bicompact algebras. Then it will be shown that for radical hypofinite algebras the
situation is different.
Theorem 5.20. (i) There is a radical bicompact Banach algebra without a
total chain of closed ideals.
(ii) A radical bicompact Banach algebra can have an infinite-dimensional min-
imal closed ideal.
Proof. Let A be a commutative bicompact radical Banach algebra with a topologi-
cally irreducible representation π : A −→ B(X) (see Theorem 5.15). On the Banach
space B = A⊕X with the norm ‖a⊕x‖ = max{‖a‖, ‖x‖} introduce a multiplica-
tion by (a⊕x)(b⊕y) = ab⊕π(a)y. Then B is a Banach algebra. Since (a⊕x)n =
an⊕π(an−1)x, then ‖(a⊕x)n‖ ≤ (‖a‖ + ‖x‖)‖an−1‖ for every n > 0, whence B is
radical. We show that B is a bicompact algebra. For any a⊕x, b⊕y ∈ B, the opera-
tor T = La⊕xRb⊕y maps any c⊕z into acb⊕π(ac)y. As ball(B) = ball(A)⊕ball(X),
we obtain that
T (ball(B)) ⊂ LaRb(ball(A))⊕π(La(ball(A))y).
As all operators LaRb in A are compact, it suffices to prove the precompactness
of the set π(La(ball(A))y). In other words, we have to show that any operator
Sy : c 7−→ π(ac)y is compact. If take y ∈ π(A)X with y = π(d)z for some d ∈ A
and z ∈ X , then Sy is compact because it decomposes through LaRd. It follows
that Sy is compact for any y in the linear span Y of π(A)X . But Y is dense in X
because it is invariant for π(A). Hence for any y ∈ X there is a sequence yn → y in
Y . It follows that ‖Sy−Syn‖ → 0, so Sy is compact for every y ∈ X . The subspace
I = 0⊕X is a closed ideal of B and it follows easily from topological transitivity
of π that I is a minimal closed ideal. Moreover, each non-zero closed ideal J of
B contains I. Indeed, J cannot be a subspace of I. Hence there is a⊕x ∈ J with
a 6= 0. But then
0⊕π(b)π(a)y = (b⊕0)(a⊕x)(0⊕y) ∈ J
for any b ∈ A, y ∈ X , whence I ⊂ J . We see that B has no total chains of closed
ideals and has an infinite-dimensional minimal closed ideal. 
In the remaining part of the section we obtain some “affirmative” results.
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Lemma 5.21. If A is a radical compact Banach algebra and J ⊂ I is a gap of
closed ideals of A then AI ⊂ J or IA ⊂ J .
Proof. Assume the contrary. Then AI = IA = I (otherwise we obtain an inter-
mediate ideal) whence AIA = I. One may assume that dim(I/J) > 1 because
otherwise the statement is trivial. Let π be the natural representation of Mul(A)
on the space X = I/J . It is topologically irreducible because if Y is an invariant
closed subspace of π then {x ∈ I : x/J ∈ Y } is a closed ideal between J and I.
By Corollary 5.9, the algebra Mul2(A) is contained in the radical of Mul(A). If
π(Mul2(A)) contains a non-zero compact operator then it has a non-trivial invari-
ant closed subspace by the Lomonosov Theorem [18]. As π(Mul2(A)) is an ideal of
π(Mul(A)), this implies that π(Mul(A)) has a non-trivial invariant closed subspace,
a contradiction. As we saw in the proof of Theorem 5.8, the operator La2Rb is a
compact operator in Mul2(A) for every a, b ∈ A. Therefore, π(La2Rb) is also a
compact operator. By the above,
π(La2Rb) = 0.
In other words, a2Ib ⊂ J . Since IA = I, we get that a2I ⊂ J . Thus
π(La)
2 = 0
for all a ∈ A, whence A3I ⊂ J by the Nagata-Higman theorem. Since AI = I, we
obtain a contradiction. 
Theorem 5.22. If A is an infinite-dimensional compact radical Banach algebra
then any chain of closed ideals of A extends to an infinite chain of closed ideals of
A.
Proof. Suppose, to the contrary, that there is a maximal chain
0 = J0 ⊂ J1 ⊂ ... ⊂ Jn = A
of closed ideals of A. Then each pair (Jk−1, Jk) is a gap. It follows from Lemma
5.21 that AJkA ⊂ Jk−1 for every k > 0. Hence
A2n+1 = 0.
It follows that Mul(A) is also a nilpotent algebra. Hence it has no non-trivial topo-
logically irreducible representations. But for any gap (Jk−1, Jk) its representation
on Xk = Jk/Jk−1 is topologically irreducible and at least one of Xk must be infinite
dimensional. We obtained a contradiction. 
Recall that by A(X) we denote the operator norm closure of the ideal F(X)
of all finite rank operators on X . Our aim is to show that if A(X) 6= K(X) then
between A(X) and K(X) there are intermediate closed ideals.
Corollary 5.23. (i) If dim(K(X)/A(X)) = n (where n is a finite number or
∞) then K(X) has a chain of n different closed ideals, containing F(X).
(ii) Let M and N be closed ideals of B(X) with A(X) ⊂ N $ M ⊂ K(X). If
M2 is not contained in N then B(X) has a closed ideal between N and M .
In particular, if (K(X)/A(X))2 6= 0 then there is a closed ideal of B(X)
between A(X) and K(X).
(iii) If the algebra K(X)/A(X) is not nilpotent then every maximal chain of
closed ideals of B(X) between A(X) and K(X) is infinite.
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Proof. (i) The algebra Q(X) = K(X)/A(X) is radical by Corollary 3.54. If its
dimension n is finite then clearly it has a chain of n ideals (since the nilpotent
algebra Mul(Q(X)) is triangularizable). In any case it is bicompact, so if n = ∞
then it has an infinite chain of ideals by Theorem 5.22. The preimages of these
ideals in K(X) form a chain of ideals of K(X) containing F(X). This proves (i).
(ii) Assume, to the contrary, that there are no closed ideals between N and M . As
M2 +N is a closed ideal of B(X) strictly containing N , then
M =M2 +N.
As {T ∈M : TM ⊂ N} is a closed ideal of B(X) strictly contained in M , then
N = {T ∈M : TM ⊂ N}
and, similarly,
N = {T ∈M :MT ⊂ N}.
By (i), there is a closed ideal I of K(X) intermediate between M and N . Set
J =MIM +N . Then
N ⊂ J ⊂ I $M.
If J = N then MIM ⊂ N whence, by above, IM ⊂ N and therefore I ⊂ N , a
contradiction. Thus
N $ J $M.
As
B(X)JB(X) ⊂ B(X)MIMB(X) +N ⊂MIM +N = J,
we obtained that J is an intermediate closed ideal of B(X) between N andM . Part
(ii) is proved. (iii) Assuming that Q(X) is not nilpotent, choose a maximal chain
(Iα) of closed ideals of B (X) between A(X) and K(X). If it is finite, namely
A(X) = I0 $ I1 $ I2 $ · · · $ In = K(X),
then
I2k ⊂ Ik−1
for every k > 0 by (ii). Then Q(X)2
n
= 0, a contradiction. 
Example 5.24. To construct an example of a Banach space X for which the
algebra K(X)/A(X) is not nilpotent, one can use a remarkable result of Willis [34].
Recall thatX is said to have approximation property (AP) (respectively, compact
approximation property (CAP)) if for each compact set M ⊂ X and each ε > 0,
there is a finite rank (respectively, compact) operator S = S(M, ε) with ‖Sx−x‖ <
ε for all x ∈ M . If S always can be chosen in such a way that ‖S‖ ≤ C for some
fixed C > 0 then one says that X has bounded approximation property (BAP)
(respectively, bounded compact approximation property (BCAP)).
It was proved in [34] that there exists a space X which has not AP but has
BCAP. Let us show that this is a space we need. Indeed, it follows from BCAP
that the algebraK(X) has a bounded approximate identity: to construct it one have
to take for the index set the set of all pairs λ = (M, ε) whereM is a compact subset
of X and ε > 0, and denote by Sλ an operator S = S(M, ε) from the definition of
BCAP. In particular, K(X)n is dense in K(X) for each n. Hence if K(X)/A(X) is
nilpotent then A(X) = K(X). ThereforeA(X) has a bounded approximate identity
eλ and one can assume that eλ ∈F(X) for each λ. Let us show that this implies
AP (in contradiction with the choice of X).
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It is easy to see (considering rank one operators) that eλx→ x for each x ∈ X .
Now if a compact subset M of X and ε > 0 are given, let us choose a finite ε-net
M0 in M and an index µ with ‖eµx− x‖ < ε for all x ∈M0. Then ‖eµx− x‖ < tε
for all x ∈M , where t = 2 + supλ ‖eλ‖.
Let us denote byA andK the closed operator ideals of approximable and compact
operators, respectively.
Corollary 5.25. There is an infinite chain of closed operator ideals intermediate
between A and K.
Proof. Let Z be a Banach space with non-nilpotent K(Z)/A(Z) (see Example 5.24).
By Corollary 5.23, between K(Z) and A(Z) there is an infinite chain {Iα} of closed
ideals of B(Z). For each pair (X,Y ) of Banach spaces, we denote by Uα(X,Y ) the
set of all operators T ∈ K(X,Y ) such that ATB ∈ Iα for all A ∈ B(Y, Z) and
B ∈ B(Z,X). It is easy to check that each Uα is a closed operator ideal between A
and K, that all Uα are different and that they form a chain. 
Theorem 5.26. If A is a radical approximable Banach algebra then each gap-
quotient in the lattice of the closed ideals of A is one-dimensional.
Proof. Let J ⊂ I be a gap of closed ideals of A. Then either AI ⊂ J or IA ⊂ J
by Lemma 5.21. Suppose that IA ⊂ J . Denote by π the natural representation
of Mul(A) on I/J . Then we have that π(RA) = 0, whence π(Eℓ(A)) = π(LA)
and π(Mul(A)) ⊂ π(LA). The map a 7−→ π(La) is a topologically irreducible
representation of A on I/J . Since such a representation of A must be trivial by
Proposition 5.14, it acts on a one-dimensional space. 
Corollary 5.27. Every radical hypofinite Banach algebra has a total chain of closed
ideals, and each minimal closed ideal in such an algebra is one-dimensional.
Let us call a subspace I of a Banach algebra A a quasiideal if AIA ⊂ I. Clearly
each ideal is a quasiideal. The converse is true if A has a (non-necessarily bounded)
approximate identity.
Theorem 5.28. Any bicompact radical Banach algebra has a total chain of closed
quasiideals.
Proof. Closed quasiideals are invariant subspaces of the radical algebra Mul2(A) of
compact operators. As such algebras are triangularizable, our statement follows.

6. Spectral subspaces of elementary and multiplication operators
In this section we consider invariant subspaces of semicompact multiplication
operators, on which the operators are surjective (in particular, eigenspaces with
non-zero eigenvalues or spectral subspaces corresponding to clopen subsets of spec-
tra non-containing 0). Our approach will be based (apart of the tensor radical
technique) on a study of operators acting in ordered pairs of Banach spaces. In
Section 6.4 we improve the results for semicompact elementary operators by another
technique to show that such invariant subspaces are contained in the component of
every quasi-Banach operator ideal.
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6.1. Operators on an ordered pair of Banach spaces. Let X ,Y be Banach
spaces, and Y ⊂ X . Suppose that
(6.1) ‖y‖X ≤ ‖y‖Y
for all y ∈ Y. We refer to such a subspace Y as a Banach subspace of X and call
(Y,X ) an ordered pair of Banach spaces.
Denote by B (X||Y) the space of all operators T ∈ B(X ) such that TY ⊂ Y. It
is non-zero, for instance the identity operator 1X in B(X ) lies in B (X||Y).
Theorem 6.1. Let Y be a Banach subspace of a Banach space X . Then T |Y ∈ B(Y)
for any T ∈ B (X||Y), and B (X||Y) is a unital Banach subalgebra of B(X ) with
respect to the norm
‖T ‖B(X||Y) = max
{
‖T ‖B(X ), ‖T |Y‖B(Y)
}
for any T ∈ B (X||Y).
Proof. We first show that T |Y is a bounded operator on Y. To apply the Closed
Graph Theorem, it is sufficient to show that the conditions ‖yn‖Y → 0 and ‖Tyn − u‖Y →
0 as n→∞ for {yn} ⊂ Y imply u = 0. If these conditions hold, then also ‖y‖X → 0
and ‖Tyn − u‖X → 0 as n → ∞. As T is bounded on X , then u = 0. As a conse-
quence, ‖·‖B(X||Y) is a norm on B (X||Y). This norm is clearly a unital algebra norm
that majorizes ‖ · ‖B(X ) on B (X||Y). To finish the proof, it remains to show that
‖·‖B(X||Y) is complete. Let {Tn} be a fundamental sequence in B (X||Y). Then there
are T ∈ B(X ) and S ∈ B(Y) such that ‖Tn − T ‖B(X ) → 0 and ‖Tn|Y − S‖B(Y) → 0
as n → ∞. Then ‖Tny − Ty‖X → 0 and ‖Tny − Sy‖X ≤ ‖Tny − Sy‖Y → 0 as
n→∞, for every y ∈ Y. This shows that Y is invariant for T and T |Y = S. 
As usual, ‖S‖B(X ,Y) denotes the operator norm of an operator S in B(X ,Y).
Proposition 6.2. Let Y be a Banach subspace of a Banach space X . Then B(X ,Y)
is a Banach algebra with respect to the usual norm ‖ · ‖B(X ,Y).
Proof. It is clear that B(X ,Y) is a Banach space. If S, T ∈ B(X ,Y) then
‖STx‖Y ≤ ‖S‖B(X ,Y)‖Tx‖X ≤ ‖S‖B(X ,Y)‖Tx‖Y ≤ ‖S‖B(X ,Y)‖T ‖B(X ,Y)‖x‖X
for every x ∈ X , whence B(X ,Y) is a Banach algebra. 
Proposition 6.3. Let Y be a Banach subspace of a Banach space X . Then B(X ,Y)
is a Banach ideal of B (X||Y) with respect to ‖·‖B(X ,Y) which is a flexible norm.
Proof. The inclusion B(X ,Y) ⊂ B (X||Y) follows by Theorem 6.1. Let S ∈ B(X ,Y)
and P, T ∈ B (X||Y). It is clear that PS, ST ∈ B(X ,Y) ⊂ B (X||Y). So B(X ,Y)
is an ideal of B (X||Y). As ‖Sx‖Y ≤ ‖S‖B(X ,Y)‖x‖X for every x ∈ X , one obtains
from (6.1) that
‖Sx‖X ≤ ‖Sx‖Y ≤ ‖S‖B(X ,Y)‖x‖X and
‖Sy‖Y ≤ ‖S‖B(X ,Y)‖y‖X ≤ ‖S‖B(X ,Y)‖y‖Y
for every x ∈ X and y ∈ Y. Therefore
‖S‖B(X ) ≤ max
{
‖S‖B(X ), ‖S|Y‖B(Y)
}
= ‖S‖B(X||Y) ≤ ‖S‖B(X ,Y).
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It follows that
‖PSTx‖Y ≤ ‖P |Y‖B(Y) ‖STx‖Y ≤ ‖P |Y‖B(Y) ‖S‖B(X ,Y) ‖Tx‖X
≤ ‖P |Y‖B(Y) ‖S‖B(X ,Y) ‖T ‖B(X ) ‖x‖X
≤ ‖P‖B(X||Y) ‖S‖B(X ,Y) ‖T ‖B(X||Y) ‖x‖X .
for every x ∈ X , whence
‖PST ‖B(X ,Y) ≤ ‖P‖B(X||Y) ‖S‖B(X ,Y) ‖T ‖B(X||Y) .

Theorem 6.4. Let Y be a Banach subspace of a Banach space X . Then every
operator T ∈ B (X ) such that TX ⊂ Y belongs to B (X ,Y).
Proof. By the Closed Graph Theorem, it suffices to show that u = 0 if ‖xn‖X → 0
and ‖Txn − u‖Y → 0 as n→∞. Indeed, the last implies that ‖Txn − u‖X → 0 as
n→∞. As T is bounded on X , then u = 0. 
6.2. Invariant subspaces for operators on an ordered pair of Banach
spaces. We consider those invariant subspaces of an operator on an ordered pair
(Y,X ) of Banach spaces on which the operator is surjective. Clearly such a sub-
space is contained in Y if the operator belongs to B (X ,Y). We show that the same
is true if the operator belongs to B (X||Y) and is quasinilpotent modulo B (X ,Y).
Theorem 6.5. Let X be a Banach space, Y a Banach subspace of X , and let
T ∈ B (X||Y). Assume that
(6.2) T ∈ QB(X ,Y) (B (X||Y)) .
If Z is a closed subspace of X such that Z = TZ, then Z ⊂ Y. Moreover, the
norms ‖ · ‖X and ‖ · ‖Y are equivalent on Z, so Z is also closed in Y.
Proof. By the Open Mapping Theorem, there is t > 0 such that for each z ∈ Z
there is w ∈ Z with Tw = z and
‖w‖X ≤ t‖z‖X .
Let ε > 0 be such that ε < t−1. It follows from Proposition 6.3 that B(X ,Y) is an
ideal of B (X||Y). By our assumption and Proposition 2.1(iii), there is m ∈ N such
that
distB(X||Y) (T
m,B(X ,Y)) < εm.
Therefore there is an operator S ∈ B(X ,Y) and an operator P ∈ B (X||Y) such
that
Tm = S + P with max
{
‖P‖B(X ) , ‖P |Y‖B(Y)
}
< εm.
Then
(6.3) ‖Py‖Y ≤ ε
m ‖y‖Y
for every y ∈ Y. It follows from the definition of t that for every z ∈ Z, there is
z◦ ∈ Z with Tmz◦ = z and
‖z◦‖X < t
m‖z‖X .
Let z0 := z ∈ Z be arbitrary. Set z1 = z◦0 , z2 = z
◦
1 , and so on:
zk+1 = z
◦
k
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for every integer k > 0. Thus zk = T
mzk+1 = Szk+1 + Pzk+1 with
(6.4) ‖zk‖X ≤ t
mk‖z‖X .
Rewriting this in the form
zk − Pzk+1 = Szk+1,
multiplying both sides of the equation by P k and summing obtained equalities for
k = 0, 1, 2, . . ., one formally obtains that
(6.5) z = Sz1 + PSz2 + P
2Sz3 + ...
Since SX ⊂ Y, all elements Szk and P k−1Szk belong to Y. As ‖zk‖X < tmk‖z‖X ,
one obtains that
(6.6) ‖Szk‖Y < ‖S‖B(X ,Y) ‖zk‖X ≤ t
mk‖S‖B(X ,Y) ‖z‖X .
It follows from (6.3) and (6.6) that∥∥P k−1Szk∥∥Y ≤ εm(k−1) ‖Szk‖Y ≤ (εt)mk (ε−m‖S‖B(X ,Y) ‖z‖X ) .
As εt < 1, we have that
(6.7)
∞∑
k=1
∥∥P k−1Szk∥∥Y ≤ ( tm1− εmtm ‖S‖B(X ,Y)
)
‖z‖X <∞.
Since ‖ · ‖Y is a complete norm on Y, it follows from (6.7) and (6.5) that z ∈ Y
with the estimation
‖z‖Y ≤
(
tm
1− εmtm
‖S‖B(X ,Y)
)
‖z‖X .
Therefore ‖·‖X and ‖·‖Y are equivalent on Z. As Z is closed with respect to ‖·‖X ,
it is closed with respect to ‖·‖Y . 
Corollary 6.6. Let X ,Y and T be as in Theorem 6.5. Then
(i) If λ 6= 0 is an eigenvalue of T then the eigenspace {x ∈ X : Tx = λx} is
contained in Y.
(ii) If σ0 is a clopen subset of the spectrum σB(X )(T ) of T and 0 /∈ σ0 then the
spectral subspace Eσ0 (T ) is contained in Y.
Proof. Indeed, these subspaces are closed in X , invariant under T , and the restric-
tion of T to everyone of them is invertible. 
6.3. Semicompact multiplication operators. In this section we apply Theorem
6.5 to semicompact multiplication operators considering their action on an ordered
pair of spaces of nuclear and, respectively, bounded operators.
6.3.1. Multiplication operators on an ordered pair of operator ideals. First we es-
timate the norms of multiplication operators on an ordered pair of components of
Banach operator ideals.
Let V = V (X,Y ) and U = U (X,Y ), where V and U are Banach operator
ideals. We assume that V ⊂ U and that V is a Banach subspace of U . As V is an
invariant subspace for the algebra B̂∗ (U) of all multiplication operators on U , then
the algebra B (X||Y) contains B̂∗ (U) by Theorem 6.1.
Lemma 6.7. Let V = V (X,Y ) and U = U (X,Y ) for Banach operator ideals V
and U , and V ⊂ U . Then ‖T |V ‖B̂∗(V ) ≤ ‖T ‖B̂∗(U) for every T ∈ B̂∗ (U).
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Proof. Let W = B (Y ) ⊗̂B (X)op for brevity. Recall that the norms ‖·‖B̂∗(V ) in
B̂∗ (V ) and ‖·‖B̂∗(U) in B̂∗ (U) are the quotient norms inherited from W/ kerψ and
W/ kerϕ respectively, where ψ : W −→ B (V ) and ϕ : W −→ B (U) are bounded
homomorphisms that associate with every a ⊗ b ∈ W the operator LaRb. Let
P = ϕ (w) and S = ψ (w) for some w ∈ W . If ϕ (w) = 0 then Px = 0 for every
x ∈ U . In particular, Px = 0 for every x ∈ V and
ψ (w) = S = P |V = 0.
This shows that kerϕ ⊂ kerψ, and we are done. 
Proposition 6.8. Let V = V (X,Y ) and U = U (X,Y ) for Banach operator ideals
V and U , and V ⊂ U . Then ‖T ‖B(U||V ) ≤ ‖T ‖B̂∗(U) for every T ∈ B̂∗ (U).
Proof. Indeed, as ‖·‖B̂∗(U) majorizes the norm ‖·‖B(U) on B̂∗ (U), we obtain from
Lemma 6.7 that
‖T ‖B(U||V ) = max
{
‖T ‖B(U) , ‖T |V ‖B(V )
}
≤ ‖T ‖B̂∗(U)
for every T ∈ B̂∗ (U). 
6.3.2. Applications to semicompact multiplication operators. Let X,Y be arbitrary
Banach spaces. Let X = B (X,Y ) and Y = N (X,Y ), the space of all nuclear
operators X −→ Y . It is clear that Y is a Banach subspace of X . Also, X and Y
are Banach operator bimodules over the algebras B(X) and B(Y ), so the algebra
B (X||Y) contains the algebra B̂∗ (X ) of all multiplication operators
T =
∑
i
LaiRbi with
∑
i
‖ai‖‖bi‖ <∞
where ai ∈ B (Y ), bi ∈ B (X) . Recall that a multiplication operator T is called
semicompact if it can be written in the form
(6.8) T =
∑
i
LaiRti +
∑
j
LsjRbj ,
where all ai and bj are compact operators, and∑
i
‖ai‖‖ti‖+
∑
j
‖sj‖‖bj‖ <∞.
Also, an elementary operator T is called semifinite if it can be written in the form
(6.8) with ai and bj of finite rank. The algebras of all semicompact multiplication
operators on X and all semifinite elementary operators on X are denoted by K̂ 1
2
(X )
and F 1
2
(X ), respectively.
In particular, from above we have that K̂ 1
2
(X ) ⊂ B (X||Y) .
Theorem 6.9. Let X = B (X,Y ) and Y = N (X,Y ). Then
(6.9) K̂ 1
2
(X ) ⊂ QB(X ,Y) (B (X||Y)) .
Proof. By Corollary 4.9, we have that
(6.10) K̂ 1
2
(X ) ⊂ QF 1
2
(X )
(
B̂∗ (X )
)
.
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As ‖·‖B(X||Y) ≤ ‖·‖B̂∗(X ) on B̂∗ (X ) by Proposition 6.8, it follows that
(6.11) QF 1
2
(X )
(
B̂∗ (X )
)
⊂ QF 1
2
(X ) (B (X||Y)) .
Since SX ⊂ Y for every S ∈ F 1
2
(X ), we have that
F 1
2
(X ) ⊂ B(X ,Y)
by Theorem 6.4. Therefore, we obtain that
(6.12) QF 1
2
(X ) (B (X||Y)) ⊂ QB(X ,Y) (B (X||Y)) ,
and (6.9) follows from (6.10), (6.11) and (6.12). 
Now we are able to apply Theorem 6.5 to obtain the following
Theorem 6.10. Let T be a semicompact multiplication operator on B(X,Y ). Sup-
pose that a closed subspace Z of B(X,Y ) is invariant for T and that T is surjective
on Z. Then Z consists of nuclear operators, and the usual operator norm is equiv-
alent to the nuclear norm on Z.
In particular, all eigenspaces of T corresponding to non-zero eigenvalues and all
spectral subspaces of T corresponding to clopen subsets of σ (T ) non-containing 0
consist of nuclear operators.
The following result holds for integral semicompact operators by Proposition
4.14, Theorems 4.15 and 6.10.
Theorem 6.11. Let Ta,b,s,t be an integral semicompact operator on X = B(X,Y )
in the conditions of Proposition 4.14 or Theorem 4.15. Then all invariant subspaces
of Ta,b,s,t on which it is surjective consist of nuclear operators. In particular, each
solution x of the equation
Ta,b,s,tx = λx
where λ 6= 0, is a nuclear operator.
We may apply previous results to matrix multiplication operators (see Section
4.3.2).
Corollary 6.12. Let a matrix (Tpq)
n
p,q=1 consist of semicompact multiplication
operators and let T be the matrix multiplication operator defined by this matrix.
Then the spectral subspaces of T that correspond to clopen subsets of σ(T ) non-
containing 0, consist of n-tuples of nuclear operators.
Proof. Let X = B(X,Y )(n) (the direct sum of n copies of B(X,Y )), Y = N (X,Y )(n)
and U = B(X,Y ). Then it is easy to see that
Mn
(
K̂ 1
2
(U)
)
⊂Mn
(
B̂∗(U)
)
⊂ B (X||Y) and Mn
(
F 1
2
(U)
)
⊂ B(X ,Y).
Now a similar argument as in Theorem 6.9 shows that
Mn(K̂ 1
2
(U)) ⊂ QB(X ,Y) (B (X||Y)) ,
and it remains to apply Theorem 6.5. 
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6.4. Semicompact elementary operators. LetX,Y be Banach spaces. Assume
now that T is an elementary operator on B(X,Y ):
T =
n∑
i=1
LaiRxi +
k∑
j=1
LyjRbj ,
where all xi ∈ B (X), yj ∈ B(Y ), ai ∈ K(Y ), bj ∈ K(X). According to our
terminology, T is a semicompact elementary operator.
Our aim is to show that the statement of Theorem 6.10 in this case can be con-
siderably strengthened: invariant subspaces on which T is surjective are contained
in the component J (X,Y ) of each quasi-Banach operator ideal J. In this situa-
tion the approach based on the tensor products of Banach algebras and the tensor
spectral radius theory is not directly applicable and for the proof that some power
of T is close (in a proper sense) to a semifinite elementary operator, we use the
arguments based on the analysis of triangularizable sets of compact operators.
6.4.1. Quasi-Banach operator ideals. Recall that a quasinorm on a linear space L
is a map ‖·‖L : L → R
+ satisfying the conditions
‖x+ y‖L ≤ tL(‖x‖L + ‖y‖L) for all x, y ∈ L and some tL ≥ 1,(6.13)
‖λx‖L = |λ| ‖x‖L for all λ ∈ C, x ∈ L, and
‖x‖L = 0 iff x = 0.
By [17, Page 162], each quasinorm generates a linear (metrizable) Hausdorff topol-
ogy on L. We say that L is complete under the quasinorm if it is complete in this
topology.
Furthermore, a quasi-Banach operator ideal J (see [20]) consists of components
J (X,Y ) ⊂ B (X,Y ) complete under a quasinorm ‖·‖
J(X,Y ) = ‖·‖J, where X and Y
run over Banach spaces, and satisfying the following conditions
1) tJ(X,Y ) = tJ for some tJ ≥ 1 and all Banach spaces X and Y , where tJ(X,Y )
is the constant tL in (6.13) for L = J (X,Y ).
2) ‖axb‖
J
≤ ‖a‖ ‖x‖
J
‖b‖ for all x ∈ J (X,Y ), a ∈ B (Y, Z) , b ∈ B(W,X), where
Z and W run over Banach spaces,
3) ‖x‖
J
= ||x|| for each operator x of rank one.
By [20, Theorem 6.2.5], each quasi-Banach ideal J has an equivalent quasinorm
|·|
J
with the property that there is a number p such that 0 < p ≤ 1 and
(6.14) |x+ y|p
J
≤ |x|p
J
+ |y|p
J
for every x, y ∈ J (X,Y ) and for all Banach spacesX,Y (one can take p as a number
satisfying (2t)
p
= 2 for t ≥ tJ). We assume that a quasinorm in consideration
satisfies this condition, and write ‖ · ‖p or ‖ · ‖p,J instead of |·|J. In this case we
say that J is a p-Banach operator ideal. It should be noted that the topology of
J (X,Y ) is given by the metric d (x, y) = ‖x− y‖pp. In the same way we denote the
corresponding quasinorm on bounded operators T on J (X,Y ):
‖T ‖p = ‖T ‖p,J = inf {t > 0 : ‖Tx‖p ≤ t‖x‖p for all x ∈ J (X,Y )} .
Lemma 6.13. Let J be a p-Banach operator ideal, and let T be an elementary
operator on B (X,Y ), Tx =
∑n
i=1 aixbi for every x ∈ B (X,Y ), where ai ∈ B (Y ),
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bi ∈ B (X). Then T is bounded on J (X,Y ) and
‖Tx‖p ≤ n
1−p
p
(
n∑
i=1
‖ai‖‖bi‖
)
‖x‖p
for all x ∈ J (X,Y ).
Proof. It follows from (6.14) under |·|
J
= ‖ · ‖p that
‖Tx‖pp ≤
n∑
i=1
‖ai‖
p‖bi‖
p‖x‖pp
for all x ∈ J (X,Y ). Since the function f(t) = tp is concave for t ≥ 0 and 0 < p ≤ 1,
we obtain that
(6.15)
n∑
i=1
tpi ≤ n
1−p
(
n∑
i=1
ti
)p
.
Applying this to ti = ‖ai‖‖bi‖, we get that
‖Tx‖pp ≤ n
1−p
(
n∑
i=1
‖ai‖‖bi‖
)p
‖x‖pp
which gives what we need. 
In a short form the statement of the previous lemma can be written as follows:
If T =
n∑
i=1
LaiRbi then ‖T ‖p ≤ n
1−p
p
n∑
i=1
‖ai‖‖bi‖.
Similarly we obtain the following
Lemma 6.14. Let a be a finite rank operator in B (X,Y ). Then
‖a‖p ≤ n
1−p
p ‖a‖N (X,Y ) ,
where n is the rank of a and ‖·‖p is the p-norm of a p-Banach operator ideal J.
Proof. It is easy to check that for any ε > 0 there are rank one operators ai such
that
a =
n∑
i=1
ai,
where n is the rank of a, and
n∑
i=1
‖ai‖ ≤ ‖a‖N (X,Y ) + ε.
On the other hand,
‖a‖pp ≤
n∑
i=1
‖ai‖
p
p =
n∑
i=1
‖ai‖
p ≤ n1−p
(
n∑
i=1
‖ai‖
)p
= n1−p
(
‖a‖N (X,Y ) + ε
)p
by (6.15). As ε is arbitrary, we obtain that ‖a‖p ≤ n
1−p
p ‖a‖N (X,Y ). 
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6.4.2. Quasinilpotence of semicompact elementary operators modulo semifinite ones
with respect to a quasinorm. If W is a closed subspace of a Banach space X then
for each x ∈ X , we will write x/W instead of x+W for the corresponding element
of X/W . If moreover a is an operator on X leaving W invariant then we denote
by a|W and a|X/W its restriction to W and, respectively, the operator induced by
a in X/W .
Lemma 6.15. Let W be a closed subspace of a Banach space X, and let a, b be
operators on X which preserve W invariant. Then
(6.16) ‖ab‖ ≤ 2‖a|W‖‖b‖+ ‖a‖‖b|X/W‖.
Proof. For any x ∈ X and ε > 0, choose y ∈ W with ‖bx−y‖ ≤ ‖ (bx) /W‖X/W +ε.
Then
‖y‖ ≤ ‖bx‖+ ‖ (bx) /W‖X/W + ε ≤ 2‖bx‖+ ε,
whence we obtain that
‖abx‖ ≤ ‖ay‖+ ‖a‖‖bx− y‖ ≤ ‖a|W ‖‖y‖+ ‖a‖(‖ (bx) /W‖X/W + ε)
≤ ‖a|W ‖(2‖bx‖+ ε) + ‖a‖(‖b|X/W ‖‖x/W‖X/W + ε).
Since ‖x/W‖X/W ≤ ‖x‖ and ε is arbitrary, we obtain that
‖abx‖ ≤ (2‖a|W ‖‖b‖+ ‖a‖‖b|X/W‖)‖x‖
which is what we need. 
Lemma 6.16. Let 0 = X0 ⊂ X1 ⊂ X2 ⊂ ... ⊂ Xk ⊂ X be a chain of closed
subspaces in a Banach space X. Let m ≥ k and let a1, . . . , am ∈ B(X) preserve all
Xj invariant: aiXj ⊂ Xj. If ‖ai‖ ≤ α for all i, and ‖ai|Xj/Xj−1‖ ≤ β for all i, j,
then
‖a1a2 · · · am‖ ≤ 2
mCkmα
kβm−k.
Proof. We use induction in m, k. For the base of the induction, note that the
statement is evidently true for k = 0 and for m = k, and Lemma 6.15 establishes
it for k = 1,m = 2. Now assuming that the statement holds for (m − 1, k − 1)
and (m− 1, k) we prove that it holds for (m, k). Indeed, setting W = X1, a = a1,
b = a2 · · · am in the notation of Lemma 6.15, we obtain from (6.16) that
‖a1a2 · · · am‖ ≤ 2‖a1|X1‖‖a2 · · · am‖+ ‖a1‖‖a2 · · ·am|X/X1‖.
By the induction assumption, we have that
‖a2 · · · am‖ ≤ 2
m−1Ckm−1α
kβm−1−k.
Furthermore, the operators ai|X/X1 preserve the chain {Xi/X1 : i ≤ k} which
consists of k − 1 non-trivial elements. Hence again by the induction assumption,
we obtain that
‖a2 · · · am|X/X1‖ ≤ 2
m−1Ck−1m−1α
k−1βm−k.
Therefore
‖a1a2 · · · am‖ ≤ 2β2
m−1Ckm−1α
kβm−1−k + α2m−1Ck−1m−1α
k−1βm−k
≤ 2mαkβm−k(Ckm−1 + C
k−1
m−1) = 2
mCkmα
kβm−k.

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Lemma 6.17. Let K be a finite set of compact operators in the radical of an
operator algebra A ⊂ B(X), and let F be a bounded subset of A. Let λ ∈ (0, 1). For
each m, let EλK,F (m) denote the set of all products b1...bm of elements in K ∪F in
which the number of those bi that belong to K is greater than or equal to λm. Then
‖EλK,F (m)‖
1/m → 0 for m→∞.
Proof. Without loss of generality, one may assume that ‖K ∪ F‖ = 1. By [24] (see
also [25]), for each ε > 0 there is a finite chain 0 ⊂ X1 ⊂ ... ⊂ Xk ⊂ X of invariant
subspaces for A such that ‖b|Xj/Xj−1‖ ≤ ε for all b ∈ K and all j ≤ k. It follows
that
‖c|Xj/Xj−1‖ ≤ ε
if c = b1...bpa, where bi ∈ F and a ∈ K. Each product b1...bm ∈ EλK,F (m) can be
written in the form c1c2...cl, where all of ci are as above and l ≥ λm. Applying the
result of Lemma 6.16, we obtain that
‖b1...bm‖ ≤ 2
lCkl ε
l ≤ 2mmkελm.
Thus
‖EλK,F (m)‖
1/m ≤ 2mk/mελ ≤ 3ελ
for sufficiently big m. Since ε is arbitrary, we are done. 
A subset M of a Banach algebra A is called bicompact if LaRb is a compact
operator for every a, b ∈M .
Proposition 6.18. Let M be a finite bicompact subset of A in the radical of a
Banach algebra A, and let N be a bounded subset of A. For each m, let H(m)
denote the set of all products x1...xm of elements in M ∪N in which the number of
those xi that belong to M is greater than or equal to m/2. Then ‖H(m)‖1/m → 0
under m→∞.
Proof. We may assume that A is unital and 1 is the unit of A. Let K be the set of
all operators LaRb on A, where a, b ∈ M . Let F = {La : a ∈ N} ∪ {Ra : a ∈ N}.
We claim that every product w in H(m) can be written as T (1), where T is a
product of operators in which the number of operators in K is greater than or
equal to [m/4] (and the number of operators in F is less than or equal to m/2+1).
Indeed, we do as follows. Represent w as the product of w1 and w2 in which of
each the number of those xi that belong to M is greater than or equal to [m/4].
Let a0 = 1, w1 = w3xiv1 and w2 = v2xjw4 for some xi, xj ∈ M , where v1 and
v2 do not contain any elements from M as a factor. Then w = w3a1w4, where
a1 = S1Lv1Rv2 (a0) and S1 = LxiRxj ∈ K. Arguing by induction, we obtain that
w = w2k+1akw2k+2, where ak = SkPk (ak−1), Sk ∈ K and Pk is a product of
operators in F , for k ≤ [m/4]. So we obtain the required representation w as T (1)
for some k ≥ [m/4]. Now it follows in the notation of Lemma 6.17 that
‖H(m)‖ ≤
∥∥∥∥E1/3K,F (2m3
)∥∥∥∥
for sufficiently big m, and it remains to apply Lemma 6.17. 
Theorem 6.19. Let T =
∑n
i=1 LaiRxi+
∑k
j=1 LyjRbj be a semicompact elementary
operator on B(X,Y ), where all xi ∈ B (X), yj ∈ B(Y ), ai ∈ K(Y ), bj ∈ K(X).
Then for any ε > 0, there is m ∈ N and an operator S =
∑(n+k)m
i=1 LciRdi such that
‖Tm − S‖p < ε
m
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and ci or di is of finite rank for each i, where ‖·‖p is the p-norm of a p-Banach
operator ideal J.
Proof. A required decomposition of the operator Tm into the sum of (n + k)m
summands can be written as
Tm = T1 + T2,
where in T1 we gather those summands where the number of factors Lai is more
than the number of factors Lyj (hence their number ≥ m/2), while summands in T2
have more factorsRbj than factors Rxi . Let A = B(Y )/A(Y ) and q : B(Y ) −→ A be
the standard epimorphism. Let M = {q(a1), ..., q(an)} and N = {q(y1), ..., q(yk)}.
Then M is a bicompact subset of A in the radical of A. Writing T1 as
∑
LwiRzi ,
where LwiRzi are the above summands of T1 in the decomposition of T
m, we note
that the corresponding family H(m) (see the above lemma) consists of all products
of elements which are q-images of left coefficients wi of summands in T1. By Lemma
6.18, there is m such that
‖H(m)‖ < εm.
This means that for every wi there is a finite rank operator ri with
‖ri − wi‖ < ε
m.
Then, setting S1 =
∑
LrsRzs , we obtain a semifinite multiplication operator such
that S1 − T1 can be represented in the form
∑
LviRzi with∑
i
‖vi‖‖zi‖ < (n+ k)
mεm.
For brevity, we rewrite this in the form
‖S1 − T1‖∗ < (n+ k)
mεm.
Similarly, we find a semifinite operator S2 =
∑
LesRfs , where all fs are finite rank
operators, with
‖S2 − T2‖∗ < (n+ k)
mεm.
Hence setting S = S1 + S2 we obtain that S is semifinite and
‖T − S‖∗ < 2(n+ k)
mεm.
As the number of elementary summands (of length one) in S is (n + k)m by our
choice then we obtain that
‖Tm − S‖p < ((n+ k)
m)
1−p
p 2(n+ k)mεm.
by Lemma 6.13. Changing ε by γε for sufficiently small γ, we obtain the required
inequality. 
6.4.3. Spectral subspaces of semicompact elementary operators. Now we are able to
prove the following
Theorem 6.20. Let T =
∑n
i=1 LaiRxi+
∑k
j=1 LyjRbj be a semicompact elementary
operator on B(X,Y ), where all xi ∈ B (X), yj ∈ B(Y ), ai ∈ K(Y ), bj ∈ K(X).
Suppose that TZ = Z for a closed subspace Z of B(X,Y ). Then Z is contained in
J (X,Y ) for any quasi-Banach operator ideal J.
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Proof. One may suppose that J is a p-Banach operator ideal with p-norm ‖·‖p for
0 < p ≤ 1. By the Open Mapping Theorem, there is t > 0 such that for each z ∈ Z
there is w ∈ Z with Tw = z and ‖w‖ ≤ t‖z‖. Take ε > 0 such that ε < t−1, and
choosem and S as in Theorem 6.19. Setting P = Tm−S, we have that ‖P‖p ≤ ε
m.
On the other hand, S maps each operator from B (X,Y ) into an operator of rank
≤ d, where d is the sum of the ranks of finite rank coefficients of S. As J contains
all finite rank operators, we have that Sx ∈ J (X,Y ) and
‖Sx‖p ≤ d
1−p
p ‖Sx‖N (X,Y )
by Lemma 6.14, for every x ∈ B(X,Y ). It follows from Theorem 6.4 that S is
bounded as an operator B (X,Y ) −→ N (X,Y ). Let s be its norm as such an
operator. Then
‖Sx‖N (X,Y ) ≤ s ‖x‖
for every x ∈ B(X,Y ). As a result, we obtain that
(6.17) ‖Sx‖p ≤ d
1−p
p s ‖x‖
for all x ∈ B(X,Y ). Now we may argue as in the proof of Theorem 6.5. Then, as
we saw, each z ∈ Z can be expressed as in (6.5):
z =
∞∑
j=0
P jSzj+1
with the estimation
(6.18) ‖zj‖ ≤ t
mj ‖z‖
for every j (see (6.4) in Theorem 6.5). As all P jSzj+1 ∈ J (X,Y ), we may estimate
their p-norms ‖P jSzj+1‖p as follows. We have that
‖P jSzj+1‖p ≤ ‖P‖
j
p‖Szj+1‖p
and that
‖Szj+1‖p ≤ d
1−p
p s‖zj+1‖ ≤ d
1−p
p stm(j+1)‖z‖
by (6.17) and (6.18). By our choice, we have that ‖P‖p ≤ εm. So we obtain that
‖P jSzj+1‖p ≤ ε
mjd
1−p
p stm(j+1)‖z‖ =
(
d
1−p
p stm‖z‖
)
(εt)mj ,
whence
∞∑
j=0
‖P jSzj+1‖
p
p ≤
(
d
1−p
p stm‖z‖
)p ∞∑
j=0
((εt)mp)
j
<∞
because of (εt)mp < 1. As J (X,Y ) is complete under ‖·‖p, the convergence of this
series implies that z ∈ J (X,Y ). 
As a consequence, we obtain the following
Corollary 6.21. Let T be a semicompact elementary operator on B (X,Y ). Then
all eigenspaces of T corresponding to non-zero eigenvalues and all spectral subspaces
of T corresponding to clopen subsets of σ (T ) non-containing 0 are contained in
J (X,Y ) for any quasi-Banach operator ideal J.
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