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HOMOLOGICAL INVARIANTS AND QUASI-ISOMETRY
ROMAN SAUER
ABSTRACT. Building upon work of Y. Shalom we give a homological-algebra flavored
definition of an induction map in group homology associated to a topological coupling.
As an application we obtain that the cohomological dimension cdR over a commutat-
ive ring R satisfies the inequality cdR(Λ) ≤ cdR(Γ) if Λ embeds uniformly into Γ and
cdR(Λ) < ∞ holds. Another consequence of our results is that the Hirsch ranks of
quasi-isometric solvable groups coincide. Further, it is shown that the real cohomology
rings of quasi-isometric nilpotent groups are isomorphic as graded rings. On the ana-
lytic side, we apply the induction technique to Novikov-Shubin invariants of amenable
groups, which can be seen as homological invariants, and show their invariance under
quasi-isometry.
1. INTRODUCTION AND STATEMENT OF RESULTS
What is the relation between the (co)homology groups of two given quasi-isometric
groups? This question is as natural as challenging since a quasi-isometry, being a purely
geometric notion, provides no obvious way to produce a reasonable map in group co-
homology. Recently, Yehuda Shalom [Sha] introduced a whole new circle of ideas and
techniques into the study of the geometry of amenable groups. These techniques in-
volve representation theory and cohomology. The starting point is an induction map
in group cohomology (for both ordinary and reduced) associated to a topological coup-
ling of quasi-isometric groups (defined in 2.2). The existence of such a topological coup-
ling is equivalent to being quasi-isometric due to Gromov’s dynamic characterization of
quasi-isometry [Gro93, 0.2.C′2]. Restricting to ordinary cohomology, Shalom’s induction
map is available for the more general situation of uniform embeddings. It is defined ex-
plicitly in terms of the standard homogeneous resolution.
We provide a different and more abstract approach to the induction which works for
ordinary cohomology and homology, is natural in the coefficients and compatible with
cup- and cap-products. In doing so we build heavily upon the ideas of Shalom. Let us
discuss now the main results of the paper. We first recall the notion of uniform embed-
ding, a notion encompassing subgroup inclusions and quasi-isometric embeddings.
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Definition 1.1. Let Λ, Γ be discrete countable groups.
(i) A map φ : Λ → Γ is called a uniform embedding if for every sequence of pairs
(αi, βi) ∈ Λ×Λ one has:
α−1i βi → ∞ in Λ ⇐⇒ φ(αi)−1φ(βi) → ∞ in Γ.
Here→ ∞ means eventually leaving every finite subset.
(ii) The groups Λ, Γ are called quasi-isometric if there exists a uniform embedding
φ : Λ → Γ and finite subset C ⊂ Γ such that φ(Λ) · C = Γ.
That the latter definition of quasi-isometry is equivalent to the usual one (see defini-
tion 2.1) is part of theorem 2.2. Now suppose that Λ uniformly embeds into Γ, and let
R be a commutative ring. What one finally gets (theorem 3.2), taking a long route via
Gromov’s dynamic criterion 2.2, is the following: There is a compact topological space
Y with a continuous Λ-action, a functor I : {RΛ-modules} → {RΓ-modules} and a
homomorphism, called the induction, in cohomology
(1.1) In : Hn(Λ,M) // Hn(Λ,F (Y; R) ⊗R M)
∼= // Hn(Γ, I(M))
for every RΛ-module M. Here F (Y; R) is the ring of functions Y → R with the prop-
erty that the preimage of any r ∈ R is open and closed; it carries a natural Λ-action.
We consider F (Y; R) ⊗R M as an RΛ-module by the diagonal Λ-action. The first map
in (1.1) is induced by the inclusion M →֒ F (Y; R)⊗R M, m 7→ idY ⊗m. The secondmap
in (1.1) is always an isomorphism. If we can prove that the first map and hence In are
injective under certain assumptions, then we get the estimate cdR(Λ) ≤ cdR(Γ) for the
cohomological dimensions over R. So we do not need to care so much about the actual
definitions of I(M) and the second map in (1.1). The theorem we obtain by analyzing
the first map is the following (shown in section 4).
Theorem 1.2. Let R be a commutative ring, and suppose Λ embeds uniformly into Γ where Λ
and Γ are discrete, countable groups. Then the following two statements hold.
(i) If cdR(Λ) is finite, then we have cdR(Λ) ≤ cdR(Γ).
(ii) If Λ is amenable and Q ⊂ R, then we have cdR(Λ) ≤ cdR(Γ).
Furthermore, (i), (ii) hold true if cdR is replaced by the homological dimension hdR.
Here statement (ii) for the cohomological dimension is already proved in [Sha, the-
orem 1.5] and was conjectured for the homological dimension in [Sha, section 6.4]. An
important point is that we can deal with non-amenable groups by imposing a finiteness
condition. The theorem above also generalizes a result of Gersten [Ger93].
By a result of Stammbach [Sta70], the rational homological dimension of a solvable
group equals its Hirsch number. Hence we obtain the following corollary which was
known before only under additional finiteness conditions on the groups (see [BG96],
[Sha]).
Corollary 1.3. Let Γ be a solvable group, and let Λ be a solvable group quasi-isometric to Γ.
Then the Hirsch ranks of Γ and Λ coincide.
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Recall that the Hirsch rank h(Γ) of a solvable group Γ is defined as the sum
h(Γ) = ∑
i≥0
dimQ
(
Γi/Γi+1 ⊗Z Q
)
,
where Γ(i) is the i-th term in the derived series of Γ. An interesting application of 1.2 (i)
was pointed out tome by Shalom. Let be Γ,Λ two non-uniform arithmetic lattices in the
same connected semisimple Lie group G with finite center. Conjecturally [Sha, section
6.1], Λ uniformly embeds into Γ if and only if Q-rank Λ ≥ Q-rank Γ, with equality if
and only if Λ, Γ are commensurable. We remark that if Γ is uniform, i.e. Q-rank Γ = 0,
then every discrete subgroup of G embeds uniformly into Γ. Then 1.2 (i) togetherwith a
theorem of Borel and Serre [BS73], which expresses cdQ(Γ) of a lattice Γ as the difference
of the dimension of the associated symmetric space with the Q-rank of Γ, imply the
”only if”-statement:
Corollary 1.4. Let Γ,Λ be arithmetic lattices in the same connected semisimple Lie group with
finite center. If Λ uniformly embeds into Γ then Q-rank Λ ≥ Q-rank Γ holds.
We remark that irreducible lattices in semisimple Lie groups of R-rank ≥ 2 are arith-
metic by Margulis’ arithmeticity theorem.
An interesting generalization of Shalom’s theorem saying that the Betti numbers of
quasi-isometric nilpotent groups coincide [Sha, theorem 1.2] is proved in section 5.2:
Theorem 1.5. If Γ and Λ are quasi-isometric nilpotent groups, then the real cohomology rings
H∗(Γ,R) andH∗(Λ,R) are isomorphic as graded rings.
By a theorem of Malcev any finitely generated torsion-free nilpotent group Γ is dis-
cretely and cocompactly embedded in a unique simply connected nilpotent Lie group
G, the so-called (real) Malcev completion of Γ. Thus Γ has an associated real Lie algebra
g. By [Nom54, theorem 1] the cohomology algebras of g and Γ are isomorphic:
H∗(Γ,R) ∼= H∗(g,R).
It is a long standing question whether the real Malcev completions of quasi-isometric
nilpotent groups are isomorphic. Note that a positive answer would imply the preced-
ing theorem. We remark that the graded Lie algebra associated to g is a quasi-isometry
invariant of Γ by a deep theorem of Pierre Pansu [Pan89].
On the analytic side, we apply our methods to Novikov-Shubin invariants of ame-
nable groups, i.e. of the classifying spaces of these groups. The i-th Novikov-Shubin
invariant, defined by Novikov and Shubin in the 80’s [NS86b], [NS86a], can be seen as
a kind of secondary information associated to the i-th L2-Betti number. In the Rieman-
nian setting, the i-th Novikov-Shubin invariant αi(M˜) of the universal covering M˜ of a
compact Riemannian manifold M quantifies the speed of the convergence of the limit
b
(2)
i (M˜) = limt→∞
∫
F
trR
(
e−t∆i(x, x)
)
dvolx︸ ︷︷ ︸
=θi(t)
.
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Here F is a fundamental domain for the π1(M)-action on M˜, ∆i is the Laplacian on
the i-forms on M˜, and b
(2)
i (M˜) denotes the i-th L
2-Betti number of M˜. For instance, if
the integral θi(t) has an asymptotic behavior like t
−p + b(2)i (M˜) for t → ∞, then αi(M˜)
would be equal to p. As for b
(2)
i (X), there is a notion of the Novikov-Shubin invariant
αi(X) of a finite type (i.e. finitely many Γ-cells in each dimension) free Γ-CW complex
X, which coincides with the heat kernel definition in the case of universal coverings
of compact Riemannian manifolds. For more information see [Lu¨c02, chapter 2]. The
Novikov-Shubin invariants αi(Γ), i ≥ 1, of a group Γ are defined as theNovikov-Shubin
invariants of the classifying space EΓ provided EΓ admits a model of finite type. Their
relation to the geometry of groups is already indicated by the value of α1(Γ) for finitely
generated Γ (see the computation in [LRS99, proposition 3.2], based on results of Varo-
poulos).
α1(Γ) =


∞+ if Γ is finite or non-amenable,
n if Γ has polynomial growth of degree n,
∞ otherwise.
We briefly dwell on the definition of αi(Γ) we will actually work with. This definition
of αi(Γ), developed in [LRS99], interprets αi(Γ) as an invariant of the group homology of
Γ with coefficients in the group von Neumann algebra N (Γ), and is available for any
group, not only for thosewith a finite type classifying space. The point of view is similar
as in the algebraic definition of L2-Betti numbers by Wolfgang Lu¨ck [Lu¨c98a], [Lu¨c98b],
and so is the motivation. Here is a typical situation: A group Γ to which the original
definition of αi(Γ) applies could have a normal subgroup Λ to which it does not apply,
but for which we know the value or an estimate of αi(Λ) (extended definition). Then
this information tells us something about αi(Γ) by using the Hochschild-Serre spectral
sequence (cf. [LRS99]).
However, as opposed to L2-Betti numbers, this extension to all groups does not pre-
serve all the properties of αi one wants to have; the maximal subclass CM of amenable
groups for which we get a reasonable notion of αi is described in definition 6.7. The
class CM contains inter alia all amenable groups of type FP∞ over C, hence including
the class of amenable groups for which αi was originally defined, and is closed under
quasi-isometry.
Theorem 1.6. Let be Γ ∈ CM. If Λ is quasi-isometric to Γ, then αi(Γ) = αi(Λ) for i ≥ 1.
According to [Gro93, 8.A6] it is not unreasonable to expect that the quasi-isometry
invariance of αi holds true for, at least, all the groups to which the classical definition of
Novikov-Shubin invariants applies.
Acknowledgments. My gratitude goes to Yehuda Shalom for encouragement and his
interest in this work. Further, I thank him for pointing out some inaccuracies and giving
hints for improvement.
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2. QUASI-ISOMETRY AND TOPOLOGICAL COUPLINGS
This technical section lays the basis for the whole paper. As in Shalom’s work on the
geometry of amenable groups our starting point is the dynamic viewpoint on quasi-
isometry by Gromov [Gro93, 0.2.C′2]. Accordingly the existence of a topological coup-
ling of groups Λ, Γ (see theorem 2.2) is a characterizing property of Λ, Γ being quasi-
isometric. In the measurable setting, it is well known that a measure equivalence of
groups gives rise to a weak orbit equivalence. In our situation we obtain a sort of
topological version of weak orbit equivalence (see subsection 2.2) which induces an
isomorphism between certain transformation groupoids of Λ and Γ (lemma 2.10). To
such a transformation groupoid of a group we associate a ring (see subsection 2.4) con-
taining the group ring up to restriction to an idempotent. It is crucial that we have a
good control over the passage from the group ring of Λ resp. Γ to its groupoid ring (see
e.g. lemma 2.19), and that the groupoid rings of Λ, Γ are isomorphic. Hence we can
compare Λ and Γ algebraically.
2.1. Topological and couplings. Let us recall the standard definition of a quasi-isometry
between finitely generated groups.
Definition 2.1. Let Γ, Λ be groups generated by the finite symmetric sets SΓ, SΛ and
equipped with the corresponding word metrics dΓ, dΛ on Γ,Λ. A map φ : Λ → Γ is
called a quasi-isometric embedding if there are constants α ≥ 1, C ≥ 0, such that for
all λ1,λ2 ∈ Λ one has
α−1dΛ(λ1,λ2)− C ≤ dΓ(φ(λ1), φ(λ2)) ≤ αdΛ(λ1,λ2) + C.
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If, in addition, any γ ∈ Γ lies within distance ≤ D, for a constant D ≥ 0, from the image
φ(Λ), then φ is called a quasi-isometry. The groups Γ,Λ are called quasi-isometric if
there exists a quasi-isometry φ : Λ → Γ.
The following theorem is essentially Gromov’s dynamic criterion. See [Gro93, 0.2.C′2]
and especially [Sha, theorem 2.1.2].
Theorem 2.2. For countable groups Λ, Γ consider the following statements.
(i) There exists a uniform embedding φ : Λ → Γ.
(ii) There exists a locally compact space X on which both Λ and Γ act continuously, freely
and properly such that the two actions commute and the Γ-action is cocompact. Further,
there exists fundamental domains XΛ and XΓ such that XΓ is compact-open and XΛ is
closed-open. The space X is called a topological coupling of Λ and Γ.
(iii) There exists φ as in (i) and a finite subset C ⊂ Γ such that φ(Λ) · C = Γ.
(iv) There exists X as in (ii) but with XΛ being compact, i.e. the Λ-action is also cocompact.
Then (i) is equivalent to (ii) and (iii) is equivalent to (iv). Furthermore, if Λ, Γ are finitely
generated, any φ as in (iii) is a quasi-isometry of Λ with Γ and (iii) or (iv) are equivalent to Λ
and Γ being quasi-isometric in the sense of 2.1.
Remark 2.3. This is the formulation in [Sha, theorem 2.1.2] except that there the freeness
of the actions in (ii) is not demanded. Instead, it is shown that if one replaces Γ with a
direct product Γ× F for some finite group F, then a space X can be found with the same
properties as (ii) and the additional property that XΓ ⊂ XΛ. For us it will be important
to have the version above since we want to prove theorems about the cohomological
dimension cdR over an arbitrary ring R, so we are not allowed to replace Γ by the
product with a finite group without changing cdR.
Proof. We only indicate how to modify the construction in [Sha, proof of 2.1.2] so that
one gets a topological coupling as above. Let φ : Λ → Γ be a uniform embedding. Then
there is a finite subset Q ⊂ Λ such that if φ(λ1) = φ(λ2) then λ−12 λ1 ∈ Q. If F is a
finite group having more elements than Q, then it is easy to see that there is an injective
uniform embedding φ′ : Λ → Γ × F such that pΓ ◦ φ′ = φ where pΓ : Γ × F → Γ is the
projection onto Γ. Choose left invariant proper (i.e. balls are finite) metrics dΛ, dΓ×F on
Λ, Γ× F. Then define
F1(t) = inf{dΓ×F(φ′(λ1), φ′(λ2)); dΛ(λ1,λ2) ≥ t}
F2(t) = sup{dΓ×F(φ′(λ1), φ′(λ2)); dΛ(λ1,λ2) ≤ t}
Now consider the space X of all injective maps ψ : Λ → Γ × F satisfying the same
uniform estimate as φ′ does:
(2.1) F1(dΛ(λ1,λ2)) ≤ dΓ×F(ψ(λ1),ψ(λ2)) ≤ F2(dΛ(λ1,λ2))
WeequipXwith the pointwise-convergence topology. We let Γ act on Γ× F by γ(γ′,m) =
(γγ′,m). Thereby we obtain a right Λ- and left Γ-action on X by (λψ)(x) = ψ(λx) and
(γψ)(x) = γψ(x) for ψ ∈ X. The Γ-action is free and a compact-open Γ-fundamental
domain is given by XΓ = {ψ ∈ X; ψ(e) ∈ {e} × F}. The Γ- and Λ-action are free and
proper but the latter is not cocompact in general. However, if there is a finite C ⊂ Γ with
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φ(Λ) ·C = Γ, then we add the condition that all maps ψ in X satisfy (pΓ ◦ψ)(Λ) ·C = Γ.
Then the compact subset
K = {ψ ∈ X; ψ(e) ∈ C−1 × F}
satisfies KΛ = X. Hence Λ acts cocompactly in this case. As for the existence of a
closed-open Λ-fundamental domain, choose an enumeration α0 = e, α1, α2, . . . of Γ× F.
Then define
Ei = {ψ ∈ X; ψ(e) = αi}
and Ki = Λ · Ei. Then a Λ-fundamental domain is given by
XΛ = E0 ∪
∞⋃
i=1
Ei ∩ KCi−1 ∩ · · · ∩ KC0 ,
where KCi = X − Ki. So, if ψ ∈ XΛ and n is the minimal integer such that ψ takes the
value αn then ψ(e) = αn. Note that we do not necessarily have XΓ ⊂ XΛ. The proof that
XΛ is closed-open and the proof of all the other topological properties of X,XΛ,XΓ are
exactly the same as in [Sha, proof of 2.1.2]. 
Crucial for applications to amenable group is the following fact (see [Sha, theorem
2.1.7]).
Theorem 2.4. Let X be a topological coupling of quasi-isometric groups Γ, Λ with fundamental
domains XΓ,XΛ as in 2.2. If Γ,Λ are amenable, we can equip X with a non-trivial, ergodic
Γ×Λ-invariant Borel measure such that XΓ and XΛ have finite measure.
2.2. A kind of topological orbit equivalence. Let X be a topological coupling of Γ, Λ
as in 2.2. Since the actions on X commute we obtain a rightΛ-action on Γ\X ∼= XΓ and a
left Γ-action on X/Λ ∼= XΛ. Note that we have natural homeomorphisms XΛ ×Λ ∼= X
and XΓ × Γ ∼= X since XΛ and XΓ are closed and open. To avoid confusion, we use
the dot-notation ”γ · x” only for the actions on the fundamental domains. We get a left
Λ-action on XΓ simply by λ · x = x · λ−1, which we often use instead of the right action
for symmetry reasons.
We adopt and recall the cocycle notation from [Sha, 2.2]. We definemaps α : Γ×X → Λ,
β : X ×Λ → Γ by
α(γ, x) = λ ⇐⇒ (γ−1x)λ ∈ XΛ(2.2)
β(x,λ) = γ ⇐⇒ γ−1(xλ) ∈ XΓ.(2.3)
Note that α, β are well defined because XΛ,XΓ are fundamental domains. The natural
Γ- and Λ-actions on the fundamental domains obtained from the identification as quo-
tients of X take the following forms.
γ · x = γxα(γ−1, x), x ∈ XΛ(2.4)
x · λ = β(x,λ)−1xλ, x ∈ XΓ(2.5)
8 ROMAN SAUER
The maps α, β satisfy the following cocycle identities on the fundamental domains.
α(γ1γ2, x) = α(γ1, x)α(γ2,γ
−1
1 · x) ∀γ1,γ2 ∈ Γ, x ∈ XΛ(2.6)
β(x,λ1λ2) = β(x,λ1)β(x · λ1,λ2) ∀λ1,λ2 ∈ Λ, x ∈ XΓ(2.7)
Definition 2.5. Note that the collection of subsets of a topological space, which are
open and closed, forms a set algebra. We call a map f : X → Y between topological
spaces cut-and-paste continuous if f is measurable with respect to the set algebras of
closed-open subsets.
The following lemma is a topological version of the fact from ergodic theory that a
measure equivalence gives rise to a weak orbit equivalence. Unfortunately, we need
the explicit formulation below in lemma 2.17, which accounts for some cumbersome
cocycle calculations.
Lemma 2.6. Let X be a topological coupling of Λ, Γ as in theorem 2.2 (ii) with closed-open
fundamental domains XΛ,XΓ where XΓ is compact. Let p : X → XΓ = Γ\X and q : X →
XΛ = X/Λ be the canonical projections. Then there are compact-open subsets A ⊂ XΓ, B ⊂
XΛ that meet every orbit of the action of Λ on XΓ resp. Γ on XΛ such that the restriction f of q
to A ⊂ XΓ is a cut-and-paste continuous bijection f : A → B satisfying the identities
f (λ · a) = β(a,λ−1)−1 · f (a)(2.8)
f−1(γ · b) =
(
α
(
1, f−1(b)
)
α
(
γ−1, b
)
α
(
1, f−1(γ · b))−1)−1 · f−1(b)(2.9)
for a ∈ A ∩ λ−1 · A, b ∈ B ∩ γ−1 · B. Furthermore, if X carries a Γ × Λ-invariant Borel
measure µ, then f is measure-preserving with respect to the restrictions µ|A, µ|B.
Proof. The image B = q(XΓ) is clearly compact and open. Note that under the identi-
fication X = XΛ × Λ there is a finite subset F ⊂ Λ such that XΓ ⊂ XΛ × F, in other
words, XΓ is covered by finitely many Λ-translates of XΛ since XΓ is compact and XΛ
is open. Now it is easy to see that there is a closed-open subset A ⊂ XΓ such that the
restriction of the projection f = q|A : A → B is a bijection and q(A) = q(XΓ) holds.
For an invariant measure µ on X the map f is measure-preserving since it is given by
”cutting” A into finitely many pieces and translating them by elements of F ⊂ Λ. From
XΛ ⊂ ΓXΓ and the Γ-equivariance of q follow that Γ · B = XΛ, so Bmeets every Γ-orbit.
Further, Λ · A = XΓ is obtained from q(A) = q(XΓ).
Concerning the properties (2.8), (2.9), we can conclude from q being Γ-equivariant that
f (λ · a) = f (a · λ−1) = q(β(a,λ−1)−1aλ−1) = β(a,λ−1)−1 · q(aλ−1) = β(a,λ−1)−1 · f (a).
For the corresponding property of f−1, consider b ∈ B with γ · b ∈ B. So there are
x,w ∈ A with f (x) = b, f (w) = γ · f (x) = γ · b. Equation (2.9) would follow from
w =
(
α(1, x)α(γ−1, f (x))α(1,w)−1
)−1
x.
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Note that we have f (x) = xα(1, x) and f (w) = wα(1,w) from which we obtain
w = f (w)α(1,w)−1 =
(
γ · f (x))α(1,w)−1 = γ f (x)α(γ−1, f (x))α(1,w)−1
= γxα(1, x)α(γ−1, f (x))α(1,w)−1
= x · (α(1, x)α(γ−1, f (x))α(1,w)−1)
as desired. The last equality follows from the identities (2.3), (2.5). 
2.3. Transformation groupoids.
Definition 2.7. Let Y be a topological space. Define PI(Y) to be the set of partial bijec-
tions f of Y from a closed-open subset dom( f ) onto a closed-open subset ran( f ) such
that f , f−1 are cut-and-paste continuous. A cut-and-paste continuous pseudo-action
of a group Γ on X is a map σ : Γ → PI(Y) such that σ(1Γ) = idY and σ(γ1γ−12 ) =
σ(γ1) ◦ σ(γ2)−1 hold, where ◦ is the composition of partial maps.
Remark 2.8. The only example of a pseudo-action we will consider arises as the restric-
tion of an ordinary continuous group action of a group Γ on a topological space Y to an
open-closed subset A ⊂ Y. This pseudo-action is explicitly defined by σ : Γ → PI(A)
sending γ ∈ Γ to σ(γ) : A ∩ γ−1A → A ∩ γA, y 7→ γy.
Definition 2.9. Let Y be a topological space equipped with a cut-and-paste continuous
pseudo-action σ : Γ → PI(Y). Then we define the transformation groupoid Y⋊ Γ as
Y⋊ Γ = {(y,γ); y ∈ dom(σ(γ)),γ ∈ Γ}.
The unit space of this groupoid is given byY, the source and target maps are s(y,γ) = y,
t(y,γ) = σ(γ)(y) = γy and the product and the inverse are defined by
(x,γ)(y,γ′) = (x,γ′γ)
(y,γ)−1 =
(
γy,γ−1
)
.
Lemma 2.10. We retain the notation of lemma 2.6. The map
φ : A⋊Λ −→ B⋊ Γ, (a,λ) 7→
(
f (a), β
(
a,λ−1
)−1)
is an isomorphism of groupoids. Its inverse is explicitly given by
φ−1(b,γ) =
(
f−1(b),
(
α
(
1, f−1(b)
)
α
(
γ−1, b
)
α
(
1, f−1(γ · b))−1)−1
)
.
Proof. Lemma 2.6 yields that φ is well defined, i.e. f (a) ∈ dom(σ(β(a,λ−1)−1)) since
β(a,λ−1)−1 · f (a) = f (λ · a) ∈ B. Further, φ is a groupoid morphism because of the
cocycle identity (2.7):
φ
(
(a,λ)(λ · a,λ′)) = φ((a,λ′λ))
=
(
f (a), β
(
a,λ−1λ′−1
)−1)
=
(
f (a), β
(
λ · a,λ′−1)−1β(a,λ−1)−1)
= φ(a,λ)φ(λ · a,λ′)
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Next we only show that φ−1 ◦ φ = id as φ ◦ φ−1 = id follows along the same lines. For
that we have to check the following cocycle identity
(2.10) α(1, a)α
(
β
(
a,λ−1
)
, b
)
α(1,λ · a)−1 = λ−1
for a ∈ A and b = f (a). From (2.2) and (2.5) we obtain
β
(
a,λ−1
)−1
aλ−1α(1,λ · a) ∈ XΛ.
Note that b = f (a) = aα(1, a) ∈ XΛ. So we obtain from (2.2) that
β
(
a,λ−1
)−1
aα(1, a)α
(
β
(
a,λ−1
)
, b
)
= β
(
a,λ−1
)−1
bα
(
β
(
a,λ−1
)
, b
) ∈ XΛ.
The two preceding equations and the fact that XΛ is a Λ-fundamental domain together
imply (2.10). 
2.4. Some algebraic objects associated to group actions.
Definition 2.11. Let R be a ring, and be Y a topological space equipped with a cut-
and-paste continuous pseudo-action σ of Γ. The algebraic groupoid ring R(Y ⋊ Γ) of
the transformation groupoid Y ⋊ Γ is the set of all functions f : Y ⋊ Γ → R with the
following properties.
(i) For any γ ∈ Γ, the map y 7→ f (y,γ) from dom(σ(γ)) to R is cut-and-paste con-
tinuous in the sense that the preimages of all r ∈ R are open and closed.
(ii) There is a finite subset F ⊂ Γ such that f (y,γ) = 0 if γ 6∈ F.
Then R(Y⋊ Γ) becomes a ring by pointwise addition and the convolution product
( f g)(x,γ) = ∑
(x,γ′)(y,γ′′)=(x,γ)
f (y,γ′′)g(x,γ′).
Note that (ii) ensures that the sum is finite. Now assume that Y is equippedwith a finite
Borel measure µ which is invariant under the pseudo-action of Γ. Then C(Y⋊ Γ) comes
equipped with the normalized trace
tr( f ) =
1
µ(Y)
∫
Y×{1Γ}
f dµ.
The notion trace is justified by the following lemma.
Lemma 2.12. The functional tr : C(Y ⋊ Γ) → C satisfies the trace property, i.e. tr( f g) =
tr(g f ) for f , g ∈ C(Y⋊ Γ).
Proof. We have
tr( f g) = ∑
γ∈Γ
∫
dom(σ(γ))
f (γx,γ−1)g(x,γ)dµ(x).
Because of the invariance of µ this equals
∑
γ∈Γ
∫
dom(σ(γ−1))
f (y,γ−1)g(γ−1y,γ)dµ(y) = ∑
γ∈Γ
∫
dom(σ(γ))
g(γy,γ−1) f (y,γ)dµ(y)
= tr(g f ).

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Definition 2.13. The ring of cut-and-paste continuous functions Y → R is denoted by
F (Y; R), which is the same as R(Y⋊ 1) in the notation above. If Γ is acting continuously
onY and hence onF (Y; R) by f γ(y) = f (γ−1y), one can define the crossed product ring
F (Y; R) ⋊ Γ as follows. As an abelian group F (Y; R) ⋊ Γ is the free F (Y; R)-module
F (Y; R)[Γ] with basis Γ. Its multiplication is determined by the rule fγgγ′ = f gγγγ′
for f , g ∈ F (Y; R) and γ,γ′ ∈ Γ.
Obviously, F (Y; R) is a subring of R(Y ⋊ Γ), and it is clear from property (ii) in the
definition of the algebraic groupoid ring that R(Y ⋊ Γ) is a free F (Y; R)-module with
basis Γ – like the crossed product ring. Indeed, the map below identifies the two rings.
Remark 2.14. The map defined by
F (Y; R)⋊ Γ −→ R(Y⋊ Γ), ∑
γ
fγγ 7→
(
(y,γ) 7→ fγ(γy)
)
is a natural ring isomorphism. Moreover, if Y carries a finite Γ-invariant Borel measure
µ, then tr(∑γ fγγ) = µ(Y)
−1 ∫
Y f1dµ defines a trace on F (Y; R)⋊ Γ, and the isomorph-
ism above clearly preserves the traces. The crossed product has the advantage of being
a universal construction, whereas theorem 2.17 is more easily seen with the groupoid
ring. In the sequel we identificate these two rings.
Remark 2.15. Via the natural isomorphism F (Y; R) ∼= F (Y; R) ⋊ Γ ⊗RΓ R the ring of
functions F (Y; R) becomes an F (Y; R)⋊ Γ-module. Explicitly, this module structure is
given as follows. Let f , g ∈ F (Y; R) and γ ∈ Γ. Then we have ( fγ) · g = f gγ.
Remark 2.16. For any ring R and an idempotent p ∈ R, i.e. p2 = p, the set pRp is
again a ring with unit p. The characteristic function of a closed-open subset A ⊂ Y,
usually denoted by χA, is an idempotent in F (Y; R). The action of Γ on Y restricts to a
pseudo-action on A (see remark 2.8). Then there is an obvious identification
χAF (Y; R)⋊ ΓχA = χAR(Y⋊ Γ)χA = R(A⋊ Γ).
Lemma 2.17. We retain the notation of 2.10 and of 2.6. The map φ : A⋊Λ −→ B⋊ Γ induces
a ring isomorphism
Φ : R(B⋊ Γ)
∼= //R(A⋊Λ) , g 7→ g ◦ φ.
Now assume that the topological coupling X is equipped with a non-trivial Γ × Λ-invariant
Borel measure µ such that XΓ,XΛ have finite measure, and let R = C. Then the induced Γ-
resp. Λ-action on XΛ resp. XΓ is µ-preserving and Φ preserves the (normalized) traces.
Proof. Since the fundamental domains XΓ,XΛ are closed and open and the actions are
continuous, the sets {x; α(γ, x) = λ}, {x; β(x,λ) = γ} are closed and open for fixed
γ ∈ Γ,λ ∈ Λ. It follows from the explicit formula in lemma 2.10 that g ◦ φ is cut-and-
paste continuous for g ∈ R(B⋊ Γ). Similarly, h ◦ φ−1 is cut-and-paste continuous for
h ∈ R(A⋊Λ). For any compact K ⊂ X and fixed γ ∈ Γ, λ ∈ Λ the (restrictions of the)
cocycles α : {γ} × K → Λ, β : K × {λ} → Γ have finite image since both fundamental
domains are open. Again using the explicit formulas, this implies that g ◦ φ and h ◦ φ−1
satisfy property (ii) in definition 2.11. So Φ is well defined with the map induced by
φ−1 as its inverse. Finally suppose X comes equipped with a measure µ as described in
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the hypothesis. Since µ is Γ × Λ-invariant it is clear from 2.5 that the induced actions
on the fundamental domains are measure preserving. Now let g ∈ R(B⋊ Γ). For the
following computation note that β(a, 1) = 1 for a ∈ A and that the map f : A → B from
lemma 2.6 is measure preserving, in particular µ(A) = µ(B). Therefore we obtain
tr(g ◦ φ) = 1
µ(A)
∫
A
g( f (a), β(a, 1)−1 )dµ(a)
=
1
µ(A)
∫
A
g( f (a), 1)dµ(a)
=
1
µ(B)
∫
B
g(b, 1)dµ(b) = tr(g).

Lemma 2.18. For any ring R and a compact topological space Y the ring of cut-and-paste
continuous functions F (Y; R) is a flat R-module.
Proof. For a covering U of Y consisting of mutually disjoint subsets that are closed and
open – let’s call it a cut-and-paste covering – the R-submodule FU (Y; R) ⊂ F (Y; R) is
defined by
FU (Y; R) = { f ∈ F (X; R); f|U constant for all U ∈ U}.
Note that a cut-and-paste covering has finitely many elements because Y is compact.
Obviously, FU (Y; R) is isomorphic to
⊕
U R, in particular it is a flat R-module. Further
F (Y; R) is the union ⋃U FU (Y; R) where U runs through all cut-and-paste coverings.
Note that this is a directed union; the coverings form a directed set with respect to the
”being finer”-relation. Since directed colimits and, in particular, directed unions of flat
modules, are again flat [Lam99, prop. (4.4) on p. 123], we are done. 
From that we easily deduce the following crucial fact, which will be used throughout
this paper.
Lemma 2.19. Let R be a ring R, and be B a compact subset of a topological space Y. Then
F (Y; R)⋊ ΓχB is a flat RΓ-module.
Proof. Just note that M⊗RΓ F (Y; R)⋊ ΓχB ∼= M⊗R F (B; R) and use lemma 2.18. 
Remark 2.20. We recall some basics about Morita equivalences (cf. [Lam99, (18.30) on
p. 490]). Let R be a ring and be p ∈ R an idempotent, i.e. p2 = p. Then p is called
full if RpR = R holds. In this case, the rings pRp and R are Morita equivalent and
tensoring with the bimodules pR resp. Rp provides equivalences of their respective
module categories. Furthermore, these equivalences are exact and preserve projective
modules.
Lemma 2.21. Let Y be a topological space on which Γ acts continuously, and be A ⊂ Y a
compact-open subset which meets every Γ-orbit, i.e. ΓA = Y. Let P be a projective left R(Y⋊Γ)-
module. Then χAP is a projective module over χAR(Y⋊ Γ)χA = R(A⋊ Γ). Furthermore, if Y
is compact, then χA is a full idempotent in R(Y⋊ Γ), hence the rings R(Y⋊ Γ) and R(A⋊ Γ)
are Morita equivalent.
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Proof. Recall that we identify F (Y; R)⋊ Γ with R(Y⋊ Γ). For the first assertion, it suf-
fices to treat the case P = F (Y; R)⋊ Γ. By assumption we have Y = ⋃γ∈Γ γA. Since
the open-closed sets form a set algebra, there are open-closed Aγ ⊂ A, γ ∈ Γ, such that
Y =
⋃
γ∈Γ γAγ is a disjoint union. Note that
χAF (Y; R)⋊ ΓχγAγ ∼= χAF (Y; R)⋊ ΓχAγ = χAF (Y; R)⋊ ΓχAχAγ
is a left projective χAF (Y; R)⋊ ΓχA-module. We claim that the map
ω : χAF (Y; R)⋊ Γ −→
⊕
γ∈Γ
χAF (Y; R)⋊ ΓχγAγ , x 7→ (xχγAγ)γ∈Γ
is an isomorphism of χAF (Y; R) ⋊ ΓχA-modules. The only thing to check is that ω
is well defined: We have to show that for x ∈ χAF (Y; R) ⋊ Γ there is a finite subset
F(x) ⊂ Γ such that xχγAγ = 0 for γ 6∈ F(x). Consider x = ∑ni=1 fiγi with fi = fiχA.
Define F(x) = {γ ∈ Γ; ∃i = 1, . . . , n : A ∩ γiγAγ 6= ∅}. The set F(x) is finite since for
any fixed i ∈ {1, . . . , n} the compact set A is covered by the family of disjoint open sets
γiγAγ, γ ∈ Γ. So we obtain for γ 6∈ F(x)
n
∑
i=1
fiγiχγAγ =
n
∑
i=1
fiχAγiχγAγ =
n
∑
i=1
fiχA∩γiγAγi = 0.
If, additionally, Y is compact, there is a finite subset F ⊂ Γ with Y = ⋃γ∈F γAγ, Aγ ⊂ A
as above. But then we get 1 = χY = ∑γ∈F γχAχAγγ
−1, so χA is full. 
3. THE INDUCTION MAP IN GROUP (CO)HOMOLOGY
Throughout this section let φ : Λ → Γ be a uniform embedding (definition 1.1). By
theorem 2.2 there is a topological coupling X on which Γ and Λ act in a commuting way,
and closed-open fundamental domains XΓ,XΛ with XΓ being compact. If φ is a quasi-
isometry, then such an X exists with both XΛ,XΓ being compact. Further, there are
compact-open subsets A ⊂ XΓ, B ⊂ XΛ and a groupoid isomorphism Φ : A⋊Λ
∼=→ B⋊
Γ (lemma 2.10) inducing a ring isomorphism Φ : R(B⋊ Γ)
∼=→ R(A⋊Λ) (lemma 2.17),
where R is an arbitrary commutative ring. We fix a choice of X,XΓ,XΛ, A, B and Φ
for the rest of this section. Recall the identification χAR(XΓ ⋊Λ)χA = R(A⋊Λ) (re-
mark 2.16). Further it will be crucial in the sequel because of its algebraic consequences
(see 2.20) that the characteristic function χA is a full idempotent in R(XΓ ⋊Λ) by 2.21.
If XΛ is also compact, i.e. in the case of a quasi-isometry, χB is also a full idempotent in
R(XΛ ⋊ Γ).
Next we define an induction map from the group homology resp. cohomology of Λ to
that of Γ. This induction map depends on the topological coupling and on Φ, but we sup-
press that in the notation to simplify it. The reader should be warned that because of
these choices it is not functorial with respect to compositions of uniform embeddings.
First we define induction functors on the level of modules. If f : R → S is a ring homo-
morphism and M an S-module, we denote by res f M the R-module M induced by f . If
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f is the inclusion of a subring R ⊂ S we also write resR M. Consider the functors
I : {RΛ-modules} −→ {RΓ-modules}(3.1)
M 7−→ I(M) = resRΓ
(
R(XΛ ⋊ Γ)χB ⊗R(B⋊Γ) resΦ
(
χAR(XΓ ⋊Λ)⊗RΛ M
))
and
I : {RΛ-modules} −→ {RΓ-modules}(3.2)
M 7−→ I(M) = resRΓ
(
homR(B⋊Γ)
(
χBR(XΛ ⋊ Γ), resΦ
(
χAR(XΓ ⋊Λ)⊗RΛ M
))
Explicitly, the (left) RΓ-module structure on I(M) is given by (γ f )(x) = f (xγ), x ∈
χBR(XΛ ⋊ Γ).
Lemma 3.1. Assume that φ : Λ → Γ is a quasi-isometry, in particular XΛ is compact. Then
I(R) and I(R) are both isomorphic to F (XΛ) = F (XΛ; R) as RΓ-modules.
Proof. For I(R) this follows from
I(R) = resRΓ
(
R(XΛ ⋊ Γ)χB ⊗R(B⋊Γ) resΦ
(
χAR(XΓ ⋊Λ)⊗RΛ R
))
= resRΓ
(
R(XΛ ⋊ Γ)χB ⊗R(B⋊Γ) resΦ F (A)
)
= resRΓ
(
R(XΛ ⋊ Γ)χB ⊗R(B⋊Γ) F (B)
)
= resRΓ
(
R(XΛ ⋊ Γ)⊗R(XΛ⋊Γ) F (XΛ)
)
= resRΓ F (XΛ).
The fourth equality comes from the fact that χB is a full idempotent in R(XΛ ⋊ Γ) if XΛ
is compact. Similarly, one concludes I(R) ∼= F (XΛ). 
Theorem 3.2 (Induction for Uniform Embeddings). Let M be an RΛ-module. Then there
are homomorphisms, natural in M,
In : Hn(Λ,M) // Hn(Γ, I(M)) , n ≥ 0,
between the group homology of Λ and Γ with coefficients in M resp. I(M). We say In is the
induction homomorphism (with respect to the topological coupling X and the groupoid map
Φ above ). The map In factorizes as
Hn(Λ,M) // Hn(Λ, resRΛ R(XΓ ⋊Λ)⊗RΛ M)
∼= // Hn(Γ, I(M)) ,
where the first map is induced by the map of the coefficients j : M → R(XΓ⋊Λ)⊗RΛ M,m 7→
1⊗m, and the second map is an isomorphism. Similarly, there are natural homomorphisms
In : Hn(Λ,M) // Hn(Γ, I(M)) , n ≥ 0,
factorizing as Hn(Λ,M) // Hn
(
Λ, resRΛ R(XΓ ⋊Λ)⊗RΛ M
) ∼= // Hn(Γ, I(M)) , where
again the first map is induced by j and the second map is an isomorphism. Furthermore, if φ is
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an quasi-isometry, in particular XΛ is compact, then the induction homomorphisms for M = R
H∗(Λ, R) → H∗
(
Γ,F (XΛ)
)
H∗(Λ, R) → H∗(Γ,F (XΛ))
are compatible with cup- and cap-products.
Proof. The proof occupies the rest of this section. We prefer to be slightly redundant in
separating the argument for the compatibility of the product structures from the rest,
thereby improving the readability.
Let P∗ be a right projective RΛ-resolution of the trivial module R, and be Q∗ a right pro-
jective RΓ-resolution of R. By lemma 2.19 R(XΓ⋊Λ) is flat over RΛ and R(XΛ⋊ Γ)χB is
flat over RΓ. In particular, P∗ ⊗RΛ R(XΓ ⋊Λ) and Q∗ ⊗RΓ R(XΛ ⋊ Γ)χB are R(XΓ ⋊Λ)-
resp. R(B ⋊ Γ)-resolutions of F (XΓ; R) resp. F (B; R). Both are projective resolutions;
for the first this obvious, for the latter this is due to lemma 2.21. In particular, if
M,N are left resp. right R(XΓ ⋊ Λ)-modules, then we have a canonical isomorphism
N ⊗R(XΓ⋊Λ) M ∼= NχA ⊗R(A⋊Λ) χAM since χA is a full idempotent. Now the composi-
tion of the following chain maps induces In, n ≥ 0, in homology.
P∗ ⊗RΛ M
1

P∗ ⊗RΛ
(
R(XΓ⋊Λ)⊗RΛ M
)
2
(
P∗ ⊗RΛ R(XΓ⋊Λ)
)⊗R(XΓ⋊Λ) (R(XΓ⋊Λ)⊗RΛ M)
3
(
P∗ ⊗RΛ R(XΓ⋊Λ)χA
)⊗R(A⋊Λ) (χAR(XΓ⋊Λ)⊗RΛ M)
4

resΦ
((
P∗ ⊗RΛ R(XΓ⋊Λ)χA
))⊗R(B⋊Γ) resΦ(χAR(XΓ⋊Λ)⊗RΛ M)
5

Q∗ ⊗RΓ R(XΛ⋊Γ)χB ⊗R(B⋊Γ) resΦ
(
χAR(XΓ⋊Λ)⊗RΛ M
)
︸ ︷︷ ︸
=I(M)
The first map is coming from the inclusion M → R(XΓ ⋊ Λ) ⊗RΛ M, m 7→ 1 ⊗ m.
The second map and the third map are the canonical identifications, and the fourth
map is the obvious isomorphism coming from the ring isomorphism Φ : R(B⋊ Γ)
∼=→
R(A ⋊ Λ). Note that resΦ
(
P∗ ⊗RΛ R(XΓ ⋊ Λ)χA
)
and Q∗ ⊗RΓ R(XΛ ⋊ Γ)χB are pro-
jective resolutions of the same module F (B; R). Now the fifth map is the homotopy
equivalence we get from the fundamental theorem of homological algebra, which is
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unique up to chain homotopy.
Now let us turn to the cohomological case. Let P∗, Q∗ be left projective RΛ- resp. RΓ-
resolutions of R. We only describe the dual diagram:
homRΛ(P∗,M)
1

homRΛ
(
P∗, R(XΓ⋊Λ)⊗RΛ M
)
2

homR(XΓ⋊Λ)
(
R(XΓ⋊Λ)⊗RΛ P∗, R(XΓ⋊Λ)⊗RΛ M
)
3

homR(A⋊Λ)
(
χAR(XΓ⋊Λ)⊗RΛ P∗,χAR(XΓ⋊Λ)⊗RΛ M
)
4

homR(B⋊Γ)
(
resΦ
(
χAR(XΓ⋊Λ)⊗RΛP∗
)
, resΦ
(
χAR(XΓ⋊Λ)⊗RΛM
))
5

homR(B⋊Γ)
(
χBR(XΛ⋊Γ)⊗RΓ Q∗, resΦ
(
χAR(XΓ⋊Λ)⊗RΛ M
))
The fivemaps correspond to themaps in the homological diagram. Now the last term
is canonically isomorphic to homRΓ(Q∗, I(M)) by applying two canonical isomorphisms
of pairs of adjoint functors, of the pair χBR(XΛ⋊Γ)⊗R(XΛ⋊Γ) and homR(B⋊Γ)(χBR(XΛ⋊
Γ), ) and of the pair R(XΛ ⋊ Γ)⊗RΓ and resRΓ( ):
homR(B⋊Γ)
(
χBR(XΛ⋊Γ)⊗RΓ Q∗, resΦ
(
χAR(XΓ⋊Λ)⊗RΛ M
))
∼= homR(XΛ⋊Γ)
(
R(XΛ⋊Γ)⊗RΓ Q∗, homR(B⋊Γ)
(
χBR(XΛ⋊Γ), resΦ
(
χAR(XΓ⋊Λ)⊗RΛ M
))
∼= homRΓ
(
Q∗, resRΓ homR(B⋊Γ)
(
χBR(XΛ⋊Γ), resΦ
(
χAR(XΓ⋊Λ)⊗RΛ M
)
︸ ︷︷ ︸
=I(M)
)
Nowwe turn to the proof of the compatibility with cup- and cap-products in the case of
a quasi-isometry, i.e. XΛ is compact. In that case χB is a full idempotent which enables
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us to write the induction map in the following way.
H∗(Λ, R) = Ext∗RΛ(R, R)
(A.1)

Ext∗R(XΓ⋊Λ)
(F (XΓ),F (XΓ))
Ext∗R(A⋊Λ)
(F (A),F (A))
(A.5) ∼=
OO
∼=

Ext∗R(B⋊Γ)
(F (B),F (B))
(A.5) ∼=

H∗
(
Γ,F (XΛ)
)
= Ext∗R(XΛ⋊Γ)
(F (XΛ),F (XΛ))
At this point we need the product structures on Tor- and Ext-Groups explained in the
appendix. By lemma A.1 the cup and the composition product on H∗(Λ, R) coincide.
The homomorphisms (A.1) and (A.5) defined in the appendix are compatible with the
composition product. The isomorphism in the middle comes from the ring isomorph-
ism Φ : R(B ⋊ Γ) → R(A ⋊ Λ) and the fact that resΦ F (A) ∼= F (B), so it also re-
spects the composition product. The composition and the cup product on the last term
H∗(Γ,F (XΛ)) coincide by lemma A.2. This shows the compatibility with respect to the
cup product. The induction in homology can be expressed analogously in terms of Tor
and the maps (A.2) and (A.6). Since these maps are compatible with respect to the eval-
uation product and since the evaluation and cap product coincide on the first and last
term of the composition by the same lemma, the proof is now completed. 
4. QUASI-ISOMETRY AND (CO)HOMOLOGICAL DIMENSION
In this section we prove theorem 1.2. Recall that the homological dimension hdR(Γ)
of a group Γ over a ring R is defined as
hdR(Γ) = sup{n; ∃RΓ-module M with Hn(Γ,M) 6= 0} ∈ N ∪ {∞}.
In the same way one defines the cohomological dimension cdR(Γ). It is a basic fact in
group homology ([Wei94, lemma 4.1.10], [Bro94, p. 185]) that hdR(M) is the minimal
number n such that there is a resolution of the trivial RΓ-module R
0← R ← F0 ← F1 ← · · · ← Fn ← 0
by flat RΓ-modules Fi. Analogously, the cohomological dimension cdR(Γ) is the min-
imal n such that there is a projective RΓ-resolution of R of length n.
We prove theorem 1.2 only for the homological dimension; it is an easy matter of dual-
izing to prove the cohomological statement. Let us turn to statement (i). Suppose that
Λ uniformly embeds into Γ, and assume n = hdR(Λ) < ∞. Choose an RΛ-module M
with Hn(Λ,M) 6= 0 and a flat RΛ-resolution Fi, 0 ≤ i ≤ n, of length n as above. The
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claim would follow from the injectivity of the induction map In in theorem 3.2. Write
F (Y) = F (Y; R). So it suffices to show that for any compact space Y with a continuous
Λ-action the homomorphism
(4.1) Hn(Λ,M) −→ Hn(Λ,F (Y)⋊Λ⊗RΛ M),
which is induced by M → F (Y; R)⋊Λ⊗RΛ M, m 7→ 1⊗m, is injective. But because of
Hn
(
Λ,F (Y)⋊Λ⊗RΛM
)
= ker
(
Fn ⊗RΛ F (Y)⋊Λ⊗RΛM → Fn−1 ⊗RΛ F (Y)⋊Λ⊗RΛM
)
Hn
(
Λ,M
)
= ker
(
Fn ⊗RΛM → Fn−1 ⊗RΛM
)
we are reduced to show that for a flat RΛ-module F the map
σF : F⊗RΛ M −→ F⊗RΛ F (Y)⋊Λ⊗RΛ M, x⊗m 7→ x⊗ 1⊗m
is injective. First note that σRΛ : M → RΛ ⊗RΛ F (Y)⋊Λ ⊗RΛ M = F (Y) ⊗R M is in-
jective since the R-linear map R → F (Y) (inclusion of constant functions) is split by the
evaluation F (Y) → R, f 7→ f (y0) at some base point y0. Hence σF is injective for any
free module F. By a theorem of Lazard and Govorov [Lam99, theorem (4.34) on p. 134]
any flat module is the directed colimit of free modules and taking directed colimits is
an exact functor [Wei94, theorem 2.6.15], hence σF is injective for any flat module.
Next we prove statement (ii) of theorem 1.2. Suppose that Λ is amenable and that R
contains Q. Then the injectivity of (4.1) is obtained as follows. Because of amenabil-
ity, we can equip Y with a Λ-invariant probability measure. By composing that with a
Q-linear map R → Q that maps 1 to 1, we obtain a signed finitely additive, Q-valued,
Λ-invariant probability measure µ on Y. Since a function in f ∈ F (Y) takes only fi-
nitely many values, we obtain a well defined integration
∫
Y f dµ. This little trick is taken
from [Sha, proof of theorem 1.5]. Further, the inclusion RΛ →֒ F (Y)⋊Λ is split by the
RΛ-bimodulemap
F (Y)⋊Λ −→ RΛ, ∑ fiλi 7→ ∑
(∫
Y
fidµ
)
λi.
Hence we get a RΛ-linear left inverse of the map M → F (Y)⋊Λ ⊗RΛ M, and so (4.1)
is injective. This finishes the proof of theorem 1.2.
5. QUASI-ISOMETRY AND THE COHOMOLOGY RING OF A NILPOTENT GROUP
5.1. Amodule structure on the reduced cohomology. Webriefly recall the definition of
the reduced cohomology H
n
(Γ,V) of a discrete group Γ with coefficients in a unitary or
orthonormal representationV of Γ. It is defined in terms of the standard homogeneous
resolution. Consider the chain complex
(5.1) Cn(Γ,V) = {ω : Γn+1 → V; ω(γγ0, . . . ,γγn) = γω(γ0, . . . ,γn)}
equipped with the standard homogeneous differential dn : Cn(Γ,V) → Cn+1(Γ,V)
(dnω)(γ0, . . . ,γn+1) =
n+1
∑
i=0
(−1)iω(γ0, . . . , γˆi, . . . ,γn+1).
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Then Cn(Γ,V) carries the topology of pointwise convergence. The space of n-cocycles
ker dn is closed with respect to this topology, but the space of boundaries im dn−1 need
not be a closed subspace. The reduced cohomologyH
n
(Γ,V) is defined by kernel mod-
ulo the closure of the image:
H
n
(Γ,V) =
ker
(
dn : Cn(Γ,V) → Cn+1(Γ,V))
clos
(
im
(
d−1 : Cn−1(Γ,V) → Cn(Γ,V)))
There is an obvious surjection Hn(Γ,V) → Hn(Γ,V).
Let Y be a compact space equipped with a Γ-invariant finite Borel measure µ, and
denote by L2(Y; µ) the µ-square-integrable real functions on Y. We write F (Y) for
F (Y;R). Since F (Y) is a ring (multiplication of functions) with a Γ-equivariant mul-
tiplication, the cohomology H∗(Y,F (Y)) is a graded ring by its cup-product (see also
the appendix). In terms of the standard homogeneous resolution the product of two
cocycles f : Γn+1 → F (Y), g : Γm+1 → F (Y) is explicitly given by
[ f ] ∪ [g] = [Γm+n+1 → F (Y), (γ0, . . . ,γn+m) 7→ f (γ0, . . . ,γn)g(γn, . . . ,γn+m)].(5.2)
We now exhibit a module structure on the reduced cohomology H
∗
(Y; L2(Y; µ)) that
turns out to be crucial for the proof of theorem 1.5. The multiplication of functions
defines a Γ-equivariant map ω : F (Y) ⊗R L2(Y; µ) → L2(Y; µ) and hence a graded left
H∗(Γ,F (Y))-module structure on H∗(Γ, L2(Y; µ)). In terms of the standard homogen-
eous resolution (5.1), this module structure is explicitly given by the same formula as
above:
[ f ] ∪ [g] = [Γm+n+1 → L2(Y; µ), (γ0, . . . ,γn+m) 7→ f (γ0, . . . ,γn)g(γn, . . . ,γn+m)](5.3)
where f : Γn+1 → F (Y), g : Γm+1 → L2(Y; µ) are cocycles (see [Gui80, (11.11) on p. 65].
From that we see its continuity for fixed f , and so it descends to a left H∗(Γ,F (Y))-
module structure on the reduced cohomologyH
∗
(Γ, L2(Y; µ)). Similarly, we get a right
H∗(Γ,F (Y))-module structure on H∗(Γ, L2(Y; µ)).
5.2. Proof of theorem 1.5. We now prove theorem 1.5 which says that the real cohomo-
logy ring of a finitely generated nilpotent group is a quasi-isometry invariant. The
proof follows from the following theorem, which is a ”multiplicative” generalization of
Shalom’s [Sha, theorem 4.1.1] and its method of proof.
Theorem 5.1. Let Γ be a finitely generated amenable group with the following property: Any
unitary Γ-representation π with H
n
(Γ,π) 6= 0 contains the trivial representation. Let Λ be
a finitely generated group which is quasi-isometric to Γ, and assume that the Betti numbers
bn(Λ), bn(Γ) are finite for all n ≥ 0. Then there is a multiplicative injective homomorphism
H∗(Λ,R) 
 // H∗(Γ,R)
between the real cohomology rings of Λ and Γ.
First recall the well known fact that the classifying spaces of finitely generated tor-
sionfree nilpotent groups are finite, and a finitely generated nilpotent group is virtu-
ally finitely generated torsionfree nilpotent, so the hypothesis on the Betti numbers is
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satisfied. The fact that finitely generated nilpotent groups satisfy the representation-
theoretic assumption of the theorem is proved in [Sha, theorem 4.1.3]. It is deduced
from a theorem of Blanc which says that the continuous cohomology of a connected
nilpotent Lie group with coefficients in an irreducible, non-trivial unitary representa-
tion always vanishes. So this is the only place where the nilpotence hypothesis of the-
orem 1.5 plays an essential role. Let Λ, Γ be finitely generated, nilpotent. Due to sym-
metry (and like in Shalom’s article), theorem 5.1 yields that the Betti numbers of finitely
generated nilpotent groups are the same. So the injective map H∗(Λ;R) → H∗(Γ;R) in
the preceding theorem must be an isomorphism. This completes the proof of 1.5 once
we have shown the theorem above.
Proof of theorem 5.1 . By theorem 2.2 there is a topological coupling X with compact fun-
damental domains XΛ,XΓ, and by theorem 2.4 we can equip X with a Γ× Λ-invariant
non-trivial ergodic measure. By replacing Γ by a product Γ × F with a finite group (re-
mark 2.3) we can assume that XΓ ⊂ XΛ. Note that this does not affect the assumption of
the theorem. We write F (XΓ) for F (XΓ ;R) and L2(XΓ) for the real µ-square-integrable
functions. In the sequel we use Shalom’s explicit formula [Sha, section 3.2, (12)] for
the induction rather than the abstract setup of section 3, since we work with the re-
duced cohomology. In terms of the standard homogeneous resolution Shalom’s induc-
tion map H∗(Λ,R) → H∗(Γ, L2(XΛ)) is given by sending a cycle w : Λn+1 → R to
ω′ : Γn+1 → L2(XΛ) defined by
ω′(γ0, . . . ,γn)(x) = ω(α(γ0, x), . . . , α(γn, x)).(5.4)
Being continuous it descends to a map
I∗red : H
∗
(Λ,R) → H(Γ, L2(XΛ)).
By [Sha, theorem 3.2.1] I∗red is injective. Further note that H
∗(Λ,R) = H∗(Λ,R) and
H∗(Λ,R) = H∗(Λ,R) hold because, by hypothesis, the homology groups are finite-
dimensional. Since {x; α(γ, x) = λ} is open and closed for fixed γ,λ, the functions
ω′(γ0, . . . ,γn) actually lie in F (XΛ) (compare with the proof of lemma 2.17). Hence I∗red
factorizes as
H∗(Λ,R) I
∗
// H∗(Γ,F (XΛ))
j
// H
∗
(Γ, L2(XΛ)),
where j∗ is the composition of the inclusion of coefficients and the canonical surjection
H∗(Γ, L2(XΛ)) → H∗(Γ, L2(XΛ)). At this point we want to remark that it can be shown
that this definition of I∗ is the same as the one in section 3, but this not relevant here
since we stick to Shalom’s definition. Now let us collect all these data in the following
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diagram:
H
∗
(Γ, L2(XΛ))
p∗2

H∗(Λ,R)
*


I∗red
77ooooooooooo
  I∗ //
I∗◦p∗1 ''PPP
PP
PP
PP
PP
P
H∗(Γ,F (XΛ))
p∗1



j∗
OO
H∗(Γ,R)
?
i∗
OO
The map i∗ is the map induced by the inclusion of coefficients. The maps p∗1, p
∗
2 are
the maps induced by the (Γ-equivariant!) integration maps L2(XΛ) → R, f 7→
∫
XΛ
f dµ
resp. F (XΛ) → R, f 7→
∫
XΛ
f dµ.
Our aim is to show that the composition p∗1 ◦ I∗ is multiplicative and injective. We have
a direct sum L2(XΛ) = R⊕ L20(XΛ) of Γ-representations, where R are the constant func-
tions and L20(XΛ) are the functions with mean value zero. Similarly, one obtains a direct
sum decomposition L2(XΛ;C) = C ⊕ L20(XΛ;C) in the complex case and a RΓ-module
decomposition F (XΛ) = R⊕F0(XΛ). Hence we get direct sum decompositions
H
∗
(Γ, L2(XΛ)) = H
∗
(Γ,R)⊕H∗(Γ, L20(XΛ)),
H∗(Γ,F (XΛ)) = H∗(Γ,R)⊕H∗(Γ,F0(XΛ))
which are respected by j∗. For an element x ∈ Hm(Γ,F (XΛ)) we use the notation
x = x0 + x1, x0 ∈ Hm(Γ,F0(XΛ)), x1 ∈ Hn(Γ,R) for the sum decomposition. Since the
Γ-action on XΛ is ergodic, the Γ-representation L
2
0(XΛ;C) does not contain the trivial
representation. So our assumption yields that H
n
(Γ, L20(XΛ;C)) = 0. Since L
2
0(XΛ;C) =
L20(XΛ) ⊕ L20(XΛ) as real Γ-representations, it is H
n
(Γ, L20(XΛ)) = 0. In particular, p
∗
2 is
an isomorphism. Since p∗1 ◦ I∗ = p∗2 ◦ I∗red and I∗red is injective, we obtain the injectivity
of p∗1 ◦ I∗.
From the formulas (5.2) and (5.4) one can see that I∗ is multiplicative, so we are reduced
to show that the map p∗1 is multiplicative in our special situation (in general, it is not
since it is induced by integration!). The map j is obviously a module homomorphism
with respect to both the left and right H∗(Γ,F (XΛ))-module structure on H∗(Γ,F (XΛ))
resp. on H
∗
(Γ, L2(XΛ)). For the module structure see the preceding section. Since p
∗
2 is
an isomorphism, it follows that ker p∗1 = ker j
∗, and hence ker p∗1 is a two-sided ideal
of the cohomology ring H∗(Γ,F (XΛ)). Further note ker p∗1 = H∗(Γ,F0(XΛ)). Now
let x ∈ Hm(Γ,F (XΛ)), x′ ∈ Hn(Γ,F (XΛ)), and consider the sum decompositions x =
x0 + x1, x
′ = x′0 + x
′
1 as above. It is clear that p
m+n
1 (x1 ∪ x′1) = pm1 (x1) ∪ pn1 (x′1) since i∗,
induced by the ring homomorphism R → F (XΛ), is a multiplicative map. Now one
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computes:
pm+n1 (x ∪ x′) = pm+n1
(
(x0 + x1) ∪ (x′0 + x′1)
)
= pm+n1 (x0 ∪ x′0) + pm+n1 (x0 ∪ x′1) + pm+n1 (x1 ∪ x′0) + pm+n1 (x1 ∪ x′1)
= pm+n1 (x1 ∪ x′1)
= pm1 (x1) ∪ pn1 (x′1)
= pm1 (x) ∪ pn1 (x′).

5.3. Remarks. The Q-Malcev completions of quasi-isometric nilpotent groups are in
general not isomorphic. In fact, they are only isomorphic if the groups are commen-
surable. This fact is also reflected in cohomology: We give examples of quasi-isometric
nilpotent groups whose rational cohomology rings are not isomorphic as Q-algebras.
So theorem 1.5 does not hold for rational coefficients. Consider the 2n+ 1-dimensional
Heisenberg Lie algebra H(n,K) over a field K. The is the Lie algebra of matrices with
entries in K of the form 
 0 x z0 0 y
0 0 0


where x, y are an n-dimensional row resp. column vector and z ∈ K. Now consider the
4n+ 2-dimensional, rational Lie algebras g = H(n,Q(
√
2)) and h = H(n,Q)⊕ H(n,Q).
Over Q, g and h are not isomorphic since the Q-codimension of the centralizers of ele-
ments in g is either 0 or ≥ 2, whereas in h there is an element whose centralizer has
Q-codimension 1. However, g⊗Q R and h⊗Q R are easily seen to be isomorphic as real
Lie algebras. This example is discussed in [Rag72, remark 2.15]. Hence g, h are two
different rational structures of the same real Lie algebra, thereby defining two quasi-
isometric (but not commensurable) nilpotent Lie groupsΛ and Γ. By virtue of Nomizu’s
theorem [Nom54] H∗(Λ,Q) andH∗(g,Q) resp. H∗(Γ,Q) andH∗(h,Q) are isomorphic as
algebras. Now assume that n ≥ 2. Due to [CT95, example 2.3] the Chevalley-Eilenberg
complexes of H(n,K), hence also of H(n,K)⊕ H(n,K), as differential graded algebras
are 1-formal, in the sense of rational homotopy theory. Note that 1-formality is inde-
pendent of the ground field. The reason behind this is that these algebras are quadrat-
ically presented. In particular, the rational Lie algebras g, h can be reconstructed from
their rational cohomology algebras (compare with [CT95, prop. 2.1]. Therefore the latter
cannot be isomorphic. At this point we remark that the class of quadratically presented
Lie algebras is quite restricted within the class of all nilpotent Lie algebras. See [CT95]
for more information.
Next we discusswhat information we can get if the representation theoretic assumption
of theorem 5.1 is not satisfied in every dimension but only for the first reduced cohomo-
logy. Explicitly, we assume only that any unitary Γ-representation π with H
1
(Γ,π) 6= 0
contains the trivial representation. This property of Γ was called property HT in [Sha,
definition of p. 7]. Otherwise we retain the same assumptions on Λ and Γ as in 5.1. By
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the same arguments we get homomorphisms αn : Hn(Λ,R) → Hn(Γ,R), where α1 is
injective. Further, if x ∈ H1(Λ,R), y ∈ Hn(Λ,R), n ≥ 0, then
αn+1(x ∪ y) = α1(x) ∪ αn(y)
holds true. To show that, we must verify that the integration map p∗1 in the proof satis-
fies
(5.5) pn+11 (z ∪ w) = p11(z) ∪ pn1 (w)
for z ∈ H1(Γ,F (XΛ)),w ∈ Hn(Γ,F (XΛ)). Decompose z = z0 + z1 as in the proof. Then
one can use the module structure on the reduced cohomology to conclude pn+11 (z0 ∪
w) = 0. On the other hand, pn+11 (z1 ∪ w) = p11(z1) ∪ pn1 (w) since p1 is obviously a
H∗(Γ,R)-module homomorphism. Hence (5.5) follows.
6. QUASI-ISOMETRY INVARIANCE OF NOVIKOV-SHUBIN INVARIANTS
6.1. Review of the definition ofNovikov-Shubin invariants. In this sectionwe review
the usual definition of Novikov-Shubin invariants and then the homological viewpoint
developed in [LRS99]. The latter is strongly inspired by Lu¨ck’s algebraic approach to
L2-Betti numbers.
Let Γ be a discrete group. The Hilbert space with basis Γ is denoted by l2(Γ). The
bounded operators on l2(Γ) which are equivariant with respect to the left Γ-action on
l2(Γ) form a von Neumann algebra N (Γ), called the group von Neumann algebra.
Equivalently, N (Γ) can be defined as the weak closure of CΓ whose elements act on
l2(Γ) by right multiplication. A von Neumann algebra A is called finite if A comes
equipped with a finite trace, i.e. with a finite, normal, faithful trace trA : A → C. The
examples of finite von Neumann algebras we will consider are the following.
 The group von Neumann algebra N (Γ) with its standard trace trN (Γ) : N (Γ) → C
given by trN (Γ)(T) = 〈1Γ, T(1Γ)〉l2(Γ). In particular, the trace of an element in CΓ is the
coefficient of the unit element.
 Let X be a standard Borel space equipped with a probability Borel measure µ. Then
L∞(X) = L∞(X; µ) is a finite vonNeumann algebrawith the trace trL∞(X)( f ) =
∫
X f dµ.
 Assume X is additionally equipped with a µ-preserving Γ-action. Then there is the
vonNeumann crossed product L∞(X) ⋊¯ Γ which contains the algebraic crossed product
L∞(X)⋊ Γ as a weakly dense subalgebra. Further, L∞(X) ⋊¯ Γ has a finite trace whose
restriction to L∞(X)⋊ Γ is given by tr(∑γ fγγ) =
∫
X f1dµ.
 If A is a finite von Neumann algebra with trace trA, then the n-dimensional square
matrices Mn(A) over A form again a finite von Neumann algebra with the trace
trMn(A)
(
(Tij)1≤i,j≤n
)
=
1
n
n
∑
i=1
trA
(
Tii
)
.
Any finite von Neumann algebra A is contained in an algebra of unbounded operat-
ors which we explain next. A not necessarily bounded operator a on B(H) is affiliated
to A ⊂ B(H) if ba ⊂ ab for all operators b ∈ A′ holds. Here A′ is the commutant
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of A, and ba ⊂ ab means that restricted to the possibly smaller domain of ba the two
operators coincide.
Definition 6.1. Let U (A) denote the set of all closed densely defined operators affiliated
to A. If A happens to be N (Γ) we write U (Γ) instead of U (N (Γ)).
Murray and von Neumann [Mv36] showed that these unbounded operators form a
∗-algebra containingA, when addition, multiplication and involution are defined as the
closures of the naive addition, multiplication and involution. More information about
U (A) can be found in [Lu¨c02, chapter 8] and [Rei01]. From the latter reference we take
also the following result.
Theorem 6.2. The inclusion A ⊂ U (A) is a flat ring extension.
Definition 6.3. Let A be a finite von Neumann algebra with trace trA, and for a normal
operator T ∈ A we denote by f (T) the operator obtained from spectral calculus with
respect to the function f . The Novikov-Shubin invariant αA(T) ∈ [0,∞] ∪ ∞+ of a
positive operator T ∈ A is defined as
αA(T) =

lim infλ→0+
ln
(
trA(χ(0,λ](T))
)
ln(λ)
∈ [0,∞] if trA(χ(0,λ](T)) > 0 for λ > 0,
∞+ otherwise.
Here χ(0,λ] is the characteristic function of the interval (0,λ].
Now we explain the usual definition of the Novikov-Shubin invariant of a discrete
group Γ having a finite type model of its classifying space EΓ. The chain complex of
such a model is a free ZΓ-resolution of Z
0← Z ← F0 d1←− F1 d2←− F2 d3←− · · · ,
where for each i ≥ 0 the module Fi is a finitely generated free ZΓ-module, let us say of
rank r(i). Now by tensoring this complex with l2(Γ)we get a Hilbert complex l2(Γ)⊗ZΓ
F∗ whose operators are bounded Γ-equivariant operators d¯∗. Then, by choosing a basis
for each Fi, we can consider d¯
∗
i d¯i as an element in Mr(i)(N (Γ)). Now the following
makes sense and is indeed well defined (see [Lu¨c02, chapter 2] for proofs and much
more information).
Definition 6.4 (classical definition). The i-th Novikov-Shubin invariant αi(Γ), i ≥ 1, of
Γ is defined as αMr(i)(N (Γ))(d¯
∗
i d¯i).
For the homological viewpoint one defines the notion of capacity for any N (Γ)-
module in the first place, and then the Novikov-Shubin invariants of Γ are essentially
the reciprocals of the capacities of the group homology of Γ with coefficients in the
CΓ-module N (Γ). To a module M over a finite von Neumann algebra A there are
two numerical invariants attached, the dimension dimA(M) ∈ [0,∞] in the sense of
Lu¨ck [Lu¨c98a, Lu¨c98b] and the capacity cA(M) ∈ [0,∞] ∪ {0−} [LRS99]. We will not
elaborate upon neither the dimension nor the question of cA(M) being well defined;
the reader is referred to consult [Lu¨c02] for the first and [LRS99] for the latter. The
definition of cA(M) proceeds in three steps.
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1. STEP: Let M be a finitely presented A-module M with dimA(M) = 0. By [Lu¨c97,
lemma 3.4, definition 3.11] there is a short exact sequence
An   rA //An // //M ,
where rA is right multiplication with a positive matrix A ∈ Mn(A). Define
cA(M) =
1
αMn(A)(A)
∈ [0,∞] ∪ {0−},
where we agree on the following rules
1/∞ = 0, 1/∞+ = 0− and 0− < 0.
2. STEP: AnA-moduleM is calledmeasurable if it is the quotient of a finitely presented
A-module N with dimA(N) = 0. For such a module M we define c′A(M) as
c
′
A(M) = inf{cA(N); N finitely presented, dimA(N) = 0, N surjects onto M}.
3. STEP: For an arbitrary A-module M we set
c
′′
A(M) = sup{cA(N); N measurable submodule of M}.
In [LRS99, proposition 2.4] it is shown that for a finitely presented A-module
M with dimA(M) = 0 and a measurable A-module N one has cA(M) =
c
′
A(M) and c
′
A(N) = c
′′
A(N). Therefore we do not need to distinguish between
cA, c
′
A, c
′′
A. We call cA(M) the capacity of M.
Definition 6.5. An A-module M is cofinal-measurable if each finitely generated sub-
module is measurable. This is equivalent to U (A)⊗A M = 0 [Rei01, note 4.5].
Definition 6.6 (homological approach). Let Γ be an arbitrary discrete group. Then we
define the i-th capacity ci(Γ) of Γ as
ci(Γ) = cN (Γ)
(
Hi(Γ,N (Γ))
)
, i ≥ 0.
The i-th Novikov-Shubin invariant αi(Γ), i ≥ 1, of Γ is defined as the inverse of ci−1(Γ)
with the usual rules 1/0 = ∞, 1/0− = ∞+.
Of course, this can be shown to be compatible with the classical definition whenever
it applies. What is the point about introducing a name for the reciprocal of the Novikov-
Shubin invariant? In some sense, ci(Γ) measures the size of Hi(Γ,N (Γ)) if the i-th L2-
Betti number vanishes. In particular, it equals 0− if Hi(Γ,N (Γ)) = 0. For this reason,
it is more convenient in the homological setting to work with the inverse. As already
indicated in the introduction, the definition of the capacity is not well-behaved for ar-
bitrary Γ. When we restrict to amenable groups, here is the subclass (see theorem 6.12
for its description) where ci(Γ) still behaves well:
Definition 6.7. Let CM be the class of all finitely generated amenable groups Γ such
that Hn(Γ,N (Γ)) is cofinal-measurable for n ≥ 1. Equivalently, we can say that CM
consists precisely of all finitely generated amenable groups Γ with Hn(Γ,U (Γ)) = 0 for
n ≥ 1.
26 ROMAN SAUER
6.2. Some technical properties of the capacity.
Theorem 6.8. Let A ⊂ B be a trace-preserving inclusion of finite von Neumann algebras, and
let M be an A-module. Then the following holds.
(i) The ring extensions A ⊂ B and U (A) ⊂ U (B) are faithfully flat.
(ii) If M is a cofinal-measurable A-module, then B ⊗A M is cofinal-measurable and cA(M) =
cB(B ⊗A M) holds.
(iii) If M is a finitely presented A-module, then B ⊗A M is finitely presented and cA(M) =
cB(B ⊗A M) holds.
Proof.
(i) In [Lu¨c02, 6.29] the first statement in (i) is proved for inclusions of group von Neu-
mann algebras induced by inclusions of groups. We give a (shorter) proof of the general
case. We show that B is a torsionless A-module, i.e. for every b ∈ B, b 6= 0, there exists
an A-linear map f : B → Awith f (b) 6= 0. Any von Neumann algebra is a semiheredit-
ary ring [Lu¨c02, remark on p. 288], and every torsionless module over a semihereditary
ring is flat [Lam99, theorem 4.67], hence this implies that A ⊂ B is flat. Let b be a
non-zero element in B. Since b is the sum of four unitaries [KR97, theorem 4.1.7 on
p. 242], there is a unitary u ∈ B such that trB(b∗u) 6= 0. The map A → B, a 7→ au
extends to an A-equivariant isometric embedding i : l2A → l2B between the GNS-
representations of trA resp. trB. Taking the orthogonal projection onto the image of i
yields an A-equivariant bounded split f : l2B → l2A of i. Since 〈b, u〉l2B = tr(b∗u) 6= 0
we get f (b) 6= 0. It remains to show that f (B) ⊂ A. Due to a theorem of Dixmier [Lu¨c02,
theorem 9.9], this follows from the fact that A → l2A, n 7→ n · f (m) = f (n ·m) extends
to a bounded operator on l2A. The construction of f for u = 1 defines an A-equivariant
split of the inclusionA ⊂ B. HenceA ⊂ B is a faithfully flat ring extension. The algebra
of affiliated operators U (A) is a von Neumann regular ring [Rei01, 2.1] (see also [Lu¨c02,
theorem 8.22]). Hence every U (A)-module is flat [Lam99, theorem 4.21]. This implies
also that every ring extension U (A) ⊂ R into a bigger ring R is faithfully flat [Lam99,
theorem 4.74 (4)].
(ii) This is proved in [LRS99, lemma 2.12] for inclusions of group von Neumann algeb-
ras but the proof carries over to arbitrary inclusions without modifications.
(iii) From the exactness of A ⊂ B follows immediately that B ⊗A M is again finitely
presented. We use the fact that a finitely presented A-module M splits as M = PM ⊕
TM into a finitely generated projective module PM and into a finitely presented mod-
ule TM with dimA(TM) = 0 [Lu¨c98a, theorem 0.6]. The capacity satisfies cA(M) =
cA(TM) by [LRS99, theorem 2.7]. Similarly, we obtain cB(B ⊗A M) = cB(B ⊗A TM).
Since TM is cofinal-measurable, (iii) follows now from (ii). 
Theorem 6.9. Let A be a finite von Neumann algebra and p ∈ A a full projection. Then for
every pAp-module M the equality cA(Ap⊗pAp M) = cpAp(M) holds.
Proof. First assume that M is zero-dimensional and finitely presented. Then there exists
a short exact sequence [Lu¨c97, lemma 3.4] of the form
(
pAp)n   rA //(pAp)n // //M .
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where rA is right multiplication with a positive matrix A ∈ Mn(pAp). Tensoring by Ap
is flat (see remark 2.20), so we obtain a short exact sequence
(Ap)n ⊕ (A(1− p))n   rA⊕id //(Ap)n ⊕ (A(1− p))n // //Ap⊗pAp M .
The map in the middle is an A-equivariant endomorphism of An given by right mul-
tiplication with the matrix A + (1 − p) idAn ∈ Mn(A). In particular, we have that
Ap ⊗pAp M is again zero-dimensional since the dimension dimA is additive [Lu¨c98a,
theorem 0.6]. Now let us show two general facts about spectral calculus in a von Neu-
mann algebraA. Let f : R → R be an essentially bounded Borel function with f (0) = 0.
(1) For selfadjoint a, b ∈ A satisfying a · b = b · a = 0 we have the following equality of
operators obtained by spectral calculus in A with respect to f .
f (a+ b;A) = f (a;A) + f (b;A)
(2) For a projection p ∈ A and selfadjoint a ∈ pAp the equality
f (a;A) = p f (a;A)p = f (a; pAp)
holds. Since f (a;A) is the strong limit of operators of the form q(a) where q is a poly-
nomial with vanishing constant term, it suffices to show these equalities for f (x) = xn,
n ≥ 1. This is obvious; note for (2) that pa = ap = a holds. Notice that we have
χ(0,λ]((1− p) idAn) = 0 for λ < 1, because (1− p) idAn is a projection. Nowwe compute
using (1) and (2) for λ < 1
trMn(A)
(
χ(0,λ](A+ (1− p) idAn ;A)
)
= trMn(A)
(
χ(0,λ](A;A)
)
= trMn(A)
(
χ(0,λ](A; pAp)
)
= trA(p) · trMn(pAp)
(
χ(0,λ](A; pAp)
)
.
Thus αMn(pAp)(A) = αMn(A)(A+ (1− p) idAn) holds, hence the assertion for M follows.
Now assume that M is measurable. For ǫ > 0 let N be a zero-dimensional, finitely
presented pAp-module surjecting onto M such that cpAp(N) ≤ cpAp(M) − ǫ. As seen
above, Ap ⊗pAp N is again finitely presented zero-dimensional, and it surjects onto
Ap⊗pAp M. Then we obtain
cA(Ap⊗pAp M) ≤ cA(Ap⊗pAp N) = cpAp(N) ≤ cpAp(M)− ǫ,
thus cA(Ap ⊗pAp M) ≤ cpAp(M). Since the Morita equivalence Ap ⊗pAp has the in-
verse pA⊗A we can conclude analogously to obtain cpAp(M) ≤ cA(Ap⊗pAp M), thus
cpAp(M) = cA(Ap⊗pAp M). The argument for an arbitrary module M is similar. 
Corollary 6.10. Let A be a finite von Neumann algebra and p ∈ A a full projection. Then for
every A-module M the equality cA(M) = cpAp(pM) holds.
6.3. The proof of theorem 1.6 and the class CM.
Proof of theorem 1.6. Let Γ be a group in CM and Λ be quasi-isometric to Γ. According
to 6.12 (ii) Λ lies then also in CM. In particular both groups are amenable. Accord-
ing to theorems 2.2 and 2.4 there exists a topological coupling X of Γ,Λ with compact
fundamental domains XΓ,XΛ and a non-trivial Γ × Λ-invariant Borel measure µ on X
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such that XΓ, XΛ have finite measure. Due to lemma 2.17 there exist open and closed
subspaces A ⊂ XΓ, B ⊂ XΛ for which there is a trace-preserving ring isomorphism
between χAF (XΓ;C)⋊ΛχA and χBF (XΛ;C)⋊ ΓχB. Further, χA resp. χB is a full idem-
potent in its respective crossed product ring and hence in any bigger ring according to
lemma 2.21. From the construction of XΓ as a closed-open subset of some space of func-
tions between discrete sets it is clear that the closed-open sets of XΓ form a basis of the
topology. Hence F (XΓ;C) ⊂ L∞(XΓ) is weakly dense. The same applies to XΛ. Since
the isomorphism above is trace-preserving, it extends to an isomorphism
χAL
∞(XΓ)⋊ΛχA → χBL∞(XΛ)⋊ ΓχB.
For the same reason this extends to a trace-preserving isomorphism of the respective
von Neumann algebras and to an isomorphism of their algebras of affiliated operators.
So we come up with the following commutative diagram with vertical isomorphisms.
(6.1)
L∞(A) 
 //
∼=

χAL
∞(XΓ)⋊ΛχA
  //
∼=

χAL
∞(XΓ) ⋊¯ΛχA
∼=

  // U(χAL∞(XΓ) ⋊¯ΛχA)
∼=

L∞(B) 
 // χBL
∞(XΛ)⋊ ΓχB
  // χBL
∞(XΛ) ⋊¯ ΓχB
  // U(χBL∞(XΛ) ⋊¯ ΓχB)
Hence it suffices to prove that
cn(Λ) = cχAL∞(XΓ) ⋊¯ΛχA
(
Tor
χAL
∞(XΓ)⋊ΛχA
n
(
χAL
∞(XΓ) ⋊¯ΛχA, L
∞(A)
))
(6.2)
cn(Γ) = cχBL∞(XΛ) ⋊¯ ΓχB
(
Tor
χBL
∞(XΛ)⋊ΓχB
n
(
χBL
∞(XΛ) ⋊¯ ΓχB, L
∞(B)
))
,
which follows by applying (in this order) theorem 6.8 (ii), theorem 6.8 (i), (A.4) and
(A.6) from the appendix and corollary 6.10:
cn(Λ) =cN (Λ)
(
Hn
(
Γ,N (Λ)))
=cN (Λ)
(
TorCΛn
(N (Λ),C))
=cL∞(XΓ) ⋊¯Λ
(
L∞(XΓ) ⋊¯Λ⊗N (Λ) TorCΛn
(N (Λ),C))
=cL∞(XΓ) ⋊¯Λ
(
TorCΛn
(
L∞(XΓ) ⋊¯Λ,C
))
=cL∞(XΓ) ⋊¯Λ
(
Tor
L∞(XΓ)⋊Λ
n
(
L∞(XΓ) ⋊¯Λ, L
∞(XΛ)
))
=cL∞(XΓ) ⋊¯Λ
(
Tor
χAL
∞(XΓ)⋊ΛχA
n
(
L∞(XΓ) ⋊¯ΛχA, L
∞(A)
))
=cχAL∞(XΓ) ⋊¯ΛχA
(
χA Tor
χAL
∞(XΓ)⋊ΛχA
n
(
L∞(XΓ) ⋊¯ΛχA, L
∞(A)
))
=cχAL∞(XΓ) ⋊¯ΛχA
(
Tor
χAL
∞(XΓ)⋊ΛχA
n
(
χAL
∞(XΓ) ⋊¯ΛχA, L
∞(A)
))
.
Similar for Γ. This finishes the proof of theorem 1.6. 
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Basically the same method yields also the following result for not necessarily amen-
able groups, which should be compared to the proportionality theorem in [Lu¨c02, the-
orem 3.183].
Theorem 6.11. Let Γ and Λ be finitely generated groups, and assume that Γ is of type FPn+1
over C. If Γ and Λ are cocompact lattices of the same locally compact group, then αi(Γ) = αi(Λ)
holds for 1 ≤ i ≤ n+ 1.
We indicate how to modify the proof above. Details are left to the reader. By [Alo94,
corollary 9] Λ is also of type FPn+1 over C. This assumption is needed for the compat-
ibility of the capacity with induction from the group von Neumann algebra to a bigger
one (see theorem 6.8 (iii)) and replaces the hypothesis ”being in C” needed to apply 6.8
(ii). The topological coupling used for the proof is the common locally compact group
that contains Λ, Γ as cocompact lattices.
Theorem 6.12.
(i) The class CM contains all finitely generated elementary amenable groups that have a
bound on the orders of their finite subgroups and all amenable groups of type FP∞ over
C. Moreover, if a finitely generated amenable group Γ has an infinite, finitely generated,
normal subgroup in CM, then Γ lies in CM.
(ii) The class CM is geometric, i.e. if a group Γ is quasi-isometric to a group in CM then Γ
lies in CM.
Proof. (i) Let Γ be an amenable group of type FP∞ over C. Since the category of finitely
presentedmodules over a finite vonNeumann algebra is abelian [Lu¨c97, theorem 0.2], it
follows that Hn(Γ;N (Γ)) is a finitely presentedN (Γ)-module. By a theorem of Cheeger
and Gromov dimN (Γ)(Hn(Γ;N (Γ))) = 0, n ≥ 1, holds for amenable Γ (see also [Lu¨c98a,
corollary 5.13]). By [Lu¨c02, 8.22 (4)], dimN (Γ)(M) = 0 and U (Γ)⊗N (Γ) M = 0 are equi-
valent for a finitely presented module M. This yields U (Γ) ⊗N (Γ) Hn(Γ;N (Γ)) = 0,
n ≥ 1. By theorem 6.2 we obtain Hn(Γ;U (Γ)) = 0, n ≥ 1, hence Γ lies in the class CM.
For an elementary amenable group with a bound on the orders of finite subgroups U (Γ)
is a flat CG-module [Rei99, theorem 9.1]. Hence such a Γ lies in CM. Now assume that
a group Γ has an infinite, finitely generated, normal subgroup Λ which lies in CM,
i.e. Hn(Λ;U (Λ)) = 0, n ≥ 1. Since Λ is finitely generated, the module H0(Λ;N (Λ))
is finitely presented, and since Λ is infinite, its zeroth L2-Betti number vanishes. As
seen above, this implies H0(Λ;U (Λ)) = 0. Since U (Γ) is flat over U (Λ) by 6.8 we
get Hn(Λ;U (Γ)) = 0 for n ≥ 0. The Hochschild-Serre spectral sequence now yields
Hn(Γ;U (Γ)) = 0, n ≥ 0, in particular Γ ∈ CM.
(ii) Let be Γ ∈ CM, and Λ be quasi-isometric to Γ. The argument is completely ana-
logous to the one for equation (6.2): It turns out that the vanishing of Hn(Γ,U (Γ)) is
equivalent to the vanishing of
Tor
χBL
∞(XΛ)⋊ΓχB
n
(
U(χBL∞(XΛ) ⋊¯ ΓχB)︸ ︷︷ ︸
=χBU (L∞(XΛ) ⋊¯ Γ)χB
, L∞(B)
)
,
and similar for Λ. Due to diagram (6.1), Hn(Γ,U (Γ)) vanishes if and only if Hn(Λ,U (Λ))
vanishes. 
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Remark 6.13. By a theorem of Cheeger and Gromov [CG86] the L2-Betti numbers of
infinite amenable groups vanish. However, there are amenable groups Γ, e.g. the lamp-
lighter group, such that Hn(Γ;U (Γ)) does not vanish for some n ≥ 1. See [LLS03]. In
particular, the lamplighter group is not in CM. We wonder whether the property of
belonging to CM is relevant to other spectral issues of amenable groups.
APPENDIX A. PRODUCT STRUCTURES ON TOR AND EXT
Let R be a ring, and be M, N R-modules. Then the Ext-groups ExtnR(M,N) can be
computed with a projective R-resolution P∗ of M: ExtnR(M,N) = H
n(homR(P∗,N)). If
M is a right R-module, we have TorRn (M,N) = Hn(P∗ ⊗ N). Notice that Hn(Γ,M) =
ExtnRΓ(R,M) and Hn(Γ,M) = Tor
n
RΓ(R,M). We describe now a more symmetric way to
define Ext- and Tor-groups which allows to introduce product structures.
We recollect some standard notations and facts about chain complexes (cf. [Bro94, chapter
I, 0]). Let C∗, C′∗ be non-negative chain complexes of left R-modules. Let homR(C∗,C′∗)n,
n ≥ 0, be the abelian group of graded R-module homomorphisms of degree n from C∗
to C′∗, i.e.
homR(C∗,C′∗)n = ∏
q≥0
homR(Cq,C
′
q+n).
Then homR(C∗,C′∗)n, n ≥ 0, becomes a chain complex by the differential
∂hom : homR(C∗,C′∗)n −→ homR(C∗,C′∗)n−1
∂hom( f ) = ∂ f − (−1)n f ∂.
The 0-cycles of this complex are just the chain maps from C∗ to C′∗, and the 0-boundaries
are the nullhomotopic chain maps. Hence its zeroth homology is the abelian group of
homotopy classes of chain maps from C∗ to C′∗. If D∗ is a complex of right R-modules,
then D∗ ⊗R C∗ denotes the tensor product of complexes defined by(
D∗ ⊗R C∗
)
n
=
⊕
i+j=n
Di ⊗R Cj
and equipped with the differential ∂⊗(x ⊗ y) = ∂x⊗ y+ (−1)deg xx⊗ ∂y.
Now let M and N be left R-modules, and be M ← P∗ and N ← Q∗ left project-
ive R-resolutions. Consider N as a chain complex concentrated in degree zero. Due
to [Bro94, theorem (8.5) on p. 29], the chain map Q∗ → N induces a quasi-isomorphism
homR(P∗,Q∗)∗ → homR(P∗,N)∗, i.e. the induced map in homology
H−n(P∗,Q∗)
∼= // H−n(homR(P∗,N)) = Hn(homR(P∗,N)) = ExtnR(M,N)
is a (canonical) isomorphism. Similarly, if M is a right R-module and N is left R-module
with right resp. left projective resolutions P∗, Q∗, then the chain map Q∗ → N in-
duces a quasi-isomorphism P∗ ⊗R Q∗ → P∗ ⊗ N, where the homology of the latter is
TorR∗ (M,N). This is what we understand under the symmetric way of defining Ext and
Tor.
Let us recall some functoriality properties of the Ext and Tor. Compare with [Gui80,
p. 72-74]. Assume R ⊂ S is a flat ring extension. Let M,N be R-modules (whether right
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or left will be clear from the context) with projective R-resolutions P∗ resp. Q∗. Then
there are natural maps (induction of scalars)
ExtnR(N,M) −→ ExtnS(S⊗R N, S⊗R M),(A.1)
TorRn (N,M) −→ TorSn(N ⊗R S, S⊗R M).(A.2)
In the symmetric picture above, (A.1) is induced by scalar induction
homR(Q∗, P∗)n −→ homr(S⊗R Q∗, S⊗R P∗)n, f 7→ S⊗R f .
Similar for (A.2). If L is an S-module then we have – as a result of the adjunction
isomorphism between induction and restriction – canonical isomorphisms
ExtnS(S⊗R M, L) ∼= ExtnR(M, L)(A.3)
TorSn(M⊗R S, L) ∼= TorRn (M, L)(A.4)
If p is a full idempotent in the ring R, implying that pRp and R are Morita equivalent
(cf. remark 2.20), then we obtain natural isomorphisms
ExtnpRp(N,M)
∼=−→ ExtnR(Rp⊗pRp N, Rp⊗pRp M)(A.5)
Tor
pRp
n (N,M)
∼=−→ TorRn (N ⊗pRp pR, Rp⊗pRp M)(A.6)
In the symmetric picture, the map (A.5) is given by tensoring chain maps with Rp
homR(Q∗, P∗)n −→ homR(Rp⊗pRp Q∗, Rp⊗pRp P∗)n, f 7→ Rp⊗pRp f .
Its inverse is given by tensoring with pR over R. Similar for Tor.
Next we introduce the multiplicative structures. Let M,N and L be R-modules with
projective R-resolutions P∗,Q∗ andW∗. The composition of chain maps in the symmet-
ric picture induces homomorphisms
ExtmR (N, L)⊗ ExtnR(M,N) −→ Extm+nR (M, L)
which turn Ext∗R(M,M) into a graded ringwhose product is called composition product.
Further, we have a product, called the evaluation product,
ExtmR (N, L)⊗ TorRn (M,N) −→ TorRn−m(M, L)
defined by
homR(Q∗,W∗)m ⊗
(
P∗ ⊗R Q∗
)
n
→ (P∗ ⊗ Q∗)m−n, f ⊗ p⊗ q → (−1)deg f deg pp⊗ f (q).
Obviously, the homomorphisms in (A.1) and (A.5) are multiplicative.
Now assume R is commutative. Let M,N, L be RΓ-modules, and let c : M⊗R N → L be
a RΓ-homomorphism, where M⊗R N is equipped with the diagonal Γ-action. Then the
cup product ∪ and cap product ∩ (see [Bro94, p. 109-117]) are maps
∪ : Hm(Γ,M)⊗Hn(Γ,N) −→ Hm+n(Γ,M⊗R N) c→ Hm+n(Γ, L)
∩ : Hm(Γ,M)⊗Hn(Γ,N) −→ Hm−n(Γ,M⊗R N) c→ Hm−n(Γ, L)
This yields ring and module structures in the cases N = M = L and N = L. We record
from [Bro94, theorem (4.6) on p. 115].
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Lemma A.1. The cup product and composition product resp. the cap product and evaluation
product on Ext∗RΓ(R, R) = H
∗(Γ, R), TorRΓ∗ (R, R) = H∗(Γ, R) coincide.
LetY be a compact topological space onwhich a group Γ acts. WriteF (Y) = F (Y; R).
By lemma 2.18 RΓ ⊂ F (Y)⋊ Γ is a flat ring extension. On H∗(Γ,F (Y)) we can exhibit
two product structures. The first one is the cup product coming from F (Y)⊗R F (Y) →
F (Y), f ⊗ g 7→ f g, and the second one is the composition product coming from the
isomorphism
Hn(Γ,F (Y)) = ExtnRΓ(R,F (Y))
∼=
(A.3)
// ExtnF (Y)⋊Γ(F (Y),F (Y)) .
Similarly, using (A.4) we obtain a cap and an evaluation product on H∗(Γ,F (Y)) and
H∗(Γ,F (Y)). Then the following fact follows again from [Bro94, theorem (4.6) on p. 115].
Lemma A.2. The cup and composition resp. the cap and evaluation product on H∗(Γ,F (Y)),
H∗(Γ,F (Y)) coincide.
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