Additivity obstructions for integral matrices and pyramids  by Santoyo, Miguel & Vallejo, Ernesto
Theoretical Computer Science 406 (2008) 136–145
Contents lists available at ScienceDirect
Theoretical Computer Science
journal homepage: www.elsevier.com/locate/tcs
Additivity obstructions for integral matrices and pyramids
Miguel Santoyo, Ernesto Vallejo ∗
Unidad Morelia, Instituto de Matemáticas, Universidad Nacional Autónoma de México, Apartado Postal 61-3, Xangari, 58089 Morelia, Mich., Mexico
a r t i c l e i n f o
To the memory of Attila Kuba
Keywords:
Discrete tomography
Set of uniqueness
Additive set
Pyramid
Bad configuration
Switching
Doubly graded matrix
Plane partition
Cancellation condition
a b s t r a c t
In Discrete Tomography there are two related notions of interest: H-uniqueness and H-
additivity of finite subsets of Nm, which are defined for certain finite sets H of linear
subspaces of Rm. One knows complete sets of obstructions for H-uniqueness (bad H-
configurations) and for H-additivity (weakly bad H-configurations). The classical case,
when H is the set of coordinate axes in R2, is well known. Let Hm denote the set of the
m coordinate hyperplanes of Rm. The following question was raised in [P.C. Fishburn, J.C.
Lagarias, J.A. Reeds, L.A. Shepp, Sets uniquely determined by projections on axes II. Discrete
case, Discrete Math. 91 (1991) 149–159]. Is there an upper bound on the weights of the
badHm-configurations one needs to consider to determineHm-uniqueness (m ≥ 3) of an
arbitrary set inNm? This question can be asked for other setsH of linear subspaces and also
forH-additivity. The answer to this question, in the case of uniqueness, is known whenH
is a set of lines. In this paper we answer this question for uniqueness and additivity in the
case ofH3. We show that there is no upper bound on the weights of the bad configurations
(resp.weakly bad configurations) one needs to consider to determineH3-uniqueness (resp.
H3-additivity).
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
Fishburn et al. [4] introduced, in the context of Discrete Tomography, the concept of additivity for finite subsets of Nm.
They also considered the notion of uniqueness for such subsets. Both concepts were defined with respect to the set Hm of
the m coordinate hyperplanes of Rm (x1 = 0; . . . ; xm = 0). They gave a complete set of obstructions for uniqueness (bad
configurations) and for additivity (weakly bad configurations). Since every bad configuration is a weakly bad configuration,
they concluded that additivity is a sufficient condition for uniqueness. Later Fishburn and Shepp [5] extendeduniqueness and
additivity to finite setsH of linear subspaces of Rm satisfying some mild assumptions. These new concepts were calledH-
uniqueness andH-additivity. Again, they provided complete sets of obstructions forH-uniqueness (badH-configurations)
and H-additivity (weakly bad H-configurations) and showed that H-additivity is a sufficient condition for H-uniqueness.
Note that uniqueness and additivity, as defined in [4], correspond toHm-uniqueness andHm-additivity, respectively. Even
though much of the research has been done when H is a set of lines, there are, besides [4] and [5], several papers dealing
with different aspects ofHm-uniqueness andHm-additivity. For example [1,6,10,12–17].
In this paper we consider one of the problems proposed in [4, Section 5], namely if there is an upper bound on the weight
of badHm-configurations one needs to consider to determinewhether a subset ofNm,m ≥ 3, is a set of uniqueness. A similar
question can be posed forHm-additivity, and in general forH-uniqueness andH-additivity for anyH. It is well known that
for determining H2-uniqueness one only needs to consider bad configurations of weight 2 [4]; see also [9, Section 1.2.2]
and [17, Section 5.4] for information on related results. SinceH2-uniqueness is equivalent toH2-additivity [4], the problem
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is also solved for H2-additivity. In contrast, if H is a set of three or more lines through the origin, there is, in general, no
upper bound on the sizes of the bad H-configurations one needs to consider to determine H- uniqueness [5,7,8]. Still, the
original question for Hm-uniqueness remained open for m ≥ 3. Also no answers were known for H-additivity, except for
the case in whichH has two lines [5, Section 2.6].
Here we answer the question for H3-uniqueness and H3-additivity. In Section 5 we give, for any even integer q ≥ 4, a
subset Xq of N3 that has a bad H3-configuration of weight q, but has no weakly bad H3-configurations of weight smaller
than q. We note thatH3 is, to our best knowledge, the first known example of a setH for which there is no upper bound on
the weights of the weakly badH-configurations one needs to consider to determineH-additivity of an arbitrary set.
Since subsets of Nm can be identified in a natural way with m-dimensional binary matrices, all definitions can then be
given in this alternative language [17]. We will use here this algebraic language. There is also a related notion of additivity
for integralmatrices thatwill be used in this paper. To distinguish between additivity for integralmatrices andH3-additivity
for binary matrices we will call the first just additivity and the second (0, 1)-additivity.
The two main ideas in the construction of our examples are the relation between (0, 1)-additivity for binary matrices
and additivity for integral matrices established in [15], and a family of examples from [2] that solve an analogous question,
to the one we are interested on, for additive linear orders. We next explain in more detail the ideas that led to our solution.
The second-named author introduced pyramids in [13]. They form a more tractable family of subsets of N3 to deal with
uniqueness and (0, 1)-additivity. There is no loss of generality by assuming the 1-marginals of a set X of N3 are weakly
decreasing. Under this assumption one has that X is a pyramid if and only if X does not have bad configurations of weight
2 [15, Section 3]. Thus, any set of uniqueness, and therefore any (0, 1)-additive set with weakly decreasing 1-marginals, is
a pyramid. Each pyramid has associated, in a natural way, an integral matrix with weakly decreasing rows and columns.
The second-named author introduced in [15] the concept of additivity for integral matrices and showed that a pyramid is
(0, 1)-additive if and only if its associated integral matrix is additive. It turned out that additivity for integral matrices is
in fact closely related to the notion of additivity for linear orders, which has been studied for a long time (see [2,3] and the
references therein). Fishburn showed [2,3] that for linear orders in the rectangle [ 3 ]× [ q ] obstructions of arbitrarily large
size are needed to determine additivity. In this paper we adapt his results to integral matrices and then show that they still
hold for pyramids. In particular, we show that for any even integer q ≥ 4 there is a pyramid of size 3×q×(3q−1) that has a
bad configuration ofweight q, but notweakly bad configurations ofweight smaller than q. Thus, to determineH3-uniqueness
(resp.H3-additivity) one needs to consider badH3-configurations (resp. weakly badH3-configurations) of arbitrarily large
weight.
The paper is organized as follows. In Section 2 we review definitions and some known results needed in this work.
The main result in Section 3 is Theorem 3.8, where we show that certain arrow diagrams form a complete set of
obstructions to additivity for integral matrices. These arrow diagrams are equivalent to the elements in the sets CK (K ≥ 2)
appearing in the cancellation conditions C(K) from [3]. In Section 4 we adapt Fishburn’s results to integral matrices
and pyramids. The main results are Theorems 4.1 and 4.4. The first asserts that the existence of certain arrow diagrams
with t arrows implies the existence of nonadditive integral matrices whose additivity obstructions have all at least t
arrows. The second asserts that the existence of certain arrow diagrams with t arrows implies the existence of nonadditive
pyramids whose weakly bad configurations all have weight at least t . Finally, in Section 5, we apply Theorem 4.4 to an
arrow diagram devised by Fishburn to obtain, for any even integer q ≥ 4, the 3 × q × (3q − 1) pyramid mentioned
above.
2. Definitions and known results
We fix some notation that will be used throughout this paper. Let N denote the set of natural numbers and let N0 :=
N ∪ {0}. For any positive integer n, we denote by [ n ] the set {1, 2, . . . , n}. A vector λ ∈ Nm0 is called a partition if its
coordinates are nonnegative integers and λ1 ≥ λ2 ≥ · · · ≥ λm. If∑mi=1 λi = N , we say that λ is a partition of N . The
length of λ, denoted by `(λ), is the number of its positive coordinates. We will frequently think of λ as an element of Nm0 ,
for some m ≥ `(λ), by adding some zeros to the right. The conjugate partition to λ is λ′ = (λ′1, . . . , λ′k), where k ≥ λ1 and
λ′j := #{ i | λi ≥ j }. For example, if λ = (5, 4, 2, 2, 1, 1, 1), then λ′ = (7, 4, 2, 2, 1).
We fix three positive integers p, q and r , and denote the set of integer points in a rectangle of size p×q by R = B(p, q) :=
[ p ] × [ q ], and the set of integer points in a 3-dimensional box of size p × q × r by B = B(p, q, r) := [ p ] × [ q ] × [ r ].
The rectangle R has a natural partial order defined by h  k if and only if hi ≤ ki, for i = 1, 2. The box B has also a natural
partial order  defined in the same way. A 2-dimensional matrix of size p × q with real entries is just a map A : R −→ R;
similarly, a 3-dimensional matrix of size p× q× r with real entries is a map X : B −→ R. A (0, 1)-matrix or binary matrix is
a matrix with entries in {0, 1}.
For any matrix A : R −→ R we consider its 1-marginals, also called Radon transforms, line sums or 1-dimensional X-rays,
a = (a1, . . . , ap) and b = (b1, . . . , bq), defined by
ai :=
q∑
j=1
A(i, j) and bj :=
p∑
i=1
A(i, j);
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and for a matrix X : B −→ R we consider its 1-marginals, also called Radon transforms, plane sums or 2-dimensional X-rays,
a = (a1, . . . , ap), b = (b1, . . . , bq) and c = (c1, . . . , cr), defined by
ai :=
q∑
j=1
r∑
k=1
A(i, j, k), bj :=
p∑
i=1
r∑
k=1
A(i, j, k) and ck :=
p∑
i=1
q∑
j=1
A(i, j, k).
Fix N ∈ N0, and let a = (a1, . . . , ap), b = (b1, . . . , bq) and c = (c1, . . . , cr) be vectors whose coordinates are in N0 and
add up toN . Then, we denote by F(a, b, c) the set of all 3-dimensional matrices with real entries having 1-marginals a, b and
c , and byM∗(a, b, c) the set of all binary matrices in F(a, b, c). Note that binary matrices X can be identified with subsets S
of B by means of the condition
k ∈ S ⇐⇒ X(k) = 1.
Let X ∈ M∗(a, b, c), then X is called (0, 1)-additive [4] if there are maps
f1 : [ p ] −→ R, f2 : [ q ] −→ R and f3 : [ r ] −→ R,
such that for all k ∈ B,
X(k) = 1 ⇐⇒
3∑
i=1
fi(ki) ≥ 0;
and X is called a pyramid [13,15,17] if for all k, l ∈ B
k  l =⇒ X(k) ≥ X(l).
Note that (0, 1)-additive matrices are called additive in [4,5]. We use the term (0, 1)-additive to distinguish it from another
notion of additivity to be defined below. A weakly bad configuration for X is a non-zero matrix W ∈ F(0, 0, 0) with integer
entries, such that if W (k) > 0 then X(k) = 1 and if W (k) < 0, then X(k) = 0. A bad configuration for X is a weakly bad
configurationW that takes values in {−1, 0, 1}. Theweight of aweakly bad configurationW is the sum of its positive entries,
that is,
w(W ) =
∑
k, W (k)>0
W (k).
Note that w(W ) = −∑k, W (k)<0 W (k).
Weakly bad configurations were introduced in [4] to characterize (0, 1)-additivity.
Theorem 2.1 ([4]). Let X be an 3-dimensional binary matrix. Then X is (0, 1)-additive if and only if X does not have weakly bad
configurations.
Example 2.2. The binary matrix
1 1 1 1 1
1 1 1 1 1
1 1 1 1 0
1 1 1 1 0
1 1 0 0 0


1 1 1 1 1
1 1 1 1 1
1 1 0 0 0
1 0 0 0 0
1 0 0 0 0


1 1 1 1 1
1 1 1 1 1
1 1 0 0 0
0 0 0 0 0
0 0 0 0 0


1 1 1 1 1
1 1 1 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0


1 1 1 0 0
1 1 1 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0

has 1-marginals (23, 21, 8, 5, 3), (17, 15, 12, 9, 7) and (20, 14, 12, 8, 6), and has a weakly bad configuration of weight 6
given by the matrix W : B(5, 5, 5) −→ Z that takes value 2 on (4, 4, 1), value 1 on (5, 1, 2), (3, 2, 3), (1, 5, 4), (2, 3, 5),
value −1 on (5, 3, 1), (3, 5, 1), (4, 2, 2), (4, 1, 3), (2, 4, 4), (1, 4, 5) and value 0 on the remaining points. Therefore, by
Theorem 2.1, the matrix is not (0, 1)-additive. This example appears in [4].
Remark 2.3. A slice in the 3rd direction of a 3-dimensional matrix X : B −→ {0, 1} is a 2-dimensional matrix Y obtained
by restricting X to [ p ] × [ q ] × {k} for some k ∈ [ r ]. We can think of X as made of r slices in the 3rd direction; these
slices can be permuted according to some permutation σ of the elements of [ r ]. The matrix obtained, denoted by σX , has
the same two first 1-marginals as X , while the third 1-marginal of σX has the same coordinates as the third 1-marginal of
X , but rearranged according to σ . It follows from the definition that X is (0, 1)-additive if and only if σX is (0, 1)-additive.
The same remarks apply when we consider permutations of slices in the first and second directions. So, when considering
(0, 1)-additivity for a matrix, we can assume without loss of generality that its 1-marginals are weakly decreasing, that is,
partitions of the number of ones in X .
It is sometimes convenient toworkwithmatrices that haveweakly decreasing 1-marginals. See, for example, Lemmas 2.6
and 4.3, Theorem 4.4 or the following result which is implicit in [12, Theorem 1′(i)] or in [15, Proposition 3.1]. A direct proof
can be found in [17, Theorem 7].
Theorem 2.4. Let X be a 3-dimensional binary matrix whose 1-marginals are partitions. If X is (0, 1)-additive, then X is a
pyramid.
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There is a second notion of additivity for matrices with real entries. We start with some notation and definitions. Let, as
before, a = (a1, . . . , ap) and b = (b1, . . . , bq) be vectors whose coordinates are inN0 and add up to N . We denote by F(a, b)
the set of all 2-dimensional matrices with real entries having 1-marginals a and b, and byM(a, b) the set of all matrices in
F(a, b) having entries in N0. A matrix A ∈ F(a, b) of size p× q is additive [15,16] if there are vectors x ∈ Rp and y ∈ Rq, such
that
A(i, j) > A(k, l) =⇒ xi + yj > xk + yl (1)
for all (i, j), (k, l) ∈ R. Note that the definition of additivity can be applied to any matrix with real entries. Additivity for real
matrices has been studied from a geometrical point of view in [10,16,17].
Two matrices A, B : R −→ R are said to have the same order type if
A(h) > A(k) ⇐⇒ B(h) > B(k), (2)
for all h, k ∈ R. By definition the notion of additivity depends only on the order type. Moreover, we have
Lemma 2.5. Let A : R −→ R be a matrix. Then there is a matrix B : R −→ N0 such that A and B have the same order type. In
particular, A is additive if and only if B is additive.
Proof. Let a0 < · · · < at be the different values taken by the entries of A arranged in increasing order. Let B be obtained
from A by substituting each entry of A with value ai by i. Then, B is integer valued and has the same order type than A. The
last statement follows from (1) and (2). 
Let A ∈ F(a, b). Then A is called doubly graded, if for all h, k ∈ R
h  k =⇒ A(h) ≥ A(k).
A doubly graded matrix A with entries in N0 is usually called a plane partition. The 1-marginals of a doubly graded matrix
are weakly decreasing and the 1-marginals of a plane partition are partitions.
Lemma 2.6. Let A ∈ F(a, b). Suppose the 1-marginals of A are weakly decreasing. If A is additive, then A is doubly graded.
Proof. Since A is additive there are vectors x ∈ Rp and y ∈ Rq such that (1) holds. Suppose, in order to obtain a contradiction,
that A is not doubly graded. Then, there is a row or a column of A that is not weakly decreasing. Since both cases are treated
similarly, we may assume that there are numbers i, j and l such that A(i, j) < A(i, l). Since bj ≥ bl, there must exist k such
that A(k, j) > A(k, l). But then, condition (1) implies xi + yj < xi + yl and xk + yj > xk + yl, which is a contradiction. 
Let A ∈ M(a, b). The pi-sequence of A, denoted by pi(A), is the vector formed by the entries of A arranged in weakly
decreasing order. It is a partition of the sum of the entries of A with pq coordinates (some of which could be zero). Choose
any r ≥ max{ A(h) | h ∈ R }. Then, the graph G(A) : B −→ {0, 1} of A is defined for all elements (i, j, k) in B by
G(A)(i, j, k) :=
{
1 if 1 ≤ k ≤ A(i, j);
0 otherwise.
Note that the value of r is unimportant: what really matters is the set of all h ∈ B that satisfy G(A)(h) = 1. Two elementary
facts about the graph of a matrix are:
Lemma 2.7. Let A ∈ M(a, b). Then
(1) The graph G(A) of A has 1-marginals a, b and pi(A)′.
(2) A is a plane partition if and only if G(A) is a pyramid.
The two notions of additivity are related by Theorem 1 in [15] or by the slightly more general Theorem 14 in [17]:
Theorem 2.8 ([15,17]). Let A inM(a, b). Then A is an additive matrix if and only if the graph G(A) of A is (0, 1)-additive.
Example 2.9. The graph G(D) of the matrix
D =

5 5 5 4 4
5 5 5 3 3
3 3 1 1 0
2 1 1 1 0
2 1 0 0 0

is the matrix in Example 2.2. The 1-marginals of D are a = (23, 21, 8, 5, 3) and b = (17, 15, 12, 9, 7). Its pi-sequence is the
partition conjugate to c = (20, 14, 12, 8, 6). Since G(D) is not (0, 1)-additive, then, by Theorem 2.8, D is not additive. The
graph of a matrix is customarily depicted by stacking unit cubes as shown in Fig. 1.
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Fig. 1. Graphical representation of G(D).
Fig. 2. Two disconnected arrow diagrams with 2 arrows.
Fig. 3. Disconnected arrow diagram with 3 arrows.
3. Arrow diagrams and additivity
In this section we introduce the notion of an arrow diagram and show that they form a complete set of obstructions
to the additivity of integral matrices. We work throughout this section with a fixed rectangle R = B(p, q) and a fixed box
B = B(p, q, r).
An arrow in R is an ordered pair ϕ = (z,w) in R2 with z 6= w. We think of z as the initial point and of w as the end point
of ϕ. To each vector h ∈ Rwe associate a matrixMh : R −→ {0, 1} defined by
Mh(x) := δx,h
for all x ∈ R, that is,Mh(x) = 1 if x = h andMh(x) = 0 if x 6= h. We define, in a similar way,Mh : B −→ {0, 1}, for all h ∈ B.
Also, to each arrow ϕ = (z,w)we associate a matrixMϕ : R −→ Z, defined by
Mϕ := Mz −Mw.
Let {ϕ1, . . . , ϕt} be a set of arrows in R and a1, . . . , at be positive integers. Then the sequence of arrows F =
(a1ϕ1, . . . , atϕt) (the notation means that ϕi appears ai times in the sequence) is called an arrow diagram if
MF :=
t∑
i=1
ai Mϕi
is in F(0, 0). For example, the matrix associated with the arrow diagram in Fig. 3 is
MF =
[ 0 −1 1
1 0 −1
−1 1 0
]
.
Let uswriteϕi = (z i,wi). Then,F is called disconnected if z1, . . . , z t ,w1, . . . ,wt are all different; in otherwords, any element
in R is the initial point or the end point of at most one arrow in {ϕ1, . . . , ϕt}. Finally, we say that F has minimal support if
for any non-empty proper subset S of {ϕ1, . . . , ϕt} and for any sequence of positive integers (bϕ)ϕ∈S the linear combination∑
ϕ∈S bϕ Mϕ is not in F(0, 0); that is, the sequence of arrows (bϕϕ)ϕ∈S is not an arrow diagram. The arrow diagrams in Figs. 2
and 3 are disconnected and have minimal support. The arrow diagram in Fig. 4 is not disconnected.
We will need the following lemma from the theory of inequalities. See for example Lemma 13.1 in [11].
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Fig. 4. An arrow diagram FW associated toW .
Lemma 3.1. Let v1, . . . , vt ∈ Qn. Then, one and only one of the following conditions holds:
(1) There exists x ∈ Zn such that 〈x, vi〉 > 0 for all i ∈ [ t ].
(2) There exist nonnegative integers a1, . . . , at , at least one of them positive, such that
∑t
i=1 ai vi = 0.
To each pair of vectors a ∈ Rp and b ∈ Rq we associate a vector a ∗ b ∈ Rp+q, called the fusion of a and b, defined by
(a ∗ b)k :=
{
ak if 1 ≤ k ≤ p;
bk−p if p+ 1 ≤ k ≤ p+ q.
Let x ∈ R and let a and b be the 1-marginals ofMx. Then we associate to x the fusion of a and b, that is,
vx := a ∗ b.
Similarly, to each arrow ϕ = (z,w) we associate the vector vϕ := vz − vw; and to each sequence of arrows F =
(a1ϕ1, . . . , atϕt) the vector vF :=∑ti=1 ai vϕi . Clearly vϕ is the fusion of the 1-marginals ofMϕ and similarly for vF .
The next lemma follows easily from the definitions.
Lemma 3.2. Let F = (a1ϕ1, . . . , atϕt) be a sequence of arrows in R. Then F is an arrow diagram if and only if vF = 0.
To each pair of vectors x ∈ Rp and y ∈ Rq we associate a matrix S(x, y) defined by
S(x, y)(i, j) := xi + yj.
Note that S(x, y) is additive by definition. We have (see Section 6 in [10] or identity (5.61) in [17]):
Lemma 3.3. Let x ∈ Rp and y ∈ Rq. Then for all M ∈ F(0, 0) of size p × q, the matrices S(x, y) and M are orthogonal in Rpq,
that is,
〈S(x, y),M〉 = 0.
Proof. We have, becauseM has zero 1-marginals,
〈S(x, y),M〉 =
p∑
i=1
q∑
j=1
(xi + yj)M(i, j)
=
p∑
i=1
xi
q∑
j=1
M(i, j)+
q∑
j=1
yj
p∑
i=1
M(i, j) = 0. 
Corollary 3.4. Let F = (a1(z1,w1), . . . , at(z t ,wt)) be an arrow diagram. Then, for all x ∈ Rp and y ∈ Rq we have
t∑
k=1
ak S(x, y)(zk) =
t∑
k=1
ak S(x, y)(wk).
Proof. Apply Lemma 3.3 toMF . 
Lemma 3.5. Let x ∈ Rp and y ∈ Rq. Let ϕ = (z,w) be an arrow with z = (i, j) andw = (k, l). Then〈
x ∗ y, vϕ
〉
> 0 ⇐⇒ xi + yj > xk + yl.
Proof. This follows easily from〈
x ∗ y, vϕ
〉 = 〈x ∗ y, vz〉 − 〈x ∗ y, vw〉 = xi + yj − xk − yl. 
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Let W : B −→ Z be in F(0, 0, 0). We next show how to associate to W an arrow diagram FW . Let W+ := {h ∈ B |
W (h) > 0},W− := {k ∈ B | W (k) < 0} and
t =
∑
h∈W+
W (h) = −
∑
k∈W−
W (k).
Then there are two sequences (h1, . . . , ht) and (k1, . . . , kt) of elements in B such that
(1) An element h ∈ W+ appearsW (h) times in (h1, . . . , ht).
(2) An element k ∈ W− appears−W (k) times in (k1, . . . , kt).
(3) The elements hi and k i are in the same horizontal slice, that is, the third coordinates of hi and k i are equal. We can
make this correspondence because the third 1-marginal ofW is zero. This conditionwill be essential in Theorem3.8. Observe
that the order of the elements in the two sequences is not unique.
Let P : B −→ R be the projection that maps an element (i, j, k) to (i, j), and let z i := P (hi) and wi := P (k i), for all
i ∈ [ t ]. Finally, let
FW := ((z1,w1), . . . , (z t ,wt)). (3)
Note that the definition of FW depends on several choices, so, it is not uniquely defined. Since the first two 1-marginals of
W are zero, we have
Lemma 3.6. Let W : B −→ Z be in F(0, 0, 0). Then the sequence FW is an arrow diagram. Besides, the number of arrows in FW
equals the weight of W.
Example 3.7. LetW be the weakly bad configuration defined in Example 2.2. An arrow diagram associated toW is given in
Fig. 4.
Theorem 3.8. Let A : R −→ R be a matrix. Then A is not additive if and only if there is an arrow diagram F =
((z1,w1), . . . , (z t ,wt)) such that A(z i) > A(wi), for all i ∈ [ t ].
Proof. By Lemma 2.5 we can assume without loss of generality that A takes values in N0. Let X = G(A) be the graph of A.
Suppose first that A is not additive. Then, by Theorem 2.8, X is not (0, 1)-additive, and, by Theorem 2.1, X has a weakly bad
configuration W . Let FW be an arrow diagram associated to W . Then, since X = G(A), the condition A(z i) > A(wi) holds,
for all i ∈ [ t ].
Conversely, suppose there is an arrow diagram F = ((z1,w1), . . . , (z t ,wt)) such that A(z i) > A(wi), for all i ∈ [ t ]. Let
r = max{A(x) | x ∈ R}. Then the vectors hi = (z i, A(z i)) and k i = (wi, A(z i)) are in B(p, q, r), for all i ∈ [ t ]. Since F is an
arrow diagram, the matrixMF is in F(0, 0). Also, note that hi and k i are in the same horizontal slice, so the matrix
W =
t∑
i=1
Mhi −Mki
is in F(0, 0, 0). Note that X(hi) = 1 and X(k i) = 0 for all i ∈ [ t ]; this implies that the sets {h1, . . . , ht} and {k1, . . . , kt} are
disjoint. Therefore W 6= 0 and W is a weakly bad configuration for X . Then, again by Theorem 2.1, X is not (0, 1)-additive,
and, by Theorem 2.8, A is not additive. 
4. Additivity obstructions
In this section we show how to obtain, from certain arrow diagrams with t different arrows, pyramids that have a bad
configuration of weight t , but no weakly bad configurations of weight smaller than t .
Theorem 3.8 motivates the following definition. Let A : R −→ R be a matrix. An additivity obstruction for A is an arrow
diagram
F = ((z1,w1), . . . , (z t ,wt))
such that A(z i) > A(wi), for all i ∈ [ t ]. Note that two matrices with the same order type (recall the definition from (2))
have the same additivity obstructions.
A disconnected arrow diagram F = (a1ϕ1, . . . , atϕt) satisfies the Fishburn condition if there are vectors x ∈ Rp and
y ∈ Rq such that for all h, k ∈ R one has S(x, y)(h) = S(x, y)(k) if and only if either (h, k) or (k, h) is an arrow in F.
The next theorem and its proof are adapted to our context from Theorem 3.1 in [3].
Theorem 4.1. Let F = (a1ϕ1, . . . , atϕt) be a disconnected arrow diagram in R with minimal support. If F satisfies the Fishburn
condition, then there is a nonadditive matrix A with integer entries and no two equal entries such that any additivity obstruction
for A has at least t distinct arrows.
Proof. Since F satisfies the Fishburn condition, there are vectors x ∈ Rp and y ∈ Rq such that S(x, y)(h) = S(x, y)(k) if and
only if either (h, k) or (k, h) is an arrow in F. Let K be a positive constant, big enough such that the difference between any
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two distinct entries in the matrix K S(x, y) is bigger than two. Let B = K S(x, y). Thus, B and S(x, y) have the same order
type. Let us write ϕi = (z i,wi) and define Â : R −→ R by
Â(h) =

B(h)+ 1 if h = z i for some i ∈ [ t ];
B(h)− 1 if h = wi for some i ∈ [ t ];
B(h) otherwise.
Alternatively, Â = B + ∑ti=1 Mϕi . Therefore, F is an additivity obstruction for Â. Moreover, since F is disconnected, all
entries of Â are different. Then, by Theorem 3.8, Â is not additive. We claim that any additivity obstruction for Â contains at
least all arrows from {ϕ1, . . . , ϕt}. For simplicity of notation we show only that any additivity obstruction for Â contains ϕt
(the remaining arrows are dealt with in a similar way). Since F is an arrow diagram, Lemma 3.2 implies that vF = 0. Let
F ′ = (b1ϕ1, . . . , bt−1ϕt−1) for some nonnegative integers b1, . . . , bt−1 (at least one of them positive). Since F has minimal
support, we have vF ′ 6= 0, and Lemma 3.1 implies the existence of c ∈ Z p and d ∈ Zq such that
〈
c ∗ d, vϕi
〉
is positive for
all i ∈ [ t − 1 ]. Let C = S(c, d). Then, by Lemma 3.5, C(z i) > C(wi) for all i ∈ [ t − 1 ]. Therefore, Corollary 3.4 implies
C(z t) < C(wt). Let ε > 0 be sufficiently small so that
εmax{|C(h)− C(k)| | h, k ∈ R} < 1.
Let D = B+ εC . Then, by the very definition, D is additive. Furthermore, we have Â(z t) > Â(wt), while D(z t) < D(wt). And
for h, k ∈ R such that (h, k) and (k, h) are different from (z t ,wt)we have
Â(h) > Â(k) ⇐⇒ D(h) > D(k).
Let G be an additivity obstruction for Â that does not contain arrow ϕt . Then, G must be also an additivity obstruction
for D. Since D is additive, this is a contradiction to Theorem 3.8. Thus ϕt is contained in any additivity obstruction for Â. Let
A : R −→ N0 be obtained from Â as in Lemma 2.5. Since A and Â have the same order type, they have the same additivity
obstructions. So, the claim follows. 
Let F be a disconnected arrow diagram. Suppose that F satisfies the Fishburn condition for x ∈ Rp and y ∈ Rq. Let ρ
(resp. σ ) be a permutation of the coordinates of x (resp. y). Then ρ and σ permute the rows and columns of B(p, q), and
therefore they yield a new disconnected arrow diagram (ρ, σ )F. It follows from the definition that F satisfies the Fishburn
condition for x and y if and only if (ρ, σ )F satisfies the Fishburn condition for ρx and σy. Also, F has minimal support if and
only if (ρ, σ )F has minimal support. So, without loss of generality, we can assume that x and y are weakly decreasing.
Lemma 4.2. Let F = (a1ϕ1, . . . , atϕt) be a disconnected arrow diagram in R. If F satisfies the Fishburn condition for a pair of
strictly decreasing vectors x and y , then the initial point and the end point of any arrow in F are not comparable in the partial
order of R.
Proof. Let ϕ = ((i, j), (k, l)) ∈ F. Then, by the Fishburn conditionwe have xi+yj = xk+yl. If (i, j)  (k, l), since both points
are different and x, y are strictly decreasing, we must have xi + yj > xk + yl. This is a contradiction. The case (i, j)  (k, l) is
similar. Therefore (i, j) and (k, l) are not comparable. 
Lemma 4.3. Let F = (a1ϕ1, . . . , atϕt) be a disconnected arrow diagram in Rwith minimal support. Suppose that F satisfies the
Fishburn condition for a pair of strictly decreasing vectors x ∈ Rp and y ∈ Rq. Then the nonadditive matrix A from Theorem 4.1
is a plane partition.
Proof. Since x and y are strictly decreasing, the matrix KS(x, y) from the proof of Theorem 4.1 is doubly graded. Then, by
Lemma 4.2, the matrix Â is also doubly graded. Thus, A is a plane partition. 
Theorem 4.4. Let F = (a1ϕ1, . . . , atϕt) be a disconnected arrow diagram in R with minimal support. Suppose that F satisfies
the Fishburn condition for a pair of strictly decreasing vectors x ∈ Rp and y ∈ Rq. Then, there is a pyramid X which is not
(0, 1)-additive and such that any weakly bad configuration for X has weight greater than or equal to t.
Proof. By Corollary 4.3 there is a nonadditive plane partition A such that any additivity obstruction for A has at least t
arrows. Let X = G(A) be the graph of A. Therefore, by the results from Section 2, X is a pyramid and X is not (0, 1)-additive.
LetW be a weakly bad configuration for X of weight s. Then, by Lemma 3.6, FW is an arrow diagramwith s arrows (an arrow
may appear more than one time in the sequence). Arguing as in the proof of Theorem 3.8 we have that FW is an additivity
obstruction for A. Finally, Theorem 4.1 implies s ≥ t and the claim follows. 
5. An example
Let q be an even integer, q ≥ 4. We will use the arrow sequence
F = ((z1,w1), . . . , (zq,wq))
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Fig. 5. 3× 8 Fishburn’s arrow diagram.
in B(3, q) introduced by Fishburn in [2]. It is defined as follows: Let
(z i,wi) =

((3, i), (2, i+ 2)) if i = 1, 3, . . . , q− 3;
((2, i+ 2), (3, i)) if i = 2, 4, . . . , q− 2;
((1, q− 1), (2, 1)) if i = q− 1;
((2, 2), (1, q)) if i = q.
Then F is a disconnected arrow diagram (see Fig. 5).
Since for any j ∈ [ q ], F has exactly one arrow with initial point in column j and exactly one arrow with end point in
column j, and since F has exactly one arrow with initial point in the first row and exactly one arrow with end point in the
first row, then F has minimal support. We claim that F satisfies the Fishburn condition. For this we take
x = (q, 2, 0) ∈ R3 and y = (q− 1, q− 2, . . . , 1, 0) ∈ Rq.
Then
S(x, y) =
[2q− 1 2q− 2 2q− 3 · · · q+ 2 q+ 1 q
q+ 1 q q− 1 · · · 4 3 2
q− 1 q− 2 q− 3 · · · 2 1 0
]
and for all h, k ∈ B(3, q) we have S(x, y)(h) = S(x, y)(k) if and only if either (h, k) or (k, h) is an arrow in F. Then, by
Theorem 4.4, there is a pyramid X , which is not (0, 1)-additive and such that any weakly bad configuration W for X has
weight w(W ) ≥ q.
The matrix Â defined in the proof of Theorem 4.1 is
Â = 3S(x, y)+
q∑
i=1
M(z i,wi).
This matrix has integer entries. So A = Â and X = G(A) is the pyramid we are looking for. For q = 8, we have
A =
[45 42 39 36 33 30 28 23
26 25 20 19 14 13 8 7
22 17 16 11 10 5 3 0
]
.
A simpler matrix with the same order type is
A′ =
[23 22 21 20 19 18 17 14
16 15 12 11 8 7 4 3
13 10 9 6 5 2 1 0
]
.
Therefore, the graphs G(A) and G(A′) are pyramids with a bad configuration of weight 8 that have no weakly bad
configurations of smaller weight.
Remark 5.1. Note that for subsets in B(2, q, r) being a pyramid, uniqueness and additivity are equivalent [15, Theorem 2].
Also a subset of B(2, q, r) is a pyramid if and only if it has no bad configurations of weight 2 [15, Section 3]. Therefore, in
order to check uniqueness and additivity for subsets of B(2, q, r) we only need to consider bad configurations of weight 2.
This means that the family of examples above is the best possible.
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