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Abstract
We discuss instantons on noncommutative four-dimensional Euclidean
space. In commutative case one can consider instantons directly on Eu-
clidean space, then we should restrict ourselves to the gauge fields that
are gauge equivalent to the trivial field at infinity. However, technically it
is more convenient to work on four-dimensional sphere. We will show that
the situation in noncommutative case is quite similar. One can analyze
instantons taking as a starting point the algebra of smooth functions van-
ishing at infinity, but it is convenient to add a unit element to this algebra
( this corresponds to a transition to a sphere at the level of topology). Our
approach is more rigorous than previous considerations ; it seems that it
is also simpler and more transparent. In particular, we obtain the ADHM
equations in a very simple way.
Gauge theories on noncommutative spaces introduced by A.Connes [1] play now
an important role in string/M-theory. (Their appearance was understood first
from the viewpoint of Matrix theory in [2]; see [3], [4] for review of results
obtained in this framework and [5] for the analysis in the framework of string
theory.)
Instantons in noncommutative gauge theories were introduced in [6] for the
case of noncommutativeR4 and in [7] for the case of noncommutative T 4. Later
they were studied and applied in numerous papers (see [8], [9] for review). In
present paper we suggest another approach to instantons on noncommutative
R4. It seems that it makes the theory much more transparent.
In commutative case one can study instantons directly onR4; then we should
restrict ourselves to the gauge fields with finite euclidean action (or, equivalently
to fields that are gauge equivalent to the trivial field at infinity). However,
technically it is more convenient to work on four-dimensional sphere S4.
∗Partially supported by NSF grant No. DMS 9801009
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We will show that the situation in noncommutative case is quite similar. The
standard R4 is conformally equivalent to S4; therefore the possibility to replace
R4 with S4 in the study of instantons is obvious. In noncommutative case we
cannot apply this logic. However, we will see that it is useful to consider a unital
algebra R˜4θ obtained from the algebra R
4
θ by means of addition of unit element.
Here R4θ stands for the algebra of smooth functions on noncommutativeR
4 that
tend to zero at infinity (multiplication is defined as a star-product.) As usual
in noncommutative geometry non-unital algebras are related to non-compact
spaces; adjoining unit element corresponds to one-point compactification. This
means that the transition from R4θ to R˜
4
θ is analogous to transition from R
4 to
S4 (at the level of topology).
Therefore one can think that it is easier to study instantons and solitons
using R˜4θ; we’ll see that this is true.
Physicists usually don’t care of the precise definition of the space of func-
tions they are working with (and usually this policy is completely justified).
However, in the consideration of noncommutative Rd it is important to be care-
ful: different definitions of the space of functions on noncommutative space
lead to different results. In the standard definition the algebra of functions on
noncommutative Rd is described as an algebra generated by noncommutative
coordinates xˆk obeying [xˆk, xˆl] = iθkl. We base our exposition of the theory of
instantons on algebras Rdθ and R˜
d
θ that don’t contain xˆ
k at all. The absense of
accurate definition of an instanton was not harmless, it led to a confusion in the
question about existence of U(1)-instantons. The present paper is not written
as a rigorous mathematical paper, but it is based on accurate definitions (and it
seems that the exposition can be made rigorous without essential difficulties).
The paper is organized as follows.
In Sec. 1 we consider instantons on noncommutative R4 using the alge-
bra R˜4θ; we show that the noncommutative analog of ADHM data arises very
naturally in this approach. The construction of noncommutative solitons also
becomes simpler. In Sec.2 we show how to relate the consideration based on the
algebra R4θ to the formalism of Sec. 1. In Sec. 3 we analyze the noncommuta-
tive analog of ADHM construction. In Sec. 4 we discuss some definitions and
results of the preceding sections in more general setting and more accurately.
We also compare definitions of instantons on noncommutative torus and on non-
commutative Euclidean space. An appendix written by A. Connes contains a
proof of the fact that modules used in present paper exhaust projective modules
over appropriate algebras. ( I could not find such a proof in the literature; I am
indebted to A. Connes for giving a proof.)
Our paper does not depend on previous papers on noncommutative instan-
tons, but we did not try to reproduce all known results using our approach.
The necessary definitions of notions of noncommutative geometry [10] are given
(but sometimes we omit some details). We use freely results of noncommutative
geometry without explicit references; most of results we need are contained in
[1], [11].
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Preliminaries.
Let A be an associative algebra. A vector space E is a right A-module if we
can multiply e ∈ E by a ∈ A from the right and this multiplication is distributive
and associative (in particular, (ea)b = e · (ab) for e ∈ E, a, b ∈ A). Introducing
the notation aˆe = ea we can say that to specify a right module we should assign
to every a ∈ A an operator aˆ : E → E in such a way that aˆb = bˆaˆ. A linear
map ϕ : E → E where E is an A-module is called an endomorphism if it is
A-linear (i.e. ϕ(ea) = ϕ(e)a). The set of all endomorphisms can be considered
as an algebra; it is denoted by EndAE. We say that A is an involutive algebra
if it is equipped with antilinear involution a → a+ obeying (ab)+ = b+a+. A
module E over involutive algebra A is a (pre)Hilbert module if it is equipped
with A-valued inner product < e1, e2 > obeying
< e1a1, e2a2 >= a
+
1 < e1, e2 > a2.
for all e1, e2 ∈ E, a1, a2 ∈ A. If E1, E2 are two Hilbert A-modules we denote by
B(E1, E2) the set of all A-linear maps T : E1 → E2 having adjoints. (One says
that T ⋆ : E2 → E1 is a map adjoint to T if < Tx, y >=< x, T ⋆y >.) Notice
that it follows from this definition that the spaces B(E1, E2) and B(E2, E1) are
complex conjugate.
In a Hilbert module E we can construct endomorphisms by the following
formula
α(x) =
∑
bi < ai, x >
where x, ai, bi ∈ E. These endomorphisms are called endomorphisms of finite
rank.
The set An consisting of column vectors with entries from A can be consid-
ered as a Hilbert A-module with respect to inner product
< a, b >=
∑
a+i bi.
In more invariant way we can define An as a tensor product of n-dimensional
vector space V and the algebra A.
If A is a unital algebra the A-module An is called a free module with n
generators. A projective module E over a unital algebra A is by definition a
direct summand in An . (We consider only finitely generated projective mod-
ules.) Projective modules are Hilbert modules with respect to an inner product
inherited from An. All endomorphisms of a projective module E have adjoints:
EndAE = B(E,E).
We gave all definitions for right modules, one can give similar definitions for
left modules.
Section 1.
Let us consider the algebra Rdθ and the algebra R˜
d
θ obtained from R
d
θ by
means of addition of unit element. Recall, that we consider elements of Rdθ as
smooth functions on Rd tending to zero at infinity. (More precisely, f ∈ Rdθ
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if derivatives of all orders exist and tend to zero at infinity). The product of
functions f, g ∈ Rdθ (star-product)can be defined by the formula
(f ⋆ g)(x) =
∫ ∫
f(x+ θu)g(x+ v)eiuvdudv.
Operators αv : f(x) → f(x + v) where v ∈ Rd specify an action of Lie group
Rd on Rdθ. The derivatives ∂i = ∂/∂x
i are infinitesimal automorphisms (deriva-
tions) of Rdθ . If E is a (right) A-module where A = R
d
θ then a connection (a
gauge field) on E is specified by means of C-linear operators ∇1, ...,∇d obeying
the Leibniz rule:
∇i(ea) = ∇ie · a+ e · ∂ia
where e ∈ E, a ∈ A.
The same definition can be used in the case A = R˜dθ and in more general
case when we have an action of Lie algebra Rd on algebra A. If ∇′,∇ are
two connections then the difference ∇′i − ∇i commutes with multiplication by
elements a ∈ A; in other words ∇′i−∇i is an A-linear map or an endomorphism
of the module E. It is convenient to fix a connection ∇(0) on E; then every
other connection can be represented in the form
∇i = ∇
(0)
i + αi,
where αi ∈ EndAE are elements of the algebra EndAE of endomorphisms of
the module E.
Every algebraA can be considered as a module over itself. More precisely the
multiplication from the right gives A a structure of a right A-module that will
be denoted by A1; to obtain a left module we should consider the multiplication
from the left. It follows from associativity that the multiplication from the left
commutes with multiplication from the right: (ae)b = a(eb). This means that
the operators of left multiplication ϕa : e→ ae are endomorphisms of A1 (of A
considered as a right module). If A is a unital algebra every endomorphism ϕ :
A1 → A1 has this form: ϕ(e) = ϕ(1 ·e) = ϕ(1)·e. This statement can be applied
to unital algebra R˜dθ, but for the algebra R
d
θ we have also other endomorphisms
of (Rdθ)
1. Namely, endomorphisms of (Rdθ)
1 correspond to smooth bounded
functions on Rd: every function α(x) of this kind determines an endomorphism
transforming e(x) ∈ (Rdθ)
1 into star-product α(x)⋆e(x). (Talking about smooth
bounded functions we have in mind functions having bounded derivatives ∂αf
where α = (α1, ..., αd) is a multiindex .)
Derivatives ∂1, .., ∂d satisfy the Leibniz rule and therefore specify a connec-
tion on A1 for A = Rdθ or A = R˜
d
θ. All other connections have the form
∇ie(x) = ∂ie(x) + αi(x) ⋆ e(x)
where α1(x), ..., αd(x) are smooth functions that are bounded in the case of R
d
θ
and tend to a constant at infinity in the case of R˜dθ.
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A little bit more complicated module An can be obtained if we take a direct
sum of n copies of the module A1. Elements of An can be considered as column
vectors with entries from A. Endomorphisms of An can be identified with n×n
matrices having endomorphisms of A1 as their entries. Every connection on
An = (Rdθ)
n or An = (R˜dθ)
n can be represented in the form
∇iek(x) = ∂iek(x) + (αi(x))
l
k ⋆ el(x) (1)
where the entries of n×n matrices α1(x), ..., αd(x) obey the same conditions as
functions αi(x) in the expression for the connection in A
1. Algebras Rdθ and R˜
d
θ
are involutive algebras with respect to complex conjugation. This means that
we can consider Hilbert modules over these algebras. We’ll identify gauge fields
with unitary connections, i.e. connections represented by operators ∇i obeying
the condition
< ∇ia, b > + < a,∇ib >= ∂i < a, b > .
Field strength of a gauge field Fij = [∇i,∇j ] obeys similar condition.
Modules we considered were Hilbert modules. We can construct also other
Hilbert modules in the following way.
Let us consider Hermitian operators xˆk satisfying commutation relations
[xˆk, xˆl] = iθkl · 1 (2)
We will assume, that d = 2n and θ is a nondegenerate 2n × 2n matrix; then
these relations are equivalent to canonical commutation relations [xˆk, xˆk+n] =
i, [xˆk, xˆl] = 0 if both k, l ≤ n or k, l > n. (More precisely, we can write (2) in
the canonical form replacing xˆi by their linear combinations.) It is well known
(Stone-von Neumann theorem) that irreducible representation of canonical com-
mutation relations is unique and that one can obtain all other representations
taking direct sums of several copies of irreducible representations. By means of
Hermitian operators xˆk specifying an irreducible representation of (2) we can
assign to every function ϕ(x) =
∫
ϕ(k)eikxdk an operator ϕˆ =
∫
ϕ(k)eikxˆdk.
Taking ϕ ∈ Rdθ we obtain anR
d
θ-module F . Notice that for f ∈ S(R
n), ϕ ∈ Rdθ
we have ϕˆf ∈ S(Rn) (see Sec. 4). This means that S(Rn) can be regarded
as an irreducible Rdθ-module; we will denote it by the same letter F . Every
Rdθ-module can be considered as R˜
d
θ-module (the unit element is represented by
identity operator), therefore we can regard F as an R˜dθ-module.
The module F is a projective R˜dθ-module. This is clear from the following
construction of it that is more convenient for us. Let us fix a real function p ∈ Rdθ
obeying p ⋆ p = p and
∫
pdx = 1. (In the correspondence between elements of
Rdθ and operators such a function corresponds to one-dimensional projection
pˆ.) Then F can be defined as a submodule of R˜dθ consisting of elements of
the form p ⋆ r where r ∈ R˜dθ. (If pˆ is a projection on one-dimensional space
spanned by a normalized vector α matrix elements of pˆ are given by the formula
< x | p | x′ >= α¯(x)α(x′) and matrix elements of the operator corresponding to
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p⋆r have the form α¯(x)ρ(x′) for some function ρ ∈ S(Rn).) The free module R˜dθ
is a direct sum of a module F and a module consisting of elements of the form
(1−p)⋆r therefore F is projective. It follows from this remark that the module
F can be characterized also as a submodule consisting of elements v obeying
(1−p)⋆v = 0. Replacing the condition
∫
pdx = 1 by the condition
∫
pdx = k ∈ Z
we obtain by means of the same construction a module isomorphic to Fk. (The
corresponding operator pˆ is a projection on a k-dimensional space Ek and has
matrix elements of the form < x | pˆ | x′ >= α¯1(x)α1(x′) + ... + α¯k(x)αk(x′)
where α1, ..., αk stands for orthonormal basis of Ek. Matrix elements of the
operator corresponding to p⋆ r have the form α¯1(x)ρ1(x
′)+ ...+ α¯k(x)ρk(x
′) for
some functions ρ1, ..., ρk.)
Similar statement is true for projections on (Rdθ)
s. Considering
∫
pdx as
a trace on Rdθ we define a trace on matrices with entries from R
d
θ. If Π is a
self-adjoint s × s matrix of this kind, Π2 = Π and TrΠ = k then the matrices
of the form ΠR, where R is an s × s matrix with entries from R˜dθ constitute
an R˜dθ-module isomorphic to F
k. Here multiplication of matrices is understood
as a combination of the usual matrix product and the star-product. A matrix
V = ΠR obeys (1 −Π)V = 0. This remark leads to an alternative definition of
the module at hand: considering 1 −Π as an operator acting on (Rdθ)
s we can
say that Ker(1 −Π) is isomorphic to Fk.
Operators ∇
(0)
k related with xˆ
l by the formula xˆk = iθkl∇
(0)
l specify a con-
nection on the module F . It follows from Schur’s lemma that all endomorphisms
of F have the form const · 1; therefore all other connections can be represented
as ∇k = ∇
(0)
k + ck · 1. We’ll study R˜
d
θ-modules Frs that are represented as
direct sums of r copies of the module F and s copies of the module (R˜dθ)
1. All
these modules are projective. One can prove that every projective R˜dθ-module
is isomorphic to one of modules Frs ( see Sec.4 and Appendix).
Every connection on Frs can be written in the form
∇k = ∇
(0)
k +Φ, Φ =
(
Mk Nk
Sk Tk
)
(3)
where ∇
(0)
k is the standard connection acting as i(θ
−1)klxˆ
l on F and as ∂k on
(Rdθ)
1, Mk is an r × r matrix with entries from C, Nk is an r × s matrix with
entries from F , Sk is an s × r matrix with entries from F¯ and Tk is an s × s
matrix with entries from R˜dθ . (Here F¯ is obtained from F by means of complex
conjugation.) This follows from the remark that an endomorphism of direct
sum E1 + ...+Er where Ei are A-modules can be described as a matrix having
an A-linear map from Ek in El as an element in k-th row and l-th column.
(For any unital algebra A an A-linear map from A1 into any A-module E is
characterized by the image of unit element; this means that the space of A-
linear maps A1 → E can be identified with E. The space of R˜dθ-linear maps
from F into R˜dθ can be identified with B(F , R˜
d
θ); it is complex conjugate to
B(R˜dθ ,F) = F .
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It is easy to see that the connection ∇
(0)
k satisfies the Yang-Mills equations of
motion. Let us consider Yang-Mills field interacting with scalar field ϕ in adjoint
representation; if Yang-Mills field is regarded as a connection on a module Frs
then ϕ should be regarded as an endomorphism of this module. We denote by
ϕ0 an endomorphism of Frs acting as an identity map on F
r and as a zero
map on R˜sθ. Taking the gauge field as ∇
(0)
k and the scalar field as αϕ0 we
obtain a solution to the equations of motion if α and zero are stationary point
of the potential of the scalar field . It is easy to check that this simple solution
corresponds to the solution of [13]; see Sec 2. This is an additional confirmation
of the idea that it is necessary to use not only free modules, but also other
modules; a consideration of classical solutions to equations of motion based on
this idea will be given in [14].
Now we can turn to the study of instantons on R˜4θ-modules Frs. By defini-
tion, an instanton is a gauge field (unitary connection) obeying F+ = 0 where
F+ is the self-dual part of the curvature Fkl = [∇k,∇l]. It is convenient to
introduce operators
D1 = ∇1 + i∇2, D2 = ∇3 + i∇4,
D+1 = −∇1 + i∇2, D
+
2 = ∇3 + i∇4
(4)
Then an instanton satisfies
[D1, D2] = 0, (5)
[D1, D
+
1 ] + [D2, D
+
2 ] = 0. (6)
Let us represent D1 and D2 in the form
D1 = D
(0)
1 +
(
B1 I
K R1
)
, D2 = D
(0)
2 +
(
B2 L
J R2
)
. (7)
We’ll assume that K = 0 and L = 0 (these conditions can be considered as
gauge conditions). Then the equation (5) can be rewritten in the following way
α · 1 + [B1, B2] + IJ = 0, (8)
IR2 −B2I −D
(0)
2 I = 0, (9)
R1J − JB1 +D
(0)
1 J = 0, (10)
− JI + [R1, R2] + ∂
(0)
1 R2 − ∂
(0)
2 R1 = 0. (11)
Multiplication in these formulas is considered as the usual matrix multiplication
combined with natural bilinear maps F ⊗ F¯ → C, F ⊗ R˜dθ → F , R˜
d
θ ⊗ F¯ →
F¯ , R˜dθ ⊗ R˜
d
θ → R˜
d
θ, F¯ ⊗F → R˜
d
θ. We use these maps for d = 4, but they are
defined for every even d and nondegenerate θ. The first of these maps stems from
hermitian inner product, the second from action of R˜dθ on F . The last map is an
R˜dθ-valued inner product on F (the module F is projective and therefore can be
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considered as a Hilbert module). The operators D
(0)
i , ∂
(0)
i , i = 1, 2 are related
to ∇
(0)
i , ∂i, i = 1, 2, 3, 4 in the same way as D1, D2 are related to ∇i. One can
express α · 1 = [D
(0)
1 , D
(0)
2 ] in terms of θ
jk (namely, α = θ13− θ24 + iθ23+ iθ14).
The equation (6) also can be represented by equations for four blocks; we write
down only the first one:
β · 1 + [B1, B
+
1 ] + [B2, B
+
2 ] + II
+ − J+J = 0 (12)
where β · 1 = [D
(0)
1 , D
(0)+
1 ] + [D
(0)
2 , D
(0)
2 ]
+. It is easy to see that equations (8)
and (12) are closely related to ADHM construction; moreover, they coincide
with noncommutative counterpart of ADHM equations if we make an ansatz
I = I(0) ·Φ, I = J (0) ·Ψ where I(0) and J (0) are matrices with complex entries,
Φ ∈ F , Ψ ∈ F¯ , ΦΨ = 1. It is natural to conjecture that having a solution of
noncommutative ADHM equations (8), (12) we can find Φ,Ψ, R1, R2 in such a
way that (5), (6) are satisfied.
The above consideration can be applied with minor modifications to instan-
tons on noncommutative orbifold R4θ/Γ; it leads to noncommutative analog of
equivariant ADHM equations found in [12].
Section 2.
In this section we’ll consider instantons on noncommutative R4 in terms of
the algebra R4θ. We’ll relate this consideration to the analysis in terms of R˜
4
θ
given in Sec. 1.
Let us recall the standard definition of instanton on commutative R4. In
this definition we consider solutions of (anti)selfduality equation, that are gauge
trivial at infinity. More precisely we restrict ourselves to gauge fields that can
be represented at infinity in the form
Aµ ≈ g
−1(x)∂µg(x) (13)
where g(x) is a function taking values in the gauge group G. The function
g(x) is defined outside some ball D and cannot be extended to the whole space
R4 (the obstruction to this extension can be identified with topological number
of the gauge field). To find an appropriate condition of ”triviality at infinity”
on noncommutative R4 we start with reformulation of this condition in the
commutative case. We assume that G = U(n) and consider matrix valued
functions g(x), h(x) satisfying the condition
h(x)g(x) = 1− p(x)
where p(x) rapidly tends to zero at infinity. Then a gauge field Aµ is trivial at
infinity if it can be represented in the form
Aµ(x) = h(x)∂µg(x) + αµ(x) (14)
where αµ tends to zero at infinity faster than ‖ x ‖−1. (If Aµ is represented
in the form (13) we can obtain a representation in the form (14) taking as
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g(x), h(x) extensions of g(x), g−1(x) to the whole space R4. Such extensions
don’t exist if we consider g(x), g−1(x) as U(n)-valued functions, but they do
exist if we consider them as matrix valued functions.)
It is convenient to represent (14) in the form
∇µ = hˆ ◦ ∂µ ◦ gˆ + βˆµ (15)
where hˆ, gˆ, βˆµ stand for operators of multiplication by h, g, βµ. We’ll use this
representation to generalize the above considerations for the gauge fields on
noncommutative R4. We consider these gauge fields as connections on the
module (R4θ)
n. We have seen that such connections can be represented in the
form (1), where αi belong to the algebra B = EndR4
θ
(R4θ)
n of endomorphisms
of (R4θ)
n (they can be considered as n × n matrices having bounded smooth
functions as their entries).
Let us consider the subalgebra B0 ⊂ B consisting of all endomorphisms
tending to zero at infinity faster than ‖ x ‖−1. More precisely, elements of
B0 should be represented by matrices with entries belonging to the algebra Γ
m
ρ
with m < −1. (See Sec.4 for the definition of Γmρ .) This means that B0 can
be regarded as a subalgebra of the algebra of endomorphisms of the A˜-module
(A˜)n where we can take A = R4θ or A = Γ
m
ρ , m < −1.
Let us say that a gauge field ∇µ on R4θ is gauge trivial at infinity if
∇µ = T ◦ ∂µ ◦ T
+ + (1− TT+) ◦ ∂µ + σµ (16)
where T+T = 1, σµ ∈ B0 and T+ is a parametrix of T , i.e. 1 − TT+ = Π is a
matrix with entries from the Schwartz space S(R4). Here T ∈ B = EndR4
θ
(R4θ)
n
is an n × n matrix considered as an endomorphism of (R4θ)
n. (See Sec. 4 for
the conditions of existence of parametrix.)
Having an endomorphism T obeying the above conditions we can show that
KerT+ ⊕ (R4θ)
n is isomorphic to (R4θ)
n as a Hilbert R4θ-module. The construc-
tion of the isomorphism goes as follows. We map (ξ, x) ∈ KerT+ ⊕ (R4θ)
n
into ξ + Tx ∈ (R4θ)
n. The inverse map transforms y ∈ (R4θ)
n into (Πy, T+y).
(The map Π = 1 − TT+ is a projector of (R4θ)
n onto KerT+). These maps
preserve R4θ-valued inner products: < ξ + Tx, ξ
′ + Tx′ >=< ξ, ξ′ > + <
Tx, ξ′ > + < ξ, Tx′ >< Tx, Tx′ >=< ξ, ξ′ > + < x, T ξ′ > + < T+ξ, x′ >
+ < T+Tx, x′ >=< ξ, ξ′ > + < x, x′ >. It follows from Π ∈ S(R4) that
the R4θ-module KerT
+ is isomorphic to Fk for same k. (We are using the fact
that KerTT+ = KerT+ and that Ker(1 − Π) = KerTT+ is isomorphic to Fk.)
We can conclude therefore that Fk ⊗ (R4θ)
n is isomorphic to (R4θ)
n as Hilbert
R4θ-module.
Let us analyze the relation between connections on modules (R4θ)
n and
KerT+ ⊕ (R4θ)
n.
The trivial connection ∂α on (R
4
θ)
n induces a connection Π∂αΠ on KerT
+.
Let us calculate the connection Dα on (R
4
θ)
n that corresponds to the connection
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(Π∂αΠ, ∂α) on KerT
+⊕(R4θ)
n. We obtain y → (Πy, T+y)→ (Π∂αΠy, ∂αT+y)→
Π∂αΠy + T∂αT
+ hence
Dα = T∂αT
+ +Π∂αΠ = Tα∂αT
+ +Π∂α + ρα (17)
where ρα = Π[∂α,Π]. We see that Dα is gauge trivial at infinity. Gauge fields
on (R4θ)
n that are gauge trivial at infinity (i.e. have the form (16)) correspond
on KerT+ ⊕ (R4θ)
n to gauge fields of the form
(Π∂αΠ, ∂α) + να (18)
where να have the same behavior at infinity as σα in (16). More precisely, if
σα ∈ Γmρ then the field (18) can be extended to Γ˜
m
ρ -module Fkn (and, because
Γmρ ⊂ R
4
θ, also to Fkn considered as R˜
4
θ-module).
It is clear that in the above consideration we can replace R4θ with R
d
θ . (The
matrix θ should be nondegenerate, hence d is necessarily even.) Endomorphisms
obeying T+T = 1 (isometries) were used in several papers to construct noncom-
mutative solitons (see, for example, [8], [9], [13], [16], [17]). The approach of
these papers is closely related to our treatment. In particular, the simple solu-
tion to the equation of motion for Yang-Mills field interacting with scalar field
described in Sec. 1 can be transformed into noncommutative soliton of [13] by
means of the isomorphism between KerT+⊗ (R2kθ )
n and (R2kθ )
n. The standard
connection ∇
(0)
α of Sec.1 is an instanton if the matrix θαβ is antiselfdual; it cor-
responds to the instanton found in [17]. Now we are able to compare different
definitions of instantons. One can consider instantons as (anti)selfdual gauge
fields on (R4θ)
n that are gauge trivial at infinity. It follows from the above con-
sideration that equivalently we can consider instantons as gauge fields (18) on
Fk ⊕ (R4θ)
n obeying (anti)selfduality equation. Using the fact that fields (18)
can be extended to R˜4θ-module Fkn we obtain the relation between instantons
on (R4θ)
n and instantons studied in Sec. 1. Namely, we see that instantons on
Frs (the fields (7) obeying equations (5),(6)) correspond to instantons on (R4θ)
s
if R1, R2 are matrices with entries from Γ
m
ρ , m < −1.
Section 3.
Let us analyze the noncommutative analog of ADHM construction [1], [3] in
our approach. We consider an R4θ-linear operator
D+ : (V ⊕ V ⊕W )⊗R4θ → (V ⊕ V )⊗R
4
θ
defined by the formula
D+ =
(
−B2 + z2 B1 − z1 I
B+1 − z¯1 B
+
2 − z¯2 J
+
)
. (19)
Here B1, B2 ∈ Hom(V, V ), I ∈ Hom(W,V ), J ∈ Hom(V,W ), z1 = xˆ1 +
ixˆ2, z2 = xˆ
3 + ixˆ4, [xr, xs] = iθrs. Commutation relations between zi, z¯i can
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be written in the form
[z1, z2] = −ζc, [z1, z¯1] = −ζ1, [z2, z¯2] = −ζ2
(We use the notations of [3].) We impose the condition that the operator
D+D : (V ⊕ V )⊗R4θ → (V ⊕ V )⊗R
4
θ
has the form (
∆ 0
0 ∆
)
(20)
where ∆ : V ⊗R4θ → V ⊗R
4
θ can be written as
∆ = (B1 − z1)(B
+
2 − z¯1) + (B2 − z2)(B
+
2 − z¯2) + II
+
= (B+1 − z¯1)(B1 − z1) + (B
+
2 − z¯2)(B2 − z2) + J
+J.
It is easy to check that this condition is equivalent to the noncommutative
ADHM equations (8), (12). One can check that the operator ∆ has no zero
modes (see [3]).
Let us analyze the space E ⊂ (V ⊕V ⊕W )⊗R4θ consisting of solutions to the
equation D+ψ = 0. From R4θ-linearity of D
+ it follows that E can be considered
as R4θ-module.
One can consider an orthogonal projection P of the module (V ⊕V ⊕W )⊗R4θ
onto E ; the standard connection ∂α on (V ⊕V ⊕W )⊗R4θ generates an instanton
P ◦ ∂α ◦ P on E (see[1], [3]). An equivalent way to construct an instanton is to
consider an isometric Rdθ- linear map ω : E
′ → (V ⊕ V ⊕W )⊗R4θ having E as
its image and to define connection on E ′ by the formula ω+ ◦ ∂α ◦ ω. (Here E ′
is a Hilbert module, a map is isometric if ω+ω = 1.)
We will relate this construction to the above consideration finding explicitly
the module E ′ and the map ω. This will allow us to say that gauge fields
obtained by means of noncommutative ADHM construction are instantons in
the sense of present paper.
Representing ψ as a column vector
(
ϕ
ζ
)
=

 ϕ1ϕ2
ζ

 (21)
where ϕi ∈ V ⊗R4θ, ξ ∈ W ⊗R
4
θ we can rewrite the equation D+ψ = 0 in the
form
Aϕ+ Cξ = 0 (22)
where
Aϕ =
(
−B2 + z2 B1 − z1
B+1 − z¯1 B
+
2 − z¯2
)(
ϕ1
ϕ2
)
, Cζ =
(
Iξ
J+ξ
)
(23)
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We will assume that θ is a nondegenerate matrix; then without loss of generality
we can assume that ζ1 > 0, ζ2 > 0. Our assumption allows us to consider
elements ofR4θ as pseudodifferential operators acting on functions defined onR
2.
Then all above equations can be regarded as operator equations. In particular,
A is a first order differential elliptic operator of index r = dimV and has a
parametrix Q, a pseudodifferential operator obeying QA = 1−Π, AQ = 1−Π′
where Π,Π′ are operators of finite rank.
The operator equation (22) can be reduced to the equation
Af + Cg = 0 (24)
where f and g are functions defined on R2. If N is the space of solutions to (24)
then solutions to (22) can be characterised as pseudodifferential operators taking
values in N . Using the parametrix we can reduce the study of Eqn (24) to the
analysis of equation (1−Π)f +QCg = 0; this is essentially a finite-dimensional
problem. We will assume that A·Q = 1 (i. e. Π′ = 0); this technical assumption
leads to some simplication of calculations. In our conditions the operator A has
a kernel KerA of dimension r = dimV . Every solution of (24) can be written
as F −QCg where F ∈ KerA. This permits us to say that the R4θ-module E is
isomorphic to the direct sum
E ′ = Fr ⊗ (W ⊗R4θ).
An R4θ-linear map v : E
′ → (V ⊕ V ⊕W )⊗R4θ defined by the formula
v
(
ρ
ξ
)
=
(
ρ−QCξ
ξ
)
(25)
is an isomorphism between E ′ and E . (We consider Fr as a space consisting of
pseudodifferential operators ρ ∈ (V ⊕V )⊗R4θ taking values in KerA; if f1, ..., fr
is a basis of KerA then < x | ρ | x′ >=
∑
1≤k≤r fk(x)ρk(x
′).) An isometric map
w : E ′ → E can be constructed as w = v(v+v)−1/2.
To prove that the map v is an isomorphism and to check that the gauge
field ω+ ◦ ∂j ◦ω is an instanton we need some information that can be obtained
easily from well known results about pseudodifferential operators [15]; necessary
results are formulated in Sec.4. Notice that at infinity ω has the same behavior as
v. This follows from the remark that v+v−1 tends to zero at infinity as ‖ z ‖−1.
(Using the notations of Sec.4 we have A ∈ HΓ1,11 , C ∈ Γ
0
1, Q ∈ HΓ
−1,−1
1 , hence
v+v − 1 ∈ Γ−11 .)This remark permits us to say that the asymptotic behavior of
ω+ ◦ ∂ ◦ω is the same as the asymptotic behavior of v+ ◦ ∂ ◦ v. We obtain that
the difference between ω+ ◦ ∂ ◦ ω and the standard connection on E ′ tends to
zero as ‖ z ‖−2. (More precisely the entries of corresponding matrices belong to
Γ−21 .)
Section 4.
In this section we’ll describe some general properties of instantons on non-
commutative spaces. We’ll use in our consideration a general construction of
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deformations of associative algebra equipped with an action of commutative Lie
group; this construction was studied in [11]. We will list some properties of
the star-product that can be obtained by the methods of the theory of pseu-
dodifferential operators. These mathematical results permit us to justify some
statement of preceding sections.
Let us consider an associative algebra A and a d-dimensional abelian group
L = Rd acting on A by means of automorphisms. This means that for every
v ∈ Rd we have an automorphism αv : A → A and αv1+v2 = αv1 · αv2 . We
assume that A has a norm ‖ ‖ and an involution ∗ that are invariant with
respect to automorphisms αv. It is assumed also that the automorphisms αv
are strongly continuous with respect to v.
One says that an element a ∈ A is smooth if the function v → αv(a) is
infinitely differentiable A-valued function on Rd (differentiation is defined with
respect to the norm ‖ ‖ on A). The set A∞ of all smooth elements constitutes
a subalgebra of A; the Lie algebra L of the group L acts on A∞ by means of
infinitesimal automorphisms (derivations).
If θ is a d× d antisymmetric matrix we can introduce a new product in A∞
(star-product) by means of the following formula:
f ⋆ g =
∫
αθuf · αvg · e
iuvdudv. (26)
This new operation is also an associative product and the action of the group
L = Rd preserves it [11]. It depends continuosly on θ; therefore the new algebra
A∞θ (the algebra of smooth elements with respect to the product (26)) can be
regarded as a deformation of the algebra A∞.
Let us consider some examples. One can take as A the algebra C(T d) of con-
tinuous functions on a torus T d = Rd/Zd equipped with the supremum norm.
The Lie group L = Rd acts on T d in natural way (by means of translations)
and this action generates an action of L = Rd on A = C(T d). The algebra
A∞ consists of smooth functions on T d. The star-product coincides with Moyal
product as in all of our examples and A∞θ is interpreted as an algebra of smooth
functions on noncommutative torus; we will denote it by Tθ.
Let us take as A the algebra C0(R
d) of continuous functions on Rd that tend
to zero at infinity (the norm is again the supremum norm). Using the natural
action of L = Rd on A we obtain an algebra Rdθ that can be interpreted as
an algebra of smooth functions on noncommutative Euclidean space tending to
zero at infinity. We can consider instead of C0(R
d) the algebra C(Rd ∪∞) of
continuous functions on Rd, that tend to a constant at infinity. Every element
of this algebra can be represented in the form f + α · 1 where f ∈ C0(Rd). For
any algebra A we denote by A˜ the algebra consisting of elements of the form
a + α · 1 where a ∈ A, α ∈ C and 1 is a unit element: a · 1 = 1 · a = a. (One
says that A˜ is a unitized algebra A.) We see that C(Rd ∪∞) = ˜C(Rd). The
Lie group L = Rd acts on ˜C(Rd). Applying the above construction to this
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action we obtain a unital algebra R˜dθ; one can get it adding unit element to the
algebra Rdθ of the preceding example. Starting with the algebra of all bounded
uniformly continuous functions on Rd with action of translation group L = Rd
we obtain an algebra of bounded functions that have bounded derivatives of
all orders ( of smooth bounded functions on noncommutative Rd ). It can be
identified with the multiplier algebra of Rdθ.(By definition the multiplier algebra
of A is an endomorphism algebra of A considered as a right A-module.)
It is important to notice that the above construction can be applied also in
the case when the topology in the algebra A is specified by a countable family
of norms. In particular, we can take A = S(Rd) (algebra of smooth functions
on Rd tending to zero faster that any power); then the application of the above
construction gives an algebra denoted by S(Rdθ). (Notice, that the norms on
S(Rd) are not invariant with respect to translations, therefore formally the
results of [11] cannot be applied. Nevertheless, these results remain correct in
this case.)
In the case when θ is a nondegenerate matrix d is necessarily even (d = 2n).
and we identified S(Rdθ) with the algebra of integral operators on R
n having
kernel belonging to S(Rd).
Various algebras corresponding to noncommutative Rn are useful in the
analysis of various classes of gauge fields. In particular, gauge fields related
to Rdθ are bounded , gauge fields corresponding to R˜
d
θ tend to zero at infinity,
considering S(Rdθ) we allow gauge fields that grow polynomially and in the case
of ˜S(Rdθ) we obtain gauge fields that decrease faster than any power at infinity.
Other interesting versions of noncommutative Rd can be defined by means
of methods of the theory of pseudodifferential operators [15]. Recall that using
the irreducible representation of commutation relations [xˆk, xˆl] = iθkl, when θ
is a nondegenerate d × d = 2n × 2n matrix we assign to a function ϕ(x) =∫
ϕ(k)eikxdk an operator ϕˆ(x) =
∫
ϕ(k)eikxˆdk acting on functions of n vari-
ables. Considering various classes of functions ϕ(x) we obtain various classes of
pseudodifferential operators. For example, we can restrict ourselves to the class
Γmρ (R
d) of smooth functions a(z) on Rd obeying
| ∂αa(z) |≤ Cα < z >
m−ρ|α|
where α = (α1, ..., αd), m ∈ R, 0 < ρ ≤ 1, < z >= (1+ ‖ z ‖2)1/2. One
can prove that the star-product of functions a′ ∈ Γm1ρ and a
′′ ∈ Γm2ρ belongs
to Γm1+m2ρ . If d = 2n, θ is nondegenerate then operators corresponding to
functions belonging to this class (operators having Weyl symbols from Γmρ ) are
called pseudodifferential operators of the class Gmρ . It follows from the above
statement that the product A′ · A′′ of operators A′ ∈ Gm1ρ and A
′′ ∈ Gm2ρ
belongs to Gm1+m2ρ . Using this fact it is easy to construct various algebras of
pseudodifferential operators.
In particular, Γρ defined as a union of all classes Γ
m
ρ is an algebra with respect
to star-product; it corresponds to the algebra of pseudodifferential operators
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Gρ = ∪mGmρ . The class Γ
m
ρ is an algebra for m ≤ 0. The intersection Γ
−∞
ρ of
all classes Γmρ coincides with S(R
d).
It is important to notice that although algebras Rdθ, S(R
d
θ), Γ
m
ρ , m < 0,
are different and are related to different classes of gauge fields they have the
same K-theory. For non-degenerate θ these algebras are closely related to the
algebra K of compact operators on Hilbert space. One can show that not only
elements of K-theory groups, but also projective modules over unitized alge-
bras R˜dθ, S˜(R
d
θ), Γ˜
m
ρ , m < 0, are in one-to-one correspondence with projective
modules over K˜. This is the reason why it is possible to use K and K˜ in the
consideration of noncommutative solitons and instantons. If K is defined as an
algebra of compact operators acting on Hilbert space H, then the module K1
can be considered as (completed) direct sum of countable numbers of copies of
H regarded as a K-module. It follows from this representation that Hk ⊕ K1
is isomorphic to K1 (if we add k elements to a countable set we again obtain a
countable set) and that Kn is isomorphic to K1. Every projective module over
K˜ is isomorphic to a direct sum of several copies of H and several copies of free
module K˜1 [see Appendix]. We used analogs of these statements in Sec.2 and
3.
Let us say that a function a(z) belongs to the class Γ˜mρ (R
d) if | a(z) |≤
const· < z >m, | ∂αa(z) |< Cα | a(z) |< z >−ρ|α|. It is easy to check that
Γ˜mρ ⊂ Γ
m
ρ . We’ll say that a ∈ HΓ
m,m0
ρ if a ∈ Γ˜
m
ρ and there exists such a function
b ∈ Γ˜−m0ρ that a · b = 1 − r, r ∈ S(R
d). (In other words, the inverse to the
function a(z) with respect to usual multiplication should exist for large | z | and
belong to Γ˜−m0ρ .) One can prove that for a function a ∈ HΓ
m,m0
ρ there exists a
function bθ ∈ HΓ−m,−m0ρ (parametrix) obeying 1− a ⋆ bθ ∈ S(R
d), 1− bθ ⋆ a ∈
S(Rd). Here the star -product depends on the noncommutativity parameter
θ. (One can say that a function a(z) that is invertible up to an element of
S(Rd) with respect to the usual multiplication has this property also for the
star-product.)
Notice that the parametrix is essentially unique: if b′θ ∈ Γρ and 1− a ⋆ b
′
θ ∈
S(Rd) then bθ − b′θ ∈ S(R
d) (and therefore 1− b′θ ⋆ a ∈ S(R
d)).
Let us assume that pseudodifferential operator aˆ corresponding to a function
a ∈ HΓm,m0ρ has no zero modes (Keraˆ = 0). Then we can construct an operator
Tˆ = aˆ(aˆ+aˆ)−1/2 obeying Tˆ+Tˆ = 1. It is easy to check that corresponding
functions (symbols) T and T+ belong to HΓ0,0ρ . It follows from uniqueness of
parametrix that T+ is a parametrix of T , i. e. 1− TT+ is an integral operator
with a kernel from Schwartz space. This remark gives us a way to construct
an endomorphism T entering the definition of a field that is gauge trivial at
infinity.
The definition of classes Γmρ , Γ˜
m
ρ , HΓ
m,m0
ρ was formulated in such a way
that it makes sense also for matrix valued functions. (The absolute value should
be understood as a matrix norm.) Such functions can be considered as matrices
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with entries from Γmρ ; multiplication of such matrices is defined in terms of star-
product and usual matrix multiplication. All statements listed above (including
the existence of parametrix) remain true also in the matrix case.
An s × s matrix A belonging to HΓm,m0ρ can be considered as an operator
acting on (Γρ)
s where Γρ = ∪mΓmρ . One can prove that KerA ⊂ (S(R
d
θ))
s. If θ
is a nondegenerate matrix then KerA, considered as R˜dθ-module, is isomorphic
to Fk. (If Aϕ = 0, or, more generally, Aϕ ∈ (S(Rd))s it follows from the
existence of parametrix that ϕ ∈ (S(Rd))s. To check that KerA is isomorphic
to Fk it is convenient to consider A as a pseudodifferential operator Aˆ; using
the parametrix one can derive that Aˆ is a Fredholm operator. The relation
Aϕ = 0 implies that Aˆϕˆ = 0; in other words ϕˆ is an operator taking values in
finite-dimensional vector space KerAˆ. This description leads to identification of
KerA with Fk where k = dimKerAˆ.)
Let us consider an operator A acting from (Γρ)s+t into (Γρ)s and transform-
ing a pair (u, v) where u ∈ (Γρ)s, v ∈ (Γρ)t into Au + Cv ∈ (Γρ)s. Let us
suppose that the operator A is represented by an s × s matrix, belonging to
HΓm,m0ρ , where m > 0, and C is represented by an s × t matrix belonging to
(Γρ)
0. We denote by Q a parametrix of A (i.e. QA = 1 − Π, AQ = 1 − Π′,
and1 Π,Π′ ∈ S(Rd)).
We would like to construct an Rdθ-linear isomorphism between R
d
θ-modules
E = KerA∩ (Rdθ)
s+t and E ′ = Fk⊕ (Rdθ)
t. Let us assume first that QA = 1 (i.e.
Π′ = 0). Then Au+Cv = 0 implies u = u0−QCv where u0 ∈ KerA = Fk. Let
us check that the map ν transforming (ρ, v) into (ρ−QCv, v) is an isomorphism
between E ′ and E . This map is obviously Rdθ-linear and has trivial kernel.
To check that the image of a point (ρ, v) ∈ E ′ belongs to E we notice that
Q ∈ HΓ−m,−m0ρ ⊂ Γ
−m
ρ and therefore QC ∈ Γ
−m
ρ . We assumed that m > 0,
hence −m < 0 and v ∈ (Rdθ)
s implies QCv ∈ (Rdθ)
s. Conversely, the map
ν−1 : (u, v)→ (u+QCv, v) transforms E into E ′ .
The above consideration clarifies and generalizes the arguments applied in
Sec.3 to the case when A ∈ HΓ1,11 and C ∈ Γ
0
1 are specified by the formula (23).
Now we should get rid of the condition Π′ = 0. This can be done by means of
change of variables: u˜ = u, v˜ = v+Mu, where operatorM is selected in such a
way that the above arguments can be applied to the equation (A−CM)u˜+Cv˜ =
0.
If a commutative Lie algebra L = Rd acts on associative algebra A by means
of derivations we can define a connection on a (right) A-module E as a collection
of C-linear operators ∇1, ...,∇d acting on E and obeying the Leibniz rule:
∇i(ea) = ∇ie · a+ eδia (27)
where e ∈ E, a ∈ A, δi : A→ A are derivations (infinitesimal automorphisms)
corresponding to elements of a basis of L. A curvature of a connection (field
strength of noncommutative gauge field) is defined by the formula
Fij = [∇i,∇j ] (28)
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It is easy to check that Fij : A → A are linear maps (endomorphisms of A-
module E). One can consider the curvature as a 2-form F on L = Rd taking
values in the algebra of endomorphisms EndAE.
We’ll work with involutive algebras and Hilbert modules (i.e. we assume
that the algebra A is equipped with antilinear involution a→ a∗ and the mod-
ules are provided with A-valued inner product). Then it is natural to consider
gauge fields as unitary connections; the endomorphisms Fij will be antihermi-
tian operators in this case.
If this algebra is equipped with a trace and L = Rd is equipped with a non-
degenerate inner product (with metric tensor gij) then we can define Yang-Mills
action functional on connection on the A-module E
S = TrFijF
ij = Tr < F,F > . (29)
(The indices are raised and lowered by means of metric tensor gij .)
In particular, we can apply the construction of action functional to the cases
when A = T dθ ,R
d
θ or R˜
d
θ.
Using the metric tensor gij on L we can define the Hodge dual of an exterior
form on L. In the case d = 4 we can define an instanton (antiinstanton) as a
gauge field obeying
F ± ∗F = ω · 1 (30)
where ω is a C-valued 2-form on L. In other words, the self-dual part of the
curvature of an instanton should be a scalar (or, more precisely, a scalar multiple
of unit endomorphism). In the case of an antiinstanton this condition should be
fullfilled for the antiselfdual part of the curvature. We suppose that the metric
on L used in the definition of (anti)instanton is positive.
Let us introduce a complex structure on L = R4 in such a way that L
becomes a Kaehler manifold. Without loss of generality we can assume the
metric has the form ds2 = dz1dz¯1 + dz2dz¯2 in complex coordinates z1, z2 on L.
Then instead of operators ∇1, ∇2, ∇3, ∇4 corresponding to the coordinates
x1, x2, x3, x4 on L it is convenient to consider operators D1 = ∇1 + i∇2, D2 =
∇3+i∇4, D∗1 = −∇1+i∇2, D
∗
2 = −∇3+i∇4. (Here z1 = x1+ix2, z2 = x3+ix4.)
The instanton equation F + ∗F = ω · 1 can be represented in components
F11 + F34 = ω11 · 1
F14 + F23 = ω14 · 1
F13 + F42 = ω13 · 1
or, equivalently, in the form
[D1, D2] = λ · 1 (31)
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[D1, D
+
1 ] + [D2, D
+
2 ] = µ · 1. (32)
In noncommutative case one can describe the moduli space of instantons in
terms of holomorphic vector bundles (Donaldson’s theorem). There exists an
analog of this description for noncommutative instantons; the role of holomor-
phic bundles is played by solutions of (31).
Let us consider the case when A = T 4θ and E is a projective module (a direct
summand in a free module). There exists a natural trace on T dθ and this trace
induces a trace on the algebra of endomorphisms EndAE. (Endomorphisms
of a free module over a unital algebra A can be represented as matrices with
entries from A. Trace of such a matrix can be defined as a sum of traces of
diagonal elements. An endomorphism of a projective module can be extended
to an endomorphism of a free module. This permits us to define a trace of an
endomorphism of projective module.)
It is easy to check that TrFab does not depend on the choice of connec-
tion ∇ on T dθ -module E. To derive this statement we can use the formula for
infinitesmal variation of Fab:
δFab = [∇a, δ∇b] + [δ∇a,∇b].
It remains to use the fact that
Tr[∇a, ϕ] = 0 (33)
for every endomorphism ϕ. (By definition, the trace vanishes on commutator of
endomorphisms. The difference ∇′a−∇a where ∇
′, ∇ are two connections is an
endomorphism, hence it is sufficient to check (32) only for one connection. For
example, one can check (32) for so called Levi-Civita connection PδiP where P is
a projection of free module on the projective module E.) We see that TrFab is a
topological number characterizing the T dθ -module E. Other numbers of this kind
can be obtained by the formula TrFn where F is considered as a 2-form on L. To
prove that TrFn does not depend on the choice of connection we again should use
(33). If d = 4 we have the following topological numbers: Tr1 (noncommutative
dimension), TrFab (magnetic flux) and TrF
2. For the case of commutative
torus (2π)−nTrFn is an integer. In the case of noncommutative torus T dθ also
one can find integer numbers characterizing topological class (more precisely,
K-theory class) of the module E: as in commutative case we have integer-
valued antisymmetric tensors of even rank: µ(0), µ
(2)
ij , µ
(4)
ijkl, .... (K-theory group
is a discrete object; it does not change by continuous variation of θ). These
numbers can be related to TrFn.
One can prove that the value of action functional (29) on a gauge field
obeying (30) (on an (anti)instanton) can be expressed in terms of topological
numbers of the module E and that this value gives a minimum to the action
functional on gauge fields on E. The proof is based on the inequality
Tr(F ± ∗F − ω · 1)(F ± ∗F − ω · 1)∗ ≥ 0 (34)
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that follows from the positivity of trace (from relation TrA∗A ≥ 0). The left
hand side of (34) can be expressed in terms of the value of action functional and
of topological numbers of the module E; this gives the estimate we need (see [7]
for detail) The above consideration looks very general; however, we encounter
some problems trying to apply it to R4θ or to R˜
4
θ. First of all, one can define a
trace of element f ∈ R4θ as an integral of f over R
4, but this integral can be
divergent. This trace is positive; we can extend it to a trace on R˜4θ assigning
an arbitrary value to Tr1, but the extended trace is not positive. Therefore
in Sec 1 and 2 we defined instantons with ω = 0 in the right hand side of
(30). However, the topological number TrF 2 is well defined for instantons on
R4θ. (This follows from finiteness of euclidean action.) The above arguments
show that the euclidean action of an instanton on R4θ is minimal in the set of
gauge fields with given topological number TrF 2 . It is important to notice that
the topological number TrF is ill-defined in this situation (the corresponding
integral diverges).
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Appendix
Projective modules over K˜
Let us consider the C∗-algebra K of compact operators on Hilbert space H
and corresponding unitized algebra K˜. One can prove the following statement.
Every finitely generated projective module over K˜ is isomorphic to a direct
sum of several copies of H and several copies of free module K˜1.
Proof. Let ρ be the canonical character of K˜ (i.e. the canonical map K˜ →
K˜/K = C). Let e ∈ Mq(K˜) be a selfadjoint idempotent and ρ(e) ∈ Mq(C)
the corresponding scalar idempotent. The density of finite rank operators in K
shows that for any ǫ > 0 one can find a closed subspace E of finite codimension
in H and a selfadjoint x ∈ Mq(K˜) such that the norm of x − e is less than ǫ
and the matrix elements of x − ρ(e) all vanish on E. Viewing x as an element
of Mq(A˜) where A is the matrix algebra of operators in the orthogonal of E
one gets that for ǫ > 0 small enough, x is close to a self-adjoint idempotent
f ∈ Mq(A˜) and that f is equivalent to e in Mq(K˜). The result then follows
from the trivial determination of the finite projective modules on A˜.
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