Abstract. The notion of an extriangulated category gives a unification of existing theories in exact or abelian categories and in triangulated categories. In this article, we demonstrate it for Auslander-Reiten theory. We give two different sets of sufficient conditions on the extriangulated category so that existence of almost-split extensions becomes equivalent to that of an AuslanderReiten-Serre duality.
Introduction
Auslander-Reiten theory, initiated in [AR1, AR2] , is a key tool to study the local structure of additive categories. Its generalizations has been studied by many authors, and many of them can be divided into two classes of additive categories. The first one is the class of Quillen's exact categories, including finitely generated modules over finite dimensional algebras [ARS, ASS] , their subcategories [ASm, K, R] and Cohen-Macaulay modules over orders and commutative rings [A2, Y, LW] . The second one is the class of Grothendieck-Verdier's triangulated categories [Ha1, RV] , including the derived categories of finite dimensional algebras [Ha1] , differential graded categories (e.g. [Jo1, S] ), and commutative and non-commutative schemes (e.g. [GL, RV] ). Also there are many references studying Auslander-Reiten theory in more general additive categories (e.g. [I, Liu] ).
Recently, the class of extriangulated categories was in introduced in [NP] as a simultaneous generalization of exact categories and triangulated categories. The aim of this paper is to develop a fundamental part of Auslander-Reiten theory for extriangulated categories. More explicitly, we introduce the notion of almost split extensions and Auslander-Reiten-Serre duality for extriangulated categories, and give explicit connections between these notions and also the classical notion of dualizing k-varieties. Our main results can be summarized as follows.
Theorem (Theorem 3.4 and Theorem 4.4): Let C be a k-linear, Ext-finite, extriangulated category.
(a) Assume that C is Krull-Schmidt. Then C has almost split extensions if and only if it has an Auslander-Reiten-Serre duality. (b) Assume that C has enough projectives and enough injectives. Then C has an AuslanderReiten-Serre duality if and only if C (respectively, C ) is a dualizing k-variety.
This generalizes and strengthens the corresponding results mentioned above as well as recent results in [LNP, Ji, E] (exact categories), [Jo2, Niu] (subcategories of triangulated categories) and [ZZ] (extriangulated categories).
There are many important extriangulated categories which are neither exact nor triangulated. One of such class is given by tau-tilting theory, introduced by Adachi-Iyama-Reiten in [AIR] . This is an increasingly studied part of representation theory (see the introductory [IR] and references therein). Indeed, it is at the same time combinatorially better-behaved than classical tilting theory and much more general than cluster-tilting theory. When A is a 2-Calabi-Yau tilted algebra (resp. cluster-tilted algebra), then the isoclasses of support τ -tilting modules over A are in bijection with the isoclasses of cluster-tilting objects in a corresponding triangulated category (resp. cluster category). For more general finite dimensional algebras A, there is a bijection between the isoclasses of support τ -tilting modules over A and 2-term silting complexes in K b (proj A). A naive approach might thus consist in thinking of the full subcategory A * A[1] of K b (proj A) as a replacement for a non-existing cluster category over A. Since A * A[1] is extension-closed in K b (proj A), it inherits some structure from the triangulated structure of K b (proj A): It is extriangulated. It is thus possible to apply the results in this paper in order to show that A * A[1] has almost split extensions (Example 6.2).
We propose a slightly different approach to τ -tilting theory for some specific algebra A, by giving another construction of some replacement for a cluster category. We construct an exact category E whose quotient E /B by the ideal generated by projective-injective objects might serve as a "categorification" of support τ -tilting modules over A (see Section 6.3 for more details). The isoclasses of indecomposable objects in E /B are in bijection with the isoclasses of indecomposable objects in A * A [1] . Since E is not Frobenius, E /B is not triangulated and we check that it is not exact either. However, by [NP, Proposition 3.30] , it is extriangulated so that it comes equipped with enough structure for applying our main results. In particular, it has Auslander-Reiten extriangles and an Auslander-Reiten-Serre duality. Notably, τ -tilting mutation is given by approximation extriangles in the category E /B.
Section 2 deals with the definitions and properties of almost split extensions. In Sections 3 and 4, assuming Ext-finiteness, we show that the existence of almost split extensions can be given by Auslander-Reiten-Serre duality. In Section 5, we study the stability of the existence of an Auslander-Reiten theory under various constructions: relative extriangulated categories, ideal quotients and extension-closed subcategories. Finally, we gather some examples in Section 6.
Preliminaries
Let us briefly recall the definition and basic properties of extriangulated categories from [NP] . Throughout this paper, let C be an additive category. Definition 1.1. Suppose C is equipped with an additive bifunctor E : C op × C → Ab. For any pair of objects A, C ∈ C , an element δ ∈ E(C, A) is called an E-extension.
The following notions will be used in the proceeding sections. Definition 1.2. Let C be an additive category, and let E : C op × C → Ab be an additive bifunctor.
(1) Proj E (C ) denotes the full subcategory of C consisting of objects X satisfying E(X, C ) = 0.
(2) Inj E (C ) denotes the full subcategory of C consisting of objects X satisfying E(C , X) = 0. Definition 1.3. Let C be a category, and let E : C op × C → Ab be an additive bifunctor.
(1) A functor F : C op ×C → Set is called a subfunctor of E if it satisfies the following conditions.
• F(c, a) = E(c, a)| F(C,A) holds, for any a ∈ C (A, A ) and c ∈ C (C , C) . In this case, we write F ⊆ E.
(2) A subfunctor F ⊆ E is said to be additive if F(C, A) ⊆ E(C, A) is a submodule for any A, C ∈ C . In this case, F : C op × C → Ab itself becomes an additive bifunctor.
Remark 1.4. For any additive subfunctor F ⊆ E, we have Proj
Remark 1.5. Let δ ∈ E(C, A) be any E-extension. By the functoriality, for any a ∈ C (A, A ) and c ∈ C (C , C), we have E-extensions
. We abbreviately denote them by a * δ and c * δ. In this terminology, we have
Definition 1.6. Let δ ∈ E(C, A), δ ∈ E(C , A ) be any pair of E-extensions. A morphism (a, c) : δ → δ of E-extensions is a pair of morphisms a ∈ C (A, A ) and c ∈ C (C, C ) in C , satisfying the equality a * δ = c * δ .
We simply denote it as (a, c) : δ → δ . Definition 1.7. For any A, C ∈ C , the zero element 0 ∈ E(C, A) is called the split E-extension.
−→ A be coproduct and product in C , respectively. Remark that, by the additivity of E, we have a natural isomorphism
be the element corresponding to (δ, 0, 0, δ ) through this isomorphism. This is the unique element which satisfies (1) For any A, C ∈ C , we denote as
(2) For any [A
Definition 1.11. Let s be a correspondence which associates an equivalence class
This s is called a realization of E, if it satisfies the following condition ( * ). In this case, we say that the sequence A
( * ) Let δ ∈ E(C, A) and δ ∈ E(C , A ) be any pair of E-extensions, with
Then, for any morphism (a, c) : δ → δ , there exists b ∈ C (B, B ) which makes the following diagram commutative.
(1.1)
In the above situation, we say that the triplet (a, b, c) realizes (a, c).
Definition 1.12. Let C , E be as above. A realization of E is said to be additive, if it satisfies the following conditions. (i) For any A, C ∈ C , the split E-extension 0 ∈ E(C, A) satisfies
(ii) For any pair of E-extensions δ ∈ E(C, A) and δ ∈ E(C , A ), we have: (ET3) Let δ ∈ E(C, A) and δ ∈ E(C , A ) be any pair of E-extensions, realized as
For any commutative square
respectively. Then there exist an object E ∈ C , a commutative diagram
op Dual of (ET4 We use the following terminology.
Definition 1.15. Let (C , E, s) be a triplet satisfying (ET1) and (ET2).
( Definition 1.17. Assume C and E satisfy (ET1). By Yoneda's lemma, any E-extension δ ∈ E(C, A) induces natural transformations
For any X ∈ C , these (δ ) X and δ X are given as follows.
(
We abbreviately denote (δ ) X (f ) and δ X (g) by δ f and δ g, when there is no risk of confusion. Definition 1.19. Let D ⊆ C be a full additive subcategory, closed under isomorphisms. We say that D is extension-closed if it satisfies the following condition.
Remark 1.20. Let (C , E, s) be an extriangulated category, and let D ⊆ C be an extension-closed subcategory. If we define E to be the restriction of E onto D op × D, and define s by restricting s, then (D, E , s ) becomes an extriangulated category.
The following has been shown in [NP, Propositions 3.3, 3.11] . (1) The following sequences of natural transformations are exact.
(2) If (C , E, s) moreover satisfies (ET4), then
is exact.
2. Almost split extensions 2.1. Almost split extension. In this subsection, let C be an additive category. In the rest of this subsection, we fix an additive bifunctor E :
Definition 2.1. A non-split (i.e. non-zero) E-extension δ ∈ E(C, A) is said to be almost split if it satisfies the following conditions. (AS1) a * δ = 0 for any non-section a ∈ C (A, A ).
Remark 2.2. If a * δ = 0 holds for a section a ∈ C (A, A ), then we have δ = 0. Thus (AS1) is the best possible vanishing condition with respect to a * (a ∈ C (A, X)), for a non-split δ. Similarly for (AS2).
Remark 2.3. For any δ ∈ E(C, A), the property of being almost split does not depend on an additive subbifunctor F ⊆ E containing δ. Indeed, if δ ∈ F(C, A) holds for some additive subbifunctor F ⊆ E, then δ is almost split as an E-extension if and only if it is almost split as an F-extension.
In the following, we call an almost split E-extension simply an almost split extension, if there is no confusion. Definition 2.4. A non-zero object A ∈ C is said to be endo-local if End C (A) is local.
Proposition 2.5. For any non-split E-extension δ ∈ E(C, A), the following holds.
Proof.
(1) For the homomorphism
In particular it is closed under addition, and thus gives the unique maximal left ideal of End C (A).
(2) is dual to (1).
Definition 2.6. We say that C has right almost split extensions if for any endo-local non-projective object A ∈ C , there exists an almost split extension δ ∈ E(A, B) for some B ∈ C . Dually, we say that C has left almost split extensions if for any endo-local non-injective object B ∈ C , there exists an almost split extension δ ∈ E(A, B) for some A ∈ C . We say that C has almost split extensions if it has right and left almost split extensions.
2.2.
Realization by almost split sequences. In the rest, let (C , E, s) be an extriangulated category 1 .
Definition 2.7. A sequence of morphisms
The following class of morphisms is basic to study the structure of additive categories.
Definition 2.8. Let C be an additive category and A an object in C . A morphism a : A → B which is not section is called left almost split if
• any morphism A → B which is not section factors through a. Dually, a morphism a : B → A which is not retraction is called right almost split if
• any morphism B → A which is not retraction factors through a. Proof.
(1) follows from the exactness of C (B, −) (2) follows from the exactness of C (−, B) op , there is a ∈ C (A, A) which gives the following morphism of s-triangles.
Since a * δ = δ, this a is a section by (AS1). By Proposition 2.5 (1), this means that a is an isomorphism. Thus b becomes an isomorphism as in [NP, Corollary 3.6] . (2) is dual to (1).
Definition 2.11. We denote by P (respectively, I) the ideal of C consisting of all morphisms f satisfying E(f, −) = 0 (respectively, E(−, f ) = 0). The stable category (respectively, costable category) of C is defined as the ideal quotient
The following properties are immediate from definition. Lemma 2.13. Let 0 = δ ∈ E(C, A) be any E-extension.
(1) If δ satisfies (AS1), then the following holds for any
(2) If δ satisfies (AS2), then the following holds for any X ∈ C .
(c) For any 0 = γ ∈ E(C, X), there exists a ∈ C (X, A) such that δ = a * γ.
Proof. (a) Realize δ and α as
Since α = 0, the morphism f is not a section. Thus there is some b ∈ C (B, Y ) satisfying b • x = f by Proposition 2.9 (1). By (ET3), there exists c ∈ C (C, X) which gives the following morphism of s-triangles.
to (a) and (b).
We have the following uniqueness of almost split extensions.
Proposition 2.14. Let A ∈ C be any object. If there are non-split extensions δ ∈ E(C, A) and δ ∈ E(C , A) satisfying (AS2), then there is an isomorphism c ∈ C (C , C) such that c * δ = δ . Dually, if non-split extensions ρ ∈ E(C, A) and ρ ∈ E(C, A ) satisfy (AS1) for some A, A , C ∈ C , then there is an isomorphism a ∈ C (A, A ) such that a * ρ = ρ .
Proof. By Lemma 2.13, there are morphisms c ∈ C (C , C) and c ∈ C (C, C ) satisfying c * δ = δ and c * δ = δ. By Proposition 2.5 (2), they are isomorphisms.
Later we will need the following observation, which is standard in classical Auslander-Reiten theory.
Proposition 2.15. Let δ ∈ E(A, B) be a non-zero element such that A and B are endo-local. Then the following conditions are equivalent. (a) δ is an almost split extension.
Proof. It suffices to show (c)⇒(a). We need to show (AS1). Take a morphism b ∈ C (B, B ) which is not a section. Assume that b * δ = 0. By Lemma 2.13, there exists c ∈ C (B , B) such that δ = c * b * δ. Then (1 − cb) * δ = 0 holds, and therefore 1 − cb ∈ End C (B) is not an isomorphism. Since B is endo-local, cb is an automorphism of B. Thus b is a section, contradiction.
Auslander-Reiten-Serre duality
Throughout this section, let (C , E, s) be an extriangulated category. Our aim in this section is to characterize when C has almost split extensions. In this section, we fix a base field k, and we denote by D the k-dual. We say that an extriangulated category (C , E, s) is k-linear if C (A, B) and E(A, B) are k-vector spaces such that the following compositions are k-linear for any A, B, C, D ∈ C .
3.1. Definitions and results. We start with the following observation.
Proposition 3.1. Let C be a k-linear Ext-finite extriangulated category. For a non-projective endo-local object A and a non-injective endo-local object B, the following conditions are equivalent. (a) There exists an almost split extension in E(A, B).
be an almost split extension. Take any linear form η : E(A, B) → k satisfying η(δ) = 0. It follows from Lemma 2.13 that the pairings
. We show that any non-zero element in S A is an almost split extension. By Proposition 2.15, it suffices to show that a * (S A ) = 0 holds for any a ∈ C (A , A) which is not a split epimorphism. Our isomorphism ι : E(−, B) DC (A, −) of functors on C gives a commutative diagram
Since a is not a split epimorphism, the composition C (A, A )
Now we discuss global existence of almost split extensions in C .
(a) A right Auslander-Reiten-Serre (ARS) duality is a pair (τ, η) of an additive functor τ : C → C and a binatural isomorphism
(b) If moreover τ is an equivalence, we say that (τ, η) is an Auslander-Reiten-Serre (ARS) duality.
Remark 3.3. Let τ be a right Auslander-Reiten-Serre duality. For any A ∈ C , since C is KrullSchmidt, the object τ A ∈ Ob(C ) = Ob(C ) can be decomposed into a direct sum of indecomposable objects in C . If we remove all the injectives appearing there, it results in a functor C → C which is naturally isomorphic to τ in a canonical way. Thus with no harm we can always require τ A to contain no injective direct summand, when viewed as an object in C . With this requirement, we see that τ A is indecomposable in C whenever it is indecomposable in C . Moreover if τ is fully faithful, then the indecomposability of A ∈ C is equivalent to the indecomposability of τ A in C since there is a ring isomorphism End C (A) End C (τ A). Thus if A ∈ C is indecomposable non-projective object, then τ A becomes indecomposable in C .
Our aim in this section is to prove the following: This follows from the following more general result. It is convenient to start with the following general setting. If moreover F is an equivalence, we say that (F, η) is an ARS duality for (C , E, D) .
Dually we define a left ARS duality for (C , E, D).
The following is clear.
Lemma 3.7. If (F, η) is an ARS duality for (C , E, D) , then (G, ζ) is a left ARS duality for (C , E, D) , where G is a quasi-inverse of F and ζ A,B is a composition
The following is an analog of [RV, I.1.4] .
Lemma 3.8. Let (C , E, D) be a triple consisting of k-linear additive categories C and D, and a bifunctor E : C op × D → Ab such that dim k E(A, B) < ∞ holds for any A ∈ C , B ∈ D. Assume that we have the following.
• A correspondence F from objects in C to objects in D.
• A k-linear map η A : E(A, F A) → k for any A ∈ C such that the compositions
are non-degenerate for any A, B ∈ C . Then we can extend F to a fully faithful functor F : C → D such that the pair (F, η) is a right ARS duality for (C , E, D) .
Proof. Similarly as for E, we use the notation
Writing F (a) := a , we have a map
This is clearly a morphism of abelian groups. It is clear from definition that F (1 A ) = 1 F A holds.
To prove that F is a functor, fix a ∈ C (A, B) and b ∈ C (B, C). For any γ ∈ E(C, F A), using (3.3) three times, we have
Moreover, for any a ∈ D(F A, F B), there exists unique a ∈ C (A, B) satisfying (3.3). Thus the functor F : C → D is fully faithful.
The non-degenerate pairing (3.1) gives an isomorphism
for any A, B ∈ C . To show that η is binatural, fix a ∈ C (A , A) and b ∈ C (B, B ), and consider the diagram
This is commutative since, for any f ∈ C (A, B) and γ ∈ E(B , F A ), we have
Thus η is binatural.
Now we are ready to prove that (a) implies (b) in Proposition 3.5.
Proof of Proposition 3.5(a)⇒(b).
For an indecomposable non-projective object A, we denote by δ A ∈ E(A, F A) an almost split extension. Take any linear form η A : E(A, F A) → k satisfying η A (δ A ) = 0. It follows from Lemma 2.13 that the pairings
are non-degenerate. By the Krull-Schmidt property, we can extend this to any object in C . Applying Lemma 3.8 to (C , E, D) := (C , E, C ), we have a right ARS duality (F, η) such that F : C → C is fully faithful.
Finally we prove Theorem 3.4.
Proof of Theorem 3.4. (b)⇒(a) Assume that C has an ARS duality (τ, η). Since this is a right ARS duality, C has right almost split extensions by Proposition 3.5. By Lemma 3.7, C has a left ARS duality. Therefore it has left almost split extensions by the dual of Proposition 3.5.
(a)⇒(b) By Proposition 3.5, C has a right ARS duality (τ, η) and τ : C → C is fully faithful. It remains to show that τ is dense. This follows from our assumption that C has left almost split extensions since τ sends the right term of an almost split extension to its left term.
Stable module theory for extriangulated categories
4.1. Definitions and results. We develop the stable module theory for extriangulated categories following a series of works [AR3] by Auslander-Reiten. Throughout, let (C , E, s) be an extriangulated category that we assume neither Krull-Schmidt nor k-linear. We denote by C the stable category and by C the costable category (see Definition 2.11).
We recall basic notions for functor categories. For a skeletally small additive category D, a D-module is a contravariant additive functor from D to Ab. A morphism between D-modules is a natural transformation. A D-module F is finitely presented if there exists an exact sequence
We denote by mod D the category of finitely presented D-modules. It is well-known (see [A1] ) that the following conditions are equivalent.
• mod D forms an abelian category.
• mod D is closed under kernels.
• D has weak kernels. In this case, we denote by proj D (respectively, inj D) the full subcategory of mod D of projective (respectively, injective) objects.
The following fundamental result generalizes the classical result due to Auslander-Reiten [AR3] for the case C = mod D where D is a dualizing k-varieties, as defined below.
Theorem 4.1. Let C be an extriangulated category with enough projectives and injectives. (a) mod C is an abelian category with enough projectives proj C = add{C (−, A) | A ∈ C } and enough injectives inj C = add{E(−, A) | A ∈ C }. We have equivalences C → proj C given by A → C (−, A) and C → inj C given by A → E(−, A) up to direct summands.
op is an abelian category with enough projectives proj
The following is an immediate consequence.
Proposition 4.2. Let C be a k-linear extriangulated category with enough projectives and injectives. Then C is Ext-finite if and only if C is Hom-finite if and only if C is Hom-finite.
Proof. We only prove the first equivalence. For any A ∈ C , there is an epimorphism C (−, B) → E(−, A) and a monomorphism C (−, A) → E(−, C) for some B, C ∈ C by Theorem 4.1(a). Thus C is Ext-finite if and only if C is Hom-finite.
Let D be a k-linear additive category. Then any D-module F can be regarded as a functor
We call D a dualizing k-variety if the following conditions hold.
• D is Hom-finite over k and idempotent complete.
• For any F ∈ mod D, we have DF ∈ mod D op .
• For any G ∈ mod D op , we have DG ∈ mod D.
In this case, we have an equivalence D : mod D mod D op .
Now we have the following main result in Auslander-Reiten theory for extriangulated categories.
Theorem 4.4. Let C be an Ext-finite extriangulated category with enough projectives and enough injectives such that C and C are idempotent complete. Then the following conditions are equivalent.
(a) C has an Auslander-Reiten-Serre duality.
(b) C is a dualizing k-variety.
(c) C is a dualizing k-variety.
As an immediate consequence, we obtain the following result.
Corollary 4.5. Let C be an Ext-finite, Krull-Schmidt, extriangulated category with enough projectives and injectives such that C and C are idempotent complete. Then the following conditions are equivalent.
(a) C has almost split extensions.
4.2.
Proof. We frequently use the following observation.
Lemma 4.6. Let C be an extriangulated category with enough projectives. For any morphism f : A → B in C , there exist an s-deflation f : A → B in C and an isomorphism h : A A in C satisfying f = f h.
Proof. Take an s-deflation g : P → B with a projective object P ∈ C . Then f := [f g] : A ⊕ P → B is an s-deflation by the dual of [NP, Corollary 3.16] , and satisfies the desired property.
The following observation is basic in stable module theory.
Proposition 4.7. Let C be an extriangulated category with enough projectives and injectives. Any
Proof. We only show that the first sequence is exact. By [NP, Corollary 3 .12], we have an exact sequence
It suffices to show that our sequence is exact at C (−, B). Assume that f : D → B satisfies bf = 0. Then there exist g : D → P and h : P → C for a projective object P such that bf = hg. Since P is projective, there exists s : P → B such that h = bs.
Therefore f = at holds, as desired.
Next we show the following property, which is not necessarily true for C itself.
Proposition 4.8. Let C be an extriangulated category. (a) If C has enough projectives, then C has weak kernels and mod C forms an abelian category. (b) If C has enough injectives, then C has weak cokernels and mod C op forms an abelian category.
Proof. We only prove (a). By Lemma 4.6, any morphism in C can be represented by an s-deflation.
Then the assertion follows from the long exact sequence associated with s-conflations (Proposition 4.7).
Now, for a given F ∈ mod C , we construct certain exact sequences. Since F is finitely presented, there exists an exact sequence
Without loss of generality, we can assume that there exists an s-conflation C → B a − → A by Lemma 4.6. By Proposition 4.7, we have exact sequences
The first sequence is the first three terms of a projective resolution of F . By the next observation, the second one is the first three terms of an injective resolution of F . Proposition 4.9. Let C be an extriangulated category with enough projectives and injectives. (a) For any X ∈ C , the C -module E(−, X) is finitely presented and injective in mod C .
is finitely presented and injective in mod C op .
Proof. We only prove (a) and (b) since (c) and (d) are the dual. Let X → I → X be an s-conflation with an injective object I ∈ C . By Proposition 4.7, we have an exact sequence Y ) ) and using Yoneda's Lemma, we have a commutative diagram of exact sequences
where the lower sequence is exact by Proposition 4.7. Thus the assertion (b) follows. For any F ∈ M , consider the sequence (4.1). Applying M (−, E(−, X)) and using Yoneda's Lemma, we have a commutative diagram
where the homology of the upper sequence is Ext
. This is zero since the lower sequence is exact by Proposition 4.7.
We are ready to prove Theorem 4.1.
Proof of Theorem 4.1. We only prove (a) since (b) is the dual.
The assertions for projectives follow from Yoneda's Lemma. The assertions for injectives follow from Proposition 4.9 and the exact sequence (4.2). Now we are ready to prove Theorem 4.4.
Proof of Theorem 4.4. (a)⇒(c):
Let (τ, η) be an ARS duality. Since τ gives an equivalence C C , both mod C and mod C op are closed under kernels by Proposition 4.8. For F ∈ mod C , take an exact sequence (4.1). Applying D, we have the following commutative diagram of exact sequences.
Since the C op -modules E(A, −) and E(B, −) are finitely presented by Theorem 4.1, the C op -modules E(A, τ −) and E(B, τ −) are finitely presented. Since mod C op is closed under kernels as remarked above, the C op -module DF is finitely presented. For any G ∈ mod C op , one can show DG ∈ mod C by a dual argument. Thus C is a dualizing k-variety.
(c)⇒(a): Since C is idempotent complete, we have an equivalence
Since C is a dualizing k-variety, we have an equivalence
Since C is idempotent complete, by Proposition 4.9, we have an equivalence
Composing (4.3), (4.4) and a quasi-inverse of (4.5), we define an equivalence τ : C C . By construction, we have an isomorphism DC (A, −) E(−, τ A) of functors for any A ∈ C . Thus we have an ARS duality.
(a)⇔(b): The proof is dual to (a)⇔(c).
Induced almost split extensions
In this section, we state how almost split extensions in an extriangulated category (C , E, s) induce almost split extensions in relative extriangulated categories (Proposition 5.10), ideal quotients (Proposition 5.12), and extension-closed subcategories (Corollary 5.17).
5.1. Induced extriangulated structures. Let us recall the definitions and results from [HLN] . We do not assume in this subsection that C is Krull-Schmidt nor k-linear. Additive subfunctors F ⊆ E for extriangulated categories (C , E, s) have been considered in [ZH] . Definition 5.1. Let F ⊆ E be an additive subfunctor. Define s| F to be the restriction of s to F. Namely, it is defined by s| F (δ) = s(δ) for any F-extension δ.
Claim 5.2. (cf. [HLN, Claim 3 .8 for n = 1]) For any additive subfunctor F ⊆ E, the triplet (C , F, s| F ) satisfies (ET1),(ET2),(ET3), (ET3) op .
Proof. This immediately follows from the definitions of these conditions.
Thus we may speak of s| F -conflations (resp. s| F -inflations, s| F -deflations) and s| F -triangles. The following condition on F gives a necessary and sufficient condition for (C , F, s| F ) to be an extriangulated category (Proposition 5.5).
Definition 5.3. (cf. [DRSSK, ASo] ) Let F ⊆ E be a additive subfunctor.
The following has been shown in [HLN] more generally for any n-exangulated category, which recovers the notion of extriangulated category when n = 1. (1) F is closed on the right.
(2) F is closed on the left. Thus in the following argument, we simply say F ⊆ E is closed, if one of them is satisfied.
Proposition 5.5. ([HLN, Proposition 3.14 for n = 1]) For any additive subfunctor F ⊆ E, the following are equivalent.
(1) s| F -inflations are closed under composition.
(2) s| F -deflations are closed under composition. 
These are closed additive subfunctors of E.
Remark 5.7. Let D ⊆ C be as above. An s-conflation
is an s| E D -conflation if and only if x is a left D-approximation. Dually, (5.1) is an s| E D -conflation if and only if y is a right D-approximation.
The following has been shown in [NP, Proposition 3.30 ].
Fact 5.8. Let D ⊆ C be a full additive subcategory, closed under isomorphisms. Let [D] be the ideal defined by
, where:
Corollary 5.9. Let D ⊆ C be any full additive subcategory closed under isomorphisms. If we put
5.2. Induced almost split sequences. First let us consider almost split extensions in relative extriangulated categories.
Proposition 5.10. Let F ⊆ E be any closed subbifunctor. If (C , E, s) has (respectively left, or right) almost split extensions, then so does (C , F, s| F ).
Proof. Suppose that (C , E, s) has right almost split sequences. If C ∈ C is non-projective in (C , F, s| F ), then there is some X ∈ C and some non-zero θ ∈ F(C, X). Since it is non-projective in (C , E, s) by Remark 1.4, there is an almost split E-extension δ ∈ E(C, A). Then by the dual of Lemma 2.13, there is some a ∈ C (X, A) satisfying a * θ = δ. This implies δ ∈ F(C, A). As in Remark 2.3, this shows that (C , F, s| F ) has right almost split sequences. Similarly for left almost split extensions.
Secondly, let us consider almost split extensions in ideal quotients.
Lemma 5.11. Let (C , E, s) be an extriangulated category, and let A, C ∈ C be any pair of objects. For any non-split δ ∈ E(C, A), the following are equivalent.
(1) δ is almost split.
(2) δ satisfies the following conditions.
(a) A, C are endo-local.
(b) For any X ∈ C and any non-split θ ∈ E(X, A), there exists c ∈ C (C, X) such that c * θ = δ. Dually, For any Y ∈ C and any non-split µ ∈ E(C, Y ), there exists a ∈ C (Y, A) such that a * µ = δ. (c) δ (radEnd C (A)) = 0 and δ (radEnd C (C)) = 0 hold.
Proof.
(1) ⇒ (2) Conditions (a) and (b) follow from Proposition 2.5, Lemma 2.13 and its dual. Since End C (A) is local, radEnd C (A) consists of non-sections. This gives δ (radEnd C (A)) = 0. Dually for δ (radEnd C (C)) = 0.
(2) ⇒ (1) We only show (AS1). It suffices to show
. By (a), this means that f • a is a section, and thus a becomes a section.
Proposition 5.12. Let D ⊆ C be a full additive subcategory closed under isomorphisms satisfying
Proof. Remark that ( C , E, s) is an extriangulated category by Fact 5.8. By assumption, we have
It suffices to show that δ satisfies conditions (a),(b),(c) of Lemma 5.11 in ( C , E, s) . By (5.2), conditions (a) and (c) for δ ∈ E(C, A) also hold in ( C , E, s) . Condition (b) in ( C , E, s) follows immediately from that in (C , E, s).
Thirdly, let us consider almost split extensions in extension-closed subcategories. As in Remark 1.20, for an extension-closed full additive subcategory D ⊆ C , the restriction of E and s to D gives an extriangulated category (D, E , s ). By definition, it satisfies
Remark 5.13. It is obvious from the definition that if δ ∈ E(C, A) is an almost split extension in (C , E, s) with A, C ∈ D, then it is an almost split extension in (D, E , s ).
Lemma 5.14. Let (C , E, s) be an extriangulated category. Let D ⊆ C be an extension-closed full additive subcategory. Let A ∈ C be any object.
is monomorphic for any D ∈ D.
commutative. By the minimality of d, it follows that g • x is an automorphism. In particular x is a section, which means θ = 0.
Remark 5.15. If in addition d is a deflation, the above lemma is nothing but [CZZ, Lemma 2.3] .
The following is an extriangulated analog of [K, Theorem 2.3] and [Jo2, Theorem 3 .1].
Proposition 5.16. Let (C , E, s) be an extriangulated category and let D ⊆ C be an extensionclosed full additive subcategory. Suppose that C ∈ D is non-projective with respect to the restriction E of E to D. If there is an almost split extension δ ∈ E(C, A) in C and if there is a minimal right
Proof. Since C is non-projective with respect to E , there exists Y ∈ D and a non-split
Let us show that e * θ ∈ E (C, D A ) is almost split. Since d * (e * θ) = δ = 0, we have e * θ = 0 by Lemma 5.14. Let us confirm (AS1), (AS2) in Definition 2.1.
(AS1) Let f ∈ C (D A , D) be any morphism to any D ∈ D. Suppose f * (e * θ) = 0. Then by Lemma 2.13 (c), there is g ∈ C (D, A) which gives g * (f * e * θ) = δ. Since d is a minimal right D-approximation, we obtain a commutative diagram
which shows that f is a section, similarly as in the proof of Lemma 5.14.
(AS2) Let h ∈ D(D, C) be any non-retraction. Since δ is almost split, the element h
By Lemma 5.14, it follows that h * (e * θ) = 0.
Corollary 5.17. Let (C , E, s) be an extriangulated category, and let D ⊆ C be a full additive extension-closed subcategory. If D ⊆ C is functorially (respectively, contravariantly/covariantly) finite and if C has (respectively, left/right) almost split extensions, then so does D.
Proof. This immediately follows from Proposition 5.16.
6. Examples 6.1. Extension-closed subcategories of derived categories. Throughout this subsection, let A be a finite dimensional algebra over a field k. The following follows from our previous results.
Proposition 6.1. Let C be an extension-closed additive subcategory of K b (proj A). If C is functorially finite, then C has almost split extensions.
Proof. It is well-known [Ha1] that the Nakayama functor ν :
be an indecomposable object which is non-projective in C . Then there is an almost split extension δ ∈ Ext
by Proposition 3.1. Applying Proposition 5.16, X has an almost split extension in C . Thus C has right almost split extensions.
On the other hand, since ν(C ) is a functorially finite extension-closed subcategory of K b (inj A), the dual argument shows that C has left almost split extensions. Thus the assertion holds.
Example 6.2. Let A be a finite dimensional k-algebra, and n a non-negative integer. An object
holds for all i > 0 and all i ≤ −n. Then the full subcategory C of K b (proj A) consisting of all n-term complexes is extension-closed and functorially finite in K b (proj A). Therefore C is an extriangulated category with almost split extensions.
Proof. Clearly C is extension closed. Since C can be written as (proj
6.2. Example 1. Let k be a field, and let D b (kA 3 ) be the bounded derived category of the path algebra of the quiver
We know that its Auslander-Reiten quiver is as follows ([Ha1, 5.6] ).
, and put
is extension-closed, it has an induced extriangulated structure, which we denote by (C , E, s). The indecomposables which belong to C are
(ii) E-injectives:
. As in Remark 5.13, we see that almost split sequences in D b (kA 3 ) starting from objects in (i), (ii) are also split sequences in C . Similarly for almost split sequences ending at objects in (ii),(iii). Thus the Auslander-Reiten quiver of (C , E, s) is as follows. The projective (resp. injective) modules are highlighted by a vertical line to their left (resp. to their right). [1] and let (F, t) = (E D , s| E D ) be the induced relative extriangulated structure in (C , E, s) . Then together with the objects in (i), the object 3 2 1
[1] becomes F-projective. We have F(X, 3) = 0 for any indecomposable X ∈ C , and thus 3 becomes F-injective, together with objects in (ii). We see that the almost split extension
, and thus the almost split sequence in (C , E, s) ending at 3 2 [1] is also an almost split sequence in (C , F, t) . Similarly for the other almost split extensions in E(C, A) with A, C / ∈ D. Thus the Auslander-Reiten quiver of (C , F, t) is as follows. 6.3. Example 2. Let k be a field, let A be the quotient of the path algebra of the A 3 quiver 1 → 2 → 3 with ideal of relations rad 2 , and let A ; be the algebra given by the quiver:
with relations hv, vh. We let:
• S = P c ⊕ P f ⊕ P g ⊕ P h be the sum of the simple projective modules over A ; ; • Q = P a ⊕ P b ⊕ P d ⊕ P e be the sum of the indecomposable projective-injective modules over A ; ; • E be the full subcategory of mod A ; whose objects are all those modules M such that both Hom A ; (S, M ) and Hom A ; (Q, τ M ) vanish.
The Auslander-Reiten quiver of the category mod A ; is shown in ; . If we denote the full subcategory of projective-injective (resp. projective, injective) objects in E by B (resp. P, I ) then by [NP, Proposition 3.30] , the ideal quotient E /B is extriangulated. By Proposition 5.12, this extriangulated category has almost split extensions. Its AuslanderReiten quiver is depicted in Figure 1 . The Auslander-Reiten translation is represented by dashed arrows. We note that the extriangulated category E /B is not an exact category since the morphism 2 3 −→ d 2 3 is (both) an inflation which is not monic (and a deflation which is not epic). We also note that the isoclasses of indecomposable objects of E /B are in bijection with the isoclasses of indecomposable A-modules or shifted projectives. Moreover, the injective objects in E /B are the shifted projectives and the projective objects in E /B are the projective A-modules. Let A * A[1] be the full subcategory of the homotopy category K b (proj A) whose objects are the complexes concentrated in degrees 0 and -1. Via the bijection of [AIR, Theorem 4 .1], the modules P 3 , P 2 , S 2 , P 1 , and S 1 are respectively sent to the complexes 0 → P 3 , 0 → P 2 , P 3 → P 2 , 0 → P 1 and P 2 → P 1 so that there is a bijection between isoclasses of indecomposable objects in E /B and isoclasses of indecomposable objects in A * A[1].
We give a brief explanation on how E /B can be related to mod A. Let ε p ∈ A ; be the idempotent element corresponding to each vertex p in (6.1). Put ε = 1 − (ε 1 + ε 2 + ε 3 ) = ε a + ε b + ε c + ε d + ε e + ε f + ε g + ε h , and denote the two-sided ideal A ; εA ; ⊆ A ; by a. The functor tensoring with A = A ; /a G : mod A ; → mod A ; M → M/aM satisfies G(I ) = 0, and thus induces an additive functor G : E /I → mod A. 
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(1) (6) (1) Figure 2 . The poset of basic maximal E-rigid objects in the extriangulated category E /B. Vertices are representatives for the isoclasses of basic maximal E-rigid objects in E /B. Two vertices are linked by an edge if and only if the corresponding E-rigid objects differ by one indecomposable summand. Edges are labelled with the corresponding approximation extriangle.
