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Genes embedded in H3 lysine 9 methylation (H3K9me)–dependent 
heterochromatin are transcriptionally silenced. In fission yeast, 
Schizosaccharomyces pombe, H3K9me-mediated heterochromatin can be 
transmitted through cell division provided the counteracting demethylase Epe1 
is absent. Under certain conditions wild-type cells might utilize 
heterochromatin heritability to form epimutations, phenotypes mediated by 
unstable silencing rather than DNA changes. This study shows that resistant 
heterochromatin-dependent epimutants arise in threshold levels of caffeine. 
Unstable resistant isolates exhibit distinct heterochromatin islands, which 
reduce expression of underlying genes, some of which confer resistance when 
mutated. Targeting synthetic heterochromatin to implicated loci confirms that 
resistance results from heterochromatin-mediated silencing. The analyses 
presented here reveal that epigenetic processes promote phenotypic 
plasticity, allowing wild-type cells to adapt to non-favorable environments 
without altering their genotype. In some isolates, subsequent or co-occurring 
gene amplification events augment resistance. Caffeine impacts two anti-
silencing factors: Epe1 levels are downregulated, reducing its chromatin 
association; and Mst2 histone acetyltransferase expression switches to a 
shortened isoform. Thus, heterochromatin-dependent epimutant formation 
provides a bet-hedging strategy that allows cells to remain genetically wild-
type but adapt transiently to external insults. Unstable caffeine-resistant 
isolates show cross-resistance to antifungal agents, suggesting that related 
heterochromatin-dependent processes may contribute to antifungal drug 





























Each year fungal diseases affect billions of people worldwide, causing an 
estimated 1.6 million deaths. The emergence of infections resistant to 
treatment is a growing issue, especially in patients with weakened immune 
systems such as those with HIV. Moreover, fungal diseases also result in the 
loss of up to a third of the planet's food crops annually, and overuse of 
agricultural fungicides is leading to increasing resistance in soil-borne fungi. 
Because few effective antifungal drugs exist, the rise of resistance challenges 
human health and food security. It is known that mutations in a fungus’ DNA 
can result in antifungal drug resistance. In fact, current diagnostic techniques 
rely on sequencing of all of a fungus’ DNA to detect such mutations. Using the 
yeast Schizosaccharomyces pombe as a fungal model organism, here I 
present evidence that fungi can also develop drug resistance without changes 
in their DNA. Treating yeast with caffeine to mimic the activity of antifungal 
drugs led to the identification of resistant isolates that had acquired distinctive 
chemical tags. The presence of such tags or epigenetic changes was found to 
cause resistance by inducing the packing of specific regions of the fungus’ 
genome into a structure known as heterochromatin, which silence or inactivate 
underlying genes. Thus, this work uncovers that fungal cells can develop drug 
resistance by acquiring epigenetic changes that alter how their DNA is 
packaged, rather than by changing their DNA sequence, and suggests that 
many causes and cases of antifungal drug resistance could have been 
previously missed. Importantly, this research could provide insights into the 
development of new fungicides that specifically target fungal epigenetic 
changes to potentially aid the control of antifungal drug resistance in both 
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‘To suppose that the evolution of the wonderfully adapted biological 
mechanisms has depended only on a selection out of a haphazard set 
of variations, each produced by blind chance, is like suggesting that if 
we went on throwing bricks together into heaps, we should eventually 
be able to choose ourselves the most desirable house.’ 
 





















Chapter 1: Introduction 
1.1. Chromatin 
1.1.1. Definition and function  
The eukaryotic genome is compacted into the cell nucleus forming a 
nucleoprotein complex named chromatin. The fundamental unit of chromatin 
is the nucleosome, composed of 145-147 base pairs of genomic DNA wrapped 
around an octamer of histones. Originally articulated as the chromatin subunit 
model (Kornberg 1974), the nucleosomal organization of chromatin was first 
visualized by the X-ray crystal structure of the histone octamer–DNA particle 
(Luger et al. 1997). The standard octamer of histones consists of a tetramer of 
H3/H4 flanked by two separate H2A/H2B dimers (Figure 1.1). In many 
organisms, histone H1 binds and protects the linker DNA between 
nucleosomes, forming a full nucleosome or chromatosome, and stabilising 
higher-order chromatin structures (Kornberg & Thomas 1974; Kornberg & 
Lorch 1999). Nucleosomes are found every 200 ±40 bases and they form a 
characteristic ‘beads on a string’ structure visualised by electron microscopy 
(Olins & Olins 1974 and 2003). 
Histones are predominantly globular except for their N-terminal tails, which are 
unstructured and enriched in basic residues (Figure 1.1). The primary function 
of chromatin is to allow the packaging of long genomic DNA molecules into the 
small nuclear compartment, organizing the genome into highly structured 
chromosomes and protecting DNA from degradation. Chromatin is 
dynamically adjusted and regulates gene expression to integrate regulatory 
cues that program appropriate cellular pathways (Kouzarides 2007; Allis & 
Jenuwein 2016).   
1.1.2. Chromatin organization: euchromatin and heterochromatin 
Chromatin is divided into two main functionally distinct domains with different 
DNA, RNA and protein composition. Euchromatin, initially described using light 
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microscopy as the nuclear region that displays low density staining, constitutes 
an open, accessible form of the chromatin and contains most actively 
expressed genes. On the other hand, heterochromatin, initially described as 
high-density staining regions, harbours less accessible and often 
transcriptionally silent genes, and is gene poor (Figure 1.2) (Bickmore & van 
Steensel 2013; Allis & Jenuwein 2016). More recently many specialized 
chromatin sub-domains have been characterized by their specific composition 
in terms of histone variants (see section 1.1.3.3); histone post-translational 
modifications (see section 1.1.3.5); or by their nuclear localisation or 3D 
organization (reviewed in Bonev & Cavalli 2016 and Zheng & Xie 2019). 
 
 
Figure 1.1. Nucleosome structure. Left. Schematic representation of the nucleosome. Right. 
Nucleosome disc view. Taken from Zhou et al. (2019); histone octamer structure from Davey 
et al. (2002); DNA structure from Schalch et al. (2005). 
 
1.1.3. Regulation of chromatin organization and function  
Chromatin composition and dynamics can be regulated by several processes, 
including timely assembly, positioning and remodelling of nucleosomes, or 
precise modifications of DNA and histones. These mechanisms function 
individually and in concert to modulate genome-wide topology and gene 
expression, thereby regulating cell differentiation, cell division, and tissue and 















Figure 1.2. Euchromatin and Heterochromatin. Top. Cytologically visible ground states of 
active (euchromatic, left) and repressed (heterochromatic, right) chromatin. Schematic 
representation of two interphase nuclei from somatic cells: the left nucleus displays broad and 
decondensed staining of unique DNA sequences and the right nucleus shows the 
characteristic heterochromatic foci (grey dots) that are visualized by DAPI (4′,6-diamidino-2-
phenylindole) staining of AT-rich repeat sequences. Bottom. Active and repressed chromatin 
states associated with gene activity (euchromatin, left) or gene repression (heterochromatin, 
right), respectively. Adapted from Allis & Jenuwein (2016). 
 
1.1.3.1. Histone chaperones 
Both parental and newly synthesised histones are (dis)assembled into 
nucleosomes with the aid of histone chaperone proteins (Tagami et al. 2004; 
Burgess & Zhang 2013; Gurard-Levin et al. 2014). Histone chaperones also 
help to shuttle newly synthesized histones from the cytoplasm to the nucleus 
(Campos et al. 2010; Burgess & Zhang 2013), and act as histone reservoirs 
regulating histone supply (Groth, Corpet, et al. 2007; Cook et al. 2011; Burgess 
& Zhang 2013). 
Following DNA replication during S phase, nucleosomes are re-constituted in 
a process called replication-coupled nucleosome assembly (Groth, Corpet, et 
al. 2007). In addition, nucleosome assembly during gene transcription occurs 
throughout the cell cycle in a replication-independent manner (Burgess & 
Zhang 2013). 
Euchromatin Heterochromatin
Gene transcription ON Gene transcription OFF
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1.1.3.2. ATP-dependent chromatin remodelling complexes 
ATP-dependent chromatin-remodelling complexes include enzymes that 
mediate the movement or ejection of histones to control proper nucleosome 
density and spacing (Ito et al. 1997), or to enable the binding of transcription 
factors to DNA (Tsukiyama et al. 1994). Remodellers also participate in 
creating specialized chromosomal regions where canonical histones are 
replaced by histone variants (Mizuguchi et al. 2004). Thus, genome-wide 
nucleosome occupancy and composition are tailored by specialized 
remodellers (Clapier et al. 2017). 
All chromatin-remodelling complex subfamilies contain an ATPase–
translocase ‘motor’ that utilises ATP to translocate DNA along the histone 
surface from a common location within the nucleosome (Clapier et al. 2017). 
Functional and phylogenetic analyses have classified all chromatin-
remodelling ATPases within the RNA/DNA helicase superfamily 2, which can 
be divided into four subfamilies of chromatin-remodelling enzymes: imitation 
switch (ISWI), chromodomain helicase DNA-binding (CHD), switch/sucrose 
non-fermentable (SWI/SNF) and INO80, on the basis of the similarities and 
differences in their catalytic ATPases and associated subunits (Flaus et al. 
2006; Clapier et al. 2017). Orphan remodellers, which do not belong to a 
subfamily (for example, Cockayne syndrome group B (CSB)) also exist 
(Woudstra et al. 2002), but their mechanism of action is poorly understood 
(Clapier et al. 2017). 
1.1.3.3. Histone variants 
Histone variants are characterized by a distinct protein sequence and a suite 
of designated chaperone systems and chromatin remodelling complexes that 
recognize amino acid differences among variants and regulate their 
localization in the genome (Martire & Banaszynski 2020). Whereas canonical 
histones are assembled into nucleosomes behind the replication fork to 
package newly synthesized DNA (Groth, Corpet, et al. 2007; Groth, Rocha, et 
al. 2007), histone variants are subject to dynamic exchange and are typically 
 5 
incorporated throughout the cell cycle (Talbert & Henikoff 2017). Some histone 
variants are uniformly expressed, while others are tissue specific, with 
selective expression demonstrated in the male germ line (testes) and the brain 
(Wiedemann et al. 2010).  
Histone variants replace core histones at specific genomic regions and 
therefore have the capacity to endow specific regions of chromatin with unique 
character and function in a regulated manner (Talbert & Henikoff 2017; Martire 
& Banaszynski 2020). For example, the incorporation of the centromeric H3 
variant (known as CENP-A in vertebrates, Cse4 in yeast and CENH3 in plants) 
instead of H3 into a nucleosome forms the foundation of centromeric chromatin 
and is at the basis of kinetochore assembly (Earnshaw & Rothfield 1985; 
Allshire & Karpen 2008; Earnshaw 2015). Several H2A variants affect gene 
expression: H2A.Z and H2A.B are implicated in transcription initiation (Adam 
et al. 2001; Soboleva et al. 2011) whereas macroH2A in animals and H2A.W 
in plants seem to be associated with nucleosome immobility and transcriptional 
silencing (Ratnakumar et al. 2012; Yelagandula et al. 2014). 
1.1.3.4. DNA methylation 
DNA methylation is conserved in plants and mammals, and precise patterns 
of genomic DNA methylation are crucial for development (Goldberg et al. 2007; 
Valencia & Kadoch 2019). DNA methylation occurs at the position 5 of the 
cytosine ring (5-methylcytosine (5mC)) and is catalysed by conserved DNA 
methyltransferases using S-adenosyl-L-methionine (SAM) as the methyl donor 
(Law & Jacobsen 2010). 
In mammals, nearly all DNA methylation occurs on cytosine residues of CpG 
dinucleotides. Regions of the genome that have a high density of CpGs are 
referred to as CpG islands (Bird et al. 1985), and DNA methylation of these 
islands correlates with transcriptional repression (Goll & Bestor 2005). 
Genomic patterns of cytosine methylation in mammals play a critical role in 
many cellular processes including silencing of repetitive and centromeric 
sequences; X chromosome inactivation in females; gene regulation and 
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chromatin organization during embryogenesis and gametogenesis; and 
imprinting (Surani et al. 2007; Goldberg et al. 2007). 
In plants, DNA methylation occurs in all cytosine sequence contexts: CG, CHG 
and CHH (H represents A, T or C) (Zhang et al. 2006). In Arabidopsis thaliana, 
DNA methylation principally occurs in heterochromatin, which is enriched with 
transposable elements and other repetitive DNA sequences (Zhang et al. 
2006). However, interspersed transposon-associated DNA methylation also 
exists in euchromatic chromosome arms. DNA methylation has a vital role in 
regulating transposon silencing, gene expression and chromosomal 
interactions. Moreover, DNA methylation contributes to proper plant 
development as well as plant responses to biotic and abiotic environmental 
stimuli (Law & Jacobsen 2010; Zhang et al. 2018). 
In addition, the formation of heterochromatin in many organisms is facilitated 
in part by DNA methylation and its binding proteins, which can recruit 
additional factors that mediate the deposition of histone modifications 
characteristic of silent chromatin (Zaratiegui et al. 2007). 
1.1.3.5. Histone post-translational modifications 
Histones are post-translationally modified (Allfrey et al. 1964). Histone-
modifying proteins mediate >200 distinct covalent post-translational 
modifications (PTMs) on histone globular domains or protruding histone tails 
that make contact with neighbouring nucleosomes (Figure 1.3) (Bannister & 
Kouzarides 2011; Valencia & Kadoch 2019). Histone PTMs can affect histone-
DNA and histone-histone interactions to alter nucleosome dynamics and local 
chromatin compaction, promote recruitment of other chromatin bound 
proteins, and ultimately, modulate transcription (Figure 1.3) (Tessarz & 
Kouzarides 2014; Valencia & Kadoch 2019). Histone PTMs include 
acetylation, methylation, phosphorylation, ubiquitylation, sumoylation, ADP 
ribosylation, deamination and proline isomerization (Kouzarides 2007). More 
recently, additional modifications such as propionylation, butyrylation and 
crotonylation have been described (Tan et al. 2011; Lawrence et al. 2016). 
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Figure 1.3. Histone post-translational modifications. A. Schematic showing post-
translational modification of histone tails and histone globular domains (purple residues). The 
location of each amino acid and its modification is shown (K, lysine; R, arginine; S, serine; T, 
threonine). Colours indicate how each residue is modified (red, methylated; green, acetylated; 
yellow, phosphorylated; light blue, ubiquitylated). Adapted from Kouzarides (2007); Tessarz & 
Kouzarides (2014); Lawrence et al. (2016). B. Overview of different classes of modifications 
identified on histones. The functions that have been associated with each modification are 























































































































1.1.3.5.1. Histone tail modifications 
To date, the most-studied histone PTMs are those that occur on the N-terminal 
tail regions of histones that protrude from the nucleosome and are accessible 
on its surface (Luger et al. 1997; Kouzarides 2007). Some of the modifications 
on histone tails can directly affect the interactions between nucleosomes. For 
example, the addition of acetyl modifications to lysine 16 of histone H4 
(H4K16ac) has been shown to reduce chromatin compaction and increase 
transcription both in vitro and in vivo (Shogren-Knaak et al. 2006; Akhtar & 
Becker 2000). Histone tail modifications can also do the opposite and increase 
DNA compaction; for example, H4K20 di- and tri-methylation (H4K20me2/3) 
have been shown to enhance in vitro chromatin condensation (Lu et al. 2008). 
However, these two modifications (H4K16ac and H4K20me2/3) are the only 
histone tail PTMs shown to have a direct effect on chromatin architecture in 
vitro, suggesting that this mode of action for histone tail modifications might 
not be the rule but rather the exception (Lawrence et al. 2016). 
In general, histone tail modifications act indirectly and recruit effector proteins 
to activate downstream signalling or influence the recruitment of chromatin 
modifiers and transcription factors (Figure 1.4) (Brownell et al. 1996; Clements 
et al. 2003; Rea et al. 2000; Bannister et al. 2001; Wysocka et al. 2006).  
Initial identification and characterization of histone tail modifications led to the 
idea that the nucleosome carries epi-genetic regulatory information (Turner 
1993). The ‘histone code hypothesis’ (Strahl & Allis 2000) was put forward after 
the identification of the first histone tail modification-binding domain; the 
p300/CBP-associated factor (PCAF) bromodomain as an acetyl-lysine binding 
module for docking onto acetylated histones (Dhalluin et al. 1999) (Figure 1.4). 
This hypothesis proposed that combinatorial patterns of histone modifications 
specify distinct biological outcomes, in part by the recruitment of downstream 
effector proteins (named readers to match the analogy of writers and erasers 
for histone-modifying enzymes) or complexes in trans. The histone code 
hypothesis predicted that readers of other histone modifications would be 




Figure 1.4. Recruitment of proteins to histone modifications. A. Domains used for 
recognition of acetylated lysines, methylated lysines or phosphorylates serines. B. Depicted 
are proteins containing histone modification-binding domains shown in A that associate 
preferentially with modified versions of histone H3 or histone H4. Adapted from Kouzarides 
(2007); Bannister & Kouzarides (2011); Tessarz & Kouzarides (2014). C. Common writers and 
















































































been discovered to date (for example, chromodomains, tudor domains and 
plant homeodomain (PHD) fingers) (Figure 1.4), and many of them have been 
characterised in detailed atomic resolution with their associated modified-
histone ligands (Patel 2016). Such progress has resulted in recent extensions 
of the histone code hypothesis (Jenuwein & Allis 2001; Allis & Jenuwein 2016). 
Distinct groups of writers, readers and erasers act together to impose 
particular histone modification patterns that define highly conserved chromatin 
states and play a role in crucial biological processes such as DNA replication 
or transcription (Figure 1.4) (Allis & Jenuwein 2016). For example, the nuclear 
histone acetyltransferase (HAT) p55 from Tetrahymena thermophila (ortholog 
to yeast Gcn5) was the first described transcriptional co-activator that 
acetylates the histone H3 amino-terminal tail (H3K14ac) (Brownell et al. 1996). 
The acetylated lysine provides a docking site for bromodomain-containing 
proteins (including p55) that bind to further stimulate nucleosome accessibility 
and transcriptional activity. Histone acetylation can be reversed by opposing 
histone deacetylases (HDACs), such as Rpd3, which often cause 
transcriptional repression (Taunton et al. 1996) (Figure 1.5). In contrast, the 
human histone lysine methyltransferase (KMT) SUV39H1 (orthologue of the 
Drosophila melanogaster Suppressor of variegation 39 (Su(var)39) and the 
Schizosaccharomyces pombe Cryptic loci regulator 4 (Clr4) proteins) 
methylates the histone H3 amino-terminal tail (H3K9me) (Rea et al. 2000). Tri-
methylated H3K9 (H3K9me3) serves as a docking site for chromodomain-
containing proteins (such as heterochromatin protein 1 (HP1) or SUV39H1 
itself), which then impede nucleosome accessibility and induce gene 
repression (Bannister et al. 2001; Lachner et al. 2001). Histone methylation 
can be reversed by opposing histone demethylases (KDMs) (Shi et al. 2004; 
Tsukada et al. 2006) (Figure 1.5).  
1.1.3.5.2. Histone core modifications 
Besides histone tails, the central core (or globular) domains of histones, which 
together form the core of the nucleosome, also contain a large number of 
modification sites (see Figure 1.3) (Tessarz & Kouzarides 2014). 
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Figure 1.5. Chromatin writers, readers and erasers. Distinct groups of proteins act together 
to impose particular histone modifications patterns that define transcriptionally active (left) or 
repressed (right) chromatin states. Adapted from Allis & Jenuwein (2016). 
 
Histone core modifications can affect histone-DNA interactions. For example, 
H3K56 acetylation, one of the first described core modifications (Xu et al. 2005; 
Masumoto et al. 2005), has been proposed to enhance the unwrapping of the 
DNA close to the nucleosome DNA entry-exit site (where H3K56 is located) to 
regulate chromatin at the higher order level (Simon et al. 2011). Moreover, it 
has been shown that acetylation of core residues H3K122 and H3K64 results 
in nucleosome destabilization and this positively correlates with transcriptional 
activation (Tessarz & Kouzarides 2014). In addition, asymmetric di-
methylation of H3R42 results in transcriptional activation in vitro (Casadio et 
al. 2013) and mutation of H3R42 to Alanine (eliminating hydrogen bond 
potential) produces a hyper-transcription phenotype partially due to decreased 
H3 occupancy in S. cerevisiae (Hyland et al. 2011).  
Histone core modifications have also been proposed to affect histone-histone 
interactions, albeit experimental evidence is limited. Methylation of H3K79, the 
first core modification identified within histone H3 (Ng et al. 2002), has been 
shown to correlate with active transcription in yeast and mammalian cells (Ng 
et al. 2003; Pokholok et al. 2005; Steger et al. 2008). This modification does 
not cause a major change in nucleosome structure, as revealed by structural 
analysis of nucleosome crystals harbouring H3K79me2. Instead, H3K79 
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methylation provokes a subtle reorientation of the region surrounding K79, 
which likely results in decreased interaction with histone H4 and the generation 
of a novel docking site on the nucleosome surface (Lu et al. 2008). 
Contrastingly, acetylation of H4K91 has been shown to decrease the 
association of H2A-H2B dimers with chromatin and this can lead to 
nucleosome instability (Ye et al. 2005). H4K91 is positioned within the H3-H4 
tetramer – H2A-H2B dimer interface and a mutation mimicking the acetylated 
state leads to decondensed chromatin and loss of nucleosomal interaction (Ye 
et al. 2005). 
1.1.3.5.3. Histone methylation 
Histone methyltransferases (HMT) catalyse the addition of methyl groups to 
histone lysine or arginine residues using S-adenosyl-L-methionine (SAM or 
AdoMet) as a donor (Dillon et al. 2005). Histones can be mono-, di- or tri-
methylated on lysine residues (Figure 1.6), and mono- or di-methylated on 
arginine residues (Qian & Zhou 2006). Methylation of histone lysine residues 
is catalysed by histone lysine methyltransferases (KMTs) containing a SET 
(Su(var)39, Enhancer of Zeste and Trithorax) catalytic domain similar to that 
of the D. melanogaster Su(var)39 proteins (Dillon et al. 2005; Qian & Zhou 
2006). An exception to this rule is H3K79 methylation deposited by the histone 
KMT Dot1, which lacks a conserved SET domain (Ng et al. 2002). Notably, 
more than a hundred SET domain-containing proteins have been identified in 
humans (Qian & Zhou 2006).  
KMTs are highly specific regarding their substrates. In fact, a single KMT 
usually methylates an individual histone residue and several different KMTs 
are in some cases required to catalyse mono-, di- and tri-methylation of a 
particular amino acid (see section 1.2.3 for examples). Methylated lysine 
residues can be bound by several protein domains such as chromo, tudor, 
PHD, malignant brain tumour (MBT), or Pro-Trp-Trp-Pro (PWWP) domains 
(Figure 1.4) (Bannister & Kouzarides 2011; Tessarz & Kouzarides 2014). 
Histone lysine methylation is associated with both transcriptional activation 
and transcriptional repression depending on which histone residue is modified. 
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H3K4, H3K36 and H3K79 methylation are generally found on actively 
transcribed regions, while H3K9, H3K27 and H4K20 methylation are usually 
associated with repressed chromatin (Bannister & Kouzarides 2011; Valencia 
& Kadoch 2019). 
 
 
Figure 1.6. Lysine methylation. A. Methylation of lysine residues by lysine 
methyltransferases (KMTs) into mono-, di- or tri-methyl-lysine. Adapted from Zhang & 
Reinberg (2001). B. Histone lysine residues harbour a positive charge that can form a salt 
bridge with the negatively charged DNA backbone. Following lysine methylation by KMTs the 
charge of the lysine side chain is retained. Lysine methylation can then provide a docking 
platform for additional proteins (as shown in Figures 1.4 and 1.5). In addition, lysine 
methylation might affect histone-DNA binding. Adapted from Tessarz & Kouzarides (2014). 
 
Histone methylation was originally thought to be a permanent mark that would 
remain on the amino acid residue until natural histone turnover or DNA 
replication replaces the modified histone with an unmodified one (Bannister et 
al. 2002). This notion came from early studies looking at the turnover of methyl 










































































not reversible since the half-life of histones and methyl-lysine residues within 
them are equal (Byvoet et al. 1972; Duerre & Lee 1974). However, subsequent 
studies suggested that active turnover of methyl groups exists but at a low 
level (Borun et al. 1972; Annunziato et al. 1995).  
The first identified histone lysine demethylase (KDM) was lysine-specific 
demethylase 1 (LSD1), a nuclear flavin adenine dinucleotide (FAD)-dependent 
amino oxidase homologue (Shi et al. 2004). FAD-dependent amino oxidases 
were found to demethylate mono- and di-, but not tri-methylated lysines (Shi 
et al. 2004; Klose & Zhang 2007), raising the possibility that lysine tri-
methylation could be a permanent histone mark. However, the identification of 
Jumonji domain-containing histone demethylase 1 (JHDM1), capable of 
removing mono-, di- and tri-methyl-lysine modifications in histones (Tsukada 
et al. 2006), led to the now established general view that all chromatin marks 
are probably reversible (Allis & Jenuwein 2016). JHDM1 was the first identified 
member of a novel second class of lysine demethylases: Fe(II) and α-
ketoglutarate-dependent dioxygenases with catalytic modules known as 
Jumonji domains. This class of proteins promote demethylation via an 
oxidative reaction that relies on Fe(II) and α-ketoglutarate as cofactors 
(Bannister et al. 2002; Trewick et al. 2005; Trewick et al. 2007; Klose & Zhang 
2007). 
In addition, histone methylation can also be removed from chromatin via 
endopeptidase-mediated histone tail clipping, a process that leads to the 
removal of the histone N-terminal tail and hence the loss of all incorporated 







1.2.1. Definition and function  
Heterochromatin is a fundamental architectural feature of eukaryotic 
chromosomes that endows particular genomic regions with specific functional 
properties. Originally described as high-density staining regions within the 
nucleus (see Figure 1.2) (Heitz 1928), the term now generally refers to 
molecular subtypes of transcriptionally repressed chromatin domains (Allshire 
& Madhani 2018). 
The link from those initial cytological observations to the current molecular 
definition came from experiments in D. melanogaster in which flies acquired a 
mutant (white) eye phenotype due to chromosome rearrangements that 
displaced the white eye gene from its original position to positions near 
heterochromatin, a phenomenon originally termed position-effect variegation 
(Muller 1930; Schultz 1936). It was found later that repetitive genomic regions, 
which displayed a distinct ‘satellite’ position in CsCl gradients due to their 
skewed base composition and density, colocalized with centromeric 
heterochromatin regions of metaphase chromosomes (Kit 1961), and with 
high-density chromatin at the nuclear periphery of interphase cells (Yasmineh 
& Yunis 1970; Rae & Franke 1972). The inability to detect satellite-derived 
RNA, and experiments in which the insertion of genes within centromeric 
sequences led to their transcriptional inactivation suggested that 
heterochromatin is transcriptionally inactive (Flamm et al. 1969). 
Different subtypes of heterochromatin are characterized by particular 
combinations of DNA modifications and histone PTMs. The best-studied types 
of heterochromatin are marked by di- or tri-methylation of H3K9 (H3K9me2/3) 
or tri-methylation of H3K27 (H3K27me3). These histone marks can mediate 
the folding of chromatin and the recruitment of readers through their highly 
specific binding domains (Allshire & Madhani 2018). In some systems, histone 
methylation can be coupled with DNA methylation. For example, in mammals 
and plants, H3K9 methyltransferases can recruit 5mC DNA 
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methyltransferases so that these two repressive modifications reciprocally 
bolster each other to ensure that the DNA is rendered inaccessible (Tamaru & 
Selker 2001; Jackson et al. 2002; Lehnertz et al. 2003) 
From a functional perspective, heterochromatin can be divided into three 
subtypes: constitutive, facultative and ectopic heterochromatin (Grewal & Jia 
2007; Wang et al. 2016).  
Constitutive heterochromatin preferentially assembles at repetitive elements 
and is concentrated at centromeres and telomeres in most eukaryotes. These 
major and permanent blocks of heterochromatin, defined by the presence of 
H3K9me2/3, are known to play a crucial role in nuclear organization, accurate 
chromosome segregation and genome integrity maintenance against 
transposable elements (Grewal & Jia 2007; Allshire & Madhani 2018).  
Facultative heterochromatin is associated with a subset of genes only 
packaged into a repressed state in response to differentiation signals or 
environmental cues (Trojer & Reinberg 2007). Facultative heterochromatin 
can cover an entire chromosome (e.g. the inactive X chromosome in female 
mammals (Galupa & Heard 2018)), or be restricted to defined regulatory 
regions (e.g. flowering locus C (FLC) silencing in plants (Baulcombe & Dean 
2014)). The most distinctive histone mark of facultative heterochromatin is 
H3K27me3. In addition, facultative heterochromatin is often enriched with 
H3K9me2/3, H4K20me3, H2AK119ub1, hypoacetylated histones and the 
histone variant macroH2A (Trojer & Reinberg 2007). For a full description, see 
section 1.2.2. 
Ectopic heterochromatin, characterized by the atypical presence of 
H3K9me2/3 at euchromatic regions, has been shown to assemble upon 
removal of key anti-silencing factors (Trewick et al. 2007; Zofall et al. 2012; 
Wang et al. 2015; Sorida et al. 2019), or following genetic manipulations that 
introduce a nucleation signal at a euchromatic locus (Kagansky et al. 2009; 
Kowalik et al. 2015; Audergon et al. 2015; Ragunathan et al. 2015; 
Duempelmann et al. 2019). Recently it has been proposed that the assembly 
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of ectopic heterochromatin has adaptive potential because it can promote 
transcriptional silencing of genes under stress conditions (Wang et al. 2016; 
Sorida & Murakami 2020). However, experimental evidence is scarce and only 
observed in cells lacking crucial anti-silencing factors (Wang et al. 2015). For 
a full description, see section 1.4.1. 
1.2.2. H3K27 methylation heterochromatin: facultative heterochromatin 
and the Polycomb system 
Facultative heterochromatin refers to chromosomal domains packaged into a 
repressed state as a result of specific external signals or differentiation stages 
(Trojer & Reinberg 2007). H3K27 tri-methylation (H3K27me3) is widely 
considered the most distinctive hallmark of facultative heterochromatin (Trojer 
& Reinberg 2007; Schuettengruber et al. 2017). However, facultative 
heterochromatin domains can also show enrichment of or be exclusively 
mediated by H3K9me in some cases (Heard et al. 2001; Bastow et al. 2004; 
Wen et al. 2009; Hawkins et al. 2010; Soufi et al. 2012; Zofall et al. 2012; Zhu 
et al. 2013; Becker et al. 2016).  
H3K27 methylation is deposited by the Polycomb repressive complex 2 
(PRC2) catalytic subunit Enhancer of zeste (E(z)) in D. melanogaster (Cao et 
al. 2002; Müller et al. 2002; Czermin et al. 2002). Orthologues of E(z) are found 
in mammals (EZH1 and EZH2) and in plants (CLF, MEA and SWN), all of 
which share a highly conserved SET domain, responsible for catalytic activity 
(Müller & Verrijzer 2009). In addition, the PRC2 subunits Extra sex combs 
(Esc) in D. melanogaster and Embryonic ectoderm development (EED) in 
mammals (FIE in plants), recognize the H3K27me mark and allosterically 
activate E(z) or EZH2, respectively (Margueron et al. 2009). E(z) and Esc form 
the broadly conserved core PRC2 complex together with Suppressor of zeste 
(Su(z)12) (SUZ12 in mammals; FIS2, VRN2 and EMF2 in plants) and the 
CAF1 histone-binding protein Nurf55 (RBBP4/7 in mammals; MSI1/5 in 
plants). This complex is conserved in some fungi, including Neurospora crassa 
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and the yeast Cryptococcus neoformans, but not fission yeast S. pombe) (Kim 
& Sung 2014; Schuettengruber et al. 2017). 
H3K27 methylation by PRC2 promotes binding of the PRC1 complex through 
its chromodomain-containing Polycomb (Pc) subunit (CBX2, CBX4, and 
CBX6–CBX8 in mammals) (Fischle et al. 2003). PRC1 complexes share a 
protein core that is conserved in animals and plants, but not in fungi (Kim & 
Sung 2014; Schuettengruber et al. 2017). The PRC1 core complex consists of 
a dRing protein (RING1A/B in mammals; AtRING1a-c in plants), which has E3 
ubiquitin ligase activity that mediates H2AK119ub1; and the Polycomb group 
ring-finger domain protein Psc (PCGF1–PCGF6 in mammals; AtBMI1a-c in 
plants). This core is then specified by the presence of the above-mentioned 
chromodomain-containing Pc subunit, and a Polyhomeotic (Ph) protein 
(PHC1–PHC3 in mammals) which contains a sterile alpha motif (SAM) domain 
essential for Polycomb-mediated repression. To date, no apparent sequence 
homolog of either Pc or Ph is found in plants. However, Like heterochromatin 
protein (LHP1) has been proposed as the functional equivalent of Pc in A. 
thaliana (Sung et al. 2006; Mylne et al. 2006; Kim & Sung 2014). 
Polycomb mutations in D. melanogaster were initially found to transform 
anterior embryonic segments into more posterior ones due to ectopic 
expression of Homeotic (Hox) genes (Lewis 1978). Subsequently, some 
Polycomb members have been linked to proliferation, senescence and cancer 
(van Lohuizen et al. 1991; Jacobs et al. 1999). Polycomb proteins therefore 
regulate a plethora of cellular processes, including X chromosome inactivation 
in female mammals, vernalization in flowering plants, genomic imprinting, cell 
cycle control and stem cell biology. Such functional diversity is achieved by a 
variety of Polycomb complexes that are assembled in a developmental stage- 
and cell-specific manner to alter chromatin at their target genes via histone-
modifying or chromatin-remodelling activities (Schuettengruber et al. 2017).  
PRC2 catalyses H3K27 mono-, di- and tri-methylation (H3K27me1/me2/me3). 
H3K27me1/me2 cover the large majority of the euchromatic genome, but 
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PRC2 is not detected in regions marked by H3K27me2, suggesting that its 
binding to these regions is transient (Ferrari et al. 2014; Lee et al. 2015). Early 
studies in D. melanogaster identified Polycomb response elements (PREs) as 
the DNA regulatory elements that recruit Polycomb factors to chromatin 
(Simon et al. 1993). PREs frequently contain DNA motifs for sequence-specific 
DNA-binding transcription factors, but these were found insufficient to recruit 
Polycomb on their own (Schuettengruber et al. 2017). In mammals, CpG 
islands facilitate targeting of Polycomb machinery, with Polycomb complexes 
‘sampling’ chromatin in order to determine transcriptional states (Farcas et al. 
2012). 
Recently, it was shown that tethering KDM2B (an H3K36 demethylase that is 
also a subunit of a variant PRC1 complex) in mouse embryonic stem cells 
induces the recruitment of PRC1 complexes and the deposition of 
H2AK119ub1 to chromatin, which in turn promotes binding of PRC2 (Cooper 
et al. 2014; Blackledge et al. 2014). In addition, it has been reported that a 
non-canonical PRC1 complex (that contains the RING finger 3/5 (PCGF3/5)) 
initiates recruitment of both PRC1 and PRC2 to the inactive X chromosome 
via H2AK119ub1, demonstrating a function of H2AK119ub1 for the initiation of 
Polycomb domains in a physiological context (Almeida et al. 2017). The 
predominant view is that Polycomb complexes have relatively poor DNA 
sequence specificity, but they can be specifically recruited to selected regions 
by specific transcription factors, nascent RNAs, non-coding RNAs (ncRNAs), 
and chromatin modifications (Schuettengruber et al. 2017). 
Paradigmatic models of Polycomb-mediated H3K27me3-dependent 
facultative heterochromatin include the inactivation of the X chromosome in 
female mammals and the cold-induced vernalization process in flowering 
plants. 
In somatic nuclei of female eutherian mammals, one of the two X 
chromosomes is mostly silent and forms a cytologically detectable 
heterochromatic structure termed the Barr body (Figure 1.7A) (Barr & Bertram 
1949; Ohno et al. 1959). This structure is formed during female development 
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through a process termed X-chromosome inactivation (XCI). At the molecular 
level, the noncoding RNA X-inactive-specific transcript (Xist), expressed 
exclusively from the X chromosome that will be inactivated, recruits the 
transcriptional repressor SPEN to enhancers and promoters of active genes. 
SPEN then recruits the gene-inactivating HDAC HDAC3, as well as the gene-
silencing complexes NCoR/SMT and NuRD, to initiate XCI (Chu et al. 2015; 
Dossin et al. 2020). In addition, Xist also recruits PRC1 and PRC2 to the 
inactive X chromosome (Xi) (Plath et al. 2003; Silva et al. 2003; de Napoles et 
al. 2004). A 600-nucleotide sequence in mouse Xist RNA, Xist RNA Polycomb 
Interaction Domain (XR-PID), promotes PRC1 (PCGF3/5-PRC1) recruitment 
to Xi via the RNA-binding protein hnRNPK (Pintacuda et al. 2017). PRC1-
mediated deposition of H2AK119ub1 on Xi promotes the recruitment of PRC2 
and the formation of H3K27me3 heterochromatin (Almeida et al. 2017). PRC2 
recruitment to Xi requires the PRC2 cofactor Jarid2 (the founding member of 
the Jumonji family of proteins), which can bind the PRC1-deposited 
H2AK119ub1 mark (Figure 1.7A) (da Rocha et al. 2014; Cooper et al. 2016). 
In addition, complete XCI also requires the deposition of DNA methylation and 
H3K9me (reviewed in Galupa & Heard 2018). 
The phenomenon of vernalization, by which exposure to prolonged cold 
induces the chromatin-mediated silencing of the floral repressor flowering 
locus C (FLC), facilitates alignment of flowering with spring and the return of 
more favourable environmental conditions. This process ensures effective 
flower formation, pollination, and fruit set (Baulcombe & Dean 2014). In the 
absence of cold, FLC acts as a brake to flowering (Figure 1.7B). Cold induces 
up-regulation of antisense transcripts to FLC (collectively known as COOLAIR) 
(Swiezewski et al. 2009) and a plant homeodomain (PHD) protein called 
Vernalization insensitive 3 (VIN3) (Sung & Amasino 2004). COOLAIR 
facilitates FLC transcriptional silencing (Csorba et al. 2014). VIN3 associates 
with a homologous PHD protein, Vernalization 5 (VRN5), and a vernalization-
specific PRC2 complex that includes VRN2 (a Su(z)12 homolog) (Gendall et 




Figure 1.7. Classic models of Polycomb-mediated facultative heterochromatin. A. 
Schematic summary of X inactivation (Xi) in female mammals. B. Schematic summary of cold-
induced gene silencing of the floral repressor FLC. LHP1, the A. thaliana homolog of metazoan 
HP1, is required to maintain the FLC repressed state. Interestingly, unlike in fission yeast, flies 
and mammalian cells, Arabidopsis LHP1 binds H3K27me3 rather than H3K9me3 (Mylne et al. 






















































The Viviparous/abscisic acid insensitive-like1 (VAL1) transcriptional repressor 
promotes recruitment of PHD-PRC2 to an intragenic nucleating region 
covering the first exon and part of the first intron of FLC (Qüesta et al. 2016). 
PHD-PRC2-mediated quantitative accumulation of H3K27me3 at the 
nucleation region during cold exposure, and over the whole locus after cold 
exposure (Yang et al. 2017), reflects a cell-autonomous switch affecting an 
increasing proportion of the cell population (Figure 1.7B) (Angel et al. 2011). 
Importantly, the chromatin state of the FLC locus is reset in every generation 
by the H3K27-specific demethylase ELF6, preventing transgenerational 
inheritance of previous exposures to cold (Crevillén et al. 2014). It was 
originally thought that variation in this silencing mechanism exclusively 
underpinned the adaptation of plants to climates with different winters. 
However, it was recently shown that autumnal FLC expression, rather than 
silencing alone, is the major variable conferred by the distinct Arabidopsis FLC 
haplotypes (Hepworth et al. 2020). 
1.2.3. H3K9 methylation heterochromatin 
Histone H3K9 methylation forms the major blocks of heterochromatin in cells 
and constitutes the defining molecular feature of constitutive heterochromatin 
in many eukaryotes (Allshire & Madhani 2018). H3K9 methylation is catalysed 
by SET domain-containing KMTs orthologues of the D. melanogaster 
Su(var)39 and S. pombe Clr4 proteins (Eissenberg et al. 1990; Tschiersch et 
al. 1994; Rea et al. 2000). Orthologues of Su(var)39 and Clr4 are found in 
mammals (SUV39H1 and SUV39H2) (Rea et al. 2000), and in plants (SUVH1-
9) (Baumbusch et al. 2001; Jackson et al. 2002). 
The Clr4 protein, the sole H3K9 methyltransferase encoded by the S. pombe 
genome, is responsible for mono-, di- and tri-methylation of H3K9 
(H3K9me1/me2/me3) (Ivanova et al. 1998; Zhang et al. 2008). In more 
complex eukaryotes, several H3K9 KMTs collaborate to methylate H3K9. In 
humans, the G9a-GLP complex mostly directs mono- and di-methylation of 
H3K9 (Tachibana et al. 2001; Tachibana et al. 2005), SUV39H1/H2 mediate 
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H3K9 di- and tri-methylation (Rea et al. 2000), and SetDB1 tri-methylates 
H3K9 (Matsui et al. 2010). Su(var)39 orthologues are highly conserved, as 
illustrated by the fact that human SUV39H1 can partially rescue the silencing 
defect of a D. melanogaster su(var)39 null mutant (Schotta et al. 2002). 
H3K9 mono-, di- and tri- methylation are enriched over specific genomic 
regions in which they have been proposed to exert distinct regulatory function 
(Barski et al. 2007). In human cells, H3K9me1 is found at promoters and 5’ 
UTR of active genes (Barski et al. 2007). H3K9me2 and H3K9me3 are the 
bona fide hallmarks of heterochromatin (Allshire & Madhani 2018). 
H3K9me2/me3 are highly enriched over constitutively repressed genomic 
regions including centromeres and subtelomeres of fission yeast, mammalian 
cells and flies (Cam et al. 2005; Barski et al. 2007; Yasuhara & Wakimoto 
2008). However, in mammalian cells, the distributions of H3K9me2 and 
H3K9me3 do not totally overlap. Large organised chromatin K9 modifications 
(LOCKs) are extended facultative domains of H3K9me2 that are highly 
conserved between human and mouse. Interestingly, not all H3K9me2 
LOCKs, which are differentiation specific, show enrichment of H3K9me3, 
suggesting that H3K9me2 LOCKs and not H3K9me3 domains might contribute 
to phenotypic plasticity during mammalian development (Wen et al. 2009).  
In fission yeast, H3K9me2 and H3K9me3 overlap almost completely over 
heterochromatin regions, but H3K9me2 was found to be more predominant 
than H3K9me3 in heterochromatic nucleosomes (Al-Sady et al. 2013). 
Recently, an elegant study revealed that H3K9me2 and H3K9me3 have 
different roles in heterochromatin gene silencing (Jih et al. 2017). Centromeric 
H3K9me2 domains were shown to be transcriptionally permissive and contain 
modifications associated with euchromatic transcription. This allows RNA 
interference (RNAi)-mediated co-transcriptional gene silencing at centromeric 
DNA repeats (see section 1.2.3.1.2). On the other hand, H3K9me3 domains 
were found to be transcriptionally silent. The two H3K9me states can recruit 
reader proteins with different efficiencies, which explains their distinct 
downstream silencing effects (Jih et al. 2017). 
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H3K9 methylation is recognised by the chromodomain proteins 
Heterochromatin protein 1a and b (HP1a and HP1b) in D. melanogaster and 
their S. pombe orthologues Swi6 and Chromodomain-containing protein 2 
(Chp2) (HP1α, HP1β and HP1γ in mammalian cells) (Figure 1.8) (Bannister et 
al. 2001; Lachner et al. 2001; Klar & Bonaduce 1991; Lorentz et al. 1994; 
Allshire et al. 1995; Thon & Verhein-Hansen 2000). HP1 proteins contain the 
above-mentioned chromodomain, an unstructured hinge region and a 
chromoshadow domain (Figure 1.8). Chromoshadow domain dimerization 
through its PxVxL motif allows HP1 dimerization and constitutes a binding 
platform for additional effector proteins, many of which contain a PxVxL motif 
(Cowieson et al. 2000; Brasher et al. 2000; Smothers & Henikoff 2000; Richart 
et al. 2012). For example, the S. pombe chromodomain proteins Swi6 and 
Chp2 recruit the Snf2/HDAC-containing repressor (SHREC) HDAC complex 
and the Clr6 HDAC complex to remove acetylation, thus allowing H3K9 
methylation (Motamedi et al. 2008; Fischer et al. 2009). Moreover, Swi6 
dimerization through its chromoshadow domain enables two dimers of Swi6 to 
bind a single H3K9me nucleosome, providing ‘sticky ends’ that enable Swi6 to 
bridge two nucleosomes and allow the spreading of heterochromatin (Canzio 
et al. 2011; Canzio et al. 2013). 
 
 
Figure 1.8. The H3K9me reader HP1. The chromodomain (CD) of HP1 specifically binds 
H3K9me. Chromoshadow domain (CSD) dimerization forms a platform that enables binding 
of additional effector proteins. Note that an HP1 dimer could also bind two K9-methylated H3 









Different HP1 proteins exhibit different localisation patterns and functions. For 
example, S. pombe Swi6 and mammalian HP1α are critical regulators of DNA 
replication at centromeric heterochromatin (Chen et al. 2008; Quivy et al. 
2008). In euchromatic regions, mammalian HP1α and HP1β are recruited to 
repress gene promoters, while HP1γ associates with the coding regions of 
actively transcribed genes. In addition, it has been shown that re-localization 
of mammalian HP1β helps establish a repair-competent chromatin 
environment following DNA damage (Vakoc et al. 2005).  
HP1 can associate directly with the H3K9 KMT Su(var)39 in D. melanogaster, 
S. pombe (Swi6-Clr4) and mammalian cells (HP1-SUV39H1), and this 
interaction is functionally relevant for the spreading and maintenance of H3K9 
methylation (Yamamoto & Sonoda 2003; Haldar et al. 2011). Importantly, 
Su(var)39 and its orthologues (Clr4 and SUV39H1) contain an N-terminal 
chromodomain in addition to the catalytic C-terminal SET domain (Rea et al. 
2000). This enables Su(var)39 enzymes to bind the same modification that 
they deposit, and thus coupling reader and writer modules in the same protein. 
1.2.3.1. Heterochromatin establishment 
Heterochromatin establishment requires chromatin modifiers to be recruited to 
a nucleation site through specific signals. Such signals vary depending on the 
biological system or the type of heterochromatin being established (Grewal & 
Jia 2007). 
The first system in which the molecular mechanisms of heterochromatin 
silencing were dissected was the budding yeast Saccharomyces cerevisiae. 
Notably, unlike in S. pombe or more complex eukaryotes, S. cerevisiae 
heterochromatin domains do not depend on H3K9 methylation but rely 
completely on histone deacetylation and the silent information regulator (SIR) 
group of proteins (Kueng et al. 2013). In this non-canonical heterochromatin 
system, restricted to S. cerevisiae and its relatives, silencer elements are 
recognized by sequence-specific DNA-binding proteins that then recruit four 
SIR proteins: Sir1, Sir2, Sir3 and Sir4. H4K16 deacetylation by the Sir2 HDAC 
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(eraser) enables Sir3 (reader) to bind nucleosomes through its bromo-adjacent 
homology (BAH) domain (Onishi et al. 2007). This allows further cycles of SIR 
protein recruitment to form silent chromatin domains (Kueng et al. 2013; 
Hanson & Wolfe 2017). 
1.2.3.1.1. RNAi-mediated heterochromatin establishment 
Heterochromatin domains are considered transcriptionally silent. However, a 
low level of transcription occurs in heterochromatin regions and this is required 
for H3K9 methylation-dependent heterochromatin establishment in several 
organisms. Low-level transcription of non-coding RNAs (ncRNAs) from 
constitutive heterochromatic loci is tightly regulated and occurs predominantly 
during DNA replication (S phase), when heterochromatin regions become 
accessible (Lu & Gilbert 2007; Chen et al. 2008; Kloc et al. 2008). ncRNAs can 
be processed into small RNAs such as PIWI-interacting RNAs (piRNAs) or 
small interfering RNAs (siRNAs) that are then loaded into an Argonaute (AGO) 
protein. Small RNA-AGO complexes act as heterochromatin nucleation 
signals and recruit silencing factors through base pairing (Holoch & Moazed 
2015; Martienssen & Moazed 2015; Allshire & Madhani 2018). Molecular 
mechanisms that trigger gene silencing by combining small RNAs with an AGO 
protein are broadly referred as RNA interference (RNAi). Note that the term 
RNAi was originally used to exclusively describe post-transcriptional silencing 
that is mediated by exogenous double-stranded RNA (dsRNA) in 
Caenorhabditis elegans (Fire et al. 1998). The finding that small RNAs can 
also trigger gene silencing at the chromatin level led to the expanded and 
currently accepted definition of the term (Volpe et al. 2002). 
piRNA-mediated heterochromatin establishment 
piRNAs are 23 to 29-nucleotide small RNAs generated through a process 
known as ‘the ping-pong cycle’, initially described in the D. melanogaster germ 
line (Brennecke et al. 2007; Gunawardane et al. 2007) (reviewed in Castel & 
Martienssen 2013). piRNAs target transposon transcripts in animal germ lines. 
In D. melanogaster ovaries, piRNAs silence transposons in oocytes, somatic 
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follicle cells and germline nurse cells via transposon transcript degradation and 
deposition of H3K9 methylation (Malone et al. 2009; Wang & Elgin 2011). In 
mice, the piRNA pathway is required in the male germ line to silence 
transposons through DNA methylation during early development (Aravin et al. 
2007; Aravin et al. 2008; Watanabe et al. 2011; Zoch et al. 2020). Although no 
evidence of the ping-pong cycle has been observed in the worm C. elegans, a 
class of small RNAs termed 21U that associates with the PIWI family protein 
PRG-1 has been shown to transcriptionally silence transposons in the germline 
through H3K9 methylation (Ruby et al. 2006; Das et al. 2008; Ashe et al. 2012). 
siRNA-mediated heterochromatin establishment 
Processing of non-coding double-stranded RNAs (dsRNAs) into siRNAs has 
been proposed to occur in the nucleus of S. pombe and D. melanogaster, in 
the nucleolus of A. thaliana, and in the cytoplasm of C. elegans (Figure 1.9) 
(Castel & Martienssen 2013). dsRNAs can be produced by convergent 
transcription, complementary transcripts, structured loci or RNA-directed RNA 
polymerase complex (RDRC) activity. Dicer, an RNase III class ribonuclease, 
processes dsRNAs and generates 21 to 24-nucleotide complementary 
duplexes or siRNAs (Hamilton & Baulcombe 1999; Bernstein et al. 2001), that 
are loaded into an Argonaute protein (Liu et al. 2004). Argonaute-mediated 
cleavage and release of the siRNA-duplex passenger strand leave a single-
stranded siRNA stably incorporated, where it acts as a guide for transcript 
degradation through base-pairing interactions with complementary target 
sequences (Figure 1.9) (Irvine et al. 2006; Buker et al. 2007; Martienssen & 
Moazed 2015). Argonaute-associated siRNAs can target nascent transcript to 
mediate heterochromatin establishment in a process known as transcriptional 
gene silencing (TGS) or RNAi-mediated heterochromatin establishment. In 
addition, Argonaute-associated siRNAs can also trigger the degradation of 
messenger RNA (mRNAs) post-transcriptionally in a process named post-
transcriptional gene silencing (PTGS) (White & Allshire 2008; Martienssen & 
Moazed 2015). A similar pathway generates micro RNAs (miRNAs) through a 
series of related steps, but unlike siRNAs, that can target transcriptional 
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silencing, miRNAs predominantly cause translational repression of 
homologous genes in a developmental stage-specific manner (reviewed in 
Elgin & Reuter 2013). 
 
 
Figure 1.9. Biogenesis of small interfering RNAs (siRNAs). Double-stranded RNA 
(dsRNA) can be produced by convergent transcription, complementary transcripts, structured 
loci or (in S. pombe and A. thaliana) RNA-directed RNA polymerase complex (RDRC) activity. 
Dicer proteins generate siRNAs that are loaded into an Argonaute protein (AGO). In A. 
thaliana, siRNAs are transported to the cytoplasm, where they are loaded into AGO and then 
imported back into the nucleus. In S. pombe and D. melanogaster, the specific cellular location 
at which AGO loading occurs is unclear. siRNA biogenesis in C. elegans occurs in the 
cytoplasm (not shown). Adapted from Castel & Martienssen (2013). 
 
1.2.3.1.2. RNAi-mediated heterochromatin establishment in S. pombe 
Fission yeast S. pombe has provided crucial insights into the establishment of 
siRNA/RNAi-mediated heterochromatin domains. Heterochromatin assembly 

























protein (Zhang et al. 2008), responsible for mono-, di- and tri-methylation of 
H3K9. Heterochromatin is not essential for cell survival in S. pombe, however 
the absence of centromeric heterochromatin domains leads to chromosome 
segregation defects (Allshire et al. 1995; Bernard et al. 2001). Importantly, S. 
pombe lacks both DNA methylation (5mC) and Polycomb-deposited H3K27 
methylation (Allshire & Ekwall 2015). This facilitates the investigation of factors 
directly involved in the establishment of H3K9 heterochromatin.  
 
 
Figure 1.10. S. pombe chromosomes. Schematic representation of S. pombe 
chromosomes. Chromosomes are depicted displaying domains of constitutive 
heterochromatin at centromeres, telomeres, mating-type locus (mat2/3) and rDNA regions. 
Adapted from Allshire & Ekwall (2015).  
 
At S. pombe centromeres, RNA polymerase II (RNAPII) convergently 
transcribes heterochromatin repeats during S phase (Djupedal et al. 2005; 
Chen et al. 2008; Kloc et al. 2008). Pericentromeric repeats, the major source 
of siRNAs in fission yeast, consist of dg and dh sequences, and dg/dh-related 
repeats can also be found within subtelomeric repeats and between the mat2 
and mat3 genes at the silent mating type locus (Figure 1.10) (Grewal & Klar 
1997; Kanoh et al. 2005). dsRNAs resulting from convergent dg/dh 
transcription are processed by Dicer (Dcr1) into siRNAs (Colmenares et al. 
2007). siRNAs are then loaded into Argonaute (Ago1) where they direct the 
targeting of homologous nascent repeat transcripts and recruit silencing 
factors (Kato et al. 2005; Djupedal et al. 2005; Bühler et al. 2006; Irvine et al. 
S. pombe 
Chromosome I - 5.7 Mb
Chromosome II - 4.6 Mb






2006). In addition, it has been proposed that Dicer-independent small RNAs 
that originate from the degradation of abundant transcripts, termed primal 
small RNAs (priRNAs), also associate with Argonaute and might target 
nascent transcripts in a way similar to siRNAs (Halic & Moazed 2010). 
Ago1 is part of the RNA-induced initiation of transcriptional gene silencing 
(RITS) complex (Verdel et al. 2004) which comprises three subunits: Ago1, 
targeting complex subunit 3 (Tas3) and the chromodomain-containing protein 
Chp1 that stabilises RITS to heterochromatin through its chromodomain 
(Sadaie et al 2004; Partridge et al. 2000). RITS associates with two 
complexes: the RNA-dependent RNA polymerase complex (RDRC) 
(Motamedi et al. 2004), via the Essential for RNA silencing (Ers1) protein 
(Rougemaille et al. 2008); and the Clr4 complex (CLRC) (Zhang et al. 2008), 
via the siRNA to chromatin (Stc1) protein (Bayne et al. 2010). RDRC uses 
RNAPII centromeric transcripts as templates for synthesis of dsRNA, thereby 
amplifying siRNA production (Motamedi et al. 2004; Sugiyama et al. 2005). 
RITS-mediated recruitment of the CLRC complex via the Stc1 protein to 
chromatin allows Clr4 to deposit H3K9 methylation and the establishment of 
heterochromatin (Figure 1.11) (Hall et al. 2002; Volpe et al. 2002; Bayne et al. 
2010). 
The RDRC complex is composed of the RNA-dependent polymerase 1 (Rdp1), 
a putative RNA helicase (Hrr1) and a polyA polymerase (Cid12) (Motamedi et 
al. 2004; Sugiyama et al. 2005). Cid12 was found to interact with several 
splicing factors that are required for processing of centromeric transcripts into 
siRNAs (Bayne et al. 2008). In addition, RDRC interacts with Dicer, coupling 
dsRNA production with siRNA generation (Colmenares et al. 2007).  
The CLRC complex consists of the H3K9 KMT Clr4, the cullin scaffold protein 
Cul4, the WD repeat protein Rik1, the RING box protein Rbx1, and the WD 
repeat subunits Raf1 and Raf2 (Partridge et al. 2002; Jia et al. 2005; Horn et 
al. 2005; Hong et al. 2005; Buscaino et al. 2012; White et al. 2014). The SET 
catalytic domain of Clr4 has been shown to methylate H3K9 in vitro, but 
association of Clr4 with other CLRC components is necessary for H3K9 in vivo 
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(Rea et al. 2000; Zhang et al. 2008). Cul4, Rik1, Raf1 and Raf2 form a 
multisubunit E3 enzyme (Cul4-Rik1Raf1/Raf2), related to the cullin-RING finger 
family of ubiquitin ligases Cul4-Dbd1DCAF. Indeed, ubiquitin ligase activity of 
CLRC has been demonstrated in vitro (Horn et al. 2005), and in vivo (Oya et 
al. 2019). Notably, CLRC-mediated H3K14 ubiquitylation was shown to 
promote H3K9 methylation by Clr4 (Oya et al. 2019), suggesting that CLRC 
ubiquitin ligase activity is intimately linked to the assembly of H3K9me. 
Moreover, Cul4 is also part of the canonical Cul4-Ddb1Cdt2 E3 complex, which 
promotes ubiquitylation and degradation of the boundary factor Enhancer of 
position effect 1 (Epe1) (Braun et al. 2011).  
CLRC promotes heterochromatin formation mainly through the 
methyltransferase activity of Clr4 but it also participates in siRNA production. 
Interestingly, H3K9me-deposition and siRNA-production activities of CLRC 
can be uncoupled. Tethering Rik1 to a euchromatic locus results in siRNA-
mediated silencing at the target locus independently of H3K9 methylation and 
in the absence of other CLRC components (Gerace et al. 2010). In addition, 
mutations in Raf1 lead to its dissociation from CLRC and the abolishment of 
H3K9 methylation without affecting siRNA production (Buscaino et al. 2012). 
Interactions among RITS, RDRC and CLRC allow the generation of a positive 
feedback loop that ensures the establishment of heterochromatin domains 
through siRNA production and H3K9 methylation (Figure 1.11).  
In addition to CLRC-mediated H3K9me deposition, transcriptional silencing at 
heterochromatin regions requires histone deacetylation by HDACs. Three 
complexes with HDAC activities contribute to the formation of heterochromatin 
regions in S. pombe: The Snf2/HDAC-containing repressor complex (SHREC), 
the Clr6 HDAC complex and the Sir2 HDAC (Sugiyama et al. 2007; Nakayama 
et al. 2003; Buscaino et al. 2013). SHREC is recruited to heterochromatin by 
the chromodomain proteins Swi6 and Chp2. SHREC contains the H3K14 
HDAC Clr3, whose absence results in a partial loss of heterochromatin-
dependent silencing (Sugiyama et al. 2007).  
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Figure 1.11. RNAi-mediated heterochromatin establishment at fission yeast 
centromeres. Transcription of pericentromeric repeats generates dsRNAs that are processed 
into siRNAs by Dicer (Dcr1). siRNAs loaded into the Argonaute (Ago1)-containing RITS 
complex target a nascent transcript by base-pairing interactions. RITS recruits RDRC and 
CLRC. RDRC generates more dsRNA, leading to additional siRNA production. RITS recruits 
CLRC to chromatin via the adaptor protein Stc1. Clr4-mediated deposition of H3K9me leads 
to binding of chromodomain proteins Swi6, Chp2, Chp1 and Clr4 itself. Swi6 and Chp2 recruit 
the SHREC complex containing the Clr3 HDAC, which promotes histone deacetylation.  
Interactions among RITS, RDRC and CLRC allow the generation of a positive feedback loop 
that ensures the establishment of heterochromatin domains through siRNA production and 
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The Clr6 HDAC is essential (Grewal et al. 1998). Clr6 prevents accumulation 
of dg/dh repeat transcripts via its H3K9 deacetylase activity (Nakayama et al. 
2003; Nicolas et al. 2007), and Clr6 mutants exhibit silencing defects at 
centromeric repeats and at the mating type locus (Grewal et al. 1998). The 
Sir2 HDAC deacetylates H3K9ac, H3K14ac, H3K4ac and H4K16ac in vitro 
(Alper et al. 2013). Sir2 has been proposed to act upstream of Clr4 to establish 
H3K9 methylation in vivo. Indeed, loss of Sir2 causes increased levels of 
H3K9ac that prevent H3K9 methylation at heterochromatin loci, and this 
results in moderate silencing defects at centromeric and subtelomeric 
heterochromatin regions (Shankaranarayana et al. 2003; Alper et al. 2013; 
Buscaino et al. 2013). Even though single deletions of Clr3 or Sir2 do not 
display a severe defect in centromeric heterochromatin, the combined removal 
of Clr3 and Sir2 provokes the loss of heterochromatin from centromeric 
repeats (Alper et al. 2013; Buscaino et al. 2013). 
1.2.3.1.3. RNAi-independent heterochromatin establishment in S. pombe 
Additional mechanisms that include RNA-processing and DNA-binding factors 
act in parallel or independently of siRNAs/RNAi to target the H3K9 methylation 
machinery to heterochromatin regions of fission yeast including centromeres, 
facultative heterochromatin loci, telomeres or the silent mating-type locus. 
At the centromere, cells lacking RNAi components show silencing defects due 
to the absence of siRNAs and decreased deposition of H3K9 methylation 
(Volpe et al. 2002). Loss of Mlo3, a protein related to mRNA quality control 
and export factors, causes severe reduction in the levels of centromeric 
siRNAs, but this has no major effect on H3K9me deposition or heterochromatin 
silencing (Zhang et al. 2011). Interestingly, in the absence of RNAi 
components (and hence siRNAs), loss of Mlo3 restores centromeric H3K9me 
heterochromatin and silencing, likely due to the accumulation of repeat-
transcripts which restores Rik1 enrichment at repeats (Reyes-Turcu et al. 
2011). 
 34 
RNA-processing factors have also been shown to play a role in the assembly 
of H3K9me-mediated facultative heterochromatin in fission yeast. During 
vegetative growth, transcripts of meiotic genes that contain a determinant of 
selective removal (DSR) motif are degraded by the nuclear exosome to 
prevent incidence of untimely meiosis (Harigaya et al. 2006). DSR motifs are 
bound by the Mmi1 protein. Mmi1 forms a complex with Enhancer of 
rudimentary homolog (Erh1) called Erh1-Mmi1 complex (EMC) (Sugiyama et 
al. 2016). EMC associates with the exosome-associated 3’-to-5’ exonuclease 
Rrp6; the canonical poly(A) polymerase Pla1; the poly(A)-binding protein 
Pab2; and the zinc-finger protein Red1, which is essential for elimination of 
meiotic mRNAs and forms a complex with Mtl1 (Mtl1-Red1, MTREC) 
(Houseley et al. 2006; Yamanaka et al. 2010; Sugiyama & Sugioka-Sugiyama 
2011; Lee et al. 2013).  
EMC-mediated DSR transcript recognition has two outcomes: it triggers mRNA 
degradation via the exosome complex (Harigaya et al. 2006); and it promotes 
RNAi-independent heterochromatin island formation at loci harbouring DSR-
containing meiotic genes via the interaction of MTREC with Clr4 (Zofall et al. 
2012). Importantly, loss of Clr4 does not result in up-regulation of DSR-
containing transcripts, indicating that the transcriptional control of meiotic 
genes is predominantly exerted by the nuclear exosome and not by 
heterochromatin formation (Egan et al. 2014). Indeed, H3K9me levels at most 
DSR-containing heterochromatin islands are close to background in wild-type 
cells (Zofall et al. 2012; Wang et al. 2015; Sorida et al. 2019). Thus, EMC-
MTREC interactions facilitate the assembly of facultative heterochromatin 
islands that coat meiotic genes silenced by the nuclear exosome. In addition, 
EMC also interacts with the CCR4-NOT complex to promote RNAi-dependent 
heterochromatin assembly at heterochromatin domains (HOODs) including 
retrotransposons and genes containing cryptic introns (Yamanaka et al. 2013). 
However, detection of siRNAs and H3K9me at HOODs is solely observed in 
the absence of nuclear exosome components, indicating that in wild-type cells 
these loci are silenced exclusively by exosome function and not by 
heterochromatin assembly (Yamanaka et al. 2013). 
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Heterochromatin establishment in fission yeast can also be triggered by DNA-
binding factors. Telomeres of most eukaryotes assemble heterochromatin 
(Allshire & Madhani 2018). In S. pombe, telomeric heterochromatin extends 
45-75 kb away from chromosome ends (see Figure 1.10) (Allshire & Ekwall 
2015). Telomeric heterochromatin prevents recombination between telomeric 
repeats (Cooper et al. 1998; Nimmo et al. 1998). Assembly of telomeric 
heterochromatin involves two redundant pathways. First, subtelomeric regions 
of chromosome I and II harbour dg/dh-related tlh elements that trigger RNAi to 
promote RITS-CLRC recruitment to telomeres and Clr4-mediated deposition 
of H3K9 methylation in a process similar to that observed at centromeres 
(Volpe et al. 2002). Second, the telomere-repeat-binding protein Taz1 recruits 
CLRC to the telomere via the shelterin subunit Ccq1 and establishes Swi6 
heterochromatin independently of RNAi (Cooper et al. 1997; Kanoh et al. 2005; 
Wang et al. 2016). Loss of H3K9me and Swi6 enrichment at telomeres is 
observed only in cells lacking components from both RNAi and Taz1 
pathways, indicating that they act redundantly (Kanoh et al. 2005). Recently, 
Taz1 has also been shown to promote assembly of H3K9 methylation at a 
subset of the above-mentioned facultative heterochromatin islands. Taz1-
dependent heterochromatin islands do not coat DSR-containing meiotic genes 
but include chromosome-internal sites containing late replication origins (Zofall 
et al. 2016). 
In addition, at the silent mating-type locus, dg/dh-related cenH repeats mediate 
RNAi-dependent H3K9me deposition and heterochromatin formation (Hall et 
al. 2002). However, RNAi mutants can still assemble heterochromatin over this 
locus, albeit at a low efficiency. It was shown that two ATF/CREB transcription 
factors, Atf1 and Pcr1, bind to specific recognition sequences adjacent to cenH 
and mediate recruitment of Clr4 and Swi6, therefore acting in a parallel 
mechanism to the RNAi pathway for heterochromatin nucleation. Loss of either 
Atf1 or Pcr1 in combination with RNAi mutants results in failure to nucleate 
heterochromatin assembly at the mating-type locus (Jia et al. 2004). 
Interestingly, ATF/CREB transcription factors are involved in cellular 
responses to environmental stresses (Takeda et al. 1995; Watanabe & 
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Yamamoto 1996), suggesting that these factors might modify chromatin 
structure as part of a programmed response to unfavourable external 
conditions. 
1.2.3.2. Heterochromatin spreading  
Once established at a particular locus, heterochromatin domains can spread 
in cis in a manner that is largely independent of the underlying DNA sequence. 
This phenomenon is illustrated by the classic example of position-effect 
variegation in D. melanogaster, where euchromatic genes juxtaposed with 
heterochromatin due to chromosome rearrangements are transcriptionally 
silenced (see section 1.2.1) (Schultz 1936; Tartof et al. 1984). The degree of 
repression caused by position effect variegation depends on the stochasticity 
of heterochromatin spreading and the availability of heterochromatin 
components (Hecht et al. 1996). Similarly, insertion of a reporter gene within 
centromeric heterochromatin in fission yeast results in genetically identical 
cells mosaic for its expression (Allshire et al. 1994). 
Heterochromatin spreading requires coupling of writer-reader function to form 
positive feedback loops that extend heterochromatin domains (Figure 1.12). 
Mutations in the chromodomain of Clr4 allow H3K9me deposition but impede 
heterochromatin spreading (Zhang et al. 2008). Spreading also requires the 
recruitment of HDACs (Yamada et al. 2005; Buscaino et al. 2013). In addition, 
single-cell reporter analysis has revealed that heterochromatin spreading 
requires several cell divisions following nucleation and does not always occur 
in a linear fashion (Obersriebnig et al. 2016). 
It is crucial that heterochromatin spreading is controlled and restricted to 
prevent erroneous and potentially deleterious gene silencing. Several 
mechanisms have been reported that stop heterochromatin from spreading 
into euchromatic regions, including generation of nucleosome-depleted 
regions by binding of proteins; processes that promote nucleosome turnover; 
recruitment of readers with anti-silencing activity; and recruitment of anti-
silencing factors by ongoing transcription (Figure 1.12). 
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tRNAs serve as heterochromatin-spreading barriers in many organisms 
(Donze et al. 1999; Raab et al. 2012). The insulation function of tRNAs 
appears to depend on binding sites for the RNA polymerase III transcription 
factor complex TFIIIC. Indeed, genomic loci that contain TFIIIC sites are highly 
accessible and have large nucleosome-free regions that may impede the 
crossing of writer-reader machineries (Figure 1.12) (Noma et al. 2006; Scott 
et al. 2007). 
Heterochromatin regions in S. pombe are characterized by low nucleosome 
turnover (Aygün et al. 2013; Svensson et al. 2015). Low turnover of 
nucleosomes assembled in heterochromatin requires the HDAC Clr3 (Aygün 
et al. 2013). Moreover, the anti-silencing factor and putative H3K9 
demethylase Epe1, a JmjC domain chromatin-associated protein (Ayoub et al. 
2003), has been proposed to counteract heterochromatic silencing by 
promoting nucleosome turnover (Aygün et al. 2013), albeit this effect might be 
indirect. Epe1 also acts in parallel to boundary elements, as loss of both Epe1 
and TFIIIC sites flanking the mating-type locus provokes substantial 
heterochromatin spreading and slow cell growth (Garcia et al. 2015). 
Paradoxically, Epe1 is recruited to heterochromatin by the chromodomain 
protein and reader Swi6 (Zofall & Grewal 2006; Trewick et al. 2007). Within 
heterochromatin domains, Epe1 is degraded through the action of the Cul4-
Ddb1Cdt2 ubiquitin ligase, whose activity is limited to the interior of 
heterochromatin domains and absent from their edges (Braun et al. 2011). 
This mechanism restricts heterochromatin spreading from constitutive 
heterochromatic loci (Figure 1.12).  
Heterochromatin spreading is also restricted by chromatin modifications 
associated with euchromatin. For example, histone PTMs associated with 
active transcription such as methylation of H3K36 or acetylation of H3K14 
have an anti-silencing role at SIR-dependent heterochromatin in S. cerevisiae 
and H3K9me-dependent heterochromatin in S. pombe, respectively (Figure 
1.12) (Tompa & Madhani 2007; Wang et al. 2015). Interestingly, the combined 
loss of anti-silencing factors that prevent heterochromatin spreading leads to 
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severe growth defects. Cells lacking the putative H3K9 demethylase Epe1 and 
the H3K14 acetyltransferase Mst2 display extensive ectopic heterochromatin 
assembly at euchromatic loci and markedly slow growth (Wang et al. 2015). 
Importantly, ectopic heterochromatic formation is not restricted to regions 
flanking constitutive heterochromatin but also occurs at isolated active loci, 
suggesting that in wild-type conditions key anti-silencing factors block the 
assembly of H3K9me at heterochromatin-prone euchromatic regions (Wang et 
al. 2015).  
 
Figure 1.12. Heterochromatin spreading is restrained. Left. Heterochromatin spreading 
mediated by coupling of reader-writer function. Iterative cycles result in the formation of 
extensive heterochromatin domains. The STOP sign represents mechanisms that restrict 
heterochromatin spreading, which are shown on right panel. Right. A series of mechanisms 














1.2.3.3. Heterochromatin maintenance 
Upon DNA replication, nucleosome occupancy on the newly synthesized DNA 
molecules is reinstated with new nucleosomes assembled from free histones 
(see section 1.1.3.1). As parental H3-H4 tetramers are in general randomly 
distributed to sister chromatids during DNA synthesis (Petryk et al. 2018), any 
heterochromatin-associated histone PTM such as H3K9me is consequently 
diluted by half upon replication (Figure 1.13). Reader-mediated recruitment of 
writers (reader-writer coupling) may allow pre-established but diluted 
heterochromatin states to be fully restored in naïve, newly assembled 
nucleosomes (Figure 1.13). Consistent with this notion, some factors required 
to establish heterochromatin are not necessary for its maintenance. In S. 
pombe, RNAi is required for establishing H3K9me-dependent heterochromatin 
at centromeres (see section 1.2.3.1.2). In the absence of RNAi components, 
no H3K9me can be established at centromeric repeats when the H3K9 KMT 
Clr4 is re-introduced into cells lacking Clr4 (Sadaie et al. 2004). Likewise, 
H3K9me does not assemble on a repeat-containing mini-chromosome when 
transformed into cells lacking RNAi factors (Folco et al. 2008). However, once 
centromeric heterochromatin is established, deletion of some RNAi 
components (e.g. Argonaute) only leads to partial but not complete loss of 
H3K9me from this locus (Volpe et al. 2002), albeit transcriptional silencing is 
defective. Moreover, this partial loss of H3K9me has been proposed to be the 
result of defective replication-coupled RNAPII release in RNAi mutants and not 
due to reduced H3K9me re-deposition per se (Zaratiegui et al. 2011). In 
addition, in D. melanogaster, piRNA-mediated silencing of transposable 
elements is established during early stages of development. The Argonaute-
related piRNA component PIWI is required for heterochromatin establishment, 
but its loss during later larval stages has no impact on silencing (Gu & Elgin 
2013). This indicates that, similar to the case in fission yeast, some 
components required for piRNA-mediated heterochromatin establishment can 
be dispensable for subsequent heterochromatin maintenance. 
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Together these pieces of evidence suggest that reader-writer coupling might 
be sufficient to maintain a pre-established heterochromatin state in the 
absence of the nucleation signal. Because reader-writer coupling is 
independent of the underlying DNA sequence, it has been proposed that the 




Figure 1.13. Heterochromatin maintenance through DNA replication. During S phase, 
parental ‘old’ H3-H4 tetramers are randomly transmitted to either of the two newly synthesized 
DNA molecules and thus the number of nucleosomes bearing a histone PTM such as H3K9me 
is diluted by half compared with the parental chromatin. Coupling of reader-writer function 
should enable transmission of H3K9me from old nucleosomes to newly assembled 
nucleosomes, consequently restoring PTM levels and full chromatin domains on both progeny 















1.3. Epigenetic maintenance of heterochromatin domains 
1.3.1. What is epigenetics? 
Conrad Waddington coined the term epigenetics in the 1940s to refer to “the 
branch of biology that studies the causal interactions between genes and their 
products which bring the phenotype into being” (Waddington 1942). Robin 
Holliday redefined the term, formulating the concept of epimutation for the first 
time to describe “heritable changes in gene function that do not involve a 
change in DNA sequence” (Jeggo & Holliday 1986; Holliday 2006). Mark 
Ptashne modified the latter definition to add that such heritable and DNA 
sequence-independent changes in gene expression should “persist in the 
absence of the initiation signal” (Ptashne 2007).  
Subsequently, Adrian Bird suggested a broader definition of epigenetics as 
“the structural adaptation of chromosomal regions so as to register, signal or 
perpetuate altered activity states” (Bird 2007). Bird excluded heritability as part 
of the definition because it is challenging to specify how many generations of 
inheritance might be necessary to satisfy the requirement. The definition also 
excludes trans-acting elements such as prions despite the fact that they can 
drive distinct phenotypes and be inherited to daughter cells (Patino et al. 1996; 
Harvey et al. 2020). Importantly, Bird’s definition implies that epigenetic marks 
are responsive, not proactive. Under this definition epigenetic systems would 
not initiate a change of state at a particular locus but would only register a 
change already imposed by other events. For example, transcriptional 
activation via sequence-specified DNA-binding factors recruits histone 
acetyltransferases that adapt a promoter region for transcription through 
histone modification and recruitment of additional proteins. This definition 
portrays epigenetic mechanisms as tightly regulated marionettes at the mercy 
of DNA sequence-controlled events. In this thesis it will be investigated 
whether epimutations, defined here as heritable changes in gene expression 
that occur independently of changes in DNA sequence, can also have a 
distinctly proactive role in determining a cellular phenotype. 
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1.3.2. Inheritance of epigenetic changes 
Whether epigenetic changes can be inherited from cell to cell and to the next 
generation has been a matter of discussion for decades (Heard & Martienssen 
2014). It is now widely accepted that epigenetic changes such as facultative 
heterochromatin domains can be transmitted mitotically. For example, the 
inactivation of the X chromosome in female mammals is stably maintained 
from cell to cell in a process that involves, as previously described (see section 
1.2.2), the deposition of H3K27me, but also H3K9me and DNA methylation 
(Galupa & Heard 2018). Silencing of the FLC repressor in flowering plants 
constitutes a similar example, as once established, the repressed state of this 
locus can be propagated to daughter cells during the winter months (see 
section 1.2.2). It is important to state that in the above-mentioned natural 
processes, constant nucleation events or coupling to DNA methylation might 
ensure the replenishment of histone marks upon DNA replication. Therefore, 
it is unclear whether in those scenarios the mitotic transmission of epigenetic 
changes can be exclusively mediated by histone reader-writer coupling. 
Transgenerational inheritance of epigenetic changes, however, appears to be 
restricted in most cases. Many plants and animals undergo epigenetic 
“reprogramming” steps in the germline and/or at early stages of embryonic 
development, resulting in the nearly-total loss of chromatin modifications such 
as histone PTMs or DNA methylation (Feng et al. 2010). These erasing events 
prevent the inheritance of most changes acquired during lifetime and impede 
the transmission of potentially deleterious epimutations to the offspring (Heard 
& Martienssen 2014). Nevertheless, although rare, evidence of 
transgenerational epigenetic inheritance exists in plants and animals. For 
example, in naturally occurring epimutants of the toadflax Linaria vulgaris, the 
Lcyc gene is extensively methylated (DNA 5mC). Hypermethylation leads to 
Lcyc transcriptional silencing, which results in the fundamental symmetry of 
the flower changed from bilateral to radial (Cubas et al. 1999). Lcyc 
hypermethylation is heritable, though occasionally reverts to an unmethylated 
state. Similarly, in A. thaliana, hypermethylated (DNA 5mC) and 
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transcriptionally silent epialleles of the flower development gene SUPERMAN, 
known as clark kent, are stable during many generations, yet they can revert 
to an unmethylated and active state at a frequency of ~3% per generation 
(Jacobsen 1997). Moreover, analyses of A. thaliana transposon expression 
and DNA methylation patterns in pollen grains and in the embryo, respectively, 
suggest that even though genome-wide decreases in DNA methylation occur 
during male and female gametogenesis, this does not seem to be as extensive 
as in mammalian cells (Law & Jacobsen 2010). Still, transgenerational 
inheritance of most epigenetic changes in plants is restricted, especially 
inheritance of changes mediated by histone PTMs. For example, H3K27me 
deposited at the FLC locus upon cold exposure is extensively removed during 
gametophyte development, resulting in FLC reactivation in the seed. Thus, 
flowering is inhibited by reactivated FLC until the next-generation plants 
encounter cold weather (Choi et al. 2009; Crevillén et al. 2014). 
In mammalian cells, reprogramming occurs in the germline and during pre-
implantation development. Reprogramming causes the extensive removal of 
DNA methylation by both active and passive demethylation (Mayer et al. 2000; 
Smith et al. 2014). Loss of DNA methylation is also associated with the loss of 
H3K9me and H3K27me. However, some regions in mammalian genomes are 
protected during DNA demethylation, such as imprinted loci and repetitive 
DNA sequences. Genomic imprinting is a phenomenon that causes some 
genes to be expressed according to their parental origin. A classic example of 
genomic imprinting is the agouti locus in the mouse, which exhibits parental 
origin effects imposed by the DNA methylation state of a neighbouring IAP 
retroviral element (Morgan et al. 1999). DNA methylation on the IAP promoter 
correlates with silencing of the agouti gene and this leads to mice displaying a 
brown pseudo-agouti coat colour (in contrast to yellow coat in unmethylated, 
agouti-expressing mice). The paternal agouti state does not influence the 
methylation levels of agouti in the offspring. However, in the female germ line, 
incomplete erasure of DNA methylation at this locus results in offspring 
preferentially displaying the maternal agouti state (Morgan et al. 1999).  
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Together these findings have suggested over the years that epigenetic 
changes that depend on DNA methylation can be inherited transgenerationally 
in plants and animals, albeit transmission is generally restricted and has been 
shown to occur only in few rare loci.  
1.3.3. H3K9 methylation is a heritable epigenetic mark 
The mechanism that maintains DNA methylation (5mC) domains following 
DNA replication and cell division is well documented (Holliday & Pugh 1975). 
Upon replication of a CpG dinucleotide, the CpG on a nascent strand is initially 
unmethylated. Maintenance DNA (5mC)-methyltransferase 1 (DNMT1) 
associates with the replisome, recognises 5mC in CpG dinucleotides and adds 
a methyl group to the cytosine in the CpG of the complementary strand (Law 
& Jacobsen 2010). In systems in which both 5mC and H3K9me are present, 
these modifications can reinforce each other. For example, in A. thaliana, 
H3K9me deposition by the H3K9 KMT Kryptonite recruits the DNA 
methyltransferase Chromomethylase 3 (CMT3) through LHP1 (Jackson et al. 
2002). In the filamentous fungus Neurospora crassa, the DNA 
methyltransferase Defective in methylation 2 (DIM2) is recruited to H3K9me 
nucleosomes via HP1 (Freitag et al. 2004), and reciprocally, DNA methylation 
can recruit the H3K9 KMT DIM5 (Tamaru & Selker 2001). In mammalian cells, 
synthetic H3K9me heterochromatin domains have been shown to temporarily 
persist in the absence of the nucleating signal. However, a potential role for 
DNA methylation in such maintenance mechanism has not been ruled out 
(Amabile et al. 2016; Bintu et al. 2016). Given that 5mC is stably heritable 
through DNA replication, it is challenging to discern, in those systems where 
5mC and H3K9me co-exist, whether histone reader-writer coupling 
mechanisms can solely mediate the maintenance of H3K9me, or it is coupling 
to 5mC that mediates its inheritance. 
S. pombe lacks detectable DNA methylation (Antequera et al. 1984; Wilkinson 
et al. 1995; Capuano et al. 2014), and thus DNA 5mC cannot participate in a 
hypothetical H3K9me inheritance mechanism in this organism. Established 
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H3K9me heterochromatin domains can be stably maintained and inherited at 
the silent mating-type locus of fission yeast, but this depends on specific DNA-
binding factors (Hall et al. 2002; Wang & Moazed 2017), as in the case of 
Polycomb-mediated H3K27me domains in other organisms (Berry et al. 2015; 
Laprell et al. 2017; Coleman & Struhl 2017). Therefore, H3K9me 
heterochromatin maintenance at the S. pombe mating-type locus does not 
constitute a truly epigenetic mechanism mediated by histone reader-writer 
coupling.  
Fusing Clr4, the sole H3K9 KMT in fission yeast, to the DNA-binding domain 
of the Gal4 protein (GBD) or the Tet repressor (TetRoff) allows the generation 
of synthetic heterochromatin domains at cognate binding sites placed at 
euchromatic loci, resulting in gene silencing (Kagansky et al. 2009; Audergon 
et al. 2015; Ragunathan et al. 2015). TetR-Clr4 tethering can be released by 
addition of the small molecule anhydrotetracycline (AHT). This set-up allowed 
the idea that synthetic heterochromatin and gene silencing generated at a 
neutral euchromatic locus could be maintained by endogenous Clr4 through 
cell division to be directly tested (Figure 1.14). Using this system, it was found 
that synthetic heterochromatin is rapidly lost from tethering domains upon Clr4 
release (Audergon et al. 2015; Ragunathan et al. 2015). H3K9me removal still 
occurred when the cell cycle was arrested, indicating that the erasing process 
is active and not due to passive dilution of H3-H4 tetramers during DNA 
replication. Importantly, cells lacking the putative H3K9 demethylase Epe1 can 
stably maintain synthetic H3K9me through multiple cell divisions and even 
through meiosis following Clr4 release (Figure 1.14) (Audergon et al. 2015; 
Ragunathan et al. 2015). Therefore, H3K9 methylation can be inherited and 
affect phenotype through a histone reader-writer coupling mechanism, but only 
in the absence of Epe1.  
This finding raises the question of why Epe1 activity does not also remove 
H3K9me at constitutive heterochromatin domains. As mentioned above, Epe1 
activity is restricted at centromeric heterochromatin through Cul4-Ddb1Cdt2-
mediated poly-ubiquitylation (Braun et al. 2011). It is therefore possible that 
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synthetic heterochromatin domains lack specific signals required to trigger 
Epe1 degradation and consequently high levels of H3K9me cannot 
accumulate at these artificial domains. Alternatively, the stable maintenance 
of heterochromatin at constitutive domains might depend on constant 
nucleation events mainly mediated by RNAi but also by other complementary 
mechanisms (as proposed for RNA-processing or DNA-binding factors, see 
section 1.2.3.1.3).  
 
 
Figure 1.14. Restricted epigenetic inheritance of H3K9 methylation. TetR-Clr4*-mediated 
synthetic heterochromatin is actively removed following release of TetR-Clr4* by the putative 
H3K9 demethylase Epe1. In the absence of Epe1 (epe1Δ), H3K9me is not actively removed, 
and the presence of endogenous Clr4 and chromodomain proteins Swi6 and Chp2 (not shown) 
allow the methylation of newly deposited nucleosomes (Audergon et al. 2015; Ragunathan et 
al. 2015). The use of an engineered chromodomain-deficient version of Clr4 (Clr4*) leads to 
more efficient silencing at the ectopic locus as TetR-Clr4* cannot be recruited to constitutive, 
H3K9me-rich heterochromatin regions, and ensures that TetR-Clr4* is unable to propagate 















The spatial location of heterochromatin regions has also been proposed to play 
a major role in the maintenance of H3K9me domains. Heterochromatin is 
enriched within the perinuclear zone (Bickmore & van Steensel 2013; van 
Steensel & Belmont 2017), and synthetic tethering of loci to the nuclear 
periphery promotes gene silencing in yeast and mammalian cells (Andrulis et 
al. 1998; Robson et al. 2016). In fission yeast, it has recently been suggested 
that positioning heterochromatin at the nuclear periphery suppresses histone 
turnover to promote epigenetic inheritance (Holla et al. 2020). 
Heterochromatin is connected to the nuclear periphery via Swi6 association 
with the RNA processing complex RIXC, that in turns binds the nuclear rim 
protein Amo1. Cells lacking Amo1 or harbouring mutations in Rix1, a 
component of RIXC, fail to maintain synthetic heterochromatin domains even 
in the absence of Epe1 (Holla et al. 2020). In line with a role of nuclear 
organisation in the maintenance of heterochromatin domains, recent studies 
have shown that H3K9me regions display properties of phase-separated 
liquids due to HP1-mediated liquid-liquid phase separation (Strom et al. 2017; 
Larson et al. 2017; Sanulli et al. 2019). Proteinaceous liquid droplets can form 
more efficiently when HP1 is phosphorylated, suggesting potential for 
regulation in vivo. For example, constitutive heterochromatin regions might be 
confined to HP1/Swi6-mediated droplets that physically restrain the access of 









1.4. Adaptive epigenetic changes as a means of survival  
Changes in DNA sequence (mutations) that drive evolution are slow and nearly 
irreversible, and thus not ideal for a population to survive in a rapidly changing 
environment (Heard & Martienssen 2014). Epimutations have been proposed 
to enable ‘soft inheritance’, resulting in the formation of different phenotypes 
that enable adaptation to fluctuating environments (Richards 2006). This bet-
hedging strategy would allow cells to adapt transiently to insults while 
remaining genetically wild-type, and thus the reversal of epimutations when 
selective pressures are relaxed (de Jong et al. 2011; Klironomos et al. 2013). 
Furthermore, theoretical models and simulations predict that epigenetic 
variation has the potential to affect the rate and outcomes of adaptation 
(Klironomos et al. 2013; Kronholm & Collins 2015), and that when epigenetic 
variation and genetic variation are both acted on by natural selection, adapted 
phenotypes can appear long before genetic changes do (Klironomos et al. 
2013). In fact, Waddington (1942, 1953 and 1956) already proposed that 
epigenetic variation might have a role as a bridge towards genetic end points 
by facilitating genetic assimilation of characters.  
Evidence of heritable epigenetic variegation among isogenic organisms has 
been reported, as discussed in section 1.3.2 for flower symmetry determination 
in L. vulgaris or the mouse agouti locus. In addition, recent studies suggest 
that epigenetic variation can respond to the environment and certain traits 
acquired by an organism during its lifetime may be transmitted to the next 
generation via epigenetic changes, though the underlying mechanism is not 
always clear. For example, in rats, diet-induced paternal obesity was proposed 
to program β-cell ‘dysfunction’ in female offspring through DNA methylation 
(Ng et al. 2010). Moreover, in mice, individuals exposed to odour-induced fear 
gave rise to F1 and F2 offspring that are more sensitive to the same odour 
(Dias & Ressler 2014). The increased sensitivity in F1 individuals correlated 
with DNA hypomethylation of the gene encoding the odour-responsive 
receptor. However, whether the decreased methylation levels at this locus 
caused any changes at the transcriptional level was not investigated. In plants, 
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a recent study using A. thaliana has proposed that hyperosmotic stress-
induced DNA methylation changes at epigenetically labile sites in the genome 
are associated with adaptive phenotypic stress responses. These changes 
can be transmitted transgenerationally through the female lineage, resulting in 
a maternal short-term stress memory (Wibowo et al. 2016). Nonetheless, 
although these environment-triggered epigenetic changes can be inherited, it 
is certainly unclear whether such changes have a causative role in establishing 
the claimed adaptive phenotypes or merely constitute a consequence of 
upstream changes. 
Contrastingly, several reports have provided convincing evidence for 
transgenerational inheritance of environmental information mediated by small 
RNAs. In C. elegans, it has been shown that starvation can induce 
transgenerational inheritance of small RNAs that affect longevity in 
subsequent generations  (Rechavi et al. 2014), and that siRNAs generated in 
response to a viral infection can be transmitted to progeny (Rechavi et al. 
2011). Moreover, in the human fungal pathogen Mucor circinelloides, siRNAs 
can mediate the formation of an adaptive epimutation that drives resistance to 
the drug tacrolimus by silencing the fkbA gene (Calo et al. 2014). Silencing is 
reversible and requires canonical RNAi components. However, whether fkbA-
targeting siRNAs can be transmitted to the progeny upon meiosis or whether 
silencing requires additional chromatin factors in addition to RNAi is unknown. 
Interestingly, M. circinelloides isolates from human or other animal hosts form 
siRNA-mediated tacrolimus-resistant epimutants with a higher frequency than 
lab strains, suggesting that host-pathogen interactions may promote the 
emergence of plastic epigenetic responses (Calo et al. 2017). 
In addition, environmental stress can also cause heritable epigenetic changes 
in heterochromatin domains. Specifically, heat shock results in loss of 
H3K9me2 over constitutive heterochromatin regions in D. melanogaster and 
decreased H3K9me3 over an inserted transgene in C. elegans (Seong et al. 
2011; Klosin et al. 2017). Both of these effects can be transmitted to 
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subsequent generations, but whether these changes are truly adaptive is far 
from clear (Heard & Martienssen 2014; Cavalli & Heard 2019). 
1.4.1. Can ectopic heterochromatin formation drive fungal resistance?  
In S. pombe, synthetic H3K9me heterochromatin domains can be 
epigenetically inherited in the absence of the putative H3K9 demethylase Epe1 
(Audergon et al. 2015; Ragunathan et al. 2015). In addition, ectopic 
heterochromatin formation has been detected in the absence of key anti-
silencing factors including Epe1 or the H3K14 acetyltransferase Mst2 (Zofall 
et al. 2012; Wang et al. 2015; Parsa et al. 2018; Sorida et al. 2019). The 
absence of Epe1 alone results in increased H3K9me levels at facultative 
heterochromatin islands that assemble over DSR-containing meiotic genes or 
Taz1-bound loci (Zofall et al. 2012; Zofall et al. 2016; Sorida et al. 2019). 
Combining Epe1 loss with increased RNAPII pausing (by generating mutations 
in the elongation factor TFIIS), results in the assembly of additional pause-
induced heterochromatic regions (PIERs) at euchromatic loci (Parsa et al. 
2018).  
The combined loss of Epe1 and Mst2 leads to widespread ectopic 
heterochromatin assembly at euchromatic regions and cells displaying 
markedly severe growth defects (Wang et al. 2015). Remarkably, epe1Δmst2Δ 
cells, although initially sick, rapidly adapt to the uncontrolled formation of 
ectopic heterochromatin by assembling H3K9me over the clr4 locus, thus 
down-regulating the levels of the Clr4 H3K9 KMT to restrict heterochromatin 
formation in the genome (Figure 1.15). Strikingly, if the clr4  locus is genetically 
manipulated to not assemble H3K9me, cells were found to establish 
heterochromatin over rik1+, which encodes another subunit of the Clr4-
containing CLRC methyltransferase complex (Wang et al. 2015). These 
findings demonstrate that ectopic heterochromatin formation has the potential 
to mediate adaptation to stress in S. pombe, at least in mutant cells lacking 
Epe1 and Mst2. 
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Figure 1.15. Rapid epigenetic adaptation to uncontrolled heterochromatin spreading. 
Loss of key anti-silencing factors Epe1 and Mst2 results in uncontrolled heterochromatin 
spreading over essential genes, leading to severe growth defects. Subsequently, cells 
assemble ectopic heterochromatin at the clr4 locus to reduce Clr4 levels, establishing an 
equilibrium that maintains heterochromatin at constitutive locations but minimises 
heterochromatin spreading over euchromatic loci (Wang et al. 2015). 
 
The ectopic formation of heterochromatin has also been suggested to mediate 
survival during quiescence in wild-type fission yeast cells. Cellular quiescence 
(G0) is a ubiquitous stress response through which cells enter reversible 
dormancy and acquire distinct properties such as resistance to stress and 
reduced metabolism (Pardee 1974). Joh et al. (2016) reported that as cells 





























increasingly dependent on the Clr4 H3K9 methyltransferase and RNAi 
proteins. G0 entry was shown to result in RNAi-dependent H3K9 methylation 
of several euchromatic pockets. However, the reported increase in H3K9me 
levels at ectopic heterochromatin domains is minimal. Moreover, a related 
study in which similar experiments were performed did not report the presence 
of ectopic H3K9me at euchromatic loci in G0 cells, nor the emergence of Ago1-
associated siRNAs from similar euchromatic regions (Roche et al. 2016). 
Lastly, a recent study has proposed that the assembly of ectopic 
heterochromatin contributes to an adaptive response that regulates gene 
expression patterns at a low temperature in wild-type S. pombe cells 
(Gallagher et al. 2018). Transcriptional up-regulation of mRNAs during growth 
at 18°C (optimal growth temperature is 25-32°C) provides feedback to prevent 
their uncontrolled expression through ectopic heterochromatin assembly. Cells 
grown at 18°C form novel heterochromatin islands, which require prior mRNA 
up-regulation for assembly, suggesting that mRNAs recruit Clr4 in cis to buffer 
against uncontrolled expression. Notably, even though cold-induced 
heterochromatin islands preferentially mapped to stress-responsive genes, 
cells lacking the H3K9 methyltransferase Clr4 do not exhibit increased cold 
sensitivity. These results argue against a major role of ectopic heterochromatin 
assembly in promoting a cold-tolerant phenotype. However, the assembly of 
ectopic heterochromatin domains following cold treatment in wild-type fission 
yeast cells suggests that stress- and drug-responsive pathways might control 
key heterochromatin components to promote cellular plasticity upon external 
insults. 
1.4.1.1. Fungal drug resistance 
Worldwide emergence of resistance to antifungal drugs challenges human 
health and food security. Currently, crop-destroying fungi account for perennial 
yield losses of ~20% world-wide, with a further 10% loss post-harvest (Fisher 
et al. 2018). In addition, fungal effects on human health are on the rise, 
especially in immunocompromised patients. Indeed, global mortality rate for 
fungal diseases now exceeds that for malaria or breast cancer and is 
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comparable to those for tuberculosis and HIV (Brown et al. 2012). A limited 
number of antifungal drugs exists, and resistance is rendering these 
increasingly ineffective. The most widely used class of fungicides is the azoles, 
which block biosynthesis of ergosterol, an essential component of fungal 
plasma membranes. Azoles act in fungi through direct binding to sterol 14-α-
demethylase (CYP51, Erg11), a member of the cytochrome P450 superfamily. 
Azoles are the dominant chemicals in the treatment of fungal infections in 
crops, livestock and humans (Fisher et al. 2018). Azole resistance can emerge 
from mutations in the erg11 coding region that alter the azole-targeting site 
(Leroux et al. 2007). Resistance can also emerge from mutations in the erg11 
promoter that lead to its transcriptional up-regulation (Hamamoto et al. 2000). 
Furthermore, structural genome plasticity can also result in resistance, with 
chromosome arm duplications or extrachromosomal circular DNA formation 
leading to efflux pump up-regulation and reduced intracellular drug 
accumulation (Selmecki et al. 2006; Hull et al. 2017; Hull et al. 2019) 
1.4.1.2. Drug resistance in S. pombe 
S. pombe constitutes an ideal system for studying fungal drug resistance 
because it is amenable to genetic manipulations and shares conserved 
similarities with some pathogenic fungi. For example, similar to the case in 
fungal pathogens, erg11+ overexpression leads to azole resistance in S. 
pombe (Zhang et al. 2015).  
Drug treatment triggers the induction of cellular stress pathways which are 
hardwired to promote cell adaptation and survival upon exposure to diverse 
external insults. Mitogen-activated protein kinase (MAPK) constitute a large 
conserved family of proteins that connect cell-surface receptors to critical 
regulatory targets within the cell. MAPKs are activated through a series of 
upstream events and ultimately induce the expression of stress-response 
genes to coordinate different cellular processes that promote stress 
resistance. The basic architecture of a MAPK pathway consists of three 
sequentially acting kinases: MAPK kinase kinases (MAPKKKs) phosphorylate 
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and activate MAPK kinases (MAPKKs), which in turn phosphorylate and 
activate MAPKs (Morrison 2012). 
In S. pombe, three distinct MAPK pathways have been identified to date: the 
stress-activated protein kinase (SAPK) (Sty1) pathway (Shiozaki & Russell 
1995), the cell integrity (Pmk1) pathway (Toda et al. 1996), and the pheromone 
signalling (Spk1) pathway (Toda et al. 1991). The Sty1 and Pmk1 pathways 
share regulatory links (e.g. the Pyp1, Pyp2 and Ptc1 protein phosphatases) as 
well as the same downstream target: the ATF/CREB transcription factor Atf1 
(Figure 1.16) (Wilkinson et al. 1996; Shiozaki & Russell 1996).  
Sty1 activation by the dual phosphorylation of a threonine and a tyrosine 
residue leads to its translocation to the nucleus. Nuclear Sty1 phosphorylates 
Atf1, which then binds to a conserved DNA sequence known as the c-AMP 
responsive element (CRE) to promote transcription of stress-response genes 
(Chen et al. 2003). Atf1 can form a heterodimer with another ATF/CREB 
transcription factor, Pcr1, with which it shares many overlapping (CRE) binding 
sites. Atf1/Pcr1 binding promotes transcriptional activation, but also triggers 
the recruitment of additional factors, as illustrated for RNAi-independent 
heterochromatin establishment at the S. pombe mating-type locus (see section 
1.2.3.1.3). The Sty1 pathway plays a vital role in cell survival under many and 
diverse stress conditions including oxidative, osmotic, heat and metal stress 
(Papadakis & Workman 2015). Importantly, the Sty1 pathway is also activated 
upon exposure to azoles or the drug caffeine (Calvo et al. 2009; Hu et al. 
2015). 
1.4.1.3. Caffeine resistance in S. pombe 
The methylxanthine derivative caffeine is one of the most widely used drugs in 
the world and is available in many mediums for human consumption. This 
adenosine antagonist provides active psychostimulant action to coffee 
drinkers by blocking of adenosine receptors which may potentiate 
dopaminergic neurotransmission (Fulton et al. 2018; Cornelis 2019). 
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In addition, caffeine is a very well-studied analogue of purine bases that has 
been involved in a variety of cellular processes in eukaryotic cells, including 
plants, mammals and fungi (Calvo et al. 2009). Caffeine has shown a wide 
array of toxic biological effects that interfere with DNA repair, recombination 
pathways and the cell cycle. For example, in S. cerevisiae, caffeine has been 
reported to affect cell cycle progression as well as cell morphology and 
integrity (Sutton et al. 1991; Costigan et al. 1992). In S. pombe, caffeine has 
been demonstrated to inhibit DNA repair mechanisms (Gentner & Werner 
1975; Osman & McCready 1998), to interfere with both meiotic and UV-
induced mitotic recombination (Loprieno et al. 1974; Fabre 1972), and to 
override the replication checkpoint (Kumagai et al. 1998; Wang et al. 1999). 
Furthermore, caffeine is known to be an inhibitor of cAMP phosphodiesterase 
in different eukaryotic cell types (Butcher & Sutherland 1962).  
Mechanisms that lead to caffeine resistance in S. pombe have been 
extensively described through traditional genetic studies but also via genome-
wide identification of genes required for caffeine tolerance or resistance (Calvo 
et al. 2009). Caffeine resistance in S. pombe can result from mutations that 
lead to over-expression or modification of a target molecule. Moreover, 
amplification of repair activities has also been shown to improve survival. 
Alternatively, cells with reduced import or increased export of the drug also 
display resistance (Calvo et al. 2009). Exposure to caffeine leads to the 
activation of the Sty1 stress pathway. Moreover, components of both the Sty1 
and Pmk1 stress pathways are required for S. pombe tolerance to caffeine, 
and hyperactivation of either pathway leads to caffeine resistance (Figure 
1.16) (Calvo et al. 2009). In addition to the Sty1 and Pmk1 pathways, caffeine 
tolerance in S. pombe requires components of the Pap1-dependent pathway. 
In fact, all of the initially isolated caffeine-resistant mutants of S. pombe are 
connected to Pap1 function (Figure 1.16) (Kumada et al. 1996; Benkö et al. 
1997; Benkö et al. 1998; Benkö et al. 2004). 
Pap1 is an AP1-like transcription factor with cytosolic localization prior to 
stress. In non-stress conditions, reduced Pap1 is constantly exported to the 
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cytoplasm by the nuclear export factor Crm1 and its cofactor Hba1 (Fornerod 
et al. 1997; Castillo et al. 2003). Stress conditions trigger the oxidation and 
conformational change of Pap1, which lead to its dissociation with Crm1-Hba1 
and its fast accumulation in the nucleus. Nuclear Pap1 causes the activation 
of an adaptive transcriptional response (Quinn et al. 2002; Vivancos et al. 
2004), including up-regulation of the major efflux transporter Bfr1 (Toone et al. 
1998). Intriguingly, caffeine treatment does not lead to Pap1 
oxidation/activation (Calvo et al. 2009). However, nuclear Pap1 is required for 
caffeine tolerance (Calvo et al. 2009), and constitutive nuclear localization of 
Pap1 confers caffeine resistance (Castillo et al. 2003), mainly through up-
regulation of Bfr1 (Calvo et al. 2009).  
 
 
Figure 1.16. Stress pathways required for caffeine tolerance in S. pombe. Schematic 
depiction of key components of the Sty1, Pmk1 and Pap1 stress pathways. Constitutive 
activation of these pathways through mutation leads to caffeine resistance. Only the Sty1 
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1.5. Aims of this study 
Epimutations are potentially adaptive if inherited across generations and might 
even respond to environmental challenges, yet experimental evidence is 
scarce. In the fungal model S. pombe H3K9me heterochromatin can be 
epigenetically inherited by a reader-writer coupling mechanism and has been 
observed to arise stochastically at various loci, albeit only in the absence of 
key anti-silencing factors or specific growth conditions. Thus, it is unknown 
whether the ectopic formation of heterochromatin can drive the formation of 
adaptive epimutations in wild-type cells.  
The purine analogue caffeine constitutes a well-studied drug and a 
comprehensive catalogue of fission yeast genes whose deletion confers 
caffeine resistance is available. I hypothesize that wild-type fission yeast cells 
might utilize heterochromatin plasticity to form reversible epimutations that 
drive caffeine resistance through gene silencing in the absence of genetic 
mutations. Therefore, in this thesis I aim to: 
- Identify heterochromatin-dependent epimutants resistant to caffeine. 
- Explore the role of adaptive epigenetic changes in facilitating ensuing 
genetic changes. 
- Investigate the mechanisms through which heterochromatin pathways 





Chapter 2: Materials and methods 
2.1. Standard techniques and growth conditions 
2.1.1. Bacterial protocols 
2.1.1.1. Bacterial growth conditions and media 
Single Escherichia coli colonies were grown in Lysogeny broth (Luria-Bertani, 
LB) medium (Bertani 1951) at 37°C.  
LB medium: 1% w/v Bacto tryptone, 0.5% w/v Bacto yeast extract, 170 mM 
NaCl. 15 g/L Bacto agar for LB/agar plates. 
For plasmid selection, cultures were grown in LB medium containing 50 µg/mL 
carbenicillin. 
2.1.1.2. Bacterial transformation 
Approximately 1 to 5 ng of plasmid DNA was transformed into 25 μL of NEB 
5-alpha Competent E. coli (High Efficiency) (New England Biolabs). DNA and 
cells were mixed in incubated on ice for 30 min, heat shocked in a water bath 
at 42°C for 30 sec and left on ice for 5 min before addition of 475 μL of SOC 
medium. Cells were then grown for 1 hour at 37°C with shaking and plated 
onto LB medium containing 50 µg/mL carbenicillin. 
SOC medium: 2% Tryptone, 0.5% Yeast Extract, 10 mM NaCl, 2.5 mM KCl, 
10 mM MgCl2, 10 mM MgSO4, 20 mM glucose. 
2.1.1.3. Plasmid isolation (miniprep) 
Single bacterial colonies were grown in 5 mL of LB medium plus 50 µg/mL 
carbenicillin at 37°C overnight. Cells were harvested and miniprep was 
performed using the Monarch Plasmid Miniprep Kit (New England Biolabs) 
according to manufacturer’s instructions. Plasmid DNA was eluted from 
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columns using NEB DNA Elution Buffer (10 mM Tris, 0.1 mM EDTA, pH 8.5) 
and stored at -20°C. 
2.1.2. Fission yeast protocols 
2.1.2.1. Fission yeast growth conditions and media 
Fission yeast Schizosaccharomyces pombe was grown at 25°C or 32°C in 
YES (Yeast Extract plus Supplements) or PMG (Pombe Minimal Glutamate) 
media.  
Wild type haploid strains will grow with the following generation times when in 
log phase:  
YES medium. 25°C: 3 hrs; 32°C: 2 hrs 10 min. 
PMG medium. 25°C: 4 hrs, 32°C: 2hrs 30 min. 
YES: 0.5% w/v yeast extract, 3% w/v glucose, 225 mg/L supplements 
(adenine, histidine, leucine, uracil, and lysine hydrochloride), and 20 g/L agar 
for YES/agar plates. 
PMG: 14.7 mM potassium hydrogen phthalate, 15.5 mM Na2HPO4, 3.75 g/L 
L-glutamic acid (monosodium salt), 2% w/v glucose, 20 mL/L 50x salt stock, 1 
mL/L 1,000x vitamin stock, 0.1 mL/L 10,000x mineral stock, required 
supplements, and 20 g/L agar for PMG/agar plates. 
Supplement stocks: 5 g/L 50x adenine, 10 g/L 100x arginine, 10 g/L 100x 
histidine, 10 g/L 100x leucine, 2 g/L 20x uracil. 
50x Salt Stock: 260 mM MgCl2.6H2O, 4.99 mM CaCl2.2H2O, 670 mM KCl, 14.1 
mM Na2SO4. 
1,000x Vitamin Stock: 4.20 mM pantothenic acid, 81.2 mM nicotinic acid, 55.5 
mM inositol, 40.8 mM biotin. 
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10,000x Mineral Stock: 80.9 mM boric acid, 23.7 mM MnSO4, 13.9 mM 
ZnSO4.7H2O, 7.40 mM FeCl2.6H2O, 2.47 mM molybdic acid, 6.02 mM KI, 1.60 
mM CuSO4.5H2O, 47.6 mM citric acid. 
Drugs and additional supplements 
Caffeine (CAF) (Sigma, C0750): final concentration of 16 mM unless stated 
otherwise. 
Hydrogen peroxide (H2O2) (Sigma, H1009): final concentration of 1 mM. 
Clotrimazole (CLZ) (Sigma, C6019): final concentration of 0.29 μM. 
Tebuconazole (TEZ) (Sigma, 32013): final concentration of 1.6 μM. 
Fluconazole (FLZ) (Sigma, PHR1160): final concentration of 0.6 mM. 
Fluoroorotic acid (FOA) (Melford Laboratories): final concentration of 1 
g/500mL. 
Nourseothricin (cloNAT) (Werner BioAgents): final concentration of 0.1 
mg/mL. 
Geneticin (G418) (Gibco): final concentration of 0.1 mg/mL. 
Hygromycin B (Hyg) (Duchefa Biochemie): final concentration of 0.1 mg/mL. 
Anhydrotetracycline hydrochloride (AHT) (Sigma): 10 μM final. 20 mM stock in 
DMSO was kept at -20°C. Before addition to the medium, 250 μL of this 
concentrated stock was added into 5 mL of DMSO and then added to 500 mL 
of medium. To release TetR-Clr4*, cells were grown in the presence of 10 μM 





2.1.2.2. S. pombe transformation 
2.1.2.2.1. Standard transformation of S. pombe cells by electroporation 
50 mL cultures were grown to log phase (5x106 to 1x107 cells per mL) and 
harvested at 3500 x g for 2 min. Cells were then washed three times in 10 mL 
of 1.2 M ice-cold sorbitol and resuspended in 500 μL of 1.2 M ice-cold sorbitol. 
200 μL cells were added to 1 μg of linear DNA in an ice-cold electroporation 
cuvette. Cells were pulsed using a Gene Pulser II electroporation system (Bio-
Rad) with S. pombe settings: 2.25 kV, 200 Ω and 25 μF. Immediately following 
pulse, cells were rapidly mixed with 500 μL of 1.2 M ice-cold sorbitol. For 
auxotrophic markers, cells were directly plated on selective media. For 
antibiotic markers, cells were grown overnight in 10 mL of non-selective YES 
medium before plating on selection. Plates were incubated inverted at 32°C 
for 3-5 days. 
2.1.2.2.2. Transformation of S. pombe cells by electroporation for 
CRISPR/Cas9 genome editing 
50 mL cultures were grown to log phase (5x106 to 1x107 cells per mL) in YES 
media and harvested at 3500 x g for 2 min. Cells were resuspended in 5 mL 
of pre-transformation buffer (25 mM DTT, 0.6 M sorbitol, 20 mM HEPES, pH 
7.6) and incubated at 32°C for 10 min. Cells were then washed three times in 
10 mL of 1.2 M ice-cold sorbitol and resuspended in 500 μL of 1.2 M ice-cold 
sorbitol. 200 μL cells were added to 200 ng of empty or sgRNA-loaded pLSB 
or pMZ379 plasmid DNA and 500-1000 ng of HR template DNA (when 
applicable) in an ice-cold electroporation cuvette. Cells were pulsed using a 
Gene Pulser II electroporation system (Bio-Rad) with S. pombe settings: 2.25 
kV, 200 Ω and 25 μF. Immediately following pulse, cells were rapidly mixed 
with 500 μL of 1.2 M ice-cold sorbitol. Cells were grown overnight in 10 mL of 
non-selective YES medium before plating on selection (YES plus cloNAT, YES 
plus G418 or YES plus hygromycin depending on pLSB version used). Plates 
were incubated at 32°C for 3-5 days. 
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2.1.2.2.3. Transformation of cryopreserved G1-synchronized S. pombe 
cells by lithium acetate/PEG for CRISPR/Cas9 genome editing 
Competent cryopreserved G1-synchronized S. pombe cells were prepared as 
described in Rodríguez-López et al. (2016). Wild-type cells were grown to a 
concentration of 1x107 cells per mL in EMM media and harvested at 3500 x g 
for 2 min. Cells were then resuspended in EMM-N and incubated for 2 hrs at 
25oC until cells were of a small round morphology. Following three washes 
with ice-cold H2O, cells were resuspended in 2 mL of ice-cold 30% glycerol, 
0.1 M lithium acetate (pH 4.9) and 50 μL aliquots were made and stored at -
80°C until further usage.  
Competent cryopreserved G1-synchronized S. pombe cells were transformed 
using the lithium acetate/PEG method (Sabatinos & Forsburg 2010), as 
described in Rodríguez-López et al. (2016). Aliquots of cryopreserved, G1-
synchronised cells were thawed at 40°C for 2 min. 200 ng of empty or sgRNA-
loaded pLSB or pMZ379 plasmid DNA, 500-1000 ng of HR template DNA 
(when applicable) and 145 μL of 50% PEG 4000 were added to the cells and 
mixed thoroughly. Note that herring sperm DNA was omitted due to concerns 
regarding the erroneous integration of these fragments at the targeted loci as 
described in Longmuir et al. (2019). Cells were then resuspended in 1 mL of 
EMM-N and incubated for 16 hrs at room temperature. Following incubation, 
cells were resuspended in 500 μL H2O and plated onto YES plus cloNAT 
media. Plates were incubated at 32°C for 3-5 days. 
2.1.2.3. S. pombe mating and crosses 
Crosses were performed on malt extract (ME) medium in order to starve cells 
of nitrogen and induce mating/sporulation. A similar amount of cells from two 
strains of opposite mating types (h+/h-) were mixed together and incubated for 
two days at 25°C. The presence of asci containing four spores was assessed 
by light microscopy. Asci were then resuspended in 300 μL of 1:10 diluted 
glusulase and incubated at 36°C for 24 hrs. Glusulase digests asci wall and 
vegetative cells so that only spores remain alive. 5 mL dH2O was then added 
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and 2 μL, 5 μL, 10 μL and 40 μL were plated onto YES or PMG agar plates 
with appropriate selection and incubated for 3-5 days at 32°C.  
ME agar plates: 30 g/L malt extract (OXOID), plus supplements, 20 g/L agar. 
2.1.2.4. Serial dilution assays 
Equal amounts of cells were serially diluted five-fold and then spotted using a 
custom-made pin onto appropriate media. Cells were grown at 32°C for 3-6 
days and then plates were scanned. 
2.1.2.5. Unstable caffeine resistance screening 
16 mM caffeine was found to be the minimum inhibitory concentration (MIC) 
for wild-type (972 h-, Allshire lab strain number 143) S. pombe cells on YES 
plates (see section 3.2). 105 wild-type log phase cells were plated onto 16 mM 
caffeine YES (+CAF) plates and incubated at 32°C. Caffeine-resistant colonies 
that formed after 7 days were picked and patched to +CAF plates. After 4 days 
of growth, isolates were frozen (4 days +CAF). 4 days +CAF isolates were re-
patched and grown on: 1) non-selective YES plates for 2 days (4 days +CAF, 
2 days -CAF) and 14 days (4 days +CAF, 14 days -CAF) and then frozen; 2) 
+CAF plates for 3 days (7 days +CAF) and 16 days (20 days +CAF) and then 
frozen. To maintain isolates in a dividing state up to the last time point, isolates 
were re-patched every 2 days when growing on -CAF plates and every 3 days 
when growing on +CAF plates. 
2.1.2.6. Assessing mutations at the ade6 and ura4 loci 
Colonies harbouring mutations at the target genes ade6+ or ura4+ were 
identified through a replica-plating assay. cloNAT-resistant colonies were 
individually picked from YES plus cloNAT plates, re-streaked onto YES plates 
without selection and incubated at 32°C for two days. Isolates were then 
replica-plated onto the following plates: YES, YES 1/10 adenine (to examine 
ade6+ mutations), PMG minus uracil and PMG plus 5-fluoroorotic acid (to 
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examine ura4+ mutations). Plates were incubated at 32°C for two-four days 
and then visually examined. 
2.2. DNA protocols     
2.2.1. Restriction enzyme digestions 
Approximately 400 ng of plasmid were digested with 4 U of enzyme for 1 hr at 
37°C in the following reaction: 
Reagent Volume 
H2O 21.3 μL 
CutSmart buffer (or appropriate) 2.5 μL 
Plasmid 1 μL 
Restriction enzyme 0.2 μL 
 
2.2.2. PCR reaction 
2.2.2.1. Taq PCR reaction 
DNA amplification using Taq polymerase (Roche) was used for PCR reactions 
that do not require precise amplification. 
Reagent Volume 
H2O 11 μL 
10x Taq buffer 2 μL 
dNTPs (10 mM stock) 0.5 μL 
MgCl2 1 μL 
Primer F + Primer R (100 μM stock) 0.2 μL + 0.2 μL 
Taq enzyme 0.1 μL 
Template  1 ng DNA or 5 μL SPZed cells 
 
Program  
1x 94°C for 4 min  
29x 94°C for 30 sec  
55°C for 30 sec  
72°C for 1 min  




2.2.2.2. Pfx PCR reaction 
DNA amplification using Pfx polymerase (Invitrogen) was used for PCR 
reactions that require precise amplification. 
Reagent Volume 
H2O 11.7 μL 
10x Pfx buffer 4 μL 
dNTPs (10 mM stock) 0.6 μL 
MgSO4 0.4 μL 
Enhancer 2 μL 
Primer F + Primer R (100 μM stock) 0.1 μL + 0.1 μL 
Pfx enzyme 0.1 μL 
Template  1 μL genomic prep or 5 ng plasmid 
 
Program  
1x 94°C for 4 min  
35x 94°C for 15 sec  
55°C for 30 sec  
68°C for 1 min per kb 
1x 68°C for 5 min  
 
2.2.2.3. Phusion PCR reaction 
DNA amplification using Phusion polymerase (New England Biolabs) was 
used for building DNA constructs that consist of multiple fragments generated 
by Pfx PCR reaction. 
Reagent Volume 
H2O Up to 25 μL 
5x Phusion buffer 5 μL 
dNTPs (10 mM stock) 0.5 μL 
Phusion enzyme 0.25 μL 
Template  200 ng total DNA in 1:3:1 molar ratio 
 
Program  
1x 98°C for 30 sec  
14x 98°C for 15 sec  
58°C for 5 min  
72°C for 1 min 
1x 72°C for 5 min  
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Use 0.5 μL of this PCR product for the next round of PCR (below): 
Reagent Volume 
H2O 37.5 μL 
5x Phusion HF buffer 10 μL 
dNTPs (10 mM stock) 1 μL 
Primer F + Primer R (100 μM stock) 0.25 μL + 0.25 μL 
Phusion enzyme 0.5 μL 
Template  0.5 μL from reaction above 
 
Program  
1x 98°C for 30 sec  
34x 98°C for 30 sec  
55°C for 30 sec  
72°C for 30 sec per kb 
1x 72°C for 7 min  
 
2.2.3. Agarose gel electrophoresis 
Agarose gel electrophoresis was used to analyse the size of DNA fragments. 
Agarose was dissolved in 1x TBE (55 g boric acid, 9.3 g EDTA, 108 g Trizma 
base) to make an appropriate percentage gel usually between 0.8 and 1.5% 
agarose. Ethidium bromide at 0.03 μg/mL (Sigma) was added to the agarose 
gel. Orange G loading buffer (30% glycerol; 0.25% orange G) was added to 
the DNA samples before loading the gel. After migration, DNA was visualized 
by UV using a transilluminator.  
2.2.4. PCR reaction purification and gel extraction 
PCR reactions were purified using Monarch PCR Cleanup Kit (New England 
Biolabs) and Monarch DNA Gel Extraction Kit (New England Biolabs) 
according to manufacturer’s instructions. DNA fragments were eluted in 15-20 
μL of Elution Buffer or TE. Depending on the application, DNA was quantified 
using a NanoDrop ND-2000c spectrophotometer (Thermo Scientific) or a Qubit 
fluorometer (Life Technologies) according to manufacturers’ instructions. 
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2.2.5. Gibson Assembly 
All Gibson Assembly primers were designed using SnapGene so that following 
PCR, 40 bp homology between adjacent fragments would be generated. 
Fragments were prepared by Pfx PCR reaction. Fragment concentrations were 
measured using a Qubit fluorometer (Life Technologies), and Gibson 
assembly was set up in a 1:3 (vector:insert) molar ratio, using 75 ng vector 
DNA. 
The DNA mixture was added to 10 μl Gibson Assembly Mix (New England 
Biolabs) in a 20 μL reaction and incubated for 30 min at 50°C. 2 μl Gibson 
Assembly product was transformed into 50 μl of NEB 5-alpha Competent E. 
coli (High Efficiency) (New England Biolabs). 
2.2.6. Sanger sequencing 
BigDye Terminator Cycle sequencing kit (Applied Biosystems – Thermo 
Scientific) was used in the following sequencing reaction.  
Reagent Volume 
H2O Up to 10 μL 
Template 20 ng linear DNA 
150-300 ng plasmid DNA 
Primer (3.2 μM) 1 μL 
Big Dye Mix 2 μL 
 
PCR program  
1x 95°C for 5 min  
25x 95°C for 30 sec  
55°C for 15 sec  
64°C for 4 min 
 
2.2.7. S. pombe colony PCR 
A small amount of fission yeast cells (~1 x 104 cells) was incubated in 10 μL of 
SPZ buffer (1.2 M sorbitol, 100 mM sodium phosphate, 2.5 mg/mL Zymolyase 
100T (AMS Biotechnology)) at 37°C for approximately 1 hr. 40 μL H2O was 
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added to the cells and 5 μL of the extract was used as a Taq or Pfx PCR 
template. 
2.2.8. Genomic DNA preparation from S. pombe 
10 ml of culture was harvested at 3500 x g for 2 minutes. The pellet was 
resuspended in 250 μl of DNA buffer (0.1 M Tris pH 8; 0.1 M NaCl; 1 mM 
EDTA; 1% SDS) and 250 μl of phenol. Cells were then mechanically lysed 
using acid-washed glass beads (Sigma). The DNA was isolated by 
phenol/chloroform extraction and ethanol precipitated. 1/10 volume of sodium 
acetate (3 M, pH 5.2) was added followed by 2.5x to 3x volume of 100% 
ethanol. The sample was incubated on ice for 15 min and harvested at 4°C for 
30 min at 14000 x g. The DNA pellet was rinsed with 70% ethanol followed by 
15 min centrifugation. The pellet was resuspended in 50 μl TE. DNA was 
quantified using a NanoDrop ND-2000c spectrophotometer (Thermo 
Scientific) and stored at -20°C.  
2.2.9. Construction of TetR-Clr4* and 4xtetO tethering sites 
For pDUAL-adh21-TetR-2xFLAG-Clr4-CDΔ (abbreviated as TetR-Clr4*), the 
nmt81 promoter of pDUAL-nmt81-TetR-2xFLAG-Clr4-CDΔ (Audergon et al. 
2015), was replaced by the adh21 promoter (pRAD21, gift from Y. Watanabe, 
(Yamagishi et al. 2008)) by Gibson Assembly. The resulting plasmid was 
digested by NotI and integrated at leu1+.  
4xtetO binding sites constructs were built by amplifying two 200-bp fragments 
with flanking sequence homology to the integration site from wild-type fission 
yeast genomic DNA and one 4xtetO fragment from the bw5_6+4xtetO plasmid 
(containing 4xtetO binding sites) using Pfx PCR reaction. Subsequently, a 
Phusion PCR reaction was performed to join the three fragments together and 
the PCR product was gel extracted from an agarose gel. Constructs were 
Sanger sequenced to confirm no mutations had been generated during the 
cloning process. Oligonucleotides used are listed in Appendix III. 4xtetO 
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binding sites constructs were inserted at specific genomic loci using the 
SpEDIT CRISPR/Cas9 genome editing system (described below). 
2.2.10. CRISPR/Cas9-mediated genome engineering using the SpEDIT 
system 
The SpEDIT CRISPR/Cas9 genome editing system for S. pombe was 
developed as part of this thesis with the support of three MSc students: 
Baptiste Gaborieau, Lorenza di Pompeo and Luke Eivers. See Appendix I for 
a detailed description of the SpEDIT system, including development, validation 
and full protocol.  
Briefly, the SpEDIT system uses a synthesised Cas9 sequence codon-
optimised for S. pombe expressed from the medium strength adh15 promoter. 
SpEDIT exhibits a flexible modular design where the sgRNA is fused to the 3’ 
end of the self-cleaving hepatitis delta virus (HDV) ribozyme, allowing 
expression of the sgRNA cassette to be driven by RNA polymerase III from a 
tRNA gene sequence. Lastly, the inclusion of sites for the BsaI type IIS 
restriction enzyme flanking a GFP placeholder enables one-step Golden Gate 
mediated replacement of GFP with synthesized sgRNAs for expression. Both 
sgRNA and Cas9 modules are expressed from a single plasmid (pLSB), which 
is available in three versions that use cloNAT (natMX6), G418 (kanMX6) or 
hygromycin (hphMX6) selectable markers, respectively.  
The following strains were constructed by CRISPR/Cas9-mediated genome 
editing using the SpEDIT system: pap1-N424STOP, clr5-Q264STOP meu27-
S100Y, LocusPX:cup1-3xDSR, cup1-TT, cup1-L73G, cup1-F99G, cup1-GFP, 
3xFLAG–epe1, epe1Δ and strains carrying 4xtetO insertions. 
Oligonucleotides used to construct sgRNA-loaded pLSB plasmids and 
homologous recombination (HR) donor templates are indicated in Appendix 
III. sgRNA and HR template sequences are indicated in Appendix IV.  
For pLSB-NAT construction, the Cas9 gene and the strong adh1 promoter 
present in pMZ379 (plasmid generated by Mikel Zaratiegui and provided by 
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Jürg Bähler (Rodríguez-López et al. 2016)), were replaced by a Cas9 gene 
codon-optimised for S. pombe (custom synthesised, Gen9) and the medium 
strength adh15 promoter (from pRAD15, gift from Yoshi Watanabe), 
respectively, via Gibson assembly. Next, the rrk1/HHR sgRNA cassette 
present in pMZ379 was replaced by the tDNA/HDV sgRNA cassette (custom 
synthesised, Gen9) via Gibson Assembly. BsaI sites flanking the GFP 
placeholder in the tDNA/HDV sgRNA cassette were then introduced using Q5 
Site-Directed Mutagenesis Kit (New England Biolabs). 
To construct pLSB versions with kanMX6 (pLSB-Kan, G418 resistance) or 
hphMX6 (pLSB-Hyg, hygromycin resistance) selectable markers, the natMX6 
gene from pLSB-NAT was replaced by the kanMX6 or hphMX6 genes from 
pFA6a-kanMX6 (Bähler et al. 1998) or pFA6a-hphMX6 (Hentges et al. 2005) 
plasmids, respectively, by Gibson assembly.  
2.2.11. Extrachromosomal circular DNA diagnostic PCRs  
ChIP-input DNA samples were used as template for PCR with Taq polymerase 
(Roche) according to manufacturer’s instructions. Two types of PCR were 
performed: control PCR for loci present on endogenous chromosome III 
(expected to be present in wild-type, UR-2 (7 days +CAF) and UR-4 and circle-
specific PCRs specific for putative extrachromosomal circles predicted to be 
present in UR-2 (7 days +CAF) or UR-4.  For wild-type and UR-2 (7 days 
+CAF):  control primers were located on either on side of 5S rRNA.24 (primers 
A (forward), B (reverse); see Appendix III) and 5S rRNA.26 (primers C, D); 
circle-specific primers were located on either side of a predicted junction 
between 5S rRNA.24 and 5S rRNA.26 (primers C and B).  For wild-type and 
UR-4:  control primers were located on either on side of LTR3 (primers E, F) 
and or LTR27 (primers G, H); circle-specific primers were located on either 
side of a predicted junction between LTR3 and LTR27 (primers G and F).  For 
some locations, more than one forward and/or reverse primer was used, for 
instance: forward primers C1, C2 with reverse primers D1, D2.  PCR products 
were electrophoresed on 2% agarose gels containing ethidium bromide. 
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2.3. RNA protocols 
2.3.1. RNA extraction 
10 mL of culture in log phase was harvested and total RNA was extracted 
using the Monarch Total RNA Miniprep Kit (New England Biolabs) according 
to the manufacturer’s instructions. 10 μg of RNA was treated with Turbo DNase 
(Invitrogen) and incubated at 37°C for 1 hr to remove contaminating DNA. 
Depending on the application, RNA was quantified using a NanoDrop ND-
2000c spectrophotometer (Thermo Scientific) or a Qubit fluorometer (Life 
Technologies) according to manufacturers’ instructions. 
2.3.2. Quantitative reverse-transcriptase PCR (RT-qPCR) 
The relative abundance of specific RNA transcripts was quantified by RT-
qPCR. Complementary DNA (cDNA) synthesis was performed on 1 μg of 
DNase treated RNA using LunaScript RT Supermix Kit (New England Biolabs) 
according to manufacturer’s instructions. The LunaScript RT Supermix 
contains random hexamers, oligo-dT primers, and the Luna Reverse 
Transcriptase.  
Negative controls lacking the reverse transcriptase enzyme (-RT control) were 
included alongside all RT-qPCR experiments to confirm no DNA was present 
in the sample before cDNA synthesis. cDNAs were diluted 1/20 with H2O. 
Quantitative analysis was performed by qPCR using a LightCycler qPCR 
instrument (Roche) in 96- or 384-well plates (for a qPCR program see section 
2.4.2.1).  All transcript levels were calculated by normalizing the product of 
interest to an internal reference gene mRNA: the highly transcribed 
housekeeping gene actin: act1+; and expressed relative to levels detected in 
wild-type cells. 
Oligonucleotides used for RT-qPCR are listed in Appendix III. qRT-PCR 
histograms represent three biological replicates; error bars correspond to the 
standard deviation. *P<0.05 (t test). 
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2.3.3. Small RNA extraction  
50 mL of log phase cells were collected and processed using the mirVana 
miRNA Isolation kit (Invitrogen) according to manufacturer’s instructions to 
obtain small RNA < 200 nt. Resulting small RNA was treated with the 
TURBO DNA-free DNase Kit (Thermo Scientific), which allows the removal 
of the enzyme and divalent cations post-digestion in tube and therefore 
minimises sample loss. 
2.4. Protein protocols 
2.4.1. Protein extraction and western blot 
108 log phase cells were harvested at 3500 x g and washed twice in PBS (127 
mM NaCl, 2.7 mM KCl, 8mM Na2HPO4, 2 mM KH2PO4, pH 7.4). Cells were 
transferred to round-bottomed screw-cap tubes and lysed by bead beating 
using acid washed glass beads (Sigma) in sample buffer (50 mM Tris pH 6.8, 
2% SDS, 2 mM EDTA, 0.03% bromophenol blue 10% glycerol) supplemented 
with 5 μM PMSF (Thermo Scientific), protease inhibitors (Roche) and 25 μM 
TCEP (Sigma). 500 μL of sample buffer was used for 108 cells. The 
supernatant was clarified and boiled at 90°C for 3 min. 10 μL of protein was 
then loaded on NuPAGE 4-12% Bis-Tris gels (Life Technologies). Gels were 
run at 200 V in 1x NuPAGE MOPS buffer (Life Technologies). Proteins were 
transferred to a nitrocellulose membrane in 1x transfer buffer (Life 
Technologies) supplemented with 5% methanol using a XCell Blot Module 
(Invitrogen) for 1 hr at 20 V. 
Membranes were stained with Ponceau red (Sigma) to confirm transfer and 
blocked for 1 hr at room temperature in PBS + 0.1% tween + 5% milk. 
Membranes were incubated for 1 hr at room temperature with primary antibody 
in blocking solution (PBS + 0.1% tween + 5% milk) and then washed thrice (10 
min, room temperature) with PBS + 0.1% tween. Membranes were then 
incubated for 1 hr at room temperature with secondary antibody in PBS + 0.1% 
tween, washed thrice (10 min, room temperature) with PBS + 0.1% tween and 
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once (10 min, room temperature) with PBS. Proteins of interest were detected 
by luminescence using an Enhanced Chemi-Luminescence kit (Amersham).  
Antibodies used for western analyses: anti-FLAG-HRP (Sigma, A8591), anti-
Myc (Cell Signalling, 9B11), anti-alpha-tubulin (gift from Keith Gull (Woods et 
al. 1989)), goat anti-mouse (Sigma, A4416), anti-Bip1 (Pidoux & Armstrong 
1993), goat anti-rabbit (Sigma, A6154), anti-Cdc11 (gift from Ken Sawin), 
donkey anti-sheep (Abcam, ab6900) and anti-GFP (Invitrogen, A11122).  
2.4.2. Chromatin immunoprecipitation (ChIP) 
2.4.2.1. Quantitative ChIP-qPCR (qChIP) 
2.5x108 cells were grown to log phase in non-selective medium and fixed for 
15 min at room temperature in 1% paraformaldehyde (Sigma). Cells were 
washed twice in ice-cold PBS and then stored at -80°C. Cell pellets were 
resuspended in 350 μL of ice-cold lysis buffer (140 mM NaCl, 50 mM HEPES-
KOH pH 7.5, 1 mM EDTA, 1% Triton-X100, 0.1% sodium deoxycholate) 
supplemented with 1 mM PMSF (Thermo Scientific) and protease inhibitors 
(Roche). 500 μL of acid washed glass beads were added to the samples in 
order to mechanically break the cells by bead beating (two pulses of 1 min 
each, with resting on ice in between). The lysate was recovered and the 
chromatin sheared by sonication using a Bioruptor (Diagenode) for 20 min, 30 
sec ON/OFF cycles (HIGH setting) in order to obtain chromatin fragments of 
approximately 300 to 900 bp. The lysate was centrifuged for 20 min at 17,000 
x g and the supernatant was transferred to fresh tubes. 10 μL of sample was 
retained as input control and 290 μL used for immunoprecipitation. 25 μL of 
pre-washed protein G Dynabeads (Invitrogen) and 1 μL of anti-H3K9me2 
monoclonal antibody (m5.1.1, a kind gift by Takeshi Urano) or 2 μL of anti-
GFP polyclonal antibody (Invitrogen) were added to the lysates and 
immunoprecipitation was performed on a rotating wheel overnight at 4°C. 
Samples were washed briefly in lysis buffer, 10 min in lysis buffer containing 
0.5 M NaCl, 10 min in wash buffer (10 mM Tris-HCl pH 8, 0.25 M lithium 
chloride, 0.5% NP-40, 1 mM EDTA, 0.5% sodium deoxycholate) and briefly in 
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TE buffer (10 mM Tris-HCl pH 8, 1 mM EDTA). 100 μL of 10% Chelex resin 
(BioRad) was added to each input and IP sample and samples were boiled for 
12 min at 100°C to extract the DNA. Samples were then incubated for 45 min 
at 55°C with 2.5 μL of proteinase K (10 mg/mL). Proteinase K was inactivated 
by boiling the samples at 100°C for 10 min. Samples were then recovered in 
fresh tubes and analysed by qPCR. qPCRs were performed in 96- or 384-well 
plates (Roche) with 10 μL of PCR reaction per well. Input DNA was diluted 
1/100 and IP DNA was diluted 1/20 in H2O for qPCR. 
Reagent Volume 
H2O 1.9 μL 
LightCycler 480 SYBR Green Master Mix (Roche) 5 μL 
Primer F + Primer R (100 μM stock) 0.05 μL each 
Template DNA 3 μL 
 
PCR program  
1x 95°C for 2 min  
45x 95°C for 20 sec  
55°C for 20 sec  
72°C for 20 sec 
 
Data were analysed using the LightCycler 480 Software (Roche). All ChIP 
enrichments were calculated as % DNA immunoprecipitated at the locus of 
interest relative to the corresponding input samples and normalized to % DNA 
immunoprecipitated at act1+ locus. Histograms represent data averaged over 
three biological replicates. Error bars represent standard deviations from three 
biological replicates. For spike-in qChIPs, an equal number (~20%) of 
Schizosaccharomyces octosporus cells (H3K9me2 qChIP) (as described in 
Tong et al. 2019) or Sgo1-GFP Saccharomyces cerevisiae cells (GFP qChIP) 
(a gift from Adele Marston) were added to initial S. pombe pellets. 
2.4.2.2. ChIP-seq 
A modified ChIP protocol was used for ChIP-seq. 7.5x108 cells were grown to 
log phase in non-selective medium and fixed for 15 min at room temperature 
in 1% paraformaldehyde (Sigma). Cells were washed twice in ice-cold PBS 
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and then stored at -80°C. Cell pellets were resuspended in 650 μL of ice-cold 
lysis buffer (140 mM NaCl, 50 mM HEPES-KOH pH 7.5, 1 mM EDTA, 1% 
Triton-X100, 0.1% sodium deoxycholate) supplemented with 1 mM PMSF 
(Thermo Scientific) and protease inhibitors (Roche). 500 μL of acid washed 
glass beads were added to the samples in order to mechanically break the 
cells by bead beating (four pulses of 1 min each, with resting on ice in 
between). The insoluble chromatin fraction was pelleted by centrifugation at 
6000 x g for 8 min and washed with 1 mL lysis buffer before resuspension in 
300 μL lysis buffer containing 0.2% SDS. Chromatin was sheared by 
sonication using a Bioruptor (Diagenode) for 30 min, 30 sec ON/OFF cycles 
(HIGH setting) in order to obtain fragments of approximately 150 bp. 900 μL of 
lysis buffer (no SDS) were added and samples clarified by centrifugation at 
17,000 x g for 20 min. 15 μL of supernatant were retained as input control and 
the rest (approximately 1100 μL) used for immunoprecipitation. 
75 μL of pre-washed protein G Dynabeads (Invitrogen) and 6 μL of anti-
H3K9me2 monoclonal antibody (m5.1.1, a kind gift by Takeshi Urano) were 
added to the samples and immunoprecipitation was performed on a rotating 
wheel overnight at 4°C. Samples were washed in lysis buffer for 10 min, twice 
for 8 min in lysis buffer containing 0.5 M NaCl, twice for 8 min in wash buffer 
(10 mM Tris-HCl pH 8, 0.25 M lithium chloride, 0.5% NP-40, 1 mM EDTA, 0.5% 
sodium deoxycholate) and once for 10 min in TE buffer (10 mM Tris-HCl pH 8, 
1 mM EDTA). Washed beads and input samples were resuspended in ChIP 
elution buffer (10 mM Tris pH 8.0, 300 mM NaCl, 5 mM EDTA, 1% SDS) and 
incubated at 65°C overnight with shaking to reverse crosslinks. Samples were 
then treated with 2 μL of DNase-free RNase (Roche, 0.5 μg/μL) at 37°C with 
shaking for 1 hr and with 20 μL of proteinase K (10 mg/mL) at 55°C with 
shaking for 2 hrs. Immunoprecipitated DNA was recovered using QIAquick 
PCR Purification Kit (Qiagen). Optimal enrichment was assessed by qPCR 




2.5. Library construction 
2.5.1. RNA-seq library construction 
Total RNA was extracted using the Monarch Total RNA Miniprep Kit (New 
England Biolabs) and treated with TURBO DNase (Invitrogen) as indicated in 
section 2.3.1. rRNA was removed using the Ribo-Zero Gold rRNA removal kit 
(Yeast) (Illumina). RT-qPCR control experiments confirmed that >95% of rRNA 
was removed using this methodology. rRNA depleted RNA was analysed 
using a 2100 Bioanalyzer instrument (Agilent Technologies) to confirm RNA 
Integrity Number (RIN) was above 7. 100 ng of RNA was used for strand-
specific library construction using NEBNext Ultra II Directional RNA Library 
Prep Kit for Illumina (New England Biolabs) following manufacturer’s 
instructions. Directionality was achieved by the addition of deoxyuridine-
trisphosphate (dUTP) during second strand synthesis step and subsequent 
cleavage of the uridine-containing strand by treatment of the sample with 
Uracil DNA Glycosylase. Libraries were quantified using a Qubit fluorometer 
(Life Technologies) and fragment size distribution was analysed using a 2100 
Bioanalyzer instrument (Agilent Technologies) according to manufacturer’s 
instructions. Libraries were then pooled and sequenced on an Illumina 
NextSeq system platform (Genome Facility, Western General Hospital, 
Edinburgh) by 75-bp paired-end sequencing. 
2.5.2. Small RNA-seq library construction 
Small RNAs (sRNAs) were extracted using the mirVana Isolation kit 
(Invitrogen) and treated with TURBO DNase (Invitrogen) as indicated in 
section 2.3.3. Isolated sRNAs were quantified using a Qubit fluorometer (Life 
Technologies) and analysed using a 2100 Bioanalyzer instrument (Agilent 
Technologies) to confirm optimal sample integrity. 100 ng of sRNAs was taken 
to construct libraries using NEBNext Multiplex Small RNA Library Prep Set 
for Illumina (New England Biolabs) according to manufacturer’s instructions. 
After PCR amplification, gel size selection was performed using 6% Novex 
TBE PAGE gels (Life Technologies) and Costar Spin-X Centrifuge Tube 
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Filters (Sigma). Libraries were quantified using a Qubit fluorometer (Life 
Technologies) and fragment size distribution was analysed using a 2100 
Bioanalyzer instrument (Agilent Technologies) according to manufacturer’s 
instructions. Libraries were then pooled and sequenced on an Illumina 
NextSeq system platform (Genome Facility, Western General Hospital, 
Edinburgh) by 50-bp single-end sequencing.  
2.5.3. ChIP-seq library construction 
Illumina-compatible ChIP-seq libraries were prepared as described in Tong et 
al. (2019). Libraries were prepared with 1-5 ng of ChIP or 10 ng of input DNA. 
DNA was subjected to blunting and phosphorylation using Blunt Enzyme Mix 
(New England Biolabs, E1201), at room temperature for 45 min (see blunting 
reaction below). Ampure XP (Beckman) beads equilibrated to room 
temperature were used in a 1.6:1 ratio to samples (80 μl of beads mixed to 50 
μl of sample), to purify fragments >100 bp onto beads. According to the 
standard Ampure XP protocol, beads were incubated with samples for 10 min, 
collected on a magnet for 5 min, washed twice with 250 μl of 80% EtOH and 
dried for 5 min. DNA was eluted from beads by resuspending beads in 30 μl 
nuclease-free water (Ambion) for 5 min, beads were then collected on a 
magnet for 5 minutes and the supernatant was transferred to a fresh tube. 
Next, a dA-tailing reaction was carried out using Klenow (exo-) (New England 
Biolabs, M0212) at 37°C for 30 minutes (see dA-tailing reaction below). The 
enzyme was heat-inactivated for 5 minutes at 75°C and the reaction was 
cooled on ice for 5 minutes. Using the dA overhangs, NEXTflex (Bioo 
Scientific) barcoded adapters were ligated to the fragments, using Quick 
Ligase (New England Biolabs, M2200) for 25 minutes at room temperature 
(see adapter ligation reaction below). Excess adapters were cleared by two 
sequential rounds of 1:1 Ampure XP purification (as detailed above) first with 
70 μl beads, then with 50 μl. DNA was eluted in 30 μl water, and 10 μl was 
used for Phusion PCR amplification (see Phusion PCR reaction below). 
Following PCR, large DNA fragments were firstly cleared by a 0.65x 
purification (32.85 μl of Ampure XP beads added to 50 μl sample), a ratio that 
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binds >300 bp fragments on beads. Following the binding, beads were 
collected and the supernatant containing the fragments of interest (<300 bp) 
was transferred to a fresh tube. The 80 μl supernatant was mixed with 55 μl of 
beads, resulting in 1:1.6 purification that binds fragments >100 bp onto beads. 
Beads were eluted in 50 μl water and subjected to a final 1:1 Ampure XP 
purification. Finally, amplified libraries were eluted in 30 μl water. Libraries 
were quantified using a Qubit fluorometer (Life Technologies) and fragment 
size distribution was analysed using a 2100 Bioanalyzer instrument (Agilent 
Technologies) according to manufacturer’s instructions. Libraries were then 
pooled to allow multiplexing and sequenced on an Illumina HiSeq2000 system 
(Edinburgh Genomics), Illumina NextSeq system (Genome Facility, Western 
General Hospital, Edinburgh) or Illumina MiniSeq system (Allshire Lab) by 75-
bp paired-end sequencing.  
Blunting reaction  
Reagent Volume 
DNA 1-5 ng IP DNA or 10 ng input DNA 
10x Blunting buffer 5 μl 
1 mM dNTPs 5 μl 
Blunt Enzyme Mix 1 μl 
H2O up to 50 μl 
 
dA-tailing reaction  
Reagent Volume 
DNA 27.7 μl 
NEB buffer 2 3.3 μl 
10 mM dATP 1 μl 
Klenow (exo-) 1 μl 
 
Adapter ligation reaction  
Reagent Volume 
DNA 33 μl 
2x Quick ligase buffer  35 μl 
0.5 μM adapters 1 μl 









Phusion PCR reaction  
Reagent Volume 
DNA 10 μl 
1 mM dNTPs 10 μl 
5x Phusion HF buffer 10 μl 
PCR primer mix (12.5 μM each) 2 μl 
DMSO 1.5 μL 
Phusion polymerase 0.5 μL 
H2O up to 50 μl 
 
2.6. In-house MiniSeq sequencing 
The molarity of ChIP-seq NGS libraries was calculated from the Qubit 
concentration measurements and the average fragment size from the 2100 
Bioanalyzer results. All libraries were diluted to 1 nM in Qiagen EB buffer, and 
samples sequenced on the same sequencing cartridge were pooled together 
in a 1:4 (input:IP) ratio, in ~50 μl volume. 5 μl of pooled library was denatured 
with 5 μl 0.1 N NaOH at room temperature for 5 minutes, after which the 
reaction was stopped by the addition of 5 μl Tris-HCl pH 7.0. Denatured 
libraries were diluted with 985 μl hybridisation buffer (Illumina, supplied with 
the MiniSeq sequencing cartridge), and 150 μl of the pooled libraries was 
further diluted by addition of 350 μl hybridisation buffer. The resulting 500 μl 
1.5 pM library was loaded on a thawed sequencing cartridge (Illumina, FC-
420-1002) and sequenced on an Illumina MiniSeq instrument in paired-end 
mode, with read 1 and read 2 each being 76 bp long.  
2.7. Bioinformatics 
2.7.1. ChIP-seq analysis  
Approximately 6-10 million 75 bp paired-end reads were produced for each 
sample. Raw reads were then de-multiplexed and trimmed using Trimmomatic 
(v0.35) (Bolger et al. 2014) to remove adapter contamination and regions of 
poor sequencing quality. Trimmed reads were aligned to the S. pombe 
reference genome (972h-, ASM294v2.20) using Bowtie2 (v2.3.3) (Langmead 
& Salzberg 2012). Resulting bam files were processed using Samtools (v1.3.1) 
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(Li et al. 2009) and picard-tools (v2.1.0) (http://broadinstitute.github.io/picard) 
for sorting, removing duplicates and indexing. Coverage bigwig files were 
generated by BamCoverage (deepTools v2.0) and ratios IP/input were 
calculated using BamCompare (deepTools v2.0) (Ramírez et al. 2016) in SES 
mode for normalisation (Diaz et al. 2012). Peaks were called using MACS2 
(Zhang et al. 2008) in PE mode and broad peak calling (broad-cutoff = 0.05). 
Region-specific H3K9me2 enrichment plots were generated using the Sushi R 
package (v1.22) (Phanstiel et al. 2014). Heatmaps were generated using 
computeMatrix and plotHeatmap (deepTools v2.0) (Ramírez et al. 2016). 
2.7.2. SNP and indel calling 
SNPs and indels were called as described in Jeffares et al. (2015). Trimmed 
reads were mapped to the S. pombe reference genome (972h-, ASM294v2.20) 
using Bowtie2 (v2.3.3) (Langmead & Salzberg 2012). GATK (McKenna et al. 
2010; Van der Auwera et al. 2013) was used for base quality score 
recalibration. SNPs and indels were called with GATK HaplotypeCaller 
(McKenna et al. 2010; Van der Auwera et al. 2013) and filtered using custom 
parameters. Functional effect of variants was determined using Variant Effect 
Predictor (McLaren et al. 2016). 
2.7.3. Copy number variation analysis 
Copy number variation was determined using CNVkit (Talevich et al. 2016) in 
Whole-Genome Sequencing (-wgs) mode. Wild-type ChIP-seq input bam files 
were used as reference. 
2.7.4. Code availability 
The complete Workflow Description Language (WDL) pipeline script used 




2.7.5. RNA-seq analysis  
Adapter-trimmed reads were aligned to the S. pombe reference genome 
(972h-, ASM294v2.20) using STAR (v2.2.1) (Dobin et al. 2013) and processed 
using Samtools (v1.3.1) (Li et al. 2009). Coverage bigwig files were generated 
by BamCoverage (deepTools v2.0) (Ramírez et al. 2016). Differential 
expression was analysed using the Bioconductor Rsamtools (v2.0.3), 
GenomicFeatures (v1.36.4) (Lawrence et al. 2013) and DESeq2 (v.1.24) (Love 
et al. 2014) R libraries. Log2 fold changes were shrunk using the apeglm 
method (Zhu et al. 2019) and a MA-plot was generated using R. Genes with 
an adjusted p value below 0.01 are shown in red. 
2.7.6. Small RNA-seq analysis  
Raw reads were then de-multiplexed and processed using Cutadapt (v1.17) to 
remove adapter contamination and discard reads shorter than 19 nucleotides 
or longer than 25 nucleotides. Coverage plots were generated using SCRAM 
(Fletcher et al. 2018). 
2.8. Data availability 
Sequencing data generated in this thesis have been submitted to GEO under 
accession number: GSE138436. 
2.9. Cytology (Performed by Dr. Alison Pidoux) 
S. pombe cultures were fixed before processing for immunofluorescence as 
described (Tong et al. 2019). Briefly, cells in YES culture were fixed with 3.7% 
formaldehyde (Sigma, F8775) for 30 min, followed by cell wall digestion with 
Zymolyase-100T (AMS Biotechnology) in PEMS buffer (100 mM PIPES pH 7, 
1 mM EDTA, 1 mM MgCl2, 1.2 M sorbitol). After permeabilization with Triton-
X100, cells were washed, blocked in PEMBAL (PEM containing 1% BSA, 0.1% 
sodium azide, 100 mM lysine hydrochloride). Rabbit anti-GFP (Invitrogen, 
A11122) was used in PEMBAL at 1:500 dilution, and Alexa 488-coupled 
chicken-anti-rabbit secondary antibody (Invitrogen, A21441) at 1:1000 dilution.  
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Arg11-mCherry fluorescence survived fixation and no antibodies were used for 
localisation. Cells were stained with DAPI and mounted in Vectashield.  
Microscopy was performed with a Zeiss Imaging 2 microscope (Zeiss) using a 
100x 1.4NA Plan-Apochromat objective, Prior filter wheel, illumination by 
HBO100 mercury bulb. Image acquisition with a Photometrics Prime sCMOS 
camera (Photometrics, https://www.photometrics.com) was controlled using 
Metamorph software (Universal Imaging Corporation). Exposures were 3000 
ms for FITC/Alexa-488 channel (Cup1-GFP/Alexa 488), 500 ms for TRITC 
channel (Arg11-mCherry) and 100 ms for DAPI. For display of images, 
maximum intensity was determined for e.g. Cup1-GFP staining in Cup1-GFP 
Arg11-mCherry strain (B4909) and this maximum was applied for scaling of all 
B4909 and B4912 (expresses only Arg11-mCherry) images.  FITC and TRITC 
















Chapter 3: Identification of heterochromatin-
dependent epimutants resistant to caffeine 
3.1. Introduction 
Genes embedded in H3K9 methylation-dependent heterochromatin are 
transcriptionally silenced (Bannister et al. 2001; Lachner et al. 2001; Allshire 
& Madhani 2018). In the fungal model organism S. pombe, H3K9me 
heterochromatin can be epigenetically inherited by a reader-writer coupling 
mechanism provided the counteracting putative H3K9 demethylase Epe1 is 
absent (Zhang et al. 2008; Audergon et al. 2015; Ragunathan et al. 2015). 
H3K9me heterochromatin has been observed to arise ectopically at various 
loci in the absence of key anti-silencing factors such as Epe1 (Zofall et al. 
2012; Wang et al. 2015; Parsa et al. 2018; Sorida et al. 2019), or the H3K14 
acetyltransferase Mst2 (Wang et al. 2015). Ectopic islands of H3K9me have 
also been detected in wild-type cells grown at low temperature (Gallagher et 
al. 2018), but whether these cold-induced heterochromatin islands have 
adaptive potential is unknown.  
It is possible that upon exposure to a lethal insult wild-type cells might utilize 
heterochromatin plasticity to form epimutations, which could drive an adaptive 
resistant phenotype through heterochromatic gene silencing in the absence of 
DNA changes. Epimutations, unlike genetic mutations, are predicted to be 
unstable (Jeggo & Holliday 1986; Oey & Whitelaw 2014), resulting in gradual 
loss of resistance following growth without the insult. To test this possibility, 
the well-studied purine analogue caffeine was chosen as insult because 
deletion of many genes with a variety of cellular roles confers caffeine 
resistance (Calvo et al. 2009), thereby increasing the chance of obtaining 
epimutations. Furthermore, many caffeine-resistant mutants display a 
multidrug resistance phenotype (Benkö et al. 1998; Carobbio et al. 2001; 
Castillo et al. 2003), suggesting that potential caffeine-resistant epimutants 
might also exhibit resistance to additional toxic compounds. In this chapter, I 
investigated whether wild-type fission yeast cells can acquire an unstable 
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caffeine-resistant phenotype through the formation of adaptive 
heterochromatin-mediated epimutations. 
3.2. Screening strategy for the identification of unstable caffeine-
resistant isolates 
Epimutations have been proposed to enable ‘soft inheritance’, resulting in the 
formation of distinct phenotypes that enable initial adaptation to challenging 
and fluctuating environments (Richards 2006). It was surmised that unstable 
epimutants would occur more frequently at moderate caffeine concentrations 
that prevent most cells from growing rather than at high stringency selection 
used in conventional screens for genetic caffeine-resistant mutants (Benkö et 
al. 1997; Calvo et al. 2009). Genetic screens for caffeine resistance have 
traditionally been performed using rich medium (yeast extract, YE) plates 
containing 20 mM or higher caffeine concentrations (30 mM caffeine in initial 
caffeine resistance screens (Benkö et al. 1997; Benkö et al. 1998)), and 
caffeine has been shown to inhibit the growth of wild-type S. pombe cells at 
concentrations starting from 15 mM in YE (Calvo et al. 2009). However, similar 
amounts of caffeine might have different effects depending on the particular 
laboratory strain, medium recipe, or purity of the compound. 
To determine the minimum inhibitory concentration (MIC) of caffeine for the 
specific wild-type fission yeast laboratory strain that will be used throughout 
this thesis, a lethal concentration test was performed. Log phase 972 h- wild-
type fission yeast cells (Leupold 1949; Fantes & Hoffman 2016) were serially 
diluted and spotted on rich medium (yeast extract plus supplements, YES) 
plates containing 10, 12, 14, 15, or 16 mM caffeine (Figure 3.1). Results 
showed that cell growth is moderately impaired in the presence of 14-15 mM 
caffeine and abolished on plates containing 16 mM caffeine. Therefore, 16 mM 
was identified as the minimum inhibitory concentration of caffeine for 972 h- 
wild-type fission yeast cells on rich medium (YES) plates (referred to as +CAF 
medium from here on). 
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Figure 3.1. Exposure to 16 mM caffeine abolishes the growth of wild-type fission yeast. 
Growth of wild-type fission yeast cells in the presence of caffeine. 972 h- wild-type (wt) fission 
yeast cells were serially diluted and spotted on rich medium (yeast extract plus supplements, 
YES) plates containing 10, 12, 14, 15, or 16 mM caffeine (+CAF). 
 
To screen for unstable caffeine-resistant isolates, caffeine-resistant colonies 
that had grown 7 days after plating wild-type cells on +CAF medium were 
picked, propagated in the presence of caffeine for 4 days, and then frozen (4 
days +CAF, initial isolates) (Figure 3.2A). Subsequently, initial isolates were 
successively propagated in the absence of caffeine (-CAF medium) for 2 and 
14 days, and then frozen (4 days +CAF, 2 or 14 days -CAF) (Figure 3.2A and 
Methods section 2.1.2.5). Cells from the same initial isolate but frozen at 
different stages (4 days +CAF, 4 days +CAF 2 days -CAF, and 4 days +CAF 
14 days -CAF) were then serially diluted and spotted on -CAF and +CAF 
medium to assess resistance to caffeine. Unstable caffeine-resistant isolates 
(potential epimutants) are expected to lose resistance to caffeine after 14 days 
(approximately 140 cell divisions) of non-selective growth whereas stable 
isolates (potential mutants) are predicted to maintain caffeine resistance 
indefinitely (Figure 3.2B). Caffeine resistance at the 4 days +CAF 2 days -CAF 
stage was assessed in order to detect and discard isolates exhibiting an overly 
unstable phenotype that would prevent any further manipulations (Figure 
3.2B). 
As other secondary events might also occur upon prolonged growth on 
caffeine, consecutive aliquots of each initial isolate were frozen after continued 
growth on caffeine for 3 days (7 days +CAF) and 16 days (20 days +CAF) 
(Figure 3.2A and Methods section 2.1.2.5). This provided a time series, 












Figure 3.2. Screening strategy for the identification of unstable caffeine-resistant 
isolates. A. Wild-type (wt) S. pombe cells were plated on 16 mM caffeine-containing (+CAF) 
medium. Caffeine-resistant colonies were picked, propagated on +CAF medium for 4 days 
and then frozen (4 days +CAF, initial isolates). Subsequently, initial isolates were successively 
propagated on non-selective (-CAF) medium for 2 and 14 days or on +CAF medium for a total 
of 7 and 20 days, and then frozen (see Methods section 2.1.2.5 for further details). B. 
Schematic depiction of predicted scenarios. Assessment of resistance to caffeine by serial 
dilution on -CAF and +CAF plates after growth on -CAF medium for 2 and 14 days. Unstable 
(UR) caffeine-resistant isolates (potential epimutants) are expected to lose resistance to 
caffeine after 14 days of non-selective growth, whereas stable (SR) caffeine-resistant isolates 










































3.3.1. Identification of unstable caffeine-resistant isolates 
To identify unstable caffeine-resistant isolates, three independent screens 
were performed. After plating a total of 1.61 x 106 wild-type cells on +CAF 
plates, 825 caffeine-resistant colonies were obtained (approximately 1 
resistant colony per 2000 plated cells), and 176 were arbitrarily taken for 
further processing using the screening strategy detailed above (see section 
3.2). Additional caffeine-resistant colonies obtained here were not further 
processed due to time and logistical constraints. Re-challenging 176 isolates 
with caffeine revealed that 23% lost their caffeine resistance after 14 days of 
non-selective growth (denoted ‘unstable resistant’ isolates, UR) whereas 13% 
remained caffeine resistant (denoted ‘stable resistant’ isolates, SR). 64% of 
isolates did not display a clear reproducible resistant phenotype (denoted 
‘unclear’) (Figure 3.3).  
To determine whether the loss of resistance in unstable isolates occurs 
abruptly or progressively over time, isolates UR-1, UR-2, SR-1 and SR-2 were 
propagated in the absence of caffeine for 2, 4, 8, 12 and 16 days. Re-exposing 
isolates to caffeine showed that caffeine resistance is lost progressively over 
time in unstable isolates whereas it is stably maintained for at least 16 days 
(approximately 160 cell divisions) in stable isolates (Figure 3.4). Moreover, 
results revealed that independent unstable isolates can display different levels 
of instability. Indeed, caffeine resistance is lost in UR-1 cells following 8 days 
of non-selective growth, whereas a clear loss of resistance is only observed in 
UR-2 cells after 12 days of growth in the absence of caffeine (Figure 3.4).  
These results indicate that the proposed screening strategy enables the 
identification of unstable caffeine-resistant isolates. In unstable isolates, 
caffeine resistance reverts progressively over time to a wild-type caffeine-
sensitive phenotype. The reversibility of this phenotype suggests that 
resistance might be mediated via epigenetic processes, such as the formation 
of ectopic H3K9me heterochromatin.  
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Figure 3.3. Identification of unstable caffeine-resistant isolates. A. Unstable (UR) and 
stable (SR) caffeine-resistant isolates were identified using the screening strategy described 
in Figure 3.2. After growth on non-selective medium for 2 and 14 days, caffeine-resistant 
isolates were serially diluted and spotted on -CAF and +CAF media to assess resistance to 
caffeine. Isolates taken for further analyses are shown. B. Frequencies of unstable and stable 
caffeine-resistant isolates obtained from three independent screens. 64% of isolates did not 
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Figure 3.4. Caffeine resistance is lost progressively in unstable isolates but maintained 
in stable isolates. After growth in the absence of caffeine for 2, 4, 8, 12 and 16 days, unstable 
caffeine-resistant isolates (UR-1 and UR-2) and stable caffeine-resistant isolates (SR-1 and 









































3.3.2. Caffeine resistance depends on the Clr4 H3K9 methyltransferase 
in unstable caffeine-resistant isolates 
The S. pombe genome contains a single H3K9 methyltransferase, the 
Su(var)39 orthologue Clr4 (Wood et al. 2002). Clr4 is responsible for all 
methylation on H3K9 (Ivanova et al. 1998; Rea et al. 2000), and deletion of 
clr4+ results in genome-wide loss of H3K9 heterochromatin (Cam et al. 2005). 
To test whether caffeine resistance in unstable isolates requires 
heterochromatin, the clr4+ gene was deleted in isolates UR-1 and UR-2. In 
addition, clr4+ was also deleted in stable isolates SR-1 and SR-2 to exclude a 
general requirement for Clr4/heterochromatin in caffeine resistance (Figure 
3.5). Standard gene deletion in S. pombe entails transformation of cells with a 
construct that includes the desired deletion alongside a selectable marker. The 
DNA construct integrates in the genome via flanking regions that target the 
genomic locus of interest. The complete deletion protocol requires cells to be 
grown in the absence of caffeine for approximately 7 days (see Methods 
section 2.1.2.2.1). Thus, to determine whether a hypothetical loss of resistance 
in unstable isolates following deletion of clr4+ is due to H3K9 methyltransferase 
loss and not due to prolonged growth in the absence of caffeine, an unlinked 
intergenic locus was deleted in a parallel transformation performed alongside. 
Results revealed that deletion of clr4+ (clr4Δ) from resistant isolates resulted in 
loss of caffeine resistance in unstable, but not stable isolates, whereas deletion 
of the control locus (controlΔ) had no impact (Figure 3.5). Because Clr4 is the 
sole H3K9 methyltransferase in S. pombe, these results indicate that caffeine 
resistance in unstable isolates is dependent on heterochromatin.  
3.3.3. A mutation in pap1+ confers caffeine resistance in the stable isolate 
SR-1 
Genetic mutations in genes with a variety of cellular roles are known to confer 
caffeine resistance in S. pombe (Calvo et al. 2009). Because mutations are 
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virtually irreversible, caffeine-resistant mutants are expected to maintain 
resistance indefinitely.  
 
 
Figure 3.5. Caffeine resistance depends on the Clr4 H3K9 methyltransferase in unstable 
caffeine-resistant isolates. clr4+ or an unlinked intergenic region was deleted (denoted clr4Δ 
and controlΔ, respectively) in unstable (UR-1 and UR-2) and stable (SR-1 and SR-2) caffeine-

































Stable isolates maintain resistance to caffeine for at least 16 days 
(approximately 160 cell divisions) (Figure 3.4). To confirm that changes in DNA 
sequence underlie this stable phenotype, whole genome sequencing (WGS) 
was performed on the stable isolate SR-1. Sequence analysis uncovered a 7-
nucleotide insertion in pap1+ predicted to produce a truncated Pap1 
transcription factor (Pap1-N424STOP) in SR-1 cells (Figure 3.6). Pap1-
N424STOP lacks the Pap1 nuclear export signal (NES), required for Crm1-
Hba1-mediated Pap1 nuclear export in non-stress conditions (Kudo et al. 
1999). Cells harbouring alleles that disrupt the Pap1 NES are known to display 
caffeine resistance due to constitutive nuclear accumulation of Pap1 and 
resulting expression of stress-response genes (Benkö et al. 2004). 
To corroborate that the identified mutation in pap1+ is sufficient to drive 
caffeine resistance, the 7-nucleotide insertion identified in SR-1 cells was 
introduced into the pap1+ gene of wild-type cells using the SpEDIT 
CRISPR/Cas9 genome editing system developed as part of this thesis (see 
Methods section 2.2.10 and Appendix I). Results showed that Pap1-
N424STOP cells are caffeine resistant (Figure 3.6). Thus, the stable caffeine-
resistant phenotype of SR-1 cells is mediated by a genetic mutation. 
 
 
Figure 3.6. A mutation in pap1+ confers caffeine resistance in the stable isolate SR-1 
Left. Whole genome sequencing of the stable isolate SR-1 revealed a 7-nucleotide insertion 
in pap1+. The insertion results in a truncated Pap1 protein (Pap1-N424STOP) that lacks the 
nuclear export signal (NES). CRD, cysteine-rich domain. Right. Pap1-N424STOP is resistant 
to caffeine. The 7-nucleotide insertion identified in SR-1 was introduced into the pap1+ gene 
of wild-type cells (Pap1-N424STOP) and caffeine resistance assessed. hba1Δ (Castillo et al. 














3.3.4. Unstable caffeine-resistant isolates do not harbour genetic 
mutations known to confer caffeine resistance 
Unstable isolates exhibit a reversible caffeine-resistant phenotype that 
requires heterochromatin, suggesting that resistance might be mediated by 
epigenetic changes rather than genetic mutations. Indeed, WGS of 30 
unstable isolates revealed no genetic changes (SNPs or indels) in coding 
sequences involved in caffeine resistance (Table 3.1), and 15 of 30 isolates 
had no detectable changes in coding sequences compared to wild-type (Table 
3.1). An adaptive heterochromatin-dependent response could also arise 
following genetic disruption of key heterochromatin regulators (Wang et al. 
2015), however no genetic changes were found in genes encoding major anti-
silencing regulators or heterochromatin components (Table 3.1). 
Surprisingly, isolates UR-1, UR-3, UR-5 and UR-7 harbour identical mutations 
in clr5+ and meu27+ (Clr5-Q264STOP and Meu27-S100Y). In addition, the 
same missense mutation in sdo1+ (Sdo1-R11C) was found in UR-2 and UR19, 
whereas a matching synonymous mutation in SPCC777.02+ (SPCC777.02-
R120R/AGA>AGG) was detected in UR-17 and UR-18 (Table 3.1). None of 
these genes have previously been involved in caffeine resistance, suggesting 
that these changes might only reflect rare genetic variability among cells in the 
population. However, because Clr5-Q264STOP and Meu27-S100Y were 
identified in 4 independent unstable isolates, a potential role for these changes 
in mediating the observed caffeine-resistant phenotype was investigated. 
To test whether cells harbouring Clr5-Q264STOP and Meu27-S100Y exhibit 
caffeine resistance or form more caffeine-resistant colonies than wild-type 
cells, the Clr5-Q264STOP and Meu27-S100Y mutations were both introduced 
into the clr5+ and meu27+ genes of wild-type cells using the SpEDIT 
CRISPR/Cas9 genome editing system (see Methods section 2.2.10) (Figure 
3.7). The resulting Clr5-Q264STOP Meu27-S100Y cells did not form more 
caffeine-resistant colonies than wild-type cells nor did they display resistance 
to caffeine (Figure 3.7). Thus, Clr5-Q264STOP and Meu27-S100Y do not 
directly contribute to the caffeine-resistant phenotype in UR isolates. 
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Table 3.1. Genetic changes (SNPs, indels) found in unstable (UR) caffeine-resistant 
isolates. None of the genes below are known to be involved in caffeine resistance. SNP, 
single nucleotide polymorphism. Indel, small insertion or deletion. 
 
Isolate SNPs or indels in coding sequences 
UR-1 Clr5-Q264STOP / Meu27-S100Y 
UR-2 Sdo1-R11C 
UR-3 Clr5-Q264STOP / Meu27-S100Y 
UR-4 - 
UR-5 Clr5-Q264STOP / Meu27-S100Y 
UR-6 - 



























Figure 3.7. Genetic changes (Clr5-Q264STOP Meu27-S100Y) found in 4 of 30 unstable 
isolates do not contribute to the caffeine-resistant phenotype. A. Whole genome 
sequencing of the unstable isolates UR-1/3/5/7 revealed a single nucleotide polymorphism 
(SNP) in clr5+ (Clr5-Q264STOP) and in meu27+ (Meu27-S100Y). B. Left. Schematic of 
experiment to determine whether Clr5-Q264STOP Meu27-S100Y cells form more caffeine-
resistant colonies than wild-type cells. Wild-type (wt) and Clr5-Q264STOP Meu27-S100Y cells 
were plated on +CAF media (105 cells per plate, 20 plates per strain, technical replicates). 
Caffeine-resistant colonies were counted after 7 days. Right. Clr5-Q264STOP Meu27-S100Y 
form a similar number of caffeine-resistant colonies to wt cells. P value from a two-tailed 
Student’s t test is indicated (P=0.1051). C. Clr5-Q264STOP Meu27-S100Y cells are not 
resistant to caffeine. Clr5-Q264STOP Meu27-S100Y cells were serially diluted and spotted on 



















































3.3.5. Ectopic islands of H3K9me are detected in unstable caffeine-
resistant isolates 
Unstable caffeine-resistant isolates do not harbour genetic mutations known 
to confer caffeine resistance yet depend on heterochromatin for resistance, 
suggesting that ectopic heterochromatin islands that drive an adaptive 
resistant phenotype could have assembled in these isolates. To investigate 
this possibility, chromatin immunoprecipitation coupled to high-throughput 
sequencing (ChIP-seq) was performed on isolates to assess levels of 
H3K9me2 across the genome. Note that isolates were grown in non-selective 
medium (for approximately 15 cell divisions) prior to ChIP experiments in order 
to prevent the generation of secondary changes that might occur after 
prolonged growth on caffeine. ChIP-seq for H3K9me2 on SR-1 revealed no 
changes in heterochromatin distribution (not shown), suggesting that the 
identified pap1+ mutation (Pap1-N424STOP, Figure 3.6) alone is responsible 
for caffeine resistance in this stable isolate. ChIP-seq for H3K9me2 on 
unstable isolates revealed an altered heterochromatin distribution (Figure 3.8 
and Table 3.2). UR-1 exhibited a novel H3K9me2 island over the hba1 locus, 
whereas UR-2 to UR-6 exhibited H3K9me2 islands over the ncRNA.394, ppr4, 
grt1, fio1, and mbx2 loci, respectively (Figure 3.8 and Table 3.2). 
Deletion of hba1+, encoding a nuclear export factor that acts together with 
Crm1 to shuttle NES-containing substrates to the cytoplasm (Benkö et al. 
1998; Castillo et al. 2003), is known to confer caffeine resistance (Castillo et 
al. 2003). Loss of Hba1 leads to the constitutive nuclear localization of Pap1 
and consequently expression of stress-response genes, similar to the effect of 
Pap1-N424STOP (Castillo et al. 2003). The formation of an ectopic 
heterochromatin island coating the hba1 locus in UR-1 suggests that caffeine-
induced heterochromatin islands may drive caffeine resistance by silencing 
underlying genes, partially mimicking a deletion phenotype. Consistent with 
this hypothesis, RT-qPCR analysis revealed reduced expression of genes 




Figure 3.8. Ectopic islands of heterochromatin are detected in unstable caffeine-
resistant isolates. A. Genome-wide H3K9me2 ChIP-seq enrichment in unstable (UR) 
caffeine-resistant isolates and wild-type (wt). Data are represented as relative fold enrichment 
over input. B. H3K9me2 ChIP-seq enrichment at ectopic heterochromatin islands in individual 
isolates. Data are represented as relative fold enrichment over input and compared to levels 
in wild-type (wt) cells. Relevant genes within and flanking ectopic heterochromatin islands are 















































































































































































Table 3.2. Epigenetic (H3K9me2 islands) and genetic (SNPs, indels, as in Table 3.1) 
changes found in unstable (UR) caffeine-resistant isolates.  
 
Isolate Ectopic heterochromatin location SNPs or indels in coding sequences 
 ncRNA.394 other loci  
UR-1  ✓ (hba1) Clr5-Q264STOP / Meu27-S100Y 
UR-2 ✓  Sdo1-R11C 
UR-3  ✓ (ppr4) Clr5-Q264STOP / Meu27-S100Y 
UR-4  ✓ (grt1) - 
UR-5  ✓ (fio1) Clr5-Q264STOP / Meu27-S100Y 
UR-6  ✓ (mbx2) - 
UR-7  ✓ (ppr4) Clr5-Q264STOP / Meu27-S100Y 
UR-8 ✓  - 
UR-9 ✓  - 
UR-10 ✓  Cob1-F318L 
UR-11 ✓  - 
UR-12 ✓  - 
UR-13 ✓  - 
UR-14 ✓  Npp-W300STOP / SPBC16H5.13-S1011L 
UR-15 ✓  - 
UR-16 ✓  - 
UR-17 ✓  SPCC777.02-R120R 
UR-18 ✓  SPCC777.02-R120R 
UR-19 ✓  Sdo1-R11C 
UR-20 ✓  - 
UR-21 ✓  - 
UR-22 ✓  - 
UR-23 ✓  Pch1-Q234STOP 
UR-24 ✓  - 
UR-25 ✓  - 
UR-26 ✓  SPBC1271.08c-A133A 
UR-27 ✓  SPCC4B3.13-A229V 
UR-28 ✓  Mug72-N116S 
UR-29 ✓  Mug72-N116S 





Figure 3.9. Genes coated in H3K9me are down-regulated in unstable caffeine-resistant 
isolates. Gene transcript levels within and flanking ectopic heterochromatin islands in 
individual isolates. See Figure 3.8. Data are mean ± s.d. from three biological replicates. 
*P<0.05 (two-tailed Student’s t test). 
 
The ncRNA.394, ppr4, grt1, fio1 and mbx2 loci, which display H3K9me2 
islands in unstable resistant isolates (Figure 3.8), have not previously been 
implicated in caffeine resistance. Interestingly, ChIP-seq and quantitative 
qChIP analyses revealed that 24 of 30 unstable isolates exhibited an ectopic 
heterochromatin island over the ncRNA.394 locus (Figure 3.8, Table 3.2 and 
Figure 3.10A-B), and reduction in transcript levels from ncRNA.394 and 
adjacent genes was also detected (Figure 3.9 and 3.10C), suggesting that 
transcriptional silencing within this region might mediate caffeine resistance. 
ncRNA.394 was previously identified as a Taz1-dependent facultative 
heterochromatin island that gains H3K9me2 in the absence of the 
counteracting demethylase Epe1 (Zofall et al. 2012; Zofall et al. 2016). Indeed, 
ChIP-seq and qChIP analyses performed here failed to detect H3K9me2 over 








































































Figure 3.10. 24 of 30 unstable caffeine-resistant isolates display an ectopic 
heterochromatin island over the ncRNA.394 locus. A. H3K9me ChIP-seq enrichment at 
the ncRNA.394 locus in individual unstable (UR) caffeine-resistant isolates (left, coverage 
tracks; right, heatmaps). Data are represented as relative fold enrichment over input and 
compared to levels in wild-type cells. Relevant genes within and flanking ectopic 
heterochromatin islands are indicated. Red arrows indicate essential genes. Dumbbells 
indicate oligonucleotides used in B and C. B. Quantitative chromatin immunoprecipitation 
(qChIP) of H3K9me2 levels on ncRNA.394 in individual isolates. Data are mean ± s.d. from 
three biological replicates. Oligonucleotides used are indicated in A (ncRNA.394, primer pair 
2). C. SPBC17G9.13c+ gene transcript levels in individual isolates. Data are mean ± s.d. from 
three biological replicates. Oligonucleotides used are indicated in A (SPBC17G9.13c+, primer 
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3.3.6. RNAi contributes to caffeine resistance in the unstable isolate              
UR-2 
RNAi is required to maintain intact domains of constitutive H3K9me 
heterochromatin at centromeric repeats in S. pombe (Volpe et al. 2002). 
However, facultative heterochromatin islands that gain H3K9me2 in the 
absence of Epe1, including ncRNA.394, were shown to persist in the absence 
of RNAi components (Zofall et al. 2012). To investigate whether the RNAi 
pathway is required for caffeine resistance in isolates that exhibit an ectopic 
heterochromatin island over the ncRNA.394 locus, key RNAi components 
were deleted in the unstable isolate UR-2, which exhibits the highest H3K9me2 
levels over ncRNA.394 (Figure 3.10A-B). Deletion of dcr1+ or ago1+ from UR-
2 cells resulted in loss of caffeine resistance (Figure 3.11A), suggesting that 
the caffeine-resistant phenotype of isolates that assemble ectopic H3K9me at 
the ncRNA.394 locus requires RNAi. Consistent with this observation, total 
small RNA-seq analysis performed on UR-2 cells detected the generation of 
small interfering RNAs (siRNAs) at the ectopic ncRNA.394 heterochromatin 
island (Figure 3.11B). Together, these results indicate that ectopic 
heterochromatin formation over the ncRNA.394 locus is the most commonly 
detected epigenetic change in unstable caffeine-resistant isolates. Notably, 
ectopic H3K9me2 levels observed at this locus are dramatically increased 
relative to those detected in untreated wild-type cells and, at least in UR-2, are 
accompanied by generation of siRNAs, a hallmark of RNAi-associated 
heterochromatin. 
3.3.7. Mutations in clr5+/meu27+ do not alter heterochromatin distribution  
As discussed above, UR-1, UR-3, UR-5 and UR-7 harbour mutations in clr5+ 
and meu27+ (Clr5-Q264STOP and Meu27-S100Y) (Table 3.2). While Clr5-
Q264STOP and Meu27-S100Y were shown not to mediate caffeine resistance 
directly (Figure 3.7), it is conceivable that these changes could facilitate the 
formation of ectopic heterochromatin in UR isolates. To test if Clr5-Q264STOP 
Meu27-S100Y cells display an altered heterochromatin distribution compared 
to wild-type cells or assemble ectopic heterochromatin islands at euchromatic                              
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Figure 3.11. Caffeine resistance in UR-2 cells requires RNAi. A. dcr1+ (dcr1Δ), ago1+ 
(ago1Δ) or an unlinked intergenic region (controlΔ) were deleted in UR-2 cells. B. Small 
interfering RNA generation at the ectopic ncRNA.394 heterochromatin island. Left. Small RNA 
sequencing detects siRNAs (21-24 nucleotides) homologous to the ectopic heterochromatin 
island over ncRNA.394 in UR-2 cells compared to wild-type (wt) cells. Right. siRNAs mapping 
to pericentromeric dgI/dhI repeats (cen1L) of chromosome I shown as control. *Transcripts 
mapping to the highly expressed gene eno101+ in euchromatic wild-type conditions (note 
these are unidirectional RNAs and not siRNAs). 
 
loci, as observed in cells lacking key anti-silencing factors (Zofall et al. 2012; 
Wang et al. 2015), ChIP-seq for H3K9me2 was performed on untreated Clr5-
Q264STOP Meu27-S100Y cells (Figure 3.12). 
Genome-wide ChIP-seq analyses showed that Clr5-Q264STOP Meu27-
S100Y cells do not form ectopic heterochromatin at euchromatic loci (Figure 


















































































increased levels of H3K9me2 at facultative heterochromatin islands known to 
accumulate H3K9me2 in the absence of key anti-silencing factors such as 
Epe1 (Zofall et al. 2012; Wang et al. 2015; Sorida et al. 2019) (Figure 3.12B). 
These results indicate that Clr5-Q264STOP and Meu27-S100Y do not 




Figure 3.12. Genetic changes (Clr5-Q264STOP Meu27-S100Y) found in 4 of 30 unstable 
isolates do not cause the formation of ectopic heterochromatin. A. Genome-wide 
H3K9me2 ChIP-seq enrichment in wild-type (wt) and Clr5-Q264STOP Meu27-S100Y cells. 
Data are represented as relative fold enrichment over input and compared to levels in wild-
type cells. B. H3K9me2 ChIP-seq enrichment at known facultative heterochromatin islands 
(detected in epe1Δ cells (Zofall et al. 2012)) in wt and Clr5-Q264STOP Meu27-S100Y cells. 







































































In this chapter, the identification of S. pombe isolates that display unstable 
resistance to the purine-analogue caffeine is reported (Figure 3.2 and 3.3). In 
unstable resistant isolates, caffeine resistance is progressively lost following 
growth on non-selective, caffeine-free medium (Figure 3.4). Notably, the 
unstable caffeine-resistant phenotype depends on Clr4, the sole H3K9 
methyltransferase in fission yeast (Figure 3.5), indicating that caffeine 
resistance in unstable isolates requires heterochromatin.  
Heterochromatin integrity is not a general requisite for caffeine tolerance, as 
deletion of core heterochromatin components does not lead to caffeine 
sensitivity (Calvo et al. 2009). Furthermore, deletion of clr4+ in stable isolates 
has no impact on the caffeine-resistant phenotype, indicating that 
heterochromatin is also not a general requirement for caffeine resistance. 
Indeed, a mutation in pap1+ (Pap1-N424STOP) was found to drive caffeine 
resistance in a heterochromatin-independent manner in the stable isolate           
SR-1 (Figure 3.5 and 3.6). 
WGS of unstable caffeine-resistant isolates revealed that 15 of 30 had no 
genetic changes (SNPs or indels) in coding regions of the genome compared 
to wild-type (Table 3.1). Genetic changes detected in a proportion of unstable 
caffeine resistant isolates (Clr5-Q264STOP and Meu27-S100Y, 4 of 30 
isolates) were found to have no impact on caffeine resistance (Figure 3.7). Clr5 
has been proposed to mediate H3K9me-independent gene silencing at the 
mating-type locus of fission yeast via recognition of a REIII element adjacent 
to cenH repeats and recruitment of histone deacetylases (Hansen et al. 2011). 
Importantly, 972 h- wild-type cells used in this thesis lack both cenH repeats 
and REIII sequences at the mating-type locus and thus silencing (through 
either H3K9me or histone deacetylation) does not occur at this region (Leupold 
1949; Wood et al. 2002; Fantes & Hoffman 2016). Nevertheless, a potential 
role for Clr5-Q264STOP in facilitating the formation of ectopic heterochromatin 
was investigated (Figure 3.12). Genome-wide ChIP-seq analysis showed that 
Clr5-Q264STOP Meu27-S100Y cells do not form ectopic heterochromatin at 
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euchromatic loci, nor do they accumulate higher H3K9me2 levels at facultative 
heterochromatin islands than those observed in wild-type cells (Figure 3.12). 
These results suggest that infrequent genetic changes found in unstable 
isolates might merely represent rare genetic variability among cells in a wild-
type population. 
H3K9me2 ChIP-seq analysis of unstable isolates revealed the presence of 
distinct, ectopic islands of heterochromatin (Figure 3.8 and Table 3.2), and 
reduced transcript levels of genes coated in ectopic H3K9me2 were detected 
(Figure 3.9), suggesting that heterochromatin-mediated transcriptional 
silencing at these loci might mediate caffeine resistance.  
Deletion of hba1+ confers caffeine resistance (Castillo et al. 2003; also shown 
here as positive control in Figure 3.6). Thus, it is likely that heterochromatin-
mediated silencing of hba1+ drives caffeine resistance in UR-1 cells. However, 
none of the genes located within the other detected ectopic heterochromatin 
islands have previously been associated with caffeine resistance (Figure 3.8 
and Table 3.2) (Calvo et al. 2009). 
The ncRNA.394 heterochromatin island was detected in 24 of 30 unstable 
isolates (UR-2 and UR-8 to UR-30) (Figure 3.8 and 3.10A-B), 13 of which do 
not harbour genetic changes (SNPs or indels) in coding regions of the genome 
compared to wild-type (Table 3.2). Moreover, in UR-2 cells, caffeine resistance 
requires RNAi and siRNAs were detected at the ncRNA.394 locus (Figure 
3.11), indicating that ectopic heterochromatin islands display features of bona 
fide heterochromatin (Allshire & Madhani 2018). At the ncRNA.394 locus, 
ncRNA.393 and ncRNA.394 are expressed at very low levels in untreated cells 
(Marguerat et al. 2012), yet their transcript levels are reduced even further in 
unstable isolates that assemble H3K9me over this locus (Figure 3.9, not 
shown for ncRNA.393). Nonetheless, because non-coding RNAs are known 
to exert diverse cellular functions, including the establishment of drug 
tolerance in fission yeast (Ard et al. 2014), a potential role of these reduced 
non-coding transcripts in driving caffeine resistance cannot be excluded. In 
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addition, the ncRNA.394 heterochromatin island also coats the promoter of 
SPBC17G9.13c+, a conserved fungal gene essential for cell growth whose 
function remains uncharacterized (Figure 3.8 and 3.10A) (Kim et al. 2010; 
Rhind et al. 2011; Hayles et al. 2013). Because cells lacking SPBC17G9.13c+ 
are inviable, a genome-wide deletion screen such as that conducted to detect 
caffeine resistance (Calvo et al. 2009) would not include this gene among their 
candidates. Thus, whether the observed transcriptional down-regulation of 
SPBC17G9.13c+ is sufficient to confer caffeine resistance in unstable isolates 
is unknown. 
At the ppr4 locus, ppr4+ encodes a mitochondrial translational activator (Kühl 
et al. 2011). Deletion of several genes encoding mitochondrial proteins results 
in caffeine resistance (Calvo et al. 2009; Paulo et al. 2014), suggesting that 
reduced transcript levels of ppr4+ might facilitate the caffeine-resistant 
phenotype of UR-3 and UR-7 cells. Alternatively, transcriptional down-
regulation of cgs1+, located upstream of ppr4+, could activate the cAMP-
dependent protein kinase catalytic subunit Pka1, as observed in cgs1Δ cells 
(DeVoti et al. 1991). Caffeine-mediated inhibition of cAMP phosphodiesterase 
leads to increased levels of intracellular cAMP (Butcher & Sutherland 1962), 
which may then be utilised by Pka1 to phosphorylate several cellular targets 
(Yu et al. 1994), and ultimately drive caffeine resistance. Consistent with this 
idea, cgs1Δ cells exhibit resistance to toxic levels of calcium (Matsuo & 
Kawamukai 2017). 
The ectopic heterochromatin island that forms over the grt1 locus comprises 
60 kb in size and includes 22 genes. This large island size hinders the 
identification of potential candidate genes whose transcriptional down-
regulation might confer resistance. Deletion of grt1+ does not result in caffeine 
resistance (Yamada et al. 2000). However, many uncharacterized 
transmembrane transporters are located within this locus, as is common in 
subtelomeric regions of fission yeast (Tashiro et al. 2017). It is thus 
conceivable that heterochromatin-mediated silencing of one or multiple 
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transmembrane transporters in this region might lead to reduced drug import 
and ultimately caffeine resistance in UR-4 cells. In line with this hypothesis, 
decreasing intracellular levels of caffeine, albeit through increased drug 
export, has been shown to provoke the acquisition of a caffeine-resistant 
phenotype (Nagao et al. 1995; Arioka et al. 1998).  
At the fio1 locus, fio1+ and fip1+ encode subunits of an iron transmembrane 
transporter (Labbe et al. 1999), and loss of Fio1 has been shown to result in 
decreased ferrous iron import (Askwith & Kaplan 1997). Therefore, it is 
possible that transcriptional down-regulation of fio1+ and/or fip1+ might lead 
to reduced caffeine ingression and ultimately caffeine resistance in UR-5 
cells.  
Lastly, at the mbx2 locus, mbx2+ encodes a MADS-box transcription factor 
known to activate the expression of gsf2+, a flocculin that induces non-sexual 
flocculation, in response to nitrogen limitation (Matsuzawa et al. 2012). 
Genome-wide Mbx2 ChIP-chip analysis has identified a potential consensus 
DNA binding sequence, but none of the genes detected as Mbx2 targets have 
been directly implicated in caffeine resistance (Kwon et al. 2012). It is 
therefore challenging to predict if reduced transcript levels of mbx2+ might be 
the cause of caffeine resistance in UR-6 cells. Alternatively, transcriptional 
down-regulation of ncRNA.426, ncRNA.1624, ncRNA.1625, ncRNA.1626 or 
the dubious gene SPBP8B7.32+, also located within the mbx2 
heterochromatin island, may contribute to the caffeine-resistant phenotype in 
these cells. 
Notably, ectopic heterochromatin islands that assemble at the hba1, 
ncRNA.394, fio1 and mbx2 loci are flanked by essential genes, suggesting 
that the uncontrolled spreading of heterochromatin can be suppressed by the 
deleterious effect of silencing essential genes that might not be required for 
resistance. However, it is unclear what elements or factors may act to create 
heterochromatin boundaries at the ppr4 or grt1 islands. Interestingly, deletion 
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of vps32+, flanking the ppr4 locus, leads to caffeine sensitivity (Calvo et al. 
2009), suggesting that heterochromatin-mediated transcriptional down-
regulation of vps32+ might have a detrimental effect on the caffeine-resistant 
phenotype of UR-3 cells and thus function as a selected boundary.  
Note that the ncRNA.394, ppr4 and mbx2 loci have been described before as 
facultative heterochromatin islands that gain H3K9me2 in the absence of 
Epe1 (Zofall et al. 2012, islands 14, 4 and 16, respectively). Indeed, ChIP-seq 
analyses performed here failed to detect significant levels of H3K9me2 over 
the ncRNA.394, ppr4 or mbx2 loci in untreated wild-type cells (Figure 3.8). 
Importantly, the formation of ectopic heterochromatin islands at these loci in 
caffeine-resistant isolates suggests that Epe1 function might be impaired upon 
caffeine treatment. 
Together, the results presented here demonstrate that ectopic islands of 
heterochromatin are formed in unstable caffeine-resistant isolates that arise 
in the presence of lethal levels of caffeine. In the next chapter, it will be 
investigated whether the ectopic heterochromatin islands described here 










Chapter 4: Forced assembly of synthetic 
heterochromatin at the identified UR loci is 
sufficient to drive caffeine resistance in wild-type 
cells 
4.1. Introduction 
Unstable caffeine-resistant (UR) isolates that arise following exposure to a 
lethal dose of caffeine form ectopic heterochromatin islands at euchromatic 
loci. Resistance in unstable isolates requires heterochromatin, and genes 
coated in ectopic H3K9me are transcriptionally down-regulated, suggesting 
that heterochromatin silencing at these loci drives caffeine resistance. 
Intriguingly, however, only one of the identified ectopic heterochromatin 
islands contains a gene known to confer caffeine resistance when deleted. 
Genetic changes detected in a fraction of unstable isolates were found to have 
no direct role in mediating resistance. Still, it is conceivable that these rare 
mutations could indirectly facilitate the acquisition of an unstable caffeine-
resistant phenotype. It is thus paramount to test whether the formation of 
ectopic heterochromatin islands at the identified UR loci is sufficient, in the 
absence of other factors, to drive caffeine resistance in wild-type cells. 
Several reports have shown that tethering chromatin modifiers to ectopic 
locations in the genome can alter the chromatin landscape (Lustig et al. 1996; 
Hansen et al. 2008; Kagansky et al. 2009; Hathaway et al. 2012; Audergon et 
al. 2015; Ragunathan et al. 2015; Bintu et al. 2016). In S. pombe, expression 
of the Clr4 H3K9 methyltransferase fused to the Tet repressor (TetRoff) protein 
allows tethering of Clr4 activity to tet operator (tetO) sites inserted at the ura4 
locus (Audergon et al. 2015; Ragunathan et al. 2015). The TetRoff-2xFLAG-
Clr4-cdd fusion protein (abbreviated TetR-Clr4*, as described in Audergon et 
al. 2015), lacks the Clr4 chromodomain, known to bind H3K9me2/3 (Zhang et 
al. 2008). The use of an engineered chromodomain-deficient version of Clr4 
leads to more efficient silencing at an ectopic locus as TetR-Clr4* cannot be 
 112 
recruited to constitutive, H3K9me-rich heterochromatin regions, and also 
ensures that TetR-Clr4* is unable to propagate H3K9me once it is deposited 
(Kagansky et al. 2009).  
TetRoff binds tetO sites with high affinity in the absence of anhydrotetracycline 
(AHT) (Gossen et al. 1995; Urlinger et al. 2000; Erler et al. 2006). Addition of 
AHT changes the conformation of TetRoff resulting in its dissociation from tetO 
sites. Therefore, this system enables the inducible removal of TetR-Clr4* from 
tethering sites upon AHT addition.  
Tethering TetR-Clr4* to the ura4 locus leads to the establishment of a synthetic 
heterochromatin domain that spreads over a 10 kb region surrounding the 
tethering sites. TetR-Clr4*-induced synthetic heterochromatin is characterized 
by enrichment of H3K9me2, recruitment of the chromodomain protein Swi6, 
and silencing of underlying genes, which occurs independently of RNAi 
(Audergon et al. 2015). In wild-type cells, the release of tethered TetR-Clr4* 
results in the rapid and active removal of H3K9me and all associated 
heterochromatin features from tethering sites. However, inactivation of the 
putative H3K9 demethylase Epe1 allows H3K9me and silent chromatin 
maintenance at tethering sites through many mitotic divisions, and 
transgenerationally through meiosis, after release of tethered TetR-Clr4* 
(Audergon et al. 2015; Ragunathan et al. 2015). H3K9 methylation 
maintenance depends on endogenous Clr4, able to propagate H3K9me 
following replication due to its previously described reader-writer coupling 
mechanism (Zhang et al. 2008; Audergon et al. 2015; Ragunathan et al. 2015). 
Therefore, in wild-type cells, the TetR-Clr4* tethering system can be utilised to 
generate reversible, synthetic domains of heterochromatin at tetO sites placed 
at theoretically any genomic location. In this chapter, TetR-Clr4* tethering was 
used to investigate whether forced synthetic heterochromatin formation at the 





4.2.1. Forced synthetic heterochromatin at the hba1, ncRNA.394 or mbx2 
loci is sufficient to drive caffeine resistance in wild-type cells 
To test directly if ectopic heterochromatin formation at the identified loci can 
drive caffeine resistance in the absence of additional changes, the TetR-Clr4* 
tethering system was utilised to generate synthetic heterochromatin domains 
at the hba1, ncRNA.394, or mbx2 loci in wild-type cells. The hba1 locus was 
selected because deletion of hba1+ is known to confer caffeine resistance 
(Castillo et al. 2003). Hence, hba1+ is a clear candidate gene at this locus 
whose transcriptional down-regulation is expected to mediate caffeine 
resistance.  
The ncRNA.394 locus was investigated because ectopic heterochromatin 
formation over this region was frequent. Indeed, 24 of the 30 unstable caffeine-
resistant isolates analysed exhibited a heterochromatin island over 
ncRNA.394. Importantly, high H3K9me2 levels over ncRNA.394 were not 
detected in unstable isolates that exhibited heterochromatin islands 
elsewhere, suggesting that heterochromatin formation at ncRNA.394 does not 
merely constitute a trivial consequence of caffeine exposure. Moreover, 
ncRNA.394 island formation leads to transcriptional down-regulation of 
SPBC17G9.13c+, an uncharacterized gene required for cell growth (Kim et al. 
2010; Hayles et al. 2013). It was therefore reasoned that silencing of an 
essential gene would only occur if heterochromatin formation at such a locus 
provided a fitness advantage upon insult exposure. 
Lastly, the mbx2 locus was chosen because it was challenging to predict which 
gene within this region could be responsible for mediating a caffeine-resistant 
phenotype. Because mbx2+ encodes a transcription factor known to activate a 
target gene in response to nitrogen limitation (Matsuzawa et al. 2012), it is 
conceivable that reduced mbx2+ levels could also lead to an adaptive 
phenotypic response upon caffeine treatment. It was thus important to test if 
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heterochromatin formation at this locus could drive a caffeine-resistant 
phenotype before any further functional dissection was performed. 
To construct strains that form ectopic heterochromatin at the hba1, 
ncRNA.394, mbx2, or (control) ura4 loci, tetO binding sites (4xtetO) were 
inserted upstream of hba1, ncRNA.394, mbx2 or ura4 using the SpEDIT 
CRISPR/Cas9 genome editing system (see section 2.2.9 and 2.2.10 in 
Methods). Strains harbouring tetO sites and constitutively expressing TetR-
Clr4* were grown in the absence of AHT to force assembly of synthetic 
heterochromatin upon recruitment to these loci. Subsequently, cells were 
challenged with caffeine and in parallel subjected to qChIP analysis to 
determine H3K9me2 levels at the corresponding tethering sites. Results 
showed that combining tetO with TetR-Clr4* in the absence of AHT (-AHT) 
resulted in a novel H3K9me2 domain at each locus. Remarkably, the formation 
of synthetic heterochromatin domains at the hba1, ncRNA.394, or mbx2 loci 
rendered cells resistant to caffeine (Figure 4.1, 4.2 and 4.3). Moreover, AHT-
mediated release of TetR-Clr4* from tetO sites (+AHT) resulted in the loss of 
H3K9me2 from these loci and cells returning to a caffeine-sensitive phenotype 
(Figure 4.1, 4.2 and 4.3). These results indicate that heterochromatin-
mediated silencing at the hba1, ncRNA.394 or mbx2 loci results in caffeine 
resistance. 
At the hba1 locus, deletion of hba1+ confers caffeine resistance (Castillo et al. 
2003), whereas deletion of ish1+, downstream of hba1+, has no effect (Taricani 
et al. 2002). Thus, it was concluded that heterochromatin-mediated silencing 
of hba1+ drives resistance at the hba1 ectopic heterochromatin island. 
However, further investigation is required to determine which of the genes 
present at the ncRNA.394 or mbx2 loci mediates caffeine resistance when 





Figure 4.1. Forced assembly of synthetic heterochromatin at the hba1 or ncRNA.394 
loci is sufficient to drive caffeine resistance in wild-type cells. A. Diagram illustrating 
TetR-Clr4*-mediated H3K9me deposition at 4xtetO binding sites. Addition of 
anhydrotetracycline (+AHT) releases TetR-Clr4* from 4xtetO sites resulting in removal of 
H3K9me. B-D. Wild-type cells harbouring 4xtetO binding sites at the hba1 or ncRNA.394 loci 
(or ura4 as control) and expressing TetR-Clr4* were assessed for caffeine resistance in the 
absence (-) or presence (+) of AHT. Quantitative chromatin immunoprecipitation (qChIP) of 
H3K9me2 levels on hba1 (B), SPBC17G9.13c (C) and ura4 (D) loci. Data are mean ± s.d. 
from three biological replicates. Dumbbells indicate oligonucleotides used. Red arrows 
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Figure 4.2. Forced assembly of synthetic heterochromatin at the hba1 or ncRNA.394 
loci is sufficient to drive caffeine resistance in wild-type cells. A-C. Quantitative chromatin 
immunoprecipitation (qChIP) of H3K9me2 levels in wild-type cells harbouring 4xtetO binding 
sites at the identified ectopic heterochromatin loci (or ura4 as control) and expressing TetR-
Clr4* in the absence (-) or presence (+) of AHT. A. hba1 locus. B. ncRNA.394 locus. C. ura4 
locus. Data are mean ± s.d. from three biological replicates. Dumbbells indicate 
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Figure 4.3. Forced assembly of synthetic heterochromatin at the mbx2 locus is 
sufficient to drive caffeine resistance in wild-type cells. Wild-type cells harbouring 4xtetO 
binding sites at the mbx2 locus and expressing TetR-Clr4* were assessed for caffeine 
resistance in the absence (-) or presence (+) of AHT. qChIP of H3K9me2 levels on the mbx2 
locus. Data are mean ± s.d. from three biological replicates. Dumbbell indicates 
oligonucleotides used. hba1Δ cells served as positive control. 
 
4.2.2. Decreased cup1+ (SPBC17G9.13c+) transcript levels or Cup1 LYR-
domain mutation results in caffeine resistance 
Heterochromatin formation at the ncRNA.394 locus is sufficient to drive 
caffeine resistance in wild-type cells (Figure 4.1 and 4.2). To determine which 
gene within the ncRNA.394 locus causes caffeine resistance, firstly, a classical 
knock-out approach was taken. Single deletion of ncRNA393 or ncRNA.394, 
the only genes entirely coated in H3K9me2 in unstable isolates (Chapter 3, 
Figure 3.10A), did not result in caffeine resistance (Figure 4.4), indicating that 
the individual loss of these transcripts has no effect on the resistant phenotype. 
It is possible that the ncRNA.394 heterochromatin island that forms in unstable 
isolates expands over nearby genes when cells are grown under selective 
pressure. To investigate this possibility, UR-2 cells were grown in +CAF 
medium overnight and H3K9me2 levels at the ncRNA.394 locus were 
assessed by qChIP. Growth in the presence of caffeine extended this 
heterochromatin island to include the upstream genes SPBC17G9.13c+ and 
SPBC17G9.12c+, whereas prolonged non-selective growth without caffeine 
resulted in loss of H3K9me2 over the complete ncRNA.394 locus (Figure 4.5).  
Deletion of SPBC17G9.12c+ or the downstream gene eno101+ did not result 
in caffeine resistance (Figure 4.4). SPBC17G9.13c+ is essential for viability, 
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Figure 4.4. Deletion of ncRNA.394 or non-essential adjacent genes does not result in 
caffeine resistance. Upon single deletion of ncRNA.394 or non-essential adjacent genes, 
cells were serially diluted and spotted on -CAF and +CAF plates to assess resistance to 






Figure 4.5. The ectopic heterochromatin island over ncRNA.394 expands when cells are 
grown under selection. qChIP of H3K9me2 levels at the ncRNA.394 locus in UR-2 cells. UR-
2 cells were grown in the absence (-CAF) or presence (+CAF) of caffeine overnight or in the 
absence of caffeine for 14 days (14 days -CAF). Primer pairs used are indicated as dumbbells 
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TetR-Clr4* tethering close to SPBC17G9.13c+ resulted in caffeine resistance 
(Figure 4.1C). Furthermore, additional tethering experiments performed on 
strains harbouring tetO sites at different positions within the ncRNA.394 locus 
revealed that H3K9me2 levels over SPBC17G9.13c positively correlate with 
resistance to caffeine (Figure 4.6). Thus, reduced expression of 
SPBC17G9.13c+ upstream of ncRNA.394 may be responsible for caffeine 
resistance at this locus. Indeed, all caffeine-resistant cells that form 
synthetically mediated or naturally occurring heterochromatin islands at the 
ncRNA.394 locus were found to exhibit reduced transcript levels of 
SPBC17G9.13c+ (Figure 4.7 and Chapter 3, Figure 3.9 and 3.10C).  
 
 
Figure 4.6. H3K9me2 levels over SPBC17G9.13c positively correlate with caffeine 
resistance. Wild-type cells harbouring 4xtetO binding sites inserted at 3 different positions 
within the ncRNA.394 locus and expressing TetR-Clr4* were assessed for caffeine resistance 
in the absence (-) or presence (+) of AHT. Quantitative chromatin immunoprecipitation (qChIP) 
of H3K9me2 levels on SPBC17G9.13c. 4xtetO-IIa was shown as 4xtetO-II in Figure 4.1 and 
4.2. Data are mean ± s.d. from three biological replicates. Dumbbell indicates oligonucleotides 
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Figure 4.7. Transcriptional down-regulation of SPBC17G9.13c+ correlates with caffeine 
resistance. Wild-type cells harbouring 4xtetO binding sites at ncRNA.394 locus and 
expressing TetR-Clr4* were assessed for caffeine resistance in the absence of AHT as shown 
in Figure 4.1. Quantitative chromatin immunoprecipitation (qChIP) of H3K9me2 levels on 
SPBC17G9.13c as shown in Figure 4.1. RT-qPCR analysis of SPBC17G9.13c+ gene 
transcript levels in the same cells. Data are mean ± s.d. from three biological replicates. 
Dumbbell indicates oligonucleotides used. Red arrows indicate essential genes. hba1Δ cells 
served as positive control. 
 
A direct test of SPBC17G9.13c+ imparting caffeine resistance would be to 
down-regulate its expression to mimic heterochromatin silencing. However, 
the promoter of SPBC17G9.13c+ does not include well-defined regulatory 
elements (Dreos et al. 2013; Li et al. 2015), and hence it is challenging to 
precisely tune the expression levels of this gene at its endogenous locus.  
In S. pombe, a system that enables selective down-regulation of mRNAs has 
been described (Watson et al. 2013). Determinant of selective removal (DSR) 
motifs, usually located at the 3’ end of meiosis-specific mRNAs, trigger the 
degradation of transcripts via recruitment of the nuclear exosome. This 
mechanism enables the selective removal of meiosis-specific transcripts in 
mitotic cells (Harigaya et al. 2006).  
To investigate if reduced expression of SPBC17G9.13c+ (named here cup1+, 
caffeine unstable phenotype 1) is sufficient to drive caffeine resistance in wild-
type cells, a copy of cup1+ with three downstream DSR motifs was expressed 
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endogenous cup1+ gene resulted in reduced cup1-3xDSR transcript levels 
and, importantly, cells displaying caffeine resistance (Figure 4.8A). In an 
alternative strategy, transcriptional attenuation of endogenous cup1+ was 
achieved by replacement of part of its promoter with the 144-bp transcriptional 
terminator site from ura4+ (cup1-TT). Cells expressing cup1-TT also exhibited 
caffeine resistance (Figure 4.8B, experiment performed by Dr. Alison Pidoux). 
Thus, it can be concluded that transcriptional down-regulation of cup1+ 
(SPBC17G9.13c+) at the ncRNA.394 locus results in caffeine resistance. 
 
 
Figure 4.8. Reduced expression of cup1+ results in caffeine resistance. A. An additional 
copy of cup1+ with 3x determinant of selective removal (DSR) motifs fused to its 3’ untranslated 
region was inserted at an intergenic region (LocusPX:cup1-3xDSR). After deletion of 
endogenous cup1+, cells expressing only cup1-3xDSR were assessed for caffeine resistance. 
Right. Transcript levels of cup1+ and SPBC17G9.12c+ (as control) in cup1Δ locusPX:cup1-
3xDSR cells compared to wild-type. Data are mean ± s.d. from three biological replicates. 
Dumbbells indicate oligonucleotides used. *P<0.05 (two tailed Student’s t test). cup1-3xDSR 
constructs were designed by Dr. Manu Shukla. B. Experiment performed by Dr. Alison Pidoux. 
The 144-bp transcriptional terminator site from ura4+ was inserted in place of part of the 
putative cup1+ promoter (cup1-TT) and cells were assessed for caffeine resistance. Right. 
Transcript levels of cup1+ and SPBC17G9.12c+ (as control) in cup1-TT cells compared to wild 
type. Data are mean ± s.d. from three biological replicates. Dumbbells indicate 
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Cup1 has been shown to localise to mitochondria when overexpressed from a 
plasmid (Matsuyama et al. 2006). Indeed, Cup1 contains an N-terminal 
leucine/tyrosine/arginine (LYR) domain often found in mitochondrial proteins 
(Angerer 2015). To confirm that Cup1 has mitochondrial localisation, 
endogenous Cup1 was C-terminally tagged with green fluorescent protein 
(GFP) (strain constructed in collaboration with Dr. Sharon White). Cytological 
analyses of Cup1-GFP using the mCherry-tagged mitochondrial protein Arg11 
as control (Delerue et al. 2016), demonstrated that Cup1-GFP localizes to 
mitochondria (Figure 4.9, experiment performed by Dr. Alison Pidoux). 
 
 
Figure 4.9. Cup1 localizes to mitochondria. Experiment performed by Dr. Alison Pidoux. 
Cells expressing either untagged Cup1 (top row) or Cup1-GFP (bottom three rows) were fixed 
and processed for immunofluorescence with anti-GFP antibody and Alexa-488 secondary 
antibody and DNA was stained with DAPI. The mitochondrial protein Arg11-mCherry served 
as a positive control for mitochondrial localisation. All images in the green channel (Cup1-
GFP) are scaled relative to each other, as are those in the red channel (Arg11-mCherry); DAPI 
images are autoscaled. Bar, 5 mm. The strain harbouring Cup1-GFP was constructed in 
collaboration with Dr. Sharon White. 
 
Several LYR domain-containing proteins have been associated with 
maintenance of mitochondrial homeostasis (Angerer et al. 2014; Angerer 
2015), and LYR domain disruption has been shown to lead to phenotypic 
defects (Angerer et al. 2014). To determine whether disruption of the N-
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predicted to have a phenotypic effect by the Phyre2 webtool (Kelley et al. 
2015) were introduced into the endogenous cup1+ gene (cup1-L73G and cup1-
F99G) using the SpEDIT CRISPR/Cas9 genome editing system (see Methods 
section 2.2.10). Cells harbouring mutations in the N-terminal LYR domain of 
Cup1 (Cup1-L73G and Cup1-F99G) were found to exhibit resistance to 




Figure 4.10. Cup1 LYR-domain mutation results in caffeine resistance. Experiment 
performed in collaboration with Dr. Sharon White. Point mutations (L73G and F99G) were 
introduced in the LYR domain of Cup1 and cells were assessed for caffeine resistance. 
Mutations were designed based on Phyre2 webtool analysis (Kelley et al. 2015). hba1Δ cells 
were used as positive control. 
 
Together, these analyses demonstrate that reduced levels or defective Cup1 
(SPBC17G9.13c), a previously uncharacterized mitochondrial protein, result 
in caffeine resistance. It was therefore concluded that silencing of wild-type 
cup1+ due to the formation of a heterochromatin island mediates caffeine 
resistance in unstable isolates. 
4.2.3. Forced synthetic heterochromatin at the hba1 or ncRNA.394 loci is 
sufficient to drive antifungal drug resistance in wild-type cells 
Deletion of hba1+ confers resistance to caffeine, but also to additional drugs 
such as brefeldin A and staurosporine (Castillo et al. 2003). This multidrug-
resistant phenotype is caused by the constitutive nuclear accumulation of 


















which leads to up-regulation of the major efflux transporter Bfr1 (Toone et al. 
1998). Because hba1Δ cells display a multidrug resistance phenotype, it is 
possible that cells with ectopic heterochromatin islands at the hba1 locus may 
also exhibit resistance to other compounds besides caffeine.  
Azole drugs target ergosterol biosynthesis and are the most widely used class 
of fungicides (Parker et al. 2014). Furthermore, the emergence of azole 
resistance has been proposed to represent a threat to human health and food 
security (Fisher et al. 2018). Interestingly, mutation of several proteins with 
mitochondrial function has been shown to confer resistance to the azole drug 
clotrimazole (Fang et al. 2012), suggesting that reduced Cup1 levels due to 
ectopic heterochromatin formation at the ncRNA.394-cup1 locus could lead to 
clotrimazole resistance.  
To explore the possibility of multidrug resistance, strains with forced TetR-
Clr4*-mediated synthetic heterochromatin tethering at the hba1 or ncRNA.394-
cup1 loci were exposed to lethal concentrations of the azole drugs 
clotrimazole, tebuconazole and fluconazole. Clotrimazole and fluconazole are 
widely used to treat human infections, while tebuconazole is predominantly 
used in agricultural settings (Fisher et al. 2018). The formation of synthetic 
heterochromatin domains at the hba1 or ncRNA.394-cup1 loci was found to 
render cells resistant to all three tested azole compounds (Figure 4.11). In 
addition, unstable caffeine-resistant isolates that formed ectopic 
heterochromatin domains over hba1 (UR-1) or ncRNA.394-cup1 (UR-2) also 
exhibited cross-resistance to these fungicides (Figure 4.12). Together these 
results demonstrate that ectopic heterochromatin formation at the hba1 or 
ncRNA.394-cup1 loci is sufficient to drive resistance to commonly used azole 
fungicides. 
4.3. Discussion 
In this chapter, a synthetic tethering system was used to investigate whether 
the formation of ectopic heterochromatin islands previously identified in 




Figure 4.11. Forced assembly of synthetic heterochromatin at the hba1 or ncRNA.394 
loci is sufficient to drive azole resistance in wild-type cells. A-C. Wild-type cells 
harbouring 4xtetO binding sites at the hba1 (A), ncRNA.394 (B), or (control) ura4 (C) loci and 
expressing TetR-Clr4* were assessed for resistance to the drugs clotrimazole (+CLZ), 
tebuconazole (+TEZ) and fluconazole (+FLZ) in the absence of AHT. The exact position of 
4xtetO sites and H3K9me2 levels at the corresponding tethering sites are shown in Figure 4.2. 
hba1Δ cells were included to test whether deletion of hba1+ leads to azole drug resistance. 




Figure 4.12. Unstable caffeine-resistant isolates show cross-resistance to fungicides. 
Unstable caffeine-resistant isolates UR-1 and UR-2 were serially diluted and spotted on non-
selective (N/S), caffeine (+CAF), clotrimazole (+CLZ), tebuconazole (+TEZ) and fluconazole 
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wild-type cells. Targeting synthetic heterochromatin formation to the hba1, 
ncRNA.394 or mbx2 loci using tethered Clr4 H3K9 methyltransferase (TetR-
Clr4*) resulted in cells displaying caffeine resistance (-AHT, Figure 4.1, 4.2 
and 4.3). Notably, the caffeine-resistant phenotype could be reverted by the 
loss of H3K9me2 from tethering sites upon release of TetR-Clr4* (+AHT, 
Figure 4.1, 4.2 and 4.3), demonstrating that resistance is mediated by 
heterochromatin formation at these loci. Interestingly, heterochromatin 
domains that formed upon TetR-Clr4* tethering to the hba1 or ncRNA.394 loci 
showed lower H3K9me2 levels and spread over a smaller region than those 
formed at the control ura4 locus, at least in non-selective conditions (Figure 
4.2). These differences may be explained by the consequences of 
heterochromatin silencing at each locus on cellular fitness. In line with this 
hypothesis, silencing of endogenous ura4 has no apparent consequence for 
cell growth (Audergon et al. 2015), whereas cells lacking the hba1+ gene 
exhibit a marked growth defect (Figure 4.1B, compare hba1Δ to wt cells on 
non-selective medium). However, it is also possible that the observed 
variations in H3K9me2 levels among loci are due to differences in transcription 
across tethering sites, as previously reported (Audergon et al. 2015). 
At the hba1 locus, deletion of hba1+ is known to confer caffeine resistance 
(Castillo et al. 2003), whereas deletion of the adjacent gene ish1+ has no effect 
(Taricani et al. 2002). Hence, it was concluded that heterochromatin silencing 
of hba1+ confers caffeine resistance at this locus. 
Extensive functional dissection of the ncRNA.394 locus revealed that silencing 
of cup1+ (SPBC17G9.13c+), a previously uncharacterized essential gene, 
mediates caffeine resistance. Deletion of ncRNA.394 and other adjacent non-
essential genes did not cause a resistant phenotype (Figure 4.4). Notably, 
growth in the presence of caffeine expanded the island of ectopic H3K9me2 
heterochromatin at the ncRNA.394 locus to cover SPBC17G9.13c+ (Figure 
4.5). Indeed, caffeine resistance correlated with H3K9me2 levels over 
SPBC17G9.13c (Figure 4.6), and reduced transcript levels of this gene were 
present in all analysed caffeine-resistant strains/isolates that exhibited 
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ncRNA.394 heterochromatin islands (Figure 4.7 and Chapter 3, Figure 3.9 and 
3.10C). Importantly, strains with manipulations that increased the degradation 
of cup1+ mRNA (LocusPX:cup1–3xDSR) or attenuated its transcription (cup1–
TT) resulted in reduced cup1+ transcript levels and caffeine resistance (Figure 
4.8). Cup1 contains a LYR domain often found in mitochondrial proteins 
(Angerer 2015), and a Cup1-GFP fusion showed mitochondrial localisation 
(Figure 4.9). Mutation of the LYR domain led to caffeine resistance (Figure 
4.10). Therefore, Cup1 (SPBC17G9.13c) is a mitochondrial protein whose 
mutation or reduced expression renders cells caffeine resistant. It was thus 
concluded that silencing of wild-type cup1+ due to the formation of a 
heterochromatin island at the ncRNA.394 locus mediates caffeine resistance 
in unstable isolates.  
Further investigation is required to decipher the mechanism by which reduced 
Cup1 levels lead to caffeine resistance. Deletion of several genes encoding 
mitochondrial proteins has been shown to trigger a caffeine-resistant 
phenotype (Calvo et al. 2009; Paulo et al. 2014), but the function of these 
proteins is diverse. For example, loss of the thioredoxin reductase Trr1 leads 
to cellular hyper-oxidation (Jara et al. 2007), whereas cells lacking the p-
hydroxybenzoate polyprenyl diphosphate transferase Ppt1 exhibit reduced 
levels of ubiquinone, an essential component of the electron transfer system 
(Uchida et al. 2000). One possible explanation is that related mechanisms 
involving the Pap1 pathway are responsible for caffeine resistance in cells 
lacking these functionally distinct mitochondrial factors. It is well known that 
disruption of Trr1 provokes caffeine resistance through the constitutive 
oxidation and subsequent nuclear localization of Pap1 (Benkö et al. 1997; 
Calvo et al. 2009; Calvo et al. 2012; Vivancos et al. 2004). Similarly, since 
ubiquinone has been shown to act as antioxidant in S. pombe (Suzuki et al. 
1997; Uchida et al. 2000), it is plausible that loss of Ppt1 may also lead to Pap1 
oxidation and the consequent activation of stress-response genes in the 
nucleus (see Figure 1.16 in Chapter 1 for an overview of the Pap1 pathway). 
A connection with ubiquinone metabolism may also underlie caffeine 
resistance in cells with reduced Cup1 levels. Indeed, LYR domain mutation of 
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the mitochondrial complex I subunit NMB4 in the yeast Yarrowia lipolytica 
leads to paralyzed ubiquinone reductase activity (and thus to less available 
ubiquinone with antioxidant activity) (Angerer et al. 2014). It is thus 
conceivable that reduced Cup1 levels might induce defects in mitochondrial 
function that ultimately drive resistance via a Pap1-dependent mechanism.  
In addition, the data presented indicate that heterochromatin silencing at the 
mbx2 locus is also sufficient to confer caffeine resistance in wild-type cells 
(Figure 4.3). However, the degree of resistance observed upon TetR-Clr4* 
recruitment to mbx2 was less compared to that in strains that assembled 
synthetic heterochromatin at the hba1 or ncRNA.394-cup1 loci (Figure 4.1 and 
4.3). Note that an extensive characterization of the TetR-Clr4*-mediated 
synthetic heterochromatin domain assembled at the mbx2 locus was not 
performed. Thus, the weaker resistant phenotype exhibited by strains with 
forced heterochromatin at mbx2 could be due to the formation of a smaller 
H3K9me2 domain surrounding the tethering site in these cells. Nevertheless, 
a functional dissection of this locus is required to identify the gene or genes 
responsible for resistance. In particular, an exhaustive examination of 
previously annotated Mbx2 targets (Kwon et al. 2012), might lead to the 
identification of suitable candidate genes.  
Notably, strains with forced synthetic heterochromatin at either hba1 or 
ncRNA.394-cup1 displayed resistance to the widely-used antifungal agents 
clotrimazole, fluconazole and tebuconazole (Figure 4.11), and unstable 
isolates with heterochromatin islands at these loci (hba1, UR-1; ncRNA.394-
cup1, UR-2) also showed cross-resistance to azoles. Deletion of hba1+ is 
known to confer a multidrug resistance phenotype due to constitutive nuclear 
accumulation of Pap1 and subsequent expression of stress-response genes, 
including the major efflux transporter bfr1+ (Toone et al. 1998). Indeed, 
overexpression of pap1+ leads to resistance to clotrimazole (Liu et al. 2018). 
Thus, it is likely that Pap1-dependent up-regulation of bfr1+ following 
heterochromatin-mediated silencing of hba1+ is responsible for the multidrug 
resistance phenotype of these cells. In the case of cup1+ silencing, insights 
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into how down-regulation of this gene leads to caffeine resistance will certainly 
shed light into potential mechanisms through which reduced levels of this novel 
mitochondrial protein cause resistance to other antifungal agents. 
Taken together, the results presented here show that forced heterochromatin 
formation at the previously identified UR loci is sufficient to drive caffeine and 
azole resistance in wild-type cells. In the following chapter, the possibility that 
heterochromatin-mediated epimutations can act as stepping stones to 


















Chapter 5: Extrachromosomal circular DNA 
generation provides a supplementary mechanism 
for the evolution of caffeine resistance 
5.1. Introduction 
It has been proposed that epigenetic variation might have a role as a bridge 
towards genetic end points by facilitating genetic assimilation of characters 
(Waddington 1942). In fact, it was observed that when flies that exhibited an 
environmental stress-induced phenotypic change were manually selected for 
some generations, the displayed character eventually appeared in the 
absence of the stress (Waddington 1953 and 1956). More recently, theoretical 
studies have suggested that epigenetic variation has the potential to affect the 
outcomes of adaptation (Klironomos et al. 2013; Kronholm & Collins 2015). 
Indeed, simulations predict that adapted phenotypes driven by epimutations 
can appear long before stable genetic changes do (Klironomos et al. 2013). 
Thus, epigenetic changes have been conjectured to act as stepping stones to 
subsequent and permanent genetic changes (Klironomos et al. 2013; 
Nishikawa & Kinjo 2018).  
However, not all genetic changes are irreversible. Copy number variations 
(CNVs) are alterations in number of copies of particular genes or other more 
extensive DNA sequences in a genome (McCarroll & Altshuler 2007). While 
CNVs caused by stable chromosomal amplifications and deletions are known 
to be an evolutionarily important source of genetic variation (Kidd et al. 2008), 
CNVs produced by extrachromosomal circular DNA (eccDNA) have been 
shown to facilitate adaptive evolution by allowing swift phenotypic responses 
to challenging conditions (Libuda & Winston 2006; Wu et al. 2019; Hull et al. 
2019). Indeed, eccDNA structures are prone to rapid accumulation and loss 
and have been found in many organisms (Horowitz & Haber 1985; Schwedler 
et al. 1990; Navrátilová et al. 2008). In the budding yeast S. cerevisiae, 
eccDNA derived from all chromosomes has been detected (Møller et al. 2015). 
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Moreover, exposing S. cerevisiae to environmental copper has been shown to 
trigger the transcription-induced formation of eccDNAs containing a copper 
resistance gene that drive adaptation to copper-rich environments (Fogel & 
Welch 1982; Hull et al. 2017; Hull et al. 2019). In S. pombe, the 
extrachromosomal inheritance of nalidixic acid resistance has been reported 
(Massardo et al. 1982), as well as the existence of transient structural 
variations within clonal populations that affect gene expression and 
quantitative traits (Jeffares et al. 2017). However, whether these phenomena 
involve the formation of eccDNA in fission yeast is unknown.  
It is possible that once an initial resistant phenotype is established by 
epigenetic changes, prolonged growth in the presence of the insult would 
induce the gain of supplementary adaptive genetic changes. In this chapter, I 
investigated whether unstable caffeine-resistant isolates harbouring ectopic 
heterochromatin-dependent epimutations can acquire subsequent genetic 
changes that augment resistance. 
5.2. Results 
5.2.1. Copy number variation analysis reveals a partial duplication of 
chromosome III in 12 of 30 unstable caffeine-resistant isolates 
Detailed inspection of WGS data using CNVkit (Talevich et al. 2016) revealed 
that 12 of 30 independent unstable caffeine-resistant isolates, in addition to 
heterochromatin islands over euchromatic loci, also contained overlapping 
regions of chromosome III at increased copy number (Figure 5.1 and Table 
5.1). Chromosome III CNVs were detected in isolates that exhibited ectopic 
heterochromatin islands at the grt1 (UR-4), fio1 (UR-5), mbx2 (UR-6) and 
ncRNA.394-cup1 (9 of 24 isolates) loci (Table 5.1), none of which are located 
on chromosome III. Interestingly, in 11 of 12 isolates displaying chromosome 
III CNVs, the minimal region of overlap (approximately 200 kb) contains the 
cds1+ gene (Figure 5.1), overexpression of which is known to confer caffeine 
resistance (Wang et al. 1999). Although ectopic heterochromatin island 
formation at the mbx2 or ncRNA.394-cup1 loci was shown to be sufficient to 
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drive caffeine resistance in wild-type cells (Chapter 4), it is possible that 
amplification of the cds1 locus constitutes an alternative or supplementary 
mechanism for the acquisition of caffeine resistance in these isolates. 
However, the majority of isolates (15 of 24) exhibiting a heterochromatin island 
at ncRNA.394-cup1 do not harbour partial duplications of chromosome III 
(Table 5.1), suggesting that CNVs detected in a minority of these isolates (9 
of 24) might have occurred after ncRNA.394-cup1 island formation. 
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Figure 5.1. Copy number variation analysis reveals a partial duplication of chromosome 
III in 12 of 30 unstable caffeine-resistant isolates. A-B. Chromosome III coverage plots with 
overlaid segments in UR isolates showing partial duplication of chromosome III. Location of 
cds1+ is highlighted in blue. Location of the centromere is highlighted in black. Wild-type ChIP-







Chr III  position (Mb) Chr III  position (Mb)
Chr III  position (Mb) Chr III  position (Mb)
Chr III  position (Mb) Chr III  position (Mb)
cds1 + cds1+
cds1 + cds1+

























Whole Genome Sequencing - CNV analysis
 135 
Table 5.1. Epigenetic (H3K9me2 islands) and genetic (SNPs, indels and copy number 
variation) changes found in unstable (UR) caffeine-resistant isolates. H3K9me2 islands, 
SNPs and indels as shown in Chapter 3 (Table 3.1 and 3.2). Data corresponds to isolates at 
their initial stage (4 days +CAF), as shown throughout this thesis, unless stated otherwise. 
Isolate Ectopic heterochromatin location 
SNPs or indels in coding 
sequences 
Partial duplication 
of Chr III? 
 ncRNA.394 other loci   
UR-1  ✓ (hba1) Clr5-Q264STOP / Meu27-S100Y  
UR-2 ✓  Sdo1-R11C  
UR-3  ✓ (ppr4) Clr5-Q264STOP / Meu27-S100Y  
UR-4  ✓ (grt1) - ✓ 
UR-5  ✓ (fio1) Clr5-Q264STOP / Meu27-S100Y ✓ 
UR-6  ✓ (mbx2) - ✓ 
UR-7  ✓ (ppr4) Clr5-Q264STOP / Meu27-S100Y  
UR-8 ✓  -  
UR-9 ✓  -  
UR-10 ✓  Cob1-F318L  
UR-11 ✓  -  
UR-12 ✓  -  
UR-13 ✓  - ✓ 
UR-14 ✓  Npp-W300STOP /            
SPBC16H5.13-S1011L 
✓ 
UR-15 ✓  - ✓ 
UR-16 ✓  -  
UR-17 ✓  SPCC777.02-R120R ✓ 
UR-18 ✓  SPCC777.02-R120R ✓ 
UR-19 ✓  Sdo1-R11C ✓ 
UR-20 ✓  -  
UR-21 ✓  - ✓ 
UR-22 ✓  - ✓ 
UR-23 ✓  Pch1-Q234STOP  
UR-24 ✓  -  
UR-25 ✓  - ✓ 
UR-26 ✓  SPBC1271.08c-A133A  
UR-27 ✓  SPCC4B3.13-A229V  
UR-28 ✓  Mug72-N116S  
UR-29 ✓  Mug72-N116S  
UR-30 ✓  -  
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5.2.2. Epigenetic changes preceded genetic changes in the unstable 
caffeine-resistant isolate UR-2 
To determine whether chromosome III CNVs (also referred to as cds1 locus 
amplification) occurred before or after ncRNA.394-cup1 heterochromatin 
island formation, samples frozen at earlier and later time points for the same 
isolate, UR-2, were analyzed. ChIP-seq and CNV analyses showed that in the 
initial caffeine-resistant isolate (at 4 days +CAF) the ncRNA.394-cup1 
H3K9me2 island was present (Figure 5.2A, as shown previously in Chapter 3), 
and chromosome III copy number levels were indistinguishable from wild-type 
(Figure 5.2A). However, prolonged growth in the presence of caffeine for 3 
days (at 7 days +CAF) resulted in UR-2 cells exhibiting both the ncRNA.394-
cup1 H3K9me2 island and cds1 locus amplification (Figure 5.2A). 
Furthermore, acquisition of chromosome III CNVs correlated with a slightly 
stronger caffeine-resistant phenotype (Figure 5.2B). Thus, in UR-2 a 
heterochromatin island arose before amplification of the cds1 locus.  
To test whether the acquisition of cds1 locus amplification leads to 
heterochromatin not being required for resistance, clr4+ was deleted in initial 
and subsequent UR-2 samples and cells were challenged with caffeine. 
Deletion of clr4+ from the initial UR-2 isolate (at 4 days +CAF) resulted in loss 
of caffeine resistance in all transformants tested (6/6) (Figure 5.3). However, 
only half of the transformants (3/6 – transformants 1, 4 and 5) lost resistance 
to caffeine when clr4+ was deleted from UR-2 cells displaying amplification of 
the cds1 locus (at 7 days +CAF). In transformants that retained resistance after 
clr4+ removal (3/6 – transformants 2, 3 and 6) a higher number of cds1+ copies 
were present compared to clr4Δ transformants that lost resistance or to wild-
type cells (Figure 5.3). It was thus concluded that once amplification of the 
cds1 locus occurs heterochromatin is no longer required for caffeine 
resistance.  
Because isolates exhibiting both a heterochromatin island and cds1 locus 
amplification display unstable caffeine resistance (Table 5.1 and Chapter 3, 
Figure 3.3), causative epigenetic and genetic changes in these isolates are 
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expected to disappear following growth in the absence of caffeine. The 
ncRNA.394-cup1 ectopic heterochromatin island was previously shown to 
disassemble following growth in non-selective medium (Chapter 4, Figure 4.5). 
To test whether chromosome III CNVs are also reversible, UR-2 cells 
displaying both the ncRNA.394-cup1 H3K9me2 island and cds1 locus 
amplification (at 7 days +CAF) were grown in non-selective medium for 14 
days and then subjected to ChIP-seq and CNV analyses (Figure 5.4). Results 
confirmed that both events – the ncRNA.394 heterochromatin island and cds1 
locus amplification – are unstable and lost following growth in the absence of 




Figure 5.2. Epigenetic changes preceded genetic changes (CNVs) in the unstable 
caffeine-resistant isolate UR-2. A. H3K9me2 ChIP-seq enrichment at the ncRNA.394-cup1 
locus (left) and chromosome III coverage plots with overlaid segments (right) in UR-2 cells 
following prolonged growth on +CAF medium for 3 days (7 days +CAF). Location of cds1+ is 
highlighted in blue. Location of the centromere is highlighted in black. Wild-type ChIP-seq input 
data were used as the reference for CNV analysis. B. UR-2 cells frozen at different stages (4 
days +CAF and 7 days +CAF) were serially diluted and spotted on -CAF and +CAF plates to 
assess resistance to caffeine. 
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Figure 5.3. Cells displaying cds1 locus amplification exhibit caffeine resistance in the 
absence of heterochromatin. clr4+ (clr4Δ) or an unlinked intergenic region (controlΔ) were 
deleted in UR-2 cells (4 days +CAF) and UR-2 cells after prolonged growth on +CAF medium 
for 3 days (7 days +CAF). All (6/6) UR-2 (4 days +CAF) clr4Δ transformants lost resistance to 
caffeine whereas only 50% (3/6, transformants 1, 4 and 5) UR-2 (7 days +CAF) lost resistance 





Figure 5.4. Both the ncRNA.394-cup1 H3K9me2 island and cds1 locus amplification are 
unstable. H3K9me2 ChIP-seq enrichment at the ncRNA.394-cup1 locus (left) and 
chromosome III coverage plots with overlaid segments (right) in UR-2 cells following prolonged 
growth on non-selective medium for 14 days after prolonged growth on +CAF medium for 3 
days (7 days +CAF à 14 days -CAF). Location of cds1+ is highlighted in blue. Location of the 
centromere is highlighted in black. Wild-type ChIP-seq input data were used as the reference 
for CNV analysis. 
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5.2.3. Chromosome III CNVs correspond to extrachromosomal circular 
DNA   
The instability displayed by the amplified cds1 locus suggested that these 
CNVs may result from excision and formation of eccDNA, which can be rapidly 
accumulated and lost in eukaryotic cells (Libuda & Winston 2006; Wu et al. 
2019; Hull et al. 2019). eccDNAs are usually generated through a 
recombination even between homologous sites on the same chromosome 
(Carroll et al. 1988; Paulsen et al. 2018). Inspection of CNV plots revealed the 
presence of repetitive elements at junctions of putative eccDNA (5S 
rRNA.24/26 (403 kb apart) for UR-2 (at 7 days +CAF) and LTR3/27 (743 kb 
apart) for UR-4) (Figure 5.5).  
To test whether cds1 locus amplification corresponds to eccDNA, primer pairs 
specific for putative circle junctions were designed and PCR analysis 
performed using extracted genomic DNA from UR-2 (at 7 days +CAF) and UR-
4 isolates. Results confirmed the presence of eccDNA derived from 
chromosome III (Figure 5.5, experiment performed in collaboration with Dr. 
Alison Pidoux). These data indicate that repeat-mediated eccDNA generation 
provides a supplementary mechanism for the evolution of caffeine in fission 
yeast. 
5.3. Discussion 
In this chapter, the interplay between epigenetic and genetic changes in the 
evolution of caffeine resistance was investigated. CNV analysis indicated that 
12 of the 30 unstable caffeine-resistant isolates that displayed an ectopic 
heterochromatin island also contained overlapping regions of chromosome III 
at increased copy number (Figure 5.1 and Table 5.1). Chromosome III CNVs 
exhibited very diverse sizes, ranging from 80 kb (UR-5) to 1.4 mb (UR-15 and 
UR-25). In 11 of 12 isolates, the minimal region of overlap contains the cds1+ 
gene, known to drive caffeine resistance when overexpressed (Wang et al. 
1999). cds1+ encodes a protein kinase involved in the S-M (or replication) 




Figure 5.5. Chromosome III CNVs correspond to extrachromosomal circular DNA 
(eccDNA). Experiment performed in collaboration with Dr. Alison Pidoux. A-B. Junctions of 
putative extrachromosomal circles were identified at repetitive sequences by inspection of 
CNV plots for UR-2 (7 days +CAF) (A) and UR-4 (B). Positions of 5S rRNA.24 and 5S rRNA.26 
(pink arrows), LTR3 and LTR27 (green arrows) and flanking genes are indicated. PCR primers 
(half arrows) flanking 5S rRNA.24 (A (forward); B1,2 (reverse)) and 5S rRNA.26 (C1,2; D1,2) 
were used to amplify products from wild-type (wt) and UR-2 (7 days +CAF) ChIP input 
samples, along with primer combinations (C1,2; B1,2) specific for the putative circle junctions 
(vertical black lines). Primers flanking LTR3 (E; F1,2) and LTR27 (G1,2; H) were used to 
amplify products from wild-type and UR-4 ChIP input samples, along with primer combinations 
(G1,2; F1,2) specific for the putative circle junction. Shaded boxes indicate primer locations 
and predicted circle junctions (pink: 5S rRNA.24/26, green: LTR3/27). Positions of DNA 
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completed (Murakami & Okayama 1995). In wild-type cells, caffeine is known 
to override the S-M checkpoint, leading to septation in the absence of 
chromosome segregation and consequently cell death (Kumagai et al. 1998; 
Wang et al. 1999). Overexpression of cds1+ has been proposed to suppress 
the detrimental effects of caffeine by preventing cells entering into mitosis until 
S phase is finalised, thus allowing correct cell cycle progression in the 
presence of the drug (Wang et al. 1999). Notably, chromosome III CNVs 
detected in UR-5 do not include cds1+ (Figure 5.1). Because isolates were 
grown in non-selective medium prior to WGS and ChIP-seq experiments, it is 
possible that originally larger CNVs that included cds1+ underwent 
rearrangement during growth of UR-5 cells in the absence of selective 
pressure. Alternatively, overexpression of one or many of the genes located 
within the detected amplified region might be responsible for driving or 
boosting the caffeine-resistant phenotype of these cells. However, database 
examination of the 35 genes located in this amplified 80 kb domain did not 
uncover any obvious candidate for resistance. 
The initial UR-2 isolate, which only displayed a heterochromatin island at the 
ncRNA.394-cup1 locus, was found to acquire increased copies of the cds1 
locus following prolonged growth in the presence of caffeine for 3 days (at 7 
days +CAF), a change that correlated with a slight increase in caffeine 
resistance (Figure 5.2). Moreover, experiments performed on UR-2 cells 
frozen at the later time point (at 7 days +CAF) revealed that once amplification 
of the cds1 locus occurs, heterochromatin is not a requirement for caffeine 
resistance (Figure 5.3). Notably, growth of UR-2 cells exhibiting both the 
ncRNA.394-cup1 H3K9me2 island and cds1 locus amplification in -CAF 
medium resulted in the loss of both adaptive events (Figure 5.4), a result 
consistent with the unstable caffeine-resistant phenotype observed in isolates 
harbouring both of these changes. It was thus concluded that in the UR-2 
isolate, cds1 locus amplification represents a subsequent yet unstable genetic 
change that supplements the caffeine-resistant phenotype driven by the 
ncRNA.394-cup1 heterochromatin island. However, it is possible that these 
events are stochastic and occur in no fixed order. Refined screening strategies 
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in which isolates are examined at even earlier time points during the 
development of resistance would allow this hypothesis to be tested.  
Notably, experiments performed after exhaustive inspection of CNV profiles 
revealed that amplifications of the cds1 locus correspond to eccDNA 
generated through recombination between separate homologous repeats 
present on chromosome III (Figure 5.4). S. pombe has been shown to tolerate 
disomy for chromosome III (Niwa & Yanagida 1985; Niwa et al. 1986), and to 
stably maintain mini-chromosomes harbouring a functional centromere 
(Takahashi et al. 1992; Baum et al. 1994; Folco et al. 2008). However, the 
rapid loss of cds1 locus amplification following non-selective growth, the 
diverse range of copies observed in individual isolates, and the fact that only 
3 of the 12 observed CNV events harbour the centromere region of 
chromosome III, strongly suggest that eccDNAs are not maintained as 
additional chromosomes. Consistent with this hypothesis, S. cerevisiae 
eccDNAs have been shown to be generally acentric and to missegregate 
during cell division (Møller et al. 2015).  
Importantly, it has been reported that reintegration of eccDNA provides an 
efficient pathway for gene amplification, with stable chromosomal changes 
being known or predicted to have emerged through eccDNA intermediates 
(Beverley et al. 1984; Galeote et al. 2011; Demeke et al. 2015). 
Comprehensive inspection of unstable isolates upon extensive growth in the 
presence of caffeine (e.g. at 20 days +CAF) could reveal whether eccDNAs 
act as intermediates to permanent genetic changes consisting of stably 
integrated amplifications of the cds1 locus. 
Together, the results presented here support the idea that development of 
resistance is a multistep process in which a combination of distinct epigenetic 
and genetic events allows cells to adapt to the insult. In the next chapter, the 
mechanism by which ectopic heterochromatin-mediated epimutations are 
generated following exposure to caffeine will be explored.  
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Chapter 6: Exposure to caffeine induces 
heterochromatin plasticity through regulation of 
key anti-silencing factors 
6.1. Introduction 
In S. pombe, the putative H3K9 demethylase Epe1 has been shown to prevent 
the epigenetic inheritance of synthetic heterochromatin domains (Audergon et 
al. 2015; Ragunathan et al. 2015). Loss of this JmjC domain-containing 
protein, for which in vitro demethylase activity has yet to be reported, has also 
been demonstrated to result in ectopic heterochromatin formation at 
euchromatic loci, as well as in increased H3K9me levels at facultative 
heterochromatin islands (Zofall et al. 2012; Wang et al. 2015; Parsa et al. 
2018; Sorida et al. 2019). Thus, despite the lack of biochemical H3K9 
demethylase activity, all phenotypic analyses are consistent with the epe1+ 
gene encoding an H3K9 demethylase. Paradoxically, Epe1 localises to 
heterochromatin via interaction with the HP1-equivalent chromodomain 
protein Swi6 (Zofall & Grewal 2006; Trewick et al. 2007). Within constitutive 
heterochromatin domains, however, Epe1 is degraded through the action of 
the Cul4-Ddb1Cdt2 ubiquitin ligase, whose activity is limited to the interior of 
H3K9me domains and absent from their edges, thus restricting Epe1 activity 
to the boundaries of heterochromatin (Braun et al. 2011). Consistent with this 
idea, deletion of Epe1 leads to spreading of constitutive heterochromatin 
domains into neighbouring euchromatin (Zofall & Grewal 2006; Trewick et al. 
2007). 
In addition, the H3K14 acetyltransferase Mst2 has been reported to act in 
parallel to Epe1 to prevent the uncontrolled formation of heterochromatin 
(Wang et al. 2015). Indeed, cells lacking Mst2 exhibit increased H3K9me2 
levels at facultative heterochromatin islands (Wang et al. 2015). Moreover, the 
combined loss of Epe1 and Mst2 has been shown to result in widespread 
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ectopic heterochromatin assembly at euchromatic loci, leading to severe 
growth defects (Wang et al. 2015).  
Notably, 3 of the 6 distinctive ectopic heterochromatin domains detected in 
unstable caffeine-resistant isolates formed at loci previously described as 
facultative heterochromatin islands, which gain H3K9me2 in the absence of 
Epe1 (ncRNA.394-cup1, ppr4 and mbx2; islands 14, 4 and 16, respectively, in 
Zofall et al. 2012). Indeed, H3K9me2 ChIP analyses performed here, as well 
as in other studies (Wang et al. 2015; Sorida et al. 2019), failed to detect 
H3K9me2 at these loci in untreated wild-type cells. The formation of ectopic 
heterochromatin islands at these and other loci in unstable resistant isolates 
suggests that the function of key anti-silencing regulators might be impaired 
upon caffeine treatment. In this chapter, I investigated the mechanism by 
which ectopic heterochromatin islands are generated following exposure to 
caffeine. 
6.2. Results 
6.2.1. Dynamic heterochromatin redistribution following short exposure 
to caffeine in wild-type cells 
To investigate the dynamics of heterochromatin island formation in response 
to caffeine, wild-type cells were exposed to low (7 mM) or medium (14 mM) 
doses of caffeine for 18 hours. Cells in low caffeine accomplished ~8 
doublings, whereas only ~3 population doublings occurred in medium caffeine 
(Figure 6.1). ChIP-seq for H3K9me2 detected the formation of several 
heterochromatin islands following exposure to low caffeine (Figure 6.2, top and 
6.3). These caffeine-induced islands represent a subgroup of those known to 
accumulate H3K9me2 in the absence of Epe1 (facultative heterochromatin 
islands) (Zofall et al. 2012; Wang et al. 2015; Sorida et al. 2019), including 
ncRNA.394-cup1 (Figure 6.2, top and 6.3), but did not overlap with the 
H3K9me2-heterochromatin domains that accumulate in the absence of 
nuclear exosome function (Yamanaka et al. 2013) or when cells are grown at 
18°C (Gallagher et al. 2018) (Figure 6.3 – for a full list of genes and genomic 
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coordinates see Appendix V). Remarkably, following treatment with medium 
doses of caffeine, ectopic heterochromatin was restricted to ncRNA.394-cup1, 
and H3K9me2 levels at this locus were approximately four-fold greater after 
exposure to medium compared to low caffeine (Figure 6.2, bottom, 6.3 and 
6.4). Together these data suggest that, when exposed to near-lethal doses of 
caffeine (medium, 14 mM), wild-type cells can rapidly develop resistance by 
forming heterochromatin at a locus (ncRNA.394-cup1) that confers resistance 
when silenced. 
To determine if, in addition to caffeine, other insults also induce 
heterochromatin island formation, wild-type cells were exposed to oxidative 
stress by addition of hydrogen peroxide (1 mM) for 18 hours. ChIP-seq for 
H3K9me2 revealed the presence of heterochromatin islands at similar 
locations to those observed in low caffeine treatment, albeit H3K9me2 levels 
were lower (Figure 6.3 and 6.5). 
 
 
Figure 6.1. Growth of cells in caffeine. Wild-type cells were grown in the presence of 
low (7 mM) or medium (14 mM) doses of caffeine for 18 hours. Cell number was counted 
every 6 hours. Note that a larger inoculum was used for 14 mM caffeine culture in order 
to obtain the same final number of cells. Data are mean ± s.d. from three biological 



































Figure 6.2. Dynamic heterochromatin redistribution following short exposure to 
caffeine in wild-type cells. H3K9me2 ChIP-seq enrichment at ncRNA.394-cup1 and mcp7 
loci following 18 hr exposure to low (7 mM, top) or medium (14 mM, bottom) concentrations of 
caffeine. Data are represented as relative fold enrichment over input and compared to levels 
in untreated wild-type cells. Relevant genes within and flanking ectopic heterochromatin 
islands are indicated. Red arrows indicate essential genes. H3K9me2 enrichment on 
pericentromeric dgI/dhI repeats (cen1L) of chromosome I shown as control (note different 
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Figure 6.3. The heterochromatin profile of wild-type cells treated with low caffeine 
resembles that of untreated cells lacking Epe1. A-B. H3K9me2 ChIP-seq enrichment at 
previously-detected facultative heterochromatin loci (described in Zofall et al 2012 (A and B), 
Yamanaka et al 2013 (A), Wang et al 2015 (A), Sorida et al 2019 (A) and Gallagher et al 2019 
(A)), in wild-type (wt) cells treated with caffeine (low dose, 7 mM or medium dose, 14 mM) or 
low dose of H2O2 (1 mM), compared to untreated epe1Δ and wt cells. Data are represented 
as relative fold enrichment over input. A subset of facultative heterochromatin islands detected 
in untreated epe1Δ cells (Zofall et al 2012, Wang et al 2015 and Sorida et al 2019) was 
detected in low caffeine-treated wild-type cells. Asterisks in B indicate loci with similar 
H3K9me2 patterns in low caffeine-treated wild-type cells and untreated epe1Δ cells, but not 
untreated wild-type cells. Facultative heterochromatin loci formed in the absence of the 
exosome (Yamanaka et al 2013) or in wild-type cells grown at 18°C (Gallagher et al 2019) 
were not detected in wild-type cells treated with caffeine (low dose, 7 mM or medium dose, 14 
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Figure 6.4. H3K9me2 accumulates at the ncRNA.394-cup1 locus upon caffeine 
treatment. Quantitative ChIP (qChIP) of H3K9me2 levels on ncRNA.394 in wild-type cells 
following 18 hr exposure to low (7 mM) or medium (14 mM) doses of caffeine. H3K9me2 levels 







Figure 6.5. Dynamic heterochromatin redistribution following short exposure to 
hydrogen peroxide in wild-type cells. H3K9me2 ChIP-seq enrichment at ncRNA.394-cup1 
and mcp7 loci following 18 hr exposure to a low concentration of H2O2 (1 mM). Data are 
represented as relative fold enrichment over input and compared to levels in untreated wild-
type cells. Relevant genes within and flanking ectopic heterochromatin islands are indicated. 
Red arrows indicate essential genes. H3K9me2 enrichment on pericentromeric dgI/dhI 
repeats (cen1L) of chromosome I shown as control (note different scales). See Figure 6.3 for 
























































6.2.2. The phenotype of wild-type cells treated with low caffeine 
resembles that of untreated cells lacking Epe1 
The heterochromatin profile of wild-type cells treated with low caffeine partially 
resembles that of untreated cells lacking Epe1 (epe1Δ) (Figure 6.3B – 
assessed by visual inspection). It is possible that caffeine treatment might 
negatively regulate Epe1, thereby allowing ectopic heterochromatin islands to 
form in wild-type cells. TetR-Clr4*-mediated synthetic heterochromatin can be 
transmitted through cell division upon release of TetR-Clr4* from tetO binding 
sites only in the absence of Epe1 (Audergon et al. 2015; Ragunathan et al. 
2015). To further test if caffeine treatment results in an epe1Δ-like phenotype, 
wild-type cells were treated with low caffeine and TetR-Clr4* was released 
from tetO binding sites placed upstream of ura4+ (Figure 6.6, experiment 
performed in collaboration with Dr. Manu Shukla). qChIP for H3K9me2 showed 
that, like epe1Δ, caffeine treatment allowed synthetic heterochromatin 
retention at the tethering site for longer compared to untreated cells (Figure 
6.6). These data strongly suggest that caffeine negatively regulates Epe1.  
 
 
Figure 6.6. Caffeine treatment leads to prolonged retention of synthetic 
heterochromatin upon release of tethered Clr4 methyltransferase in wild-type cells. 
Experiment performed in collaboration with Dr. Manu Shukla. Quantitative chromatin 
immunoprecipitation (qChIP) of H3K9me2 levels on 4xtetO-ura4+ before and after TetR-Clr4* 
release in wild-type (wt) cells untreated or treated with low caffeine (7 mM). epe1Δ cells were 
used as positive control. Dumbbell indicates oligonucleotides used. H3K9me2 levels were 



































6.2.3. Caffeine down-regulates Epe1 post-transcriptionally 
To investigate whether caffeine treatment leads to reduced epe1+ transcripts, 
wild-type cells were exposed to low caffeine (7 mM) for 18 hours and genome-
wide transcriptome analysis (total RNA-seq) was performed. epe1+ RNA levels 
were found not to be significantly altered by caffeine treatment (Figure 6.7). 
Similarly, transcript levels of genes encoding the anti-silencing histone 
acetyltransferase Mst2 or components of the Clr4 H3K9 methyltransferase 
CLRC complex were not substantially changed (Figure 6.7). To test if caffeine 
down-regulates Epe1 at the post-transcriptional level, cells harbouring 3x-
FLAG-tagged Epe1 were subjected to western analysis after low caffeine 
treatment for 18 hours. Results revealed a 33% decrease in FLAG-Epe1 levels 
following exposure to caffeine (Figure 6.8, experiment performed in 
collaboration with Dr. Imtiyaz Yaseen). In addition, qChIP analysis of Epe1-
GFP indicated that Epe1 association with various constitutive heterochromatin 
locations was reduced upon caffeine treatment (Figure 6.9). 
 
 
Figure 6.7. epe1+ RNA levels do not change upon caffeine treatment. Total RNA-seq of 
wild-type cells treated with low caffeine (7 mM). Components of the CLRC complex (clr4+, 












































Figure 6.8. Epe1 protein levels decrease following caffeine treatment. Experiment 
performed in collaboration with Dr. Imtiyaz Yaseen. Left. Western analysis of 3xFLAG-Epe1 
(expressed from its endogenous locus) before and after caffeine treatment (low concentration, 
7 mM). Loading control: α-tubulin. Right. Quantification of 3xFLAG-Epe1 protein levels 






Figure 6.9. Epe1 loses association with chromatin upon caffeine treatment. qChIP 
analysis of Epe1-GFP levels at centromere 1 (dg repeats: cen-dg; outer boundary: cen-IRC), 
and at subtelomeric tlh2 locus in wild-type cells treated with no, low (7 mM) or medium (14 
mM) concentrations of caffeine. Dumbbells indicate oligonucleotides used. Epe1-GFP levels 































































Taken together, these data suggest that down-regulation of the protein levels 
of the likely H3K9 demethylase Epe1 plays a critical role in the response to 
external insults by allowing the formation of adaptive ectopic H3K9me-
heterochromatin islands that, in turn, reduce expression of underlying genes 
to confer resistance. To further test this idea, epe1Δ cells were exposed to the 
lethal concentration of caffeine used previously to screen for unstable caffeine-
resistant isolates (Chapter 3, Figure 3.2, +CAF medium). Consistent with the 
hypothesis above, epe1Δ cells were found to form more resistant colonies in 
the presence of caffeine than wild-type cells (Figure 6.10).  
 
 
Figure 6.10. epe1Δ cells display increased resistance to caffeine. Left. Schematic of 
experiment. Wild-type (wt) and epe1Δ cells were plated on +CAF media (105 cells per plate, 
40 plates per strain). Caffeine-resistant colonies were counted after 7 days. Right. epe1Δ cells 
forms more caffeine-resistant colonies than wild-type cells. Horizontal bars are mean from 
forty technical replicates. P value from a two-tailed Student’s t-test is indicated. 
 
6.2.4. Exposure to caffeine results in production of a shortened version 
of the anti-silencing factor Mst2 
Although exposure to caffeine down-regulates Epe1 protein levels, higher 
levels of H3K9me2 accumulate at heterochromatin islands in the presence of 

































levels alone cannot account for the high levels of H3K9me2 observed at 
islands in the presence of caffeine. The histone acetyltransferase Mst2 has 
been shown to act synergistically with Epe1 to prevent heterochromatin island 
formation (Wang et al. 2015). Therefore, loss of function or decreased protein 
levels of Mst2 upon caffeine treatment could potentially explain the high 
H3K9me2 levels observed at islands. 
Total mst2+ transcript levels were not significantly altered upon caffeine 
treatment (Figure 6.7). However, detailed inspection of RNA-seq data revealed 
a potential change in the transcription start site (TSS) of mst2+ following 
exposure to caffeine (Figure 6.11A). Notably, this alternative TSS has 
previously been detected upon exposure of fission yeast to other stresses 
(H2O2, heat shock and nitrogen starvation) (Thodberg et al. 2019). Indeed, 
western analysis of Mst2-13xMyc revealed the production of a shorter Mst2 
protein (52 kDa rather than 62 kDa) upon exposure to caffeine (Figure 6.11B, 
experiment performed by Dr. Imtiyaz Yaseen). Importantly, this caffeine-
induced shortened Mst2 isoform harbours a truncated MYST zinc finger 
domain, known to be required for S. cerevisiae Esa1 acetyltransferase activity 
(Yan et al. 2000). Thus, it is possible that this shortened version of Mst2 is 
unable to prevent heterochromatin island formation and, in combination with 
reduced Epe1 levels, allows accumulation of higher H3K9me2 levels at islands 
than that observed in untreated epe1Δ cells.  
6.3. Discussion 
In this chapter, the mechanism through which adaptive ectopic 
heterochromatin-mediated epimutations are generated upon exposure to 
caffeine was investigated. Treating wild-type cells with a low dose of caffeine 
overnight did not impact cell growth (Figure 6.1) yet resulted in the 
accumulation of H3K9me2 at diverse loci across the genome (Figure 6.2 and 
6.3). These data indicate that although low caffeine treatment does not exert 
selective pressure on the cell population, it induces a plastic response leading 
to H3K9me2 accumulation at heterochromatin-prone loci, albeit at levels 
unlikely to have a phenotypic impact. Conversely, exposure to a near-lethal  
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Figure 6.11. A shortened version of the anti-silencing factor Mst2 is produced upon 
exposure to caffeine. A. Total RNA-seq for mst2 (left) and gcn5 (as HAT control, right) of 
untreated wild-type cells (top) or wild-type cells treated with medium caffeine concentration 
(14 mM) (bottom). Diagrams illustrate mst2 and gcn5 transcripts and predicted protein 
domains. Reads are normalized to RPKM. Red dashed lines indicate the region of full length 
mst2 transcript absent in the short isoform. The MYST zinc finger (ZnF) domain required for 
acetyltransferase activity (Yan et al. 2000) is truncated in the short isoform of Mst2. The 
alternative TSS potentially utilised for mst2 in caffeine conditions was previously annotated 
(Thodberg et al. 2019). B. Experiment performed by Dr. Imtiyaz Yaseen. Western analysis of 
Mst2-13xMyc (left) and Gcn5-13xMyc (as HAT control, right) before and after caffeine 
treatment (medium concentration, 14 mM). Tagged proteins are expressed from their 
endogenous loci. Loading controls: left, Bip1; right, Cdc11. A-B. gcn5 transcript and predicted 
protein are not altered upon exposure to caffeine. 
 
(medium) dose of caffeine impaired the growth of wild-type cells (Figure 6.1), 
and resulted in the almost exclusive, dramatic accumulation of H3K9me2 at 
the ncRNA.394-cup1 locus (Figure 6.2, 6.3 and 6.4). These data suggest that 
exposure to a toxic dose of caffeine initiates a selection process during which 
only cells harbouring an adaptive change that confers a fitness advantage – 
ectopic heterochromatin island formation over ncRNA.394-cup1 – can 
prosper. Taken together, these results demonstrate that the ncRNA.394-cup1 
ectopic heterochromatin island is the predominant epimutation acquired 
following near-lethal or, as observed in unstable caffeine-resistant isolates, 
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ncRNA.394-cup1 has been shown to depend on Taz1 (Zofall et al. 2016). 
Moreover, H3K9me2 accumulation at other Taz1-dependent facultative 
heterochromatin islands was proposed to require canonical Taz1 DNA-binding 
sequences, which can be found downstream of ncRNA.394 (Zofall et al. 2016). 
Future experiments in which taz1Δ cells or strains harbouring deletions of 
Taz1-binding sequences at ncRNA.394 are exposed to low and medium doses 
of caffeine will reveal whether Taz1 binding is required for adaptive 
heterochromatin island formation at this locus.  
Note that the results presented here correspond to experiments performed at 
the population level. Therefore, it is not possible to discern if following low 
caffeine treatment all cells in the population assemble moderate levels of 
H3K9me2 at all the detected islands, or on the contrary distinct cell 
subpopulations accumulate high H3K9me2 levels at individual loci. Moreover, 
it is conceivable that many if not all of the observed caffeine-induced 
heterochromatin islands originate from low H3K9me2 levels already present 
at loci in a small fraction of untreated wild-type cells. Further investigation 
using suitable reporters coupled to single-cell technologies would allow testing 
of these hypotheses. 
Exposing wild-type cells to a low dose of hydrogen peroxide caused the 
formation of ectopic heterochromatin at similar locations to those observed in 
low caffeine treatment, including ncRNA.394-cup1 (Figure 6.3 and 6.5). 
However, H3K9me2 levels detected at heterochromatin islands following 
H2O2-induced oxidative stress were markedly lower compared to those after 
caffeine treatment. This difference could be due to distinct biological 
responses upon exposure to different stresses, but also to technical limitations 
related to the known instability of H2O2 (NCBI PubChem for CID-784, 2020). 
Notably, lower levels of H3K9me2 were observed at centromeres upon H2O2 
treatment compared to untreated cells (shown for cen1L in Figure 6.5). This 
effect was not observed at other constitutive heterochromatin loci and may be 
explained by H2O2-specific regulation of limiting heterochromatin factors at 
centromeric repeats. 
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Low caffeine treatment resulted in an epe1Δ-like heterochromatin profile 
(Figure 6.2 and 6.3) but also in the prolonged retention of synthetic 
heterochromatin upon release of TetR-Clr4* from tetO sites at the neutral ura4 
locus (Figure 6.6). epe1+ RNA levels were unaffected by caffeine (Figure 6.7). 
However, caffeine treatment resulted in a 33% reduction in FLAG-Epe1 protein 
levels and reduced association of Epe1-GFP with various heterochromatin loci 
(Figure 6.8 and 6.9), indicating that caffeine negatively regulates Epe1 at the 
post-transcriptional level. Furthermore, cells lacking Epe1 formed more 
caffeine-resistant colonies than wild-type cells on +CAF medium (Figure 6.10), 
demonstrating that loss of Epe1 alone is sufficient to increase the proportion 
of survivors upon lethal caffeine exposure. Unexpectedly, analyses presented 
here revealed that caffeine also regulates the anti-silencing factor Mst2, known 
to act in parallel to Epe1 to prevent the ectopic formation of heterochromatin 
(Wang et al. 2015). Interestingly, unlike the post-transcriptional regulative 
effect described for Epe1, caffeine exposure was found to trigger the 
production of a shortened, truncated version of Mst2 lacking part of its 
conserved MYST zinc finger domain (Figure 6.11). Although the functionality 
of this shorter Mst2 isoform remains to be determined, these results may 
explain the increased H3K9me2 levels observed at heterochromatin islands in 
low caffeine-treated wild-type cells compared to untreated epe1Δ cells (Figure 
6.3). Thus, caffeine treatment of wild-type cells, both by lowering Epe1 levels 
and probably by disabling Mst2, allows the generation of adaptive 
heterochromatin islands with the potential to ultimately drive resistance. 
Post-transcriptional and transcriptional effects observed here for Epe1 and 
Mst2, respectively, might be the downstream consequence of activation of 
known or still uncharacterized signalling pathways upon caffeine exposure. 
Components of the Sty1 and Pmk1 MAPK stress pathways are required for S. 
pombe tolerance to caffeine, and hyperactivation of either pathway has been 
shown to result in caffeine resistance (Calvo et al. 2009; see section 1.4.1.3 in 
Chapter 1 for an overview). The downstream target of the Sty1 and Pmk1 
pathways is the transcription factor Atf1, activation of which is known to trigger 
a transcriptional stress response (Shiozaki & Russell 1996; Wilkinson et al. 
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1996). It is possible that caffeine-induced signalling cascades involving these 
MAPK pathways could cause the phosphorylation and subsequent poly-
ubiquitylation-mediated degradation of Epe1, in a process similar to that 
described in other systems (Wu et al. 2006; Hunter 2007). Consistent with this 
idea, exposure to caffeine is known to activate the Sty1 kinase, leading to 
phosphorylation of Atf1, but also other cellular targets (Calvo et al. 2009; 
Papadakis & Workman 2015). Furthermore, poly-ubiquitylation-mediated 
degradation of Epe1 has been already reported to occur within constitutive 
heterochromatin domains through the action of the Cul4-Ddb1Cdt2 E3 complex 
(Braun et al. 2011), yet whether this mechanism requires Epe1 
phosphorylation is unknown. Further experiments using mutants defective in 
the above-mentioned signalling cascades might reveal if these general 
pathways are directly involved in the regulatory mechanism that leads to 
reduced Epe1 protein levels upon caffeine exposure. 
In addition to the transcriptional stress response triggered by Sty1- or Pmk1-
mediated Atf1 activation, caffeine tolerance in wild-type cells has also been 
shown to require a specific gene expression program induced by the Pap1 
transcription factor (Calvo et al. 2009; see section 1.4.1.3 in Chapter 1 for an 
overview). Indeed, overexpression or constitutive nuclear accumulation of 
Pap1 leads to caffeine resistance (Arioka et al. 1998; Castillo et al. 2003). The 
truncated Mst2 isoform observed after caffeine treatment appears to be 
produced through the use of an alternative TSS previously detected upon 
exposure to other stresses (Thodberg et al. 2019). It is possible that production 
of this Mst2 isoform might depend on binding of Atf1 or Pap1 to recognition 
sites within the coding sequence of mst2+ upon caffeine treatment. However, 
preliminary inspection of the region immediately upstream of the alternative 
TSS in mst2+ did not identify any of the consensus binding sequences for Atf1 
or Pap1. Nevertheless, genome-wide or mst2+-specific ChIP profiling 
experiments for Atf1 and Pap1 might reveal whether these factors are directly 
involved in the production of a shorter mst2+ transcript. In addition, rapid 
amplification of cDNA ends (RACE) or cap analysis of gene expression 
(CAGE) experiments would confirm whether this truncated version of Mst2 is 
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indeed produced through the use of an alternative TSS upon caffeine 
treatment, as observed after exposure to other stresses (Thodberg et al. 
2019). 
Together, the findings presented in this chapter reveal an adaptive epigenetic 
response following exposure to caffeine that promotes phenotypic plasticity, 
and suggest that stress-response pathways may regulate activities that 
modulate heterochromatin formation, thereby ensuring cell survival in 

















Chapter 7: Discussion 
7.1. An adaptive epigenetic response mediated by heterochromatin gene 
silencing upon exposure to a lethal insult 
Epigenetic changes have been proposed to drive rapid phenotypic adaptation 
to fluctuating and challenging environments (Richards 2006; Heard & 
Martienssen 2014; Cavalli & Heard 2019). Indeed, epimutations, defined here 
as changes in gene expression that are independent of alterations in DNA 
sequence (Jeggo & Holliday 1986; Oey & Whitelaw 2014), have been 
predicted to mediate the formation of adaptive phenotypes before stable 
genetic changes do (Klironomos et al. 2013; Kronholm & Collins 2015). 
However, even though it has been extensively demonstrated that epigenetic 
variation exists in nature (Cubas et al. 1999; Jacobsen 1997; Morgan et al. 
1999), and that it can respond to the environment and be inherited (Seong et 
al. 2011; Wibowo et al. 2016; Klosin et al. 2017), few convincing examples of 
real adaptive potential have been reported, and most of these are linked to the 
formation of small RNAs (Rechavi et al. 2011; Rechavi et al. 2014; Calo et al. 
2014). In addition, although not usually considered in conventional definitions 
of epigenetics because they entail alterations in protein folding rather than 
changes in gene expression, prions have also been shown to reversibly drive 
phenotypic change. In fact, prion-based misfolded proteins possess the ability 
to robustly self-propagate and have been demonstrated to link environmental 
extremes with the acquisition and inheritance of new traits (Alberti et al. 2009; 
Jarosz, Brown et al. 2014; Jarosz, Lancaster et al. 2014; Harvey et al. 2020).  
Thus, while advantageous phenotypic responses mediated by small RNAs or 
prions have been described previously, whether epigenetic changes at the 
chromatin level are also able to drive the formation of adaptive phenotypes 
has remained a long-standing question in the field (Wang et al. 2016; Allis & 
Jenuwein 2016; Sorida & Murakami 2020). Over recent years, however, a 
growing body of evidence has suggested that the generation of ectopic 
heterochromatin islands could provide a means of survival upon exposure to 
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external insults. The formation of bona fide heterochromatin domains, 
characterized by the presence of H3K9 methylation, leads to the acquisition of 
a repressed chromatin state and the transcriptional silencing of underlying 
genes (Rea et al. 2000; Bannister et al. 2001; Lachner et al. 2001; Nakayama 
et al. 2001). However, heterochromatin regions are highly dynamic structures, 
as illustrated by the existence of facultative heterochromatin domains 
packaged into a repressed state only in response to differentiation signals or 
environmental cues (Trojer & Reinberg 2007). It is important to mention that 
although H3K27me is widely considered the most prominent hallmark of 
facultative heterochromatin (Trojer & Reinberg 2007), H3K9me can also be 
found within these transiently repressive domains (Heard et al. 2001; Bastow 
et al. 2004). Moreover, facultative heterochromatin can also be exclusively 
mediated by H3K9me, as shown for cell type-specific chromatin domains in 
mammalian cells (Wen et al. 2009; Hawkins et al. 2010; Soufi et al. 2012; Zhu 
et al. 2013; Becker et al. 2016), or meiotic loci in fission yeast (Zofall et al. 
2012).  
Notably, H3K9me is an epigenetic mark that can be propagated through a 
reader-writer coupling mechanism, but only in cells lacking Epe1 (Audergon et 
al. 2015; Ragunathan et al. 2015), a likely H3K9 demethylase also shown to 
prevent the formation of ectopic heterochromatin at euchromatic loci (Trewick 
et al. 2007; Zofall et al. 2012; Wang et al. 2015; Parsa et al. 2018; Sorida et 
al. 2019). Together, these studies suggest that if the levels, location or function 
of key heterochromatin regulators were naturally modulated in wild-type cells, 
heterochromatin heritability might be employed to generate adaptive 
epimutations that ensure cell survival upon exposure to external insults. 
In this thesis, I investigated whether wild-type fission yeast cells can form 
ectopic heterochromatin-mediated epimutations that drive resistance to a 
lethal insult. The purine analogue caffeine, a potent inhibitor of cAMP 
phosphodiesterase (Butcher & Sutherland 1962), was selected for this project 
because deletion of many S. pombe genes with a variety of cellular roles has 
been shown to confer caffeine resistance (Calvo et al. 2009). Since 
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heterochromatin silencing is expected to mimic the effect of null mutants, the 
comprehensive genome-wide deletion study performed by Calvo et al. (2009) 
provided an invaluable resource at the outset of this study. In addition, the 
molecular mechanisms that lead to the acquisition of caffeine resistance 
following mutation or loss of several genes have been well described (Benkö 
et al. 1997; Benkö et al. 1998; Benkö et al. 2004; Castillo et al. 2003), allowing 
the functional consequences of potential gene silencing events to be 
understood. 
Chapter 3 described the identification of heterochromatin-dependent S. pombe 
epimutants resistant to the lowest dose of caffeine shown to inhibit the growth 
of wild-type cells. Indeed, caffeine concentration was kept to the minimum, 
approximately half of the dose previously used to screen for genetic caffeine-
resistant mutants (Benkö et al. 1997), to maximize the chances of obtaining 
epimutations. Potential caffeine-resistant epimutants were identified based on 
their unstable phenotype, denoted by the loss of caffeine resistance after 14 
days (approximately 140 cell divisions) of growth on non-selective medium. 
Note that the percentage of unstable caffeine-resistant isolates obtained (23%) 
was probably underestimated due to the strict selection criteria used, which 
also would explain the high (64%) percentage of isolates classified as 
‘unclear’. Because not all resistant isolates could be further analysed due to 
time and logistical constraints, only those exhibiting a clear resistance 
phenotype were selected. However, frozen stocks of all resistant isolates have 
been preserved, and thus unclear isolates could be subjected to further 
analyses to determine whether they can be ultimately classified as unstable or 
stable. 
Importantly, deletion of clr4+, encoding the only S. pombe H3K9 
methyltransferase (Ivanova et al. 1998; Rea et al. 2000; Cam et al. 2005), 
resulted in loss of caffeine resistance in unstable, but not stable isolates, 
indicating that the caffeine-resistant phenotype of unstable isolates requires 
heterochromatin. clr4+ deletions described here were carried out following a 
standard gene knock-out protocol, which proved to be an inefficient and non-
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ideal method for this project as it entailed growing unstable isolates in the 
absence of caffeine for approximately 7 days. CRISPR/Cas9-mediated gene 
deletion using the SpEDIT system developed as part of this thesis does not 
constitute a more convenient alternative, as it would also require cells to be 
grown in non-selective conditions for a similar period of time. A plausible 
solution to this issue would be the implementation of a novel strategy by which 
rapid and controllable deletion of endogenous clr4+ is achieved through 
recombination of flanking loxP sites after expression of a Cre-recombinase 
enzyme (Hamilton & Abremski 1984; Werler et al. 2003). Alternatively, 
inducible and swift Clr4 protein degradation could be attained by the use of an 
auxin-inducible depletion system (Kanke et al. 2011). These potential 
strategies would allow testing for heterochromatin dependence simultaneously 
in many unstable drug-resistant isolates and thus accelerating the 
identification of potential epimutants. Nevertheless, implementation of either 
strategy would require the comprehensive examination of heterochromatin 
integrity and dynamics in such genetic backgrounds to ensure that strains 
harbouring such manipulations are indistinguishable from wild-type.  
Notably, while WGS analysis of a stable isolate uncovered a mutation in pap1+ 
responsible for its caffeine-resistant phenotype, no mutations in genes known 
to cause caffeine resistance or to affect heterochromatin regulation were 
detected in any of the 30 unstable isolates examined. Moreover, the 
generation of DNA changes detected in 4 of 30 unstable isolates (Clr5-
Q264STOP and Meu27-S100Y) in wild-type cells was shown to have no 
impact on the acquisition of caffeine resistance, nor to cause alterations of the 
heterochromatin profile. It is important to mention that other even rarer genetic 
changes (SNPs and indels) found in unstable isolates (described in Chapter 
3, Table 3.1) were not investigated and thus a role of these a priori negligible 
genetic changes cannot be absolutely excluded. In addition, even though 
numerous genetic mutations that result in caffeine resistance have already 
been described (Benkö et al. 1998; Calvo et al. 2009), WGS analysis of 
additional stable isolates identified here might uncover novel alleles that drive 
a caffeine-resistant phenotype. 
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Genome-wide H3K9me2 profiling revealed the presence of ectopic 
heterochromatin islands in all 30 unstable caffeine-resistant isolates analysed. 
Ectopic islands of heterochromatin were detected at 6 distinct loci (hba1, 
ncRNA.394-cup1, ppr4, grt1, fio1 and mbx2), with reduction in transcript levels 
of genes coated in ectopic H3K9me2. The assembly of an ectopic 
heterochromatin island over hba1+, a gene known to confer caffeine resistance 
when deleted (Castillo et al. 2003), strongly suggested that ectopic 
heterochromatin islands formed in unstable isolates might be adaptive. 
Indeed, experiments presented in Chapter 4 demonstrated that synthetic 
heterochromatin tethering at the hba1, ncRNA.394-cup1 or mbx2 loci was 
sufficient to confer caffeine resistance in wild-type cells.  
Notably, although synthetic heterochromatin tethering at ncRNA.394-cup1 
induced caffeine resistance, and 80% of unstable isolates displayed an ectopic 
heterochromatin island at this locus, none of the genes located within the 
ncRNA.394-cup1 island had previously been implicated in caffeine resistance. 
Nevertheless, exhaustive functional dissection of this locus revealed that 
transcriptional down-regulation or LYR-domain mutation of the previously-
uncharacterized gene cup1+ (SPBC17G9.13c+), encoding an essential 
mitochondrial protein, is sufficient to render wild-type cells resistant to caffeine. 
Note that the mechanism by which the reduction or mutation of Cup1 causes 
caffeine resistance remains to be uncovered. As proposed in Chapter 4, it is 
possible that defects in or reduction of Cup1 function might lead to 
mitochondrial deficiencies that could ultimately feed into and activate the Pap1 
pathway, a mechanism previously shown to drive caffeine resistance (Benkö 
et al. 1998; Kudo et al. 1999; Castillo et al. 2003; Benkö et al. 2004). 
Interestingly, these findings suggest that other still uncharacterized essential 
genes whose transcriptional silencing confers drug resistance might exist. 
Since the function of such genes cannot be studied by simply deleting their 
coding sequence, the strategies presented here might allow the identification 
of additional loci at which epimutations confer resistance. 
 164 
Further investigation will determine which gene at the mbx2 locus drives 
caffeine resistance when silenced. Synthetic heterochromatin tethering 
immediately upstream of mbx2+ led to wild-type cells displaying a caffeine-
resistant phenotype, albeit resistance levels were reduced compared to those 
observed following tethering at two other loci. Therefore, the mbx2+ MADS-
box transcription factor, known to bind and activate the expression of several 
cellular targets (Matsuzawa et al. 2012; Kwon et al. 2012), constitutes the main 
candidate gene at this region. Furthermore, synthetic heterochromatin 
tethering at the ppr4, grt1, or fio1 locus will allow testing whether 
heterochromatin formation at these loci is also sufficient to confer caffeine 
resistance in wild-type cells. Due to the large heterochromatin island size (60 
kb) formed over the grt1 locus, a modified TetR-Clr4*-based tethering strategy 
might be required. Insertion of multiple 4xtetO cassettes at different locations 
within this locus or, alternatively, generation of larger tetO arrays similar to 
those previously described (10xtetO, Ragunathan et al. 2015) might allow the 
establishment of a large synthetic heterochromatin island that mimics that 
observed in natural conditions. Subsequently, a knock-out approach would 
allow the identification of specific genes responsible for resistance within these 
regions, as previously carried out for the hba1 and ncRNA.394-cup1 loci.  
Taken together, the data presented in Chapters 3 and 4 demonstrate that 
ectopic heterochromatin-mediated epimutations that drive caffeine resistance 
can arise in wild-type fission yeast cells (Figure 7.1). As S. pombe lacks DNA 
methylation (Antequera et al. 1984; Wilkinson et al. 1995; Capuano et al. 
2014), as well as PRC2-deposited H3K27me (Shaver et al. 2010; Dumesic et 
al. 2015), these epigenetic marks cannot be responsible for the epimutations 
described here. Instead, analyses performed in Chapters 3 and 4 indicate that 
these adaptive epimutations are transmitted in wild-type cells by the 
previously-identified Clr4/H3K9me reader-writer coupling mechanism (Zhang 
et al. 2008; Audergon et al. 2015; Ragunathan et al. 2015). 
These findings might explain a phenomenon often experienced yet seldomly 
reported during phenotypic screens; the emergence of eccentric isolates that 
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lose resistance to a given drug once removed from selective medium (Stone 
et al. 2019). Indeed, phenotypic screens are generally very stringent and only 
the strongest mutants are retained for further investigation. Here, by applying 
the minimum inhibitory concentration of a drug that is at the threshold of 
preventing the growth of most cells, unstable isolates were purposely sought 
and further characterized. Such a strategy uncovered an adaptive epigenetic 
response mediated by heterochromatin gene silencing upon exposure to a 
lethal insult (Figure 7.1). 
 
 
Figure 7.1. An adaptive epigenetic response mediated by heterochromatin gene 
silencing upon exposure to a lethal insult. Model. Resistant isolates arise following 
exposure to a lethal insult. Resistance could be mediated by permanent, DNA-based changes 
(resistant mutants) or reversible, heterochromatin-based epimutations (resistant epimutants). 
Upon insult removal, resistant epimutants can revert to wild-type (sensitive phenotype) by 
disassembling ectopic islands of heterochromatin, whereas resistant mutants continue 
displaying the mutant phenotype due to the genetic nature of DNA mutations.  
 
7.2. Interplay between epigenetic and genetic changes in the evolution 
of drug resistance 
Analyses presented in Chapter 5 revealed that 40% of unstable isolates, in 
addition to an ectopic heterochromatin island assembled over euchromatic 
loci, also harboured overlapping regions of chromosome III at increased copy 
number. Notably, most chromosome III CNVs include cds1+, a gene shown to 
confer caffeine resistance when overexpressed (Wang et al. 1999), suggesting 
that amplification of the cds1 locus might contribute to the caffeine-resistant 




















chromosome III CNVs at its initial stage (at 4 days +CAF) was found to acquire 
cds1 locus amplification following prolonged growth in the presence of caffeine 
for 3 days (at 7 days +CAF). Importantly, once amplification of the cds1 locus 
arose, heterochromatin was no longer required for resistance in this isolate. 
Thus, although cds1 locus amplification can drive resistance in the absence of 
heterochromatin in UR-2 cells, this genetic change emerged after a resistant 
phenotype was already established by an adaptive ectopic heterochromatin 
island at ncRNA.394-cup1.  
Experiments performed on UR-2 cells harbouring both epigenetic and genetic 
changes revealed that amplified copies of the cds1 locus are also lost following 
growth on non-selective medium. This finding explained the unstable 
phenotype displayed by isolates harbouring chromosome III CNVs at their 
initial stage, which first appeared to be inconsistent with the supposed stability 
attributed to genetic changes. However, the further analysis presented in 
Chapter 5 demonstrated that chromosome III CNVs correspond to eccDNA 
generated through recombination between separate direct repeats present on 
chromosome III. Indeed, eccDNAs have been shown to ease adaptive 
evolution by enabling swift and extensive gene copy number variation in S. 
cerevisiae (Libuda & Winston 2006; Hull et al. 2019). eccDNAs are also a 
frequent feature of cancer cells (Turner et al. 2017; Verhaak et al. 2019), in 
which they enable overexpression of oncogenes residing on the 
extrachromosomal element as a result of both increased copy number and 
enhanced chromatin accessibility (Wu et al. 2019). Furthermore, eccDNAs are 
known to drive tumour heterogeneity through cell-to-cell fluctuations in copy 
number and unequal segregation of circular DNA from a parental cancer cell 
to offspring (Turner et al. 2017; deCarvalho et al. 2018). Consistent with this 
idea, the results presented here indicate that the amplified cds1 locus is not 
homogeneously present in all cells of unstable isolates, since not all UR-2 cells 
harboured increased cds1+ levels or became heterochromatin-independent 
following prolonged growth in the presence of caffeine (at 7 days +CAF). 
Because cds1 amplification arose after the adaptive ncRNA.394-cup1 
heterochromatin island in UR-2 cells, and chromosome III CNVs were never 
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found in the absence of an ectopic heterochromatin island in other unstable 
isolates, it was concluded that eccDNA generation probably provides a 
supplementary mechanism for the evolution of caffeine resistance in fission 
yeast. Nevertheless, as discussed in Chapter 5, it is possible that these 
causative events might not always occur in the same order. Thus, examination 
of unstable caffeine-resistant isolates at earlier stages in the evolution of 
resistance might determine whether eccDNAs could also emerge before 
adaptive epigenetic changes do. 
Importantly, it has been proposed that heterochromatic regions accumulate 
more mutations than euchromatic loci due to reduced DNA mismatch repair in 
heterochromatin (Schuster-Böckler & Lehner 2012; Supek & Lehner 2015). 
Therefore, it is tempting to speculate that ectopic heterochromatin islands 
formed over genes whose down-regulation drives resistance might also lead 
to increased mutagenesis at these loci, providing a novel molecular 
mechanism for what was originally proposed as genetic assimilation of 
characters (Waddington 1942, 1953 and 1956) (Figure 7.2). Indeed, a recent 
study proposed that induced histone deacetylation-mediated silencing in S. 
cerevisiae (that lacks H3K9me) leads to genetic assimilation of a silent 
phenotype (Stajic et al. 2019). However, silencing was found to have no impact 
on the local mutation rate and assimilation occurred through acquisition of 
novel alleles across the genome, many of which bolstered gene silencing to 
aid accelerated adaptation (Stajic et al. 2019).  
It should also be noted that the establishment of stable caffeine resistance 
through multicopy eccDNA reintegration, as previously reported for other traits 
(Beverley et al. 1984; Galeote et al. 2011; Demeke et al. 2015), would also be 
considered, in theory, genetic assimilation (Waddington 1942). However, in a 
hypothetical case such as this the genetic fixation of an equally unstable initial 
phenotype would be mediated by eccDNA reintegration rather than by 
heterochromatin-driven mutagenesis. In fact, proposed mechanisms for 
genetic assimilation do not strictly require initial unstable phenotypes to be 
mediated by epigenetic variation (Rutherford & Lindquist 1998; Queitsch et al. 
 168 
2002). For example, compromising the function of the heat-shock chaperone 
Hsp90 through mutation, pharmacological inhibition or environmental stress 
was shown to result in phenotypic variation in both D. melanogaster and A. 
thaliana. These morphological differences among nearly isogenic flies or 
plants were caused by manifestation of cryptic genetic variants (mutant 
misfolded proteins) which are, under normal conditions, silently buffered by 
Hsp90 function. Notably, when such traits were enriched by selection, they 
became rapidly independent of Hsp90 mutation or inhibition and continued to 
manifest even when Hsp90 function was restored (Rutherford & Lindquist 
1998; Queitsch et al. 2002). 
As proposed in Chapter 5, analysis of unstable isolates at further stages in the 
evolution of resistance might reveal whether stable genetic changes arise 
following extended growth in the presence of caffeine and, importantly, if the 
acquisition of these mutations is influenced by the type of unstable change that 
initially occurred.  
 
 
Figure 7.2. Interplay between epigenetic and genetic changes in the evolution of drug 
resistance. Model. Ectopic heterochromatin-mediated epimutations drive an unstable 
resistant phenotype upon exposure to a lethal insult (resistant epimutants). Prolonged insult 
exposure leads to the acquisition of supplementary unstable changes (e.g. eccDNAs) that 
boost resistance. Unstable changes present in resistant epimutants might facilitate the 
acquisition of adaptive mutations through genetic assimilation, leading to a stable resistant 























7.3. Stress-induced heterochromatin redistribution through modulation 
of key anti-silencing factors 
Results presented in Chapter 6 showed that exposing wild-type cells to sub-
lethal caffeine concentrations results in a marked redistribution of the 
heterochromatin profile. Low caffeine treatment caused the assembly of 
H3K9me at a subset of previously described facultative heterochromatin 
islands known to gain H3K9me in the absence of Epe1, including ncRNA.394-
cup1 (Zofall et al. 2012). On the other hand, exposure to a near-lethal dose of 
caffeine led to the exclusive accumulation of H3K9me at the ncRNA.394-cup1 
locus. These findings prompt the question as to why resistant epimutants that 
formed ectopic heterochromatin islands at loci other than ncRNA.394-cup1 
were identified, given that this locus appears to be the preferential target of 
ectopic H3K9me2 upon exposure to a near-lethal dose of caffeine.  
It is possible that ncRNA.394-cup1 is the predominant caffeine-induced 
ectopic heterochromatin island because low levels of H3K9me exist at this 
locus in untreated wild-type cells, as previously proposed (Zofall et al. 2012). 
However, low levels of H3K9me were also reported in untreated wild-type cells 
at other facultative islands such as mbx2 and ppr4 (Zofall et al. 2012), which 
assembled high levels of H3K9me in some resistant epimutants. Still, neither 
mbx2 nor ppr4 accumulated H3K9me upon low caffeine treatment, suggesting 
that they are subjected to less plastic modulation than ncRNA.394-cup1, at 
least under caffeine conditions. Alternatively, the predominant formation of 
heterochromatin at ncRNA.394-cup1, over mbx2 or ppr4 might be due to the 
acquisition of a greater adaptive potential through silencing of cup1+ than via 
down-regulation of genes located at mbx2 or ppr4. Consistent with this idea, 
synthetic heterochromatin formation at mbx2 results in weaker caffeine 
resistance than when synthetic heterochromatin is targeted to ncRNA.394-
cup1, yet it is not known whether these differences are due to technical or 
biological reasons. A plausible experiment to test this idea directly would be to 
compare the caffeine-resistant phenotype of a strain expressing reduced 
levels of cup1+ (cup1-3xDSR or cup1-TT, described in Chapter 4) to that of 
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strains carrying a similarly attenuated form of genes located at either the mbx2 
or ppr4 loci. In addition, as discussed in Chapter 6, it is possible that the 
formation of H3K9me at ncRNA.394-cup1 is facilitated by Taz1 binding to 
telomeric sequences downstream of ncRNA.394, as previously proposed for 
other Taz1-dependent facultative islands (Zofall et al. 2016). Of particular 
interest would be analyses in which strains harbouring an entire deletion of the 
ncRNA.394-cup1 locus but preserving cup1+ elsewhere are exposed to low 
and medium doses of caffeine. A prediction is that in such a situation one of 
the other ectopic heterochromatin islands found in resistant epimutants might 
become the preferred target of ectopic H3K9me. However, it is also 
conceivable that ectopic heterochromatin might still predominantly assemble 
over cup1+ even at its novel location. 
Exposing wild-type cells to a low dose of caffeine resulted in an epe1Δ-like 
phenotype, signified by the accumulation of H3K9me at facultative 
heterochromatin islands (Zofall et al. 2012; Wang et al. 2015; Sorida et al. 
2019), and the prolonged retention of synthetic heterochromatin upon release 
of TetR-Clr4* from tetO sites placed upstream of ura4 (Audergon et al. 2015; 
Ragunathan et al. 2015). Consistent with this phenotype, experiments 
performed in Chapter 6 revealed that although epe1+ transcript levels did not 
change following caffeine treatment, both FLAG-Epe1 protein levels and 
Epe1-GFP association with chromatin were reduced, indicating that caffeine 
down-regulates Epe1 post-transcriptionally. Moreover, analyses also 
presented in Chapter 6 indicated that caffeine treatment leads to the 
production of a shortened version of the histone acetyltransferase Mst2, which 
lacks part of its conserved MYST zinc finger domain. Production of this Mst2 
isoform appears to be achieved through the use of an alternative TSS 
previously detected upon exposure to other stresses (Thodberg et al. 2019). 
These data suggest that the combinatorial effect of reduced Epe1 and 
truncated Mst2 might be responsible for the increase in heterochromatin 
plasticity observed following caffeine treatment (Figure 7.3). Experiments in 
which an artificially shortened version of Mst2 is expressed from its 
endogenous locus in untreated cells would determine if the truncation of this 
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HAT increases H3K9me levels at facultative heterochromatin islands in a way 
similar to the observed in mst2Δ cells (Wang et al. 2015).  
Together, these findings suggest that upon exposure to caffeine the levels or 
function of key heterochromatin regulators might be modulated through the 
action of known or still uncharacterized stress-response pathways. Indeed, it 
was discussed in Chapter 6 that the Sty1 MAPK, shown to be activated upon 
caffeine treatment (Calvo et al. 2009), might directly or indirectly induce the 
post-translational modification of Epe1 and ultimately its degradation. 
Furthermore, the expression of a shortened Mst2 transcript following caffeine 
exposure may be mediated by the activation of stress-responsive transcription 
factors such as Atf1 (the downstream component of the Sty1 pathway) or 
Pap1. Interestingly, both of these transcription factors are known to be required 
for caffeine tolerance (Calvo et al. 2009) (Figure 7.3).  
 
 
Figure 7.3. Stress-induced heterochromatin redistribution through modulation of 
key anti-silencing factors. Model. Exposure to an external insult leads to the activation 
of stress-response pathways which may in turn modulate the function or levels of key anti-
silencing regulators to promote heterochromatin plasticity. Stress-induced 
heterochromatin redistribution might then facilitate the acquisition of adaptive 

































7.4. Conclusions and final thoughts 
The data presented in this thesis reveal that epigenetic processes promote 
phenotypic plasticity, allowing wild-type cells to adapt to a non-favorable 
environment without altering their genotype. Specifically, this work 
demonstrates that ectopic heterochromatin-mediated epimutations can drive 
resistance to caffeine in wild-type fission yeast cells, thereby providing 
foundational evidence for chromatin-based epialleles with adaptive impact.  
Epimutations mostly occurred at loci not formerly implicated in caffeine 
resistance and led to the identification of a previously uncharacterized 
essential gene, cup1+, whose transcriptional silencing was shown to render 
wild-type cells resistant to caffeine. Indeed, the fact that the predominant 
means to acquire unstable caffeine resistance in wild-type S. pombe involves 
heterochromatin silencing of an essential gene suggests that the formation of 
adaptive heterochromatin islands ought to be finely tuned to prevent 
deleterious consequences. Note that the estimated frequency of cells that 
assemble phenotypically relevant levels of H3K9me at ncRNA.394-cup1 is 
relatively low; 1 unstable resistant cell with ectopic H3K9me at this locus per 
10870 wild-type cells plated on +CAF medium (estimation based on analyses 
performed in Chapter 3). Thus, although it could be argued that ectopic 
heterochromatin formation over ncRNA.394-cup1 constitutes a hardwired 
response, the fact that most cells in the population do not survive exposure to 
+CAF medium indicates that a truly fixed pathway cannot be assumed. 
Nevertheless, the results obtained illustrate the advantage of deploying 
reversible epimutations to mediate drug resistance. Cells lacking Hba1 or 
harbouring permanently reduced Cup1 function display moderate growth 
defects in non-selective conditions, indicating that if resistance was mediated 
by stable mutations in these factors the fitness cost for cells upon drug removal 
would be high. This idea needs to be taken into account when investigating 
the stability of ectopic heterochromatin islands such as those described here.  
In some isolates, subsequent or co-occurring gene amplification events that 
involve the production of unstable eccDNA augment resistance. Moreover, 
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caffeine was found to reduce the levels of the Epe1 demethylase and probably 
the function of the Mst2 histone acetyltransferase, two key anti-silencing 
factors in S. pombe. 
Taken together, these results indicate that heterochromatin-dependent 
epimutant formation provides a bet-hedging strategy that allows cells to remain 
genetically wild-type but adapt transiently to an external insult. Notably, the 
analyses presented suggest that this adaptive response might not only be 
limited to caffeine, as treatment with H2O2 also led to heterochromatin 
redistribution. Therefore, further investigation will determine whether similar 
epimutations arise when wild-type fission yeast cells are exposed to other toxic 
compounds. 
Importantly, the unstable caffeine-resistant isolates identified here show cross-
resistance to antifungal agents, suggesting that related heterochromatin-
dependent processes may contribute to antifungal resistance in plant and 
human pathogenic fungi. Indeed, the findings presented in this thesis argue 
against the widespread use of related azole compounds to control fungus-
mediated crop deterioration. Such control strategies may leave low fungicide 
levels in the soil and could lead to the inadvertent selection of resistant 
epimutants in fungi, similar to those described here, which may ultimately drive 
the emergence of antifungal resistance in both agricultural and clinical settings. 
Increasing evidence indicates that fungal infections are on the rise, especially 
in immunocompromised humans, who are particularly susceptible to 
opportunistic soil-borne fungi such as Aspergillus and Cryptococcus (Fisher et 
al. 2018). There are few effective antifungal agents and resistance is rendering 
them increasingly ineffective (Almeida et al. 2019). Monitoring of resistance in 
clinical isolates involves mutation identification by genome sequencing but 
resistance due to epimutations – similar to those described here – would be 
missed, leading to inaccurate diagnoses. The work presented in this thesis 
might provide fundamental insights into the management of fungal infections 

























Appendix I  
SpEDIT: A fast and efficient CRISPR/Cas9 method for fission yeast 
The SpEDIT CRISPR/Cas9 genome editing system for S. pombe was 
developed as part of this thesis with the support of three MSc students: 
Baptiste Gaborieau, Lorenza di Pompeo and Luke Eivers.  
Summary 
The CRISPR/Cas9 system allows scarless, marker-free genome editing. 
Current CRISPR/Cas9 systems for the fission yeast Schizosaccharomyces 
pombe rely on tedious and time-consuming cloning procedures to introduce a 
specific sgRNA target sequence into a Cas9-expressing plasmid. In addition, 
Cas9 endonuclease has been reported to be toxic to fission yeast when 
constitutively overexpressed from the strong adh1 promoter. To overcome 
these problems we have developed an improved system, SpEDIT, that uses a 
synthesised Cas9 sequence codon-optimised for S. pombe expressed from 
the medium strength adh15 promoter. The SpEDIT system exhibits a flexible 
modular design where the sgRNA is fused to the 3’ end of the self-cleaving 
hepatitis delta virus (HDV) ribozyme, allowing expression of the sgRNA 
cassette to be driven by RNA polymerase III from a tRNA gene sequence. 
Lastly, the inclusion of sites for the BsaI type IIS restriction enzyme flanking a 
GFP placeholder enables one-step Golden Gate mediated replacement of 
GFP with synthesized sgRNAs for expression. The SpEDIT system allowed a 
100% mutagenesis efficiency to be achieved when generating targeted point 
mutants in the ade6+ or ura4+ genes by transformation of cells from 
asynchronous cultures. SpEDIT also permitted insertion, tagging and deletion 
events to be obtained with minimal effort. Simultaneous editing of two 
independent non-homologous loci was also readily achieved. Importantly the 
SpEDIT system displayed reduced toxicity compared to currently available S. 
pombe editing systems. Thus, SpEDIT provides an effective and user-friendly 
CRISPR/Cas9 procedure that significantly improves the genome editing 
toolbox for fission yeast. 
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Introduction 
The fission yeast Schizosaccharomyces pombe is a powerful model organism 
widely used in cellular and molecular biology (Fantes & Hoffman 2016). 
Traditionally, gene manipulation in S. pombe is achieved by transforming a 
DNA construct that includes the desired change alongside a selectable 
marker. The DNA construct integrates in the genome via flanking regions that 
target the genomic locus of interest. DNA constructs vary depending on the 
application but commonly consist of a sole PCR product that comprises an 
insertion, deletion or tagging cassette amplified from an existing plasmid 
(Bähler et al. 1998). Albeit convenient, this approach results in a selectable 
marker integrated at the target locus, consequently disrupting the local 
genomic context and limiting the availability of markers for subsequent 
manipulations. 
The prokaryotic CRISPR/Cas9 system enables flexible and scarless genome 
editing without the necessity of selectable markers escorting the introduced 
DNA change and disturbing the local genomic environment (Jinek et al. 2012; 
Hsu et al. 2014). Adapted from a genome defence mechanism against 
invading DNA, the engineered minimal CRISPR/Cas9 system consists of a 
Cas9 endonuclease and a single-guide RNA (sgRNA) chimera that contains 
both the trans-activating CRISPR RNA and the targeting CRISPR RNA (Jinek 
et al. 2012). The sgRNA sequence targets the system to a defined genomic 
location where the Cas9 endonuclease binds to a protospacer adjacent motif 
(PAM). The Cas9 enzyme then creates a double-strand break (DSB) three 
base pairs upstream of the PAM site in the protospacer sequence (Jinek et al. 
2012). Following DSB generation, repair is executed either through error-
prone non-homologous end-joining (NHEJ), where strand end resection and 
subsequent repair frequently induce indels, or through high-fidelity homology-
directed repair (HDR). HDR involves recombination via sequence homology 
and therefore can be exploited to generate precise mutations by providing a 
DNA editing template that contains the required DNA change and engages in 
homologous recombination (HR) with the cleaved region (Hsu et al. 2014).  
 177 
Implementation of the CRISPR/Cas9 system in S. pombe has been previously 
described in several reports (Jacobs et al. 2014; Rodríguez-López et al. 2016; 
Fernandez & Berro 2016; Zhao & Boeke 2018; Zhang et al. 2018; Hayashi & 
Tanaka 2019). A useful web-tool, CRISPR4P, was also developed to support 
the design of sgRNAs and oligonucleotides required to perform 
CRISPR/Cas9-mediated gene deletions (Rodríguez-López et al. 2016). 
To date, all CRISPR/Cas9 systems for S. pombe utilise the promoter/leader 
sequence of K RNA (rrk1) and a hammerhead ribozyme (HHR) for sgRNA 
cassette expression (Jacobs et al. 2014). A humanised Cas9 endonuclease 
expressed from the strong adh1 promoter was used in the original S. pombe 
system (Jacobs et al. 2014). The resulting high levels of the Cas9 
endonuclease were found to be detrimental for S. pombe growth. This Cas9 
toxicity was partially bypassed by co-expression of the sgRNA and the Cas9 
enzyme from a single plasmid (Jacobs et al. 2014). 
Cloning of a sgRNA target into the single sgRNA/Cas9 plasmid was originally 
executed via CspCI digestion (Jacobs et al. 2014). This procedure proved to 
be extremely inefficient due to the large plasmid size and the inconsistency in 
available commercial CspCI preparations (Rodríguez-López et al. 2016). A 
subsequent study attempted to overcome this problem by implementing a 
PCR-based method in which a sgRNA target is introduced into a single 
sgRNA/Cas9 plasmid by using overlapping PCR primers that contain the 
sgRNA sequence (pMZ379 plasmid, (Rodríguez-López et al. 2016). Although 
an improvement over the initial system, this PCR-based method generated 
only a low frequency of bacterial colonies that contain correct and intact 
constructs. As a consequence, the required screening makes the entire 
process inefficient and time consuming.  
To circumvent issues pertaining to Cas9 toxicity and inefficient sgRNA cloning 
procedures, here we report the development of SpEDIT, an improved 
CRISPR/Cas9 system for the efficient manipulation of the fission yeast 
genome. SpEDIT employs a highly effective one-step Golden Gate cloning 
strategy for the insertion of sgRNAs, that in combination with the use of a GFP 
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placeholder allows visual screening for identification of positive clones. The 
Cas9 endonuclease gene implemented in this system is codon-optimised for 
expression in S. pombe and driven by the medium strength promoter adh15, 
resulting in reduced toxicity associated with Cas9 levels. SpEDIT can generate 
targeted ade6 and ura4 point mutants in asynchronous cells with 100% 
mutagenesis efficiency. Moreover, SpEDIT allows simultaneous editing at two 
non-homologous genes at distinct locations in the S. pombe genome, as well 
as seamless insertion, deletion and tagging at S. pombe loci. SpEDIT provides 
an efficient and simple CRISPR/Cas9 method to easily manipulate the genome 
of the fission yeast.  
Results 
The SpEDIT system  
The SpEDIT system has been developed to address the two main 
complications associated with existing CRISPR/Cas9 methods for S. pombe: 
toxicity associated with Cas9 overexpression, and laborious cloning 
procedures required to insert a specific sgRNA target sequence into a Cas9-
containing plasmid. An overview of the SpEDIT system is provided (Appendix 
I Figure 1) along with a full protocol (see page 193).  
High levels of human codon-optimised Cas9 endonuclease constitutively 
expressed from the exceptionally strong adh1 promoter (400 RNA 
molecules/cell, PomBase, (Lock et al. 2019) lead to reduced cell growth in S. 
pombe (Jacobs et al. 2014). A recent report attempted to solve this toxicity 
problem by expressing the human codon-optimised Cas9 under control of the 
repressible nmt41 promoter (Hayashi & Tanaka 2019). Although this approach 
does generate mutations, it requires the non-ideal use of minimal media and 
relies on auxotrophic (ura4- or leu1-) strains to allow plasmid selection. 
Moreover, the mutagenesis efficiency obtained was dependent on the 




Appendix I Figure 1. SpEDIT provides a fast and effective CRISPR/Cas9 method to 
manipulate the genome of Schizosaccharomyces pombe. Diagram illustrating the required 
steps for S. pombe strain construction using SpEDIT. For a full protocol see page 193. sgRNA, 
single guide RNA. HR template, homologous recombination donor template. 
 
To overcome the toxicity related to high levels of humanised Cas9, we 
synthesized a Cas9 gene codon-optimised for expression in S. pombe 
(SpCas9) that is transcribed from the medium strength adh15 promoter 
(Yamagishi et al. 2008). This adh15-SpCas9 gene is carried on a new plasmid, 
pLSB, that contains a choice of dominant selectable markers. Versions bearing 
natMX6, kanMX6 or hphMX6 markers are available thereby allowing the 
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SpEDIT system to be employed on fission yeast strains that harbour various 
manipulations where other selectable markers are already present (Appendix 
I Figure 2A). 
Eukaryotic CRISPR/Cas9 systems usually rely on snRNA or snoRNA RNA 
polymerase III (RNAPIII) promoters for transcription of the sgRNA cassette 
(Cong et al., 2013). However, characterised S. pombe RNAPIII genes contain 
promoter elements within the transcribed region preventing their use for 
generating accurately positioned 5’ ends, and RNA polymerase II (RNAPII) 
promoters generally do not generate transcripts with precise 5’ and 3’ ends. 
Consequently all sgRNA expression system for S. pombe so far utilise the rrk1 
promoter plus its downstream 5’ untranslated region which generates a 
RNAPII transcript with a cleavable leader RNA (Jacobs et al. 2014). Insertion 
of sgRNA sequences targeting genomic regions of interest into the rrk1 sgRNA 
expression cassette in current CRISPR/Cas9 systems for S. pombe relies on 
slow and arduous cloning procedures involving either traditional restriction 
digestion (Jacobs et al. 2014; Hayashi & Tanaka 2019) or PCR over a long 
template (Rodríguez-López et al. 2016). An alternative method that uses in 
vivo gap repair to assemble a gapped Cas9-encoding plasmid and a PCR-
amplified sgRNA fragment into a single circular plasmid has been reported 
(Zhang et al. 2018). Although this method provided an advance, this system 
still utilises humanised Cas9 expressed from the very strong adh1 promoter 
which consequently reduces cell growth due to Cas9-associated toxicity. 
It has previously been shown that the upstream tRNASer gene of an S. pombe  
tRNASer-tRNAMet gene pair drives RNAPIII expression of the downstream 
tRNAMet gene (Hottinger-Werlen et al. 1985). We therefore use this tDNASer to 
drive sgRNA expression in S. pombe. The resulting SpEDIT system employs 
a modular design where sgRNAs are expressed from this tDNASer sequence 
and fused to the hepatitis delta virus ribozyme (HDV), as previously described 
for Saccharomyces cerevisiae (Ryan et al. 2014). The tDNASer acts as a 
RNAPIII promoter and the self-cleaving ribozyme protects and defines the 5’ 
end of the resulting sgRNA (Appendix I Figure 2A and B). The presence of the 
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HDV ribozyme was shown to result in a six-fold increase in sgRNA abundance 
and this correlated with high targeting efficiency in S. cerevisiae (Ryan et al. 
2014). To facilitate cloning of sgRNA target sequences into this tDNA/HDV 
expression cassette, we placed sites for the BsaI type IIS restriction enzyme 
on each side of a GFP placeholder thereby allowing one-step insertion of 
sgRNAs via Golden Gate cloning. Importantly, this strategy also permits visual 
screening to identify colonies that have lost the green GFP fluorescence signal 
indicating that the GFP has been successfully replaced with an incoming 
sgRNA (Appendix I Figure 2B and C). 
 
Appendix I Figure 2. The SpEDIT pLSB plasmid allows one-step insertion of sgRNAs 
via Golden Gate cloning. A. Map of pLSB plasmid. Full sequence is available scanning the 
QR code in Appendix I Figure 1 or at allshirelab.com/spedit. Versions with natMX6 (cloNAT), 
kanMX6 (G418) or hphMX6 (hygromycin) S. pombe resistance markers are available. A Cas9 
codon optimised for S. pombe (SpCas9) is expressed from the adh15 promoter (Padh15). B. 
Diagram of sgRNA cassette and cloning procedure. sgRNA cassette expression is driven by 
a tRNASer Pol III promoter (purple block arrow). A self-cleaving hepatitis delta virus (HDV) 
ribozyme is located at the 5’ end of the sgRNA cassette (red block arrow). A superfolder green 
fluorescent protein (sfGFP) is used as placeholder (green block arrow). BsaI sites flanking 
sfGFP allow one-step insertion of a sgRNA target (light blue block arrow) into the sgRNA 
scaffold (grey block arrow) via Golden Gate cloning. The Pol III terminator sequence from S. 
cerevisiae SUP4 (tRNATyr) is present at the 3’ end of the sgRNA cassette (black block). C. The 
sfGFP placeholder allows cultures carrying empty (green) pLSB plasmids to be distinguished 
from sgRNA-loaded (non-green) pLSB plasmids. sgRNA, single guide RNA. 
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SpEDIT can generate targeted ade6 and ura4 point mutants in 
asynchronous cells with 100% mutagenesis efficiency 
To assess the performance of the SpEDIT system in comparison to the 
existing pMZ379 system (Rodríguez-López et al. 2016), we targeted the ade6+ 
and ura4+ genes and provided HR templates that disable the PAM (NGG) 
sequence downstream of the sgRNA target to generate premature STOP 
codon mutations (Appendix I Figure 3A). ade6+ and ura4+ mutations can be 
easily scored due to their characteristic phenotypes: ade6 mutants, pink 
colonies develop on low (1/10) adenine-containing plates; ura4 mutants, 
cannot grow in the absence of supplementing uracil (uracil auxotrophy) but 
can grow in the presence of counterselective 5-fluoroorotic acid (FOA 
resistant) (Appendix I Figure 3B). We scored cloNAT-resistant colonies after 
electroporation of asynchronous cultures with either SpEDIT/pLSB or pMZ379 
plasmids expressing sgRNA designed to mediate cleavage within the ade6+ or 
ura4+ genes in the presence or absence of an HR template homologous to 
ade6+ or ura4+, respectively. The results revealed that both pLSB and pMZ379 
plasmids can generate targeted mutations in ade6+ and ura4+ with 100% 
efficiency when a matching HR template was co-transformed (Appendix I 
Figure 3C). However, when an HR template targeting a different gene or no 
HR template was provided, the number of cloNAT-resistant colonies obtained 
was dramatically reduced. This decrease in transformant number in the 
absence of an HR template is consistent with futile cleavage-repair cycles 
where the persistence of a double strand break prevents cell division and thus 
colony formation (Appendix I Figure 3C).  
Sequence analysis of the resulting ade6 and ura4 mutants showed that when 
a matching HR template was co-transformed, all clones analysed harboured 
the mutation provided by the HR template (Appendix I Figure 3E, left). 
However, a variety of mutations that disable the PAM sequence and ultimately 
disrupt the coding sequence of each gene were detected in mutants generated 
when a non-homologous HR template (targeting a different gene to the 
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Appendix I Figure 3. SpEDIT can generate targeted ade6 and ura4 point mutants in 
asynchronous cells with 100% mutagenesis efficiency. A. Schematic of experiment to 
generate targeted ade6 and ura4 point mutants. A sgRNA-loaded pLSB or pMZ379 plasmid 
was co-transformed with an HR template that creates a premature STOP codon by disabling 
the PAM (NGG) sequence. sgRNA and HR template sequences for ade6 and ura4 are shown. 
Full HR template sequences can be found in Appendix IV. B. After transformation, cloNAT-
resistant colonies were picked and re-streaked to non-selective YES plates. Cells were then 
replica-plated to indicated media to assess their phenotype. Representative plates from two 
independent experiments are shown. Quantification is shown in C-D. C-D. Percentage of 
cloNAT-resistant transformants displaying a mutant phenotype (pink cells, ade6; uracil 
auxotrophy and FOA resistance, ura4) after asynchronous (C) or G1-synchronized (D) wild-
type cells were transformed with a sgRNA-loaded SpEDIT/pLSB (developed here, Appendix I 
Figure 2) or pMZ379 (Rodríguez-López et al. 2016) plasmid targeting ade6+ or ura4+ (or no 
sgRNA plasmid as control). An HR template targeting the same or a different gene was co-
transformed as indicated. n = number of cloNAT-resistant colonies assayed. Note that when 
an HR template targeting a different gene or no HR template was co-transformed into 
asynchronous cells, the number of cloNAT-resistant colonies obtained was drastically 
reduced. Experiment was repeated twice with similar results. E. For each condition in C-D, 
five colonies displaying the mutant phenotype (or 5 cloNAT-resistant colonies for no sgRNA 
plasmids) were taken and the gene targeted by the sgRNA was sequenced to confirm changes 
in its DNA sequence. Both ade6 and ura4 were sequenced when no sgRNA was used. Edited 
clones harbour the change contained in the corresponding HR template. Other mutations at 
PAM disrupt the PAM (NGG) sequence and the corresponding gene coding sequence. For 
asynchronous cells transformed with pLSB-ura4 (no HR template) and pMZ379-ade6 (no HR 
template) only two and one colonies were respectively obtained and analysed. * No colonies 
were obtained for these conditions. sgRNA, single guide RNA. PAM, proto-spacer adjacent 
motif. HR, homologous recombination donor template. N/S, non-selective medium. FOA, 5-
fluoroorotic acid. 
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A previous study suggested that G1 synchronization of S. pombe cultures by 
nitrogen starvation prior to CRISPR/Cas9-mediated genome editing enhances 
transformation and deletion efficiencies (Rodríguez-López et al. 2016). The 
rationale for this was that in G1 only one copy of a target locus would need to 
be modified as opposed to the two copies that are present in G2 cells. The 
remodelled transcriptional programme of G1 cells was also expected to render 
genomic regions more open (Mata et al. 2002), and thus increase accessibility 
to the editing machinery. 
We therefore compared the performance of the SpEDIT system (pLSB 
plasmid) versus the existing pMZ379 system (pMZ379 plasmid) at generating 
ade6 and ura4 mutations using G1-synchronized S. pombe cells as previously 
described (Rodríguez-López et al. 2016). This comparison revealed that the 
pLSB plasmid is more efficient than the pMZ379 plasmid at generating 
mutations in G1-synchronized cells (Appendix I Figure 3D). However, even 
when a matching HR template was co-transformed, the mutagenesis 
efficiencies obtained with G1 cells were lower than that of asynchronous cells 
(pLSB-ade6, 92% G1 versus 100% Asynchronous; pLSB-ura4, 85% G1 
versus 100% Asynchronous) (Appendix I Figure 3D). 
Moreover, sequence analysis revealed that even when a matching HR 
template was co-transformed into G1 cells, not all mutant clones harboured 
the anticipated mutation that was presented by the HR template (Appendix I 
Figure 3E, right). This lack of accuracy is likely due to the suppression of the 
HR pathway that is known to occur in G1 cells (Trickey et al. 2008; Orthwein 
et al. 2015). 
Taken together, our results show that the SpEDIT system can generate 
targeted mutations at ade6+ and ura4+ with 100% mutagenesis efficiency using 
asynchronous cell cultures. Notably, our experiments show that G1 
synchronization of S. pombe cells prior transformation has a detrimental effect 
on mutagenesis efficiency regardless of the CRISPR/Cas9 system used.  
 186 
SpEDIT shows reduced toxicity compared with the current pMZ379 
CRISPR/Cas9 system in asynchronous cells 
To determine if the SpEDIT system leads to reduced toxicity compared to the 
current pMZ379 system, we measured colony area on selection plates after 
transforming asynchronous or G1-synchronized cultures with pLSB or pMZ379 
plasmids targeting ade6+ or ura4+ (or empty plasmid controls) in the presence 
of a matching HR template. The colony area (equivalent to colony size) was 
found to be greater when asynchronous cells were transformed with pLSB as 
opposed to pMZ379 (Appendix I Figure 4A). The resulting difference in colony 
size was independent of the presence of a sgRNA, indicating that excessive 
levels of Cas9 alone, and not Cas9 targeting to a genomic locus, are sufficient 
to cause the observed toxicity (Appendix I Figure 4A). Consistent with this, the 
toxicity of adh1-Cas9 has also been shown to be independent of Cas9 catalytic 
activity (Ciccaglione 2015).  
In contrast, colony area measurements of pLSB and pMZ379 transformants 
obtained from G1-synchronized cells revealed no major difference in resulting 
colony size (Appendix I Figure 4B). This indicates that the toxicity related to 
high levels of catalytically active Cas9 is more prominent when transforming 
asynchronous cells. The lack of apparent toxicity in G1 cells is likely due to the 
known up-regulation of non-homologous end joining-mediated repair and the 
suppression of homologous recombination repair that is known to occur at this 
cell cycle stage (Orthwein et al. 2015). 
SpEDIT allows simultaneous editing at two non-homologous genes at 
distinct locations in the S. pombe genome 
The availability of pLSB versions bearing different dominant selectable 
markers presented the opportunity to test if the simultaneous editing of two 
different non-homologous loci by co-transformation with and selection of two 




Appendix I Figure 4. SpEDIT shows reduced toxicity compared with the current pMZ379 
S. pombe CRISPR/Cas9 system in asynchronous cells. A-B. Colony area measurements 
of asynchronous (A) or G1-synchronized (B) wild-type cells transformed with pLSB or pMZ379 
plasmids and indicated HR templates growing on selective cloNAT-containing plates (same 
experiment as Appendix I Figure 3). Colony area was quantified (cm2) using ImageJ. sgRNA, 
single guide RNA. HR, homologous recombination donor template. 
 
To evaluate the possibility of simultaneous editing, we targeted two non-
homologous genes, clr5+ and meu27+, located on different chromosomes (I 
and III, respectively) in wild-type cells using pLSB-cloNAT and pLSB-
hygromycin plasmids that express sgRNAs designed to target clr5+ and 
meu27+, respectively. (Appendix I Figure 5A). We co-transformed two HR 
templates that generate point mutations in clr5+ (clr5-Q264STOP) and meu27+ 
(meu27-S100Y), and concomitantly disabled both corresponding PAM 
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and meu27-S100Y) were identified in a proportion of heterochromatin-
dependent epimutants resistant to caffeine (see Chapter 3). Sequencing of 
clr5 and meu27 in ten resulting cloNAT and hygromycin doubly resistant co-
transformants revealed that two harboured both of the expected DNA changes. 
Five clones carried mutations in only one of the two targeted genes or bore 
mutations that uniquely affected the PAM sequence, and three clones 
displayed neither of the anticipated changes (Appendix I Figure 5C).           
 
 
Appendix I Figure 5. SpEDIT allows simultaneous editing at two non-homologous genes 
at distinct locations in the S. pombe genome. A. Schematic of experiment to 
simultaneously generate targeted point mutations in clr5+ and meu27+. Two sgRNA-loaded 
pLSB plasmids (with different selection markers) were co-transformed with two HR templates 
that create the desired point mutations and disable the corresponding PAM (NGG) sequence. 
Transformed cells were then selected on selective plates containing both cloNAT and 
hygromycin. B. sgRNA and HR template sequences for clr5 (left) and meu27 (right) are shown, 
along with Sanger sequencing chromatograms for a successfully edited clone. Full HR 
template sequences can be found in Appendix IV. C. Percentage of cloNAT- and hygromycin-
resistant transformants harbouring the targeted mutations in clr5 and meu27 as revealed by 
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Importantly, whole-genome sequencing of one of the isolates that contained 
both expected gene editing events revealed no additional genetic changes 
(SNPs or indels) in coding regions of the genome (see Chapter 3; raw data 
accession number available in section 2.8 in Methods). 
These results demonstrate that our improved system can be utilised to perform 
simultaneous gene editing at two distant, non-homologous S. pombe loci, 
albeit with reduced efficiency relative to the frequency of editing of a single 
locus. 
Seamless insertion, deletion and tagging at S. pombe loci using SpEDIT  
To assess the capabilities of SpEDIT in additional gene editing tasks we 
utilised it to perform insertion, deletion and tagging at single S. pombe loci. 
Specifically, using SpEDIT, we inserted tetO binding sites downstream of the 
cup1+ (SPBC17G9.13c) gene (Appendix I Figure 6A). tetO binding sites allow 
tethering of proteins such as TetR-Clr4* and heterochromatin formation in the 
vicinity of the tethering site (see Chapter 4). A fusion-PCR construct containing 
4xtetO sites with 120-bp homology arms flanking the desired insertion site was 
used as the HR template (see Appendix IV for sgRNA and HR template 
sequences). Correct insertion of the cup1:4xtetO HR template resulted in 
ablation of the PAM sequence. Furthermore, we used SpEDIT to seamlessly 
fuse GFP in frame with the 3’ end of the of cup1+ gene to produce Cup1-GFP 
(Appendix I Figure 6B). To generate the cup1-gfp HR template, the GFP open 
reading frame was amplified with oligonucleotides that had long extensions 
homologous to sequence immediately up-stream and down-stream of the 
normal cup1+ STOP codon. This HR template also carried a DNA change (in 
the 5’ long oligo) designed to disable the PAM sequence without altering the 
Cup1 protein sequence. Resulting strains were confirmed to carry the planned 
cup1:4xtetO or Cup1-GFP insertions in the absence of any associated 
selectable marker and were utilised to show that heterochromatin-mediated 
silencing of cup1+ is sufficient to drive caffeine resistance in wild-type cells and 




Appendix I Figure 6. SpEDIT allows seamless insertion, deletion and tagging at S. 
pombe loci. A. 4xtetO binding sites were inserted downstream of cup1+. Sanger sequencing 
chromatograms covering the insert junctions are shown for a successfully edited clone. PCR 
primers (half arrows) flanking the insert were used to amplify products from wild-type (wt) and 
edited strains. B. Cup1 was C-terminally tagged with a green fluorescent protein (GFP). 
Sanger sequencing chromatogram covering the gene-tag junction is shown for a successfully 
edited clone. Western blot using anti-GFP antibody was performed on wild-type (wt) and edited 
strains. C. The coding sequence of epe1+ was deleted. Sanger sequencing chromatogram 
covering the deletion junction is shown for a successfully edited clone. PCR primers (half 
arrows) flanking the deletion (and within the epe1+ coding sequence as control) were used to 
amplify products from wild-type (wt) and edited strains. D. Epe1 was N-terminally tagged with 
three FLAG epitopes. Sanger sequencing chromatogram covering the gene-tag junction is 
shown for a successfully edited clone. Western blot using anti-FLAG antibody was performed 
on wild-type (wt) and edited strains. For sgRNA and HR template sequences see Appendix 
IV. 
 
Epe1 is a putative histone demethylase that acts to prevent heterochromatin 
island formation (Zofall et al. 2012; Wang et al. 2015; Sorida et al. 2019). Using 
SpEDIT, we deleted the epe1+ coding sequence (Appendix I Figure 6C). The 
epe1Δ HR template employed contained 80-bp arms homologous to 
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used for the deletion of other sequences (Rodríguez-López et al. 2016). 
Correct deletion of the epe1+ coding sequence results in loss of the sgRNA 
target and PAM sequences. In addition, we seamlessly inserted a sequence 
to encode a 3xFLAG epitope tag between the epe1+ gene promoter and the 5’ 
end of the epe1+ coding sequence to allow the production of N-terminally 
3xFLAG-tagged Epe1 without any associated selectable marker (Appendix I 
Figure 6D). To accomplish this, an in-frame epe1-3xflag-epe1 HR template 
containing 50-bp arms homologous to the sequence immediately flanking the 
epe1+ start codon was used. Correct insertion of the epe1-3xflag-epe1 
sequence resulted in loss of both the sgRNA target and the PAM sequence. 
The resulting epe1Δ and 3xFLAG-Epe1 strains were utilised to study the role 
of Epe1 in ectopic heterochromatin island formation following caffeine 
exposure (see Chapter 6). Notably, whole-genome sequencing of the epe1Δ 
strain revealed no additional genetic changes (SNPs or indels) in coding 
regions of the genome (see Chapter 6; raw data accession number available 
in section 2.8 in Methods). 
In the four distinct genome editing scenarios described above a maximum of 
eight primary transformants needed to be screened to obtain at least one that 
exhibited the desired sequence change.  We therefore conclude that SpEDIT 
markedly speeds up the process of generating accurate insertion, deletion and 
tagging events at a variety of S. pombe loci. 
Discussion 
Here we report the development of SpEDIT, an optimized CRISPR/Cas9 
editing system and method for the fission yeast, S. pombe (Appendix I Figure 
1 and 2). SpEDIT makes use of Cas9 codon-optimised for expression in S. 
pombe that, coupled with the incorporation of a tDNASer/HDV ribozyme sgRNA 
expression cassette (Ryan et al. 2014), achieves 100% efficiency in generating 
mutations at targeted ade6+ or ura4+ genes in asynchronous cells (Appendix I 
Figure 3). A high mutagenesis efficiency was also obtained with the pre-
existing pMZ379 system in asynchronous cells (Jacobs et al. 2014; Rodríguez-
López et al. 2016). However, SpEDIT displayed reduced toxicity by removing 
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the detrimental physiological effects associated with high humanised Cas9 
endonuclease expression and consequently speeds up the genome editing 
process (Appendix I Figure 4). In addition, our analysis indicates that the use 
of G1-synchronized cell cultures for CRISPR/Cas9-mediated genome 
manipulation reduces the efficiency of targeted mutagenesis, with both the 
SpEDIT and pMZ379 systems, relative to asynchronous cultures (Appendix I 
Figure 3). G1 synchronization therefore represents an unnecessary time-
consuming step in the genome editing process.  
SpEDIT can be used to introduce simultaneous mutations at two non-
homologous genes at distinct locations in the S. pombe genome (Appendix I 
Figure 5), and allows flexible engineering of seamless insertion, deletion and 
tagging events at S. pombe loci in the absence of linked selectable markers 
and without observed off-target sequence changes (Appendix I Figure 6). It is 
worth noting that many traditional S. pombe transformation protocols involve 
the use of carrier DNA.  We advise against the use of carrier DNA as it has 
been shown to insert at many locations in resulting transformants causing 
unplanned off-target mutations (Longmuir et al. 2019). 
Besides achieving high mutagenesis efficiency, the greatest advance of 
SpEDIT is a very simple cloning protocol allowing sgRNA target sequences to 
be inserted with minimal effort into the Cas9-bearing pLSB plasmid through a 
one-step Golden Gate reaction. Candidate sgRNA-bearing clones are easily 
visualized by loss of the GFP placeholder, negating the need for repetitive 
screening of numerous E. coli colonies by laborious plasmid purification and 
inspection. 
Recently it was reported that homology arms of as short as 25-bp flanking each 
side of a cleavage site can be used to successfully introduce point mutations 
and epitope tags at S. pombe loci (Hayashi & Tanaka 2019). Further analyses 
will be required to determine whether HR templates with such short homology 
arms are as efficient as longer arms when combined with SpEDIT. In addition, 
the tDNA/HDV ribozyme sgRNA expression cassette that was originally 
developed for S. cerevisiae has been used to express up to three tandem 
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HDV-sgRNAs from a single tDNA RNAPIII promoter with 80% mutagenesis 
efficiency (Ryan et al. 2014). This suggests that a similar approach could be 
used with SpEDIT to simultaneously express multiple different sgRNAs that 
target a single locus or many distinct loci. 
In summary, the combination of the CRISPR4P algorithm (Rodríguez-López 
et al. 2016), that conveniently aids the identification of suitable sgRNAs across 
the S. pombe genome, with SpEDIT, which provides a straightforward and 
user-friendly experimental method, markedly enhances the capabilities of 
CRISPR/Cas9-mediated genome editing in S. pombe. We anticipate SpEDIT 
will permit the broad application of genome editing procedures to fission yeast 
in order to explore diverse biological questions in this model fungal system.  
SpEDIT protocol 
A convenient protocol card of this procedure can be found by visiting 
allshirelab.com/spedit or by scanning the QR code in Appendix I Figure 1.  
Before you begin 
• Download required DNA sequences at allshirelab.com/spedit or by scanning the 
QR code in Appendix I Figure 1 
Required reagents 
• pLSB vector (75 ng/µL) – Available on request 
• NEB Golden Gate Assembly Kit (BsaI-HF v2) – NEB #E1601S 
• sgRNA fragment for Golden Gate assembly (1 ng/µL) – See below for design and 
preparation 
• HR template (250-1000 ng) – See below for design and preparation 
sgRNA design 
• Find a suitable sgRNA targeting the gene of interest using CRISPR4P (Rodríguez-
López et al. 2016) 
• Copy the 20-bp sgRNA sequence in place of ‘your 20 bp targeting RNA’ in 
‘GG_sgRNA_template.dna’ file 
• Order 52-nt forward and reverse sgRNA oligonucleotides as indicated in the 
‘GG_sgRNA_template.dna’ file 
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sgRNA fragment preparation 
• Anneal sgRNA oligonucleotides 
o Mix 5 µL of 100 µM forward and reverse sgRNA oligonucleotides 
o Heat to 95oC for 3 min and cool down to room temperature slowly (e.g. -
1oC/30 sec) 
o Add 1 µL of annealed mix to 1.5 mL of H2O. This dilution corresponds to 
approximately 1 ng/µL annealed sgRNA fragment 
Golden Gate reaction 
• Mix the following components in a PCR tube: 
o pLSB plasmid (75 ng/µL) – 0.5 µL 
o Annealed sgRNA fragment (1 ng/µL) – 0.5 µL 
o T4 DNA Ligase Buffer (10x) – 1 µL 
o NEB Golden Gate Assembly Mix (BsaI-HF v2) – 0.5 µL 
o H2O – 7.5 µL 
• Incubate at 37oC for 1 hr 
• Incubate at 60oC for 5 min 
• Transform into Escherichia coli by heat shock: 
o 1 µL of Golden Gate reaction to 25 µL of DH5-alpha or 10-Beta E. coli cells 
o Place the mixture on ice for 30 min 
o Heat shock at exactly 42°C for exactly 30 sec 
o Place on ice for 5 min 
o Add 475 µL SOC media and recover cells at 37oC for 1 hr 
o Plate 200 µL / 100 µL / 50 µL / rest on LB plus ampicillin 
• Select four E. coli colonies and set up liquid cultures in LB plus ampicillin 
• Isolate plasmid (miniprep) 
o IMPORTANT: do not miniprep culture if green – these are GFP-containing 
clones where the Golden Gate reaction did not occur 
o One miniprep (approximately 200 ng/µL) should be sufficient for many S. 
pombe transformations (200 ng/transformation) 
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Plasmid check 
• Digest plasmid using NcoI 
o This digest allows sgRNA-containing plasmids to be distinguished from 
those containing GFP 
• Sequence sgRNA-containing plasmids using M13F oligonucleotide (see 
Appendix III) to confirm sgRNA insertion 
HR template design and preparation 
• The HR template should contain: 
o Your desired mutation: point mutation, insertion, deletion or tag 
o At least 80 bp homology on each side relative to the cleavage site (3 bp 
upstream of PAM sequence (NGG)) 
o A mutation that disrupts the PAM sequence to avoid repeated DSBs 
§ If the total size of the HR template is equal or smaller than 180 bp, 
we recommend generating HR templates by PCR using 
oligonucleotides with overlapping at their 3’ end as described in 
Rodríguez-López et al. (2016) 
§ If the total size of the HR template is larger than 180 bp, we 
recommend using a fusion PCR construct containing homology 
arms to the target site (see HR template for cup1:4xtetO in 
Appendix IV)  
S. pombe transformation 
• Transform S. pombe cells using your preferred method with sgRNA-loaded pLSB 
plasmid (200 ng) and HR template (500-1000 ng) (see section 2.1.2.2 in Chapter 
2) 
• Grow non-selectively o/n on YES plates or liquid 
• Plate on YES plus cloNAT (or YES plus G418 or YES plus hygromycin depending 
on pLSB version used) 
• Re-streak transformant colonies to non-selective media to allow loss of plasmid 




























S. pombe strains used in this thesis 
Strain 
number Name Description 
143 wt h- ED972 wild-type 
B4411 SR-1 Stable 16 mM Caffeine Resistant Isolate – From wt – 1  
B4412 SR-2 Stable 16 mM Caffeine Resistant Isolate – From wt – 2 
B4413 UR-1 Unstable 16 mM Caffeine Resistant Isolate – From wt – 1  
B4414 UR-2 Unstable 16 mM Caffeine Resistant Isolate – From wt – 2 
B4415 UR-3 Unstable 16 mM Caffeine Resistant Isolate – From wt – 3  
B4416 UR-4 Unstable 16 mM Caffeine Resistant Isolate – From wt – 4 
B4417 UR-5 Unstable 16 mM Caffeine Resistant Isolate – From wt – 5  
B4418 UR-6 Unstable 16 mM Caffeine Resistant Isolate – From wt – 6  
B4419 UR-7 Unstable 16 mM Caffeine Resistant Isolate – From wt – 7  
B4420 UR-8 Unstable 16 mM Caffeine Resistant Isolate – From wt – 8  
B4421 UR-9 Unstable 16 mM Caffeine Resistant Isolate – From wt – 9  
B4422 UR-10 Unstable 16 mM Caffeine Resistant Isolate – From wt – 10  
B4423 UR-11 Unstable 16 mM Caffeine Resistant Isolate – From wt – 11  
B4424 UR-12 Unstable 16 mM Caffeine Resistant Isolate – From wt – 12  
B4425 UR-13 Unstable 16 mM Caffeine Resistant Isolate – From wt – 13  
B4426 UR-14 Unstable 16 mM Caffeine Resistant Isolate – From wt – 14  
B4427 UR-15 Unstable 16 mM Caffeine Resistant Isolate – From wt – 15 
B4428 UR-16 Unstable 16 mM Caffeine Resistant Isolate – From wt – 16  
B4429 UR-17 Unstable 16 mM Caffeine Resistant Isolate – From wt – 17  
B4430 UR-18 Unstable 16 mM Caffeine Resistant Isolate – From wt – 18  
B4431 UR-19 Unstable 16 mM Caffeine Resistant Isolate – From wt – 19  
B4432 UR-20 Unstable 16 mM Caffeine Resistant Isolate – From wt – 20  
B4433 UR-21 Unstable 16 mM Caffeine Resistant Isolate – From wt – 21  
B4434 UR-22 Unstable 16 mM Caffeine Resistant Isolate – From wt – 22  
B4435 UR-23 Unstable 16 mM Caffeine Resistant Isolate – From wt – 23  
B4436 UR-24 Unstable 16 mM Caffeine Resistant Isolate – From wt – 24  
B4437 UR-25 Unstable 16 mM Caffeine Resistant Isolate – From wt – 25  
B4438 UR-26 Unstable 16 mM Caffeine Resistant Isolate – From wt – 26  
B4439 UR-27 Unstable 16 mM Caffeine Resistant Isolate – From wt – 27  
B4440 UR-28 Unstable 16 mM Caffeine Resistant Isolate – From wt – 28  
B4441 UR-29 Unstable 16 mM Caffeine Resistant Isolate – From wt – 29  
B4442 UR-30 Unstable 16 mM Caffeine Resistant Isolate – From wt – 30  
B4443 SR-1 clr4Δ - 1 SR-1 clr4Δ::NAT - transformant 1 
B4444 SR-1 clr4Δ - 2 SR-1 clr4Δ::NAT - transformant 2 
B4445 SR-1 NAT control - 1 SR-1 NAT:3’ of ura4 - transformant 1 
B4446 SR-1 NAT control - 2 SR-1 NAT:3’ of ura4 - transformant 2 
B4447 SR-2 clr4Δ - 1 SR-2 clr4Δ::NAT - transformant 1 
B4448 SR-2 clr4Δ - 2 SR-2 clr4Δ::NAT - transformant 2 
B4449 SR-2 NAT control - 1 SR-2 NAT:3’ of ura4 - transformant 1 
B4450 SR-2 NAT control - 2 SR-2 NAT:3’ of ura4 - transformant 2 
B4451 UR-1 clr4Δ - 1 UR-1 clr4Δ::NAT - transformant 1 
B4452 UR-1 clr4Δ - 2 UR-1 clr4Δ::NAT - transformant 2 
B4453 UR-1 NAT control-1 UR-1 NAT:3’ of ura4 - transformant 1 
B4454 UR-1 NAT control-2 UR-1 NAT:3’ of ura4 - transformant 2 
B4455 UR-2 clr4Δ - 1 UR-2 clr4Δ::NAT - transformant 1 
B4456 UR-2 clr4Δ - 2 UR-2 clr4Δ::NAT - transformant 2 
B4457 UR-2 NAT control - 1 UR-2 NAT:3’ of ura4 - transformant 1 
B4458 UR-2 NAT control - 2 UR-2 NAT:3’ of ura4 - transformant 2 
B5022 UR-2 dcr1Δ - 1 UR-2 dcr1Δ::NAT - transformant 1 
B5023 UR-2 dcr1Δ - 2 UR-2 dcr1Δ::NAT - transformant 2 
B5024 UR-2 ago1Δ - 1 UR-2 ago1Δ::NAT - transformant 1 
B5025 UR-2 ago1Δ - 2 UR-2 ago1Δ::NAT - transformant 2 
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h- clr5-Q264STOP meu27-S100Y 
B4459 UR-2 +14 days -CAF UR-2 after growth on -CAF media for 14 days 
B4460 hba1Δ h- hba1Δ::NAT 
B4461 SPBC17G9.12cc h- SPBC17G9.12cΔ::NAT 
B4462 ncRNA.393Δ h- ncRNA.393Δ::NAT 
B4463 ncRNA.394Δ h- ncRNA.394Δ::NAT 
B4464 eno101Δ h- eno101Δ::NAT 
B3797 TetR-Clr4* h+ leu1+adh21-TetROFF-2xFLAG-Clr4-cdd 
B3808 
4xtetO-II (4xtetO-IIa) 
(cup1:4xtetO) h- 4xtetO 3' of cup1 leu1-32 (cup1=SPBC17G9.13c) 
B3807 4xtetO-IIb h- 4xtetO 5' of cup1 leu1-32 (cup1=SPBC17G9.13c) 
B3810 4xtetO-IIc h- 4xtetO 3' of ncRNA.394 leu1-32 
B3813 4xtetO-I h- 4xtetO 5' of hba1 leu1-32 
B3820 4xtetO-III h- 4xtetO 5' of ura4 leu1-32 
B4707 4xtetO-IV h- 4xtetO 5' of mbx2 
B4465 
TetR-Clr4* + 4xtetO-II 
(4xtetO-IIa) 
h+ leu1+adh21-TetROFF-2xFLAG-Clr4-cdd 4xtetO 3' of cup1 
(cup1=SPBC17G9.13c) 
B5691 TetR-Clr4* + 4xtetO-IIb h+ leu1+adh21-TetROFF-2xFLAG-Clr4-cdd 4xtetO 5' of cup1 (cup1=SPBC17G9.13c) 
B4936 TetR-Clr4* + 4xtetO-IIc h+ leu1+adh21-TetROFF-2xFLAG-Clr4-cdd 4xtetO 3' of ncRNA.394 
B4466 TetR-Clr4* + 4xtetO-I h+ leu1+adh21-TetROFF-2xFLAG-Clr4-cdd 4xtetO 5' of hba1 
B4467 TetR-Clr4* + 4xtetO-III h+ leu1+adh21-TetROFF-2xFLAG-Clr4-cdd 4xtetO 5' of ura4 
B4807 TetR-Clr4* + 4xtetO-IV h+ leu1+adh21-TetROFF-2xFLAG-Clr4-cdd 4xtetO 5' of mbx2 
B4885 cup1-3xDSR h- cup1Δ LocusPX:cup1-3xDSR (cup1=SPBC17G9.13c) 
B5005 cup1-TT h- cup1-TT (cup1=SPBC17G9.13c) 
B4688 Cup1-L73G h- cup1-L73G (cup1=SPBC17G9.13c) 
B4690 Cup1-F99G h- cup1-F99G (cup1=SPBC17G9.13c) 
B4567 Cup1-GFP h- cup1-GFP (cup1=SPBC17G9.13c) 
B4909 Cup1-GFP Arg11-mCh h- cup1-GFP arg11-mCherry-NAT (cup1=SPBC17G9.13c) 
B4912 Arg11-mCherry h- arg11-mCherry-NAT 
B4468 UR-2 (7 days +CAF) UR-2 after growth on +CAF media for 3 days 
B4469 
UR-2 (7 days +CAF              
à14 days -CAF) 
UR-2 after growth on +CAF media for 3 days and then on -CAF 
media for 14 days 
B4621 epe1Δ h- epe1Δ 
B2835 Epe1-GFP h- epe1-GFP-KAN 
B4958 3xFLAG-Epe1 h- 3xFLAG-epe1 
B4767 
TetR-Clr4* + 4xtetO-III 
epe1Δ 
h+ epe1Δ::NAT leu1+adh21-TetROFF-2xFLAG-Clr4-cdd 
4xtetO 5' of ura4 




S. cerevisiae SGO1-yeGFP::KanMX6 MATa, ade2-1, leu2-3, 
ura3, trp1-1, his3-11, 15, can1-100, GAL, psi+ 
B3111 S. octosporus wt h90 S. octosporus wild-type 
B4108 Mst2-13xMyc h- mst2-13xMyc-NAT 








Oligonucleotides used in this thesis  
Name Sequence Description 
qAct1-F GGTTTCGCTGGAGATGATG qPCR act1+ - F 
qAct1-R ATACCACGCTTGCTTTGAG qPCR act1+ - R 
qDg-F AATTGTGGTGGTGTGGTAATAC qPCR dg repeats - F 
qDg-R GGGTTCATCGTTTCCATTCAG qPCR dg repeats - R 
ST-52 GAATTGTGGAGCCATGTCCC qPCR slu7+ - F 
ST-53 TCTTCTCCTGTCCAACGAGC qPCR slu7+ - R 
ST-872 GAAACCCAGAAATTCGCAGGT qPCR kin17+ - F - primer pair 1 hba1 locus 
ST-873 ATGAGTTGCTTGGGCATCCA qPCR kin17+ - R - primer pair 1 hba1 locus 
ST-62 CAGCAAATTGGGGACTGTGT qPCR ish1+ - F - primer pair 2 hba1 locus 
ST-63 CTCAAGAAGCCTGGGAGTCA qPCR ish1+ - R - primer pair 2 hba1 locus 
ST-64 CGATGATCTGGTTGTATGGTGG qPCR hba1+ - F - primer pair 3 hba1 locus 
ST-65 TGCTCAGTACGCCATCTTGA qPCR hba1+ - R - primer pair 3 hba1 locus 
ST-66 GGGCTATCCTTAACGCTCTTC qPCR hba1+cds - F - primer pair 4 hba1 locus 
ST-67 CGCCTCCTCTGAACCAAAAG qPCR hba1+cds - R - primer pair 4 hba1 locus 
ST-58 CTTCCCACATCGCGTTCATT qPCR alp4+ - F - primer pair 5 hba1 locus 
ST-59 ACCTAAATCATCGCTGCTGG qPCR alp4+ - R - primer pair 5 hba1 locus 
ST-393 GGGCATGACAATCTCCGACT qPCR pyr1+ - F - primer pair 1 ncRNA.394 locus 
ST-394 GGCCTACCTCGGTGATCTTG qPCR pyr1+ - R - primer pair 1 ncRNA.394 locus 
ST-401 CCGTATGGTGAAGCAGGGTT qPCR SPBC17G9.12c+ - F - primer pair 2 ncRNA.394 locus 
ST-402 CCCGATCTCCGTGTAAGCAA qPCR SPBC17G9.12c+ - R - primer pair 2 ncRNA.394 locus 
ST-184 TTCGTCGTATGCCCTCTTGC qPCR SPBC17G9.13c+ - F - primer pair 3 ncRNA.394 locus 
ST-185 AAAATCCGCCATTTGCCCAG qPCR SPBC17G9.13c+ - R - primer pair 3 ncRNA.394 locus 
ST-251 TGCTGTAGTGATGCAGAGGAG qPCR ncRNA.393+ - F - primer pair 4 ncRNA.394 locus 
ST-252 GCGGCCATTTTGTTTACATTCC qPCR ncRNA.393+ - R - primer pair 4 ncRNA.394 locus 
ST-190 GAAAATTAGCGCGGCCGTTA qPCR ncRNA.394+ - F - primer pair 5 ncRNA.394 locus 
ST-191 TCAATCTGCTTGTCCCACCC qPCR ncRNA.394+ - R - primer pair 5 ncRNA.394 locus 
ST-263 GTGCTGCCCAAAAGAAGCTC qPCR eno101+ - F - primer pair 6 ncRNA.394 locus 
ST-264 TGGGAACCACCGTTCAAGAC qPCR eno101+ - R - primer pair 6 ncRNA.394 locus 
ST-249 AGCTTTCAAGGTAGCGGGTG qPCR cut2+ - F 
ST-250 TTCCTCTGCTCAGCGTAGAC qPCR cut2+ - R 
PA-354 CAGTTAGTTTCAGGTTTCCC qPCR +2.5 kb ura4+ - F - primer pair 1 ura4 locus 
PA-355 GCAGAGTAATGGTGATTGG qPCR +2.5 kb ura4+ - R - primer pair 1 ura4 locus 
ST-874 CACACAGTTTCAGAAGAAC qPCR tam14+ - F - primer pair 2 ura4 locus 
ST-875 GTTACGAGGAATCTTGGTAG qPCR tam14+ - R - primer pair 2 ura4 locus 
ST-796 CGCGACTGACAAGTTGCTTT qPCR ura4+ - F - primer pair 3 ura4 locus 
ST-797 AGCTAGAGCTGAGGGGATGA qPCR ura4+ - R - primer pair 3 ura4 locus 
ST-800 TGGTTTAAATCAAATCTTCCATGCG qPCR 5’ of ura4+ - F - primer pair 4 ura4 locus 
ST-801 TGAGCAAACTGCTTTTGTGGT qPCR 5’ of ura4+ - R - primer pair 4 ura4 locus 
ST-788 GGATGAAGCTGTCTCCCTGG qPCR new25+ - F - primer pair 5 ura4 locus 
ST-789 TATTGCTGCTTCTTCCCTGGC qPCR new25+ - R - primer pair 5 ura4 locus 
ST-876 GGAATCTATGTCGTTGCCG qPCR pmp20+ - F - primer pair 6 ura4 locus 





















































Inserting natMX6 marker 3’ of ura4+ (controlΔ) - R 
ST-866 CtagaGGTCTCgGACTCTCCATTTTCGTTAGAATTAGTTTcGAGACCcttCC Golden Gate cloning pap1-sgRNA-1-F 








































































KO of eno101+ with Bahler construct - R 
ST-756 CtagaGGTCTCgGACTGGTGCTTGACTTCTAATCTTGTTTcGAGACCcttCC Golden Gate cloning 4xtetO-I-sgRNA-F 
ST-757 GGaagGGTCTCgAAACAAGATTAGAAGTCAAGCACCAGTCcGAGACCtctaG Golden Gate cloning 4xtetO-I-sgRNA-R 





Making 4tetO-I-HR-template - 1R 
ST-734 TGATTTCAATACGGcaaggcctactagtgcatgca Making 4tetO-I-HR-template - 2F 





Making 4tetO-I-HR-template - 3F 
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ST-737 TTTAATTGTATTTTTTTATTCAAAGGTTCTACTTTGTCAATCATTTTCAA Making 4tetO-I-HR-template - 3R 
ST-752 CtagaGGTCTCgGACTATTTCTTTTGCTTTACGGTCGTTTcGAGACCcttCC 
Golden Gate cloning 4xtetO-II-sgRNA-F (4xtetO-IIa) 
(cup1:4xtetO) 
ST-753 GGaagGGTCTCgAAACGACCGTAA AGCAAAAGAAATAGTCcGAGACCtctaG 
Golden Gate cloning 4xtetO-II-sgRNA-R (4xtetO-IIa) 
(cup1:4xtetO) 
ST-720 TTGAATTAATTCATAGAGTATGATAAAAATTGATAGTAAATTCATTGG 
Making 4tetO-II-HR-template - 1F (4xtetO-IIa) 
(cup1:4xtetO) 
ST-721 cactagtaggccttgATGCATGCTAATAAATCATCGTAACTCAAGTAG 
Making 4tetO-II-HR-template – 1R (4xtetO-IIa) 
(cup1:4xtetO) 
ST-722 TTTATTAGCATGCATcaaggcctactagtgcatgca 
Making 4tetO-II-HR-template – 2F (4xtetO-IIa) 
(cup1:4xtetO) 
ST-723 TTTTTTTTTTCATAAATATTTActgga tttcgtttacctcaccacc 






Making 4tetO-II-HR-template - 3F (4xtetO-IIa) 
(cup1:4xtetO) 
ST-725 TTTGTAATGTATAATCTTCATTTATTTTGAAGAGTCCTAATTCGT 
Making 4tetO-II-HR-template – 3R (4xtetO-IIa) 
(cup1:4xtetO) 
ST-750 CtagaGGTCTCgGACTGTGAAATTGCGCGCTTTAGAGTTTcGAGACCcttCC Golden Gate cloning 4xtetO-IIb-sgRNA-F 
ST-751 GGaagGGTCTCgAAACTCTAAAGCGCGCAATTTCACAGTCcGAGACCtctaG Golden Gate cloning 4xtetO-IIb-sgRNA-R 
ST-714 CATCGAAAAACGAAAGGAGGGCT Making 4tetO-IIb-HR-template - 1F 
ST-715 actagtaggccttgCACTATCTAACCCAGTTCATCAAGTTGTTCT Making 4tetO-IIb-HR-template – 1R 
ST-716 GGGTTAGATAGTGcaaggcctactagtgcatgca Making 4tetO-IIb-HR-template – 2F 





Making 4tetO-IIb-HR-template - 3F 
ST-719 TAAACAAATGCGACATACTCTTATATAACAAACCAATTAGC Making 4tetO-IIb-HR-template – 3R 
ST-754 CtagaGGTCTCgGACTTATGGACCAACTCGTGACACGTTTcGAGACCcttCC Golden Gate cloning 4xtetO-IIc-sgRNA-F 
ST-755 GGaagGGTCTCgAAACGTGTCACGAGTTGGTCCATAAGTCcGAGACCtctaG Golden Gate cloning 4xtetO-IIc-sgRNA-R 
ST-726 ACGGTACATTTTGAAAAGAGCAAAGTATTTGT Making 4tetO-IIc-HR-template - 1F 
ST-727 cactagtaggccttgTTGACTATGGATTTGGTTTGGCTATTGCTATGACTTT Making 4tetO-IIc-HR-template – 1R 
ST-728 CAAATCCATAGTCAAcaaggcctactagtgcatgc Making 4tetO-IIc-HR-template – 2F 
ST-729 TGTGCAAGCATCctggatttcgtttacctcaccacca Making 4tetO-IIc-HR-template – 2R 
ST-730 acgaaatccagGATGCTTGCACATCACTACACT Making 4tetO-IIc-HR-template - 3F 
ST-731 CGCTCGCTGTATCAGATTCACAG Making 4tetO-IIc-HR-template – 3R 
ST-760 CtagaGGTCTCgGACTATATTTTAGATAGTTCTGTGGTTTcGAGACCcttCC Golden Gate cloning 4xtetO-III-sgRNA-F 
ST-761 GGaagGGTCTCgAAACCACAGAACTATCTAAAATATAGTCcGAGACCtctaG Golden Gate cloning 4xtetO-III-sgRNA-R 





Making 4tetO-III-HR-template – 1R 
ST-746 CTAAAACATCTTAATTATAcaaggcctactagtgcatgca Making 4tetO-III-HR-template – 2F 
ST-747 TTTGCACTTTGTGAATctggatttcgttt acctcaccacca Making 4tetO-III-HR-template – 2R 
ST-748 gtaaacgaaatccagATTCACAAAGTGC AAACATTATCATGAAAAAGAAC Making 4tetO-III-HR-template – 3F 
ST-749 TGAAAAAGATAATCAGCCTTATAATCTTTACAAAAGTAAGAAATTCT Making 4tetO-III-HR-template – 3R 
ST-858 CtagaGGTCTCgGACTGATTTGCCGTTCTACGACGGGTTTcGAGACCcttCC Golden Gate cloning 4xtetO-IV-sgRNA-F 
ST-859 GGaagGGTCTCgAAACCCGTCGTAGAACGGCAAATCAGTCcGAGACCtctaG Golden Gate cloning 4xtetO-IV-sgRNA-R 
ST-836 CTCAACAAACCACTGGTTACATGGC Making 4tetO-IV-HR-template – 1F 
ST-837 actagtaggccttgGATACTTCGCAAAATTCTAAGCATGGTGC Making 4tetO-IV-HR-template – 1R 
ST-838 TTTGCGAAGTATCcaaggcctactagtgcatgca Making 4tetO-IV-HR-template – 2F 
ST-839 TCGATACCACCTTTTActggatttcgtttacctcaccacc Making 4tetO-IV-HR-template – 2R 
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ST-840 gtaaacgaaatccagTAAAAGGTGGTATCGAGGAATGGCA Making 4tetO-IV-HR-template – 3F 
ST-841 ATCCAATAGTTAATAAATCGATGCTTAATTTGGTGG Making 4tetO-IV-HR-template – 3R 
ST-952 CtagaGGTCTCgGACTAGCTTGTGGCTGACCGTTAAGTTTcGAGACCcttCC Golden Gate cloning clr5-sgRNA-F 












Making clr5-Q264STOP-HR-template – R 
ST-956 CtagaGGTCTCgGACTTATTAGCCTTTGAAGGATTTGTTTcGAGACCcttCC Golden Gate cloning meu27-sgRNA-F 












Making meu27-S100Y-HR-template – F 





Making cup1-3xDSR construct – 1R 
ST-1046 gctaacgaaccttccttccattctc Making cup1-3xDSR construct – 2F 
ST-1047 cAAGGGAGccAaGGatAttGgaaagtggatgaacaagatcatttggagc Making cup1-3xDSR construct – 2R 
ST-1048 tcCaaTatCCtTggCTCCCTTgtaacttatgactctcgtttacac Making cup1-3xDSR construct – 3F 










Making cup1-3xDSR construct – 4R 
ST-1052 tccggatgcatgctaataaatcatcgtaacGTCATCTTTTGGCATATAGGGTAAAGGGG Making cup1-3xDSR construct – 5F 
ST-1053 AAATTTACTCTAACAGACGATATTGTCTCACTATCC Making cup1-3xDSR construct – 5R 
ST-1054 CtagaGGTCTCgGACTAGGCCTTAATATTAACCCCCGTTTcGAGACCcttCC Golden Gate cloning LocusPX-sgRNA-F 
ST-1055 GGaagGGTCTCgAAACGGGGGTTAATATTAAGGCCTAGTCcGAGACCtctaG Golden Gate cloning LocusPX-sgRNA-R 
ST-1056 CtagaGGTCTCgGACTttCGAACATTTTAGGTAGCCGTTTcGAGACCcttCC Golden Gate cloning endogenous cup1-sgRNA-F 



































Making HR template for C-terminal tagging of cup1 with 
GFP 
lyrkosgRN
A-F   
CtagaGGTCTCgGACTCAAATCCTAATC



















































To amplify 144-bp ura4 transcriptional terminator to replace 











To amplify 144-bp ura4 transcriptional terminator to replace 
697 bp of cup1 upstream/promoter region (to make cup1-










C-terminal tagging of arg11+ with mCherry using Bahler 










C-terminal tagging of arg11+ with mCherry using Bahler 
construct - R 
WC301-
UR2-C1-F           GGGAACCACATACAATGAATG 
C1 primer upstream of 5S rRNA.26 – F 
ChrIII control PCR and putative circle junction in UR-2 
WC305-
UR2-C2-F            TAGTCAGTATATACTGAGCGG 
C2 primer upstream of 5S rRNA.26 – F 
ChrIII control PCR and putative circle junction in UR-2 
WC306-
UR2-B1-R TCGCTGCTTATTGACTTTGAG 
B1 primer downstream of 5S rRNA.24 – R 
ChrIII control PCR and putative circle junction in UR-2 
WC308-
UR2-B2-R AACTGCTCTACTACTATAACG 
B2 primer downstream of 5S rRNA.24 – R 
ChrIII control PCR and putative circle junction in UR-2 
WC310-
CHR3-2-
D1-R             
ATCATCTCGATAAGTGCTTTC D1 primer downstream of 5S rRNA.26 – R ChrIII control PCR 
WC311-
CHR3-2-
A-F             
TCCGACTATTTGCATAAGACC A primer upstream of 5S rRNA.24 – F ChrIII control PCR 
WC312-
CHR3-2-
D2-R            




F           




F           
AATTCCATCCAAATTCTCTGG G2 primer upstream of LTR27 – F ChrIII control PCR and putative circle junction in UR-4 
WC326-
UR4-F1-R TATCACAACAGTTCTGCAACG 
F1 primer downstream of LTR3 – R 
ChrIII control PCR and putative circle junction in UR-4 
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WC328-
UR4-F2-R           TGGAAGCTTTGATAGAAAGGG 
F2 primer downstream of LTR3 – R 




ACGAATACGGTGTTGTATGAC E primer upstream of LTR3 – F ChrIII control PCR 
WC330-
CHR3-4-
17-H-R           


















C-terminal tagging of epe1+ with GFP using Bahler 






C-terminal tagging of epe1+ with GFP using Bahler 
construct - R 
ST-1058 CtagaGGTCTCgGACTGGACTTTTAAGATGGATTCCGTTTcGAGACCcttCC Golden Gate cloning epe1-sgRNA-F 
























Making 3xFLAG-Epe1-HR-template – R 
ST-36 CAGGAGTGTGTACAGGAGGT qPCR vps32+ - F 
ST-37 AGATGAATTGGCCAACGAGTT qPCR vps32+ - R 
ST-44 CTCGCCTGAAACTTGCTACA qPCR cgs1+ - F 
ST-45 GCACGAGGTTGATTACGCAT qPCR cgs1+ - R 
ST-48 GTCACGGGCGATTTTAGGAC qPCR ppr4+ - F 
ST-49 TCCCTTGTCCGGCAGAATAA qPCR ppr4+ - R 
ST-1012 TCTGCGTGACACTTGTTCGT qPCR grt1+ - F 
ST-1013 TAGAGACTCCAGCGCATCCT qPCR grt1+ - R 
ST-1010 GTCAGGTGCTCCTTGCAGAT qPCR eno102+ - F 
ST-1011 GCGTTCCTGCATAGATTGCG qPCR eno102+ - R 
ST-1006 ATTGGATAGGCGTCACCGTC qPCR aes1+ - F 
ST-1007 AGCCGGATCCTCATTGACAT qPCR aes1+ - R 
ST-1018 GATTGGGCCGAGTTGAAGGA qPCR cdc22+ - F 
ST-1019 AAGCAGTAGGCATTGGTGCT qPCR cdc22+ - R 
ST-1028 AAGCAGTAGGCATTGGTGCT qPCR fip1+ - F 
ST-1029 CCCTTTTTCACCGTTCTGCG qPCR fip1+ - R 
ST-1024 GCACCGGAGATGATACCCAG qPCR fio1+ - F 
ST-1025 GCACCATTTCCGATCGTTGG qPCR fio1+ - R 
ST-1022 TCACACATCGTGGCTATCCG qPCR cyp8+ - F 
ST-1023 TCGTTCACGAGATCCCTCCA qPCR cyp8+ - R 
ST-1040 CCTGCTGCCGAATTTCAACG qPCR pcn1+ - F 
ST-1041 TGCAGCTAAAACGAACACCC qPCR pcn1+ - R 
ST-1032 GTCTCCGGGTGCTACAGTTC qPCR mbx2+ - F 
ST-1033 GTGCGTTTGCCTACGATGAC qPCR mbx2+ - R 
ST-1038 CTCGTGTTCCTGAGACCACC qPCR nce103+ - F 
ST-1039 AACGAGGAACGACATTGGCA qPCR nce103+ - R 
ST-277 CATTTTGCGGGACAATGGGT qPCR cds1+ - F 
ST-278 CCTCCGTCCAAGTTGACGTT qPCR cds1+ - R 
ST-1068 tgctgaatgtaaccaacatca qPCR cen-IRC-L1 
ST-1069 gcctcaattgcctattagtgct qPCR cen-IRC-R1 
ST-1066 GGATAAGCCAATCATCGTTGAG qPCR tlh2 - F 
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ST-1067 GTAGTTGACGCTCCTTGGAAG qPCR tlh2 - R 
ST-1070 CCGAGGCTTTCATAGCTTA qPCR S. cerevisiae CEN4 – F (for GFP spike-in qChIP) 
ST-1071 ACCGGAAGGAAGAATAAGAA qPCR S. cerevisiae CEN4 – R (for GFP spike-in qChIP) 
ST-161 CCCAATTGTTGTGATTGCTG qPCR S. octosporus CEN3 heterochromatin – F (for H3K9me2 spike-in qChIP) 







C-terminal tagging of mst2+ with 13xMyc using Bahler 







C-terminal tagging of mst2+ with 13xMyc using Bahler 
construct - R 
ST-493 CtagaGGTCTCgGACTTTGATAGCAACAGTGGCGACGTTTcGAGACCcttCC Making ade6 – sgRNA - F 
ST-494 GGaagGGTCTCgAAACGTCGCCACTGTTGCTATCAAAGTCcGAGACCtctaG Making ade6 – sgRNA - R 
ST-495 CtagaGGTCTCgGACTCCTTGTATAATACCCTCGCCGTTTcGAGACCcttCC Making ura4 – sgRNA - F  
























Making ura4 - HR template - R 
ST-233 TTGTTTCAGCTCACCGCACA  Checking mutations ade6 - F 
ST-236 AAAGCAAGCAAAATCATTTAACAGT  Checking mutations ade6 - R 
ST-241 GCTCCATAGACTCCACGACC  Checking mutations ura4 - F 
ST-243 TTGTCAGTCGCGGTCGATTT  Checking mutations ura4 - R 
ST-34 AAATTTGCGCTCCTCTCTGC Checking mutations meu27 - F 
ST-35 GTTTGGTATTTACGAGCTGCCA Checking mutations meu27 - R 
ST-32 CACACAATGCGCACTCTTCT Checking mutations clr5 - F 
ST-33 ACAGCAGTTGGTCCGTTAGA Checking mutations clr5 - R 
ST-411 GGTTAGGCAGAAGACTTGAGCA Checking cup1:4xtetO – F (A1) 
ST-406 ATCATCACTTGCATTCACTTCTCT Checking cup1:4xtetO – R (A2) 
ST-409 GGCGAAGCTTTTAAGTCTGAAGG Checking cup1-GFP - F 
ST-408 GCTGTCCCACTCTTACCACA Checking cup1-GFP - R 
ST-1078 CAAATCTAACGAGTTTGCCTGC Checking epe1Δ – F (C1) 
ST-1079 GCAAACAACGAGTCAAAGTGGA Checking epe1Δ – R (C3) 
ST-1077 GGGCGAGCGGACAATCATAA Checking epe1 cds – F (C2) 
ST-1076 AGTGAGGCTGTGCAAAGGAA Checking 3xFLAG-epe1 - F 
ST-1073 TCTAACGAGTTTGCCTGCTT Checking 3xFLAG-epe1 - R 





























sgRNA and HR template sequences used in this thesis. All sgRNA 
sequences were obtained using CRISPR4P (Rodríguez-López et al. 2016)   
Name Sequence 
pap1 - sgRNA CTCCATTTTCGTTAGAATTA 





4xtetO-I - sgRNA GGTGCTTGACTTCTAATCTT 










4xtetO-II - sgRNA (4xtetO-IIa) 
(cup1:4xtetO) ATTTCTTTTGCTTTACGGTC 










4xtetO-IIb - sgRNA GTGAAATTGCGCGCTTTAGA 










4xtetO-IIc - sgRNA TATGGACCAACTCGTGACAC 










4xtetO-III - sgRNA ATATTTTAGATAGTTCTGTG 










4xtetO-IV - sgRNA GATTTGCCGTTCTACGACGG 











clr5 - sgRNA AGCTTGTGGCTGACCGTTAA 





meu27 - sgRNA TATTAGCCTTTGAAGGATTT 





Locus PX - sgRNA AGGCCTTAATATTAACCCCC 









































cup1 - sgRNA ttCGAACATTTTAGGTAGCC 





cup1 tagging - sgRNA GCTCAGGCTAAACGTCGGAA 
















cup1-LYR - sgRNA CAAATCCTAATCCTCACAAG 










cup1 promoter - sgRNA caaatgctgtagtgatgcag 








epe1 - sgRNA GGACTTTTAAGATGGATTCC 









ade6 - sgRNA TTGATAGCAACAGTGGCGAC 





ura4 - sgRNA CCTTGTATAATACCCTCGCC 






































Genomic coordinates used to generate heatmaps for heterochromatin 
islands. Loci that accumulate H3K9me upon caffeine treatment are indicated 
(low or medium concentration, experiments described in Chapter 6)  
     
Increased H3K9me levels 
upon caffeine treatment? 
(performed here, 
compared to untreated) 
Chromosome Start End Name First described in Low caffeine 
Medium 
caffeine 
I 578000 582000 Island 1 - mcp7 Zofall et al. 2012 ✓ - 
I 2447000 2449000 Island 2 - mug8 Zofall et al. 2012 - - 
I 2521000 2525000 Island 3 - avl9 Zofall et al. 2012 ✓ ✓ 
I 3647000 3651000 Island 4 - dtd1 Zofall et al. 2012 - - 
I 3727000 3730000 Island 5 - vps29 Zofall et al. 2012 ✓ - 
I 4534000 4540000 Island 6 - ssm4 Zofall et al. 2012 ✓ - 
I 4653000 4656000 Island 7 - iec1 Zofall et al. 2012 - - 
II 898000 903000 Island 8 - mcp5 Zofall et al. 2012 ✓ - 
II 1472000 1479000 Island 9 - mei4 Zofall et al. 2012 ✓ - 
II 1551000 1554000 Island 10 - isp4 Zofall et al. 2012 - - 
II 1670000 1680000 Island 11 - cdc28 Zofall et al. 2012 - - 
II 1692000 1698000 Island 12 - sre1 Zofall et al. 2012 - - 
II 1869000 1873000 Island 13 - mug142 Zofall et al. 2012 - - 
II 2199000 2202000 Island 14 - ncRNA.394 Zofall et al. 2012 ✓✓ ✓✓✓ 
II 2338000 2342000 
Island 15 - 
SPBC24C6.09c Zofall et al. 2012 - - 
II 3628000 3631000 Island 16 - pvg4 Zofall et al. 2012 - - 
II 3640000 3642000 Island 17 - mug45 Zofall et al. 2012 - - 
III 958000 968000 Island 18 - gsf2 Zofall et al. 2012 - - 
III 1036000 1040000 Island 19 - rpa12 Zofall et al. 2012 ✓ ✓ 
III 2369000 2371000 Island 20 - mug9 Zofall et al. 2012 - - 
III 2422000 2424000 Island 21 - SPCC569.06 Zofall et al. 2012 - - 
I 1465847 1469848 HOOD 1 - tf2-1  Yamanaka et al. 2013 - - 
I 1564163 1568414 HOOD 2 - tf2-2 Yamanaka et al. 2013 - - 
I 2544835 2561773 HOOD 3 - myp2 Yamanaka et al. 2013 - - 
I 2927156 2941954 HOOD 4 - tf2-3 Yamanaka et al. 2013 - - 
I 2977013 2988899 HOOD 5 - mfc1 Yamanaka et al. 2013 - - 
I 2994807 3009469 HOOD 6 - dni1 Yamanaka et al. 2013 - - 
I 3361499 3365727 HOOD 7 - tf2-4 Yamanaka et al. 2013 - - 
I 3736902 3743575 HOOD 8 - SPAP7G5.03  Yamanaka et al. 2013 - - 
I 3791825 3796114 HOOD 9 - rad50 Yamanaka et al. 2013 - - 
I 3996353 4000615 HOOD 10 - tf2-5 Yamanaka et al. 2013 - - 
I 4022326 4026545 HOOD 11 - tf2-6 Yamanaka et al. 2013 - - 
I 5069824 5083205 HOOD 12 - mcp3 Yamanaka et al. 2013 - - 
I 5191103 5195325 HOOD 13 - tf2-7 Yamanaka et al. 2013 - - 
I 5195656 5199909 HOOD 14 - tf2-8 Yamanaka et al. 2013 - - 
I 5234000 5250176 HOOD 15 - mug5 Yamanaka et al. 2013 - - 
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II 91600 101684 
HOOD 16 -
SPBPB10D8.05c Yamanaka et al. 2013 - - 
II 347505 354250 HOOD 17 - SPBC1271.09 Yamanaka et al. 2013 - - 
II 898107 902233 HOOD 18 - mcp5 Yamanaka et al. 2013 - - 
II 1812684 1816937 HOOD 19 - tf2-9 Yamanaka et al. 2013 - - 
II 1965175 1969519 HOOD 20 - tf2-10 Yamanaka et al. 2013 - - 
II 2126590 2128479 HOOD 21 - rpp202 Yamanaka et al. 2013 - - 
II 4414469 4418768 HOOD 22 - tf2-11 Yamanaka et al. 2013 - - 
II 4442538 4449562 HOOD 23 - 
SPBC8E4.01c  
Yamanaka et al. 2013 - - 
III 173841 176400 
HOOD 24 - 
SPCC1235.01 Yamanaka et al. 2013 - - 
III 254411 256353 HOOD 25 - tf2-ORF Yamanaka et al. 2013 - - 
III 778123 782331 HOOD 26 - tf2-12 Yamanaka et al. 2013 - - 
III 1047657 1056145 HOOD 27 - 
SPCC1259.08  
Yamanaka et al. 2013 - - 
III 1168500 1176000 HOOD 28 - 
SPCC4B3.03c 
Yamanaka et al. 2013 - - 
III 1179500 1182650 HOOD 29 - rhp26  Yamanaka et al. 2013 - - 
III 1196050 1196500 HOOD 30 - tf2-ORF Yamanaka et al. 2013 - - 
III 1763512 1775613 HOOD 31 - ste6 Yamanaka et al. 2013 - - 
III 2320230 2324503 HOOD 32 - tf2-13-
pseudo  
Yamanaka et al. 2013 - - 
I 239913 249656 
SPAC806.04c & 
SPAC806.05 Wang et al. 2015 - - 
I 4527389 4533031 LTR & SPAC27D7.11c Wang et al. 2015 - - 
III 273261 279340 mae2 Wang et al. 2015 - - 
II 2301681 2308661 pfk1/sad1 Sorida et al. 2019 - - 
I 94000 97000 SPAC1F8.05 Gallagher et al. 2019 - - 
I 125000 129000 SPAC11D3.11c Gallagher et al. 2019 - - 
I 125000 129000 SPAC11D3.10 Gallagher et al. 2019 - - 
I 1036000 1042000 SPAC23C4.05c Gallagher et al. 2019 - - 
I 1036000 1042000 SPAC23C4.06c Gallagher et al. 2019 - - 
I 1513000 1517000 SPAC57A7.13 Gallagher et al. 2019 - - 
I 1513000 1517000 SPAC57A7.12 Gallagher et al. 2019 - - 
I 2147000 2150000 SPAC23C11.09 Gallagher et al. 2019 - - 
I 2174000 2179000 SPAC13F5.03c Gallagher et al. 2019 - - 
I 2395000 2398500 SPAC15F9.01c Gallagher et al. 2019 - - 
I 2977500 2985500 SPAPB1A11.02 Gallagher et al. 2019 - - 
I 3476500 3481000 SPAC328.03 Gallagher et al. 2019 - - 
I 5309000 5311500 SPNCRNA.1068 Gallagher et al. 2019 - - 
I 5309000 5311500 SPNCRNA.1069 Gallagher et al. 2019 - - 
I 5390000 5396000 SPAC3G6.07 Gallagher et al. 2019 - - 
II 102000 105000 SPBC359.01 Gallagher et al. 2019 - - 
II 167500 170500 SPBC1683.12 Gallagher et al. 2019 - - 
II 200500 203000 SPBC660.05 Gallagher et al. 2019 - - 
II 221500 224000 SPBC660.14 Gallagher et al. 2019 - - 
II 337500 340500 SPNCRNA.103 Gallagher et al. 2019 - - 
II 459500 464000 SPBC428.10 Gallagher et al. 2019 - - 
II 538000 541000 SPBC649.04 Gallagher et al. 2019 - - 
II 919500 922500 SPBC216.07c Gallagher et al. 2019 - - 
II 948000 951000 SPNCRNA.334 Gallagher et al. 2019 - - 
II 948000 951000 SPNCRNA.335 Gallagher et al. 2019 - - 
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II 1223500 1226000 SPBC725.10 Gallagher et al. 2019 - - 
II 1309000 1312000 SPBC30B4.04c Gallagher et al. 2019 - - 
II 1495000 1499000 SPBC11B10.07c Gallagher et al. 2019 - - 
II 2184000 2186500 SPBC17G9.08c Gallagher et al. 2019 - - 
II 3344629 3348817 SPBC17D1.17 Gallagher et al. 2019 - - 
II 3530000 3532500 SPBC1105.12 Gallagher et al. 2019 - - 
II 3530000 3532500 SPBC1105.13c Gallagher et al. 2019 - - 
II 4103000 4108500 SPBC56F2.06 Gallagher et al. 2019 - - 
II 4409500 4414500 SPBC1289.14 Gallagher et al. 2019 - - 
III 31500 34500 SPCP20C8.03 Gallagher et al. 2019 - - 
III 34500 39000 SPCC1884.01 Gallagher et al. 2019 - - 
III 739000 742000 SPCC18B5.11c Gallagher et al. 2019 - - 
III 1265500 1268000 SPCC23B6.01c Gallagher et al. 2019 - - 
III 2072000 2075000 SPCPB1C11.02 Gallagher et al. 2019 - - 
III 2286000 2289500 SPCC965.04c Gallagher et al. 2019 - - 
III 2410325 2415970 SPCC569.08c Gallagher et al. 2019 - - 
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