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STEINER’S FORMULA AND A VARIATIONAL PROOF OF THE
ISOPERIMETRIC INEQUALITY
JOSEPH ANSEL HOISINGTON
Abstract. We give a new proof of the isoperimetric inequality in the plane, based on
Steiner’s formula for the area of a convex neighborhood.
1. Introduction
The classical isoperimetric inequality states that among all simple closed curves of
length L in the plane, the unique curve enclosing the largest area is the circle of circum-
ference L:
Theorem 1.1 (The Isoperimetric Inequality). Let γ be a simple closed curve in the plane,
of length L, enclosing a domain of area A.
Then L2 ≥ 4piA, with equality precisely if γ is a circle.
This paper gives a proof of the isoperimetric inequality based on Steiner’s formula,
which describes the area of a neighborhood of a convex domain in R2:
Theorem 1.2 (Steiner’s Formula, [St1840]). Let D be a bounded, convex domain in R2,
of area A and boundary length l, and let Dr be the points in R
2 whose distance from D
is r or less. Then:
A. Area(Dr) = pir
2 + lr +A,
B. Length(∂Dr) = 2pir + l.
Jakob Steiner (March 18th, 1796 - April 1st, 1863) proved Theorem 1.2 for convex
polygons and a similar formula for convex polyhedra in R3. By polygonal approximation,
Theorem 1.2 then follows for any compact, convex set in R2, and in fact a version of
Theorem 1.2 holds in much greater generality – for more about Steiner’s formula, see
[Sc14] and [Gr04]. Steiner was fascinated by the isoperimetric inequality, and he sketched
several ideas for proving it. The isoperimetric problem was already ancient when Steiner
considered it in the nineteenth century, but Theorem 1.1 had never been proven rigor-
ously. It remained unproven in Steiner’s lifetime, and all of Steiner’s ideas for proving
the isoperimetric inequality required the same additional step, which he never provided:
one must show that the isoperimetric problem has a solution.
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More precisely, we define the isoperimetric ratio of a domain D with area A and
boundary length l to be:
l2
4piA
. (1.3)
The isoperimetric ratio is scale-invariant – we formulate the isoperimetric inequality as
in Theorem 1.1 because l2 and A transform the same under rescalings. The isoperimetric
inequality then states that the isoperimetric ratio of any bounded plane domain is greater
than or equal to 1, with equality precisely for disks.
Steiner developed many proofs that no domain other than a disk could minimize the
isoperimetric ratio, but he didn’t establish the existence of a domain that minimizes (1.3).
The proof we present below does not require that we separately establish the existence
of a minimizer for the isoperimetric ratio – it shows directly that no domain can have
an isoperimetric ratio less than 1. We believe part of the significance of our proof is
that it shows how one of Steiner’s results from convex geometry can be used to prove
the isoperimetric inequality without separately establishing the existence of an optimal
domain.
The key observation for our proof is the following: if D is a bounded convex domain in
R
2, we can use Theorem 1.2 to calculate the isoperimetric ratio I(r) of the r-neighborhood
of D as a function of r. Letting A be the area of D and l its boundary length, we have:
I(r) = (2pir + l)
2
4pi (pir2 + lr +A)
=
4pi2r2 + 4pilr + l2
4pi2r2 + 4pilr + 4piA
. (1.4)
Differentiating with respect to r, we have:
I ′(r) =
(
4piA− l2) (8pi2r + 4pil)
(4pi2r2 + 4pilr + 4piA)2
=
(
4piA− l2) (pir + l)
4pi (pir2 + lr +A)2
. (1.5)
This implies that I(r) is a monotone function of r, decreasing if the isoperimetric
ratio of D is greater than 1 and constant if the isoperimetric ratio of D is equal to 1.
If D were a convex domain with an isoperimetric ratio less than 1, I(r) would increase
monotonically to 1, the isoperimetric ratio of the disk, as r goes to infinity. As r goes
to infinity, the r-neighborhoods of any convex domain D converge to a disk, up to scale.
We will see that this gives a variation of the disk, as an argument for the functional on
plane domains given by the isoperimetric ratio, and we will use Steiner’s formula to find
its first and second variations – in particular, we will relate them to the isoperimetric
ratio of the domain D in question. By studying the first and second variations of the
isoperimetric ratio of the disk, we will then prove Theorem 1.1. For later reference, the
quantity l2−4piA whose negative appears in (1.5) is sometimes called the isoperimetric
deficit of a domain.
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It will be important in our proof that, in the plane, the convex hull of a non-convex do-
main D always has a smaller isoperimetric ratio than D itself: conv(D) encloses a larger
area than D with a smaller perimeter. Therefore, to prove Theorem 1.1, it is enough
to show that it holds for convex domains. Steiner was aware of this fact and used it in
several of his ideas for proving the isoperimetric inequality, cf. [Tr02]. In dimensions
greater than 2, this is no longer true: for a 3-dimensional domain with volume V and
surface area A, we define its isoperimetric ratio to be A
3
36πV 2
. Like (1.3) for plane domains,
the isoperimetric ratio of a domain in R3 is scale-invariant and the ball has isoperimetric
ratio equal to 1. The isoperimetric inequality in R3 states that the isoperimetric ratio of
any domain is greater than or equal to 1, with the ball being the unique minimizer. For a
ball with a long spike in R3, both the volume and surface area, and thus the isoperimetric
ratio, can be made arbitrarily close to that of the ball by making the spike narrow enough.
On the other hand, the convex hull of such a domain will be approximately a cone with a
hemispherical cap, with an isoperimetric ratio significantly greater than 1: for a spike of
length η on the unit ball, the isoperimetric ratio of its convex hull will be approximately
η+3
4 for η very large.
The outline of this paper and our proof of the isoperimetric inequality is as follows:
In Section 2, we will calculate the first and second variations of the isoperimetric ratio
of the disk. We will show that the first variation is zero and the second variation is
non-negative for any variation through a family of convex domains, and that the second
variation is strictly positive unless, to first order, the variation is the sum of a translation
and a rescaling of the disk. This shows that among convex domains, the disk is a critical
point of the isoperimetric ratio and, infinitesimally, a minimizer.
In Section 3, we will use the r-neighborhoods of a compact, convex domain D in the
plane to construct a variation of the disk. We will show that this variation is of the type
analyzed in Section 2. We will use Steiner’s formula to relate its second variation to the
isoperimetric deficit of D, and in doing so, we will show that the isoperimetric deficit of
D is non-negative. Once we know that the isoperimetric inequality l2 − 4piA ≥ 0 holds,
any of Steiner’s arguments then prove the uniqueness of the disk as the solution to the
isoperimetric problem – we will show at the end of Section 3 that this also follows from
our argument.
We will prove Theorem 1.1 as the conclusion of a series of intermediate results. These
are proved using the smoothness of the domains and variations in question, and thus
imply Theorem 1.1 for domains with smooth boundary. However, by approximation,
Theorem 1.1 then follows immediately for any plane domain with a rectifiable bound-
ary. The corresponding issue is more difficult in higher dimensions – this is discussed in
Section 2 of [Os78] – although, in all dimensions, the boundary of a compact, convex do-
main can be realized as the Lipschitz image of a round sphere, and is therefore rectifiable.
Throughout the paper, we will discuss the relationship between this proof and other
known proofs of the isoperimetric inequality. Robert Osserman’s article [Os78] gives an
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overview of the isoperimetric inequality, its generalizations and their significance in math-
ematics. Isaac Chavel’s book [Ch01] discusses many results and questions in geometry
and analysis which are based on the isoperimetric inequality and also gives several proofs
of the classical isoperimetric inequality, and Howards, Hutchings and Morgan in [HHM99]
and Andrejs Treibergs in [Tr02] present several proofs of the classical isoperimetric in-
equality.
Acknowledgments: I am very happy to thank Christopher Croke and Peter McGrath
for their feedback about this work and Isaac Chavel, Frank Morgan and Franz Schuster
for their input about the history of the isoperimetric inequality.
2. The First and Second Variations of the Isoperimetric Ratio
We will calculate the first and second variations of the isoperimetric ratio of the disk,
for a variation through a family of convex domains, to show that the disk is a critical
point and, infinitesimally, a minimum of the isoperimetric ratio:
Proposition 2.1. Let Dt be a family of bounded, convex domains in R2 which give a
smooth variation of the disk D0, that is, the boundaries ∂Dt := Γt are given by a smooth
map Γ(θ, t) : S1 × (−ε, ε) → R2, with Γ(∗, t) : S1 → R2 a smooth convex curve for each
t ∈ (−ε, ε) and with Γ(∗, 0) a circle. Let R(t) be the isoperimetric ratio of the domain
Dt.
Then R′(0) = 0 and R′′(0) ≥ 0, with equality if and only if, to first order, the family
of domains coincides with a rescaling and translation of the disk.
Proof. We begin by noting that a convex domain close to the unit disk can be described
in polar coordinates (ρ, θ) by a continuous, 2pi-periodic function g(θ) with positive real
values, by the inequality ρ ≤ g(θ), since each line through the origin meets the boundary
of such a domain exactly twice. A variation of the disk as above can also then be described
by a function G(θ, t) : S1 × (−ε, ε) → R>0, with G(θ, 0) = 1, and with Dt described in
polar coordinates by the inequality ρ ≤ G(θ, t). To second order, the area and boundary
length of the domains described by ρ ≤ G(θ, t) have the same variations at 0 as those
described by ρ ≤ 1 + tg1(θ) + t2g2(θ), where:
g1(θ) =
∂G
∂t
(θ, 0), g2(θ) = (
1
2
)
∂2G
∂t2
(θ, 0).
If Dt is a family of domains with areas A(t) and boundary lengths l(t), we have:
I ′(t) =
2A(t)l(t)l′(t)−A′(t)l(t)2
4piA(t)2
,
I ′′(t) =
2(l(t)A′(t)− l′(t)A(t))2 + l(t)A(t)(2l′′(t)A(t) − l(t)A′′(t))
4piA(t)3
.
For the family of domains described by 1 + tg1(θ) + t
2g2(θ) as above, we then have:
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A(t) =
(
1
2
)
2pi∫
0
(
1 + tg1(θ) + t
2g2(θ)
)2
dθ,
l(t) =
2pi∫
0
√
(1 + tg1(θ) + t2g2(θ))
2 + (tg′1(θ) + t2g
′
2(θ))
2
dθ.
We then have:
A′(t) =
2pi∫
0
(g1(θ) + t
(
g1(θ)
2 + 2g2(θ)
)
+ 3t2g1(θ)g2(θ) + 2t
3g2(θ)
2)dθ,
l′(t) =
2pi∫
0
g1(θ) + t
(
g1(θ)2 + 2g2(θ) + g′1(θ)
2
)
+ 3t2
(
g1(θ)g2(θ) + g′1(θ)g
′
2(θ)
)
+ 2t3
(
g2(θ)2 + g′2(θ)
2
)√
(1 + tg1(θ) + t2g2(θ))
2 + (tg′1(θ) + t2g
′
2(θ))
2
dθ.
In particular, A′(0) and l′(0) are both equal to
2π∫
0
g1(θ)dθ, and therefore,
I ′(0) =
1
4pi3
2 · pi · 2pi
2pi∫
0
g1(θ)dθ − (2pi)2
2pi∫
0
g1(θ)dθ
 = 0.
We then have:
A′′(t) =
2pi∫
0
(
g1(θ)
2 + 2g2(θ) + 6tg1(θ)g2(θ) + 6t
2g2(θ)
2
)
dθ,
l′′(t) =
2pi∫
0
(
g1(θ)2 + 2g2(θ) + g′1(θ)
2
)
+ 6t
(
g1(θ)g2(θ) + g′1(θ)g
′
2(θ)
)
+ 6t2
(
g2(θ)2 + g′2(θ)
2
)
√
(1 + tg1(θ) + t2g2(θ))
2 +
(
tg′1(θ) + t
2g′2(θ)
)2 − · · ·
· · ·
[
g1(θ) + t
(
g1(θ)2 + 2g2(θ) + g′1(θ)
2
)
+ 3t2
(
g1(θ)g2(θ) + g′1(θ)g
′
2(θ)
)
+ 2t3
(
g2(θ)2 + g′2(θ)
2
)]2
[
(1 + tg1(θ) + t2g2(θ))
2 +
(
tg′1(θ) + t
2g′2(θ)
)2]( 32 ) dθ.
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In particular, A′′(0) =
2π∫
0
(
g1(θ)
2 + 2g2(θ)
)
dθ and l′′(0) =
2π∫
0
(
g′1(θ)
2 + 2g2(θ)
)
dθ.
Then we have:
I ′′(0) =
2 (2piA′(0) − pil′(0))2 + 2pi · pi (2pil′′(0)− 2piA′′(0))
4pi · pi3
=
2
(
pi
2π∫
0
g1(θ)dθ
)2
+ 4pi3
(
2π∫
0
(
g′1(θ)
2 + 2g2(θ)
)
dθ −
2π∫
0
(
g1(θ)
2 + 2g2(θ)
)
dθ
)
4pi4
=
(
2π∫
0
g1(θ)dθ
)2
+ 2pi
2π∫
0
(
g′1(θ)
2 − g1(θ)2
)
dθ
2pi2
. (2.2)
Let ĝ = 12π
2π∫
0
g1(θ)dθ, and let g˜(θ) = g1(θ)− ĝ, so that
2π∫
0
g˜(θ)dθ = 0.
Since g˜′(θ) = g′1(θ), we then have:
I ′′(0) =
(2piĝ)2 + 2pi
2π∫
0
(
g˜′(θ)2 − (g˜(θ) + ĝ)2
)
dθ
2pi2
=
(
1
π
)
2pi∫
0
(
g˜′(θ)2 − g˜(θ)2) dθ. (2.3)
Wirtinger’s inequality states that if ϕ(θ) is a 2pi-periodic differentiable function
with
2π∫
0
ϕ(θ)dθ = 0, then:
2pi∫
0
ϕ′(θ)2dθ ≥
2pi∫
0
ϕ(θ)2dθ.
Equality holds precisely if ϕ(θ) = a0 cos(θ) + a1 sin(θ) for some constants a0 and a1.
By Wirtinger’s inequality, we therefore have I ′′(0) ≥ 0, with equality precisely if g1(θ) =
∂G
∂t
(θ, 0) = a0 cos(θ)+a1 sin(θ)+2piĝ. The variation given by a0 cos(θ)+a1 sin(θ) translates
the disk in the direction whose argument is arctan(−a1
a0
) at speed
√
(a0)2 + (a1)2 and the
variation given by 2piĝ corresponds to rescaling the disk by a factor of 1 + t02piĝ when
t = t0. 
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Wirtinger’s inequality also implies the isoperimetric inequality directly. This was dis-
covered by Hurwitz, who gave the first proof of the isoperimetric inequality based on
Fourier analysis and Wirtinger’s inequality in [Hu1901]. A variant of this proof, in which
the role of Wirtinger’s inequality is made explicit, can be found in [Os78] and [BG88]. As
with our proof, Hurwitz’s proof of the isoperimetric inequality does not require that one
separately establish the existence of an optimal domain – his argument shows directly
that l2 ≥ 4piA for any plane domain, with equality precisely when the domain is a disk.
3. Steiner’s Formula and the Monotonicity of the Isoperimetric Ratio
To prove Theorem 1.1, we begin by confirming that the r-neighborhoods of a bounded
convex domain D, when rescaled to have constant area, give a variation of the disk of the
type considered in Proposition 2.1:
Proposition 3.1. Let D be a bounded, convex domain with smooth boundary in the plane.
For t > 0, let Dt be the r = 1t -neighborhood of D, rescaled to have the same area as D,
and let D0 be the disk with the same area as D.
Then {Dt}t≥0 gives a variation of the disk D0 through a family of convex domains with
smooth boundaries, as in Proposition 2.1.
Proof. Let D be as above – note first that each r-neighborhood of D is also convex, so
that the variation in question is through a family of convex sets. Without loss of general-
ity, we can take D to be centered at (or simply to contain in its interior) the origin, and
to have area pi. Let l be its boundary length, and let D be described in polar coordinates
(ρ, θ) by the inequality ρ ≤ g(θ), where g is a smooth, positive 2pi-periodic function. Let
Dr be the r-neighborhood of D and D˜r the homothetic image of Dr, rescaled to have
area pi. By Theorem 1.2.A, D˜r =
(√
π
πr2+lr+π
)
Dr.
We let n(θ) be the point (cos(θ), sin(θ)) on the unit circle, so that n′(θ) = (− sin(θ), cos(θ)),
and we let σ(θ) =
√
(g′(θ))2 + (g(θ))2, so the arc length of the portion of ∂D correspond-
ing to θ ∈ S is: ∫
S
σ(θ)dθ.
The oriented tangent to ∂D at θ is:
g′(θ)n(θ) + g(θ)n′(θ).
The outward unit normal to D at θ is then:(
1
σ(θ)
)(
g(θ)n(θ)− g′(θ)n′(θ)).
The boundary of Dr can then be parametrized in terms of θ as follows:
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g(θ)n(θ) +
(
r
σ(θ)
)(
g(θ)n(θ)− g′(θ)n′(θ)) = g(θ)(1 + r
σ(θ)
)
n(θ)−
(
rg′(θ)
σ(θ)
)
n′(θ)
=
(
g(θ) (σ(θ) + r)
σ(θ)
)
n(θ)−
(
rg′(θ)
σ(θ)
)
n′(θ). (3.2)
We note that in this parametrization, θ is not necessarily the argument of the point on
the boundary of Dr with parameter value θ in (3.2) – letting φ be the argument of this
point, we have:
φ = θ + arctan
(
rg′(θ)
g(θ) (σ(θ) + r)
)
. (3.3)
The boundaries of the area-normalized domains D˜r (which correspond to D 1
r
in the
statement of the proposition) are then parametrized in terms of θ as follows:√
pi
pir2 + lr + pi
((
g(θ) (σ(θ) + r)
σ(θ)
)
n(θ)−
(
rg′(θ)
σ(θ)
)
n′(θ)
)
.
Rewriting this in terms of t = 1
r
we have the following parametrization for the boundary
of the area-normalized domain Dt:√
pi
pit2 + lt+ pi
((
g(θ) (tσ(θ) + 1)
σ(θ)
)
n(θ)−
(
g′(θ)
σ(θ)
)
n′(θ)
)
. (3.4)
Similarly, rewriting (3.3) in terms of t, we have:
φ = θ + arctan
(
g′(θ)
g(θ) (tσ(θ) + 1)
)
. (3.5)
Composing (3.4) with the function θ = θ(φ, t) implicitly defined by (3.5) describes the
resulting family of domains in terms of the parameter t and argument φ. The norm of
(3.4) in terms of θ is:
√
pi (g(θ)2σ(θ)2t2 + 2g(θ)2σ(θ)t+ σ(θ)2)
σ(θ)2 (pit2 + lt+ pi)
. (3.6)
As t→ 0, this converges uniformly to 1, and (3.6) and (3.5) implicitly define a smooth
function of (φ, t). This family of domains therefore gives a variation of the disk as in
Proposition 2.1. 
Remark 3.7. The function θ = θ(φ, t) can be defined by taking θ to be the argument of
the unique point on ∂D which, when translated by its normal vector of length 1
t
, has
argument φ. The uniqueness of this point follows from the convexity of D.
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We next find the isoperimetric ratio of the domains described in Proposition 3.1 as a
function of t:
Proposition 3.8. Let D be a bounded, convex domain with smooth boundary in the plane,
with area A and boundary length l, and for t > 0, let I(t) be the isoperimetric ratio of the
(1
t
)-neighborhood D 1
t
of D.
Then I(t) extends smoothly to t = 0, with I(0) = 1, to give the isoperimetric ratio of the
family of domains Dt in the variation of the disk described in Proposition 3.1. Moreover,
I(t) is a monotone function of t ≥ 0, with the sign of its monotonicity determined by the
isoperimetric deficit of D.
Proof. By (1.4), for t > 0 we have:
I(t) =
l2t2 + 4pilt+ 4pi2
4piAt2 + 4pilt+ 4pi2
. (3.9)
Letting ε be the least absolute value of the zeros of 4piAt2 + 4pilt + 4pi2 (see Remark
3.11 below), the function defined by (3.9) extends smoothly to (−ε,∞), with I(0) equal
to 1, the isoperimetric ratio of the disk D0. For t ≥ 0 we then have:
I ′(t) =
(
l2 − 4piA) (lt2 + 2pit)
4pi (At2 + lt+ pi)2
. (3.10)
We therefore have that I ′(0) = 0 (which also follows from Propositions 2.1 and 3.1)
and that for t > 0, I ′(t) has the same sign as the isoperimetric deficit of D. 
Remark 3.11. The roots of p(t) = 4piAt2 + 4pilt+ 4pi2, the denominator of (3.9), are:
−l ±√l2 − 4piA
2A
. (3.12)
The isoperimetric inequality is equivalent to the statement that the roots of this poly-
nomial are real, and thus negative, and are distinct unless the domain in question is a
disk. For our purposes, it is simply enough to note that any real roots of p(t) are negative,
since p(0) = 4pi2 and p(t) is greater than 4pi2 when t is positive. The roots of the Steiner
polynomial were studied by Green and Osher in [GO99] (the Steiner polynomial of a
domain with area A and boundary length l is pir2+ lr+A, with roots −l±
√
l2−4πA
2π .) They
note that Steiner’s formula implies that the isoperimetric deficit of the r-neighborhood
Dr is the same as that of D.
The monotonicity of I(t) in Proposition 3.8 and the fact that I ′(0) = 0 imply that if
D were a domain with an isoperimetric ratio less than or equal to 1, then I ′′(0) would
be non-positive. In light of Proposition 2.1, we would therefore have I ′′(0) = 0. This
does not yet rule out the possibility of a domain D⋆ whose isoperimetric ratio is less
than 1, such that the isoperimetric ratios of the
(
1
t
)
-neighborhoods D⋆1
t
of D⋆ increase
monotonically to 1 as t → 0, but with a second variation at t = 0 which is nonetheless
equal to 0. However, differentiating I ′(t), we have:
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Proposition 3.13. For I(t) as in Proposition 3.8,
I ′′(t) =
(
l2 − 4piA
2pi
)(
pi2 − 3piAt2 −Alt3
(At2 + lt+ pi)3
)
. (3.14)
In particular, I ′′(0) =
l2 − 4piA
2pi2
.
This then implies the inequality in Theorem 1.1, that l2 ≥ 4piA:
Proof of Theorem 1.1, Part 1. By Proposition 3.13, the sign of l2 − 4piA is the same as
the sign of I ′′(0). By Proposition 2.1, I ′′(0) is greater than or equal to 0. 
Once we have shown that l2 ≥ 4piA, and thus that the isoperimetric problem has a
solution in the form of the disk, any of Steiner’s arguments then show that the disk is
the unique solution, establishing the second part of Theorem 1.1. The uniqueness of the
disk as an optimal isoperimetric domain also follows from our argument:
Proof of Theorem 1.1, Part 2. Let D be a domain in the plane, whose area A and bound-
ary length l satisfy l2 = 4piA. We can suppose A = pi and l = 2pi. D must be convex –
otherwise its convex hull would have an isoperimetric ratio less than 1, which is impossi-
ble. As in Proposition 3.1, supposeD is described in polar coordinates (ρ, θ) by a smooth,
positive 2pi-periodic function g(θ). The boundaries of the area-normalized domains Dt
as in Proposition 3.1 are then given by (3.4) as a function of θ. We denote the resulting
map S1 × (−ε, ε) → R2 by G(θ, t). Let γ(θ, t) be the norm of G(θ, t). Since A = pi and
l = 2pi, in the notation of Proposition 3.1 we have:
γ(θ, t) =
√
g(θ)2 (tσ(θ) + 1)2 + g′(θ)2
(1 + 2t+ t2) σ(θ)2
. (3.15)
Since D has l2 = 4piA, by Proposition 3.8 all the domains Dt have isoperimetric ratio
equal to 1 as well.
We note again that, a priori, θ may not be the argument of the point G(θ, t) on the
boundary of Dt – letting φ be the argument of this point, the relationship between φ and
θ is described by (3.5). Let θ(φ, t) be the function of φ and t which gives the value for θ
corresponding to the point with argument φ along the boundary of Dt, implicitly defined
by (3.5) and, identifying D0 with the disk, let θ(φ) = θ(φ, 0). Then, in the notation of
Proposition 2.1, the variation of the disk given by Dt in terms of the parameter t and
argument φ is:
G(φ, t) = γ(θ(φ, t), t). (3.16)
Then we have:
∂G
∂t
(φ, 0) =
(
∂γ
∂θ
(θ(φ), 0)
)
· ∂θ
∂t
(φ, 0) +
∂γ
∂t
(θ(φ), 0). (3.17)
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Because γ(θ, 0) ≡ 1, this simplifies to:
∂G
∂t
(φ, 0) =
∂γ
∂t
(θ(φ), 0) =
g(θ)2√
g′(θ)2 + g(θ)2
− 1. (3.18)
In the proof of Proposition 2.1, we showed that, letting A(t) be the area of the domain
with parameter value t,
A′(0) =
2pi∫
0
∂G
∂t
(φ, 0)dφ.
Since the area of Dt is constant, equal to pi,
2pi∫
0
∂G
∂t
(φ, 0)dφ =
2pi∫
0
(
g(θ(φ))2√
g′(θ(φ))2 + g(θ(φ))2
− 1
)
dφ = 0.
This then implies
2π∫
0
(
g(θ(φ))2√
g′(θ(φ))2+g(θ(φ))2
)
dφ is equal to 2pi, the boundary length of D.
Calculating the arc length of the boundary of D in polar coordinates, parametrized by
the argument φ, we then have:
2pi∫
0
(
g(θ(φ))2√
g′(θ(φ))2 + g(θ(φ))2
)
dφ =
2pi∫
0
√
g′(θ(φ))2θ′(φ)2 + g(θ(φ))2dφ. (3.19)
The integrand on the left-hand side of (3.19) is bounded above by g(θ(φ)), and the
integrand on the right is bounded below by g(θ(φ)). Equality is possibly only if g′(θ) ≡ 0.
We must therefore have g(θ) ≡ 1 , and the domain D a disk. 
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