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Abstract
The problem of minimax estimation is examined for the linear multivariate statistically indeterminate
observation model with mixed uncertainty. The a priori information on the distributions of model parameters
is formulated in terms of second-ordermoment characteristics. It is shown that in the regular case theminimax
estimate is deﬁned explicitly via the solution of the dual optimization problem. For singular models, the
method of dual optimization is developed by means of using the Tikhonov regularization techniques. Several
particular cases which are widely used in practice are also considered.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
In this paper, the problem of minimax estimation by the mean-square error criterion is studied
for linear multivariate statistically indeterminate models with both stochastic and deterministic
uncertain parameters and disturbances. Following [13], such type of systems will be referred to
as ones with mixed uncertainty. During the recent period of time, very broad class of statistically
indeterminate models has been studied using the minimax approach. Nevertheless, the majority
 The work is supported by Russian Foundation for Basic Research under Grant No. 05-01-00508.
∗ Corresponding author.
E-mail address: siemenkv@mail.ru (K.V. Siemenikhin).
0047-259X/$ - see front matter © 2006 Elsevier Inc. All rights reserved.
doi:10.1016/j.jmva.2006.05.012
146 A.R. Pankov, K.V. Siemenikhin / Journal of Multivariate Analysis 98 (2007) 145–176
of the models under consideration can be divided into two classes:
(a) the models involving only random variables with partially known nondegenerate distributions
[2,15,20,26,31];
(b) the models with uncertain but bounded nonrandom parameters and disturbances
[5,7,12,16,18,19].
Under stochastic uncertainty, one of the major techniques for constructing minimax estimates
is the method of dual optimization [21,25,28,31,32]. This straightforward and efﬁcient algorithm
consists of two steps:
(1) to ﬁnd the least favorable joint distribution of the random parameters;
(2) to compute the optimal estimate designed for the obtained worst-case characteristics.
The necessary and sufﬁcient conditions for themethod described above that lead to theminimax
estimate are obtained in [21]. The standard situation in which such conditions are fulﬁlled is
provided by so-called regular models [31,32]. However, deterministic models and ones with
mixed uncertainty are singular, since they contain singular probability distributions.
The main contribution of this paper is to extend the approach of dual optimization to singular
linear multivariate models with mixed uncertainty. This aim is achieved by means of the Tikhonov
regularization techniques [7,8,17,22,27]. Combination of the methods of dual optimization and
Tikhonov regularization provides a uniﬁed approach to designing efﬁcient algorithms of minimax
robust identiﬁcation for any linear multivariate system with mixed a priori uncertainty.
The main theoretical results of the paper are applied to solving the problem of minimax esti-
mation and ﬁltering in a lot of practically important static regression and dynamic discrete-time
linear systems with a priori uncertainty of different type (deterministic, stochastic, and mixed).
The proofs of all statements encountered in the paper are given in the Appendix except for
Corollaries 5.1–5.3 and Lemmas 6.2, 6.3 whose trivial proofs are omitted.
2. Statistically indeterminate multivariate model
The following notationwill be used in the sequel:E {·},D {·}, cov {·, ·} are the average, variance,
and covariance operators; col[x1, . . . , xn] = (x1 , . . . , xn ), where  is the transpose symbol;〈x, y〉 = xy; ‖x‖ = 〈x, x〉1/2; co[K] is the convex hull of a set K; O, I are the null and identity
matrices, respectively; ker[A], im[A], tr[A], [A] are the kernel, image, trace, and spectrum of
a matrix A; ‖A‖ = max([AA])1/2 is the spectral norm; ‖A‖2 = (tr
[
AA
]
)1/2 is the Frobenius
norm; diag[A,B] =
(
A
O
O
B
)
; A+ is the Moore–Penrose pseudoinverse; A > O (AO) means
that the matrix A is symmetric positively (semi)deﬁnite; argmin
x∈X g(x) (argmaxx∈X g(x)) is a set of
all minimum (maximum) points of a function g(x) on X.
Consider the following statistically indeterminate linear multivariate model:{
x = 00 + 1,
y = 00 +1, (2.1)
where x ∈ Rm is the vector to be estimated given the observation vector y ∈ Rn;  = col[0, 1]
is the vector of model parameters and disturbances.
Concerning the subvector 0 ∈ Rp there is no a priori information except for the assumption:
0 is nonrandom. The subvector 1 ∈ Rq is supposed to have partially known moment charac-
teristics: E
{
1
} ∈ M, cov {1, 1} ∈ R. The set M is compact and centrally symmetric (i.e.,
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−M = M) andR is compact and contains symmetric positive-semideﬁnite q × q matrices. The
matrices 0, , 0,  are known and have appropriate dimensions.
Let P denote the probability distribution of the vector . The stated above assumptions mean
that P ∈ P , where P is the set of all feasible distributions:
P = {P:  = col[0, 1], E
{
0
} = 0, E {1} ∈ M, cov {1, 1} ∈ R}. (2.2)
Note that model (2.1) possesses the following speciﬁc features:
(a) the structural model parameters (e.g., parameters of the signal model) and the disturbing
parameters (such as uncertain and random observation disturbances) are not distinguished,
since the corresponding partitioning can be done explicitly by an appropriate choosing of the
matrices 0, , 0, ;
(b) the random parameters and disturbances are assumed to be dependent in general;
(c) all probability distributions may be singular: in particular, any covariance matrices from R
are not supposed to be strictly positive.
The other properties of the model described above were discussed in [21].
3. Minimax estimation problem
Consider a linear estimate x˜ = Fy, F ∈ Rm×n, of x given the observation vector y. Assume
that F ∈ F , where F ⊆ Rm×n is some prespeciﬁed set of estimators. Then, x˜ = Fy will be
referred to as an admissible estimate. Its accuracy is measured by the mean-square-error criterion
(m.s.e.c.):
D(F,P) = E
{
‖Fy − x‖2
}
, (3.1)
where P ∈ P is any feasible distribution of .
Deﬁnition 3.1. The estimating operator Fˆ and the corresponding estimate xˆ = Fˆ y are called
minimax if
Fˆ ∈ F̂ = arg min
F∈F
sup
P∈P
D(F,P). (3.2)
The optimal guaranteed value of the m.s.e.c. is
Jˆ = inf
F∈F
sup
P∈P
D(F,P). (3.3)
Note that it is possible to avoid application of afﬁne estimates: x˜ = Fy + f , F ∈ F , f ∈ Rm,
since any minimax afﬁne estimate turns to be linear whenever the set of feasible expectations M
is centrally symmetric [21].
Since D(F,P) depends on the moment characteristics E {}, cov {, } only, (3.2) can be
reduced to the following problem of minimax optimization:
Fˆ ∈ F̂ = arg min
F∈F0
max
K∈K
J (F,K), (3.4)
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where
J (F,K) = sup
P
{D(F,P): E
{
1

1
}
= K} (3.5)
is the auxiliary functional J (·) which will henceforth be used instead of D(·),
F0 = {F ∈ F : F0 = 0} (3.6)
is the class of admissible estimators, which are unbiased with respect to 0, and
K = co{K: K =  + R,  ∈ M, R ∈ R} (3.7)
is the convex hull of the set of all feasible matrices of the form E
{
1

1
}
.
The equivalence of problems (3.2) and (3.4) is provided by the following fact:
sup
P∈P
D(F,P) = sup
K∈K
J (F,K) ∀F ∈ Rm×n, (3.8)
where
J (F,K) =
{
tr
[
(F− )K(F− )] , F0 = 0,
+∞, F0 
= 0. (3.9)
Furthermore, (3.3) is equal to Jˆ = inf
F∈F0
max
K∈K
J (F,K).
The following deﬁnition speciﬁes the regular and singular situations.
Deﬁnition 3.2. The statistically indeterminate model (2.1) and the corresponding minimax esti-
mation problem (3.2) are said to be regular if
K > O ∀K ∈ K, (3.10)
otherwise (2.1), (3.2) are singular.
Condition (3.10) means that any feasible covariance cov {y, y} = R of the observation
vector y is a nonsingular matrix.
As it is known [22,31], for a singular observation model a minimax estimate is not unique. This
makes it reasonable to introduce the next concept.
Deﬁnition 3.3. The minimax estimate xˆ(o) = Fˆ (o)y is called normal if
‖Fˆ (o)‖2‖Fˆ‖2 ∀ Fˆ ∈ F̂ . (3.11)
In other words, the normal minimax estimator is of the least Frobenius norm over all minimax
estimators.
The following theorem describes the main features of the minimax optimization problem (3.4).
Theorem 3.1. Let the following assumptions hold:
(a) F0 is nonempty, closed, and convex;
(b) there exists a matrix K0 ∈ K such that K0 > O.
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(1) Then, the set of minimax estimators F̂ is nonempty, convex, and compact. Moreover
‖Fˆ‖22
(√
tr
[
K0
]+√Jˆ)2
min [K0]
∀ Fˆ ∈ F̂ . (3.12)
(2) There exists a unique normal minimax estimator Fˆ (o).
(3) The following duality relation holds:
Jˆ = min
F∈F0
max
K∈K
J (F,K) = max
K∈K
inf
F∈F0
J (F,K), (3.13)
where a solution of the maximin problem does exist.
(4) If the regularity condition (3.10) is fulﬁlled, then the minimax estimator Fˆ is uniquely
determined as follows:
{Fˆ } = arg min
F∈F0
J (F, Kˆ), (3.14)
where Kˆ is an arbitrary solution to the maximin problem, i.e.,
Kˆ ∈ arg max
K∈K
J (K), J (K) = inf
F∈F0
J (F,K). (3.15)
The next deﬁnition is motivated by equality (3.13).
Deﬁnition 3.4. The maximization problem (3.15) is called dual with respect to the minimax
estimation problem (3.2). The solution Kˆ and the functional J (·) will be also referred to as dual
ones.
Thus, Kˆ describes a least favorable combination of the moment characteristics involved in
the observation model (2.1). Nevertheless, in general, a distribution P ∈ P such that Kˆ =
E
{
1
T
1
}
 may not exist.
The third assertion of Theorem 3.1means that Fˆ is a minimax estimator and Kˆ is a dual solution
if and only if the pair (Fˆ , Kˆ) forms a saddle point for the game (J,F0,K):
J (Fˆ ,K)J (Fˆ , Kˆ)J (F, Kˆ) ∀F ∈ F0 and ∀K ∈ K. (3.16)
The last part of Theorem 3.1 describes the way of ﬁnding minimax estimates using the dual
optimization approach. According to this technique, the minimax estimate is sought as a solution
of the linear-optimal estimation problem (3.14) by the m.s.e.c. with the least favorable moment
characteristics (3.15). In some particular but important cases considered in Sections 5 and 6, the
optimal estimate xˆ = Fˆ y and the dual functional J (·) have the explicit representation.
So, in the regular case, the method of dual optimization can be directly applied to ﬁnding the
minimax estimate. For singular observation models, algorithm (3.14)–(3.15) yields the minimax
estimator if at least one of the following conditions is valid [21]:
(1) Kˆ > O;
(2) im[K] ⊆ im[Kˆ] ∀K ∈ K;
(3) KKˆ ∀K ∈ K.
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It should be noted that if the uncertainty set K contains the maximal element K (i.e., KK
for all K ∈ K), then the solution of the dual optimization problem is trivial: Kˆ = K , whence
(3.14) is the minimax estimator.
Even if the least favorablematrix Kˆ can be obtained only approximately, themethod ofminimax
estimation based on the dual optimization turns to be valid and possesses the robust property.
Furthermore, the deviation of the approximate estimator from the minimax one can be majorized
by the computation error of the dual solution.
Theorem 3.2. Under the regularity condition (3.10), given a sequence {Ks} ⊂ K, the estimators
{F s} are supposed to be deﬁned as follows:
{F s} = arg min
F∈F0
J (F,Ks). (3.17)
Then,
‖F s − Fˆ‖22−1(Jˆ − J (Ks)) ∀ s, (3.18)
where −1 = max
K∈K
‖(K)−1‖. Furthermore, the sequence {F s} converges to the minimax
estimator Fˆ whenever lim
s→∞ J (K
s) = Jˆ .
Thus, for ﬁnding the dual solution one may use any numerical procedure for which the conver-
gence with respect to J (·) is fulﬁlled.
The iterative algorithm presented below possesses the desired property.
Algorithm 3.1. (1) Take arbitrarily K0 ∈ K and put s = 0.
(2) Solve the quadratic minimization problem (3.17).
(3) Solve the linear programming problem
K˜s ∈ arg max
K∈K
J (F s,K). (3.19)
(4) Compute s = J (F s, K˜s) − J (F s,Ks)0.
(5) If s = 0, put Kˆ = Ks and terminate the iterative process. If s > 0, go to step 6.
(6) Solve the one-dimensional maximization problem
s ∈ arg max
∈[0,1] J ((1 − )K
s + K˜s). (3.20)
(7) Put
Ks+1 = (1 − s)Ks + sK˜s, (3.21)
increase s by 1, and go to step 2.
The convergence of the algorithm above is stated in the following theorem.
Theorem 3.3. Under the regularity condition (3.10), assume that the sequences {F s} and {Ks}
are generated by Algorithm 3.1. Then, {F s} converges to the minimax estimator Fˆ and {Ks}
converges to the set K̂ = argmax
K∈K
J (K) of dual solutions, i.e.,
lim
s→∞ ‖F
s − Fˆ‖2 = 0, (3.22)
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lim
s→∞ minKˆ∈K̂
‖Ks − Kˆ‖ = 0. (3.23)
Moreover, the convergence holds also with respect to the functionals
J (F ) = max
K∈K
J (F,K) (3.24)
and J (K), in other words,
lim
s→∞ J (F
s) = lim
s→∞ J (K
s) = Jˆ . (3.25)
4. Minimax estimation for singular models
In this section, the Tikhonov regularization method will be applied to the singular case of the
minimax problem (3.4).
Introduce the regularized criterion
J ε(F,K) = J (F,K) + ε ‖F‖22, ε > 0. (4.1)
Then, the regularized minimax problem has the form
Fˆ ε ∈ arg min
F∈F0
max
K∈K
J ε(F,K), (4.2)
where Fˆ ε is said to be the regularized minimax estimator. The optimal guaranteed value of J ε(·)
is equal to
Jˆ ε = min
F∈F0
max
K∈K
J ε(F,K). (4.3)
Note that problem (4.2) is regular, since it corresponds to the following regular observation
model:{
x = 00 + 1,
yε = 00 +1 + ε, (4.4)
where P ∈ P and the random vector  is supposed to be normalized (E {} = 0, cov {, } = I )
and independent of . Indeed, any feasible covariance of the observation vector is nonsingular:
cov
{
yε, yε
} = R + ε I > O ∀R ∈ R. (4.5)
Provided by the results of the previous section, we can use the method of dual optimization. To
this end, consider the regularized dual problem
Kˆε ∈ arg max
K∈K
J ε(K), J ε(K) = inf
F∈F0
J ε(F,K). (4.6)
The following result explains how to obtain aminimax estimate using the regularization technique.
Theorem 4.1. Under the conditions of Theorem 3.1 the following assertions are valid:
(1) There exists a solution Kˆε to the regularized dual problem (4.6).
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(2) The regularized minimax estimator Fˆ ε is uniquely determined and can be found from the
condition
{Fˆ ε} = arg min
F∈F0
J ε(F, Kˆε), (4.7)
where Kˆε is an arbitrary solution of (4.6).
(3) {Fˆ ε} converges to the normal minimax estimator Fˆ (o):
‖Fˆ ε − Fˆ (o)‖2 → 0 as ε ↓ 0. (4.8)
(4) The optimal guaranteed values (3.3), (4.3) of the original and regularized criteria satisfy the
following relation:
Jˆ  Jˆ ε Jˆ + ε‖Fˆ (o)‖22 ∀ ε > 0. (4.9)
Note that the minimax solution Fˆ ε can be obtained using the iterative algorithm described
in Section 3. However, if the convergence provided by the algorithm is not ﬁnite, the error of
computing Fˆ ε may be signiﬁcant. This may lead to the unstable behavior of {Fˆ ε} as ε ↓ 0. Thus,
the problem of computation stability arises in a practical realization of the algorithm suggested by
Theorem 4.1. It turns out that this obstacle can be also overcome using the method of Tikhonov
regularization of ill-posed optimization problems [27].
The theorem below shows how to compute the minimax estimator in a stable manner.
Theorem 4.2. Under the conditions of Theorem 3.1, suppose the following assumptions are
fulﬁlled:
(a) the regularization parameter ε tends to zero as  → ∞;
(b) {K,  = 1, 2, . . .} is a given sequence of matrices such that K ∈ K and
 = Jˆ ε − J ε(K) → 0 as  → ∞; (4.10)
(c) the sequence of estimators F is deﬁned by
{F} = arg min
F∈F0
J ε(F,K). (4.11)
Then,
(1) if sup

/ε3 < ∞, we have
d2(F, F̂) = min
Fˆ∈F̂
‖F − Fˆ‖2 → 0,  → ∞; (4.12)
(2) if lim
→∞ /ε
3
 = 0, we have
‖F − Fˆ (o)‖2 → 0,  → ∞. (4.13)
In both cases, {F} is a minimizing sequence for functional (3.24), i.e., lim
→∞ J (F) = Jˆ .
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The ﬁrst part of Theorem 4.2 describes the situation, when one can claim the convergence
of {F} to the set F̂ of minimax estimators. The second part provides the sufﬁcient condition for
{F} to converge to the normal minimax estimator Fˆ (o).
5. Basic particular cases of the general model
In this section, several particular cases of the general observation model (2.1) are considered.
5.1. Unconstrained minimax estimation problem
Here, it is assumed that there are no a priori constraints on estimators. In other words, any linear
estimate x˜ = Fy, F ∈ Rm×n, is supposed to be admissible. Thus,
F = Rm×n and F0 = {F :F0 = 0}. (5.1)
The assumption F0 
=  is equivalent to the following:
0 = 0+0 0 or ker[0] ⊆ ker[0], (5.2)
which is known to be the identiﬁability condition [1].
The lemma below provides the analytical expression of the solution to the linear-optimal esti-
mation problem
arg min
F∈F0
J (F,K) (5.3)
for both regular and singular cases.
Lemma 5.1. Denote
Q = I −0+0 , Kx = K, Kxy = K, Ky = K, (5.4)
where KO. Let (5.1) and (5.2) hold.
(1) The general solution of (5.3) can be represented in the form
F0 + (Kxy − F0Ky)(QKyQ)+, (5.5)
where F0 is an arbitrary solution of the equation F0 = 0 (in particular, F0 = 0+0 ).
Moreover,
min
F∈F0
J (F,K)= tr
[
(F0− )
×[K − KT(QKQ)+K](F0− )
]
. (5.6)
(2) If Ky > O, then
F˜ (Kxy,Ky) = KxyK−1y + (0 − KxyK−1y 0)
(
0 K−1y 0
)+
0 K−1y (5.7)
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is the unique solution of (5.3) and the dual functional (5.6) takes the form
J (Kx,Kxy,Ky)= tr
[
Kx − KxyK−1y Kxy
+ (0 − KxyK−1y 0)
(
0 K−1y 0
)+
(0 − KxyK−1y 0)
]
.
(5.8)
The main result of this subsection is the following.
Theorem 5.1. Under notations (5.4)–(5.8), suppose that (5.1) and (5.2) are fulﬁlled.
(1) Then,
Fˆ ε = F˜ (Kˆεxy, Kˆεy + εI) (5.9)
converges to the normal minimax estimator Fˆ (o) as ε ↓ 0 if
Kˆεxy = Kˆε, Kˆεy = Kˆε, (5.10)
Kˆε ∈ arg max
K∈K
J (Kx,Kxy,Ky + εI). (5.11)
(2) Let the regularity condition (3.10) be fulﬁlled. Then, Fˆ = F˜ (Kˆxy, Kˆy) is the minimax esti-
mator if
Kˆxy = Kˆ, Kˆy = Kˆ, Kˆ ∈ arg max
K∈K
J (Kx,Kxy,Ky). (5.12)
5.2. Regression with unbounded parameters
This subsection is addressed to designing the algorithms of minimax estimation for the classical
linear regression models which are usually studied in the regression analysis and statistics.
Consider the following linear regression model:{
x = A,
y = B + 	, (5.13)
where  ∈ Rp is the a priori unbounded nonrandom vector and 	 ∈ Rn is the random observation
noise with zero mean and covariance R ∈ R	, whereR	 is a compact set of positive-semideﬁnite
matrices. The matrices A ∈ Rm×p and B ∈ Rn×p are assumed to be known.
It is easy to check that (5.13) is a particular case of the observation model (2.1), since the
probability distribution P of the vector  = col[, 	] belongs to the set
P = {P:  = col[, 	], E {} =  ∈ Rp, E {	} = 0, cov {	, 	} ∈ R	}. (5.14)
The following result provides the exact formulation of the minimax estimation algorithms for
model (5.13).
Corollary 5.1. Let F = Rm×n and AB+B = A. Denote
F˜ (R) = A
(
BR−1B
)+
BR−1, J (R) = tr
[
A
(
BR−1B
)+
A
]
. (5.15)
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(1) Then,
Fˆ ε = F˜ (Rˆε + εI) (5.16)
converges to the normal minimax estimator Fˆ (o) as ε ↓ 0 if
Rˆε ∈ arg max
R∈R	
J (R + εI). (5.17)
(2) Let R > O for all R ∈ R	. Then,
Fˆ = F˜ (Rˆ) (5.18)
is the minimax estimator if
Rˆ ∈ arg max
R∈R	
J (R). (5.19)
Since matrix (5.18) is an estimator of the least-squares method (LSM), the result stated in
Corollary 5.1 can be treated as the minimax version of the Gauss–Markov theorem [1].
The following example of a singular problem of minimax estimation serves to illustrate the
regularization techniques.
Example 5.1. Consider the linear regression model:
yi = bix + 	i , i = 1, . . . , n, (5.20)
where x is a scalar nonrandom parameter to be estimated given the observations y = col[y1, . . .,
yn]. The regressor b = col[b1, . . . , bn] 
= 0 and is supposed to be known. Concerning the
noise 	 = col[	1, . . . , 	n] we assume that E {	i} = 0, D {	i} 1, and correlation between any
components of 	 is arbitrary. Therefore, the set
R	 = {R ∈ Rn×n: RO,Rii1, i = 1, . . . , n}. (5.21)
is a class of all feasible covariances of 	.
It is well known that in the model described above, the minimax estimator is a solution of the
minimization problem [16]:
Fˆ ∈ argmin
Fb=1
n∑
i=1
|Fi |. (5.22)
Indeed, we have J (F,R) = FRF T and
max
R∈R	
J (F,R) =
(
n∑
i=1
|Fi |
)2
∀F ∈ R1×n. (5.23)
If |bi0 | = max
i=1,...,n |bi |, then
Fˆi0 = 1/bi0 , Fˆj = 0, j 
= i0, (5.24)
and Jˆ = 1/b2i0 .
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Our ﬁrst aim is to show that for the singular model (5.20) the optimal estimate may not be
minimax even if the covariance R = cov {	, 	} is least favorable.
First, we ﬁnd the dual solution Rˆ. Due to the duality relation (3.13) and expression (5.6), we
have
max
R∈R	
J (R) = Jˆ = 1
b2i0
, (5.25)
where
J (R) = tr
[
b+(R − R(QRQ)+R)(b+)
]
, (5.26)
b+ = ‖b‖−2b, and Q = I − bb+. Denote
Rˆ = b−2i0 bb. (5.27)
Then, Rˆ ∈ R	, QRˆ = O, and
J (Rˆ) = tr
[
b+Rˆ(b+)
]
= ‖b‖−4〈Rˆb, b〉 = b−2i0 = Jˆ . (5.28)
Hence, Rˆ is a solution to the dual optimization problem (5.25).
Consider the optimal estimate x˜ = F˜ y designed for the least favorable covariance cov {	, 	} =
Rˆ, i.e.,
F˜ ∈ arg min
Fb=1 J (F, Rˆ). (5.29)
According to (5.5) and (5.23), we obtain
F˜ = b+(I − Rˆ(QRˆQ)+) = b+ = ‖b‖−2b, (5.30)
max
R∈R	
J (F˜ , R) =
(
‖b‖−2
n∑
i=1
|bi |
)2
. (5.31)
Thus, x˜ = F˜ y = ‖b‖−2 ∑ni=1 biyi is an LSM estimate and the guaranteed value of its m.s.e.
(5.30) is greater than (5.25) whenever at least two coefﬁcients bi, bj differ in magnitude. In this
case, estimator (5.29) is not minimax. Thus, one cannot use the method of dual optimization in
the singular situation.
Our further aim is to answer the question: how to obtain Fˆ using the regularization algorithm.
Assume that |bi0 | > |bj | and 0 < ε < 1 − |bi0 |/|bj | for every j 
= i0. Then
J ε(F,R) = F(R + εI)F T, J ε(R) = 〈(R + εI)−1b, b〉−1. (5.32)
For solving the dual problem
Rˆε ∈ arg max
R∈R	
J ε(R) = arg min
R∈R	
〈(R + εI)−1b, b〉, (5.33)
we use the Lagrange multipliers rule. The derivative of the Lagrange function
〈(R + εI)−1b, b〉 +
n∑
i=1

i (Rii − 1) (5.34)
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at R = Rˆε is equal to
− 〈(Rˆε + εI)−1(·)(Rˆε + εI)−1b, b〉 + 〈diag[
1, . . . , 
n], ·〉. (5.35)
The last expression equals zero if and only if
∃ i: ((Rˆε + εI)−1b)i 
= 0 and ((Rˆε + εI)−1b)j = 0 ∀ j 
= i. (5.36)
It is easy to check that Rˆε = rε(rε) belongs to (5.21) and satisﬁes condition (5.36) if rεi0 = 1,
rεj = (1 + ε)bj /bi0 , j 
= i0. Hence, Rˆε is a solution to the regularized dual problem (5.33).
Consider the LSM estimator
Fˆ ε = 〈(Rˆε + εI)−1b, b〉−1b(Rˆε + εI)−1 ∈ arg min
Fb=1 J
ε(F, Rˆε). (5.37)
It can be represented in the form
Fˆ εi =
{
((1 + ε)bi0)−1, i = i0,
0, i 
= i0. (5.38)
Then, {Fˆ ε} converges to the original minimax estimator (5.24) as ε ↓ 0. This fact is consistent
with the result of Theorem 4.1.
5.3. Regression with bounded parameters
Here, we consider the observation model (5.13) under the same assumptions except for the
conditions on . Now we suppose the nonrandom vector  is a priori bounded, namely,  ∈ ,
where  is a given centrally symmetric compact subset of Rp. Hence, the class of feasible
distributions is of the form
P = {P:  = col[, 	], E {} =  ∈ , E {	} = 0, cov {	, 	} ∈ R	}. (5.39)
Since J (F ) < ∞ for all F ∈ Rm×n, the admissible estimates x˜ = Fy are allowed to be biased,
i.e.,
F0 = F = Rm×n. (5.40)
Corollary 5.2. Let (5.39) and (5.40) hold. Denote
T = co{:  ∈ }, (5.41)
F˜ (T , R) = ATB(BT B + R)−1, (5.42)
J (T ,R) = tr
[
A(T − T B(BT B + R)−1BT )A
]
. (5.43)
(1) Then, Fˆ ε = F˜ (Tˆ ε, Rˆε + εI) converges to the normal minimax estimator Fˆ (o) as ε ↓ 0 if
(Tˆ ε, Rˆε) ∈ argmax
T ∈T ,R∈R	
J (T ,R + εI). (5.44)
(2) Let R > O for all R ∈ R	. Then, Fˆ = F˜ (Tˆ , Rˆ) is the minimax estimator if
(Tˆ , Rˆ) ∈ argmax
T ∈T ,R∈R	
J (T ,R). (5.45)
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Consider the case of ellipsoidal constraints on .
Example 5.2. Let the set of feasible values of the vector  be an ellipsoid:
 = { ∈ Rp: 〈, 〉1},  > O. (5.46)
The example consists of two parts which correspond to the cases of scalar and vector estimation.
The explicit expressions for the minimax estimators and the dual functionals (of both regularized
and original types) are also presented.
(a) Suppose that m = 1, i.e., x is a scalar variable. Here we use the notation
F˜ (R) = A
(
−1 + BR−1B
)−1
BR−1, (5.47)
J (R) = A
(
−1 + BR−1B
)−1
A, (5.48)
instead of (5.42) and (5.43).
Then,
Fˆ ε = F˜ (Rˆε + εI) → Fˆ (o) as ε ↓ 0 (5.49)
whenever
Rˆε ∈ arg max
R∈R	
J (R + εI) (5.50)
and, in the regular case,
Fˆ = F˜ (Rˆ) if Rˆ ∈ arg max
R∈R	
J (R). (5.51)
Note that matrix (5.47) is called the Kuks–Olman estimator [11].
(b) If A = I (i.e., x = ) and B is of full rank, then assertions (5.49)–(5.51) turn to be valid under
the following notation:
F˜ (R) = 1
1 + (R)
(
BR−1B
)−1
BR−1, J (R) = (R)
1 + (R) , (5.52)
where (R) = tr
[(
BR−1B
)−1

]
. Therefore, when estimating the vector  itself, the min-
imax operator coincides with the form of the LSM estimator (5.18) except for a scalar multi-
plier [26].
In the both cases above, the dual problems (5.44) and (5.45) are simpliﬁed signiﬁcantly, since
one can omit the maximization over set (5.41). Thus, for designing the minimax estimate it is
sufﬁcient to ﬁnd the least favorable covariance Rˆ of the noise vector.
5.4. Purely stochastic observation model
In this subsection, we study the problem of minimax estimation of x from y under the following
assumptions:
E {} = 0 and cov {, } ∈ R, (5.53)
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where  = col[x, y] and R is a given convex compact set of positive-semideﬁnite matrices
R =
(
Rx Rxy
Ryx Ry
)
. Under condition (5.53), the observation model is called purely stochastic,
since it does not contain any indeterminate nonrandom parameters.As before, any linear estimate
is assumed to be admissible.
The form of minimax estimates for the purely stochastic observation model is described in the
following statement.
Corollary 5.3. Suppose F = Rm×n and the set P is deﬁned by (5.53).
(1) Then,
Fˆ ε = Rˆεxy(Rˆεy + εI)−1 (5.54)
converges to the normal minimax estimator Fˆ (o) as ε ↓ 0 if
Rˆε ∈ arg max
R∈R
J ε(R), (5.55)
where
J ε(R) = tr
[
Rx − Rxy(Ry + εI)−1Ryx
]
. (5.56)
(2) Let Ry > O for all R ∈ R. Then,
Fˆ = RˆxyRˆ−1y (5.57)
is the minimax estimator if
Rˆ ∈ arg max
R∈R
J (R), (5.58)
where
J (R) = tr
[
Rx − RxyR−1y Ryx
]
. (5.59)
The result of Corollary 5.3 can be strengthened as follows. The linear-minimax estimate Fˆ and
the Gaussian distribution P̂ with zero mean and covariance Rˆ form a saddle point for the game
(D,B,P):
D(Fˆ ,P)D(Fˆ , P̂)D(F, P̂) ∀F ∈ B and ∀P ∈ P, (5.60)
where B is the class of all Borel transformations F :Rn → Rm [21].
This makes it possible to claim that the linear-minimax estimate is also minimax over the class
of all nonlinear transformations and the Gaussian distribution is least favorable if its covariance
is a solution of the dual problem.
So, the results above form the minimax version of the theorem on normal correlation [14].
Example 5.3. Let us consider the linear regression (5.13) as a particular case of the purely
stochastic observation model. To this end, suppose that the estimated vector x and the observed
vector y satisfy Eqs. (5.13), where  ∈ Rp and 	 ∈ Rn are the centered uncorrelated random
vectors with covariances T and R such that T ∈ T and R ∈ R	, respectively. Concerning the sets
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Table 1
The features of the minimax estimates for two versions of regression (5.13)
Case (a) Case (b)
E
{

} =  ∈, T = co{: ∈} E {} = 0, cov {,} ∈ T
The minimax estimate xˆ = Fˆ y is biased, since ∃:
E
{
xˆ − x} = (FˆB − A) 
= 0 The minimax estimate xˆ = Fˆ y is unbiased, i.e.,E {xˆ − x} = 0
xˆ is minimax over the class F of all linear estimates xˆ is minimax over the class B of Borel transformations
The pair (Tˆ , Rˆ	) does not determine a least favorable
distribution whenever Tˆ /∈ {:  ∈}
The Gaussian law N (0, diag[Tˆ , Rˆ]) is a least favorable
distribution of the vector  = col[,	]
T ⊂ Rp×p, R	 ⊂ Rn×n, we assume that they are convex, compact, and contain only positive-
semideﬁnite matrices. Then, all the assertions of Corollary 5.2 are valid for the stochastic version
of the observation model (5.13).
Thus, it turns out that the minimax estimates and the dual functionals are of the identical form
even if the vector  of model (5.13) parameters is treated diversely:
(a) as an a priori bounded nonrandom vector or
(b) as a centered random vector with partially known covariance.
Several signiﬁcant diversities of the models under consideration are presented in Table 1.
6. Minimax ﬁltering
In this section we study the problem of minimax ﬁltering for the discrete-time statistically
indeterminate system of Kalman’s type [31].
Let the estimated m-dimensional process x = col[x1, . . . , xN ] be of the form
xt = tt , t = 1, . . . , N, (6.1)
where t ∈ Rm×p are some known matrices and  = col[1, . . . , N ] together with y =
col[y1, . . . , yN ] form a partially observed process. The vectors t ∈ Rp, yt ∈ Rn satisfy the
following equations:{
t = att−1 + bt	t + ctut , 0 = ,
yt = Att + Bt	t + Ctut , t = 1, . . . , N, (6.2)
where 	 = col[	1, . . . , 	N ] is the q-dimensional random sequence deﬁning process and ob-
servation noises; u = col[u1, . . . , uN ] is the r-dimensional nonrandom sequence with a priori
indeterminate but bounded values; at , bt , ct , At , Bt , Ct are the known matrices of appropriate
dimension. Concerning the moment characteristics of , 	 and the exact values of u, we assume
the following:
E {} ∈ M, cov {, } ∈ R, E {	} = 0, cov {	, 	} ∈ , (6.3)
cov {, 	} = O, u ∈ U, (6.4)
where U ⊂ RrN , M ⊂ Rp are given centrally symmetric compact sets and R ⊂ Rp×p,
 ⊂ RqN×qN are known convex compact sets consisting of positively semideﬁnite matrices.
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In this section, the linear estimate x˜ = Fy is supposed to be an admissible ﬁlter if and only if
x˜ is nonanticipative, namely,
x˜t =
t∑
s=1
Ftsys, t = 1, . . . , N, (6.5)
where Fts ∈ Rm×n are the arbitrary matrices. In other words, the vector xt is to be estimated
given the observations y(t) = col[y1, . . . , yt ] that are available up to the current moment t. Thus,
the set F of admissible estimators consist of the block matrices F = {Fts}t,s=1,...,N of the lower
triangle form
F =
⎛⎜⎜⎜⎝
F11 O . . . O
F21 F22 . . . O
...
...
. . .
...
FN1 FN2 . . . FNN
⎞⎟⎟⎟⎠ . (6.6)
As before, the accuracy of estimates x˜ = Fy, F ∈ F , is measured by the m.s.e.c.
D(F,P) = E
{
‖Fy − x‖2
}
=
N∑
t=1
E
{
‖x˜t − xt‖2
}
, (6.7)
where  = col[, 	, u].
Note that functional (6.7) is of the integral form. This does not lead to loss of generality,
since the necessary weight matrices for each value of the process can be took into account by an
appropriate modiﬁcation of the matrices {t }.
Deﬁnition 6.1. We say that xˆ = Fˆ y is the minimax ﬁlter if
Fˆ ∈ F̂ = arg min
F∈F
sup
P∈P
D(F,P), (6.8)
where F is the class of linear nonanticipative estimators (6.6) and P is deﬁned by conditions
(6.3)–(6.4).
It is obvious that the problem of minimax ﬁltering (6.8) can be treated as a particular case of
the general problem of minimax estimation (3.2). Actually, the ﬁnite horizon discrete-time linear
system (6.1), (6.2) can be reduced to the multivariate observation model (2.1):{
x = ,
y = , (6.9)
by an appropriate choosing of the matrices ,. In addition, the set F of admissible estimators
is a linear subspace of RmN×nN and the set P of feasible distributions of  = col[, 	, u] can be
represented in the form stated in Section 2:
E {} ∈ M × {0} × U, cov {, } ∈ diag[R,,O]. (6.10)
Therefore, all the results obtained in Sections 3 and 4 can be applied to designing the minimax
ﬁlter (6.8). Since the proposed algorithms of minimax estimation are based on using the dual
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optimization approach, one should solve the following problem of linear-optimal ﬁltering:
F˜ (K) ∈ arg min
F∈F
J (F,K), (6.11)
where
J (F,K) = tr
[
(F− )K(F− )
]
, K ∈ K = diag[K,,V], (6.12)
K = co{ + R:  ∈ M, R ∈ R}, V = co{uu: u ∈ U}. (6.13)
Hence, we obtain the efﬁcient procedure of minimax ﬁltering if problem (6.11) has a straightfor-
ward solution.
Consider the situation when (6.11) is provided by the Kalman ﬁltering algorithm [6,9,10,13].
To this end, suppose the process 	 of random noises has uncorrelated values, i.e.,
cov {	t , 	s} = O ∀ t 
= s, (6.14)
and the sequence u of nonrandom disturbances satisﬁes the following ellipsoidal constraints:
N∑
t=1
〈t ut , ut 〉1, (6.15)
where {t } are ﬁxed positive-deﬁnite r × r weight matrices. Furthermore, if Eqs. (6.2) do really
contain nonrandom parameters {ut } (that is, {ct }, {Ct } are not null), we have to assume that the
initial state  has zero mean and the process x is scalar valued and to be estimated with respect to
the terminal criterion, i.e.,  = 0, m = 1, and 1 = · · · = N−1 = 0.
In what follows, our investigation deals with the two alternatives of uncertainty in covariances
Rt = cov {	t , 	t }:
(a) (the stationary case)
R1 = · · · = RN ∈ R	, (6.16)
(b) (the nonstationary case)
Rt ∈ R	, t = 1, . . . , N, (6.17)
where R	 is a prespeciﬁed convex and compact set of positive-semideﬁnite q × q matrices.
For formulating themain result of this sectionwe need to present the linear-optimal ﬁlter (6.11).
Lemma 6.1. Let the following conditions hold:
(a) M = {0},m = 1, and1 = · · · = N−1 = 0 if at least one of thematrices ct ,Ct , t = 1, . . . ,
N , is not null;
(b) the process 	 has zero cross-covariances (6.14);
(c) the auto-covariances of 	 satisfy any variant of relations (6.16), (6.17);
(d) the set U of a priori values of the nonrandom sequence u is deﬁned by (6.15).
A.R. Pankov, K.V. Siemenikhin / Journal of Multivariate Analysis 98 (2007) 145–176 163
Then,
(1) for any 1 estimator F ∈ F
max
P∈P
D(F,P) = max
K∈K
J (F,K), (6.18)
where, under the stationary condition (6.16),
K = {diag[K, R, . . . , R,−11 , . . . ,−1N ]: K ∈ K, R ∈ R	} (6.19)
and, in the nonstationary case (6.17),
K = {diag[K, R1, . . . , RN,−11 , . . . ,−1N ]: K ∈ K, Rt ∈ R	 ∀ t}; (6.20)
(2) the solution of (6.11) is deﬁned by the Kalman ﬁltering algorithm:
x˜t (K) = t ˜t (K), t = 1, . . . , N, ˜0(K) = 0, (6.21)
˜t (K) = at ˜t−1(K) + t (K)+t (K)[yt − Atat ˜t−1(K)], (6.22)
Pt(K) = atPt−1(K)at + btRtbt + ct−1t ct − t (K)+t (K)t (K), (6.23)
P0(K) = K, (6.24)
t (K) = [atPt−1(K)at + btRtbt + ct−1t ct ]At + btRtBt + ct−1t Ct , (6.25)
t (K) = AtatPt−1(K)at At + St (K), (6.26)
St (K) = [Atbt + Bt ]Rt [Atbt + Bt ] + [Atct + Ct ]−1t [Atct + Ct ], (6.27)
K = diag[K, R1, . . . , RN,−11 , . . . ,−1N ]; (6.28)
(3) under the previous notation the dual functional can be represented in the form
J (K) = min
F∈F
J (F,K) =
N∑
t=1
tr
[
tPt (K)

t
]
; (6.29)
(4) the Kalman ﬁlter (6.21) provides the unique solution to (6.11) if
St (K) > O ∀t = 1, . . . , N. (6.30)
Note that the regularity condition (6.30) is fulﬁlled whenever the observation noise wt = Bt	t
is nondegenerate:
cov {wt,wt } = BtRtBt > O ∀ t = 1, . . . , N, (6.31)
and uncorrelated with the state disturbance vt = bt	t , i.e., cov {vt , wt } = btRtBt = O.
The next auxiliary result will be used for designing the minimax ﬁlter when the regularity
condition (6.30) is not fulﬁlled.
1 In the presence of the nonrandom sequence u, we suppose that Fts = O for all s and t < N .
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Lemma 6.2. Denote
J ε(F,K) = J (F,K) + ε‖F‖22, ε > 0. (6.32)
Under the conditions of Lemma 6.1, we have the following:
(1) the solution x˜ε(K) = F˜ ε(K)y to the regularized linear-optimal ﬁltering problem
F˜ ε(K) ∈ arg min
F∈F
J ε(F,K) (6.33)
is uniquely determined by the regularized Kalman ﬁltering algorithm:
x˜εt (K) = t ˜εt (K), t = 1, . . . , N, (6.34)
˜
ε
t (K) = at ˜εt−1(K) + εt (K)[εt (K) + εI ]−1[yt − Atat ˜εt−1(K)], (6.35)
P εt (K)= atP εt−1(K)at + btRtbt + ct−1t ct
− εt (K)[εt (K) + εI ]−1(εt (K)), (6.36)
where ˜ε0(K), P ε0 (K), K, εt (K), and 
ε
t (K) are provided by Lemma 6.1 with replacing each
function f (K) by its regularized version f ε(K);
(2) the regularized dual functional has the form
J ε(K) = min
F∈F
J ε(F,K) =
N∑
t=1
tr
[
tP
ε
t (K)

t
]
. (6.37)
Lemma 6.2 is a straightforward corollary of the previous result and the following remark:
J ε(F,K) = E
{
‖Fyε − x‖2
}
∀F ∈ F, (6.38)
where yεt = yt + εt , {yt } is deﬁned by (6.2), and {t } is a standard white noise (i.e., E
{
t
} = 0,
cov
{
t , t
} = I ) uncorrelated with  and {	t }. Therefore, the solution of (6.33) is the linear-
optimal ﬁlter with respect to the standard m.s.e.c. (6.7) given the regularized observation process
{yεt }.
Themethod ofminimaxﬁltering,which is valid under the assumptions stated above, is described
in the theorem below.
Theorem 6.1. Suppose that all the conditions of Lemma 6.1 are fulﬁlled and K is speciﬁed by
(6.19) or (6.20).
(1) Then,
xˆεt = x˜εt (Kˆε), t = 1, . . . , N, (6.39)
converges to the minimax ﬁlter {xˆt } as ε ↓ 0 if
Kˆε ∈ arg max
K∈K
J ε(K), (6.40)
where x˜εt (·) and J ε(·) are deﬁned by (6.34)–(6.36).
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(2) Let the regularity condition (6.30) be fulﬁlled for every K ∈ K. Then, the Kalman ﬁlter
xˆt = x˜t (Kˆ), t = 1, . . . , N, (6.41)
is minimax if
Kˆ ∈ arg max
K∈K
J (K), (6.42)
where x˜t (·) and J (·) are deﬁned by (6.21)–(6.29).
Concerning the estimates xˆε = Fˆ εy, the convergence stated in Theorem 6.1 means the follow-
ing:
‖Fˆ ε − Fˆ (o)‖2 → 0 as ε ↓ 0, (6.43)
where Fˆ (o) is the normal minimax estimator.
Let us show that the normal minimax ﬁlter xˆ(o) = Fˆ (o)y has the recursive structure even though
it may not coincide with the Kalman ﬁlter {˜xt (K)} for any K ∈ K.
To this end, deﬁne the class G of linear recursive ﬁlters {˜xt } by the following equations:{
x˜t = t ˜t , t = 1, . . . , N, ˜0 = 0,
˜t = at ˜t−1 + Gt [yt − Atat ˜t−1], (6.44)
where Gt are arbitrary p × n matrices. Note that xˆ(o) is the limit of the ﬁlters (6.39) from the
set G. Since G is closed as a ﬁnite-dimensional linear subspace, xˆ(o) also belongs to G.
Consider the dual optimization problem (6.42) under assumption (6.17). Then, (6.42) can be
treated as a problem of optimal control with the separable functional (6.29), state process (6.23),
and control {Rt }. Using the method of dynamical programming we derive the following result.
Lemma 6.3. Let conditions (6.17) and (6.30) hold. Deﬁne the Bellman functions Wt(P ), P ∈
Rp×p, P O, t = 0, 1, . . . , N , as follows:{
Wt−1(P ) = tr
[
t−1Pt−1
]+ max
R∈R	
Wt(	t (P , R)),
WN(P ) = tr
[
NP

N
]
, t = 1, . . . , N,
(6.45)
where 0 = O and 	t (P , R) denotes the right-hand side of (6.23) in which we replace Pt−1 by
P and Rt by R.
Then,
Kˆ = diag[Pˆ0, Rˆ1, . . . , RˆN ,−11 , . . . ,−1N ] (6.46)
is a solution to (6.42) if and only if⎧⎪⎪⎪⎨⎪⎪⎪⎩
Pˆt = 	t (Pˆt−1, Rˆt ), t = 1, . . . , N,
Rˆt ∈ argmax
R∈R	
Wt(	t (Pˆt−1, R)),
Pˆ0 ∈ argmax
P∈K
W0(P ).
(6.47)
In the example below we study the minimax ﬁltering problem for a singular observation model
in connection with the regularization method.
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Example 6.1. Let us consider the following observation model:{
xt = xt−1 + vt , x0 = 0,
yt = wt, t = 1, . . . , N, (6.48)
where {xt }, {yt } are scalar state and observation processes and 	t = col[vt , wt ] ∈ R2 is a zero-
mean white noise with auto-covariance Rt =
(
Rv(t) Rvw(t)
Rwv(t) Rw(t)
)
such that
Rt ∈ R	 = {U
: U
 = (1 − 
)U0 + 
U1, 
 ∈ [0, 1]} ∀ t = 1, . . . , N, (6.49)
where
U0 =
(
2 0
0 0
)
, U1 =
(
5 2
2 1
)
. (6.50)
Note that the observation model (6.48) is singular, since (6.27) coincides with Rw(t) and equals
zero if Rt = U0.
First, we ﬁnd the least favorable covariances {Rˆt }. According to (6.23)–(6.29) and (6.42), {Rˆt }
can be obtained as a solution of the following maximization problem:
J =
N∑
t=1
Pt → max (6.51)
subject to
Pt = Pt−1 + Rv(t) − R2vw(t)R+w(t), Rt ∈ R	, t = 1, . . . , N, P0 = 0. (6.52)
It is clear that (6.51)–(6.52) is equivalent to the following:
Rˆt ∈ arg max
R∈R	
I (R), I (R) = Rv − R2vwR+w. (6.53)
Since
I (U
) = 2 + 3
 − (2
)2
+ = 2 − 
, 
 ∈ [0, 1], (6.54)
we have that
{Rˆt = U0, t = 1, . . . , N} (6.55)
is the unique solution to (6.53). Moreover, the maximum of (6.51) is equal to
Jˆ = NI (U0) = 2N. (6.56)
Now we consider the linear-optimal ﬁlter x˜ = {˜xt } designed for the least favorable covariances
{Rˆt }. According to (6.21)–(6.27) and (6.41), we obtain
x˜t = x˜t−1 + Rˆvw(t)Rˆ+w(t)yt , t = 1, . . . , N, x˜0 = 0. (6.57)
Whence, x˜t = 0 for all t = 1, . . . , N .
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In order to ensure that x˜ is not a minimax ﬁlter, we calculate the guaranteed value of the m.s.e.c.
at x˜ = 0.
max
Rt∈R	
N∑
t=1
E
{
x2t
}
= max
Rt∈R	
N∑
t=1
tRv(t) = 5N(N + 1)/2. (6.58)
Now it remains to note that (6.58) is greater than (6.56).
Our further aim is to solve the regularized version of the minimax ﬁltering problem for the
singular model (6.48).
According to (6.36), the regularized dual optimization problem has the form:
J ε =
N∑
t=1
P εt → max (6.59)
subject to
P εt = P εt−1 + Rv(t) −
R2vw(t)
Rw(t) + ε , Rt ∈ R	, t = 1, . . . , N, P
ε
0 = 0. (6.60)
Analogously to (6.53), the problem above can be reduced to the following one:
Rˆεt ∈ arg max
R∈R	
I ε(R), I ε(R) = Rv − R2vw/(Rw + ε). (6.61)
Since
I ε(U
) = 2 + 3
 − (2
)
2

 + ε ,
dI ε(U
)
d

= (
 + 3ε)(ε − 
)
(
 + ε)2
∣∣∣∣∣

=ε
= 0, (6.62)
and I ε(U
) is concave with respect to 
 ∈ [0, 1], we can claim that the matrices
Rˆεt = Uε, t = 1, . . . , N, (6.63)
form the solution of (6.59)–(6.60) whenever 0 < ε < 1.
From Theorem 6.1 and the relation
Rˆεvw(t)/(Rˆ
ε
w(t) + ε) = 1 (6.64)
it follows that the Kalman ﬁlter designed for {Rt = Rˆεt }{
xˆεt = xˆεt−1 + yt ,
xˆε0 = 0, t = 1, . . . , N, (6.65)
converges to the minimax ﬁlter {xˆt } as ε ↓ 0. Since (6.65) does not depend on ε, xˆt =
t∑
s=1
ys is
the minimax ﬁlter.
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Appendix A.
Proof of Theorem 3.1. (1) First, we note that J (F ) < ∞ for all F ∈ F0, since J (F, ·) is con-
tinuous on compact K.
Secondly, J :F0 → R is convex and closed as the least upper bound of quadratic positive-
semideﬁnite functions (see [24, Theorems 5.5 and 9.4]).
Thirdly, we claim that J (·) has no recessive direction. Indeed, if J (·) is recessive along some
H ∈ Rm×n, H 
= O, then H forms a recessive direction of J (·,K) for every K ∈ K [24, Theo-
rem 9.4]. Nevertheless, we have lim
t→∞ J (F + tH,K0) = ∞, since tr
[
HK0H
]
> 0.
Provided by the properties of J (·) and F , we derive that F̂ = arg min
F∈F
J (F ) is nonempty,
convex, and compact (see [24, Theorem 27.3]).
Put a = tr
[
FˆK0Fˆ
]
, b = tr
[
K0Fˆ
]
, and c = tr[K0], where Fˆ ∈ F̂ . Taking
into account
b2‖K1/20 ‖22‖FˆK1/20 ‖22 = ac, (A.1)
inequality (3.12) can be obtained as follows:
Jˆ = sup
K∈K
J (Fˆ ,K)J (Fˆ ,K0) = tr
[
(Fˆ− )K0(Fˆ− )
]
= a − 2 b + ca − 2√ac + c = (√a − √c)2. (A.2)
Hence,
√
a√c +
√
Jˆ . Now it remains to note that a
 tr
[
Fˆ Fˆ
]
, where 
 = min [K0]
> 0.
(2) The normal minimax estimator Fˆ (o) exists and is uniquely determined, since Fˆ (o) is a min-
imum point of a continuous strictly convex function on a compact set.
(3) Note that J :F0 ×K → R is a continuous convex–concave function deﬁned on the product
of the closed convex sets F0 and K, where K is compact. Hence, the duality relation (3.13) and
solvability of the maximin problem follow from the lop-sided minimax theorem [3].
(4) The function J (·) achieves its minimum at the single point Fˆ if J (·) is strictly convex. The
last condition is valid, since J (·) is the maximum of strictly convex functions {J (·,K), K ∈ K}.
Let Fˆ ′ be the minimax estimator. Since Fˆ ′ and Kˆ are solutions to minimax and maximin
problems, respectively, and the duality relation (3.13) is fulﬁlled, we can claim that the pair
(Fˆ ′, Kˆ) forms a saddle point for the function J :F0 ×K → R, i.e.,
J (Fˆ ′,K)J (Fˆ ′, Kˆ)J (F, Kˆ) ∀F ∈ F0 and ∀K ∈ K. (A.3)
The right-hand inequality (A.3) means that Fˆ ′ is a solution of the minimization problem (3.14).
Under the regularity condition (3.10), the solution of (3.14) is uniquely determined, since J (·, Kˆ)
is a strictly convex function. Hence, Fˆ ′ = Fˆ .
This completes the proof. 
Remark A.1. As it was shown above, the method of dual optimization leads to the minimax
solution under the following conditions:
(a) there exists a minimax solution;
(b) there exists a maximin solution;
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(c) the duality relation (3.13) is fulﬁlled;
(d) the minimization problem (3.14) has a unique solution at the maximin strategy.
The ﬁrst three assumptions are standard in the game theory, the last one is provided by the
regularity condition (3.10) and the speciﬁc structure of the functional optimized.One should notice
that (3.10) can be replaced with the weaker assumptionKˆ > O which is also sufﬁcient for
condition (d) to be valid.
Proof of Theorem 3.2. For the sake of simplicity, we assume that J (F,Ks) =
tr
[
(F− )Ks(F− )T] for all F ∈ Rm×n. Then, the second-order derivative of J (·,Ks)
takes the form
J ′′(F,Ks)(H,H) = 2 tr
[
HKsTHT
]
2‖H‖22 ∀H ∈ Rm×n, (A.4)
where  = inf
K∈K
min [K] > 0 by virtue of the regularity condition. According to Theo-
rem 1.2.2 of [30], (A.4) means that J (·,Ks) is a strongly convex function with the constant .
Hence, by Theorem 4.3.1 of [29], we obtain that the increment of F is majorized by the increment
of J (F,Ks) at the minimum F s on the convex set F0:
‖Fˆ − F s‖22−1(J (Fˆ ,Ks) − J (F s,Ks))−1(Jˆ − J (Ks)). (A.5)
The last relation is provided by the left-hand inequality of (3.16). 
Proof of Theorem 3.3. The convergence of {Ks} is demonstrated bymeans of the results derived
in [33].
Let A:K → K be the set-valued mapping that takes eachKs to the matrixKs+1 obtained at the
succeeding iteration ofAlgorithm 3.1. Now, by Lemma 11.2 of [33], for proving (3.23) it sufﬁces
to verify the conditions of Theorem A [33]:
(1) the set K is compact;
(2) the function J :K → R is continuous and such that
(a) Algorithm 3.1 terminates if Ks ∈ K̂,
(b) J (Ks+1) > J (Ks) ∀Ks+1 ∈ A(Ks) if Ks /∈ K̂;
(3) the mapping A is closed.
The ﬁrst condition is satisﬁed by the assumption. Let us verify the second condition.According
to Theorem 7.2 of [33], J (·) is continuous if there exists a compact set F̂0 such that the following
representation is valid:
J (K) = inf
F∈F̂0
J (F,K), K ∈ K. (A.6)
Let F0 be some ﬁxed element of F0 and r = sup
K∈K
J (F0,K). Then,
J (K)= inf
F∈F0:J (F,K)J (F0,K)
J (F,K)
= inf
F∈F0:J (F,K) r
J (F,K) = inf
F∈F̂0
J (F,K) ∀K ∈ K, (A.7)
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where F̂0 is the closure of⋃
K∈K
{F ∈ F0: J (F,K)r}. (A.8)
Now it remains to show that set (A.8) is bounded. If F belongs to (A.8), then there exists a K ∈ K
such that J (F,K)r . Since K > O, from (A.2) it follows
‖F‖22
(√
tr
[
K
]+ √J (F,K))2
min [K] . (A.9)
Taking into account the compactness of K and the regularity condition (3.10), we obtain
‖F‖22
(√
 + √r)2


< ∞, (A.10)
where  = sup
K∈K
tr
[
K
]
< ∞ and 
 = inf
K∈K
min [K] > 0.
Now we show that
Ks ∈ K̂ if and only if s = 0. (A.11)
The function J (·) is concave as the supremum of linear functions. Hence, the condition Ks ∈ K̂
is equivalent to the equality
sup
K∈K
J
′
(Ks)(K − Ks) = 0, (A.12)
where J ′(Ks)(K) is the derivative of J (·) at Ks along K . Since J (·) can be expressed as (A.6),
where F̂0 is compact, Theorem 3.5 of [23] implies that J ′(Ks)(K) = J (F s, K), where
{F s} = arg min
F∈F̂0
J (F,Ks). (A.13)
Consequently, s is equal to the left side of (A.12). This completes the proof of (A.11).
Conditions 2(a) and (b) follow directly from (A.11). If Ks ∈ K̂, then s = 0 andAlgorithm 3.1
terminates. If Ks /∈ K̂, then s > 0 and, as it was proved above, J ′(Ks)(K˜s − Ks) > 0. Hence
there exists a  ∈ [0, 1] such that J (Ks) < J (Ks + (K˜s − Ks)). Now, the desired inequality
J (Ks) < J (Ks+1) is obtained by (3.21).
To prove condition (3), let us represent A as a composition A = A3A2A1 of three set-valued
mappings A1:K → K × F̂0, A2:K × F̂0 → K ×K, and A3:K ×K → K. The ﬁrst mapping is
deﬁned by the rule A1(Ks) = (Ks, F s), where F s is given by (A.13). The mapping A2 takes each
element (Ks, F s) ofK × F̂0 to the pair (Ks, K˜s), where K˜s is deﬁned by (3.19). Concerning the
third mapping, we assume that A3(Ks, K˜s) = (1 − s)Ks + sK˜s , where s satisﬁes (3.20). By
virtue of (A.13), (3.19), and (3.20), eachof themappingsA1,A2, andA3 is deﬁnedby the respective
optimization problemwith a continuous parametric function on a compact set. Theorem7.3 of [33]
asserts that such set-valued mappings are closed. Now, A is closed as a composition of closed
mappings (see Corollary 4.2.1 of [33]).
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So, the convergence of {Ks} to the set K̂ = arg max
K∈K
J (K) is proved. Then, taking into account
the continuity of J (·), we obtain
lim
s→∞ J (K
s) = max
K∈K
J (K) = Jˆ . (A.14)
To prove (3.22), deﬁne the following set-valued mapping:
K → arg min
F∈F̂0
J (F,K). (A.15)
As it was noted above, (A.15) is closed and has one-point values F˜ (K). Hence, F˜ :K → F̂0 is
continuous and F sk = F˜ (Ksk ) → F˜ (Kˆ) as k → ∞ for any convergent subsequence {Ksk },
where Kˆ = lim
k→∞K
sk ∈ K. From Theorem 3.1 it follows that Fˆ = F˜ (Kˆ) is the unique minimax
estimator whenever Kˆ ∈ K. Therefore, the convergence of {F s} to Fˆ is obtained.
Similarly to the above, the continuity of J (·) implies the following:
lim
s→∞ J (F
s) = J (Fˆ ) = Jˆ . (A.16)
This completes the proof of Theorem 3.3. 
Proof of Theorem 4.1. According to (4.5) the regularized minimax optimization problem (4.2)
is regular. Therefore, the application of Theorem 3.1 yields the two ﬁrst assertions of Theorem 4.1.
Now, we are going to prove inequalities (4.9). Let Fˆ be an arbitrary solution to the original
minimax problem (3.4), i.e., Fˆ ∈ F̂ .
Then,
Jˆ = sup
K∈K
J (Fˆ ,K) and Jˆ ε sup
K∈K
J ε(Fˆ ,K), (A.17)
whence
Jˆ ε − Jˆ  sup
K∈K
J (Fˆ ,K) + ε ‖Fˆ‖22 − sup
K∈K
J (Fˆ ,K) = ε ‖Fˆ‖22. (A.18)
Since J ε(F,K)J (F,K) and inf sup is a monotonous operation, we obtain
Jˆ ε − Jˆ = inf
F∈F
sup
K∈K
J ε(F,K) − inf
F∈F
sup
K∈K
J (F,K)0. (A.19)
Thus,
0 Jˆ ε − Jˆ ε inf
Fˆ∈F̂
‖Fˆ‖22. (A.20)
Our further aim is to establish the convergence of {Fˆ ε} to the normal minimax estimator Fˆ (o).
From the right-hand side of (4.9) it follows that
Jˆ ε = J (Fˆ ε) + ε‖Fˆ ε‖22 Jˆ + ε‖Fˆ (o)‖22. (A.21)
Combining this with the relation Jˆ J (Fˆ ε), we obtain
‖Fˆ ε‖2‖Fˆ (o)‖2 ∀ε > 0. (A.22)
Hence, the set {Fˆ ε: ε > 0} is bounded. Now, to conclude the proof it remains to show that
G = lim
n→∞ Fˆ
ε coincides with Fˆ (o) for any convergent subsequence {Fˆ ε}, ε ↓ 0.
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In fact, (A.21), (A.22) and the continuity of J (·) imply the following:
J (G) Jˆ and ‖G‖2‖Fˆ (o)‖2. (A.23)
This means that G is the normal minimax estimator which is uniquely determined. Therefore, we
have G = Fˆ (o).
This completes the proof of Theorem 4.1. 
For proving Theorem 4.2 the following lemma will be invoked.
Lemma A.1. Suppose that Fˆ is the minimax estimator and Jˆ is the optimal guaranteed value
(3.3). Then, for any F ∈ F0
max
K∈K
J (F,K)  Jˆ + max
K∈K
‖K‖(‖‖ + ‖‖)2
×
(
‖F − Fˆ‖22 + 2‖F − Fˆ‖2
√
m + ‖Fˆ‖22
)
. (A.24)
As before, m denotes dimension of the vector x.
Proof of Lemma A.1. Under notation (5.4) and
Kz =
(
Kx Kxy
Kyx Ky
)
, G = (−I F ), Gˆ = (−I Fˆ ), (A.25)
we can write that
J (F,K) − J (Fˆ ,K)= tr[GKzG∗]− tr[GˆKzGˆ∗]
= tr
[
(G∗G − Gˆ∗Gˆ)Kz
]
‖G∗G − Gˆ∗Gˆ‖1‖Kz‖, (A.26)
where ‖A‖1 = tr
[√
AA∗
]
is the nuclear norm of a matrix A [4]. The last member of (A.26) can
be majorized as follows:
‖G∗G − Gˆ∗Gˆ‖1‖G − Gˆ‖22 + 2‖Gˆ‖2‖G − Gˆ‖2, (A.27)
since
‖G∗G − Gˆ∗Gˆ‖1 = ‖(G − Gˆ)∗(G − Gˆ) + (G − Gˆ)∗Gˆ + Gˆ∗(G − Gˆ)‖1
 ‖(G − Gˆ)∗(G − Gˆ)‖1 + 2 ‖Gˆ∗(G − Gˆ)‖1
 ‖G − Gˆ‖22 + 2‖Gˆ‖2‖G − Gˆ‖2.
To conclude the proof it sufﬁces to combine inequalities (A.26), (A.27) with the relations
‖G − Gˆ‖2 = ‖F − Fˆ‖2, ‖Gˆ‖22 = m + ‖Fˆ‖22, and ‖Kz‖‖K‖(‖‖ + ‖‖)2. 
Proof of Theorem 4.2. Denote the regularized version of J (·) by
J (F ) = J (F ) + ε‖F‖22, F ∈ F0. (A.28)
Our aim is to ﬁnd the numbers  > 0, which specify the deviation of the approximate value
J (F) from the exact minimum, namely,
 = J (F) − Jˆ, Jˆ = min
F∈F0
J (F ). (A.29)
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To this end, we use the result of Lemma A.1.
  max
K∈K
(‖K‖ + ε)(‖‖ + ‖‖)2
×
(
‖F − Fˆ‖22 + 2‖F − Fˆ‖2
√
m + ‖Fˆ‖22
)
, (A.30)
where Fˆ ∈ arg min
F∈F0
J (F ). At the same time, Theorem 3.2 provides the following:
‖F − Fˆ‖22 max
K∈K
‖(K + εI )−1‖(Jˆ − J (K))ε−1 . (A.31)
Taking into account (A.30), (A.31), and the boundedness of {Fˆ}, we can claim that there exists
a constant C > 0 such that
C max{/ε,
√
/ε}. (A.32)
So, we have
(a) sup

/ε < ∞ if sup

/ε3 < ∞;
(b) lim
→∞ /ε = 0 if lim→∞ /ε
3
 = 0.
Now, using Theorem 2.5.1 of [30] we obtain that case (a) provides the convergence of {F} to
the set F̂ while, in case (b), {F} converges to the normal minimax estimator Fˆ (o).
This completes the proof of Theorem 4.2. 
Proof of Lemma 5.1. First, we note that F0 can be represented in the form
F0 = {F :F = F0 + ZQ, Z ∈ Rm×n}, (A.33)
where F0 is an arbitrary element of F0 (e.g., 0+0 ) and Q = I −0+0 (see [1]).
Since the function J (·,K) is convex, it achieves its minimum on F0 at F if and only if
J ′(F,K)(HQ) = 2 tr
[
(F− )KQH
]
= 0 ∀H ∈ Rm×n. (A.34)
This condition is equivalent to the following:
FKyQ = KxyQ, F = F0 + ZQ. (A.35)
Therefore, we obtain the equation
Z(QKyQ) = KxyQ − F0KyQ, (A.36)
which is solvable with respect to Z whenever
ker[KxyQ − F0KyQ] ⊇ ker[QKyQ] (A.37)
(see [1]). (A.37) is fulﬁlled as well as
ker[KxyQ − F0KyQ] ⊇ ker[KQ] = ker[QKyQ]. (A.38)
Thus, the solution of (A.36) does exist and can be written in the general form
Z = (Kxy − F0Ky)(QKyQ)+ + H [I − (QKyQ)+QKyQ], (A.39)
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where H is an arbitrary m × n matrix. Substituting (A.39) in F = F0 + ZQ, we get
F = (F0 + HQ) + (Kxy − (F0 + HQ)Ky)(QKyQ)+. (A.40)
Since F0 + HQ is the general form for elements ofF0, (A.40) coincides with the desired expres-
sion (5.5).
To prove (5.7) we will use the following assertion [1]:
X0 = Y ⇒ X[I − Ky(QKyQ)+] = YG0, (A.41)
where Ky > O, G0 = (T0K−1y 0)+T0K−1y , and X, Y are assumed to be arbitrary matrices of
appropriate dimension. Applying (A.41) to the equations: F00 = 0 and I0 = 0, we ﬁnd
F0[I − Ky(QKyQ)+] = 0G0, I − Ky(QKyQ)+ = 0G0. (A.42)
By direct calculation, it is easy to check that the general solution (5.5) can be represented in the
form
F0[I − Ky(QKyQ)+] + KxyK−1y − KxyK−1y [I − Ky(QKyQ)+]. (A.43)
Combining this with (A.42), we obtain the expression
0G0 + KxyK−1y − KxyK−1y 0G0 (A.44)
which coincides with the desired one (5.7).
Now it remains to note that expressions (5.6) and (5.8) can be obtained by direct substitution
of (5.5) and (5.7) in J (F,K). 
Proof of Theorem 5.1. All the assertions of the theorem follow directly from Lemma 5.1 and
Theorems 4.1 and 3.1. 
Proof of Lemma 6.1. Equality (6.18) are trivial whenever {ct }, {Ct } are null.
Now let us suppose that M = {0}, x1 = · · · = xN−1 = 0, xN ∈ R, and the estimator F is of
the form F =
(
O
FN
)
, where O denotes the (N − 1) × Nn null matrix and FN ∈ R1×Nn. Then,
under the following notation:
 = col[, 	, u], R = cov {, } , Rt = cov {	t , 	t } ,
K = diag[R, R1, . . . , RN,−11 , . . . ,−1N ], (A.45)
we obtain
sup
u∈U
D(F,P) = D {FNy − xN } + sup
u∈U
(E {FNy − xN })2 = J (F,K), (A.46)
where the last equality is provided by the relation
sup
u∈U
(
N∑
t=1
〈ut , ft 〉
)2
=
N∑
t=1
〈−1t ft , ft 〉 ∀ {ft } ⊂ Rr . (A.47)
Thus, (6.18) follows directly from (A.46).
A.R. Pankov, K.V. Siemenikhin / Journal of Multivariate Analysis 98 (2007) 145–176 175
Under notation (A.45), J (F,K) equals the integral m.s.e. of the ﬁlter Fy if the process {xt } and
{yt } satisfy Eqs. (6.1), (6.2) and the sequence {ut } is considered as a zero-mean white noise such
that
cov {, u} = O, cov {, 	} = O, cov {ut , ut } = −1t ∀t. (A.48)
Given the observation y(t) = col[y1, . . . , yt ], the Kalman ﬁlter (6.21)–(6.27) provides the linear-
optimal estimate of xt with respect to the local criterion E
{‖x˜t − xt‖2} [14]. This means that the
ﬁlter x˜(K)minimizes the local criterion at each point t over the class of nonanticipative estimates.
Hence, x˜(K) minimizes the integral criterion J (F,K) too.
Since the other assertions also follow from the theory of Kalman ﬁltering [14], Lemma 6.1 is
proved. 
Proof of Theorem 6.1. The ﬁrst part is obtained by Lemma 6.2 and Theorem 4.1, while the
second part is by Lemma 6.1 and Theorem 3.1. 
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