ABSTRACT. We consider the following network design problem. We are given an undirected network with costs on the edges, a set of terminals, and an upper bound for each terminal limiting the cumulative amount of traffic it can send or receive. The task is to select a path for each unordered pair of terminals and reserve minimum cost capacities so that all the sets of traffic demands that satisfy the bounds can be routed along the selected paths.
INTRODUCTION
The symmetric Virtual Private Network Design (sVPN) problem is defined as follows. We are given an undirected network with costs on the edges, a set of terminals, and an upper bound for each terminal limiting the cumulative amount of traffic it can send or receive. The bounds implicitly describe the set of traffic demands that the network should support: such sets of traffic demands are called valid. The task is to select a path for each unordered pair of terminals and reserve minimum cost capacities on the edges of the network so that all the valid set of traffic demands can be routed along the selected paths. The contribution of an edge to the total cost is proportional to the capacity reservation for that edge.
It was shown by Fingerhut, Suri and Turner [2] and Gupta, Kleinberg, Kumar, Rastogi and Yener [5] that sVPN can be solved in polynomial time if the sVPN tree routing conjecture holds. This conjecture states that each sVPN instance has an optimal solution whose support is a tree (in short, a tree solution), see, e.g., Erlebach and Rüegg [1] , Italiano, Leonardi and Oriolo [8] and Hurkens, Keijsper and Stougie [7] . The sVPN tree routing conjecture was recently solved affirmatively by Goyal, Olver and Shepherd [3] .
Goyal et al. solved the sVPN tree routing conjecture by settling an equivalent conjecture, the so-called PR conjecture due to Grandoni, Kaibel, Oriolo and Skutella [4] . The PR conjecture claims that each instance of the Pyramidal Routing (PR) problem has an optimal tree solution. In this problem, we are given an undirected graph with costs on the edges and a set of terminals. One of the terminals is marked as the root and some known amount of traffic is to be routed along paths from the root to the other terminals. The contribution of each edge to the total cost is proportional to a certain function of the number of paths in the routing using the edge. The name of the problem stems from the particular shape of the function used to Département de Mathématique, Université Libre de Bruxelles, Brussels, Belgium. Dipartimento di Ingegneria dell'Impresa, Università di Roma "Tor Vergata", Rome, Italy. compute the total cost (the "pyramidal" function x → max(x, B − x), where B is the total amount of traffic to be routed).
In this paper we investigate a natural generalization of the sVPN problem where the cost per unit capacity may decrease if a larger amount of capacity is reserved. More precisely, we define the concave symmetric Virtual Private Network Design (csVPN) problem as the sVPN, but the contribution of each edge to the total cost is now proportional to some arbitrary fixed concave, non-decreasing function f of the capacity reservation. For linear f one recovers the sVPN. However, for different choices of f , the csVPN is an NP-hard problem.
We give a constant factor approximation algorithm for csVPN by reducing the problem to the Single Source Buy at Bulk (SSBB) problem. The approximation factor of our algorithm improves by a factor of 2 for every graph in which csVPN has an optimal solution that is a tree solution. This leads to the main question we consider in the paper, namely, whether it is true that the csVPN problem always admits an optimal solution that is a tree solution. Our main contribution is to prove that this is true for outerplanar networks.
1.1. Detailed description of the problems. In this paper, we consider four routing problems: the symmetric Virtual Private Network Design (sVPN) problem, the Pyramidal Routing (PR) problem and their generalizations with arbitrary concave costs: the concave symmetric Virtual Private Network Design (csVPN) problem and the Concave Routing (CR) problem.
We now describe the four problems in detail. All the problems involve an undirected, connected graph G = (V, E) that represents a communication network. The graph comes with two vectors: a vector c ∈ R E + describing the edge costs and a vector b ∈ Z V + providing some information on the traffic that each vertex sends or receives (the exact interpretation depends on the problem). A vertex v with b v > 0 is referred to as a terminal. We denote the set of terminals by W . Also, we let B be the sum of all components of b. In other words, we let W := {v ∈ V | b v > 0} and B := v∈V b v .
sVPN. In the symmetric Virtual Private Network design (sVPN) problem, the vertices of G want to communicate with each other. However, the exact amount of traffic between pairs of vertices is not known in advance. Instead, for each vertex v the cumulative amount of traffic that it can send or receive is bounded from above by b v . The general aim is to install minimum cost capacities on the edges of the graph supporting any possible communication scenario, where the cost for installing one unit of capacity on edge e equals its cost c e . Let A solution to an instance of the sVPN problem, defined by the triple (G, b, c), consists of a collection of paths P containing exactly one u-v path P uv in G for each unordered pair u, v of terminals, and edge capacities γ e ∈ R + (e ∈ E). Such a set of paths P, together with edge capacities γ, is called a virtual private network. A virtual private network is feasible if all valid sets of traffic demands D can be routed without exceeding the installed capacities γ where all traffic between terminals u and v is routed along path P uv , that is, Given P, one may compute in polynomial time the minimum amount of capacity γ e that has to be reserved on each edge e in order to obtain a feasible virtual private network (P, γ), see Gupta et al. [5] and Italiano et al. [8] for details.
PR
1 In the Pyramidal Routing (PR) problem, one of the terminals is marked as a root. We denote the root by r. Thus an instance of the PR problem is defined by a quadruple (G, r, b, c). For each vertex v, the number b v describes the actual demand at the vertex. Thus B is the total demand. Note that the root has b r > 0. The aim is to route b v units of flow from r to each v ∈ W at minimum cost.
A solution to the instance (G, r, b, c) of the PR problem consists of a "routing". Letting A denote the set of all simple paths contained in graph G, we define a routing as a vector in R A + . Thus, a routing q ∈ R A + assigns a non-negative real number q(P ) to each path P ∈ A. A routing q is said to be feasible if each path in its support links the root to some terminal, and
where A rv denotes the set of all paths having an end equal to r and the other equal to v. In particular, a feasible routing assigns a value of b r to the trivial path starting and ending at the root (since it is simple, this path has no edge). The name of the PR problem is due to its particular cost function: The cost of a feasible routing q is given by z(q) := e∈E c e min{φ e , B − φ e }, where φ is the "flow vector" of q. For any routing q and edge e, we let φ e (q) denote the total flow on edge e for routing q. Thus, φ e := P ∋e q(P ). The vector φ(q) ∈ R E + is referred to as the flow vector of q.
csVPN.
The concave symmetric Virtual Private Network Design (csVPN) problem is defined similarly as the sVPN problem. The total cost of a capacity reservation γ is now z(γ) := e∈E c e f (γ e ), where f : [0, B] → R + is concave, non-decreasing and such that f (0) = 0. An instance of csVPN is described by a quadruple (G, b, c, f ). (We assume we are given oracle access to the function f .) CR, ndCR and asCR. The Concave Routing (CR) problem is defined as the PR problem. The total cost of a feasible routing q is z(q) := e∈E c e g(φ e ), where φ = φ(q) and g : [0, B] → R + is concave and such that g(0) = 0. An instance of CR is thus described by a quintuple (G, r, b, c, g). (As for csVPN, we assume we are given oracle access to g.)
We consider the following two restrictions of the CR problem. The instances of the non-decreasing Concave Routing (ndCR) problem are those for which g is non-decreasing. In this case, we use the letter f instead of g whenever possible. The instances of the axis-symmetric Concave Routing (asCR) problem are those for which g is (axis)-symmetric, that is, g(B − x) = g(x) for all x ∈ [0, B]. In this case, we use the letter h instead of g whenever possible.
Tree solutions. A feasible solution to one of the problems described above is a tree solution if the capacity vector γ or the flow vector φ(q) has an acyclic support, in which case its support induces a tree in G.
Previous work.
Many of the foundations of the sVPN problem appear in Fingerhut et al. [2] and Gupta et al. [5] . Both papers show that computing a tree solution of minimum cost gives a 2-approximation algorithm for the problem. Such a solution can be obtained in polynomial time by a single all-pair shortest paths computation. It has been discussed [6] and then conjectured in Erlebach et al. [1] and in Italiano et al. [8] that there always exists an optimal solution to the sVPN problem that is a tree solution: this has become known as the VPN tree routing conjecture. The conjecture has first been proved for the case of ring networks [7, 4] , and then in general graphs [3] . Goyal et al. [3] prove the VPN tree routing conjecture by establishing another conjecture, the PR conjecture, which states that every instance of the PR problem admits an optimal tree solution.
The PR problem was proposed by Grandoni et al. [4] . The PR conjecture made its first apparition in their paper, together with a proof that the PR conjecture implies the VPN tree routing conjecture. Remarkably, besides establishing the PR conjecture, Goyal et al. [3] also show that the VPN tree routing and PR conjectures are equivalent, that is, one implies the other and vice versa.
1.3. Our contribution / Paper outline. In Section 2 we give a constant factor approximation algorithm for the csVPN problem 2 . We precede this result with a discussion, in Section 2.1, on the splittability of the solutions to both the csVPN and CR problems, and on when we can assume b to be a 0-1 vector.
Our approximation algorithm works by reduction to the Single Source Buy at Bulk (SSBB) problem. The reduction is in two steps. We first observe in Section 2.2 that any approximation algorithm for SSBB gives an approximation algorithm for ndCR with the same approximation factor. We then show in Section 2.3 how to turn any approximation algorithm for ndCR into an approximation algorithm for csVPN with an approximation factor twice as large. Combining both steps, we obtain a 2ρ-approximation algorithm for csVPN from the ρ-approximation algorithm for SSBB due to Grandoni and Italiano [9] , where ρ = 24.92. When restricted to csVPN instances admitting an optimal solution that is a tree solution, the approximation factor of our algorithm improves to ρ. This is because, in the analysis of our algorithm, we use the following property of the csVPN problem: the cost of an optimal tree solution is never more than twice the cost of an optimal solution. (As pointed out above, a similar property was known for the sVPN problem.)
In Section 3 we prove our main result: every csVPN instance (G, b, c, f ) with G outerplanar has an optimal solution that is a tree solution. The proof builds upon an equivalence, stated in Section 3.1, between the csVPN problem and the asCR problem. We show that, when b is a 0-1 vector, solving an csVPN instance (G, b, c, f ) is essentially the same as solving an asCR instance of the form (G, r, b, c, h) where h is obtained from f by symmetrization. Moreover, the csVPN instance (G, b, c, f ) has an optimal solution that is a tree solution if and only if the asCR instance (G, r, b, c, h) has an optimal solution that is a tree solution. This allows us to focus only on asCR.
In Section 3.2 we gather some basic tools underlying our approach. In Section 3.3 we show that all asCR instances defined on a cycle have an optimal solution that is a tree solution, which provides the base case in the proof of our main result. We also establish in the same section a minor-monotonicity result, which in particular allows us to restrict ourselves to outerplanar graphs with maximum degree 3. Section 3.4 contains a proof skeleton for our main result. Most of the proof, as many of the proofs in the other sections, can be found in the appendix.
The techniques we use here in the proof our main result differ a lot from the techniques used by Goyal et al. [3] to prove the VPN tree routing (and PR) conjecture(s). Their techniques do not seem to extend to the case where h is not the pyramidal function x → min{x, B − x}.
Although we do not know whether every csVPN (or asCR) instance has an optimal solution that is a tree solution, we show in Section 3.5 that it does not hold for every CR instance; even in case G is a cycle and some extra restrictions (other than being non-decreasing or symmetric) are put on the function g.
APPROXIMATION ALGORITHMS
2.1. Preliminaries. We start by discussing the integrality and splittability of the solutions to the problems. A routing is said to be unsplittable whenever its support contains at most one path between any two terminals.
In the fractional relaxation of the csVPN problem, for each pair of terminals u, v we are allowed to split the u-v flow along some set of u-v paths, but the fraction that we accommodate on any of these paths must be the same with respect to each valid set of traffic demands.
Note that the definition of the CR problem we have given in the introduction already allows fractional routings. Because the function q → z(q) is concave and the set of feasible routings has a very simple structure (formally, it is a product of simplices), we can restrict our attention to unsplittable routings. This is stated in our first lemma whose proof can be found in the appendix. (Although Goyal For some instance I of the csVPN problem, we denote by OPT tree (I) the cost of the optimal tree solution; by OPT(I) the cost of the optimal solution; by OPT frac (I) the cost of the optimal solution to the fractional relaxation. Trivially, OPT frac (I) ≤ OPT(I) ≤ OPT tree (I). Analogously, we define OPT tree (J) and OPT(J) for an instance J of the CR problem.
We now discuss whether for the csVPN problem or the CR problem we can assume without loss of generality that b is a 0-1 vector.
Given an instance I = (G, b, c, f ) of the csVPN problem (resp. an instance J = (G, r, b, c, g) of the CR problem) such that b is not a 0-1 vector, we may define a new instance that we denote byĨ = (G,b,c, f ) (resp.J = (G,r,b,c, g)). To defineĨ from I, we proceed as follows. For each terminal v with b v > 1, we add k := b v pendant edges vu 1 , . . . , vu k with cost zero, and letb v = 0 andb u i = 1 for i = 1, . . . , k. To defineJ from J, we proceed similarly and letr be one of the vertices pending from r except if b r = 1 in which case we letr = r. We skip the proof of the following result. (ii) OPT(J) = OPT(J); OPT tree (J) = OPT tree (J).
It follows that for the CR problem (in general graphs) we can assume without loss of generality that b is a 0-1 vector. (Combining this remark with Lemma 1 it follows that our definition of the PR problem is consistent with that in Grandoni et al. [4] and Goyal et al. [3] .) 2.2. From SSBB to ndCR. Our approximation algorithm for the csVPN problem, given in the next section, builds upon an approximation algorithm for the ndCR problem. Note that the the latter problem is also NPhard. Nevertheless, as is easily seen by considering shortest paths trees, there always exists an optimal solution that is a tree solution. Recall that for an instance (G, r, b, c, f ) of the ndCR problem, the function f is always assumed to be non-decreasing.
Lemma 3.
For any instance I of the ndCR problem we have OPT(I) = OPT tree (I).
As we show below, there exists an approximation factor preserving reduction from the ndCR problem to the Single Source Buy at Bulk (SSBB) problem. The SSBB problem is defined as follows: we are given an undirected graph G = (V, E) with edge costs c ∈ R E + , where each vertex v ∈ V wants to exchange an amount of flow b v ∈ Z + with a common source vertex r. In order to support the traffic, we can install cables on edges. Specifically we can choose among k different cables: each cable i ∈ {1, . . . , k} provides µ(i) units of capacity at price p(i). For each i ∈ {1, . . . , k − 1}, it is assumed that µ(i) < µ(i + 1) and
. The latter inequality is referred to as the economy of scale principle. The goal is to find a minimum cost installation of cables such that a flow of value b v can be routed simultaneously from r to each vertex v ∈ V . An instance of the SSBB problem is therefore defined by a quintuple (G, r, b, c, K), where K = {(µ(i), p(i)) | i = 1, . . . , k} describes the different cable types.
A solution to the SSBB problem specifies a routing q ∈ R A + and, for each edge e, a multiset κ e of cables to install (repetitions are allowed, that is, we can install several cables of the same type). A solution (q, κ) is feasible if q sends b v units of flow from r to each vertex v (exactly as in the ndCR problem) and i∈κe µ(i) ≥ φ e for all edges e, where φ = φ(q) denotes the flow vector of q. The cost of the feasible solution (q, κ) is e∈E i∈κe c e p(i). As for the other problems, we let OPT(I) denote the cost of the optimal solution for a SSBB instance I.
We point out that there is some confusion in the literature in the definition of the SSBB problem, because there are two different definitions of the problem: In some papers the SSBB problem is defined above, and in some other papers the SSBB problem is defined as the problem we call ndCR. It is stated (see, e.g., Gupta et al. [10] ) that from an approximation viewpoint, the two formulations are equivalent up to a factor of 2, but we could not find a proof of this statement to refer to. Therefore, in the appendix we provide a proof for the following lemma, that is enough for our purpose.
Lemma 4.
There exists an approximation factor preserving reduction from ndCR problem to the SSBB problem.
We refer to the appendix for the proof. By combining Lemmas 1 and 4, we obtain the following corollary.
Corollary 5.
There exists a ρ-approximation algorithm for ndCR problem returning a routing that is unsplittable.
The best approximation algorithm for the SSBB problem is currently due to Grandoni and Italiano [9] , with ρ = 24.92. Therefore, there exists a 24.92-approximation algorithm for the ndCR problem.
2.
3. An approximation algorithm for the csVPN problem. Our next lemma, which is a generalization of a result by Fingerhut et al. [2] and Gupta et al. [5, Lemma 3.1] , shows that the optimal tree solution to the csVPN problem costs at most twice the optimal (fractional) solution. Its proof is given in the appendix.
Lemma 6. For an instance
OPT frac (I).
In order to state our approximation algorithm for the csVPN problem we need two other results from the literature.
First, let I = (G, b, c, f ) be an instance of the csVPN problem and let T be a tree that connects all the terminals. As noted above in Section 1.1, it is straightforward to compute the minimum amount of capacity we have to reserve on each edge of T in order to get a feasible virtual private network using for each pair of terminals the unique path in T connecting them. We denote the cost of the resulting feasible virtual private network by z(T ).
For any choice of root r ∈ V (T ), one can derive from T a tree solution to the ndCR instance I(r) = (G, r, b(r), c, f ), where we let b v (r) := b v for all vertices v = r, and b r (r) := max{b r , 1}. Indeed, we can simply route the b v units of demand to each terminal v using the unique r-v path contained in T . We denote the resulting routing by q T,r and its cost by z(q T,r ). 
Lemma 7.
There exists a vertex r of T such that z(T ) = z(q T,r ).
Next, suppose that we are given a feasible solution q(r) to an instance J(r) = (G, r, b(r), c, f ) of the ndCR problem. By Lemma 1, we may assume that q(r) is unsplittable. As observed by Goyal et al. [3] , we can build a feasible solution to the instance J = (G, b(r), c, f ) of the csVPN problem as follows: for each pair of terminals u, v, choose the path P uv to be any path in P u ∆P v from u to v, where P u and P v respectively denote the unique r-u and r-v paths in the support of q(r). Let P be the union of the selected P uv paths. Recall that we may efficiently deduce from P the minimum capacity reservation γ such that (P, γ) is a feasible virtual private network. Let z(P) := e∈E c e γ e . The following lemma is straightforward:
We are now ready to describe our approximation algorithm for the csVPN problem. The input to the algorithm is a csVPN instance (G, b, c, f ).
Theorem 9.
Algorithm 1 is a 2ρ-approximation algorithm for csVPN. Moreover, the approximation factor reduces to ρ for csVPN instances having a tree solution that is optimal.
Proof of Theorem 9.
• Consider an optimal solution to an instance I = (G, b, c, f ) of the csVPN problem ayout with cost OPT = OPT(I). Let T be an optimal tree for I, thus, OPT tree (I) = z(T ). From Lemma 6 we know that 2OPT ≥ z(T ). By Lemma 7, z(T ) ≥ min r∈V (T ) z(q T,r ). Since q T,r is a solution to the
Algorithm 1 Approximation algorithm for csVPN
(1) For each r ∈ V , compute a ρ-approximate unsplittable solution q(r) to the ndCR instance (G, r, b(r), c, f ). (2) Let r * be such that z(q(r * )) = min r∈V z(q(r)).
Finally, observe that the factor 2 vanishes if (G, b, c, f ) has an optimal tree solution.
By Corollary 5 and the results by Grandoni and Italiano [9] , we conclude that there exists a 49.84-approximation algorithm for the csVPN problem.
3. TREE ROUTINGS 3.1. From csVPN to asCR. We show here that the csVPN problem is equivalent to the asCR problem with h symmetric, when b is a 0-1 vector. The proof of the next lemma builds upon a generalization of results in [5] , [4] and [3] . Recall from Section 1.1, that for f : [0, B] → R + concave and non-decreasing•,
we define We refer the reader to the appendix for the proof. It follows from Lemmas 2 and 10 that if one shows that every asCR instance with b ∈ {0, 1} V has a tree solution that is optimal, then it follows that every csVPN instance admits a tree solution that is optimal. The following definition is central to this section.
Definition (Tree property).
An instance (G, r, b, c, h) of the asCR problem has the tree property (w.r.t. h) if there exists an optimal routing that is a tree routing. A graph has the tree property (w.r.t h) if for every choice of r, b and c, the instance (G, r, b, c, h) has the tree property.
3.2. Some tools. It follows from Lemma 1 that we can always find an optimal routing q to an instance (G, r, b, c, h) of the asCR problem where the routing q is integral (i.e., q ∈ Z A + ), because unsplittable routings are always integral (as b ∈ Z V + ). Therefore, from now on, we restrict our attention to solutions to the asCR problem with integral routings. In this case the routing q can be seen as the incidence vector of a multi-set P of paths.
Specifically, an integral solution to an asCR instance (G, r, b, c, h) consists of a collection P of simple paths (repetitions are allowed) such that (i) all paths in P start at vertex r; (ii) for each vertex v exactly b v paths of P end in v. Such a collection is (from now on) called a routing. The cost of the routing P is again equal to e∈E c e h(φ e ), where the flow vector φ(P) satisfies φ e = |{P ∈ P : e ∈ P }|. Here we use tree routing as a synonym for tree solution.
In the remainder of the paper, h : [0, B] → R + will be a fixed concave symmetric function. We now develop a few tools for the asCR problem. We start with some notations. Let P be a routing for an instance (G, r, b, c, h) and let e be an edge. We let:
Note that y(P) is a vector in Z E and the cost of the routing P is then e∈E c e y e (P). When there is no risk of confusion, we simply write y for y(P).
Given a graph G = (V, E), root r ∈ V and demands b ∈ Z V + we define the Concave Routing polyhedron (or asCR polyhedron) Q = Q(G, r, b, h) as the dominant of the convex hull of the y-vectors of routings in G (it is a polyhedron, since the number of routings is finite). Thus we have Q := conv{y(P) ∈ R E : P is a routing in G} + R E + . Solving an instance of the asCR problem of the form (G, r, b, c, h) amounts to minimizing the linear function y → c T y over the corresponding asCR polyhedron Q(G, r, b, h). This is used in the next lemma which provides a way to state the tree property without referring to edge costs.
Lemma 11. The tree property holds for a certain graph G if and only if, for each extreme point y(P) of the asCR polyhedron, there exists a tree routing T such that y(P) = y(T ). In other words, the tree property holds for G if and only if for any routing P in G there exists a collection of tree routings T 1 , . . . , T ℓ and non-negative coefficients λ 1 , . . . , λ ℓ summing up to 1 such that
If y and y ′ are two vectors in R E + such that y ′ ≤ y we say that y is dominated by y ′ . So if a routing P satisfies (2) for some choice of tree routings T i and non-negative coefficients λ i summing up to 1, then the y-vector of P is dominated by the corresponding convex combination of y-vectors of tree routings. So proving the tree property amounts to proving that the y-vector of any routing is dominated by a convex combination of y-vectors of tree routings. The Taming Lemma.
Our last lemma will be used to tame the behavior of the paths in a routing. For a path P from the root r to some terminal u, and 2 vertices a, b ∈ P , denote by P ab the sub-path of P from a to b. Let V (P ), E(P ) denote respectively the set of vertices and the set of edges of P . The picture on the right illustrates these definitions in the context of the following "taming" lemma, whose proof you will find in the appendix.
Lemma 12 (Taming). Let (G, r, b, c, h) be an instance of the asCR problem and let P be a routing. Let P 1 , P 2 ∈ P and a, b ∈ V (P 1 ) ∩ V (P 2 ) such that a = b. Assume that the vertex sets V (P ab 1 ) \ {a, b} and V (P 2 ) \ V (P ab 2 ) are disjoint, as well as V (P ab 2 ) \ {a, b} and V (P 1 ) \ V (P ab 1 ). Denote by P 3 the simple path with E(P 3 ) = E(P 1 ) \ E(P ab 1 ) ∪ E(P ab 2 ), and denote by P 4 the simple path with E(P 4 ) = E(P 2 ) \ E(P ab 2 ) ∪ E(P ab 1 ). Moreover, let P ′ = P \ {P 1 } ∪ {P 3 }, and
therefore, if P is an optimal routing, then both P ′ and P ′′ are optimal routings.
3.3.
Minor monotonicity. The class of graphs for which the tree property holds (w.r.t. the function h we have fixed) is closed under endge contractions and edge/vertex deletions. Proving this is a key step in the proof of our main result because it allows us to focus on outerplanar graphs with maximum degree at most three.
Theorem 13. If the tree property holds for G then it holds for any minor of G.
The proof uses the following lemma allows us to restrict to 2-connected graphs.
Lemma 14. If the tree property holds for all blocks (maximal connected subgraphs without a cut-vertex) of a graph G then it holds also for G.
While the deletion of edges poses no particular difficulty, for contractions we rely the following result as a crucial ingredient.
Lemma 15. The tree property holds in case G is a cycle and h is symmetric.
On first sight this appears to be a small generalization of the corresponding result by Grandoni et al. [4] , proving the version we need requires surprisingly more technical effort, including repeated applications of the Taming Lemma 12. We refer to the appendix for the proof. Once this generalization is established, the edge contraction part of Theorem 13 can be proven by changing routings locally, i.e., on some edges only. The lengthy technical details are given in the appendix. The proof of this theorem makes use of minor monotonicity, building on the fact that every 2-connected outerplanar graph is the minor of a (2-connected) outerplanar graph with maximum degree three, which is an easy exercise. The central technique is that of adding an ear.
Proof of Theorem 16. Let G(V, E) be a 2-connected outerplanar graph with maximum degree three. Assume that we have an embedding of G in the plane such that all vertices are in the boundary of the outer face. A chord is an edge between two vertices u and v that are not consecutive on the boundary.
The proof of Theorem 16 proceeds by induction on the number of chords. The case when G has no chords is done in Lemma 15. Suppose now that the tree property holds if G has less than m chords, m ≥ 1 and consider the case where G has m chords. We choose a chord {u, v} such that G[V \ {u, v}] has a component that is a path; we denote by U the vertex set of this connected component and we letŪ = U ∪ {u, v} (see the picture on the right).
We then show that, if P is an optimal routing for (G, r, b, c, h) that minimizes the value φ uv (P), then there exists a routing for (G, r, b, c, h) which costs no more than P and which omits some edge of G. This is enough, because of the next claim, whose proof is in the appendix.
Claim 17.
If there is an edge of G which is not used by P, then there exists an optimal routing for (G, r, b, c, h) that is a tree routing.
We are therefore left with showing that we can always build from P a routing for (G, r, b, c, h) which costs no more than P and which omits some edge of G. Recall that P is an optimal routing for (G, r, b, c, h), minimizes the value φ uv (P) and, of course, is not a tree routing.
To complete the proof, we examine in what ways a path in P may meddle with the cycle with vertices U . In the appendix, we will reduce this to four possible cases, and settle them separately using the tools we have developed above. The new graph is still outerplanar and therefore there is an optimal solution to the new instance that is a tree solution. Trivially, it follows that also the original instance has an optimal solution that is a tree solution.
3.5.
A remark on non-symmetric concave funtions. It follows from the results of the previous section that the tree property holds for the CR problem when g is non-decreasing, g is pyramidal and, for outerplanar graphs, when g is symmetric. Moreover, we are not aware of any instance with g symmetric where it does not hold.
An example in the appendix shows that, in general, the tree property does not hold when g is not symmetric, even if g(x) ≤ g(B −
APPENDIX
Basics on concave functions. We give a few simple facts concerning concave functions. Consider a function f : C → R defined over a convex subset C of R d . The function f is concave if f (λx + µy) ≥ λf (x) + µf (y) holds for all x, y ∈ C and λ, µ ∈ R + such that λ + µ = 1. In other words, concave functions are those for which the image of a convex combination is greater than or equal to the corresponding convex combination of images. The definition states this for convex combinations involving two points. The general case follows easily by induction.
When
Proof. (a)
Since f is a non-negative concave function, we have
(b) If x = y the assertion trivially holds. Thus we may assume x < y. We may also assume x ≤ y − a. Indeed, otherwise we redefine a, x and y as y − x, y − a and y respectively. Letting α = (y − x− a)/(y − x), we have x = α(x − a) + (1 − α)(y − a) and y − a = (1 − α)x + αy. By the concavity of f , we get f (x) ≥ αf (x−a)+(1−α)f (y −a) and f (y −a) ≥ (1−α)f (x)+αf (y). Adding the two last inequalities, we obtain α(f (y) − f (y − a)) ≤ α(f (x) − f (x − a)). The assertion follows whenever α > 0. Now assume α = 0, that is, x = y − a. In this case, we have x = 
(e) Take x and y such that 0 ≤ x ≤ y ≤ B/2. Notice that B − (y − x) ≥ y + x since B/2 ≥ y. Then, y + x = λ(y − x) + µ(B − (y − x)) for some λ, µ ∈ R + with λ + µ = 1. Recalling that f is concave and symmetric, it follows that f (y+x) ≥ λf (y−x)+µf (B−(y−x)) = λf (y−x)+µf (y−x) = f (y−x).
Proofs for Section 2.1.
Proof of Lemma 1. Let I = (G, r, b, c, g ) be an instance of CR, and let q be a feasible routing for I. Now consider some terminal v. Let P rv = {P 1 , . . . , P t } denote the set of all r-v paths contained in the support of q. From q, we define t routings q 1 , . . . , q t , as follows. For i ∈ {1, . . . , t}, we let q i (P ) = b v if P = P i , q i (P ) = 0 if P = P j with j = i, and q i (P ) = q(P ) otherwise. In other words, q i routes all b v units of demand to v on the single path P i and otherwise behaves as q.
The key observation is that q is a convex combination of q 1 , . . . , q t . More precisely, we have
By the concavity of the cost function q → z(q), there exists i ∈ {1, . . . , t} such that q i does not cost more than q. The result then follows by induction.
Proofs for Section 2.2.
Proof of Lemma 4. Let I = (G, r, b, c, f ) be an instance of ndCR (thus, f is non-decreasing). Consider the instance J = (G, r, b, c, K) of SSBB obtained by setting
Thus, in instance J, the cable i ∈ {1, . . . , B} has capacity µ(i) := i and price p(i) := f (i). The capacity of the cables are clearly increasing. By Lemma 19.(a), the economy of scale principle is satisfied. In order to prove the result it suffices to show the following: (i) From a solution to I one may build, in polynomial time, a solution to J of the same cost; (ii) From a solution to J one may build, in polynomial time, a solution to I that does not cost more.
(i) Each solution to I yields a solution to J of the same cost. In virtue of Lemma 1, we may assume that the solution to I is unsplittable. In particular, it is integral. Now take the same routing and install on each edge e a single cable of capacity φ e ∈ Z + , where φ e denotes the total flow routed on edge e.
(ii) Conversely, a solution to J yields a solution to I: take the same routing. We now compare the costs of the two solutions. The cost of the latter solution is e∈E c e f (φ e ) where, as above, φ e denotes the amount of flow routed on e. (Notice that this time φ e is not necessarily integral.) The cost of the former solution is e∈E c e i∈κe p(i) = e∈E c e i∈κe f (i). Consider some edge e and let γ e := i∈κe µ(i) = i∈κe i. Without loss of generality, we may assume that γ e ≤ B. Indeed, if this is not the case we can repeatedly replace some cable of capacity µ(j) = j by a cable of capacity µ(j − 1) = j − 1. This does not increase the cost of the solution.
By Lemma 19.(a), we have that, for i ∈ κ e , i γe f (γ e ) ≤ f (i), thus i∈κe i γe f (γ e ) ≤ i∈κe f (i), that is, f (γ e ) ≤ i∈κe f (i). On the other hand, we have f (φ e ) ≤ f (γ e ) because f is non-decreasing and φ e ≤ γ e . Hence, we have f (φ e ) ≤ i∈κe f (i). Because this holds for all edges e, the cost of the ndCR solution does not exceed that of the SSBB solution. The result follows.
Proofs for Section 2.3.
Proof of Lemma 6. We will prove the statement for the 0-1 case where b is a 0-1 vector; note that in this case B is equal to the number of terminals. The statement for the general case then follows from Lemma 2.
Let (G, b, c, f ) be an instance of the csVPN problem, with b a 0-1 vector. We first define the Pairwise Demands (PD) problem. An instance of this problem is given by a quintuple (G, b, c, λ, f ). The objective is to install capacities γ on G so that λ units of demand can be simultaneously routed between every pair of terminals in W (in the 0-1 case the set of terminal W coincides with the set of vertices v with b v = 1) and e∈E c e f (γ e ) is minimized. Note that the definition of the problem allows for fractional routings. As for the other problems, we denote by OPT(I) the cost of an optimal solution to a PD instance I.
We claim that
The last inequality of the claim is easy. In fact, since each terminal v has a unit bound b v , the set of traffic demands D = (d uv ) with d uv = 1 B−1 , for each unordered pairs of terminals u, v, is valid. The inequality follows.
Consider now an optimal solution to the PD instance (G, b, c, 
Observe now that, for each terminal v, the vector φ ′ (v) specifies a flow of value 1 from v to each terminal and therefore yields (by flow decomposition) a solution to the instance (G, v, b, c, f ) of the ndCR problem. Since f is non-decreasing, it follows from Lemma 3 that there exists an optimal solution q(v) to the ndCR instance (G, v, b, c, f ) that is a tree solution. Then we have that z ndCR (q(v)) ≤ e∈E c e f (φ ′ e (v)). Therefore,
Now let v * be the terminal that achieves the minimum in min v∈W z ndCR (q(v)). Then,
It is also easy to see that by installing φ e (q(v * )) units of capacity on each edge e we get a feasible tree solution to the csVPN instance (G, b, c, f ) [5, 8] . Therefore, OPT csVPN tree (G, b, c, f ) ≤ z ndCR (q(v * )) and the statement follows.
Proofs for Section 3.1.
Proof of Lemma 10. For a generic set S of paths, let n e (S) be the number of paths in S using the edge e. Let (P, γ) be a feasible virtual private network for (G, b, c, f ), with P = {P ij : i = j ∈ W }. For each terminal i, let P i = {P ij : j ∈ W \ {i}}. It is shown in [5] (Theorem 3.2) and [4] (Lemma 3) that the following holds:
i∈W min{n e (P i ), B − n e (P i )}.
Notice that from P i we can build an unsplittable routing q i for the instance of ndCR (G, i, b, c, h), simply letting q i (P ) = b v for each P = P iv ∈ P i , and q i (P ) = 0 otherwise. Moreover, notice that in this case n(P i ) = φ(q i ).
Since f is concave and non-decreasing we have:
Suppose vice versa that we are given a routing q r for (G, r, b, c, h). From Lemma 1 we can assume q r to be an unsplittable routing. Let Q r := {Q i , i ∈ W } be the set of path from r to i defined by q r . Once again, notice that φ(q r ) = n(Q r ). Following [3] (Lemma 2.3), we define a collection of pathsQ = {Q ij : i = j ∈ W }, whereQ ij is any i − j path in the component of Q i ∆Q j . Let z(Q) be the minimum amount of capacity that we must install on edge e so that (Q, z(Q)) is a feasible virtual private network for (G, b, c, f ) . It is shown in [3] that the following holds:
Since f is concave and non-decreasing and the previous inequality holds for each r ∈ W :
Then the statement easily follows from inequalities ( * ) and ( * * ).
Proofs for Section 3.2.
Proof of Lemma 11. For the backward implication, let P be an optimal solution to an instance of the asCR Problem with respect to some cost vector c ∈ R E + . Then (2) implies
So at least one of the tree routings T 1 , . . . , T ℓ has a cost which does not exceed the cost of P. That is, at least one of the tree routings is optimal.
Let us now prove the forward implication by contradiction. Suppose that the tree property holds for G but the asCR polyhedron has an extreme point y(P) such that there is no tree routing T : y(P) = y(T ). Then we can separate y(P) from the other points of the asCR polyhedron by a hyperplane. Because dominants are upper-monotone, it follows that there exists a non-negative cost vector c such that c T y(P) < c T y(Q) for all routings Q such that y(Q) = y(P). In particular, we have c T y(P) < c T y(T ) for all tree routings T , a contradiction. The result follows.
Proof of the "Taming-Lemma" 12. By construction, 2-connected and let G 1 , . . . , G ℓ denote its blocks and R the set of cut-vertices. By definition, the edges E(G i ), i = 1, . . . , ℓ give a partition of the edges E(G). Given an instance (G, r, b, c, h) of the asCR problem, we define a new instance (G i , r i , b i , c i , h) of the asCR problem for each block i,
Proofs for Section 3.3.

Proof of Lemma 14. Suppose that G is not
, let r i := r; else let r i be the vertex of G i separating G i from the root r. The demand vector b i for G i is defined as:
Finally, the cost vector c i for G i is the restriction of the cost vector for G to E(G i ).
Let P be a routing for (G, r, b, c, h). Observe that the flow vector of P, restricted to the edges of G i , yields the flow vector of a routing
, therefore, for each e ∈ E(G i ), y e (P) = y e (P i ). Vice versa, given a routing P i for each (G i , r i , b i , c i , h), if we "patch" together the flow vectors of the P i -s, we get the flow vector of a routing P for (G, r, b, c, h), and once again, for each e ∈ E(G i ), y e (P) = y e (P i ). Observe that, in both cases, c T y(P) = i=1,...,ℓ c T i y(P i ). It follows that an optimal routing for (G, r, b, c, h) induces an optimal routing for each of the (G i , r i , b i , c i , h) and vice versa. We know that for each instance (G i , r i , b i , c i , h), there is a tree routing which is optimal. By patching together these tree routings we obtain a global optimal routing for G which is a tree.
We find it usefull to state the following fact in the form of a lemma for easy reference.
Lemma 20. Let P be a routing for an instance of the asCR problem. We have φ e (P) = 0 whenever y e (P) = 0.
Proof. Recall that each path in P is simple and that b r > 0. Hence, φ e (P) < B, for each e ∈ E. The result then follows from Lemma 19.(c).
Proof of Lemma 15. We are given an instance (G, r, b, c, h) of the asCR problem, where G is a cycle. Without loss of generality we assume that every vertex of G is a terminal (otherwise we can dissolve it). We number the vertices of the cycle consecutively (clockwise) as 0, . . . , m with r = 0. We construct a new instance (G ′ , r ′ , b ′ , c ′ , h) of the asCR problem as follows. We build G ′ from G by replacing each vertex i with a path with b i "sub-terminals" {i 1 , . . . , i b i }; trivially, G ′ is a cycle. We set b ′ i j = 1, for i = 0, . . . , m and j = 1, . . . , b i . The cost vector c ′ is defined as follows: we give cost 0 to the new edges, while the other edges keep their original cost. Finally, we set r ′ = 0 b 0 . Observe that, by construction,
It is easy to see that every routing for (G, r, b, c, h) corresponds to a routing for (G ′ , r ′ , b ′ , c ′ , h ) of the same cost. Vice versa, let P ′ be an optimal routing for (G ′ , r ′ , b ′ , c ′ , h). Observe that b v ∈ {0, 1}, for each vertex v ∈ V (G ′ ). Grandoni et al. [4] , show that P ′ can be always chosen in such a way that it is a tree routing (they claim this result only for pyramidal functions, but their proof applies as well to concave symmetric functions). We now construct a routing P for (G, r, b, c, h ) of the same cost of P ′ by contractions of the edges among {i 1 , . . . , i b i }, for each i = 0, . . . , m: It follows from above that, if P is a tree routing, then it is optimal for (G, r, b, c, h) and our statement follows.
So is it P a tree routing? Let e be the edge of G ′ that is not used by P ′ . If e is also an edge of G, then P is a tree routing. Vice versa, suppose that e = {i h , i h+1 } for some i in 0, . . . , m, and some h in 1, . . . , b i − 1: in this case, P is not a tree routing and we delve into two cases.
First suppose that i = 0. Then P uses different paths from r to the terminal i (namely, h paths go to i clockwise, and b i − h go counterclockwise, 0 < h < b i ), while the b j paths from r to any other terminal j = i coincide. We build two tree routings P 1 and P 2 from P by simply rerouting some paths from r to i: in P 1 all the b i paths from r to i go clockwise, in P 2 all the b i paths from r to i go counterclockwise. Trivially:
Since P is optimal for (G, r, b, c, h), it follows from the concavity of h that both P 1 and P 2 are optimal tree routings for (G, r, b, c, h) . The statement follows.
Finally suppose that i = 0. In this case, for each terminal different from 0, in P there are b i (coincident) clockwise paths from r to i. Vice versa, the b 0 paths of P going from 0 to 0 split into two classes: there are b 0 − h trivial paths, i.e. paths without edges, and h paths that use all the edges of the cycle and are therefore non-simple, for some 0 < h < b 0 . Still, by the same arguments as above, we can build two routings P 1 and P 2 such that (3) holds. Observe that in this case P 2 is a tree routing (with b 0 trivial paths) that does not use the edge {m, 0}, while P 1 is a non-feasible routing where all the b 0 paths use all the edges of the cycle. Recall that B = j=0,..,m b j . Notice that for the edge e = {0, 1} we have φ e (P 1 ) = B, for the edge e = {m, 0} we have φ e (P 1 ) = b 0 , while for the other edges e = {j, j + 1}, 0 < j < m, we have φ e (P 1 ) = B − h=1,..,j b h . Consider the tree routing P 3 that does not use the edge {0, 1}. It is easy to see that y(P 1 ) = y(P 3 ). Therefore, concavity of h implies that:
that is, both P 2 and P 3 are optimal tree routings for (G, r, b, c, h). The statement follows.
For the proof of Theorem 13, the edge deletion and contraction arguments are given in the following two lemmas. Note that if the tree property holds for a not-2-connected graph then it trivially also holds for its blocks.
Lemma 21. Suppose e is an edge of G which is not a cut-edge. If G has the tree property then so has G \ e.
Proof. Let e be an edge of G and let G ′ = G \ {e}. Let P ′ be a routing for an instance (G ′ , r, b, c ′ , h) of the asCR problem. Consider the "same" instance defined on G, i.e. (G, r, b, c, h) , where c f = c ′ f for every edge f ∈ E(G ′ ) and e.g. c e = 0. Trivially, P ′ is also a routing for (G, r, b, c, h ). Since φ e (P ′ ) = 0 and h(0) = 0, it follows that y e (P ′ ) = 0. Since the tree property holds for G, it follows from Lemma 11 that there exists a collection of tree routings T ′ 1 , . . . , T ′ ℓ and positive coefficients λ 1 , . . . , λ ℓ summing up to 1 such that
Each λ i is positive. It follows that y e (T ′ 1 ), . . . , y e (T ′ ℓ ) = 0 and so, from Lemma 20, none of the routings T ′ 1 , . . . , T ′ ℓ uses arc e. Therefore, T ′ 1 , . . . , T ′ ℓ are routings for (G ′ , r, b, c ′ , h). The statement then follows from (4) and Lemma 11.
Lemma 22.
If e is an edge of G and G has the tree property, then G/e has the tree property.
Proof. Let e = {s, t} be an edge of G and let G ′ = G/{e}. We may assume that e is not contained in a triangle: otherwise, before contracting e, we can delete from G the edges incident to s which are in a triangle with e. By Lemma 21, the new graph G still satisfies the tree property. This assumption allow us to identify the edge set of G with E(G ′ ) ∪ {e}. Let u e denote the vertex of G ′ resulting from the contraction of e.
Consider an instance (G ′ , r ′ , b ′ , c ′ , h) of the asCR problem. We define an instance of the asCR problem in the graph G as follows. If r ′ = u e , then let r := r ′ , otherwise let r := s. Let
. Now let P ′ be an optimal routing for an instance (G ′ , r ′ , b ′ , c ′ , h) of the asCR problem.
We want to build a routing P for (G, r, b, c, h) in the following way: -we keep (unchanged) all the paths of P ′ not containing u e ; -if a path of P ′ contains u e , we reroute it in such a way that: (1) the path keeps all the edges that are not incident to u e ; and (2) the path does not start or end in t. Observe that, by construction, for each f ′ ∈ E(G ′ ), we have φ f ′ (P ′ ) = φ f ′ (P) and so y f ′ (P ′ ) = y f ′ (P). The tree property holds for G so, by Lemma 11, the y-vector of P is dominated by a convex combination of y-vectors of tree routings, that is, ℓ i=1 λ i y(T i ) ≤ y(P) where the T i are some tree routings for (G, r, b, c, h) and λ 1 , . . . , λ ℓ are positive coefficients summing up to 1.
Since P ′ is an optimal routing, in order to prove our statement, it is enough to show that also the y-vector of P ′ is dominated by a convex combination of y-vectors of tree routings for (G ′ , r ′ , b ′ , c ′ , h). With this aim, we define, for each 1 ≤ i ≤ ℓ, a routing T ′ i by associating a path P ′ ∈ T ′ i to each path P ∈ T i as follows: -if P does not contain both s and t or it contains the edge {s, t}, we let P ′ = P (but for relabeling s and/or t as u e ); -if P contains both s and t but it does not contain the edge {s, t}, we build P ′ by identifying vertices s and t (and relabeling them as u e ). In this case, P ′ is not simple if and only if in P either s is between r and t (possibly, r = s) or t is between r and s (possibly, r = t). Observe that, by construction, for each
. Therefore, if each T ′ i is a tree routing, the lemma is proved.
Vice versa, if some T ′ i is not a tree routing (in this case, it might even be a non-feasible routing, if some paths are non-simple), we show in the following that y(T ′ i ) is, in its turn, dominated by a convex combination of y-vectors of tree routings, that is,
, where the T ′ i,j are some tree routings for (G ′ , r ′ , b ′ , c ′ , h) and µ 1 , . . . , µ ℓ i are positive coefficients summing up to 1. It is easy to see that this is enough to prove the lemma.
So suppose that T ′ i is not a tree routing. Observe that this happens if and only if s, t ∈ V (T i ) and {s, t} ∈ E(T i ). It is useful to consider the graph
. H i is a 1-tree, i.e. a connected graph containing exactly one cycle C. We also consider the instance of the asCR problem (H,
, that is not feasible if some of its paths are not simple.
Number the vertices of the cycle consecutively (clockwise) as 0, . . . , m. We will look at the behavior of the paths in T ′ i with respect to C, borrowing some ideas from the proofs of Lemmas 14 and 15. We first consider the case where some paths in T ′ i are non-simple (these paths must use all the edges of C). In this case, in T i either s is on the path from r to t (possibly, r = s) or t is on the path from r to s (possibly, r = t). Moreover, u e belongs to C, therefore we may assume u e = 0. It follows that we can partition the paths in T ′ i into the following three classes: A(T ′ i ): paths that do not use any edge from C; B(T ′ i ): paths that enter into C at vertex 0, take some edges {0, 1}, . . . , {h − 1, h} and leave C at some vertex 0 < h ≤ m; C(T ′ i ): non-simple paths that enter at 0, take all the edges of C and leave it again at vertex 0. Observe that, if in particular r ′ belongs to C, then r ′ = 0. We build two routings T ′ i,1 and T ′ i,2 from T ′ i as follows:
we remove the cycle from the paths in C(T ′ i ); • T ′ i,2 : we keep the paths in A(T ′ i ); for each path in B(T ′ i ), we re-route it anti-clockwise on C (i.e. the path now enters into C at vertex 0, takes edges {0, m}, . . . , {h + 1, h} and leaves C at h); we remove the cycle from the paths in C(T ′ i ). It is easy to see that both T ′ i,1 and T ′ i,2 are tree routings. Moreover, by the same arguments we use in the proof of Lemma 15, one shows that y(T ′ i ) is dominated by a convex combination of the y-vectors of T ′ i,1
and T ′ i,2 . We skip the details. We now consider the case where each path P ′ ∈ T ′ i is simple. In this case, in T i the root r is between s and t, moreover r = s, r = t and r ′ belongs to C. So we assume without loss of generality that r ′ = 0. In this case, we partition the paths in T ′ i into two classes: A(T ′ i ): paths that start at 0 but immediately leave C without using any of its edges; B(T ′ i ): paths start at 0, take some edges {0, 1}, . . . , {h − 1, h} (resp. {0, m}, . . . , {h + 1, h}) and leave C at some vertex 0 < h ≤ m. Again, by the same arguments we use in the proof of Lemma 15, one shows that there exists two tree routings
We skip the details. Proofs for Section 3.4.
Proof of Claim 17. Suppose there exits an edge e of G which is not used by P, and P is not a tree routing (otherwise we are done). Consider the graph G ′ := G \ {e}. Given (G, r, b, c, h), consider the "same" instance defined on G ′ , i.e. (G ′ , r, b, c ′ , h), where c f = c ′ f for every edge f ∈ E(G) \ {e}. Trivially, P is also a routing for (G ′ , r, b, c ′ , h) with the same cost. Moreover, any feasible routing P ′ for (G ′ , r, b, c ′ , h), is also a feasible routing for (G, r, b, c, h) with the same cost. Therefore, if there exists a collection of tree routings T ′ 1 , . . . , T ′ ℓ for (G ′ , r, b, c ′ , h), and positive coefficients λ 1 , . . . , λ ℓ summing up to 1 such that
then there exists a tree routing among T ′ 1 , . . . , T ′ ℓ that is optimal for (G, r, b, c, h) and our statement follows. Now we show that such collection of tree routing always exists. Suppose that the edge e is a chord. Then we have that G ′ is a two-connected outerplanar graph with maximum degree three and one chord less than G. The tree property holds for G ′ by induction hypothesis, therefore from Lemma 11, we know that such collection of tree routing exists.
Suppose now that e is not a chord. In this case, the graph G ′ can be decomposed into blocks, where each block is either a single edge, or it is still two-connected outerplanar graph with maximum degree three and less than m chords. Then, by induction, the tree property holds for all the blocks of G ′ . Therefore using Lemma 14 we know that the tree property holds for G ′ . Once again, we can use Lemma 11 to conclude.
Completion of the proof of Theorem 16.
W.l.o.g., we may assume that the root is not in U . First, consider paths leading to some terminal t which is in U . We can distinguish four different patterns, that we symbolize by strings rXt, where X is replaced by the intersection of the path with the vertices u and v, taking into account the order in which the vertices u and v are visited on the path from the root to t.
The following patterns are possible: rut, rvut; rvt, ruvt (note that r is repeated, if either r ≡ u or r ≡ v). Note that, if both u and v belong to the path, then the path must contain the edge {u, v}. It follows from our assumptions and the Taming Lemma 12 that the patterns rut and rvut do not both occur in P. Suppose the contrary and let P 1 ,P 2 be respectively a path from r to the terminal t 1 , t 2 , where P 1 is a rvut-path and P 2 a rut-path from P (observe that r = u, v): the hypothesis of the Taming Lemma 12 are then satisfied with respect to a ≡ r and b ≡ u. It follows that we can reroute the path to the terminal t 1 , obtaining a new optimal routing P ′ with φ uv (P ′ ) = φ uv (P) − 1, a contradiction. The same holds for the pair of patterns (rvt, ruvt). Clearly, each path leading to some terminal t which is in U uses at least one edge from G[Ū ]. We call thru path any path leading to some terminal which is not in U , but still using edges from G[Ū ]. Note that either a thru path uses {u, v}, or it walks around U : in both cases, both u and v belong to the path. It follows from our assumptions and the Taming Lemma 12 that in the routing P all thru paths either use the top edge {u, v}, or they all walk around U (else, the hypothesis of the Taming Lemma 12 are satisfied with respect to a ≡ v and b ≡ u, therefore we can reroute at least one of the trhu path using the edge {u, v} obtaining a new optimal routing P ′ with φ uv (P ′ ) = φ uv (P) − 1, a contradiction).
We may therefore delve into the following four cases:
O: Each thru path uses the top edge {u, v}. A: All thru paths walk around U and there are no rvut-paths and ruvt-paths. B: (All thru paths walk around U and) there are no rvt-paths and rvut-paths (resp. there are no rutpaths and ruvt-paths). C: All thru paths walk around U and there are no rut-paths and rvt-paths.
In the following, by "restriction of a routing Q to some edges", we mean a routing arising from the restriction of the φ vector of Q to those edges.
Case 0: Each thru path uses the top edge {u, v}.
Partition the vertices in U into 2 sets: U u and U v . U u is the set of terminals t such that the path P rt ∈ P from r to t intersects only the node u and not v, or intersect first node v and then u. Vice versa U v is the set of terminals t such that the path P rt ∈ P from r to t intersects only the node v and not u, or intersect first node u and then v. Now consider the graph G ′ induced by the set of vertices V (G) \ U . Consider the instance of the asCR
c ′ is the restriction of c to E(G ′ ). G ′ has less chords than G, therefore, by induction, there exists a tree routing P ′ T which is optimal for (G ′ , r ′ , b ′ , c ′ , h). Denote by P U the restriction of P to the edges of E(G) \ E(G ′ ). No trhu path walks around U ; therefore, the restriction of P to the edges of G ′ yields a routing P ′ for (G ′ , r ′ , b ′ , c ′ , h). Moreover, by construction,
, y e (P) = y e (P ′ ), and c T y(P) = c ′T y(P ′ ) + c T y(P U ). Vice versa, given a routingP for (G ′ , r ′ , b ′ , c ′ , h), if we "patch" it together with P U , we get a routingP for (G, r, b, c, h ). Once again, c T y(P) = c ′T y(P)+c T y(P U ). It follows that, if we patch together P ′ T and P U , we obtain an optimal routing P T for (G, r, b, c, h). Finally observe that P T omits an edge from E(G ′ ): this is because P ′ T is a tree routing and P U does not use any edge from E(G ′ ).
Case A: All thru paths walk around U and there are no rvut-paths and ruvt-paths. Considering that all the thru paths in P walk around U , Case A becomes trivial, because it implies that the top edge {u, v} is not used by P.
Case B: All thru paths walk around U and there are no rvt-paths and rvut-paths (resp. there are no rut-paths and ruvt-paths). We assume that there are no rvt-paths and rvut-paths (the other case is symmetric). Consider the graph G ′ induced by the set of verticesŪ . Define a new instance of the asCR problem on G ′ , as follows. We pick r ′ := u as the root for G ′ . We denote the number of thru paths by q. The demand vector b ′ for G ′ is defined as
Finally, the cost vector c ′ for G ′ is the restriction of the cost vector for G to E(G ′ ) while we keep h unchanged. G ′ is a cycle, therefore, by Lemma 15, there exists a tree routing P ′ T which is optimal for (G ′ , r ′ , b ′ , c ′ , h).
Denote by P ′ (resp. P W ) the restriction of P to the edges of E(G ′ ) (resp. E(G) \ E(G ′ )). Observe that P ′ is a routing for (G ′ , r ′ , b ′ , c ′ , h). Moreover, by construction, we have v∈V (G) b v = v∈V (G ′ ) b ′ v ; therefore, for each e ∈ E(G ′ ), y e (P) = y e (P ′ ), and c T y(P) = c ′T y(P ′ ) + c T y(P W ). Vice versa, given a routingP for (G ′ , r ′ , b ′ , c ′ , h), if we "patch" it together with P W , we get a routingP for (G, r, b, c, h ). Once again, c T y(P) = c ′T y(P) + c T y(P W ). It follows that, if we patch together P ′ T and P W , we obtain an optimal routing P T for (G, r, b, c, h ). Finally observe that P T omits an edge from E(G ′ ): this is because P ′ T is a tree routing and P W does not use any edge from E(G ′ ).
Case C: All thru paths walk around U and there are no rut-paths and rvt-paths. The situation onŪ is visualized in the picture on the right. There are, say, r u > 0 paths of type ruvt, r v > 0 paths of type rvut (if there are no ruvt-paths or no rvut-paths, we are back to case B) and q ≥ 0 thru paths. Observe that r = u, v. The numbers next to the edges in the picture show known values of the flow vector for P: The top edge {u, v} is used by r u + r v paths, the topmost vertical edges by r v + q and r u + q paths, respectively. W.l.o.g. r u ≥ r v .
We can assume that all the ruvt− (resp. rvut−)paths in P define the same sub-path from r to u (resp. r to v). In fact, if the ruvt-paths use p > 1 different paths from r to u, we can choose one of them, call it P u , and applying p − 1 times the Taming Lemma 12 with a ≡ r and b ≡ u we can construct a new optimal routing in which all the ruvt-paths follow the same path P u from r to u (notice that the value φ uv (P) does not change). We can do the same with respect to the rvut-paths, therefore from now on we assume that all the rvut-paths in P define the same sub-path from r to v: call it P v .
We claim that r u > B/2. For, suppose the contrary, i.e. r u ≤ B/2. We build a new routing P ′ from P, by associating to each path P ∈ P a path P ′ ∈ P ′ as follows:
1. Replace each rvut-path P ∈ P with P ′ : E(P ′ ) = E(P ) \ {u, v} \ E(P v ) ∪ E(P u ). 2. Choose a subset P(u) ⊆ P of ruvt-paths, such that |P(u)| = r v . 3. Replace each ruvt-path P ∈ P(u) with P ′ : E(P ′ ) = P \ {u, v} \ E(P u ) ∪ E(P v ). 4. For any other path P ∈ P, let P ′ := P .
Observe that P ′ is a routing for (G, r, b, c, h) with φ uv (P ′ ) = r u − r v < φ uv (P) = r u + r v . We have φ e (P ′ ) = φ e (P) for all e = {u, v}, therefore y e (P) = y e (P ′ ) for all e = {u, v}. Moreover, y uv (P ′ ) = h(r u − r v ), while y uv (P) = h(r u + r v ). From Lemma 19.(e) it follows that y uv (P ′ ) ≤ y uv (P); so also P ′ is an optimal routing, but with a smaller number of paths using the edge {u, v}, a contradiction. Therefore, r u > B/2. In the following, we let: E u = E(P u ) \ E(P v ); E v = E(P v ) \ E(P u ); E u,v = E(P u ) ∩ E(P v ); g = {u, v},Ē = E \ (E u ∪ E v ∪ E u,v ∪ {g}). We have: φ e (P) > B/2, if e ∈ E u ; φ e (P) < B/2, if e ∈ E v ; φ e (P) > B/2, if e ∈ E u,v ; φ g (P) = r u + r v > B/2.
We delve into two cases. First, we assume that c g ≤ e∈E u c e + e∈E v c e . In this case, we build a new routing P ′ from P, by associating to each path P ∈ P a path P ′ ∈ P ′ as follows:
1. Replace each rvut-path P ∈ P with P ′ : E(P ′ ) = E(P ) \ {u, v} \ E(P v ) ∪ E(P u ). 2. For any other path P ∈ P, let P ′ := P .
We have that: φ e (P ′ ) = φ e (P) + r v > B/2, if e ∈ E u ; φ e (P ′ ) = φ e (P) − r v < B/2, if e ∈ E v ; φ e (P ′ ) = φ e (P) > B/2, if e ∈ E u,v ; φ g (P ′ ) = r u > B/2; φ e (P ′ ) = φ e (P), if e ∈Ē. Observe that P ′ is a routing for (G, r, b, c, h), we now show that is optimal too. We simply write φ e for φ e (P) and use the fact that h(B − a) = h(a), for 0 ≤ a ≤ B. We have: c T y(P) = So P ′ is an optimal routing for (G, r, b, c, h), with φ uv (P ′ ) = r u < φ uv (P) = r u + r v , a contradiction.
Finally assume that c g > e∈E u c e + e∈E v c e . In this case, the routing P ′ is built from P by associating to each path P ∈ P a path P ′ ∈ P ′ as follows:
1. Replace each rvut-path P ∈ P with P ′ : E(P ′ ) = E(P ) \ {u, v} \ E(P v ) ∪ E(P u ). 2. Replace each ruvt-path P ∈ P with P ′ : E(P ′ ) = E(P ) \ {u, v} \ E(P u ) ∪ E(P v ). 3. For any other path P ∈ P, let P ′ := P .
We have that: φ e (P ′ ) = φ e (P) + r v − r u < B/2, if e ∈ E u ; φ e (P ′ ) = φ e (P) − r v + r u > B/2, if e ∈ E v ; φ e (P ′ ) = φ e (P) > B/2, if e ∈ E u,v ; φ g (P ′ ) = 0; φ e (P ′ ) = φ e (P), if e ∈Ē. Observe that P ′ is a routing for (G, r, b, c, h), we now show that is optimal too. Again, we write φ e for φ e (P) and use the fact that h(B − a) = h(a), for 0 ≤ a ≤ B. We have: c T y(P) = We now show that h(B − r u − r v ) ≥ h(φ e + r v − r u ) − h(B − φ e ) (resp. h(B − r u − r v ) ≥ h(B − φ e + r v − r u ) − h(φ e )), if e ∈ E u (resp. e ∈ E v ). This is trivial if the right-hand-side is non-positive. So we assume that h(φ e + r v − r u ) − h(B − φ e ) ≥ 0 (resp. h(B − φ e + r v − r u ) − h(φ e ) ≥ 0).
Assume that e ∈ E u . Observe that B − φ e ≤ B/2 and, since φ e + r v ≤ B, also φ e + r v − r u ≤ B/2. Therefore, from Lemma 19.(d) we may conclude that φ e + r v − r u ≥ B − φ e . We may therefore use Lemma 19.(b) (with a = x) to conclude that h(φ e + r v − r u ) − h(B − φ e ) ≤ h(φ e + r v − r u − B + φ e ) = h(2φ e + r v − r u − B) ≤ h(B − r u − r v ), where the last inequality follows from Lemma 19.(d), since 2φ e + r v − r u − B ≤ B − r u − r v < B/2 (this is because φ e + r v ≤ B). Now assume that e ∈ E v . Observe that φ e ≤ B/2 and, since r v ≤ φ e , also B − φ e + r v − r u ≤ B/2. Therefore, from Lemma 19.(d) we may conclude that B − φ e + r v − r u ≥ φ e . We may therefore use Lemma 19.(b) (with a = x) to conclude that h(B − φ e + r v − r u ) − h(φ e ) ≤ h(B − φ e + r v − r u − φ e ) = h(B − 2φ e + r v − r u ) ≤ h(B − r u − r v ), where the last inequality follows from Lemma 19.(d), since B − 2φ e + r v − r u ≤ B − r u − r v (this is because r v ≤ φ e ). Therefore we obtain: c T (y(P ′ ) − y(P)) ≤ Therefore, P ′ is an optimal routing for (G, r, b, c, h). Since φ g (P ′ ) = 0, the top edge {u, v} is not used by P ′ .
Example for Section 3.5.
Example 23. Consider an instance (G, r, b, c, g) of the CR problem, where G is a ring with vertices V (G) = {0, 1, 2, 3, 4} (the vertices of the cycle are numbered consecutively clockwise).
Let r := 0; b i := 1, i = 0, . . . , 4; c e := M for e = {3, 4}, c e := M + ǫ for e = {0, 1}, c e := 0 otherwise. Finally, let g be defined by linear interpolation of the following points: g(0) = 0, g(2) = 2, g(3) = 2 + 2ǫ, g(5) = 0. It is easy to check that g is concave, non-negative, non-symmetric and g(x) ≤ g(B − x), for each x ∈ [0, B/2].
Consider the routing q where the paths from 0 to i go counterclockwise for i = 1, 2, 3, while the path from 0 to 4 goes clockwise. The cost of this solution is (2 + ǫ)M + ǫ, and it is easy to check that taking ǫ and M respectively small and big enough, there is no cheaper feasible tree routing.
