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Abstract
We discuss the sharp interface limit of a diffuse interface model for a coupled
Cahn-Hilliard–Darcy system that models tumor growth when a certain parameter
ε > 0, related to the interface thickness, tends to zero. In particular, we prove
that weak solutions to the related initial boundary value problem tend to varifold
solutions of a corresponding sharp interface model when ε goes to zero.
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1 Introduction
The present contribution is devoted to the study of the relations between a diffuse and a
sharp interface Cahn-Hilliard-Darcy model for tumor growth.
The morphological evolution of a growing solid tumor is the result of the dy-
namics of a complex system that includes many nonlinearly interacting factors, such as
cell-cell and cell-matrix adhesion, mechanical stress, cell motility and angiogenesis just
to name a few. It is clear that mathematics could make a huge contribution to many
areas of experimental cancer investigation since there is now a wealth of experimental
data which requires systematic analysis. At the current stage of cancer research, most
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of the mathematical models are built and developed from the following three perspec-
tives: discrete (microscopic), continuous (macroscopic), and hybrid (micro-macroscopic).
Numerous mathematical models have been developed to study various aspects of tumor
progression and this has been an area of intense research (see the recent reviews by Fasano
et al. [12], Graziano and Preziosi [16], Friedman et al. [14], Bellomo et al. [5], Cristini
et al. [7], and Lowengrub et al. [21]). The existing models can be classified into two
main categories: continuum models and discrete models. We concentrate on the former
ones. This category can be subsequently split in two basic types of models namely the
(classical) sharp interface models, where the interface between the fluids is modeled as
a (sufficiently smooth) surface, and so-called diffuse interface models, where the sharp
interface is replaced by an interfacial region, where a suitable order parameter (φ in what
follows) varies smoothly, but with a large gradient between two distinguished values.
The necessity of dealing with multiple interacting constituents has led, in particular,
to the consideration of diffuse-interface models based on continuum mixture theory (see,
for instance, [8] and references therein). In the diffuse approach, sharp interfaces are
replaced by narrow transition layers that arise due to differential adhesive forces among
the cell-species. The main advantages of the diffuse interface formulation are:
- it eliminates the need to enforce complicated boundary conditions across the tu-
mor/host tissue and other species/species interfaces that would have to be satisfied
if the interfaces were assumed sharp, and
- it eliminates the need to explicitly track the position of interfaces, as is required in
the sharp interface framework.
Then, the natural question arises how diffuse and sharp interface models are related
if a suitable parameter ε > 0, which measures the width of the diffuse interface, tends
to zero. There are already some results on this question, which are based on formally
matched-asymptotics calculations (cf. the recent work by Garcke et. al. [15]), but so far
there are very few mathematically rigorous convergence results (cf. [25]). This is indeed
the aim of the present contribution.
The mathematical technique we exploit here consists mainly in considering the
know results for Cahn-Hilliard equations by [6] and try to extend them to the coupled
Cahn-Hilliard-Darcy system (first neglecting the nutrient) in the spirit of what Abels et
al. (cf. [1] and also [3]) did for a two-phase fluid model. The problem of dealing with a
complete tumor-growth model coupling Cahn-Hilliard equation for the tumor phase with
a non-zero source, Darcy law for the velocity, and a reaction-diffusion equation for the
nutrient (cf., e.g., [10] or [15]) is still open.
Other techniques could also be investigated. For example, recently in [25] the
authors exploited Gamma convergence tools for Gradient Flows systems in order to prove
the passage from diffuse to sharp interfaces for a variant of a different tumor growth
model proposed in [17] (cf. also [18]) where the velocity field is not considered and a
coupled Cahn-Hilliard-Reaction-Diffusion system is analyzed. It is worth mentioning that
a Gamma-convergence approach cannot be applied to the problem considered in this paper
due to the lack of gradient structure of system under consideration.
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The initial boundary value problem we are interested in here is indeed the following
one:
∂tφ−∆µ+∇ · (uφ) = 0 in Ω× (0,∞), (1.1)
µ = −ε∆φ +
1
ε
F ′(φ) in Ω× (0,∞), (1.2)
u = −∇P + µ∇φ in Ω× (0,∞), (1.3)
∇ · u = 0 in Ω× (0,∞), (1.4)
ν · ∇φ = ν · ∇µ = ν · u = 0 on ∂Ω× (0,∞), (1.5)
φ(0) = φ0,ε in Ω, (1.6)
where Ω is a bounded subset of Rd with a smooth boundary ∂Ω, ν denotes the outward
unit normal vector to ∂Ω, F is a double-well potential with minima in −1 and 1, e.g.
F (r) = 1
8
(1 − r2)2, and ε is a small positive parameter related to the interface thickness.
Moreover, φ0,ε is a family of approximating initial data which satisfy a well-preparedness
condition (see below). The dynamics of the phase variable φ (and of the chemical potential
µ) is regulated by the convective Cahn-Hilliard equation (1.1)-(1.2). The velocity field u
fulfills the Darcy’s law (1.3) (here P denotes a pressure) including the so-called Korteweg
term µ∇φ.
The PDE system we consider here (as well as some generalizations of it) has been
already studied from the point of view of existence of solutions, regularity, and long-time
behavior in [22] (cf. also [19] and [10] for more general models), while the formal expansion
method for the sharp interface limit has been recently performed in [15] again for a more
complicated system, where also the nutrient variable and chemotaxis effects have been
taken into account.
The matched asymptotic expansion performed in [15] shows, formally, that system
(1.1)-(1.6) converges, for ε→ 0, to the sharp-interface limit problem given by
φ = 1 in ΩT , (1.7)
φ = −1 in ΩH , (1.8)
2(−V + u · n) = [∇µ]TH · n on Σ, (1.9)
µ = σk on Σ, (1.10)
[µ]TH = 0 on Σ, (1.11)
−∆µ = 0 in ΩT ∪ ΩH , (1.12)
u = −∇P in ΩT ∪ ΩH , (1.13)
∇ · u = 0 in ΩT ∪ ΩH , (1.14)
[u]TH · n = 0 on Σ, (1.15)
[P ]TH = 2σk on Σ. (1.16)
Here tumor region ΩT and the healthy region ΩH are two open and disjoint subset of Ω
separated by a smooth interface Σ which moves with normal velocity V . Moreover, σ is
a constant related to the potential given by σ =
∫ 1
−1
√
F (r)
2
dr, k is the mean curvature of
Σ, n is the outward unit normal to Σ pointing towards ΩT , and [f ]TH denotes the jump
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of f from ΩT to ΩH across the interface Σ. As for the diffuse interface case we close the
system with boundary and initial conditions
ν · u = 0 on ∂Ω× (0,∞),
ν · ∇µ = 0 on ∂Ω× (0,∞),
ΩT (0) = ΩT0 ,
where ΩT0 is the tumor region at the initial time t = 0.
Our goal is to prove the convergence rigorously. More precisely, in the rest of the
paper we address the following question: under which assumptions on the potential F
do weak solutions of (1.1)–(1.6) converge to weak/generalized solutions of (1.7)–(1.16)?
We show that if F satisfies proper growth conditions at infinity, which are fulfilled in
particular by the so-called standard double-well potential F (r) = 1
8
(1 − r2)2, then the
weak solutions of (1.1)–(1.6) converge to the so-called varifold solutions of (1.7)–(1.16),
which are defined in the spirit of [6] in Section 3.
The paper is organized as follows: in Section 2 we introduce some notation and
preliminaries we need in the rest of the paper. In Section 3 we state our assumptions on
the data and the main result of the paper together with the notion of solutions. Finally,
in the last two Sections 4, 5 we prove the main Theorem 4 by establishing suitable a-priori
estimates (independent of ε) on the solution to (1.1)–(1.6) leading to the passage to the
limit as ε→ 0.
2 Preliminaries and notation
In this section we fix the notation and recall some known facts about functions of bounded
variation and varifolds.
Given Ω ⊂ Rd a bounded set with a smooth boundary, d,N ∈ N, X a Banach
space with separable dual space X∗, we use the following notations for these functional
spaces.
• Lp(Ω) and Lp(Ω, X), for p ∈ [1,∞], denote the standard Lebesgue spaces for scalar
and X valued functions, respectively.
• C0(Ω,R
N ) is the closure of compactly-supported continuous functions f : Ω→ RN ,
in the supremum norm.
• Ck0 (Ω), k ∈ N ∪ {∞} is the set of k-times-differentiable compactly-supported func-
tions.
• Ck(Ω¯), k ∈ N ∪ {∞} is the set of k-times-differentiable functions such that all
derivatives have a continuous extension on Ω¯.
• C∞0,div(Ω) = {f ∈ C
∞
0 (Ω) : ∇ · f = 0} and L
2
div(Ω) = C
∞
0,div(Ω)
L2(Ω)
.
• Lploc(0,∞;X) for p ∈ [1,∞) denotes the space of all measurable functions f :
(0,∞)→ X such that f ∈ Lp(0, t;X) for all t > 0.
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• M(Ω;RN ) for N ∈ N, denotes the space of all finite RN -valued Radon measures.
M(Ω;R) =:M(Ω).
• BV(Ω) is the space of functions of bounded variations.
• L∞ω∗(Ω;X
∗) denotes the space of all functions f : Ω→ X∗ that are weakly* measur-
able and essentially bounded.
Given f ∈ BV(Ω) we denote by Df its distributional gradient and by |Df | the
Radon measure generated by
|Df |(A) = sup
Y ∈C0(A;Rd):|Y |≤1
∫
A
f∇ · Y dx, for all A open in Ω.
Moreover, one can show (cf., e.g., [13]) that there exists a |Df |-measurable unit vector
valued function n such that Df = n|Df |, |Df |-a.e.. We recall that
BV(Ω) = {f ∈ L1(Ω) : Df ∈ M
(
Ω;Rd
)
}
and
‖f‖BV(Ω) = ‖f‖L1(Ω) + ‖Df‖M(Ω;Rd) = ‖f‖L1(Ω) + |Df |(Ω¯).
Let E be a set in Ω. If the characteristic function χE belongs to BV(Ω), then we say
that E has finite perimeter and we denote DχE = nE |DχE|. Note that, if ∂E is smooth,
then nE is the unit inward norm to ∂E. Moreover, we recall that there exists a separable
Banach space X such that its dual space coincide with BV(Ω), (cf. [4]). As a consequence
the space L∞ω∗ (0, s; BV(Ω)) = (L
1(0, s;X))
∗
is well defined.
Let now
P = Sd−1/{ν,−ν}
be the set of unit normals of unoriented (d−1)-dimensional hyperplanes in Rd. A varifold
V is a Radon measure on Ω×P . We define the mass measure ‖V ‖ as the Radon measure
on Ω given by
‖V ‖ (A) =
∫ ∫
A×P
dV (x, p) for all A open in Ω.
The first variation δV of a varifold V is the linear functional on C10(Ω;R
d) defined by
〈δV, Y 〉 :=
∫ ∫
Ω×P
∇Y : (I − p⊗ p) dV (x, p) for all Y ∈ C10 (Ω;R
d)
and its mean curvature vector H (wherever it exists) is a ‖V ‖-measurable vector-valued
function on Ω defined by
−〈δV, Y 〉 = 〈‖V ‖ , H · Y 〉 =
∫
Ω
(Y (x) ·H(x)) d ‖V ‖ (x) for all Y ∈ C10(Ω;R
d).
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3 Assumptions and main results
In this section we introduce the main assumptions on the problem data and the statement
of the main results.
Let the potential F be such that F ∈ C3(R), F (±1) = 0, and F (r) > 0 if r 6= ±1.
Moreover, let exist constants c0, Cc0 > 0, p ≥ 4 such that F
′′(r) ≥ Cc0|r|
p−2 for all r
such that |r| ≥ 1− c0. An example of potential F satisfying the above assumption is the
classical double-well potential F (r) = 1
8
(1− r2)2.
Remark 1 Note that the same conditions with p ≥ 3 are assumed in [1], where the
authors consider the sharp interface limit of a Cahn-Hilliard equation coupled with a
Navier-Stokes equation, instead of the Darcy’s law (1.3), for the velocity field. Here we
need stronger coercivity assumptions on F as solutions u to the Darcy’s law (1.3) are, in
general, less regular than solutions to the Navier-Stokes equation.
We also assume uniform boundedness of the initial energy. More precisely, let
φ0,ε ∈ H
1(Ω) ∩ Lp(Ω) be such that there exists a positive constant E0 satisfying
Eε(φ0,ε) ≤ E0, (3.1)
where the energy functional Eε is defined by
Eε(φ) =
∫
Ω
(ε
1
2
|∇φ|2 +
1
ε
F (φ))dx. (3.2)
Finally, we ask the initial tumor mass to be independent of ε, namely
φ¯0,ε =
1
|Ω|
∫
Ω
φ0,εdx = m0 ∈ (−1, 1).
Before stating our main result, let us rigorously define solutions to system (1.1)-
(1.6) and system (1.7)-(1.16).
Definition 2 (Weak solutions to (1.1)-(1.6)) We call (φε, µε, uε) a weak solution to
system (1.1)-(1.6) if these functions belong to the regularity class:
φε ∈ C
0([0,∞);H1(Ω)) ∩ L2loc(0,∞;H
2(Ω)) ∩H1loc(0,∞;L
2(Ω)),
µε ∈ L
2
loc(0,∞;L
2(Ω)), ∇µε ∈ L
2(0,∞;L2(Ω)),
uε ∈ L
2(0,∞;L2div(Ω)),
and the following integral identities hold:∫ t
0
∫
Ω
(φε∂tψ + φεuε · ∇ψ −∇µε · ∇ψ) dxds
=
∫
Ω
φε(t)ψ(t)dx−
∫
Ω
φ0,εψ(0)dx, (3.3)
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for all ψ ∈ C∞0 ([0, t]× Ω), t > 0, and
d
dt
Eε(φε) +
∫
Ω
|∇µε|
2dx+
∫
Ω
|uε|
2dx = 0, (3.4)
where
µε = −∆φε +
1
ε
F ′(φε) a.e. in Ω× [0,∞), (3.5)
uε = −∇P + µε∇φε a.e. in Ω× [0,∞), (3.6)
ν · ∇φε = 0 a.e. on ∂Ω × [0,∞), (3.7)
Eε(φε) =
∫
Ω
eε(φε)dx =
∫
Ω
ε
1
2
|∇φε|
2 +
1
ε
F (φε)dx a.e. in [0,∞). (3.8)
Definition 3 (Varifold solutions to (1.7)-(1.16)) Let ΩT0 be a set of finite perimeter.
Then, (u,ΩT , µ, V ) is called a varifold solution to (1.7)-(1.16) if the following conditions
are satisfied:
1. u ∈ L2(0,∞;L2(Ω)), µ ∈ L2loc(0,∞;L
2(Ω)), ∇µ ∈ L2(0,∞;L2(Ω)).
2. ΩT can be decomposed as ΩT = ∪t≥0Ω
T
t × {t}, where Ω
T
t is a measurable subset of
Ω. Furthermore,
χΩT ∈ C
(
[0,∞);L1(Ω)
)
∩ L∞w∗(0,∞; BV(Ω))
and |ΩTt | = |Ω
T
0 | for all t ≥ 0.
3. V is a Radon measure on Ω¯× P × (0,∞) such that V = V tdt where V t is a Radon
measure on Ω¯ × P for almost all t ∈ (0,∞). Moreover, for a.a. t ∈ (0,∞), V t
admits the representation
∫
Ω¯×P
ψ(x, p)dV t(x, p) =
d∑
i=1
∫
Ω¯
bti(x)ψ(x, p
t
i(x))dλ
t(x) (3.9)
for all ψ ∈ C
(
Ω¯× P
)
, some Radon measure λt on Ω¯, and some λt-measurable
functions bti, p
t
i with values in R and P respectively such that
0 ≤ bti ≤ 1,
d∑
i=1
bti ≥ 1,
d∑
i=1
pti ⊗ p
t
i = I λ
t-a.e.,
and
|DχΩTt |
λt
≤
1
2σ
. (3.10)
4. For every t > 0 and every ψ ∈ C∞0 ([0, t]× Ω),∫ t
0
∫
Ω
[2χΩTs ∂tψ −∇µ∇ψ + 2χΩTs u · ∇ψ]dxds
=
∫
Ω
2χΩTt ψ(t)dx−
∫
Ω
2χΩT
0
ψ(0)dx. (3.11)
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5. For every t > 0 and every Y ∈ C10(Ω,R
d),
−
〈
DχΩTt , µY
〉
=
∫
Ω
χΩTt ∇ · (µY )dx =
1
2
〈
δV t, Y
〉
. (3.12)
6. For every 0 ≤ τ < t,
λt(Ω¯) +
∫ t
τ
∫
Ω
|∇µ|2dxds +
∫ t
τ
∫
Ω
|u|2dxds ≤ λτ (Ω¯). (3.13)
7. For every t > 0 and every ϕ ∈ C∞0,div(Ω), we have∫ t
0
∫
Ω
uϕdxds =
∫ t
0
∫
Σs
2µϕdSds, (3.14)
where Σt = ∂Ω
T
t \ ∂Ω.
Let us postpone some remarks and comments on the definition of solutions and
state our main result.
Theorem 4 (Sharp interface limit) Let the above assumptions be satisfied. Then,
there exists a sequence ε→ 0 such that the following holds.
1. There exists ΩT = ∪t≥0Ω
T
t × {t} ⊂ Ω× [0,∞) such that
φε → −1+ 2χΩT a.e. in Ω× [0,∞) and in C
1
17 ([0, t);L2(Ω)) for any t ≥ 0. (3.15)
2. There exists µ ∈ L2loc(0,∞, ;L
2(Ω)) such that ∇µ ∈ L2(0,∞, ;L2(Ω)) and
µε → µ weakly in L
2
loc(0,∞, ;H
1(Ω)).
3. There exists u ∈ L2(0,∞;L2div(Ω)) such that
uε → u weakly in L
2(0,∞;L2div(Ω)).
4. There exist a Radon measure λ and measures λij, i, j ∈ {1, ..., d}, on Ω¯ × [0,∞)
such that
eε(φε)dxdt→ λ as a Radon measure Ω¯× [0,∞),
i.e. weakly star in M(Ω,R), (3.16)
ε∂xiφε∂xjφεdxdt→ λij as a measure on Ω¯× [0,∞),
for i, j ∈ {1, ..., d}, (3.17)
where eε(φε) denotes the energy density:
eε(φε) = ε
1
2
|∇φε|
2 +
1
ε
F (φε).
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5. There exists a Radon measure V = V tdt on Ω¯× P × [0,∞) such that (u,ΩT , µ, V )
is a Varifold solution of (1.7)-(1.16) in the sense of Definition 3, with dλt(x)dt =
dλ(x, t) (where λt as in (3.13) and λ as in (3.16)) and with σ =
∫ 1
−1
√
F (r)
2
dr.
Moreover, ∫ t
0
〈δV s, Y 〉 ds =
∫ t
0
∫
Ω
∇Y :
[
dλ(x, s)I − (dλij(x, s))d×d
]
(3.18)
for all Y in C10(Ω× [0, t];R
d) and for all t > 0.
Remark 5 Let us now comment on the notion of solutions introduced in Definition 2
and Definition 3.
1. The weak formulation (3.3) is derived by testing (1.1) with some ψ ∈ C∞0 ([0, t]×Ω),
integrating by parts in time and space, and using the boundary and the initial con-
ditions. We remark that, as φε ∈ H
1(0, t;L2(Ω)), relation (3.3) can be equivalently
rewritten as ∫
Ω
(−∂tφεψ + φεuε · ∇ψ −∇µε · ∇ψ)dx = 0 a.e. in (0, t),
φε(0) = φ0,ε.
2. The energy identity (3.2) can be formally obtained by testing equation (1.1) by µε
and (1.2) by ∂tφε, comparing the two, integrating by parts (taking into account the
boundary conditions) and using (1.3).
3. As stated in Theorem 4, λt(Ω¯) is the limit of the energy functional Eε(φε(t)) as
ε → 0. The energy functional for the sharp interface problem is instead given
by the interfacial energy: 2σ|χΩTt |(Ω). A natural question is how the two relate.
Modica and Mortola [24] and Sternberg [26] proved that the functional Eε converge
to 2σ|χΩT |(Ω) in the Gamma-convergence sense with respect to the topology of L
1(Ω).
As a consequence of this result and of convergence (3.15), we have that
λt(Ω¯) = lim
ε→0
Eε(φε(t)) = lim inf
ε→0
Eε(φε(t)) ≥ 2σ|χΩTt |(Ω). (3.19)
A second approach to obtain inequality (3.19) is the following. Consider the relation
ε
∫
Ω
|∇φε|
2dx =
∫
Ω
eε(φε)dx+
∫
Ω
ξε(φε)dx, (3.20)
where the discrepancy density ξε is given by ξε(φε) = ε/2 |∇φε|
2 − 1/εF (φε). We
will prove that the discrepancy measure is nonpositive in the limit ε → 0, namely∫
Ω
(ξε(φε))
+ dx → 0 as ε → 0 (see Lemma 7). This yields, by passing to the limit
as ε → 0 in (3.20), inequality (3.19). Note that, in general, it is not possible to
prove equality in (3.19) even in the simpler case u = 0, (cf. Section 2.4 of [6]).
For example, a strict inequality holds true in case the initial data develop a so-called
phantom interface, i.e.,
2
∣∣∣DχΩT
0
∣∣∣ (Ω) = ∣∣∣D lim
ε→0
φ0,ε(t)
∣∣∣ (Ω) < lim inf
ε→0
|Dφ0,ε| (Ω).
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However, in the case u = 0, under some additional assumptions, e.g., radial sym-
metry of the solutions [6] or limit equipartition of the energy:
∫
Ω
(ξε(φε)) dx → 0
(which holds true if d ≤ 3) [20], it is possible to show equality in (3.19). Let us
mention that the techniques used in [20] strongly rely on the gradient-flow structure
of equation (1.1)-(1.2) in the case u = 0. Thus, it seems hard to generalize that
result to the system under consideration.
4. Using the definition of V (3.9), we have that
dV t(x, p) =
d∑
i=1
bti(x)δpti(x)dλ
t(x).
Thus, by definition of mass measure of a varifold and as a consequence of the prop-
erties of bti, we get
d
∥∥V t∥∥ (x) = d∑
i=1
bti(x)dλ
t(x) ≥ dλt(x).
Let H t denote the mean curvature vector of V t. Then, by definition, we have, for
all Y ∈ C10(Ω;R
d),
−
〈
δV t, Y
〉
=
〈∥∥V t∥∥ , H · Y 〉 = ∫
Ω
H(x) · Y (x)d
∥∥V t∥∥ (x)
=
∫
Ω
2σmH(x) · Y (x)|DχΩTt |(x)dx, (3.21)
where
m :=
d ‖V t‖ (x)
2σ|DχΩTt |(x)dx
. (3.22)
Note that the two measures d ‖V t‖ (x) and |DχΩTt |(x)dx are absolutely continuous
one with respect to the other as a consequence of relation (3.10). Moreover, m ≥ 1.
Furthermore, using formula (3.12), we have
−
〈
δV t, Y
〉
= −2
∫
Ω
χΩTt ∇ · (µY )dx = 2
∫
Ω
µnΩTt · Y (x)|DχΩTt |(x)dx
=
∫
Ω
µ
mσ
nΩTt · Y (x)d
∥∥V t∥∥ (x), (3.23)
where nΩTt is the unit vector associated with DχΩTt defined as in Section 2. Com-
paring (3.21) and (3.23), we deduce
µ
m
nΩTt = σH.
Multiplying by nΩTt , as |nΩTt | = 1, we get
µ
m
= σnΩTt ·H = σk.
Here k := nΩTt ·H is the so-called generalized mean curvature. As m ≥ 1, we have
that
µ = mσk ≥ σk on Σ.
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Thus, relation (1.10) is satisfied up to a multiplicative constant m ≥ 1 (if m = 1, we
get equation (1.10)). We remark that, in general, it is not possible to show m = 1
even in the simpler case u = 0 (cf Section 2.4 of [6]). This is related to a possible
gap between the limit of the energy and the energy of the limit problem as already
discussed above. Indeed, under some growth assumptions on λt, it is possible to
show that λt = ‖V t‖ (cf. [6]). In this case, thanks to (3.22), we have
λt = 2σm|DχΩTt | ≥ 2σ|DχΩTt |, (3.24)
which is a quantitative version of inequality (3.19). In particular, this shows that,
in the case λt = ‖V t‖, equality in (3.19) and relation m = 1 are equivalent.
5. From (1.10) and (1.16), we easily deduce
[P ]TH = 2µ on Σ. (3.25)
Equation (3.14) is obtained by multiplying equation (1.13) by some ϕ ∈ C∞0,div(Ω),
integrating by parts, and using (3.25), and the boundary conditions:∫ t
0
∫
ΩTs ∪Ω
H
s
u · ϕdxds = −
∫ t
0
∫
ΩTs ∪Ω
H
s
∇P · ϕdxds
=
∫ t
0
∫
Σs
[P ]TH · ϕdSds =
∫ t
0
∫
Σs
2µ · ϕdSds.
6. Equation (3.12) together with (3.18) imply∫
Ω
2χΩTt ∇ · (µ(t)Y )dx =
∫
Ω
∇Y :
[
dλ(x, t)I − (dλij(x, t))d×d
]
for a.a. t > 0.
This relation can be obtained by passing to the limit ε→ 0 in formula (5.2). There-
fore, equation (3.12) stands as a reformulation of identity (3.5) and of condition
µε ∈
δEε
δφ
(here δEε
δφ
denotes the first variation of Eε) in the limit ε→ 0.
7. Inequality (3.13) has the meaning of energy dissipation inequality. It is obtained
starting from (4.1) and by passing to the liminf as ε→ 0. We remark that equality
does not hold in general. Indeed, we have just weak convergence for ∇µε and uε.
8. Note that, for all ψ ∈ C∞0 ([0, t]×Ω), we have
∫ t
0
∫
ΩT∪ΩH
∂tψdxds =
∫
ΩT∪ΩH
ψ(t)dx−∫
ΩT∪ΩH
ψ(0)dx and
∫ t
0
∫
ΩT∪ΩH
uε · ∇ψdxds = 0. Thus, the weak formulation of the
diffuse interface problem (3.3) is equivalent to∫ t
0
∫
ΩT∪ΩH
{(φε + 1) ∂tψ + (φε + 1) uε · ∇ψ −∇µε · ∇ψ}dxds
=
∫
ΩT∪ΩH
(φε(t) + 1)ψ(t)dx−
∫
ΩT∪ΩH
(φ0,ε + 1)ψ(0)dx. (3.26)
By passing to the limit as ε → 0 and using the convergence results of Theorem
4, one gets the weak formulation of the sharp interface problem (3.11). Moreover,
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equation (3.11) can be formally deduced as follows. Test equation (1.12) with some
ψ ∈ C∞0 (([0, t]× Ω)), multiply (1.14) by (−1 + 2χΩT )ψ, and take the sum getting
0 =
∫ t
0
∫
ΩT∪ΩH
{∆µψ − (−1 + 2χΩT )∇ · uψ}dxds.
By integrating by parts and using equation (1.9) and the boundary conditions on µ
and u, one obtains
0 =
∫ t
0
∫
ΩT∪ΩH
{(−∇µ)∇ψ + (−1 + 2χΩT )u · ∇ψ}dxds
+
∫ t
0
∫
Σ
(
[∇µ]TH · n− 2u · n
)
ψdSds
=
∫ t
0
∫
ΩT∪ΩH
{(−∇µ)∇ψ + (−1 + 2χΩT )u · ∇ψ}dxds +
∫ t
0
∫
Σ
(−2V )ψdSds.
(3.27)
Interpreting V as the velocity describing the evolution of the interface Σ, we intu-
itively and formally have∫
Σ
2V ψdS =
∫
ΩT∪ΩH
∂t(−1 + 2χΩT )ψdx.
By (formally) integrating by parts this relation and substituting into (3.27) and
using relations
∫
ΩT∪ΩH
u · ∇ψdx = 0 and
∫ t
0
∫
ΩT∪ΩH
∂tψdxds =
∫
ΩT∪ΩH
ψ(t)dx −∫
ΩT∪ΩH
ψ(0)dx, we get (3.11). This suggests that condition (3.11) encodes equations
(1.9), (1.12), (1.14), and the boundary conditions.
4 A priori estimates
In this section we derive some uniform-in-ε estimates for solutions (uε, φε, µε) to system
(1.1)-(1.6). In what follows C will denote a positive constant independent of ε which
possibly varies even within the same line.
Let (uε, φε, µε) be a solution to system (1.1)-(1.6). Integrating identity (3.4) over
[τ, t] and recalling well preparedness of initial data (3.1),
Eε(φε(t)) +
∫ t
τ
∫
Ω
|∇µε|
2dxds +
∫ t
τ
∫
Ω
|uε|
2dxds = Eε(φε(τ)) ≤ Eε(φ0,ε) ≤ C. (4.1)
Thus, recalling the definition of the energy functional
Eε(φε) =
∫
Ω
(ε
1
2
|∇φε|
2 +
1
ε
F (φε))dx,
we have∫
Ω
ε
1
2
|∇φε(t)|
2dx+
1
ε
F (φε(t)) +
∫ t
τ
∫
Ω
|∇µε|
2dxds +
∫ t
τ
∫
Ω
|uε|
2dxds ≤ C. (4.2)
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By using p-growth of F for large φ and positivity of F ′′(±1), we get that F (φ) ≥ 1
C
(|φ|−1)2
for all φ ∈ R. In particular, by using again p-growth of F , we deduce the estimates:
‖∇µε‖L2(0,∞;L2(Ω)) ≤ C, (4.3)
‖uε‖L2(0,∞;L2(Ω)) ≤ C, (4.4)∥∥ε1/2∇φε∥∥L∞(0,∞;L2(Ω)) ≤ C, (4.5)∫
Ω
|φε(t)|
pdx ≤ C for all t ≥ 0, (4.6)∫
Ω
(|φε(t)| − 1)
2 dx ≤ εC for all t ≥ 0. (4.7)
Following [6], we define
W (φ) =
∫ φ
−1
√
2F˜ (r)dr, where F˜ (r) = min{F (r), max
z∈[−1,1]
F (z) + r2}
and
wε(x, t) = W (φε(x, t)) for a.a. (x, t) ∈ Ω× (0,∞).
Note that by definition F (r) = F˜ (r) for all r ∈ [−1, 1]. By applying the Young inequality,
we easily estimate ∫
Ω
|∇wε|dx =
∫
Ω
√
2F˜ (φε)|∇φε|dx ≤ Eε(φε) ≤ C. (4.8)
In particular, the functions wε are uniformly bounded in L
∞(0,∞;W 1,1(Ω)). We now
prove that
‖wε‖C
1
16 ([0,∞);L1(Ω))
≤ C,
‖φε‖C 116 ([0,∞);L2(Ω)) ≤ C.
To this aim let ρ ∈ C∞(Rd) be any fixed mollifier satisfying
0 ≤ ρ ≤ 1 in B1, ρ = 0 in R
d \B1,
∫
B1
ρdx = 1.
For any η0 > 0 and any η ∈ (0, η0], we define
φηε(x, t) =
∫
B1
ρ(y)φε(x− ηy, t)dy for all x ∈ Ω, t ≥ 0.
Here we have assumed that φε has been extended to a small neighborhood of Ω as follows:
for any x /∈ Ω such that dist(x,Ω) ≤ η0, we define
φε(S + ην(S), t) = φε(S − ην(S), t) for all S ∈ ∂Ω, η ∈ [0, η0], t ≥ 0
where ν denotes the outward normal to ∂Ω. Note that, by standard properties of mollifiers,
we have
‖∇φηε(t)‖Lq(Ω) ≤ Cη
−1 ‖φε(t)‖Lq(Ω) ≤ Cη
−1 for all 1 < q ≤ p. (4.9)
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and
‖φηε(t)− φε(t)‖
2
L2(Ω) ≤
∫
Ω
∫
B1
|φε(x− ηy, t)− φε(x, t)|dxdy
≤ C
∫
Ω
∫
B1
|wε(x− ηy, t)− wε(x, t)|dxdy
≤ Cη ‖∇wε(t)‖L1(Ω) ≤ Cη. (4.10)
Here we have used inequality
c1|φ1 − φ2| ≤ |W (φ1)−W (φ2)| ≤ c2|φ1 − φ2|(1 + |φ1|+ |φ2|), (4.11)
for all φ1, φ2 ∈ R and some positive constant c1, c2, which follows directly from the defi-
nition of W . We fix 0 < τ < t. Taking the difference of equation (3.3) at time t and the
same equation at time τ , and using a density argument∫
Ω
φε(t)ψdx−
∫
Ω
φε(τ)ψdx =
∫ t
τ
∫
Ω
(φε∂tψ − (∇µε − uεφε)∇ψ)dxds
=
∫ t
τ
∫
Ω
(− (∇µε − uεφε)∇ψ)dxds
for all ψ ∈ H10(Ω). Choosing ψ = φ
η
ε (t)− φ
η
ε (τ), as it is constant in time, we estimate∫
Ω
(φε (t)− φε (τ)) (φ
η
ε (t)− φ
η
ε (τ)) dx
= −
∫ t
τ
∫
Ω
(∇µε(s)− uε(s)φε(s)) (∇φ
η
ε (t)−∇φ
η
ε (τ)) dxds
≤
(∫ t
τ
∫
Ω
|∇φηε (t)−∇φ
η
ε (τ) |
4dxds
) 1
4
(∫ t
τ
∫
Ω
|∇µε(s)− uε(s)φε(s)|
4
3dxds
) 3
4
≤ C(t− τ)
1
4 sup
s∈(τ,t)
‖∇φηε(t)‖L4(Ω)
(
1 +
∫ t
τ
‖∇µε(s)‖
4
3
L
4
3 (Ω)
ds
+
∫ t
τ
‖φε(s)‖
4
L4(Ω) ‖uε(s)‖
2
L2(Ω) ds
) 3
4
≤ C(t− τ)
1
4 η−1
(
1 + ‖∇µε(s)‖
4
3
L2(0,∞;L2(Ω))
+ ‖φε(s)‖
4
L∞(0,∞;L4(Ω)) ‖uε(s)‖
2
L2(0,∞;L2(Ω))
) 3
4
≤ C(t− τ)
1
4 η−1. (4.12)
Here we used estimates (4.3), (4.4), (4.6) together with p ≥ 4, and (4.9) for q = 4. Let
now a, b, c, d be real number such that a = b+ c+ d. Then,
a2 = a(b+ c+ d) ≤ ab+ ac+ ad ≤ ab+
1
2
a2 + c2 + d2. (4.13)
Using (4.13) for a = φε (t) − φε (τ), b = φ
η
ε (t) − φ
η
ε (τ), c = φε (t) − φ
η
ε (t), and d =
14
φε (τ)− φ
η
ε (τ), and estimates (4.10)-(4.12), we deduce
‖φε(t)− φε(τ)‖
2
L2(Ω) ≤ 2 ‖φε(t)− φ
η
ε(t)‖
2
L2(Ω) + 2 ‖φε(τ)− φ
η
ε(τ)‖
2
L2(Ω)
+ 2
∫
Ω
(φε (t)− φε (τ)) (φ
η
ε (t)− φ
η
ε (τ)) dx
≤ C
(
η + |t− τ |
1
4η−1
)
.
Choosing η = |t− τ |
1
8 , we get
‖φε‖C
1
16 ([0,∞);L2(Ω))
≤ C
and, recalling (4.11),
‖wε(t)− wε(τ)‖L1(Ω) ≤ ‖φε(t)− φε(τ)‖
2
L2(Ω)
(
C + ‖φε(t)‖
2
L2(Ω) + ‖φε(τ)‖
2
L2(Ω)
)
≤ C(t− τ)
1
16 ,
which implies
‖wε‖C
1
16 ([0,∞);L1(Ω))
≤ C.
Starting from the elliptic equation µε = −ε∆φε +
1
ε
F (φε), it is possible to derive
uniform estimates for µε and for the discrepancy density
ξε(φε) =
ε
2
|∇φε|
2 −
1
ε
F (φε).
Lemma 6 [6, Lemma 3.4] There exist positive constants C and ε0 such that for every
t and ε ∈ (0, ε0) the following holds
‖µε(t)‖H1(Ω) ≤ C
(
Eε(t) + ‖∇µε(t)‖L2(Ω)
)
.
In particular, for every s > 0 there exists a positive constant C(s), such that ‖µε(t)‖L2(0,s;L2(Ω)) ≤
C(s).
Lemma 7 [6, Theorem 3.6] There exist a positive constant η0 ∈ (0, 1] and continuous
nondecreasing functionsM1(η) andM1(η) defined on [0, η0) such that for all ε ∈
(
0, 1
M1(η)
)
and all t > 0, we have∫ t
0
∫
Ω
(ξε(φε))
+ dxds ≤ η
∫ t
0
Eε(φε)dxds + εM2(η)
∫ t
0
∫
Ω
|µε|
2dxds.
In particular,
lim
ε→0
∫ t
0
∫
Ω
(ξε(φε))
+ dxds = 0. (4.14)
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5 Convergence
Starting from the above uniform estimates, we now deduce some convergence results.
Lemma 8 For every sequence ε → 0, there exists a (not relabeled) subsequence and a
nonincreasing function E, such that
Eε(φε(t))→ E(t) for all t ≥ 0.
Proof. Define Eε(t) = Eε(φε(t)). Note that Eε(t) is uniformly bounded as a consequence
of identity (4.1). Furthermore, the sequence Eε(·) is uniformly continuous as a conse-
quence of monotonicity, of the energy identity (4.1), and of the uniform bounds of ∇µε
and uε in L
2(0, T ;L2(Ω)). Thus, the statement of the lemma follows by applying the
Ascoli-Arzela` theorem.
Lemma 9 For every sequence ε→ 0, there exists a (not relabeled) subsequence and a set
ΩT ⊂ Ω× [0,∞), such that
wε → 2σχΩT a.e. in Ω× [0,∞) and in C
1
17 ([0, t];L1 (Ω)) for all t > 0,
φε → −1 + 2χΩT a.e. in Ω× [0,∞) and in C
1
17 ([0, t];L2 (Ω)) for all t > 0,
µε → µ weakly in L
2
loc(0,∞;H
1(Ω)),
uε → u weakly in L
2(0,∞;L2div(Ω)).
Moreover,∫
Ω
|χΩTt − χΩTτ |dx ≤ C|t− τ |
1
8 for any 0 ≤ τ < t,
|ΩTt | = |Ω
T
0 | for any t ≥ 0, χΩT ∈ L
∞(0,∞; BV(Ω)) and
2σ|DχΩTt |(Ω) ≤ E(t) ≤ E(0).
Proof. As ‖wε‖L∞(0,∞;W 1,1(Ω)) + ‖wε‖C
1
16 ([0,∞);L1(Ω))
≤ C and W 1,1 (Ω) is compactly em-
bedded in L1 (Ω), there exists a (not relabeled) sequence ε→ 0 such that
wε → w a.e. in Ω× [0,∞) and in C
1
17 ([0, t];L1 (Ω)) for all t > 0,
for some limit w ∈ C
1
17 ([0, t];L1 (Ω)) (cf. [23, Prop. 1.1.4] and [2, Thm 4.4]). Recalling the
definition of wε and estimate (4.11), we conclude that there exists φ ∈ C
1
17 ([0, t];L2 (Ω))
such that
φε → φ a.e. in Ω× [0,∞) and in C
1
17 ([0, t];L2 (Ω)) for all t > 0.
As a consequence of estimate (4.7), we deduce∫
Ω
(|φε| − 1)
2 dx ≤ C
∫
Ω
F (φε)dx ≤ εC.
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Thus, the limit φ takes values in {−1, 1}. In particular, there exists a set ΩT ⊂ Ω× [0,∞)
such that
φ = −1 + 2χΩT .
Hence, by definition of wε and continuity of F˜ , we get
w =
∫ φ
−1
√
2F˜ (r)dr = 2σχΩT ,
where σ =
∫ 1
−1
√
1
2
F˜ (r)dr =
∫ 1
−1
√
1
2
F (r)dr. Here we used the fact that F (r) = F˜ (r)
for r ∈ [−1, 1], which directly follows from the definition of F˜ . Let now ΩTt = {x ∈ Ω :
(x, t) ∈ ΩT }. Then, for every 0 ≤ τ < t, we have∫
Ω
|χΩTt − χΩTτ |dx =
∫
Ω
|χΩTt − χΩTτ |
2dx = lim
ε→0
1
4
∫
Ω
|φε(t)− φε(τ)|
2dx
≤ C|t− τ |
1
8 .
As a consequence of the mass conservation∫
Ω
φε(t)dx =
∫
Ω
φ0dx = m0|Ω|,
we have
|ΩTt | =
∫
Ω
χΩTt dx = limε→0
1
2
∫
Ω
(φε(t) + 1) dx =
m0 + 1
2
|Ω| = |ΩT0 |.
Moreover, as a consequence of estimate (4.8), we have |Dwε(t)|(Ω) = ‖∇wε(t)‖L1(Ω) ≤
Eε(φε(t)). Taking the liminf for ε → 0 and using the lower semicontinuity of the BV
norm, we conclude
2σ|DχΩTt |(Ω) ≤ |Dw|(Ω) ≤ E(t).
Finally, convergences
µε → µ weakly in L
2
loc(0,∞, ;H
1(Ω)),
uε → u weakly in L
2(0,∞;L2(Ω))
follows directly from Lemma 6 and estimate (4.1) respectively.
As a consequence of estimate (4.1) and (4.5), we have that convergences (3.16) and
(3.17) hold for some limit measures λ and λij . Thus, we proved the convergence results
stated in Theorem 4. We now construct the varifold V and show that the limits µ, u, λ,
and λij solve the sharp-interface problem.
We first note that, for any 0 ≤ τ < t, we have∫ t
τ
∫
Ω
dλ(x, s) = lim
ε→0
∫ t
τ
∫
Ω
eε(φε)dxds =
∫ t
τ
E(s)ds.
Moreover, λ can be decomposed (in the sense of Radon measures) as follows
dλ(x, t) = dλt(x)dt,
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where λt(Ω¯) = E(t) for a.a. t ∈ (0,∞). In particular, using relation (4.1) and the weak
lower semicontinuity of the norm, we obtain
λt(Ω¯) = E(t) = lim
ε→0
Eε(t)
≤ − lim inf
ε→0
{∫ t
τ
∫
Ω
|∇µε|
2dxds +
∫ t
τ
∫
Ω
|uε|
2dxds
}
+ lim
ε→0
Eε(φε(τ))
≤ −
∫ t
τ
∫
Ω
|∇µ|2dxds−
∫ t
τ
∫
Ω
|u|2dxds + E(τ) = λτ (Ω¯),
which is equivalent to (3.13). Moreover, as a consequence of condition 2σ|DχΩTt |(Ω) ≤
E(t) obtained in Lemma 9, we deduce estimate (3.10). Next we study the relation between
λij and λ. Let Y, Z ∈ C
(
Ω¯× [0, t];Rd
)
and observe that
∫ t
0
∫
Ω
Y · (ε∇φε ⊗∇φε) · Zdxds ≤
∫ t
0
∫
Ω
|Y ||Z|eε(φε)dxds +
∫ t
0
∫
Ω
|Y ||Z|ξε(φε)dxds.
Using Lemma 7, we have that
lim
ε→0
∫ t
0
∫
Ω
|Y ||Z|ξε(φε)dxds ≤ 0.
Hence, taking the limit for ε→ 0, we get∫ t
0
∫
Ω
Y · (dλij(x, s))d×d · Z ≤
∫ t
0
∫
Ω
|Y ||Z|dλ(x, s). (5.1)
Thus, λij are absolutely continuous with respect of λ in the sense of measures. Con-
sequently, we can define the Radon-Nikodin derivative of λij with respect to λ as a λ-
measurable function vij such that
dλij(x, t) = vij(x, t)dλ(x, t) λ-a.e.
From formula (5.1), it follows that
0 ≤ (vij)d×d ≤ I λ-a.e.
and that
(vij)d×d =
d∑
i=1
civi ⊗ vi λ-a.e.
for some λ-measurable functions ci and unit vectors vi, i = 1, ..., d. Moreover, they satisfy
0 ≤ ci ≤ 1,
d∑
i=1
ci ≤ 1,
d∑
i=1
vi ⊗ vi = I.
In order to construct the varifold V , we observe that, by multiplying equation
µε = −ε∆φε +
1
ε
F ′(φε)
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with Y · ∇φε for some Y ∈ C
1(Ω¯;Rd) and integrating over Ω, we get∫
Ω
Y · ∇φεµεdx =
∫
Ω
Y · ∇φε
(
−ε∆φε +
1
ε
F ′(φε)
)
dx
= −
∫
Ω
∇Y : (eε(φε)I − ε∇φε ⊗∇φε) dx+
∫
∂Ω
eε (φǫ)Y · νdS. (5.2)
By passing to the limit for ε → 0 in relation (5.2), we obtain, for every t > 0 and
Y ∈ C10
(
Ω;Rd
)
,
2
∫
Ω
χΩTt ∇ · (µ(t)Y )dx =
∫
Ω
∇Y :
(
I −
d∑
i=1
ci(x, t)vi(x, t)⊗ vi(x, t)
)
dλt(x)
=
∫
Ω
∇Y :
d∑
i=1
bti(x) (I − vi(x, t)⊗ vi(x, t)) dλ
t(x)
where the coefficients bti are given by
bti(x) = ci(x, t) +
1
d− 1
(
1−
d∑
i=1
ci(x, t)
)
.
Note that
0 ≤ bti ≤ 1,
d∑
i=1
bti ≥ 1.
Finally, we define pti ∈ P by
pti = {vi(x, t),−vi(x, t)},
V t as in (3.9), and V by
dV (x, t, p) = dV t(x, p)dt.
Moreover, by construction V satisfies conditions (3.12) and (3.18).
Relation (3.11) follows from (3.26) by passing to the limit ε → 0, and using the
above convergences.
We are only left to show relation (3.14). To this aim, let ϕ ∈ C∞0,div
(
Ω;Rd
)
. Then,
by using relation uε = −∇P + µε∇φε, for every t > 0, we have∫ t
0
∫
Ω
uεϕdxds = −
∫ t
0
∫
Ω
∇µε · ϕφεdxds.
The above convergence results allow us to pass to the limit for ε→ 0 getting∫ t
0
∫
Ω
uϕdxds = −
∫ t
0
∫
Ω
∇µ · ϕ
(
−1 + 2χΩTs
)
dxds.
Integrating by parts the right-hand side, we obtain∫ t
0
∫
Ω
uϕdxds =
∫ t
0
∫
Σs
2µϕdSds.
This concludes the proof of Theorem 4.
19
Acknowledgements
The financial support of the FP7-IDEAS-ERC-StG #256872 (EntroPhase) is gratefully
acknowledged by the authors. The present paper also benefits from the support of the
GNAMPA (Gruppo Nazionale per l’Analisi Matematica, la Probabilita` e le loro Appli-
cazioni) of INdAM (Istituto Nazionale di Alta Matematica) and the IMATI – C.N.R.
Pavia. S.M. acknowledges support by the Austrian Science Fund (FWF) project P27052-
N25. The Authors would like to acknowledge the kind hospitality of the Erwin Schro¨dinger
International Institute for Mathematics and Physics, where part of this research was de-
veloped under the frame of the Thematic Program Nonlinear Flows.
References
[1] H. Abels, D. Lengeler, On a sharp interface limit for diffusive interface models for
two-phase flows, Interfaces Free Bound. 16 (2014), 395–418.
[2] H. Amann, Compact embeddings of vector-valued Sobolev and Besov spaces, Glas.
Mat. Ser. III 35 (2000), 161–177.
[3] H. Abels, M. Ro¨ger, Existence of weak solutions for a non-classical sharp interface
model for a two-phase flow of viscous, incompressible fluids, Ann. Inst. H. Poincare´
Anal. Non Line´aire 26 (2009), 2403–2424.
[4] L. Ambrosio, N. Fusco, D. Pallara, Functions of bounded variation and free discon-
tinuity problems, Oxford Math. Monogr. (2000).
[5] N. Bellomo, N.K. Li, P.K. Maini, On the foundations of cancer modeling: selected
topics, speculations, and perspectives, Math. Models Methods Appl. Sci. 4 (2008),
593–646.
[6] X. Chen, Global asymptotic limit of solutions of the Cahn-Hilliard equation, J. Dif-
ferential Geom. 44 (1996), 262–311.
[7] V. Cristini, H.B. Frieboes, X. Li, J.S. Lowengrub, P. Macklin, S. Sanga, S.M. Wise,
X. Zheng, Nonlinear modeling and simulation of tumor growth, Model. Simul. Sci.
Eng. Technol., Birkha¨user (2008).
[8] V. Cristini, X. Li, J.S. Lowengrub, S.M. Wise, Nonlinear simulations of solid tumor
growth using a mixture model: invasion and branching, J. Math. Biol. 58 (2009),
723–763.
[9] V. Cristini, J. Lowengrub, Multiscale modeling of cancer. An Integrated Experimen-
tal and Mathematical Modeling Approach, Cambridge Univ. Press (2010).
[10] M. Dai, E. Feireisl, E. Rocca, G. Schimperna, M. E. Schonbek, Analysis of a diffuse
interface model of multispecies tumor growth, preprint arXiv:1507.07683 (2015), 1–
18.
[11] R. E. Edwards, Functional analysis, Holt, Rinehardt and Winston, New York (1965).
20
[12] A. Fasano, A. Bertuzzi, A. Gandolfi, Mathematical modelling of tumour growth and
treatment, Complex Systems in Biomedicine, Springer (2006).
[13] H. Federer, Geometric measure theory, Springer, New York (1969).
[14] A. Friedman, Mathematical analysis and challenges arising from models of tumor
growth, Math. Models Methods Appl. Sci. 17 (2007), 1751–1772.
[15] H. Garcke, K.-F. Lam, E. Sitka, V. Styles, A Cahn-Hilliard-Darcy model for tumour
growth with chemotaxis and active transport, arXiv:1508.00437 (2015).
[16] L. Graziano, L. Preziosi, Mechanics in tumor growth, Model. Simul. Sci. Eng. Tech-
nol., Birkha¨user (2007).
[17] A. Hawkins-Daruud, K. G. van der Zee, J. T. Oden, Numerical simulation of a ther-
modynamically consistent four-species tumor growth model, Int. J. Numer. Methods
Biomed. Eng. 28 (2011), 3–24.
[18] D. Hilhorst, J. Kampmann, T. N. Nguyen, K. G. van der Zee, Formal asymptotic
limit of a diffuse-interface tumor-growth model, Math. Models Methods Appl. Sci.
25 (2015), 1011–1043.
[19] J. Jiang, H. Wu, S. Zheng, Well-posedness and long-time behavior of a non-
autonomous Cahn-Hilliard-Darcy system with mass source modeling tumor growth,
J. Differential Equations 259 (2015), 3032–3077.
[20] N. Q. Le, A Gamma-convergence approach to the Cahn-Hilliard equation, Calc. Var.
Partial Differential Equations 32 (2008), 499–522.
[21] J.S. Lowengrub, H.B. Frieboes, F. Jin, Y.-L. Chuang, X. Li, P. Macklin, S.M. Wise,
V. Cristini, Nonlinear modeling of cancer: bridging the gap between cells and tumors,
Nonlinearity 23 (2010), R1–R91.
[22] J. Lowengrub, E. Titi, K. Zhao, Analysis of a mixture model of tumor growth,
European J. Appl. Math. 24 (2013), 691–734.
[23] A. Lunardi, Analytic semigroups and optimal regularity in parabolic problems,
Birkha¨user Verlag, Basel (1995).
[24] L. Modica, S. Mortola, Un esempio di Γ−-convergenza (italian), Boll. Unione Mat.
Ital. 14 (1977), 285–299.
[25] E. Rocca, R. Scala, A rigorous sharp interface limit of a diffuse interface model related
to tumor growth, preprint arXiv:1606.04663 (2016), 1–24.
[26] P. Sternberg, The effect of a singular perturbation on nonconvex variational problems,
Arch. Ration. Mech. Anal. 101 (1988), 209–260.
21
