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1. Advertisement 
Lexicographic codes are mysterious things. Their definition is very simple-for 
a suitable notion of nearness one simply enumerates codewords in lexicographic 
order, always taking the next codeword to be the earliest word that is not 
prohibitively near to any earlier codeword. One would expect the resulting codes 
to have no very interesting properties, but in fact there is a quite remarkable 
amount of structure that is by no means apparent at first sight. 
The main aim of [2] was to show how lexicographic codes are essentially the 
same as certain games, and the main theorem of that paper, which we shall call 
the Lexicode Theorem, was there deduced using the known theory of impartial 
games. The plan of this paper is rather different. Here we first take a weak form 
of the Lexicode Theorem as an axiom. Although its statement below seems very 
simple and natural, we shall show how strange it really is by exploring its 
surprising arithmetical consequences. 
Having thus whetted the reader’s appetite, we shall then provide more solid 
fare by proving the Lexicode Theorem in a new and very easy way. Actually, the 
theorem splits naturally into two parts, the Additive and Multiplicative theorems, 
and the new proof establishes much stronger forms of these than the originals in 
[2]. We show that the new forms are best possible in at least one sense-any code 
that satisfies the conclusion of either theorem can be defined in at least one way 
that satisfies the hypotheses of that theorem, although it might also have more 
interesting definitions perhaps not covered by that theorem. 
We shall also give some interesting examples of particular integral lexicodes, 
and explain some tricks that are useful in computing them. In particular we shall 
incorporate (with his permission) some recent results of David Herscovici on 
minimum distance lexicographic codes and describe his work on precluded 
distance lexicographic codes. 
Finally, and for amusement only, we return to the associated arithmetic to 
consider some elementary diophantine equations and pose some problems. 
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2. Definitions; the lexicode axiom 
The first word of our title should be taken to mean that for the most part the 
codes we consider have words over the infinite “alphabet” 0, 1,2, . . . of all 
non-negative integers. Such a word will be written as if its entries were the 
decimal digits of an integer, thus 
. . . a, . . . aza,uo = A, 
say, and we shall use many of the resulting conventions. For example, the 
individual numbers ai will be called the digits of A, and it is always to be 
understood that all but finitely many of these digits are zero, and that the leading 
zeros may be omitted. Also, the order on words is given by the usual condition on 
the digits-we have A > B if and only if for some IZ we have a, > b,, but uN = bN 
for all N>n. 
[We remark we consider codes over this particular alphabet mainly on account 
of its familiarity. Both logically and arithmetically the best alphabet is the class 
& of all ordinal numbers. All of our proofs work for @ without change. The 
arithmetical theorem holds also for finite bases that are powers of two [2”] and 
the multiplicative theorem for bases that are what we call Fermat powers [2*“]. 
Only the finite forms of these theorems were stated in [2], although the proofs 
there were general. However, the infinite versions seem more natural for the 
arithmetical discussions in this paper.] 
We shall say that words A and B are near in the &-sense if they differ in fewer 
than d digits, in other words, if their Hamming distance is strictly less than d. In 
Section 6 we shall introduce other notions of nearness (typically, “near” in the S 
sense). In what follows, we all suppose that S is any fixed one of these notions, in 
particular S might be S, for some particular number d, and will abbreviate “near 
in the S sense” to “prohibitively near”, or just “near”. 
The integral lexicographic code determined by S, which we shall simply call the 
S-lexicode, is then defined inductively as follows. Suppose that some set of words 
of it is already known. Then the next word of the code is the lexicographically 
earliest word that is not prohibitively near to any of those known words. The 
entire code consists precisely of all the words that can be obtained in this way. 
As we threatened, we shall now take our main theorem as an axiom! The 
nearness notion S of its statement may be any of the S,, or more generally, any of 
the S we’ll define later in the formal statement (Theorem 13). 
The Lexicode Axiom. Under natural coordinatewise definitions of addition and 
scalar multiplication of codewords, these S-lexicodes are vector spaces. 
There! Quite a tame sounding mathematical theorem, isn’t it? Just you wait 
and see! Or better still, don’t wait. Try to prove the theorem for yourself without 
reading on. I have not yet met anyone who has succeeded in this. Do you want to 
be the first? 
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Let’s take S = S,, and compute the lexicode. Its first few words turn out to be: 
w(0) = . . . ooooooo 
w(1) = . . .0000111 
w(2) = . . .0000222 
w(3) = . . .0000333 
w(4) =. . .0000444 
w(n) = . . . oooonnn 
w(1, 0) =. . . 0001012 
w(1, 1) =. . . 0001103 
w(l,2) = . . .0001230 
w(l,3) = . . .0001321 
w(l,4) =. . .0001456 
w(2,O) = . . .0002023 
w(3,O) =. . .0003031 
w(4,O) = . . .0004048 
We briefly explain how these can be found. Initially, our “known set” of words 
is empty. The starting word of the lexicode is defined to be the lexicographically 
earliest word that differs from every word in the empty set by at least three digits. 
This is of course the earliest word of all, w(0) = . . . OOOOOOO. 
Now suppose that we already know the words w(m) = . . . OOOOmmm for all 
m 4 II. What is the first word that is not prohibitively near to any of these? If 
there is such a word, say . . . OOOOcba supported in the last three digits, then 
plainly a, b, c must be at least 12, and since . . . OOOOnnn does differ from every 
. . . OOOOmmm (  < n) in three digits, we are forced to accept it as w(n). 
We now know infinitely many words, namely w(n) = . . . OOOOnnn for all 
nonnegative integers II. However, since there are still some words that differ from 
all these w(n) in three or more digits, the inductive determination of the lexicode 
has not yet finished. Indeed, it is hardly started! Let us find the next word, say 
w(l, 0). 
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The earliest possibilities have the form . . . OOOlcba. Moreover, the last three 
digits c, b, a must be distinct, since if two or more of them were equal, to IZ, say, 
the resulting word would be prohibitively near to w(n). The first serious 
candidate is therefore . . . 0001012, and since this does differ from each w(n) in at 
least three digits, it must be ~(1, 0). 
The next word, ~(1, 1) =. . . 0001103 is found similarly, as the first word of 
form . . . OOOlcba with distinct c, b, a that is not prohibitively near to ~(1, 0), and 
the subsequent words w(l,2) = . . .0001230 and w(l,3) = . . .0001321 are found 
in the same manner. 
We remark that now the words w(l,4), ~(1, 5), . . ., ~(1, n) must all have the 
form . . . OOOlcba with distinct c, b, a that are all at least 4. (So ~(1, 4) is the first 
such word, . . .0001456.) For if b, say, were 0 or 1 or 2 or 3, this word would differ 
from the appropriate one of ~(1, 1) or ~(1, 0) or ~(1, 3) or ~(1, 2) (which 
respectively also have b = 0 or 1 or 2 or 3) in at most the u and c digits. 
It can now be proved that the first codeword of form . . .0002cbu is 
w(2, 0) =. . . 0002023, for it is easy to see that this is the first such word with 
distinct c, b, a that is not prohibitively near to any of ~(1, 0), ~(1, l), ~(1, 2), 
~(1, 3) and by the remark in the previous paragraph it will not be prohibitively 
near to any of the later ~(1, n). 
The word w(3,O) = . . . 0003031 is justified in the same way. We leave the 
justification of the words ~(4, 0) = . . . 0004048 and ~(1, 0, 0) = . . . 0010013 as 
(fairly difficult) exercises for the reader. These exercises will become much easier 
after our later theorems. 
4. Arithmetic in Wonderland 
“But stay!“, 1 hear you cry. “You told us that S, lexicodes are closed under 
componentwise addition and scalar multiplication of codewords. But I see that 
although . . . 0001012 and . . . 0000111 are both in your S, lexicode, their sum, 
. . . 0001123, is not. Again, . . .0002024, namely twice . . .0001012, is not in this 
code. I am returning your paper to the shelf forthwith.” 
0 hasty reader, please read on a moment. 
Our lexicode axiom certainly refers to natural coordinatewise definitions of 
addition and scalar multiplication of codewords. These operations really are 
coordinatewise, in the sense that the nth digit of the sum of two codewords is the 
sum of their nth digits, while the nth digit of a scalar multiple of some codeword 
is that multiple of its nth digit. However, these notions of sum and product for 
integers are not the usual ones. How could they be? The axiom asserts that 
lexicodes are vector spaces-but with respect to the usual addition and multi- 
plication our alphabet 0, 1,2, . . . is not even a field. 
You might think that the axiom is now useless until you are told just what the 
addition and multiplication are. But that again would be too hasty-these notions 
are actually determined by the axiom. Let’s see how, by learning how to add. 
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Theorem 0. 0 + 0 = 0. 
Proof. We have.. .OOO+. . .OOO=. . . zzz, in which every digit is z = 0 + 0. For 
this to be a codeword, all but finitely many of its digits must be 0, so z = 0. Cl 
Theorem 1. We have x + 0 = 0 + x = x, for every number x. 
Proof. In any field, the only solution of x + x = x is the zero element of the field. 
So indeed the number 0 is the zero element of our field, and the theorem follows 
from the laws of fields. 0 
Theorem 2. We have 1 + 1 = 0, so the characteristic of our field is 2. 
Proof. Look at the sum of . . . 0000111 and . . .0001012, which are both in the S, 
lexicode. From what we already know, this has the form . . . OOOllxy, where 
x = 1 + 1, y = 1 + 2. But the only such word in the S, lexicode is . . .0001103, so 
we must have x = 0, y = 3. 0 
Theorem 3. The sum of any two distinct numbers from 1, 2, 3 is the third. 
Proof. We already know that x + 0 = 0 +x =x and x +x = 0, and the proof of 
Theorem 2 shows that 1 + 2 = 3. Hence by the field laws, we have 
1+3=1+(1+2)=(1+1)+2=0+2=2 
2+3=2+(2+1)=(2+2)+1=0+1=1. 0 
We now need a notation to distinguish our new addition and multiplication 
from the usual (schoolbook) ones. We shall use square brackets for this purpose. 
We use [x + y] and [xy] for the schoolbook notions. Thus we write [2 + 2]= 4, 
but 2 + 2 = 0, and [2 * 2]= 4, although (as we shall soon see) 2 - 2 = 3. 
Theorem 4. We have 4 + n = [4 + n] for n < 4. 
Proof. We can show that nnnn is in the S, lexicode for all n, and that the next 
few words of that code are 10123, 11032, 12301, 13210, and 14567. Plainly 
4444 + 10123 must be 14567. 0 
We can now fulfil our ambition of identifying Wonderland’s addition. It is just 
the operation known variously as km-addition, binary addition without carry, or 
exclusive-or (XOR). This is equivalent to the following theorem. In its statement, 
the term “Zpower” means a power of 2 in the ordinary sense [2k]. 
Theorem 5. Zf N is a 2-power, then N + n = [N + n] for all n <N, while 
N+N=O. 
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Proof. Inductively we shall suppose that this is true for all smaller 2-powers N’. 
so if the number kl, k2, . . . are distinct and less than k, we have 
[2k’] + [2k’] + . . . = [p + 2kZ + . . .] 
and we can find the sum of any two numbers in this form by cancelling repeated 
terms thus: 
13=[8+4+1]=8+4+1 and6=[6+2]=4+2, 
so 
13+6=8+4+1+4+2=8+1+2=[8+1+2]=11. 
The numbers 12 < N therefore form a group under addition. 
Now it is easy to see that the first word in the S, lexicode that is not of the form 
nnnn . . . nnn (with N n’s) is 101234 . . . m, where m = [N - 11, for its digits after 
the initial “1” must be distinct, and this is the first possibility. Since we already 
know how to add numbers less than N, we can find the sum, labc. . . z say, of 
1012. . . m with any nnn . . . n (n <N), and we observe that abc. . . z is a 
permutation of 012. . . m. The first codword after these must have the form 
lABC... 2, where A, B, C, . . . are distinct numbers aN, and the smallest such 
word has A = N, B = [N + 11, C = [N + 21, . . . , 2 = [N + m]. Since the sum of 
NNN... N and 012. . . m can only be this word, our theorem is proved. 
For example, in the S, lexicode the sums of 101234567 with the words 
OOOOOOOO,llllllll, . . . ) 88888888 are found to be 
101234567 
110325476 
123016745 
132107654 
145670123 
154761032 
167452301 
176543210 
lABCDEFGH, 
where the word 1ABCDEFGH must differ in at least 8 digits from the previous 
words (including all words nnnnnnnn). This prevents any of A, B, C, D, E, F, 
G, H from being 0, 1, 2, 3, 4, 5, 6, 7, and the first possibility is A = 8, B = 9, 
C = 10, . . . , H = 15. 
Without further uglification we now tackle Wonderland’s multiplication, which 
is much harder to recognize. We already know that OX =x0 = 0 for all X, since 0 
is the zero element of our field-can we prove that 1 must be the unit element? 
No! Any field can be equipped with a new multiplication a *b = able (where the 
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old multiplication appears on the right). If we do this to our field, the lexicode 
axiom will remain true, and c will become the unit element of the field. 
So we can make 1 be the unit element of the field, and we hereby do so: 
Convention. lx = xl = X, for all X. 
In the S, lexicode, what is the result of multiplying 1012 by 2? The answer has 
the form 202x, and examining the code, we see that x = 3, and so 
In Wonderland, twice two is three! 
We can now use the field laws to fill out the first 4 by 4 corner of the 
multiplication table: 
0123 
0 0000 
t 
10123 
2 0231 
3 0312 
Forexample2.3=2(2+1)=2*2+2-1=3+2=1. 
What about products with 4? It’s not too hard to prove that the first few are 
like the ones we did at school: 
4.O=O, 4.1=4, 4.2=8, 4.3=12. 
But then we have a surprise! 
Theorem 6. 4 * 4 = 6. 
Proof. This is quite hard, and we leave it to the reader. The idea is to find what 
happens when we multiply the & lexicodeword 101234 by 4. The answer has the 
form 40ABCD, and if you can enumerate the S, lexicode far enough you’ll find 
that the only such word in it has D = 6. 
This is all you need to know to do all multiplications in the first 16 by 16 corner 
of the multiplication table. For example 
5 .7 = (4 + 1)(4 + 2 + 1) 
=4-4+4-2+4-1+1.4+1-2+1.1 
=6+8+4+4+2+1 
= 8 + 4 + 1 (since 6 + 4 + 2 = 0) 
= 13. 
Easy, wasn’t it? 
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Table 1. Addition in Wonderland 
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 
0 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
- 
TZ 
- 
- 
0 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
- 
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 
1 0 3 2 5 4 7 6 9 8 11 10 13 12 1.5 14 
2 3 0 1 6 7 4 5 10 11 8 9 14 15 12 13 
3 2 1 0 7 6 5 4 11 10 9 8 15 14 13 12 
456701 2 3 12 13 14 15 8 9 10 11 
5 4 7 6 1 0 3 2 13 12 15 14 9 8 11 10 
6 7 4 5 2 3 0 1 14 15 12 13 10 11 8 9 
7654321 0 15 14 13 12 11 10 9 8 
8 9 10 11 12 13 14 15 0 1 2 3 4 5 6 7 
9 8 11 10 13 12 15 14 1 0325476 
10 11 8 9 14 15 12 13 2 3016745 
11 10 9 8 15 14 13 12 3 2107654 
12 13 14 15 8 9 10 11 4 5670123 
13 12 15 14 9 8 11 10 5 4 7 6 1 0 3 2 
14 15 12 13 10 11 8 9 6 7 4 5 2 3 0 1 
15 14 13 12 11 10 9 8 7 6543210 
le 2. Multiplication in Wonderland 
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 
0 2 3 1 8 10 11 9 12 14 15 13 4 6 7 5 
0 3 1 2 12 15 13 14 4 7 5 6 8 11 9 10 
0 4 8 12 6 2 14 10 11 15 3 7 13 9 5 1 
0 5 10 15 2 7 8 13 3 6 9 12 1 4 11 14 
0 6 11 13 14 8 5 3 7 1 12 10 9 15 2 4 
0 7 9 14 10 13 3 4 15 8 6 1 5 2 12 11 
0 8 124 113 7 15 13 5 1 9 6 14 10 2 
0 9 14 7 15 6 1 8 5 12 11 2 10 3 4 13 
0 10 15 5 3 9 12 6 1 11 14 4 2 8 13 7 
0 11 13 6 7 12 10 1 9 2 4 15 14 5 3 8 
0 12 4 8 13 1 9 5 6 10 2 14 11 7 15 3 
0 13 6 11 9 4 15 2 14 3 8 5 7 10 1 12 
0 14 7 9 5 11 2 12 10 4 13 3 15 1 8 6 
0 15 5 10 1 14 4 11 2 13 7 8 3 12 6 9 
Tables 1 and 2 are the addition and multiplication tables in Wonderland (up to 
15 + 15 and 15 . 15). You already know the general rule for addition-see if you 
can deduce the multiplication rule by scrutiny of this table! Alternatively, just use 
the following 
Theorem 7. If N is what we call a Fermat power (of 2), that is to say, N = [2*‘] for 
some k, then we have N. n = [N. n] for all n < N, and N. N = [$N]. 
We do not prove this here. The reader is welcome to try! (See [l].) 
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Theorem 7 enables you to do arbitrary multiplications, which all reduce to 
those between 2-powers, for example 
30 - 40 = (16 + 8 + 4 + 2)(32 + 8) 
=16.32+16.8+8.32+8.8+4.32+4.8+2.32+2-8. 
But arbitrary 2-powers are products of Fermat powers, for example 
128 = [27] = [24+2+1 - ] - [24. 22. 2l] = [24] . [22] e [2l] = 16 - 4. 2, 
and such expressions can be multiplied using Theorem 7 to cope with repeated 
terms, thus 
128.8 = 16 - 42. 22 = 16.6 * 3 = 16. (4 + 2)(2 + 1) = . . - = 16 - 13 = 208. 
Using this method, the above expression for 30 .40 becomes 
24.2+128+64-3+6.3+128+6.2+3.16+3.4=...=214. 
Table 3 is the top left hand corner of the Wonderland exponentiation table. We 
define ab = a * a. . * - . a, where there are b factors on the right hand side. Table 4, 
taken from [3], gives products of the first few 2-powers. 
Table 3. Exponentiation in Wonderland 
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 
0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 
2 123123 1 2 3 1 2 3123123 
3 1 3 2 1321321 3 2 1 3 2 1 3 2 
4 1 4 6 14 5 2 8 11 7 10 3 12 13 9 15 1 4 6 
5 1 5 7 13 4 2 109 6 8 3 15 14 11 12 1 5 7 
6 165873 13 15 4 14 2 11 10 12 9 1 6 5 
7 1 7 4 10 6 3 14 12 5 13 2 9 8 15 11 1 7 4 
8 1 8 13 14 10 1 8 13 14 10 1 8 13 14 10 1 8 13 
9 1 9 12 10 11 2 14 4 15 13 3 7 8 5 6 1 9 12 
10 1 10 14 13 8 1 10 14 13 8 1 10 14 13 8 1 10 14 
11 1 11 15 8 9 2 13 5 12 14 3 6 10 4 7 1 11 15 
12 1 12 11 14 15 3 8 6 9 10 2 4 13 7 5 1 12 11 
13 1 13 10 8 14 1 13 10 8 14 1 13 10 8 14 1 13 10 
14 1 14 8 10 13 1 14 8 10 13 1 14 8 10 13 1 14 8 
15 1 15 9 13 12 3 10 7 11 8 2 5 14 6 4 1 15 9 
Table 4. Products of 2-powers 
1 2 4 8 16 32 64 128 
2 3 8 12 32 48 128 192 
4 8 6 11 64 128 96 176 
8 12 11 13 128 192 176 208 
16 32 64 128 24 44 75 141 
32 48 128 192 44 52 141 198 
64 128 96 176 75 141 103 185 
128 192 176 208 141 198 185 222 
256 512 1024 2048 4096 8192 16384 32768 
256 
512 
1024 . . 
2048 . 
4096 . 
8192 . 
16384 
32768 
384 
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5. The formal theory 
In any field, we have 
a + b is distinct from all numbers of the form a* + b or a + b* 
-a is distinct from all numbers of the form -a*, and 
(a* #u) 
a*b is distinct from all numbers of the form a*b + ab * - u*b* 
(b*#b) 
(in the last case, because (a - a*)(b - b*) # 0). It was shown in [l] that if we 
define the arithmetic operations by always taking the first number that is 
permitted by these rules (with a* < a, b* < b), then we do indeed get a consistent 
definition of a field. Formally, in any ordered set we let x’ be a variable that 
ranges precisely over all elements strictly less than X. Then 
Theorem 8 [l]. The operations defined inductively by 
a+b=mex(a’+b,a+b’) 
-a = mex(-a’) (which turns out to be a) 
a . b = mex(a’b + ab’ - a’b’) 
turn the set of nonnegative integers into a field, where “mex” means “least element 
not of the form”. 
In the further development it is convenient to use x* for a variable whose 
values certainly include all elements less than x, and may include some elements 
greater than X, but may not include x itself. This is equivalent to the requirement 
that mex(x *) = X. 
Theorem 9. The above field operations satisfy 
a + b = mex(u* + b, a + b*) 
-a = mex(-a*) 
a . b = mex(a*b + ab* - u*b*). 
Proof. The numbers appearing in the first of these mex expressions certainly 
include all the numbers a’ + b, or a + b’, so that their mex is at least a + b. But 
a + b does not appear in the mex, which therefore is exactly a + b. (We cannot 
have a + b = a* + b, for some a* > (I, since a + b appears in the mex that defines 
a* + b.) Similar arguments apply to the two remaining cases. 
This principle, that we can replace variables a’, b’, c’ by the more general 
variables a*, b*, c* in suitable mex expressions, holds very widely, and we shall 
use it without further elaboration. It is fundamental to the proof that our 
operations satisfy the formal laws we want them to. For example, we prove that 
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addition of numbers is associative: 
a + (b + c) = mex(a’ + (b + c), a + (b + c)‘) 
= mex(a’ + (b + c), a + (b + c)*) 
= mex(a’ + (b + c), a + (b’ + c), u + (b + c’)) 
= mex(u’ + b + c, a + b’ + c, a + b + c’), 
and since we obviously reach these same expressions from (a + b) + c, this gives 
the desired result. •i 
We now turn to the formal theory of the vector operations. 
It is a key fact that our coordinatewise definitions of sum and product for 
vectors are equivalent to the ‘genetic’ definitions of the next theorem. 
Theorem 10. We have 
A+B=mex(A’+B,A+B’) 
-A = mex( -A’) 
p.A=mex(p’A+pA’-p’A’). 
Proof. We can write 
A + B = mex(. . . , u,+~ + b,+l, (a, + b,)*, z~__~, . . . , zo), 
where II varies freely and the numbers zo, . . . , z,-~ are arbitrary, while 
(a, + b,)* varies over any set of numbers whose mex is a, + b,. But the typical 
vectors of form A ’ + B or A + B’ are 
A’ + B = (. . . , a,,, + b,+l, a:, + b,, x,-~ + b,_l, . . . , x0 + b,) 
A + B’ = (. . . , a,,, + b,+l, a, + b;, a,_, + y,_,, . . . , a, + b,) 
with similar conventions. We now prove the first statement by taking (a, + b,)* 
to vary over numbers of the form a; + b, or a, + b:, and recalling that we can 
solve the equations Xi + bi = Zi and ~i + yi = Zi. 
The second statement is trivial. We prove the third in more telegraphic fashion. 
We have 
@=mex(. . . , Wn+l, P’% + (P - P’MI, Gz-1, * . .) 
p’A + (p - p’)A 
=(...p n+l, Cl’% + (P - P’)dl, Cl’%-I + (P - Y’)Ll, * . .), 
and can solve for the xi, since p - p’ # 0. 0 
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6. The formal definition of lexicodes for general sets S of words 
Now let S be any set of words, and use s for a variable that ranges just over all 
members of S. We say that two words A and B are near in the sense S if their 
difference belongs to S, or, in the new notation, if we can write A + s = B. 
Theorem 11. For any set S of words, the S lexicode is the set of all values of the 
function w,(A), defined for all words A by induction thus: 
w,(A) = mex(ws(A’) + s). 
Proof. When we come to define w,(A), the previously known codewords are just 
the ws(A’) for A’ <A. So the typical element ws(A’) + s appearing in the mex is 
just the typical word that is near is the sense S to some already known codeword, 
and w,(A) is therefore the first word not of this form, as desired. 0 
Theorem 12 (The additive lexicode theorem). For any set S of words, we have 
ws(A + B) = w,(A) + w,(B). 
Proof. By induction (writing w(X) for ws(X)): 
w(A + B) = mex(w((A + B)‘) + s) 
= mex(w((A + B)*) + s) 
mex(w(A’ + B) + s, w(A + B’) + s) 
mex(w(A’) + w(B) + s, w(A) + w(B’) + s) 
= mex(w(A)* + w(B), w(A) + w(B)*) 
= w(A) + w(B). 
(We took (A + B)* to range over all words of form A’ + B or A + B’, and w(A)* 
to range over words of the form w(A’) + s.) Cl 
Theorem 13 (The multiplicative lexicode theorem). Zf S is closed under multi- 
plication by non-zero numbers, then w&A) = ,uws(A). 
Proof. We use a similar induction: 
+@A) = mex(w((pA)*) + s) 
= mex(w(p’A + (p - u’)A’) + s) 
= mex(p’w(A) + (p - u’)w(A’) + s). 
On the other hand, 
uw(A) = mex(p’w(A) + (p - u’)w(A)*) 
= mex(p’w(A) + (p - u’)(w(A’) + s)) 
= mex(p’w(A) + (CL - u’)w(A’) + (u’u’)s), 
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and since p - p’ is a non-zero number, (,u - ,u’)s ranges over the same values as 
S, and the theorem is proved. Cl 
The reader who has followed it will surely agree that this proof is trivial. 
However, the theorem is more general than the version that appears in [Z], which 
considered only the following class of lexicodes. We distinguish a particular 
family T of sets of coordinate positions, called the turning sets. Then the associated 
lexicode, which we shall call the S(T) lexicode, is that obtained by calling two 
words near if the support of their difference is in T. In other words, S(T) consists 
of all words whose support is a turning set. 
7. Two examples, the G-value method 
An example of a lexicode covered by the new version but not the old is 
obtained by taking S to be the set of all “monotonous” words whose non-zero 
digits are equal, e.g. . . . 000330303. An example covered by both versions is 
when S consists of all “single-burst” words, that is, words whose support is 
exactly some connected block of coordinate positions, e.g. . . .0034710000. 
The lexicode theorem (Theorem 12 U 13) reduces the determination of such a 
code to finding only those codewords that are independent of previous ones 
(these are w(l), ~(1, 0), ~(1, 0, 0), . . .). This is easy up to a point (although it is 
also easy to make mistakestifor the “monotonous” code we find the successive 
words 
(I,2), (I,O,4), (I,O,O,g), (l,O,O,O, 16) (1,0,0,0,0,32), . . . 
and for the “single-burst” code the words 
101, 10001, 100010, 1000001, 100000001, 1000000010, . . . 
For the first of these, its easy to guess the general rule, but for the second it’s not 
quite so obvious. 
The following method from game theory shortens the calculations even more, 
and often clarifies the structure. We briefly describe the method (without proof), 
and apply it to the second of our two examples. 
We define a function taking a typical word A to a word G,(A) by 
G,(A) = mex’(GS(A + s)), 
where the symbol mex’ indicates that the mex is to be taken only over those 
values A + s (s +S) that are strictly less than A (so that the induction is 
meaningful). This is essentially what is called the Sprague-Grundy value, 
nim-value, or G-value of the corresponding game, although for us its values are 
words rather than just numbers. It has the properties enunciated in: 
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Theorem 14. (i) Gs(A) = mex(GS(A + s)) 
(ii) G,(A) = 0 if and only if A is in the S-lexicode 
(iii) Gs(A + B) = Gs(A) + Gs(B) for any S 
(iv) G,(M) = ,uGs(A) if S is closed under multiplication by non-zero scalars. 
We do not prove this here. All four parts are easy inductions. In part (iii), the 
essential step is the observation that A + B + s < A -?- B implies either A + s <A 
or B+s<B. 
In the applications (when S is multiplicatively closed) one computes G,(A) only 
for A in the sequence of words 
(I), (l,O), (l,O,O)> (l,O,O,O), * . . 
which it is convenient to call 
1, a, 032, m3, . . . . 
For our “monotonous” code, we find that GJw”) is the mex of all expressions 
Gs(awnml + bm”-* + - - . + pm + q) = aGs(m”-‘) + . . . + qGS(l), 
where a, b, c, . . . , p, q are all 0 or 1. It is easy to see that G(w”) = [2”] in this 
case. This gives us a very simple test for membership in this code: . . . dcba is a 
codeword if and only if 
a+26+4c+8d+...=O. 
For the “single-burst” code, we find that GS(w”) is the mex of all expressions 
aGs(m”-l) + . . - + pGs(m) + qGs(1) 
for which a, b, c, . . . , p, q are arbitrary integers, except that all the non-zero 
ones come first. Inductively, we find for 1, ~0, m2, . . . the GS-values 
1, m, 1, m2, 1, co, 1, m3, . . . , 
and in general GS(m”) = mm ’if and only if the highest 2-power dividing [n + l] is 
[2”]. The word . . . a4a3a2a1 is therefore in the code just if 
a,+a3+a,+***=o 
a2+a6+alo+“‘= 0 
a‘$+a,,+***= 0 
ag+...=O, 
and so on. It is amusing to see just how this leads to the first few words given 
above. 
8. Precluded distance lexicodes; Herscovici’s results 
Let D be any set of positive integers, and say that two words are prohibitively 
near just if their Hamming distance is in D. The S, lexicode is the particular case 
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D={l,..., d - 1). David Herscovici has computed the G-values for various 
precluded distance lexicodes, and found many identities between them. 
Herscovici [5] has also established some interesting facts about the minimal 
distance (S,) lexocodes. These can be read from the display: 
10000000 
10000000 
10000000 
10000000... 
llllllll... 
10123456... 
10013267... 
10001462... 
10000157... 
10000016... 
If we read the rows of this, starting from the row that ends in Is, and cut them 
short after their dth non-zero entry, we obtain the standard basis for the S, 
lexicode. For example the 5, lexicode is spanned by the words 1111, 1234, 1326, 
1462,.... 
We get the G-values for this code (at 1, m, co*, . . .) by reading the information 
of the middle three columns: 
1 
10 
100 
11 1 
123 
132 
146 
These G-values are 1, TV, w*, m2 + ~0 + 1, CO* + 2~9 + 3, m* + 3m + 2,. . . 
Herscovici has computed some more entries from the underlying matrix here 
(Table 5). This matrix is defined by taking each entry to be the smallest number 
such that no submatrix formed by selecting any it rows and n columns is singular 
(for any n = 1, 2, 3, . . .). 
The symmetry of this matrix entails the theorem: 
Theorem 15. Consider the finite length codes 5%’ d,L obtained by shortening the S, 
lexicodes to L places. Then the dual of any such code is the reverse of another. 
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Table 5. Herscovici’s matrix for the S, lexicodes 
11111111111111111111 
12 3 4 5 6 7 8 9 10 11 12 13 14 1.5 16 17 18 19 20 
13 2 6 7 5 4 13 12 14 15 11 10 8 9 24 25 27 26 30 
1 4 6 2 16 17 21 18 5 19 33 32 37 38 40 15 27 127 250 256 
1 5 7 16 2 19 26 9 29 37 95 256 
16 5 17 19 2 27 58 109 138 256 
1 7 4 21 26 27 23 256 
1 8 13 18 9 58 256 
1 9 12 5 29 109 
1 10 14 19 37 138 
1 11 15 33 95 256 
1 12 11 32 256 
1 13 10 37 
1 14 8 38 
1 15 9 40 
1 16 24 15 
1 17 25 27 
1 18 27 127 
1 19 26 250 
1 20 30 256 
It should be the case that the dual of any code obtained by shortening any of 
our S lexicodes is the reverse of another such. But neither Herscovici nor I can 
find any good theorem to this effect. 
There are easy formulas for the first three rows (or columns) of this matrix, 
namely 1, n, n2 (in the Wonderland sense, of course). But further entries seem to 
be “random”. 
9. Diophantine equations in Wonderland 
We have already noted the equations 
2== 3, 4== 6, 16== 24, 25tj2= 384, . . . . 
In [2], where Wonderland arithmetic was first introduced (and called Nim- 
arithmetic), I observed the more intriguing equations: 
22= 3, 44= 5, 1616= 17, 256256= 257, . . . . 
These are quite easy to prove. For example, the numbers less than 256 form a 
field, in which the subfield fixed by the map x --, xl6 consists of the numbers less 
than 16. So 1616 is just the conjugate of 16 over this subfield. Since 16 satisfies the 
quadratic equation x2 + x = 8, its conjugate is the other root, namely 16 + 1 = 17. 
H.W. Lenstra, Jr. has written on nim-multiplication [4]. In particular, he gives 
some useful algorithms, and shows how to evaluate the (usually infinite) numbers 
a;, defined in [ 11. He also notes the sequence of equations 
4==4+2+a, 164+4+b, 256i6=256+16+c, . . . , 
Integral lexicographic codes 235 
in which each of a, b, c, . . . is 0 or 1, but we can> give no easy rule to tell which. 
These are proved by considering quartic equations (for example that satisfied by 
256 over the field of order 4). 
I note that the behaviour of the order of 1 + l/n (in the nim sense) is 
interesting. For n = 2 or 3, it is 3, for II = 4 to 7 it is 5, for 8 to 15 it is 15, and for 
16 to 31 it is 17. The numbers 1, 3, 15, 255, 65535, 4294967295, . . . are their own 
orders for quite a long time, but not for ever. Can the reader find the first 
counterexample? 
The equations a + b = a * 6, a + b = ab, a * b = ab all have infinitely many 
solutions. In particular 2 + 3 = 2 .3 = 23. In fact b can be chosen to be any Fermat 
number: 
2l+ 3 = 2l - 3, 43 + 5 = 43 .5, 1615 + 17 = 1615 . 17, . . . 
V5+3=(ti)3, fi+5=(V$5, fl+17=(Vi?)“, . . . 
2-3=23, 4.5=45, 16+17=1617 ,.... 
Can one explicitly specify an infinity of solutions to ab = b”? 
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