Abstract-Pervasive sensing is set to transform the future of patient care by continuous and intelligent monitoring of patient well-being. In practice, the detection of patient activity patterns over different time resolutions can be a complicated procedure, entailing the utilisation of multi-tier software architectures and processing of large volumes of data. This paper describes a scalable, distributed software architecture that is suitable for managing continuous activity data streams generated from body sensor networks. A novel pattern mining algorithm is applied to pervasive sensing data to obtain a concise, variableresolution representation of frequent activity patterns over time. The identification of such frequent patterns enables the observation of the inherent structure present in a patient's daily activity for analyzing routine behaviour and its deviations.
querying of the database, would introduce significant computational and storage loadings. This problem is exacerbated when a large number of users need to be catered for at the same time. As a result, algorithmic, system and functional-level complexities comprise significant challenges to pervasive healthcare system development. In this case, rigid, application-specific software architectures cannot cope with the diverse and evolving requirements of this rapidly growing field of research and development.
Recently, a number of light-weight software methodologies suitable for scalable data processing, transmission and storage have been introduced [4, 5] . Synopsis structures [4, 6] , for example, can act as substantially smaller visualization and querying surrogates for the actual data for a specific set of queries. Techniques such as wavelets, histograms, sketches and sub-sampling can also reduce the resource utilisation of data dramatically, thus freeing up main memory, lowering access rates at the database, and improving responsiveness for web clients. For these reasons, there has been an increasing interest in efficient methods for synopses for data streams [4] .
Behaviour profiling is an important area in pervasive sensing [7] . The onset or complication of a life threatening episode may be marked by changes in behaviour and activity patterns. For example, in the elderly population, prostatism, degenerative joint disease, bursitis, and gastro-esophageal reflux are common causes of frequent awakening episodes and disturbed sleep, along with congestive heart failure, coronary artery disease, and chronic obstructive pulmonary disease. Sophisticated algorithms can recognize an increasing range of user's activities from wearable and ambient sensor data [3] . While there is significant variability in human activity, there is typically a repeating, structure over the long term. Finding this routine pattern from activity information is an important step towards the understanding of the general behaviour of the patient. To this end, frequent pattern mining [8, 9, 10, 11] constitutes a promising technique for the discovery of rich routine information and has been successfully applied to a number of applications [9, 11] . This paper proposes a framework for routine pattern discovery based on activity data obtained from the e-AR (ear-worn activity recognition) sensor developed at Imperial College London [2] and demonstrates its use to efficiently mine and update a concise variable-resolution synopsis routine for efficient behaviour profiling in a home healthcare environment. 
Pattern Mining for Routine

II. A SOFTWARE ARCHITECTURE FOR PERVASIVE HEALTHCARE
The proposed system is based on the mediated push model [12] which has been used for many industry frameworks such as J2EE [13] and research frameworks for pervasive systems [5] . An example deployment of our system in a pervasive homecare scenario is shown in Figure 1 . Data from the e-AR sensor is collected and communicated to the server using an authorized gateway device. The server side hosts a database cluster that archives data streams on relatively slow storage. A dedicated cluster machine buffers and mines data to generate synopsis structures that are subsequently stored on limited fast storage in the database. For optimal utilization of resources and responsiveness, most queries and visualizations are serviced by data stored in the fast storage. Each of the data producing, processing, visualization and storage components are linked by the broker. Such decoupling of components, which never explicitly refer to each other, enables for more flexible and scalable systems.
III. MINING ACTIVITY LEVELS
When a user is wearing an e-AR sensor, an activity level is streamed every 4 seconds. This activity level is the output of the classifier as described in [2] , and relies on the variance and range of the accelerometer data. The output of the classifier can take one of four values. The lowest level indicates almost no activity (during sleeping or sitting for example) and the highest level indicates an activity involving a lot of movement, such as running. While some activities may be described by a single activity level, many activities may produce a sequence of activity levels, for example, exercising and working. Frequent pattern mining can discover such repeating combinations of activity levels.
In the proposed pattern mining framework, a transaction database D is a set of transactions. Each transaction T is a subset of items = 1 2 { , ,..., } n I i i i and is associated with time t . The items, in our problem, are the activity levels. A transaction is a list of distinct activity levels occurring in a given time window. A pattern is a non-empty subset of I . A transaction T is said to contain a pattern P if ⊆ P T . The number of transactions containing a pattern is called its support. A pattern is considered to be frequent if its support is above a user specified threshold. Furthermore, a pattern is regarded as persistent if it has the highest support. Closed frequent pattern mining improves on this by limiting its search to patterns that are not subsets of any other pattern with the same support. This results in fewer redundant patterns.
FP-Stream [8] is an example of a frequent pattern mining algorithm that incorporates temporal information by mining a data stream at different granularities. It constructs a prefixtree of patterns, where each node specifies support for a pattern over time windows. Time windows grow in sequences such as t , 2t , 4t , 8t and so on, where t is a unit of time. While this is a powerful technique for general data streams, it is not an intuitive data structure for describing human routine. Other fast algorithms have been investigated for finding frequent patterns. Closet+ [10] , which we have used in this work, is an example of an algorithm which can quickly find closed frequent patterns using optimized search strategies, and provides advantages over existing mining algorithms in terms of runtime and memory usage [10] .
IV. ROUTINE TREE
Based on methods such as FP-Stream and Closet+, we propose a data structure called the routine tree designed to describe behaviour patterns. The routine tree is a variable resolution mapping of time periods within a day to frequent patterns of activity levels. Whereas FP-Stream associates pattern-nodes with a table of time-windows, each node in a routine tree is a time-period associated with a table of frequent patterns. Each tree represents one day, and nodes on one level, from left to right, show sequentially increasing, non-overlapping periods. The criterion for this division of time is the persistent activity pattern: adjacent nodes show a change in the persistent pattern. Figure 2 shows an example of such a tree.
This tree presents an intuitive view of the composition of a user's routine. Finer resolution information about a user's activities is obtained by moving down the tree and studying coarse grain information from nodes nearer the root. The data structure can be used to answer a range of queries about the user's activities. In this respect, it can be seen as a synopsis structure for user activity. 
V. CONSTRUCTING A ROUTINE TREE
We construct the routine-tree in two phases. In the first phase, we construct a tree by mining activity data in progressively finer granularity. This tree is then pruned to produce a more compact representation. The first phase is described in Algorithm 1. We begin with the complete day as the root node then systematically construct a binary tree by executing Closet+ on the node. Closet+ yields a table of frequent patterns and their supports, which is associated with that node. The node is split if it meets splitting criteria that takes into account the number of frequent patterns found, and the minimum duration at which the data is to be mined. The tree is then made compact by merging nodes where possible. If two adjacent leaves have the same maximal frequency pattern, they are candidates for merging. If they are siblings, they can be removed from the tree. Otherwise they are merged, which involves restructuring the tree, and updating the node periods and pattern tables. Figure 3 shows an example of this operation. By combining routine-trees across several days, we can find patterns that typify the user's routine. As before, a tree is constructed, then pruned. Instead of using Closet+ to generate the pattern-tables for each time period, patterns occurring during the period are collected from each tree. Patterns below the minimum support are then removed.
VI. RESULTS
The methods explained above are applied to two datasets. The first dataset (Simulated Data) is a simulated dataset from activity data compiled by using a certain known pattern. This data was gathered in the lab using the e-AR sensor for different household activities, such as sleeping, eating, walking, etc. Data for one day is then created by concatenating these activities together in a sequence relatable as a typical daily routine. The second dataset (Real Data) is obtained by asking a normal subject to wear the e-AR sensor and roughly label his activities throughout the day.
To obtain a quantitative measure of accuracy, we have compared the base dataset against the tree. Each transaction in the dataset is compared against the patterns stored in the tree for that time at the highest resolution. A transaction and pattern are compared by finding the size of their intersection and scaling it by the size of the larger of the two sets. The best match is the accuracy of the tree for that transaction. Table 1 shows the accuracy of the proposed method averaged over the transactions in each dataset. In this study, we define compression factor to be the ratio of the size of the base dataset to the number of rows needed to represent the tree in a database, which includes the nodes of the tree and the patterns associated with them. Table 1 shows compression factors of the two datasets. Trees generated by the algorithm can be substantially smaller than the base data, by up to 12 times. Higher compression is obtained on the simulated data because it is a larger dataset, has extended periods of sleep and work that are suitable for compression, and has less variation in activity levels. In order to effectively visualise the data, a software toolkit has also been developed. The first view, shown in Figure  4 , provides a condensed view of routine by plotting the leaves of the tree against a time grid. This shows the tree in the highest resolution. The persistent pattern is shown for each period. Patterns are associated with a bar colour and height, shown in Figure 4 . Increasing bar size indicates a more strenuous activity. The second view, in Figure 5 , shows the complete tree, level by level against a time grid. Figure 4 shows the leaf-view of the trees from 5 days in the first dataset. The structure of each day in the simulated data can be seen, with periods of sleep, followed by exercise on some days, an 8 hour work period with a break for lunch, evening exercise, rest, then sleep. The "Week" tree is a result of combining the five trees, which captures the general picture of the simulated routine. The set of real data was collected during the lateevening hours, during which the user worked, commuted home, rested and finally slept. Figure 5 is the treevisualization for this dataset. Each phase of the user's day is distinguishable as labelled in the figure. Increasing levels show more detail of these phases. The first level merely summarizes the recorded session as one of moderately intense activity. The second level shows three phases in the day, which we know to be work, commute, and rest at home. In the third and fourth levels, more detail can be seen, such as a period of sleep at the end of the day, a break during work hours, and the composition of the commute: walk to the station, stand in the train, and walk home.
VII. CONCLUSIONS
To cater for variable requirements and high resource demands of pervasive sensing applications, a flexible and scalable software architecture is proposed. A mediatory component is used to stream data to processing, storage and visualization units. Significant resource costs are avoided by summarizing behaviour information in a proposed binary tree structure called the Routine-Tree, which maps time periods to frequent patterns of activity. This tree is constructed by systematically mining activity data to make it more compact. A high accuracy and compression ratio has been demonstrated on data gathered from the e-AR sensor. In this study, visualizations that provide a multi-resolution view of the user's day based on the routine-tree are developed. Future work could be conducted to further improve the system performance. This can be through online methods for mining streaming data. Bottom-up tree construction approaches could also be explored to re-use mining results for a time period in higher resolutions. 
