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Abstract
A large family of linear codes with flexible parameters from almost bent
functions and perfect nonlinear functions are constructed and their parame-
ters are determined. Some constructed linear codes and their related codes
are optimal in the sense that they meet certain bounds on linear codes. Ap-
plications of these codes in secret sharing schemes and combinational designs
are presented.
Keywords: Almost bent function, linear code, planar function, secret sharing scheme,
t−design
1 Introduction
Let p be a prime and q = pm for some positive integer m. An [n, k, d] linear code
C over GF(p) is a k−dimensional subspace of GF(p)n with Hamming distance d. Let
Ai(0 ≤ i ≤ n) denote the number of codewords with Hamming weight i in a code C. The
weight distribution (A0, A1, · · · , An) is important in coding theory as it contains important
information about the error-correcting capability and the probability of error detection
and correction. A code C is said to be a t−weight code if the number of nonzero Ai in the
sequence (A1, · · · , An) is equal to t, and the weight enumerator of C is defined as
A(z) = A0 +A1z +A2z
2 + · · ·+Anz
n.
Linear codes are widely studied because they have applications in computer and com-
munication systems, data storage devices and consumer electronics. There are several
approaches to constructing linear codes. One of which is based on functions over finite
fields. In the past decade, much progress has been made on interplay between functions
∗wqwang@chd.edu.cn
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and codes. Some special types of functions like bent functions, semi-bent functions, almost
bent functions, APN functions, planar functions, and Dickson polynomials were employed
to construct linear codes with good parameters. For example, bent functions were exten-
sively employed to construct linear codes with few weight [12, 23, 25, 26, 30]. This kind of
linear codes have applications in secrete sharing [1, 7, 18, 29], authentication codes [14],
association scheme [4], combinational designs [13], and strongly regular graphs [5].
In this paper, we focus on the following generic construction of linear codes:
Cg = {
(
Trm1 (ag(x) + bx)
)
x∈GF(pm)∗ : a, b ∈ GF(p
m)}, (1.1)
where g is a function from GF(pm) to GF(pm), Trm1 is the trace function from GF(p
m) to
GF(p).
Perfect nonlinear functions and almost bent functions have been employed via this
approach to construct linear codes in the literature [7, 15, 13, 27, 28, 19]. The constructed
codes were proved to have good parameters and could be used to construct secrete shar-
ing scheme and authenticated codes. The main objective of this paper is to generalize
this construction by restricting the parameter a in (1.1) to certain additive subgroup
of (GF(pm),+) with order pr, where 0 ≤ r ≤ m, which of course includes the group
(GF(pm),+) as a special case. We then determine the parameters of the constructed
codes as well as parameters of their related codes. As will be seen, a large family of
the constructed codes are optimal or at least almost optimal, and can be used in many
applications.
Our motivation of this paper is two-fold. From the theoretical point of view, we can
obtain much more good linear codes. Our method does not change the parameters n and
d, but the dimension changes to m + r (1 ≤ r ≤ m), which may provide more optimal
linear codes. Although our new codes with parameters [n,m + r, d] (1 < r < m) are not
as good as the original ones with parameters [n, 2m,d], some of them are still distance
optimal or almost optimal. Moreover, the dual codes of ours may be better than dual
codes of the original ones. Since the dimension of our dual codes can be much larger than
the original ones while the minimum distance does not change much. From the application
point of view, we can obtain more flexible secrete sharing schemes with high democracy
as the access structures derived from our codes are much more flexible.
2 Some auxiliary results
In this section, we introduce some auxiliary results which will be required in later sections.
2.1 Highly nonlinear Boolean functions
Let f be a Boolean function from GF(2m) to GF(2). The Walsh transform of f at
w ∈ GF(2m) is defined by
f̂(w) =
∑
x∈GF(2m)
(−1)f(x)+Tr
m
1 (wx), (2.1)
2
where Trm1 is the absolute trace function from GF(2
m) to GF(2). The Walsh spectrum of
f is the following multiset
{f̂(w) : w ∈ GF(2m)}. (2.2)
A function f from GF(2m) to GF(2) is called linear if f(x+ y) = f(x) + f(y) for all
(x, y) ∈ GF(2m)2. It is called affine if f or f − 1 is linear.
A function f from GF(2m) to GF(2) is called bent if |f̂(w)| = 2m/2 for every w ∈
GF(2m). Bent functions exist only for even m, and were coined by Rothaus in [24].
A subset D with κ elements of an abelian group (A,+) of order ν is called an (ν, κ, λ)
difference set in (A,+) if the multiset {x − y : x ∈ D, y ∈ D} contains every nonzero
element of A exactly λ times. It is well-known that a function f from GF(2m) to GF(2)
is bent if and only if Df is a Hadamard difference set in (GF(2
m),+) with the following
parameters
(2m, 2m−1 ± 2(m−2)/2, 2m−2 ± 2(m−2)/2). (2.3)
Let m be odd. Then there is no bent function on GF(2m). A function f from GF(2m)
to GF (2) is called semi-bent if f̂(w) ∈ {0,±2(m+1)/2} for every w ∈ GF(2m).
2.2 Almost bent functions
For any function g from GF(2m) to GF(2m), we define
λg(a, b) =
∑
x∈GF (2m)
(−1)Tr
m
1 (ag(x)+bx), a, b ∈ GF(2m).
A function g from GF(2m) to GF(2m) is called almost bent if λg(a, b) = 0, or ±2
(m+1)/2
for every pair (a, b) with a 6= 0.
By definition, almost bent functions over GF(2m) exist only for odd m. Any almost
bent function g(x) provides a set of 2m − 1 semi-bent functions
{Trm1 (ag(x)) : a ∈ GF(2
m) \ {0}}.
The following is a list of almost bent functions on GF(2m), where m is odd.
1) g(x) = x2
i+1, gcd(i,m) = 1.
2) g(x) = x2
2i−2i+1, gcd(i,m) = 1.
3) g(x) = x2
(m−1)/2+3.
4) g(x) = x2
(m−1)/2+2(m−1)/4−1, m ≡ 1(mod 4).
5) g(x) = x2
(m−1)/2+2(3m−1)/4−1, m ≡ 3(mod4).
6) g(x) = x2
i+1 + (x2
i+1 + x)Trm1 (x
2i+1 + x), m > 3, gcd(i,m) = 1.
2.3 Planar functions
Let p be an odd prime. A function f from GF(pm) to itself is called a planar function if
the difference function fa(x) = f(x+ a) − f(x) is a one-to-one function from GF(p
m) to
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itself for every a ∈ GF(pm)∗.
The following is a list of some known planar functions on GF(pm) [6, 9, 8]:
1) f1(x) = x
pt+1, where t ≥ 0 is an integer andm/gcd(m, t) is odd (Dembowski-Ostrom
[10], including the function x2 as a special case).
2) f2(x) = x
(3k+1)/2, where p = 3, k is odd, and gcd(m,k) = 1 (Coulter-Matthews [9]).
3) f3(x) = x
10 − ux6 − u2x2, where p = 3, m is odd, and u ∈ GF(pm)∗ (Coulter-
Matthews [9], Ding-Yuan [16]).
2.4 The MacWilliams Identity
Assume C⊥ is the dual of an [n, k, d] linear code C over GF(p). Denote by A(z) and A⊥(z)
the weight enumerators of C and C⊥ respectively. The MacWilliams Identity ([22], p. 41)
shows that A(z) and A⊥(z) can be derived from each other as follows.
Theorem 2.1. let C be an [n, k, d] code over GF(p) with weight enumerator A(z) =∑n
i=0Aiz
i, and let A⊥(z) be the weight enumerator of C⊥. Then
A⊥(z) = p−k(1 + (p− 1)z)nA
(
1− z
1 + (q − 1)z
)
. (2.4)
3 Binary linear codes from almost bent functions
In this section, we derive a family of linear codes from almost bent functions, and analyze
their parameters as well as the parameters of their related codes.
For any function g from GF(2m) to GF(2m) with g(0) = 0, we define the following
linear code
C(g,A) = {(Tr
m
1 (ag(x) + bx))x∈GF(2m)∗ : a ∈ A, b ∈ GF(2
m)}, (3.1)
where A is an additive subgroup of (GF(2m),+) with order 2r, 0 ≤ r ≤ m.
For any fixed a ∈ A, b ∈ GF(2m), we denote the corresponding codeword by
ca,b = (Tr
m
1 (ag(x) + bx))x∈GF(2m)∗ .
When g is an almost bent function and A = GF(2m), the parameters and weight
distribution of the code C(g,A) are known in the literature [13, 27].
We determine in this section the parameters and weight distribution of the code C(g,A)
for the case of g being an almost bent function, and A being any additive subgroup of
(GF(2m),+).
3.1 The parameters of C(g,A)
Theorem 3.1. Let m ≥ 3 be an odd integer. Let g be an almost bent function from
GF(2m) to GF(2m) with g(0) = 0. Let A be an additive subgroup of (GF(2m),+) with
4
order 2r, where 0 ≤ r ≤ m. Then the code C(g,A) defined in (3.1) has parameters [2
m −
1,m+ r, 2m−1 − 2(m−1)/2] with weight distribution in Table 1.
Table 1: Weight distribution of C(g,A)
Weight w Multiplicity Aw
0 1
2m−1 − 2(m−1)/2 (2r − 1)(2m−2 + 2
m−3
2 )
2m−1 2m−1(2r + 1)− 1
2m−1 + 2(m−1)/2 (2r − 1)(2m−2 − 2
m−3
2 )
Proof. Firstly, the length of code C(g,A) is 2
m − 1 according to its definition in (3.1).
We consider then the Hamming weight of any fixed codeword ca,b in C(g,A), and denote
it by wt(ca,b).
If a = b = 0, ca,b is the zero codeword.
If a = 0, b 6= 0, then wt(ca,b) = 2
m−1 since Trm1 (bx) is linear and nonnull.
If a 6= 0, put Na,b = ♯{x ∈ GF(2
m)∗ : Trm1 (ag(x) + bx) = 0}, then
2Na,b =
∑
x∈GF(2m)∗
∑
y∈GF(2)
(−1)y·Tr
m
1 (ag(x)+bx)
=
∑
x∈GF(2m)
∑
y∈GF(2)
(−1)y·Tr
m
1 (ag(x)+bx) − 2
= 2m − 2 +
∑
x∈GF(2m)
(−1)Tr
m
1 (ag(x)+bx).
Since g is an almost bent function from GF(2m) to GF(2m), we know from its definition
that
∑
x∈GF (2m)(−1)
Trm1 (ag(x)+bx) ∈ {0,±2
m+1
2 }. So
2Na,b ∈ {2
m − 2, 2m − 2 + 2
m+1
2 , 2m − 2− 2
m+1
2 }.
As a result, we have
wt(ca,b) = 2
m − 1−Na,b
∈ {2m − 2m−1, 2m − 2m−1 − 2
m−1
2 , 2m − 2m−1 + 2
m−1
2 }
= {2m−1, 2m−1 − 2
m−1
2 , 2m−1 + 2
m−1
2 }.
From the analysis above, we know c0,0 is the unique zero codeword of C(g,A), which
implies C(g,A) has exactly 2
m+r distinct codewords. On the other hand, C(g,A) is obviously
linear. Hence C(g,A) is a linear code with dimension m + r. Furthermore, the codeword
ca,b has the following possible nonzero weights:
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

w1 = 2
m−1 − 2(m−1)/2,
w2 = 2
m−1,
w3 = 2
m−1 + 2(m−1)/2.
(3.2)
What we should do next is to determine the multiplicity of each weight.
It is not hard to know A⊥1 = A
⊥
2 = 0. Because there is no x ∈ GF(2
m)∗ such that
Trm1 (ag(x) + bx) = 0 holds for all a ∈ A, b ∈ GF(2
m). There are no pair of (x, y)(x 6= y ∈
GF(2m)∗), such that Trm1 (ag(x) + bx) = Tr
m
1 (ag(y) + by) holds for all a ∈ A, b ∈ GF(2
m)
too. So by the first three Pless power moments ([21], p. 260), we have

1 +Aw1 +Aw2 +Aw3 = 2
m+r,
w1Aw1 + w2Aw2 +w3Aw3 = 2
m+r−1(2m − 1),
w21Aw1 + w
2
2Aw2 + w
2
3Aw3 = 2
2m+r−2(2m − 1).
(3.3)
The weight distribution of C(g,A) in Table 1 then follows from solving this system of linear
equations.
3.2 Parameters of the dual of C(g,A)
Based on the weight distribution of C(g,A), its weight enumerator can be written as
A(z) = 1 +Aw1z
2m−1−2(m−1)/2 +Aw2z
2m−1 +Aw3z
2m−1+2(m−1)/2 , (3.4)
where Aw1 , Aw2 , Aw3 are given in Table 1.
Due to the MacWilliams Identity, the parameters of the dual of C(g,A) can also be
determined.
Theorem 3.2. Let m ≥ 3 be an odd integer. Let C(g,A) be a binary code with parameters
[2m − 1,m + r, 2m−1 − 2(m−1)/2] and weight distribution in Table 1. Then its dual code
C⊥(g,A) has parameters [2
m − 1, 2m − 1−m− r, d⊥], and its weight distribution is given by
2m+rA⊥k (z) =
(
2m − 1
k
)
+Aw1U1(k) +Aw2U2(k) +Aw3U3(k),
where 0 ≤ k ≤ 2m − 1,

U1(k) =
∑
i+j=k
(−1)i
(
w1
i
)(
2m − 1− w1
j
)
,
U2(k) =
∑
i+j=k
(−1)i
(
w2
i
)(
2m − 1− w2
j
)
,
U3(k) =
∑
i+j=k
(−1)i
(
w3
i
)(
2m − 1− w3
j
)
.
(3.5)
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Furthermore,
d⊥ =
{
5 if r = m,
3 if r 6= m.
(3.6)
Proof. Note that the weight enumerator of C(g,A) is given in (3.4). It then follows from
the MacWilliams Identity that the weight enumerator of C⊥(g,A) is given by
2m+rA⊥(z) = (1 + z)2
m−1A(
1− z
1 + z
)
= (1 + z)2
m−1
[
1 +Aw1
(1− z)w1
(1 + z)w1
+Aw2
(1− z)w2
(1 + z)w2
+Aw3
(1− z)w3
(1 + z)w3
]
= (1 + z)2
m−1 +Aw1(1− z)
w1(1 + z)2
m−1−w1
+Aw2(1− z)
w2(1 + z)2
m−1−w2 +Aw3(1− z)
w3(1 + z)2
m−1−w3 .
One can easily see that the value of 2m+rA⊥k is exactly the coefficient of z
k on the
right hand side of the above equation. That is
2m+rA⊥k =
(
2m − 1
k
)
+Aw1U1(k) +Aw2U2(k) +Aw3U3(k), (3.7)
where U1(k), U2(k) and U3(k) are defined in (3.5).
We know from Theorem 3.1 that the dimension of C(g,A) is m + r. Therefore, the
dimension of C⊥(g,A) is 2
m − 1−m− r. Finally, we prove the minimum distance of C⊥(g,A).
Putting k = 0 into (3.7), we easily derive that A⊥0 = 1.
Similarly, puting k = 1 into (3.7), we have
2m − 1 +Aw1(2
m − 1− 2w1) +Aw2(2
m − 1− 2w2) +Aw3(2
m − 1− 2w3) = 0.
As a result, A⊥1 = 0.
Plugging k = 2 and Aw1 , Aw2 , Aw3 in (3.7), we can verify(
2m − 1
2
)
+Aw1
[(
2m − 1−w1
2
)
− w1(2
m − 1− w1) +
1
2
w1(w1 − 1)
]
+Aw2
[(
2m − 1− w2
2
)
− w2(2
m − 1− w2) +
1
2
w2(w2 − 1)
]
+Aw3
[(
2m − 1− w3
2
)
− w3(2
m − 1− w3) +
1
2
w3(w3 − 1)
]
= 0.
A⊥2 = 0 then follows.
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As for A⊥3 , Equation (3.7) becomes(
2m − 1
3
)
+Aw1
[(
2m − 1− w1
3
)
− w1
(
2m − 1− w1
2
)
+
(
w1
2
)(
2m − 1− w1
1
)
−
(
w1
3
)]
+Aw2
[(
2m − 1− w2
3
)
− w2
(
2m − 1− w2
2
)
+
(
w2
2
)(
2m − 1− w2
1
)
−
(
w2
3
)]
+Aw3
[(
2m − 1− w3
3
)
− w3
(
2m − 1− w3
2
)
+
(
w3
2
)(
2m − 1− w3
1
)
−
(
w3
3
)]
=
1
3
· 2m−1 · (2m − 2r) · (2m − 2).
Obviously, we have A⊥3 = 0 if and only if r = m.
As for A⊥4 , Equation (3.7) changes to(
2m − 1
4
)
+Aw1
[(
2m − 1− w1
4
)
− w1
(
2m − 1− w1
3
)
+
(
w1
2
)(
2m − 1− w1
2
)
−
(
w1
3
)(
2m − 1− w1
1
)
+
(
w1
4
)]
+Aw2
[(
2m − 1− w2
4
)
− w2
(
2m − 1− w2
3
)
+
(
w2
2
)(
2m − 1− w2
2
)
−
(
w2
3
)(
2m − 1− w2
1
)
+
(
w2
4
)]
+Aw3
[(
2m − 1− w3
4
)
− w3
(
2m − 1− w3
3
)
+
(
w3
2
)(
2m − 1− w3
2
)
−
(
w3
3
)(
2m − 1− w3
1
)
+
(
w3
4
)]
=
1
3
· 2m−3(2m − 2r)(8− 3 · 2m+1 + 4m).
It can be verified that A⊥4 = 0 if and only if r = m.
Similarly, we can verify A⊥5 6= 0 no matter r = m or not. Therefore, the dual distance
of C(g,A) is 5 if r = m and 3 otherwise.
3.3 Parameters of C⊥(g,A)
⊥
In this section, we discuss the parameters of the code C⊥(g,A)
⊥
. Where C⊥(g,A) is the extended
code of the dual of C(g,A).
Firstly, we introduce a lemma that will be used in the upcoming theorem.
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Lemma 3.3. ([11], p.70) Let C be an [n, k, d] binary linear code, and let C⊥ be the dual of
C. Denote by C⊥ the extended code of C⊥, and let C⊥
⊥
denote the dual of C⊥. Then we
have the following conclusion.
(1) C⊥ has parameters [n, n− k, d⊥], where d⊥ denotes the minimum distance of C⊥.
(2) C⊥ has parameters [n, n − k, d⊥], where d⊥ denotes the minimum distance of C⊥,
which is given by
d⊥ =
{
d⊥ if d⊥ is even,
d⊥ + 1 if d⊥ is odd.
(3.8)
(3) C⊥
⊥
has parameters [n+1, k +1, d⊥
⊥
], where d⊥
⊥
denotes the minimum distance
of C⊥
⊥
. Furthermore, C⊥
⊥
has only even weight codewords, and all the nonzero weights
in C⊥
⊥
are the following:
w1, w2, · · · , w − t;n+ 1− w1, n+ 1− w2, · · · , n+ 1− wt;n+ 1,
where w1, w2, · · · , wt denote all the nonzero weights of C.
Theorem 3.4. Let m ≥ 3 be an odd integer. Let C(g,A) be a binary code with param-
eters [2m − 1,m + r, 2m−1 − 2(m−1)/2] and weight distribution in Table 1. Then C⊥(g,A)
⊥
has parameters [2m,m + r + 1, 2m−1 − 2(m−1)/2](1 ≤ r ≤ m) with the following weight
distribution.
Table 2: Weight distribution of C⊥(g,A)
⊥
Weight w Multiplicity Aw
0 1
2m−1 − 2(m−1)/2 2m−1(2r − 1)
2m−1 2m+r + 2m − 2
2m−1 + 2(m−1)/2 2m−1(2r − 1)
2m 1
Furthermore, the dual distance of C⊥(g,A)
⊥
is 6 if r = m, and 4 otherwise.
Proof. The length and dimension of C⊥(g,A)
⊥
can be deduced easily from Lemma 3.3.
Next, we discuss its weight distribution. As we know, the possible weights of C⊥(g,A)
⊥
are 0, 2m−1 − 2(m−1)/2, 2m−1, 2m−1 + 2(m−1)/2, 2m. But the weights 0 and w4 = 2
m
occur only once. So we need to decide the multiplicity of weights w1 = 2
m−1 − 2(m−1)/2,
w2 = 2
m−1, w3 = 2
m−1 + 2(m−1)/2.
The first three Pless power moments lead to

1 +Aw1 +Aw2 +Aw3 + 1 = 2
m+r+1,
w1Aw1 + w2Aw2 + w3Aw3 + w4 = 2
m+r · 2m,
w21Aw1 + w
2
2Aw2 + w
2
3Aw3 + w
2
4 = 2
m+r−1 · (2m + 1) · 2m.
(3.9)
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Solving the above linear equations yields the following result:

Aw1 = 2
m−1(2r − 1),
Aw2 = 2
m+r + 2m − 2,
Aw3 = 2
m−1(2r − 1).
(3.10)
Combing the conclusion of Lemma 3.3(3) and the dual distance of C(g,A) in Theorem
3.2, we can easily deduce that the dual distance of C⊥
(g,A)
⊥
is 6 if r = m, and 4 otherwise.
When A = {0}, C⊥(g,A)
⊥
is the first-order Reed-Muller code. When |A| ≥ 2, the distance
of C⊥(g,A) is at leat 4.
Actually, we can obtain a large family of optimal codes from the constructed codes
C(g,A), and their related codes C
⊥
(g,A), C
⊥
(g,A), and C
⊥
(g,A)
⊥
.
Example 3.5. Ifm = 5, then linear codes with parameters [31, 8, 12], [31, 9, 12], [31, 10, 12]
provided by C(g,A), [31, 21, 5] provided by C
⊥
(g,A), [32, 21, 6], [32, 23, 4], [32, 24, 4] provided by
C⊥
(g,A)
, and [32, 9, 12], [32, 10, 12], [32, 11, 12] provided by C⊥
(g,A)
⊥
are all optimal binary
linear codes according to the Code Table at http://www.codetables.de/.
There are also many almost optimal codes that we will not list here, the reader can
check them by changing their parameters according to the preceding theorems.
3.4 Designs from C⊥(g,A)
⊥
Let P be a set of n ≥ 1 elements, and let B be a set of k−subsets of P, where k is a positive
integer with 1 ≤ k ≤ n. Let t be a positive integer with t ≤ k. The pair D = (P,B)
is called a t − (n, k, λ) design, or simply t−design, if every t−subset of P is contained in
exactly λ elements of B. The elements of P are called points, and those of B are referred
to as blocks.
A necessary condition for the existence of a t− (n, k, λ) design is that(
k − i
t− i
)
divides λ
(
n− i
t− i
)
,
for all integers i with 0 ≤ i ≤ t.
Let C be an [n, k, d] linear code over GF(pm). let Ai denote the number of codewords
with Hamming weight i in C, where 0 ≤ i ≤ n. For each k with Ak 6= 0, let Bk denote the
set of the supports of all codewords with Hamming weight k in C, where the coordinates
of a codeword are indexed by (0, 1, 2, · · · , n − 1). Let P = {0, 1, 2, · · · , n − 1}. Assmus
and Mattson showed that the pair (P,Bk) may be a t − (n, k, λ) design under certain
conditions[3],[21](p. 303).
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Theorem 3.6. (Assmus-Mattson Theorem) Let C be a binary [n, k, d] code. Suppose C⊥
has minimum weight d⊥, Ai = Ai(C) and A
⊥
i = Ai(C
⊥) (0 ≤ i ≤ n) are the weight
distribution of C and C⊥ respectively. Fix a positive integer t with t < d, and let s be the
number of i with A⊥i 6= 0 for 0 < i ≤ n− t. Suppose that s ≤ d− t. Then
• the codewords of weight i in C hold a t−design provided that Ai 6= 0 and d ≤ i ≤ n,
• the codewords of weight i in C⊥ hold a t−design provided that A⊥i 6= 0 and d
⊥ ≤ i ≤
n− t.
Theorem 3.7. letm ≥ 3 be an odd integer. Let C⊥(g,A)
⊥
be the code constructed in Theorem
3.4 from almost bent function g. Let P = {0, 1, 2, · · · , 2m − 1}, and let B be the set of the
supports of the codewords of C⊥(g,A)
⊥
with weight k, where Ak 6= 0 is given in Table 2.
If r = m, then (P,B) is a 3− (2m, k, λ) design with
λ =
k(k − 1)(k − 2)Ak
2m(2m − 1)(2m − 2)
.
If r 6= m, then (P,B) is a 1− (2m, k, λ) design with
λ =
kAk
2m
.
Proof. The weight distribution of C⊥(g,A)
⊥
is given in Table 2 of Theorem 3.4. The minimum
distance of C⊥(g,A)
⊥
is equal to 6 if r = m, and 4 otherwise. Put t = 3(t = 1 for the case of
r 6= m), the number of i with Ai 6= 0 and 1 ≤ i ≤ 2
m − 1− t is s = 3. Hence, s = d⊥ − t.
The desired conclusion then follows from Theorem 3.6 and the fact that two binary vectors
have the same support if and only if they are equal.
Example 3.8. Let m ≥ 3 be an odd integer and let C⊥(g,A)
⊥
be a binary code with param-
eters [2m,m+ r + 1, 2m−1 − 2(m−1)/2] and weight distribution in Table 2.
If r = m, then the code C⊥(g,A)
⊥
holds three 3−designs with the following parameters:
•(n, k, λ) =
(
2m, 2m−1 − 2(m−1)/2, (2
m−2−2
m−3
2 )(2m−1−2
m−1
2 −1)(2m−2−2
m−3
2 −1)
2m−1−1
)
.
•(n, k, λ) =
(
2m, 2m−1, (2
2m−1+2m−1−1)(2m−2−1)
2m−1
)
.
•(n, k, λ) =
(
2m, 2m−1 + 2(m−1)/2, (2
m−2+2
m−3
2 )(2m−1+2
m−1
2 −1)(2m−2+2
m−3
2 −1)
2m−1−1
)
.
If r 6= m, then the code C⊥(g,A)
⊥
holds three families of 1−designs with the following
parameters:
•(n, k, λ) =
(
2m, 2m−1 − 2(m−1)/2, (2r − 1)(2m−2 − 2
m−3
2 )
)
.
•(n, k, λ) =
(
2m, 2m−1, 2m+r−1 + 2m−1 − 1
)
.
•(n, k, λ) =
(
2m, 2m−1 + 2(m−1)/2, (2r − 1)(2m−2 + 2
m−3
2 )
)
.
11
4 Linear codes from planar functions
In this section, we discuss a family of linear codes from planar functions, analyze their
parameters as well as the parameters of their dual codes and extended codes.
Throughout this section, we assume p is an odd prime number, m is a positive integer,
and f(x) is a planar function from GF(pm) to itself with f(0) = 0.
Define linear codes from f(x) as
Cf,A = {(Tr
m
1 (af(x) + bx))x∈GF (pm)∗ : a ∈ A, b ∈ GF(p
m)}, (4.1)
where A is an additive subgroup of (GF(pm),+) with order pr, 0 ≤ r ≤ m.
For any fixed a ∈ A, b ∈ GF(pm), let ca,b denote the corresponding codeword defined
by
ca,b = (Tr
m
1 (af(x) + bx))x∈GF(pm)∗ .
All the known planar functions from GF(pm) to itself are listed in Section 2.3. Subse-
quently, we will discuss individually the parameters of linear codes constructed from these
planar functions.
4.1 Linear codes from f1(x) = x
pt+1
Theorem 4.1. Let p be an odd prime number, m ≥ 3 be an odd integer. Let f1(x) = x
pt+1
be a planar function from GF(pm) to GF(pm), where t ≥ 0 is an integer and m/gcd(m, t)
is odd. Then the constructed code Cf1,A in (4.1) has parameters [p
m−1,m+r, (p−1)pm−1−
p
m−1
2 ] with weight distribution in Table 3.
Table 3: Weight distribution of Cf1,A
Weight w Multiplicity Aw
0 1
(p− 1)pm−1 − p
m−1
2
p−1
2
[
p
m−1
2
+r + pr−1(−2 + p+ pm)− p
m−1
2 − (p− 1)pm−1
]
(p− 1)pm−1 pm+r−1 + pm+1 − 2pm + pm−1 − pr+1 + 3pr − 2pr−1 − 1
(p− 1)pm−1 + p
m−1
2
p−1
2
[
pr−1(pm + p− 2)− p
m−1
2
+r + p
m−1
2 − (p− 1)pm−1
]
Moreover, its dual code has parameters [pm − 1, pm − 1 − m − r, d⊥], where d⊥ ≥ 3.
Especially, if p = 3 and r = m, we have d⊥ = 4.
Proof. It can be deduced that the length of the code Cf1,A is n = p
m−1, and the dimension
is k = m + r. We can also prove that A⊥1 , A
⊥
2 = 0 similar to the proof of Theorem 3.1.
Authors in [28] and [19] proved independently that the possible weights of the constructed
linear code are w1 = (p− 1)p
m−1 − p
m−1
2 , w2 = (p − 1)p
m−1, w3 = (p − 1)p
m−1 + p
m−1
2 .
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According to the first three Pless power moments, we have

1 +Aw1 +Aw2 +Aw3 = p
m+r,
w1Aw1 + w2Aw2 + w3Aw3 = p
m+r−1(p − 1)(pm − 1),
w21Aw1 + w
2
2Aw2 + w
2
3Aw3 = p
m+r−2(p − 1)(pm − 1)(pm+1 − pm − p+ 2).
(4.2)
The weight distribution of Cf1,A then follows by solving this system of linear equations

Aw1 =
p− 1
2
[
p
m−1
2
+r + pr−1(−2 + p+ pm)− p
m−1
2 − (p − 1)pm−1
]
,
Aw2 = p
m+r−1 + pm+1 − 2pm + pm−1 − pr+1 + 3pr − 2pr−1 − 1,
Aw3 =
p− 1
2
[
pr−1(pm + p− 2)− p
m−1
2
+r + p
m−1
2 − (p− 1)pm−1
]
.
(4.3)
Next, we consider the weight distribution and distance of the dual code of Cf1,A.
It is easy to obtain the weight enumerator of Cf1,A
A(z) =
n∑
i=0
Aiz
i = 1 +Aw1z
w1 +Aw2z
w2 +Aw3z
w3 . (4.4)
According to the MacWilliams Identity, we have
pm+rA⊥(z) = (1 + (p− 1)z)p
m−1 · A(
1− z
1 + (p− 1)z
)
= (1 + (p− 1)z)p
m−1 ·
[
1 +Aw1 ·
(1− z)w1
(1 + (p − 1)z)w1
+Aw2 ·
(1− z)w2
(1 + (p− 1)z)w2
+Aw3 ·
(1− z)w3
(1 + (p− 1)z)w3
]
= (1 + (p− 1)z)p
m−1 +Aw1 · (1− z)
w1(1 + (p− 1)z)p
m−1−w1
+Aw2 · (1− z)
w2(1 + (p− 1)z)p
m−1−w2 +Aw3 · (1− z)
w3(1 + (p− 1)z)p
m−1−w3 .
Denote


U1(k) =
∑
i+j=k
(−1)i
(
w1
i
)(
pm − 1− w1
j
)
(p − 1)j ,
U2(k) =
∑
i+j=k
(−1)i
(
w2
i
)(
pm − 1− w2
j
)
(p − 1)j ,
U3(k) =
∑
i+j=k
(−1)i
(
w3
i
)(
pm − 1− w3
j
)
(p − 1)j .
(4.5)
Then it can be proved that the value of pm+rA⊥k is exactly the coefficient of z
k on the
right hand side of the above equation. That is,(
pm − 1
k
)
(p − 1)k +Aw1U1(k) +Aw2U2(k) +Aw3U3(k). (4.6)
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Putting k = 0 into (4.6), we easily derive that A⊥0 = 1.
Similarly, putting k = 1 into (4.6), we obtain
(pm − 1)(p − 1) +Aw1 [(p
m − 1− w1)(p − 1)− w1] +Aw2 [(p
m − 1− w2)(p − 1)− w2]
+ Aw3 [(p
m − 1− w3)(p− 1)− w3] = 0.
It then follows that A⊥1 = 0.
Plugging k = 2 and Aw1 , Aw2 , Aw3 into (4.6) leads to(
pm − 1
2
)
(p− 1)2
+Aw1
[(
w1
0
)(
pm − 1− w1
2
)
(p− 1)2 −
(
w1
1
)(
pm − 1− w1
1
)
(p − 1) +
(
w1
2
)(
pm − 1− w1
0
)]
+Aw2
[(
w2
0
)(
pm − 1− w2
2
)
(p− 1)2 −
(
w2
1
)(
pm − 1− w2
1
)
(p − 1) +
(
w2
2
)(
pm − 1− w2
0
)]
+Aw3
[(
w3
0
)(
pm − 1− w3
2
)
(p− 1)2 −
(
w3
1
)(
pm − 1− w3
1
)
(p − 1) +
(
w3
2
)(
pm − 1− w3
0
)]
= 0.
As a result, A⊥2 = 0.
As for A⊥3 , we have
pm+rA⊥3 =
(
pm − 1
3
)
(p− 1)3
+Aw1 ·
[(
w1
0
)(
pm − 1− w1
3
)
(p− 1)3 −
(
w1
1
)(
pm − 1− w1
2
)
(p− 1)2
+
(
w1
2
)(
pm − 1− w1
1
)
(p− 1)−
(
w1
3
)(
pm − 1− w1
0
)]
+Aw2 ·
[(
w2
0
)(
pm − 1− w2
3
)
(p− 1)3 −
(
w2
1
)(
pm − 1− w2
2
)
(p− 1)2
+
(
w2
2
)(
pm − 1− w2
1
)
(p− 1)−
(
w2
3
)(
pm − 1− w2
0
)]
+Aw3 ·
[(
w3
0
)(
pm − 1− w3
3
)
(p− 1)3 −
(
w3
1
)(
pm − 1− w3
2
)
(p− 1)2
+
(
w3
2
)(
pm − 1− w3
1
)
(p− 1)−
(
w1
3
)(
pm − 1− w3
0
)]
=
1
6
(p − 1) · pm ·
[
(p− 1)2p2m − pr(6 + (p− 6)p)− pm(p + pr(3p − 5))
]
.
It can be proved that A⊥3 = 0 if m = r and p = 3.
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As for A⊥4 , (4.6) turns to
pm+rA⊥4 =
(
pm − 1
4
)
(p− 1)4
+Aw1 ·
[(
w1
0
)(
pm − 1− w1
4
)
(p − 1)4 −
(
w1
1
)(
pm − 1− w1
3
)
(p− 1)3
+
(
w1
2
)(
pm − 1− w1
2
)
(p− 1)2 −
(
w1
3
)(
pm − 1− w1
1
)
(p − 1) +
(
w1
4
)(
pm − 1− w1
0
)]
+Aw2 ·
[(
w2
0
)(
pm − 1− w2
4
)
(p − 1)4 −
(
w2
1
)(
pm − 1− w2
3
)
(p− 1)3
+
(
w2
2
)(
pm − 1− w2
2
)
(p− 1)2 −
(
w2
3
)(
pm − 1− w2
1
)
(p − 1) +
(
w2
4
)(
pm − 1− w2
0
)]
+Aw3 ·
[(
w3
0
)(
pm − 1− w3
4
)
(p − 1)4 −
(
w3
1
)(
pm − 1− w3
3
)
(p− 1)3
+
(
w3
2
)(
pm − 1− w3
2
)
(p− 1)2 −
(
w3
3
)(
pm − 1− w3
1
)
(p − 1) +
(
w3
4
)(
pm − 1− w3
0
)]
=
1
24
(p − 1) · pm · [pm(16− 10p + (p− 1)pm((p − 1)2pm − p))
+pr(−72 + (3− 2p)p2m + 2pm(27 + 2p(6p − 16)) + p(120 + p(9p− 62)))].
If p = 3 and r = m, we get pm+rA⊥4 =
5
4 · 3
2m−1(9m − 4× 3m + 3) 6= 0.
The dual distance d⊥ ≥ 3 then follows. Especially, if p = 3 and r = m, we have
d⊥ = 4.
4.2 Linear codes from f2(x) = x
3
k
+1
2 and f3(x) = x
10−ux6−u2x2
If f(x) is a planar function with form f2(x) = x
3k+1
2 or f3(x) = x
10 − ux6 − u2x2. It
was proved in [28] that when p = 3, m is odd, the possible nonzero Hamming weights of
codewords in Cf,A are 2 ·3
m−1 and 2 ·3m−1±3
m−1
2 . Then we have the following conclusion.
Theorem 4.2. Let p = 3. Let m ≥ 3 be an odd integer. If f(x) = x
3k+1
2 or f(x) =
x10 − ux6 − u2x2, then the code Cf,A constructed in (4.1) from f(x) has parameters [3
m −
1,m+ r, 2 · 3m−1 − 3(m−1)/2] with the weight distribution in Table 4.
Furthermore, the dual distance d⊥ of Cf,A is 4 if r = m and 3 otherwise.
Proof. One can easily see that the length of the code Cf,A is n = 3
m − 1, the dimension is
k = m+ r, and A⊥1 , A
⊥
2 = 0. According to the first three Pless power moments, we have

1 +Aw1 +Aw2 +Aw3 = 3
m+r,
w1Aw1 + w2Aw2 +w3Aw3 = 3
m+r−1 · 2(3m − 1),
w21Aw1 + w
2
2Aw2 + w
2
3Aw3 = 3
m+r−2 · (2− 2 · 31+m + 4 · 9m),
(4.7)
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Table 4: Weight distribution of codes from Cf,A
Weight w Multiplicity Aw
0 1
2 · 3m−1 − 3(m−1)/2 3m+r−1 − 3(m−1)/2 − 2 · 3m−1 + 3r−1 + 3(m−1)/2+r
2 · 3m−1 3m+r−1 − 2 · 3r−1 + 4 · 3m−1 − 1
2 · 3m−1 + 3(m−1)/2 3(m−1)/2 − 2 · 3m−1 + 3r−1 − 3(m−1)/2+r + 3m+r−1
where w1 = 2 · 3
m−1 − 3
m−1
2 , w2 = 2 · 3
m−1, w3 = 2 · 3
m−1 + 3
m−1
2 .
The weight distribution of Cf,A then follows by solving the above linear equations.
Specifically, 

Aw1 = −3
(m−1)/2 − 2 · 3m−1 + 3r−1 + 3(m−1)/2+r + 3m+r−1,
Aw2 = 3
m+r−1 − 2 · 3r−1 + 4 · 3m−1 − 1,
Aw3 = 3
(m−1)/2 − 2 · 3m−1 + 3r−1 − 3(m−1)/2+r + 3m+r−1.
(4.8)
Consequently, the weight enumerator of Cf,A can be expressed as:
A(z) =
n∑
i=0
Aiz
i = 1 +Aw1z
w1 +Aw2z
w2 +Aw3z
w3 . (4.9)
The MacWilliams Identity leads to
3m+rA⊥(z) = (1 + 2z)n · A(
1− z
1 + 2z
)
= (1 + 2z)n ·
[
1 +Aw1 ·
(1− z)w1
(1 + 2z)w1
+Aw2 ·
(1− z)w2
(1 + 2z)w2
+Aw3 ·
(1− z)w3
(1 + 2z)w3
]
= (1 + 2z)n +Aw1 · (1− z)
w1(1 + 2z)n−w1
+Aw2 · (1− z)
w2(1 + 2z)n−w2 +Aw3 · (1− z)
w3(1 + 2z)n−w3 ,
where n = 3m − 1.
Denote


U1(k) =
∑
i+j=k
(−1)i
(
w1
i
)(
3m − 1− w1
j
)
· 2j ,
U2(k) =
∑
i+j=k
(−1)i
(
w2
i
)(
3m − 1− w2
j
)
· 2j ,
U3(k) =
∑
i+j=k
(−1)i
(
w3
i
)(
3m − 1− w3
j
)
· 2j .
(4.10)
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Then the value of 3m+rA⊥k is exactly the coefficient of z
k on the right hand side of the
above equation. That is(
n
k
)
2k +Aw1U1(k) +Aw2U2(k) +Aw3U3(k). (4.11)
Put k = 1, 2, 3 individually into Equation (4.11), we have A⊥1 = A
⊥
2 = 0, and
3m+rA⊥3 = 3
m−1 · (4 · 3m − 3) · (3m − 3r).
It is obvious that A⊥3 = 0 when r = m.
Similarly, we have
3m+rA⊥4 =
1
4
· 3m−1 · (14 · 3m+1 − 33+r + 14 · 3m+r+1 − 32m+r+1 − 62 · 9m + 8 · 27m).
It can be verified that A⊥4 6= 0 even if r = m. So the dual distance d
⊥ of Cf,A is 4 if
r = m and 3 otherwise.
Theorem 4.3. Let p = 3. Let Cf,A be the code presented in Theorem 4.2. Then the code
C⊥(f,A)
⊥
has parameters [3m,m+r+1, 2 ·3m−1−3(m−1)/2] with weight distribution in Table
5.
Table 5: Weight distribution of C⊥(f,A)
⊥
Weight w Multiplicity Aw
0 1
2 · 3m−1 − 3(m−1)/2 3m(3r − 1)
2 · 3m−1 3m+r + 2 · 3m − 3
2 · 3m−1 + 3(m−1)/2 3m(3r − 1)
3m 2
Remark 1. Here we omit the proof of this theorem because its proof is similar to the
proof of the previous theorems. We just leave the following values about the dual of the
constructed codes for reference:
A⊥1 = A
⊥
2 = 0, A
⊥
3 = 9
m(3m−3r), A⊥4 =
1
4 ·3
2m+1(3m−3)(3m−3r), A⊥5 =
1
4 ·9
m(3m−
3)(−7 × 3m + 2× 3r+1 + 9m).
Hence, the minimum distance of C⊥(f,A) is 5 if r = m, and 3 otherwise.
If p = 3, all the codes defined from the known planar functions in (4.1) have the same
parameters and the same weight distribution. We can also obtain many optimal codes
from the codes that we have constructed via planar functions.
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Example 4.4. If p = 3 and m = 3, the constructed codes with parameters [26, 6, 15],
[26, 5, 15] from C(f,A), [26, 20, 4], [26, 21, 3], [26, 22, 3] from C
⊥
(f,A), [27, 6, 15] from C
⊥
(f,A),
[27, 21, 4], [27, 22, 3], [27, 23, 3] from C⊥(f,A)
⊥
are all optimal linear codes according to the
Code Table at http://www.codetables.de/.
If p = 3 and m = 5, we also obtain optimal codes with parameters [242, 10, 153],
[242, 9, 153], [242, 232, 4], [242, 235, 3], [242, 236, 3], [243, 10, 153], [243, 9, 153], [243, 233, 4],
[243, 236, 3], [243, 237, 3] , and almost optimal codes with parameters [242, 233, 3], [242, 234, 3],
[243, 234, 4], [243, 235, 3].
If p = 5, m = 3, we have optimal codes with parameters[124, 6, 95], [124, 119, 3],
[124, 120, 3], [125, 6, 95], [125, 120, 3], [125, 121, 3], and almost optimal codes with parame-
ters [124, 118, 3], [125, 119, 3].
5 Secret sharing schemes from some of the con-
structed codes
In this section, we discuss the secret sharing schemes from the codes presented in this
paper.
A secret sharing scheme consists of
- a dealer;
- a group P = {P1, P2, · · · , Pl} of l participants;
- a secret space S with the uniform probability distribution;
- l share spaces S1, S2, · · · , Sl;
- a share computing procedure F ; and
- a secret recovering procedure G.
The dealer randomly chooses an element s ∈ S as the secret to be shared among the
participants in P, and then employ the sharing computing procedure F to compute shares
(s1, s2, · · · , sl) with possibly some other random parameters. Finally the dealer distributes
si to Participant Pi as his/her share of the secret s for each i with 1 ≤ i ≤ l.
If a subset of participants {Pi1, Pi2, · · · , Pim}(m ≤ l) is able to recover s from their
shares, we call the subset {Pi1, Pi2, · · · , Pim} an access set. All the access sets form a set
called the access structure. An access set is minimal if any proper subset of it is not an
access set. The set of all minimal access sets is called the minimal access structure.
A secret sharing scheme is said to be t-democratic if every group of t participants is
in the same number of minimal access sets, where t ≥ 1. A participant is called a dictator
if she/he is a member of every minimal access set.
Secret sharing schemes have applications in banking system, cryptographic protocols,
and the control of nuclear weapons. Two constructions of secret sharing schemes from
linear codes have been investigated in the literature. One of them is to construct secret
sharing scheme from the duals of minimal codes.
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For a code C over GF(q), the support of the codeword c = {c0, c1, · · · , cn−1} ∈ C is
defined by
supp(c) = {i : ci 6= 0, 0 ≤ i ≤ n− 1}.
We call a codeword c ∈ C covers a codeword c′ ∈ C if supp(c′) ⊆ supp(c).
A codeword c ∈ C is minimal if it covers only codewords of the form a · c, where
a ∈ GF(q). A linear code C is minimal if every codeword c ∈ C is minimal. There is a
sufficient condition for a linear code to be minimal in [2]:
Lemma 5.1. For an [n, k, d] code C over GF(q), if wminwmax >
q−1
q , where wmin and wmax
denote the minimum and maximum nonzero weights of C respectively, then C is minimal.
By this lemma, we have the following facts:
• Linear codes Cg,A presented in Theorem 3.1 are minimal provided that m > 3.
• Linear codes Cf,A presented in Theorem 4.1, 4.2 are minimal.
The following theorem describes the access structure of the secret sharing scheme based
on the dual of a minimal linear code that was developed by Ding and Yuan in [17].
Theorem 5.2. Let C be an [n, k, d] code over GF(q), and let H = [h0, h1, · · · , hn−1] be
its parity-check matrix. If C⊥ is minimal, then in the secret sharing scheme based on C,
the set of participants is P = {P1, P2, · · · , Pn−1}, and there are altogether q
n−k−1 minimal
access sets.
• When d = 2, the access structure is as follows. If hi is a scalar multiple of h0, 1 ≤
i ≤ n − 1, then Participant Pi must be in every minimal access set. If hi is not a scalar
multiple of h0, 1 ≤ i ≤ n− 1, then Participant Pi must be in (q − 1)q
n−k−2 out of qn−k−1
minimal access sets.
• When d ≥ 3, for any fixed 1 ≤ t ≤ min{n−k−1, d−2}, every group of t participants
is involved in (q − 1)tqn−k−(t+1) out of qn−k−1 minimal access sets.
Theorem 5.2 shows that the secret sharing scheme based on the dual of any minimal
code given in Theorem 3.1, 4.1, 4.2 has interesting access structures. Since the dual
distance d of the constructed codes are all satisfying d ≥ 3, the access structure of the
corresponding secret sharing scheme is democratic in the sense that every participant plays
the same role in every decision making. On the other hand, the minimal access structures
vary in size since the dimension of our constructed codes varies. This makes our secret
sharing schemes more flexible and have much more interesting applications.
6 Conclusion
In this paper, we generalized a construction of a family of linear codes from almost bent
functions and planar functions by making the dimension of them more flexible. We deter-
mined the parameters of all the constructed codes as well as parameters of their related
codes such as dual codes, extended codes, duals of extended codes. A large family of op-
timal codes and almost optimal codes were given by our construction. As it was shown in
Examples 3.5 and 4.4, we obtained much more good linear codes with flexible dimensions.
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Moreover, we found out that many of our constructed codes are minimal codes, and
can be used to construct secret sharing schemes. What motivated us most is that the secret
sharing schemes obtained from our constructed codes are more flexible and interesting,
and can be used in much more applications. All of these show that the study of this paper
is worthwhile and well motivated.
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