Over the last decade, inertial sensors have become a valuable tool for extracting quantitative data from athletes. Due to their small size, unobtrusive nature and relative affordability, there is considerable interest in using multi-channel multi-sensor configurations to gain further insight into sporting performance parameters. As the amount of raw information that can be recorded in a single training session increases, so too does the complexity of the data mining algorithms required to emphasise, extract and derive its performance metrics. This paper details a developed system that uses a distributed server-client architecture to collect and store large sets of athlete data as well as providing mechanisms for later analysis and visualisation for feedback. The server utilises MATLAB with the Athlete Data Processing Toolbox. A local SQL server handles data storage and PHP with AJAX/JSON is used to communicate with clients. Clients use a web browser interface to communicate with the server and provide relevant analysis and visualisation tools to the end user.
Introduction
Technologies in the Sports Engineering field are typically designed to measure and compare the performance of elite athletes with the goal of improving technique and giving an edge over competitors. While physiological characteristics such as strength and aerobic capacity can be easily measured in a controlled laboratory, biomechanical measurements are more difficult and less accurate outside the athlete's usual competitive environment [1] . This presents unique challenges when collecting data for analysis. For example, in an aquatic environment, prevalent in-situ techniques including velocity meters and video analysis have been found to be invasive [2] , produce results of questionable accuracy [3, 4] , and require significant human effort to produce even small amounts of useful data [5] . In an effort to resolve this, research is focusing on the use of inertial sensor platforms as a versatile alternative [6, 7] .
In some sports, quantifiable information about the coordination of key body segments in a training environment is of particular interest to athletes, coaches and sport scientists [8] . The need for such detail is driving research using multi-sensor monitoring configurations, which in turn is creating large volumes of data. Having such vast data recording potential is only valuable if meaningful features and statistics can be extracted, classified, correlated and presented in a visually comprehensible manner. While standard mathematical plotting techniques are usually sufficient for basic studies, the ability to represent multichannel multi-sensor datasets in novel ways is of great importance to understanding and deconstructing the summative impact of the many biomechanical elements in an athlete's technique. It is envisaged that the employment of long-term statistical analysis and data mining techniques will aid in the discovery of entirely new correlations and patterns that influence sporting performance.
Such research can be greatly assisted by the employment of a central data repository (or "digital data library") to store and process data as it becomes available. There are many repository-based systems in existence [9] [10] [11] , even for the storage of inertial sensor data [12] , although such systems typically only focus on facilitating the collection and storage of data. There is a need for a more integrated approach that ties collection, storage, analysis and visualisation into a single system that can adapt to ever-increasing storage and performance requirements. This paper details the design, implementation and evaluation of such a system.
System Design

Goals
The system's primary goal is to allow complex visualisation techniques to be applied to inertial sensor data collected for existing studies [2, 4, 7, 13] . The research in question uses the Athlete Data Processing Toolbox (ADAT) [14] which is a collection of analysis and plotting tools developed by the Centre for Wireless Monitoring and Applications at Griffith University. ADAT relies on MATLAB, a technical computing and scripting environment by MathWorks Inc, as a means of processing data. Consequently, efficient integration with MATLAB and an effective link between analysis and visualisation is crucial to the system's success.
Secondary to MATLAB dependence is the intention for the system to be used in near real-time contexts, allowing athletes to receive visual feedback and comparisons of biomechanical measurements during training. By following server-client architecture paradigms, portable client devices can offload the storage and processing intensive procedures to a server housed in an unrestricted (non-portable) environment. The goal of this structure is to narrow the physical requirements of client devices, focusing only on the initial input (collection) and final output (visualisation) of data within the system.
Platforms and frameworks
It is important to select platforms and frameworks that support the goals of the system. There are many different platforms and associated development frameworks available, commonly categorised as being either proprietary or open source. Software and frameworks developed using open source methodologies have a strong reputation for being more reliable, more secure, of higher quality and significantly cheaper than proprietary alternatives [15] , particularly when striving for platform independence and maintainability. With this considered, HTML5/WebGL (via a web browser on the host device) was chosen as the most suitable framework for development of a visualisation engine.
HTML5/WebGL is a platform-independent client-based conglomeration of several modern frameworks available for the presentation of rich, interactive content within common web browsers. Because of its host browser dependence, it can benefit from the industry's aggressive focus on performance in recent years [16] and is likely to be supported on many consumer-driven platforms as they emerge (such as tablet devices). Despite being relatively new, the use of WebGL has demonstrated value as a visualisation framework in other research areas [17, 18] . HTML5/WebGL is also part of a broader set of tools designed for the development of network-based applications. By using the common scripting language PHP as the server-based framework and the widespread AJAX/JSON data transmission standards to communicate, a complete architecture following the server-client model can be devised. Through the use of these tools and a link between PHP and MATLAB, a system design linking serverside MATLAB to client-side visualizations was created.
System Implementation
Having established that a server-client model was to be used, the system was implemented with the physical structure shown in Fig 1. Client devices, typically mobile, communicate with the main server by sending request packets to it via the internet. Each request packet contains an action and various parameters representing a task for the server to complete. The main server manages given tasks concurrently, delegating them to additional servers as required. Once a task is completed, the main server will send a reply packet back to the requesting client containing any output produced during its execution. 
MATLAB and task management
It is possible to run MATLAB in a manner that prevents the Graphical User Interface (GUI) components of the software from being loaded. In this minimalistic mode, a list of commands can be given from file through redirected standard input (stdin). By replacing this file with a buffer held open by a dummy script, MATLAB will silently process commands as they are received for as long as the buffer remains open. By running multiple instances of MATLAB in this way, concurrency of task processing can be achieved within the server environment.
The configuration in Fig 1 is structured such that the main server must distribute tasks to additional servers based on a load-balancing algorithm. Since client requests are expected to be infrequent (i.e. not thousands per second), this algorithm can simply consist of a FIFO queue that repetitively attempts to delegate the first pending task to the first available MATLAB instance. The input and output of each task needs to be accessible from the main server at all times, so as not to cause concurrent delegation of other tasks or requests from clients being hindered by slow processing scripts.
Data storage and retrieval
As a central data repository, the server must be capable of storing collected data and later retrieving it for processing and visualisation. Due to variability in processing requirements, data access is implemented individually within each MATLAB script. However, all information is stored in the same manner; small details are stored within an SQL database, which also contains links to large files containing time-series data streams such as sensor data and video recordings. The database schema is based on the ATHDATA structure, a fundamental component of the ADAT toolbox [14] . This association can be seen in Fig 2. 
Communication between the main server and a client
From the client's perspective, the server is a single entity that can process MATLAB scripts asynchronously while performing smaller tasks such as uploading collected data, downloading data subsets for visualisation and serving web pages. Table 1 illustrates the chronological steps in communication that occur when a client device requests data from the server under normal circumstances. In this case, the client is requesting processed data for a basic plot, and it is assumed that the server holds the relevant MATLAB script needed to produce this data. Labels within parentheses in the table refer to components in Fig 2, which details the structure and data pathways of the system. In more complex communication involving data from more than one channel and/or sensor, the sequence of events will be dependent upon the structure of the visualisation used by the client and the script used to acquire data. Table 1 . Chronological steps in communication for a client device requesting processed data from the server for a basic plot
Step Details of communication event
1
The JS client (1a) sends a request (1b) to the PHP server (2a) containing the name of a MATLAB script (2b) which loads sensor data, optionally processes it, and sends its output to the job cache (2e)
2
The server (2a) identifies the script (2b) and adds it to the task queue (2c) for delegation to the next free MATLAB instance (2d). The task is tagged with a universally unique identifier (UUID).
3
The server (2a) sends a response (1c) to the client (1a) advising that the task is queued.
4
The client (1a) sends a request (1b) to the server (2a) asking it to wait until a given task is complete.
5
The server (2a) waits until an item name matching the task's UUID tag appears in the job cache (2e).
6
The server (2a) sends a response (1c) to the client (1a) advising that the script's output data is available.
7
The client (1a) sends a request (1b) to the server (2a) asking for a subset of the data matching the task's UUID having a number of samples corresponding to the pixel width of the intended plot window.
8
The server (2a) finds the data within the job cache (2e) and downsamples it to the requested size.
9
The server (2a) sends a response (1c) to the client containing the requested data subset.
10
Steps 7 to 9 may be repeated (i.e. additional data subset requests may be performed), depending on how the end user interacts with the plot output. Relevant interaction may include panning and zooming. Fig. 2 . Detailed server-client structure and data pathways of the implemented system. Labels within parentheses represent active components in communication between the server and a client device, as exemplified in Table 1 4
. System Evaluation
As a rudimentary evaluation of the example outlined in Table 1 , a MATLAB script that plots a sinusoidal test signal and a corresponding test bench webpage were added to the server. The test bench was run from a client device, with user interaction involving requesting that the script be processed and subsequently zooming in on the resultant plot. While the server processed the zoom request, the test bench approximated the result using the initial plot data, allowing the two data subsets to be differentiated. The visual output of the test bench is shown in Fig 3. To test the system's efficacy in a relevant application, walking and running ambulation data captured using inertial sensors was examined. Analysis of the visual output, shown in Fig 4, concluded that human gait varies depending on the type of ambulation. Both anteroposterior and vertical acceleration signals depict heel strike occurrences; the alignment of peaks between the two signals in walking and running ambulation are clearly different, thus providing visual feedback for gait differentiation. This preliminary evaluation suggests that the system is capable in its intended purpose. 
Conclusions
Research focusing on the use of inertial sensors as an alternative means of athlete performance monitoring can benefit from a central data repository model which integrates the collection, storage, analysis and visualisation of data into a single system, such as the one implemented. Because the design incorporates the tools used by surrounding research, the system has shown efficacy in the analysis of existing data and may be useful in developing visualisations as part of future work. It is hoped that finding new ways to visualise multi-channel multi-sensor data will eventually lead to the discovery of new characteristics and patterns that influence sporting performance.
