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On accessibility of finitely generated groups
Richard Weidmann
Abstract
We prove an accessibility result for finitely generated groups that com-
bines Sela’s acylindrical accessibility with Linell accessibility.
Introduction
Grushko’s theorem [G] says that for any free product G = G1 ∗ . . . ∗Gk we have
the equality
rank G =
k∑
i=1
rank Gi
where the rank is the minimal number of elements needed to generate G. This
implies in particular that any free product decomposition of a k-generated group
G has at most k factors. Differently said this means that for any graph of group
decomposition A of G with non-trivial vertex groups and trivial edge groups we
have
b(A) + #V A ≤ rank G
where b(A) is the Betti number of the underlying graph A and #V A is the
cardinality of the vertex set V A.
Thus the rank of a group G bounds the complexity of splittings of G with
trivial edge groups. Whether such bounds on the complexity exist under less
restrictive assumptions has been a matter of much attention, these problems are
generally called accessibility questions. It is clear that without making strong
assumptions on the splittings no positive result can be true.
Recalling that Grushko’s theorem deals with actions on trees that have trivial
edge stabilizers suggests two ways to relax these conditions:
1. Allow non-trivial edge stabilizers that still satisfy some assumptions.
2. Allow arbitrary edge stabilizers but demand stabilizers of long segments
to be trivial.
Both of these situations have been dealt with successfully:
1) The most basic result is due to P. Linell [L] who shows that the complexity
of a splitting of a finitely generated group is bounded provided that all edge
groups are finite with a uniform bound on the order. In the case of finitely
presented groups it has been shown by M. Dunwoody [Du1] that such a bound
exists provided the splitting is reduced and all edge groups are finite. This has
then been generalized to small splittings by M. Bestvina and M. Feighn [BF1].
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The assumption that the groups are finitely presented cannot be dropped, there
are finitely generated groups without this property, see [BF2] and [Du2].
2) The second situation has been dealt with by Z. Sela who proved the existence
of a bound on the complexity of a splitting of a finitely generated group provided
the stabilizer of any segment of length k is trivial for some k. This result is for
example relevant in the construction of the JSJ-decomposition of limit groups
where the group is not known to be finitely presented and the edge groups are
infinite. An explicit bound of the complexity in terms of k and the rank of G
was given in [W1].
In this note we prove an accessibility result that is to Linell’s theorem what
Sela’s result is to Grushko’s theorem.
Let G be a group acting on a simplicial tree T and
pi : T → G\T
be the canonical projection. Let [v, w] be a simplicial segment of T . We say
that [v, w] ⊂ T has projective length k and write pl([v, w]) = k if pi([v, w]) meets
k edges (edge pairs) of G\T .
Let A be a graph of groups, G = pi1(A) and T be the associated Bass-Serre
tree. We say that T or A is (k, C)-acylindrical if the stabilizer of any segment
[v, w] ⊂ T with pl([v, w]) > k is of order at most C. We further call a graph
of groups weakly reduced iff there exists no valence 2 vertex v such that both
boundary monomorphisms into the vertex group Av are isomorphisms.
We prove the following theorem, here #EA is the number of edges of the
graph A underlying the graph of groups A.
Theorem 1 Let A be a weakly reduced minimal (k, C)-acylindrical graph of
groups with k ≥ 1. Then
#EA ≤ (2k + 1) · C · (rank pi1(A)− 1).
Note that the theorem does not hold for k = 0. To see this note that the free
group of rank n is the fundamental group of a weakly reduced minimal graph
of trivial groups with 3n − 3 edges, this splitting is clearly (0, 1)-acylindrical.
However, as any (k, C)-acylindrical splitting is also a (k + 1, C)-splitting our
theorem does still give a bound for the case k = 0.
The proof of the theorem combines ideas of the author’s proof of acylindrical
accessibility [W1] and M. Dunwoody’s proof of Linell accessibility [Du3] in the
language of [W2]. It applies Stallings folding arguments and is not very hard
although the complexity used in the argument is somewhat involved.
There are two other proofs that one could attempt to generalize to account
for the present theorem:
The first one is Z. Sela’s original proof which uses the Rips machine [S] and
is therefore much less elementary. Although this might be possible it is not clear
how this could account for the projective component of our statement and it
would also not yields an explicit bound on the complexity but only the existence
of a bound depending on G.
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The second proof is that of T. Delzant who first proves acylindrical accessi-
blity using his version of the Dunwoody resolution Lemma [De] and then using
the fact that any finitely generated freely indecomposable group G has a finitely
presented cover H and an epimorphism φ : H → G that does not factor through
a free product [Sw]. It is not clear to the author how to adapt this argument to
the present case. Even if possible it would probably not yield an explicit bound
on the complexity.
It seems that the ideas presented in this note together with the proof of BF-
accessibility should also yield an acylindrical version of accessibility for finitely
presented groups where the condition is that stabilizers of long segments are
small. Indeed Dunwoody’s proof of Linell accessibility and the proof of BF-
accessibility are very similar in that they start a folding sequence with a well-
understood splitting and gradually make it more complicated, on the way the
complexity of the edge groups is being measured. In the case of Linell accessi-
bility the original splitting is a wedge of circles and the measure of complexity
for the edge groups is their order while in the proof of BF-accessibility the orig-
inal splitting is a Dunwoody resolution and the measure of complexity is the
complexity of the action on the Bass-Serre tree of the Dunwoody resolution.
In Section 1 we briefly recall the folding machinery before we give the proof
of Theorem 1 in Section 2.
1 Foldings
In this section we briefly fix notations for graphs of groups and describe how a
graph of groups can be approximated by a sequence of graphs of groups that
are related by folds. We use the language of [W3], [KMW] which essentially is
an alternative formulation of the combination of foldings and vertex morphisms
discussed in [Du3] where M. Dunwoody builds on earlier work of J. Stallings
[St], [St2] and M. Bestvina and M. Feighn [BF1]. We only recall some aspects
of the theory, for more details we refer the reader to [W3] and [KMW].
A graph A consists of a set of vertices V A, a set of edges EA, an inversion
−1 : EA → EA and maps α : EA → V A and ω : EA → V A such that
α(e) = ω(e−1) for all e ∈ EA. We denote the Betti number of A by b(A).
Recall that the Betti number of A is the number of edge pairs outside a maximal
subtree of A.
A graph of groups A consists of a graph A, vertex groups Av for every
v ∈ V A, edge groups Ae for every edge e ∈ EA such that Ae = Ae−1 and
boundary monomorphisms αe : Ae → Aα(e) and ωe : Ae → Aω(e) satisfying
αe = ωe−1 ; thus only the maps αe need to be specified.
Let A be a graph of groups. An A-graph B consists of an underlying graph
B with the following additional data:
1. A graph-morphism [ . ] : B → A.
2. For each u ∈ V B there is a group Bu with Bu ≤ A[u].
3. For each f ∈ EB there is a group Bf with Bf = Bf−1 ≤ A[f ].
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4. To each edge f ∈ EB there are two associated group elements fα ∈ A[α(f)]
and fω ∈ A[ω(f)] such that (f
−1)α = (fω)
−1 for all f ∈ EB.
5. For each f ∈ EB we have fα · α[f ](Bf ) · f
−1
α ≤ Bα(f).
When representing A-graphs by figures we will label the vertices and edges
as follows: If f ∈ EB and u ∈ V B, we shall refer to (Bu, [u]) as the label of
u and to (fα, [f ], fω) as the label of f . Note that the graph with its labels
completely determine the A-graph except the edge groups.
To any A-graph we can then associate in a natural way a graph of groups.
Let B be an A-graph. The associated graph of groups B is defined as follows:
1. The underlying graph of B is the graph B.
2. The vertex and edge groups are the groups Bu for u ∈ V B and Bf for
f ∈ EB.
3. For each f ∈ EB we define the boundary monomorphism αf : Bf → Bα(f)
as αf (g) = fα
(
α[f ](g)
)
f−1α and ωf = αf−1 .
For any u0 ∈ V B and v0 = [u0] the A-graph determines a group homomor-
phism ν : pi1(B, u0)→ pi1(A, v0) given by
[b0, f1, b1, . . . , fs, bs] 7→ [(b0g1), e1, (k1b1g2), e2, . . . , (ks−1bs−1gs), es, (ksbs)].
We call ν(pi1(B)) the subgroup of pi1(A) the subgroup represented by B and
say that A-graph is surjective if ν is surjective. To any generating tuple S of
pi1(A) we can associate a surjective A-graph called the S-wedge. The underlying
graph of an S-wedge is a wedge of circles, at most one vertex group is non-
trivial and all edge groups are trivial, in particular every hyperbolic element of
S corresponds to one of the circles.
There is further the notion of a folded A-graph. For a folded A-graph B the
map
b0, f1, b1, . . . , fs, bs 7→ (b0g1), e1, (k1b1g2), e2, . . . , (ks−1bs−1gs), es, (ksbs)
maps reduced B-paths to reduced A-paths, in particular ν is injective. If B
is both folded and surjective then it follows that B is isomorphic to A. If an
A-graph is not folded then a fold can be applied to yield a new A-graph. Often
one can guarantee that finitely many folds transform a given A-graph into a
folded one. However this is not true in the context of this paper.
Following [BF1] there are six types of folds, three of A-type and three of
B-type. We will only discuss the A-type folds as the arguments for A-type folds
and B-type folds are very similar and usually one can even restrict attention
to A-type folds. After possibly applying auxiliary moves first (see [KMW]) the
three types of folds have the following effects on a A-graph. For us important
is that auxiliary moves preserve the isomorphism class of the underlying graph
of groups. Note that any two A-graphs that are related by a fold represent the
same subgroup of pi1(A).
Fold of type IA: Suppose f1 and f2 are two distinct non-loop edges and that
y = ω(f1) 6= ω(f2) = z. Furthermore a = (f1)α = (f2)α and b = (f1)ω = (f2)ω .
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We identify the edges edges f1 and f2 of B
′ into a single edge f with edge
group 〈Bf1 , Bf2〉 and label (a, e, b). We set the label of ω(f) to be
(〈By , Bz〉, v).
We call this operation a fold of type IA.
✏✏
✏✏
✏✏
✏✏
✶
q
PPPPPPPP
✲IA ✲q
q
q
q q(Bx, w)
(Bz , v)
(By , v)
(a, e, b)
(a, e, b)
(Bx, w) (〈By , Bz〉, v)
(a, e, b)
Figure 1: A fold of type IA
Fold of type IIIA Suppose that f1 and f2 are both non-loop edges such that
y = ω(f1) = ω(f2) = z. Furthermore a = (f1)α = (f2)α, b = (f1)ω and
b′ = (f2)ω. Furthermore e =]f1] = [f2], a = (f1)α = (f2)α, b = (f1)ω and
b′ = (f2)ω.
We identify the edges edges f1 and f2 of B
′ into a single edge f with edge
group 〈Bf1 , Bf2〉 and label (a, e, b). We set the label of ω(f) to be
(〈By , b
−1b′〉, v).
We call this operation a fold of type IIIA.
✲
✲
✲
✲q q q qIIIA
(a, e, b′)
(a, e, b)
(Bx, w) (〈By , b
−1b′〉, v)
(a, e, b)
(Bx, w)
(By , v)
Figure 2: A fold of type IIIA
Fold of type IIA: Let B be an A-graph. Suppose that x 6= y, i.e. that f is
a non-loop edge of B with the label (a, e, b) and the edge group Bf . Suppose
futher that g ∈ A[f ] with aαe(g)a
−1 ∈ Bα(f).
Let B′ be the A-graph obtained from B by replacing the the edge group Bf
by the group 〈Bf , g〉 and replacing the vertex group By by 〈By, b
−1ωe(g)b〉.
We say that B′ is obtained from B by a fold of type IIA.
✲IIAq q q q
(Bx, w) (Bx, w)(By , v) (〈By , b−1ωe(g)b〉, v)
(a, e, b) (a, e, b)✲✲
Figure 3: A fold of type IIA with Bf being replaced by 〈Bf , g〉
Note that whenever B′ is obtained from B by a fold as above then the fold
induces a map B → B′ of the underlying graphs, in the case of a fold of type
IIA this is an isomorphism. We will denote this induced map by pi.
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2 Proof of the theorem
In the following we assume that A is a weakly reduced (k, C)-acylindrical graph
of groups. Let n be the rank of pi1(A). Thus we have to prove that
#EA ≤ (2k + 1) · C · (n− 1).
Note first that we can assume that some vertex group of A is non-trivial. Indeed
otherwise the we are in the graph setting and it is well known that a graph
without valence 2 or 1 vertices and fundamental group of rank n has at most
3n− 3 edges.
We study triples (B,Γ, E) where B is an A-graph with associated graph of
groups B, Γ is not necessarily connected subgraph of B and E is a collection of
edges of B that is disjoint from EΓ such that the following hold:
1. The complement of Γ ∪ E in B is a forest T .
2. Every vertex of B is either a vertex of Γ or a vertex of some T ∈ T .
3. Every T ∈ T meets Γ in a single vertex vT .
4. For every T ∈ T the vertex vT carries the fundamental group of T, the
subgraph of groups of B corresponding to T . Thus the inclusion BvT →
pi1(T, vT ) is surjective.
We call such a triple (B,Γ, E) a decorated A-graph.
We will depict a decorated A-graph such that the edges of Γ are fat lines,
the edges that belong to the trees T are thin lines that are oriented such that
they point in T away from vT if the edge lies in T ∈ T . The remaining edges
E are dotted lines. Components of C that are single vertices are depicted by a
fat dot.
✻
✟✟
✟✟
✟
✯
❍❍❍❍❍
❥
◗
◗
◗◗
s
✛
◗
◗
◗◗
s
t
t
Figure 4: A decorated A-graph
Suppose now that (B,Γ, E) is a decorated A-graph. Then we can associate
to any vertex v ∈ V B − V Γ a unique reduced path γv such that γv ⊂ T for
some T ∈ T , that α(γv) = vT and ω(γv) = v.
As vT carries the fundamental group of T it follows that for any γv =
e1, . . . , ek and i = 1, . . . , k the boundary monomorphism ωei : Bei → Bω(ei)
is surjective. For any vertex of v ∈ V B − V Γ will refer to the last edge of the
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path γv by ev. This implies in particular that the boundary monomorphism
ωev : Bev → Bv is surjective for such vertices.
For any edge group H we denote the number of times it can be replaced with
a proper overgroup without yielding a group of order more than C by r(H). As
replacing a finite group with a proper overgroup at least doubles the order it
follows that for any finite group H we have r(H) ≤ log2
(
C
|H|
)
. We further put
p(B) = 2r(B). Note that p(B) = 1 if B is of order more than C2 .
To any decorated A-graph B˜ = (B,Γ, E) we associate the complexity
c(B˜) = #[EΓ] + (2k + 1)
∑
e∈E
p(Be)
where #[EΓ] is the number of edges of A that lie in the image of EΓ under the
morphism [ . ] : B → A.
We denote by A is the trivial A-graph, i.e. the A-graph B whose graph
morphism [ . ] is an automorphism and where Bv = A[v] and Be = A[e] for all
v ∈ V B and e ∈ EA. Note that any two such A-graphs are related by auxiliary
moves. We first observe that a bound on the complexity of some decoration of
A provides a bound on the complexity of A.
Lemma 2 To prove Theorem 1 suffices to show that there exists a decoration
A˜ = (A,Γ, E) of A such that
c(A˜) ≤ (2k + 1)C(n− 1).
Proof The proof is by induction on the cardinality of E however the claim that
we prove by induction is slightly more complicated.
Note first that that for any graph of groups B there exits a graph of groups
B
′ obtained by ignoring vertices for which both boundary monomorphisms are
surjective, i.e. by performing the inverse operation to a subdivision. For any
graph of groups B we denote by cr(B) the number of edges of B
′. Thus #EB =
cr(B) iff B is weakly reduced, in particular we have cr(A) = #EA. We call
cr(B) the weakly reduced complexity of B.
Let E = {e1, . . . , el}. We define a filtration X0, X1, . . . , Xl of A such that
X0 = Γ and that
Xi = Xi−1 ∪ {ei} ∪ γα(ei) ∪ γω(ei)
for 0 ≤ i ≤ l. Note that the definition of the decoration and the minimality of
A imply that Xl = A. Denote the not necessarily connected subgraph of groups
of A corresponding to Xi by Xi. We show by induction on i that
cr(Xi) ≤ #[EΓ] + (2k + 1)
i∑
j=1
p(Aej ).
For i = l this implies the assertion of the lemma as
#EA = cr(A) = cr(Xl) ≤ #[EΓ]+(2k+1)
l∑
j=1
p(Aej ) = c(A˜) ≤ (2k+1)C(n−1).
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The case j = 0 is trivial as #[EΓ] = #EΓ. Recall that Xi = Xi−1 ∪ {ei} ∪
γα(ei) ∪ γω(ei). Let Li = {ei} ∪ γα(ei) ∪ γω(ei) and Li be the corresponding
subgraph of groups of A.
Note that cr(Ti) ≤ 2k + 2p(Aei) − 1. Indeed the first and the last k edges
of the path γα(ei) ∪ ei ∪ γ
−1
ω(ei)
can have arbitrary edge groups but all edges in
between have to have order at most C due to the acylindricty assumption. If
there any of the later edges then the order of the edge groups must decrease to
|Aei | and then increase again. Thus there are at most 2p(Aei) − 1 such edges.
This implies the claim.
It is now easily verified that the inductive step follows. Note that when
gluing γα(ei) ∪ ei ∪ γ
−1
ω(ei)
to Xi−1 one potentially has to subdivide an edge first
and therefore increase the reduced complexity. This however only happens if
some other edge of γα(ei) ∪ ei ∪ γ
−1
ω(ei)
lies in Xi−1 already as we assume that
k ≥ 1. Thus this does not affect the argument. ✷
The strategy of the proof is to first show that there exists a decorated A-
graph B˜ of complexity (2k + 1)C(n − 1) and then show that it can be folded
onto a decoration of A without increasing the complexity. The assertion of the
main theorem then follows from Lemma 2. The first part is easy:
Lemma 3 There exists a decorated A-graph B˜0 that represents pi1(A) such that
c(B˜0) ≤ (2k + 1)C(n− 1).
Proof Choose an arbitrary minimal generating tuple S = (g1, . . . , gn) of pi1(A).
As we are assuming that some vertex group of A is non-trivial it follows that
after Nielsen-equivalence we can assume that g1 is an elliptic element and that
all other elements are hyperbolic.
We choose B0 to be the S-wedge with S as above. Thus B0 is a graph of
groups with a single cyclic vertex group, all other vertex and edge groups trivial
and (n − 1) edges outside a maximal subtree. We decorate B0 by putting Γ
to be the subgraph consisting of the single vertex with cyclic vertex group and
choosing E to be the set of edges outside some maximal subtree. The complexity
of the decorated A-graph is cleary 0 + (2k + 1)(n − 1)p(1) as there are n − 1
edge outside a maximal tree and all edge groups are trivial. As p(1) ≤ C this
implies the assertion. ✷
The aim is to transform B0 into a folded A-graph. This cannot always be
done by finite folding sequences, in some situations we will therefore have to
apply infinitely many folds at once.
In the following we denote the complement of E in B by Y = Y (B˜). We call
a decorated A-graph B˜ tame if the sub-A-graphs whose underlying graphs are
the components of Y (B˜) are folded.
Note that we can replace any decorated A-graph B˜ = (B,Γ, E) by a tame
decorated A-graph B˜′ = (B′,Γ′, E ′) by applying all possible folding sequences to
the components of Y (B˜). The graph Γ′ and the set E ′ of the decoration of B′
are the images of Γ and E under the folds. We call B˜′ the taming of B˜.
As these folds do not involve any of the edges of E and also preserves their
edge groups and these folds further do not increased the number of edges of the
graph Γ we have the following:
Lemma 4 Let B˜ be a decorated A-graph and B˜′ its taming. Then c(B˜′) ≤ c(B˜).
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We will now show that we can assume that all edge groups of edges of E are
of order at most C.
Let B˜ = (B,Γ, E) be a decorated A-graph and e ∈ E . Let v = α(e) and
w = ω(e). We then associate to B˜ the new decorated A-graph B˜(e) = (B,Γ′, E ′)
as follows (note that only the decoration changes):
1. Γ′ = Γ ∪ e ∪ γα(e) ∪ γω(e).
2. E ′ = E − e.
Lemma 5 Let B˜ be a tame decorated A-graph and e ∈ EB − EY such that
|Be| > C. Then
c(B˜(e)) ≤ c(B˜).
Proof As |Be| > C it follows that p(Be) = 1. Thus when going from B˜ to B˜(e)
the second summand of the complexity decreases by 2k+1. On the other hand
we have #[EΓ′] ≤ #[EΓ] + 2k + 1 as both γα(v) and γω(v) lift to segments
in the Bass-Serre tree that have stabilizer of order more than C which implies
that they are of projective length at most k by assumption. Thus the assertion
follows. ✷
We next see that the complexity is also well-behaved under folds. This is
the main step in the proof of Theorem 1.
Lemma 6 Let B˜ = (B,Γ, E) be a tame decorated A-graph such that all edges of
E have order at most C. Suppose that B′ is obtained from B by an elementary
fold where we only apply folds of type I and III if no fold of type II can be applied.
Then there exists a decoration B˜′ = (B′,Γ′, E ′) of B′ such that
c(B˜′) ≤ c(B˜).
Proof We deal with the different types of folds. We only discuss the A-type
folds IA, IIA, IIIA for the B-type folds the arguments are very similar. It
should also be noted that A can have at most n− 1 loop edges, thus we could
just collapse those first and prove a slightly weaker bound on the complexity
as there would be only folds of A-type then. Each type of fold has a couple of
subcases depending on the local structure of the decoration.
Note that we can assume that at least one edge affected by the fold lies
in E because of the tameness assumption. In the case of folds of type IA and
IIIA we can further assume that the two edges e1 and e2 have the same edge
group which is also the edge group of the edge pi(e1) = pi(e2) as otherwise a
fold of type IIA would be possible. Note that we will in all cases describe the
new decoration and we will leave the trivial observation that it is a decoration
indeed to the reader.
Folds of type IIA The fold affects an edge e ∈ E with |Be| ≤ C. Let x = α(e)
and y = ω(e). Thus the fold adds an element g ∈ Bx to Be and By. The
following three cases clearly cover all possibilities.
Case 1: y ∈ V Γ. In this case we keep the decoration. The complexity clearly
does not increase asBe is replaced by a proper overgroup which does not increase
the contribution of e to the complexity. Note that the complexity does in fact
decrease unless |Be| >
1
2C.
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Case 2: y /∈ V Γ and ωe : Be → By is surjective. This implies in particular that
|Be| = |By| = |Bey |. The decoration of the new A-graph is given by Γ
′ = Γ and
E ′ = (E − e) ∪ ey. As |Be| = |Bey | this does not change the complexity.
✲ ✲✛♣ ♣ ♣ ♣♣ ♣
Be Bey
By
〈Be, g〉 Bey
〈By , g〉
Case 3: y /∈ V Γ and ωe : Be → By is not surjective.
If |Be| >
1
2C then we put B˜
′ = B˜(e). The same argument as in the proof of
Lemma 5 shows that the complexity does not increase.
If |Be| ≤
1
2C then we put Γ
′ = Γ ∪ y which creates a new component
consisting of a single vertex and put E ′ = E ∪ ey. As we are not adding an
edge to Γ this does not change #[EΓ]. In the sum part of the complexity the
summand (2k + 1) · p(Be) is replaced by (2k + 1) · (p(〈Be, g〉) + p(Bey ). As
both 〈Be, g〉 and Bey are proper overgroups of Be this does not increase the
complexity either as passing to a proper overgroup at least halves p(Be) since
|Be| ≤
1
2C.
✲✛♣ ♣ ♣ ♣♣ t
Be Bey
By
〈Be, g〉 Bey
〈By , g〉
Folds of type IAWewill always assume that the decoration outside the portion
of B that is depicted is not changed. Note that we have |Be1 | = |Be2 | = |Bpi(e1)|.
1)We first deal with the case that both e1 and e2 lie in E . There are five
subcases, again they clearly deal with all possible situations.
1A) If both y and z are vertices of Γ then we put Γ′ = pi(Γ) and E ′ = pi(E).
In this case the complexity clearly decreases.
✲
t
t
t♣ ♣
Be1
Be2
Bpi(e1)
1B) y is a vertex of Γ and z is not, the opposite case is analogous. Then
z has an associated edge ez. We put Γ
′ = pi(Γ) and put E ′ = pi(E ∪ ez). As
|Bez | ≥ |Be1 | = |Be2 | = |Bpi(e1)| this does not increase the complexity.
✲
✛
t
t♣ ♣♣
Be1
Be2 Bez
Bpi(e1) Bez
1C) Neither y nor z lie in Γ and ωe1 : Be1 → Bω(e1) = By is surjective (the
case that ωe2 is surjective is analogous). Note that this implies that |Be1 | =
|By| = |Bey |. We put Γ
′ = pi(Γ) and E ′ = pi(E ∪ ey). As |Be1 | = |Be2 | = |Bey |
it follows that the complexity is unchanged.
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✲ ♣♣
♣
♣
♣
Be1
Be2 Bez
Bey
Bpi(e1)
Bez
Bey✛
✛
✮
1D) If neither y nor z lie in Γ, neiter ωe1 : Be1 → Bω(e1) = By nor ωe2 :
Be2 → Bz are surjective and |Be1 | = |Be2 | ≤
1
2C then we put Γ
′ = pi(Γ ∪ y)
and E ′ = pi(E ∪ {ey, ez}). As both Bez and Bey are proper overgroups of Be1 it
follows that the complexity does not increase.
✲ t♣
♣
♣
♣
Be1
Be2 Bez
Bey
Bpi(e1)
Bez
Bey✛
✛
1E) If neither y nor z lie in Γ, neiter ωe1 : Be1 → Bω(e1) = By nor ωe2 :
Be2 → Bz are surjective and |Be1 | = |Be2 | >
1
2C then we put Γ
′ = pi(Γ∪γy∪γz)
and E ′ = pi(E ∪ {ey}). The same argument as in the proof of Lemma 5 shows
that the complexity does not increase.
✲♣
♣
♣
♣
Be1
Be2 Bez
Bey
Bpi(e1)
Bez
Bey✛
✛
✮
2) We next deal with the case that precisely one of the two edges e1 and e2,
say e1, lies in E and that e2 ∈ EΓ.
2A) If y ∈ V Γ then we put Γ′ = pi(Γ) and E ′ = pi(E − e1), the complexity
clearly decreases.
✲
t
♣
♣♣ ♣
Be1
Be2
Bpi(e1)
2B) If y /∈ Γ then we put put Γ′ = pi(Γ) and put E ′ = pi((E − e1) ∪ ey). As
|Bey | ≥ |Be1 | = |Be2 | = |Bpi(e1)| this does not increase the complexity.
✲
✛♣
♣♣ ♣♣
Be1
Be2
Bey
Bpi(e1) Bey
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3) Precisely one of the two edges e1 and e2, say e1, lies in E and that e
−1
2
is an edge of some path γv, i.e. the arrow on e2 points towards x. In this case
it turns out that we can argue precisely as in the case where e1, e2 ∈ E except
that this time the edge pi(e1) = pi(e2) does not lie in E
′ but is an edge on some
γv pointing to pi(x).
4) We are left with the case that precisely one of the two edges e1 and e2,
say e1, lies in E and that e2 is an edge of some path γv, i.e. the arrow on e2
points towards z. Note that this implies that z = ω(e2) /∈ V Γ. We distinguish
the cases that y ∈ V Γ and that y /∈ V Γ.
4A) If y ∈ V Γ then we put Γ′ = pi(Γ) and E ′ = pi(E). The complexity is
clearly unchanged.
✲
✯
t
♣
t♣ ♣
Be1
Be2
Bpi(e1)
4B) If y /∈ Γ then we put put Γ′ = pi(Γ) and put E ′ = pi((E − e1) ∪ ey). As
|Bey | = |By| ≥ |Be1 | = |Be2 | = |Bpi(e1)| this does not increase the complexity.
✯
✲
✛
✛
♣
♣♣ ♣♣
Be1
Be2
Bey
Bpi(e1) Bey
Folds of type IIIA
1) Again we deal first with the case that both e1 and e2 lie in E . There are
two cases to consider.
1A) If y ∈ Γ then we put Γ′ = pi(Γ) and E ′ = pi(E). Clearly the complexity
decreases.
✲ t♣ t ♣
Be1
Be2
Bpi(e1)
1B) If y /∈ Γ then we put Γ′ = pi(Γ∪ y) and E ′ = pi(E ∪ ey). As |Bey | ≥ |Be1 |
it follows that the complexity does not increase.
✛ ✲ t♣ ♣♣ ♣ ♣
Be1
Be2
Bpi(e1)Bey Bey
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2) We are left with the case that precisely one of the two edges e1 and e2 is
in E . Suppose that e2 /∈ E .
2A) If e2 ∈ EΓ then we put Γ
′ = pi(Γ) and E ′ = pi(E − e1). The complexity
clearly decreases.
✲
✲
♣ ♣
Be1
Be2
Bpi(e1)
2B) If y ∈ V Γ and e−12 is an edge of some path γv, i.e. the arrow on e2
points towards the vertex x then we again put Γ′ = pi(Γ) and E ′ = pi(E − e1).
Again the complexity decreases.
✲ ✛
✛
t♣ t ♣
Be1
Be2
Bpi(e1)
2C) If y /∈ V Γ and e−12 is an edge of some path γv, i.e. the arrow on e2 points
towards the vertex x then we again put Γ′ = pi(Γ∪ y) and E ′ = pi((E ∪ ey)− e1).
As |Bey | ≥ |Be| it follows that the complexity does not increase.
✛ ✲
✛
✛ t♣ ♣♣ ♣ ♣
Be1
Be2
Bpi(e1)Bey
Bey
2D) Thus we are left with the case that e2 is an edge of some path γv, i.e.
that the arrow on e2 points towards y, in particular y /∈ V Γ. In this case we
put Γ′ = pi(Γ ∪ y) and E ′ = pi(E). The complexity is unchanged.
✲
✲
t♣ ♣ ♣
Be1
Be2
Bpi(e1)
✷
We now have all necessary tools to conclude.
Proof of Theorem 1 Note first that there exists a finite sequence of decorated
A-graphs
B˜0, B˜
′
0, B˜1, B˜
′
1, B˜2, B˜
′
2, . . . , B˜l, B˜
′
l
such that the following hold:
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1. B˜0 is as in the conlusion of Lemma 3.
2. B˜′l is folded and surjective, i.e. B
′
l
∼= A.
3. B˜′i is the taming of B˜i for all i.
4. B˜i is obtained from B˜
′
i−1 by one of the following operations:
(a) B˜i = B˜
′
i−1(e) for some e ∈ E
′
i−1 with |Be| > C.
(b) B˜i is obtained from B˜
′
i−1 by an elementary fold.
To see this start with B˜0 and apply step 4(a) followed by a taming as long
as possible. This can only happen finitely many times. If not we apply step
4(b), i.e. apply an elementary fold again followed by a taming. There are only
finitely many folds of type I and III as those decrease the complexity of the
graph and folds of type II increase the order of an edge group that is of order
less than C. This can also only happen finitely many times. Thus the process
must stop with a folded decorated A-graph.
It follows from the Lemma 3, 4, 5 and 6 that
(2k + 1)C(n− 1) ≥ c(B˜0) ≥ c(B˜l)
and as B′l is isomorphic to A this inequality implies the theorem by Lemma 2.✷
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