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ABSTRACT
FLARE EMISSION OBSERVED IN HIGH RESOLUTION AND
COMPARISON WITH NUMERICAL MODELING
by
Nengyi Huang
As one of the most intense activities on the solar surface, flares have been extensively
observed and studied ever since the first report [28]. The standard model of solar
flares has been established and commonly accepted. However, many limitations from
the researching tools have left some of the problems unsolved or controversial. For
example, the density of electrons in the corona is lower than is required to activate
the observed emission in hard X-ray (HXR), and the mechanism of how these electron
beams can penetrate down to the lower chromosphere is unclear. Many theoretical
scenarios are suggested, and more observations are required.
Multi-wavelength observations are powerful tools in revealing the details of
solar flares. Following the improvement of research instruments, such as spacecraft,
telescopes, charged-coupled devices (CCDs), and computing devices, we are able
to make better use of the emissions for understanding the flare. For instance,
Goode Solar Telescope in Big Bear Solar Observatory (BBSO/GST), equipped with
a 1.6-meter clear aperture primary mirror, has been dedicated to solar observation.
With the diffraction-limited resolution up to about 0.1 ′′, GST is capable of providing
detailed information on fine structures in solar flares. Interface Region Imaging
Spectrograph (IRIS) offers images in the ultraviolet (UV) together with spectrograms
over several wavelength windows, including tens of spectral lines that are powerful in
diagnosing the flaring atmosphere. Solar Dynamic Observatory (SDO) records solar
full-disk images in multiple wavelengths, from the extreme ultraviolet (EUV) to the
visible continuum, covering a wide range of temperatures. Moreover, thanks to the
improvement of computing power, more plausible codes are developed to calculate
the flaring atmosphere.
Taking advantages of the high-resolution instruments and novel numerical
modeling packages, the dissertation work covers several topics, from the energetics
of white-light (WL) emission in macroscope to the sub-arcsecond features on flare
ribbons in multiple wavelengths and the corresponding modeling. As summarized
below, the major results provide additional and important constraints in under-
standing the flare emission and instructive for future observations and developing
of new modeling:
• Using the SDO/HMI images and RHESSI HXR spectra, a relationship between
WL and HXR emissions was studied. The correlation between HXR power-law
indices and WL emissions indicates the importance of non-thermal electrons’
energy distribution in stimulating the WL flares. This suggests the direct
heating mechanism accounts for the core of the compact WL flares.
• The WL flares, which are considered to be in the most violent class, and
solar energetic particle (SEP) events are under survey, and no clear correlation
is found between them. Straightforward speculation is that the acceleration
process could be different for SEPs and the energetic electrons powering WLFs
in the events analyzed.
• Emissions from chromospheric spectral lines, Mg II k line and Hα are observed
using IRIS and BBSO/GST, respectively, for the flare on 2015-06-22. Unique
features of the line profiles are observed in the narrow edge of the ribbon. A
numerical study using a combination code of RADYN and RH suggests the
formation height and corresponding thermodynamic conditions of the distinct
line feature.
• Inspired by a study of solar flares in He I 10830 Å line that observed
enhancement absorption in the frontiers of flare ribbons, we analyze the
evolution of the line emission in numerical models and compare it with obser-
vations. The result suggests that the temperatures and free electron densities
at heights of 1.3-1.5 Mm should be larger than ∼ 104 K and 6×1011 cm−3 are
thresholds for the line to start being in emission.
• With the high-resolution vector magnetogram, in wavelength of 1.56µm that is
from the lower layer of the atmosphere, a transient rotation of the local magnetic
field is observed in the leading edge of 2015-06-22 flare ribbon. The azimuth
angle rotates closer to the extrapolated potential field. This newly observed
magnetic field activity may be related to the energetic electron beams, but
cannot be well explained using existing models.
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cutoff of 20 kev. Enhanced absorption is seen at t = 1.7 s and turn into
strong emission at t =2.9 s. Panel (b): The modeled contrast light curve
obtained within the same spectral window as for the observation, shown
between the black vertical lines in the left panel. Panel (c): Reproduced
light curves of the flaring area and a quiet Sun area (background) from
BBSO/GST observation following Xu et al. 2016 [185]. . . . . . . . . 80
5.3 The normalized light curves obtained for 4 F-CHROMA models closest to
the observations in terms of the HXR spectra parameters. The intensity
was integrated over 10830.05 ± 0.25 Å spectral window and normalized
with respect to the a same reference level of 1.037× 106 erg cm−2 s−1. 82
5.4 Illustration of the (a) temperature profiles, (b) population ratios for He
levels forming He I10830 Å transition, (c) electron number density
profiles, and (d) normalized He I10830 Å line contribution functions
averaged over the 10830.05±0.25 Å passband for the selected RADYN
model. The electron beam parameters in the model are δ = 8, Etot =
1 × 1011 erg cm-2andEc = 20 kev. Plots are colored according to the
timings using the same color code as in Figure 5.2 (a): the beginning
time (dark purple), the time of deepest absorption t = 1.7 s ( dark cyan)
and the time that the line turns into strong emission t= 2.9 s (cyan).
Dotted vertical lines in Panels (a) and (c) mark the 1.3-1.5 Mm height
range. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
5.5 Distribution of temperatures (T) and electron number densities (ne)
averaged at 1.3-1.5 Mm height for 80 available RADYN F-CHROMA
models. Red points correspond to the T and ne values at the time when
the line intensity obtained at 10830.05±0.25 Å turns from absorption
to emission (tinv), green points — to twice shorter time (tinv/2), blue
points — to twice longer time (tinv×2). Black point marks the initial





6.1 Azimuth angle changes in association with flare emission. All of the four
images (first and second rows) were taken simultaneously at the flare
peak time ( 18:00 UT) in a common FOV of 40′′ by 40′′. (a): SDO/HMI
white light map.(b): Running difference image in Hα blue wing (-1.0 Å),
showing the eastern flare ribbon. The bright part is the leading front
and the dark component is the following component. (c): GST/NIRIS
LOS magnetogram, scaled in a range of -2500 (blue) to 2500 G (yellow).
(d): Running difference map of azimuth angle generated by subtracting
the map taken at 17:58:45 UT from the one taken at 18:00:12 UT.
The dark signal pointed to by the pink arrow represents the sudden,
transient increase of azimuth angle at 18:00:12 UT. The white contours
outline 60% of the maximum emission of the Hα ribbon front. (e):
Time–distance diagram of Hα difference maps. The slit position is
shown in Panel (b). The time period is from 17:50 UT to 18:05 UT. (f):
Time–distance diagram of azimuth difference maps. The slit position
is shown in Panel (d). The time period is from 17:50 UT to 18:05 UT.
The white contours outline 15% of the maximum emission of the Hα
ribbon front in Panel (e). . . . . . . . . . . . . . . . . . . . . . . . . . 93
6.2 Characteristic sizes of the region of azimuth angle deviation. (a) -
(c) Sparse running-difference maps of azimuth angles, taken at three
representative times. (d) - (f): Azimuth angle profiles along the top slit
shown in each image in Panels (a) - (c) and the corresponding Gaussian
fits. (g) - (i): Azimuth angle profiles along the lower slit shown in each
image in Panels (a) - (c) and the corresponding Gaussian fits. The
FWHM, derived from the fitting, is used as the ribbon width of azimuth





6.3 Temporal evolution of azimuth angle deviation. (a): Azimuth angle map
taken before the flare at 17:32:35 UT. Three slits are put on the regions
of interest (R1-3), plus a reference region in the lower right corner. The
white contours outlines the sunspot umbral areas (>1800 G). (b): The
curves with error bars are the temporal variation of averaged azimuth
angle within regions of R1-3. The uncertainties are estimated using the
standard deviation of the pre-flare data points. The peaks are more
than three times of the uncertainties render themselves statistically
significant. The flare time is determined by the Hα light curve, for
instance the dashed line is the Hα light curve of R3, in which the peak
matches with azimuth angle peak in R3. All Hα light curves are in
natural log space and self-normalized to their peak emission. In the
bottom, the temporal variation of the azimuth angle in the reference
region is plotted, which is manually increased by 50◦ to match the
plotting range (50◦ - 190◦). The dotted-dash curves are the azimuth
angles of extrapolated potential fields that remain certain levels above
the azimuth angles of real fields. (c): Temporal variation of averaged
magnetic flux strength within the representative areas. (d): Temporal
variation of averaged inclination within the representative areas. . . . 97
6.4 Intensity profiles of the NIR line at 1.56µm during the flare. (a): Stokes
I component taken at 17:32:35 UT. The intensity is normalized to the
maximum count as shown in the color bar. Three representative areas
are mark using white boxes (ROI1, ROI2 and ROI3). (b): Hα light
curve in ROI 1. The vertical lines indicates five time points before,
during and after the flare. The corresponding NIR intensity profiles
(Stokes I) are plotted in (c), from which we see almost identical line
profiles indicating that the flare heating almost has no effect in this
deep layer of solar atmosphere. (d): Hα light curve in ROI 2. The
corresponding NIR intensity profiles, at t0, t1 and t2, are plotted in
(f). (e): Hα light curve in ROI 3. The corresponding NIR intensity
profiles, at t0, t1 and t2, are plotted in (g). . . . . . . . . . . . . . . . 99
6.5 Stokes profiles before and during the flare. Stokes components (I, Q, U,
& V) taken near R3 before (blue) and during (pink) the flare. (a):
Stokes I. (b): Stokes Q. (c): Stokes U. (d): Stokes V. It is clear that
the Stokes I and V components remains almost unchanged but Q and





A.1 Fitting of HXR spectrum before the flare peak at 17:42:28 UT, on 2015
Jun 22nd, using two components of Variable Thermal vth and Non-
thermal thick2. The blackcurve is the spectrum data after subtracting
the background (pink). The modeledthermal component, non-thermal
component, and the overall spectrum are plotted ingreen, yellow, and
red, respectively. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
A.2 Fitting of HXR spectrum in 18:33:16 UT–18:33:20 UT 2013-August-17,
in the initial phase of the flare. This fitting adopted two components:
Variable Thermal vth and Non-thermal thick2. The blackcurve is
the spectrum data after subtracting the background (pink). The
modeledthermal component, non-thermal component, and the overall




1.1 The Sun and Solar Flares
The Sun, to the universe, is an inconspicuous star in the main sequence of
Hertzsprung–Russell diagram. To the lives on the Earth, it is the closest star that
provides light, energy, and other impacts on our planet. Solar activity certainly
has significant impacts on the Sun-Earth environment, which is also known as space
weather. The solar emission can change the density and temperature of the upper
layers of the Earth’s atmosphere. During the period of high solar activity, the
increased air resistance can drag many satellites and, therefore, lower their orbits
[145]. The energetic particles generated by flares and coronal mass ejections (CMEs)
can cause more severe damage to the satellites and astronauts. Even more, solar
activity can have a significant impact on the ground. For instance, on March 10th,
1989, an extremely violent solar eruption led to a geomagnetic storm, brought strong
magnetic field and energetic particles, propagated to the Earth. As a consequence,
power grids were damaged, and a wide range of outage occurred in the entire Quebec
Province in Canada, as well as facility problems in other North America sites. Apart
from this, the periodical evolution of solar magnetic fields is believed to have a close
correlation with long term variation of terrestrial climate [66, 65, 169]. Therefore,
studying solar activities powered by magnetic energies is crucial in plasma physics
and astrophysics and has a profound impact on human lives. The close relationship
of the Sun to the Earth has been motivating scientists to observe it closely. Being
among the very typical main-sequence stars, the Sun is a unique approach that people
can use to understand the remote stars in the universe. Astrophysicists have been
taking advantage of this for the research of stars. Moreover, providing very extreme
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conditions like high temperature and high pressure, the Sun is an advanced lab
of plasma physics. Observations of the plasma in the solar atmosphere have been
promoting several research fields in science.
The Sun is like a gas balloon filled with hot plasma ‘floating’ at the center of the
solar system. Being on a focus of Earth’s elliptical orbit, the Sun is approximately
one astronomical unit (1 au ≈ 1.496×108 km) away from the Earth, varying between
(1.471 − 1.521) × 108 km. One solar radius, defined as the radius of the solar
photosphere, approximately equals to 7×105km. The mass of sun is about 2×1033 kg
and the average density is 1.4 g/cm−3. However, the Sun is not made with uniform
plasma. Layers with different properties construct it.
1.1.1 Solar Activity
Figure 1.1 Structure of the sun in a cutaway view. Layers and phenomena on solar
surface are identified with the labels.
(courtesy of WIKI user: Kelvin Ma)
The layers that form the Sun are very distinct by the temperature, density,
motion, as well as their roles in the dynamics of the Sun. They can be divided into
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the internal and external Sun, and these are well described by the widely accepted
standard model.
The internal Sun is not observable because of its high opacity, but with
the advanced observation of photospheric oscillation and the development of the
helioseismology inversion method, the properties are calculated [100]. The internal
Sun includes three zones: the core, the radiative zone, and the convective zone. In
every second, there is about 3.845 × 1033 erg of energy released through the solar
surface, of which 99% is generated by the nuclear fusion in the hot condensed core.
The core is 1/5 to 1/4 of radius and about 1/50 in the volume of the Sun, but it
has a very high density of 150 g · cm−3 and extremely high temperature of 1.57× 107
K. Outside the core are the radiative and the convective zone. In the radiative
zone, the density drops from over 20 g · cm−3 to about 0.2 g · cm−3 the temperature
decreases from 7 MK to about 2 MK within the height from the top of the core to near
0.7 solar radii. The temperature gradient is too small to drive convection, and the
energy is transferred by radiation. Meanwhile, in the convective zone from 0.7 radii
to the bottom of the photosphere is a low-density plasma that provides conditions for
convection. That is also where the solar magnetic field is majorly formed. A photon
produced in nuclear fusions in the core would experience countless times of collision,
absorption and re-emission, in these inner layers, before it reaches the first external
layer, the photosphere [35].
The external Sun, also called solar atmosphere, is constructed by the photo-
sphere, chromosphere and corona. Photosphere is the bottom layer of the solar
atmosphere. It is the ‘round plate’ that people can see when they look at the Sun
and thus identified as the surface of the Sun. Even though the thickness of this layer,
500 km, is only about 7× 10−4 solar radii, it emits almost all the radiations on the
visible continuum from the Sun. The typical number density is about 1012/cm3. The
bottom of the photosphere is commonly defined as the position where the optical
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depth of 5000 Å equals 1 (τ5000 = 1). In the quiet Sun, the temperature decreases
with height in the photosphere. The minimum temperature is about 4170 K on top
of the photosphere, also known as the ‘temperature minimum region’. From the layer
above this height to about 2000 km is called the chromosphere, even though the
upper boundary is not well defined. The lower 1500 km is comparatively stable and
uniform, while the higher part is composed of complicated structures like spicule,
which is quite dynamic, even in the quiet Sun. Chromosphere has a lower density
and higher temperature, comparing to the photosphere. Between the chromosphere
and solar corona, there lies a very thin transition region. It is distinguished by the
large temperature gradient. The temperature rises from about 20,000K at the top of
the chromosphere to above 20 MK in corona, in only 100 km. The explanation of this
dramatic temperature change, as well as the reason for such the high temperature in
corona, are still under investigation. For corona, not like the layers mentioned above,
it has no defined top. Instead, mass in the corona expands and flows over the entire
space of the solar system via the solar wind.
Properties of the solar atmosphere do not stay the same. Instead, during solar
activities, the energy released can strongly affect the chromosphere and change its
properties, such as temperature, plasma density, electron density, velocity, etc. The
atmosphere of the Sun is like an ever-bright city, where activities happen all the time.
With long time-span observations, solar activity has been found to vary periodically,
or known as solar cycles. The first scientific report of the solar cycle is by Schwabe
et al. [155], who studied the number of sunspots from 1826 to 1843. Since then,
studies of solar cycles have extended from sunspots to a variety of solar features, such
as filaments, flares, radio flux, magnetic fields, CMEs, and galactic cosmic rays. The
well-known 11-year cycle is defined by the sunspot number. Wolf el al. [183] defined
an equation to describe the periodic sunspot number quantitatively,
R = k(10g + n), (1.1)
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in which R is the sunspot number, k is a correction factor for the observer, g is the
sunspot group number, and n counts individual sunspots. Several sunspot archives are
established, such as the International Sunspot Number and Boulder Sunspot Number,
based on different observations and choices of the parameters.
Figure 1.2 Uppper: Butterfly diagram showing area coverage of sunspots
distributed on different latitudes varying over time since 1874. Lower: Time profile
of percentage of sunspot area over solar disk.
Source: http://solarcyclescience.com/ accessed on July 7, 2020
Magnetic fields are the primary sources of solar features and activities. The
generation and evolution of magnetic fields can be well described by solar dynamo, a
combined model including Ω, α effects, and meridional flows [139, 160, 30]. The Ω,
α effects describe the mutual relationship between poloidal and toroidal fields, which
are the critical process in understanding the generation and emergence of bipolar
magnetic regions. Upon decay, the leading polarity diffuses and drifts to the equator
and cancels out with the opposite polarity in the other hemisphere. The trailing
polarity travels a much longer distance to the polar areas driven by the meridional
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flows and cancels out with residual fields of the previous cycle [180, 34]. In the
convection zone, the buoyancy pushes the toroidal magnetic field up, and X-ray
brightening would be observed when a magnetic field line is getting through the
photosphere. The arch-shape magnetic field and frozen-in-field plasma form pores
on the photosphere connected by an arch filament system and then develop into a
sunspot pair. With the coexisting magnetic field lines, twisting, instability, and even
reconnection can happen. A large scale of energy released by reconnection would lead
to flare, CMEs, and solar energetic particle (SEP) events.
1.1.2 Solar Flares
Solar phenomena, including but not limited to sunspots, filaments, prominence, flares,
coronal loops, CMEs, are extensively observed and studied. Solar flares are among
the most violent activities, with energy release up to 1032erg in a single event.
Table 1.1 GOES Flare Category
Class Peak Flux (W/m2)a
X I > 10−4
M 10−5 < I < 10−4
C 10−6 < I < 10−5
B 10−7 < I < 10−6
A I < 10−7
aThe classification is based on the SXR peak flux in 1-8 Å.
Flares are classified with different methods, among which the Geostationary
Operational Environmental Satellite (GOES [55]) classification is most commonly
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used. According to the soft X-ray (SXR) peak flux in 1-8 Å measured by GOES,
flares can be categorized into different groups: X-, M-, C-, B-, A-class, as shown
in Table 1.1. The following digits describe the intensity levels of each group. For
example, an M5.0 flare has a peak flux intensity of 5.0× 10−5W/m2. The appearing
frequencies are lower for higher level flares, and vice versa. Only six flares over X10
have been recorded since 1996.
A solar flare is originally defined as a sudden brightening in a well-defined area
on the solar disk. Flares are usually associated with some other solar activities.
Developed by Carmichael, Sturrock, Hirayama, Kopp and Pneuman [27, 161, 77,
98], the “CSHKP” model is well accepted and known as the standard model for
interpretation of eruptive solar flares. In this model, the solar magnetic field over
active region twists during the evolution and opposite direction field lines are pushed
closer and closer until a reconnection happens. The magnetic energy stored in the
solar corona is then released to drive explosive activities. In Figure 1.3, the upper
panel is the sketch of this standard model. The reconnection releases a dramatic
amount of energy in the current sheet and generates upward and downward flows,
together with new arch-shaped magnetic field lines. The upward momentum can
initiate filament eruptions, CMEs, or SEPs, and the downward component accelerates
electron beams that precipitate along the reconnected magnetic field lines. In the
lower panel of Figure 1.3, it shows the responsiveness of the lower atmosphere. High
energy electrons move downward along the magnetic loops (or called flare loops) and
heat the cool and dense plasma in the lower atmosphere, such as chromosphere or
even photosphere. These processes generate hard X-ray (HXR) from bremsstrahlung,
together with emissions like Hα from the activated plasma. The fast non-thermal
electrons can even penetrate down to the upper photosphere and drive brightenings
on the continuum, which could be identified as a white-light (WL) flare. On the
other hand, emissions like SXR, extreme ultra-violet (EUV), and Hα emitted by the
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plasma trapped in the arch-shaped loops also reveal the plasma motion in the flaring
atmosphere.
However, the standard model left some questions unsolved. For example, the
density of electrons in corona is lower than is required to activate the observed
emission in HXR, and the mechanism that these electron beams can penetrate down
to the lower chromosphere is unclear. The back-warming mechanism was developed
to address the problem of depth that electron beam can penetrate [39, 82, 124], and
Fletcher & Hudson [54] suggested a scenario that energy transported by Alfven wave
accelerates electrons in chromosphere to ease the “number problem”. These detailed
supplements of the flare standard model were also widely supported by observation
following the improvements of facilities [185].
1.1.3 Spectral Lines Emission
In the flaring atmosphere, the heated plasma not only enhances the emission of
continua but also impacts the atomic lines. For example, Hα, produced by the
transition of hydrogen atoms between n = 3 and n = 2, is a signature absorption line
in the quiet Sun. During flares, the heated chromosphere turns it into emission from
the lower chromosphere [105]. With known transition rates and statistical equilibrium
equations, the intensity of the atomic lines can give hints to parameters like
temperature, number density, the electron density in the chromosphere. Moreover, the
asymmetry and broadening of its line profile can provide Doppler velocity information
of the plasma.
Atomic lines, resulting from transitions between energy levels, are playing
significant rules in the solar spectrum. Joseph von Fraunhofer first reported and
mapped over 570 dark lines on the visible spectrum of the Sun, in 1814, and these
lines were named Fraunhofer Lines afterward (Figure 1.4). These lines were identified
as the absorption line of atoms in the solar atmosphere, except for a few telluric
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Figure 1.3 The upper panel: Sketch of the standard model of an eruptive solar
flare. The lower panel: Enlarged image of lower solar atmosphere demonstrating the
heating and flaring.
Source: Lin & Forbes [110]
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contamination lines by the atmosphere of the Earth [95]. With updated observations,
the number of lines was expanded to thousands over a broader wavelength range.
These absorption lines are essential tools for solar physicists to understand the solar
atmosphere. The depth, width, shifting of these lines provide hints of thermodynamic
properties of the plasma.
Figure 1.4 The Fraunhofer Lines over the solar spectrum near-visible light
wavelength. Fraunhofer Lines were labeled with letters originally and identified as
absorption by the solar atmosphere 45 years afterward.
Source: “Climate Change in the Sunlight” by Rolf A. F. Witzsche
The line intensity, either absorption or emission, is contributed by both radiative
and collisional transitions. For any two energy levels, denoted by Ei and Ej (lower and
higher energy), three radiative transitions should be included: spontaneous emission,
induced emission, and absorption. The numbers of transition per unit time, volume,











where ni and nj are number density of lower and higher energy level; Aji, Bji and
Bij are their Einstein coefficients, χ(ν), ψ(ν) and φ(ν) are the frequency distribution
functions for the frequency ν, and Iν is the intensity of radiation at frequency ν =





In addition, the rate of collisional transition from lower to higher energy level (i to




σij(v)f(v)vdv = nineqij(T ) (1.6)
where σij(v) is the collisional cross section, f(v) is the distribution of velocity, and
qij(T ) is a function of temperature. These can be used as the expression of the line
emissions, and plugged into the non local thermal equilibrium (non-LTE) equations.
1.2 Observations
The first observation of flare was back to September 1st, 1859, when Carrington first
saw a WL flare that happened near a sunspot group [28]. However, flares were not
very frequently observed until the 1930s when Lyot polarization interference filters
were used in solar observations [115]. Up to the 1970s, following the improvement of
technologies, both ground- and space-based telescopes, as well as higher resolution
instruments, were developed.
1.2.1 Multi-wavelength Observations
Flares are observed over a broad electromagnetic spectrum, from nanometric
gamma-ray to kilometric long-wave radio waves. However, different wavelength
ranges have different transmittance. Some, such as EUV, is perfectly blocked by
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Figure 1.5 The transmittance of earth atmosphere to solar radiation. The opacity
differs by the wavelength over the spectrum. Most parts of the spectrum are not
observable on Earth, and thus space observations are applied. Radio wave range is
widely observed on Earth because of the good atmospheric transmittance. Near to
visible light ranges, the transparency of the Earth’s atmosphere is good, but some
perturbations may occur. So both ground and space-based observations are used.
(courtesy of NASA)
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the atmosphere of the Earth, while others, such as radio waves, are well transmitted
to the ground. Figure 1.5 illustrates the transmittance of the Earth’s atmosphere in
different wavelength ranges. Figure 1.6 shows the spatially integrated evolutions of
a typical flare observed in different wavelengths. Referring to the standard model of
flare, these different types of radiation may be generated by different processes, while
they are related to each other.
According to their optical properties to earth atmosphere, ground-based and
space-based facilities are utilized for coverage of different wavelength ranges. For
the spectrum with shorter wavelengths (as well as higher energy) than visible light,
spacecraft are usually used. These are corresponding to the highest-energy particles,
usually produced by the most energetic solar activities. At the shortest wavelengths,
the gamma-ray is monitored by the GBM-9 of Fermi [12]. Most of the time, the
Sun is faint over the gamma-ray wavelength range unless the charged particles are
accelerated to near the speed of light and hit the solar atmosphere. With wavelength
longer than the gamma-ray, radiation with energy higher than a few keV, called
HXR, is very informative to studies of flare due to its direct relationship to the
energy distribution of electrons and the energy deposit in the early phase. An HXR
telescope onboarded Yohkoh worked for imaging of about 13 to 91 keV [137] until 2002
when the Reuven Ramaty High Energy Solar Spectroscopic Imager (RHESSI [111])
was launched, and spectroscopic images were available over 3 keV to 17 MeV range.
RHESSI has spectral, spatial and temporal resolutions as high as 1 keV, 2 arcseconds,
and 4 s, respectively. SXR has lower energy and longer wavelength than HXR, and
its flux is used in classifying flare, as mentioned. SXR imagers on-boarded GOES
satellite, GOES 12-15 SXI has been observing solar activities, especially flares since
2001. Most recently, GOES 16, which is also called GOES-R, use Solar Ultraviolet
Imager (SUVI) with broader spectral coverage and higher spatial resolution as a
13
Figure 1.6 A schematic showing time evolution of a flare in different wavelength
range.
Source: Kane 1974 [93]
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replacement. Also, X-ray telescopes on Yohkoh and Hinode (XRT) provide SXR
images from 1991 to 2001 and since 2005, respectively [59].
The EUV spanning over 100 Å to 1240 Å, and ultraviolet(UV) spanning over
1240 Å to 4000 Å spectra are mostly blocked by the Earth’s atmosphere and thus
require space-based observation as well. In earlier observations, narrow band (tens
of Angstroms) images were recorded by space-based instruments like SUMER [182]
and TRACE [67]. Afterward, Extreme Ultraviolet Imaging Telescope on Solar and
Heliospheric Observatory (SOHO/EIT [37]) and Hinode provided images in 171, 195,
284 304 Å from 1995 to 2011. Then STEREO, launched in October 2006, consists
of two satellites moving in orbits ahead (A) and behind (B) orbit of the Earth, was
also equipped with Extreme Ultraviolet Imagers (EUVI) at the same wavelengths.
Starting from March of 2010, the Atmospheric Imaging Assembly on Solar Dynamic
Observatory (SDO/AIA [143]) started to provide images in 10 wavelengths in EUV,
UV, and even visible continuum. Moreover, the space-based observations avoid the
limitation from the night time and have good time coverage. These wavelengths are
sensitive to temperature and responsive to activities.
Because of the good transmittance, solar observations in visible light and
near-infrared (NIR) are usually carried out by ground-based telescopes. Although
suffering atmospheric seeing conditions, the ground-based instruments still retain
their advantages of availability of larger apertures and higher resolution limitations,
not to mention the convenience of instrument maintenance and upgrading. Numbers
of observatories and telescopes have been built for visible and NIR observation for
over a hundred years. A more detailed description of the high-resolution ground-based
observations in visible and NIR wavelengths is available in Section 1.2.2. Nevertheless,
ground-based observations still have to face their limitations, such as local weather,
seeing conditions, telluric contamination, and the restricted daylight time. Good
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selection of sites, intelligent design of telescopes, and the advanced electronic control
system were used to weaken the impact of some limitations.
The opacity of the far-infrared (FIR), over an extensive spectral range, is more
complicated. When observation to spectrum around 10µm is available on Earth, the
longer wavelength from hundreds of micrometers to one millimeter is only accessible
in space. The longer wavelength makes FIR lines have better sensitivity to the
magnetic field due to the more significant Zeeman splitting [36], but also produces
difficulty due to the diffraction limit. In a broad frequency range from tens MHz to
hundreds GHz (between a few millimeters and a few meters), the radio wavelength is
covered by couples of imaging and non-imaging observations, such as Nobeyama [99];
Expanded Owens Valley Solar Array (EOVSA [87, 56]), Nançay [132]. The radio
wavelength reveals thermal and non-thermal effects, which are closely related to a
bunch of mechanisms in solar flares.
Other than imagers over different wavelengths mentioned above, spectropo-
larimeters were also used in solar observations to obtain magnetic field information
through Zeeman or Hanle effect. Magnetic fields are related to all the solar
phenomena, and thus the magnetograms are important tools for understanding solar
activities.
Additionally, the particles, including energetic electrons, protons, and ions, are
also captured by satellites. Solar winds and SEPs widely interest scientists because
of their impacts on the Earth.
1.2.2 High-Resolution Observations: Instruments
The improvements of instruments not only benefit the observations in the better
coverage of wavelength range and time but also in the higher spatial, temporal, and
spectral resolutions. The enhanced spatial and temporal resolutions reveal a lot of
fine structures to be investigated. In particular, we started to see tiny flare features
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with imaging spectroscopic data. For example, Xu et al. [186] studied a flare observed
in the NIR at 1.56 µm, which is believed to represent the deepest layer of the solar
atmosphere and found non-uniform flare ribbon with distinct kernels embedded, which
are named flare core and halo structures according to their brightness. The authors
attributed direct heating and back-warming mechanisms to be the causes of core and
halo emission, respectively. Note that the core areas are extremely concentrated,
with a typical area less than 4 Mm2. Many other studies [185, 92, 157, 101] presented
narrow flare ribbons in the order of 100 km. At the same time, some of the fine
structures in solar flares have a comparatively short lifetime and evolve rapidly. The
utilizing of high-cadence ensures the observation and the reliability of comparison
between their time profiles. Additionally, higher spectral resolution is available in the
spectrographs. During flares, the solar atmosphere changes dramatically, and so do
the profiles of spectral lines. With the high spectral resolution that provides detailed
information of the line profiles, the spectrum lines can be powerful tools to diagnose
the parameters such as velocity, density, and temperature.
Such high-resolution observations bring us closer to the fundamental features
of solar flares and shed new light on flare studies. In the studies in this dissertation,
some of the most up-to-date instruments were used.
Goode Solar Telescope: The ground-based has an obvious advantage in
high-resolution observations. In the equation of the minimum resolvable angle due to
the diffraction limit:
θ ≈ 1.22 λ
D
(1.7)
λ is the wavelength, D is the aperture diameter, and θ is in the radiant unit. The
resolution can be improved by increasing the size of the aperture. GST [60, 22],
at Big Bear Solar Observatory (BBSO), equipped with a 1.6-meter clear aperture
primary mirror and a high order adaptive optics (AO) system with a wave-front
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sensor of 308 sub-apertures [61]. It can provide an image scale as high as 0′′.08 per
pixel at 5000 Å after proper speckle reconstruction. Currently, there are five mainly
used imaging and imaging-spectroscopic instruments functioning on GST, namely:
Broad-Band Filter Imager (BFI), Visible Imaging Spectrometer (VIS), Near Infra-Red
Imaging Spectropolarimeter (NIRIS), Cryogenic Infrared Spectrograph (CYRA), and
Fast-Imaging Solar Spectrograph (FISS). The capabilities of BFI, VIS, and NIRIS are
listed in Table 1.2. FISS using 40′′ spectrograph slit provides spectrographs typically
at lines of Ca II, k line near 8540Å and Hα. The spectral resolution at Hα and Ca
II lines are 0.05 and 0.06 Å. Besides, CYRA was newly developed to operates at
wavelengths in 1-5 µm, which is the first fully cryogenic spectrograph. CYRA uses a
grating spectrograph to obtain spectral profiles. The high resolution of GST allows
it to observe the fine structure of flare, as well as the rare emission in visible and IR
continua. Figure 1.7 is one of the examples of GST observations.
Interface Region Imaging Spectrograph: IRIS [144] is a space-based
imaging solar spectrograph that launched in 2013. Some observational characteristics
of IRIS instruments are listed in Table 1.8. Very high spatial and spectral
resolution spectroscopic data and the corresponding slit-jaw images can be recorded
simultaneously. The spectrograms are taken in spectral windows covering several
lines in both near- and far-ultraviolet (NUV and FUV). The slit encompasses a
field-of-view (FOV) of 175 ′′, which can well-cover the major part of a typical solar
flare. The spectrograph includes some lines such as O IV, Si IV, C II, and Mg II,
whose behaviors in solar flares are very interesting, together with the slit-jaw images
(SJI) taken in both NUV and FUV. These cover the depth from the bottom of the
chromosphere to the solar corona. We use the database of IRIS as a resource of
space observations on the UV wavelength. This spacecraft provides multi-wavelength
images and spectra simultaneously focusing on the transition region to the corona.
As seeing-free observation, IRIS data has well covered many solar flares since its first
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Table 1.2 Characteristics of GST Imaging Instruments
Instrument Available Wavelength Bandpass Image Scale Diffraction Limit FOV Cadence
(Å) (′′/pixel) (′′) (′′) (s)
BFI G-band 4305 5 0.027 0.067 55 15 (100frames)
red-continuum 6684 4 0.034 0.093 70 15 (100frames)
TiO 7057 10 0.034 0.093 70 15 (100frames)
VIS Hα 6563 0.07 0.034 0.103 70 15 (11 lines * 25 frames)
Fe I 6300 0.07 0.034 0.099 70 15 (11 lines * 25 frames)
Na I D2 5890 0.07 0.034 0.093 70 15 (11 lines * 25 frames))
NIRIS Fe I 15650 0.1 (doublet) 0.083 0.246 85 10 (full-Stokes)
He I 10830 0.05 (multiplet) 0.083 0.170 85 10 (full-Stokes)
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Figure 1.7 A sample of the fine structure of a solar flare observed by GST high-
resolution observation. The panel (a) is an image of the flaring area during the
impulsive phase, taken in Hα + 1.0 Å. Panel (f-i) are plots of pseudo Dopplergrams
along the slits shown in panel (b-e), respectively. The distinct structure in the flare
ribbon front is just over 100 km, which was not observable without high-resolution
imagers.
Source: Jing et al. [92]
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light. Figure 1.8 shows some samples of IRIS SJI and spectrograms. The upper
panel is a NUV SJI taken at λ = 2796Å , the vertical black line in the middle
of which is the snapshot of the slit. The light passes through the slit and grating,
then produces spectrograms. The lower panels are examples of spectrograms over
wavelength windows close to Mg II h&k lines, C II 1335 Å lines and Si IV 1401
Å line. Thanks to IRIS’s high spatial and spectral resolutions, distinct line profiles
of small structures are observed in detail, such as a central-reversal in a strongly
enhanced and broadened C II 1335 Å line from a small brightening point.
Table 1.3 IRIS Instruments Characteristics
Field of view 175× 175 arcsec2 (SJI)
0.33× 175 arcsec2 (SG-slit)
130× 175 arcsec2 (SG-raster)
Spatial scale (pixel) 0.167 arcsec
Spatial resolution 0.33 arcsec (FUV)
0.4 arcsec (NUV)
Spectral scale (pixel) 12.8 mÅ (FUV)
25.6 mÅ (NUV)
Spectral resolution 26 mÅ (FUV SG)
53 mÅ (NUV SG)
Bandwidth 55 Å (FUV SJI)
4 Å (NUV SJI)
Table Source: De Pontieu et al. (2014) [144]
Solar Dynamic Observatory: The SDO [143] is also a space-based obser-
vatory with three instruments onboard, and two of them provide high-resolution
images: HMI and AIA. The HMI is dedicated to retrieving magnetograms of the
21
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Figure 1.8 A sample of IRIS slit-jaw image, and spectrograms near Mg II 2796 Å,
C II 1336 Å and Si IV 1403Å lines, at the initial phase of a flare.
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photosphere using 6 points taken close to Fe I 6173Å. The continuum intensity
images are also calculated using this data. AIA provides full-disk images in up to
10 wavelengths, covering wavelengths from 94 Å to 4500 Å, depth from the upper
photosphere to coronal structures, and temperature from about 5000 K to 10 MK.
SDO has the image scale as good as 0.5 and 0.6 arcsecond/pixel for HMI and AIA,
respectively. Moreover, AIA has a cadence of 12s for most of the wavelengths.
Figure 1.9 Images taken by SDO’s instruments: HMI and AIA, in different
wavelengths.
(courtesy of NASA)
Reuven Ramaty High Energy Solar Spectroscopic Imager: The RHESSI
[111] observes the Sun, from SXR to gamma rays, was used due to the HXR images
and spectra it performs. The spectrograph has a variety of spectral resolutions
over the observed range. The spatial resolution is 2′′, and the temporal resolution
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is 4 seconds. However, both are able to be improved via computation. With
classic assumptions of the accelerated electron beams’ energy distribution, the HXR
spectrum is a perfect tool for analyzing the electron in flares. To diagnose the
electron beam properties by using the HXR data, we used the tool provided by
the RHESSI team, Object Spectral Executive (OSPEX [156]), which includes
multiple spectrum fitting models.
1.3 Modeling of Flaring Atmosphere
Following the availability of solar spectra, semi-empirical models of flaring solar
atmosphere were proposed since the 1970s. With more lines and continua included,
the model was furnished and became comprehensive [17, 73, 75]. Ever since Machado
[116] published two chromospheric models of the solar flare, F1 and F2, the standard
model of quiet-sun, VALC [171] and the other two flare models, F1* and F3 [1], were
proposed to supplement. These models are all based on the assumptions of non-LTE
and hydrostatic equilibrium, and computed by statistical balance function, radiation
transfer function, and charge conservation function. The radiative hydrodynamic
equations were in need of understanding the mechanisms of energy releasing and
transferring in flaring solar atmosphere.
1.3.1 RADYN
With the fast progressing computational capability, Abbett [1] calculated the model
of solar atmosphere hit by accelerated electron beam, via solving equations developed
to describe the conservation of mass (Equation 1.8), momentum (Equation 1.9),
energy (Equation 1.10) and the radiation hydrodynamics (Equations 1.11 and 1.12),
by Carlsson & Stein[23, 24, 25]. This radiative hydrodynamic code was named
RADYN afterward, and it was supplemented to include back-warming by X-ray
and EUV in corona, which made it more comprehensive to modeling the flaring
atmosphere and diagnosing the energy release mechanism [5, 6]. The RADYN code
24
simplified interaction between the lower atmosphere and the electron beam into a 1D
motion along a symmetric arch-shape single loop. It adopted the classic VALC as
the pre-flare atmosphere model and modeled the time-dependent hydrodynamic and
radiative evolution of the atmosphere in response to the electron beam. It includes
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= ηνµ − χνµIνµ (1.12)
In these equations, g is the gravitational acceleration projection to the loop
direction, and it equals to the gravitational acceleration in the lower atmosphere
because of the large angle; t, z, ρ, e and v stand for time, height, density, internal
energy density and velocity; p and qv are pressure and viscous pressure, respectively.
Fc and Fr are conductive and radiative fluxes, and Qcor, Qrc, Qbeam, and Abeam are
heating terms added for coronal temperature, return currant, electron beam, and the
momentum deposited by electron beam, respectively.
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Figure 1.10 A sketch of the 1D single loop employed in RADYN model.
Source: Abbett 1999 [1]
The equations of radiation hydrodynamics, Equations (1.11) and (1.12), are
referring to two states, i and j. nj, Pij and Pji, are denoting the number densities
and transition rates, where Pij = Cij+Rij, and Cij and Rij are same as was described
in Section 1.1.3. Distribution functions η and χ are also similar to the Section 1.1.3
part except for that the angle distributions are also considered here. ν stands for the
frequency and µ for angle.
The energy deposition of the electron beam accelerated in the flare is modeled
through adopting the Fokker-Planck function. It was assumed that the fast propa-
gating electron beam distribution is time-independent. The distribution function,
f(E, µ, z), where E is the kinetic energy, µ = cos(α) express the pitch angle, and z is
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[µ (1− µ2) Φ]
(1.13)
where Φ = f/β, γ = E + 1 is the total energy including relativistic effect, βc =
c(1− 1/γ2)1/2 is the velocity of the accelerated electrons, B is magnetic field, and Σ
is injecting electron souces term. C, C ′ and S measure the energy loss, pitch angle
scattering due to the collisions and energy loss due to the synchrontron emissions.


















Through these terms, relativistic effect, Coulumb collision, pitch angle scattering are
all considered.
F-CHROMA is a project that analyses the observations of flares and tests
the models, emphasizing on the chromospheric part. Using RADYN simulations, this
project prepared a database of flares driven by different electron beams. This great
resource is available online (http://www.fchroma.org/ accessed on July 7th, 2020).
1.3.2 RH
There are many approximations used in the RADYN code, and the frequency complete
redistribution (CRD) is one of them. Recall the radiation transfer (Equations 1.2-
1.5), and the line source function can be expressed using Einstein coefficients and
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distribution functions. CRD assumes that the frequency distributions are equal in
these processes:
χν = ψν = φν (1.17)
However, this simplifying assumption only works well in limited conditions. For
calculation of spectral lines, the emission and absorption profiles are not equal if
there exits coherence scattering, then frequency partial redistribution (PRD) is in
need. Especially for strong resonance lines, such as Ca II K line and Mg II h&k
lines, the discrepancy between observed and CRD modeled line profiles are significant
[127, 14, 107, 106].
RH is a stationary radiative transfer code that can calculate for PRD and
solve the functions iteratively. It can solve the radiation transfer for a given
atmosphere using PRD assumption, and calculated for specific atoms. With the
capability to solve PRD functions, RH code is widely used for modeling of Ca and
Mg emissions. Nevertheless, the RH code assumes statistical equilibrium since it
is not time-dependent, and that may also cause a non-neglectable effect to the line
profiles [26, 19].
1.4 Scientific Goal and Dissertation Outline
Ever since the first witness of solar flares, numbers of observations and studies have
been carried out, as well as the theoretical and numerical modeling. However, there
are missing pieces in the puzzle, and some of them are because of the limitations of
observing instruments and computing power. One the one hand, the observations in
higher resolution are opening access to the identification of smaller-scale structures,
such as white-light flares kernels, which were hard to be observed previously. In
particular, this reveals the non-uniform nature of flare ribbons. In addition, the use
of advanced computation techniques allows a higher degree of freedom in modeling.
28
This work mainly focuses on the synthetic observations and numerical simulation
of flare emission, to understand the flare energetics. High-resolution observational
data from BBSO/GST and IRIS are mainly analyzed, together with supporting data
obtained from SDO/HMI, SDO/AIA, and RHESSI. For numerical modeling of the
flaring atmosphere and emissions, non-LTE radiative transfer codes, RADYN and RH,
were used. The comparison between observations and modelings provides important
clues in advancing our understanding of flare emission.
The relevant background knowledge, previous studies, and the motivation of
this work are introduced in Chapter 1. Chapter 2 describes a statistical analysis
of the energetic of WL emission in comparison with HXR radiations, which is a
proxy of non-thermal electrons accelerated by magnetic reconnection. In Chapter
3, the correlation between WL flares and SEP events is investigated. In Chapter 4,
A blue-wing asymmetric feature in Mg II h&k lines and red-shift in Hα line were
observed in the front edge of flare ribbon, using IRIS and GST, and they are studied
using radiative hydrodynamic codes RADYN. In Chapter 5, the absorption in He I
10830 Å line in leading flare ribbon edges, which was reported in previous studies, was
numerical simulated using RADYN to reveal the atmosphere in the initial phase of
the flare. Chapter 6 reported a newly observed transient rotation of the photospheric
magnetic field, also in a narrow ribbon front. The summary of my Ph.D. work and
preliminary plans for future research are shown in Chapter 7.
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CHAPTER 2
THE ENERGETICS OF WHITE-LIGHT FLARES OBSERVED BY
SDO/HMI AND RHESSI
WL flares have been observed and studied more than a century since the first discovery
by Carrington [28]. However, some fundamental physics behind such energetic events
remains highly controversial: such as the formation depth of WL emission and
heating mechanisms. Previous observations have shown that the spatial and temporal
correlations between WL emission and HXR radiation, suggesting that energetic
electrons play an essential role in heating the lower atmosphere. In this chapter,
we present a statistical analysis of 25 strong flares (≥ M5), observed simultaneously
by the SDO/HMI and the RHESSI. Among these events, WL emission was detected
by SDO/HMI in 13 flares, which are associated with HXR emission. To quantitatively
describe the strength of WL emission, equivalent area (EA) is defined as the integrated
contrast enhancement over the entire flaring area. The results show that the EA is
inversely proportional to the power-law index of HXR emission, suggesting that the
level of WL depends on the population of electrons with higher energies. However, no
strong correlation is found between WL emission and flux of non-thermal electrons
at 50 keV. For the other group of 13 flares without detectable WL emission, the
HXR spectra are softer (higher power-law index) than those flares with WL emission,
especially for the X-class flares in this group. 1
2.1 Introduction
WL flares are characterized by sudden emission in the visible continuum against
the bright photospheric background. In the literature, they are always associated
1This chapter is based on the following paper: Huang, N.Y.; Xu, Y. & Wang, H.,
“The Energetics of White-light Flares Observed by SDO/HMI and RHESSI”, Research
in Astronomy and Astrophysics, 2016, volume 16, 177 [81]
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with intense X-ray bursts and are thought to be classified in the top group of
GOES classification at the first[134]. On the other hand, quantitative analysis of
WL emission is subject to the limitation of observing techniques, for instance, the
spatial-temporal resolution and the dynamic range of detectors. In fact, Zirin [197]
and Neidig [133] have predicted that the WL emission might exist in all flares, but
is detectable only at certain levels. This limitation was outstanding during the
low-resolution observation era. With the rapid development of both space-based
and ground-based instruments, WL flares are becoming more resolvable. Matthews
et al. [121] surveyed observations of flares on G-band from Yohkoh and found flare
of GOES class down to of C7.8 with brightening signals. Hudson & Metcalf [86]
investigated flares observed by the Transition Region and Coronal Explorer (TRACE).
By removing the UV line contaminations, the authors detected WL emission of a flare
in GOES class of C1.6. Jess et al. [90] reported a C2.0 flare on 2007 August 24 with
the high-resolution G-band observations carried out by the Swedish Solar Telescope
(SST). The flaring area is very compact, but the contrast of WL emission was found
to be 300% at its peak time compared to the quiescent background. Wang et al.
[173] studied flares observed by Hinode and suggested that M1 class could be the
lower limit for the flare with detectable WL emission observed by Hinode.
It is well accepted, as described in the standard model of flare, that the
initial energy release occurs in the corona by magnetic reconnection, from which
a tremendous amount of electrons are accelerated to near relativistic speeds. Part of
these electrons penetrate downward along the magnetic field lines and generate various
radiations, such as X-ray, microwave, and optical emissions [131, 82]. As first reported
in the visible continuum, the term WL refers initially to the visible continua, which
mainly comes from the photosphere. As time went on, solar observations cover to more
spectral windows, then continua at UV and NIR were observed and included. Flaring
emission at the NIR continuum, which is believed to reflect the opacity minimum,
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was observed in an X10 flare [189]. The formation height and mechanisms of the WL
emission remain highly controversial. Several models have been proposed to address
these questions. For instance, the direct heating model indicates that the continuum
emission is generated by the precipitating electrons via collision and ionization in the
lower atmosphere [18]. However, considering the density and short collision range of
the upper atmosphere, the electron energy for direct heating should be critically high:
350 KeV electrons can only precipitate to temperature minimum region [2]. Emslie
[44] calculated the energies required for electrons to penetrate to certain layers and
the corresponding densities. As a result, to heat the photosphere (τ5000 = 1), the
initial energy should be at least a few MeV. Moreover, to generate a WL flare, the
needed total population of accelerated electrons would be higher than the affordable.
This is a so-called “number problem”. Nevertheless, the hypothesis of direct heating
is not necessarily the only mechanism. A good alternative explanation is that the
electrons stop, release their energies and heat the lower layer to power the continuum
emission by back warming [117, 124, 40].
HXR bremsstrahlung radiation is a helpful tool to diagnose the electron beams.
With well-accepted energy distribution of electrons in beams, where the thermal
electrons follow the Maxwellian distribution and non-thermal electrons follow the
power-law distribution, the HXR spectrum can reveal the electron energy distribution.
At the same time, all the flare models assume that the WL emission is generated by
accelerated electrons [84, 53]. The associations between WL and HXR during flares
were proposed by Rust & Hegwer [152] and confirmed by observations in both spatial
and temporal perspectives [135, 190, 86]. Therefore, a coordinated analysis of WL and
HXR can reveal the mechanism of how these high-energy electrons should generate
bursts of emissions. Battaglia & Kontar [15] compared EUV, WL and HXR emission
of a limb flare using data from SDO/HMI, SDO/AIA, and RHESSI. They found that
the EUV emission comes from higher layers (3 Mm from the photosphere) where
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low energy electrons (∼ 12 keV) deposit their energies. The HXR of 35-100 keV is
suggested in lower layers in a range of 1.7 Mm to 0.8 Mm and the WL locates a little
higher at 1.5 Mm. Martinez Oliveros et al. [118] related WL with HXR in a similar
energy range of 30-80 keV. However, they found the formation heights were rather
lower for both WL and HXR at 195 km and 305 km, respectively. Cheng et al. [33]
further confirmed the temporal correlation between WL and HXR emission (26-50
keV) using SDO and Fermi data, respectively. Hao et al. [68] studied an M6.3 flare
close to the disk center. Their results show a clear Balmer jump and classify this flare
as a type I flare [48] with a direct link to electron precipitation.
Motivated by the above case studies, we attempted to relate the quantitative
characteristics of WL and HXR emission statistically. Besides the total energy
carried by accelerated electrons, the energy distribution of electron populations is
very important and a key parameter for numerical simulations. By solving the
radiative hydrodynamic equations, the atmospheric response to the precipitating
electron beams can be simulated. The original idea was developed for stellar flare
emission. Therefore this kind of simulations is simplified to deal with one-dimensional
configurations (along the direction of flare loops). The input parameters can be
assumed or derived from the HXR observations. Previous studies have matched
the simulated results with the observed emission at a certain level [5, 31, 150].
Usually, HXR emission is composed of two components, thermal and non-thermal
emission. The non-thermal emission, as mentioned, follows the power-law and can
be described as one or more linear functions in a log-log plot. The slope of such
a linear function, also known as the power-law index, is the crucial parameter in
determining the contribution of the high energy electrons to the entire HXR emission.
To quantitatively denote the WL emission strength, we followed the work of Wang
et al. [173]. For each WL flare, they integrated the contrast over the areas of WL
flare kernels and defined this quantity as equivalent area (EA), which describes WL
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emissions’ strength and extent. In this chapter, we present the investigation of a
series of WL flares. Comparing and correlating WL and HXR emissions, we try to
answer whether direct heating or back-warming dominates in powering WL flares.
2.2 Observations and Data Reduction
SDO [143] has been monitoring the Sun since its first light in 2010 and flying with
three major experiments–HMI, AIA, and EUV Variability Experiment (EVE). Among
those three, HMI provides full-disk maps of visible intensity and vector magnetograms.
The intensity maps are obtained by taking six sampling points across the Fe i
absorption line 6173.3 Å estimating the Doppler shift, linewidth, and line depth, then
“reconstructing” the continuum intensity [154]. The effective cadence of the visible
continuum images is 45 s, and the angular resolution is around 1′′. The RHESSI was
launched in 2002 to explore hard X-ray (HXR) emissions during solar flares. It is
sensitive to an energy range from 3 keV to 17 MeV with various energy resolutions
and angular resolutions. The image cadence is usually 4 s, determined from the period
of a full cycle of modulation. The Object Spectral Executive (OSPEX [156]) is a tool
developed by the RHESSI team, which can calculate the spectrum from photon-count
data and fit the spectrum into preset models to diagnose the electrons. In this study,
we use SDO/HMI intensity images to retrieve the WL flare signals and use RHESSI
HXR data plus OSPEX software for imaging and spectroscopic analysis.
Our targets are flares with WL emission observed by HMI WL channel and
have coverage by RHESSI. Although it was predicted theoretically and confirmed
observationally that the WL emission is a common feature not only for most violent
events, it is still generally accepted that the more energetic flares are more likely
to be associated with detectable WL enhancement. One of the reasons is that the
detection of WL flares depends on the capabilities of instruments, for instance, the
resolution and dynamic range. As listed in the introduction part of this chapter,
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the studies using higher resolutions and dynamic ranges tended to find WL emission
in flares in lower GOES classes. According to the instrumental conditions of HMI,
we set a threshold of M5.0 to select events. In addition, to minimize the projection
effect, near limb events (≥ 50◦) are excluded. Besides, there are gaps of RHESSI
observations, such as satellite night and South Atlantic Anomaly (SAA). Therefore,
we need to eliminate the events which were not well-covered by RHESSI. In practice,
we first selected all events covered by RHESSI and which occurred close to the disk
center. During the period from March 2010 to June 2015, 25 flares satisfied with the
criteria, including flares from GOES class of M5.1 to X3.1. Among these events, we
observed that the WL signals were present not only in the strongest X-class but also
in some of the M-class flares. Moreover, some X class flares do not have detectable
WL enhancement signal. Therefore, we split the events into two categories, with and
without WL emission, as shown in Tables 2.1 and 2.2.
For each event, we obtained a full-disk image sequence observed by HMI about
10 minutes prior to the HXR flux peak lasting at least 15 minutes. Then we zoomed
in to the flare region with a small FOV, including the entire flare sources identified
by HXR images. All the images are then aligned spatially using the first frame as a
reference. Figure 2.1 shows an example of the X1.0 flare on 2014 March 29th, in the
active region 12017. The upper panel presents an image taken at 17:41:46 UT, which
is before the flare and used as the reference frame for alignment. In order to show
the WL emission clearly, difference images are constructed by subtracting each image
by the reference frame. This process requires a normalization of the image sequence.
For this purpose, a quiet Sun area was selected, indicated by the white box, and
the averaged intensity within this area is defined as the background Ib. Then the












































































































Figure 2.1 Image processing steps of an example event, X1.0 flare on 2014 March
29th. Upper panel: the pre-flare image of the active region, where the white box
region was selected as the background. Middle panel: the flare peak image was taken
5 minutes prior to the WL flare peak. Lower panel: the difference image of the flare
peak subtracting the pre-flare image, where the WL flare ribbons were shown in red
contours. The total number of flaring pixels is 124, and the equivalent area is 3.20
arcsec2.
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is retrieved. In the middle panel of Figure 2.1, it is an image during the peak of that
flare. A very weak brightening can be seen around the center but not significant.
More obvious flare sources are obtained by the difference images, shown in the lower
panel which are outlined by red contours. We used the running difference image, and
manually set thresholds for the WL flare kernels, which can be identified visually.
Therefore, only the intense flare cores are included in our analysis.To quantitatively
describe the WL emission, the equivalent area (EA) is defined by integrating the





The flaring area is found by contours of 3 times of standard deviations above a
background threshold. As an example, the EA for the 2014-03-29 event is 3.20
arcsecond2. The results of all WL events are listed in Table 2.1.
HXR spectra around the peak time of WL emissions were then constructed using
the default setups of RHESSI with pileup correction, as all of the events are stronger
than M5.0. For events without detectable WL emission, the flare peak times were
defined as the maxima in 25-50 keV HXR emission. The spectral fitting involved two
models, the variable thermal (vth) and the broken power-law (bpow), in which the
former represents the thermal HXR component usually in low energy ranges, and the
latter represents the non-thermal component. The non-thermal component usually
represents the high energy component and correlates with WL and HXR emissions
at footpoints. The representative parameter of the non-thermal component is the
power-law index, which is the absolute value of the fitted line slop in log-log space.
In principle, a low value of power-law index refers to as ‘harder’ HXR spectrum with
more electrons populated in high energy tail, and a high power-law index indicates a
‘soft’ HXR spectrum with more electrons in the low energy ranges. Figure 2.2 shows a
37






















Detectors: 1F 3F 4F 5F 6F 8F 9F
29-Mar-2014 17:46:28.000 to 17:46:32.000 (Data-Bk)
29-Mar-2014 17:46:28.000 to 17:46:32.000 (Bk)
10-Feb-2016 01:22 
bpow 5.83,1.50,20.5,2.67 
vth 0.863,2.13,1.00  full chian 1.26e-004
vth+bpow
Fit Interval 322   Chi-square = 1.39
Figure 2.2 Fitting of peak spectrum of the sample flare on 2014 March 29th, using
two components of Variable Thermal and Non-thermal broken power law. The black
curve is the spectrum data after subtracting the background (pink). The modeled
thermal component, non-thermal component, and the overall spectrum are plotted in
green, yellow, and red, respectively.
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sample spectrum of the sample event of flare in 2014-03-29. The power index for that
event is 2.67. The power-law index change during the flare, and while the hardest
spectrum usually occur close to the WL emission peak (as is shown in Figure 2.4).
The smallest power-law index near the WL emission peak time was taken as the
power-law index for that flare. The power indices for all of the 25 events are listed in
Tables 2.1 and 2.2.
Table 2.1 Properties White-Light Flares
Date Time GOES AR# Location Equivalent Area HXR Spectral Index
2011.02.15 01:43 X2.2 11158 S21W12 1.45 5.30
2011.07.30 02:04 M9.3 11158 N16E32 5.55 4.84
2011.09.06 22:08 X2.1 11283 N16W15 6.31 2.88
2011.09.08 15:32 M6.7 11283 N14W41 0.95 2.79
2012.07.04 09:47 M5.3 11515 S16W15 1.42 3.45
2012.07.05 11:39 M6.1 11515 S17W30 1.20 2.99
2013.11.10 05:07 X1.1 11890 S13W13 2.34 3.98
2014.01.07 10:07 M7.2 11944 S13E13 2.52 3.65
2014.03.29 17:35 X1.0 12017 N10W32 3.20 2.67
2014.10.22 14:02 X1.6 12192 S14E13 0.87 4.46
2014.10.24 21:07 X3.1 12192 S12W31 0.71 6.25
2015.03.10 03:19 M5.1 12297 S15E39 0.83 2.99
2015.03.11 16:11 X2.1 12297 S17E22 1.15 4.33
2.3 Results and Discussion
Among the 25 events, 13 of them are companioned by WL flare signals, and the
other 12 are not. Figure 2.3 shows the scatter plot of the WL EA vs. HXR power
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Table 2.2 Properties of Flares without White-Light Emission
Date Time GOES AR# Location Spectral Index
2011.02.13 17:28 M6.6 11158 S19E01 5.05
2011.03.09 23:10 X1.5 11166 N10W11 5.91
2011.09.25 04:31 M7.4 11302 N12E45 4.25
2012.03.09 3:22 M6.3 11429 N17W01 5.17
2012.05.10 04:11 M5.7 11467 N10E20 3.84
2012.07.12 16:28 X1.4 11520 S20W03 7.61
2014.01.01 18:40 M9.9 11936 S16W45 9.40
2014.04.18 12:50 M7.3 12036 S15W35 2.77
2014.10.22 01:16 M8.7 12192 S13E21 4.02
2014.10.25 16:55 X1.0 12192 S12W31 7.73
2014.12.04 18:05 M6.1 12222 S20W34 5.84
2014.12.18 21:58 M6.9 12242 S18W26 4.07
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index. The red dots represent the X-class flares, and the green dots indicate the
M-class flares. In principle, we see a correlation between the EA and the power-law
index. The flares with smaller HXR power-law index, which is to say that the HXR
spectrums are harder, tend to have larger EA in the WL flare ribbons. The solid
line denotes the trend for all the events, and the dotted line denotes the trend for
X-class flares only. According to the trend of X-class flares, the negative correlation
between WL strength and HXR power index is more significant. The comparison of
EA of WL flares and HXR power index shows that flares with smaller hard X-ray
indices tend to have larger equivalent areas. On the other hand, we notice that the
HXR spectra are somewhat harder, with spectral indices smaller than 4, of all the
M-class flares with WL emission shown in this study. We suspect that other M-class
flares with relatively higher power index do not have detectable WL emission and
are excluded from the analysis. Therefore, this selection effect is one of the reasons
why the negative correlation between the power-law index and EA is not as evident
for the M-class flares. As we mentioned in the introduction section, the power index
effectively denotes the population of high-energy electrons in general. Therefore, the
negative correlation between the EA and power index indicates that the high-energy
electrons play a significant role in generating the WL flares, especially for strong
(X-class) flares. This result is in favor of the direct-heating model, which requires
electrons to have high energy to penetrate down to lower atmosphere and deposit
their energy by collision.
In addition to the multiple events analysis for the WL and HXR emission
correlation, the temporal variations of WL emission and HXR power index are
retrieved and compared. For each event, over a time range covering the peak
of WL emission, the HXR spectral power-law indices were calculated for selected
time-stamps. RHESSI has a higher time cadence than SDO/HMI, and thus we
selected the RHESSI data point based on SDO timing. Figure 2.4 shows the time
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Figure 2.3 Plot of equivalent area of WL flare source vs hard X-ray power index.
The solid line shows the trend of linear fitting for all events. A negative correlation
is obviously seen (the lower the power index, the larger the EA of WL). The red
dots represent the X-class flares, and the green dots indicate the M-class flares. The
dotted line denotes the trend for X-class flares only.
evolutions of WL and HXR emissions fluxes and HXR power index during a sample
flare on 2014-03-29. The solid black plot shows the light curve of WL emission, the
dotted line shows the power index evolution, and red and green lines plot the time
profiles of HXR fluxes in energy ranges of 50-100 keV and 100-250 keV, respectively.
We see that the WL and HXR fluxes are temporally correlated as expected. There
is a negative correlation between the WL emission and the power-law index, which is
typical for all the WL flares in our list.
Furthermore, the correlation between WL intensities and HXR fluxes for those
WL flares is investigated. Figure 2.5 is the scatter plot of WL EAs and HXR peak
fluxes at 50 keV. The red dots represent the X-class flares, and the green dots represent
the M-class flares. The correlation between EA and HXR flux is not as clear, based on
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Figure 2.4 Time evolutions of WL EA, HXR energy flux, and HXR power index
during the flare on 2014 March 29th. The red and green lines indicate the fluxes of
HXR in energy ranges of 50-100 keV and 100-250 keV, respectively. The thick black
line shows the temporal variation of WL emission and the dotted line represents the
power index evolving as a function of time. As expected, a good correlation between
the WL and HXR emission is shown. More importantly, we see a negative temporal
correlation between WL emission and HXR power index.
the events in our study. Our result is consistent with that was observed in the work of
Fletcher et al. [53], in which HXR power above 20 keV and 50 keV were compared with
the WL power. Our result suggests that the distribution of high-energy non-thermal
electrons is more critical, and the electrons in even higher energy are more closely
related to the generation of WL flares. However, using a more extensive data set and
a different method in detecting WL, Kuhar et al. [102] found a positive correlation
between WL emissions and HXR fluxes at 30 keV. Moreover, their result shows no
clear correlation between the WL emission and HXR spectral indices, which is also
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different from our result. The discrepancy is mainly due to the method of measuring
the EA of WL emission. For each flare, they integrated all the excess WL flux
automatically within a certain level of HXR contour. In our study, we manually set
thresholds for the WL flare kernels, which can be identified visually. Therefore, only
the intense flare cores are included in our analysis. According to previous studies
[136, 188, 89, 187], the WL flare kernels are consist of bright inner cores and relative
weaker halos, corresponding to the direct heating by electrons and the back-warming
emission, respectively. The intensity of the halo structure is not a monotonically
increasing function of electron energy. Therefore, the relationship between the HXR
spectral index and WL intensity is altered for halos. By concentrating on the core
emission, we exclude the contamination of halos and other uncertainties introduced
by the misalignment among frames in a time sequence.
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Figure 2.5 The scatter plot of WL EAs and HXR peak fluxes at 50 keV. The red
dots represent the X-class flares, and the green dots indicate the M-class flares.
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The HXR power indices vs GOES classes of the other 12 non-WL flares are
plotted in Figure 2.6. Again, the green and red colors are used for M-class and
X-class flares, respectively. It is clear that two distinct groups can be defined for
M- and X-class flares. For the X-class flares without detectable WL enhancement,
we see that all of the four events have relatively higher power indices (>6), which
implies that they have less high-energy electrons although they have relatively high
SXR emissions. This result is consistent with the result of WL flares discussed above.
However, for M-class non-WL flares, their power-law indices can be small, indicating
the spectra are as hard as the WL flares. These events have lower levels of SXR
emissions, which means fewer thermal electrons. Based on the assumption of energy
distributions of accelerated electrons, even though having lower power-law indices,
these events with lower thermal electron does not have enough high-energy electrons
to stimulate the WL emissions.
In summary, 25 disk-center events above GOES class of M5.0 are studied since
the launch of SDO. They are also covered by RHESSI HXR observations. The WL
emission are quantified by the EA and the high energy electrons are represented by
the the power-law index of HXR emission. The result shows a negative correlation
between them, suggesting that the high-energy electrons play an important role in
producing WL emission during strong flares. On the other hand, for the M-class
flares, especially those without WL emission, the power-law index is neither the only
nor the most important parameter to determine the WL emission. Considering the
complexity of WL and HXR emission, this study are preliminary and can be improved
by carrying out a more comprehensive analysis. For instance, the hmi.Ic 45s data
from SDO/HMI is not real continuum data but reconstructed by intensity data at
six spectral points, which can introduce uncertainties of intensity measurements. For
future analysis, more precise results can be obtained by including filtergrams without
























Figure 2.6 Plot of GOES class and hard X-ray power index of non-WL flares.
For the X-class flares without obvious WL enhancement, the peak spectra show
considerably high HXR power indices, while all of the power indices for M-class flares
are smaller than 6.
2.4 WL Observation of 2015-June-22 M6.5 Flare
Table 2.3 Properties White-Light Flares
Date Time GOES AR# Location Equivalent Area HXR Spectral Index
2015.06.22 17:39 M6.5 12371 N13W14 0.1 4.37
The latest instruments have been proving the necessity of resolving power in
WL flare observations. The BBSO/GST, one of the highest resolution telescopes
for solar observations, was used to observe the WL emissions in flares. On 2015-
June-22, the M6.5 flare was observed by GST, using the TiO filter on BFI. The
basic information is in Table 2.3. Using both the intensity continuum images from
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22-Jun-2015 17:57:40.600























































TiO Broad-Filtet Image  at 17:57:53 UT Difference Image
Figure 2.7 WL observation of 2015-June-22 M6.5 Flare, using SDO/HMI and
GST/BFI. All images were aligned to the same FOV. Upper Panels: The intensity
continuum image from SDO/HMI at the peak time (left) and the corresponding
difference image (right). Lower Panels: Broad filter TiO image from GST/BFI for
the flare peak time (left) and the difference image, subtacting a pre-flare frame (righ).
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SDO/HMI and the TiO broad filtered images from BBSO/GST, the difference images
were processed, and the EAs were calculated, as is presented in Figure 2.7. All of
the panels in Figure 2.7 were aligned to the same FOV. The left two panels were
simultaneous images, which are taken at the flare peak time, and the right panels
are the difference images subtracted by pre-flare frames correspondingly. The upper
panels were continuum images from HMI, and the lower ones are presenting the
broad-filter images from GST. In HMI continuum images, the WL emission was too
faint to identify. Using the high-resolution TiO images from GST, some small but
well-defined emission areas were detected. The compact brightenings points were
distributed over a ribbon-like area. The the white box in the lower right panel in
Figure 2.7, we zoomed in to show them more clearly. Using the same algorithm, we
retrieved the contrast image in refers to a selected background area where a standard
deviation was calculated. The red contours outlined three times of standard deviation
and defined the footpoint areas of flare. The EA and the HXR power-law index were
than calculated. The results were listed in Table 2.3 and plotted as the blue dot in
Figure 2.8.
The EA of this WL flare was 0.01 arcsec2, which would not be detectable
signal noise in lower resolutions. It is necessary to mention that in Figure 2.8, over-
plotting the data point retrieved by GST/BFI image onto the EA-HXR power-law
index scatter plot directly, is only for rough comparison, since different continua were
in used. However, the comparison between HMI images with 0.5 ′′/pixel images scale
and GST TiO images with 0.034 ′′/pixel, confirms that more WL flares would be
resolved by using high-resolution observations in solar flares.
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Figure 2.8 The equivalent area of this WL flare is about 0.01 arcsec2 (by GST,
not detectable by SDO) and the HXR spectral index is 4.37 at the peak time. This
“new” event was denoted as the blue dot.
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CHAPTER 3
RELATIONSHIP BETWEEN INTENSITY OF WHITE-LIGHT
FLARES AND PROTON FLUX OF SOLAR ENERGETIC PARTICLES
3.1 Introduction
Solar Energetic Particles (SEPs; see review by Reames 1999 [147]) are considered
to be one of the most important kinds of events in terms of their effects on space
weather. They are mostly in the form of accelerated protons and heavy ions. The
SEPs were found to be accelerated by magnetic reconnection during solar flares (e.g.,
Mori et al. 1998, Bombardieri et al. 2008 [88, 16]). They also can be accelerated
by shocks while CMEs are propagating in interplanetary space (e.g., Klein & Trottet
2001, Roussev et al. 2004 [97, 148]). Aschwanden [10] found that both flare and CME
shock play important roles. In solar observations, WL flares are considered as the
most energetic signature of particles bombarding solar surface and associated with
both HXR and Gamma-ray emissions [83]. In our previous study (see Chapter 2), we
found a close correlation between WLF intensities and the HXR power index [81]. In
this chapter, we focus on the comparison between SEP flux and WLF intensities. 1
3.2 Data Reduction and Discussion
In this study, WLFs are identified using the hmi.Ic 45s data obtained by SDO/HMI.
It is not real continuum data but reconstructed by intensity data at six spectral
points close to Fe XXI 6173 Å line. The counts of SEP flux can be found at
https://umbra.nascom.nasa.gov/SEP/, which is curated by Solar Data Analysis
Center. It lists all the SEP events captured by detectors onboard GOES [55]. The
proton flux in this list is defined as averages of integrated 5-minute counts of particles
1This chapter is based on the following paper: Huang, N.; Xu, Y. & Wang, H., “Relationship
between Intensity of White-light Flares and Proton Flux of Solar Energetic Particles”,
Research Notes of the AAS, 2018, volume 2, 7 [80]
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Table 3.1 Fluxes of SEP Events And Properties of the Corresponding Flares
(continued)
# Date Time GOES AR# Location Proton Flux WL EA
(max) > 10MeV (pfu) (arcsec2)
1 2010.08.14 12:45 C4 11099 N17W52 14 No
2 2011.03.08 08:00 M3 11164 N24W59 50 No
3 2011.06.07 18:20 M2 11226 S21W64 72 No
4 2011.08.05 21:50 M9 11261 N15W49 96 1.19
5 2011.08.09 12:10 X6 11263 N17W83 26 3.09
6 2011.11.27 01:25 C1 11353 N08W49 80 No
7 2012.01.24 15:30 M8 11402 N28W36 6310 0.1
8 2012.01.28 02:05 X1 11402 N27W71 796 No
9 2012.03.08 11:15 X5 11429 N17E15 6530 7.65
10 2012.03.13 20:45 M7 11429 N18W62 469 6.39
11 2012.06.16 20:20 M1 11504 S17E14 14 No
12 2012.07.07 07:45 X1 11515 S18W50 25 5.95
13 2012.07.12 22:25 X1 11520 S16W09 96 No
14 2012.07.18 06:00 M1 11520 S17W75 136 No
15 2012.09.02 08:50 C8 None S06E20 59 N/A
16 2012.09.28 04:45 C3 11577 N08W41 28 No
17 2013.03.17 07:00 M1 11692 N11E12 16 No
18 2013.04.11 16:45 M6 11719 N09E12 114 No
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(continued) Fluxes of SEP Events And Properties of the Corresponding Flares
# Date Time GOES AR# Location Proton Flux WL EA
(max) > 10MeV (pfu) (arcsec2)
19 2013.05.17 17:20 X1 11748 N11E51 41 No
20 2013.05.23 06:50 M5 11745 N15W70 1660 No
21 2013.06.24 05:20 M2 11777 S16E66 14 No
22 2013.09.30 20:05 C1 None N15W40 182 No
23 2013.12.28 23:15 C9 11936 S18E07 29 No
24 2014.01.09 03:40 X1 11944 S15W11 1033 No
25 2014.02.20 09:25 M3 11976 S15W67 22 No
26 2014.02.28 08:45 X4 11990 S12E82 103 No
27 2014.04.19 01:05 M7 12036 S16W41 58 No
28 2014.09.12 15:55 X1 12158 N16W06 126 No
29 2015.06.22 19:00 M2 12371 N13W00 1070 No
30 2015.06.27 00:30 M7 12371 N12W40 22 2.48
31 2016.01.02 04:50 M2 12473 S21W73 21 No
32 2017.07.14 23:20 M2 12665 S06W29 22 No
33 2017.09.08 00:35 M5 12673 S11W16 844 2.14
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with energies higher than 10 MeV. The unit is particle flux unit(pfu) where 1 pfu = 1
particle·cm−2 sr−1 s−1. An event record started when there were three data points
equal or greater than 10 pfu in a row, and ended when it decrease to 10 pfu or lower.
According to the record, there were 42 SEP events recorded from 2010, when SDO was
launched, to September 2017. Among these listed 42 SEP events, excluding the farside
ones, 37 of them are accompanied by flares. For the flares higher than M5.0 among
them, we used the difference images of intensity continuum data from SDO/HMI and
visually identify the WL emission signals. The WL emission is characterized by an
EA [173, 81], which is the integrated enhancement of contrast over the entire flare
ribbons, as was defined in Chapter 2. The information about these flares, their WL
emissions and energetic particle fluxes are listed in Table 3.1
Events in Table 3.1 are scatter plotted in Figure 3.1 according to their proton
fluxes in a unit of pfu and EAs of WL emissions in a unit of arcsecond2. For events
without WL emissions, the EAs were set to be zero. To extend our study, we also
included the WL flares within the same period, which are not accompanied by SEP.
Most of them are listed in Table 2.1 except for the latest X9 flare, which we will
discuss in more detail below. In the plot, the solid circles represent the SEP events,
and the empty circles represent the WL flares without detected SEP signals. For all
these events, red, blue and green colors are denoting their GOES flare classes, X, M
and C, respectively. By comparing the SEP and WLF lists, the events can be divided
into three groups:
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• Group 1: The group includes SEP events that were not associated with WLFs.
They are plotted using solid circles (half) on the y-axis, indicating zero WL
emission. Their SXR flux (represented by GOES classes in different colors)
does not correlate with the proton flux. As we can see, a C-class flare may
have stronger proton flux than many X- and M-class flares (e.g., event # 22 in
Table 3.1). It should be noted that some of the events in this group are possible
to have WL emissions that is too weak to be defined as signals. For example,
the #29 event in Table 3.1 was visually identified as a weak WL flare using TiO
7057 Å BFI in BBSO/GST, while it is not visible using intensity continuum
images from SDO/HMI.
• Group 2: This group contains WLFs without SEP detected. Those events are
represented by empty circles (half) on the x-axis. The latest X9 flare, which was
not included in Table 2.1, was on Sept. 6, 2017. It was the strongest WLF with
EA almost an order of magnitude larger than the second largest one. However,
no obvious increase in proton flux was detected. This group also suggested the
irrelevance between WL emissions and SEP fluxes.
• Group 3: We found eight SEP events that were associated with WLFs, including
5 M-class (blue color) and 3 X-class (red color) flares. There is no clear
correlation between SEP fluxes and EAs of WLFs in this group, as we can
see.
The events in these all three groups show that there is no correlation between
WLFs and SEPs. This result indicates that the SEPs may not be accelerated in the
region where flare-related magnetic reconnection takes place. Besides, one can notice
that there is no clear intersection between events in Table 2.1 and Table 3.1. In other
words, almost none of the WL flares selected in Chapter 2 are accompanied by SEPs.
The only exception is event #24 in Table 3.1, whose SXR time profile is plotted in
Figure 3.2. The two vertical yellow dashed lines mark the starting and peak time of
SEP flux. The green arrow is pointing at the flare associated with this SEP event,
and the red arrow is pointing at an M7.2 WL flare listed in Table 2.1. The detection
of the SEPs in this event was combined with a far-side event, and that moved up the
start time. However, this SEP event was associated with the X1 flare without WL
emission, which was companioned by CME.
Another noteworthy event is the X9 WL flare on Sept. 6th, 2017, which in
Figure 3.1 is plotted on the x-axis. This flare happened in the same active region as
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Figure 3.1 Comparison of SEP events and WLFs. Solid circles represent SEP
events and empty circles represent WLFs, which were not associated with SEP events.
Different colors indicate the magnitudes of flares: red for X-class, blue for M-class
and green for C-class flares.
the M5 flare that is responding to events #33. The time profile of SXR flux is plotted
in Figure 3.3. That productive AR was detected to have SEP from the beginning of
Sept. 6th and reached the peak on Sept. 8th. It is reasonable to guess that the long
duration SEP event was contributed by multiple flares continuously, including the X9
flare with outstanding WL emission. However, the peak of the SEP flux arrived at
the beginning of Sept. 8th, which is more likely to be contributed by activities on
Sept. 7th.
Our preliminary results show that most (> 83%) of WLFs and SEP events have
no correspondence. Note that all SEP events were checked, and some limb WLFs
were excluded to avoid projection effect in calculating the EA. Therefore, the actual
percentage of non-correlated events should be even higher. In a small group of events
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Figure 3.2 Time profile of GOES SXR emission during the SEP event peaked
on January 9th, 2014(Table 3.1 # 24). The two vertical yellow dashed lines mark
the starting and peak time of SEP flux. The green arrow is pointing at the flare
associated with this SEP event, and the red arrow is pointing at an M7.2 WL flare
listed in Table 2.1.
Source: GOES X-ray 3-Day plot archive.
with both WL emission and SEPs, we did not see a positive correlation between
SEP flux and contrast enhancement in WL. In the time profile of each event, the
relevance between WL emission and SEPs are weak. Straightforward speculation is
that the acceleration process could be different for SEPs and the energetic electrons
powering WL flares in the events analyzed. In other words, between the possible SEP
acceleration mechanisms, flare reconnections versus CME waves, our result favors the
latter one. However, these two candidate drivers for SEP are not independent. Many
studies have suggested the combination of both of them. Particles on different parts
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Figure 3.3 Time profile of GOES SXR emission during the SEP event peaked on
September 8th, 2017 (Table 3.1 # 33). The two vertical yellow dashed lines mark
the starting and peak time of SEP flux. The green arrow is pointing at the flare
associated with this SEP event. The 2017-September 6th X9.3 flare began at 11:53
UT and SXR peaked at 12:03 UT.
Source: GOES X-ray 3-Day plot archive.
of the energy spectrum were probably driven differently. Our study used the 10 MeV
as a threshold for energetic particle flux counting, which was lower than what was
commonly used in studies that connected SEPs with flares. In summary, our result
suggested the importance of the CME shock wave in SEP acceleration.
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CHAPTER 4
SPECTRAL DIAGNOSIS OF MG II AND Hα LINES DURING THE
INITIAL STAGE OF AN M6.5 FLARE
Recent studies have shown the existence of fine structures on flare kernels or ribbons,
which were not fully resolved before. One of the important results is the distinct
properties on the leading edge of the propagating flare ribbons, such as the enhanced
absorption in He I 10830 Å line and a strong redshift in Hα. In order to gain
more comprehensive understading of the absorption and Doppler shifts in the lower
atmosphere, we investigated the emission from upper chromosphere which is closer
to the initial energy release site in corona and may have effects on lower layers.
Using the high-resolution imaging spectroscopic data obtained by IRIS, we studied
the Mg II emission lines during an M6.5 flare (SOL2015-06-22T18:23), which was well
covered by the joint observation of IRIS and BBSO/GST 1. On the leading edge of the
propagating ribbon, Mg II h and k lines are characterized by blue wing enhancement
and strong broadening. On the other hand, redshifts in Mg II and Hα are found
in the following areas of the flare ribbons. Numerical modeling, by combination
using RADYN and RH codes, suggested that the Mg II line broadening was possibly
caused by unresolved turbulence with velocities distributed in about 10 to 30 km/s.
The enhanced blue wing is likely due to a decrease in temperature and an increase in
electron density as a consequence of electron precipitation. Based on the observations
and simulation results, we discussed the possible response of the lower atmosphere to
the electron precipitation, in terms of the evolution of temperature, electron density,
and turbulence velocities.
1This chapter is based on the following paper: Huang, N.; Xu, Y.; Sadykov, V. M.; Jing,
J. & Wang, H., “Spectral Diagnosis of Mg II and Hα Lines during the Initial Stage of
an M6.5 Solar Flare”, The Astrophysical Journal Letters, American Astronomical Society,
2019, volume 878, L15 [79]
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4.1 Introduction
Flare footpoints are usually ribbon-like structures at lower atmospheres. The
intensities over the ribbon are not uniform with high-resolution observations. For
instance, core-halo structures were found on the well-defined WL ribbons [188]. These
features were explained using dual-heating mechanisms, namely, direct heating and
chromospheric back-warming [188, 89]. Benefited by the improvement of modern
instruments, unprecedented resolutions made finer structures revealed. The 1.6-m
GST in BBSO currently provides the highest resolution at visible (0.′′027/pix) and
NIR images and magnetograph observation. Sharykin & Kosovichev [157] and Jing
et al. [92] found 100 - 160 km narrow leading frontiers that show strong pseudo
redshifts in Hα line. Xu et al. [185] reported enhanced absorption in He I 10830 Å,
concentrated in a 340-km wide ribbon front. More importantly, this absorption is
co-aligned with strongly broadened Mg II h&k line profiles with an FWHM of 1 Å
observed by IRIS. Panos et al. [138] implemented the machine learning method on
33 flares and found universal characteristics on leading ribbon front, including strong
broadening, blueshift, and central reversal. According to the standard flare model
(see Figure 1.3, the leading front of the ribbon represents the footpoints of the newly
reconnected flare loops. Therefore, the different characteristics on the leading front
and following areas indicate the difference of distributions in the initial precipitating
electron beam and the trapped electrons by the magnetic loops.
In addition to the emissions, other signatures of precipitating electrons,
chromospheric evaporations and condensations [50], have been observed and studied
using coronal [64, 128] and chromospheric lines [21]. The evaporation speed reaches
300 km s−1 and the condensation speed can reach 40 km s−1, and the condensation
occurred earlier than the evaporation flows[64, 63]. On the other hand, the existence of
the dominant stationary component suggests that the observed Doppler signals come
from multiple filamentary loops [69]. Chromospheric condensation was found to be
59
concentrated at the leading fronts of flare ribbons, in agreement with the filamentary
scenario indicating a relationship with the unique properties of the leading ribbon
front [47]. More recently, Tei et al. reported blueshift in Mg II h&k lines during the
impulsive phase of a flare [166].
In this chapter, we analyze the IRIS Mg II h&k spectral profiles and make
a comparison with Hα pseudo Doppler maps calculated from spectroscopic images
taken by VIS of BBSO/GST. These lines are formed in chromosphere [172, 167], where
most of the energetic electrons deposit their energy and evaporation and condensation
originate. With high-resolution data provided by IRIS and BBSO/GST, important
constraints of chromospheric dynamics are investigated.
4.2 Observations
An M6.5 flare was observed on 2015-06-22 by the joint observation of BBSO/GST
and IRIS. The hosting active region NOAA 12371 was close to the disk center around
N13W14. It started at 17:39 UT and decayed slowly in several hours. The flaring
areas include an intensive core and a significantly extended region (see Jing et al.
2017 [91]). The field-of-view (FOV) of GST observations covered the region of two
major sunspots in opposite polarities. Within this area, two flare ribbons are seen
moving away from each other.
IRIS provides spectral data on FUV (1331.7 Å - 1358.4 Å and 1389.0 Å -
1407.0 Å) and NUV (Interface 2782.7 Å - 2851.1 Å), as well as the slit-jaw images (SJI,
taken at 1330 Å, 1400 Å, 2796 Å, and 2832 Å). Raster mode of large coarse 16-step
and 16′′ × 130′′ FOV were used with standard flare line list (OBSID3660100039). The
time lag between steps is 2 s, and the cadence between scans (16 positions) is 33 s.
The pixel resolution is 0′′.6. In this event, the IRIS FOV is tilted by 45◦ for better
coverage of ribbons. Figure 4.1 shows sample images of GST Hα off-band in Panel











































SJI on 1330 A
2015-06-22T18:08:21.980




















0.0 0.2 0.4 0.6 0.8 1.0
 
 



















-0.2 -0.1 0.0 0.1 0.2 0.3 0.4
 
 









Doppler Shift of Centroid
0.5 1.0 1.5 2.0
 
 









Full Width of 1/3 Maximum
Figure 4.1 Panels (a): Hα off-band image taken at 18:08 UT on 2015-06-22. Panel
(b): IRIS 1330 Å SJI within the same FOV and same time as Hα off-band image,
the black line denotes the slit, and the short white stick marks the location of the
sampling pixel mentioned in Section 4.3.1. Panel (c): The Mg II spectra along the
slit represented by the black line in Panel (b), and the horizontal white line indicate
the spectrum of the sampling pixel in Panel (b).
IRIS SJI was rotated and cutted to be aligned with GST FOV. The spectrogram
in wavelength window covering Mg II h&k lines, in Panel (c), was taken along the
dark slit shown n Panel (b). The horizontal white line in Panel (c) denotes the
corresponding spectrum from the position on the slit marked with the white stick in
Panel (b).
GST provides three channels, TiO 7057 Å, Hα, and vector magnetograms using
the NIR 1.56 µm line, for this event. Weak white-light emissions were detected in
the TiO band [80]. In this study, we focus on the Hα images. They were taken by
VIS at five different spectral points: center line and off-bands (±0.6 Å and ±1.0 Å).
The cadence of the 5-point scan is 28 s after speckle reconstruction. For the Doppler
images, the time lag is 3 to 4 s between the off-band image pairs. The pixel size of
the Hα image is 0′′.03 and the FOV is 57′′× 64′′.
In addition, context data of HXR and full-disk UV images were obtained from
RHESSI and SDO/AIA, respectively. The RHESSI data was used to extract the
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HXR spectral parameters, such as the power-law index, low energy cut-off, and total
electron flux, which are key inputs for numerical simulations. SDO/AIA images are
used as reference images to align IRIS with GST data. The HXR spectrum and UV
images were used for the numerical study and will be described in more detail in
Section 4.3.3.
4.3 Data Analysis and Results
4.3.1 Mg II Blueshift And Broadening
Formed mainly in the upper chromosphere, the Mg II h&k resonance doublets are
among the strongest emission lines in UV spectra due to the abundance of Mg in the
chromosphere. Due to their similar behaviors of these two lines, our investigation
focuses on the k line at λ 2796 Å. The intensity maximum, Doppler shift, and line
width were measured. The intensity maximum was the value of peak of k line. The
line width was defined as the full width at 1/3 maximum [41]. To describe the Doppler
shift signal, two methods were used and compared, namely integrated centroid and
bisector of different intensity levels. The centroid method is to find the difference
between the integrated arithmetic mean of the line profile and the theoretical line
center. The bisector method calculates the arithmetic mean at a given intensity
level, for instance, at the 1/3 maximum. The bisector shifts vary as a function of
intensity levels. We found that the results from 1/3 maximum bisector and integrated
method are in good agreement.
The IRIS slits covered the main section of the north ribbon. Due to the
similarity, the spectra at the first list position (from 16 positions) were used as the
representative spectra. Time-space diagrams of the intensity maxima, Doppler shift
of centroid, and full width at 1/3 maximum are shown in upper panels of Figure 4.2.
The color bars on top of each diagram present the scale of colors. It should be noticed
that the intensity maxima were normalized in this plot. Additionally, the color scale
of Doppler shift diagram was not symmetric for blueshift and redshift.
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Figure 4.2 Upper Panels (left to right): time-space diagram of emission maximum,
doppler shift of bisector of 1/3 maximum, and the full width of 1/3 maximum of
Mg II k line with corresponding color bars on top, respectively. The contours of
the time-space diagram of intensity maximum are over-plotted onto the diagrams of
Doppler shifts and line width. The green plus signs mark are representing for the data
points whose line profiles are used as examples in lower panels. Lower Panels: Sample
Mg II k line profiles (a) before flare, (b) at the initiation time, (c-d) with blue wing
enhancement and at flare peak. The green horizontal line is the background level
and blue asterisk points are the bisectors on different intensity levels. The shifting of
their centroids are on the upper left corner of each plot.
To show the evolution of the line profile more clearly, contours of intensity
maxima are overlaid to each of the diagrams. From these, we found: 1) The maximum
Mg II k emission correlated with strong redshift well, which means that the strongest
line emissions were accompanied by Doppler redshift; 2) This line is significantly
broadened over 1.0 Å at 1/3 maximum; 3) Blue-wing enhancement was found at 33
- 165 seconds prior to the maximum emission, which presents as Doppler blueshift
coincident with increased line broadening. The typical blue shift (averaging the entire
profile) is less than 10 km/s, but can reach 20 km/s at certain locations.
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Samples of Mg II k profiles were shown in the bottom of Figure 4.2. The
time-steps of these profiles are indicated by green plus in the Doppler time-space
diagram in the upper middle panel. The bisector centroids at different intensity
levels are shown as blue asterisks in each line profile plot. The overall Doppler shift
is calculated by averaging all of the centroids and noted on the upper left corner
of each panel. Before being heated, the overall shift is nearly zero compared with
the theoretical line center (Panel (a-b)). When the ribbon front passes through the
second green cross, the blue-wing of the Mg II enhanced, leading to a left-shift of
the line centroid. This is the blue-wing enhancement we are studying in this chapter.
Shortly after that, the ribbon with peak intensity steps in, and the line profile becomes
red-shifted.
4.3.2 Hα Redshift
To investigate the spatial relationship between Mg II and Hα observations, precise
image alignment was required. Both IRIS SJI in 1330 Å and Hα images were
registered with a full-disk reference image taken in 1700 Å by SDO/AIA, and
heliocentric coordinates of IRIS and GST’s FOVs are determined. As shown in
Figure 4.1, GST’s FOV was well-covered by the relatively larger FOV of IRIS SJIs.
Therefore, SJIs can be cut to align with GST FOV. Hα pseudo Doppler maps were
calculated by subtracting blue-wing images from the red-wing images. Along the
same slit position that IRIS had, time-space diagrams of Hα pseudo doppler shift
were retrieved. Zooming into the time and space that the flare ribbon passed through
the slit position, the diagram was shown in Figure 4.3 Panel (a). The colored lines over
it were contours of Mg II Doppler shifts, where the blue contoured out the blueshift
of the line centroid, and the red contoured out the redshift. Panel (b) plots the time
profiles of Mg II k Doppler shift and Hα pseudo Doppler shift at a representative
























































































































Figure 4.3 Panel (a): Time-space diagram of Hα pseudo Doppler shift with contours
of IRIS Mg II k velocity (20 km s−1 level). The blue and red colors indicate the blue
and edshift in Hα. Panel (b): Temporal profiles of Mg II k line (blue) and normalized
pseudo Doppler of Hα (red). The corresponding location and time are indicated by
the black line in Panel (a).
that the strong Hα redshift located between the timings that the centroid Mg II
turned from blueshifted to redshifted. Since this flare ribbon moves across the slit,
the relative locations represent the order of appearance of these Doppler shifts. The
results can describe the evolution time sequ nce that the Mg II blu -wing enhanced
first, followed by the redshifts in Hα and Mg II. Comparing to the temporal evolution
described in a previous study on this event [174], this blue-wing enhancement followed
the second flare precursor, by which the conditions, such as temperature and density,
of the chromosphere have been disturbed.
4.3.3 Numerical Modeling and Possible Physics of Doppler Signals
We attempted to explain the thermodynamic conditions of the atmosphere where
Doppler signals were generated. There are several existing packages in modeling
the flaring atmosphere. One of the most commonly used radiative hydrodynamic
code, RADYN [23, 25, 5, 6], calculates the time-dependent atmospheric response to
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energy deposition, capturing the dynamics of the processes. It considers optically-
thick radiation and calculates for the dominating atoms in chromospheric radiation-
energy balance. However, Mg II was not included in the RADYN code that we use (see
below for more detail). On the other hand, a radiation transfer code, RH [168], models
the flare emissions time-independently. It is capable of solving Mg II using partial
frequency redistribution (PRD) instead of complete frequency redistribution (CRD)
used in RADYN, which is considered to be effective in the formation of Mg II [162,
107]. Following the idea of previous studies (e.g., Rubio da Costa et al. 2016 [150]),
we started with RHESSI HXR spectral parameters and obtained results from RADYN
simulation, including parameters of the heated atmosphere, such as the temperature,
velocity, electron density, micro-turbulence, as functions of column mass. Then each
of the snapshots representing the atmosphere for each time-steps during the pulsation,
calculated with RADYN, were passed through RH code to compute the Mg II profiles.
The key inputs of the RADYN, include energy flux, power-law index, and low
energy cut-off of the non-thermal electron, were obtained by fitting the RHESSI HXR
spectra with thick target model. An HXR spectrum was generated using the default
combination of front RMCs, 1, 3, 4, 5, 6, 8 and 9 in RHESSI GUI, before the flare
peak at 17:42:28 UT. We use OSPEX developed by RHESSI team for the fitting (see
Figure A.1 in Appendix for the fitting of the spectrum). Using GST (for ribbon
width) and SDO/AIA (for ribbon length) imaging data, the area of flare ribbons was
estimated to be 5×1017 cm2. The non-thermal electron energy flux can be derived
using Equation (4.1),
Fnt ∼= 1.6× 10−9(
δ − 1
δ − 2
)N · Ec (4.1)
where δ = 5.2 is the power-law index, N = 1.44 × 1035 electrons s−1 is the
fitted electron density, and Ec = 20.6 keV is the low energy cut-off. The non-thermal
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electron energy was estimated to be 1011 erg cm−2 s−1. Thanks to the work done and
published by F-CHROMA (http://www.fchroma.org/) project, RADYN results were
ready for use.
According to the HXR parameters described above, we chose the closest
available model in F-CHROMA database with the spectral index of 5 and lower
cut-off energy of 20 keV. A total flux of 1012 erg cm−2 was deposit during 20 seconds
with a triangular temporal profile (i.e., the peak flux is 1011 erg cm−2 s−1), and the
computation covers 50 s with output at every 0.1 s.
The corresponding atmosphere snapshot from F-CHROMA (RADYN output)
was then used as the input of the RH code. The entire atmosphere is involved, and
the RH model is initiated with a micro-turbulence velocity set to zero. In particular,
we activate the atoms/MgII hk PRD.atom in RH package, including four levels
(one 3S level, two 3P levels, and the Mg III ground level), 2 lines and 3 bound-free
transitions, for preparing the atom input for RH. Besides, H 6.atom is set as active
and C.atom,O.atom, Si.atom are set as passive. Figure 4.4 shows the simulated
Mg II k line for the moment right before (red) and during (blue) the time when the
enhance blue-wing appeared, at t = 7.5 s and t = 8.9 s respectively. We attempted
to determine the parameters that make the observed blue-wing enhancement and
broadening possible. As shown in Figure 4.4, a thin layer in upper chromosphere
with column mass of 10−4 − 10−3 g/cm2 is around 104 K, the typical formation
temperature of Mg II line. Compared with the previous time-step (red curves), the
atmosphere condition varies significantly when the blue-shift is seen. In particular, the
electron density increased by 1.5-2 times and velocity field increased over 4 times, but
the change of temperature is minor. This indicates a non-thermal process plausibly
caused by precipitating electrons.
One additional adjustment is the micro-turbulence with velocity Vturb, suggested
by Rubio da Costa et al. [150]. Figure 4.5 (a)-(c) show three Mg II profiles with Vturb
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Figure 4.4 Simulation results from RADYN plus RH. Panel (a): Modeled Mg II
k line at the initiation period (red), and with blue wing enhancement (blue).
Panels (b)-(d): RADYN outputs of atmosphere snapshots as inputs for RH code,
in temperature, local electron density and velocity, as functions of column density
(height), respectively. Mg II lines are formed within the height range indicated by
the vertical dotted lines.
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of 10/20/30 km s−1. And in Panel (d), the weighted combination of these three profiles
was plotted, showing similar broadening as the observed profile (red). Since there may
be multiple drives for line broadening, above are considered to be the upper limit of the
micro-turbulence velocity. On the other hand, the strong micro-turbulence removes
the blue ‘bumps’ and convert it into the blue-wing enhancement, which matches the
observation. Other parameters that can cause shift and broadening were suggested
by previous studies [150, 149], such as the electron density. It is ‘pre-determined’
by the RADYN results and, therefore, not considered in this study. Note that the
modeled intensity could be several times stronger than the observations [150], or even
an order of magnitude higher. However, the broadening and Doppler shifts usually
match better and are more instructive. We multiplied the intensity of the observed
profile by 50 to scale it to the same level of the simulated profile.
In addition, Hα line profiles are extracted directly from the RADYN output.
The modeled profiles at different times were shown in the left panel of Figure 4.6.
Kuridze et al. studied the Doppler asymmetries in Hα and suggested multiple Doppler
components to fit the observed Hα profile [103]. Our Hα observations provide
five spectral points, and a comprehensive comparison to modeling is not realistic.
Therefore, we construct similar pseudo Doppler signals using ±1.0 Å data from the
simulation. The temporal variation of the pseudo Doppler signals was plotted in the
right panel of Figure 4.6. The red and blue vertical sticks are marking the timing
corresponding to the red and blue plots in Figure 4.4, at t = 7.5 s and t = 8.9 s, when
the Mg II line wing is symmetry and has a blue-wing enhancement, respectively. The
Mg II blue-wing enhancement occurred shortly before the robust redshift signal of
Hα. These evolutions agree with the observations shown in Figure 4.3.
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Figure 4.5 Mg II k profiles with different micro-turbulence velocities at 10, 20,
30 km/s in Panels (a)-(c), respectively. Panel (d): The solid blue curve shows the
synthetic line profile from the simulation, and the observed profile is shown in red
dotted curve
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Figure 4.6 Left panel: Hα spectral profiles produced by RADYN at different time,
which is shown in the color bar. Right panel: Normalized pseudo Doppler shift of
Hα ± 1.0Å. The red and blue vertical lines are marking the timing corresponding to
the red and blue plots in Figure 4.4, at t = 7.5 s and t = 8.9 s, respectively.
4.4 Summary and Discussion
This study presents observations of an M6.5 flare on 2015-06-22, obtained by IRIS
and BBSO/GST. Blueshift and broadening of the Mg II lines are seen prior to the
typically observed redshifts in Hα and Mg II lines. The second precursor of this flare
occurred right before this blue-asymmetry, which is likely caused by chromospheric
evaporation. Numerical modeling by RH, using the results from RADYN, suggests
that the broadening is caused by spatially unresolved micro-turbulence, with velocities
from 10 to 30 km/s. This is consistent with one of the possible mechanisms discussed
in [166]. Strong redshifts are seen in modeled Hα pseudo Doppler diagram, occurred
after Mg II blueshift, which agrees with the observations.
The blue wing enhancement in Mg II k line is likely due to the increase of local
electron density and velocity field in the atmospheric layer that emits Mg II radiation.
We try to construct a physical picture of the reaction of the lower atmosphere to
the precipitating electron beams. At the initial stage of the flare, following the
second precursor of flare, energetic electrons propagate downward and stop at the
71
chromosphere. As consequences, the atmosphere around the precipitation site is
heated from 104 to 106 K and the electron density increase continuously, leading to
an expansion of this layer, both upward and downward. This layer is then quickly
cooled down to 104 K, which is favorable to produce Mg II lines. Because of the
higher density in the lower layers, the downward expansion is slower and weaker than
the upward expansion. Therefore, a broadened Mg II profile is seen with blue wing
more enhanced. The downward propagation of heating compresses the lower layer
where Hα formed, reflected as strong red-shift Hα line. When the plasma reached
the balance, the momentum deposit by the accelerated electron beam dominated and
the downward plasma produced the following Mg II lines redshift.
The calculated emission is about an order of magnitude higher than that in
previous studies, such as [150]. A standard procedure starts from deriving parameters
of the electron beam from HXR observations. One of the initial key parameters is the
total flux of electron beam, which is the total number of electrons per second divided
by the area of precipitation site. The area estimation varies by the resolution. Note
that the background emission also increased proportionally, the normalized line profile
is still valuable in qualitative analysis.
Kuridze et al. [103] and Brown et al. [19] studied different hydrogen lines and
show asymmetries of optically thick lines in flaring atmosphere. Kerr et al. [94]
computed Mg II k line using wave-heated and beam-heated simulations reported a
noticeable difference. The line profiles behave in a complicated way, which requires
the caution in study. The RH code is time independent, it uses statical equilibrium,
which means the populations are equilibrium. Carlsson & Stein [26] studied dynamic
hydrogen ionization and noted the effect on hydrogen. To achieve comprehensive
understanding of the modeled spectral profiles, more details of population equilibrium
for Mg II lines are needed.
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CHAPTER 5
COMPARISON OF ENHANCED ABSORPTION IN HE I 10830 Å IN
OBSERVATIONS AND MODELING DURING THE EARLY PHASE
OF A SOLAR FLARE
The He I 10830 Å triplet is a very informative indicator of chromospheric activities as
the helium is the second most abundant element in the solar atmosphere. In Chapter
4, synthetic spectral diagnosis in UV (Mg II) and Hα lines, were presented for the
flare emission on the leading front of flare ribbons, where enhanced absorption in
He I 10830 Å was reported. In this chapter, more fundamental investigations of the
behaviors He I 10830 Å line during flares are carried out. We analyzed the evolution
of the He I 10830 Å emission in numerical models and compare it with observations.
The F-CHROMA database includes 80 models, with different input parameters, of
radiativehydrodynamical (RHD) modeling using RADYN code. The models with
injected electron fluxes close to observations are taken into consideration, in particular
for the 2013-August-17 flare. The four key models have input parameters of δ = 8,
Ec= {15, 20} keV, F = {1× 1011, 3 × 1011 } erg · cm−2. The modeling results agree
well with GST observations in He I 10830 Å , in terms of both the maximum decrease
of intensity (-17.1%, compared to the observed value of -13.7%) and the trend of
temporal variation (initial absorption phase followed by the emission). All models
demonstrate the increased number densities and decreased ratio of the upper and
lower level populations of He I 10830 Å transition in the initial phase, which enhances
the opacity and forms an absorption feature. Models suggest that the temperatures
and free electron densities at heights of 1.3-1.5 Mm should be larger than ∼ 104 K
and 6×1011 cm−3 thresholds for the line to start being in emission. 1
1This chapter is based on the following paper: Huang, N.; Sadykov, V. M.; Xu, Y.; Jing, J.
& Wang, H., Comparison of Enhanced Absorption in He I Å in Observations and Modeling
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5.1 Introduction
The He I 10830 Å triplet, centered at wavelengths of 10829.081 Å, 10830.250 Å
and 10830.341 Å respectively is relatively weak in comparison with other prominent
chromospheric lines but represents a powerful diagnostic tool for the chromospheric
processes. Since the formation requirements of this line match the condition of upper
chromosphere and lower corona, it provides rich information of many observational
phenomena, including flares, coronal mass ejections (CMEs), solar oscillations,
magnetic field dynamics, and filaments/prominences [198, 70, 104, 71, 192, 51, 151,
109, 185, 7, 108].
Usually, the He I 10830 Å line is seen in absorption against the bright solar disk:
in filaments, Hα network, and coronal holes [198, 164, 71, 72]. This line is believed to
form in a wide range of heights, from 1.1 Mm [130] to 2.4 Mm [153], and corresponds
to the transition between 23S1 and 2
3P0,1,2 (see Figure 5.1 for term diagram of He I)
atomic levels of non-ionized helium. To populate atoms from the ground state
parahelium to those higher triplet states, which are so-called orthohelium states,
high temperature, and density are required [129, 198, 195]. Such conditions can be
provided by radiative or collisional mechanisms [11]. During flares, the He I 10830 Å
line turns into emission as the majority of other spectral lines do. Strong emission,
several times larger than the background intensity, and corresponding enhanced line
broadening, have been reported in several flares of the GOES classes ranging from
C-class to X20 [192, 142, 141, 194]. In contrast to the typically-observed enhanced
emission, there are reports of the enhanced absorption of spectral lines or continua,
also known as “negative flares” [52, 74, 196]. In particular, for the He I 10830 Å
line, [185] presented the analysis of two M-class flares showing enhanced absorption
appearing on the leading edge of the flare ribbons. Since the two ribbons propagate
away from the local magnetic polarity inversion line, their leading edges represent the
during the Early Phase of a Solar Flare, The Astrophysical Journal Letters, American
Astronomical Society, 2020, 897, L6 [78]
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Figure 5.1 The term diagram of He I and schematic transitions. Only transitions
directly related to 10830 Å formation are sketched. This line is generated by transition
between 23S1 and 2
3P0,1,2, two orthohelium states. The red arrows denote the colli-
sional activation process, and the green arrows present the ionization-recombination
mechanism.
footpoints of the newly-reconnected magnetic loops. In other words, the enhanced
absorption occurs at the very beginning of the localized flare heating process.
Theoretical studies mention three mechanisms to populate the orthohelium,
namely collisional-activation mechanism (CM), photoionization recombination mechanism
(PRM), and collisional-ionization recombination mechanism (CRM) [58, 195, 8, 29].
Photon-activation is forbidden by the selection rule, therefore, only collisional-
activation and two ionization-recombination mechanisms are working to populate
triplet helium atoms (see Figure 5.1). Under flare conditions, excessive energy input
leads to the enhanced absorption of the line at the initial phase, and the strong
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emission afterward. Such behavior has been studied numerically by [42], by assuming
non-LTE statistical equilibrium approximation for the atomic level populations and
hydrostatic equilibrium of the atmosphere in calculations. In this study, we use
the advantage of the state-of-the-art RADYN [25, 5, 32, 6] radiative hydrodynamics
code results publicly-available under F-CHROMA project. The RADYN models the
dynamically-evolving atmospheric response to the energy deposit as a function of
time, under the non-LTE non-equilibrium condition (NEC). We make a comparison
between one of the observed He I negative flares by [185] with the He I 10830 Å line
emission from RADYN simulations with the closest-matching electron beam heating
parameters. Then we discuss the possible physical conditions in the chromosphere
in reaction to electron beam heating that generate the enhanced He I 10830 Å
absorption.
5.2 Description of Observations and Models
Xu et al. [185] presented two M-class flares with the negative contrast in He I
10830 Å, observed by the 1.6 m GST at BBSO. The high-resolution observations
showed enhanced absorption in a very narrow spatial region (about 500 km), in front
of the normal flare ribbon with strong emission. The maximum decreased in intensity
is about -13.7%, comparing with the pre-flare condition. The duration of the intensity
drop was about 90 s.
It is well accepted that the energetic electrons precipitating into the atmosphere
along the magnetic field lines represent one of the mechanisms of the lower atmosphere
heating during flares. To understand the details of how the atmosphere is heated, it
is helpful to consider radiative hydrodynamic modeling. RADYN code is one such
modeling approach and has been widely used in the community. By assuming non-
LTE NEC, RADYN solves hydrodynamic equations and the radiative transfer of
the dominating atoms in the solar atmosphere, including helium. Thanks to the
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F-CHROMA project, a database of RADYN simulations of flares driven by different
electron beams is publicly available online2. In these models, the atmosphere heating
is caused by the precipitating electron beam with the power-law spectra described
by the power-law index (δ), total energy flux (F) and lower energy cut-off (Ec). The
output consists of the intensities in different spectral windows, including both spectral
lines and continua, the corresponding energy terms, and the stratification of physical
parameters of the atmosphere. Each F-CHROMA model outputs 500 time-steps with
0.1 s time interval. The electron heating lasts for 20 s (200 time-steps) and follows an
isosceles triangular shape, in which the electron flux increases monotonically from zero
to the peak in 100 steps and then decreases back to zero in the next 100 time-steps.
For instance, for a model with the total deposited energy of Etot = 1 × 1011erg ·
cm−2, the electron energy flux, F, reaches 1× 1010erg · cm−2·s−1 value. The starting
atmosphere was fixed to VAL-C [171], and the energetic electron transport is solved
using the Fokker-Planck equation. In RADYN calculation, the lowest five energy
levels of He I, the lowest three energy levels of He II, and the continuum helium
are included. These include the ground state helium, the orthohelium states that
generate the He I 10830 Å line, and the excited helium.
In order to achieve transitions between 23S1 and 2
3P0,1,2 levels, the helium
atoms need to be populated from parahelium (with two electrons spinning in the
opposite direction) ground state to the corresponding triplet states of orthohelium
(with two electrons spinning in the same direction). Figure 5.1 presents the schematic
transitions in the helium term diagram. According to Pauli’s Rule, the direct
activating mechanism is limited to the collisional progress, which enables the change
of the total spin number. On the other hand, recombination following ionization
is also possible to produce orthohelium to generate triplets. Either the PRM by
extreme ultraviolet (EUV) back-warming effect from heated corona or CRM by high
2http://www.fchroma.org/
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energy non-thermal electron beams should be considered. In Figure 5.1, the green
and red arrows denote the ionization-recombination mechanism and CM, respectively.
RADYN is comprehensive for the simulation of He I 10830 Å since it not only
includes the transitions that generate the He I 10830 Å triplet explicitly from the
numerical perspective, but also considers effects important for the line formation to
a certain extent. The F-CHROMA RADYN runs utilized in this work consider the
photon-ionization from coronal heating (EUV radiative back-warming) to enable the
PRM. The non-thermal as well as thermal collisional ionization rates for the He I and
He II species contributing to the CRM are included explicitly in the models [6], but
only thermal collisional excitation rates of He I are included in CM.
The electron beam heating parameters for RADYN can be estimated from hard
X-ray (HXR) observations taken by the RHESSI [111]. One of the two flares studied
by Xu et al. was partially covered by RHESSI on 2013-August-17 [185]. The spectrum
of the flare in the initial phase, i.e., during 18:33:16 UT - 18:33:20 UT, was used to
retrieve the quantities to describe the precipitating electron beam. The spectrum
was fitted using the combination of thermal and non-thermal thick-target (version
2) models in OSPEX (see Figure A.2 in Appendix for the HXR fitting plot). The
parameters of the non-thermal distribution of electrons are found to be δ = 8.23,
Ec = 16.9 keV, and total number of electrons = 6.58E
35 electrons s−1. Considering
the electron precipitation area of ∼ 1018cm2 (estimated as the area of RHESSI 25-
50 keV sources reconstructed using the CLEAN algorithm), the peak energy flux, F,
was calculated using Equation 4.1. It was about 1010 erg · cm−2· s−1. Since these
parameters are derived using the HXR spectrum not obtained simultaneously with
the enhanced absorption of He I 10830 Å, we consider the following multiple values
of the parameters of the F-CHROMA model grid: δ = 8, Ec = 15 keV and 20 keV,
Etot = 1× 1011erg · cm−2 and 3× 1011erg · cm−2.
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5.3 Results
The F-CHROMA database includes 80 sets of RADYN runs, with different charac-
teristics of electron beams as inputs. As mentioned previously, the exact match
of parameters from the RHESSI observation is not available in the F-CHROMA
database. Because of that we choose to investigate multiple sets of RADYN runs.
RADYN results from four sets of beam parameters with δ = 8, Ec = 15 keV and 20
keV, and Etot = 1 × 1011 erg cm−2 and 3 × 1011 erg cm−2 (also listed in Table 5.1)
were considered in detail. We also use the model “val3c d8 1.0e11 t20s 20keV” (with
δ = 8, Etot = 1× 1011 erg · cm−2 and Ec = 20 keV) as a representative model which
has the closest values to the parameters derived from RHESSI observations in terms
of the deposited electron spectra.
Table 5.1 Parameters of The Injected Electron Spectra From The F-CHROMA
RADYN Grid Selected According to The Observational HXR Spectrum
F-CHROMA Total Energy Low energy Cut-off Power-law Index
Model # (erg cm−2) (keV)
24 1× 1011 15 8
42 1× 1011 20 8
30 3× 1011 15 8
48 3× 1011 20 8
Examples of He I 10830 Å line profiles at five different times for this model are
shown in the Panel (a) of Figure 5.2. The BBSO/GST observations were obtained
using a tunable Lyot Filter [22] at a fixed bandpass at the blue wing of He I line
at 10830.05 ± 0.25 Å. To make a comparison between modeling and observation,
the same spectral window is used for modeled spectra, as shown by the two vertical
lines in Panel (a) of Figure 5.2. By integrating the intensities within this bandpass
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Figure 5.2 Panel (a): He I 10830 Å line profiles at different times, for the RADYN
model with δ = 8, total energy of 1 × 1011 erg cm−2 and low energy cutoff of
20 kev. Enhanced absorption is seen at t = 1.7 s and turn into strong emission at
t =2.9 s. Panel (b): The modeled contrast light curve obtained within the same
spectral window as for the observation, shown between the black vertical lines in the
left panel. Panel (c): Reproduced light curves of the flaring area and a quiet Sun
area (background) from BBSO/GST observation following Xu et al. 2016 [185].
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at different times, the intensity from the model was defined. The modeled contrast
was calculated referring to the first point, which is considered the pre-flare condition,
and the time profile was plotted in Panel (b). During the first 10 s of the pulsation,
in which the electron flux was injected increasingly, the line profile developed. For
the five sampling timings, representing for pre-flare (t = 0 s), the deepest absorption
(t = 1.7 s), the first peak of emission(t = 2.9 s), the second dip (t = 4.2 s), and
the maximum of flux injection(t = 10 s), the modeled spectrum lines were plotted
in Panel (a) and the timings was marked in Panel (b). In Figure 4 of Xu et al.
(2016) [185], the light curve obtained from BBSO/GST observation showed that the
enhanced absorption occurred at the initial stage of the flare, and it was followed by
emission afterward. We also reproduce this figure in the Panel (c) of the Figure 5.2.
It is obvious that the modeled results show a rapid drop of intensity followed by
emission, which is similar to the observed temporal variation pattern, although their
timescales are different. More importantly, the maximum dimming of the modeled
intensity is about -17.1% in contrast to the pre-flare level, which is comparable to the
value of -13.7% found in the observation. In addition to the initial absorption feature,
we can also see the second dip of the passband emission, which also agrees with the
observed behavior. On the other hand, the timescale of the modeled intensity differs
from the observations. The duration of the enhanced absorption in observation lasted
about 90 s, and the modeled absorption vanishes in several seconds. This discrepancy
is likely a result of short timescales of the electron heating (20 s) in the F-CHROMA
RADYN runs. The previous study suggested that the timescale of an electron thread
heating the atmosphere is on the order of 200 s, and a shorter time span can lead to
over-speed and non-realistic evolution [181].
Figure 5.3 shows the light curves of He I 10830 Å blue wing for the four models
(see Table 5.1). They are normalized to the first points (which all have the same
intensity of 1.037×106 erg cm−2 s−1). As we can see, all four models give an enhanced
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Figure 5.3 The normalized light curves obtained for 4 F-CHROMA models closest
to the observations in terms of the HXR spectra parameters. The intensity was
integrated over 10830.05 ± 0.25 Å spectral window and normalized with respect to
the a same reference level of 1.037× 106 erg cm−2 s−1.
absorption right after the start of the injection of electron beams and turn to emission
as most of the solar flares do due to continued precipitation of electrons later in the
heating. On the other hand, the duration of enhanced absorption differs from model
to model. The trend is that the lower F tends to have a longer duration. Moreover,
they are accompanied by weaker emission afterward. The Ec seems to affect the
second dip–the short-term decrease of emission. The lower Ec is, the stronger the
second dip would be.
To understand the conditions of the atmosphere corresponding to the line
absorption and emission phases, we illustrated the temperatures, electron densities,
population ratios for levels forming the He I 10830 Å transition, and the contribution
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F-CHROMA model “val3c d8 1.0e11 t20s 20kev fp”
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Figure 5.4 Illustration of the (a) temperature profiles, (b) population ratios for
He levels forming He I 10830 Å transition, (c) electron number density profiles,
and (d) normalized He I 10830 Å line contribution functions averaged over the
10830.05±0.25 Å passband for the selected RADYN model. The electron beam
parameters in the model are δ = 8, Etot = 1×1011 erg cm-2andEc = 20 kev. Plots are
colored according to the timings using the same color code as in Figure 5.2 (a): the
beginning time (dark purple), the time of deepest absorption t = 1.7 s ( dark cyan)
and the time that the line turns into strong emission t= 2.9 s (cyan). Dotted vertical
lines in Panels (a) and (c) mark the 1.3-1.5 Mm height range.
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function averaged in 10830.05±0.25 Å passband, for the previously discussed model
“val3c d8 1.0e11 t20s 20keV” in Figure 5.4. As one can see, both the temperature
and the density of free electrons become enhanced even during the initial absorption
phase of the line evolution. Interestingly, although both number densities of He 23S1
and 23P0,1,2 levels significantly increase, the ratio of populations of He I 10830 Å upper
level to lower level (nupper/nlower) decreases at the heights above ∼1.35 Mm during the
line absorption phase, and significantly increases when the line is in emission. The
contribution function presented in Figure 5.4 (d) also has a significant component at
heights above 1.0 Mm, during the line absorption/emission phase.
5.4 Discussion
In this chapter, we presented the analysis of numerical models of He I 10830 Å line
emission during the flare heating and compared them with BBSO/GST observations
of the M-class flare. We found that:
• An enhanced absorption is reproduced by RADYN simulation at the initial
stage of the flare.
• The level of modeled absorption is about 17%, which is comparable with the
observed level of 13%.
• A second dip, which was neglected by the previous models but noticed by
observations, is also reproduced by the considered models and motivates further
analysis.
Theoretically, the He I D3 line turns from absorption to emission at high
temperature (T> 2×104 K) and plasma density (N> 5×1012 cm−3) [197]. In principle,
the populations at the two triplet states of 23P0,1,2 and 3
3D1,2,3, determine whether
the D3 line is absorption or emission. A straightforward hypothesis is that similar
thresholds may exist for the He I 10830 Å line. The outputs of a RADYN run include
the condition of the heated atmosphere (i.e., ‘snapshot’) and the corresponding
spectral line/continuum profiles emitted from such atmosphere snapshots. Figure 5.4
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shows an example of the atmospheric stratification in terms of the temperature (a),
the ratio of the atomic level populations forming He I 10830 Å transition (b), and
electron densities (c). The colors indicate the timing using the same color code as
Figure 5.2. Curves from purple to dark cyan to cyan corresponds to the system time
from 0 s to 1.7 s to 2.9s, representing for the atmosphere of pre-flare, the deepest
absorption, and the first peak, respectively. According to the literature, the formation
heights of He I 10830 Å were found to range from 1 Mm to 1.5 Mm [130, 153]. As we
see, this agrees well with the behavior of the passband contribution function presented
in the Panel (d) of the Figure 5.4, which becomes significantly enhanced above 1 Mm,
with the clear peak at ∼1.4 Mm during the emission phase (cyan). As one can see,
conspicuous steeps appeared at the height of about 1.5 Mm for all the terms in
Figure 5.4, especially in the emission atmosphere. Therefore we determined 1.5 Mm as
the upper boundary of formation height in the study. Meanwhile, the lower boundary
was set as 1.3 Mm based on the height that (nupper/nlower) decreased. The two
thermodynamic parameters, temperature and electron number density, presented a
significant increase within this height range. In the first 1.7 seconds of the heating, the
electron number density increased rapidly from about 1.4×1011cm−3 to 2.4×1012cm−3,
while the temperature changes from about 6,500 K to 11,000 K. During the following
seconds (dark cyan to cyan, t = 1.7 s to t = 2.9 s) the number density increases less
intensively to about 4.4×1012cm−3, while the temperature kept constantly increasing
to around 23,000 K. During this period, the integrated line intensity of He I 10830 Å
changes from enhanced absorption to emission. Therefore, the inferred watershed of
emission and absorption in the He I 10830 Å line for the representative run is the
condition of T>2× 104 K and ne≥ 4× 1012cm−3.
To confirm the existence of thresholds in general, we consider all 80 RADYN
models available in F-CHROMA. It is necessary to mention that all models
demonstrate the initial absorption in the He I 10830 Å passband, followed by the
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Figure 5.5 Distribution of temperatures (T) and electron number densities (ne)
averaged at 1.3-1.5 Mm height for 80 available RADYN F-CHROMA models. Red
points correspond to the T and ne values at the time when the line intensity obtained
at 10830.05±0.25 Å turns from absorption to emission (tinv), green points — to twice
shorter time (tinv/2), blue points — to twice longer time (tinv×2). Black point marks
the initial atmospheric conditions for each run.
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emission. We consider the temperatures and electron densities averaged at 1.3-1.5 Mm
heights for these models at the time when the absorption changes to the emission
(tinv), as well as at the twice shorter and longer times. The scatter plot presented
in Figure 5.5 demonstrates that temperatures and electron densities during tinv are
distinguishable from those during the absorption (green) and emission (blue) phases.
On average, the temperature at 1.3-1.5 Mm heights should be above 1.3×104 K, and
the electron density should be above 1.4×1012 cm−3 for the line to turn into emission.
It is also important to mention that the temperatures and electron densities averaged
over other heights demonstrate less clear separation between the absorption and
emission phases with respect to 1.3-1.5 Mm range.
Both energetic non-thermal electrons and EUV shortward of 504 Å from
heated corona can ionize the helium atoms from the ground state. A high
ionization-recombination rate would populate the orthohelium. Especially for the
metastable state of 23S1, it occupies 2/3 of the orthohelium atoms and can be
“overpopulate”. This overpopulation of the lower level of He I 10830 Å transition
(see Figure 5.4c for details) would result in enhancement of the absorption [195].
Previous studies often focus on CRM [42, 185] for flare emission. Our study confirms
that the non-thermal atomic level populations corresponding to the He I 10830 Å
transition increase fast during the absorption enhancement at the formation heights
of He I 10830. This would increase the collisional-ionization and recombination rate
and overpopulate the lower level of the He I 10830 Å transition with respect to
pre-flare (initial) conditions, as evident in Figure 5.4b. On the other hand, PRM
was believed to be dominant in the formation of He I 10830 Å line. During the
flare initial phase, the back-warming effect, resulting in a stronger photoionization
effect, would also contribute to the population of helium 23S1 state. Theoretically,
the amount of triplet triplet helium should be proportional to the EVU shoter than
504 Å, which is generated in the preheated corona. When the upper chromosphere
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was heated, the higher rate of direct collisional excitation by thermal electrons would
raise the occupation of both excited energy level and turn the line into emission.
The temperature we retrieved from the model, 23,000 K, agreed with the theoretical
required temperature of Lyman plateau around 25,000 K [126].
In this study, the electron precipitation area is estimated as a RHESSI
25-50 keV HXR source area (within 50% contour level) reconstructed with the
CLEAN algorithm. This is a widely-used but simplified approach that likely leads to
overestimated precipitation areas. Correspondingly, the derived energy flux of F =
1010 erg · cm−2 ·s−1 is likely a lower limit. The precipitating electrons are confined by
the magnetic field lines, which are converging from the corona to the chromosphere.
As a consequence, the flaring areas become smaller in the deeper atmosphere [187].
For instance, considering the width of the flare ribbon measured by [185] and the
ribbon length observed by SDO/AIA 1700 Å, the source area is about 3× 1017 cm2.
Consequently, the energy flux becomes F = ∼ 1011 erg · cm−2 · s−1 as estimated from
observations. This should be compared against the F-CHROMA models of at least
Etot = 1 × 1012 erg cm−2, δ = 8, Ec = 15 keV and 20 keV, which are not currently
available in the database. On the other hand, the total energy flux does not appear to
impact the presence of the absorption or the formation condition of the He I 10830 Å
line. The higher energy flux may be able to bring the absorption forward due to its
faster electron injection rate. For a better understanding of the impact of different
electron injection on the time evolution of He I 10830 line, a further study focusing
on evolution and expanded to more models is required.
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CHAPTER 6
TRANSIENT ROTATION OF PHOTOSPHERIC VECTOR
MAGNETIC FIELDS ASSOCIATED WITH A SOLAR FLARE
The fundamental physics involving the flare energy release, transfer, and deposition
have been studied extensively. As discussed in the previous chapter, special
characteristics, such as the enhanced absorption, Dopplar shift, line broadening,
have been observed and studied on the leading ribbon front. It is known that the
leading ribbon front represents the newly connected flare loops and therefore their
footpoints are the signatures of the initial pulsation of electron beams. Besides the
spectral signals, this chapter presents a sudden rotation of vector magnetic fields,
about 12◦-20◦ counterclockwise, on the leading front of the flare ribbons. Unlike the
permanent changes reported previously, the azimuth-angle change is transient and
co-spatial/temporal with Hα emission. The measured azimuth angle becomes closer
to that in potential fields, suggesting untwist of flare loops. The magnetograms
were obtained in the near-infrared at 1.56 µm, which is minimally affected by flare
emission, and no intensity profile change was detected. The results suggest that these
transient changes are real and discuss the possible explanations in which the high
energy electron beams or Alfvén waves play a crucial role. 1
6.1 Introduction
It is well accepted that many solar flares, and other violent eruptions, such as coronal
mass ejections (CMEs), result from magnetic reconnection occurring in the corona.
However, many manifestations are visible in the lower solar atmospheres, i.e., the
1This chapter is based on the following paper: Xu, Y.; Cao, W.; Ahn, K.; Jing, J.; Liu, C.;
Chae, J.; Huang, N.; Deng, N.; Gary, D. E. Wang, H. “Transient rotation of photospheric
vector magnetic fields associated with a solar flare”, Nature Communications, Springer
Science and Business Media LLC ,2018, volume 9, 46 [184]
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chromosphere and photosphere. In addition to the radiation, significant changes in
the magnetic fields have been observed in the literature [176, 191, 163, 49, 178, 20].
Most of them are permanent changes, while transient changes are rarely reported,
and are suspected of being instrumental artifacts.
Permanent magnetic changes are irreversible phenomena of photospheric fields
in reaction to the flare impacts, usually during strong flares higher than M-class.
Shear flows measure horizontal motions of magnetic features along both sides of
the magnetic polarity inversion line (PIL). Previous observations show the spatial
correlation between strong shear flow and flare emission [191, 38]. More importantly,
shear flow can drop significantly after the flare [163, 179, 178], indicating that a
certain amount of magnetic free energy has been released. Tilt angle, also known
as the inclination angle, is determined by the ratio between vertical and horizontal
magnetic components. During flares, the reconnection rearranges the topology of
magnetic loops and the tilt changes consequently. Direct measurements of vector fields
have shown that horizontal fields increase near the PIL and decrease in the nearby
penumbral regions during flares [193, 179, 20]. As a consequence, sudden intensity
changes of magnetic features (usually the penumbra) are observed [176, 175, 177, 113].
Bodily rotation is one of the intrinsic properties of sunspots or sunspot groups first
observed by Evershed (1910) [46], which are usually gradual and continue during the
entire lifetime. On the other hand, rapid rotations associated with X-class flares were
reported [9, 178] and attributed to the torque introduced by the change of horizontal
Lorentz force [85]. Using the data with higher spatiotemporal resolution obtained by
the 1.6 m BBSO/GST [60, 22], the sudden rotation is found to be nonuniform and
synchronous with the flare ribbon propagation [114].
In contrast to the stepwise temporal profile in permanent changes, the charac-
teristic profile of a transient change is more like a δ function in time. Transient changes
were rarely observed in the literature. An example is a magnetic anomaly or magnetic
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transient, a temporal reversal of magnetic polarities measured simultaneously with
flare emission, first reported using BBSO data [140, 199]. The plausible explanation
is that the profile of the Fe I line at 5324 Å, used for the magnetic measurements,
turned from absorption to emission due to the flare heating at lower layers of solar
atmosphere [140]. From space-based observations, magnetic anomalies were reported
during an X5.6 flare observed by the Michelson Doppler Imager (MDI) on board
SOHO [146] and an X2.2 flare observed by the SDO/HMI [122]. The authors drew
similar conclusions that the apparent polarity reversal is a consequence of the line
profile change. Thus, these magnetic anomaly/transient reported not intrinsic to the
Sun, but an artifact in magnetic measurements due to the change of line profile.
In this chapter, we present 1.56 µm vector magnetograms with the highest
cadence and resolution ever obtained, which are much less subject to line profile
changes, yet reveal a sudden increase of the azimuth angle. An M6.5 flare was well
observed on 2015-June-22, with BBSO/GST using multiple channels, VIS tuned to
the Hα line, BFI tuned to a continuum near the TiO line at 7057 Å (see Figure 2.7),
and the NIRIS providing vector magnetograms using the Fe I line at 1.56 µm. The
image scale of the vector magnetograms was about 0′′.083 pixel−1 and the cadence
was about 90 s for a full set of Stokes measurements. The Fe I Stokes profiles were
measured at 40 different spectral positions. The spectral resolution is much higher
than that on space-based spectropolarimeters (e.g., MDI and HMI), and it permits a
check of possible changes in line profile due to enhanced emission, which is not seen.
The flare started around 17:39 UT and peaked at 18:23 UT in GOES 1-8 Å soft
X-rays. It lasted for several hours, and our interest in this study focuses on the initial
phase within the core region of the flaring areas. The host active region NOAA 12371
was close to the solar disk center at that time, and therefore the geometric projection
effect is small and was corrected easily. From the time sequence of azimuth maps,
we clearly see a ribbon-like structure moving co-spatially and co-temporally with the
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flare emission in the Hα line. On average, the azimuth angles increased by about 12◦
- 20◦, indicating the local magnetic fields rotated counterclockwise. In contrast to
the permanent changes of magnetic field, the azimuth change is a transient variation,
which restored quickly to its original value after the flare ribbons swept through. By
reviewing the existing models, such as Alfvén waves and induced magnetic fields, we
found that they may play important roles but can not solely explain the observation.
6.2 Results
6.2.1 Overview of the Flare
Two major flare ribbons were identified in the core area of the flare. The eastward-
moving ribbon resides in the area of positive magnetic polarity, and the westward-
moving ribbon propagates in the region with negative magnetic polarity. We focus
on the eastern ribbon, where azimuth angle increases are much more apparent. A
change of azimuth angle can also be identified with the conjugate flare ribbon within
negative magnetic fields, but it is dispersed and too weak to be precisely measured.
The elongated flare ribbons represent multiple footpoints of parallel flare loops. For
each individual loop, the change of azimuth angle on its footpoints indicates a twisting
or untwisting of the loop. To determine whether the twist of the loop is increased or
decreased, the difference between the azimuth angles of the measured magnetic field
and that of the extrapolated potential fields are calculated, in which the latter was
extrapolated with the Fourier transformation method [4, 57]. As one will see below,
the vertical component of the magnetic field (Bz) and the extrapolated potential
field (Bp, derived from Bz), remains nearly constant during the flare. Therefore, the
comparison of transverse components of observed and extrapolated fields, represented
by the azimuth angle, can, in principle, indicate the variation of the twist.
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Figure 6.1 Azimuth angle changes in association with flare emission. All of the four
images (first and second rows) were taken simultaneously at the flare peak time ( 18:00
UT) in a common FOV of 40′′ by 40′′. (a): SDO/HMI white light map.(b): Running
difference image in Hα blue wing (-1.0 Å), showing the eastern flare ribbon. The
bright part is the leading front and the dark component is the following component.
(c): GST/NIRIS LOS magnetogram, scaled in a range of -2500 (blue) to 2500 G
(yellow). (d): Running difference map of azimuth angle generated by subtracting
the map taken at 17:58:45 UT from the one taken at 18:00:12 UT. The dark signal
pointed to by the pink arrow represents the sudden, transient increase of azimuth
angle at 18:00:12 UT. The white contours outline 60% of the maximum emission of
the Hα ribbon front. (e): Time–distance diagram of Hα difference maps. The slit
position is shown in Panel (b). The time period is from 17:50 UT to 18:05 UT.
(f): Time–distance diagram of azimuth difference maps. The slit position is shown
in Panel (d). The time period is from 17:50 UT to 18:05 UT. The white contours
outline 15% of the maximum emission of the Hα ribbon front in Panel (e).
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6.2.2 Characteristics of the Azimuth Angle Variation
From a movie that shows the time sequence of azimuth angle within a field of view
(FOV) of the flare core region, one can see a ribbon-like feature propagates from right
to left. 2 This disturbance of azimuth angle along a narrow ribbon is co-spatial and
co-temporal with the flare emission seen in Hα. In the Panel (d) of Figure 6.1, a
running difference map of azimuth angle is shown at 18:00:12 UT. The dark feature
indicated by the pink arrow represents the change of azimuth angle, and the white
contours show the leading front of the Hα emission, indicating a close relationship
with precipitating electron beams [185]. The slight offset of about 300 ∼ 500 km
could be a projection effect, because the formation height of Hα is about a few
thousand km higher than the formation height of the NIR line at 1.56 µm.Other
Panels show the SDO/HMI WL image (Panel (a)), a running difference image of Hα
blue wing (−1.0 Å) (Panel (b)), and LOS magnetogram derived from NIRIS data
(Panel (c)). All of the images are within the same FOV, where the ribbon of interest
resides. To examine the azimuth change, we resolved the 180◦ azimuthal ambiguity
in the transverse field using the minimum-energy method [123] and removed the
projection effects by transforming the vector magnetogram from observational image
plane to heliographic-cartesian coordinate. Panel (e) presents a time-distance diagram
of the running-difference Hα images. The slit is 3-pixel wide, and its position can be
found in Panel (b). The bright feature represents the ribbon front of Hα emission,
similar to the one in Panel (b). In Panel (f), we display the time-distance diagram of
running-difference images of the azimuth angle. The slit width was 9 pixels, because
the cadence of the vector magnetogram is 90 s, about 3 times of the cadence of Hα
images. The white contour indicates the location of Hα enhancement in Panel (e). It
shows a good correlation between Hα emission and azimuth-angle change at different
times. Such a correlation does not vary much at different slit positions.
2See the link for Supplementary Movie://www.nature.com/articles/s41467-017-02509-w
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Figure 6.2 Characteristic sizes of the region of azimuth angle deviation. (a) -
(c) Sparse running-difference maps of azimuth angles, taken at three representative
times. (d) - (f): Azimuth angle profiles along the top slit shown in each image in
Panels (a) - (c) and the corresponding Gaussian fits. (g) - (i): Azimuth angle profiles
along the lower slit shown in each image in Panels (a) - (c) and the corresponding
Gaussian fits. The FWHM, derived from the fitting, is used as the ribbon width of
azimuth change, which is about 570 km on average.
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The characteristic sizes of ribbon-like features are fundamental parameters. For
instance, the ribbon front, which is the precipitation site of electrons, is found to be
very narrow [92, 157]. We follow the method described in Xu et al. (2016) [185]
and Jing et al. (2016) [92] to measure the width of the azimuth ribbon, as shown
in Figure 6.2. We use sparse running difference maps (the reference image is taken
several frames prior to the target) to minimize the background noise. On average, the
width of the region of azimuth angle deviation is about 570 km, which is comparable
to the size of the dark ribbon (340 - 510 km) in helium 10830 Å [185]. It is not easy to
measure the ribbon length quantitatively as the ribbon is segmented and noisy near
the two ends. We estimate the length manually using the image taken at 18:00:12
UT and the result is about 13,300 km.
6.2.3 Temporal Evolution of the Azimuth Angle Change and Correlation
with Hα Emission
In order to study the temporal evolution of the disturbance, three representative
regions (R1, R2, and R3, marked using white color) are selected on the propagating
path of the azimuth transient, as shown in Panel (a) of Figure 6.3. These
representative slits are selected in the middle of the ribbon and away from the sunspot
boundary, where the magnetic fields are also affected by the sudden sunspot rotation
[114] in a more gradual manner. The corresponding temporal profiles are plotted in
Panel (b). The uncertainties are estimated using the points prior to the initiation
of the flare. For instance, the standard deviation of the first 12 points is used as
the error in R1. Let us use R3 as an example. The average azimuth angle suddenly
increases by about 20◦, from the pre-flare value of 11.7◦ to the flare peak time value
of 31.5◦, with an uncertainty of 6.6◦. Therefore, the azimuth peak is significant as
it is about three times of the uncertainty. In particular, we see that the azimuth
peak coincides with the Hα emission (dashed curve), based on the results shown in
Figures 6.1 and 6.3. For the other two regions, R1 and R2, the horizontal field rotates
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Azimuth Angle Temporal Variation of Azimuth Angles
Figure 6.3 Temporal evolution of azimuth angle deviation. (a): Azimuth angle map
taken before the flare at 17:32:35 UT. Three slits are put on the regions of interest
(R1-3), plus a reference region in the lower right corner. The white contours outlines
the sunspot umbral areas (>1800 G). (b): The curves with error bars are the temporal
variation of averaged azimuth angle within regions of R1-3. The uncertainties are
estimated using the standard deviation of the pre-flare data points. The peaks are
more than three times of the uncertainties render themselves statistically significant.
The flare time is determined by the Hα light curve, for instance the dashed line is the
Hα light curve of R3, in which the peak matches with azimuth angle peak in R3. All
Hα light curves are in natural log space and self-normalized to their peak emission.
In the bottom, the temporal variation of the azimuth angle in the reference region is
plotted, which is manually increased by 50◦ to match the plotting range (50◦ - 190◦).
The dotted-dash curves are the azimuth angles of extrapolated potential fields that
remain certain levels above the azimuth angles of real fields. (c): Temporal variation
of averaged magnetic flux strength within the representative areas. (d): Temporal
variation of averaged inclination within the representative areas.
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by 12◦ and 18◦, with uncertainties of 2.5◦ and 5.2◦, respectively. Using the potential
field extrapolation, the azimuth angle of the potential field is determined and plotted
as dot-dash curves in Panel (b). We see that the potential field azimuth remains at
a certain level above the azimuth angle of the vector fields. Only at the flare peak
time, the measured azimuth angle becomes closer to that in the potential field due
to the sudden rotation. This is a 2D comparison but is a good proxy of the 3D
configuration because the extrapolated potential fields are based on the measured
vertical component, which did not vary as the azimuth angle did during the flare.
Therefore, the difference of the magnetic shear between the measured field and the
potential field can be represented by the azimuth angle, which is determined by the
horizontal components of Bx and By. In the Panels (c) and (d) of Figure 6.3, the
total magnetic strength and the inclination angle are plotted as a function of time,
respectively. These curves contain noise-induced fluctuations, and no impulsive peak
is identified as in the azimuth transient. An area (white box) is selected far away
from the flare ribbons and used as a reference compared to the regions with significant
azimuth angle changes. We see irregular fluctuations but indeed no obvious peak
associated with flare emission.
6.3 Discussion
In summary, this chapter present a clear transient change of azimuth angle, associated
with propagating flare ribbons, which are footpoints of 3D magnetic loops. The major
results are as follows:
• The local magnetic vectors rotated about 12◦ to 20◦ simultaneously with flare
emission.
• The strong correlation between the azimuth transient and flare ribbon front
indicates that the energetic electron beams are very likely to be the cause.
• The measured azimuth angle becomes closer to that in the potential field
indicating a process of energy release (untwist) of the flare loop.
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Figure 6.4 Intensity profiles of the NIR line at 1.56µm during the flare. (a): Stokes
I component taken at 17:32:35 UT. The intensity is normalized to the maximum
count as shown in the color bar. Three representative areas are mark using white
boxes (ROI1, ROI2 and ROI3). (b): Hα light curve in ROI 1. The vertical lines
indicates five time points before, during and after the flare. The corresponding NIR
intensity profiles (Stokes I) are plotted in (c), from which we see almost identical line
profiles indicating that the flare heating almost has no effect in this deep layer of solar
atmosphere. (d): Hα light curve in ROI 2. The corresponding NIR intensity profiles,
at t0, t1 and t2, are plotted in (f). (e): Hα light curve in ROI 3. The corresponding
NIR intensity profiles, at t0, t1 and t2, are plotted in (g).
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Firstly, the observed field change is different from the magnetic anomaly
reported previously. In that scenario, the profile of the spectral line used to measure
the magnetic fields has changed. In our case, the line profiles remain in absorption
and unchanged during the flare, as shown in Figure 6.4. It is not surprising as the
spectral line used by NIRIS is the Fe I line at 1.56 µm, which is formed very deep in
the photosphere where almost no flare heating can reach except in some extremely
strong flares [188]. In addition, we investigate the polarized raw data before inversion
is done. On the Stokes I, Q, U and V maps as shown in Figure 6.5, an area similar
to R3 is selected, and the corresponding profiles before and during the flare are
plotted. As we can see, the Stokes I and V components, in which V represents the
circular polarization and determines the LOS magnetic fields, remain almost identical.
However, the Stokes Q and U components that determine the transverse fields, vary
significantly. Therefore, we believe that azimuth change is real from Stokes Q and U
components and not affected by either flare emission or circular polarization.
This is the first time that transient field rotation is observed. We attempt to
explain the effect by considering several existing models, which are discussed below.
The magnetic field induced by the electron beams is the most straightforward
and intuitive model. The basic idea is that the penetrating electrons produce induced
magnetic fields, which act on the original fields such that the combined fields point
to new directions. This is equivalent to a field rotation. The downward precipitation
of electrons, with negative charges, is equivalent to an upward current. According to
Ampère’s circuit law, the self-induced magnetic field is generated around the ribbon.
The ribbon width is much smaller than its length so that the latter can be treated
as a half infinite wall. Therefore, to the left side of the ribbon front, the self-induced
magnetic field points to the south (in solar coordinates), and the overall field will
rotate counterclockwise. To the right side, the overall field will rotate oppositely,
































Figure 6.5 Stokes profiles before and during the flare. Stokes components (I, Q,
U, & V) taken near R3 before (blue) and during (pink) the flare. (a): Stokes I. (b):
Stokes Q. (c): Stokes U. (d): Stokes V. It is clear that the Stokes I and V components
remains almost unchanged but Q and U components are significantly affected during
the flare.
beams that have decreased but have not been turned off. We can estimate the required
current I using Ampère’s law,
∮
B•ds = µ0I, in which the integration loop is 2l (two
times the ribbon length, which is about 2 × 107m). In order to induce a magnetic
field of order 100 G, the required current is about 1.6× 1011 A, or an electron flux of
1030 s−1, a tiny fraction of the total electron flux (∼ 1035) with energy greater than
20 keV derived from the RHESSI HXR spectra. The relative orientation between
the original fields and the flare ribbon determines whether the azimuth angles of the
combined fields increase or decrease. If this angle is larger than 90◦, an increase is
seen in front of the flare ribbon. The rotation effect is canceled out behind the flare
ribbon by the following opposite rotation effect. Since the fields point outward from a
sunspot center, when the ribbon passes through the sunspot, the relative orientation
changes and the azimuth angle should decrease. However, such an increase-decrease
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pattern was not observed. Although the magnitude of the induced field matches with
observations, the direction does not match.
The second model considers the effect of downward-drafting plasma [165], which
in our case is the precipitating electron beams. The authors modeled a scenario in
which the cooling plasma moving down from the top of hot granules amplifies the
magnetic twist when entering into denser layers, which is similar to our case. However,
we see the flare loops become less twisted. Nevertheless, this model suggests that
the hydrodynamic effects may be coupled with electrodynamic effects to affect the
pre-flare magnetic fields.
By analyzing and modeling the Hα and Hβ data, Hénoux and Karlický, (2013)
[76] found that emission lines can be polarized linearly by multiple effects, such as
electron beams, return current and filamentary chromospheric evaporation. They
found the degree of linear polarizations was about 3 ∼ 9%. However, in our case,
there was no emission detected in the NIR line at 1.56 µm. The NIR line intensity
profile remains in absorption during the flare. In addition, the azimuth change, or
say the enhanced linear polarization was only found in front of the propagating flare
ribbons in our event. Nevertheless, the polarized signal was identified on both sides
of the flare ribbons in Hénoux and Karlický, (2013) [76]. Therefore, again we cannot
draw a conclusion based on their model.
Alfvén waves [3] also have impacts on the magnetic fields. They are well known
in heating the corona [159], accelerating electrons during flares [54] and solar winds
[120]. Alfvén waves can be generated by magnetic reconnection during flares [13, 54].
In open magnetic field regions, for instance, in solar wind, Alfvén waves were found
in untwisted field lines both in observations [62] and simulations [112]. For closed
field regions, such as the flare loops, Fletcher et al. (2008) [54] presented the large-
scale Alfvén wave pulses, which accelerate electrons locally. Within non-uniform
plasma, Alfvén waves appear as torsional waves [170], which can create rotational
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perturbations of the plasma and the magnetic fields frozen in the plasma [158]. The
perturbations are usually torsional oscillations [119], which should appear periodically
but were not observed in our event. However, in the deep atmosphere, these waves
can be damped locally by ion-neutral or resistive damping [45], and therefore only
the effect of the initial pulse is observed as a transient event. Alfvén waves are
plausible candidates, but most previous modeling was done for coronal flux tubes,
and no quantitative description is available for their effects on photospheric magnetic
fields.
In conclusion, the observed field change cannot be explained by existing models.
The new, transient magnetic signature in the photosphere that we describe in this
paper offers a new diagnostic for future modeling of magnetic reconnection and the
resulting energy release. Such observations require high cadence and high resolution.
Our results motivate further observations using GST and the Daniel K. Inouye Solar
Telescope (DKIST) in probing the mystery of solar flares.
Methods
Magnetic Inversion
After dark and flat field correction, The crosstalk is removed by measuring the effect
of optical elements from the telescope to the detector. Pure states of polarization
are fed into the light path and their response at the detector tells how the incoming
polarization from the Sun would be changed by the optics [43] (and references therein).
After careful elimination of the crosstalk among Stokes Q, U, and V, the NIRIS
data undergoes Milne-Eddington inversion to fit the Stokes line profiles based on an
atmospheric model. The source function with respect to optical depth is simplified to
a 1st order polynomial. As results, several key physical parameters can be extracted
- Btot, azimuth angle, inclination, Doppler shift, and so forth. For successful fitting
into ME-simulated profiles, initial parameters are pre-calculated to be in proximity
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to the observed Stokes profiles. This code was specifically designed for BBSO/NIRIS
and written by Dr. Jongchul Chae using IDL language.
180◦ Ambiguity Correction
In order to streamline the analysis of vector magnetogram data, data processing
tools have been developed and implemented, including the 180◦ ambiguity resolution
and NLFF coronal magnetic field extrapolation. The 180◦ azimuthal ambiguity in
the transverse magnetograms is resolved using the minimum-energy algorithm that
simultaneously minimizes both the electric current density J and the field divergence
|∇·B| [123]. Minimizing |∇·B| gives a physically meaningful solution and minimizing
J provides a smoothness constraint. A magnetogram is first broken into small sub-
areas with which to compute a force-free α parameter. Then a linear force-free field is
effectively constructed with which to infer the vertical gradients needed to minimize
the divergence. Since the calculation of J and |∇ · B| involves derivatives of the
magnetic field, the computation is not local, the number of possible solutions is huge
and the solution space has many local minima. The simulated-annealing algorithm
[96] is used to find the global minimum. This minimum-energy algorithm is the
top-performing automated method among present state-of-art algorithms used for
resolving the 180◦ ambiguity [125].
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CHAPTER 7
DISSERTATION SUMMARY AND FUTURE WORK
This dissertation focuses on flare energetics, including statistical analysis of energy
release in macro-scope and fine structures observed with high resolutions and
numerical modeling. Taking the advantages of advanced instrumentation, which
provide high spatial, temporal, and spectral resolutions, as well as novel numerical
modeling packages, multiple types of emissions were observed and studied. Compact
and impulsive WL flare kernels are identified and compared with HXR emission and
with SEP events. These statistical comparisons were trying to help in understanding
the downward and upward particle acceleration driven by magnetic reconnection,
respectively. On the typical flare ribbons, unique features were reported in the
leading edges using high-resolution observations. Distinct spectral properties on the
well-defined ribbon front are investigated, and state-of-the-art numerical modeling
was involved in studying the physical conditions of the heated atmosphere that
produces the UV emission and NIR enhanced absorption. Additionally, the magnetic
field of the ribbon front was observed using high-resolution magnetograms, and a
unique feature was reported. The following two sections summarize the results in two
groups, macro-scope energetics, and comparison between observations and modelings.
7.1 WL Flares and the Acceleration of Electrons and SEPs
Free magnetic energies are released via reconnections, which produce a tremendous
number of high energy electrons. These electrons travel both downward and upward
along with magnetic field lines. The downward group is well known for producing
flare heating. One of the controversial issues is that if the upward group is the source
of SEP events, which are usually associated with large flares. In studies presented
in Chapters 2 and 3, WL emissions in multiple flares were surveyed using images
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from SDO/HMI intensity continuum data. Chapter 2 shows a statistical analysis
of the correlation between WL and HXR emission. The WL events were identified
from SDO/HMI visible continuum and HXR data was obtained from RHESSI. For
each event, the contrasted equivalent area (EA) was calculated to define WL emission
intensity. Additionally, by fitting HXR data into classic variable thermal (vth) plus
non-thermal broken power-law (bpow) spectrum, the power-law index for each flare
peak was retrieved to describe the distribution of high-energy non-thermal electrons.
This study confirmed the major role of high energy electrons in producing WL
emission. In the second study described in Chapter 3, the WL emission, which
here was a good proxy of energetic electrons, was compared with the SEP that was
presumed to be accelerated upwards by reconnection. The major results in Chapters
2 and 3 are listed below:
First, the WL emission has an obvious correlation to the HXR spectrum,
especially to the high-energy distribution. The EA is inversely proportional to
the power-law index of HXR emission, and no strong correlation is found between
WL emission and flux of non-thermal electrons at 50 keV. Besides, the group of
flares above M5.0 class without detectable WL emission generally have softer HXR
spectrums (higher power-law index). This suggested that direct heating by high-energy
non-thermal electrons dominates in powering WL flares.
Second, time profiles of EA and HXR power-law index were compared, together
with the HXR fluxes in energy ranges of 50-100 keV and 100-250 keV. The result
confirms that WL and HXR fluxes are temporally correlated during flare evolution.
Third, the 2015-06-22 M6.5 flare was observed using SDO/HMI, GST/BFI. The
WL emission was not detected in HMI intensity continuum images but was identified
in TiO continuum images with much higher spatial resolution. This suggested that
more WL flares would be resolved by using high-resolution observations in solar flares.
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Fourth, the WL flare list was compared with the SEP event list to find no
correspondence between WL flares and SEP events. Moreover, in a small group of SEP
events associated with WL flares, no correlation between EA and energetical particle
flux was found. Besides, by comparing the temporal evolutions of SEP flux and flares
in the closed period, no evidence was found to support that SEPs were accelerated by
magnetic reconnection of flares. Reviewing the existing SEP acceleration scenarios,
the result favors CME shock waves, or combination of flare and shock waves, over
solely the flare.
7.2 The Special Characteristics on Flare Ribbon Front
High-resolution observations carry the ability to resolve the sub-arcsecond structures
and allow us to define the flare ribbon front. The frontiers of propagating flare
ribbons are believed to represent for the sites of newly heated plasma, which has a
different story from the trailing part where electrons were trapped and plasma was
heated beforehand. Previous studies have reported noteworthy line features, such
as the enhanced absorption in He I 10830 Å line, which is the so-called “negative
flare”, in ribbon fronts of two flares. Using the data from BBSO/GST and IRIS joint
observation, we analyzed the Mg II h&k and Hα lines in the ribbon front of 2015-06-22
M6.5 flare. A combination of RADYN and RH codes was involved to study the line
profiles and atmosphere numerically. Then we performed the RADYN simulation in
studying the absorption enhancement of He I 10830 Å in the initial phase of the flare.
Lastly, using the high-resolution magnetograms, the special signature of the magnetic
field in a narrow ribbon front was observed.
First, using IRIS spectrograms, we analyzed the Mg II h&k lines and found
the blue-wing broadening in flare ribbon front, before the strong line emission with
significant redshift. That is prior to the Hα redshifts. Numerical modeling by RH,
using the results from RADYN, suggests that the broadening is caused by spatially
107
unresolved micro-turbulence, with velocities from 10 to 30 km/s. The enhanced blue
wing is likely due to evaporation caused by a decrease in temperature and an increase
in electron density, as a consequence of electron precipitation. Strong redshifts are
seen in modeled Hα pseudo Doppler diagram, occurring after Mg II blueshift, which
agrees with the observations.
Second, we analyzed of numerical models of He I 10830 Å line emission during
the flare heating and compared them with BBSO/GST observations of the M-class
flare. The observed enhanced absorption is reproduced by the RADYN simulation at
the initial stage of the flare. The level of modeled absorption is about 17%, which
is comparable to the observed level of 13%. The modeled atmosphere suggested that
watershed of emission and absorption in the He I 10830 Å line for the representative
run is the condition of T>2 × 104 K and ne ≥ 4 × 1012cm−3, and the special line
profiles were mainly contributed by the atmosphere in the height of 1.3-1.5 Mm.
Third, using GST/NIRIS 1.56µm vector magnetogram, a transient rotation of
the local magnetic field was observed in the moving ribbon front. Being analyzed
carefully, the rotation was confirmed not to be induced artificially, and that was the
first observation of such activity. The azimuth angle rotated 12-20 and became closer
to the extrapolated potential field, which suggested an untwist of flare loops. The
spatiotemporal correlations between the magnetic field variation, conjugate Hα ribbon
front, and the distinct spectral lines suggested its relationship with the energetic
electron beams, but cannot be well explained using existing models.
Overall, the beneficial from the resolving power of the state-of-art instruments
and advanced codes, important constraints were provided in understanding the flare
emission and instructive for future observations and developing new modeling
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7.3 Future Work
Here I am foreseeing the directions of future research motivated by the work in this
dissertation.
Statistical studies of WL flares using high-resolution instruments, such as
BBSO/GST and the DKIST, are looked forward to. The comparatively rare WL
emissions would be more commonly resolved. Furthermore, the high-resolution images
will benefit us in defining the WL flare kernel, which can increase the accuracy in
flare models.
The correlation between WL flares and SEPs was not found in work presented
in this dissertation, and CME shock wave was suggested to be the main driver of
SEPs. However, the SEP acceleration could be a complicated question. Particles in
different energy levels may get acceleration from different sites. A comparison of WL
flare and SEP events in different characteristics can be performed. E.g., Parker Solar
Probe would provide observations of SEPs much closer to the Sun, which may be
compared with flares more meaningfully.
Besides the Mg II h&k, there are many lines observed by IRIS. A more
comprehensive study, including more lines in the observation, should be able to reveal
much more information. Moreover, the RH code is using statistical equilibrium,
which means the populations are in equilibrium. This may include inaccuracy in the
computation. A more complete synthetic code would improve such numerical study.
Other than the absorption enhancement, there are several noteworthy signatures
on the time profile of He I 10830 Å during the atmosphere heating of flare.
Extending the modeling to cover a larger time span of evolution should be helpful
for understanding the atmosphere’s response to the heating. Furthermore, the study
about He I 10830 Å presented in this dissertation used the database in F-CHROMA,
which provides RADYN output for models within a grid of heating pulsation. This
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can result in a discrepancy between the available models and realistic. Performing
RADYN simulations for specific flare can improve accuracy.
For the first time that the transient rotation of the vector magnetic field was
reported, many possible theories were considered, but no perfect explanation was
found. At this time, a new scenario is in need. More high-resolution observations of
flare magnetic field are desire, to expand the database of observation of this kind.
Overall, high-resolution observations have proven to be powerful in revealing the
physics behind solar flares. Deepening and extending the research using existing data,
and performing more high-resolution observations in the future should be helpful in

























Detectors: 1F 3F 4F 5F 6F 8F 9F
22-Jun-2015 17:42:28.000 to 17:42:56.000 (Data-Bk)
22-Jun-2015 17:42:28.000 to 17:42:56.000 (Bk)
27-Nov-2015 20:53 
thick2 1.44,6.36,20.1,6.20,20.6,3.20e+004 
vth 0.0111,2.39,1.00  full chian 1.26e-004
vth+thick2
Fit Interval 0   Chi-square = 1.70
Figure A.1 Fitting of HXR spectrum before the flare peak at 17:42:28 UT, on 2015
Jun 22nd, using two components of Variable Thermal vth and Non-thermal thick2.
The blackcurve is the spectrum data after subtracting the background (pink). The
modeledthermal component, non-thermal component, and the overall spectrum are
plotted ingreen, yellow, and red, respectively.
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Detectors: 1F 3F 4F 5F 6F 8F 9F
17-Aug-2013 18:33:16.000 to 18:33:20.000 (Data-Bk)
17-Aug-2013 18:33:16.000 to 18:33:20.000 (Bk)
12-Sep-2019 18:40 
thick2 8.81,8.36,150.,6.00,16.8,3.20e+004 
vth 0.524,1.38,1.00  full chian 1.26e-004
vth+thick2
Fit Interval 45   Chi-square = 2.32
Figure A.2 Fitting of HXR spectrum in 18:33:16 UT–18:33:20 UT 2013-August-17,
in the initial phase of the flare. This fitting adopted two components: Variable
Thermal vth and Non-thermal thick2. The blackcurve is the spectrum data after
subtracting the background (pink). The modeledthermal component, non-thermal
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Rando, R., Rapposelli, E., Razzano, M., Reimer, A., Reimer, O.,
Reposeur, T., Reyes, L. C., Ritz, S., Rochester, L. S., Rodriguez,
A. Y., Romani, R. W., Roth, M., Russell, J. J., Ryde, F., Sabatini,
S., Sadrozinski, H. F.-W., Sanchez, D., Sander, A., Sapozhnikov,
L., Parkinson, P. M. S., Scargle, J. D., Schalk, T. L., Scolieri,
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M. Collados Vera, H. Socas-Navarro, R. Schlichenmaier, M. Carlsson,
T. Berger, A. Cadavid, P. R. Gilbert, P. R. Goode, and M. Knölker, Eds.,
463 of Astronomical Society of the Pacific Conference Series, 357.
118
[62] Gosling, J. T., Skoug, R. M., McComas, D. J., and Smith, C. W. Direct
evidence for magnetic reconnection in the solar wind near 1 au. Journal of
Geophysical Research (Space Physics) 110, A1 (2005), A01107.
[63] Graham, D. R., and Cauzzi, G. Temporal Evolution of Multiple Evaporating
Ribbon Sources in a Solar Flare. Astrophysical Journal Letters 807 (2015),
L22.
[64] Graham, D. R., Fletcher, L., and Hannah, I. G. Hinode/EIS plasma
diagnostics in the flaring solar chromosphere. Astronomy and Astrophysics
532 (2011), A27.
[65] Gray, L. J., Beer, J., Geller, M., Haigh, J. D., Lockwood, M.,
Matthes, K., Cubasch, U., Fleitmann, D., Harrison, G., Hood, L.,
Luterbacher, J., Meehl, G. A., Shindell, D., van Geel, B., and
White, W. SOLAR INFLUENCES ON CLIMATE. Reviews of Geophysics
48, 4 (2010).
[66] Haigh, J. D. The sun and the earths climate. Living Reviews in Solar Physics 4
(2007).
[67] Handy, B. N., Acton, L. W., Kankelborg, C. C., Wolfson, C. J., Akin,
D. J., Bruner, M. E., Caravalho, R., Catura, R. C., Chevalier,
R., Duncan, D. W., Edwards, C. G., Feinstein, C. N., Freeland,
S. L., Friedlaender, F. M., Hoffmann, C. H., Hurlburt, N. E.,
Jurcevich, B. K., Katz, N. L., Kelly, G. A., Lemen, J. R., Levay,
M., Lindgren, R. W., Mathur, D. P., Meyer, S. B., Morrison, S. J.,
Morrison, M. D., Nightingale, R. W., Pope, T. P., Rehse, R. A.,
Schrijver, C. J., Shine, R. A., Shing, L., Strong, K. T., Tarbell,
T. D., Title, A. M., Torgerson, D. D., Golub, L., Bookbinder,
J. A., Caldwell, D., Cheimets, P. N., Davis, W. N., Deluca,
E. E., McMullen, R. A., Warren, H. P., Amato, D., Fisher, R.,
Maldonado, H., and Parkinson, C. The transition region and coronal
explorer. Solar Physics 187 (1999), 229–260.
[68] Hao, Q., Guo, Y., Dai, Y., Ding, M. D., Li, Z., Zhang, X. Y., and Fang, C.
Understanding the white-light flare on 2012 March 9: evidence of a two-step
magnetic reconnection. Astronomy and Astrophysics 544 (2012), L17.
119
[69] Harrison, R. A., Sawyer, E. C., Carter, M. K., Cruise, A. M., Cutler,
R. M., Fludra, A., Hayes, R. W., Kent, B. J., Lang, J., Parker,
D. J., Payne, J., Pike, C. D., Peskett, S. C., Richards, A. G.,
Gulhane, J. L., Norman, K., Breeveld, A. A., Breeveld, E. R.,
Al Janabi, K. F., McCalden, A. J., Parkinson, J. H., Self,
D. G., Thomas, P. D., Poland, A. I., Thomas, R. J., Thompson,
W. T., Kjeldseth-Moe, O., Brekke, P., Karud, J., Maltby,
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[115] Lyot, B. Un monochromateur à grand champ utilisant les interferences en lumière
polarisée. Compt. Rend.Acad Sci. 197 (1933), 1593.
[116] Machado, M. E., Avrett, E. H., Vernazza, J. E., and Noyes, R. W.
Semiempirical models of chromospheric flare regions. Astrophysical Journal
242 (1980), 336.
[117] Machado, M. E., Emslie, A. G., and Avrett, E. H. Radiative backwarming
in white-light flares. Solar Physics 124 (1989), 303–317.
[118] Mart́ınez Oliveros, J.-C., Hudson, H. S., Hurford, G. J., Krucker, S.,
Lin, R. P., Lindsey, C., Couvidat, S., Schou, J., and Thompson,
W. T. The Height of a White-light Flare and Its Hard X-Ray Sources.
Astrophysical Journal Letters 753 (2012), L26.
[119] Mathioudakis, M., Jess, D. B., and Erdélyi, R. Alfvén waves in the solar
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