Stabilized multiscale finite element method for the stationary Navier–Stokes equations  by Ge, Zhihao et al.
J. Math. Anal. Appl. 354 (2009) 708–717Contents lists available at ScienceDirect
Journal of Mathematical Analysis and Applications
www.elsevier.com/locate/jmaa
Stabilized multiscale ﬁnite element method for the stationary
Navier–Stokes equations✩
Zhihao Ge a,d, Minfu Feng b,c, Yinnian He e,a,∗
a Faculty of Science, Xi’an Jiaotong University, Xi’an 710049, PR China
b School of Applied Mathematics, University of Electronic Science and Technology of China, Chengdu, Sichuan 610054, PR China
c College of Mathematics, Sichuan University, Chengdu, Sichuan 610064, PR China
d School of Mathematics and Information Science, Henan University, Kaifeng 475001, PR China
e College of Mathematics and System Science, Xinjiang University, Urmuqi 830046, PR China
a r t i c l e i n f o a b s t r a c t
Article history:
Received 20 June 2007
Available online 27 January 2009
Submitted by M.D. Gunzburger
Keywords:
Multiscale ﬁnite element method
Stabilized
Petrov–Galerkin approach
In the paper, a stabilized multiscale ﬁnite element method for the stationary incompressible
Navier–Stokes equations is considered. The method is a Petrov–Galerkin approach based on
the multiscale enrichment of the standard polynomial space enriched with the unusual
bubble functions which no longer vanish on every element boundary for the velocity
space. The stability of the P1–P0 triangular element (or the Q 1–P0 quadrilateral element)
is established. And the optimal error estimates of the stabilized multiscale ﬁnite element
method for the stationary Navier–Stokes equations are obtained.
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1. Introduction
Finite element approximations of the Navier–Stokes equations (or the Stokes equations or the Oseen equations) need
stability for the advective-dominated ﬂows and compatibility between the velocity and pressure spaces when the viscosity
coeﬃcient is very small. Namely, the velocity and pressure spaces cannot be chosen independently when the discretization
is based on the Galerkin variational form, because it is very important to ensure the compatibility of the approximations of
velocity and pressure satisfying the inf-sup condition (see [16] and the references therein).
However, it is well known that the simplest conforming low order elements like the P1–P0 (linear velocity, constant
pressure) triangular element and Q 1–P0 (bilinear velocity, constant pressure) quadrilateral element are not stable. The ﬁrst
stabilized ﬁnite element method was proposed by Brezzi and Pitkäranta in [7] about the P1–P1 triangular element. Later,
Hughes, Franca and Balestra in [22] and Brezzi and Douglas in [6] proposed different stabilized methods for continuous
pressure space. Many other kinds of stabilized ﬁnite element methods have been proposed for the Stokes or Navier–Stokes
equations in [4,5,7,8,10,12,17,18,24,28] and so on. The above methods aim at relaxing the incompressibility constraint by
modifying the second equation of (2.1). In addition, a more general approach entails a perturbation of both continuity and
momentum equations, the details of these methods can be found in [10,21]. For a discontinuous pressure approximation,
the stability has been achieved by introducing a pressure jump operator into the discrete Stokes formulation. For low order
approximation, the price to pay for having the stability is that the jump operator must control pressure jumps across all
✩ Supported by the Natural Science Foundation of China (No. 10671154) and the National Basic Research Program (No. 2005CB321703); Scientiﬁc Research
Program of the Higher Education Institution of Xinjiang (No. XJEDU2007I02), Sichuan Science and Technology Project (No. 05GG006-006-2) and Science
Research Foundation of UESTC.
* Corresponding author.
E-mail addresses: zhihaoge@gmail.com (Z. Ge), heyn@mail.xjtu.edu.cn (Y. He).0022-247X/$ – see front matter © 2009 Elsevier Inc. All rights reserved.
doi:10.1016/j.jmaa.2009.01.039
Z. Ge et al. / J. Math. Anal. Appl. 354 (2009) 708–717 709inter-element edges. Furthermore, a general locally stabilized mixed ﬁnite element method was provided by Kechkar and
Silvester in [24].
As for stabilization and bubble functions, it has been pointed out in Baiocchi, Brezzi and Franca in [2] that the enrich-
ment of the ﬁnite element space by summation of bubble functions results in a stabilization approach (see [3,27]). Recently,
in [15], a new locally stabilized method based on the idea of [24] containing jump terms across the inter element bound-
aries of the macro-elements was derived, the stabilizing terms were deﬁned over the macro-elements. A particular kind of
bubble enrichment of the velocity space is the Residual Free Bubble method (RFBM) in [4], in which the bubble function
is the solution of a problem containing the residual of the continuous equation at the element level. At the same time,
the multiscale ﬁnite element method was derived by [14,20], and a priori error analysis can be found in [13]. A chief char-
acteristic of the method in [14] is to use the Petrov–Galerkin approach to split the solution into two parts, i.e., the trial
function space is enriched with the bubble functions which are the solutions to a local problem containing the residual of
the momentum equation and the special boundary conditions so that the local problem can be solved analytically. Recently,
in [1], a stabilized ﬁnite element methods based on multiscale enrichment for the Stokes equations was given. The method
is different from RFBM, in which one can choose local basis functions to enrich the standard ﬁnite element spaces to solve
some local problem analytically and it is easy to handle with the advective-dominated ﬂows.
In the paper, we will use the Petrov–Galerkin approach based on the multiscale enrichment of the standard polynomial
space enriched with the unusual bubble functions which no longer vanish on every element boundary for the velocity space
to propose a stabilized multiscale ﬁnite element method to handle with the stationary Navier–Stokes equations with high
Reynolds number, in which our main idea is mostly derived from [1,14]. We try to give the numerical analysis of the method
for the 2D Navier–Stokes equations in this work since Ref. [1] only handles with the Stokes equations and Ref. [14,20] for
the elliptic equations.
The remaining part of this paper is organized as follows. In Section 2, we present the general framework and derive
a general form of the method stabilized ﬁnite element method for the stationary incompressible Navier–Stokes equations.
Afterwards, in Section 3, we consider the stability of the P1–P0 triangular element (or the quadrilateral Q 1–P0 element)
and give the optimal error estimates of the stabilized multiscale ﬁnite element method for the stationary Navier–Stokes
equations.
2. Stabilized multiscale ﬁnite element method
Let Ω be an open bounded domain in R2 with a Lipschitz boundary ∂Ω and satisfy a further condition stated in
(Assumption 2.1) below. We will consider the following incompressible Navier–Stokes equations:⎧⎨
⎩
−νu + (u · ∇)u + ∇p = f in Ω,
∇ · u = 0 in Ω,
u = 0 on ∂Ω,
(2.1)
where u = (u1(x, t),u2(x, t))T represents the velocity vector, p = p(x) the pressure, f = f (x) ∈ [L2(Ω)]2 the prescribed body
force, and ν is the viscosity coeﬃcient.
For the mathematical setting of the problem (2.1), we introduce the Hilbert spaces:
X = H10(Ω)2, Y = L2(Ω)2, M = L20(Ω)
{
q ∈ L2(Ω):
∫
Ω
qdx = 0
}
.
Let h > 0 be a real positive parameter. The ﬁnite element subspace Xh × Mh ⊂ X × M is characterized by {Th}h>0,
a partitioning of Ω into triangles (or quadrilaterals), assumed to be regular in the usual sense (see [23,24]), i.e., for some σ
and λ with σ > 1 and 0< λ < 1 such that
hK  σρK , ∀K ∈ Th,
| cos θiK | λ, i = 1,2,3,4, ∀K ∈ Th,
where hK is the diameter of element K , ρK is the diameter of the inscribed circle of element K , and θiK are the angles
of K in the case of a quadrilateral partitioning. The mesh parameter h is given by h = max{hK : K ∈ Th}. The set of all
interelement boundaries will be denoted by Γh , and let Γ0 = {K ∈ Th: K ∩ ∂Ω = ∅}.
Deﬁne
R1(K ) =
{
P1(K ) if K is triangular,
Q 1(K ) if K is quadrilateral,
where P1(K ) and Q 1(K ) are the set of all polynomials on K of degree less than to n.
The ﬁnite element subspaces in this paper are deﬁned by the continuous piecewise (bi)linear velocity subspace
Xh =
{
v ∈ C0(Ω¯)2 ∩ X: vi |K ∈ R1(K ), ∀K ∈ Th, i = 1,2
}
,
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Mh =
{
q ∈ M: q|K ∈ P0(K ), ∀K ∈ Th
}
.
We also introduce the following Laplace operator:
Au = −u, ∀u ∈ D(A) = H2(Ω)2 ∩ X, (2.2)
and the bilinear operator
b0(u, v) = (u · ∇)v + 1
2
(∇ · u)v, ∀u, v ∈ X, (2.3)
and the trilinear form on X × X × X by
b(u, v,w) = 〈b0(u, v),w〉X ′×X = ((u · ∇)v,w)+ 12
(
(∇ · u)v,w)
= 1
2
(
(u · ∇)v,w)− 1
2
(
(u · ∇)w, v), ∀u, v,w ∈ X × X × X . (2.4)
Furthermore, the space Y is endowed with the L2-scalar product and L2-norm denoted by (·,·) and ‖ · ‖0,Ω . The space
X is equipped with their usual scalar product and norm(
(u, v)
)= (∇u,∇v), |u|1,Ω = ((u,u))1/2.
As mentioned above, we need a further assumption on Ω:
Assumption 2.1. Assume that Ω is regular so that the unique solution (u, p) ∈ X × M of the following steady Stokes equa-
tions: {−u + ∇p = f , divu = 0 in Ω,
u = 0 on ∂Ω, (2.5)
for any given f ∈ Y exists and satisﬁes
|u|2,Ω + |p|1,Ω  C‖ f ‖0,Ω, (2.6)
where C is a positive constant depending only on Ω .
We remark that the validity of Assumption 2.1 is known (see [19,25]) if ∂Ω is of C2, or if Ω is a two-dimensional convex
polygon. From Assumption 2.1, it is to check that
‖v‖0,Ω  γ0|v|1,Ω , ∀v ∈ X, |v|1,Ω  γ0‖Av‖0,Ω, |v|2,Ω  γ1‖Av‖0,Ω , ∀v ∈ D(A), (2.7)
where γ0 and γ1 are positive constants depending only on Ω .
Let B0((u, p); (v,q)) = ν(∇u,∇v)Ω − (p,∇ · v)Ω + (q,∇ · u)Ω , and it is easy to check that B0 and b satisfy the following
important properties (see [16,19,24]):⎧⎪⎪⎪⎨
⎪⎪⎪⎩
ν|u|1,Ω = B0
(
(u, p); (u, p)),∣∣B0((u, p); (v,q))∣∣ γ2(|u|1,Ω + ‖p‖0,Ω)(|v|1,Ω + ‖q‖0,Ω),
α0
(|u|1,Ω + ‖p‖0,Ω) sup
(v,q)∈(X,M)
B0((u, p); (v,q))
|v|1,Ω + ‖q‖0,Ω
(2.8)
hold for all (u, p), (v,q) ∈ (X,M) and the constants γ2 > 0 and α0 > 0,
b(u, v,w) = −b(u,w, v), (2.9)∣∣b(u, v,w)∣∣ c0
2
‖u‖1/20,Ω |u|1/21,Ω
(|v|1,Ω |w|1/21,Ω‖w‖1/20,Ω + ‖v‖1/20,Ω |v|1/21,Ω |w|1,Ω) (2.10)
for all u, v,w ∈ X , and∣∣b(u, v,w)∣∣+ ∣∣b(v,u,w)∣∣+ ∣∣b(w,u, v)∣∣ c1|u|1,Ω‖Av‖0,Ω‖w‖0,Ω (2.11)
for all u ∈ X , v ∈ D(A) and w ∈ Y , where c0 and c1 are positive constants depending on the domain Ω .
Under the above notations, the Galerkin variational formulation of the problem (2.1) reads as follows: ﬁnd (u, p) ∈ (X,M)
such that
B0
(
(u, p); (v,q))+ b(u,u, v) = ( f , v) (2.12)
for all (v,q) ∈ (X,M).
The following existence and uniqueness results are classical (see [16, Chapter IV] and [29, Chapter II]):
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1− c0γ
2
0
ν2
‖ f ‖0,Ω > 0. (2.13)
Then the problem (2.12) admits a unique solution (u, p) ∈ (D(A) ∩ X, H1(Ω) ∩ M) such that
|u|1,Ω  γ0
ν
‖ f ‖0,Ω , ν‖Au‖0,Ω + |p|1,Ω  C‖ f ‖0,Ω , (2.14)
where γ0 and c0 are deﬁned in (2.7) and (2.10), respectively.
Next, we introduce the multiscale ﬁnite element method based on the multiscale functions which no longer vanish on
the element boundary by the Petrov–Galerkin approach for the problem (2.1).
Let Eh be a ﬁnite-dimensional space, called multiscale space, such that
Eh ⊂ H1(Th)2, Eh ∩ Xh = {0},
where
H1(Th)2 =
{
v ∈ Y : v|K ∈ H1(K )2
}
.
Under the above notations, by using Petrov–Galerkin approach we obtain the variational formulation for the Stokes
equations: ﬁnd uh + ue ∈ Xh ⊕ Eh and ph ∈ Mh such that
ν
(∇(uh + ue),∇v)Ω − (ph,∇ · v)Ω + (qh,∇ · (uh + ue))Ω = ( f , v)Ω, (2.15)
for all v ∈ Xh ⊕ E0h and qh ∈ Mh , where
E0h =
{
v ∈ H1(Th)2: v|K ∈ H10(K )2
}
.
For a scalar piecewise continuous function ψ , the jump [ψ]E and the average {ψ}E on a face E ∈ Γh are deﬁned by
[ψ]E =
{
(ψ |K )|E − (ψ |K˜ )|E if K  ∂Ω,
(ψ |K )|E if K ⊆ ∂Ω,
{ψ}E =
{
1
2 ((ψ |K )|E + (ψ |K˜ )|E) if K  ∂Ω,
1
2 (ψ |K )|E if K ⊆ ∂Ω.
Let ue|K = uKe + u∂Ke , we consider the following local problem at element level:
−νuKe = f + νuh − ∇ph in K , uKe |∂K = 0, (2.16)
−νu∂Ke = 0 in K , u∂Ke = ge on ∂K , (2.17)
−ν∂ss ge = 1
he
[ν∂nuh + ph I · n]E , (2.18)
ge = 0 at the nodes, (2.19)
where he  mes E denotes the length of the edge E , n is the normal outward vector on ∂K , ∂s , ∂n are the tangential and
normal derivative operators, respectively, and I is the R2×2 identity matrix.
Therefore, the problem (2.16)–(2.19) is well-posed, i.e., ue can be solved in term of uh, ph and f on each element K . For
convenience, we deﬁne two operators HK and JK by
HK : L2(K )2 → H10(K )2, JK : L2(∂K )2 → H1(K )2,
such that
uKe =
1
ν
HK ( f + νuh − ∇ph), ∀K ∈ Th, (2.20)
u∂Ke =
1
heν
JK
([ν∂nuh + ph I · n]E), ∀K ∈ Th, E ∈ Γh. (2.21)
From (2.15), it follows that∑
K∈Th
[
ν(∇uh,∇vh)K − (ph,∇ · vh)K + (qh,∇ · uh)K
]
+
∑[−(ue, νvh + ∇qh)K + (u∂Ke , ν∂nvh + qh I · n)∂K ]= ∑ ( f , vh)K . (2.22)
K∈Th K∈Th
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K∈Th
[
ν(∇uh,∇vh)K − (ph,∇ · vh)K + (qh,∇ · uh)K
]
+
∑
K∈Th
1
ν
(
HK (−νuh + ∇ph) − 1he JK
([ν∂nuh + ph I · n]E), νvh + ∇qh
)
K
+
∑
E∈Γh
1
heν
〈JK ([ν∂nuh + ph I · n]E), ν∂nvh + qh I · n〉E
=
∑
K∈Th
[
( f , vh)K + 1
ν
(HK ( f ), νvh + ∇qh)K
]
, ∀(uh, ph), (vh,qh) ∈ Xh × Mh. (2.23)
From (2.23), we proposed the stabilized multiscale ﬁnite element method to the stationary 2d Navier–Stokes equa-
tions (2.1): ﬁnd (uh, ph) ∈ Xh × Mh such that
B
(
(uh, ph); (vh,qh)
)+ b(uh,uh, vh) = ( f , vh)Ω (2.24)
for all (vh,qh) ∈ Xh × Mh , where
B
(
(uh, ph); (vh,qh)
)= B0((uh, ph); (vh,qh))+ ∑
E∈Γh
βe
〈[ν∂nuh + ph I · n]E , [ν∂nvh + qh I · n]E 〉E . (2.25)
Next, we calculate the parameter βe . Firstly, we deﬁne the matrix function AK by
AK =
(JK (φ1)∣∣JK (φ2)),
where φi (i = 1,2) is a group of basis of R2.
From the deﬁnition, we have AK = aK I , where aK is the solution of
−aK = 0 in K , aK = g(s) on each E ⊂ ∂K , (2.26)
where g = 0 if E ⊂ ∂Ω , and in the internal edges g satisﬁes
−∂ss g(s) = 1
he
on E, g = 0 at the nodes. (2.27)
Since (uh, ph), (vh,qh) ∈ Xh × Mh , so we claim that [ν∂nuh + ph I · n]E is a constant vector function on every E .
Using (2.26) and (2.27), we have 〈aK ,1〉Ehe = he6 .
Thus, it follows that
1
he
〈JK ([ν∂nuh + ph I · n]E), [ν∂nvh + qh I · n]E 〉E = 1he
(∫
E
AK
)
[ν∂nuh + ph I · n]E [ν∂nvh + qh I · n]E
= he
6
〈[ν∂nuh + ph I · n]E , [ν∂nvh + qh I · n]E 〉E . (2.28)
Comparing (2.28) with (2.25), we have βe = he6ν .
Deﬁne the mesh-dependent norm
∣∣(u, p)∣∣h =
(
ν|u|21,Ω +
∑
E∈Γh
βe
∥∥[ν∂nu + pI · n]E∥∥20,E
)1/2
. (2.29)
Before establishing the stability results of the stabilized ﬁnite element method deﬁned above, we ﬁrstly introduce the
following local trace theorem (see [11,16]):
‖v‖20,∂K  C
(
h−1K ‖v‖20,K + hK |v|21,K
)
, ∀v ∈ H1(K ). (2.30)
Theorem 2.2. There exists a positive constant β1 depending on ν such that
sup
0=(vh,qh)∈Xh×Mh
B((uh, ph); (vh,qh))
(|vh|1,Ω + ‖qh‖0,Ω)  β1
(|uh|1,Ω + ‖ph‖0,Ω), (2.31)
for all (uh, ph) ∈ Xh × Mh.
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function w ∈ X and an interpolation function wh ∈ Xh to w such that |w|1,Ω = ‖ph‖0,Ω and
(∇ · w, ph)Ω  C0‖ph‖0,Ω |w|1,Ω, (2.32)( ∑
K∈Th
h−2K ‖w − wh‖20,K
)1/2
 C |w|1,Ω , |wh|1,Ω  C |w|1,Ω . (2.33)
Using (2.30), we have
βe
∥∥[ν∂nwh]E∥∥20,E  Che6ν h−1E ‖ν∇wh · n‖20,ω(E)  Cν6 |wh|21,ω(E), (2.34)
where ω(E) denote the union of the cells K sharing a common face E .
For all (uh, ph) ∈ Xh × Mh , by using the equivalence of the norms in ﬁnite dimension and (2.34), we have
‖ph‖0,ω(E)  Cβ1/2e
∥∥[ph I · n]E∥∥0,E , Cβ1/2e ∥∥[ν∂nuh + ph I · n]E∥∥0,E + Cβ1/2e ∥∥[ν∂nuh]E∥∥0,E
 C
(
β
1/2
e
∥∥[ν∂nuh + ph I · n]E∥∥0,E + ν1/2|uh|1,ω(E)), (2.35)
which implies that
B
(
(uh, ph); (uh, ph)
)
 C
(
ν|uh|21,Ω + ‖ph‖20,Ω
)
. (2.36)
Letting (vh,qh) = (uh, ph) and using (2.36), we know that there exists a positive constant β1 depending on ν such that
B((uh, ph); (vh,qh))
(|vh|1,Ω + ‖qh‖0,Ω) =
B((uh, ph); (uh, ph))
(|uh|1,Ω + ‖ph‖0,Ω)  β1
(|uh|1,Ω + ‖ph‖0,Ω), (2.37)
which ﬁnishes the proof. 
By using an exact similar argument to the one used in Theorem 3.4 in [17], we have
Theorem 2.3. Under the assumptions of Theorem 2.1, the problem (2.24) admits a unique solution (uh, ph) ∈ Xh × Mh satisfying
|uh|1,Ω  γ0
ν
, ‖ph‖0,Ω  1
β1
(
c0γ 30
ν2
‖ f ‖20,Ω + γ0‖ f ‖0,Ω
)
. (2.38)
3. Error estimates
In order to derive the error estimates of the stabilized multiscale ﬁnite element solution (uh, ph), we need the Galerkin
projection
(Rh, Qh) : X × M → Xh × Mh
deﬁned by
B
((
Rh(v,q), Qh(v,q)
); (vh,qh))= B0((v,q); (vh,qh)), ∀(vh,qh) ∈ Xh × Mh, (3.1)
for all (v,q) ∈ X × M .
From Theorem 2.2, we know that (Rh, Qh) is well deﬁned. Moreover, if (v,q) ∈ D(A) × (H1(Ω) ∩ M), then we have
B
((
Rh(v,q), Qh(v,q)
); (vh,qh))= B((v,q); (vh,qh)), ∀(vh,qh) ∈ Xh × Mh, (3.2)
due to the fact [ν∂nv + qI · n]E = 0 for each (v,q) ∈ D(A) × (H1(Ω) ∩ M).
Also, we introduce the interpolation operator Ih : D(A) → Xh and the L2-orthogonal projection Jh : H1(Ω) ∩ M → Mh .
Then there holds (see [9,16]):
‖q − Jhq‖0,Ω  Ch|q|1,Ω, ∀q ∈ M ∩ H1(Ω), (3.3)
‖v − Ih v‖0,K + hK |v − Ih v|1,K  Ch2K |v|2,K , ∀v ∈ H10(Ω) ∩ H2(Ω). (3.4)
By using a similar argument to the one used by Layton and Tobiska in [26], we may have the following lemma:
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Furthermore, there holds∥∥u − Rh(u, p)∥∥0,Ω + h∣∣u − Rh(u, p)∣∣1,Ω + h∥∥p − Qh(u, p)∥∥0,Ω  Ch2(|u|2,Ω + |p|1,Ω), (3.6)
for all (u, p) ∈ D(A) × (H1(Ω) ∩ M), where C is a positive constant depending on ν but independent of h.
Proof. From Theorem 2.2 and the deﬁnition of the Galerkin projection, we have
∣∣Rh(u, p)∣∣1,Ω + ∥∥Qh(u, p)∥∥0,Ω  1β1 sup(vh,qh)∈Xh×Mh
B((Rh(u, p), Qh(u, p)); (vh,qh))
|vh|1,Ω + ‖qh‖0,Ω
= 1
β1
sup
(vh,qh)∈Xh×Mh
B0((u, p); (vh,qh))
|vh|1,Ω + ‖qh‖0,Ω  β
−1
1 C
(|u|1,Ω + ‖p‖0,Ω), (3.7)
for all (u, p) ∈ X × M .
By the triangle inequality and (3.7), we have∣∣u − Rh(u, p)∣∣1,Ω + ∥∥p − Qh(u, p)∥∥0,Ω  C(|u|1,Ω + ‖p‖0,Ω). (3.8)
Next, let (u, p) ∈ D(A)× (H1(Ω)∩ M). In order to apply the Aubin–Nitsche trick, we introduce the dual Stokes problem:
ﬁnd (ψ,φ) ∈ X × M such that
B0
(
(w, r); (ψ,φ))= (w,u − Rh(u, p)), ∀(w, r) ∈ X × M. (3.9)
In (3.9), let w = u − Rh(u, p) and r = p − Qh(u, p). Thus, using (2.6) we have
|ψ |2,Ω + |φ|1,Ω  C
∥∥u − Rh(u, p)∥∥0,Ω , (3.10)
which implies that
[ν∂nψ + φ I · n]E |E = 0. (3.11)
Using the triangle inequality and (2.30), we obtain∑
E∈Γh
β
1/2
e
∥∥[ν∂n(u − Rh(u, p))+ (p − Qh(u, p))I · n]E∥∥0,E
 C
(
h
(∣∣u − Rh(u, p)∣∣2,Ω + ∣∣p − Qh(u, p)∣∣1,Ω)+ ∣∣u − Rh(u, p)∣∣1,Ω + ∥∥p − Qh(u, p)∥∥0,Ω). (3.12)
Using (3.11), (3.1), (3.2), (3.12), (3.3)–(3.4) and (3.10), we have∥∥u − Rh(u, p)∥∥20,Ω = B0((u − Rh(u, p), p − Qh(u, p)); (ψ,φ))
= B((u − Rh(u, p), p − Qh(u, p)); (ψ − Ihψ,φ − Jhφ))
 C
(∣∣u − Rh(u, p)∣∣1,Ω + ∥∥p − Qh(u, p)∥∥0,Ω + h(∣∣u − Rh(u, p)∣∣2,Ω + ∣∣p − Qh(u, p)∣∣1,Ω))
× (|ψ − Ihψ |1,Ω + ‖φ − Jhφ‖0,Ω + h(|ψ − Ihψ |2,Ω + |φ − Jhφ|1,Ω))
 Ch
(∣∣u − Rh(u, p)∣∣1,Ω + ∥∥p − Qh(u, p)∥∥0,Ω + h(|u|2,Ω + |p|1,Ω))∥∥u − Rh(u, p)∥∥0,Ω . (3.13)
Using Theorem 2.2, (3.1) and (3.2), we have
∣∣Ihu − Rh(u, p)∣∣1,Ω + ∥∥ Jh p − Qh(u, p)∥∥0,Ω  1β1 sup(vh,qh)∈Xh×Mh
B((Ihu − Rh(u, p), Jh p − Qh(u, p)); (vh,qh))
|vh|1,Ω + ‖qh‖0,Ω
= 1
β1
sup
(vh,qh)∈Xh×Mh
B((Ihu − u, Jh p − p); (vh,qh))
|vh|1,Ω + ‖qh‖0,Ω , (3.14)
for all (u, p) ∈ D(A) × (H1(Ω) ∩ M).
It is easy to check that
B
(
(Ihu − u, Jh p − p); (vh,qh)
)
 C
(|u − Ihu|1,Ω + ‖p − Jh p‖0,Ω)(|vh|1,Ω + ‖qh‖0,Ω). (3.15)
Z. Ge et al. / J. Math. Anal. Appl. 354 (2009) 708–717 715Combining (3.15) with (3.14) yields∣∣Ihu − Rh(u, p)∣∣1,Ω + ∥∥ Jh p − Qh(u, p)∥∥0,Ω  C(|u − Ihu|1,Ω + ‖p − Jh p‖0,Ω). (3.16)
Using the triangle inequality, (3.16) and (3.3)–(3.4), we have∣∣u − Rh(u, p)∣∣1,Ω + ∥∥p − Qh(u, p)∥∥0,Ω
 |u − Ihu|1,Ω +
∣∣Ihu − Rh(u, p)∣∣1,Ω + ‖p − Jh p‖0,Ω + ∥∥ Jh p − Qh(u, p)∥∥0,Ω
 Ch
(|u|2,Ω + |p|1,Ω). (3.17)
Combining (3.13) with (3.17) gives∥∥u − Rh(u, p)∥∥0,Ω  Ch2(|u|2,Ω + |p|1,Ω). (3.18)
Thus, combining (3.17) with (3.18) implies that (3.6) holds. 
Theorem 3.1. Assume that the assumption of Theorem 2.1 holds, and let (u, p) be the solution of (2.12) and (uh, ph) be the solution
of (2.24), then the following error estimate holds:
‖u − uh‖0,Ω + h|u − uh|1,Ω + h‖p − ph‖0,Ω  Ch2, (3.19)
where C is a positive constant depending on the data Ω , ν and f but independent of h.
Proof. From Theorem 2.1, we know that (u, p) ∈ [H2(Ω)2 ∩ X] × [H1(Ω) ∩ M]. thus, using (2.12), (2.24) and (3.1), we have
B
(
(eh, ηh); (vh,qh)
)+ b(u − Rh(u, p) + eh,u, vh)+ b(uh,u − Rh(u, p) + eh, vh)= 0, (3.20)
for all (vh,qh) ∈ Xh × Mh , where eh = Rh(u, p) − uh and ηh = Qh(u, p) − ph .
In (3.20), taking (vh,qh) = (eh, ηh), we have
ν|eh|21,Ω + b(eh,u, eh) +
∑
E∈Γh
βe
〈[ν∂neh + ηh I · n]E , [ν∂neh + ηh I · n]E 〉E

∣∣b(u − Rh(u, p),u, eh)∣∣+ ∣∣b(uh,u − Rh(u, p), eh)∣∣. (3.21)
Using (2.10) and (2.13), we have
ν|eh|21,Ω −
∣∣b(eh,u, eh)∣∣ ν|eh|21,Ω − c0γ0|u|1,Ω |eh|1,Ω
 ν
(
1− c0γ 20 ν−2| f |0,Ω
)|eh|21,Ω > 0. (3.22)
Again, from (2.10) and Lemma 3.1, it follows that∣∣b(u − Rh(u, p),u, eh)∣∣+ ∣∣b(uh,u − Rh(u, p), eh)∣∣ c0γ0(|u|1,Ω + |uh|1,Ω)∣∣u − Rh(u, p)∣∣1,Ω |eh|1,Ω
 Ch|eh|1,Ω . (3.23)
Combining (3.21) with (3.22)–(3.23) yields
|eh|1,Ω  Ch. (3.24)
Moreover, using (2.10)–(2.11), (3.23) and Lemma 3.1, we have∣∣b(u − Rh(u, p),u, eh)∣∣+ ∣∣b(uh,u − Rh(u, p), eh)∣∣

∣∣b(u − Rh(u, p),u, eh)∣∣+ ∣∣b(u,u − Rh(u, p), eh)∣∣
+ ∣∣b(u − Rh(u, p),u − Rh(u, p), eh)∣∣+ ∣∣b(eh,u − Rh(u, p), eh)∣∣
 c1|u|2,Ω |eh|1,Ω
∥∥u − Rh(u, p)∥∥0,Ω + c0γ0(∣∣u − Rh(u, p)∣∣1,Ω + |eh|1,Ω)∣∣u − Rh(u, p)∣∣1,Ω |eh|1,Ω
 Ch2|eh|1,Ω . (3.25)
Combining (3.23) with (3.24)–(3.25) gives
|eh|1,Ω  Ch2. (3.26)
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‖u − uh‖0,Ω  ‖eh‖0,Ω +
∥∥u − Rh(u, p)∥∥0,Ω  γ0|eh|1,Ω + Ch2  Ch2, (3.27)
|u − uh|1,Ω  |eh|1,Ω +
∣∣u − Rh(u, p)∣∣1,Ω  Ch + Ch(|u|2,Ω + |p|1,Ω) Ch. (3.28)
From (2.31), (3.20) and (3.23), it follows that
‖ηh‖0,Ω  1
β1
sup
(vh,qh)∈Xh×Mh
B((eh, ηh); (vh,qh))
|vh|1,Ω + ‖qh‖0,Ω
 |b(u − Rh(u, p),u, vh)| + |b(uh,u − Rh(u, p), vh)|
β1(|vh|1,Ω + ‖qh‖0,Ω)
 Ch|vh|1,Ω|vh|1,Ω + ‖qh‖0,Ω  Ch. (3.29)
Using the triangle inequality, (3.6), (3.29) and Theorem 2.1, we have
‖p − ph‖0,Ω 
∥∥p − Qh(u, p)∥∥0,Ω + ‖ηh‖0,Ω  Ch(|u|2,Ω + |p|1,Ω)+ Ch  Ch. (3.30)
Combining (3.27)–(3.28) with (3.30) yields that (3.19) holds. 
Remark 3.1. By using the trace theorem (2.30) and Céa lemma, we can weaken the regular hypothesis (Assumption 2.1) of
Theorem 3.1, i.e., if (u, p) ∈ H1+σ (Ω) ∩ Hσ (Ω) with σ ∈ ( 12 ,1], then there holds
|u − uh|1,Ω + ‖p − ph‖0,Ω  C inf
(vh,qh)∈Xh×Mh
(|u − vh|1,Ω + ‖p − qh‖0,Ω + h(|u|1+σ ,Ω + ‖p‖σ ,Ω)), (3.31)
furthermore, the result (3.19) can be modiﬁed by
‖u − uh‖0,Ω + hσ |u − uh|1,Ω + hσ ‖p − ph‖0,Ω  Ch1+σ . (3.32)
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