Classical results describe the asymptotic behaviour of a Galton-Watson branching process conditioned on non-extinction. We give new proofs of limit theorems in critical and subcritical cases. The proofs are based on the representation of conditioned GaltonWatson generation sizes as a sum of independent increments which is derived from the decomposition of the conditioned Galton-Watson family tree along the line of descent of the left-most particle.
Introduction
Consider a Galton-Watson branching process (Zn)n>o with offspring distribution (Pk)k>O starting with a single founding ancestor in generation 0 where each particle independently has probability pk of producing k offspring. Let T be the random family tree associated with (Zn)n>O. We think of T as a rooted planar tree with the distinguishable offspring of each vertex ordered from left to right. Let g-= kpk be the mean number of children per particle and write q = P(Zn --0) for the extinction probability of the branching process. In order to avoid trivialities, we assume throughout that po + pl < 1 and pk 1 for any k. Now suppose that Z, > 0 and let vj, O < j < n, be the left-most particle in generation j with a descendant in generation n. Clearly, vj is a child of v j-1; vo is the founding ancestor, and vn is the left-most particle in generation n itself. Decompose the nth generation size by writing Zn = 1 ?+ j= Yn,j, where Yn,j is the number of particles in generation n descended from a sibling to the right of vj. The random variables Yn,j, 1 < j < n, are conditionally independent given Zn > 0 and the conditional law of Yn,j has an explicit representation as a random sum of independent copies of Zn-j. In particular, the conditional law depends on (n, j) only through n -j.
Here we give proofs of classical Galton-Watson limit theorems based on this representation of the law of Zn conditioned on Zn > 0. In Section 2 we explain this representation which is derived from an explicit inductive construction of the conditioned Galton-Watson tree along the line of descent of the left-most particle. Section 3 studies the critical case it = 1. We give elementary proofs of Kolmogorov's estimate on the non-extinction probability and of a result due to Zubkov that the generation of the most recent common ancestor is asymptotically uniformly distributed. In Section 4 we show that in the subcritical case g < 1 the law of the conditioned generation size converges in a strong sense for arbitrary offspring distribution.
We also give a proof of the well-known fact that an X log X condition is decisive for the limit distribution to have finite mean.
Our approach is related to the conceptual proofs of Galton-Watson limit theorems in [ 
Critical processes
In this section we study the case i = 1. We write a2 = k(k -1)pk for the variance of a random variable X with distribution (Pk)k>O. X, will denote a random variable with distribution (qk)k>O where qk = ~j=k+l PJ. The first theorem gives the decay rate of the probability that the process survives at least n generations. This is a classical result due to Kolmogorov [ 11] . The following version without assumptions on higher moments was proved by Kesten et al. [10] . 
Subcritical processes
We now study the subcritical case pL < 1. A classical result by Yaglom [14] states that ?(Z, I Zn > 0) converges to a proper probability distribution provided that k2Pk < 00.
In fact, convergence holds without the second moment assumption (see [7, 6] ) and in the following strong sense (see [2] , pp. 64-65). 
