We study same-day delivery (SDD) systems by formulating the Dynamic Dispatch Waves Problem (DDWP), which models a depot where delivery requests arrive dynamically throughout a service day. At any dispatch epoch (wave), the information available to the decision maker is (1) a set of known, open requests which remain unfulfilled, and (2) a set of potential requests that may arrive later in the service day. At each wave, the decision maker decides whether or not to dispatch a vehicle, and if so, which subset of open requests to serve, with the objective of minimizing expected vehicle operating costs and penalties for unserved requests. We consider the DDWP with a single delivery vehicle and request destinations on a line, where vehicle operating times and costs depend only on the distance between points. We propose an efficient dynamic programming approach for the deterministic variant, and leverage it to design an optimal a priori policy with predetermined routes for the stochastic case. We then show that fully dynamic policies may perform arbitrarily better than a priori ones, and propose heuristics and dual bounds for this case.
Introduction
E-commerce and the home delivery channel continue to grow within the consumer retail industry sector.
According to [50] , the online sector accounted for 9% of the $3.2 trillion U.S. retail industry sales in 2013 and is forecast to grow 10% per year through 2018. Sales and density growth can help reduce last-mile logistics costs. However, the online retail segment is extremely competitive and operates with very low margins, driving a need for continued logistics optimization. Consider the case of Amazon. Its 2013 annual report shows an operational margin of just 1% on annual revenue of $74.5 billion; among expenditures, cost of sales accounts for the largest fraction at 73.5%, but fulfillment costs (11.6%) are also large [31] . Table 1 : Examples of same-day delivery pilot programs in the US is known prior to the initial decision epoch, and the rest is revealed over time during the operating day. An optimal solution to such problems is a dynamic policy that determines best decisions given the information state available at each decision epoch. In contrast are simpler a priori policies that specify certain decisions in advance, and may allow simple changes via recourse rules. A DDWP instance is characterized by its degree of dynamism, a ratio of the amount of information revealed dynamically (online) to that available offline; see [44] . When this ratio is large, dynamic policies may substantially outperform a priori policies.
We study the interaction between two important decisions in SDD distribution systems: dynamic dispatch and vehicle routing. Dispatch decisions refer to selection of the times at which vehicles are dispatched and the orders that they deliver, while vehicle routing decisions refer to the sequences of deliveries for each dispatched vehicle. Two fundamental tradeoffs exist. First, there is a tradeoff between waiting and dispatching a vehicle to serve requests. When a vehicle is dispatched, the queue of open requests is reduced but an opportunity to serve future requests during the route is missed. On the contrary, when an available vehicle is not dispatched, we reduce the time remaining in the operating day and potentially increase the likelihood that future requests cannot be served. Second, there is a tradeoff between dispatching longer, time consuming vehicle routes versus shorter ones. On one hand, a route serving many requests uses more total travel time, and therefore keeps the vehicle away from the depot longer, but requires less time per customer visited.
On the other hand, a shorter route uses more time per customer, but returns to the depot faster and enables the vehicle to be reused sooner for future orders.
To simplify the vehicle routing decisions, this paper focuses on problem instances where a single vehicle is available to make deliveries to customer locations on the positive real line with the depot as the origin; travel times and vehicle operating costs are proportional to distances between points.
We consider the following to be our main contributions.
1. We formulate the DDWP to capture the basic aspects of dynamic dispatch, order selection, and routing decisions for same-day delivery.
2. We develop an approach for determining optimal a priori solutions to the stochastic one-dimensional variant by reducing this problem to an equivalent deterministic problem where all customer request arrival times are known in advance. 3 . We show that, although a priori policies work well in practice, there exist problem instances for which these solutions are arbitrarily worse than optimal dynamic policies. Accordingly, we provide two schemes to obtain dynamic policies for the one-dimensional problem. The first is a rollout of the a priori policy, and the second is an approximate dynamic programming approach that uses an approximate linear program (ALP) to approximate the cost-to-go function. We empirically show the benefits of dynamic policies with computational experiments over two sets of representative instances.
The remainder of the paper is organized in the following manner. Section 2 contains a literature review, Section 3 formulates the model, and Sections 4 and 5 respectively cover a priori and dynamic policies. Finally, Section 6 outlines the results of a computational study, and we conclude with Section 7. An Appendix contains all technical proofs not included in the body of this document.
Literature Survey

Vehicle Routing and Dispatch Problems
The deterministic Vehicle Routing Problem (VRP) and Traveling Salesman Problem (TSP) have been studied extensively; see e.g., the texts [6, 30] for the TSP and [19, 28, 54] for the VRP. Dynamic and stochastic VRPs are problem extensions where some parameters are unknown during planning and/or operations. The simplest stochastic VRP problems are a priori optimization models, where fixed operating (recourse) rules are used to modify the solution during operation; see [14, 19, 26] for recent surveys. Dynamic and online VRPs are problems where information is revealed over time during the operating period, and routing and scheduling decisions are updated in response; see [34, 38, 44, 46, 52] . Different stochastic and dynamic VRPs focus on uncertainty in different sets of parameters. Some examples are the VRP with stochastic demands [2, 11, 29, 43, 49] , the VRP with stochastic travel times [18, 35, 36, 39, 40, 41, 51, 53] , and the VRP with probabilistic customers [8, 15, 24, 32, 33, 37, 55] .
A relevant problem in the literature that incorporates the dispatch dimension is the Dynamic Multiperiod Routing Problem (DMPRP) [4, 5, 56] , which consists of a distribution center dispatching orders with a single vehicle and a planning horizon divided into time periods (typically days). Customer orders arrive online at the beginning of each period with a geographical location, and each one has to be served within two periods. The decision maker must choose which orders to postpone and which ones to serve immediately in the vehicle's route defined by a TSP. A recent extension called the Dynamic Multiperiod Vehicle Routing Problem with Probabilistic Information (DVRPP) [3] covers the dynamic-stochastic case, where probabilistic information about future requests arrival times and service time windows is available at each decision epoch. In this case, there is a fleet of capacitated vehicles available at the depot, and each request demands upon arrival a previously known product quantity that should be served within its service time window. The problem is solved heuristically using a prize-collecting VRP model that outputs which orders to serve in each decision epoch. The prizes of open requests are approximated as increasing functions of the proximity to the service deadline and decreasing functions over the geographical closeness to potential future arrivals.
Although related to the DDWP, this model does not work for the same-day problem, since it assumes that routing occurs between consecutive periods of potentially unlimited time duration. In the case of SDD, it is fundamental to consider route duration constraints and incorporate how these constraints affect the quantity and duration of future dispatch periods, e.g., shorter routes allow more dispatches per day. Moreover, a model that intends to serve all requests ignores the relative importance between different requests.
The closest dispatch-related problem found in the literature to the DDWP is perhaps the VRP with release dates (VRP-rd) [7, 16] that considers a deterministic problem with a depot dispatching orders with previously known release dates. A release date specifies the earliest time when the order can be picked up at the depot before it is transported to its customer's location. In [7] the authors study simplified versions of the problem, with two variants being particularly relevant to our work: one minimizes the time required to serve all orders by a single vehicle, and another minimizes the total travel distance subject to a time budget. The authors provide polynomial time algorithms for the cases in which requests are placed over the line and other simplified topologies. In [16] , the authors study an extension of the VRP-rd in a general network topology that incorporates service time windows, capacity constraints and a homogeneous fleet of capacitated vehicles. The authors provide heuristic solutions based on genetic algorithms combined with local search procedures. Our problem differs from the VRP-rd by its dynamic-stochastic nature and its prizecollecting features. Both elements are fundamental for SDD, where the problem's context is stochastic and where limited time resources do not allow full coverage of requests most of the time. We require a model capable of selecting the least expensive set of orders to be left unattended or to be covered by more expensive transportation modes.
In addition to same-day delivery with simplified routing costs, one-dimensional models have application in other areas where a vehicle or machine's movement is constrained along a single dimension; see [22, 23, 57] . Also, our model is closely related to the Order Batching Problem (OBP) [25, 42] , which determines optimal assignment of pick orders to batches and the pick tour sequence for each batch in warehouse operations. The Dynamic Order Batching Problem (DOBP) is an extension with orders arriving dynamically while the decision maker processes previous orders; see [13] . Recently, [17] present an analytical model to determine the timing and the number of batches in an order fulfillment system. To the best of our knowledge, none of these models allow a detailed selection of the orders within a batch, and solely contemplate threshold rules such as consolidating the batch when a number (to be determined) of orders have arrived.
MDP and Approximate Dynamic Programming
Most dynamic and stochastic VRPs can be modeled as MDPs; see [47] . Optimizing MDPs that arise from routing problems is usually intractable due to the curse of dimensionality. However, there are several computationally efficient lower bounding techniques; see [21] for a survey. An example of a tractable bounding procedure is the a posteriori bound [49] or Perfect Information Relaxation (PIR) [12] that disregards the solution's "non-anticipative" dynamics and finds the deterministic optimal cost for each possible realization of the random parameters before computing this expected cost. Another bounding technique is the Approximate Linear Programming (ALP) method [20, 48] that looks for suboptimal solutions of the MDP's dual LP formulation. The fundamental idea is to eliminate the exponential number of state variables by enforcing a dependence on a previously determined low-dimensional set of basis functions. Moreover, its solution can be used as a cost-to-go approximation in heuristic policies. The ALP approach has been successfully applied in stochastic routing before, e.g. [1, 53] .
In terms of approaches for the VRP and similar dispatch problems, the curse of dimensionality necessitates approximate dynamic programming (ADP) solution techniques, e.g., [27, 29, 43, 49] . One widely used ADP method is to develop approximations for the optimal cost-to-go function and use it to select an approximately optimal action at any encountered state; see [9, 45] . Rollout algorithms [10] have been widely applied for stochastic routing models, e.g., [29, 49, 53] .
3 The One-Dimensional Dynamic Dispatch Waves Problem
Problem Definition
Consider a dynamic dispatch and routing problem for a single vehicle operating over a fixed-duration operating period (i.e., a day). The vehicle is dispatched from a depot, located at one end of a line segment, to serve a set of customer delivery requests. After completing a route, the vehicle returns to the depot and may be dispatched again until the end of the operating period. At each decision epoch, the vehicle (if available) may be dispatched to serve any open customer requests, those that have arrived and are ready for dispatch.
In addition to information about open orders, probabilistic information describing unknown future order requests is also available. The objective is to minimize vehicle operating costs and penalties for unserved requests. We consider a specific class of problems of this type:
1. Let T := {1, . . . , T } be the set of waves (decision epochs) during the operating period, where waves are counted backwards so that the waves number represents the "waves-to-go" before t = 0, the deadline for the vehicle to return to the depot. Let T 0 = T ∪ {0}. Another way of modeling this problem is to define a fixed set of locations at which orders appear with potentially multiple arrivals per wave. This alternative probabilistic model is implicitly captured in our setting by adding several requests with an identical customer location.
A vehicle located at the depot at any wave t ∈ T can be dispatched to serve some subset S of the set of open (revealed and unattended) requests R ⊆ {i ∈ N : τ i ≥ t} at wave t. Once a vehicle leaves the depot at wave t, it cannot serve any request arriving at τ < t until it returns for reloading; we assume that once dispatched, a vehicle must finish its route and cannot serve any other request until it returns for reloading. Serving request set S requires time, and we assume that no additional service time is required beyond vehicle travel time. Given request locations along the line, the time required by the vehicle to serve S is then d S := max i∈S d i ; we assume the vehicle operating cost for this dispatch is αd S , where α is the cost per unit distance. A vehicle dispatched at t returns to the depot at t − d S . S is therefore constrained by d S ≤ t, but we assume no other constraints on S, such as capacity, consistent with motivating SDD applications where time is the binding resource. Total system cost is measured by the sum of the vehicle operating costs over all dispatches plus the sum of the penalties p i for all i ∈ R at the terminal wave (t = 0).
For purposes of analysis, we suppose in this paper that the d i values are scaled such that they are all integer, and time between consecutive waves is constant and equal to the time required for the vehicle to complete a round trip with dispatch travel time 1.
MDP formulation of the DDWP
We now formulate an MDP for the DDWP. At each wave t ∈ T 0 , the system state is given by (t, R, P) ∈ S , where S is the state space, t represents the waves-to-go, R is the set of open requests, and P is the set of remaining potential requests with an unknown arrival time τ < t. Requests not in R or P have been already served and so the pair (R, P) belongs to the set Ξ := {(R, P) : R ∪ P ⊆ N, R ∩ P = / 0}. The maximum number of waves and the three possible states for each requests (open, potential and served) define a bound on the cardinality of the state space given by O(3 n T ).
In any non-terminal state (t, R, P) with t ≥ 1, we choose between waiting with the vehicle at the depot, and dispatching the vehicle to serve a set of requests S ⊆ R, which is equivalent to selecting a route of 
is the set of newly arriving requests. If no dispatch occurs (d = 0), the new state is (t − 1, R ∪ F t 1 , P \ F t 1 ). Let C t (R, P) be a set function representing the minimum expected cost-to-go at state (t, R, P) ∈ S . The optimal expected cost C * is defined recursively over t ∈ T 0 in (1), whereR is the set of open requests at the start of the horizon (t = T ). First, at t = 0 the cost-to-go is simply the sum of penalties of unserved requests, and subsequently, for each t ∈ T the cost-to-go at state (t, R, P) is equal to the minimum cost between no dispatch and a dispatch to any distance d ∈ A t R :
Formulation (1) is a generalization that considers an uncertain setR, meaning that the initial set of open requests is not disclosed when computing the problem's expected cost, but a useful special case is whenR is known. The optimal action d * t (R, P) ∈ A t R ∪ {0} that attains C t (R, P) is then defined as a set function for each state (t, R, P). The vector of optimal actions for each state is called an optimal policy. We can also express optimality conditions using a standard LP dual reformulation of (1),
which very clearly shows the difficulty in finding an optimal policy; formulation (2) has exponentially many variables, exponentially many constraints and exponentially many terms in the expectations.
A Priori Solutions for the Stochastic DDWP
In this section we develop a priori policies for the DDWP defined in (1). We begin studying the deterministic version of the problem to understand the structure of optimal a priori policies.
The Deterministic Case
Suppose arrivals are known with certainty at the beginning of the horizon, and let the set of arriving requests be N A := {i ∈ N : τ i > 0}. Requests still arrive dynamically over the operating period, and thus it remains infeasible to serve a request with a vehicle dispatch prior to its arrival time. The vehicle starts at the depot at wave T and waits until t 1 when it is dispatched a distance x. Then, it returns at t 2 = t 1 − x and waits until t 3 to execute a second dispatch of distance y, and so on. Requests covered by this operation are those with coordinates inside the shaded areas. We now state and prove three properties that at least one optimal vehicle dispatch plan should satisfy:
Operation that could be optimal. Proof. If a solution waits for w waves after a dispatch at t, we can shift forward each vehicle dispatch that occurs prior to wave t exactly w waves in time without reducing the set of covered requests. Figure 1b depicts an operation that satisfies all properties. A direct consequence of these properties is that we can formulate a deterministic dynamic program with a reduced state space.
Let the set of possible dispatch durations be D :
We can find an optimal dispatch plan via a dynamic program with states (t, x), where t is the current wave and x is the duration of the previous dispatch completed at wave t (x = 0 if no dispatches have occurred prior to t). Figure 2 is an example of the system at state (t, x), where the last dispatch was of duration x at wave t + x and covered all requests shaded in light gray. Requests shaded in medium gray will never be served by an optimal dispatch plan satisfying the previous three properties and are thus lost, and the requests shaded in dark gray could be covered by the next dispatch at wave t.
An action given state (t, x) is defined as the next dispatch duration d ∈ A t,x , where 
If no dispatches have occurred by t (x = 0), an optimal vehicle operation may wait until t − 1, i.e., d = 0.
Define C t (x) as the cost-to-go function in state (t, x). Optimality equations are given by (4), where
is the minimum cost for the deterministic DDWP:
In this dynamic program, we initialize by assuming that all arrived requests are not served by t = 0.
When we execute a dispatch of duration d, we incur its operating cost while also saving the penalties of the requests served. This dynamic program has O(nT ) states, O(n) possible actions for each state, and the cost of each action can be evaluated in constant time by computing its cost incrementally over the dispatch distance. So, these equations are solvable in O(n 2 T ) operations.
The stochastic case and a priori policies
Consider again the stochastic DDWP defined in (1). We next develop the optimal static a priori solution in which a schedule specifying the waves at which to dispatch the vehicle and the duration of each dispatch is determined only with information revealed at the start of the horizon in wave T .
The operating cost of such an a priori solution is known, and the penalties paid for unserved requests depend on the future arrivals. This observation motivates an approach for determining an a priori solution that minimizes expected cost. This problem is equivalent to solving a deterministic DDWP instance in which each potential request i ∈ N is copied T times and assumed to arrive at every wave t ∈ T for which its probability of arrival is positive, with an adjusted penalty for not serving the request at wave t equal to p i P(τ i = t|τ i < T ). Known requests (τ i = T ) are not copied and arrive only at wave T with probability one.
Thus, the recursive equations to find an optimal a priori policy are a natural extension of the deterministic system (4),
where the optimal expected cost is given by C AP T (0). Note that this policy is found by solving a deterministic DDWP, and so, it satisfies Properties (4.1), (4.2) and (4.3). In addition, we can preprocess the values of all probabilities in (5) and keep the O(n 2 T ) running time.
Our a priori problem requires knowledge of available orders at wave T . To estimate the expected cost of implementing this heuristic policy, we simulate a set m ∈ {1, . . . , M} of vectors τ(m); each one containing an arrival time τ i (m) for each order i ∈ N. We solve this heuristic for each realization m ∈ M assuming that the set {i ∈ N : τ i (m) = T } is known, and then we take the average cost over all M realizations. For consistency in computational results, we will use the same M realizations when comparing performance of lower bounds and different solutions for a given instance.
We can improve the performance of an a priori policy by allowing simple recourse actions during the operation. Let a policy be represented by the ordered set of k dispatches, each with dispatch distance d j and wave t j : {(d j ,t j )} k j=1 . The policy satisfies t j − t j+1 = d j and d j > d j+1 for j = 1, . . . , k − 1. Consider the following recourse actions: 
we also postpone it to time t j+1 + d to potentially serve more customers with no increase in cost.
Dynamic Policies for the Stochastic DDWP
A priori policies, particularly when adjusted via recourse actions, may yield reasonable solutions to many problems. However, there exist instances for which an optimal adjusted a priori policy is arbitrarily worse than an optimal dynamic policy.
Pathological A Priori Instances Consider a family of instances with 2 requests, T = 4, and a parameter z ≥ 0. Let locations be d 1 = 1 and d 2 = 2, and penalties p 1 = z + 1 and p 2 = z 2 + z + 2. Request 1 arrives at τ 1 = 1, while request 2 arrives at τ 2 = 3 with probability u = z z+1 and τ 2 = 2 with probability v = The optimal dynamic policy is different. If request 2 arrives at t = 3, it dispatches to d = 2 at t = 3 and then d = 1 at t = 1 for total cost of 3; otherwise it dispatches to d = 2 at t = 2 for cost of 3 + z. The expected cost of this policy is 3u + (3 + z)v = 3 + z z+1 < 4. As z → ∞, the optimal cost is bounded, while any a priori policy's cost is unbounded.
A Priori-Based Rollout Policy
One approach to build a dynamic policy is to roll out the a priori policy. At each wave t ∈ T when the vehicle is available, we recompute an optimal a priori policy given updated information regarding requests (open, potential, and served); if the policy dictates a dispatch d > 0 at t, the decision is executed and a new a priori policy is then computed at t − d, otherwise a new a priori policy is computed at t − 1. Computing such a rollout policy requires O(n 2 T 2 ) operations, i.e., it solves O(T ) a priori problems.
Approximate Linear Programming for the DDWP
Heuristic dynamic policies can be generated via the dual MDP reformulation (2) . Because this formulation has exponentially many variables and constraints, the ALP approach restricts its feasible region in such a way that the resulting optimization model is tractable and so it yields a lower bound for the optimal expected cost-to-go that can be used within a rollout policy.
We can generate a lower bound C ALP t (R, P) for the cost-to-go function of the DDWP at any feasible state (t, R, P) by representing C t (R, P) as a linear function of a predetermined set of basis functions, and then solving the resulting restriction of (2) to obtain multipliers for these basis functions. Let C t (R, P) ≈ C ALP t (R, P), where
and where a t i represents the cost of request i if it is open at wave t, b t i represents the cost of potential request i if it hasn't arrived by wave t, and v k represents the incremental value of each wave k.
Proposition 5.1. Applying the restriction (6) to (2) yields a model equivalent to
where f it := P (τ i = t − 1 | τ i < t) is the conditional probability that potential request i at wave t arrives at the next wave, The proposition's proof is in the appendix. Model (7) has interesting properties which give economic intuition and accelerate computation times; each of these properties is proved in the appendix.
Property 5.2 (Bounds).
We may assume 0 ≤ a t i ≤ p i and 0 ≤ b t i ≤ g t it p i , ∀i ∈ N,t ∈ T 0 without loss of optimality.
Intuitively, Property 5.2 implies that the individual cost per open request at any wave is nonnegative and cannot exceed the penalty for leaving the request unattended, and that the individual cost for any potential request at any wave is nonnegative and cannot exceed the penalty discounted by the arrival probability. is equal to p i . A similar idea motivates the expression for b t i . The following theorem, also proved in the appendix, describes the performance of the ALP lower bound in the deterministic case.
Theorem 5.4 (Strong duality for the deterministic case). Assume request i's arrival wave τ i is deterministic for each request i ∈ N. Then the bound given by (7) is tight, i.e., equal to the optimal cost of the deterministic DDWP given in (4).
The result gives further motivation to use ALP for the DDWP, since the approximation is able to recover optimality in the deterministic case. Furthermore, it relates the ALP and the a priori solution: if we transform a stochastic instance into a deterministic one as described in Section 4, the ALP matches the a priori solution, and both can be used heuristically. However, the ALP can also be used without the transformation, so it can be viewed as a generalization of the a priori rollout policy.
We next apply (7) to approximate the optimal action d * t (R, P). Given a feasible (a, b, v) to (7b)-(7i), we have a closed linear form lower bound for the expected cost-to-go function measured after a decision with dispatch distance d ∈ A t R has been taken via
A similar expression can be obtained to underestimate the expected cost-to-go measured after the vehicle waits for one wave at the depot. We use these bounds to compute an approximately optimal action
Any feasible set of values {a, b, v} provides an underestimate of the expected cost-to-go in (8) . In particular, the tightest lower bound is achieved when maximizing (8) subject to (7b)-(7i). This is a post state and decision re-optimization of the ALP in which the values of {a, b, v} are recomputed at each wave t when the vehicle is ready at the depot, and for each potential action d ∈ A t R t (m) ∪ {0}. We compute the approximate optimal action by
This involves solving O(nT ) linear programs sharing the same feasible set of solutions. Its performance can be improved by applying LP warmstart and ruling out suboptimal dispatch distances (see the appendix for details). The procedure is repeated for each realization m = 1, . . . , M of arrivals to estimate its expected cost.
Computational Experiments
We present two sets of computational experiments using different families of randomly generated instances.
Our goal is to test the quality of the various heuristics and to obtain qualitative insights regarding solutions.
The two sets of experiments differ in their models of the request arrival process. In the first set, we assume that the conditional likelihood of a request arrival by the next dispatch at wave t is constant over time but may vary by request. In the second set, we use an arrival distribution that assigns probabilities for the arrival time (or the non-arrival event) for each request using a mean arrival that varies by request. All heuristics were programmed in Java and computed using a 2.1GHz Intel Core i7-3612QM processor with 8 GB RAM, using CPLEX 12.4 when necessary as the LP solver. Table 2 summarizes the lower bounds and heuristic policies' costs that we computed for the instances in this study. We do not include the ALP lower bound, as our preliminary experiments revealed it to be weaker than the PIR bound. Similar behavior has been observed in other stochastic routing contexts, e.g., [53] .
For each particular instance, we simulated M = 100 realizations of the arrival time vector τ, and use this common set to estimate lower bounds and policies' expected costs via Monte Carlo sampling. 
Design of Instance Set 1: Stationary Conditional Arrival Probability
The first set of experimental instances model arrivals using a stationary conditional arrival distribution for each request. Therefore, for each i ∈ N, the probability that it arrives at wave t given that it has not yet arrived is independent of t, i.e., P (τ i = T ) = P (τ i ≥ t − 1 | τ i < t) = θ i and P (τ i = −1) = (1 − θ i ) T −1 .
We construct instances with different size, geography, and time flexibility as follows. Let (n, , r) define an instance where n is the number of potential requests over the horizon; is the maximum distance between a request and the depot; and r := T / is the ratio between the total number of waves T and . We consider all combinations of n ∈ {5, 10, 20, 40, 60, 80, 100}, ∈ {5, 10, 20}, and r = {1, 2, 3} and generate 20 random Figure 4 reports the average duality gap between the PIR bound and the optimal expected cost for small instances (n ∈ {5, 10}) where the fully dynamic-stochastic problem is solvable to optimality. Table 3 presents average gap and solution times for each heuristic. In case of the ALP-based policy (DALP), we employed a hybrid approach that executes DAP until the operation reaches wave x and, afterwards, executes an ALP-based policy. The motivation is the two policies' complementary behavior. The ALP tends to be too conservative initially, when the remaining horizon includes many possibilities it has to under-approximate, while DAP simply assumes "averages" for the future; conversely, towards the end of the horizon the ALP can more accurately assess possible future recourse actions, and thus can make better decisions. Also, the linear programs in the ALP tend to have highly degenerate polytopes for instances with high flexibility, making them difficult to solve. After searching over a grid of different values in preliminary experiments, we concluded that x = 1.1 yields the best gap while still keeping computation times low. This contrasts with naive implementations of ALP policies, which can be computationally demanding.
Results for Instance Set 1
For small instances with n = 5 or n = 10, Figure 5 shows the average relative gap to the optimal solution.
The dynamic a priori policy rollout (DAP) and the dynamic ALP-based policy (DALP) dominate the a priori solutions and achieve an average gap of 1.97% and 1.65%, respectively. As expected based on each heuristic's recourse possibilities, APR outperforms AP and both are outper-formed by the two dynamic policies (DAP and DALP). Also, the gap differences between AP, APR and the dynamic policies decrease with n. This suggests that dynamic solutions produce a bigger gap improvement for instances with more request arrival granularity, i.e., where an early or late arrival can significantly impact costs unless corrective actions are taken. Conversely, for instances with more requests the marginal value of dynamic solutions is smaller. This may be due to risk pooling effects between requests, e.g., if
one out of 100 requests arrives early, another one will likely arrive late and the relative disturbance will be minor. Moreover, the relative gap of both dynamic policies as a function of n reaches a maximum and then decreases as n grows. This confirms their effectiveness for large n. Also, all four heuristics' gaps increase as a function of r; the level of flexibility translates into solution complexity for our heuristics. Additionally, the gap tends to increase with ; this is likely related to an increase in the problem's complexity. Finally, the ALP-based policy has an average gap smaller than DAP. For less flexible instances (r = 1) both approaches average a relative gap of 3.4%, but when the variability and recourse flexibility increases to r = 2 and r = 3 it improves over DAP, from 7.3% to 7.1% for r = 2 and from 9.0% to 8.8% for r = 3. Although small, this improvement was consistently observed across all instances.
Design of Instance Set 2: Uniform Arrivals
The previous arrival distributions defined by a single parameter could be hiding interesting interdependencies between mean, variance, probability of arrival, and degree of dynamism. We defined a second set of experiments with a fixed number of requests (n = 20), waves (T = 30) and maximum location ( = 10). The distance vector d and penalty vector p are set as in the previous experiments, but arrivals have distributions with a probability w of arrival at the beginning of the horizon (i.e., the degree of dynamism), a probability q of not showing up, and a discrete uniform probability From these graphs we conclude that the relative gaps of all four policies decrease as w increases; the more information available at the initial wave, the closer we can get to a deterministic problem. There is zero gap in the extreme deterministic cases (w + q = 1). The value of dynamic solutions also decreases when w increases, which is expected, since a smaller w implies a larger degree of dynamism and more importance is placed on recourse actions. Regarding the request arrival probability, the gap increases with q (unless w + q = 1). This means that it is harder to optimize an instance for which there is a bigger probability of no arrival. The value of dynamic solutions also grows with q. With respect to the variability of the instance, the gap increases as v increases. This may be due both to a decrease in the lower bound's quality and to an increase in the optimal expected cost. Finally, the dynamic heuristics yield larger marginal costs savings when v increases. This means that the more variability the system has, the more important it is to implement a dynamic solution. There is also a range of intermediate variability for which DALP clearly dominates DAP. In this range, the additional complexity of ALP yields the most benefit. Table 5 provides four examples of instance families within this rage; their average percent reduction in relative gap of DALP over DAP is 15.0%. 
Results for Instance Set 2
Conclusions
We have formulated the dynamic dispatch waves problem (DDWP) to capture the basic aspects of dispatch and routing decisions for same-day delivery. This papers initiates work on the DDWP by studying the single-vehicle stochastic case where customer destinations are placed over the line.
We develop a set of tractable solution policies that differ in their solution dynamism, from an a priori solution to fully dynamic policies. Our computational experiments indicate that the performance of an a priori policy is good, especially when we include heuristic improvements. In computational tests over two instance sets this policy yields an expected cost within 9.24% and 5.62% of the best lower bound. Nevertheless, we prove that the benefit of a fully dynamic policy can be unbounded in the worst-case scenario.
Accordingly, we proposed and experimentally tested two dynamic policies that differ by the nature of the approximate cost-to-go function: the rollout of the a priori solution and an ALP-based dynamic policy. The rollout of the a priori policy computes this policy at the start of the horizon, but only implements the first action, then updates all known information and re-computes a new a priori solution. In both sets of instances it cuts the gap of our a priori policy with recourse by 28.7% and 20.6%, respectively. We have also found that a dynamic policy that incorporates the ALP approach yields the best possible results. Its marginal improvement as gap reduction for both sets of experiments is 2.6% and 4.9%, respectively. In instance families with intermediate variability, this gap reduction grows to 15.0%.
A final conclusion of our study concerns the relative value of dynamic policies. With all other things being equal, the benefit of a dynamic policy over the optimal a priori solution eventually decreases as n grows, i.e., as the number of potential orders increases. This is unsurprising, since for larger numbers of potential orders one would expect an averaging effect. We found the maximum benefit in dynamic policies for order sets of around 20 to 50; for smaller numbers, the exact optimal solution is still tractable, whereas for larger numbers the a priori policy is close to optimality. Many same-day delivery applications, such as grocery home delivery, might expect maximum daily order volume around these numbers. Similarly, dynamic policies' benefits decrease as orders become more likely to appear at the start of the horizon. In other words, if many of the orders are not placed in the same day at all, but rather are carried over from the previous day, an a priori policy performs quite well. It is precisely in the most uncertain environments, where orders can appear at any moment, that new models such as ours offer the most benefit.
Future work on the DDWP needs to consider the solution on a general network topology, and thus become more applicable for SDD operations in urban networks. This problem is quite challenging; in addition to dispatch decisions, it needs to deal with difficult vehicle routing problems. Given this additional difficulty, one could deal with this problem by designing heuristics based on insights from the one-dimensional case.
It would also be interesting to extend this model to multiple vehicles that could pool the risk associated with leaving orders unattended and therefore reduce costs. Other extensions could be incorporating vehicle service times at each location or including customer service time windows instead of a deadline at the end of the day. In general, same-day delivery offers many new challenges to the logistics research community.
Proof of Proposition 5.1
Proof. Applying restriction (6) to (2) yields the LP
Model (10) has a polynomial number of variables for a given n and T , but it has exponentially many terms within the expectations and constraints. We prove Proposition 5.1 in two steps. First, we compute a closed form for the expectations in model (10) . Then we show a one to one equivalence between both domains.
The expectations in (10) are given by
Replacing them in (10) yields max {a,b,v≥0}
where we still have an exponential number of constraints. We prove that (7) is equivalent to (11) by showing equality between both domains.
(7b) ⇐⇒ (11b):
Suppose that (a, b, v) satisfies (11b). If R = {i} and P = / 0 we get a t i = p i , and if R = / 0 and P = {i} we get b t i = 0. Now, suppose that (a, b, v) satisfies (7b) and add a i = p i and b j = 0 over any feasible pair of sets (R, P) ∈ Ξ to get (11b). Suppose that (a, b, v) satisfies (11c) . For each t ∈ T , choose a particular (R, P) ∈ Ξ as follows:
(7c), (7d), (7e) ⇐⇒ (11c):
and we get
Now suppose that (a, b, v, s) satisfies (7c), (7d), (7e), select any pair (R, P) ∈ Ξ and we have
. By (11d), we get
Now, suppose that (a, b, v, u) satisfies (7 f ), (7g), (7h), select any pair (R, P) ∈ Ξ and get
Proof of Property 5.2
Proof. We start proving that there exists at least one optimal solution for (7) satisfying a t i ≤ p i and b t i ≤ g t it p i for all i ∈ N and t ∈ T 0 . Choose any i ∈ N and do forward induction on t.
• t = 0 is given by constraints (7b).
• Inductive step:
Assume that a k i ≤ p i and that b k i ≤ g k ik p i for all k < t. We prove the statement for step t. Suppose that a t i = p i + δ a and b t i = g t it p i + δ b , with ε = max{δ a , δ b } > 0. By the inductive hypothesis, (7c),(7d), (7f) and (7g) it implies that s it ≥ ε, u d it ≥ ε, for all d ∈ A t N and by (7e) we have v t ≥ ε. So, update the variables for time t as follows:
and v t ← v t − ε. Also, update the variables for time v > t: a v i ← a v i − ε and b v i ← b v i − ε. These changes keep (7) feasible and the objective value does not changes (the reduction in v t increases the objective by ε, but the change in P(τ i = T )a T i + P(τ i < T )b T i reduces it by ε). Now, let us show that there exists at least one optimal solution for (7) satisfying a t i ≥ 0, b t i ≥ 0 for all i ∈ N and t ∈ T 0 . Choose any i ∈ N and do forward induction on t.
Assume that a k i ≥ 0, b k i ≥ 0 for all k < t. We prove the statement for step t. Suppose that: a t i < 0 and/or b t i < 0. We can set these variables equal to 0 without losing feasibility. If t < T , then the objective remains unaltered. Else, it improves when t = T .
Proof of Property 5.3
Proof. Choose any i ∈ N. We prove by induction on t that there exists an optimal solution satisfying a t i = p i and b t i = g t it p i for all i ∈ N,t ∈ T 0 : d i > t.
• t = 0 is given by (7b).
Assume that a k i = p i , b k i = g k ik p i , ∀k ∈ T 0 : d i > k with k < t and suppose that the optimal solution is such that a t i = p i − δ a , b t i = g t it p i − δ b , where max{δ a , δ b } > 0. We can reassign these two variables, i.e., a t i ← p i and b k i ← g k ik p i , keeping feasibility and without reducing the objective value. Just note that for constraints (7f) we have d i > d (given by d i > t and d ∈ A t N ). Thus, all constraints involving the reassigned variables are
and when δ a , δ b → 0 the lower bounds for u and s do not increase, since u and s are nonnegative. The missing case, i.e. b t i = g t it p i when d i = t follows a similar proof.
Proof of Theorem 5.4
For this proof we simplify our formulation to keep the intuition as simple as possible. The action set A t R in state (t, R, P) will be {d ∈ Z + : d ≤ t}, and so, will include possibly suboptimal actions. So, consider the stochastic DDWP
and its ALP bound
For the deterministic case we get P(τ i = T ) = I (τ i =T ) , f it = I (τ i =t−1) and g d it = I (t−d≤τ i <t) . The ALP collapses to
From this point we assume without loss of generality that d i ≤ τ i . Otherwise, we can transform the model to an equivalent one satisfying this requirement. If request i does not arrive (τ i < 0), the optimal ALP value does not get altered by removing it, since at optimality a t i = b t i = 0, ∀t ∈ T 0 . In case that 0 < τ i < d i , i.e. the order arrives but cannot be served, one optimal solution is a t i = p i , ∀t ∈ T 0 and may be removed from the analysis by adding a constant p i to the objective. Now, let us preset some variables in the ALP:
• a t i = 0, for all i ∈ N,t > τ i ; the open order cost before arrival is zero.
• b t i = a τ i i , for all i ∈ N,t > τ i ; the potential order cost before arrival is equal to the open order cost upon arrival.
Consider (18): 1. First note that (18b) are equivalent to the following network flow balance constraints
represented in Figure 8 .
Proof. Equivalence is obtained by subtracting constraint t from constraint t + 1 in (18b) for all t ∈ {T − 1, . . . , 2}. The flow balance constraint at node t = T comes explicitly, and the flow balance constraint at node t = 1 is obtained by adding the previously derived equations.
Therefore, substructure (19) has integral extreme points.
2. Now, let us study the remaining constraints. Note that for a given (Z,Y ) the resulting problem in variables (α, β , γ, w, m) collapses to n independent capacitated minimum cost network flow problems (CMCNF) for each order i ∈ N defined in (20) . We would like to minimize the cost of moving one unit of flow from node τ i to the sink node. There are five arc types available in (20) given by
• Type 1 arc (γ i ) going from node 0 to S i . Our objective is to minimize the value of this flow, since it is the only one with non-zero cost.
• Type 2 arcs (m d i,t ) going from node t ∈ {d i , . . . , τ i } to S i . We want to maximize these flows, but these arc flows are bounded by Y t,d .
• Type 3 arcs (w t i ) going from t to t − 1 for each t ∈ {1, . . . , τ i }. These flows are bounded by Z t .
• Type 4 arcs (α d i,t ) going from a node t ∈ {1, . . . , τ i } to any node t − d for each d < d i and d ≤ t; also bounded by Y t,d .
• Type 5 arcs (β d i,k ) going from node τ i to any node t ∈ {0, . . . , τ i − 1} for each k ∈ Z + and d ∈ Z + satisfying τ i < k ≤ T and k − d = t; also bounded by Y k,d .
Note that problem (20) is feasible for any value (Z,Y ) ∈ (19). Its network is graphically represented in Figure 9 .
If we put these two comments together, the dual ALP in (18) is equal to
We show in two parts that (21) has an optimal value equal to the optimal cost of the deterministic DDWP in (4) . First, we prove that any feasible dispatch for the deterministic DDWP has a one-to-one mapping with integer feasible solutions (Z,Y ) to (21) . Then, we show that without loss of optimality a solution of (21) can be assumed integral.
Part 1: Consider any feasible dispatch with lengths {d 1 , ..., d K } and dispatch times {t 1 , ..,t K }. Then, there is a unique integer solution of (Z,Y ) representing this operation. Just set to zero all components of Y except for Y t k ,d k = 1, ∀k ∈ {1, . . . , K} and set Z to satisfy (18b). Thus, Y t,d represents a dispatch at t with distance length d and Z t represents waiting at the depot between t and t − 1. Its corresponding operational dispatch cost matches the second term in the objective of (21)
indicate whether order i is covered by any dispatch or not. If η i = 0, then all type 2 arcs for subproblem (20) cannot be used, i.e. m d i,t ≤ 0 for d i ≤ t ≤ τ i and d i ≤ d ≤ t, so there is a unique path from τ i to S i with γ i = 1. If η i = 1, then a new (τ i − S i )-path arises with capacity one. The idea is to move the unit flow horizontally using type 3 arcs (w t i = 1) at each node t : 1 ≤ t ≤ τ i when Z t = 1. Otherwise, if Z t = 0 there are three potential scenarios:
• A dispatch at t covers i, i.e., d ≥ d i . Then we can use the corresponding type 2 arc m d i,t = Y t,d = 1 and reach the sink node S i at zero cost (γ i = 0).
• A dispatch at t does not cover i, i.e. d < d i . Then we can use the corresponding type 4 arc α d i,t = Y t,d = 1 and reach node t − d at zero cost. Since η i = 1, we proceed until we find the type 2 arc associated with the earliest dispatch that covers i.
• We have t = τ i and there is a dispatch at time k > τ i with distance d such that k − d < τ i . Then we can send one unit of flow in a type 5 arc to node k − d, i.e., b d i,k = Y k,d = 1. Again, we proceed until we find the earliest type 2 arc.
The first cost term in (21) will be exactly equal to the penalties paid for orders left unattended: P(Z,Y ) := ∑ i∈N p i γ i = ∑i∈N:
Part 2: Now we prove that without loss of optimality Z,Y is binary, and hence an optimal solution is an optimal dispatch for the deterministic DDWP. Assume by contradiction that Y has fractional components and that C(Z,Y ) < C(Z,Ȳ ) for any integral solution (Z,Ȳ ) ∈ (19). We can express (Z,Y ) as a convex the depot until t 1 , covers order i at t 1 , returns at t 2 and covers order i again at t 2 . Operation l = 2 with weight λ 2 = 0.5 waits at the depot all the time (between τ i and 0). We have that 0.5γ i (Z 1 ,Y 1 ) + 0.5γ i (Z 2 ,Y 2 ) = 0.5, but γ i 0.5(Z 1 ,Y 1 ) + 0.5(Z 2 ,Y 2 ) = 1 − 0.5 − min{0.5, 0.5} = 0. So condition (22) does not hold. Fortunately, we can prove that there exists an alternative set of operations l ∈ E such that Y can also be written as Y = ∑ l∈E λ l Y l and such that condition (22) holds.
Let us solve this problem for the example in Figure 11 first. Define Y 3 and Y 4 as follows. Let
Note that Y = 0.5Y 3 + 0.5Y 4 and, thus, this new decomposition does not affect operational costs. Also, it covers the same amount of orders plus the "artificial" coverage which is now valid. So The general proof can be constructed by induction on r 1 +r 2 , where r 1 is the total number of additional dispatches covering i ∈ N in operations inside S, and r 2 is the number of operations not covering i in S with the vehicle at the depot at a time t * where another operation l ∈ S executes a dispatch covering i which is not the earliest such dispatch. • Case r 1 = 0, r 2 = 0: This case is trivial, since the set S : Y = ∑ l∈S λ l Y l satisfies (22) .
• Case r 1 > 0, r 2 = 0: This case is also trivial, since the multiple dispatches cannot be used to generate "artificial coverages" and any S such that Y = ∑ l∈S λ l Y l satisfies (22) .
• Case r 1 = 0, r 2 > 0: This case is impossible, by the definition of r 2 (r 1 = 0 =⇒ r 2 = 0).
• Case r 1 > 0, r 2 > 0: Let l 1 ∈ S be the operation with a repeated dispatch to i at time t * such that there exists another operation l 2 ∈ S not covering i and with the vehicle available at the depot at time t * . Construct two new operations l 3 and l 4 as follows:
We have three cases: Use induction with S = S \ {l 1 , l 2 } ∪ {l 3 , l 4 }.
ALP solution pruning
We can reduce the computational effort involved in getting the ALP optimal policy defined by (9) with the following proposition:
Proposition 7.1 (ALP solution pruning). Suppose δ ∈ A t R is a feasible dispatch distance at state (t, R, P) and its related ALP solution to (9) is {a(δ ), b(δ ), v(δ )}. Let µ ∈ A t R be a different feasible dispatch distance. If αδ + ∑ i∈R δ a i (δ ) t−δ + ∑ i∈P g δ it a i (δ ) t−δ +ḡ δ it b i (δ ) t−δ − ∑ t−δ k=1 v k (δ ) < α µ + ∑ i∈R µ a i (δ ) t−µ + ∑ i∈P g µ it a i (δ ) t−µ +ḡ µ it b i (δ ) t−µ − ∑ t−µ k=1 v k (δ ), then µ is suboptimal for (9) and can be discarded before solving its related ALP.
Proof. The proof is based on the fact that {a(δ ), b(δ ), v(δ )} is also a feasible solution for the ALP problem related to µ. By proposition (7.1) and the feasibility of a(δ ), b(δ ), v(δ ) in any ALP problem we get αδ + ∑ and this proves that the dispatch distance δ yields a lower approximate expected cost than µ for the ALP policy.
