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Abstract 
Leakage detection in water distribution networks has attracted attention in the water supply industry. To prioritise leak surveys in 
water distribution networks, a method for estimating area leakage was proposed. This paper shows the results of a real case study 
to evaluate the proposed method. In two sets of test conditions, the method correctly identified areas where additional leakage of 
3.5% of average system flow was simulated by discharge from fire hydrants. By comparing estimated area leakage with and 
without simulated leakage, the estimation error of area leakage was evaluated to be about 2% of average system flow. 
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1. Introduction 
Managing losses in water distribution systems efficiently is one of the key issues of water utilities. In particular, 
tools and methods for managing leakage are actively developed among components of losses. As described by 
Mutikanga et al. [1], studies have been conducted in the approach combining optimisation methods. In particular, an 
optimisation method based on hydraulic network models was developed and successfully tested [2]. The method 
identifies suspected hotspots of leakage as a set of junctions in hydraulic models. Also, studies based on the 
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approach have been reported with an analysis of hourly water consumption patterns [3] and effective sensor 
placement [4, 5], for example. Identifying hotspots as a set of junctions by the approach is suitable to represent 
unreported large burst leaks from main pipes but possibly not a lot of small leaks, typically from supply pipes, which 
may account for a large part of leakage. To cope with this, a previous study [6] has proposed a method for estimating 
aggregated leakage within areas which virtually divide a water distribution network. This study aims to verify the 
applicability of the proposed method through a real case study. In a real distribution network, we have evaluated the 
capability of the proposed method by comparing its estimation results with and without additional leakage simulated 
by fire flow tests.  
2. Methodology 
A case study was conducted in a part of a real water distribution network in Southeast Asia. The proposed 
method was applied to the data collected in a control condition with a simulated increase of leakage. The estimation 
accuracy of the method was evaluated by comparing the estimation results and the actual experiment conditions. To 
simulate an increase of leakage, water was discharged from fire hydrants in the water distribution zone. 
The test-bedding zone supplies water for a city centre and has around 300km of distribution pipe. It has two 
gravity-fed service reservoirs, and its average system flow is about 5,200m3/h. The water consumers are residential, 
commercial, and industrial. 
Two successive area divisions of the test-bedding zone were defined to apply the proposed method. The first one 
divides the zone into two areas, Areas A and B (hereinafter called two-division), and the second one into six finer 
areas, Areas A0-A2 and B0-B2 (called six-division), as shown in Fig. 1. The divisions were determined by 
considering the network structure of the mains, the spatial distribution of demand, and deployment of pressure 
sensors. Adjacent boxes representing areas in Fig. 1 indicate that these areas are connected by pipes. Two service 
reservoirs are located in A0 and B0, and each service reservoir supplies water mainly for Area A or B, respectively. 
 
Fig. 1 Schematic of area divisions of the test-bedding zone. 
2.1. Proposed method 
The method proposed previously [6] is briefly described. It estimates a likely spatial distribution of leakage by 
finding optimal parameters ࢄ  which minimise the discrepancy between the sensor readings and the model 
predictions. Elements of the parameter vector ࢄ ൌ ሺݔ଴ǡ ǥ ǡ ݔேିଵሻ are intensity of leakage for ܰ virtual areas dividing 
the whole distribution network. The objective value ܨሺࢄሻ to minimise is defined as 
ܨሺࢄሻ ൌ σ ൤ݓு σ ൫ܪ௜ሺݐǢ ࢄሻ െ ܪ௜ሺݐሻ൯ଶ௜ ൅ ݓொ σ ቀܳ௝ሺݐǢ ࢄሻ െ ܳ௝ሺݐሻቁ
ଶ
௝ ൨௧   (1) 
where the symbols ݐ, ݅, and ݆ denote the time, the index of a junction with a pressure sensor, and the index of a pipe 
with a flow meter. The measured sensor data (head (the sum of the pressure head and the elevation) and flow rate) 
are denoted by ܪഥ௜ሺݐሻ and തܳ௝ሺݐሻ, and their corresponding model predictions are denoted by ܪ௜ሺݐǢ ࢄሻ and ܳ௝ሺݐǢ ࢄሻ. 
The symbols ݓୌ and ݓ୕ denote the weights for pressure and flow rate, respectively. Equation (1) is equivalent to 
the objective type I of [1]. 
The model predictions ܪ௜ሺݐǢ ࢄሻ and ܳ௝ሺݐǢ ࢄሻare the solution of the continuity and head loss equations of steady-
state flow in the pipe network: 
B0 B2
B1
A0
A1
A2 Division into six areas
Division into two areas
A B
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σ ܳ௝ሺݐǢ ࢄሻ௝א௃೔೙ሺ௜ሻ െ σ ܳ௝ሺݐǢ ࢄሻ௝א௃೚ೠ೟ሺ௜ሻ ൌ ߨ௜ሺݐሻ݀௜ ൅ ݔ௔ሺ௜ሻܭ௜ሾܪ௜ሺݐǢ ࢄሻ െ ܧ௜ሿఈ for a junction ݅,  (2) 
ܪ௜ሺݐǢ ࢄሻ െ ܪ௞ሺݐǢ ࢄሻ ൌ ߛ௉ሺ௜ǡ௞ሻൣܳ௉ሺ௜ǡ௞ሻሺݐǢ ࢄሻ൧ఘ for a pair of junctions ݅ǡ ݇ connected by a pipe,  (3) 
where ܬ୧୬ሺ݅ሻ and ܬ୭୳୲ሺ݅ሻ denote the set of indexes of pipes in to and out of junction ݅, and ܲሺ݅ǡ ݇ሻ is the index of the 
pipe connecting junctions ݅ and ݇. ߛ௝  is a coefficient of pipe ݆ of the Hazen-Williams equation depending on its 
length, diameter, and roughness, and ߩ ൌ ͳǤͺͷ. The demand of junction ݅, the right hand side of Eq. (2), consists of 
two parts: authorised demand, which is mean metered consumption ݀௜  times temporal multiplier ߨ௜ሺݐሻ  whose 
temporal average is 1, and leakage as emitter-type pressure dependent demand. ܧ௜ is the elevation of junction ݅, and 
ߙ ൌ ͲǤͷ is the emitter exponent. The emitter coefficient is the intensity of leakage ݔ௔ሺ௜ሻ of virtual area ܽሺ݅ሻ to which 
junction ݅ belongs, and spatial factor ܭ௜ of junction ݅. Equations (2) and (3) are solved by EPANET [7]. 
The spatial factors ܭ௜ should be set from the asset information of the pipe network to approximate the likely 
spatial distribution of leakage [6]. In this study, the spatial factor of a junction ݅ is approximated simply by the 
average authorised demand ݀௜. There are two reasons for this. First, the leakage rate of the test-bedding zone is low 
(estimated to be around 6%), so large leakage from deteriorated pipes should be rare. Thus, spatial distribution of 
demand is more likely to approximate that of leakage than that of the deterioration degree of pipes. Second, 
additional leakage is simulated by flows from fire hydrants in this study, and the selected hydrants are mainly 
selected to be similar to the spatial distribution of authorised demand, not to that of leakage risk estimated from asset 
information. 
Once the optimal parameter vector has been determined, the area leakage ܮ௔ of the area ܽ can be calculated by 
ܮ௔ ൌ σ σ ݔ௔ܭ௜ሾ݌௜ሺݐǢ ࢄሻሿఈ௜א௃ሺ௔ሻ௧    (4) 
where the symbol ܬሺܽሻ denotes the set of indexes of junctions belonging to the area ܽ. Since some arbitrariness 
remains on the parameter vector, the estimated results are best represented by the area leakage ܮ௔. 
As an optimisation method, the Nelder-Mead simplex method [8] was selected because of its simplicity. 
2.2. Selection of sensors 
The following sensors were selected to calculate the objective function. Only six field pressure sensors were 
selected to verify that the proposed method can be applied with as many field pressure sensors as virtual areas, 
though more pressure sensors were deployed in the test-bedding zone. 
x Flow rate തܳ௝ሺݐሻ: Three in total: one out flow and two out flows at the service reservoirs at Areas A0 and B0, 
respectively. 
x Head ܪഥ௜ሺݐሻ: Six field sensors were selected by choosing lower affection of the nearby demand. Each sensor 
is located in one of the areas of the six-division. 
2.3. Leak experiments 
Series of fire flow tests simulating increase of leakage were performed in Areas B0 and B1. Table 1 lists 
conditions of the leak experiments. To simulate an increase of leakage from a whole discharge area, five selected 
fire hydrants scattered in the discharge area were opened to discharge water in the equal flow rate. The discharge 
flow rate at each hydrant was controlled by a throttle valve while the flow rate was checked by an attached flow 
meter. For the condition of a discharge flow rate, hydrants were kept opened for 20 minutes to collect data in steady 
hydraulic states. Breaks of 10 minutes were inserted between the two conditions. Leak experiments were done 
during both day time (13.00-16.00) and night time (02.00-05.00) for the same discharge flow rate. 
  
7 Shingo Adachi et al. /  Procedia Engineering  119 ( 2015 )  4 – 12 
Table 1. Conditions of leak experiments. 
Case Discharge area 
Number of 
hydrants 
Total discharge flow rate 
[m3/h] Time  Day 
Exp. B0 B0 5 36, 72, 108, 144, and 180 
13.00-16.00 Thu 
02.00-05.00 Fri 
Exp. B1 B1 5 36, 72, 108, 144, and 180 
13.00-16.00 Tue 
02.00-05.00 Wed 
2.4. Data preparation 
The sensor data were preprocessed and compiled for applying the proposed method. Ideally, one discharge 
condition should be kept for at least a day to collect sensor readings for the condition and to compare them with 
other conditions. However, we have limited the durations to 20 minutes for water conservation and safety 
considerations, as described in 2.3. For this reason, we prepare time series of sensor data as if a discharge condition 
were continued for one day from the actual collected sensor readings. 
Two kinds of sensor data ܪഥ௜ሺݐሻ and തܳ௝ሺݐሻ were compiled as follows. The first kind, the Base data, are time series 
of the actual sensor readings in the control condition, i.e., without simulated leakage. The actual readings were 
resampled by taking the median at 30-minute intervals for 24 hours of a selected weekday. On the other hand, the 
second kind, the Exp. data, are time series of values approximating sensor readings in conditions as if leak 
experiments were continued for 24 hours; they were calculated by adding the change observed and identified in the 
leak experiments to the Base data. The identification is described in 2.5. The identified change in the night time 
experiment between 02.00-05.00 was added for the night time between 00.00-06.00, and the one in the day time 
between 13.00-16.00 was added for the rest. 
2.5. Identification of pressure change due to discharge 
Pressure changes due to the conditions of leak experiments were identified as follows. Pressure changes οܪ 
during a leak experiment condition were calculated by the following formula; 
οܪ ൌ ܪௗ െ ଵଶ ሺܪ௕ ൅ ܪ௔ሻ   (5) 
where ୢ is the median of pressure readings during the stable discharge, and ୠ and ୟ are the medians of pressure 
readings before and after the discharge, respectively. Then, pressure changes only passing the following conditions 
were extracted as significant and relevant changes due to the leak experiment. 
x Significant pressure changes were extracted with a Mann-Whitney U-test by comparing pressure readings 
during the stable discharge and readings just before and after the discharge. 
x Pressure changes correlated with discharge flow rate were extracted by comparing the pressure changes with 
different discharge flow rates from the same discharge area. Pressure changes violating the expected 
correlation were dropped since they would be affected by other factors such as local variation of demands. 
The reason to select the above preparation method is that it is expected to capture subtle changes of pressure 
better than other possible methods. There are other ways for identification. For example, pressure during the stable 
discharge might be compared with the pressure during the previous day with no discharge. However, the method 
mistakenly identified pressure change due to daily variation of demand and could not find the pressure change due 
to discharge. 
 
2.6. Calibration of the hydraulic model 
The hydraulic simulation model is calibrated and the simulations are set up as follows. 
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x As hydraulic boundary conditions, heads of two service reservoirs were set exactly from their level sensor 
readings. 
x For calibrating the hydraulic model, authorised demand, ߨ௜ሺݐሻ in Eq. (2), was decomposed into two parts: 
common part ߨሺݐሻ plus area-specific part ߨ௔ሺ௜ሻሺݐሻ whose temporal average is zero. The common part was 
determined by the condition σ ൣߨሺݐሻ ൅ ߨ௔ሺ௜ሻሺݐሻ൧݀௜௜ ൌ ܨሺݐሻ െ ܮ where ܨሺݐሻ is the measured system flow into 
the zone and ܮ is the base leakage, which is assumed to be 6% of the average system flow. The area-specific 
part was prepared to model different ratios of types of water consumers such as residential and commercial 
ones. 
x Area-specific part of demand multipliers ߨ௔ሺ௜ሻሺݐሻ, plausible closure of valves, and pipe roughness were 
adjusted to minimise the discrepancy like in Eq. (1) with the sensor data collected on normal days without a 
leak experiment. 
3. Results 
For the conditions with 180m3/h discharge or 3.5% of average system flow, the results shows that the proposed 
method can identify the tested virtual area where additional leakage was simulated. 
3.1. Compilation of the sensor data 
Analysis on pressure change due to leak experiments is explained. 
Fig. 2 shows an example of observed pressure (head) in the discharge area B1. The blue and green lines show the 
raw sensor readings and their resampled values. The periods in red refer to the discharging period of 20 minutes per 
condition, and their flow rates are shown at the bottom. One can see the pressure drop about 0.5m during the 
discharge at 180m3/h, while pressure drop is difficult to distinguish in the smaller discharge period. 
Table 2 shows the identified pressure drop due to 180m3/h discharge, which is about 3.5% of the average system 
flow. At the other sensors, no pressure change due to discharge was observed. From the table, one can see the 
following points. 
x Pressure drop is at most 0.6m. 
x The magnitude of the pressure drop in the same area is roughly equal. 
x The largest pressure drop is observed in the discharge area. 
x No pressure change was observed in the area far from the discharge area, Areas A0-A2. 
x The difference in pressure change between the day and night was 0.05m on average and is smaller than the 
measurement error. 
In less-discharge conditions, pressure change was hidden under usual variations of pressure and no change was 
identified as significant or relevant. 
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Fig. 2 Example of observed pressure variation during discharge 
Table 2  Identified pressure change due to 180m3/h discharge from Areas B0 (left) and B1 (right). 
At the other sensors, no pressure change due to discharge was identified. Sensors with asterisks * were 
selected for applying the proposed method. 
 
3.2. Estimation results for 180m3/h discharge from Area B0 
The estimation results for the condition (Exp.) with 180m3/h discharge from Area B0 are shown and compared 
with the corresponding results for the control condition (Base). Figs. 3 and 4 show the results with the divisions into 
six and two areas, respectively. The vertical axes show leakage in areas as the percentage of the average daily 
system flow 5,200m3/h, hence 1% is equal to 52m3/h. For each figure, a bar chart on the left illustrates the allocation 
of leakage in the whole zone into virtual areas, while charts on the right show the difference in area leakage between 
the two conditions. The line named Effect with circle markers is the difference between the area leakage of Exp. and 
Base. Hence it represents the effect of the simulated leakage and should ideally be equal to the flow rate of 
146.0
146.5
147.0
147.5
148.0
148.5
2:00 2:30 3:00 3:30 4:00 4:30
H
ea
d 
[m
]
Time
Head (pressure) at B1-1
Raw (30 sec)
Resampled
(5 min median)
Discharge period
36Discharge 
[m3/h]
72 108 144 180
Sensor 
Pressure change [m] 
Area 
Day Night 
B0-1* -0.19 -0.29 
B0 
B0-2 -0.14 -0.32 
B1-0 -0.34 -0.43 
B1: 
discharge 
area 
B1-1 -0.45 -0.40 
B1-2* -0.41 -0.41 
B1-3 -0.61 -0.46 
B1-4 -0.50 -0.47 
B2-0 -0.14 -0.36 
B2 
B2-1* -0.17 -0.36 
 
Sensor 
Pressure change [m] 
Area 
Day Night 
B0-0 -0.18 -0.28 
B0: 
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area 
B0-1* -0.36 -0.39 
B0-2 -0.18 -0.26 
B0-3 -0.10 -0.25 
B1-0 -0.14 -0.27 
B1 
B1-1 -0.25 -0.24 
B1-2* -0.26 -0.23 
B1-3 -0.23 -0.27 
B1-4 -0.25 -0.20 
B2-0 -0.17 -0.30 
B2 
B2-1* -0.18 -0.24 
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discharge shown by the dashed line named Discharge with square markers. From the figures, one can see the 
following points. 
x The Exp. results allocate the largest leakage to the discharge area: Area B0 in Fig. 3 or Area B in Fig. 4. This 
indicates that the method correctly identifies the area with the largest leakage. 
x The error between Effect and Discharge in the area divided into six areas in Fig. 3 is 1.4%-system flow in 
mean absolute error, 1.7%-system flow in root mean squared error, and 2.7%-system flow at maximum. 
x The results of the two area divisions are consistent with error less than 1%-system flow. By adding the area 
leakage for the six-division to the two-division, the differences are less than 1%-system flow. 
x The sum of area leakage in the Exp. results is less than 9%, while it should be about 9.5% ideally. 
  
Fig. 3 Estimated area leakage (left) and their difference (right). Leak experiment at area B0, division into six areas. 
 
Fig. 4 Estimated area leakage (left) and their difference (right). Leak experiment at area B0, division into two areas. 
3.3. Estimation results for 180m3/h discharge from Area B1 
Similar to the previous section, the results with 180m3/h discharge from Area B1 are shown in Figs. 5 and 6. Note 
that the Base result is the same in both Figs. 5 and 6. From the figures, one can see the following points. 
x The Exp. results allocate the largest leakage to the discharge area: Area B1 in Fig. 5 or Area B in Fig. 6. This 
indicates that the method correctly identifies the area with the largest leakage. 
x The error between Effect and Discharge in the area division into six areas in Fig. 5 is 1.5%-system flow in 
mean absolute error, 2.0%-system flow in root mean squared error, and 3.2%-system flow at maximum. 
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x The results of the two area divisions are consistent with error less than 1%-system flow. By adding the area 
leakage for the six-division to the two-division, the differences are less than 1%-system flow. 
x The sum of area leakage in the Exp. results is again less than 9%, while it should be about 9.5% ideally. 
 
Fig. 5 Estimated area leakage (left) and their difference (right). Leak experiment at area B1, division into six areas. 
 
Fig. 6 Estimated area leakage (left) and their difference (right). Leak experiment at area B1, division into two areas. 
4. Conclusion 
This paper uses a real case study to verify the applicability of a method proposed for estimating area leakage in 
water distribution networks. We found that the proposed method correctly identified both tested virtual areas where 
additional leakage of 3.5% of average system flow was simulated. By comparing estimated area leakage of two cases 
with and without simulated leakage, the estimation error of area leakage was evaluated to be about 2% of average 
system flow in root mean squared error. The results suggest that the proposed method can determine the leakiest 
virtual area if its area leakage has about 3-4% higher average system flow than the other virtual areas. For water 
distribution networks with high leakage rates, the proposed method could help to improve efficiency of reducing and 
suppressing leakage by focusing active leakage control to virtual areas with high estimated area leakage. 
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