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Abstract: The theory of Gaussian multiplicative chaos (GMC) is usually defined w.r.t. log-
correlated Gaussian fields in the finite dimensional context and dates back to a seminal work
of Kahane [K85] which contains ideas and results that led to a lot of rejuvenated interest in the
subject during the last decade. Inspired by ongoing investigations pertinent to the Liouville
measure in 2d-Liouville quantum gravity, thick points of the Gaussian free field and volume
decay of Liouville balls and scaling exponents, in the present infinite dimensional context we
drop all assumptions on log-correlations and consider a centered Gaussian field, driven by
space-time white noise and indexed by continuous paths equipped with the law of Brownian
paths on Rd as reference measure. An exponentiation of this field, followed by suitable
renormalization, defines a Gaussian multiplicative chaos on Wiener paths. As long as the
coupling constant is tuned sufficiently low (and in this regime it is known that for d ≥ 3, the
field attains high values on any path sampled according to the GMC probability measure) and
with the white noise field spatially mollified at scale ε > 0, the (renormalized) GMC volume
of any microscopic ball of radius εd/2 in the Wiener space, with its location chosen uniformly
therein, decays at least with speed εd in an almost sure sense as the mollification scheme is
turned off. We also show that when the coupling constant is tuned high, the energy landscape
of the system freezes and enters the so-called glassy phase as the normalized covariance of
the field under the GMC measure concentrates most of its mass in an averaged sense. A
key aspect of our proof, while not making any assumptions about log-correlations, builds on
Kahane’s techniques [K85] in a general set up, combined with geometric properties of the
underlying metric space of continuous functions.
1. Introduction and the main results.
1.1 Motivation: Gaussian multiplicative chaos and the Liouville measure.
The notion of Gaussian multiplicative chaos (GMC) dates back to a fundamental work of Kahane
[K85] which can be formally described as follows. Consider a centered Gaussian field {H(ω)}ω∈C
on a complete probability space (E ,F ,P), with the field parametrized by a metric space C which
is endowed with a reference measure µ. For any parameter γ > 0, a Gaussian multiplicative chaos
is formally written as a transformed measure obtained by “exponentiating” the field and tilting the
reference measure µ, i.e. by defining
Mγ(dω) = Mγ,H(dω) = exp
{
γH(ω)− 1
2
γ2E[H(ω)2]
}
µ(dω). (1.1)
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2 YANNIC BRO¨KER AND CHIRANJIB MUKHERJEE
In a general set up, the random field {H(ω)}ω∈C is only required to live on the space of distributions,
that is, the field H(·) carries small oscillations that disallows a pointwise definition of H(ω) for ω ∈ C ,
but these oscillations cancel out after integration w.r.t. suitable test functions on C . However,
such irregularities become highly magnified after the aforesaid exponentiation, so that a suitable
mollification or a cut-off procedure becomes necessary to provide a meaningful construction of a non-
trivial GMC.
Some salient attributes of GMC measures are underlined in the following three properties. The
first one is captured by a beautiful comparison principle discovered by Kahane [K85] that holds in
a fairly general set up. If {H(ω)}ω∈C and {G(ω)}ω∈C are two continuous Gaussian fields such that
E[G(ω1)G(ω2)] ≤ E[H(ω1)H(ω2)] for all ω1, ω2 ∈ C , then for any convex function f : R+ → R with
at most polynomial growth at infinity,
E[f(Zγ,G)] ≤ E[f(Zγ,H)] where Zγ,· =
∫
C
Mγ,·(dω). (1.2)
Next, by its intrinsic definition, GMC measures also exhibit some atypical behavior. On one hand,
for any fixed ω ∈ C , one expects the weight exp{γH(ω) − 12γ2E[H(ω)2]} to dissipate to zero as the
mollification scheme is turned off. Hence, a non-trivial GMC measure in the limit must be “carried”
by sufficiently many regions in C where the value of H(ω) is atypically large, formed by the so-called
thick points of the Gaussian field. These regions, although looking atypical from the perspective of
the reference measure, in fact capture the typical behavior of the GMC.
In the finite dimensional setting, GMC measures share close connection to two-dimensional Liouville
quantum gravity which has seen a lot of revived interest in the recent years, see [B16] for an exposition.
In this setting, the GMC measure (or the so-called Liouville measure) appears as a limiting object
for Mγ,ε(dx) = ε
γ2/2 exp{γHε(x)}dx, where Hε is a suitable approximation of the (log-correlated)
two-dimensional Gaussian free field (GFF) H and dx stands for the Lebesgue measure. Informally,
the Liouville measure is a random surface with a Riemannian metric tensor (formally given by the
exponential of the GFF) and carrying a parametrization by a domain which preserves the inherent
conformal invariance, but distorts the resulting metric and the volume. The aforesaid atypical behavior
also emerges in this context due to this distortion; regions where the value of the field is very high
correspond to “large portions of the surface”. In fact, Girsanov’s formula implies that the tilting
eγHε(z) shifts the mean-value of the field Hε(z) by γGD(·, z) = γ log 1|·−z| + O(1), so that any z ∈ D,
when sampled according to the (normalized) Liouville probability measure Mγ,ε becomes a thick point,
as long as γ ∈ (0, 2): ∫
D
Hε(z)Mγ,ε(dz) ∼ γ log(1/ε) a.s. for ε ↓ 0. (1.3)
A rigorous construction of limε→0Mγ,ε has been carried out in [DS11] (see also [K85, RV10, S14] for
alternative approaches and [B17] for an elementary approach) and it is shown that when γ ∈ (0, 2),
Mγ,ε converges toward a nontrivial measure Mγ which is diffuse and is known as the subcritical GMC.
?
On a suitable domain D ⊂ R2, the GFF can be defined as a stochastic process {Hρ} indexed by signed measures ρ
s.t. (Hρ1 , . . . , Hρn) follows a centered Gaussian distribution with covariance Cov(Hρi , Hρj ) =
∫
D2
GD(x, y)ρi(dx)ρj(dy)
with GD(x, y) = pi
∫∞
0
p(D)t (x, y)dt being Green’s function and p
(D)
t (·, ·) being the transition density of Brownian motion
killed when exiting the domain D. Alternatively, GFF has been recently uniquely characterized as a random distribution
satisfying conformal invariance, domain Markov property and possessing (1 + δ)-moments, with δ > 0 being arbitrarily
small, see [BPR18, BPR20]. Given H, its approximation Hε can then be taken to be the circle average of H around a
ball of radius ε.
?It is also known that for γ ≥ 2, Mγ,ε converges to 0 and the regime γ > 2 corresponds to the so-called super-
critical phase and it is shown in [MRV16] that for suitable constants λ1(γ), λ2(γ) > 0, the renormalized GMC measure
eλ1(γ) log(1/ε)+λ2(γ)ε
−1
Mγ,ε is supported only on atoms, i.e. the GMC measure concentrates its mass only on sites close to
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The third prominent aspect of GMC hinges on its volume decay on microscopic balls. In light of
the above discussion for Liouville measures, the incentive arises from linking the volume of a set in
the Euclidean geometry to the same in the Liouville geometry for γ ∈ (0, 2). Indeed, if z is sampled
from the (renormalized) Liouville probability measure Mγ , the (Liouville) scaling exponent ∆ of a set
A ⊂ R2 is defined via the volume decay (P(GFF) ⊗Mγ)
[
Nε(z) ∩ A 6= ∅
] ∼ ε∆ as ε ↓ 0. Here Nε(z)
is a “neighborhood in the Liouville metric”. However, since constructing a metric for the Liouville
geometry (which is only formally given by eγH(z)dz, with H(·) being the GFF) is a delicate issue, the
definition of Nε(z) is subtle and needs to be understood via the Liouville volume of a ball itself: one
declares Nε(z) to be the Euclidean ball around z but whose radius is chosen so that its Liouville volume
is precisely ε. The latter definition then also leads to precise results concerning scaling exponents of the
Liouville measure in the regime γ ∈ (0, 2) and the Knizhnik-Polyakov-Zamolodchikov (KPZ) formula
[KPZ88].†
1.2 Informal statements of the main results.
Given the aforesaid staggering progress on GMC (for log-correlated GFF) in finite dimensions, juxta-
posed with the general set up in Kahane’s theory [K85], questions pertaining to a direct investigation of
GMC measures in the infinite dimensional setting come up naturally, which have not been explored to
the best of our knowledge. In the present context, we drop all assumptions regarding log-correlations
or star-scale invariance of the underlying field and consider a measure of the form (1.1) on a non-
compact metric space C1 – the space of continuous functions on [0, 1] taking values in Rd, with the
reference measure dictating the law of Brownian paths ω = (ω(t))t∈[0,1]. These paths also index an
ambient Gaussian field, formally written as
H(ω) :=
∫ 1
0
∫
Rd
δ0(ω(s)− y)ξ(s, y)dsdy (1.4)
and driven by a space-time white noise ξ, which is a distribution-valued centered Gaussian process with
covariance structure formally written as E[ξ(t, x)ξ(s, y)] = δ0(t−s)δ0(x−y). In this set up, (1.1) defines
an infinite-dimensional GMC measure with the ambient centered Gaussian field {H(ω)}ω∈C indexed by
Wiener paths ω ∈ C and having the covariance structure E[H(ω)H(ω′)] = ∫ 10 ds(δ0 ?δ0)(ω(s)−ω′(s)).
In this vein, let us also remark that the GMC measures share close connection with a wide class
of models belonging to Gaussian disordered systems [DS88]. Prominent examples include mean-field
spin glasses, energy models as well as directed polymers in a Gaussian environment, which have also
seen substantial progress in the recent years. However, in other ways, the analogy of our current
GMC set up to such disordered systems is quite distant. For instance, spin glass systems we speak of
are mean-field models lacking any geometry from the Euclidean space (or the lattice), while a strong
incentive for studying directed polymers stems from understanding the behavior of the distribution
of the polymer endpoint whose explicit nature allows a certain Markovian dynamics (cf. Section 2.2).
Clearly, such an endpoint dynamics is no longer available in the realm of Kahane’s theory of GMC
or that of the aforesaid Liouville measure, which inspires the current investigation of the geometric
properties GMC measure itself.
centered maximum supx∈D[Hε(x)−2/ε] of the field and consequently, the limiting measure is described as a Poisson mea-
sure with (random) intensity given by the derivative martingale or the critical GMC at γ = 2, see [DRSV14-I, DRSV14-II].
We also refer to [AZ14, AZ15] for further developments concerning localization properties of log-correlated Gaussian fields.
†The KPZ formula dictates that a subset A has scaling exponent x (meaning P (A ∩ B(z, ε) 6= ∅) ∼ εx, with B(z, ε)
being the Euclidean ball of radius ε around z), then A has Liouville scaling exponent ∆; with x and ∆ being related by
the quadratic relation x = γ
2
4
∆2 + (1− γ2
4
)∆, see [RV11, DS11].
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In this context, our first result arises from a quest regarding the asymptotic behavior of the GMC
volumes of microscopic balls in the Wiener space. Note that a precise definition of the field (1.4)
requires an approximation procedure for which we choose any mollifier κε at scale ε > 0 (i.e. κε is a
smooth function, suitably normalized and supported on a ball of radius ε so that κε approximates the
Dirac measure at 0) and define Hε(ω) =
∫ 1
0
∫
Rd κε(ω(s) − y)ξ(s, y)dsdy as an Itoˆ integral. If M̂γ,ε is
the renormalized GMC probability measure defined w.r.t. this field, our first result shows that as long
as γ remains sufficiently small, the GMC volume of any microscopic ball of radius εd/2 in the Wiener
space, with its location chosen uniformly therein, decays polynomially at least with speed εd as the
mollification scheme is turned off, meaning
sup
ϕ∈C1
M̂γ,ε
[
Nεd/2(ϕ)
]
. εd as ε ↓ 0, almost surely w.r.t. ξ,
withN·(ϕ) representing a neighborhood of ϕ ∈ C1 in the uniform metric, see Theorem 2.1 for a precise
formulation. This statement is closely related to an assertion which holds true for arbitrary γ > 0 and
deduces similar behavior of GMC measures defined for fixed mollification scale but large cut-off level,
see Theorem 2.2. It is worth pointing out that, as long as γ remains sufficiently small, the ambient field
attains high values on paths ω when these are sampled according to the GMC probability measure,
that is, these trajectories are GMC-thick and from this viewpoint, our results underline decay rates
of volumes of balls around such typical paths. To complete the picture, we finally show that, for
γ > 0 sufficiently large, the normalized overlap of two independent paths, sampled according to the
product GMC probability defined at a large cut-off level, tends to follow one of only a finite number of
independent paths for most of its allowed time horizon, allowing the GMC probability to accumulate
most of its mass along such trajectories, see Theorem 2.4 for a precise statement. We now turn to a
precise mathematical layout of the problem.
2. Main results.
2.1 Local dimension of GMC-thick points.
For any T > 0, let CT = C([0, T ];Rd) denote the metric space of continuous functions ω : [0, T ]→ Rd
equipped with the norm
‖ω‖∞,T = sup
s∈[0,T ]
|ω(s)|. (2.1)
All throughout the article, for any ω ∈ CT , and any r > 0, we will denote by
Nr(ω) = Nr,T (ω) =
{
ϕ ∈ CT : ‖ϕ− ω‖∞,T < r
}
the ball of radius r around ω in the resulting metric. CT is tacitly equipped with the Wiener measure
Px corresponding to a Rd-valued Brownian motion starting at x ∈ Rd. For any t > 0, Gt will stand for
the σ-algebra generated by (ωs)0≤s≤t.
Let ξ be a space-time white noise defined on a complete probability space (E ,F ,P) which is in-
dependent of the Brownian path. In other words, with S(R+ × Rd) denoting the space of rapidly
decreasing Schwartz functions, {ξ(f)}f∈S(R+×Rd) is a centered Gaussian process with covariance
E[ξ(f) ξ(g)] =
∫∞
0
∫
Rd f(t, x)g(t, x)dxdt for f, g ∈ S(R+×Rd), with E denoting expectation w.r.t. P.
We also fix a nonnegative function κ which is smooth, spherically symmetric and is supported in
a ball B1/2(0) of radius 1/2 around 0 and normalized to have total mass
∫
Rd κ(x)dx = 1. If we set
κε(x) = ε
−dκ(x/ε), then
∫
Rd κε(x)dx = 1 and κε(x)dx⇒ δ0 weakly as probability measures as ε→ 0.
For any fixed ε > 0 and a Brownian path ω = (ωs)s∈[0,1] ∈ C1, we define the Itoˆ integral
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Hε(ω) =
∫ 1
0
∫
Rd
κε(ωs − y)ξ(s, y)dsdy, with E[Hε(ω)2] = (κε ? κε)(0) = ε−d(κ ? κ)(0). (2.2)
Finally, for any γ > 0, the renormalized Gaussian multiplicative chaos is a probability measure on the
space C1 defined as
M̂γ,ε(dω) =
1
Zγ,ε
exp
{
γHε(ω)− γ
2
2
(κε ? κε)(0)
}
P0(dω), with
Zγ,ε = E0
[
exp
{
γHε(ω)− γ
2
2
(κε ? κε)(0)
}]
.
(2.3)
Here is our first main result concerning the local dimension of paths sampled from the GMC probability
measure M̂γ,ε.
Theorem 2.1. There exists γc > 0 such that for any γ ∈ (0, γc),
lim sup
ε↓0
1
εd
sup
ϕ∈C1
M̂γ,ε
[
Nεd/2(ϕ)
] ≤ c1e6γ2(κ?κ)(0) P− a.s.
with an explicit constant c1 = c1(γ) determined in (6.10), and with Nεd/2(ϕ) = {ω ∈ C1 : ‖ω−ϕ‖∞,1 ≤
εd/2}.
Recall that the mollification κε(·) = ε−dκ(·/ε) (with κ having radius 1/2 for its support) carries
spatial scaling ε. By space-time rescaling of the white noise ξ (see Remark 3 and Theorem 2.3 below)
the above theorem is closely related to our next main result that analyzes the asymptotic behavior of
GMC probabilities of balls for any γ. It will be convenient to state this result for renormalized GMC
measures w.r.t. a fixed mollification κ but on the space CT at a large cut-off level T > 0 (cf. Remark
3 below). For this purpose, for any ω ∈ CT we define the Gaussian field
HT (ω) =
∫ T
0
∫
Rd
κ(ωs − y)ξ(s,dy)ds, with E[H 2T (ω)] = T (κ ? κ)(0) (2.4)
as an Itoˆ integral and the resulting renormalized GMC probability measure on the space CT :
M̂γ,T (dω) =
1
Zγ,T
exp
{
γHT (ω)− γ
2T
2
(κ ? κ)(0)
}
P0(dω), with
Zγ,T = E0
[
exp
{
γHT (ω)− γ
2T
2
(κ ? κ)(0)
}]
.
(2.5)
Here is our next main result, for which we write Nr(ϕ) = {ω ∈ CT : ‖ω − ϕ‖∞,T ≤ r}.
Theorem 2.2. Fix γ > 0. There exists r0 = r0(γ) > 0 such that for all r ≤ r0, almost surely,
lim sup
T→∞
sup
ϕ∈CT
M̂γ,T
[
Nr(ϕ)
]
T−1
≤ c0e6γ2(κ?κ)(0), P− a.s.
with an explicit constant c0 = c0(γ) that is computed in (6.9).
Consequently, there exists γc > 0 such that for all γ ∈ (0, γc)
lim sup
T→∞
sup
ϕ∈CT
M̂γ,T
[
N1(ϕ)
]
T−1
≤ c1e6γ2(κ?κ)(0), P− a.s.
with an explicit constant c1 = c1(γ) that is computed in (6.10).
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Remark 1 In Theorem 2.2, the radius r0(γ) ↘ 0 as γ → ∞ and if γ is sufficiently small, then r0(γ)
can be chosen to be at least one. The second part then follows from the first part (with r = 1) since
γ can be made sufficiently small such that r0 is large enough (i.e. at least 1).
Remark 2 It is shown in Proposition A.1[Part (iii)] that in d ≥ 3 there exists γ1 = γ1(d) ∈ (0,∞) such
that if γ ∈ [0, γ1), then ∫
HT (ω)M̂γ,T (dω) ∼ Tγ(κ ? κ)(0) as T →∞,
meaning, in this regime, the field HT (ω) attains very large values for any path ω sampled according
to the GMC measure M̂γ,T , i.e. the any path is GMC-thick in this regime, being in total analogy with
the finite dimensional set up (1.3). In this vein, Theorem 2.2 then provides a quantitative decay of
GMC volumes of balls around such thick points in the regime d ≥ 3 with γ ∈ (0, γ1 ∧ γc).
Remark 3 Although we will not be using it directly, it is worth pointing out that the partition functions
Zγ,ε (defined in (2.3)) andZγ,T (defined in (2.5)) are closely related to the solution of the multiplicative
noise stochastic heat equation in d ≥ 3 ([MSZ16, M17, CCM19, CCM19-II, BM19, BM19-II]) written
as an Itoˆ SDE
duε(t, x) =
1
2
∆uε(t, x) + γ(ε, d)uε(t, x)ξε(t, x), γ(ε, d) = γε
d−2
2 (2.6)
with initial condition uε(0, x) = 1 and spatially mollified noise ξε(t, x) = (ξ ? κε)(t, x) =
∫
Rd κε(x −
y)ξ(t, y)dy in d ≥ 3. By Feynman-Kac formula, it’s solution is given by
uε(t, x) = Ex
[
exp
{
γ(ε, d)
∫ t
0
∫
Rd
κε
(
ωs − y
)
ξ(t− s,dy)ds− γ(ε, d)
2t
2
(κε ? κε)(0)
}]
. (2.7)
If
H˜ε,t(ω) =
∫ t
0
∫
Rd
κε(ωs − y)ξ(t− s,dy) ds (2.8)
denotes the Gaussian field as in (2.2) (but defined w.r.t. the time-reversed noise ξ(t−·, ·)), the scaling
property of the noise ξ implies that ξ(s, dy)ds has the same law as that of ε
d
2
+1ξ(ε−2s, d(ε−1y))d(ε−2s),
so that (using κε(·) = ε−dκ(·/ε) and changing variables ε−2s 7→ s and ε−1y 7→ y), we obtain from
(2.8) that
H˜ε,t(ω)
(d)
=
1
γ(ε, d)
∫ 1/ε2
0
∫
Rd
κ
(
ε−1ωε2s − y
)
ξ(tε−2 − s,dy)ds (2.9)
with γ(ε, d) = γε
d−2
2 . Using now Brownian scaling, we have
Ex
ε
[
exp
{
γ
∫ t/ε2
0
∫
Rd
κ
(
ε−1ωε2s − y
)
ξ(tε−2 − s,dy)ds− γ
2
2ε2
(κ ? κ)(0)
}]
(d)
= uε(1, x).
Now combining with the invariance of ξ w.r.t. time reversal, we have the following distributional
identity of the processes:
{uε,t(x)}x∈Rd (d)=
{
Zγ, t
ε2
(
x
ε
)
}
x∈Rd
, (2.10)
with Zγ,· defined in (2.5). 
The distributional identity (2.10) in Remark 3 also allows us the following reformulation of Theorem
2.2, which is relevant for GMC measures defined w.r.t. the Feynman-Kac solution of the stochastic
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heat equation (2.7). For any γ, ε,> 0 and x ∈ Rd, we set, as before,
M
(x)
γ,ε,t(dω) =
1
Zγ,ε,t
exp
{
γε
d−2
2
∫ t
0
∫
Rd
κε
(
ωs − y
)
ξ(t− s,dy)ds
− γ
2εd−2t
2
(κε ? κε)(0)
}
P(x)(dω)
with Zγ,ε,t being the normalizing constant, as usual. For notational convenience, we will also write
M γ,ε,t = M
(0)
γ,ε,t. Here is our next result.
Theorem 2.3. Fix d ≥ 3. Then there exists γc > 0 such that for any γ ∈ (0, γc) (with γc being the
same as in Theorem 2.2) and any t > 0,
lim sup
ε↓0
1
ε2
sup
ϕ∈Ct
M γ,ε,t
[
Nε,t(ϕ)
] ≤ c1
t
e6γ
2(κ?κ)(0) P− a.s., t > 0,
with an explicit constant c1 = c1(γ) determined in (6.10), and with Nε,t(ϕ) = {ω ∈ Ct : ‖ω − ϕ‖∞,t ≤
ε}.
2.2 Concentration of GMC covariance for large γ.
Let us now turn to the regime when γ is chosen to be large. The GMC set up (2.5) was considered
in [BM19-II] and it was shown that the Cesa´ro average 1T
∫ T
0 δQγ,tdt of the endpoint distribution
Qγ,t = M̂γ,t[ωt ∈ ·] accumulates all its mass for large enough γ (see [CSY03, V07, BC16] for related
results on discrete directed polymers, which as in the case of discrete Gaussian free field, is defined
pointwise on the lattice without any need of a mollification scheme). Part of the technique in [BM19-II]
builds on a fixed point approach from spin glasses used in [BC16] which in this context is reliant upon
a particular well-behaved Markovian dynamics that the endpoint distribution Qγ,t defines, the latter
being a random element of M1(Rd), the space of probability measures on Rd. This space is non-
compact (under the usual weak topology), which a priori disallows a nice behavior of this Markov chain
therein. To this end, one can leverage the techniques developed in [MV14] and instead of the endpoint
itself Qt, one can investigate the Markov chain defined by the endpoint orbits Q˜γ,t = {Qγ,t?δx : x ∈ Rd}
which lives on the quotient space M˜1(Rd) := {µ ? δx : x ∈ Rd, µ ∈ M1(Rd)} of orbits of M1(Rd)
under spatial shifts. As shown in [MV14], given any sequence µ˜n in M˜1(Rd) there is a subsequence
which converges (the convergence criterion being determined by a certain metric structure) to an
element ξ = {α˜1, α˜2, . . . }, which is an empty, finite or countable collection of equivalence classes of
subprobabilities αj of masses 0 ≤ pj ≤ 1, with
∑
j pj ≤ 1, while a possible remaining mass is allowed
to disintegrate into dust.†† The space X˜ = {ξ : ξ = {α˜j}j} of such collections ξ of equivalence classes
is the compactification of the quotient space M˜1(Rd).
In the present context, the GMC endpoint orbits Q˜γ,T , now embedded in the compact metric space
X˜ produces a nice Markovian dynamics on the space X˜ . Its transition probabilities are given by
pit(ξ,dξ
′) = P[ξ(t) ∈ dξ′|ξ] with ξ(t) = (α˜(t)i )i∈I and α(t)i ∈ M≤1 for any i ∈ I and t ≥ 0. Here, α(t)i can
be seen as the subprobability αi whose mass gets transported through the space Rd from time zero to t
by α(t)i (dx) := (Ft(ξ) + E[Zt −Ft(ξ)])−1
∫
Rd αi(dz)Ez
[
1l{ωt∈dx} exp{γHt}
]
where Zt = E0[exp{γHt}]
and Ft(ξ) =
∑
i∈I
∫
Rd
∫
Rd αi(dz)Ez
[
1l{ωt∈dx} exp
{
γHt
}]
. The topology of the metric space X˜ in
††For example, let µn be the Gaussian mixture 13N(n, 1) +
1
3
N(n2, 1) + 1
3
N(0, n). While none of these components
of µn possesses any subsequential limit in the weak topology, the limiting object for the orbit sequence of µ˜n is the
collection ξ = {α˜1, α˜1} ∈ X˜ , where α˜1 is the equivalence class of a Gaussian with variance 1 and weight 13 , while the
contribution of the (fat) Gaussian N(0, n) dissipates into dust in the limit.
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[MV14] now manifests again in showing the (Feller) continuity of ξ 7→ pit(ξ, ·)on X˜ , and a variational
formula for the free energy 1T logZγ,T is also derived, by first decomposing the latter into a martingale
and an additive functional of Φ(Q˜γ,T ), with Φ(ξ) = γ
2(κ?κ)(0)
2 − γ
2
2
∑
i
∫
R2d(κ ? κ)(x− y)αi(dx)αi(dy)
for ξ = (α˜i)i ∈ X˜ . This decomposition, together with the above Feller continuity of ξ 7→ pit(ξ, ·) then
implies a variational formula for the (quenched) free energy
lim
T→∞
1
T
logZγ,T = − sup
ϑ∈m
∫
X˜
ϑ(dξ)
∑
i
ξ=(α˜i)i
∫
R2d
(κ ? κ)(x− y)αi(dx)αi(dy)
= inf
ϑ∈m
∫
X˜
Φ(ξ)ϑ(dξ)− γ
2
2
(κ ? κ)(0) =: −Λ(γ), P− a.s.
(2.11)
with the infimum being taken (and given the continuity of the above map), attained over the
compact set m = {ϑ ∈ M1(X˜ ) : Πt(ϑ, ·) = ϑ ∀t ≥ 0} of fixed points (invariant measures) of
Πt(ϑ, ·) =
∫
pit(ξ, ·)ϑ(dξ) for ϑ ∈ M1(X˜ ). Finally, one shows that the minimizers m0 ⊂ m of the
above variational formula attract the empirical measures 1T
∫ T
0 δQ˜γ,tdt of the endpoint orbit and as
long as Λ(γ) > 0, no mass dissipates under any ϑ ∈ m0 (i.e. T−1
∫ T
0 Qγ,T (Ut,εt)dt → 1 P-a.s., with
Ut,ε = {x ∈ Rd : Qγ,t(B1(x)) ≥ ε|B1(0)|} and with any sequence εt ↓ 0 as t→∞).
It should be underlined that an indispensable feature of the outlined approach above is the availabil-
ity of the marginal distribution Qγ,t of the endpoint ωt ∈ Rd, which prevents a direct investigation of
the measure M̂γ,T itself that lives on the path space. An alternative approach for studying localization
of disordered systems goes via the renormalized covariance of the underlying field. For the discrete
lattice, for log-correlated Gaussian fields (e.g. for 2d discrete GFF) it has been shown in [AZ14, AZ15]
that for large γ, the normalized covariance of two points sampled from the Gibbs measure is either 0
or 1 and the joint distribution of the Gibbs weights converges in a suitable sense to that of a Poisson-
Dirichlet variable and similar results can be found in [BC19] for general Gaussian disordered systems
in the lattice setting. Adapting the latter approach in the continuous setting, we show that for γ > 0
sufficiently large, the normalized overlap of two independent paths, sampled according to the product
GMC probability
M̂⊗γ,T
( k∏
i=1
dω(i)
)
=
1
Z kγ,T
exp
{
γ
k∑
i=1
HT (ω
(i)) − kγ
2T
2
(κ ? κ)(0)
}
P⊗0
( k∏
i=1
dω(i)
)
(2.12)
tends to follow one of only a finite number of independent paths for most of its allowed time horizon,
allowing the GMC probability to accumulate most of its mass along such trajectories. For any ω, ω′ ∈
CT , let us write
CovT (ω, ω
′) =
1
T
∫ T
0
(κ ? κ)(ωs − ω′s)ds (2.13)
for the renormalized covariance.
Here is our next main result.
Theorem 2.4. Fix γ > 0 such that γ is a point of differentiability of λ(γ) = limT→∞ 1T logZγ,T and
moreover assume that λ′(γ) < γ(κ ? κ)(0). Then for every ε > 0 there exist δ, T0 > 0 and an integer
k ∈ N and ω(1), ...ω(k) ∈ Ω such that
P
[
M̂⊗γ,T
( k⋃
i=1
CovT (ω
(i), ω(k+1)) ≥ δ
)
≥ 1− ε
]
≥ 1− ε
for all T ≥ T0.
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Remark 4 Assuming that λ(γ) is differentiable at γ, we always have λ′(γ) ≤ γ(κ?κ)(0) (cf. Proposition
A.1, part (ii)). However, the requirement concerning the strict bound λ′(γ) < γ(κ ? κ)(0) in Theorem
2.4 is related to γ being large, at least as large as γ1 := inf{γ > 0 : − limT→∞ 1T E[logZγ,T ] > 0} (cf.
Proposition A.1). It is obvious that for γ < γ1, λ
′(γ) = γ(κ ?κ)(0). Therefore, if γ is sufficiently large
such that Theorem 2.4 holds, we necessarily have γ ≥ γ1.
2.3 Outline of the proofs.
In order to provide some guidelines to the reader, we will briefly sketch the central ideas of the
proofs. This discussion will also underline the technical novelty of the present contribution, which as
will be become evident, is based on using Kahane’s inequality (1.2) in the current infinite dimensional
context at several occasions and exploiting the underlying geometry of paths indexing the ambient
Gaussian field. Let us first start with the results stated in Section 2.1 where Theorem 2.1 and Theorem
2.3 are derived from a similar argument as in Theorem 2.2, and the proof of the latter splits into two
main tasks. First we show the L1(P) convergence of the GMC probabilities, for which it suffices
to investigate the rescaled GMC volume E
[
supϕ∈CT M̂γ,T [Nr(ϕ)]
]
. The almost sure convergence is
deduced from this averaged behavior. The proof of this L1 convergence proceeds in three further steps.
Step 1: The first key step is a geometric construction of the so-called meandering paths ϕ in the
ambient metric space CT . We split the time horizon [0, bT c] =
⋃bT c
i=1[i − 1, i] into intervals of unit
length and call a path ϕ ∈ CT meandering in the interval [i − 1, i] if (i) ϕ separates endpoints, i.e.
ϕ(i− 1) and ϕ(i) maintain a positive distance, (ii) the maximal (perpendicular) distance between the
path in the interval [i − 1, i] and the (infinite) ray joining the endpoints ϕ(i − 1) and ϕ(i) is large,
and (iii) the linear distance between the endpoints ϕ(i− 1) and ϕ(i) does not fall too short compared
to the length supi−1≤s≤i |ϕ(s) − ϕ(i − 1)| of the maximal excursion of the path. Having defined this
property locally and for any δ > 0, we declare ϕ to be δ-meandering on the whole time interval [0, T ]
if ϕ is meandering on at least δbT c many unit intervals. Two simple implications of this construction
are the following: First, neighboring elements (within a certain radius) of a δ-meandering path are
also δ-meandering. Moreover, if (ω?)(i) is the reflection of a path ω in the sub-interval [i− 1, i] around
the ray going through ω(i− 1) and ω(i), and ω stays close (in the metric space CT ) to a δ-meandering
path ϕ, then on all those sub-intervals [i− 1, i] where ϕ is meandering, the reflected paths (ω?)(i) stay
away from ϕ.
Step 2: Note that our GMC measure M̂γ,T is renormalized by the partition function Zγ,T =
Zγ,T exp{−γ2T (κ ? κ)(0)}. The aforesaid reflection property implies an “additive lower bound” on
this partition function:
Zγ,T = E0[eγHT (ω)] ≥
bT c∑
i=1
E0
[
1l{ω ∈ Nr(ϕ), (ω?)(i) /∈ Nr(ϕ)
}
exp{γHT ((ω?)(i))}
]
. (2.14)
The purpose is now to implement this lower bound to obtain a suitable upper bound for the annealed
GMC-probability E[supϕ M̂T (ω ∈ Nr(ϕ))]. First, we handle the case of δ-meandering paths ϕ ∈
A(δ)T , making use of the geometric implications from Step 1 above, combined with (2.14). However,
because of the reflection ω → ω? inflicted on [i − 1, i], the right-hand side in (2.14) appearing in the
denominator of the GMC probability differs from the exponential tilt exp{γHT (ω)} appearing in the
numerator. However, exploiting that we are estimating the averaged GMC probability E[supϕ M̂T (ω ∈
Nr(ϕ))], this problem is circumvented by employing the powerful inequality by Kahane (1.2) applied
to the convex function f : (0,∞) → (0,∞) with f(x) = 1/x. On the other hand, this might be a
futile pursuit if the events attached to the exponential tilting happen to have zero probability with
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respect to the reference measure P0. However, using Girsanov’s formula as well as tools from spectral
theory, probabilities of such events can be shown to be bounded away from zero, allowing a legitimate
application of Kahane’s inequality, which in turn implies the desired “cancellation” property between
the numerator and the denominator. The additive structure of the lower bound in (2.14), together
with the above cancellation, then manifest in a polynomial decay of rate (δT )−1 for the annealed
GMC-probability, of course for paths that are δ-meandering.
Step 3: The case for non-meandering paths ϕ /∈ A(δ)T is handled as follows. Again, exploiting the
construction of meandering paths, we have in particular that if ϕ /∈ A(δ)T and ω is close to ϕ, then
ω /∈ A(δ)T (i.e., {ϕ /∈ A(δ)T , ω ∈ Nr(ϕ)} ⊂ {ω /∈ A(δ)T }). Since the right-hand side no longer depends on
ϕ, we can simply estimate
E
[
sup
ϕ∈CT
1
ZT
E0
[
1l{ϕ /∈ A(δ)T , ω ∈ Nr(ϕ)} eγHT (ω)
]] ≤ E[ 1
ZT
E0
[
1l{ω /∈ A(δ)T } eγHT (ω)
]]
,
and Jensen’s inequality, with Cauchy-Schwarz bounds allows a free passage of the noise expectation
E[exp{γHT }] = exp{Tγ2(κ ? κ)(0)}, providing an upper bound eγ2T (κ?κ)(0)P0(ω /∈ A(δ)T ). Large devia-
tion estimates then show that (for appropriately chosen r = r(γ) for any γ > 0), the latter probability
decays at an exponential rate which dominates the renormalization factor eγ
2T (κ?κ)(0), implying an
exponential decay for the annealed GMC-probability in the non-meandering case.
Step 4: It remains to alleviate the L1 convergence to an almost sure statement in Theorem 2.2, for
which we develop a second moment method, combined with martingale techniques. First we show that
the arguments leading to the L1-convergence also hold for the second moment of the GMC-probability.
A crucial input again here is the Kahane’s equality applied to the convex function g : (0,∞)→ (0,∞)
with g(x) = 1/x2. An application of the Borell-TIS inequality now shows that with overwhelming
P-probability, the GMC measure is concentrated around its vanishing expectation (thanks to the
L1 convergence), and from Borel-Cantelli lemma applied to the discretized subsequence T ∈ N, we
conclude almost sure convergence to zero along this subsequence at a polynomial rate. To pass to the
limit T → ∞, we bound the GMC-probability at time T by the product of the GMC-probability at
time bT c and a correction term defined via two martingales. Application of Doob’s L2 inequality to
these, followed by another application of Borell-TIS inequality allows us to “bridge the gaps” T −bT c
using Borel-Cantelli lemma again, proving an almost sure statement for T → ∞. The four steps
outlined above underline the novelty of the present approach for deducing Theorem 2.1, Theorem 2.2
and Theorem 2.3. 
For proving Theorem 2.4 we build on an approach developed recently in [BC19] for showing localization
of general Gaussian disordered systems in a discrete set up. Using tools from Malliavin calculus
in the current GMC context, we first define the (infinite dimensional) Ornstein-Uhlenbeck operator
L = −δ ◦ D on the abstract Wiener space (E ,F ,P) (with D being the Malliavin derivative and δ
For conceptual clarity, let us mention that these issues can be handled relatively easily for nearest neighbor paths
on discrete lattices [BC19] where the set up is quite different. Already, γ = 0 corresponds to the uniform distribution on
finitely many nearest-neighbor paths of length n (attaching probability (2d)−n on each path) and for γ > 0 a “turn” for a
nearest neighbor path trivially happens when it changes direction along one of the unit vectors and thus, a reflected path
maintains a constant distance from the reflecting plane. Also, since the difference between the Hamiltonian of reflected
path from its non-reflected counterpart is caused by just one vertex, there can be very few number of turns imparting
any considerable difference between the two Hamiltonians. The discrete nature of these arguments do not carry over to
the continuum of Wiener paths (forming the metric space CT which is not even locally compact) for which we split the
task first into the L1 convergence, which is enabled by Kahane’s techniques and then deduce the almost sure convergence
using concentration bounds and the second moment method.
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being “divergence” acting as an adjoint of D) and deduce a Poincare´ inequality
VarP
(∫ t
0
L fT (ξr)dr
)
≤ 2tE(‖DfT (ξ)‖2L2([0,T ]⊗Rd))
which is applied to the function fT (γ) =
1
T logZγ,T =
1
T logE0[exp{γHT }] and
ξt(s, x) = e
−tξ(s, x) + e−tη((e2t − 1)−1s, x)
is a white noise flow, with η being an independent copy of the space-time white noise ξ. Applying
Chebyshev’s inequality, we then get a bound P
[
1
t
∫ t
0 (L fT )(ξr)dr > γε/2] ≤ C(tTε2)−1 for all ε, t > 0,
and together with the assumption that γ 7→ λ(γ) = limT→∞ fT (γ) is differentiable, and α := γ(κ ?
κ)(0)−λ′(γ) > 0, we immediately have a localization property showing that for t = t(ε, γ) sufficiently
large,
lim inf
T→∞
P
[
1
t/T
∫ t/T
0
dr
∫ T
0
Ê(ξr)
⊗
γ,T
[
(κ ? κ)(ωs − ω′s)ds
] ≥ α] ≥ 1− ε
2
.
This property, together with Êγ,T [|HT − Tλ′(γ)|] = o(T ) (which holds true under the imposed hy-
potheses) then implies the concentration of the covariance in Theorem 2.4.
Organization of the rest of the paper: The rest of the article is organized as follows. Section 3- Section
6 are devoted to the proofs of Theorem 2.1 - Theorem 2.3. In particular, in Section 3 we carry out
the construction of meandering paths and deduce its properties, while the average GMC probability
is estimated in Section 4 for paths those are meandering and in Section 5 for those that are not, and
in Section 6 both L1 and almost sure convergences of Theorem 2.1 - Theorem 2.3 are deduced. The
proof of Theorem 2.4 is provided in Section 7 and Section 8.
Notation: For notational convenience, throughout the sequel we will write:
M̂T = M̂γ,T , ZT = Zγ,T , ZT = Zγ,T = e
γ2
2
T (κ?κ)(0)Zγ,T , and
V = κ ? κ.
Also, unless otherwise specified, expectation with respect to the GMC probability measure M̂T will
be written as ÊT .
3. Reflections around rays and meandering paths.
3.1 The reflected functions.
Fix i ∈ N and on any sub-interval [i−1, i] we would like to construct the “reflection” of a continuous
function f : [0,∞)→ Rd. Write
L(x1, x2) =
{
z ∈ Rd : z = λx1 + (1− λ)x2, for λ ∈ R
}
(3.1)
for the infinite line joining x1, x2 ∈ Rd.††† Then for t ∈ [i− 1, i], f?(t) is the reflection of f(t) around
the infinite line L
(
f(i− 1), f(i)). That is, for a fixed t ∈ [i− 1, i],
f?(t) = f(t)− 2
(
f(t)− piL(f(i−1),f(i))
(
f(t)
))
,
where piL(x1,x2)(y) is the orthogonal projection of y ∈ Rd onto L(x1, x2). Then we define
f?([i− 1, i]) = {f?(t) : t ∈ [i− 1, i]}
†††In the case d = 1 the reflection described here is around the infinite line in dimension 1+1, i.e. the two-dimensional
space with one time and one space dimension.
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for all i ∈ N. Obviously, for all i ∈ N,
(f?)?([i− 1, i]) = f([i− 1, i]). (3.2)
Now, the i-th reflected function of f , for i ∈ N, is defined by
(f?)(i) = f?([i− 1, i])
⋃(⋃
i 6=j
f([(j − 1), j])
)
. (3.3)
For x, x1, x2 ∈ Rd we often will write
|x− L(x1, x2)| = inf
y∈L(x1,x2)
|x− y| = |x− piL(x1,x2)(x)|. (3.4)
The following fact allows to obtain a suitable lower bound on the partition function in terms of the
reflected Brownian paths.
Lemma 3.1 (Lower bound on the partition function.). For any T ≥ 0 and ϕ ∈ CT and r > 0,
E0
[
eγHT (ω)
] ≥ bT c∑
i=1
E0
[
1l
{
ω ∈ Nr(ϕ), (ω?)(i) /∈ Nr(ϕ)
}
eγHT
(
(ω?)(i)
)]
.
Proof. For 1 ≤ i ≤ bT c, we define the sets Ai:
Ai :=
{
ω ∈ Ω : (ω?)(i) ∈ Nr(ϕ), (ω?)(j) /∈ Nr(ϕ) for all j < i
}
.
Since all Ai’s are disjoint by construction,
E0
[
eγHT (ω)
] ≥ E0[1l⋃bTc
i=1 Ai
eγHT (ω)
]
=
bT c∑
i=1
∫
Ai
eγHT (ω)P0(dω). (3.5)
For 1 ≤ i ≤ bT c we similarly define the sets
Di =
{
ω ∈ Ω : ([(ω?)(i)]?)(i) ∈ Nr(ϕ), ([(ω?)(i)]?)(j) /∈ Nr(ϕ) for all j < i}
and claim that, for any i ∈ N,
P0(dω) = P0(d(ω?)(i)). (3.6)
Assuming the above invariance, let us first complete the proof of the lemma. By the definitions of Ai
and Di and by invoking (3.6), we obtain∫
1lAie
γHT (ω)P0(dω) =
∫
1lDie
γHT
(
(ω?)(i)
)
P0(dω). (3.7)
Let us now make two observations. First, if ω ∈ Nr(ϕ) and (ω?)(i) /∈ Nr(ϕ), then
sup
i−1≤s≤i
∣∣(ω?)(i)(s)− ϕ(s)∣∣ > r
and therefore, for any j 6= i,
sup
i−1≤s≤i
∣∣([(ω?)(i)]?)(j)(s)− ϕ(s)∣∣ > r.
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Second, by (3.2),
([
(ω?)(i)
]?)(i)
= ω. Hence,{
ω ∈ Ω : ω ∈ Nr(ϕ), (ω?)(i) /∈ Nr(ϕ)
}
⊆
{
ω ∈ Ω : ω ∈ Nr(ϕ),
([
(ω?)(i)
]?)(j)
/∈ Nr(ϕ) for all j < i
}
= Di.
(3.8)
Finally, by (3.5), (3.7) and (3.8),
E0
[
eγHT (ω)
] ≥ bT c∑
i=1
∫
1lDie
γHT
(
(ω?)(i)
)
P0(dω)
≥
bT c∑
i=1
∫
1l
{
ω ∈ Nr(ϕ), (ω?)(i) /∈ Nr(ϕ)
}
eγHT
(
(ω?)(i)
)
P0(dω)
the desired estimate is shown once we prove (3.6).
Let 0 ≤ a < b and ω : [a, b]→ Rd be a continuous path in Rd. If x ∈ Rd and ω? is the reflection of
ω around the line L(ωa, x), then, for any a ≤ t ≤ b,
ω?t = ωt − 2(ωt − piL(ωa,x)(ωt)) = 2piL(ωa,x)(ωt)− ωt.
Or equivalently, as piL(ωa,x)(ωt) = piL(ωa,x)(ω
?
t ),
ωt − piL(ωa,x)(ωt) = −(ω?t − piL(ωa,x)(ω?t )). (3.9)
Claim (3.6) then follows from (3.9) as (ω?)(i)(t) is nothing but ωt if t /∈ (i−1, i) while it is the reflection
of ωt around the line L(ωi−1, ωi) if i− 1 ≤ t ≤ i. 
3.2 Meandering paths.
Recall that |x− L(x1, x2)| = |x − piL(x1,x2)(x)|. The following elements of continuous functions CT
will play an important roˆle in the sequel.
Definition 3.2. Let θ ∈ (0, 1) be some number that will be chosen later and fix i ∈ N≤T , r > 0 and
` > 0 to be chosen large enough later. We say that ϕ is meandering in the interval [i − 1, i] if the
following conditions hold:
•
|ϕ(i− 1)− ϕ(i)| ≥ 5r (3.10)
•
sup
i−1≤s≤i
|ϕ(s)− L(ϕ(i− 1), ϕ(i))| > `r (3.11)
• (
supi−1≤s≤i
∣∣ϕ(i− 1)− ϕ(s)∣∣
|ϕ(i− 1)− ϕ(i)|
)
≤ θ` (3.12)
Formally we write,
S`,i,r =
{
ϕ ∈ CT : ϕ satisfies (3.10)− (3.12)
}
. (3.13)
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In the above definition, the second requirement demands that the path ϕ in the time interval [i−1, i]
makes (at least) one large excursion of distance `r away from the ray that joins its “starting point”
ϕ(i − 1) and its ”endpoint” ϕ(i). The second subset of CT demands that in the entire time interval
[0, T ] functions with excursions appear with a uniformly positive density. That is, for any `, δ, r > 0
and T ≥ 0, we define
A(`,δ,r)T :=
{
ϕ ∈ CT :
bT c∑
i=1
1l
{
ϕ ∈ S`,i,r
} ≥ δbT c}. (3.14)
Recall (3.4) for notation of difference with the line L. Here are the first results regarding the sets
S`,i,r and A
(`,δ,r)
T .
Lemma 3.3. For any r, T > 0, i ∈ N≤T , and ` > 0 suitably large,
ϕ ∈ S`,i,r =⇒ sup
i−1≤s≤i
|ωs − L(ωi−1, ωi)| > r
if ω ∈ Nr(ϕ).
The proof of the above result is based on a geometric argument. Assuming this fact, let us first
complete the proof of
Lemma 3.4. Let `, r > 0 and δ ∈ (0, 1). For T large enough and any ϕ ∈ A(`,δ,r)T ,
bT c∑
i=1
1l
{
ω ∈ Nr(ϕ), (ω?)(i) /∈ N2r(ω)
}
≥ 1l{ω ∈ Nr(ϕ)}.
Proof. Recall (3.3); we note that{
ω ∈ Ω : (ω?)(i) /∈ N2r(ω)
}
=
{
ω ∈ Ω : sup
i−1≤s≤i
|ωs − L(ωi−1, ωi)| > r
}
.
By Lemma 3.3, if ϕ ∈ S`,i,r and ω ∈ Nr(ϕ), then supi−1≤s≤i |ωs − L(ωi−1, ωi)| > r. Hence,
1l
{
ω ∈ Nr(ϕ), ϕ ∈ S`,i,r
}
≤ 1l
{
ω ∈ Nr(ϕ), sup
i−1≤s≤i
|ωs − L(ωi−1, ωi)| > r
}
= 1l
{
ω ∈ Nr(ϕ), (ω?)(i) /∈ N2r(ω)
}
.
(3.15)
If T ≥ 1 + δ−1, then δbT c ≥ 1. Therefore, for such T and ϕ ∈ A(`,δ,r)T
bT c∑
i=1
1l
{
ω ∈ Nr(ϕ), (ω?)(i) /∈ N2r(ω)
}
≥ 1l{ω ∈ Nr(ϕ)} bT c∑
i=1
1l
{
ϕ ∈ S`,i,r
} ≥ 1l{ω ∈ Nr(ϕ)}.

We now owe the reader
Proof of Lemma 3.3. Let ϕ ∈ S`,i,r and ω ∈ CT such that ω ∈ Nr(ϕ). Recall the notation
|x− L(x1, x2)| = inf
y∈L(x1,x2)
|x− y| = |x− piL(x1,x2)(x)|.
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Figure 1. The figure shows the circle of radius ε around a and the two lines L(a, b)
and L(a, c). For the proof of claim (3.19) we use the obvious bounds d2 ≥ d3 − d4,
d3 ≥ d1 and d4 ≤ d5, where d5 = |b−piL(a,c)(b)||a−piL(a,c)(b)|ε. Using the assumptions on a, b, c also
yields
|b−piL(a,c)(b)|
|a−piL(a,c)(b)| ≤
2r
|a−b|−2r .
For shorthand, we write ϕs instead of ϕ(s) and we set ψs = ωs −ϕs. Then, by translation invariance,
sup
i−1≤s≤i
|ωs − L(ωi−1, ωi)| = sup
i−1≤s≤i
|(ψs + ϕs)− L(ψi−1 + ϕi−1, ψi + ϕi)|
= sup
i−1≤s≤i
|(ψs − ψi−1 + ϕs)− L(ϕi−1, ψi − ψi−1 + ϕi)|. (3.16)
By an application of the reverse triangle inequality, we have
|(ψs − ψi−1 + ϕs)− L(ϕi−1, ψi − ψi−1 + ϕi)|
= |(ψs − ψi−1 + ϕs)− piL(ϕi−1,ψi−ψi−1+ϕi)(ψs − ψi−1 + ϕs)|
≥ |ϕs − piL(ϕi−1,ψi−ψi−1+ϕi)(ψs − ψi−1 + ϕs)| − |ψs − ψi−1|
≥ |ϕs − piL(ϕi−1,ψi−ψi−1+ϕi)(ϕs)| − |ψs − ψi−1|.
(3.17)
We note that ω ∈ Nr(ϕ) implies supi−1≤s≤i |ψs − ψi−1| ≤ 2r. Therefore, by (3.16) and (3.17),
sup
i−1≤s≤i
|ωs − L(ωi−1, ωi)| ≥ sup
i−1≤s≤i
|ϕs − piL(ϕi−1,ψi−ψi−1+ϕi)(ϕs)| − 2r.
That means, Lemma 3.3 follows from the display above, once we prove
sup
i−1≤s≤i
|ϕs − L(ϕi−1, ψi − ψi−1 + ϕi)| > 3r. (3.18)
For proving (3.18) the following claim will be convenient:
For ε, r > 0 and any a, b, c, x ∈ Rd, such that |a− b| ≥ 3r, |b− c| ≤ 2r and x ∈ Bε(a), which is the
ball of radius ε around a,
|x− L(a, b)| ≥ |x− L(a, c)| − 2r|a− b| − 2rε. (3.19)
We first prove (3.19) and then use that claim to prove (3.18) (see Figure 1 for a sketch of the proof of
claim (3.19)). We set x′ := piL(a,b)(x) and note that by triangle inequality,
|x− L(a, b)| = |x− x′| ≥ |x− piL(a,c)(x′)| − |x′ − piL(a,c)(x′)| ≥ |x− piL(a,c)(x)| − |x′ − piL(a,c)(x′)|.
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If x ∈ Bε(a), then the projection x′ = piL(a,b)(x) also lies in the ball Bε(a). Hence,
|x′ − piL(a,c)(x′)| ≤ sup
y∈Bε(a)∩L(a,b)
|y − piL(a,c)(y)|.
Since a is the joint point of the two lines L(a, b) and L(a, c), and the gradient of L(a, b) related to
L(a, c) is given by
|b−piL(a,c)(b)|
|a−piL(a,c)(b)| ,
sup
y∈Bε(a)∩L(a,b)
|y − piL(a,c)(y)| ≤
|b− piL(a,c)(b)|
|a− piL(a,c)(b)|
ε.
We conclude that
|x− L(a, b)| ≥ |x− piL(a,c)(x)| −
|b− piL(a,c)(b)|
|a− piL(a,c)(b)|
ε.
By assumption, |a− b| ≥ 3r and |b− c| ≤ 2r. Thus,
|b− piL(a,c)(b)|
|a− piL(a,c)(b)|
≤ |b− piL(a,c)(b)|||a− b| − |b− piL(a,c)(b)||
≤ |b− c||a− b| − |b− c| ≤
2r
|a− b| − 2r
and claim (3.19) follows.
We now use (3.19) to prove (3.18). Recall the properties (3.10)-(3.12) of ϕ ∈ S`,i,r. As ω ∈ Nr(ϕ)
implies |ψi − ψi−1| ≤ 2r and since we have |ϕi−1 − ϕi| ≥ 5r from (3.10), it holds
|ϕi−1 − (ϕi + ψi − ψi−1)| ≥ 3r.
Furthermore, we have
sup
i−1≤s≤i
|ϕs − ϕi−1| ≤ θ`|ϕi−1 − ϕi|,
from (3.12). Thus, for s ∈ (i− 1, i), by (3.19),
|ϕs − L(ϕi−1, ψi − ψi−1 + ϕi)| ≥ |ϕs − L(ϕi−1, ϕi)| − 2r|ϕi−1 − ϕi − ψi + ψi−1| − 2rθ`|ϕi−1 − ϕi|.
For the last expression we compute
2r
|ϕi−1 − ϕi − ψi + ψi−1| − 2rθ`|ϕi−1 − ϕi| ≤ 2θ`r
|ϕi−1 − ϕi|
|ϕi − ϕi−1| − 4r = 2θ`r
(
1 +
4r
|ϕi − ϕi−1| − 4r
)
≤ 10θ`r,
where for the first inequality we again used |ϕi − ϕi−1 + ψi − ψi−1| ≥ |ϕi − ϕi−1| − 2r and for the
second inequality |ϕi−1 − ϕi| ≥ 5r. By the last two displays we have
|ϕs − L(ϕi−1, ψi − ψi−1 + ϕi)| ≥ |ϕs − L(ϕi−1, ϕi)| − 10θ`r.
Since ϕ ∈ S`,i,r we have
sup
i−1≤s≤i
|ϕs − L(ϕi−1, ϕi)| > `r
from (3.11). Therefore, (3.18) follows for θ small enough that 10θ` ≤ `− 3.

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4. Annealed GMC probability for the meandering case.
The goal of this section is estimate the averaged GMC measure of balls around curves ϕ ∈ A(`,δ,r)T
which have a uniformly positive density making large excursions in the unit intervals of time. In other
words, we would like to show
Proposition 4.1. Fix any `, r > 0 and δ ∈ (0, 1). Then there exists T0 such that for all T ≥ T0 and
ϕ ∈ A(`,δ,r)T ,
E
[
M̂T (ω ∈ Nr(ϕ))
]
≤ e3γ2V (0)δ−2bT c−1.
The rest of the section is devoted to the proof of Proposition 4.1 which will be carried out in many
steps.
4.1 Kahane’s inequality.
A key ingredient used in this section and also later on is the following powerful inequality due to
Kahane:
Lemma 4.2. Let f, g : R+ → R be two functions such that f is convex, g is concave and
∀x ∈ R+ |f(x)|+ |g(x)| ≤M(1 + |x|β)
for some positive constants M,β, and σ be a Radon measure on the Borel subsets of Rd. Given
a bounded Borel set A, let (Xr)r∈A, (Yr)r∈A be two continuous centered Gaussian processes with
continuous covariance kernels kX and kY such that
∀u, v ∈ A kX(u, v) ≤ kY (u, v).
Then
E
[
f
(∫
A
eXr−E[X
2
r ]/2σ(dr)
)]
≤ E
[
f
(∫
A
eYr−E[Y
2
r ]/2σ(dr)
)]
E
[
g
(∫
A
eXr−E[X
2
r ]/2σ(dr)
)]
≥ E
[
g
(∫
A
eYr−E[Y
2
r ]/2σ(dr)
)]
.
Another key estimate will be provided by the following lemma, whose proof will be based on the
above inequality as well as the tools from concentration inequality.
Lemma 4.3. Fix r > 0. Then there exist C(ϕ), ϑ > 0 such that, for T sufficiently large,
•
E0
[
1lNr(ϕ) e
γHT
]
≥ C(ϕ)e−ϑT P− a.s. (4.1)
• Let E1, . . . , EbT c be Borel sets in Ω such that 1lNr(ϕ) ≤
∑bT c
i=1 1lEi. Then
E
[
1∑bT c
i=1 Z
?
T (Ei)
E0
[
1lNr(ϕ) e
γHT
]]
≤ e2γ2TV (0)+ 12ϑTC(ϕ)−1/2, (4.2)
where
Z?T (Ei) = E0
[
1lEie
γHT
(
(ω?)(i)
)]
. (4.3)
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Proof. The proof will be carried out in four steps.
Step 1: Proving (4.1). For any measurable event A ∈ G on the path space, we will adopt the
notation,
ZT (A) = E0
[
1lA e
γHT
]
, and FT (ϕ) := logZT
(
Nr(ϕ)
)
, ϕ ∈ CT . (4.4)
We claim that, as T →∞,
FT (ϕ)−EFT (ϕ)
T
−→ 0 almost surely −P. (4.5)
Assuming the above fact, let us first conclude the proof of (4.1). Indeed, note that for any T > 0 and
given ϕ,
E[FT (ϕ)]
T
=
1
T
E
[
log
(
P0(ω ∈ Nr(ϕ))E0
(
eγHT (ω)
∣∣∣∣ω ∈ Nr(ϕ)))]
=
1
T
log
(
P0(ω ∈ Nr(ϕ)
)
+
1
T
E
[
logE0
(
eγHT (ω)
∣∣∣∣ω ∈ Nr(ϕ))]
≥ 1
T
log
(
P0(ω ∈ Nr(ϕ)
)
+
1
T
E
[
E0
(
γHT (ω)
∣∣ω ∈ Nr(ϕ) )]
=
1
T
log
(
P0(ω ∈ Nr(ϕ) )
)
by Jensen’s inequality, the fact that HT is a martingale w.r.t. P and since we are allowed to condition
on the set ω ∈ Nr(ϕ) by (4.6) (see below). Then by (4.5),
lim inf
T→∞
FT (ϕ)
T
= lim inf
T→∞
E[FT (ϕ)]
T
≥ lim inf
T→∞
1
T
logP0[Nr(ϕ)]
almost surely. We claim that for any r > 0 and ϕ, and T sufficiently large,
P⊗0 [ω ∈ Nr(ϕ)|ϕ] ≥ C(ϕ)e−ϑT (4.6)
for some C(ϕ), ϑ > 0. The above fact and (4.5) then complete the proof of (4.1).
Step 2: Proving (4.5): Fix 1/2 < a < 1 and let (Tn)n≥1 be the sequence defined by T1 = 1, and
Tn+1 = Tn + T
a
n . Then Tn = n
1
1−a+o(1) as n → ∞. We will use Lemma 4.4 stated below. With
A = {ω ∈ Nr(ϕ)}, (4.5) holds along the sequence Tn by Borel-Cantelli. By Itoˆ’s formula, there exists
some continuous martingale M , with ddt〈Mt〉 ≤ γ2V (0) for all t ≥ 0, such that
FT (ϕ) = MT − 1
2
〈MT 〉+ γ
2
2
TV (0).
Fix a sequence εn → 0 with ε−1n = no(1). For n large enough, γ2V (0) < εnTn+1, and then, by Doob’s
inequality,
P
(
sup
Tn≤T≤Tn+1
|FT (ϕ)− FTn(ϕ)−EFT (ϕ) + EFTn(ϕ)| > 2εnTn+1
)
≤ P
(
sup
Tn≤T≤Tn+1
|MT −MTn | > εnTn+1
)
≤ (εnTn+1)−2E
[〈MTn+1〉 − 〈MTn〉] ≤ (εnTn+1)−2γ2V (0)(Tn+1 − Tn),
which defines a summable series if we choose a ∈ (1/2, 1) large enough. Borel-Cantelli-Lemma com-
pletes the proof of (4.5).
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Lemma 4.4. Let A be a Borel subset of the path space with P0(A) > 0. Then, writing FT (A) =
logZT (A) (recall (4.4)), we have for all u > 0,
P(|FT (A)−EFT (A)| > u) ≤ 2 exp
{
− u
2
2γ2TV (0)
}
.
Proof. Let T > 0. We define the random variables YT = logZT (A) − E logZT (A) and for s ∈ [0, T ]
its Doob-martingale YT,s = E[logZT (A)− E logZT (A)|Fs]. For Yt we want to use the Itoˆ formula so
that we get
dZt(A) = E0
[
γ
∫
Rd
1lAe
γHt(ω)κ(y − ωt)ξ(t, y)dy
]
dt+ E0
[
γ2
2
∫
Rd
1lAe
γHt(ω)κ(y − ωt)2dy
]
dt.
For two independent Brownian motions ω, ω′, we write for the product GMC probability
M̂⊗T (dω,dω
′) =
1
Z 2T
exp
{
γ(HT (ω) +HT (ω
′))− γ2TV (0)}P⊗0 (dω,dω′) (4.7)
and for expectation EM̂
⊗
T with respect to the probability measure M̂⊗T we write Ê
⊗
T . We now compute
the quadratic variation for Zt(A) as
d〈Zt(A)〉 = d
〈
E0
[
γ
∫
Rd
1lAe
γHt(ω)κ(y − ωt)ξ(t, y)dy
]〉
= γ2E⊗0
[∫
Rd
1lA1lA′e
γ(Ht(ω)+Ht(ω′))κ(y − ωt)κ(y − ω′t)dy
]
dt
= γ2E⊗0
[
V (ωt − ω′t) 1lA1lA′eγ(Ht(ω)+Ht(ω
′))
]
dt
where ω′ is another Brownian motion independent of ω and A′ is the set A but whenever ω appears in
A, it is replaced by ω′. Note that P0(A) = P0(A′) > 0 by assumption. We again apply Itoˆ’s formula
to logZt(A) and use the last display to get
d logZt(A) =
1
Zt(A)
dZt(A)− 1
2Zt(A)2
d〈Zt(A)〉
= γÊt
[ ∫
Rd
κ(y − ωt)ξ(t, y)dy
∣∣∣∣A]dt+ γ22 Êt
[ ∫
Rd
κ(y − ωt)2dy
∣∣∣∣A]dt− γ22 Ê⊗t [V (ωt − ω′t)|A,A′]dt.
Since
∫
Rd κ(y − ωt)2dy =
∫
Rd κ
2(y)dy = V (0), then
logZT (A) = γ
∫ T
0
∫
Rd
Êt[κ(y − ωt)|A]ξ(t, y)dydt+ γ
2TV (0)
2
− γ
2
2
∫ T
0
Ê⊗t
[
V (ωt − ω′t)|A,A′
]
dt.
As the first summand is a martingale, we also have
E[logZT (A)] =
γ2TV (0)
2
− γ
2
2
∫ T
0
E
[
Ê⊗t
[
V (ωt − ω′t)|A,A′
] ]
dt.
Thus, for the martingale YT,s we have
YT,s = E
[
γ
∫ T
0
∫
Rd
Êt[κ(y − ωt)|A]ξ(t, y)dydt
+
γ2
2
∫ T
0
E
[
Ê⊗t
[
V (ωt − ω′t)|A,A′
] ]− Ê⊗t [V (ωt − ω′t)|A,A′]dt∣∣∣∣Fs].
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We bound the quadratic variation of YT,T :
〈YT,T 〉 =
〈
E
[
γ
∫ T
0
∫
Rd
Êt[κ(y − ωt)|A]ξ(t, y)dydt
∣∣∣∣FT]〉
=
〈
γ
∫ T
0
∫
Rd
Êt[κ(y − ωt)|A]ξ(t, y)dydt
〉
= γ2
∫ T
0
∫
Rd
(
Êt[κ(y − ωt)|A]
)2
dydt
= γ2
∫ T
0
Êt[V (ωt − ω′t)|A,A′]dydt ≤ γ2TV (0).
Since (YT,s)s∈[0,T ] is a martingale and we have a Gaussian noise, for any a ∈ R,
(
exp
{
aYT,s −
a2
2 〈YT,s〉
})
s∈[0,T ] is an exponential martingale. Therefore we can use the exponential Chebyshev in-
equality so that for any a, u > 0,
P(YT > u) ≤ E
[
eaYT
]
e−au ≤ E[eaYT,T−a22 〈YT,T 〉]ea22 γ2TV (0)−au.
Since YT,0 = 0, minimizing over a yields
P(YT > u) ≤ exp
{
min
a>0
{a2
2
γ2TV (0)− au
}}
= exp
{
− u
2
2γ2TV (0)
}
.
The above calculations also hold if we replace YT by −YT . Lemma 4.4 then follows.

Remark 5 An alternative proof of Lemma 4.4 using Malliavin calculus can be found in [U¨Z00, Appen-
dix B].
Step 3: Proving (4.6): We claim that
lim inf
T→∞
1
T
logP⊗0 (ω ∈ Nr(ϕ)|ϕ) > −∞. (4.8)
We write H1T = {ψ : ψ(0) = 0,
∫ T
0 |ψ˙(s)|2ds < ∞} with ψ˙ denoting the time-derivative of ψ, fix a
function ψ ∈ H1T and recall that Nr(ψ) = {ω ∈ CT : sups∈[0,T ] |ω(s)− ψ(s)| ≤ r}. Applying then the
Cameron-Martin theorem, we have
P0(ω ∈ Nr/2(ψ)) =
∫
e
∫ T
0 ψ˙(s)dω(s)− 12
∫ T
0 |ψ˙(s)|2ds1l{ω ∈ Nr/2(0)}dP0(ω)
= e−
1
2
∫ T
0 |ψ˙(s)|2dsP0(ω ∈ Nr/2(0))E0
[
e
∫ T
0 ψ˙(s)dω(s)
∣∣∣{ω ∈ Nr/2(0)}].
By applying Jensen’s inequality to the above expectation and also invariance of the set ω ∈ Nr/2(0)
with respect to the map ω 7→ −ω, we then have
P0(ω ∈ Nr/2(ψ)) > e−
1
2
∫ T
0 |ψ˙(s)|2ds P0(ω ∈ Nr/2(0)). (4.9)
We will now handle both the terms on the right hand side above. Let us first handle the probability
P0(ω ∈ Nr/2(0), which can be rewritten as P0(τ > T ), where τ denotes the first exit time of the
standard Brownian motion ω from the ball of radius r/2 around the origin. By the spectral theorem
for −12∆ with Dirichlet boundary condition on Br/2(0), it follows that
lim
T→∞
1
T
logP0(τ > T ) = −λ1 < 0, (4.10)
where λ1 > 0 is the principal eigenvalue of −12∆ with Dirichlet boundary conditions on the same ball.
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For any given ψ ∈ H1T , let us now handle the integral e−
1
2
∫ T
0 |ψ˙(s)|2ds in (4.9). For any s < t, with
s, t ∈ [0, T ], let us define the functional
Bs,t : Ct → R+,
Bs,t(ϕ) = inf
{∫ t
s
|ψ˙(u)|2du : ψ ∈ H1T , ψ(s) = ϕ(s), ψ(t) = ϕ(t), sup
u∈[s,t]
|ϕ(u)− ψ(u)| ≤ r/2
}
.
First remark that, for any s < u < t, we have Bs,t ≤ Bs,u + Bu,t. That is, the map t 7→ B0,t is
sub-additive, and therefore by Kingman’s subadditive ergodic theorem we have
lim
t→∞ t
−1B0,t(·) = ϑ, a.s.-P0 (4.11)
and the almost sure limit ϑ is deterministic. We need to show that ϑ is finite for which we first
note that by Fatou’s lemma, (4.11) implies that ϑ ≤ E0(B0,1). We write B := B0,1. Note that,
for any ϕ ∈ CT and for every fixed ψ ∈ H1T , by change of variables and using the linearity of
the relation in the infimum defining B(·), we have B(ϕ + ψ) = B(ϕ) + ∫ 10 |ψ˙(u)|2du, and therefore√
B(ϕ+ ψ)−√B(ϕ) ≤ [∫ 10 |ψ˙(u)|2du]1/2, meaning that the map ϕ 7→√B(ϕ) is Lipschitz. Hence, by
the Borell-Tsirelson-Ibragimov-Sudakov (Borell-TIS) inequality,
√
B−median(√B) possesses Gaussian
tails, implying in particular that E0((
√
B)2) = E0(B) <∞. As already remarked, we have ϑ ≤ E0(B),
so that together with the last upper bound we have finiteness of the limit ϑ in (4.11).
Finally, note that for any fixed T > 0 and ϕ ∈ CT , by lower-semicontinuity of the norm H1T 3 ψ 7→
(
∫ 1
0 |ψ˙(u)|2du)1/2, there exists a (minimizing) function ψ(T ) = ψ(T )(ϕ) such that
ψ(T )(0) = ϕ(0), ψ(T )(T ) = ϕ(T ), with B0,T =
∫ T
0
|ψ˙(T )(s)|2ds.
Then by (4.9), P⊗0 (ω ∈ Nr(ϕ)|ϕ) ≥ P⊗0 (ω ∈ Nr/2(ψ(T ))|ϕ) ≥ e−
1
2
B0,TP0(ω ∈ Nr/2(0)) and by (4.11),
lim inf
T→∞
1
T
logP⊗0 (ω ∈ Nr(ϕ)|ϕ) ≥ −
ϑ
2
+ lim
T→∞
1
T
logP0(ω ∈ Nr/2(0)).
Combining the finiteness of ϑ together with (4.10) now prove the desired claim (4.8). 
Step 4: Proving (4.2): We now prove the second part (4.2). By the Cauchy-Schwarz inequality,(
E
[E0[1l{ω ∈ Nr(ϕ)}eγHT (ω)]∑bT c
i=1 E0
[
1lEie
γHT
(
(ω?)(i)
)]])2 ≤ C(T )C?(T ),
where
C(T ) = E
[(
E0
[
1l{ω ∈ Nr(ϕ)}eγHT (ω)
])2]
and C?(T ) = E
[( bT c∑
i=1
E0
[
1lEie
γHT
(
(ω?)(i)
)])−2]
.
To bound C(T ), we use Jensen’s inequality:
C(T ) ≤ E0
[
1l{ω ∈ Nr(ϕ)}E
[
e2γHT (ω)
]]
= e2γ
2TV (0)P0(ω ∈ Nr(ϕ)) (4.12)
For the bound of C?(T ) we use Kahane’s inequality (Lemma 4.2). Note that, by the Cauchy-Schwarz
inequality, for any two paths ω, ω′ ∈ Ω,
E
[
HT (ω)HT (ω
′)
] ≤ (E[HT (ω)2])1/2(E[HT (ω′)2])1/2 = TV (0) = E[HT (ω)2].
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By Kahane’s inequality, for the convex function f : (0,∞)→ (0,∞) given by x 7→ x−2, and with the
centered Gaussian random variable HT (0) that has variance TV (0) and is indexed by the constant
path ω ≡ 0,
E
[
f
( bT c∑
i=1
E0
[
1lEie
γHT
(
(ω?)(i)
)
− γ2
2
TV (0)
])]
≤ E
[
f
( bT c∑
i=1
E0
[
1lEie
γHT (0)− γ
2
2
TV (0)
])]
= E
[
e−2γHT (0)+γ
2TV (0)
]
f
(
E0
[ bT c∑
i=1
1lEi
])
= e3γ
2TV (0)
(
E0
[ bT c∑
i=1
1lEi
])−2
.
Since
∑bT c
i=1 1lEi ≥ 1l
{
ω ∈ Nr(ϕ)
}
by assumption,
C?(T )eγ
2TV (0) ≤ e3γ2TV (0)
(
E0
[ bT c∑
i=1
1lEi
])−2
≤ e3γ2TV (0)P0(ω ∈ Nr(ϕ))−2. (4.13)
By the Cauchy-Schwarz inequality, (4.12), (4.13) and finally by (4.6),(
E
[
E0
[
1l{ω ∈ Nr(ϕ)}eγHT (ω)
]
∑bT c
i=1 E0
[
1lEie
γHT
(
(ω?)(i)
)]])2 ≤ C(T )C?(T ) ≤ e4γ2TV (0)P0(ω ∈ Nr(ϕ))−1 ≤ e4γ2TV (0)+ϑTC(ϕ)−1.

4.2 Proof of Proposition 4.1.
Step 1:
Lemma 4.5. For any ϕ ∈ CT ,
E
[
M̂T (ω ∈ Nr(ϕ))
]
≤ E
[ E0[1l{ω ∈ Nr(ϕ)}eγHT (ω)]∑bT c
i=1 Z
?
T (ω ∈ Nr(ϕ), (ω?)(i) /∈ N2r(ω))
]
(4.14)
where Z?T has been defined in (4.3).
Proof. By Lemma 3.1, we find a lower bound on the partition function:
ZT ≥ e−
γ2
2
TV (0)
bT c∑
i=1
E0
[
1l
{
ω ∈ Nr(ϕ), (ω?)(i) /∈ Nr(ϕ)
}
eγHT
(
(ω?)(i)
)]
Next, we note that, for all 1 ≤ i ≤ bT c,
{ω ∈ Ω : ω ∈ Nr(ϕ), (ω?)(i) /∈ N2r(ω)} ⊆ {ω ∈ Ω : ω ∈ Nr(ϕ), (ω?)(i) /∈ Nr(ϕ)},
and therefore,
ZT ≥ e−
γ2
2
TV (0)
bT c∑
i=1
E0
[
1l{ω ∈ Nr(ϕ), (ω?)(i) /∈ N2r(ω)}eγHT
(
(ω?)(i)
)]
= e−
γ2
2
TV (0)
bT c∑
i=1
Z?T (ω ∈ Nr(ϕ), (ω?)(i) /∈ N2r(ω)).

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Step 2:
Recall the definition of the probability measure (2.5); by (4.6), the event ω ∈ Nr(ϕ) has strictly
positive probability under P0. We define the conditional probability:
M̂T (dω|ω ∈ Nr(ϕ)) = 1l{ω ∈ Nr(ϕ)}e
γHT (ω)P0(dω)
E0
[
1l{ω ∈ Nr(ϕ)}eγHT (ω)
] . (4.15)
Further, let f : (0,∞)→ (0,∞) be the function
x 7→ 1
x
. (4.16)
Lemma 4.6. Fix any `, r > 0 and δ ∈ (0, 1). For T large enough and any ϕ such that∑bT c
i=1 1l{ϕ ∈ S`,i,r} ≥ δbT c and f defined in (4.16),
E
[
M̂T (ω ∈ Nr(ϕ))
]
≤ E
[
f
( bT c∑
i=1
e
√
2γH
(i)
i−1(0)M̂T ((ω
?)(i) /∈ N2r(ω)|ω ∈ Nr(ϕ))
)]
eγ
2V (0).
Proof. We note that
E
[
E0
[
1l{ω ∈ Nr(ϕ)}eγHT (ω)
]]
≤ E[ZT ] = e
γ2
2
TV (0) (4.17)
and
E
[ bT c∑
i=1
Z?T (ω ∈ Nr(ϕ), (ω?)(i) /∈ N2r(ω))
]
≤
bT c∑
i=1
E
[
Z?T (Ω)
]
= bT ce γ
2
2
TV (0). (4.18)
We also note that if ϕ is any continuous function such that
∑bT c
i=1 1l{ϕ ∈ S`,i,r} ≥ δbT c, then, by
Lemma 3.4,
bT c∑
i=1
1l{ω ∈ Nr(ϕ), (ω?)(i) /∈ N2r(ω)} ≥ 1l{ω ∈ Nr(ϕ)}.
Therefore, by Lemma 4.3 and by (4.17) and (4.18), the numerator and denominator in the expectation
of the right-hand side of (4.14) are bounded away from 0 and ∞. Then, by Lemma 4.5,
E
[
M̂T (ω ∈ Nr(ϕ))
]
≤ E
[
f
(∑bT c
i=1 Z
?
T (ω ∈ Nr(ϕ), (ω?)(i) /∈ N2r(ω))
E0
[
1l{ω ∈ Nr(ϕ)}eγHT (ω)
] )]. (4.19)
Recall the construction (3.3); for s ≤ t it is convenient to write H (t)s (ω) = Ht(ω)−Hs(ω). Then,
for any path ω it holds
HT
(
(ω?)(i)
)
= HT (ω) +H
(i)
i−1
(
(ω?)(i)
)−H (i)i−1(ω)
and therefore,
E
[
f
(∑bT c
i=1 Z
?
T (ω ∈ Nr(ϕ), (ω?)(i) /∈ N2r(ω))
E0
[
1l{ω ∈ Nr(ϕ)}eγHT (ω)
] )]
= E
[
f
( bT c∑
i=1
∫
1l
{
(ω?)(i) /∈ N2r(ω)
}
eγ
(
H
(i)
i−1
(
(ω?)(i)
)
−H (i)i−1(ω)
)
M̂T (dω|ω ∈ Nr(ϕ))
)]
.
(4.20)
Next, we want to use Kahane’s inequality (Lemma 4.2). For shorthand we write
H ?i (ω) = H
(i)
i−1
(
(ω?)(i)
)−H (i)i−1(ω).
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Then, by (4.19) and (4.20),
E
[
M̂T (ω ∈ Nr(ϕ))
]
≤ E
[
f
( bT c∑
i=1
∫
1l
{
(ω?)(i) /∈ N2r(ω)
}
eγH
?
i (ω)M̂T (dω|ω ∈ Nr(ϕ))
)]
. (4.21)
We make two observations. First, for any two paths ω and ω′, and any 0 ≤ r < t,
E
[
H (t)r (ω)H
(t)
r (ω
′)
]
=
∫ t
r
V
(
ωs − ω′s
)
ds
and, since the function V = κ ? κ is nonnegative, the above integral is it as well. Second, by the
Cauchy-Schwarz inequality,∫ t
r
V
(
ωs−ω′s
)
ds ≤
(∫ t
r
∫
Rd
(
κ(ωs−y)
)2
dyds
∫ t
r
∫
Rd
(
κ(ω′s−y)
)2
dyds
)1/2
=
∫ t
r
V (0)ds = (t−r)V (0).
Hence,
E
[
H ?i (ω)H
?
i (ω
′)
]
≤ E
[
H (i)i−1(ω)H
(i)
i−1(ω
′)
]
+ E
[
H (i)i−1
(
(ω?)(i)
)
H (i)i−1
(
(ω′?)(i)
)]
≤ 2V (0) = 2E
[
H (i)i−1(0)
2
]
,
(4.22)
where 0 on the right-hand side of (4.22) denotes the constant zero path. That is, the centered
Gaussian random variable H (i)i−1(0) with variance V (0) is given by H
(i)
i−1(0) =
∫ i
i−1
∫
Rd κ(y)ξ(s, y)dyds.
As E
[(
H ?i (ω)
)2] ≥ 0 for any ω ∈ Ω,
f
( bT c∑
i=1
∫
1l
{
(ω?)(i) /∈ N2r(ω)
}
eγH
?
i (ω)M̂T (dω|ω ∈ Nr(ϕ))
)
≤ f
( bT c∑
i=1
∫
1l
{
(ω?)(i) /∈ N2r(ω)
}
eγH
?
i (ω)− γ
2
2
E
[(
H ?i (ω)
)2]
M̂T (dω|ω ∈ Nr(ϕ))
)
.
And since f is convex, by Kahane’s inequality and by (4.22),
E
[
f
( bT c∑
i=1
∫
1l
{
(ω?)(i) /∈ N2r(ω)
}
eγH
?
i (ω)− γ
2
2
E
[(
H ?i (ω)
)2]
M̂T (dω|ω ∈ Nr(ϕ))
)]
≤ E
[
f
( bT c∑
i=1
∫
1l
{
(ω?)(i) /∈ N2r(ω)
}
e
√
2γH
(i)
i−1(0)−γ2V (0)M̂T (dω|ω ∈ Nr(ϕ))
)]
= E
[
f
( bT c∑
i=1
e
√
2γH
(i)
i−1(0)M̂T ((ω
?)(i) /∈ N2r(ω)|ω ∈ Nr(ϕ))
)]
eγ
2V (0).
Therefore, Lemma 4.6 follows from inequality (4.21) and the last two displays. 
Step 3:
For T > 0 and i ∈ N, we introduce the following notation:
qT (i) = M̂T ((ω
?)(i) /∈ N2r(ω)|ω ∈ Nr(ϕ)) and qT =
bT c∑
i=1
qT (i) (4.23)
Proposition 4.1 immediately follows from Lemma 4.6 and the following lemma:
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Lemma 4.7. Let f be the function defined in (4.16). Fix any `, r > 0 and δ ∈ (0, 1). Then there
exists T0 such that for all T ≥ T0 and ϕ ∈ A(`,δ,r)T ,
E
[
f
( bT c∑
i=1
e
√
2γH
(i)
i−1(0)qT (i)
)]
≤ e2γ2V (0)δ−2bT c−1. (4.24)
Proof. For the sum on the left-hand side of (4.24), we want to use the Jensen inequality. Recall (4.16);
since f is convex, a normalization of the weights and then an application of the Jensen inequality yields
f
( bT c∑
i=1
e
√
2γH
(i)
i−1(0)qT (i)
)
=
1
qT
f
( bT c∑
i=1
e
√
2γH
(i)
i−1(0)
qT (i)
qT
)
≤
∑bT c
i=1 f
(
e
√
2γH
(i)
i−1(0)
)
qT (i)
q2T
. (4.25)
Recall (4.15); since M̂T (·|ω ∈ Nr(ϕ)) is a probability measure, qT (i) ≤ 1. Then, by this fact and an
application of the Cauchy-Schwarz inequality,
bT c∑
i=1
(
E
[
e−
√
2γH
(i)
i−1(0)
qT (i)
q2T
])2
≤
bT c∑
i=1
E
[
e−
√
8γH
(i)
i−1(0)
]
E
[
q−4T
]
= bT ce4γ2V (0)E
[( bT c∑
i=1
E0
[
1l
{
ω ∈ Nr(ϕ), (ω?)(i) /∈ N2r(ω)
}
eγHT (ω)
]
E0
[
1l{ω ∈ Nr(ϕ)}eγHT (ω)
] )−4].
(4.26)
Thus, by (4.25) and (4.26),
E
[
f
( bT c∑
i=1
e
√
2γH
(i)
i−1(0)qT (i)
)]
≤ bT ce2γ2V (0)
(
E
[( bT c∑
i=1
E0
[
1l
{
ω ∈ Nr(ϕ), (ω?)(i) /∈ N2r(ω)
}
eγHT (ω)
]
E0
[
1l{ω ∈ Nr(ϕ)}eγHT (ω)
] )−4])1/2.
If ϕ ∈ A(`,δ,r)T , then
∑bT c
i=1 1l{ϕ ∈ S`,i,r} ≥ δbT c by definition of the set A(`,δ,r)T . Recall (3.15); by (3.15)
and then
∑bT c
i=1 1l{ϕ ∈ S`,i,r} ≥ δbT c,(
E
[( bT c∑
i=1
E0
[
1l{ω ∈ Nr(ϕ)}1l
{
(ω?)(i) /∈ N2r(ω)
}
eγHT (ω)
]
E0
[
1l{ω ∈ Nr(ϕ)}eγHT (ω)
] )−4])1/2
≤
(
E
[( bT c∑
i=1
E0
[
1l{ω ∈ Nr(ϕ)}1l{ϕ ∈ S`,i,r}eγHT (ω)
]
E0
[
1l{ω ∈ Nr(ϕ)}eγHT (ω)
] )−4])1/2
=
(
E
[( bT c∑
i=1
1l{ϕ ∈ S`,i,r}
)−4])1/2
≤ δ−2bT c−2.

5. The annealed GMC probability in the non-meandering case.
Here is the main result of this section.
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Proposition 5.1. Fix ϑ ∈ (0, 1] and let δ = δ(γ, ϑ) > 0 be the unique solution of
2γ2V (0)δ + 2ϑδ − δ log δ − (1− δ) log(1− δ) = ϑ (5.1)
that lies in the interval (0, 1/2). There exist r0 = r0(γ, ϑ) > 0 and ` = `(γ, ϑ) > 0 such that, for T
large enough and any r ≤ r0,
E
[
sup
ϕ∈CT
1l
{
ϕ /∈ A(`,δ,r)T
}
M̂T (ω ∈ Nr(ϕ))
]
≤ e−(T−1)ϑ+2γ2V (0). (5.2)
For the first statement of Theorem 2.2 it suffices to choose ϑ = 1. For the second statement as well
as for Theorem 2.1 and Theorem 2.3, we set ϑ = min{1, γ2V (0)} such that ϑ > 0 is small when γ is
small. Proposition 5.1 needs the following lemmas:
Lemma 5.2. Let r, T > 0 and ω, ϕ ∈ CT such that ω ∈ Nr(ϕ). For any i ∈ N≤T and ` > 0,
ω ∈ S2`,i,2r =⇒ ϕ ∈ S`,i,r.
Lemma 5.3. Fix ϑ ∈ (0, 1] and c > 0. Let δ = δ(γ, ϑ, c) > 0 be the unique solution of
cδ + ϑδ − δ log δ − (1− δ) log(1− δ) = ϑ
that lies in the interval (0, 1/2). There exist r0 = r0(γ, ϑ, c) > 0 and ` = `(γ, ϑ, c) > 0 such that, for
T large enough and any r ≤ r0,
P0
( bT c∑
i=1
1l{ω ∈ S`,i,r} < δbT c
)
≤ e−c(T−1). (5.3)
Remark 6 The proof of Lemma 5.2 is very similar to the proof of Lemma 3.3. Recall (3.13); we have
to prove that, given ω ∈ S2`,i,2r,
sup
i−1≤s≤i
∣∣ϕ(s)− L(ϕ(i− 1), ϕ(i))∣∣ > `r,
and that (
supi−1≤s≤i
∣∣ϕ(i− 1)− ϕ(s)∣∣
|ϕ(i− 1)− ϕ(i)|
)
≤ θ′` and |ϕ(i− 1)− ϕ(i)| ≥ 5r.
The proof of the first property is the same as that of Lemma 3.3. The other two properties can be
easily proved by using triangle inequality. 
We defer the proof of Lemma 5.3 to the end of this section and first prove Proposition 5.1.
Proof of Proposition 5.1 [Assuming Lemma 5.3]. By Lemma 5.2, if ω ∈ Nr(ϕ), then ω ∈
S2`,i,2r implies ϕ ∈ S`,i,r and therefore,
bT c∑
i=1
1l{ϕ ∈ S`,i,r} < δbT c =⇒
bT c∑
i=1
1l{ω ∈ S2`,i,2r} < δbT c.
Hence, as
1l
{ bT c∑
i=1
1l{ϕ ∈ S`,i,r} < δbT c
}
1l{ω ∈ Nr(ϕ)} ≤ 1l
{ bT c∑
i=1
1l{ω ∈ S2`,i,2r} < δbT c
}
1l{ω ∈ Nr(ϕ)}
≤ 1l
{ bT c∑
i=1
1l{ω ∈ S2`,i,2r} < δbT c
}
,
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we obtain
E
[
sup
ϕ∈CT
1
ZT
E0
[
1l
{
ϕ /∈ A(`,δ,r)T
}
1l{ω ∈ Nr(ϕ)}eγHT (ω)
]]
≤ E
[
1
ZT
E0
[
1l
{
ω /∈ A(2`,δ,2r)T
}
eγHT (ω)
]]
= E0
[
1l
{
ω /∈ A(2`,δ,2r)T
}
E
[
eγHT (ω)
ZT
]]
.
(5.4)
Furthermore, by the Cauchy-Schwarz inequality and by Jensen’s inequality it holds
E
[
eγHT (ω)
ZT
]
≤
(
E
[
e2γHT (ω)
])1/2(
E
[
Z−2T
])1/2 ≤ (E[e2γHT (ω)])1/2(E0[E[e−2γHT (ω)]])1/2.
As E
[
e2γHT (ω)
]
= E
[
e−2γHT (ω)
]
= e2γ
2TV (0), the above display implies
E0
[
1l
{
ω /∈ A(2`,δ,2r)T
}
E
[
eγHT (ω)
ZT
]]
≤ P0
( bT c∑
i=1
1l{ω ∈ S2`,i,2r} < δbT c
)
e2γ
2TV (0). (5.5)
We set c = 2γ2V (0) + ϑ in Lemma 5.3. Then we choose r0 and ` such that Lemma 5.3 holds.
Proposition 5.1 now follows from that lemma together with equations (5.4) and (5.5). 
We only owe the reader the proof of Lemma 5.3.
Proof of Lemma 5.3. Recall (3.1); for any T > 0, i ∈ N≤T and s ∈ [i − 1, i], by translation
invariance,
|ωs − L(ωi−1, ωi)| = |ωs − ωi−1 − L(0, ωi − ωi−1)|.
Hence,
P0
(
sup
i−1≤s≤i
|ωs − L(ωi−1, ωi)| > `r, |ωi−1 − ωi| ≥ 5r, sup
i−1≤s≤i
|ωi−1 − ωs| ≤ θ`|ωi−1 − ωi|
)
= P0
(
sup
0≤s≤1
|ωs − L(0, ω1)| > `r, |ω1| ≥ 5r, sup
0≤s≤1
|ωs| ≤ θ`|ω1|
)
= P0(ω ∈ S`,1,r)
and for N ∈ N and K ≤ N/2,
P0
( N∑
i=1
1l{ω ∈ S`,i,r} < K
)
=
K−1∑
j=0
(
N
j
)
pj(1− p)N−j ≤ K
(
N
K
)
(1− p)N−K+1,
where p = P0(ω ∈ S`,1,r). For any δ ∈ (0, 1/2) and K = dδNe, by Stirling’s approximation,
lim
N→∞
1
N
log
(
N
K
)
= −δ log δ − (1− δ) log(1− δ)
and therefore,
lim sup
N→∞
1
N
logP0
( N∑
i=1
1l{ω ∈ S`,i,r} < δN
)
≤ lim sup
N→∞
1
N
log
(
K
(
N
K
)
(1− p)N−K+1
)
= (1− δ) log(1− p)− δ log δ − (1− δ) log(1− δ).
(5.6)
Thus Lemma 5.3 follows, once we prove that there exist `, δ, r0 such that for any r ≤ r0
(1− δ) log[P0(ω /∈ S`,1,r)]− δ log δ − (1− δ) log(1− δ) ≤ −c. (5.7)
For ϑ ∈ (0, 1] and c > 0 let f : (0, 1/2]→ R be the strict monotone function
x 7→ cx+ ϑx− x log x− (1− x) log(1− x)− ϑ.
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As limx↘0 f(x) = −ϑ and f(1/2) > 0, f has a unique zero. We set δ(γ, ϑ, c) to be the solution of
cδ + ϑδ − δ log δ − (1− δ) log(1− δ)− ϑ = 0. (5.8)
Then (5.7) holds if ` is large enough and r0 is small enough such that
logP0(ω /∈ S`,1,r0) ≤ −c− ϑ. (5.9)
But as P0(ω /∈ S`,1,r) ≤ p1(`) + p2(r) + p3(`, r), where
p1(`) = P0
(
sup
0≤s≤1
|ωs| > θ`|ω1|
)
, p2(r) = P0(|ω1| < 5r),
and p3(`, r) = P0
(
sup
0≤s≤1
|ωs − L(0, ω1)| ≤ `r
)
we may first choose ` > 0 large enough such that p1(`) ≤ 13e−c−ϑ and then we choose r0 > 0 small
enough such that p2(r0) ≤ 13e−c−ϑ and p3(`, r0) ≤ 13e−c−ϑ. 
6. Proof of Theorem 2.1, Theorem 2.2 and Theorem 2.3.
We first prove that supϕ∈CT M̂T
[
ω ∈ Nr(ϕ)
]
without rescaling converges to zero in L1 and almost
surely. In the execution of this proof, it turns out that the convergence is of order O(1/T ) as T →∞.
We then prove the first part of Theorem 2.2, deduce its second part and subsequently derive Theorem
2.1 and Theorem 2.3 from this.
Proposition 6.1. There exists r0 > 0 such that, for any r ≤ r0,
lim
T→∞
sup
ϕ∈CT
M̂T
[
ω ∈ Nr(ϕ)
]
= 0 in L1(P) and a.s. w.r.t. P.
6.1 Proof of L1-convergence in Proposition 6.1.
Recall (3.14); for the proof of the L1-convergence, we define a (random) subset of A(`,δ,r)T by
A(`,δ,r)T,max :=
{
ϕ˜ ∈ A(`,δ,r)T : M̂T (ω ∈ Nr(ϕ˜)) + e−T ≥ sup
ϕ∈A(`,δ,r)T
M̂T (ω ∈ Nr(ϕ))
}
.
Note that M̂T (ω ∈ Nr(ϕ)) as a probability is bounded. Thus, if the set A(`,δ,r)T is nonempty, then also
the set A(`,δ,r)T,max is nonempty. The proof now is a consequence of Proposition 4.1 and Proposition 5.1.
Fix ϑ = 1 in Proposition 5.1 and let δ be the solution of (5.1). We choose r0 = r0(γ) > 0 small
enough and ` = `(γ) > 0 large enough such that Proposition 5.1 holds. Then, by Proposition 5.1, for
any r ≤ r0 and T large enough,
E
[
sup
ϕ/∈A(`,δ,r)T
M̂T (ω ∈ Nr(ϕ))
]
≤ c(γ)e−T .
Now, let ϕ˜ ∈ A(`,δ,r)T,max. Then, by definition of the set A(`,δ,r)T,max,
E
[
sup
ϕ∈A(`,δ,r)T
M̂T (ω ∈ Nr(ϕ))
]
≤ E
[
M̂T (ω ∈ Nr(ϕ˜))
]
+ e−T .
And since ϕ˜ ∈ A(`,δ,r)T , by Proposition 4.1, for T large enough,
E
[
M̂T (ω ∈ Nr(ϕ˜))
]
≤ e
3γ2V (0)
bT cδ2 .
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Therefore, we find r0, ` and δ such that, for any r ≤ r0 and for T large enough,
E
[
sup
ϕ∈CT
M̂T (ω ∈ Nr(ϕ))
]
≤ E
[
sup
ϕ∈A(`,δ,r)T
M̂T (ω ∈ Nr(ϕ))
]
+ E
[
sup
ϕ/∈A(`,δ,r)T
M̂T (ω ∈ Nr(ϕ))
]
≤ e
3γ2V (0)
bT cδ2 + c(γ)e
−T = O(T−1).
(6.1)

6.2 Proof of almost sure convergence in Proposition 6.1.
For the almost sure convergence we will use a concentration inequality and the Borel-Cantelli-Lemma
to show that the convergence holds along the subsequence T = 1, 2, .... Then we will use a martingale
argument to bridge the gaps. The proof is carried out in four steps.
Step 1: Bounding the second moment.
Lemma 6.2. There exists r0 > 0 such that, for any r ≤ r0 and for T large enough,
sup
ϕ∈CT
E
[(
M̂T (ω ∈ Nr(ϕ))
)2]
= O(T−2).
Proof. We proceed as in the last section. That is, we choose ϑ = 1 and c = 8γ2V (0) + 1 in Lemma
5.3. Then we find δ, ` and r0 such that for any r ≤ r0, by Lemma 5.3,
P0
( bT c∑
i=1
1l{ω ∈ S2`,i,2r} < δbT c
)
e8γ
2TV (0) ≤ c(γ)e−T .
For these choices of `, δ, r0 we repeat the argumentation of Propositions 4.1 and 5.1.
Fix r ≤ r0. For T large enough, if ϕ /∈ A(`,δ,r)T , then
E
[(
M̂T (ω ∈ Nr(ϕ))
)2]
= E
[
1
Z2T
(
E0
[
1l
{
ϕ /∈ A(`,δ,r)T
}
1l{ω ∈ Nr(ϕ)}eγHT (ω)
])2]
≤ E
[
1
Z2T
(
E0
[
1l
{
ω /∈ A(2`,δ,2r)T
}
eγHT (ω)
])2]
.
By Jensen’s inequality, the Cauchy-Schwarz inequality and again Jensen’s inequality,
E
[
1
Z2T
(
E0
[
1l
{
ω /∈ A(2`,δ,2r)T
}
eγHT (ω)
])2]
≤ E0
[
1l
{
ω /∈ A(2`,δ,2r)T
}
E
[
e2γHT (ω)
Z2T
]]
≤ P0
( bT c∑
i=1
1l{ω ∈ S2`,i,2r} < δbT c
)
e8γ
2TV (0) ≤ c(γ)e−T .
Now we turn to the case where ϕ ∈ A(`,δ,r)T . We will proceed as in the proof of Proposition 4.1:
We replace the function f in (4.16) by the function g : (0,∞) → (0,∞) with g(x) = x−2. Recall
(4.23) and the notation H (t)s (ω) = Ht(ω) − Hs(ω); proceeding the same way as for the proof of
Proposition 4.1, we note that the inequality in Lemma 4.6 gets replaced by
E
[
M̂T (ω ∈ Nr(ϕ))2
]
≤ E
[
g
( bT c∑
i=1
e
√
2γH
(i)
i−1(0)qT (i)
)]
e2γ
2V (0)
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and in Lemma 4.7, inequality (4.24) gets replaced by
E
[
g
( bT c∑
i=1
e
√
2γH
(i)
i−1(0)qT (i)
)]
≤ e8γ2V (0)δ−3bT c−2.
Thus, for any δ, `, r > 0 and for T large enough we have
sup
ϕ∈A(`,δ,r)T
E
[(
M̂T (ω ∈ Nr(ϕ))
)2] ≤ e10γ2V (0)δ−3bT c−2.
Putting both cases together then yields
sup
ϕ∈CT
E
[(
M̂T (ω ∈ Nr(ϕ))
)2] ≤ sup
ϕ∈A(`,δ,r)T
E
[(
M̂T (ω ∈ Nr(ϕ))
)2]
+ sup
ϕ/∈A(`,δ,r)T
E
[(
M̂T (ω ∈ Nr(ϕ))
)2]
≤ e10γ2V (0)δ−3bT c−2 + c(γ)e−T = O(T−2).

Step 2: Concentration along a subsequence.
Let N ∈ N and r > 0. We define
XN,r(ϕ) := M̂N (ω ∈ Nr(ϕ)).
Lemma 6.3. There exists r0 > 0 such that for any r ≤ r0, α < 1 and u > 0 and for N ∈ N large
enough, it holds almost surely(
sup
ϕ∈CN
XN,r(ϕ)−E
[
sup
ϕ∈CN
XN,r(ϕ)
])
Nα ≤ u.
Proof. Let σ2N = supϕ∈CN E
[
(XN,r(ϕ) − E
[
XN,r(ϕ)
]
)2
]
. We choose r0 sufficiently small that Propo-
sition 5.1 (with ϑ = 1) and Lemma 6.2 hold. By Lemma 6.2, for any r ≤ r0 and for N large enough
and some constant C > 0,
σ2N ≤ sup
ϕ∈CN
E
[
XN,r(ϕ)
2
]
≤ CN−2. (6.2)
Recall (6.1); if r0 is small enough that Proposition 5.1 holds, then for any r ≤ r0, any u > 0 and for
N large enough,
sup
ϕ∈CN
E
[
XN,r(ϕ)
]
≤ E
[
sup
ϕ∈CN
XN,r(ϕ)
]
≤ u
4
N−α.
Thus, by the Borell-TIS inequality,
P
((
sup
ϕ∈CN
XN,r(ϕ)−E[ sup
ϕ∈CN
XN,r(ϕ)]
)
Nα > u
)
≤ P
(
sup
ϕ∈CN
(
XN,r(ϕ)−E
[
XN,r(ϕ)
])−E[ sup
ϕ∈CN
XN,r(ϕ)−E
[
XN,r(ϕ)
]]
>
u
2
N−α
)
≤ e−
u2N−2α
8σ2
N ≤ e− u
2
8C
N2(1−α)
which is summable. Lemma 6.3 now follows from the Borel-Cantelli-Lemma. 
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Step 3: Bounding M̂T (ω ∈ Nr(ϕ)) for T /∈ N.
Let N ∈ N and t ≥ 0. Then, for given ω we define the time pushed Hamiltonian, which is the
centered Gaussian random variable
IN,t(ω) =
∫ t
0
∫
Rd
κ(y − ωs)ξ(s+N, y + ω0)dyds. (6.3)
Note that IN,t(ω) is independent of FN , which is the σ-field generated by the noise ξ up to time N .
Furthermore, IN,t has covariance
Cov
(
IN,t(ω)IN,t(ω
′)
)
=
∫ t
0
V (ωs − ω′s)ds
that is not depending on N . Recall the definition of the measure (2.5); we further define
MN,t =
∫
Rd
M̂N (ωN ∈ dx)Ex
[
e−γIN,t(ω)−
γ2
2
tV (0)
]
. (6.4)
Then (recall (4.15) for the probability measure M̂T (dω|ω ∈ Nr(ϕ))), we finally define
M ′N,t =
∫
Rd
M̂N (ωN ∈ dx|ω ∈ Nr(ϕ))Ex
[
eγIN,t(ω)−
γ2
2
tV (0)
]
. (6.5)
Lemma 6.4. Fix r, T > 0. If N = bT c and t = T −N , then
M̂T (ω ∈ Nr(ϕ)) ≤ M̂N (ω ∈ Nr(ϕ))MN,tM ′N,teγ
2V (0).
Proof. Recall (2.1); to avoid misunderstandings, we now write ω ∈ Nr,T (ϕ) if ‖ω − ϕ‖∞,T ≤ r and
ω ∈ Nr,N (ϕ) if ‖ω − ϕ‖∞,N ≤ r. We note that
1l{ω ∈ Nr,T (ϕ)} = 1l{ω ∈ Nr,N (ϕ)}1l
{
sup
N≤s≤T
|ωs − ϕ(s)| ≤ r
}
and therefore,
E0
[
1l{ω ∈ Nr,T (ϕ)}eγHT (ω)−
γ2
2
TV (0)
]
≤ E0
[
1l{ω ∈ Nr,N (ϕ)}eγHT (ω)−
γ2
2
TV (0)
]
.
Recall (6.3) for the definition of the time pushed Hamiltonian I ; by the Markov property,
E0
[
1l{ω ∈ Nr,N (ϕ)}eγHT (ω)−
γ2
2
TV (0)
]
= E0
[
1l{ω ∈ Nr,N (ϕ)}eγHN (ω)−
γ2
2
NV (0)E0
[
eγH
(T )
N (ω)− γ
2
2
tV (0)
∣∣∣GN]]
=
∫
Rd
E0
[
1l{ω ∈ Nr,N (ϕ)}eγHN (ω)−
γ2
2
NV (0)1l{ωN ∈ dx}E0
[
eγH
(T )
N (ω)− γ
2
2
tV (0)
∣∣∣GN]]
=
∫
Rd
E0
[
1l{ω ∈ Nr,N (ϕ)}eγHN (ω)−
γ2
2
NV (0)1l{ωN ∈ dx}
]
Ex
[
eγIN,t(ω)−
γ2
2
tV (0)
]
.
With the use of the measure M̂N (·|ω ∈ Nr,N (ϕ)) defined in (4.15) and the definition of M ′N,t,∫
Rd
E0
[
1l{ω ∈ Nr,N (ϕ)}eγHN (ω)−
γ2
2
NV (0)1l{ωN ∈ dx}
]
Ex
[
eγIN,t(ω)−
γ2
2
tV (0)
]
= E0
[
1l{ω ∈ Nr,N (ϕ)}eγHN (ω)−
γ2
2
NV (0)
] ∫
Rd
M̂N (ωN ∈ dx|ω ∈ Nr,N (ϕ))Ex
[
eγIN,t(ω)−
γ2
2
tV (0)
]
= E0
[
1l{ω ∈ Nr,N (ϕ)}eγHN (ω)−
γ2
2
NV (0)
]
M ′N,t.
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We conclude:
E0
[
1l{ω ∈ Nr,T (ϕ)}eγHT (ω)−
γ2
2
TV (0)
]
≤ E0
[
1l{ω ∈ Nr,N (ϕ)}eγHN (ω)−
γ2
2
NV (0)
]
M ′N,t
The same argumentation yields
ZT = ZN
∫
Rd
M̂N (ωN ∈ dx)Ex
[
eγIN,t(ω)−
γ2
2
tV (0)
]
and, thus,
M̂T (ω ∈ Nr,T (ϕ)) ≤ M̂N (ω ∈ Nr,N (ϕ))
M ′N,t∫
Rd M̂N (ωN ∈ dx)Ex
[
eγIN,t(ω)−
γ2
2
tV (0)
] .
It remains to show (∫
Rd
M̂N (ωN ∈ dx)Ex
[
eγIN,t(ω)−
γ2
2
tV (0)
])−1
≤MN,teγ2V (0).
Two applications of Jensen’s inequality yield(∫
Rd
M̂N (ωN ∈ dx)Ex
[
eγIN,t(ω)−
γ2
2
tV (0)
])−1
≤
∫
Rd
M̂N (ωN ∈ dx)Ex
[(
eγIN,t(ω)−
γ2
2
tV (0)
)−1]
.
Since t ∈ [0, 1], eγ2tV (0) ≤ eγ2V (0) and Lemma 6.4 follows, as∫
Rd
M̂N (ωN ∈ dx)Ex
[(
eγIN,t(ω)−
γ2
2
tV (0)
)−1]
= MN,te
γ2tV (0).

Step 4: Using a martingale argument for bridging the gaps.
Recall (6.4) and (6.5); note that (MN,t)t≥0 and (M ′N,t)t≥0 are (FN+t)t≥0 martingales. Therefore, by
Doob’s L2-inequality, and two applications of Jensen’s inequality,
E
[
sup
t∈[0,1]
MN,t
]
≤ 4E[M2N,1] ≤ 4E[ ∫
Rd
M̂N (ωN ∈ dx)E
[
Ex
[
e−2γIN,1(ω)−γ
2V (0)
]∣∣∣FN]] = 4eγ2V (0).
Note that E[MN,t] = 1 for all t ∈ [0, 1]. Also by Jensen’s inequality,
σ2 := sup
t∈[0,1]
E
[
M2N,t − 1
] ≤ sup
t∈[0,1]
E
[
M2N,t
] ≤ sup
t∈[0,1]
eγ
2tV (0) ≤ eγ2V (0).
As in Step 2, we will now use the Borell-TIS inequality. For any β, u > 0,
P
((
sup
t∈[0,1]
MN,t −E
[
sup
t∈[0,1]
MN,t
])
N−β > u
)
= P
(
sup
t∈[0,1]
(
MN,t − 1
)−E[ sup
t∈[0,1]
MN,t − 1
]
> uNβ
)
≤ e−u
2
2
N2β
σ2 .
Thus, the right-hand side is summable and by the Borel-Cantelli-Lemma, for N large enough and any
β, u > 0,
sup
t∈[0,1]
MN,t ≤ uNβ + 4eγ2V (0) (6.6)
almost surely. The same calculations also hold for (M ′N,t)t. We now conclude:
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Let r0 = r0(γ) > 0 such that Lemma 6.3 holds. Fix any r ≤ r0 and for T > 0 we set N = bT c and
t = T −N ∈ [0, 1). By Lemma 6.4,
sup
ϕ∈CT
M̂T (ω ∈ Nr(ϕ)) ≤ sup
ϕ∈CN
XN,r(ϕ)MN,tM
′
N,te
γ2V (0).
Furthermore, by Lemma 6.3 for any u > 0 and α < 1 and for N large enough,
sup
ϕ∈CN
XN,r(ϕ) ≤ u
Nα
+ E
[
sup
ϕ∈CN
XN,r(ϕ)
]
almost surely. And, if δ = δ(γ) > 0 is the solution of equation (5.1) with ϑ = 1, then (recall (6.1)),
E
[
sup
ϕ∈CN
XN,r(ϕ)
]
≤ N−1δ−2e3γ2V (0) + c(γ)e−N .
As α < 1 and β > 0 were arbitrary, for given 0 < α′ < 1 we find α, β such that α′ = α − 2β. Thus,
by the last three displays and (6.6), for any u > 0 and any 0 < α′ < 1 and for T large enough,
sup
ϕ∈CT
M̂T (ω ∈ Nr(ϕ)) ≤ 16δ−2e6γ2V (0)N−1 + 32e−N+3γ2V (0) + uN−α′ . (6.7)
Hence, supϕ∈CT M̂T (ω ∈ Nr(ϕ))→ 0 almost surely as T →∞. 
6.3 Proof of Theorem 2.1, Theorem 2.2 and Theorem 2.3.
6.3.1. Proof of Theorem 2.2. We start with the first part. Set ϑ = 1 in Proposition 5.1 and let
δ = δ(γ) be the unique solution of (5.1) within (0, 1/2), i.e. δ is the solution of
2γ2V (0)δ + 2δ − δ log δ − (1− δ) log(1− δ) = 1. (6.8)
If r0 = r0(γ) > 0 is such that Lemma 6.3 holds, for any r ≤ r0, any u > 0 and any 0 < α′ < 1, from
inequality (6.7) we have
bT cα′ sup
ϕ∈CT
M̂T (ω ∈ Nr(ϕ)) ≤ 16δ−2e6γ2V (0)bT cα′−1 + 32bT cα′e−bT c+3γ2V (0) + u
almost surely. As u→ 0 and α′ → 1,
bT c sup
ϕ∈CT
M̂T (ω ∈ Nr(ϕ)) ≤ 16δ−2e6γ2V (0) + 32bT ce−bT c+3γ2V (0).
The claim then follows, as
lim sup
T→∞
T sup
ϕ∈CT
M̂T (ω ∈ Nr(ϕ)) ≤ c0(γ)e6γ2V (0) where c0(γ) = 16δ−2 (6.9)
with δ(γ) the solution of (6.8).
For the second part of Theorem 2.2 the Goal is, prove that for γ > 0 sufficiently small, r0(γ) ≥ 1 in
the first part of Theorem 2.2. Then the second statement immediately follows from the first statement
since we may choose r = 1 in (6.9).
We set
ϑ = ϑ(γ) = min{1, γ2V (0)} and c = c(γ) = 2γ2V (0) + ϑ = min{2γ2V (0) + 1, 3γ2V (0)}
in Lemma 5.3. Recall that for any ` and r, inequality (5.3) holds if
logP0(ω /∈ S`,1,r) ≤ −c− ϑ = −min{2γ2V (0) + 2, 4γ2V (0)}.
Obviously, for given ` and r we find γ > 0 sufficiently small that this inequality holds. Hence, for the
above choice of ϑ, we find γc > 0 such that for any γ < γc, we have r0 ≥ 2 in Lemma 5.3 and therefore
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r0 ≥ 1 in Proposition 5.1. Moreover, we may repeat the whole line of argumentation concerning the
proof of Proposition 6.1 but with ϑ = min{1, γ2V (0)} instead of ϑ = 1 (that only has influence on
δ(γ), which is determined by Lemma 5.3). This repetition proves that for any r ≤ r0,
lim sup
T→∞
T sup
ϕ∈CT
M̂T (ω ∈ Nr(ϕ)) ≤ c1(γ)e6γ2V (0) where c1(γ) = 16δ−2 (6.10)
and δ(γ) is the unique solution of (6.8) lying in (0, 1/2) if γ2V (0) ≥ 1 and of
4γ2V (0)δ − δ log δ − (1− δ) log(1− δ) = γ2V (0)
if γ2V (0) ≤ 1. In particular, as r0 ≥ 1 for any γ < γc, (6.10) holds with r = 1, which in turn proves
the second part of Theorem 2.2. 
6.3.2. Proof of Theorem 2.1. For the proof of Theorem 2.2 we divided the interval [0, bT c] into
bT c pieces of length 1. If we set γT = γT (d−2)/4 and rT = rT−(d−2)/4, and divide the interval into
bT d/2c pieces of uniform length, the same argumentation as for Theorem 2.2 will proof that there
exists γc > 0 such that, for any γ < γc,
lim sup
T→∞
T d/2 sup
ϕ∈CT
M̂γT ,T (ω ∈ NrT ,T (ϕ)) ≤ c1(γ)e6γ
2V (0)
where c1 is as in Theorem 2.2 and r = 1, i.e. rT = T
−(d−2)/4.
We now set ε = T−1/2 and make two observations. First, the distribution of γHε is equal to that of
γTHT (see Remark 3). Second, by Brownian scaling,{
sup
0≤s≤1
|ωs − ϕs| ≤ εd/2
}
(d)
=
{
sup
0≤s≤T
|ωs − ϕs| ≤ T−(d−2)/4
}
.
Recall that {ϕ ∈ Nr,t(ω)} = {ϕ : sup0≤s≤t |ωs − ϕs| ≤ r}. From the two observations we have
M̂γ,ε
[
Nrεd/2,1(ω)
] (d)
= M̂γT ,T
[
NrT ,T (ω)
]
.
Repeating the proof of Theorem 2.2 with the modification described above and with Mγ,ε instead of
M̂γT ,T (which is possible since the arguments along the whole proof of Theorem 2.2 needed only the
distribution of HT or used expectation with respect to the noise) yields the desired result. 
6.3.3. Proof of Theorem 2.3. The proof of Theorem 2.3 is identical to that of Theorem 2.1 modulo
minor changes concerning the scaling factor ε
d−2
2 appearing in the GMC probability measure M γ,ε,t,
combined with working with the time horizon tT (for a fixed t > 0) in Theorem 2.2 instead of T . We
drop the details to avoid repetition. 
7. Theorem 2.4: flows on the path space of white noise and a Poincare´ inequality.
We begin with the preparations for the proof of Theorem 2.4 which will be concluded in Section 8.
The goal of the current section is to prove a Poincare´ inequality defined w.r.t. a flow for an infinite
dimensional Ornstein-Uhlenbeck (O-U) process. With the help of the Malliavin calculus, our first goal
is to define the O-U operator in this general context and derive some useful consequences in our set
up.
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7.1 Input from Malliavin calculus. We recall some rudimentary facts from Malliavin calculus
[N06] and its consequences for our Hamiltonian HT . Let (E ,F ,P) be a complete probability space
carrying a centered Gaussian process {ξ(h)}h∈L2([0,T ]⊗Rd) with covariance structure E[ξ(h)ξ(g)] =
〈h, g〉L2(P).
For any square integrable random variable F on (E ,F ,P), the Malliavin derivative DF is (when it
exists) a random element of L2([0, T ] ⊗ Rd), that can be viewed as a space-time indexed stochastic
process DF = (Dt,xF )t,x. In a particular set up, if
F = f(ξ(h1), ..., ξ(hn)) (7.1)
for a C∞-function f : Rn → R, then, the Malliavin derivative is defined as
DF =
n∑
i=1
∂if(ξ(h1), ..., ξ(hn))hi. (7.2)
The iterated derivative D(k)F is a random element in the tensor product L2([0, T ] ⊗ Rd) ⊗ · · · ⊗
L2([0, T ]⊗ Rd).
For any p ≥ 1 and any positive integer k ≥ 1, note that
‖F‖k,p =
[
E[|F |p] +
k∑
i=1
E[‖D(i)F‖p
(L2)⊗j ]
]1/p
defines a semi-norm, and as the domain of the Malliavin derivative D in Lp(P) is denoted by D(1,p)
in the sense that D(1,p) is the closure of the class of random variables of the form (7.1) with respect
to the norm ‖ · ‖1,p. Similarly, D(k,p) will stand for the completion of the family of smooth random
variables with respect to the norm ‖ · ‖k,p.
7.2 The free energy and its Malliavin derivatives.
With our space-time white noise ξ in our particular set up, note that for a fixed Brownian path ω,
the object HT (ω, ξ) =
∫ T
0
∫
Rd κ(y − ωs)ξ(s, y)dyds can be reinterpreted as
ξ(h) =
∫ T
0
∫
Rd
h(s, y)ξ(s, y)dyds, with h(s, y) = κ(y − ωs) ∈ L2([0, T ]⊗ Rd).
In particular, if n = 1 and f(x) = x, then the definition (7.2) dictates that Dξ(h) = h and we have
the following implications pertinent to the Malliavin derivative of HT (ω) and the free energy
fT (ξ) = fT (γ, ξ) =
1
T
logZT =
1
T
logE0
[
eγ
∫ T
0
∫
Rd κ(y−ωs)ξ(s,y)dyds
]
. (7.3)
Note that,
T 2E[fT (ξ)
2] ≤ E0E[eγHT (ω,ξ)] + E0E[e−γHT (ω,ξ)] = 2e
γ2
2
TV (0) <∞, (7.4)
where we used that for any x > 0, (log(x))2 ≤ x+x−1 and Jensen’s inequality. Hence, for any T, γ ≥ 0,
fT (ξ) ∈ L2(P). Moreover, note that (with ÊT = Êγ,T denoting expectation w.r.t. the GMC measure
M̂T = M̂γ,T ),
f ′T (γ, ξ) :=
∂
∂γ
fT (γ, ξ) =
1
T
∫ T
0
∫
Rd
ÊT [κ(y − ωs)]ξ(s, y)dyds (7.5)
so that, by Itoˆ isometry and Jensen’s inequality,
T 2E
[
(f ′T (γ, ξ))
2
] ≤ ∫ T
0
∫
Rd
E
[
ÊT (κ2(y − ωs))
]
dyds = T (κ ? κ)(0) <∞. (7.6)
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Recall (4.7); we will also need the following expressions for the Malliavin derivatives of HT and that
of the free energy fT :
Lemma 7.1. For any t > 0 and x ∈ Rd,
• Dt,x[HT (ω)] = κ(x− ωt) and
Dt,x[fT (ξ)] =
γ
T
ÊT [κ(x− ωt)]. (7.7)
• Moreover, the second Malliavin derivative of the free energy is given by
D(2)t,x[fT (ξ)] =
γ2
T
(
ÊT [κ(x− ωt)2]− Ê⊗T [κ(x− ωt)κ(x− ω′t)]
)
(7.8)
where Ê⊗T denotes expectation w.r.t. the product GMC measure M̂
⊗
T defined w.r.t. two inde-
pendent Brownian paths.
• For any smooth random variable F of the form (7.1), we have
E[Fξ(h)] = E
[ ∫ T
0
∫
Rd
hDt,xFdxdt
]
. (7.9)
Proof. Note that the first assertion is a consequence of the definition of Malliavin derivative, while
(7.7) follows from the chain rule and the fact
Dt,x[fT (ξ)] =
γ
T
E0[κ(x− ωt)eγHT (ω)]
ZT
.
Also, the assertion (7.8) follows from
D(2)t,x[fT (ξ)]
=
γ2
T
E0[κ(x− ωt)2eγHT (ω)]
E0[eγHT (ω)]
− γ
2
T
E0
[
κ(x− ωt)eγHT (ω)
](E0[κ(x− ωt)eγHT (ω)](
E0[eγHT (ω)]
)2 ).
Finally, (7.9) is an easy consequence of integration by parts for Malliavin calculus that asserts that
on any Hilbert space H and h ∈ H,
E[Fξ(h)] = E[〈DF, h〉H ]. (7.10)

7.3 The infinite dimensional Ornstein-Uhlenbeck operator.
Let us first recall the definition of an Ornstein-Uhlenbeck operator defined w.r.t. a standard
Gaussian measure µ in finite dimensions Rn. Note that if f : Rn → R is differentiable, then its
gradient ∇f : Rn → Rn defines a vector field and the divergence δ : Rn → R can be thought of
as an “adjoint” for ∇ in the Hilbert space L2(Rn), i.e. δ acts on a vector field v : Rn → Rn
via the relation Eµ[∇f · v] = Eµ[fδv]. Via this relation we also have, for any v = (v(1), . . . , v(n))
with v(i) : Rn → R and f : Rn → R continuously differentiable, by integration by parts
Eµ[∇f · v] = ∑ni=1 ∫Rn ∂if(x)v(i)(x)µ(dx) = ∑ni=1 ∫Rn f(x)(xiv(i)(x) − ∂iv(i)(x))µ(dx), and conse-
quently, δv =
∑n
i=1(xiv
(i) − ∂iv(i)). In particular, the latter identity implies for v = f∇g : Rn → Rn
and any sufficiently smooth f, g : Rn → R, that
δ(f∇g) =
n∑
i=1
[
xif(x)
∂g
∂xi
−
(
∂f
∂xi
∂g
∂xi
+ f(x)
∂2g
∂x2i
)]
= −∇f · ∇g − f(∆g − x · ∇g).
(7.11)
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Now we can define the Ornstein-Uhlenbeck operator L as
L = −δ ◦ ∇, (7.12)
and given (7.11) (for the particular choice f = 1), the above definition reduces to
Lg = −δ(∇g) = ∆g − x · ∇g. (7.13)
The above finite dimensional setup can be translated to the abstract Gaussian space (E ,F ,P) too
by replacing the gradient by the Malliavin derivative D defined before, while the divergence δ acts as
an adjoint of D. In other words, for any F ∈ H = D(1,2) and u in the domain of δ, we have
E[〈DF, u〉H ] = E[Fδ(u)]
and the Ornstein-Uhlenbeck operator L for E then is defined by
L = −δ ◦D. (7.14)
Recall the integration by parts formula for Malliavin calculus (7.10). We apply that formula to the
product of the two random variables F,G of the form (7.1). Then,
E[G〈DF, h〉H ] = −E[F 〈DG,h〉H ] + E[FGξ(h)].
If u, which is in the domain of δ has the form u =
∑n
j=1 Fjhj , then by the last display,
E[〈DF, u〉H ] =
n∑
j=1
E[Fj〈DF, hj〉H ] =
n∑
j=1
−E[F 〈DFj , h〉H ] + E[FFjξ(hj)]
and we conclude that δ(u) =
∑n
j=1 Fjξ(hj) − 〈DFj , hj〉H . For the Ornstein-Uhlenbeck operator L
this means L u = −δ(Du) = ∑nj=1〈D(2)Fj , hj〉H −DFjξ(hj). Applying this theory in our setting to
the functional fT (ξ), the Ornstein-Uhlenbeck operator has the form
(L fT )(ξ) =
∫ T
0
∫
Rd
D(2)t,xfT (ξ)dxdt− ξ
(
DfT (ξ)
)
. (7.15)
7.4 The white noise flow and the Poincare´ inequality.
Let η be space-time white noise which is an independent copy of ξ. That is, {η(f)}f∈L2([0,T ]⊗Rd) is
a centered Gaussian process with covariance E[η(f1)η(f2)] = 〈f1, f2〉L2([0,T ]⊗Rd).
We define the Ornstein Uhlenbeck flow of ξ at time t ≥ 0 by
ξt(s, x) = e
−tξ(s, x) + e−tη
(
(e2t − 1)−1s, x) if t > 0, ξ0 = ξ. (7.16)
Recall that λθd/2ξ(λ2s, θx) has the same law as that of ξ(s, x) for any λ, θ > 0. Since η is an
independent copy of ξ, it follows that for any fixed t > 0, {ξt(f)}f is also a centered Gaussian process
with the same covariance structure E[ξt(f1)ξt(f2)] = 〈f1, f2〉L2([0,T ]⊗Rd).
Therefore, we can define
HT (ω, ξt) =
∫ T
0
∫
Rd
κ(y − ωs)ξt(s, y)dyds,
M̂T (ξt) =
1
ZT (ξt)
exp
{
γHT (ω, ξt)
}
P0(dω), ZT (ξt) = E0
[
exp
{
γHT (ω, ξt)
}]
.
(7.17)
For expectation EM̂T (ξt) with respect to the probability measure M̂T (ξt) we write Ê
(ξt)
T . And if ω, ω
′
are two independent Brownian motions, we write
M̂⊗T (ξt) =
1
ZT (ξt)
2
exp
{
γ(HT (ω, ξt) +HT (ω
′, ξt))
}
P⊗0 (dω,dω
′)
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and for expectation with respect to the probability measure M̂⊗T (ξt) we write Ê
(ξt)
⊗
T .
We also need
Lemma 7.2. For any T, γ > 0,
L fT (ξt) = γ
2V (0)− γ
2
T
∫ T
0
Ê(ξt)
⊗
T [V (ωs − ω′s)]ds− γf ′T (γ, ξt) ∈ L2(P). (7.18)
for fT as in 7.3 and f
′
T (γ, ξt) =
∂
∂γ fT (γ, ξt).
Proof. Indeed, recall (7.7) and (7.8) for the first two Malliavin derivatives of fT . Then,
ξt
(
DfT (ξt)
)
=
∫ T
0
∫
Rd
γ
T
Ê(ξt)T [κ(y − ωs)]ξt(s, y)dyds
(7.5)
= γf ′T (γ, ξt) (7.19)
and with the Ornstein-Uhlenbeck generator, see (7.15), we have (7.18). Moreover, since 0 ≤ V (·) ≤
V (0), by using (7.6), we have E[L fT (ξt)
2] = E[L fT (ξ)
2] ≤ C(γ4V (0)2 + ‖f ′(γ, ·)‖2L2(P)) <∞. 
The following Poincare´ inequality will be quite useful in our context.
Lemma 7.3. Let fT (ξt) be the functional defined in (7.3) w.r.t. the flow ξt defined in (7.16). Then,
for any T and γ,
VarP
(
1
t
∫ t
0
L fT (ξr)dr
)
≤ 2
t
E
[‖DfT (ξ)‖2L2([0,T ]⊗Rd)].
Proof. Let Var and Cov stand for variance and covariance w.r.t. P, while (Pt)t≥0 stands for the
Ornstein-Uhlenbeck semigroup. That is, for t ≥ 0, and a test function g ∈ L2(P) defined on the path
space of the white noise so that L g ∈ L2(P),
(Ptg)(ξ) = E
[
g(ξt)
∣∣ξ].
Then, for any 0 ≤ s ≤ t,
Cov(g(ξs), g(ξt)) = Cov(g(ξs),E[g(ξt)|ξs])
= Cov(g(ξs),Pt−sg(ξs)) = Cov(g(ξ),Pt−sg(ξ)).
Now let {ψj}j≥0 be an orthonormal basis of L2(P) consisting of eigenfunctions of L , with ψ0 ≡ 1,
Lψ0 = λ0ψ0 = 0 and Lψj = −λjψj with λj > 0 for j ≥ 1. Then, for g =
∑
j≥0 ajψj ∈ L2(P), we
have
L g = −
∑
j≥1
λjajψj , PtL g = −
∑
j≥1
λjaje
−λjtψj .
Further, if g1 =
∑
j≥0 ajψj , g2 =
∑
j≥0 bjψj ∈ L2(P), then
Cov(g1(ξ), g2(ξ)) =
∑
j≥1
ajbj
and if in addition D(2)g1, D
(2)g2 exist, then
−E[g1(ξ)L g2(ξ)] = E[Dg1(ξ)Dg2(ξ)]. (7.20)
Hence,
Cov(L g(ξs),L g(ξt)) = Cov(L g(ξ0),Pt−sL g(ξ0)) =
∑
j≥1
λ2ja
2
je
−λj(t−s).
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Again, if g =
∑
≥0 ajψj , then by (7.20),
E‖Dg(ξ)‖2 = −E[g(ξ)L g(ξ)] =
∑
j≥1
λja
2
j .
Thus,∫ t
0
Cov(L g(ξr),L g(ξt))dr =
∑
j≥1
∫ t
0
λ2ja
2
je
−λj(t−r)dr =
∑
j≥1
λja
2
j (1− e−λjt) ≤ E‖Dg(ξ)‖2
and finally
Var
(
1
t
∫ t
0
L g(ξr)dr
)
=
1
t2
∫ t
0
∫ t
0
Cov(L g(ξr),L g(ξs))dsdr
=
2
t2
∫ t
0
∫ r
0
Cov(L g(ξr),L g(ξs))dsdr ≤
2
t
E‖Dg(ξ)‖2.
We now choose g(ξ) = fT (γ, ξ) and since fT ,L fT ∈ L2(P), we apply the above bound. 
Corollary 7.4. For any ε > 0 and γ > 0,
P
[
1
t
∫ t
0
(L fT )(ξr)dr >
γε
2
]
≤ 8V (0)
tTε2
.
Proof. Recall that {ψj}j≥0 is an orthonormal basis of L2(P) consisting of eigenfunctions of L , with
ψ0 ≡ 1. Since L fT (·) =
∑
j≥1 ajλjψj(·) and ψj⊥1 for all j ≥ 1, we have E[L fT (ξt)] = 0. Then by
Lemma 7.3 and by Jensen’s inequality,
Var
[
1
t
∫ t
0
(L fT )(ξr)dr
]
≤ 2
t
E
[
γ2
T 2
∫ T
0
∫
Rd
ÊT [κ2(y − ωs)]dyds
]
=
2γ2V (0)
tT
.
Therefore, the claim follows by Chebyshev’s inequality. 
8. Final Details.
We will conclude the proof of Theorem 2.4 in this section. Given the input from previous sections,
the arguments appearing in this part will closely follow the approach of [BC19] adapted to our setting
modulo some modifications. However, in this execution some of the arguments get simplified in our
set up, thanks to the estimate
V (x) := (κ ? κ)(x) =
∫
Rd
κ(x− y)κ(y)dy ≤
(∫
Rd
κ2(x− y)dy
)1/2(∫
Rd
κ2(y)dy
)1/2
=
∫
Rd
κ(y)κ(−y)dy = (κ ? κ)(0) = V (0)
for which we use that the mollifier κ(·) is a spherically symmetric function around the origin.
Let us first introduce some notation. First recall that Ê⊗T denotes expectation w.r.t. the product
GMC measure M̂⊗T defined in (4.7). Then we set
Bδ =
{
1
T
∫ T
0
Ê⊗T [V (ωs − ω′s)]ds ≤ δ
}
. (8.1)
Also, with ηr(s, x) = e
−rη(s(e2r − 1)−1, x) if r > 0 and η0 = 0, we set
ΦT (ω, ω
′, ηr) =
1
ẐT (ηr)2
exp
{
γHT (ω, ηr) + γHT (ω
′, ηr)
}
(8.2)
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and ẐT (ηr) = ÊT [eγHT (ω,ηr)] is the normalization constant so that
Ê⊗T
[
ΦT (·, ·, ηr)
]
= 1.
The main step for the proof of Theorem 2.4 is determined by the following result. Let
IT,t =
1
tT
∫ t
0
dr
∫ T
0
dsÊ⊗T
[
V (ωs − ω′s)ΦT (ω, ω′, ηr)
]
(8.3)
so that the process (IT,t)t≥0 is adapted to the filtration (Ht)t≥0 with Ht being the σ-algebra generated
by ξ and η up to time t.
Proposition 8.1. With the assumption imposed in Theorem 2.4, we have the following assertions.
(a) For any t, ε > 0,
lim
T→∞
P
(∣∣∣∣IT,t/T − 1t/T
∫ t/T
0
1
T
∫ T
0
Ê(ξr)
⊗
T [V (ωs − ω′s)]dsdr
∣∣∣∣ > ε) = 0.
(b) For any T, ε1, ε2 > 0, there exists δ
′ = δ′(γ, t, ε1, ε2) > 0 sufficiently small that
P
(∣∣∣IT,t/T − 1T
∫ T
0
Ê⊗T [V (ωs − ω′s)]ds
∣∣∣ ≥ ε1∣∣∣∣Bδ) ≤ ε2
for all 0 < δ ≤ δ′ and T ≥ 0.
The proof of the above fact is an easy consequence of the following technical fact. Recall that
λ(γ) = limT→∞ fT (γ, ·) = limT→∞ 1T logZT and for any δ > 0, γ > 0 and t > 0, suitable constants
c(γ, t) and C(δ), define
M2T = c(γ, t)
(
C(δ)ÊT
[∣∣∣λ′(γ)− HT (ω)
T
∣∣∣]+ δZ− 12tTT ). (8.4)
Lemma 8.2. Fix t > 0 and ε > 0. Then the following statements hold:
(a) There is δ = δ(ε) sufficiently small so that
lim sup
T→∞
E[MT ] ≤ ε.
(b) For every s ∈ [0, T ] and r ∈ [0, t/T ],∥∥∥∥Ê⊗T [V (ωs − ω′s)Φ(ω, ω′, ηr)− Ê(ξr)⊗T [V (ωs − ω′s)]∥∥∥∥
L1(P)
≤ V (0)E[MT ].
(c) There exists δ′ = δ′(γ, T, ε) > 0 sufficiently small that for every s ∈ [0, T ], r ∈ [0, t/T ] and
δ ∈ (0, δ′],∥∥∥∥Ê⊗T [V (ωs − ω′s)Φ(ω, ω′, ηr)− Ê⊗T [V (ωs − ω′s)]∥∥∥∥
L1(P,Bδ)
≤ εV (0)P(Bδ)
where L1(P, Bδ) is the L
1(P) norm defined on the event Bδ defined in (8.1).
Let us defer the proof of this technical fact until Section 8.1 and conclude the proof of
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Proof of Proposition 8.1 (Assuming Lemma 8.2). Let t, ε > 0 be fixed. By part (a)-(b) of
Lemma 8.2, we have lim supT→∞E[MT ] ≤ ε2 and∥∥∥∥Ê⊗T [V (ωs − ω′s)Φ(ω, ω′, ηr)− Ê(ξr)⊗T [V (ωs − ω′s)]∥∥∥∥
L1(P)
≤ V (0)E[MT ].
With IT,t defined in (8.3) and by Lemma 8.2, we have∥∥∥∥IT,t/T − 1t/T
∫ t/T
0
1
T
∫ T
0
Ê(ξr)
⊗
T [V (ωs − ω′s)]dsdr
∥∥∥∥
L1(P)
≤ V (0)E[MT ]
and then, by the Markov’s inequality,
lim sup
T→∞
P
(∣∣∣∣IT,t/T − 1t/T
∫ t/T
0
1
T
∫ T
0
Ê(ξr)
⊗
T [V (ωs − ω′s)]dsdr
∣∣∣∣ ≥ ε) ≤ V (0)ε2ε
which proves part (a) of Proposition 8.1. The proof of the second part is an identical application of
Markov’s inequality and part (c) of Lemma 8.2 with the choice ε = ε1ε2.

8.1 Proof of Lemma 8.2.
8.1.1. Proof of Part (a) and Part (b) of Lemma 8.2. We will complete the proof in three main
steps. Recall that η is an independent copy of ξ, while
ξr(s, ·) = e−rξ(s, ·) + e−rη(s(e2r − 1)−1, ·) if r > 0, ξ0 = ξ,
which has the same law as that of ξ and also
ηr(s, ·) = e−rη(s(e2r − 1)−1, ·) (d)=
√
1− e−2rη(s, ·), η0 = 0.
We will also use the simple fact that for any c ≥ 0, if r ≤ t/T ,
T (1− e−cr) ≤ Tcr ≤ ct. (8.5)
Lemma 8.3. Fix t, γ > 0 and r ≤ t/T , and denote by
Y 1/2r = ÊT
[
exp
{
γ
[
HT (ω, ξr)−HT (ω, ξ)
]}]
. (8.6)
Then there is a constant c(γ, t) such that
sup
T
E
[
Y −2r
] ≤ c(γ, t).
Proof. By Jensen’s inequality and from the definition of Yr we have
Eη[Y
−2
r ] ≤ Ê⊗T [e2γ
2(1−e−2r)(TV (0)+∫ T0 V (ωs−ω′s)ds)e2γ(1−e−r)(HT (ω,ξ)+HT (ω′,ξ))]
≤ e4γ2(1−e−2r)TV (0)Ê⊗T [e2γ(1−e
−r)(HT (ω,ξ)+HT (ω′,ξ))].
Further, by (8.5) and the Cauchy-Schwarz inequality,
e4γ
2(1−e−2r)TV (0)Ê⊗T [e
2γ(1−e−r)(HT (ω,ξ)+HT (ω′,ξ))] ≤ c(γ, t)Ê⊗T [e2γ(1−e
−r)(HT (ω,ξ)+HT (ω′,ξ))]
≤ c(γ, t)ÊT [e4γ(1−e−r)HT (ω,ξ)].
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It is also a straightforward application of Cauchy-Schwarz inequality that for any q > 0 and k =
blog2 Tqtc and for any T large enough such that k ≥ 1,
ÊT [eqγ(1−e
−r)HT (ω,ξ)] ≤ ZT (γ)−
1
2k (ZT (2γ)
1
2k + 1).
Then
ÊT [e4γ(1−e
−r)HT (ω,ξ)] ≤ ZT (γ)−
1
2k (ZT (2γ)
1
2k + 1)
where k = blog2 T4tc. Therefore, if T is large enough such that k ≥ 1, by Cauchy-Schwarz and Jensen,
E
[
Eη[Y
−2
r ]
] ≤ c(γ, t)E[ZT (γ)− 12k (ZT (2γ) 12k + 1)]
≤ c(γ, t)
((
E[ZT (γ)
− 2
2k ]
)1/2(
E[ZT (2γ)
2
2k ]
)1/2
+ E[ZT (γ)
− 1
2k ]
)
≤ c(γ, t)
(
E[ZT (γ)
−1]
) 1
2k
(
E[ZT (2γ)]
) 1
2k +
(
E[ZT (γ)
−1]
) 1
2k
≤ c(γ, t)
(
e
γ2
2k+1
TV (0)
e
γ2
2k−1 TV (0) + e
γ2
2k+1
TV (0)
)
≤ c(γ, t)(e2γ2tV (0)e8γ2tV (0) + e2γ2tV (0)) = c(γ, t).

Next we prove
Lemma 8.4. Fix t, γ > 0 and r ≤ t/T , and denote by
(Y ′r )
1/2 = ÊT
[
exp
{
γHT (ω, ηr) + Tγ(e
−r − 1)λ′(γ)
}]
.
Then with Yr defined in (8.6) and for any δ we find a constant C(δ) such that
Eη[(Yr − Y ′r )2] ≤ c(γ, t)
(
C(δ)ÊT
[∣∣∣λ′(γ)− HT (ω)
T
∣∣∣]+ δZ− 12tTT ). (8.7)
Proof. By Jensen’s inequality and using V (ωs − ω′s) ≤ V (0),
Eη[(Yr − Y ′r )2]
≤ Eη
[
Ê⊗T
[
e2γ(HT (ω,ηr)+HT (ω
′,ηr))
(
eγ(e
−r−1)(HT (ω,ξ)+HT (ω′,ξ)) − e2γ(e−r−1)Tλ′(γ)
)2]]
≤ e4γ(e−r−1)Tλ′(γ)Ê⊗T
[
Eη
[
e2γ(HT (ω,ηr)+HT (ω
′,ηr))
](
eγ(e
−r−1)(HT (ω,ξ)+HT (ω′,ξ)−2Tλ′(γ)) − 1
)2]
≤ e4γ(e−r−1)Tλ′(γ)+8γ2(1−e−2r)TV (0)Ê⊗T
[(
eγ(e
−r−1)(HT (ω,ξ)+HT (ω′,ξ)−2Tλ′(γ)) − 1
)2]
.
(8.8)
By (8.5),
e4γ(e
−r−1)Tλ′(γ)+8γ2(1−e−2r)TV (0) ≤ e4γ(e−r−1)Tλ′(γ)c(γ, t) ≤ c(γ, t). (8.9)
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For any L > 0 we find a constant such that (ex − 1)2 ≤ C(L)|x| for all x ≤ L and applying (8.5) once
more yields
Ê⊗T
[(
eγ(1−e
−r)(2Tλ′(γ)−HT (ω,ξ)−HT (ω′,ξ)) − 1
)2]
≤ C(L)γ(1− e−r)T Ê⊗T
[∣∣∣λ′(γ)− HT (ω)
T
+ λ′ − HT (ω
′)
T
∣∣∣]
+ Ê⊗T
[(
eγ(1−e
−r)(2Tλ′(γ)−HT (ω,ξ)−HT (ω′,ξ)) − 1
)2
1l{γ(1− e−r)(2Tλ′(γ)−HT (ω)−HT (ω′)) > L}
]
≤ C(L, γ, t)Ê⊗T
[∣∣∣λ′(γ)− HT (ω)
T
∣∣∣+ ∣∣∣λ′ − HT (ω′)
T
∣∣∣]
+ Ê⊗T
[(
eγ(1−e
−r)(2Tλ′(γ)−HT (ω,ξ)−HT (ω′,ξ)) − 1
)2
1l{γ(1− e−r)(2Tλ′(γ)−HT (ω)−HT (ω′)) > L}
]
= C(L, γ, t)ÊT
[∣∣∣λ′(γ)− HT (ω)
T
∣∣∣]
+ Ê⊗T
[(
eγ(1−e
−r)(2Tλ′(γ)−HT (ω,ξ)−HT (ω′,ξ)) − 1
)2
1l{γ(1− e−r)(2Tλ′(γ)−HT (ω)−HT (ω′)) > L}
]
.
(8.10)
If L is large enough such that L ≥ 4γtλ′(γ), then
γ(1− e−r)(Tλ′(γ)−HT (ω) + Tλ′(γ)−HT (ω′)) > L ≥ 4γtλ′(γ) ≥ 4γ(1− e−r)Tλ′(γ)
and it follows that
−γ(1− e−r)(HT (ω) +HT (ω′)) > 2γ(1− e−r)Tλ′(γ).
Hence,
−2γ(1− e−r)(HT (ω) +HT (ω′)) > 2γ(1− e−r)(Tλ′(γ)−HT (ω)−HT (ω′)) > L ≥ 0
and since the left-hand side is positive, we can use (8.5) to get
−2γt
T
(HT (ω) +HT (ω
′)) > L ≥ 0.
We may now make use of the indicator. If T is large enough such that T ≥ 6t, then
Ê⊗T
[(
eγ(1−e
−r)(2Tλ′(γ)−HT (ω,ξ)−HT (ω′,ξ)) − 1
)2
1l{γ(1− e−r)(2Tλ′(γ)−HT (ω)−HT (ω′)) > L}
]
≤ Ê⊗T
[
e−
4γt
T
(HT (ω)+HT (ω
′))1l
{
− 2γt
T
(HT (ω) +HT (ω
′)) > L
}]
≤ e−LÊ⊗T
[
e−
6γt
T
(HT (ω)+HT (ω
′))1l
{
− 2γt
T
(HT (ω) +HT (ω
′)) > L
}]
≤ e−L
E⊗0
[
eγ(1−
6t
T
)(HT (ω)+HT (ω
′))
]
(
E0
[
eγHT (ω)
])2 ≤ e−L
(
E⊗0
[
eγ(HT (ω)+HT (ω
′))])1− 6tT(
E0
[
eγHT (ω)
])2 ≤ e−LZ− 12tTT .
(8.11)
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Given δ > 0 we simply have to choose L sufficiently large. Indeed, putting (8.8)-(8.11) together yields
Eη[(Yr − Y ′r )2] ≤ C(L, γ, t)ÊT
∣∣∣λ′(γ)− HT (ω)
T
∣∣∣+ c(γ, t)e−LZ− 12tTT
≤ C(δ)ÊT
∣∣∣λ′(γ)− HT (ω)
T
∣∣∣+ δZ− 12tTT ,
which proves the claim. 
Using very similar arguments as that of the proof of Lemma 8.4 and using V (·) ≤ V (0) we can show
that
Lemma 8.5. Fix t, γ > 0 and r ≤ t/T , and denote by
Xs,r = Ê⊗T
[
V (ωs − ω′s) exp
{
γ
(
HT (ω, ξr) +HT (ω
′, ξr)−HT (ω, ξ)−HT (ω′, ξ)
)}]
,
X ′s,r = Ê⊗T
[
V (ωs − ω′s) exp
{
γ
(
HT (ω, ηr) +HT (ω
′, ηr) + 2T (er − 1)λ′(γ)
)}]
.
(8.12)
Then for any δ we find a constant C(δ) such that
Eη[(Xs,r −X ′s,r)2] ≤ V (0)c(γ, t)
(
C(δ)ÊT
[∣∣∣λ′(γ)− HT (ω)
T
∣∣∣]+ δZ− 12tTT ).  (8.13)
Proof of Part (a) and Part (b) of Lemma 8.2 Recall the definition of ΦT from (8.2). Then(
Ê(ξr)
⊗
T [V (ωs − ω′s)], Ê⊗T
[
V (ωs − ω′s)ΦT (ω, ω′, ηr)
])
=
(
Xs,r
Yr
,
X ′s,r
Y ′r
)
and as Lemma 8.2 depends only on marginal distributions at fixed r, we fix t, ε > 0, r ≤ t/T and
prove that ∥∥∥∥Xs,rYr − X
′
s,r
Y ′r
∥∥∥∥
L1(P)
≤ V (0)E[MT ].
Note that
Eη
[∣∣∣∣Xs,rYr − X
′
s,r
Y ′r
∣∣∣∣] ≤ (Eη[Y −2r ])1/2(Eη[(Xs,r −X ′s,r)2])1/2 + V (0)(Eη[Y −2r ])1/2(Eη[(Yr − Y ′r )2])1/2.
Part (a) and Part (b) of Lemma 8.2 follow now from Lemma 8.3-Lemma 8.5, if we define
MT = c(γ, t)
(
C(δ)ÊT
[∣∣∣λ′(γ)− HT (ω)
T
∣∣∣]+ δZ− 12tTT )1/2
choose T large enough, such that, 12t ≤ T and use (A.2) which yields that δ can be chosen sufficiently
small.
8.1.2. Proof of Part (c) of Lemma 8.2. Let us define
X ′′s,r := Ê⊗T
[
V (ωs − ω′s)eγ(HT (ω,ηr)+HT (ω
′,ηr))
]
eγ
2(e−r−1)TV (0)
Y ′′r := Ê⊗T
[
eγ(HT (ω,ηr)+HT (ω
′,ηr))
]
eγ
2(e−r−1)TV (0).
We will show that
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∥∥∥∥X ′′s,rY ′′r − Ê⊗T [V (ωs − ω′s)]
∥∥∥∥
L1(P,Bδ)
≤ P(Bδ)εV (0).
For simplicity, we write X ′′ = X ′′s,r and Y ′′ = Y ′′r . Then,
Eη
∣∣∣∣X ′′Y ′′ − Ê⊗T [V (ωs − ω′s)]
∣∣∣∣ = Eη∣∣∣∣X ′′Y ′′ (1− Y ′′) +X ′′ − Ê⊗T [V (ωs − ω′s)]
∣∣∣∣
and since X
′′
Y ′′ ≤ V (0),
Eη
∣∣∣∣X ′′Y ′′ − Ê⊗T [V (ωs − ω′s)]
∣∣∣∣ ≤ Eη∣∣∣∣X ′′Y ′′ (1− Y ′′)
∣∣∣∣+ Eη∣∣∣∣X ′′ − Ê⊗T [V (ωs − ω′s)]∣∣∣∣
≤ V (0)Eη|1− Y ′′|+ Eη|X ′′ − Ê⊗T [V (ωs − ω′s)]|.
(8.14)
We first consider the second of the two expectations above:
Eη|X ′′ − Ê⊗T [V (ωs − ω′s)]|
= Eη
∣∣∣∣Ê⊗T [V (ωs − ω′s)eγ(HT (ω,ηr)+HT (ω′,ηr))−γ2(1−e−2r)TV (0)]− Ê⊗T [V (ωs − ω′s)]∣∣∣∣
= Eη
∣∣∣∣ ∫
Rd
Ê⊗T
[
κ(y − ωs)κ(y − ω′s)eγ(HT (ω, ηr) +HT (ω′, ηr))− γ2(1− e−2r)TV (0)
]
− Ê⊗T [κ(y − ωs)κ(y − ω′s)]dy
∣∣∣∣
= Eη
∣∣∣∣ ∫
Rd
(
ÊT
[
κ(y − ωs)eγHT (ω,ηr)−
γ2
2
(1−e−2r)TV (0)
])2
− (ÊT [κ(y − ωs)])2dy∣∣∣∣
≤
∫
Rd
Eη
∣∣∣∣(ÊT[κ(y − ωs)eγHT (ω,ηr)− γ22 (1−e−2r)TV (0)])2 − (ÊT [κ(y − ωs)])2∣∣∣∣dy
(8.15)
Since (
ÊT
[
κ(y − ωs)eγHT (ω,ηr)−
γ2
2
(1−e−2r)TV (0)
])2
− (ÊT [κ(y − ωs)])2
=
(
ÊT
[
κ(y − ωs)eγHT (ω,ηr)−
γ2
2
(1−e−2r)TV (0)
]
− ÊT [κ(y − ωs)]
)
×
(
ÊT
[
κ(y − ωs)eγHT (ω,ηr)−
γ2
2
(1−e−2r)TV (0)
]
+ ÊT [κ(y − ωs)]
)
,
by the Cauchy-Schwarz inequality,∫
Rd
Eη
∣∣∣∣(ÊT[κ(y − ωs)eγHT (ω,ηr)− γ22 (1−e−2r)TV (0)])2 − (ÊT [κ(y − ωs)])2∣∣∣∣dy
≤
(∫
Rd
Eη
[(
ÊT
[
κ(y − ωs)eγHT (ω,ηr)−
γ2
2
(1−e−2r)TV (0)
]
− ÊT [κ(y − ωs)]
)2]
dy
×
∫
Rd
Eη
[(
ÊT
[
κ(y − ωs)eγHT (ω,ηr)−
γ2
2
(1−e−2r)TV (0)
]
+ ÊT [κ(y − ωs)]
)2]
dy
)1/2
.
(8.16)
We note that
Eη
[
ÊT
[
κ(y − ωs)eγHT (ω,ηr)−
γ2
2
(1−e−2r)TV (0)
]]
= ÊT [κ(y − ωs)].
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Hence,∫
Rd
Eη
[(
ÊT
[
κ(y − ωs)eγHT (ω,ηr)−
γ2
2
(1−e−2r)TV (0)
]
− ÊT [κ(y − ωs)]
)2]
dy
=
∫
Rd
Eη
[(
ÊT
[
κ(y − ωs)eγHT (ω,ηr)−
γ2
2
(1−e−2r)TV (0)
])2
− (ÊT [κ(y − ωs)])2]dy
=
∫
Rd
Eη
[
Ê⊗T
[
κ(y − ωs)κ(y − ω′s)
(
eγ(HT (ω,ηr)+HT (ω
′,ηr))−γ2(1−e−2r)TV (0) − 1
)]]
dy
= Ê⊗T
[
V (ωs − ω′s)
(
eγ
2(1−e−2r) ∫ T0 V (ωs−ω′s)ds − 1
)]
≤ V (0)Ê⊗T
[
eγ
2(1−e−2r) ∫ T0 V (ωs−ω′s)ds − 1
]
.
(8.17)
For the above exponential we use first inequality (8.5) and then that there exists a constant c(γ, t)
such that, ex − 1 ≤ c(γ, t)x for any 0 ≤ x ≤ c′(γ, t):
Ê⊗T
[
e
γ2(1−e−2r)TV (0) 1
TV (0)
∫ T
0 V (ωs−ω′s)ds − 1
]
≤ Ê⊗T
[
e
c′(γ,t) 1
TV (0)
∫ T
0 V (ωs−ω′s)ds − 1
]
≤ c(γ, t)Ê⊗T
[
1
T
∫ T
0
V (ωs − ω′s)ds
] (8.18)
The same argumentation yields,∫
Rd
Eη
[(
ÊT
[
κ(y − ωs)eγHT (ω,ηr)−
γ2
2
(1−e−2r)TV (0)
]
+ ÊT [κ(y − ωs)]
)2]
dy
=
∫
Rd
Eη
[
Ê⊗T
[
κ(y − ωs)κ(y − ω′s)
(
eγ(HT (ω,ηr)+HT (ω
′,ηr))−γ2(1−e−2r)TV (0) + 3
)]]
dy
= Ê⊗T
[
V (ωs − ω′s)
(
eγ
2(1−e−2r) ∫ T0 V (ωs−ω′s)ds + 3
)]
≤ V (0)c(γ, t).
(8.19)
Thus, putting (8.15)-(8.19) together proves
Eη|X ′′ − Ê⊗T [V (ωs − ω′s)]| ≤ V (0)c(γ, t)Ê⊗T
[
1
T
∫ T
0
V (ωs − ω′s)ds
]
.
A similar argumentation also shows that
Eη|1− Y ′′| ≤ c(γ, t)Ê⊗T
[ ∫ T
0
V (ωs − ω′s)ds
]
.
The last two displays together with (8.14) then prove
Eη
∣∣∣∣X ′′Y ′′ − Ê⊗T [V (ωs − ω′s)]
∣∣∣∣ ≤ V (0)c(γ, t)Ê⊗T [ ∫ T
0
V (ωs − ω′s)ds
]
and, thus, for given ε we may choose δ small enough such that∥∥∥∥X ′′s,rY ′′r − Ê⊗T [V (ωs − ω′s)]
∥∥∥∥
L1(P,Bδ)
≤ P(Bδ)εV (0).

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8.2 Proof of Theorem 2.4.
Let ε > 0 be given. Recall that we assume that λ is differentiable and λ′(γ) < γV (0). If ϑ =
γV (0)−λ′(γ)
γ and t is large enough, such that
8
tγ2ε2
≤ ε, then by Corollary 7.4 and (A.1),
lim inf
T→∞
P
(∣∣∣∣ϑ− 1t/T
∫ t/T
0
1
T
∫ T
0
Ê(ξr)
⊗
T [V (ωs − ω′s)]dsdr
∣∣∣∣ ≤ ε) ≥ 1− ε
and consequently,
lim inf
T→∞
P
(
1
t/T
∫ t/T
0
1
T
∫ T
0
Ê(ξr)
⊗
T [V (ωs − ω′s)]dsdr ≥
4ϑ
5
)
≥ 1− ε
2
. (8.20)
Let (IT,t)t be the process of Proposition 8.1. We define the sets
D =
{
1
t/T
∫ t/T
0
1
T
∫ T
0
Ê(ξr)
⊗
T [V (ωs − ω′s)]dsdr ≥
4ϑ
5
}
E =
{
1
t/T
∫ t/T
0
1
T
∫ T
0
Ê(ξr)
⊗
T [V (ωs − ω′s)]dsdr ≤
3ϑ
5
}
E1 =
{∣∣∣∣IT,t/T − 1t/T
∫ t/T
0
1
T
∫ T
0
Ê(ξr)
⊗
T [V (ωs − ω′s)]dsdr
∣∣∣∣ ≤ ϑ5
}
E2 =
{∣∣∣∣IT,t/T − 1T
∫ T
0
Ê⊗T [V (ωs − ω′s)]ds
∣∣∣∣ ≤ ϑ5
}
.
By Proposition 8.1 (a), limT→∞P(E1) = 1 and by part (b), we find 0 < δ ≤ ϑ/5 small enough such
that P(E2|Bδ) ≥ 1/2 for all T ≥ 0. Since Bδ ∩ E1 ∩ E2 ⊂ E and since D and E are disjoint,
P(Bδ ∩H1 ∩H2) ≤ 1−P(D).
Further,
P(Bδ ∩ E1 ∩ E2) ≥ P(E1) + P(E2 ∩Bδ)− 1 ≥ P(E1)− 1 + P(Bδ)
2
.
Both inequalities together then yield
P(Bδ) ≤ 2(2−P(D)−P(E1)).
Therefore, from (8.20) and limT→∞P(E1) = 1 it follows that lim supT→∞P(Bδ) ≤ ε and we can
deduce that, for every ε > 0 there exists δ > 0 sufficiently small such that
lim sup
T→∞
P
(
1
T
∫ T
0
Ê⊗T [V (ωs − ω′s)]ds ≤ δ
)
≤ ε. (8.21)
Recall that we need to show that for every ε > 0 there exist δ, T0 > 0 and an integer k ∈ N and
ω(1), ...ω(k) ∈ Ω such that
P
[
M̂⊗γ,T
( k⋃
i=1
CovT (ω
(i), ω(k+1)) ≥ δ
)
≥ 1− ε
]
≥ 1− ε (8.22)
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for all T ≥ T0, where
CovT (ω, ω
′) =
1
T
∫ T
0
(κ ? κ)(ωs − ω′s)ds and
CovT (ω
′) = ÊT (CovT (ω, ω′)) =
1
T
∫ T
0
∫
Rd
κ(y − ω′s)ÊT [κ(y − ωs)]dyds.
Note that (8.21) implies that
lim sup
T→∞
E
[
ÊT [1lAT,δ ]
] ≤ ε, where
AT,δ =
{
ω ∈ Ω :
∫ T
0
∫
Rd
κ(y − ωs)ÊT [κ(y − ω′s)]dyds ≤ δT
}
.
(8.23)
Indeed, fix k ∈ N, δ > 0 and set γT = γ
√
1 + kT . For η1, ..., ηk being independent copies of ξ, we
define
M̂T,k(dω) =
1
ZT,k
e
γ
(
HT (ω,ξ)+
1√
T
∑k
i=1HT (ω,ηi)
)
P0(dω)
where as usual, ZT,k is the normalizing constant and ÊT,k stands for expectation with respect to the
probability measure M̂T,k.
We also define
Aδ,k =
{
ω ∈ Ω :
∫ T
0
∫
Rd
κ(y − ωs)ÊT,k[κ(y − ω′s)]dyds ≤ δT
}
A˜δ,k =
{
ω ∈ Ω :
∫ T
0
∫
Rd
κ(y − ωs)ÊγT ,T [κ(y − ω′s)]dyds ≤ δT
}
Bδ,k =
{∫ T
0
∫
Rd
(
ÊT,k[κ(y − ωs)]
)2
≤ δT
}
.
Let ε > 0. There exist K = K(γ, ε) ∈ N and α = α(γ, ε) > 0 and δ = δ(γ, ε) ∈ (0, 1/2) such that,
for all T large enough there exists k = k(T ) ∈ {0, 1, ...,K − 1} with
E
[
ÊT,k
[
1lA
δ4
−k
,k
]
1lBcα,k
]
≤ ε/2 and P(Bα,k) ≤ ε/2.
The latter is a consequence of (8.21). To show (8.23) (where we have k = 0) from the above estimate
(where we have k = k(T ) > 0 copies of ξ), we can estimate δ ≤ δ4−k and
0 ≤ γT − γ ≤ γ k(T )
T
≤ γK(γ, ε)
T
and use that ÊT,k
[
Aδ,k
] (d)
= ÊγT ,T
[
A˜δ,k
]
, which shows (8.23).
Finally, (8.22) is deduced from (8.23) as follows. Fix ε > 0. Then from (8.23), there exist δ > 0
small enough and T0 > 0 large enough such that E
[
ÊT [1lAT,2δ ]
] ≤ ε2/2 for any T ≥ T0. Then, from
Markov’s inequality it follows
P
(
ÊT [1lAT,2δ ] > ε/2
) ≤ ε. (8.24)
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By Paley-Zygmund inequality?, for any i = 1, ..., k, and on the event {CovT (ω(k+1)) > 2δ
}
,
Ê⊗T
[
1l
{
CovT (ω
(i), ω(k+1)) ≥ δ}∣∣ω(k+1)]
≥ Ê⊗T
[
1l
{
CovT (ω
(i), ω(k+1)) ≥ 1/2CovT (ω(k+1))
}∣∣ω(k+1)]
≥ 1
4
CovT (ω
(k+1))2
Ê⊗T
[
CovT (ω(i), ω(k+1))2
∣∣ω(k+1)] ≥ δ
2
V (0)
.
Hence,
Ê⊗T
[
1l
{ k⋂
i=1
{
CovT (ω
(i), ω(k+1)) < δ
}}∣∣∣∣ω(k+1)]1l{CovT (ω(k+1)) > 2δ} ≤ (1− δ2V (0)
)k
≤ e− δ
2
V (0)
k
.
If we choose k = d−δ−2V (0) log(ε/2)e ∨ 0, then
Ê⊗T
[
1l
{ k⋂
i=1
{
CovT (ω
(i), ω(k+1)) < δ
}}] ≤ ε
2
+ Ê⊗T
[
1l
{
CovT (ω
(k+1)) ≤ 2δ}] = ε
2
+ ÊT [1lAT,2δ ]
and furthermore,
P
(
Ê⊗T
[
1l
{ k⋃
i=1
{
CovT (ω
(i), ω(k+1)) ≥ δ}}] ≥ 1− ε)
= P
(
Ê⊗T
[
1l
{ k⋂
i=1
{
CovT (ω
(i), ω(k+1)) < δ
}}] ≤ ε) ≥ P(ÊT [1lAT,2δ ] ≤ ε/2) ≥ 1− ε
where the last inequality is due to (8.24). This completes the proof of (8.22) and therefore that of
Theorem 2.4.

Appendix A.
Recall that Zγ,T = Zγ,T (ξ) = E0[exp{γHT }] and in the next result, we will emphasize its dependence
on γ. Also, recall that fT (γ) = fT (γ, ξ) =
1
T logZγ,T (ξ), while Êγ,T stands for expectation w.r.t. the
GMC measure M̂γ,T defined in (2.5) and V (·) = κ ? κ.
Proposition A.1. Fix γ > 0 and d ∈ N.
(i) The limit λ(γ) := limT→∞ 1T logZγ,T exists almost surely w.r.t. P, is deterministic and it
also coincides with λ(γ) = limT→∞ 1T E[logZγ,T ]. Moreover, there exists γ1 = γ1(d) ∈ [0,∞]
such that λ(γ) = γ
2
2 V (0) if γ ≤ γ1 and λ(γ) < γ
2
2 V (0) if γ > γ1.
(ii) Assume that λ(γ) is differentiable at γ, then 0 ≤ λ′(γ) ≤ γV (0) and if γT = γ + o(T ) as
T →∞, then it holds that
lim
T→∞
f ′T (γT ) = λ
′(γ) a.s. and in L1(P) (A.1)
and
lim
T→∞
Êγ,T
[∣∣T−1HT (ω)− λ′(γ)∣∣] = 0 a.s. and in L1(P). (A.2)
?For any random variable X ≥ 0, P[ XE(X) ≥ 12 ] ≥ 14 E(X)
2
E(X2) .
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(iii) Now fix d ≥ 3. Then γ1 = γ1(d) > 0 (with γ1 from part (i) above and defined below in (A.4)),
and for γ ∈ [0, γ1], λ(γ) = γ22 V (0). In particular, λ(γ) is differentiable in [0, γ1) and
lim
T→∞
T−1Êγ,T [HT (ω)] = λ′(γ) = γV (0).
Proof. (i) The assertions concerning existence of λ(γ) and its agreement with limT→∞ 1T E[logZγ,T ]
have been shown in [BM19-II, Theorem 3.7] and in fact,
λ(γ) = −Λ(γ) + γ
2
2
V (0), with Λ(γ) = lim
T→∞
1
T
logZγ,T , (A.3)
recall the variational formula (2.11). Finally, as shown in [BM19-II, Theorem A.1] Λ(·) ≥ 0 so that
λ(γ) ≤ γ22 V (0) for all γ ≥ 0. There it was also shown that the map γ 7→ Λ(γ) is non-decreasing in
[0,∞] and is continuous in (0,∞) and if we set
γ1 := inf{γ : Λ(γ) > 0}, (A.4)
then by (A.3) it follows that λ(γ) = γ
2
2 V (0) if γ ≤ γ1 and λ(γ) < γ
2
2 V (0) if γ > γ1.
(ii) Let us now assume that λ(γ) is differentiable at γ, and note that V = κ ? κ satisfies 0 ≤ V (·) ≤
V (0). We will prove the identity
1
T
E[logZγ,T ] =
∫ γ
0
r
(
V (0)− 1
T
∫ T
0
E
[
Ê⊗r,T [V (ωt − ω′t)]
]
dt
)
dr (A.5)
below. Assuming this, the statement 0 ≤ λ′(γ) ≤ γV (0) follows from the fact that the integrand in
(A.5) is bounded by 0 from below and by rV (0) from above.
We now prove (A.5) using tools from Malliavin calculus and Gaussian integration by parts introduced
in Section 7. First differentiating logZγ,T w.r.t. γ yields
∂
∂γ
E
[
logZγ,T
]
= E
[
Êγ,T [HT (ω)]
]
= E0
[
E
[ ∫ T
0
∫
Rd
κ(x− ωt)e
γHT (ω)
Zγ,T
ξ(t, x)dxdt
]]
.
From Gaussian integration by parts (cf. (7.9)) we obtain
E0
[
E
[
eγHT (ω)
Zγ,T
∫ T
0
∫
Rd
κ(x− ωt)ξ(t, x)dxdt
]]
= E0
[
E
[ ∫ T
0
∫
Rd
κ(x− ωt)Dt,x e
γHT (ω)
Zγ,T
dxdt
]]
.
We now compute the Malliavin derivative on the right-hand side above:
Dt,x
eγHT (ω)
Zγ,T
= γκ(x− ωt)e
γHT (ω)
Zγ,T
− γ e
γHT (ω)
Z2γ,T
E0
[
κ(x− ω′t)eγHT (ω
′)
]
Here ω, ω′ denote two independent Brownian motions. Thus,
∂
∂γ
E
[
logZγ,T
]
= E0
[
E
[ ∫ T
0
∫
Rd
κ(x− ωt)Dt,x e
γHT (ω)
Zγ,T
dxdt
]]
= γE
[ ∫ T
0
∫
Rd
E0
[
κ2(x− ωt)e
γHT (ω)
Zγ,T
]
− E⊗0
[
κ(x− ωt)κ(x− ω′t)
eγ(HT (ω)+HT (ω
′))
Z2γ,T
]
dxdt
]
= γT
(
V (0)− 1
T
∫ T
0
E
[
Ê⊗γ,T [V (ωt − ω′t)]
]
dt
)
and the identity (A.5) follows.
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We now prove (A.1) and (A.2). The first claim (A.1) is an immediate consequence of the convexity
of γ 7→ logZγ,T , which follows readily from Ho¨lder’s inequality. Then the second claim (A.2) can be
deduced further from (A.1) using an idea from [P10] as follows. Recall (7.5) and note that for γ0 > 0,
Êγ0,T
[∣∣∣∣HT (ω)T − f ′T (γ0)
∣∣∣∣] = Êγ0,T[∣∣∣∣HT (ω)T − Êγ0,T [HT (ω)]T
∣∣∣∣] ≤ 1T Ê⊗γ0,T ∣∣HT (ω)−HT (ω′)∣∣.
Next we can rewrite, using the fundamental theorem of calculus, that for any γ0 < γ,∫ γ
γ0
Ê⊗r,T
[|HT (ω)−HT (ω′)|]dr
= (γ − γ0)Ê⊗γ0,T
[|HT (ω)−HT (ω′)|]+ ∫ γ
γ0
dr
∫ r
γ0
dθ
∂
∂θ
Ê⊗θ,T
[|HT (ω)−HT (ω′)|]
and by Cauchy-Schwarz inequality, combined with the bound (a+b)2 ≤ 2a2 +2b2 for a, b ≥ 0, we have
∂
∂θ
Ê⊗θ,T
[|HT (ω)−HT (ω′)|] ≤ 4VarM̂θ,T [HT (·)].
Combining the last two displays we have, for γ > γ0,
Ê⊗γ0,T
∣∣HT (ω)−HT (ω′)∣∣
≤ 2
γ − γ0
∫ γ
γ0
Êθ,T
∣∣∣HT (ω)− Êθ,T [HT (ω)]∣∣∣dθ + 4 ∫ γ
γ0
Var
M̂θ,T
[
HT (·)
]
dθ.
By Jensen’s inequality,(
1
γ − γ0
∫ γ
γ0
Êθ,T
∣∣∣HT (ω)− Êθ,T [HT (ω)]∣∣∣dθ)2 ≤ 1
γ − γ0
∫ γ
γ0
Var
M̂θ,T
[
HT (·)
]
dθ.
Combining the last estimates, we have
Êγ0,T
∣∣∣∣HT (ω)T − f ′T (γ0)
∣∣∣∣ ≤ 2
√
ΨT (γ)
T (γ − γ0) + 4ΨT (γ), (A.6)
where
ΨT (γ) =
1
T
∫ γ
γ0
Var
M̂θ,T
[
HT (·)
]
dθ =
∫ γ
γ0
f ′′T (θ)dθ = f
′
T (γ)− f ′T (γ0)
and in the second identity in the above display we used that f ′′T (·) = 1T VarM̂·,T [HT ]. It remains to show
that the right hand side in (A.6) vanishes in the limit T →∞. Recall that we assumed differentiability
of γ0 7→ λ(γ0), and together with convexity of fT (·), we have that for any given ε > 0, we may choose
γ sufficiently close to γ0 such that lim supT→∞ΨT (γ) ≤ ε a.s. and in L1. Hence,
lim
T→∞
Êγ0,T
∣∣∣∣HT (ω)T − f ′T (γ0)
∣∣∣∣ = 0 a.s. and in L1
and (A.2) follows from (A.1).
(iii) Recall (cf. (7.5)) that we always have the identity Êγ,T [HT (ω)] = ∂∂γ logZγ,T . The goal is
to prove that if d ≥ 3 then γ1 = inf{γ : Λ(γ) > 0} > 0. Then, by part (i), for any γ ∈ [0, γ1] it
holds λ(γ) = γ
2
2 V (0). Then λ(γ) is differentiable for any γ ∈ [0, γ1) and limT→∞ 1T Êγ,T [HT (ω)] =
∂
∂γ
(
limT→∞ 1T logZγ,T
)
= γV (0). It remains to show that γ1 > 0 for d ≥ 3. It is known that
([MSZ16]) in dimension d ≥ 3, there exists γ′1(d) > 0, such that Zγ,T converges to zero in probability
if γ > γ′1 and converges in distribution to a non-degenerated, strictly positive random variable if
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γ < γ′1. Furthermore, in any dimension d ≥ 1, it is known ([BM19-II, Theorem A.1]) that if Λ(γ) > 0
then limT→∞Zγ,T = 0 a.s., that is, γ1 ≥ γ′1. Hence, γ1 > 0. 
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