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Uvod
Albert Visser je 1988. godine definirao modalni sistem IL (eng. interpretability logic) koji
nazivamo logika interpretabilnosti. Alfabet sistema IL prosˇiruje logiku dokazivosti GL
(Go¨del-Lo¨b) binarnim modalnim operatorom B. Kao i u slucˇaju logike GL teoreme sustava
IL moguc´e je opisati s konacˇno mnogo shema aksioma i pravila zakljucˇivanja. Semantika
za sistem IL je slozˇenija od semantike sistema GL. Promatraju se i razna prosˇirenja sistema
IL s principima interpretabilnosti. Neka od tih prosˇirenje su logike interpretabilnosti ILM,
ILP, ILW i ILM0.
Sistem GL je potpun u odnosu na Kripkeovu semantiku. S obzirom da je sistem GL
dio svakog sistema logika interpretabilnosti, postavlja se pitanje potpunosti logike inter-
pretabilnosti IL. Takoder, sˇto je s potpunosˇc´u raznih prosˇirenja logike interpretabilnosti
IL? Za sistem interpretabilnosti ILX, koji je dobiven dodavanjem sheme aksioma X sis-
temu IL, definiramo pojam potpunosti. Naime, pokazuje se da instance sheme aksioma
X ne moraju biti valjane formule u sistemu IL. Stoga treba zahtijevati dodatna svojstva na
okvire sistema IL. De Jongh i Veltman su 1990. godine dokazali potpunost sistema IL, ILM
i ILP. Povodom 50. rodendana Johana van Benthema, 1999. godine objavljen je i dokaz
potpunosti sistema ILW. Evan Goris i Joost Joosten 2004. godine daju nove dokaze potpu-
nosti sistema IL i ILM koristec´i step–by–step metodu kojom su potom dokazali i modalnu
potpunost sistema ILM0 i ILW∗. Recimo josˇ samo da je 2003. godine Joosten dao dokaz
potpunosti sistema GL koristec´i step–by–step metodu.
Rad je podijeljen u tri poglavlja. Prvo poglavlje bavi se semantikom i sintaksom os-
novne logike interpretabilnosti IL. Uvodimo alfabet logike IL, te rekurzivno definiramo
formule logike IL. Zatim navodimo pravila izvoda i sheme aksioma sistema IL. Usput
kratko komentiramo i logiku dokazivosti GL. U vezi semantike logike IL, definiramo
sljedec´e pojmove: IL–okvir, IL–model, te istinitost i valjanost neke IL–formule. U ovom
poglavlju dokazujemo adekvatnost sistema IL i teorem dedukcije za sistem IL. Nakon sˇto
definiramo IL–konzistentne i maksimalno IL–konzistentne skupove, dokazujemo i Lin-
denbaumovu lemu.
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Osnovni cilj drugog poglavlja je dati dokaz potpunosti sistema IL koristec´i step–by–
step metodu. Kao motivaciju naglasˇavamo korake dokaza potpunosti za logiku sudova.
Takoder kratko prolazimo kroz dokaz potpunosti sistema GL. U svrhu dokaza potpunosti
IL definiramo sljedec´e pojmove: oznacˇen okvir, problemi i nedostatci, kriticˇan i generali-
zirani konus, adekvatan okvir, kvazi–okvir, te unija ogranicˇenog lanca. Dokazujemo lemu
o egzistenciji, te nizom propozicija dolazimo do dokaza leme o IL–prosˇirenju. Na kraju
poglavlja detaljno dokazujemo potpunost sistema IL.
U trec´em poglavlju dokazujemo potpunost sistema ILP. Prvo dajemo definicije i re-
zultate vezane za proizvoljnu logiku interpretabilnosti ILX. Potom navodimo glavne ko-
rake step–by–step metode, te formalno iskazujemo glavnu lemu. Dajemo detaljan dokaz
potpunosti ILP, pri cˇemu zapravo provjeravamo uvjete glavne leme kako bismo ju mogli
primijeniti.
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Poglavlje 1
Logika interpretabilnosti IL
1.1 Sintaksa sistema IL
U ovoj tocˇki definiramo logiku IL. Uvodimo alfabet logike IL, te neke nazive za simbole
tog alfabeta. Rekurzivno definiramo formule logike IL, te navodimo pravila izvoda i sheme
aksioma sistema IL. Takoder, kratko komentiramo i logiku dokazivosti GL. Naposlijetku
definiramo IL–dokaz.
Definicija 1.1.1. Alfabet logike interpretabilnosti je unija skupova A1, A2 i A3, pri cˇemu
je:
A1 = {P0, P1, P2, . . .} prebrojiv skup cˇije elemente nazivamo
propozicionalne varijable;
A2 = {⊥,¬,∧,∨,→,↔,,B} skup logicˇkih veznika, konstanti i
modalnih operatora;
A3 = {(, )} skup pomoc´nih simbola (zagrade).
Sada navodimo neke nazive za simbole alfabeta.
• Alfabet sadrzˇi jednu logicˇku konstantu ⊥ koju nazivamo lazˇ.
• U alfabetu se nalaze sljedec´i logicˇki veznici (kao u logici sudova): ¬ negacija, ∧
konjunkcija, ∨ disjunkcija,→ kondicional i↔ bikondicional.
• U alfabetu je i jedan unarni modalni operator , te jedan binarni modalni operator
B. Koristimo i unarni modalni operator ^, kao pokratu za ¬¬.
• Skup A1 c´emo oznacˇavati s Prop.
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Definicija 1.1.2. Atomarna formula je svaki element skupa {⊥} ∪ Prop. Pojam formule
definiramo rekurzivno:
a) svaka atomarna formula je formula;
b) ako su A i B formule,1 tada su i rijecˇi (¬A), (A ∧ B), (A ∨ B), (A → B), (A ↔ B),
(A) i (A B B) takoder formule.
Skup svih formula logike interpretabilnosti oznacˇavamo s FormIL.
Formulu A B B cˇitamo ”A interpretira B”.
U nastavku nec´emo zapisivati formule korisˇtenjem sistema vanjskih zagrada, vec´ c´emo
uvesti prioritete. Najvec´i prioritet (isti) imaju ^,  i ¬, manji prioritet (ali isti) imaju ∧ i
∨, a josˇ manji ima B. Najmanji prioritet (isti) imaju → i ↔. Vanjske zagrade dakle ne
pisˇemo. Primjerice, formulu
(
(A B B) → ((A ∧ (C)) B (B ∧ (C)))) c´emo zapisati i kao
A B B→ A ∧ C B B ∧ C.
Definicija 1.1.3. Sistem IL (kratko IL) je najmanji skup formula koji sadrzˇi sve tautologije
(iz FormIL) i sve instance sljedec´ih shema aksioma:
(L1) (A→ B)→ (A→ B);
(L2) A→ A;
(L3) (A→ A)→ A;
(J1) (A→ B)→ A B B;
(J2) (A B B) ∧ (B BC)→ A BC;
(J3) (A BC) ∧ (B BC)→ A ∨ B BC;
(J4) A B B→ (^A→ ^B);
(J5) ^A B B,
te je zatvoren na pravila izvoda modus ponens (kratko mod pon) i nuzˇnost, odnosno:
A A→ B
B
i
A
A
.
Svaku instancu neke od shema (L1) - (L3), (J1) - (J5) nazivamo aksiomom.
Ovaj diplomski posvec´en je teoremima modalne potpunosti, te se nec´e razmatrati arit-
meticˇki aspekt. O artimeticˇkoj interpretaciji pojedinog aksioma mozˇete cˇitati u [9].
1Zapravo su A i B oznake za neke formule, to dakle nisu simboli jezika vec´ su metasimboli.
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Napomena 1.1.4. Nekad se razmatra podskup od IL u kojem se nalaze formule koje ne
sadrzˇe modalni operator B. Oznacˇavamo ga kratko s GL (Go¨del-Lo¨b)2,3 i nazivamo lo-
gika dokazivosti. Dakle, alfabet logike dokazivosti GL je unija skupova A1, A2 \ {B} i A3.
Sistem GL (kratko GL) je najmanji skup formula koji sadrzˇi sve tautologije (iz FormGL) i
sve instance shema aksioma (L1) - (L3), te je zatvoren na pravila izvoda modus ponens i
nuzˇnost. Shema aksioma (L3) naziva se Lo¨bov aksiom, dok se shema aksioma (L1) naziva
aksiom distributivnosti.
Definicija 1.1.5. Kazˇemo da je niz formula F1, F2, . . . , Fn dokaz za formulu F u sistemu
IL (krac´e IL–dokaz) ako vrijedi:
a) formula Fn je upravo F, tj. vrijedi Fn ≡ F;
b) za svaki k ∈ {1, 2, . . . , n} vrijedi barem jedno od sljedec´eg:
b1) Fk je tautologija;
b2) Fk je instanca jedne od shema aksioma (L1) - (L3) ili (J1) - (J5);
b3) formula Fk je nastala iz nekih Fi, F j (i, j < k) pomoc´u pravila modus ponens;
b4) formula Fk je nastala iz neke Fi (i < k) pomoc´u pravila nuzˇnosti.
Kazˇemo da je formula F teorem sistema IL (krac´e IL–teorem), u oznaci `IL F ili IL ` F,
ako postoji IL –dokaz za F.
1.2 Semantika sistema IL
U ovoj tocˇki definiramo IL–okvir, IL–model, te istinitost i valjanost neke IL–formule.
Definicija 1.2.1. Neka je W skup i R binarna relacija na W. Kazˇemo da je R inverzno
dobro fundirana ako ne postoji niz (xn) ⊆ W takav da za svaki i ∈ N vrijedi (xi, xi+1) ∈ R.
Neka je R binarna relacija na skupu W. Umjesto (x, y) ∈ R pisˇemo xRy, a ako vrijedi
xRy i yRz pisˇemo josˇ i xRyRz. Ukoliko vrijedi xRy, tada kazˇemo da je y jedan R–sljedbenik
od x. Skup svih R–sljedbenika od x, dakle skup {z ∈ W | xRz}, oznacˇavamo s R[x].
Definicija 1.2.2. IL–okvir je trojka (W,R, S), pri cˇemu je redom:
• W neprazan skup koji nazivamo nosacˇ,
• R binarna relacija na W,
2K. Go¨del, 1906.–1978.
3M. H. Lo¨b, 1921.–2006.
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• S skup binarnih relacija na W, indeksiran elementima iz W, tj. S = {Sx : x ∈ W}, pri
cˇemu Sx ⊆ W ×W.
Pritom, za sve x, y, z, u, v,w ∈ W, relacija R i relacija Sx ∈ S zadovoljavaju sljedec´e:
1. R je inverzno dobro fundirana,
2. ako vrijedi xRyRz tada vrijedi xRz (odnosno R je tranzitivna),
3. ako vrijedi ySxz tada vrijedi xRy i xRz,
4. ako vrijedi xRy tada vrijedi ySxy (tj. svaka relacija Sx je refleksivna),
5. ako vrijedi xRyRz tada vrijedi ySxz,
6. ako vrijedi uSxvSxw tada vrijedi uSxw (odnosno Sx je tranzitivna).
IL–okviri se nazivaju i Veltmanovim okvirima, dok se elementi od W nazivaju svjetovi.
Definicija 1.2.3. IL–model je cˇetvorka M = (W,R, S ,), pri cˇemu je (W,R, S ) IL–okvir, a
 je relacija na W×Prop. Relaciju  prosˇirujemo do relacije ˜ na W×FormIL zahtijevajuc´i
za svaki w ∈ W sljedec´e uvjete:
• za p ∈ Prop, w ˜p ako i samo ako w  p,
• w 1˜ ⊥,
• w ˜ ¬A ako i samo ako w 1˜ A,
• w ˜ A ∧ B ako i samo ako w ˜ A i w ˜ B,
• w ˜ A ∨ B ako i samo ako w ˜ A ili w ˜ B,
• w ˜ A→ B ako i samo ako w 1˜ A ili w ˜ B,
• w ˜ A↔ B ako i samo ako w ˜ A i w ˜ B, ili w 1˜ A i w 1˜ B,
• w ˜ A ako i samo ako za svaki v ∈ W vrijedi da wRv povlacˇi v ˜ A,
• w ˜ A B B ako i samo ako
∀u ∈ W
(
(wRu ∧ u ˜ A)⇒ ∃v ∈ W(uSwv ∧ v ˜ B)
)
.
Sada navodimo neke nazive i oznake u vezi IL–modela.
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• S obzirom da je relacija ˜ u potpunosti odredena relacijom , umjesto ˜ pisˇemo
samo , te tu relaciju zovemo relacijom forsiranja.
• Relacija forsiranja ovisi o modelu M = (W,R, S ,), sˇto se, za w ∈ W i F ∈ FormIL,
isticˇe pisanjem M,w  F, a inacˇe pisˇemo samo w  F.
• Ako za w ∈ W i F ∈ FormIL vrijedi w  F kazˇemo da je F istinita na w.
• Ako je F = (W,R, S ) IL–okvir, za w ∈ W pisˇemo i w ∈ F. Ako je M = (W,R, S ,)
IL–model, za w ∈ W pisˇemo i w ∈ M.
• Ako je M = (W,R, S ,) kazˇemo da je M baziran na okviru (W,R, S ), koji nazivamo
pripadni okvir.
• Ako je Γ ⊆ FormIL i w ∈ W, te za svaku formulu G iz Γ vrijedi M,w  G, tada to
kratko oznacˇavamo M,w  Γ.
Kazˇemo da je formula G globalno istinita na IL–modelu M, i pisˇemo M  G, ako za
svaki w ∈ M vrijedi w  G. Kazˇemo da je formula G valjana na IL-okviru F, i pisˇemo
F  G, ako je G globalno istinita na svakom IL–modelu baziranom na F. Kazˇemo da je
shema formule valjana na IL–okviru ako je svaka instanca te sheme valjana na tom IL–
okviru. Kazˇemo da je shema formule globalno istinita na IL–modelu ako je svaka instanca
te sheme globalno istinita na tom IL–modelu.
Za formulu A kazˇemo da je valjana ako je A valjana na svakom IL–okviru.
1.3 Teorem adekvatnosti za sistem IL
U ovoj tocˇki pokazujemo valjanost shema aksioma (L1)–(L3), (J1)–(J2), te pokazujemo da
pravila izvoda modus ponens i nuzˇnost cˇuvaju valjanost. Zatim dokazujemo adekvatnost
sistema IL.
Lema 1.3.1. Sheme aksioma (L1) - (L3), (J1) - (J5) su valjane formule.
Dokaz. Redom pokazujemo da su sheme aksioma (L1) - (L3), (J1) - (J5) valjane formule.
Sve sheme aksioma osim (J5) su oblika Y → Y ′. Za proizvoljan w ∈ W i relaciju forsiranja
 vrijedi: w  Y → Y ′ ako i samo ako w 1 Y ili w  Y ′. Ako vrijedi w 1 Y , tada smo
gotovi. Inacˇe, ako vrijedi w  Y , dovoljno je pokazati w  Y ′, sˇto c´emo u ostatku dokaza i
raditi.
Neka je F = (W,R, S ) proizvoljan IL–okvir,  proizvoljna relacija forsiranja na skupu
W × FormIL, te w ∈ W proizvoljan svijet. Pokazujemo redom valjanost svake sheme
aksioma IL.
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(L1) (A→ B)→ (A→ B)
Pretpostavimo da vrijedi w  (A → B). Tada za svaki v ∈ W takav da wRv vrijedi
v  A→ B, odnosno v 1 A ili v  B. Zˇelimo pokazati w  A→ B. Pretpostavimo
w  A, odnosno za svaki v ∈ W takav da wRv vrijedi v  A. Dovoljno je pokazati
w  B. Neka je v ∈ W proizvoljan, takav da vrijedi wRv. No tada vrijedi v 1 A ili
v  B, pa dobivamo v  B. Dakle, w  B, sˇto je trebalo i pokazati.
(L2) A→ A
Pretpostavimo da vrijedi w  A, odnosno za svaki v ∈ W takav da wRv vrijedi
v  A. Zˇelimo pokazati w  A. Neka je v ∈ W proizvoljan takav da wRv. Treba
pokazati v  A. Neka je r ∈ W proizvoljan takav da vRr. Tada zbog wRv i vRr,
iz tranzitivnosti relacije R dobivamo wRr, pa vrijedi r  A. Dakle, v  A, sˇto je
trebalo i pokazati.
(L3) (A→ A)→ A
Pretpostavimo da vrijedi w  (A → A), odnosno za svaki v ∈ W takav da wRv
vrijedi v  A → A, odnosno v 1 A ili v  A. Zˇelimo pokazati w  A. Pretpos-
tavimo suprotno: w 1 A, odnosno postoji x0 ∈ W takav da vrijedi wRx0 i x0 1 A.
Sada (zbog x0 1 A) vrijedi x0 1 A. To znacˇi da postoji x1 ∈ W tako da vrijedi x0Rx1
i x1 1 A. Sada iz wRx0Rx1 i tranzitivnosti relacije R slijedi wRx1. Iz pretpostavke
w  (A→ A) slijedi x1  A→ A, a onda (zbog x1 1 A) vrijedi x1 1 A.
Dakle, nastavljajuc´i na ovaj nacˇin dobivamo niz w, x0, x1, . . . takav da vrijedi wRx0,
x0Rx1, . . ., sˇto je u kontradikciji s inverzno dobrom fundiranosˇc´u relacije R.
(J1) (A→ B)→ (A B B)
Pretpostavimo da vrijedi w  (A → B), odnosno za svaki v ∈ W takav da wRv
vrijedi v 1 A ili v  B. Zˇelimo pokazati w  A B B. Neka je v ∈ W takav da vrijedi
wRv i v  A. Treba pokazati da postoji u ∈ W takav da vSwu i u  B. Iz wRv slijedi
vSwv. Dobivamo da vrijedi v  B. Dakle, vrijedi w  A B B.
(J2) (A B B) ∧ (B BC)→ A BC
Pretpostavimo da vrijedi w  (ABB)∧(BBC), odnosno vrijedi w  ABB i w  BBC.
To znacˇi:
a) za svaki v ∈ W takav da wRv i v  A, postoji v1 ∈ W takav da vSwv1 i v1  B.
b) za svaki v1 ∈ W takav da wRv1 i v1  B, postoji v2 ∈ W takav da v1Swv2 i
v2  C.
Zˇelimo pokazati w  A B C. Neka je v ∈ W takav da vrijedi wRv i v  A. Prema a)
postoji v1 ∈ W takav da vSwv1 i v1  B. Iz vSwv1 proizlazi wRv i wRv1. Sada prema
b) postoji v2 ∈ W takav da v1Swv2 i v2  C. Iz vSwv1 i v1Swv2, zbog tranzitivnosti
relacije Sw, slijedi vSwv2, a vec´ imamo v2  C, pa dobivamo w  A BC.
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(J3) (A BC) ∧ (B BC)→ A ∨ B BC
Pretpostavimo da vrijedi w  (ABC)∧(BBC), odnosno vrijedi w  ABC i w  BBC.
Neka je u ∈ W takav da vrijedi wRu, te vrijedi w  A ∨ B, odnosno w  A ili w  B.
Ako vrijedi w  A, tada iz pretpostavke w  A B C, postoji v1 takav da dobivamo
tvrdnju. Inacˇe, vrijedi w  B, pa iz pretpostavke w  B B C, postoji v2 takav da
ponovo dobivamo tvrdnju, odnosno vrijedi w  A ∨ B BC.
(J4) A B B→ (^A→ ^B)
Pretpostavimo da vrijedi w  ABB. Zˇelimo dokazati w  ^A→ ^B. Pretpostavimo
da vrijedi w  ^A. Treba pokazati w  ^B.
Cˇinjenica w  ^A zapravo znacˇi w  ¬¬A, odnosno w 1 ¬A. Drugim rijecˇima,
postoji u ∈ W takav da wRu i u 1 ¬A, odnosno u  A (zapravo u  ¬¬A).
Sada iz pretpostavke w  A B B slijedi da postoji v ∈ W takav da uSwv i v  B
(odnosno v  ¬¬B). Iz uSwv slijedi wRv (i wRu), pa dobivamo w 1 ¬B. Dakle,
w  ^B.
(J5) ^A B A
Neka je u ∈ W takav da vrijedi wRu i u  ^A. Tada postoji v ∈ W takav da je uRv i
v  A. Iz wRu i uRv slijedi uSwv. Dakle, uSwv i v  A, pa vrijedi w  ^A B A.

Lema 1.3.2. Pravila izvoda modus ponens i nuzˇnost cˇuvaju valjanost.
Dokaz. Neka je M = (W,R, S ,) proizvoljan IL–model, te w ∈ W proizvoljan.
Neka su A i A→ B valjane formule. Dakle, w  A i w  A→ B. Iz w  A→ B dobivamo
w 1 A ili w  B. Zbog w  A preostaje w  B. Dakle B je valjana, odnosno pravilo izvoda
modus ponens cˇuva valjanost.
Neka je sada A valjana formula. Tada vrijedi w  A. Treba pokazati da za svaki v ∈ W
takav da wRv vrijedi v  A. No, za svaki v ∈ W vrijedi v  A, pa tada i za one v za koje
vrijedi wRv. Dakle, A je valjana, odnosno pravilo izvoda nuzˇnosti cˇuva valjanost. 
Teorem 1.3.3 (Teorem adekvatnosti za sistem IL).
Ako `IL A tada je A valjana formula.
Dokaz. Kazˇemo da je formula A IL–n–dokaziva (n ∈ N \ {0}) ako postoji barem jedan
IL–dokaz duljine n u sistemu IL za formulu A. Indukcijom po n dokazujemo da je svaka
IL–n–dokaziva formula valjana.
Ako je F IL–1–dokaziva, tada je F tautologija ili instanca neke sheme aksioma (L1)-
(L3), (J1)-(J5), u kom je slucˇaju prema lemi 1.3.1. F valjana. Pretpostavimo da je za neki
n ∈ N, n > 1, za svaki k < n, svaka IL–k–dokaziva formula valjana.
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Neka je F neka IL–n–dokaziva formula, te neka je F1, F2, . . . , Fn neki IL–dokaz za F
duljine n. Po definiciji IL–dokaza vrijedi Fn ≡ F, te je Fn tautologija, jedan od aksioma
(prema lemi 1.3.1 valjana), ili je nastala primjenom pravila izvoda modus ponens iz for-
mula Fi i F j (i, j < n), ili je nastala primjenom pravila nuzˇnosti iz formule Fl (l < n). S
obzirom da su prema pretpostavci indukcije, Fi, F j i Fk valjane, a pravila izvoda (prema
lemi 1.3.2.) cˇuvaju valjanost, Fn je valjana. 
Primijetimo da smo ujedno dokazali i teorem adekvatnosti za sistem GL.
1.4 Teorem dedukcije za sistem IL
Zˇeljeli bismo sada iskazati (i dokazati) teorem dedukcije za sistem IL. Medutim, IL–izvod
formule F iz skupa formula S ne mozˇemo definirati kao u logici sudova. Uz takvu definiciju
IL–izvoda ne bi vrijedio teorem dedukcije, jer vrijedi {P} `IL P, ali posˇto P → P
nije valjana formula tada iz teorema adekvatnosti slijedi 0IL P → P. Stoga IL–izvod
definiramo malo drugacˇije u sljedec´oj definiciji:
Definicija 1.4.1. Neka je S proizvoljan skup formula logike IL i F neka formula. Kazˇemo
da je niz formula F1, F2, . . . , Fn izvod iz skupa S formule F u sistemu IL (krac´e IL–izvod),
u oznaci S `IL F ako vrijedi:
a) formula Fn je upravo F, tj. vrijedi Fn ≡ F;
b) za svaki k ∈ {1, 2, . . . , n} vrijedi barem jedno od sljedec´eg:
b1) Fk je tautologija;
b2) Fk je instanca jedne od shema aksioma (L1) - (L3) ili (J1) - (J5);
b3) Fk ∈ S (tada formulu Fk nazivamo pretpostavkom);
b4) formula Fk je nastala iz nekih Fi, F j (i, j < k) pomoc´u pravila modus ponens;
b5) formula Fk je nastala iz neke Fi (i < k) pomoc´u pravila nuzˇnosti, pri cˇemu je
Fi IL–teorem (`IL Fi).
Napomena 1.4.2. Primijetimo da pojam izvoda nije definiran kao u logici sudova jer smo
u prethodnoj definiciji u uvjetu b5) dodatno trazˇili da je formula Fi teorem (dakle, ne samo
da je izvediva iz skupa formula S ).
Teorem 1.4.3 (Teorem dedukcije za sistem IL).
Neka je S skup formula logike IL, te A, B ∈ FormIL. Ako vrijedi S ∪ {A} `IL B, tada vrijedi
i S `IL A→ B.
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Dokaz. Za proizvoljnu formulu F rec´i c´emo da je IL–n–izvodljiva iz skupa formula
S ∪ {A} ako postoji IL–izvod formule F iz tog skupa koji je duljine n. Indukcijom po n
dokazujemo da za svaku IL–n–izvodljivu formulu F iz skupa S ∪ {A} vrijedi
S `IL A→ F.
Neka je IL–izvod za F iz S ∪ {A} duljine 1. To znacˇi da postoji IL–izvod koji sadrzˇi
samo formulu F. Iz definicije IL–izvoda zakljucˇujemo da je formula F nesˇto od sljedec´eg:
• F je tautologija ili instanca neke od shema aksioma iz sistema IL. Tada jedan IL–
izvod formule A→ F iz skupa S izgleda ovako:
1. F → (A→ F) (tautologija)
2. F (aksiom ili tautologija)
3. A→ F (mod pon: 1. i 2.)
• F pripada skupu S . Tada jedan IL–izvod formule A→ F izgleda ovako:
1. F → (A→ F) (tautologija)
2. F (iz skupa S )
3. A→ F (mod pon: 1. i 2.)
• F je upravo A. Tada jedan IL–izvod formule A→ F izgleda ovako:
1. A→ A (tautologija)
Pretpostavimo da neki n ∈ N ima svojstvo da za svaki k < n i svaku IL–k–izvodljivu
formulu F iz S ∪ {A} vrijedi S `IL A→ F.
Neka je G proizvoljna IL–n–izvodljiva formula iz skupa S ∪{A}. Neka je F1, F2, . . . , Fn
neki IL–izvod za G. Iz definicije IL–izvoda slijedi G ≡ Fn. Sljedec´e slucˇajeve ne moramo
posebno razmatrati jer smo ih detaljno razmotrili u bazi indukcije:
a) G ≡ A
a) G je tautologija
a) G je instanca neke sheme aksioma sistema IL
a) G ∈ S .
U koraku indukcije detaljno razmatramo slucˇajeve kada je formula G dobivena primjenom
nekog od pravila izvoda. U tu svrhu razmatramo sljedec´a dva slucˇaja:
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1. Formula G je nastala pomoc´u pravila izvoda modus ponens iz nekih formula Fi i
F j gdje su i, j < n. Tada je npr. Fi ≡ F j → G. Uocˇimo da je formula Fi tada
IL–i–izvodljiva, a formula F j je IL– j–izvodljiva iz skupa S ∪ {A}. Iz pretpostavke
indukcije tada vrijedi S `IL A → F j i S `IL A → (F j → G). Jedan izvod formule
A→ G iz skupa S dan je sljedec´im nizom formula:
1. (A→ (F j → G))→ ((A→ F j)→ (A→ G)) (tautologija)
2. A→ (F j → G) (pretpostavka indukcije)
3. (A→ F j)→ (A→ G) (mod pon: 1. i 2.)
4. A→ F j (pretpostavka indukcije)
5. A→ G (mod pon: 3. i 4.)
2. Formula G je nastala pomoc´u pravila izvoda nuzˇnosti iz neke formule Fi gdje je
i < n, pri cˇemu je `IL Fi. Tada je G ≡ Fi. Jedan izvod formule A → Fi iz skupa
S dan je sljedec´im nizom formula:
1. Fi (IL-teorem)
2. Fi (nuzˇnost)
3. Fi → (A→ Fi) (tautologija)
4. A→ Fi (mod pon: 2. i 3.)

U sljedec´im dokazima koristit c´emo pravilo koje oznacˇavamo s mod pon*, koje glasi
ovako:
A B A ∧ B→ C
C
,
pri cˇemu su A, B i C proizvoljne formule.
Lema 1.4.4. Pravilo izvoda mod pon* je dopustivo, tj. za proizvoljne formule A, B i C
vrijedi
{A, B, A ∧ B→ C} `IL C.
Dokaz. Neka su A, B i C proizvoljne formule. Sljedec´im nizom formula dajemo jedan
izvod za formulu C (koristec´i pretpostavke A, B i A ∧ B→ C):
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1. A (pretpostavka)
2. B (pretpostavka)
3. A ∧ B→ C (pretpostavka)
4. A→ (B→ A ∧ B) (tautologija)
5. B→ A ∧ B (mod pon: 1. i 4.)
6. A ∧ B (mod pon: 2. i 5.)
7. C (mod pon: 6. i 3.)

Sljedec´om lemom dajemo ilustraciju IL–dokaza, te primjene teorema dedukcije. Pri-
mijetimo da trec´a tvrdnja sljedec´e leme pokazuje da modalni operator  mozˇemo shvatiti
kao definirani simbol (tj. mogli smo i bez njega u alfabetu logike IL).
Lema 1.4.5. Za svaku formulu A vrijedi:
1. IL ` A ∨ ^A B A;
2. IL ` A B A ∧ ¬A;
3. IL ` A↔ ¬AB ⊥.
Dokaz. Prvo sljedec´im nizom formula dajemo jedan IL–dokaz za formulu iz tvrdnje 1.
1. A→ A (tautologija)
2. (A→ A) (nuzˇnost)
3. (A→ A)→ A B A (aksiom (J1))
4. A B A (mod pon: 2. i 3.)
5. ^A B A (aksiom (J5))
6. (A B A) ∧ (^A B A)→ A ∨ ^A B A (aksiom (J3))
7. A ∨ ^A B A (mod pon*: 4., 5. i 6.)
Sada dokazujemo formulu iz tvrdnje 2. sljedec´im nizom formula, od kojih je prva for-
mula u tom nizu upravo IL–teorem dokazan u propoziciji 2.1.(j), u [5] na stranicama 477-
478.
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1. A→ (A ∧ ¬A) ∨ ^(A ∧ ¬A) (IL–teorem)
2. (A→ (A ∧ ¬A) ∨ ^(A ∧ ¬A)) (nuzˇnost: 1.)
3. (A→ (A ∧ ¬A) ∨ ^(A ∧ ¬A))
→ A B (A ∧ ¬A) ∨ ^(A ∧ ¬A) (aksiom (J1))
4. A B (A ∧ ¬A) ∨ ^(A ∧ ¬A) (mod pon: 2. i 3.)
5. (A ∧ ¬A) ∨ ^(A ∧ ¬A) B (A ∧ ¬A) (prethodno dokazana
tvrdnja 1. ove leme)
6. (A B (A ∧ ¬A) ∨ ^(A ∧ ¬A))
∧ ((A ∧ ¬A) ∨ ^(A ∧ ¬A) B (A ∧ ¬A))
→ A B A ∧ ¬A (aksiom (J2))
7. A B A ∧ ¬A (mod pon*: 4., 5. i 6.)
Konacˇno, pokazujemo jedan smjer tvrdnje 3. korisˇtenjem teorema dedukcije. Zˇelimo
pokazati `IL A→ ¬AB ⊥, pa je prema teoremu dedukcije dovoljno pokazati
A `IL ¬AB ⊥ .
Dajemo jedan niz formula kao IL–izvod za formulu ¬AB ⊥ iz skupa {A}.
1. A→ (¬A→⊥) (tautologija)
2. (A→ (¬A→⊥)) (nuzˇnost: 1.)
3. (A→ (¬A→⊥))→ (A→ (¬A→⊥)) (aksiom (L1))
4. A→ (¬A→⊥) (mod pon: 2. i 3.)
5. A (pretpostavka)
6. (¬A→⊥) (mod pon: 4. i 5.)
7. (¬A→⊥)→ ¬AB ⊥ (aksiom (J1))
8. ¬AB ⊥ (mod pon: 6. i 7.)

1.5 Maksimalno IL–konzistentni skupovi
U ovoj tocˇki definiramo IL–konzistentne i maksimalno IL–konzistentne skupove. Zatim
iskazujemo Lindenbaumovu lemu, te navodimo josˇ neke rezultate vezane uz (maksimalno)
IL–konzistentne skupove, kao i za relacije koje c´emo na njima definirati.
Definicija 1.5.1. Za skup formula S kazˇemo da je IL–konzistentan ako vrijedi S 0IL⊥.
Ako skup formula nije IL–konzistentan tada kazˇemo da je IL–inkonzistentan.
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Iz definicija IL–konzistentnosti i IL–izvoda slijedi tvrdnja sljedec´e propozicije.
Propozicija 1.5.2. Svaki podskup IL–konzistentnog skupa je IL–konzistentan. Svaki nad-
skup IL–inkonzistentnog skupa je IL–inkonzistentan.
Definicija 1.5.3. Za skup formula S kazˇemo da je maksimalno IL–konzistentan ako je
IL–konzistentan i za svaku formulu F vrijedi sljedec´e:
ako je skup S ∪ {F} IL–konzistentan, tada je F ∈ S .
Maksimalno IL–konzistentan skup kratko oznacˇavamo s IL–MCS. Lako je vidjeti da
vrijedi da je neki skup S maksimalno IL–konzistentan ako je IL–konzistentan i za svaku
formulu F vrijedi ili F ∈ S ili ¬F ∈ S (ovakva definicija mozˇe se pronac´i na stranici 374
u [3]). Katkad je prikladnije koristiti jednu, a katkad drugu definiciju. Ekvivalencija tih
definicija mozˇe se dokazati korisˇtenjem leme 1.5.7, kao i teorema 2.16.(15) na stranici 48
u [2]. U dokazu sljedec´e (Lindenbaumove) leme, koristimo i sljedec´i teorem.
Teorem 1.5.4. Skup formula je IL–konzistentan ako i samo ako je svaki njegov konacˇan
podskup IL–konzistentan.
Dokaz. Ako je skup S IL–konzistentan, tada iz propozicije 1.5.2. slijedi da je svaki pod-
skup od S IL–konzistentan, a onda je posebno IL–konzistentan i svaki konacˇan podskup.
Obratnu tvrdnju dokazujemo obratom po kontrapoziciji. Pretpostavimo da je skup S IL–
inkonzistentan. Dakle vrijedi S `IL⊥. Neka je F1, F2, . . . , Fn neki IL–izvod za ⊥ iz skupa
S . Definiramo S ′ = S ∩ {F1, F2, . . . , Fn}, sˇto je konacˇan podskup od S . Sada vrijedi
S ′ `IL⊥, dakle nasˇli smo konacˇan podskup od S koji je IL–inkonzistentan. 
Lema 1.5.5 (Lindenbaumova4 lema). Neka je S neki IL–konzistentan skup formula. Tada
postoji maksimalno IL–konzistentan skup formula S + takav da vrijedi S ⊆ S +.
Dokaz. Pretpostavimo da je S IL–konzistentan skup formula. Skup svih formula logike
IL je prebrojiv. Neka je F1, F2, . . . niz koji sadrzˇi sve formule logike IL. Rekurzivno
definiramo niz skupova formula (S n) na sljedec´i nacˇin:
S 0 = S
S n+1 =
S n ∪ {Fn}, ako je S n ∪ {Fn} IL–konzistentan,S n, inacˇe.
Dokazˇimo indukcijom da je za svaki n ∈ N skup Sn IL–konzistentan. Prema pretpostavci
S 0 je IL–konzistentan. Pretpostavimo da je za neki k ∈ N skup S k IL–konzistentan. Sada je
4A. Lindenbaum, 1904.–1941.
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S k+1 upravo S k (koji je IL–konzistentan), ili S k+1 ∪ {Fk+1} (ukoliko je to IL–konzistentno).
Definirajmo S + =
⋃
i≥0
S i. Pokazujemo da je S + maksimalno IL–konzistentan.
Dokazˇimo prvo da je skup S + IL–konzistentan. Pretpostavimo suprotno, tj. neka je
S + IL–inkonzistentan. Prema teoremu 1.5.4, postoji konacˇan podskup od S + koji je IL–
inkonzistentan. Taj podskup sadrzˇi konacˇno mnogo formula Fi. Oznacˇimo s n maksimalni
k takav da je Fk u tom podskupu. Tada je taj podskup sadrzˇan u skupu S n. Dakle, S n
je IL–inkonzistentan jer sadrzˇi konacˇan IL–inkonzistentan podskup. No, malo prije smo
dokazali da je svaki skup Sn IL–konzistentan. Dakle, S + je IL–konzistentan.
Dokazˇimo sada da je S + maksimalno IL–konzistentan. Pretpostavimo da za neku for-
mulu F ∈ FormIL, niti F niti ¬F nisu u S +. Pretpostavimo da u nizu svih formula iz
FormIL vrijedi F ≡ Fi, te ¬F ≡ F j, pri cˇemu i < j. Prema definiciji od (S n), vrijedi
S i ∪ {F} `⊥ i S j ∪ {¬F} `⊥ .
Sada prema teoremu dedukcije imamo S i ` F →⊥. Medutim, formula (F →⊥) ↔ ¬F
je tautologija, pa stoga vrijedi S i ` ¬F. No, S i ⊆ S j, jer i < j, pa vrijedi S j ` ¬F.
Takoder, prema teoremu dedukcije imamo S j ` ¬F →⊥, pa primjenom pravila izvoda
modus ponens na dvije posljednje formule dobivamo S j `⊥. To znacˇi da je skup S j IL–
inkonzistentan, sˇto je u kontradikciji s prije dokazanom tvrdnjom. 
Definicija 1.5.6. Na skupu svih IL–MCS–ova definiramo binarne relacije ≺ i ≺C, gdje je
C neka formula, ovako:
• S ≺ T ako i samo ako za svaku formulu A takvu da vrijedi A ∈ S vrijedi A,A ∈ T.
Relaciju ≺ nazivamo relacija sljedbenik.
• S ≺C T ako i samo ako za svaku formulu A takvu da vrijedi A B C ∈ S vrijedi
¬A,¬A ∈ T. Relaciju ≺C nazivamo relacija C–kriticˇnog sljedbenika.
Zbog dokaza propozicije koja slijedi, isticˇemo sljedec´u lemu koju je lako dokazati
(korisˇtenjem tvrdnje S ∪{A} je IL–konzistentan ako i samo ako S 0¬A, dokazane u [2]).
Lema 1.5.7. Neka je S neki IL–MCS, te A neka formula. Tada vrijedi:
A ∈ S ako i samo ako S `IL A.
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U sljedec´oj propoziciji isticˇemo neka svojstva relacija koje smo definirali na skupu svih
IL–MCS–ova. Ta svojstva c´emo koristiti u dokazima raznih tvrdnji u iduc´im poglavljima.
Propozicija 1.5.8. Neka su S , T i T ′ maksimalno IL–konzistentni skupovi, te neka je
C ∈ FormIL.
a) Ako vrijedi S ≺C T ≺ T ′ tada vrijedi i S ≺C T ′.
b) Vrijedi: S ≺ T ako i samo ako S ≺⊥ T.
c) Ako vrijedi S ≺C T tada vrijedi S ≺ T.
Dokaz. a) Pretpostavimo da vrijedi S ≺C T ≺ T ′. Neka je A B C ∈ S . Zbog S ≺C T
vrijedi ¬A ∈ T , a zbog T ≺ T ′ tada i ¬A,¬A ∈ T ′. Dakle vrijedi S ≺C T ′.
b) Neka je A ∈ S . Tada ocˇito vrijedi S ` A. Prema lemi 1.4.5.3. tada vrijedi
S ` ¬A B ⊥, pa i ¬A B ⊥ ∈ S . Prema pretpostavci vrijedi S ≺⊥ T , pa dobivamo
¬¬A,¬¬A ∈ T , odnosno (zbog ¬¬A↔ A) vrijedi A,A ∈ T , odakle S ≺ T .
Obratno, pretpostavimo da vrijedi S ≺ T . Ako vrijedi A B ⊥∈ S , tada prema lemi
1.4.5.3. vrijedi ¬A ∈ S . Prema pretpostavci, tada je ¬A,¬A ∈ T . Dakle, S ≺⊥ T .
c) Neka je A ∈ S . Tada vrijedi S ` A, a prema lemi 1.4.5.3. vrijedi i S ` ¬A B⊥. Time
smo dobili ¬A B⊥∈ S . Promotrimo sljedec´i niz formula:
1. ⊥→ C (tautologija)
2. (⊥→ C) (nuzˇnost: 1.)
3. (⊥→ C)→⊥ B C (J1)
4. ⊥ B C (mod pon: 2. i 3.)
5. ¬A B⊥ (pretpostavka)
6. (¬A B⊥) ∧ (⊥ B C)→ ¬A BC (J2)
7. ¬A BC (mod pon*: 5., 4. i 6.)
Dakle, vrijedi S ` ¬A B C, a onda vrijedi i ¬A B C ∈ S . Prema pretpostavci vrijedi
S ≺C T , pa dobivamo ¬¬A,¬¬A ∈ T . Korisˇtenjem ekvivalencije prethodnih formula
s formulama A i A, te maksimalne konzistentnosti skupa T , slijedi A,A ∈ T . Dakle,
vrijedi S ≺ T .

Na poslijetku, navodimo lemu koja nam, za dani IL–model i svijet iz tog IL–modela,
daje primjer maksimalno IL-konzistentnog skupa.
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Lema 1.5.9. Neka je M proizvoljan IL–model, te x ∈ M proizvoljan svijet. Tada je
S := {A |M, x  A}
maksimalno IL–konzistentan skup.
Dokaz. Neka su M i x ∈ M proizvoljni. S obzirom da vrijedi x 1⊥, vrijedi ⊥< S, a onda
i S 0 ⊥. Takoder, za proizvoljnu formulu A vrijedi x  A ili x 1 A, tj. x  ¬A, pa vrijedi
A ∈ S ili ¬A ∈ S. Dakle, S je IL–MCS. 
Poglavlje 2
Potpunost logike interpretabilnosti IL
U prethodnom poglavlju dokazali smo teorem adekvatnosti za sistem IL. U ovom poglavlju
zˇelimo dokazati teorem potpunosti, tj. dokazat c´emo da je svaka valjana formula ujedno i
teorem sistema IL. Prije toga zˇelimo naglasiti korake dokaza potpunosti za josˇ dva sistema.
Prvo isticˇemo glavne korake dokaza potpunosti logike sudova: Lindenbaumovu lemu i
lemu o istinitosti. Zatim prolazimo kroz dokaz potpunosti sistema GL.
2.1 Potpunost logike sudova
Smatramo da su sintaksa i semantika logike sudova poznate. Takoder smatramo da je poz-
nata definicija sistema RS, kao i pojmovi dokaza, teorema i izvoda u sistemu RS. Detalji
se mogu pronac´i u [8] ili [10]. Teorem potpunosti za sistem RS glasi ovako:
Teorem 2.1.1 (Teorem potpunosti za sistem RS).
Neka je F proizvoljna formula logike sudova. Formula F je valjana ako i samo ako je F
teorem sistema RS.
Jedan smjer dan je teoremom adekvatnosti za sistem RS koji se lako dokazuje indukci-
jom po duljini dokaza teorema u RS.
Teorem 2.1.2 (Teorem adekvatnosti za sistem RS).
Svaki teorem sistema RS je valjana formula.
Sada c´emo skicirati dokaz potpunosti sistema RS. Za to c´e nam trebati nekoliko lema i
propozicija.
Neka je F proizvoljna formula. Zˇelimo pokazati: ako je formula F valjana, tada je
F teorem sistema RS. To c´emo dokazati obratom po kontrapoziciji navedene tvrdnje, tj.
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skicirat c´emo dokaz sljedec´e tvrdnje: ako formula F nije teorem sistema RS, tada F nije
valjana. U tu svrhu pretpostavimo da F nije teorem sistema RS. Sljedec´a propozicija, cˇiji
se dokaz mozˇe nac´i primjerice na stranici 4. u [8], implicira da je tada {¬F} konzistentan
skup.
Propozicija 2.1.3. Neka je S skup formula i F proizvoljna formula. Ako vrijedi S 0 F tada
je skup S ∪ {¬F} konzistentan.
Kada bismo znali da je konzistentan skup ispunjiv, dobili bismo da je formula ¬F
ispunjiva, tj. da formula F nije valjana. U tu svrhu lako se dokazˇe sljedec´a lema:
Lema 2.1.4 (Lema o istinitosti za logiku sudova).
Neka je S skup formula. Ako je S maksimalno konzistentan, tada je S ispunjiv.
Iako imamo da je {¬F} samo konzistentan, Lindenbaumova lema (cˇiji se dokaz mozˇe
pronac´i na stranici 5. u [8]) nam omoguc´ava da nademo nadskup koji jest maksimalno
konzistentan, a onda prema lemi o istinitosti i ispunjiv.
Lema 2.1.5 (Lindenbaumova lema za logiku sudova). Neka je S konzistentan skup for-
mula. Tada postoji maksimalno konzistentan skup formula S ′ takav da vrijedi S ⊆ S ′.
S obzirom da je podskup ispunjivog skupa ispunjiv, tada je i {¬F} ispunjiv skup. Time
je dokaz potpunosti za logiku sudova gotov.
2.2 Potpunost sistema GL
Sistem GL vec´ smo komentirali u prvom poglavlju. Medutim, nismo komentirali seman-
tiku sistema GL. Stoga c´emo prvo rec´i sˇto znacˇi da je neka formula valjana u sistemu
GL.
Definicija 2.2.1. Kripkeov okvir je svaki uredeni par (W,R) gdje je W proizvoljan neprazan
skup, a R je proizvoljna binarna relacija na skupu W. Kripkeov model je svaka uredena
trojka (W,R,) gdje je (W,R) Kripkeov okvir, a  je relacija na W × Prop.
Relaciju  prosˇirujemo do relacije na W × FormGL na identicˇan nacˇin kao u sistemu
IL (izuzimajuc´i dio koji se odnosi na modalni operator B). Elemente skupa W nazivamo
svjetovi. Neka je A formula, M = (W,R,) Kripkeov model, te w ∈ W svijet. Analogno
kao u sistemu IL (uz korisˇtenje Kripkeovih okvira i Kripkeovih modela umjesto IL–okvira
i IL–modela) definiraju se sljedec´i pojmovi: formula A je istinita na svijetu w, formula A
je globalno istinita na modelu M, formula A je valjana na okviru (W,R), te formula A je
valjana.
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Zˇelimo dokazati da je formula A valjana na svakom tranzitivnom i inverzno dobro fun-
diranom okviru ako i samo ako je formula A GL–teorem. Jedan smjer dan je teoremom
adekvatnosti za sistem GL, a vec´ smo istaknuli da smo to dobili dokazom teorema 1.3.3.
Preostaje skicirati dokaz obratne tvrdnje. Mi c´emo zapravo dokazati njen obrat po kontra-
poziciji.
Napomena 2.2.2. Neka je (W,R,) model takav da je R tranzitivna i W konacˇan. Pretpos-
tavimo da R nije inverzno dobro fundirana. Tada postoji niz (xn)n takav da za svaki i ∈ N
vrijedi xiRxi+1. Oznacˇimo s m kardinalnost skupa W. Promotrimo pocˇetni komad niza (xn)n
duljine m + 1, tj. promotrimo komad x0Rx1Rx2R . . .Rxm. Prema Dirichletovom principu,
tada postoje indeksi j, k ∈ {0, 1, . . . ,m}, j < k tako da vrijedi x j = xk. Tada iz tranzitivnosti
od R slijedi x jRxk, tj. x jRx j. Obratom po kontrapoziciji zakljucˇujemo da na konacˇnom
okviru s tranzitivnom relacijom R, irefleksivnost te relacije povlacˇi njenu inverzno dobru
fundiranost. S druge strane, ako je relacija R na konacˇnom okviru tranzitivna i inverzno
dobro fundirana, tada ne postoji svijet x takav da vrijedi xRx. U protivnom bismo dobili
niz (xn)n takav da za svaki i ∈ N vrijedi xi = x i xiRxi+1, sˇto je u kontradikciji s inverzno
dobrom fundiranosˇc´u relacije R. Dakle, tada je R irefleksivna. Time smo dobili da je na
konacˇnom okviru s tranzitivnom relacijom R, irefleksivnost te relacije ekvivalentna njenoj
inverznoj dobroj fundiranosti.
Neka je A formula takva da vrijedi 0GL A. Zˇelimo definirati Kripkeov model M =
(W,R,) u kojem postoji svijet w takav da vrijedi w 1 A, tj. w  ¬A. Postavlja se pitanje
sˇto bi moglo biti W, R,  i svijet w. Lako se pokazuje da je skup {¬A} konzistentan. Slicˇno
kao u logici sudova, i ovdje vrijedi Lindenbaumova lema.
Lema 2.2.3 (Lindenbaumova lema za GL).
Za svaki konzistentan skup S u sistemu GL postoji maksimalno konzistentan skup S ′ u
sistemu GL tako da vrijedi S ⊆ S ′.
Iz prethodne leme slijedi da postoji maksimalno konzistentan skup S takav da vrijedi
¬A ∈ S. Namec´e se ideja da relacija forsiranja  bude takva da vrijedi S  ¬A. To znacˇi
da c´e nam svjetovi u trazˇenom Kripkeovom okviru biti upravo maksimalno konzistentni
skupovi. No, s obzirom da c´emo maksimalno konzistentne skupove koristiti na visˇe mjesta
u modelu, zapravo nec´emo poistovjec´ivati svjetove i maksimalno konzistentne skupove,
nego c´emo svjetovima pridruzˇivati maksimalno konzistentne skupove. Tako dolazimo do
pojma oznacˇenog okvira.
Definicija 2.2.4. Oznacˇeni okvir je uredena trojka (W,R, ν) gdje je (W,R) Kripkeov okvir,
a ν je funkcija koja svakom svijetu w ∈ W pridruzˇuje neki maksimalno konzistentan skup
ν(w).
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Ako je F = (W,R, ν) oznacˇeni okvir relaciju forsiranja  definiramo ovako:
x  p ako i samo ako p ∈ ν(x), za proizvoljan p ∈ Prop.
U daljnjim razmatranjima smatramo da je na svakom oznacˇenom okviru relacija forsiranja
upravo tako definirana.
Definicija 2.2.5. Kazˇemo da lema o istinitosti vrijedi na okviru (W,R, ν) obzirom na skup
formulaD ako vrijedi
(∀x ∈ W)(∀B ∈ D)(x  B ako i samo ako B ∈ ν(x)).
Pretpostavimo da smo definirali F = (W,R, ν) kao oznacˇeni okvir takav da za neki svijet
w ∈ W vrijedi ν(w) = S, te smo definirali skup formula D tako da vrijedi ¬A ∈ D. Sada
je jasno da ako lema o istinitosti vrijedi na okviru F obzirom na skup formulaD, cˇinjenica
¬A ∈ S povlacˇi w  ¬A. Prema tome A nije valjana formula i time je dokaz gotov. No,
kako postic´i da lema o istinitosti vrijedi na F?
Htjeli bismo da za svaku formulu B iz odabranog skupa D vrijedi sljedec´a ekvivalen-
cija: x  B ako i samo ako vrijedi B ∈ ν(x). Zasˇto to jednostavno ne bismo dokazali
indukcijom po slozˇenosti formule B? To ocˇito vrijedi kada je B ≡ p ∈ Prop. Zatim, lako je
vidjeti da tvrdnja vrijedi za bulovske slucˇajeve. Medutim, problemi nastaju kada u koraku
indukcije imamo slucˇaj B ≡ C. Trebamo dokazati sljedec´u ekvivalenciju: x  C ako
i samo C ∈ ν(x). Isticˇemo moguc´e potesˇkoc´e koje se mogu javiti u pojedinom smjeru
dokaza te ekvivalencije.
(i) Pretpostavimo da vrijedi x  C. Iz pretpostavke indukcije dobivamo da vrijedi
(∀y ∈ W) (xRy ⇒ C ∈ ν(y)). No, sada je pitanje mozˇe li se dogoditi da imamo
C < ν(x), odnosno zbog maksimalne konzistentnosti od ν(x), vrijedi li ¬C ∈ ν(x)?
Ukoliko to vrijedi, tada ne vrijedi lema o istinitosti. Takav par (x,¬C) nazivat c´emo
D–problemom.
(ii) Pretpostavimo da vrijedi C ∈ ν(x). Zˇeljeli bismo da vrijedi x  C, tj. da vrijedi
(∀y ∈ W)(xRy⇒ y  C). No, prema pretpostavci indukcije, jer je slozˇenost formule
C strogo manja od slozˇenosti formule C, cˇinjenica C ∈ ν(y) bi povlacˇila y  C.
Stoga je dovoljno da vrijedi (∀y ∈ W)(xRy⇒ C ∈ ν(y)). Dakle, zˇelimo da C ∈ ν(x)
na neki nacˇin povlacˇi C ∈ ν(y). Definirat c´emo posebnu relaciju ≺ i adekvatne
okvire na kojima c´e ta tvrdnja vrijediti.
Sada formalno iskazujemo definicijuD–problema.
Definicija 2.2.6. Neka je D skup formula. D–problem u oznacˇenom okviru (W,R, ν) je
uredeni par (x,¬C) koji ima sljedec´a svojstva:
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a) x ∈ W,
b) ¬C ∈ ν(x) ∩D,
c) za svaki svijet y ∈ W, ako vrijedi xRy tada vrijedi ¬C < ν(y).
Kao sˇto smo istaknuli u (ii), javlja se potreba da za neke svjetove x i y, koji su u relaciji
R, vrijedi da C ∈ ν(x) povlacˇi C ∈ ν(y). Sada definiramo relaciju ≺.
Definicija 2.2.7. Neka su S1 i S2 skupovi formula. Definiramo relaciju ≺ ovako:
S1 ≺ S2 ako i samo ako C ∈ S1 povlacˇi C,C ∈ S2.
Primijetimo da je ≺ ocˇito tranzitivna relacija. Kao sˇto je istaknuto u (ii), te s obzi-
rom na upravo definiranu relaciju ≺, za svjetove x i y, koji su u relaciji R, bilo bi dobro
zahtijevati da vrijedi ν(x) ≺ ν(y). Okvire na kojima je ispunjen taj uvjet nazivat c´emo
adekvatnima. Sada to formalno definiramo.
Definicija 2.2.8. Za oznacˇeni okvir (W,R, ν) kazˇemo da je adekvatan ako je relacija R
tranzitivna i inverzno dobro fundirana, te vrijedi:
(∀x, y ∈ W)(xRy⇒ ν(x) ≺ ν(y)).
Prisjetimo se da smo bili istaknuli da je vazˇno indukcijom po slozˇenosti formule B ∈ D
dokazati sljedec´u ekvivalenciju: x  B ako i samo ako B ∈ ν(x), za svaki svijet x ∈ W. Za-
tim, bili smo istaknuli da je u dokazu koraka indukcije najkompliciraniji slucˇaj kada imamo
B ≡ C. U dokazu jednog smjera ekvivalencije pretpostavili smo da vrijedi x  C. Ko-
ristec´i pretpostavku indukcije, dobivamo da za svaki svijet y ∈ W vrijedi da xRy povlacˇi
C ∈ ν(y). Zbog maksimalne konzistentnosti skupa ν(y), to je ekvivalentno s ¬C < ν(y).
Kada ne bi vrijedilo B ≡ C ∈ ν(x), tj. vrijedilo bi C < ν(x), iz maksimalne konzis-
tentnosti skupa ν(x) slijedilo bi ¬C ∈ ν(x). Tada je (x,¬B) upravo jedan D–problem.
Uocˇimo sada neke potesˇkoc´e koje nismo eksplicitno naglasili:
• Promatrali smo formulu B ≡ C i primijenili pretpostavku indukcije na formulu C.
To smo mogli jer je slozˇenost formule C strogo manja od slozˇenosti formule C.
Medutim, treba vrijediti i C ∈ D. To bismo mogli osigurati zahtjevom da je skup D
zatvoren na potformule.
• Pretpostavimo da je (x,¬C) doista jedanD problem. Prema definicijiD–problema,
to znacˇi da vrijedi ¬C ∈ D. Mogli bismo dakle trazˇiti da D bude zatvoren i na
negacije. S obzirom da radimo s maksimalno konzistentnim skupovima, tada je pri-
mjerice nebitno isticˇemo li da se u nekom maksimalno konzistentnom skupu nalazi
C, ¬¬C ili ¬¬¬¬C. Ukoliko samo zahtijevamo daD sadrzˇi formulu ¬C, tada
mozˇemo postic´i da jeD konacˇan. To postizˇemo na nacˇin da zahtijevamo zatvorenost
skupaD na jednostruke negacije. Pojam jednostruke negacije odmah definiramo.
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Definicija 2.2.9. Neka je B proizvoljna formula. Definiramo jednostruku negaciju od B,
u oznaci ∼B, ovako:
∼B =
C, ako B ≡ ¬C;¬B, inacˇe.
Sada nije tesˇko dokazati sljedec´u lemu.
Lema 2.2.10. Neka je F adekvatan okvir, te D skup formula zatvoren na potformule i
jednostruke negacije. Lema o istinitosti vrijedi na okviru F obzirom na D ako i samo ako
ne postojiD–problem u okviru F.
Definirajmo sada jednocˇlani oznacˇeni okvir F0 = ({w}, ∅, {(w,S)}). Primijetimo da je
taj okvir adekvatan i da smo ν(w) definirali tako da vrijedi ¬A ∈ ν(w). Neka jeD najmanji
skup koji sadrzˇi formulu ¬A i koji je zatvoren na potformule i jednostruke negacije. S
obzirom da je ¬A formula, tj. konacˇan niz simbola, slijedi da ima konacˇno mnogo potfor-
mula, a za svaku od njih postoji najvisˇe jedna jednostruka negacija (koja je razlicˇita od te
potformule). Dakle, takav D je konacˇan. Iz toga, i cˇinjenice da je skup svjetova {w} ocˇito
konacˇan,D–problema ima konacˇno.
Kao sˇto smo istaknuli u prethodnoj lemi, dovoljno je nac´i adekvatan okvir koji nema
niti jedan D–problem. Pretpostavimo da imamo neki konacˇan adekvatan oznacˇeni okvir
F = (W,R, ν) i (y,¬B) jedanD–problem na tom okviru. To znacˇi da za svaki svijet x ∈ W
takav da vrijedi yRx, vrijedi i ¬B < ν(x). Uzmimo sada neki x′ < W (sˇto mozˇemo jer je W
konacˇan). Definirajmo W ′ = W ∪ {x′}, R′ = R ∪ {(y, x′)} i prosˇirimo funkciju ν do funkcije
ν′ tako da vrijedi ¬B ∈ ν′(x′). Naravno, postavlja se pitanje je li takvo prosˇirenje moguc´e.
Pretpostavimo na trenutak da doista jest, te da je time dobiven adekvatan oznacˇeni okvir
F′ = (W ′,R′, ν′). Ocˇito na tom okviru (x,¬B) visˇe nije D–problem. Rec´i c´emo da je taj
D–problem eliminiran ovim prosˇirenjem F′ okvira F.
Dakle, pocˇevsˇi od jednocˇlanog okvira F0, ideja je dobiti niz okvira (Fn)n, pri cˇemu je
Fi+1 adekvatan oznacˇeni okvir nastao eliminacijom barem jednogD–problema iz adekvat-
nog oznacˇenog okvira Fi. Ako osiguramo da eliminacijom nekogD–problema ne uvodimo
nove D–probleme, tada svaki puta imamo barem jedan D–problem manje. S obzirom da
smo krenuli od F0 koji je imao konacˇno D–problema, u konacˇno prosˇirenja dolazimo do
adekvatnog oznacˇenog okvira na kojem nema niti jedan D–problem. Taj okvir je upravo
onaj koji trazˇimo.
S obzirom da je R relacija koja je tranzitivna i prema napomeni 2.2.2 irefleksivna,
u konstrukciji c´e adekvatni oznacˇeni okvir Fi zapravo biti oznacˇeno stablo (Wi,Ri, νi) s
korijenom w (prisjetimo se da je w takav da vrijedi ¬A ∈ νi(w)). Skup Wi je konacˇan i
on predstavlja cˇvorove stabla, relacija Ri predstavlja lukove, a νi je funkcija oznacˇavanja
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koja svaki cˇvor x oznacˇava maksimalno konzistentnim skupom νi(x). Nadalje je postupak
dokaza ovakav:
• Pretpostavimo da je za neki i ∈ N definiran adekvatan oznacˇeni okvir Fi = (Wi,Ri, νi)
tako da je (Wi,Ri) stablo visine i s korijenom w.
• Nadalje, pretpostavljamo da ne postojiD–problem (y,¬B) u okviru Fi pri cˇemu je y
cˇvor visine strogo manje od i. Takoder, pretpostavljamo da postoji barem jedan cˇvor
x visine i tako da je (x,¬B) jedanD–problem. Drugim rijecˇima, preostaje ukloniti
D–probleme oblika (x,¬B) gdje je svijet x jedan R–terminalan cˇvor u okviru Fi.
• Sada konstruiramo adekvatan oznacˇeni okvir Fi+1 = (Wi+1,Ri+1, νi+1) koji ima strogo
manjeD–problema od Fi, te je (Wi+1,Ri+1) stablo visine i + 1 s korijenom w.
• S obzirom da je na F0 bilo konacˇno D–problema, a svakim novim prosˇirenjem Fi
D–problema je strogo manje, u konacˇno mnogo prosˇirenja dolazimo do okvira Fn,
tj. konacˇnog stabla visine n na kojem nemaD–problema. To je upravo trazˇeni okvir.
Sada istaknimo zˇelje koje bi trebalo ispuniti da bismo za dani okvir Fi, mogli rec´i da
njegovo prosˇirenje Fi+1 ima strogo manjeD–problema od Fi.
• Iako mozˇemo vec´ opisanim postupkom eliminirati D–problem (x,¬B) iz okvira
Fi dodavanjem novog svijeta x′, ne zˇelimo da je tada (x′,¬B) novi D–problem u
okviru Fi+1. To c´emo lako sprijecˇiti ako je νi+1(x′) takav da, osim sˇto vrijedi ¬B ∈
νi+1(x′), vrijedi i B ∈ νi+1(x′).
• Zˇelimo da svijet x′ koji smo uveli ne generira niti jedan novi D–problem, tj. zˇelimo
da ne postoji formula C ∈ D tako da je (x′,¬C) jedan D–problem u okviru Fi+1, a
(x,¬C) nijeD–problem u okviru Fi. S obzirom da je x jedan R-terminalan svijet u
okviru Fi, tada iz cˇinjenice da (x,¬C) nijeD–problem u Fi slijedi ¬C < νi(x). Iz
maksimalne konzistentnosti skupa νi(x) slijedi C ∈ νi(x). Bilo bi dobro osigurati da
vrijedi C ∈ νi+1(x′), jer tada upravo (x′,¬C) ne bi bioD–problem u Fi+1. Drugim
rijecˇima, bilo bi dobro osigurati νi(x) ≺ νi+1(x′).
Sljedec´a lema pokazuje da postoji takav maksimalno konzistentan skup νi+1(x′) tako da
su prethodne zˇelje ispunjene.
Lema 2.2.11 (Lema o egzistenciji za GL). Neka je C maksimalno konzistentan skup i
¬F ∈ C. Tada postoji maksimalno konzistentan skup C′ tako da vrijedi C ≺ C′ i
¬F,F ∈ C′.
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Time smo zavrsˇili skicu dokaza teorema potpunosti za sistem GL jer smo doista osi-
gurali da prosˇirenje eliminira barem jedan D–problem i ne uvodi nove D–probleme. Ko-
nacˇno, iskazˇimo formalno teorem potpunosti za sistem GL.
Teorem 2.2.12 (Teorem potpunosti za GL). Neka je A formula takva da vrijedi 0GL A.
Tada postoji konacˇno stablo (W,R) s korijenom w i model M = (W,R,) tako da vrijedi
M,w  ¬A.
2.3 Oznacˇeni okviri, problemi i nedostaci
Teorem potpunosti za sistem IL dokazujemo takoder obratom po kontrapoziciji. Dakle,
treba pokazati da ako vrijedi 0IL A tada postoji IL–model M i svijet w ∈ M tako da vrijedi
M,w 1 A, tj. M,w  ¬A. Stoga se dokaz IL–potpunosti svodi na konstrukciju takvog
modela M.
Pretpostavimo da vrijedi 0IL A. Tada je lako vidjeti da je {¬A} IL–konzistentan skup.
Iz Lindenbaumove leme za sistem IL slijedi da postoji maksimalno IL–konzistentan skup
formula S takav da vrijedi {¬A} ⊆ S, tj. ¬A ∈ S.
Treba nam IL–model koji sadrzˇi svijet w na kojem je istinita ¬A. Ono sˇto zasad imamo
je jedan IL–MCS. Kao i u slucˇaju sistema GL, svjetovi u modelu c´e nam biti oznacˇeni
maksimalno konzistentnim skupovima. Naime, dogada se da isti MCS treba koristiti na
razlicˇitim mjestima u modelu. Iz tog razloga nec´emo poistovjec´ivati svijet w s IL–MCS,
nego c´emo svijetu w dodati oznaku ν(w), gdje je ν(w) neki IL–MCS. Stoga definiramo
IL–oznacˇene okvire.
Definicija 2.3.1. IL–oznacˇeni okvir je cˇetvorka (W,R, S , ν), pri cˇemu je (W,R, S ) IL–okvir,
a ν je parcijalna funkcija koja svakom x ∈ W pridruzˇuje IL–MCS ν(x), a nekim parovima
(x, y) ∈ W2, takvima da vrijedi xRy, funkcija ν pridruzˇuje formulu ν((x, y)). Parcijalnu
funkciju ν nazivamo funkcijom oznacˇavanja.
Umjesto ν((x, y)) = B ∈ FormIL pisat c´emo ν(x, y) = B. Primijetimo josˇ da u IL–
oznacˇenom okviru razlicˇitim svjetovima mogu biti pridruzˇeni isti maksimalno IL–konzi–
stentni skupovi. Takoder, imamo potrebu nekom paru (x, y) ∈ R pridruzˇiti kao oznaku neku
formulu. Motivacija za ovakvo oznacˇavanje mozˇda trenutno nije jasna, no objasˇnjenju
takvog oznacˇavanja vratit c´emo se nakon sˇto uvedemo josˇ neke pojmove.
Napomena 2.3.2. Iz svakog IL–oznacˇenog okvira F = (W,R, S , ν) mozˇe se dobiti IL–
model F uz definiranje relacije forsiranja  ovako:
F,w  p :⇔ p ∈ ν(w), (w ∈ W, p ∈ Prop).
Kazˇemo da je F pripadni IL–model za F.
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Neka je F proizvoljan IL–oznacˇeni okvir s funkcijom oznacˇavanja ν, te F njegov pri-
padni IL–model (u smislu prethodne napomene). Neka je x ∈ F proizvoljan svijet. Tada, iz
definicije (prosˇirenja) relacije forsiranja slijedi da bi bilo idealno (indukcijom po slozˇenosti
formule) pokazati da za svaku formulu B vrijedi sljedec´a ekvivalencija: x  B ako i samo
ako vrijedi B ∈ ν(x). Tu ekvivalenciju nazivamo lema o istinitosti. U dokazu potpunosti
konstruira se model na kojem vrijedi neki oblik leme o istinitosti. To precizno definiramo
u sljedec´oj definiciji.
Definicija 2.3.3. Neka je F = (W,R, S , ν) IL–oznacˇeni okvir i neka je F = (W,R, S ,)
pripadni IL–model. Neka je D ⊆ FormIL. Kazˇemo da lema o istinitosti vrijedi na F
obzirom naD ako vrijedi sljedec´e:(∀B ∈ D) (∀x ∈ W) (F, x  B⇔ B ∈ ν(x)).
Glavno pitanje je kako od maksimalno IL–konzistentnog skupa S koji sadrzˇi formulu
¬A doc´i do modela gdje ¬A vrijedi na nekom svijetu w. Sada je jasno da ako dodemo
od IL–oznacˇenog okvira F = (W,R, S , ν), na kojem smo svijet w ∈ W oznacˇili skupom S
(koji sadrzˇi formulu ¬A), te na kojem vrijedi lema o istinitosti s obzirom naD (koji takoder
sadrzˇi formulu ¬A), tada smo gotovi. Pripadni model je upravo model koji trazˇimo.
Dakle, zˇelimo da na IL–okviru F vrijedi lema o istinitosti obzirom na odabrani skup
D. Sada se, kao i u GL, pitamo mozˇemo li indukcijom po slozˇenosti formule B iz skupaD
dokazati da vrijedi zˇeljena ekvivalencija: x  B ako i samo ako vrijedi B ∈ ν(x). Ponovno,
kao i slucˇaju GL, primjec´ujemo da problemi nastaju u koraku indukcije. No za razliku od
GL, sada u koraku indukcije promatramo slucˇaj B ≡ C B D. Trebamo dokazati sljedec´u
ekvivalenciju: x  C B D ako i samo ako C B D ∈ ν(x). Isticˇemo moguc´e potesˇkoc´e koje
se mogu javiti u pojedinom smjeru dokaza te ekvivalencije:
(i) Pretpostavimo da vrijedi ¬(C B D) ∈ ν(x). Sˇto ako tada vrijedi x 1 ¬(C B D)? To bi
znacˇilo da vrijedi x  C B D, tj. da za svaki y ∈ W takav da xRy i C ∈ ν(y), postoji
z ∈ W takav da vrijedi ySxz i D ∈ ν(z). Ukoliko to vrijedi, tada ne vrijedi lema o
istinitosti. Takav par (x,¬(C B D)) nazivat c´emoD–problemom.
(ii) Pretpostavimo da vrijedi C B D ∈ ν(x). Ponovno se pitamo sˇto ako ne vrijedi zˇeljeni
rezultat, tj. sˇto ako vrijedi x 1 C B D. To znacˇi da postoji svijet y ∈ W takav da xRy
i C ∈ ν(y), ali ne postoji svijet z ∈ W sa sljedec´im svojstvima:
– vrijedi ySxz;
– vrijedi D ∈ ν(z).
Zakljucˇujemo da tada ocˇito ne vrijedi lema o istinitosti. Takvu trojku (x, y,C B D)
nazivat c´emoD–nedostatkom.
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Napomenimo ovdje da ne razmatramo D–probleme u smislu prethodne tocˇke, tj. u
sistemu GL. Naime, prema 3. tvrdnji leme 1.4.5, modalni operator  je izraziv pomoc´u
modalnog operatora B, veznika ¬ i logicˇke konstante ⊥. Prema tome u koraku indukcije
po slozˇenosti formule u dokazu ekvivalencije
x  B ako i samo B ∈ ν(x)
ne trebamo promatrati slucˇaj B ≡ C. Sada formalno iskazujemo definicijuD–problema.
Definicija 2.3.4. Neka je D ⊆ FormIL i F = (W,R, S , ν) IL–oznacˇeni okvir, x ∈ W, te
C,D ∈ FormIL. D–problem je par (x,¬(C B D)) takav da vrijedi sljedec´e:
1. ¬(C B D) ∈ ν(x) ∩D,
2. za svaki y ∈ W, takav da vrijedi xRy, vrijedi
C ∈ ν(y)⇒ ∃z(ySxz ∧ D ∈ ν(z)).
Primjer D–problema ilustriran je na slici 2.1. Svjetove prikazujemo cˇvorovima grafa
(kojima je pridruzˇena odgovarajuc´a oznaka), a (usmjereni) lukovi oznacˇavaju elemente
relacije. Ako su svjetovi x i y u relaciji R, tada je to oznacˇeno ravnom strelicom od cˇvora
oznacˇenog s x do cˇvora oznacˇenog s y. Ako su svjetovi y i z u relaciji Sx, tada su oni
povezani valovitom strelicom, pri cˇemu kod te strelice stoji oznaka x. Uz neke svjetove
su napisane i formule. Primjerice, uz svijet x je napisana formula ¬(C B D). Time smo
naznacˇili da vrijedi ¬(C B D) ∈ ν(x).
x
xx
y1
C
y2
C
y3
¬C
¬(C B D)
z1
D
z2
D
Slika 2.1: D–problem (x,¬(C B D)).
Sada formalno iskazujemo definicijuD–nedostatka.
Definicija 2.3.5. Neka je D ⊆ FormIL i F = (W,R, S , ν) IL–oznacˇeni okvir, x, y ∈ W, te
C,D ∈ FormIL. D–nedostatak je trojka (x, y,C B D) takva da vrijedi sljedec´e:
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1. xRy,
2. C B D ∈ ν(x) ∩D,
3. C ∈ ν(y),
4. niti za jedan z ∈ W takav da vrijedi ySxz ne vrijedi D ∈ ν(z).
PrimjerD–nedostatka ilustriran je na sljedec´oj slici.
x
C B D
y
C
z1
¬D
z2
¬D
x
x
Slika 2.2: D–nedostatak (x, y,C B D).
Ukoliko je D unaprijed fiksiran ili jasan iz konteksta, jednostavno govorimo o proble-
mima i nedostatcima. Iako to nismo eksplicitno naglasili, ponovno kao i u slucˇaju GL (cˇak
sˇtovisˇe iz istih razloga kao i u slucˇaju GL), zahtijevamo zatvorenost skupaD na potformule
i jednostruke negacije.
Sada iskazujemo i dokazujemo sljedec´u lemu, koja nam daje nuzˇan i dovoljan uvjet da
bi na nekom IL–oznacˇenom okviru vrijedila lema o istinitosti obzirom naD.
Lema 2.3.6. Neka je F = (W,R, S , ν) oznacˇeni okvir, te D skup formula zatvoren na jed-
nostruku negaciju i potformule. Lema o istinitosti vrijedi na F obzirom na D ako i samo
ako ne postoje nitiD–problemi nitiD–nedostatci.
Dokaz. Pretpostavimo da na F vrijedi lema o istinitosti u odnosu na D. Pretpostavimo
suprotno, tj. postojeD–problemi iliD–nedostatci. Razmatramo svaki od ta dva slucˇaja.
• Neka je (x,¬(C BD)) nekiD–problem u IL–okviru F. Tada vrijedi ¬(C BD) ∈ ν(x)
i ¬(C B D) ∈ D. Takoder, jer je D zatvoren na potformule, iz ¬(C B D) ∈ D slijedi
C ∈ D i D ∈ D. Iz pretpostavke o istinitosti, slijedi x  ¬(CBD), tj. x 1 CBD. Tada
postoji y ∈ W takav da imamo xRy i y  C (zbog pretpostavke o istinitosti C ∈ ν(y)),
ali ne postoji z ∈ W takav da vrijedi ySxz i z  D (zbog pretpostavke o istinitosti
D ∈ ν(z)). No, tada smo dobili kontradikciju s pretpostavkom da je (x,¬(C B D))
jedanD–problem, jer bi prema definicijiD–problema, za svaki y ∈ W za koji vrijedi
xRy, C ∈ ν(y) trebalo povlacˇiti da postoji z ∈ W takav da vrijedi ySxz i D ∈ ν(z).
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• Neka je (x, y,C B D) nekiD–nedostatak u IL–okviru F. Tada vrijedi C B D ∈ ν(x) i
C B D ∈ D. Jer jeD zatvoren na potformule vrijedi C ∈ D i D ∈ D. Iz pretpostavke
o istinitosti slijedi x  C B D. Tada za svaki u ∈ W takav da vrijedi xRu i C ∈ ν(u),
postoji v ∈ W takav da vrijedi uSxv i D ∈ ν(v). Dakle, dobili smo kontradikciju, jer iz
definicije D–nedostatka, za y vrijedi xRy i C ∈ ν(y) (zbog pretpostavke o istinitosti,
y  C). No, ne postoji v ∈ W takav da vrijedi ySxv i D ∈ ν(v) (zbog pretpostavke o
istinitosti, v  D).
Dokazˇimo sada obratan smjer. Pretpostavimo da u IL–okviru F ne postojeD–problemi
niti D–nedostatci. Dokazujemo da u IL–okviru F vrijedi lema o istinitosti u odnosu na
skup D. U tu svrhu dokazujemo indukcijom po slozˇenosti formule B ∈ D da za svaki
x ∈ W vrijedi sljedec´e:
x  B ako i samo ako B ∈ ν(x).
Primijetimo da sve veznike logike sudova mozˇemo iskazati pomoc´u ⊥ i→, a da modalni
operator  prema tvrdnji 3. leme 1.4.5. mozˇemo iskazati koristec´i samo B i ⊥. Stoga c´emo
u koraku indukcije razmatrati samo formule oblika C → D i C B D.
Neka je B formula slozˇenosti 0. Tada je B ≡ p ili B ≡ ⊥, za neki p ∈ Prop. No, relacija
 je definirana tako da za svaki x ∈ W vrijedi: x  p ako i samo ako p ∈ ν(p).
Pretpostavimo da za neki k ∈ N tvrdnja vrijedi za sve formule cˇija je slozˇenost manja
ili jednaka k.
Pokazujemo da tvrdnja vrijedi za slucˇaj kada je formula B ∈ D slozˇenosti k + 1. Neka
je x ∈ W proizvoljan. Razmatramo sljedec´e slucˇajeve:
a) B ≡ C → D ∈ D. Jer jeD zatvoren na potformule, vrijedi C ∈ D i D ∈ D.
• Pretpostavimo da vrijedi x  C → D. Tada vrijedi x 1 C ili x  D. Formule C i D
su slozˇenosti manje ili jednake k, pa prema pretpostavci indukcije vrijedi C < ν(x)
(tj. ¬C ∈ ν(x)) ili D ∈ ν(x). Koristec´i tautologiju ¬C → (D → (C → D)),
dvostrukom primjenom pravila mod pon dobivamo C → D ∈ ν(x).
• Neka je C → D ∈ ν(x). Ako vrijedi x 1 C, onda smo gotovi. Inacˇe, vrijedi x  C.
Tada primjenom pravila mod pon dobivamo D ∈ ν(x). Slozˇenost od D je manja
od k + 1 pa prema pretpostavci indukcije vrijedi x  D. Tada x  C → D.
b) B ≡ C B D ∈ D. Ponovo, jer jeD zatvoren na potformule, vrijedi C ∈ D i D ∈ D.
• Neka je x  C B D. Tada za svaki y ∈ W takav da je xRy i y  C postoji z ∈ W
takav da ySxz i z  D. Jer je slozˇenost od C i od D manja od k + 1, prema
pretpostavci indukcije C ∈ ν(y) i D ∈ ν(z). Jer je D zatvoren na jednostruke
negacije vrijedi ¬(C B D) ∈ D. Pretpostavimo suprotno, tj. C B D < ν(x). Zbog
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maksimalne konzistentnosti vrijedi ¬(C BD) ∈ ν(x). Dakle, ¬(C BD) ∈ ν(x)∩D.
No, tada dobivamo da je (x,¬(C B D)) jedan D–problem, sˇto je u kontradikciji s
pretpostavkom daD–problemi ne postoje.
• Neka je C B D ∈ ν(x). Pretpostavimo suprotno, tj. x 1 C B D. Tada postoji y ∈ W
takav da vrijedi xRy i y  C, te ne postoji z ∈ W takav da vrijedi ySxz i z  D.
Jer su C i D slozˇenosti manje od k + 1, prema pretpostavci indukcije C ∈ ν(y) i
D ∈ ν(z). No, tada je (x, y,C B D) jedan D–nedostatak, sˇto je u kontradikciji s
pretpostavkom daD–nedostatci ne postoje.

Dakle, lemu o istinitosti dobit c´emo nakon sˇto se rijesˇimo problema i nedostataka.
Postavlja se pitanje kako. Sada navodimo moguc´e nacˇine rjesˇavanja.
• Ako je (x, y,C B D) neki D–nedostatak tada za svijet y vrijedi xRy i C ∈ ν(y), ali
ne postoji svijet z za koji vrijedi ySxz i D ∈ ν(z). To upravo mozˇemo popraviti
dodavanjem novog svijeta z u skup W i uz definiranje ySxz i D ∈ ν(z).
• Ako je (x,¬(C B D)) neki D–problem tada za svaki svijet y ∈ W za koji vrijedi
xRy, C ∈ ν(y) povlacˇi postojanje svijeta z ∈ W tako da vrijedi ySxz i D ∈ ν(z).
To mozˇemo popraviti tako da dodamo u W novi svijet y za koji definiramo xRy i
C ∈ ν(y). Takoder definiramo D < ν(y) (dakle, ¬D ∈ ν(y)). Naime, ako vrijedi ySxz,
tada (zbog refleksivnosti od Sx) vrijedi z = y. Primijetimo da za neki drugi svijet
z ∈ W nismo niti definirali ySxz. Medutim, definirali smo D < ν(z) (tj. D < ν(y)), pa
sada (x,¬(C B D)) visˇe nijeD–problem.
Dakle, dodajemo svjetove u W, te dodajemo nove elemente u relaciju R, odnosno u
relacije koje su elementi od S . Time dobivamo prosˇirenja modela. U sljedec´oj definiciji to
precizno opisujemo.
Definicija 2.3.7. Neka je F = (W,R, S , ν) IL–oznacˇeni okvir. Kazˇemo da je IL–oznacˇeni
okvir F′ = (W ′,R′, S ′, ν′) prosˇirenje od F, i pisˇemo F ⊆ F′, ako je W ⊆ W ′ i relacije u F′
restringirane na F daju odgovarajuc´e relacije na F, te je funkcija ν restrikcija funkcije ν′.
Preciznije, zahtjevi na restrikcije u gornjoj definiciji svode se na sljedec´e zahtjeve za
sve x, y, z ∈ F:
• xR′y ako i samo ako xRy,
• yS′xz ako i samo ako ySxz,
• ν′(x) = ν(x),
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• ν′(x, y) je definirano ako i samo ako je ν(x, y) definirano, te u tom slucˇaju vrijedi
ν′(x, y) = ν(x, y).
Kazˇemo da je problem (nedostatak) u okviru F eliminiran prosˇirenjem F′ ako to visˇe
nije problem (nedostatak) u okviru F′.
Eliminacija D–problema sa slike 2.1 prikazana je slikom 2.3(a). Taj problem je elimi-
niran dodavanjem svijeta y4. Eliminacija D–nedostatka sa slike 2.2 prikazana je slikom
2.3(b). Taj nedostatak je eliminiran dodavanjem svijeta z3.
(a) (b)
x
x
x
y1
C
y2
C
y3
¬C
y4
C,¬D
¬(C B D)
z1
D
z2
D x
C B D
y
C
z1
¬D
z2
¬D
z3
D
x
x
x
Slika 2.3: (a) Eliminacija D–problema (x,¬(C B D) sa slike 2.1; (b) Eliminacija D–
nedostatka (x, y,C B D) sa slike 2.1.
Zˇelimo da se nedostatak ili problem koji je jednom uklonjen visˇe ne pojavljuje. Pro-
motrimo prvo neki nedostatak (x, y,C B D). Tada ne postoji svijet z ∈ W za koji vrijedi
ySxz i D ∈ ν(z). To smo rijesˇili dodavanjem takvog z za koji vrijedi ySxz i D ∈ ν(z). Sada se
u svim prosˇirenjima taj nedostatak visˇe ne mozˇe pojaviti. Naime, uvijek nesˇto dodajemo,
nikada ne oduzimamo. Stoga c´e z kojim smo eliminirali taj nedostatak uvijek biti prisutan.
No, problemi doista stvaraju probleme. Promotrimo neki problem (x,¬(C B D)). Tada
za svaki svijet y za koji vrijedi xRy vrijedi da C ∈ ν(y) povlacˇi postojanje svijeta z ∈ W
da vrijedi ySxz i D ∈ ν(z). Taj problem smo eliminirali uvodenjem novog svijeta y tako
da vrijedi xRy i C,¬D ∈ ν(y). Tada, ukoliko vrijedi ySxz, zbog y < W i tranzitivnosti od
Sx, vrijedi z = y. Stoga je zbog ¬D ∈ ν(y) problem eliminiran. No, to bi trebalo vrijediti
i na daljnjim prosˇirenjima. Kako onda jamcˇiti da nec´emo u nekom sljedec´em prosˇirenju
sa Sx prijelazima doc´i od svijeta y do nekog svijeta z, takvog da vrijedi C ∈ ν(z)? No,
nisu samo Sx prijelazi opasni. Ako R–prijelazima dodemo od nekog svijeta y do nekog
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svijeta z za koji vrijedi D ∈ ν(z), tada xRyRz povlacˇi ySxz (sˇto je opet problem). Dakle,
treba dati jamstvo da se ni tako nesˇto nec´e dogoditi. Navedena jamstva treba dati prilikom
svakog uvodenja novog svijeta y, te sva ta jamstva pratiti kroz konstrukciju i biti siguran da
ona doista vrijede i dalje. O tome se brine tzv. D–kriticˇan konus. Buduc´i da niti za jedan
z ∈ R[y] ne smije vrijediti D ∈ ν(z), razumno je zahtijevati da vrijedi ¬D ∈ ν(y) (pri cˇemu
je ovaj y uveden zbog eliminacije problema sa ¬(C B D) ∈ ν(x) ∩D).
Definicija 2.3.8. Neka je (W,R, S , ν) IL–oznacˇeni okvir, x ∈ W proizvoljan svijet, te
D ∈ FormIL. D–kriticˇan konus nad x, u oznaci CCx , definiramo kao najmanji skup koji
zadovoljava sljedec´e uvjete:
1. za svaki y ∈ W, ako vrijedi ν(x, y) = C tada je y ∈ CCx ,
2. za sve y, x′ ∈ W, ako vrijedi x′ ∈ CCx i x′Sxy tada y ∈ CCx ,
3. za sve y, x′ ∈ W, ako vrijedi x′ ∈ CCx i x′Ry tada y ∈ CCx .
Dakle, ako je (x,¬(C B D) problem, tada c´emo, po uvodenju novog svijeta y koji c´e taj
problem eliminirati, par (x, y) ∈ R oznacˇiti formulom D. Sada su svi (R ili Sx)–sljedbenici
koji su nam kriticˇni (tj. na koje treba paziti - na njima ne zˇelimo da vrijedi D) u D–kriticˇnom
konusu nad x.
x
y
z1 z2
z3 z4 CDx
D
x
x
Slika 2.4: Primjer D–kriticˇnog konusa nad x. Konus je oznacˇen sivom bojom.
Ilustracija jednog D–kriticˇnog konusa nad svijetom x dana je na slici 2.4. Primijetimo
prvo da vrijedi x < CDx (inacˇe bi se pokazalo da vrijedi xRx sˇto je u kontradikciji s inverzno
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dobrom fundiranosˇc´u relacije R). Promotrimo nadalje svijet z2. Vrijedi yRz2 i xRy pa
iz svojstva 5. definicije IL–okvira slijedi ySxz2. Promotrimo svijet z3. Vrijedi ySxz1, sˇto
povlacˇi xRz1, pa iz xRz1Rz3 slijedi z1Sxz3. No, zbog tranzitivnosti od Sx, iz ySxz1 i z1Sxz3
proizlazi ySxz3. Konacˇno, za svijet z4, iz tranzitivnosti od Sx i ySxz1Sxz4 slijedi ySxz4.
Napomena 2.3.9. D–kriticˇan konus nad x je prema definiciji zatvoren na uzimanje sljed-
benika po relaciji R, te po relaciji Sx. No, zapravo je trazˇenje zatvorenja po relaciji R
redundantan zahtjev. Dovoljno je trazˇiti zatvorenost na sljedbenike po relaciji Sx.
Ukoliko zahtijevamo zatvorenost na relaciju Sx, za proizvoljan svijet x, dolazimo do
pojma generaliziranog D–konusa. Ukoliko znamo da na nekom generaliziranom D–kriticˇ-
nom konusu nad x ne vrijedi formula D (tj. na svakom svijetu iz tog konusa), tada smo
sigurni da smo ispunili uvjet da ona ne vrijedi niti na D–kriticˇnom konusu nad x.
Definicija 2.3.10. Neka je (W,R, S , ν) IL–oznacˇeni okvir, x ∈ W proizvoljan svijet, te
D ∈ FormIL. Generalizirani D–konus nad x, u oznaci GDx , definiramo kao najmanji skup
koji zadovoljava sljedec´e uvjete:
1. za svaki y ∈ W, ako y ∈ CDx tada y ∈ GDx ,
2. za sve y, x′ ∈ W, ako x′ ∈ GDx i x′Szy tada y ∈ GDx , za proizvoljan z ∈ W,
3. za sve y, x′ ∈ W, ako x′ ∈ GDx i x′Ry tada y ∈ GDx .
Primijetimo da iz uvjeta 1. prethodne definicije slijedi da je D–kriticˇan konus nad x
podskup generaliziranog D–konusa nad x. Prema tome ako vrijedi GD1x ∩ GD2x = ∅ tada
vrijedi i CD1x ∩ CD2x = ∅, za sve formule D1 i D2.
Za oznacˇene okvire koje c´emo koristiti, zahtijevat c´emo da zadovoljavaju neka svoj-
stva koja c´e nam osigurati ne pojavljivanje jednom uklonjenih problema. Tako definiramo
adekvatne okvire. Prvo iskazujemo definiciju, a onda komentiramo zasˇto su upravo takvi
IL–oznacˇeni okviri prikladni.
Definicija 2.3.11. IL–oznacˇeni okvir (W,R, S , ν) nazivamo adekvatnim okvirom ako su za
sve x, y ∈ W, te C,D ∈ FormIL zadovoljeni sljedec´i uvjeti:
1. ako xRy tada ν(x) ≺ ν(y),
2. ako su C i D razlicˇite formule tada GCx ∩ GDx = ∅,
3. ako y ∈ CCx tada ν(x) ≺C ν(y).
Za sve oznacˇene okvire nadalje c´emo podrazumijevati da su adekvatni, pa c´emo jed-
nostavno govoriti o oznacˇenim okvirima. Sada komentiramo zahtjeve prethodne definicije.
Zbog laksˇeg prac´enja, dana je kao ilustracija slika 2.6 na kojoj se mogu pratiti sve iskazane
tvrdnje.
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Slika 2.5: Primjer generaliziranog D–kriticˇnog konusa nad x. Konus je oznacˇen sivom
bojom. Dio koji se nalazi u pravokutniku predstavlja D–kriticˇan konus nad x.
Napomena 2.3.12. Razmatramo redom zahtjeve 1.–3. iz prethodne definicije.
1. Prisjetimo se pricˇe o uvjetima kod nepojavljivanja vec´ uklonjenih problema. Rekli
smo da imamo D–kriticˇan konus, te smo htjeli da D ne vrijedi na nekom R–sljedbeni-
ku od y, pa samo zahtjevali da vrijedi ¬D ∈ ν(y). No, sada upravo ovaj zahtjev kazˇe
da ako je z neki R–sljedbenik od y (novouveden svijet), te vrijedi ¬D ∈ ν(y), tada
ν(y) ≺ ν(z) povlacˇi¬D ∈ ν(z). Drugim rijecˇima, D doista ne vrijedi na R–sljedbeniku
od y (dodatno dobivamo da na njemu vrijedi ¬D).
2. Kod eliminiranja problema (x,¬(C B D)), uveli smo novi svijet y i oznacˇili ν(x, y) =
D. Zakljucˇili smo dosad da niti za jedan element z konusa CDx ne smije vrijediti
D ∈ ν(z). Pretpostavimo da sada eliminiramo neki drugi problem (x′,¬(C′ B D′)).
Uvodimo novi y′ i zˇelimo da na CD′x ne vrijedi D′. No, sada se mozˇe dogoditi da je
neki svijet z u presjeku prethodno navedenih konusa. Tada dakle ne smije vrijediti ni
D ∈ ν(z), ni D′ ∈ ν(z). Daljnjim eliminiranjem drugim problema dobivamo dodatne
zahtjeve na ν(z). To predstavlja znatne komplikacije jer je ν(z) IL–MCS, pa nema
garancije da je sve te zahtjeve moguc´e ispuniti. No, GDx ∩GD′x = ∅ povlacˇi CDx ∩CD′x =
∅, sˇto znacˇi da ne postoji takav z. Drugim rijecˇima, za svaki ν(z) moramo osigurati
da samo jedna formula ne bude unutra (a za ostale nas nije briga).
3. Ponovo, kod eliminacije problema (x,¬(C BD)), uveli smo y i dobili konus CDx (svje-
tove koji su pod posebnim nadzorom tijekom ostatka konstrukcije). Za proizvoljan
z ∈ CDx vec´ smo vidjeli da vrijedi ySxz. Je li sada moguc´e da u nekom trenutku postoji
formula E B D ∈ ν(x), tako da vrijedi E ∈ ν(y), ali ne postoji z ∈ CDx tako da vrijedi
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x ¬(A1 B B),¬(A2 BC),¬(A3 B D),
A4 BC, A5 B D
y1 A1 y2 A1 y3 A2,¬A4 y4 A3,¬A5
z1
¬B
z2
¬B,D
z3
¬B,C
z4
¬C, B,D
z5
¬C
z6
¬D
z7
¬D
CBx CCx CDx
B B C D
x x x x x x x x
Slika 2.6: Ilustracija B, C i D–kriticˇnog konusa nad x ∈ F, pri cˇemu je F adekvatan okvir.
Takoder su B, C i D medusobno razlicˇite formule, dok formule Ai, i ∈ {1, 2, ..., 5}, nisu
nuzˇno razlicˇite. Kriticˇni (i disjunktni) konusi oznacˇeni su sivom bojom.
D ∈ ν(z)? Ako se prisjetimo, zˇeljeli smo da na svakom z ∈ CDx vrijedi ¬D ∈ ν(z), tako
da je gornje lako moguc´e (pogotovo jer je E proizvoljna formula). Ali to je upravo
D–nedostatak! No, rjesˇenje dolazi upravo u okviru ovog zahtjeva, jer iz EBD ∈ ν(x)
i ν(x) ≺D ν(y) dobivamo ¬E ∈ ν(y), tj. E < ν(y). Dakle, takav nedostatak se sigurno
ne mozˇe pojaviti.
D–probleme c´emo ipak definirati malo drugacˇije kako bi dokazi daljnjih tvrdnji bili
laksˇi. Sljedec´u lemu c´emo koristiti da bismo pokazali da je nova definicija dobra.
Lema 2.3.13. Neka je (x,¬(C B D)) D–problem u adekvatnom oznacˇenom okviru. Tada
za svaki y ∈ CDx vrijedi C < ν(y).
Dokaz. Pretpostavimo suprotno, tj. postoji y ∈ CDx takav da vrijedi C ∈ ν(y). Koristec´i
definiciju D–kriticˇnog konusa i y ∈ CDx , lako je dokazati da vrijedi xRy. Prema definiciji
D–problema slijedi da postoji z ∈ W takav da je ySxz i D ∈ ν(z). No, tada je i z ∈ CDx . Iz
definicije adekvatnog okvira slijedi ν(x) ≺D ν(z). Iz dokaza tvrdnje 1. leme 1.4.5, dobivamo
`IL D B D, pa je D B D ∈ ν(x) jer je ν(x) IL–MCS. Iz definicije relacije D–kriticˇnog
sljedbenika tada proizlazi ¬D ∈ ν(z). No, to je u kontradikciji s IL–konzistentnosˇc´u skupa
ν(z). 
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Definicija 2.3.14. Neka je D ⊆ FormIL i F = (W,R, S , ν) IL–oznacˇeni okvir, x ∈ W, te
C,D ∈ FormIL. D–problem je par (x,¬(C B D)) takav da vrijedi:
• ¬(C B D) ∈ ν(x) ∩D,
• ne postoji y ∈ CDx takav da vrijedi C ∈ ν(y).
Dakle, ukoliko na adekvatnom oznacˇenom okviru nemamoD–problema u novom smi-
slu, tada ih prema lemi 2.3.13 nemamo ni u starom. Stoga i dalje vrijedi lema o istinitosti
ako nema problema niti nedostataka. Iz tog razloga, i zato sˇto c´e se pokazati da je u
dokazima laksˇe rukovati novom definicijom, nadalje c´emo tu definiciju koristiti umjesto
stare definicije.
Sada znamo kako c´emo ukloniti neki problem ili nedostatak danog IL–okvira. Tako
c´emo doc´i do novog IL–okvira (dodusˇe uz josˇ neke potrebne leme koje c´emo dokazati)
koji visˇe nema taj problem ili nedostatak. Kao sˇto smo uklonili jedan problem ili nedos-
tatak, uklonit c´emo i ostale. Tako c´emo svaki puta doc´i do novog IL–okvira. Konacˇno,
trazˇeni IL–okvir bit c´e unija svih dobivenih IL–okvira, koji cˇine tzv. lanac, i to c´e biti
tzv. unija ogranicˇenog lanca. No, da bismo pokazali da je i ta unija IL–okvir, pripadna
relacija R mora biti inverzno dobro fundirana, sˇto mozˇemo dobiti ako je lanac ogranicˇen.
Sada definiramo navedene pojmove i jednom lemom pokazujemo da je tako dobivena unija
IL–okvir. U ovoj metodi konstrukcije krec´emo od jednocˇlanog IL–okvira, a svakim ukla-
njanjem dodajemo najvisˇe jedan novi svijet. Dakle, imamo posla s konacˇnim IL–okvirima,
pa stoga definiramo pojmove na konacˇnim IL–okvirima.
Definicija 2.3.15. Neka je F IL–okvir ili IL–oznacˇeni okvir koji je konacˇan. Dubina od
F, u oznaci dubina(F), je maksimalna duljina nizova oblika
x0Rx1R . . .Rxn,
pri cˇemu je xi ∈ F, i ∈ {0, 1, . . . , n}. Ukoliko takvih nizova nema, kazˇemo da je dubina od
F jednaka 0.
Za ilustraciju dana je slika 2.7 koja prikazuje jedan IL–okvir cˇija dubina iznosi 4.
Definicija 2.3.16. Indeksiranu familiju {Fi}i∈N oznacˇenih IL–okvira nazivamo lanac ako
za svaki i ∈ N vrijedi Fi ⊆ Fi+1. Za lanac kazˇemo da je ogranicˇen ako postoji prirodan
broj n tako da za svaki i ∈ N vrijedi dubina(Fi) ≤ n. Uniju ogranicˇenog lanca {Fi}i∈N
oznacˇenih okvira Fi definiramo ovako:⋃
i∈N
Fi :=
⋃
i∈N
Wi,
⋃
i∈N
Ri,
{⋃
i∈N
S(i)x : x ∈
⋃
i∈N
Wi
}
,
⋃
i∈N
νi
 .
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x0
x1 x2
x3 x4 x5
x6 x7 x8
x9 x10
Slika 2.7: Primjer IL–okvira F takvog da vrijedi dubina(F) = 4. Sivom bojom oznacˇen je
najdulji niz x0Rx1Rx4Rx6Rx10 (primijetimo da nizova duljine 4 ima visˇe).
Lema 2.3.17. Neka je F = (W,R, S , ν) unija ogranicˇenog lanca {Fi}i∈N oznacˇenih okvira
Fi. Tada je F IL–oznacˇeni okvir.
Dokaz. Koristec´i definiciju unije ogranicˇenog lanca dobivamo da je W neprazan skup, R je
binarna relacija na W i S je skup binarnih relacija na W, indeksiran elementima iz W. Re-
dom dokazujemo svojstva (1)–(3) iz definicije IL–okvira. Svojstva (4)–(6) imaju potpuno
analogan dokaz kao i svojstva (2) i (3). Neka su u nastavku x, y, z ∈ W proizvoljni.
1. R je inverzno dobro fundirana relacija.
Prema pretpostavci je lanac ogranicˇen. Stoga postoji n ∈ N takav da za svaki i ∈ N
vrijedi dubina(Fi) ≤ n. Uzmimo neki takav n. Pretpostavimo suprotno, tj. R nije
inverzno dobro fundirana. Tada postoji niz (xi)i takav da za svaki i ∈ N vrijedi
xiRxi+1. Promotrimo pocˇetni komad tog niza duljine n+1, tj. promotrimo konacˇan niz
x0Rx1R . . .Rxn+1. Za svaki j ∈ {0, 1, . . . , n} vrijedi x jRx j+1, pa iz definicije od R pos-
toji k j ∈ N takav da na Fk j vrijedi x jRk j x j+1. Ako definiramo k = max{k0, k1, . . . , kn},
koristec´i definiciju od R dobivamo konacˇan niz x0Rkx1Rk . . .Rkxn+1 na Fk koji je du-
ljine n + 1 > n. No, to je u kontradikciji s pretpostavkom da za svaki i ∈ N vrijedi
dubina(Fi) ≤ n.
2. Ako xRy i yRz, tada to povlacˇi xRz.
Iz definicije od R, postoje i, j ∈ N takvi da vrijedi xRiy i yR jz. Ako definiramo
k = max{i, j}, dobivamo xRky i yRkz. No, Fk je IL–okvir pa vrijedi xRkz, a onda
vrijedi i xRz.
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3. Ako ySxz, tada xRy i xRz.
Iz ySxz i definicije od S slijedi da postoji i ∈ N takav da vrijedi y(Si)xz. S obzirom da
je Fi IL–okvir, vrijedi xRiy i xRiz. To povlacˇi xRy i xRz.

Vec´ smo opisali kako se eliminira neki D–problem ili D–nedostatak. Primjerice, D–
problem (x,¬(C B D)) smo uklonili uvodenjem novog svijeta y takvog da vrijedi C ∈ ν(y)
i ¬D ∈ ν(y). Postavlja se pitanje postoji li uopc´e takav maksimalno konzistentan skup
ν(y)? Takoder, ne bismo htjeli da uvodenjem takvog svijeta y ponovo dobivamo neke D–
probleme koje smo vec´ uklonili. Sada za ispunjenje tih zˇelja, kao u slucˇaju GL, iskazujemo
leme o egzistenciji za IL. One nam daju postojanje trazˇenih IL–MCS, tj. kazˇu da postoji
trazˇeno, dovoljno dobro oznacˇavanje ν. Sljedec´a lema 2.3.18 se primjenjuje u slucˇaju
eliminiranjaD–problema, a lema iza nje se odnosi na slucˇaj eliminiranjaD–nedostataka.
Lema 2.3.18 (Lema o egzistenciji za IL). Neka su C i D proizvoljne formule. Neka je
Γ IL–MCS takav da ¬(C B D) ∈ Γ. Tada postoji IL–MCS ∆ tako da vrijedi Γ ≺D ∆ i
C,¬C ∈ ∆.
Dokaz. Pretpostavimo suprotno, tj. da ne postoji IL-MCS ∆ tako da vrijedi Γ ≺D ∆ i
C,¬C ∈ ∆.
Definirajmo skup formula S ovako:
S = {¬E,¬E : E B D ∈ Γ} ∪ {C,¬C}.
Sada mogu nastupiti dva slucˇaja:
a) Skup S IL–konzistentan. Tada prema Lindenbaumovoj lemi postoji IL–MCS ∆ takav
da vrijedi S ⊆ ∆. Primijetimo da ako za neke formule E i D vrijedi E B D ∈ Γ, tada
prema definiciji od S vrijedi ¬E,¬E ∈ S. Tada zbog S ⊆ ∆ vrijedi i ¬E,¬E ∈ ∆.
Dakle, vrijedi Γ ≺D ∆. Takoder, zbog S ⊆ ∆, vrijedi C,¬C ∈ ∆. Time smo dobili
kontradikciju s tvrdnjom da upravo dobiveni ∆ ne postoji.
b) Skup S je IL–inkonzistentan. To znacˇi da vrijedi S `IL⊥. Tada je ⊥ izvediv iz
konacˇnog podskupa od S (jer IL–izvodi su konacˇni). S obzirom da je nadskup IL–
inkonzistentnog skupa je IL–inkonzistentan, taj skup mozˇemo tako nadopuniti formu-
lama iz S da za neki n ∈ N vrijedi
¬E1, . . . ,¬En,¬E1, . . . ,¬En,C,¬C `IL⊥ .
Definirajmo formulu E kao E1∨· · ·∨En. Prvo primijetimo da je ¬E ekvivalentno ¬E1∧
. . . ∧ ¬En (za dvije formule F1 i F2 kazˇemo da su ekvivalentne ako vrijedi `IL F1 ↔
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F2). Zatim primijetimo da je prema tvrdnji 3. leme 1.4.5. formula ¬E1 ekvivalentna
formuli E1B ⊥, a formula ¬E2 je ekvivalentna formuli E2B ⊥. Primjenom aksioma
(J3) iz tih formula slijedi (E1 ∨ E2)B ⊥, sˇto je pak ekvivalentno (koristec´i ponovno
tvrdnju 3. leme 1.4.5) formuli ¬(E1 ∨ E2). Indukcijom po n dobivamo da iz ¬E1 ∧
· · · ∧ ¬En slijedi ¬E. Takoder, iz E1 B D i E2 B D, primjenom aksioma (J3) slijedi
E1 ∨ E2 BD, a onda indukcijom po n, iz E1 BD, . . . , En BD ∈ Γ dobivamo E BD ∈ Γ.
Dakle, pronasˇli smo formulu E, za koju je E B D ∈ Γ, te takvu da vrijedi:
¬E,¬E,C,¬C `IL⊥ .
Ako dva puta primijenimo teorem dedukcije, prvo dobivamo ¬E,C,¬C `IL ¬E →⊥,
a onda dobivamo i C,¬C `IL ¬E → (¬E →⊥). Prisjetimo se da su formule ¬D,
^D i D ∨ F redom pokrate za formule D →⊥, ¬¬D, te ¬D → F. Tada formulu
¬E → (¬E →⊥) zapravo mozˇemo korisˇtenjem tih pokrata zapisati u obliku E ∨ ^E.
Stoga ponovnom primjenom teorema dedukcije iz C ∧ ¬C `IL E ∨ ^E dobivamo da
vrijedi `IL C ∧ ¬C → E ∨ ^E. Sljedec´im nizom formula dajemo jedan IL–dokaz
formule C B E.
1. C ∧ ¬C → E ∨ ^E (IL–teorem)
2. (C ∧ ¬C → E ∨ ^E) (nuzˇnost: 1)
3. (C ∧ ¬C → E ∨ ^E)
→ C ∧ ¬C B E ∨ ^E (J1)
4. C ∧ ¬C B E ∨ ^E (mod pon: 2, 3)
5. C BC ∧ ¬C (IL–teorem: lema 1.4.5, 2.)
6. (C BC ∧ ¬C) ∧ (C ∧ ¬C B E ∨ ^E)
→ C B E ∨ ^E (J2)
7. C B E ∨ ^E (mod pon*: 5, 4, 6)
8. E ∨ ^E B E (IL–teorem: lema 1.4.5, 1.)
9. (C B E ∨ ^E) ∧ (E ∨ ^E B E)→ C B E (J2)
10. C B E (mod pon*: 7, 8, 9)
Dakle, C B E je IL–teorem. Jer je Γ IL–MCS, vrijedi Γ `IL E B D, pa iz Γ `IL C B E
korisˇtenjem aksioma (J2), tj. (C B E)∧ (E B D)→ C B D primjenom pravila mod pon*
dobivamo Γ `IL CBD. No, tada vrijedi CBD ∈ Γ, sˇto je uz ¬(CBD) ∈ Γ u kontradikciji
s IL–konzistentnosˇc´u skupa Γ.
S obzirom da smo u oba slucˇaja a) i b) dosˇli do kontradikcije, zakljucˇujemo da je
pocˇetna pretpostavka bila pogresˇna. Dakle, postoji IL-MCS ∆ tako da vrijedi Γ ≺D ∆ i
C,¬C ∈ ∆. 
Lema 2.3.19. Neka su B,C,D ∈ FormIL. Neka su Γ i ∆ IL–MCS takvi da vrijedi CBD ∈ Γ,
Γ ≺B ∆ i C ∈ ∆. Tada postoji IL–MCS ∆′ tako da vrijedi Γ ≺B ∆′ i D, ¬D ∈ ∆′.
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Dokaz. Pretpostavimo suprotno, tj. da ne postoji IL–MCS ∆′ s trazˇenim svojstvom. Tada
obratom po kontrapoziciji tvrdnje leme 2.3.18. vrijedi ¬(D B B) < Γ. Iz pretpostavke da je
Γ IL–MCS slijedi DBB ∈ Γ. Sada iz CBD ∈ Γ, DBB ∈ Γ i (CBD)∧(DBB)→ (CBB) ∈ Γ
(instanca sheme aksioma (J2)), primjenom pravila mod pon* dobivamo C B B ∈ Γ. Dakle,
vrijedi C B B ∈ Γ i Γ ≺B ∆, pa vrijedi i ¬C ∈ ∆, sˇto je zbog pretpostavke C ∈ ∆ u
kontradikciji s konzistentnosˇc´u skupa ∆. 
2.4 Potpunost IL
U ovoj tocˇki isticˇemo potrebne definicije i dokazujemo potrebne leme da bismo zatim
dokazali potpunost IL.
U prosˇlim tocˇkama vidjeli smo kako eliminirati probleme i nedostatke. Jedna potesˇkoc´a
je u tome da samom eliminacijom nec´emo dobiti IL–okvir. Tek c´e lema o IL–prosˇirenju
rec´i da postoji prosˇirenje koje doista jest IL–okvir. Ono sˇto c´emo dobiti samom eliminaci-
jom c´e ipak imati neka svojstva koja smo vec´ trazˇili u definiciji IL–okvira (to su svojstva
1. i 2. sljedec´e definicije), te sva tri svojstva iz definicije adekvatnog okvira (to su svojstva
3.–5. sljedec´e definicije). Pokazat c´e se (lemom o IL–prosˇirenju) da su ta svojstva dovoljna
da bismo doista mogli dobiti prosˇirenje koje jest IL–okvir.
Definicija 2.4.1. Kvazi–okvirG je cˇetvorka (W,R, S , ν), gdje je W neprazan skup svjetova,
R binarna relacija na W, S = {Sw : w ∈ W, Sw ⊆ W ×W}, te ν funkcija oznacˇavanja, pri
cˇemu vrijedi sljedec´e:
1. R je inverzno dobro fundirana,
2. za sve x, y, z ∈ W, ako ySxz tada xRy i xRz,
3. za sve x, y ∈ W, ako xRy tada ν(x) ≺ ν(y),
4. ako su C i D dvije razlicˇite formule, tada za svaki x ∈ W vrijedi GCx ∩ GDx = ∅,
5. za sve formule C i x, y ∈ W, ako y ∈ CCx tada ν(x) ≺C ν(y).
Napomena 2.4.2. Neka je G = (W,R, S , ν) kvazi–okvir. Primijetimo da je tada, prema
definiciji kvazi–okvira, R inverzno dobro fundirana, te za sve x, y, z ∈ W vrijedi da ySxz
povlacˇi xRy i xRz. Medutim, da bi G bio i IL–okvir tada bi redom trebalo vrijediti i
sljedec´e:
(i) za sve x, y, z ∈ W takve da xRy i yRz vrijedi xRz,
(ii) za sve x, y ∈ W takve da xRy vrijedi ySxy,
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(iii) za sve u, v,w, x ∈ W takve da uSxvSxw vrijedi uSxw,
(iv) za sve x, y, z ∈ W takve da xRy i yRz vrijedi ySxz.
Primjerice, ako postoje neki x, y ∈ W takvi da vrijedi xRy, ali ne i ySxy, tada ocˇito ne
vrijedi (ii). Zato moramo osigurati da u prosˇirenju ovog kvazi–okvira vrijedi yS′xy. Za
svaku tvrdnju (i)–(iv) definiramo pripadne tzv. nesavrsˇenosti, koje c´emo potom uklanjati.
Naravno, kasnije se josˇ preostaje uvjeriti da je dobiven oznacˇen IL–okvir, te da je on
ujedno i adekvatan.
Prije iskaza leme o IL–prosˇirenju, definirat c´emo nesavrsˇenosti.
Definicija 2.4.3. Neka je F = (WF,RF, SF, νF) neki kvazi–okvir, te a, b, c, d ∈ W proizvoljni
svjetovi. Kazˇemo da je konacˇan niz γ nesavrsˇenost kvazi–okvira F ako je γ u jednom od
sljedec´ih oblika:
(i) γ = (0, a, b, c) pri cˇemu vrijedi aRFbRFc, ali ne vrijedi aRFc,
(ii) γ = (1, a, b) pri cˇemu vrijedi aRFb, ali ne vrijedi bSFa b,
(iii) γ = (2, a, b, c, d) pri cˇemu vrijedi bSFa cS
F
a d, ali ne vrijedi bS
F
a d,
(iv) γ = (3, a, b, c) pri cˇemu vrijedi aRFbRFc, ali ne vrijedi bSFa c.
Sada formalno iskazujemo lemu o IL–prosˇirenju. S obzirom da c´emo u dokazu potpu-
nosti IL koristiti kvazi–okvire koji su konacˇni ili prebrojivi, lemu o IL–prosˇirenju iskazu-
jemo samo za takve kvazi–okvire.
Lema 2.4.4 (IL–prosˇirenje). Neka je G = (W,R, S , ν) konacˇan ili prebrojiv kvazi–okvir.
Tada postoji adekvatan IL–okvir F = (W,R′, S ′, ν) koji prosˇiruje G, tj. vrijedi R ⊆ R′ i
S ⊆ S ′.
Dokaz ove leme slijedit c´e iz niza propozicija koje slijede.
Neka jeG = (W,R, S , ν) konacˇan ili prebrojiv kvazi–okvir. Definirat c´emo lanac kvazi–
okvira, pri cˇemu c´e svaki novi element tog lanca imati barem jednu nesavrsˇenost manje od
svog prethodnika u lancu. Pokazat c´emo da unija tog lanca uopc´e nec´e imati nesavrsˇenosti,
te c´e to biti trazˇeni adekvatan IL–okvir.
Neka je
CG := ({0} ×W3) ∪ ({1} ×W2) ∪ ({2} ×W4) ∪ ({3} ×W3).
Ukoliko kvazi–okvirG ima neku nesavrsˇenost γ, tada vrijedi γ ∈ CG. S obzirom da je skup
W konacˇan ili prebrojiv, tada su i skupovi W2,W3 i W4 konacˇni ili prebrojivi, pa je i skup C
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konacˇan ili prebrojiv. Sada mozˇemo poredati sve elemente iz CG (pa onda i nesavrsˇenosti
od G) u niz γ0, γ1, γ2, . . . Neka su γ′ i γ′′ dvije nesavrsˇenosti kvazi–okvira G. Tada oni
imaju pripadne indekse i, odnosno j, u gornjem nizu. Na taj nacˇin definiramo jedan totalni
uredaj na nesavrsˇenostima, pri cˇemu je γi < γ j ako i samo ako vrijedi i < j. Dakle, za dani
kvazi–okvir ima smisla govoriti o minimalnoj nesavrsˇenosti na tom kvazi–okviru.
Kako bismo definirali nasˇ lanac rekurzivno, prvo definiramo F0 := G. Preostaje poka-
zati kako za dani n ∈ N i element lanca Fn dobiti Fn+1. Neka je γ minimalna nesavrsˇenost
kvazi–okvira Fn.
• Ukoliko takva γ ne postoji, definiramo Fn+1 := Fn.
• Ukoliko takva γ postoji, u ovisnosti o obliku nesavrsˇenosti γ (i)–(iv), Fn+1 definiramo
ovako:
(i) Fn+1 :=
(
Wn,Rn ∪ {(a, c)}, Sn, νn)
(ii) Fn+1 :=
(
Wn,Rn, Sn ∪ {(a, b, b)}, νn)
(iii) Fn+1 :=
(
Wn,Rn, Sn ∪ {(a, b, d)}, νn)
(iv) Fn+1 :=
(
Wn,Rn ∪ {(a, c)}, Sn ∪ {(a, b, c)}, νn)
Za proizvoljne n ∈ N i a, b, c ∈ Wn, (a, b, c) ∈ Sn znacˇi da na Fn vrijedi bSac (pri
cˇemu Sa ∈ Sn).
Zˇelimo pokazati da je tako dobiveni Fn+1 jedan kvazi–okvir. U tu svrhu indukcijom
dokazujemo da je za svaki n ∈ N, Fn kvazi–okvir. U koraku indukcije koristit c´emo tvrdnju
da su pri prijelazu s Fn na Fn+1 kriticˇni i generalizirani konusi ostali nepromijenjeni. U
svrhu dokazivanja te tvrdnje, definiramo josˇ jedan pojam.
Definicija 2.4.5. Neka je (W,R, S , ν) kvazi–okvir, x, y ∈ W proizvoljni svjetovi i C pro-
izvoljna formula. Neka je n ∈ N i {x0, x1, . . . , xn} ⊆ W. Kazˇemo da je konacˇan niz
x0, x1, . . . , xn C–kriticˇan nad x za y ako vrijedi:
1. xn = y
2. ν(x, x0) = C
3. za svaki i ∈ {0, 1, . . . , n − 1} vrijedi xiRxi+1 ili xiSxxi+1.
Pritom n ∈ N nazivamo duljinom tog niza.
Primijetimo ovdje da vrijedi sljedec´a tvrdnja: y ∈ CCx ako i samo ako postoji C–kriticˇan
niz nad x za y.
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Propozicija 2.4.6. Neka je Fk kvazi–okvir, te Fk+1 definiran na prije opisan nacˇin. Neka
su Wk i Wk+1 pripadni skupovi svjetova. Za proizvoljan svijet y ∈ Wk i proizvoljnu formulu
C vrijede sljedec´e tvrdnje:
(a) Na Fk+1 vrijedi y ∈ G′Cx ako i samo ako na Fk vrijedi y ∈ GCx .
(b) Na Fk+1 vrijedi y ∈ C′Cx ako i samo ako na Fk vrijedi y ∈ CCx .
Dokaz. Dokazujemo samo tvrdnju (b). Tvrdnja (a) se dokazuje analogno.
Neka su svijet x ∈ Wk i formula C proizvoljni. Neka je CCx neki C–kriticˇan konus nad x
za Fk, a C′Cx neki C–kriticˇan konus nad x za Fk+1. Tada CCx = C′Cx .
• Prvo pokazujemo CCx ⊆ C′Cx . Neka je y ∈ Wk proizvoljan svijet takav da vrijedi
y ∈ CCx . Indukcijom po duljini C–kriticˇnog niza nad x za y, koju oznacˇavamo s n,
pokazujemo da vrijedi y ∈ C′Cx .
Ako je n = 0, tada vrijedi νk(x, y) = C, pa iz νk = νk+1 slijedi νk+1(x, y) = C. No,
tada vrijedi y ∈ C′Cx . Pretpostavimo da postoji m ∈ N takav da tvrdnja vrijedi za sve
n < m. Pokazujemo tvrdnju za n = m. Neka je x0x1 . . . xm jedan C–kriticˇan niz nad x
za y. Tada je prema pretpostavci indukcije, xm−1 ∈ C′Cx . Takoder vrijedi barem jedno
od sljedec´eg: xm−1Rky ili xm−1(Sk)xy.
Jer vrijedi Sk ⊆ Sk+1 i Rk ⊆ Rk+1, preostaje samo promotriti specijalne slucˇajeve
(primjerice one iz Rk+1 \ Rk), no lako je vidjeti da tada tvrdnja slijedi izravno iz
definicija (i)–(iv) kvazi–okvira Fk+1.
• Sada pokazujemo C′Cx ⊆ CCx . U tu svrhu za proizvoljan y ∈ Wk+1 takav da vrijedi
y ∈ C′Cx , indukcijom po duljini C′–kriticˇnog niza nad x za y, koju oznacˇavamo sa
n, pokazujemo da vrijedi y ∈ CCx . Ako je n = 0, tada vrijedi νk+1(x, y) = C, pa iz
νk+1 = νk slijedi νk(x, y) = C. No, tada vrijedi y ∈ CCx . Pretpostavimo da postoji
m ∈ N takav da tvrdnja vrijedi za sve n < m. Neka je sada x0x1 . . . xm jedan C′–
kriticˇan niz nad x za y. Prema pretpostavci indukcije vrijedi xm−1 ∈ CCx . Razmatramo
sljedec´e slucˇajeve:
1. Vrijedi xm−1Rk+1y. U slucˇajevima (ii) i (iii) vrijedi Rk = Rk+1 pa vrijedi i tvrdnja.
U slucˇajevima (i) i (iv) iz definicije kvazi–okvira Fk+1 vrijedi Rk+1 = Rk ∪
{(a, c)}. Ako je (xm−1, y) ∈ Rk tada smo gotovi. Inacˇe, vrijedi xm−1 = a i y = c.
No, za slucˇajeve (i) i (iv) iz definicije kvazi–okvira Fk+1 vrijedi aRbRc, pa onda
zbog pretpostavke da je Fk kvazi–okvir, aRkb povlacˇi b ∈ CCx . Tada zbog bRkc
vrijedi y = c ∈ CCx .
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2. Vrijedi xm−1(Sk+1)xy. U slucˇaju (i) iz definicije kvazi–okvira Fk+1 tvrdnja vrijedi
jer vrijedi Sk+1 = Sk. U slucˇaju (ii) iz definicije kvazi–okvira Fk+1 vrijedi Sk+1 =
Sk ∪ {(a, b, b)}. Ako je xm−1 = y = b, tada bSab povlacˇi y ∈ CCx jer vrijedi
xm−1 ∈ CCx . U slucˇaju (iii) iz definicije kvazi–okvira Fk+1, slicˇno promatramo
specijalan slucˇaj bSad. No, u tom slucˇaju vrijedi bSacSad. Sada bSac povlacˇi
c ∈ CCx , a onda slijedi i y = d ∈ CCx . Slicˇno, u slucˇaju (iv) iz definicije kvazi–
okvira Fk+1, imamo bSac i aRkbRkd, sˇto redom povlacˇi b ∈ CCx i y = c ∈ CCx .

Sada mozˇemo dokazati sljedec´u propoziciju korisˇtenjem prethodne propozicije.
Propozicija 2.4.7. Ako je F–kvazi okvir, tada je za svaki n ∈ N Fn kvazi–okvir.
Dokaz. Indukcijom pokazujemo da je za svaki n ∈ N, Fn kvazi–okvir. Neka je n = 0.
S obzirom da smo definirali F0 = G, a G je prema pretpostavci kvazi–okvir, tada je i F0
kvazi–okvir. Pretpostavimo da je za neki k ∈ N, Fk kvazi–okvir.
Sada pokazujemo da je Fk+1 kvazi–okvir, tj. provjeravamo vrijede li svojstva iz defini-
cije kvazi–okvira. Bez obzira na slucˇaj (i)–(iv) kojim smo definirali Fk+1, jer je prema pret-
postavci indukcije Fk kvazi–okvir tada je i Wk+1 = Wk neprazan skup svjetova, νk+1 = νk
funkcija oznacˇavanja, Rk+1 binarna relacija na Wk+1 i Sk+1 skup binarnih relacija na Wk+1
indeksiran elementima iz Wk+1. Provjeravamo redom svojstva iz definicije kvazi–okvira:
(1.) Rk+1 je inverzno dobro fundirana.
• Za slucˇajeve (ii) i (iii) (tj. kako samo definirali Fk+1 iz Fk) vrijedi Rk+1 = Rk.
Dakle, Rk+1 jest inverzno dobro fundirana jer je prema pretpostavci indukcije Fk
kvazi–okvir (pa je Rk inverzno dobro fundirana).
• Za slucˇajeve (i) i (iv) vrijedi Rk+1 = Rk ∪ {(a, c)}. Pretpostavimo suprotno, tj. da
Rk+1 nije inverzno dobro fundirana. Tada postoji niz (xi)i takav za za svaki i ∈ N
vrijedi xiRk+1xi+1. Promotrimo sljedec´e slucˇajeve:
a) Postoji najvisˇe konacˇno (moguc´e 0) mnogo indeksa i ∈ N takvih da vrijedi
xi = a i xi+1 = c. Tada mozˇemo definirati j ∈ N kao najvec´i takav indeks
(ukoliko takvih nema, definiramo j = 0). No, tada je (xi)i> j niz za koji
zapravo, za svaki l ∈ N, l > j vrijedi xlRkxl+1, pa Rk nije inverzno dobro
fundirana, sˇto je u kontradikciji s pretpostavkom indukcije.
b) Postoji prebrojivo mnogo indeksa i ∈ N takvih da vrijedi xi = a i xi+1 = c.
Uzmimo dva indeksa i i j ∈ N, takva da vrijedi xi = a, xi+1 = c, x j = a i
x j+1 = c, te takva da ne postoji l ∈ N takav da vrijedi i + 1 < l < j i xl = a.
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Tada dobivamo konacˇan niz xi+1Rk+1 . . .Rk+1x j takav da vrijedi cRk . . .Rka.
No, u slucˇajevima (i) i (iv) vrijedi aRkbRkc, pa sada beskonacˇan niz
cRk . . .RkaRkbRkcRk . . .RkaRkbRkcRk . . .RkaRkbRkc . . .
povlacˇi da Rk nije inverzno dobro fundirana, sˇto je u kontradikciji s pretpos-
tavkom indukcije.
Dakle, Rk+1 je inverzno dobro fundirana.
(2.) Ako za neke x, y, z ∈ Wk+1 vrijedi ySxz, tada vrijedi xRk+1y i xRk+1z.
• Za slucˇaj (i), tvrdnja slijedi iz pretpostavke indukcije jer vrijedi Sk+1 = Sk.
U preostalim slucˇajevima (ii)–(iv), prema definiciji od Sk+1, dovoljno je samo provje-
riti tvrdnju za one a, b, c ∈ Wk+1 za koje vrijedi (a, b, c) ∈ Sk+1 \ Sk.
• Za slucˇaj (ii), vrijedi bSab i aRkb.
• Za slucˇaj (iii), vrijedi bSad i bSacSad, sˇto povlacˇi (jer je Fk kvazi–okvir prema
pretpostavci indukcije) aRkb i aRkd, a onda i aRk+1b i aRk+1d (s obzirom da
vrijedi Rk+1 = Rk).
• Za slucˇaj (iv), vrijedi bSac, aRk+1b (jer vrijedi aRkbRkc) i aRk+1c (jer vrijedi
Rk+1 = Rk ∪ {(a, c)}).
(3.) Za sve x, y ∈ Wk+1 cˇinjenica xRk+1y povlacˇi νk+1(x) ≺ νk+1(y).
• Za slucˇajeve (ii) i (iii) vrijedi Rk+1 = Rk i νk+1 = νk, pa tvrdnja vrijedi jer je prema
pretpostavci indukcije Fk kvazi–okvir.
• Za slucˇajeve (i) i (iv) vrijedi Rk+1 = Rk ∪ {(a, c)} i νk+1 = νk, pa treba vidjeti da
aRk+1c povlacˇi νk+1(a) ≺ νk+1(c). No, vrijedi aRkbRkc, iz cˇega slijedi (jer je Fk
prema pretpostavci indukcije kvazi–okvir) νk(a) ≺ νk(b) ≺ νk(c). S obzirom da
vrijedi νk+1 = νk, dobivamo νk+1(a) ≺ νk+1(c).
Iz definicije kvazi–okvira slijedi da je preostalo josˇ dokazati sljedec´e tvrdnje:
(4.) Za sve formule C i D takve da vrijedi C , D, vrijedi i GCx ∩ GDx = ∅.
(5.) Za proizvoljan y ∈ Wk+1 takav da vrijedi y ∈ CCx , vrijedi i νk+1 ≺C νk+1(y).
Umjesto toga, iz propozicije 2.4.6 slijede jacˇe tvrdnje: kriticˇni i generalizirani konusi
su nepromijenjeni pri prijelazu s Fk na Fk+1. Tada, jer su, za proizvoljne formule C i D, te
svijet x ∈ Wk, GCx , GDx i CCx nepromijenjeni, na Fk+1 vrijede tvrdnje (4.) i (5.) jer one, prema
pretpostavci indukcije, vrijede i na Fk. 
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Time smo pokazali da je za svaki n ∈ N Fn kvazi–okvir. Sada definiramo F := ⋃i∈N Fi.
Iz sljedec´e propozicije c´e slijediti da je to trazˇeni adekvatan IL–okvir koji prosˇiruje G.
Propozicija 2.4.8. Neka je F =
⋃
i∈N Fi. Tada je F adekvatan IL–oznacˇeni okvir koji
prosˇiruje G.
Dokaz. Primijetimo za pocˇetak da iz definicije niza (Fn)n vrijedi F0 = G, te W = Wi, za
svaki i ∈ N, pa je W domena od F. Takoder, za svaki i ∈ N vrijedi ν = νi, Ri ⊆ Ri+1 i Si ⊆
Si+1, pa zbog F0 = G dobivamo da je F doista prosˇirenje odG. Samo josˇ preostaje pokazati
da je F adekvatan IL–okvir. Sljedec´e tvrdnje (a)–(f) pokazuju da je F = (W,R, S , ν) IL–
okvir, dok tvrdnje (g)–(i) pokazuju da je F i adekvatan.
(a) R =
⋃
i∈N
Ri je inverzno dobro fundirana.
• Prvo, indukcijom po n ∈ N dokazujemo da za svaki Rn vrijedi: ako su x, y ∈
W proizvoljni svjetovi takvi da vrijedi xRny, tada postoji k ∈ N i konacˇan niz
(xi)i≤k tako da za svaki i < k vrijedi xiR0xi+1. Neka je n = 0. Neka su x, y ∈
W proizvoljni svjetovi takvi da vrijedi xR0y. Tada je xR0y upravo jedan takav
konacˇan niz. Pretpostavimo da postoji l ∈ N takav da tvrdnja vrijedi za svaki
n < l.
U koraku indukcije pokazujemo da tvrdnja vrijedi za n = l. Neka su x, y ∈ N
proizvoljni svjetovi takvi da vrijedi xRly. Prema definiciji, vrijedi Rl = Rl−1 ili
Rl = Rl−1 ∪ {(a, c)}. U slucˇaju Rl = Rl−1 gotovi smo prema pretpostavci indukcije.
Preostaje vidjeti slucˇaj kada x = a i y = c, tj. kada imamo aRlc. No, tada prema
definiciji nasˇeg lanca (Fi)i postoji b ∈ W takav da vrijedi aRl−1bRl−1c. Sada,
uz korisˇtenje pretpostavke indukcije, dobivamo konacˇan niz aR0 . . .R0bR0 . . .R0c
koji je upravo nasˇ trazˇeni niz.
• Dokazˇimo sada da je R inverzno dobro fundirana. U tu svrhu pretpostavimo
suprotno, tj. da R nije inverzno dobro fundirana na F. Tada postoji beskonacˇan
niz (xn)n takav da za svaki n ∈ N vrijedi xnRxn+1. Iz R = ⋃i∈N Ri slijedi da za
svaki n ∈ N postoji kn ∈ N takav da vrijedi xnRkn xn+1. Tako dobivamo niz
x0Rk0 x1Rk1 x2 . . . xnRkn xn+1 . . .
No, pokazali smo da za svaki Ri, te proizvoljne svjetove x i y postoji k ∈ N i
konacˇan niz (x′i)i≤k tako da vrijedi x
′
iR0x
′
i+1. Sada specijalno iz cˇinjenice x0Rk0 x1
slijedi da postoji konacˇan niz x0R0 . . .R0x1. Takoder, iz cˇinjenice x1Rk1 x2 sli-
jedi da postoji niz x1R0 . . .R0x2. Ponavljajuc´i ovakvo zakljucˇivanje, dobivamo
beskonacˇan niz
x0R0 . . .R0x1R0 . . .R0x2R0 . . .R0x3 . . .
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sˇto povlacˇi da R0 nije inverzno dobro fundirana. No, to je u kontradikciji sa
pretpostavkom da je G kvazi–okvir. Dakle, R je inverzno dobro fundirana.
(b) Za sve x, y, z ∈ W, takve da xRyRz imamo xRz.
Neka su x, y, z ∈ W proizvoljni svjetovi takvi da vrijedi xRyRz. S obzirom da je
R =
⋃
i∈N
Ri, tada postoje j, k ∈ N takvi da vrijedi xR jy i yRkz. Definirajmo p :=
max{ j, k}. Tada, prema definiciji niza (Fn)n vrijedi R j ⊆ Rp i Rl ⊆ Rp, pa onda vri-
jedi xRpyRpz. Ukoliko vrijedi xRpz onda smo gotovi. Inacˇe, ukoliko ne vrijedi xRpz, a
vrijedi xRpyRpz, tada je (0, x, y, z) upravo jedna nesavrsˇenost na kvazi–okviru Fp. Ako
pokazˇemo da smo tu nesavrsˇenost eliminirali, tada postoji v ∈ N takav da vrijedi xRvz.
Dakle, vrijedi xRz.
Preostaje argumentirati tvrdnju da smo tu nesavrsˇenost eliminirali. U ostatku dokaza
visˇe nec´emo eksplicitno ponavljati ovaj argument. Pretpostavimo suprotno, tj. da je
to nesavrsˇenost koja nikad nije eliminirana. Jer je Wi = W, za sve i ∈ N, skup C u
kojem se nalaze sve nesavrsˇenosti je isti za sve kvazi–okvire u lancu (Fi)i. Neka je
j ∈ N indeks koji nasˇa nesavrsˇenost ima u nizu svih elemenata iz C. Ako ona nikad
nije uklonjena, tada ona zapravo nikad nije bila minimalna nesavrsˇenost na nekom
kvazi–okviru. No, tada smo uvijek uklanjali nesavrsˇenosti s indeksom manjim od j.
To zapravo znacˇi da smo neku nesavrsˇenost uklanjali beskonacˇno mnogo puta, sˇto je
zbog Rn ⊆ Rm i S n ⊆ S m, za sve n,m ∈ N takve da je n < m, nemoguc´e (ili drugim
rijecˇima, jednom eliminirana nesavrsˇenost se ne mozˇe visˇe pojaviti).
(c) Za sve x, y, z ∈ W, takve da ySxz (mislimo na Sx ∈ S ) imamo xRy i xRz.
Neka su x, y, z ∈ W proizvoljni svjetovi takvi da vrijedi ySxz. Tada, jer je R = ⋃
i∈N
Ri,
postoji j ∈ N takav da na kvazi–okviru F j vrijedi ySxz. Jer je za svaki i ∈ N Fi kvazi–
okvir, posebno je i F j kvazi–okvir, pa prema definiciji kvazi–okvira, cˇinjenica ySxz
povlacˇi xR jy i xR jz. Zbog R j ⊆ R tada vrijedi xRy i xRz.
(d) Za sve x, y ∈ W, takve da xRy imamo ySxy.
Neka su x, y ∈ W proizvoljni svjetovi takvi da vrijedi xRy. Tada, zbog R = ⋃
i∈N
Ri,
postoji j ∈ N takav da vrijedi xR jy. Ako na kvazi–okviru F j vrijedi ySxy, tada smo
gotovi. Inacˇe smo dobili nesavrsˇenost (1, x, y) na kvazi–okviru F j. No, nesavrsˇenosti
smo eliminirali, tj. postoji z ∈ N takav da na kvazi–okviru Fz vrijedi ySxy. Jer vrijedi
Sz ∈ S , tada ySxy vrijedi i na F.
(e) Za sve x, y, z ∈ W, takve da xRyRz imamo ySxz.
Neka su x, y, z ∈ W proizvoljni svjetovi takvi da vrijedi xRyRz. Tada, zbog R = ⋃
i∈N
Ri,
postoje i, j ∈ N takvi da vrijedi xRiy i yR jz. Sada za k := max{i, j} vrijedi xRkyRkz
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(jer k ≥ i, j pa vrijedi Ri,R j ⊆ Rk). Ako na kvazi–okviru Fk vrijedi ySxz tada smo
gotovi. Inacˇe smo dobili nesavrsˇenost (3, x, y, z) na okviru Fk. No, nesavrsˇenosti smo
eliminirali, tj. postoji p ∈ N takav da na kvazi–okviru Fp vrijedi ySxz, a tada i na F
vrijedi ySxz.
(f) Za sve u, v,w, x ∈ W takve da uSxvSxw imamo uSxw.
Neka su u, v,w, x ∈ W proizvoljni svjetovi takvi da vrijedi uSxvSxw. Jer je F = ⋃
i∈N
Fi,
tada postoje i, j ∈ N takvi da na kvazi–okviru Fi vrijedi uSxv, a na kvazi–okviru F j
vrijedi vSxw. No tada, za k = max{i, j}, na kvazi–okviru Fk vrijedi uSxvSw. Ako na Fk
vrijedi uSxw, tada smo gotovi, a inacˇe dobivamo nesavrsˇenost (2, x, u, v,w). S obzirom
da smo nesavrsˇenosti eliminirali tada postoji y ∈ N takav da na kvazi–okviru Fy vrijedi
uSxw, a tada i na F vrijedi uSxw.
(g) Za sve x, y ∈ W, takve da xRy imamo ν(x) ≺ ν(y).
Neka su x, y ∈ W proizvoljni svjetovi. Tada iz xRy i F = ⋃
i∈N
Fi slijedi da postoji i ∈ N
takav da na Fi vrijedi xRiy. No, Fi je kvazi–okvir pa vrijedi νi(x) ≺ νi(y). S obzirom
da je νn = ν, za svaki n ∈ N, tada na Fi vrijedi ν(x) ≺ ν(y), a tada to vrijedi i na F.
Preostaje dokazati sljedec´e dvije tvrdnje:
(h) Za sve formule C,D takve da je C , D, na F vrijedi GCx ∩ GDx = ∅.
(i) Ako za proizvoljne x, y ∈ W i proizvoljnu formulu C, na F vrijedi y ∈ CCx , tada
vrijedi i ν(x) ≺C ν(y).
Za dokaze te dvije tvrdnje, prvo primijetimo da iz pretpostavke da je G = F0 kvazi–
okvir slijedi:
• za proizvoljne formule C i D, te x ∈ W, C , D povlacˇi da na F0 vrijedi GCx ∩GDx = ∅,
• za proizvoljnu formulu C i x, y ∈ W, ako na F0 vrijedi y ∈ CCx , vrijedi i ν(x)≺C ν(y).
Prema propoziciji 2.4.6, u nizu (Fi)i ne mijenjamo generalizirane i C–kriticˇne konuse. Zato
primjerice, ako na F0 vrijedi y ∈ CAx , tada i na F vrijedi y ∈ CAx (i obratno). Sada vrijedi
tvrdnja (h) jer za formule C , D na F0 vrijedi GCx ∩ GDx = ∅, a onda to vrijedi i na F (jer
su ti konusi ostali nepromijenjeni). Takoder, vrijedi i tvrdnja (i). Naime, ako je neki svijet
y element skupa CCx na F, tada to vrijedi i na F0 (jer su konusi ostali nepromijenjeni). No,
vec´ smo istaknuli da to povlacˇi ν(x) ≺C ν(y). 
Time je dokaz leme o IL–prosˇirenju gotov.
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Napomena 2.4.9. IL–okvir F iz prethodnog dokaza zapravo je minimalan IL–okvir koji
prosˇiruje G. Ako u nastavku govorimo o IL–prosˇirenju, mislimo upravo na minimalno
IL–prosˇirenje.
Vec´ smo objasnili kako c´emo u dokazu potpunosti IL eliminirati probleme i nedostatke.
Takoder smo rekli da tako nec´emo nuzˇno dobiti IL–okvir, vec´ kvazi–okvir. No, prema lemi
o IL–prosˇirenju, za taj kvazi–okvir mozˇemo nac´i adekvatan IL–oznacˇeni okvir koji ga
prosˇiruje. Dakle, uklanjanjem nekog problema ili nedostatka, mozˇemo doc´i do IL–okvira.
Jednom kad uvedemo enumeraciju problema i nedostataka, moc´i c´emo redom eliminirati
probleme i nedostatke. Tako c´e dobiti lanac IL–okvira cˇija c´e unija biti trazˇeni IL–okvir
bez problema i nedostataka. No, da bi ta unija bila IL–okvir, za pocˇetak bi pripadna relacija
dostizˇivosti R trebala biti inverzno dobro fundirana. Pokazuje se da je dovoljno da bi se
to postiglo da taj lanac bude ogranicˇen. Medutim, za to trebamo pokazati da elementi tog
lanca imaju odredeno svojstvo. To svojstvo isticˇemo u sljedec´em korolaru.
Korolar 2.4.10. Neka jeD konacˇan skup formula koji je zatvoren na potformule i jednos-
truke negacije. Neka je G = (W,R, S , ν) konacˇan ili prebrojiv kvazi–okvir na kojem, za
proizvoljne x, y ∈ W, vrijedi:
ako xRy tada
(
(ν(y) \ ν(x)) ∩ {D | D ∈ D}
)
, ∅. (?)
Tada (?) vrijedi i na IL–prosˇirenju F od G.
Dokaz. Neka je G kvazi–okvir takav da na njemu vrijedi tvrdnja (?). Definirajmo IL–
prosˇirenje za G, u oznaci F, kao u dokazu leme 2.4.4. Dakle, F =
⋃
i∈N
Fi. Neka su x, y ∈ W
proizvoljni tako da na F = (W,R′, S ′, ν) vrijedi xR′y. S obzirom na to kako je definiran
F, iz R′ =
⋃
i∈N
Ri slijedi da postoji i ∈ N tako da vrijedi xRiy. Preciznije, na kvazi–okviru
Fi vrijedi xRiy. Sada je jasno da preostaje pokazati da za svaki i ∈ N, tvrdnja (?) vrijedi
na kvazi–okviru Fi (zbog ν = νi, za svaki i ∈ N tada (?) vrijedi i na F). Tu tvrdnju
pokazujemo indukcijom po i ∈ N.
Za i = 0 imamo Fi = G, a prema pretpostavci na G vrijedi (?) (pa vrijedi i na Fi).
Pretpostavimo da postoji k ∈ N takav da tvrdnja (?) vrijedi na kvazi–okviru Fk. Poka-
zujemo da (?) vrijedi na kvazi–okviru Fk+1. Iz definicije od Fk+1 vrijedi Rk+1 = Rk ili
Rk+1 = Rk ∪ {(a, c)}, pri cˇemu tada na Fk za neki b ∈ W vrijedi aRkbRkc i ne vrijedi aRkc.
• U slucˇaju Rk+1 = Rk, na Fk+1 vrijedi tvrdnja (?) jer vrijedi i na Fk prema pretpostavci
indukcije.
• U slucˇaju Rk+1 = Rk∪{(a, c)} preostaje pokazati da postoji formula C takva da vrijedi:
C ∈ ((ν(c) \ ν(a)) ∩ {D | D ∈ D}).
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No, vrijedi aRkbRkc, pa onda vrijedi i aRk+1bRk+1c, a s obzirom da je Fk kvazi–okvir,
vrijedi ν(a) ≺ ν(b) ≺ ν(c). Takoder, zbog aRkb i pretpostavke indukcije, postoji
formula C takva da vrijedi:
C ∈ ((ν(c) \ ν(b)) ∩ {D | D ∈ D).
Dakle, C ∈ ν(c), te C ∈ {D | D ∈ D}, sˇto znacˇi da je formula C oblika B,
za neku formulu B ∈ D, pa preostaje pokazati da vrijedi B < ν(a). No, vrijedi
C ≡ B < ν(b), pa kada bi vrijedilo C ≡ B ∈ ν(a), iz ν(a) ≺ ν(b) bismo dobili
C ≡ B ∈ ν(b), sˇto je u kontradikciji s pocˇetkom ove recˇenice. Dakle, vrijedi
C < ν(a), tj. (?) vrijedi na Fk+1.

Sada pokazujemo da ukoliko svaki element lanca ima svojstvo (?) to povlacˇi da je
lanac ogranicˇen.
Lema 2.4.11. Neka je D konacˇan skup formula, zatvoren na potformule i jednostruke
negacije. Neka je
(
Fi
)
i lanac IL–okvira, pri cˇemi je za svaki i ∈ N Fi adekvatan oznacˇeni
IL–okvir. Neka za proizvoljan i ∈ N, na Fi za proizvoljne x, y ∈ W, vrijedi:
ako xRy tada
(
(ν(y) \ ν(x)) ∩ {D | D ∈ D}
)
, ∅. (?)
Tada je
(
Fi
)
i ogranicˇen lanac.
Dokaz. Neka je C formula takva da vrijedi
C ∈
(
(ν(y) \ ν(x)) ∩ {D | D ∈ D}
)
.
Skup D je prema pretpostavci konacˇan, pa oznacˇimo m := |D|. Neka je D′ := {D | D ∈
D}. Tada vrijedi i |D′| = m. Neka je i ∈ N proizvoljan. Neka je Fi = (W,R, S , ν). S obzirom
da je R inverzno dobro fundirana, svaki niz x0Rx1R . . . je konacˇan. Uzmimo jedan takav
proizvoljan niz te oznacˇimo njegovu duljinu s n (to mozˇemo jer je niz konacˇan). Dakle,
imamo niz x0Rx1R . . .Rxn. Tvrdimo da vrijedi
n ≤ m.
Pretpostavimo suprotno, tj. vrijedi n > m. Za svaki par xiRxi+1 u nasˇem nizu postoji for-
mula D izD′. Tada prema Dirichletovom principu, postoje i i j, pri cˇemu je bez smanjenja
opc´enitosti i < j, tako da vrijedi xiRxi+1 i x jRx j+1, te C ∈ ν(xi+1) \ ν(xi) i C ∈ ν(x j+1) \ ν(x j).
Zbog tranzitivnosti od R slijedi da vrijedi jedan od sljedec´ih slucˇajeva:
• j = i + 1. Tada (x j = xi+1)Rx j+1. No, tada C < ν(xi+1), sˇto je kontradikcija s
C ∈ ν(xi+1).
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• j > i + 1. Tada xi+1Rx jRx j+1. Jer je Fi adekvatan, vrijedi ν(xi+1) ≺ ν(x j) ≺ ν(x j+1).
Prema pretpostavci C ∈ ν(x j+1) i C ∈ D′, sˇto znacˇi da je formula C oblika B, za
neku formulu B ∈ D. Iz C ≡ B ∈ ν(xi+1) i ν(xi+1) ≺ ν(x j) slijedi C ≡ B ∈ ν(x j).
No, to je u kontradikciji s pretpostavkom C < ν(x j).
S obzirom da je niz u Fi bio proizvoljan, te je i bio proizvoljan, nasˇli smo m ∈ N takav da
za sve i vrijedi dubina(Fi) ≤ m. Time je tvrdnja dokazana. 
Teorem 2.4.12 (Potpunost IL). Neka je A ∈ FormIL proizvoljan. Tada vrijedi `IL A ako i
samo ako je A valjana.
Dokaz. Obratom po kontrapoziciji pokazujemo smjer: ako je A valjana formula, tada vri-
jedi `IL A. Drugi smjer dan je teoremom adekvatnosti za sistem IL (teorem 1.3.3).
Neka je A proizvoljna formula takva da vrijedi 0IL A. Tada je {¬A} IL–konzistentan
skup. Prema Lindenbaumovoj lemi (lema 1.5.5), nalazimo IL–MCS S tako da vrijedi
¬A ∈ S . Neka je D najmanji skup formula koji sadrzˇi ¬A i zatvoren je na potformule i
jednostruke negacije. (S obzirom da ¬A ima konacˇno mnogo potformula, te mozˇemo dobiti
najvisˇe konacˇno mnogo jednostrukih negacija, aD je najmanji skup s trazˇenim svojstvom,
zakljucˇujemo da jeD konacˇan.) Definiramo jednocˇlani adekvatan IL–oznacˇeni okvir F′ :=
({x}, ∅, ∅, (x, S )). Drugim rijecˇima, vrijedi ¬A ∈ ν(x).
Definirat c´emo lanac adekvatnih oznacˇenih IL–okvira (Fi)i, pri cˇemu c´e svaki sljedec´i
element lanca biti prosˇirenje prethodnog elementa lanca. Prvi element lanca c´e biti upravo
F′, koji je jednocˇlan okvir. U svakom prosˇirenju dodat c´emo najvisˇe jedan svijet. Stoga
c´emo ukupno raditi s najvisˇe prebrojivo svjetova. Neka je X = {x0, x1, . . .} indeksirani skup
svih trenutnih i buduc´ih svjetova. Svaki svijet x u nekom Fi ima neki indeks j ∈ N tako da
vrijedi x = x j ∈ X. Definirajmo skup
A := {(x,¬(C B D)) | x ∈ X,¬(C B D) ∈ D} ∪ {(x, y,C B D)|x, y ∈ X,C B D ∈ D}.
S obzirom da su skupovi FormIL i X prebrojivi, tada je iA prebrojiv, pa mozˇemo napisati
niz a0, a1, . . . koji sadrzˇi sve elemente izA. Takoder je jasno da se svi moguc´iD–problemi
i D–nedostatci nalaze u A. Za nedostatke ili probleme γ1 i γ2, definiramo totalan uredaj
<′, pri cˇemu vrijedi γ1 <′ γ2 ako i samo ako su pripadni indeksi i i j od γ1, γ2 u nizu
a0, a1, . . . takvi da vrijedi i <′ j.
Definiramo F0 := F′. Primijetimo da sljedec´a tvrdnja
ako xRy tada
(
(ν(y) \ ν(x)) ∩ {F | F ∈ D}
)
, ∅, (?)
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vrijedi na okviru F0. Buduc´i da je F0 jednocˇlani oznacˇeni okvir, tj. W = {x}, tada zbog
inverzno dobre fundiranosti od R ne mozˇe vrijediti xRx. Dakle, tada ne postoji y ∈ W tako
da vrijedi xRy. Zakljucˇujemo da (?) vrijedi na F0.
Pretpostavimo da je za neki i ∈ N, F = Fi = (W,R, S , ν) adekvatan oznacˇeni okvir na
kojem vrijedi (?). Neka je γ <′–najmanji nedostatak ili problem u Fi. Stoga razmatramo
dva slucˇaja:
• γ je D–problem u F. Tada postoji svijet a ∈ W i formule C,D takve da je γ =
(a,¬(C B D)). Tada taj problem eliminiramo u dva koraka.
(1.) Iz definicije problema slijedi ¬(C B D) ∈ ν(a). S obzirom da je ν(a) IL–
MCS, primjenom leme 2.3.18. postoji IL–MCS ∆ takav da vrijedi ν(a) ≺D
∆ 3 C,¬C. Fiksirajmo neki b < W. Sada definiramo
G′ :=
(
W ∪ {b},R ∪ {(a, b)}, S , ν ∪ {(b,∆), ((a, b),D)}).
Tvrdimo da je G′ kvazi–okvir. Za dokaz te tvrdnje treba provjeriti 5 svojstava
iz definicije kvazi–okvira. Da je R∪ {(a, b)} inverzno dobro fundirana slijedi iz
inverzne dobre fundiranosti od R i cˇinjenice da ne postoji x ∈ (W∪{b}) takav da
vrijedi bRx ili bSyx, za neki y ∈ (W∪{b}). Relaciju S nismo mijenjali pa vrijedi
da za sve x, y, z ∈ (W ∪ {b}) takve da ySxz imamo xRy i xRz. Zbog pretpostavke
da je F adekvatan oznacˇeni okvir, za dokaz da za sve x, y ∈ (W ∪ {b}) takve da
vrijedi xRy vrijedi i ν(x) ≺ ν(y), preostaje pokazati da aRb povlacˇi ν(a) ≺ ν(b).
Jer je ν(b) = ∆, vrijedi ν(a) ≺D ν(b) sˇto povlacˇi ν(a) ≺ ν(b). Preostale dvije
tvrdnje
C , D povlacˇi GCx ∩ GDx = ∅, te
y ∈ CCx povlacˇi ν(x) ≺C ν(y),
slijede iz pretpostavke da jeF adekvatan oznacˇeni okvir i cˇinjenice da ne postoji
x ∈ (W ∪ {b}) takav da vrijedi nesˇto od sljedec´eg: bRx, bSyx (za neki y ∈
(W ∪ {b})), te ν(b, x) je definirano. Ovo posljednje znacˇi da za svaku formulu C
vrijedi GCb = CCb = ∅.
Dakle, G′ je stvarno kvazi–okvir. Primijetimo da ako na G′ vrijedi xRb, tada x
mora biti a i otuda ν(a) = ν(x) ≺ ν(b) = ∆ prema definiciji od ν(b). Takoder,
ako vrijedi b ∈ CCx , za x , a, tada iz definicije kvazi–okvira slijedi ν(x) ≺C ν(b).
Zatim, b ∈ CCx povlacˇi a ∈ CCx , pa onda iz definicije kvazi–okvira ν(x) ≺C ν(a).
Iz aRb i definicije kvazi–okvira dobivamo ν(a) ≺ ν(b), pa iz ν(x) ≺C ν(a) ≺ ν(b)
slijedi ν(x) ≺ ν(b). U slucˇaju x = a, iz definicije od G′, preciznije iz ν((a, b)) =
B, vrijedi b ∈ CDa . Ali, izabrali smo ∆ takav da vrijedi ν(a) ≺D ν(b) = ∆.
Pokazˇimo sada da G′ zadovoljava tvrdnju (?). Pokazujemo redom:
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– Vrijedi: ¬C ∈ ν(b) \ ν(a).
Treba dakle dokazati da vrijedi ¬C ∈ ν(b) i ¬C < ν(a). Prva tvrdnja
slijedi iz leme 2.3.18, tj. pronasˇli smo takav ∆ (i definirali ∆ = ν(b)) da
vrijedi ¬C ∈ ∆. Za drugu tvrdnju, pretpostavimo suprotno, tj. ¬C ∈
ν(a). Prema tvrdnji c) propozicije 1.5.8, cˇinjenica ν(a) ≺D ν(b) povlacˇi
ν(a) ≺ ν(b). Tada iz definicije relacije ≺, ¬C ∈ ν(a) povlacˇi ¬C ∈ ν(b).
No, iz leme 2.3.18. smo dobili takav ∆ = ν(b) da vrijedi C ∈ ν(b). Time
smo dobili kontradikciju s maksimalnom konzistentnosˇc´u skupa ∆ = ν(b),
pa vrijedi ¬C < ν(a).
– Vrijedi: ∼C ∈ D.
Prisjetimo se da je (a,¬(CBD)) jedanD–problem, sˇto po definiciji povlacˇi
¬(CBD) ∈ D. No,D je zatvoren na potformule, pa vrijedi C ∈ D. S druge
strane,D je zatvoren i na jednostruke negacije, pa tada vrijedi i ∼C ∈ D.
– G′ zadovoljava tvrdnju (?).
Imamo aRb. No, lako je vidjeti da vrijedi
¬C ∈ ((ν(b) \ ν(a)) ∩ {F : F ∈ D}.
(2.) Dobili smo kvazi–okvirG′ koji sada prema lemi 2.4.4. prosˇirujemo do adekvat-
nog oznacˇenog IL–okvira G. Korolar 2.4.10. kazˇe da tvrdnja (?) doista vrijedi
na G. S obzirom da vrijedi ¬(C B D) ∈ ν(a)∩D, te za b ∈ CDa vrijedi C ∈ ν(b),
(a,¬(C B D)) visˇe nije problem u G. Definiramo Fi+1 := G.
• γ je D–nedostatak u F. Tada postoje svjetovi a, b ∈ W i formule C,D takve da je
γ = (a, b,C B D). Tada taj nedostatak eliminiramo u dva koraka.
(1.) Prvo definiramo formulu B kao formulu takvu da vrijedi b ∈ CBa . Ako takva
B ne postoji, definiramo B ≡⊥. Ako takva B postoji tada je ona jedinstvena.
Naime, kada bi postojale dvije razlicˇite formule B1 i B2 takve da vrijedi b ∈ CB1a
i b ∈ CB2a , vrijedilo bi b ∈ CB1a ∩ CB2a . S obzirom da je B1 , B2, prema svojstvu
4. iz definicije kvazi–okvira slijedi GB1a ∩GB2a = ∅. To povlacˇi CB1a ∩CB2a = ∅ sˇto
je u kontradikciji s b ∈ CB1a ∩ CB2a .
Pokazˇimo da vrijedi ν(a) ≺B ν(b).
Formulu B smo definirali kao formulu takvu da vrijedi b ∈ CBa . S obzirom da
je F adekvatan okvir, iz svojstva 3. definicije kvazi–okvira slijedi ν(a) ≺B ν(b).
No, ako nije postojala formula B takva da vrijedi b ∈ CBa , onda smo definirali
B ≡⊥. Ponovo, F je adekvatan okvir, pa iz svojstva 1. definicije adekvatnog
okvira i aRb slijedi ν(a) ≺ ν(b). Sada prema tvrdnji 2. propozicije 1.5.8. vrijedi
ν(a) ≺⊥ ν(b), tj. ν(a) ≺B ν(b).
2.4. POTPUNOST IL 55
Dakle, mozˇemo primijeniti lemu 2.3.19. i nac´i IL–MCS ∆′ takav da vrijedi
ν(a) ≺B ∆′ 3 D,¬D. Oznacˇimo sa c neki svijet koji nije element W. Defini-
ramo W ′ = W ∪ {c}, R′ = R ∪ {(a, c)}, S′a = Sa ∪ {(b, c)}, S ′ = (S \ {Sa}) ∪ {S′a},
te ν′ = ν ∪ {(c,∆′)}. Pokazujemo da je tada G′ = (W ′,R′, S ′, ν′) kvazi–okvir.
a) R′ je inverzno dobro fundirana.
Pretpostavimo suprotno, tj. postoji niz (xn)n takav da za svaki n ∈ N vrijedi
xnR′xn+1. Tada su moguc´a sljedec´a dva slucˇaja:
– Ne postoji i ∈ N tako da vrijedi xiR′xi+1, xi = a i xi+1 = c. Tada
imamo niz (xn)n takav da za svaki n ∈ N vrijedi xnRxn+1, sˇto znacˇi
da je relacija R nije inverzno dobro fundirana. To je u kontradikcija s
pretpostavkom da je F (adekvatan) IL–okvir.
– Postoji i ∈ N takav da vrijedi xiR′xi+1, xi = a i xi+1 = c. No, tada
postoji xi+2 takav da vrijedi cR′xi+2, sˇto povlacˇi cRxi+2. To je, zbog
c < W u kontradikciji s R ⊆ W ×W.
b) Neka su x, y, z ∈ W ′ takvi da vrijedi yS ′xz. Trebamo pokazati da tada vrijedi
xR′y i xR′z. Ako vrijedi (x, y, z) ∈ S , tada tvrdnja slijedi iz pretpostavke
da je F (adekvatan) IL–okvir. Preostaje josˇ promotriti slucˇaj bS ′ac. No, R′
smo definirali tako da vrijedi aR′c, dok aR′b slijedi iz definicije nedostatka
(a, b,C B D). Time je dokaz od b) gotov.
c) Neka su x, y ∈ W ′ proizvoljni tako da vrijedi xR′y. Zˇelimo pokazati ν′(x) ≺
ν(y). Ako vrijedi xRy tada tvrdnja slijedi iz adekvatnosti od F, a ako vrijedi
aR′c tada iz ν(a) ≺B ∆′ = ν(c) slijedi ν(a) ≺ ν(c).
Posljednje dvije tvrdnje mogu se dokazati definiranjem kriticˇnih nizova i onda
indukcijom po njihovoj duljini (kao u lemi o IL–prosˇirenju).
d) Neka su G i H formule, G , H. Tada za proizvoljan x ∈ W ′ vrijedi
G′Gx ∩ G′Hx = ∅.
e) Neka su x, y ∈ W ′ proizvoljni svjetovi i G proizvoljna formula. Tada y ∈
C′Gx povlacˇi ν′(x) ≺G ν(y).
Dakle, G′ je kvazi–okvir. Pokazˇimo da zadovoljava tvrdnju (?). Za sve x, y ∈
W takve da vrijedi xRy postoji formula G takva da vrijedi G ∈ ((ν(y) \ ν(x)) ∩
{F | F ∈ D). To vrijedi jer prema pretpostavci F zadovoljava tvrdnju (?). Pre-
ostaje josˇ pokazati da ako vrijedi aR′c tada postoji formula G takva da vrijedi
G ∈ ((ν(c) \ ν(a)) ∩ {D | D ∈ D}). No, vrijedi ¬D ∈ ν(c) = ∆′, ¬D < ν(a),
te ¬D ∈ {F | F ∈ D}.
Dokazˇimo josˇ da doista vrijedi ¬D < ν(a). Pretpostavimo suprotno, tj. ¬D ∈
ν(a). Cˇinjenica ν(a) ≺B ν(c) povlacˇi ν(a) ≺ ν(c), pa iz ¬D ∈ ν(a) slijedi
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¬D,¬D ∈ ν(c). No, sada je D ∈ ν(c) i ¬D ∈ ν(c), sˇto je u kontradikciji s
konzistentnosˇc´u skupa ν(c).
(2.) Pokazali smo da je G′ kvazi–okvir, pa primjenom leme 2.4.4. dobivamo adek-
vatan IL–okvir G′′ koji prosˇiruje G′ i na kojem, prema korolaru 2.4.10. vrijedi
tvrdnja (?). S obzirom da vrijedi D ∈ ∆′ = ν(c), (a, b,C B D) nije nedostatak u
G′′. Definiramo Fi+1 := G′′.
Dakle, dobili smo lanac IL–okvira (Fi)i, pri cˇemu je za svaki i ∈ N, Fi adekvatan
oznacˇeni IL–okvir koji zadovoljava tvrdnju (?). Prema lemi 2.4.11, (Fi)i je ogranicˇen.
Oznacˇimo s F uniju ogranicˇenog lanca (Fi)i. Prema lemi 2.3.17, F je (oznacˇeni) IL–
okvir. Preostaje pokazati da F nema ni D–problema, ni D–nedostataka. To pokazujemo
sljedec´im nizom tvrdnji:
1. Jednom uklonjeniD–problemi iD–nedostatci se visˇe ne pojavljuju.
• Neka je (x, y,C BD)D–nedostatak u nekom Fi koji eliminiramo u Fi+1. Prema
definiciji D–nedostatka, to znacˇi da vrijedi C B D ∈ ν(x), C ∈ ν(y) i xRy.
Eliminirali smo ga dodavanjem svijeta z. Tada Fi+1 sadrzˇi z tako da vrijedi
D ∈ ν(z) i ySxz. No, to vrijedi i za sve j > i (zbog Fi ⊂ F j), tj. tajD–nedostatak
se visˇe ne mozˇe pojaviti.
• Neka je (x,¬(C B D)) D–problem u Fi koji eliminiramo u Fi+1. To radimo
dodavanjem nekog svijeta y tako da vrijedi y ∈ CDx i C ∈ ν(y). S obzirom da je
Fi+1 ⊆ F j, za svaki j ≥ i + 1, ostaje y ∈ CDx i C ∈ ν(y) vrijediti na svakom F j,
za j ≥ i + 1, pa se tajD–problem visˇe ne javlja.
2. SviD–problemi iD–nedostatci su uklonjeni (cˇak i oni koji nisuD–problemi iliD–
nedostatci na F0, vec´ su se pojavili u postupku konstrukcije).
Pretpostavimo suprotno, tj. neka je a neki D–problem takav da on nije uklonjen.
Znamo da postoji indeks i takav da je a = ai, pri cˇemu je ai u nizu svih elemenata iz
A. S obzirom da se jednom uklonjeniD–problemi visˇe ne pojavljuju, ai nije nikada
bio D–problem ili D–nedostatak s najmanjim indeksom. Tada smo zapravo be-
skonacˇno mnogo puta eliminiraliD–probleme iliD–nedostatke cˇiji je indeks strogo
manji od i. S obzirom da je takvih konacˇno mnogo, nekoga smo eliminirali strogo
visˇe od jednom (cˇak beskonacˇno puta), sˇto je u kontradikciji s tvrdnjom o neponav-
ljanju jednom uklonjenihD–problema iliD–nedostataka.
3. F nema niD–problema niD–nedostataka.
Pretpostavimo suprotno, tj. neka je γ neki D–problem ili D–nedostatak na F. Bez
smanjenja opc´nitosti, neka je γD–nedostatak, tj. postoje svjetovi x, y i formule C,D,
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tako da vrijedi γ = (x, y,C B D). Tada vrijedi xRy, C B D ∈ ν(x) ∩ D, te C ∈ ν(y),
ali ne postoji svijet z tako da vrijedi ySxz i D ∈ ν(z). Zbog definicije od F, tada
postoji i ∈ N takav da je γ D–nedostatak na Fi. Prethodno smo pokazali da su svi
D–nedostatci uklonjeni, tj. postoji F j, j > i, takav da γ na njemu nijeD–nedostatak.
No, to je, zbog definicije od F, nemoguc´e.
4. F je adekvatan. Za to treba pokazati da za sve svjetove x, y, te medusobno razlicˇite
formule C i D vrijede sljedec´e tvrdnje:
• xRy povlacˇi ν(x) ≺ ν(y),
• GCx ∩ GDx = ∅,
• y ∈ CCx povlacˇi ν(x) ≺C ν(y).
Sve navedeno lako se pokazuje koristec´i definiciju od F, te cˇinjenicu da je za svaki
i ∈ N, Fi adekvatan.
Prema lemi 2.3.6, na F vrijedi lema o istinitosti. Napomenimo ovdje da smo uklonili
sve D–probleme u smislu definicije 2.3.4, pa smo zbog adekvatnosti od F uklonili D–
probleme u smislu definicije 2.3.14. Drugim rijecˇima, stvarno smijemo upotrijebiti lemu
2.3.6. Definirali smo ν(x) = S , pa vrijedi ¬A ∈ S . Stoga vrijedi F, x  ¬A, tj. A nije
valjana formula. 

Poglavlje 3
Logika interpretabilnosti ILP
U ovom poglavlju razmatramo prosˇirenja logike interpretabilnosti IL. Iako c´emo prvo rec´i
nesˇto opc´enito o prosˇirenjima ILX, namjera nam je dokazati modalnu potpunost sistema
ILP. To c´emo napraviti step–by–step metodom. U tu svrhu c´emo opisati tu metodu, te
dokazati glavni rezultat (u obliku leme) koji se u njoj koristi.
3.1 Logike interpretabilnosti ILX
Cˇesto se razmatraju prosˇirenja sistema IL. Prosˇirenja se ostvaruju posebnim formulama
koje se obicˇno nazivaju principima interpretabilnosti. Princip Montagne, koji kratko
oznacˇavamo s M, glasi ovako:
M ≡ A B B→ A ∧ C B B ∧ C.
Sa ILM oznacˇavamo prosˇirenje sistema IL cˇiji je novi aksiom princip interpretabilnosti M.
Princip perzistentnosti, koji kratko oznacˇavamo s P, glasi ovako:
P ≡ A B B→ (A B B).
Sa ILP oznacˇavamo prosˇirenje sistema IL cˇiji je novi aksiom princip interpretabilnosti P.
Osim M i P, razmatraju se josˇ mnogi principi interpretabilnosti, a neki od njih su:
M0 ≡ A B B→ ^A ∧ C B B ∧ C
W ≡ A B B→ A B B ∧ ¬A
W∗ ≡ A B B→ B ∧ C B B ∧ C ∧ ¬A
P0 ≡ A B ^B→ (A B B)
R ≡ A B B→ ¬(A B ¬C) B B ∧ C
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Neka je X skup principa. Tada s ILX oznacˇavamo prosˇirenje sistema IL cˇiji su novi
aksiomi principi interpretabilnosti iz skupa X. Preciznije, ILX je najmanji skup formula
zatvoren na pravila izvoda modus ponens i nuzˇnost koji sadrzˇi sve tautologije (iz FormIL)
i sve instance shema aksioma (L1) - (L3), (J1) - (J5), te sve instance shema aksioma iz X.
Viticˇaste zagrade obicˇno ne pisˇemo, npr. umjesto pisanja IL{M0,W} pisˇemo ILM0W. Nadalje,
dopusˇtamo da je X prazan skup, pa oznaka ILX obuhvac´a i sistem interpretabilnosti IL.
Primijetimo josˇ da s W oznacˇavamo i nosacˇ nekog okvira, no iz konteksta c´e uvijek biti
jasno radi li se o tome ili o principu interpretabilnosti.
ILX–dokaz definira se na jednak nacˇin kao i IL–dokaz, s razlikom:
b2) Fk je instanca jedne od shema aksioma (L1) - (L3) ili (J1) - (J5) ili jedne od shema
aksioma iz X.
ILX–izvod definira se na jednak nacˇin kao i IL–izvod, s razlikama:
b2) Fk je instanca jedne od shema aksioma (L1) - (L3) ili (J1) - (J5) ili jedne od shema
aksioma iz X;
b5) formula Fk je nastala iz neke Fi (i < k) pomoc´u pravila nuzˇnosti, pri cˇemu je Fi
ILX–teorem (`ILX Fi).
Dokaz sljedec´eg teorema potpuno je analogan dokazu teorema 1.4.3:
Teorem 3.1.1 (Teorem dedukcije za sistem ILX). Neka je S skup formula logike ILX, te A,
B ∈ FormIL. Ako vrijedi S ∪ {A} `ILX B, tada vrijedi i S `ILX A→ B.
Pojmovi ILX–konzistentnog i maksimalno ILX–konzistentanog skupa (u oznaci ILX–
MCS) definiraju se na isti nacˇin kao i u logici interpretabilnosti IL. Takoder vrijedi Lin-
denbaumova lema za sistem ILX.
Treba napomenuti da principi interpretabilnosti nisu nuzˇno valjani. Primjerice, F  P
ne vrijedi na svima IL–okvirima F. Stoga se postavlja pitanje mozˇemo li rec´i nuzˇan i
dovoljan uvjet na IL–okvir F (i ako mozˇemo koji je to uvjet) tako da vrijedi F  X, pri
cˇemu je X neki princip interpretabilnosti.
Definicija 3.1.2. Neka je X princip interpretabilnosti. Kazˇemo da je formula C logike
prvog ili visˇeg reda uvjet na okvir za princip X ako za svaki IL–okvir F vrijedi:
F |= C ako i samo ako F |= X.
U prethodnoj definiciji, C takoder nazivamo uvjet na okvir logike ILX. Sljedec´im te-
oremom dajemo uvjete na okvir za neke principe interpretabilnosti.
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Teorem 3.1.3. Neka je F = (W,R, {Sw : w ∈ W}) IL–okvir. Tada redom vrijedi:
a) F  M ako i samo ako uSwvRz uvijek povlacˇi uRz;
b) F  P ako i samo ako wRw′RuSwv uvijek povlacˇi uSw′v;
c) F  M0 ako i samo ako wRuRxSwvRz uvijek povlacˇi uRz;
d) F  W ako i samo ako je relacija Sw ◦ R inverzno dobro fundirana za svaki w;
e) F  W∗ ako i samo ako F  M0 i F  W.
Dokaz. Za dokaz adekvatnosti odgovarajuc´ih sistema dovoljno je dokazati samo dovolj-
nost, a ne oba smjera. Ovdje dajemo dokaz samo dovoljnosti u tvrdnji b) jer je namjera
dokazati potpunost ILP.
b) Neka je F IL–okvir takav da wRw′RuSwv uvijek povlacˇi uSw′v. Neka su relacija for-
siranja  i svijet w ∈ W proizvoljni. Treba dokazati da vrijedi w  P. Pretpostavimo
da vrijedi w  AB B. Treba dokazati w  (AB B), tj. da za svaki svijet w′ ∈ W, ako
vrijedi wRw′ tada vrijedi w′  A B B.
Neka je w′ takav da vrijedi wRw′. Tada preostaje pokazati da vrijedi w′  A B B.
Preciznije, treba pokazati da za svaki svijet u ∈ W, takav da vrijedi w′Ru i u  A,
postoji svijet v ∈ W takav da vrijedi uSw′n i v  B.
Neka je u takav da vrijedi w′Ru i u  A. No, F je IL–okvir pa je relacija R tranzitivna.
Tada iz wRw′ i w′Ru dobivamo da vrijedi wRu. Prema pretpostavci vrijedi w  ABB,
pa iz toga slijedi da postoji svijet v ∈ W takav da vrijedi uSwv i w  B. Time smo
dobili da vrijedi wRw′RuSwv sˇto prema pretpostavci povlacˇi tvrdnju uSw′v. Dakle,
pronasˇli smo svijet v takav da vrijedi v  B i uSw′v. Drugim rijecˇima, vrijedi w′ 
A B B, sˇto je i trebalo dokazati.

Klasu svih IL–okvira koji zadovoljavaju uvjete prethodnog teorema u odnosu na prin-
cip interpretabilnosti X zovemo karakteristicˇna klasa za X. IL–okvir iz karakteristicˇne
klase za princip X nazivamo ILX–okvirom. IL–model koji se bazira na ILX–okviru nazi-
vamo ILX–modelom.
Sljedec´a lema dokazuje se kao i teorem adekvatnosti.
Lema 3.1.4. Neka je F neki ILX–teorem. Tada za svaki ILX–okvir F vrijedi F |= F.
Sada definiramo sˇto znacˇi da je neki sistem ILX potpun.
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Definicija 3.1.5. Kazˇemo da je sistem ILX potpun ako za svaku formulu A vrijedi: ako je
F  A za svaki ILX–okvir F, onda je `ILX A.
U prethodnoj definiciji nismo istaknuli obratan smjer jer je to zapravo adekvatnost sis-
tema ILX.
Napomena 3.1.6. De Jongh i Veltman su 1990. godine dokazali potpunost sistema IL, ILM
i ILP, te nesˇto kasnije ILW. Goris i Joosten su 2004. godine dali nove dokaze potpunosti
sistema IL i ILM koristec´i step–by–step metodu. Tom metodom su dokazali i modalnu
potpunost sistema ILM0 i ILW∗.
3.2 Step–by–step metoda
U ovoj tocˇki koristiti c´emo pojmove koje smo definirali u logici IL. Iako te pojmove koris-
timo i ovdje, nec´emo ih eksplicitno definirati za logiku ILX.
Kratko c´emo proc´i kroz korake step–by–step metode koju primjenjujemo da bismo
dokazali da je neka logika ILX potpuna. Preciznije, zˇelimo dokazati da za proizvoljnu
formulu A vrijedi: ako je F  A za svaki ILX–okvir F, onda je `ILX A. To c´emo dokazati
obratom po kontrapoziciji. Dakle, pretpostavimo da je formula A takva da vrijedi 0ILX A
i konstruiramo ILX–model koji sadrzˇi svijet w takav da vrijedi w 1 A, odnosno w  ¬A.
Sada opisujemo tri vazˇna koraka step–by–step metode.
Korak prvi. Prema pretpostavci vrijedi 0ILX A. Tada je {¬A} jedan ILX–konzistentan skup. Prema
Lindenbaumovoj lemi za sistem ILX, skup {¬A} mozˇemo prosˇiriti do ILX–MCS Γ.
Kao i u logici IL, maksimalno konzistentni skupovi se uzimaju za elemente modela.
S obzirom da se isti maksimalno konzistentan skup mozˇe koristiti na visˇe mjesta u
modelu, definiramo ILX–oznacˇeni okvir. Dakle, svakom svijetu pridruzˇujemo funk-
cijom oznacˇavanja ν neki maksimalno konzistentan skup.
Korak drugi. Zˇelimo da za svaku formulu B vrijedi (na proizvoljnom svijetu x modela) sljedec´a
ekvivalencija:
x  B ako i samo ako B ∈ ν(x).
Za oznacˇeni okvir precizno definiramo sˇto znacˇi da vrijedi lema o istinitosti u odnosu
na skupD. Kao i u slucˇaju IL, skupD je konacˇan skup formula koji sadrzˇi formulu
¬A, te je zatvoren na potformule i jednostruku negaciju. Zˇelimo doc´i do oznacˇenog
okvira na kojem vrijedi lema o istinitosti. Uocˇavamo formule oblika BBC i ¬(BBC)
zbog kojih lema o istinitosti mozˇda trenutno ne vrijedi. Te slucˇajeve definiramo kao
D–probleme iD–nedostatke. Dokazujemo da lema o istinitosti obzirom naD vrijedi
ako i samo ako ne postoje nitiD–problemi nitiD–nedostatci.
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Korak trec´i. Pocˇinjemo od jednocˇlanog okvira F, cˇijem je jedinom elementu pridruzˇen skup Γ.
Dokazujemo glavnu lemu prema kojoj okvir F uz odredene uvjete prosˇirujemo do
ILX–okvira koji nema niti D–problema niti D–nedostataka. Pritom je postupak eli-
minacije takav da se eliminirani D–problemi ili D–nedostatci ne mogu pojaviti u
nastavku konstrukcije. Stoga preostaje samo dokazati da sistem ILX zadovoljava
uvjete glavne leme (da bismo ju mogli primijeniti). Naime, tada dobivamo okvir bez
D–problema ili D–nedostataka, pa na njemu vrijedi lema o istinitosti obzirom na
D. No, skup D sadrzˇi formulu ¬A, te smo definirali skup Γ = ν(w) tako da vrijedi
¬A ∈ Γ, pa prema lemi o istinitosti vrijedi (na pripadnom modelu od F) x  ¬A.
Time je dokaz potpunosti gotov.
Sada iskazujemo glavnu lemu koja nam daje dovoljne uvjete na sistem ILX tako da on
bude potpun. Dokaz te leme mozˇe se pronac´i u cˇlanku [3] ili u skripti [8].
Lema 3.2.1 (Glavna lema). Neka je D konacˇan skup formula. Neka je I klasa oznacˇenih
okvira tako da vrijedi:
a) ako je F =
⋃
i∈N Fi unija ogranicˇenog lanca (Fi)i oznacˇenih okvira iz klase I onda je F
jedan ILX–okvir;
b) za svaki oznacˇeni okvir F = (W,R, S , ν) iz klase I i za sve svjetove x, y ∈ W, takve da
je xRy, vrijedi (
(ν(y) \ ν(x)) ∩ {D | D ∈ D}
)
, ∅;
c) za svaki adekvatni oznacˇeni okvir F iz klase I, svakiD–problem iD–nedostatak mozˇe
se eliminirati prosˇirenjem do adekvatnog oznacˇenog okvira koji je takoder u klasi I.
Ako postoji takva klasa I, onda se svaki konacˇan adekvatan oznacˇeni okvir F iz klase I
mozˇe prosˇiriti do adekvatnog okvira F′ za kojeg vrijedi lema o istinitosti obzirom naD.
Nadalje, ako za bilo koji konacˇan skup formulaD zatvoren na potformule i jednostruku
negaciju postoji takva klasa I da je svaki jednocˇlani oznacˇeni okvir u toj klasi, onda je ILX
potpun sistem. 
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3.3 Potpunost sistema ILP
Dokaz potpunosti sistema ILP mozˇe se pronac´i u [7] kao dokaz teorema 5.2. Mi c´emo
ovdje dokazati potpunost sistema ILP na drugi nacˇin, tj. primjenom step–by–step metode.
Istaknimo prvo korake u dokazu teorema potpunosti ILP, tj. istaknimo sˇto sve treba napra-
viti da bismo mogli iskoristiti glavnu lemu. To su sljedec´i koraci:
1. Definirati sˇto je klasa oznacˇenih okvira I. Pritom ne smijemo zaboraviti da treba
trazˇiti da za svaki oznacˇeni okvir iz klase I treba vrijediti tvrdnja b) Glavne leme.
2. Pokazati da je svaki jednocˇlan okvir u klasi I.
3. Pokazati da je unija ogranicˇenog lanca oznacˇenih okvira iz I jedan ILP–okvir.
4. Pokazati da se svaki D–problem adekvatnog okvira iz klase I mozˇe eliminirati
prosˇirenjem do adekvatnog oznacˇenog okvira koji je takoder u I.
5. Pokazati da se svaki D–nedostatak adekvatnog okvira iz klase I mozˇe eliminirati
prosˇire-njem do adekvatnog oznacˇenog okvira koji je takoder u I.
Kada to sve napravimo, tada smo ispunili uvjete za primjenu glavne leme, pa dobivamo
da je sistem ILP potpun. Promotrimo prije samog dokaza potpunosti ILP, zasˇto ne prolazi
potpuno isti pristup kao u dokazu potpunosti IL.
U tocˇki 1.2. definirali smo pojam R-sljedbenika, te za neki svijet x, pojam skupa svih
R-sljedbenika od x, u oznaci R[x]. U ovoj tocˇki definiramo i pojam R-prethodnika. Ako
za neke svjetove x i y vrijedi xRy tada kazˇemo da je y jedan R–prethodnik od x. Skup svih
prethodnika svijeta x oznacˇavamo s R−1[x]. U nastavku c´emo umjesto R–sljedbenika i R–
prethodnika jednostavno govoriti o sljedbenicima i prethodnicima. Ukoliko vrijedi xRy, te
ne postoji svijet z , x takav da vrijedi zRxRy, tada kazˇemo da je x neposredni prethodnik
od y. Pojam neposrednog sljedbenika nec´emo definirati jer nam nec´e ni trebati.
Promotrimo primjer sa slike 3.1. U tom primjeru svijet c je dodan tako da vrijedi bSac i
D ∈ ν(c). Time je eliminiranD–nedostatak (a, b,C B D). Tako bismo postupili i u dokazu
potpunosti IL, te za neki adekvatan IL–oznacˇeni okvir Fi s tim D–nedostatkom dosˇli (uz
primjenu leme o IL–prosˇirenju) do prosˇirenja koje je adekvatan IL–oznacˇeni okvir, te koje
nema taj D–nedostatak. No, ovdje bismo htjeli da prosˇirenje bude i ILP–okvir. To prema
tvrdnji b) teorema 3.1.3 znacˇi da treba vrijediti sljedec´e:
za sve svjetove w, w′, x i y, ako wRw′RxSwy tada xSw′y.
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a
C B D
x1 x2 x3 b
C
c
D
a
R[a]
R−1[b]
R[a] ∩ R−1[b]
Slika 3.1: EliminacijaD–nedostatak (x, y,C B D). Tako nije dobiven ILP–okvir.
Vratimo se sada nasˇem primjeru sa slike 3.1. Prosˇirenjem smo dobili bSaz. Sada
uocˇavamo sljedec´e:
• vrijedi aRx1RbSac, no ne vrijedi bSx1c;
• vrijedi aRx2RbSac, no ne vrijedi bSx2c;
• vrijedi aRx3RbSac, no ne vrijedi bSx3c.
Dakle, imamo barem tri argumenta zasˇto nije dobiven ILP–okvir. Trebali bismo stoga
prosˇiriti i pripadne relacije iz skupa S tako da vrijedi bSx1c, bSx2c i bSx3c. Primijetimo da
tako definiramo bSzc, za svaki svijet z ∈ R[a] ∪ R[b]. Takoder primijetimo da ukoliko za
neki i ∈ {1, 2, 3} vrijedi C B D ∈ ν(xi), tada je (xi, b,C B D) jedan D–nedostatak. No, jer
vrijedi D ∈ ν(c) i ako gornjim postupkom definiramo bSxic, tada smo taj D–nedostatak
eliminirali. Dakle, na taj nacˇin postizˇemo eliminacijuD–problema oblika (z, b,C B D), za
z ∈ {a} ∪ (R[a] ∩ R−1[b]). Primijetimo da smo stavili i moguc´nost z = a jer smo eliminirali
i pocˇetniD–nedostatak (a, b,C B D).
Teorem 3.3.1. Sistem ILP je potpun.
Dokaz. Za dokaz koristimo glavnu lemu, tj. lemu 3.2.1. U tu svrhu redom provjeravamo da
vrijede uvjeti iz te leme. Neka je D proizvoljan konacˇan skup formula koji je zatvoren na
potformule i jednostruke negacije. Neka je I klasa svih oznacˇenih okvira F = (W,R, S , ν)
za koje vrijedi sljedec´e:
(1) Za sve svjetove x, y ∈ W, takve da je xRy vrijedi(
(ν(y) \ ν(x)) ∩ {D | D ∈ D) , ∅.
(2) Za sve svjetove w,w′, x, y ∈ W, ako wRw′RxSwy tada xSw′y.
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(3) (W,R) je stablo.
Prvo primijetimo da je s (1) zadovoljen uvjet b) glavne leme. Zatim, prema (2) i tvrdnji
b) teorema 3.1.3. svaki okvir iz klase I je jedan ILP–okvir.
Ocˇito je svaki jednocˇlani oznacˇeni okvir u klasi I, s obzirom da su za takav okvir
trivijalno ispunjeni uvjeti (1) – (3).
Neka je sada F =
⋃
i∈N Fi unija ogranicˇenog lanca (Fi)i oznacˇenih okvira iz klase I.
Zˇelimo pokazati da je tada F takoder u I. Na ovom mjestu primijetimo dvije stvari: zbog
Fi ∈ I i uvjeta (1), iz leme 2.4.11. slijedi da je rijecˇ o ogranicˇenom lancu, a tada je prema
lemi 2.3.17. F jedan IL–oznacˇeni okvir. Ukoliko se F josˇ k tome nalazi u I, tada je prema
(2) rijecˇ o ILP–oznacˇenom okviru.
Pokazujemo F ∈ I. Neka je F = (W,R, S , ν), te za svaki i ∈ N neka je Fi =
(Wi,Ri, Si, νi). Treba pokazati da F zadovoljava uvjete (1), (2) i (3) iz definicije klase I.
◦ Neka su x, y ∈ W proizvoljni svjetovi takvi da vrijedi xRy. Iz definicije lanca i
definicije unije lanca slijedi da postoji j ∈ N takav da vrijedi xR jy. No, na okviru F j
vrijedi tvrdnja (1) pa dobivamo da vrijedi
(
(ν j(y) \ ν j(x)) ∩ {D | D ∈ D}) , ∅. Sada
iz cˇinjenice ν =
⋃
i∈N νi slijedi da tvrdnja (1) vrijedi na F.
◦ Neka su w,w′, x, y ∈ W proizvoljni svjetovi, te neka vrijedi wRw′, w′Rx, te xSwy. Iz
definicije od F slijedi da postoje i, j, k ∈ N takvi da vrijedi wRiw′, w′R jx, te x(Sk)wy.
Koristec´i definiciju lanca, uz l = max{i, j, k}, dobivamo da vrijedi wRlw′Rlx(Sl)wy.
No, na okviru Fl vrijedi tvrdnja (2) pa slijedi x(Sl)w′y. Ponovno koristec´i definiciju
od F dobivamo xSw′y, dakle tvrdnja (2) vrijedi na F.
◦ Pretpostavimo da na F ne vrijedi tvrdnja (3), tj. pretpostavimo da (W,R) nije stablo.
Tada postoji neki svijet x ∈ W takav da skup R−1[x] sadrzˇi neka dva neusporediva
svijeta y i z ∈ W. Drugim rijecˇima, vrijedi yRx i zRx, ali ne vrijedi niti jedno od:
yRz, zRy, z = y. Iz definicije unije lanca slijedi da postoje i, j, k ∈ N, tako da
okvir Fi sadrzˇi svijet x, okvir F j sadrzˇi svijet y, a okvir Fk sadrzˇi svijet z. Uz l =
max{i, j, k} tada dobivamo da okvir Fl sadrzˇi te sve navedene svjetove. No, tada
vrijedi da (Wl,Rl) nije stablo, sˇto je u kontradikciji s Fl ∈ I. Dakle, (W,R) je stablo.
Time smo pokazali da vrijedi F ∈ I. Preostaje pokazati kako se rijesˇiti D–problema i
D–nedostataka.
Primijetimo da dosad nismo imali nikakve zahtjeve na to sˇto su svjetovi, tj. pricˇali smo
o skupu W i svjetovima iz W, ali nigdje nismo rekli koji su to objekti (brojevi, formule,
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skupovi, . . . ). Svi prethodni rezultati nisu o tome ovisili. Ovdje c´emo, radi laksˇeg referira-
nja na pojedine svjetove, pretpostaviti da svjetovi sadrzˇe konacˇne nizove parova formula.
U tu svrhu, uvedimo neke oznake. Prazni niz c´emo oznacˇavati s (). Ukoliko je a neprazan
konacˇan niz formula, tada s l(a) oznacˇavamo posljednji element niza a. Ukoliko je p neki
ureden par, tada s (p)1 oznacˇavamo prvu komponentu od v, dok s (p)2 oznacˇavamo drugu
komponentu od v. Dakle, vrijedi p =
(
(p)1, (p)2
)
.
Oznacˇimo s (?) sljedec´u tvrdnju, za proizvoljne svjetove x i y, te proizvoljne formule
H i J.
Ako za svjetove x i y vrijedi xRy i l(y)→ = H B J, tada vrijedi ν(x) ≺J ν(y). (?)
Pri svakom dodavanju novog R–brida provjerit c´emo da vrijedi tvrdnja (?), tj. nasˇ izbor
oznaka c´e biti takav da c´e tvrdnja (?) biti ispunjena. Vazˇnost te tvrdnje doc´i c´e do izrazˇaja
kod eliminacijeD–nedostataka.
Neka je sada za neki i ∈ N, F = Fi = (W,R, S , ν) adekvatan oznacˇeni okvir iz I, s
korijenom (). Pretpostavimo da smo kao u dokazu teorema potpunosti IL uveli totalan
uredaj na D–nedostatcima i D–problemima. Neka je γ najmanji (u smislu tog uredaja)
D–nedostatak iliD–problem u F. Razmatramo sljedec´a dva slucˇaja.
• γ jeD–problem u F.
Tada postoji svijet a ∈ W i formule C,D takve da je γ = (a,¬(CBD)). Ovaj problem
c´emo eliminirati kao i u slucˇaju IL. Iz definicije problema slijedi ¬(C BD) ∈ ν(a). S
obzirom da je ν(a) IL–MCS, primjenom leme 2.3.18. slijedi da postoji IL–MCS ∆
takav da vrijedi ν(a) ≺D ∆ 3 C,¬C. Odaberimo neki b < W, te definirajmo ν(b) =
∆. Takoder definiramo da vrijedi aRb. S obzirom da smo postupili kao u slucˇaju
IL, prolazi isti dokaz da je upravo dobiven kvazi–okvir koji se potom prosˇiruje do
adekvatnog oznacˇenog IL–okvira. Za taj okvir vrijedi (1), te vrijedi da γ visˇe nije
problem u tom okviru.
Definirali smo aRb, te je b novi svijet. Time smo ponovo dobili stablo, tj. vrijedi
i (3). Zˇelimo naglasiti da iz dokaza leme o IL–prosˇirenju slijedi da je nova struk-
tura takoder stablo. Naime, pri uklanjanju nesavrsˇenosti smo ili ostavili relaciju R
istom, ili smo eventualno za neki svijet x, iz xRaRb dobili xRb (cˇime nismo pokvarili
strukturu stabla).
Preostaje pokazati da vrijedi (2) kako bismo mogli rec´i da smo ostali u klasi I.
Tvrdnja (2) ocˇito vrijedi za sve svjetove w,w′, x, y, osim eventualno kada je x = b ili
y = b. Naime, b je novi svijet, dakle nema R-sljedbenika, pa ako se b niti ne javlja u
izrazu wRw′RxSwy, tvrdnja slijedi iz pretpostavke F ∈ I. Sada razmatramo pojedini
slucˇaj x = b i y = b.
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◦ Neka je x = b, tj. postoje svjetovi w, w′ i y tako da vrijedi wRw′RbSwy. Koristec´i
ponovno dokaz leme o IL–prosˇirenju slijedi da je svijet b list u stablu (W,R).
Dobiveno prosˇirenje je IL–okvir, pa tada dobivamo da je moguc´e jedino y = b.
Sada iz pretpostavke w′Rb i refleksivnosti relacije Sw′ slijedi bSw′b, sˇto je i
trebalo pokazati.
◦ Neka je y = b, tj. postoje svjetovi w, w′ i x tako da vrijedi wRw′RxSwb. Ukoliko
vrijedi x = b, dobivamo wRw′RbSwb, sˇto je upravo prethodno opisani slucˇaj.
Zato pretpostavimo da vrijedi x , b. Promotrimo izraz xSwb. Primijetimo da
kod uvodenja svijeta b nismo nigdje to definirali. Stoga je to moglo doc´i je-
dino od primjene leme o IL–prosˇirenju. Preciznije, prema nacˇinu eliminiranja
nesavrsˇenosti u dokazu te leme, xSwb je jedino moglo doc´i uklanjanjem ne-
savrsˇenosti oblika (iii) ili (iv) (ne (ii) jer je b list u stablu (W,R)). Sada treba
promotriti svaki od ta dva slucˇaja.
∗ Pretpostavimo da je xSwb posljedica uklanjanja nesavrsˇenosti oblika (iii).
Bez smanjenja opc´enitosti, zbog aSwb i tranzitivnosti relacije Sw, mozˇemo
pretpostaviti da je xSwb rezultat od xSwa i aSwb. Prema pretpostavci vrijedi
wRw′Rx, pa dobivamo da vrijedi wRw′RxSwa. No, w, w′, i x su svjetovi
iz W, pa iz F ∈ I (tj. vrijedi (2) na F) slijedi xSw′a. Tu smo koristili
pretpostavku x , b, te da je b list u (W,R) (tj. nema R–sljedbenika), sˇto
povlacˇi w , b i w′ , b. Korisˇtenjem cˇinjenice da je prosˇirenje IL–okvir,
prvo iz xSw′a slijedi w′Ra, a onda iz w′RaRb slijedi aSw′b. Sada zbog
tranzitivnosti relacije Sw′ na prosˇirenju vrijedi xSw′b.
∗ Pretpostavimo da je xSwb posljedica uklanjanja nesavrsˇenosti oblika (iv).
To znacˇi da postoji svijet c tako da vrijedi xRcRb. Tada vrijedi xRaRb.
Naime, ako c , b, tada iz cˇinjenica da je u stablu (W,R) svijet a neposredni
prethodnik od b, te tranzitivnosti relacije R na prosˇirenju, slijedi xRcRaRb.
Tada (ponovo zbog tranzitivnosti od R) slijedi xRaRb. Prema pretpostavci
vrijedi w′Rx, pa onda iz w′RxRaRb prvo slijedi w′RxRb, a onda (jer je
prosˇirenje IL–okvir) slijedi xSw′b.
Vec´ smo istaknuli da su svjetovi konacˇni nizovi parova formula. Ako je
a =
(
(F1,G1), . . . , (Fn,Gn)
)
za neki n ∈ N, svijet b c´e nam biti konacˇan niz(
(F1,G1), . . . , (Fn,Gn), (C B D,C B D)
)
.
S obzirom da smo dodali novi R–brid, tj. definirali smo aRb, preostaje nam provjeriti
da vrijedi tvrdnja (?). Tvrdnju trebamo provjeriti samo za R–bridove koji su poslje-
dica definiranja aRb (dakle za aRb i posljedice prosˇirenja po tranzitivnosti relacije
R).
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– Definirali smo aRb i
(
l(b)
)
2 = C B D. Treba pokazati ν(a) ≺D ν(b). No, upravo
tako smo definirali ν(b).
– Neka je x proizvoljan svijet takav da vrijedi xRb. S obzirom da vrijedi
(
l(b)
)
2 =
C B D, treba pokazati da vrijedi ν(x) ≺D ν(b). Ako je x = a, tada imamo
prethodni slucˇaj. Pretpostavimo stoga da vrijedi x , a. Svijet a je neposredni
prethodnik svijeta b, pa iz tranzitivnosti relacije R slijedi xRa. Prosˇirenje je
adekvatan IL–okvir, pa dobivamo ν(x) ≺ ν(a). Sada pokazujemo ν(x) ≺D ν(b).
Neka je A proizvoljna formula takva da vrijedi A B D ∈ ν(x). Tada vrijedi
ν(x) `ILP A B D, pa koristec´i `ILP A B D → (A B D) i pravilo izvoda modus
ponens dobivamo ν(x) `ILP (A B D).1 Dakle, vrijedi (A B D) ∈ ν(x). Tada
ν(x) ≺ ν(a) povlacˇi ABD ∈ ν(a). U prethodnom slucˇaju smo pokazali da vrijedi
ν(a) ≺D ν(b), pa to sada povlacˇi ¬A,¬A ∈ ν(b), sˇto je i trebalo pokazati.
• γ je D–nedostatak u F. Tada postoje svjetovi a, b ∈ W i formule E,G takve da je
γ = (a, b, E BG).
Tada vrijedi E B G ∈ ν(a). Iz ν(a) `ILP E B G i `ILP E B G → (E B G) slijedi
ν(a) `ILP (E B G), a onda i (E B G) ∈ ν(a). Neka je a′ ∈ R[a] ∩ R−1[b] proizvo-
ljan (primijetimo da se ovdje ne trazˇi da je a neposredni prethodnik od b u stablu
(W,R), pa taj presjek nije nuzˇno prazan skup). Pretpostavka a′ ∈ R[a], tj. aRa′, te
adekvatnost okvira F povlacˇe ν(a) ≺ ν(a′). Stoga vrijedi E BG ∈ ν(a′).
Eliminirat c´emo nedostatak (a, b, E B G), ali c´emo i osigurati da niti jedna trojka
oblika (a′, b, EBG) za neki svijet a′ ∈ R[a]∩R−1[b] ne budeD–nedostatak u daljnjim
prosˇirenjima. Iako bismo nacˇinom eliminacije nedostatka kao u IL mogli rijesˇiti
te moguc´e D–nedostatke kasnije, ovako radimo da bismo ispunili uvjet (2), tj. da
prosˇirenje bude u klasi I. Neka je svijet a0 neposredni prethodnik od b. Primijetimo
da on postoji jer bi inacˇe vrijedilo R[a] ∩ R−1[b] = ∅, a u tom slucˇaju smo gotovi
jer tada ne postoje opisani nedostatci (a′, b, E B G) (s obzirom da tada ne postoji
takav svijet a′ ∈ R[a] ∩ R−1[b]). Iz cˇinjenice da je (W,R) stablo slijedi da je takav a0
jedinstven. S obzirom da vrijedi a0 ∈ R[a] ∩ R−1[b], vrijedi E BG ∈ ν(a0).
Neka je C B D =
(
l(b)
)
2. Primijetimo na ovom mjestu da smo pocˇetno krenuli
od jednocˇlanog okvira F0, te da u prosˇirenjima ubacujemo nove svjetove samo kod
eliminiranja D–problema ili D–nedostatka. Dakle, svijet b je bio uveden zbog eli-
minacije nekogD–problema iliD–nedostatka (takoder, b ne mozˇe biti korijen stabla
(W,R) jer ima nekog neposrednog prethodnika u (W,R)). No, vec´ smo istaknuli da
kod eliminacije D–problema (a istaknut c´emo i kod D–nedostataka), novi svijet je
1Primijetimo da nismo mogli koristiti pravilo nuzˇnosti jer formula A B D nije teorem sistema ILP.
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konacˇan niz parova formula u kojem je zadnji par formula oblika (F1, F2 B F3) (za
neke formule F1, F2 i F3). Stoga doista smijemo oznacˇiti C B D =
(
l(b)
)
2.
Iz pretpostavke a0Rb, korisˇtenjem tvrdnje (?) na okviru F dobivamo da vrijedi
ν(a0) ≺D ν(b). Neka je a0 = ((F1,H1), . . . , (Fn,Hn)) za neki n ∈ N. Neka je
c =
(
(F1,H1), . . . , (Fn,Hn), (C B D, E B G)
)
. Ukoliko takav svijet c vec´ ne postoji,
tada postupamo na sljedec´i nacˇin. Prvo primijetimo da iz definicije D–nedostatka
(a, b, E B G) slijedi E ∈ ν(b). Zatim smo vec´ vidjeli da vrijedi E B G ∈ ν(a0), te
ν(a0) ≺D ν(b). Time imamo sve uvjete za primjenu leme 2.3.19. kojom dobivamo
da postoji takav IL–MCS ∆′ da vrijedi ν(a0) ≺D ∆′ i G,¬G ∈ ∆′. Sada mozˇemo
definirati novi svijet c kao vec´ istaknuti konacˇan niz parova formula, uz definiranje
ν(c) = ∆′ (G ∈ ν(c) je bilo nuzˇno da bismo eliminirali D–nedostatak (a0, c, E B G)
na nacˇin kao i prije). Prosˇirimo relaciju R s a0Rc. Tim prosˇirivanjem R dobivamo
kvazi–okvir, pa primijenimo lemu o IL–prosˇirenju. Dokaz da se to prosˇirenje nalazi
u klasiI, tj. da zadovoljava svojstva (1)–(3), je isti kao i kod eliminacijeD–problema
(sa svjetovima a0 i c umjesto svjetova a i b). Dokaz da na prosˇirenju vrijedi tvrdnja
(?) je takoder isti kao i kod eliminacije D–problema (sa svjetovima a0 i c umjesto
svjetova a i b).
Sada prosˇirujemo relaciju Sa′ s bSa′c za sve svjetove a′ ∈ {a} ∪ (R[a] ∩ R−1[b]), u
svrhu eliminacije svihD–nedostataka (a′, b, EBG) (pa iD–nedostatka (a, b, EBG)).
Primijetimo da je to mozˇemo jer je svijet c sljedbenik svijeta a0 koji je neposredni
prethodnik svijeta b u stablu (W,R). Drugim rijecˇima, svijet c je sljedbenik svih
prethodnika svijeta b u stablu (W,R). Tada posebno, zbog a′ ∈ R−1[b] vrijedi a′Rc
(pa vrsˇimo eliminaciju D–nedostatka upravo pomoc´u tog svijeta c). Kao i prije,
ponovno koristimo lemu o IL–prosˇirenju, te tako dobivamo adekvatan IL–okvir, koji
zadovoljava svojstvo (1), a takoder i svojstvo (3) (argumentacija ista kao i prije). Uz
onakvo prosˇirenje svake od relacija Sa′ postigli smo eliminacije svihD–nedostataka
koja se se trazˇile.
Preostaje josˇ samo pokazati da vrijedi svojstvo (2) da bismo mogli zakljucˇiti da je
prosˇirenje u klasi I (te tako zavrsˇiti ovaj dokaz). Pretpostavimo da su w, w′, x
i y takvi svjetovi da vrijedi wRw′RxSwy. Pretpostavimo te da xSw′y nije vrijedilo
prije prosˇirenja relacija Sa′ (inacˇe vrijedi tvrdnja (2), pa nemamo sˇto dokazivati).
Primijetimo da u posljednjem prosˇirenju nismo prosˇirivali relaciju R, tj. relacija R je
ostala nepromijenjena. Stoga prilikom primjene leme o IL–prosˇirenju, uklanjaju se
samo nesavrsˇenosti oblika (iii). To pak znacˇi, prema dokazu leme o IL–prosˇirenju,
da se samo relacija Sa′ promijenila i to samo za svjetove a′ ∈ {a} ∪ (R[a] ∩ R−1[b]).
Stoga mora vrijediti w ∈ {a} ∪ (R[a] ∩ R−1[b]). Inacˇe, ako se Sw nije promijenila, na
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okviru koji smo imali prije prosˇirenja i mijenjanja relacija Sa′ prema pretpostavci ne
bi vrijedilo xSw′y, sˇto bi bilo u kontradikciji s cˇinjenicom da na tom okviru vrijedi
(2).
Dakle, prema obliku nesavrsˇenosti (iii) i njenom uklanjanju u dokazu leme o IL–
prosˇirenju, xSwy mora biti posljedica zatvorenja na tranzitivnost nekog Sw lanca koji
sadrzˇi bSwc. Mozˇemo pretpostaviti da je Sw lanac oblika xSwbSwcSwy, pri cˇemu su
xSwb i cSwy vec´ vrijedili prije ovog prosˇirenja. S obzirom da je wRw′RxSwb vrijedilo
i prije prosˇirivanja, svojstvo (2) povlacˇi xSw′b.
Vidjeli smo da mora vrijediti w ∈ {a} ∪ (R[a] ∩ R−1[b]), pa tada posebno vrijedi
w ∈ R[a]. Iz toga i pretpostavke wRw′ (uz korisˇtenje tranzitivnosti relacije R) slijedi
w′ ∈ R[a]. Takoder, xSw′b i cˇinjenica da je prosˇirenje IL–okvir povlacˇe w′Rb, tj.
vrijedi w′ ∈ R−1[b]. Dakle, vrijedi w′ ∈ {a} ∪ (R[a] ∩ R−1[b]). No, za sve svjetove
a′ ∈ {a} ∪ (R[a] ∩ R−1[b]) smo radi uklanjanja D–nedostataka prosˇirili relaciju Sa′ s
bSa′c. Tada smo posebno prosˇirili i relaciju Sw′ s bSw′c.
Iz w′Rb i cˇinjenice da je svijet c sljedbenik svih prethodnika svijeta b (a upravo je
w′ jedan takav) slijedi w′Rc. Sada koristec´i pretpostavku cSwy i wRw′ dobivamo
wRw′RcSwy. S obzirom da je to vrijedilo i prije prosˇirenja (jer prosˇirenja nisu oblika
cSr p, za neke svjetove r i p), tvrdnja (2) povlacˇi cSw′y. Sada iz bSw′cSw′y i tranzitiv-
nosti relacije Sw′ na prosˇirenju dobivamo xSw′y, sˇto je i trebalo pokazati.

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Sazˇetak
Sistem IL je modalni sistem kojeg je 1988. uveo Albert Visser. Ovaj sistem sadrzˇi je-
dan unarni modalni operator  i jedan binarni modalni operator B. Promatraju se i razna
prosˇirenja sistema IL s principima interpretabilnosti. Neka od tih prosˇirenja su logike in-
terpretabilnosti ILM, ILP, ILW i ILM0.
De Jongh i Veltman su 1990. dokazali potpunost sistema IL, ILM i ILP, a nesˇto kasnije
i potpunost sistema ILW. Evan Goris i Joost Joosten su 2004. dali nove dokaze potpunosti
sistema IL i ILM koristec´i step–by–step metodu kojom su potom dokazali i modalnu pot-
punost sistema ILM0 i ILW∗. Glavni cilj ovog rada je dokazati teoreme modalne potpunosti
za logike interpretabilnosti IL i ILP koristec´i step–by–step metodu.
U prvom poglavlju bavimo se semantikom i sintaksom osnovne logike interpretabil-
nosti IL. U ovom poglavlju dokazujemo adekvatnost sistema IL i teorem dedukcije za sis-
tem IL. Nakon sˇto definiramo pojmove IL–konzistentnih i maksimalno IL–konzistentnih
skupova, dokazujemo Lindenbaumovu lemu.
U drugom poglavlju definiramo pojmove oznacˇenih, adekvatnih i kvazi–okvira, pro-
blema i nedostataka, te kriticˇnog i generaliziranog konusa. Dokazujemo lemu o egzisten-
ciji i lemu o IL–prosˇirenju. Osnovni cilj ovog poglavlja je dati dokaz potpunosti sistema
IL korisˇtenjem step–by–step metode.
U trec´em poglavlju dokazujemo potpunost sistema ILP. Prvo dajemo definicije i rezul-
tate vezane za logike interpretabilnosti ILX. Potom navodimo glavne korake step–by–step
metode, te formalno iskazujemo glavnu lemu. Dajemo detaljan dokaz potpunosti ILP, pri
cˇemu zapravo provjeravamo uvjete glavne leme kako bismo ju mogli primijeniti.

Summary
System IL is a system of modal logic introduced by Albert Visser in 1988. This system
contains one unary modal operator  and one binary modal operator B. We also consider
extensions of system IL. They are given by the intepretability principles, and some of these
extensions are interpretability logics ILM, ILP, ILW and ILM0.
Modal completeness of logics IL, ILM and ILP was proven in 1990. by De Jongh and
Veltman. Later they also proved modal completeness of the logic ILW. In 2004. Evan Goris
and Joost Joosten gave new proofs of completeness of logics IL and ILM using their step–
by–step method. Using that method, they also proved modal completeness of logics ILM0
and ILW∗. The main goal of this thesis is to present the proof of modal completeness of
interpretability logics IL and ILP by using step–by–step method.
In the first chapter, we deal with syntax and semantic of the interpretability logic IL. In
this chapter we present proof of soundness theorem for logic IL and proof of deduction the-
orem for logic IL. After presenting the notion of IL–consistent and maximal IL–consistent
set, we give proof of Lindenbaum’s lemma.
In the second chapter, we define the following notions: labeled frame, adequate frame,
quasi–frame, problems, deficiencies, critical cone and generalized cone. We also prove
existence lemma and IL–closure lemma. The main goal of this chapter is to prove model
completeness of the logic IL by using the step–by–step method.
In the third chapter, we present the proof of completeness of the logic ILP. We first
present definitions and results that are related to interpretability logics ILX. Then we des-
cribe main steps of the step–by–step method. Also, we give formal statement of the main
lemma. Finally, we present detailed proof of completeness of the logic ILP. We are doing
that by checking requirements of the main lemma.
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