An increasing number of publications include modeling. Often, such studies help us to gain a deeper insight into the phenomena studied and break down barriers between experimental and theoretical communities. However, combining experimental and theoretical work is challenging for authors, reviewers, and readers. To help maximize the usefulness and impact of combined theoretical and experimental research, this Primer describes the purpose, usefulness, and different types of models and addresses the practical aspect of integrated publications by outlining characteristics of good modeling, presentation, and fruitful collaborations.
Should You Model and Why?
The complex world of biology is governed by physical and chemical laws: molecules diffuse due to Brownian motion, molecular motors transport cargo by turning over ATP, cell walls counteract turgor pressure, plants grow toward light sources, fish regulate their buoyancy, and flows of nutrient determine the growth of a population. In all of these cases, fundamental laws of physics and chemistry are key to understanding processes of life. In addition, mathematics governs the dynamics of populations: regularly dividing cells lead to an exponentially increasing population size, and random birth and death events in a population determine the fate of new alleles in a population. A quantitative and, where applicable, physical description of these phenomena is the domain of models (Shou et al., 2015) .
With the aim of providing some guidance for good modeling, we focus on physical and mathematical models in experimental papers that investigate phenomena similar to those listed above. We thereby touch upon rather than discuss the overarching question of the role and utility of mathematical models in the life sciences (Hillis, 1993; May, 2004; Servedio et al., 2014) .
When designing an experiment or interpreting data, is it advisable to aim for a physical or mathematical model? Despite the title of this article, the answer might often be no. Overwhelming progress has been made in the biological sciences without explicit quantitative modeling. A series of knockout strains informs us about the structure of pathways in cells. A co-localization experiment or co-immunoprecipitation study can directly tell us about the interaction between proteins. A field study can characterize an ecosystem and inform us about the interaction between species-again, without the need for a physical or mathematical model. In all of these cases, quantitative models often would not help to understand the data. Nevertheless, a quantitative description can in the future increase or challenge our current understanding of these biological questions. For example, while not long ago ChIP was used to test a hypothesis between binding of protein and DNA qualitatively, the data from genome-wide analyses obtained via ChIP-seq now call for quantitative models.
A model might be needed, however, to interpret data or to confirm or reject a hypothesis via generating predictions. Naturally, that is often the case when the data are quantitative in nature. A great example is the seminal work of Luria and Delbrü ck (1943) (see Box 1). The two opposing hypotheses for the emergence of resistance to phage in a bacterial population-acquired immunity or random mutations-could only be addressed using the apparently indirect comparison with the two corresponding models. As the authors write, ''Repeated tests on a bacterium at different times, or on a bacterium and on its offspring, could therefore give no information of help in deciding the present issue. Thus, one has to resort to less direct methods.'' (Luria and Delbrü ck, 1943) .
In addition to helping interpret data, models often fulfill other roles: consistency checks and proof-of-principle arguments play important roles when too little is known to develop microscopic models but hypotheses for mechanisms exist. For example, diffusion of small molecules is fast enough to contribute to transport within a bacterial cell but would be too slow to transmit signals along neuronal axons. While these examples of order of magnitude checks are in line with the instinct of life scientists, more elaborate models are sometimes needed to test whether a proposed cellular mechanism is in line with physical principles (Berg, 1983) . Moreover, extrapolation to a parameter range of interest is necessary when experiments cannot be done at the time or length scales of interest. Many experiments test the basics of a model, while the effects at long times or large distances need to be extrapolated (Mö bius et al., 2015) . Last, models can provide consistency checks and extrapolate at the same time and in this way guide further experiments (Mü ller et al., 2008) .
If a model cannot fulfill any of these tasks or does not help in some other way to understand data or guide future research, it most likely is superfluous in a paper. As Michael Brenner at Harvard University, a theorist and thus beyond reproach in his belief in the utility of models, puts it: ''If the model does not tell you something new, it needs to go.'' When to Use Which Type of Model and What Does Solving It Mean? Models differ in purpose and scope and in the ways that they can be analyzed. These three properties are closely related. At one end of the spectrum, universal models have very broad applicability and are relatively easily mathematically solved. The physical sciences have a rich set of such universal models, many of which underlie biological processes. The law of diffusion is a prominent example of such a universal law omnipresent in cell biology. Cell proliferation by division is a biological example, as are the concepts of mutation and selection. These models can Luria and Delbrü ck (1943) started their seminal work on bacterial virus resistance. They formulated two alternative hypotheses about the resistant bacteria and formalized their hypotheses in two mathematical models.
(1) Hypothesis of mutation to immunity: The bacterial variants that regrew after addition of the virus were resistant before the virus was added by a mutation to resistance. Assumption: There is a fixed small chance per time unit for each bacterium to undergo a mutation to resistance. This assumption leads to a probability distribution of the number of resistant bacteria, in which the variance, var, depends on the average, r, as var = rN t Ca ln(N t Ca), where N t is the number of bacteria present at time t, C is the number of similar cultures, and a is the mutation rate.
(2) Hypothesis of acquired immunity: The bacterial variants that regrew after addition of the virus survived an attack by the virus. Survival of an infection confers immunity not only to the individual, but also to its offspring. Assumption: There is a fixed small chance for each bacterium to survive an attack by the virus. Therefore, the number of resistant bacteria in a culture is expected to follow a binomial distribution in which case the variance, var, between different experiments should be equal to the average, r, i.e., var = r.
Luria and Delbrü ck tested their hypotheses by simple experiments based on their mathematical models. They started with n independent cultures, which they inoculated with a small number of bacterial cells. They grew the cultures to high density, and from each of them, they inoculated 10 8 cells on an agar plate covered with virus particles. Most of the bacteria on the plates were killed by the viruses; however, some bacteria formed macroscopic colonies. Luria and Delbrü ck compared the average to the variance of the number of colonies per plate. The variance was much higher than the average, providing evidence for hypothesis 1. Why do we consider this an excellent example of a combined theoretical and experimental work? First, the model is crucial for designing and interpreting the experiments. Furthermore, the authors introduce the technical parts of their models in a detailed and transparent way and explicitly state their assumptions. They start their experiments by testing the limiting case, in which several samples are taken from the same liquid culture, which should and does show a binomial distribution in the number of resistant colonies per plate. After their first set of experimental results, they revisit their assumptions and decide that their experiments are not conclusive yet. Thus, they performed a second set of experiments to compare the complete experimental and theoretical distributions instead of just the average and the variance. By this detailed analysis, they showed convincing evidence for hypothesis 1 and excluded hypothesis 2. And, last but not least, this elegant combination of experiments and theory resulted in a seminal biological finding: genetic mutations in bacteria arise in the absence of selection rather than being a response to selection.
and have been tested beyond reproach and are often components of models with a larger number of processes. At the other end of the spectrum are highly complex models, which include a large number of players and parameters. Explicit models for a cell's metabolism (Segrè et al., 2002) or gene regulation (Hecker et al., 2009) fall into this category. Many models fall between these two categories and are used to test hypotheses, specify unknown parameters, or extrapolate to unknown regimes (Halatek and Frey, 2012; Laan et al., 2012) .
As a concrete example, we introduce here three examples of models that describe the interactions between microtubules and molecular motors (Figure 1 ). The goal of these examples is to show that, by focusing on different aspects of microtubulemotor interactions, one can answer various scientific questions, each of which require different models. Figure 1A illustrates the first model, in which kinesin motors move along a single growing microtubule and also bind to and unbind from the filament. The authors used this model to investigate how the combination of microtubules and motors provides positional information in a cell (Tischer et al., 2010) . The second example displays a model that considers two types of motors moving in opposite directions along a microtubule but attached to the same cargo ( Figure 1B ). In contrast to the first example, the position of the individual motors is not accounted for in the model. The state of the system is instead described by the number of each type of motor bound to a microtubule. Nevertheless, the authors used this model to show that the tug-of-war between the different motors on the cargo is more cooperative than naively expected (Mü ller et al., 2008) . The third example is a multi-component model that explicitly considers many (Tischer et al., 2010) . (B) Model of cargo that is transported over a microtubule by a mix of plus-and minus-end-directed molecular motors. The system stochastically switches between different states, which are defined by the number of plus-and minus-end motors on a cargo that are bound to a microtubule (only five states displayed) (Mü ller et al., 2008) . (C) Multi-component model, which includes the dynamics of microtubules (nucleation, growth, catastrophe) as well as molecular motor and cross-linker protein binding and unbinding to microtubules (Foethke et al., 2009; Janson et al., 2007) . (D) Different solution strategies and their accompanying results for model depicted in (A). In the graph, a mock-up of data is plotted to compare typical agentbased simulation data (stochastic) with the numerical solution (every data point needs to be calculated) and the analytical solution if the motor velocity is larger than the microtubule growth rate (for every position, x, the solution is known). microtubules, motors, and cross-linkers and their dynamics ( Figure 1C ). This model was used to mechanistically show how microtubules, motors, and cross-linkers self-organize to achieve higher-order structure in a spatial confinement (Foethke et al., 2009; Janson et al., 2007) .
Different types of models also differ in how they can be solved, i.e., in how predictions of measurable observables can be obtained. For illustrative purposes, we consider three possible ways to determine the density along a single microtubule in the first model ( Figure 1D ). The most intuitive way to obtain quantitative predictions from the model is an individual-based or agentbased simulation. Starting from an initial condition, the system's state changes over time stochastically based on a given set of rules or reaction rates illustrated in Figure 1A , for example by the Gillespie algorithm (Gillespie, 1977) . Each motor moving, binding, and unbinding from the microtubule can be regarded as a reaction. Which reaction happens next is dictated by stochasticity-in the computer, realized by sampling from a set of random numbers. While straightforward to implement, agentbased simulations require repeating the simulation many times to compute the density of motors along the microtubule. Therefore, this method is computationally expensive.
To avoid running many instances of the simulation, one can write down an equation describing the time evolution of the density of motors ( Figure 1D ). Starting from an initial condition, one can use this equation to determine the density of proteins at consecutive time points. However, each initial condition and each set of parameters requires another run of the algorithm predicting the density of motors. The possibilities for generalizing the results or extrapolating to unknown parameter regimes are therefore also in this approach limited. Note that, especially for the numeric approach of solving the equation representing the model, the community uses different terms. Very often, numerical solutions are also referred to as simulations, and numerically solving the equation may refer to either one specific set of parameters or to a large representative subset of all possible parameter sets.
For the model at hand (Figure 1A ), the density of motors can be solved analytically, i.e., the solution can be expressed in a formula that can be interpreted without the knowledge of specific parameter values, in contrast to the solutions based on the other two approaches, which are tied to specific values of model parameters. A large variety of conclusions can now be drawn because the computation does not have to be redone for different parameters or different initial conditions. This transparency explains the broad range of applications of analytically solvable problems: they are used for all of the purposes outlined above and play an especially important role in consistency checks and the creation of hypotheses.
So, do theorists only declare the problem solved when an analytical solution is written down? No, simply because most models of higher complexity cannot be solved analytically! The most explicit models-for example, the ensemble of microtubules, cross-linkers, and motors-cannot usually be meaningfully described by a system of equations but instead are solved by stochastic simulations ( Figure 1C ; Foethke et al., 2009) .
Taken together, the choice of model strongly depends on the questions asked by the researcher, and the ways to solve the model are often limited by the inherent complexity. A simple model can describe a specific part of a biological system and generate deeper insight into mechanisms via analytical solutions, such as the model that Tischer et al. (2010) used to calculate the density of motors on a growing microtubule. Or even more powerful, simple models can describe a system at a higher level of abstraction to reveal general underlying principles, as Luria and Delbrü ck's model (Luria and Delbrü ck, 1943) . Complex models are often successful in describing more aspects of a biological system, but general conclusions are harder to draw.
Null Models and ''Black Box'' Approaches for Prediction
So far, we considered models that aimed for the quantitative prediction of observables based on a simplified physical or mathematical description of the processes thought to be involved. However, many publications include different types of theoretical work.
Some processes or datasets are so complex that descriptive modeling based on a small number of assumptions is not possible. Moreover, complex datasets may require modeling to allow analysis in the first place, for example, to detect differential gene expression. These cases are the domain of null models. Here, the model is not primarily expected to describe the data. Instead, it is used to test whether the data can be explained by the simplest possible model (which may already be quite complex). If the data cannot be explained by the null model, there are additional processes involved that are not taken into account in the model. Note that this approach is closely related, but not identical, to hypothesis testing by comparing two experimental datasets.
In other cases, predicting the outcome of future or alternative experiments based on existing data is the goal, but predictive modeling based on a small number of assumptions might not be possible. In these cases, researchers use approaches in which the biological processes are combined in a ''black box'' that is not bound to physical principles. This approach often uses machine learning algorithms and is a helpful tool to suggest follow-up experiments-one example being gene finding in new sequences.
What Should a Good Model Look Like?
Like experiments, models should yield a combination of rigorous conclusions and interesting insights about biological processes. In the previous section, we discussed how models can be used to enhance our understanding of biological processes; here, we focus on the craftsmanship of modeling.
We argue that the most important feature of a model is the one that requires the most judgment: a model needs to be as simple as possible and as complex as necessary. For example, Luria and Delbrü ck's model (Luria and Delbrü ck, 1943) did not require any information on the biochemical processes required to generate mutations or even the carrier of the genetic information, yet it was powerful and able to test an important hypothesis in biology (Box 1). From today's perspective, a model that does not include the details of the origin of mutations and of DNA repair mechanisms is still powerful enough to discriminate between the hypotheses of ''acquired immunity'' and ''spontaneous mutations''! Models succeed best when they focus on specific phenomena. For example, when addressing chromosome segregation, the model may focus on the formation and positioning of the spindle without describing other parts of the cell cycle in detail, even though we know that they are crucial for the cell's functioning. Purcell and Berg's highly influential work, Physics of Chemoreception, draws its usefulness and wide applicability from focusing on one specific aspect of microbial life: ''. the physical limitations on the cell's ability to sense and respond to changes in its environment'' (Berg and Purcell, 1977) .
Importantly, a physical model needs to obey physical laws. The physical laws are reflected in the model itself and in the parameters used. For example, a model with reactions inside of the cytosol and passively moving components needs to obey the rules of diffusion. In addition, parameters need to be within a range set by physical principles. For example, the diffusion coefficient too is limited by physical principles. For proteins, these principles dictate that, given their size, the viscosity of water, and the temperature of the biological system, the diffusion coefficient cannot exceed 5-15 mm 2 /s. Similarly, concentrations are typically submolar, microbial life occurs on the micrometer scale, and cell division typically takes place on the scale of minutes to days, rather than seconds. The purpose of models to serve as a consistency check thus also applies to their individual components. Next, models need to be robust. Relatively small changes to the model or its parameters should not change the outcome or the prediction. Often, some parameters are not known, such as the precise diffusion coefficient of a specific protein. One therefore typically tests an ensemble of parameters around an estimated parameter that is used for a study. Similarly, one often studies the simplest model first and then asks whether including additional details (such as side reaction paths) changes the overall picture. While often testing for robustness is a formality, obtaining robust predictions can be challenging (De Boer, 2012) . Modelers intuitively know which variations the model should be robust to, just as experimentalists naturally know which changes in conditions are expected to have no influence on the outcome of the experiment. In both experiment and theory, unexpected sensitivity of the experiment or the model is a finding to be reported alongside the main results and can lead to new research directions.
Moreover, proper modeling relies on carefully chosen controls, as do experiments. On the bench, performing experiments together with positive or negative controls is necessary for proper interpretation. Similarly, controls exist in the theoretical sciences. Consider the schematic of a very complex model with microtubules, motors, and cross-linkers depicted in Figure 1C . When running the simulation, one might want to test the role of crosslinkers in the simulation by asking: in the limiting case of no cross-linkers, are the individual microtubules independent and is the density of motors on a microtubule reflected by the simpler model of one microtubule and a large reservoir of motors ( Figure 1A) ? When performing simulations, often a limiting case is known analytically, providing a great testing ground. Identifying well-characterized limiting cases is a crucial tool in theoretical work taught and learned early in a theorist's career.
Limiting cases or simplified versions provide a testing ground for more complex models and also significantly increase our understanding. For example, in their seminal work, Berg and Purcell compute the influx of molecules onto a spherical cell studded with receptors. By considering two limiting cases, (1) a cell with only one small receptor and (2) a cell completely covered with receptors, they show that it is only necessary to cover a small part of the cell with receptors to achieve almost maximum efficiency.
Berg and Purcell obtain their result for a cell covered with multiple receptors in two different ways. They first consider a description in terms of concentrations and then the movement of a single molecule close to the cell's surface. This way, Berg and Purcell's work is also a great example of how arguing along different lines can strengthen our understanding, much as different experimental approaches leading to the same evidence strengthens an experimental paper.
While the points above focused on craftsmanship of modeling, the data available also strongly constrain the models to be considered in a given study. Generally, the model should not be more complex than the data. Complex models with too many free parameters inevitably will lead to overfitting (Mayer et al., 2010) . One intuitive way to avoid this problem is to train the model on part of the data and cross-validate it on the remaining part.
So, when is a model consistent with the data, and which out of a variety of models is the best? Many researchers answer these questions based on how well the model predictions fit to the experimental data by visually comparing data points and model prediction. However, this question can also be addressed rigorously but requires in-depth knowledge of measurement errors (Press et al., 2007) . Closely related is the task to choose between several competing models, which is usually accomplished by the use of information criteria, a subject described in detail, for example, by Burnham and Anderson (Burnham and Anderson, 2002) .
Last and importantly, for a model to contribute to our understanding of biological systems, it needs to make falsifiable predictions. David R. Nelson, a theoretical physicist at Harvard University, summarized this requirement as, ''Do not stop when you see agreement between data and model.'' The criteria discussed above show that a well-designed model resembles a well-designed experiment in many ways. Many experimentalists can gauge and challenge quantitative models in their field based on these criteria, even without detailed knowledge of the methods used to solve the models. The ''math part,'' solving a model using pen and paper or a computer, is essential but is not the most central part of theoretical workjust as PCRs are crucial for many cell biology experiments but are the tools used to produce successful experiments to understand biology, not the strategies themselves.
Who Should Design the Model? Designing, solving (analytically or numerically), and testing a model requires a broad skill set: a detailed knowledge of the biological system, a deep understanding of the methods used in the experiments, experience in coarse-graining complex systems, a mathematical toolset, and programming experience are often all needed. Successful model design can therefore only be tackled by people very broadly trained or by a group of theorists and experimentalists. Like experiments, models are often created in an iterative process, with continuous input from the experiments that, in turn, are informed by preliminary model results (Sciaky et al., 1997) .
Communication and mutual respect are therefore the key ingredients for publications successfully integrating experiments and models. This is, of course, a given when experiments and modeling are performed by the same person, a broadly trained researcher. A growing number of groups follow this approach successfully and strongly benefit from the unmatched integration of experiment and theory. The alternative, however, a close collaboration between an experimentalist and a theoretician has two unique advantages: a project tackled by a trained theorist and a trained experimentalist benefits from the large and deep experience of both experts. Moreover, being ignorant with respect to details of the other part of the project can pay off in the sense that common assumptions or constraints are challenged to a larger extent.
How to Present the Model?
Assuming that a theoretical model is needed, is well chosen, contributes to our understanding of a biological system, and is well crafted, how then to present it? Beyond the obvious fact that the description should somehow reflect all of the good modeling practices outlined above, this depends on the context. We outline some good practices for presenting the model together with experimental data, in which case the model and its analysis need to be presented to both experimentalists and theorists.
Should the description of the model follow the experimental results or precede them? In our opinion, that depends on the role of the model. If the model picks up an existing question and makes predictions to be tested experimentally, it should come first. More often than not, however, experimental results inspire modeling. In that case, the model and its analysis should follow the experimental results but needs to go beyond a mere realization of the experiment in the computer, predicting and encouraging new experiments. The predictions that go beyond the existing experimental data could either suggest follow-up experiments or motivate another set of experiments within the same publication, creating a dialog between both scientific approaches, as in the example of Luria and Delbrü ck (1943) .
In such combined work, it is especially important to clearly state the assumptions and range of validity of the model such that non-experts can assess its scope, if necessary, in a dedicated paragraph separate from the main text. Moreover, the level of detail needs to be adjusted to the audience. Calculations and computational principles need to be explained in detail without the infamous phrase ''as one can easily see.'' As Wallace Marshall, a biologist at UCSF, points out, ''Writing out the intermediate steps and thus compromising mathematical elegance often significantly increases readability.'' This topic has been empirically addressed in a recent study on the relationship between equation density and number of citations in the fields of ecology and evolution (Fawcett and Higginson, 2012) .
The methods describing the model and, if present, a simulation need to be presented in enough detail that the work can be reproduced, and controls (such as behavior in limiting regimes) should be mentioned where applicable. Often, a detailed description is appropriate in the Methods section, where it should be on par with experimental methods. Especially in combined experimental and theoretical papers, a careful description can nevertheless exceed the space available. An alternative to the common practice to include model details in the supplemental material is a longer, technical paper targeted at practitioners, which both gives credit to the theoretical work and enhances its visibility, ideally encouraging additional theoretical work addressing the same question. Last but not least, just as strains used in an experiment are available for follow-up studies, code written for solving the model should be available to facilitate reproduction of the results and follow-up work.
Summary and Outlook
The increasing availability and importance of quantitative data in biology both allows and requires researchers to tap into the field of modeling. We outlined the scenarios in which it is beneficial to include physical or mathematical models in an experimental or empirical paper, discussed the types of models and how to solve them, and presented main ideas of the craft of modeling and presentation of models. We hope that these ideas will help to bridge the often-existent gap between experimental and theoretical work and will help to create scientific publications that experimentalists, theorists, and people attempting both will find equally inspiring.
