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Preface to ”Geomechanics for Energy and a
Sustainable Environment”
Energy consumption is strongly linked to the development and quality of human civilization. On
average, 85% of our primary energy comes from fossil fuels; as a result, carbon-based resources face
depletion, and there are concerns about massive greenhouse gas emission and corresponding climate
change. Energy geotechnology must play a key role in the development of a sustainable energy
scheme, involving energy resources such as natural carbohydrates, nuclear energy, and renewable
sources (wind, solar, geothermal, hydropower, biofuels, and tidal and wave energy), but it must not
be restricted. Moreover, geotechnical engineering is required to provide new techniques to preserve
the environment from a sustainability perspective, including CO2 emission and energy-related waste
(e.g., bottom and fly ashes, and nuclear waste) reduction, as well as the introduction of new,
environmentally-friendly, and low-carbon-emitting materials for sustainable development.
This book includes recent advances in Geomechanics for Energy and the Sustainable Environment,
including four research articles and one state-of-the-art review. We hope this book can provide
guidance on how to deal with conventional and renewable energy sources and environment-related
geotechnical engineering issues, from fundamental research to practical implementation. In addition,
recent attempts in CO2 and industrial waste deduction, and the development of new, bio-inspired
materials/methods for sustainable development are introduced in this book.
.
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Abstract: A lattice Boltzmann model is proposed to simulate the forming process of artificial frozen
soil wall. The enthalpy method is applied to deal with the latent-heat source term, and the adjustable
thermal diffusivity is utilized to handle the change of thermophysical parameters. The model is
tested by the heat conduction with solid–liquid phase change in semi-infinite space, which shows a
good consistence between the numerical and analytical solutions, and the mesh resolution has little
effect on the numerical results. Lastly, the development of frozen soil wall is discussed when the
freezing pipes are arranged in a square. The results show that the evolution of temperature field
with time is closely related to the distance from the freezing pipe. For the soil near freezing pipe,
the temperature gradient is larger, the soil temperature drops rapidly and freezes in a short time.
The time history curve of temperature is relatively smooth. For the soil far away from freezing pipe,
the temperature evolution curve has obvious multistage, which can be divided into four stages:
cooling, phase change, partly frozen and completely frozen. The spacing of freezing pipes has
a significant influence on the overlapping time of artificial frozen soil wall, and there is a power
function relationship between them.
Keywords: lattice Boltzmann method; artificial frozen soil wall; temperature field; phase change;
numerical simulation
1. Introduction
As an effective temporary ground improvement technique, artificial ground freezing (AGF) has
been widely adopted in geotechnical engineering [1,2], including departure and reception of shield
tunnel, tunnels connecting passage in Metro, mine shaft sinking and municipal engineering, etc.
It has advantages of strong stratum adaptability, good sealing performance, high strength and little
influence on the surrounding environment. In ground improvement engineering, the development of
the frozen soil wall determines its average temperature, thickness, physical and mechanical properties.
These indexes reflect the strength and stability of the frozen soil wall, which is directly related to the
scheduling management of projects. In the process of artificial freezing, the temperature evolution
of soil is a transient heat conduction problem including ice–water phase change, latent heat release,
internal heat source, moving boundary and irregular geometric boundary. The soil temperature
distribution is also affected by the interaction of freezing pipes. Therefore, the forming process of
frozen soil wall is very complicated, and a better understanding of heat transfer mechanisms is
essentially important, which can provide necessary technical guarantees for the implementation of
artificial freezing projects.
Based on the steady heat conduction theory, a large number of scholars have proposed the
analytical methods of temperature evolution with a single pipe, single or double row pipes [3–5].
However, these methods are limited to simplified boundary conditions and idealized initial conditions.
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Besides, the theoretical formula is too complicated for engineering application. In recent years,
numerical methods have been widely applied in heat conduction problems with phase change.
Singh [6] studied the flow and heat transfer characteristics of a phase transition, melting problem.
Santos [7] applied the finite element method to predict freezing times of mushrooms. Farrokhpanah [8]
introduced a new smoothed particle hydrodynamics (SPH) method to model the heat transfer with
phase change considering the latent heat released (absorbed) during solidification (melting). Furenes [9]
used the event location algorithm in the finite difference method for phase-change problems.
When compared with the traditional numerical methods, the lattice Boltzmann method (LBM)
enjoys advantages of both macroscopic and microscopic approaches [10,11]. It has clear physical
conception, easy programming, high computational efficiency and is easy to apply for complex
domains [12–14]. So, LBM has been explored to deal with heat conduction problems with phase change.
Miller [15] proposed a simple model for the liquid-solid phase change based on the lattice Boltzmann
method with enhanced collisions. Jiaung [16] firstly developed an enthalpy-based lattice Boltzmann
model for simulating solid/liquid phase change problem governed by the heat conduction equation.
Huber et al. [17–19] improved this model, and used it to couple thermal convection and phase
change of single-component systems. Eshraghi [20] developed a new variation to solve the heat
conduction with phase change by treating implicitly the latent heat source term. Huang [21] proposed
a new lattice Boltzmann model to treat the latent heat source term by modifying the equilibrium
distribution function. Sadeghi [22,23] proposed a three-dimensional Boltzmann model to study the
film-boiling phenomenon. Chatterjee [24] extended the lattice Boltzmann formulation to simulate
three-dimensional heat diffusion coupled with solid–liquid phase change. Li [25] presented a
three-dimensional multiple-relaxation-time lattice Boltzmann model for the solid–liquid phase change
based on the enthalpy conservation equation. The above studies mainly neglected the change of
thermal diffusivity for simplifying the calculation. However, the thermal diffusivity of liquid water
is only 1/9 of ice, and the water content of artificial frozen soil is generally high, so it is necessary to
consider the change of thermal diffusivity during the forming process of artificial frozen soil wall.
In this paper, the enthalpy approach is applied to treat the latent heat source term in the energy
equation, the adjustable thermal diffusivity is utilized to simulate the change of thermophysical
parameters, and a thermal lattice Boltzmann model is proposed to simulate the forming process
of artificial frozen soil wall. The model is subsequently tested with the solid–liquid phase change
of pure substance in semi-infinite space. Finally, the forming process of an artificial frozen wall is
simulated when the four freezing pipes are arranged in a square, the evolution of the freezing front
and the temperature distribution are analyzed during the artificial freezing process, which provides
the theoretical basis for the design and construction of practical engineering.
2. Heat Conduction Model of Soil Freezing
2.1. Assumptions
To develop the heat conduction model with phase change for soil, the following assumptions
are made:
(1) Ignoring the influence of pore structure, soil is regard as the continuous, homogeneous and
isotropic medium.
(2) According to the physical state of water, the freezing soil is divided into two parts: solid and
liquid zones, and the thermophysical parameters are constant in each zone.
(3) The freezing temperature of soil is constant, and the liquid phase fraction is applied to trace
the solid–liquid interface.
(4) The coupling of temperature, stress and moisture is neglected during the artificial
freezing process.
2
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2.2. Mathematical Model
Compared with the three-dimensional model, the two-dimensional one could reflect the general
evolution laws and save a lot of computing resources, so it is selected in the present paper. According to

























The solid–liquid interface {
Ts = Tl
ks ∂Ts∂r − kl ∂Tl∂r = ρsLa ∂S∂t
, (3)
where T is the temperature, t is the time.ρ, k and α are the density, thermal conductivity and thermal
diffusivity, respectively, and all these parameters can be determined by the volume fraction of each
component in soil [27,28]. La is the latent heat, S is the position of solid–liquid interface. r is the normal
direction of frozen front. The subscript l represents that the water in the soil is the liquid phase, and s
the solid phase.
2.3. Phase Change Treatment
The difficulties of temperature prediction lie in the treatment of latent heat and the movement of
solid–liquid interface during the soil freezing process. In this paper, the enthalpy model proposed by
Shamsundar [29] is adopt to develop the unified energy equation in the whole region (including liquid
zone, solid zone and solid–liquid interface), and the solid–liquid interface is determined by solving
the enthalpy parameter. This model does not need to separate the solid and liquid phases, and trace
the solid–liquid interface. Mathematically, it has been proved to be equivalent to the heat conduction













where H is the total enthalpy, which can be divided into sensible and latent enthalpy components as:
H = CpT + ϕLa, (5)
where Cp is the specific heat capacity, ϕ is the liquid phase fraction, which is 0 for solid zone, 1 for
liquid zone.
When the freezing temperature Tf is constant, the relationship between the liquid phase fraction




0 H < CpTf
H−CpTf
La CpTf ≤ H ≤ CpTf + La
1 H > CpTf + La
, (6)
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Equation (7) is applied to describe the evolution of temperature field during the soil
freezing process. In terms of the liquid phase fraction ϕ, the thermal diffusivity α can be expressed as:
α = ϕαl + (1 − ϕ)αs, (8)
2.4. Dimensionless Treatment

















where X, θ are the dimensionless coordinate and temperature. Ste, Fo are the Stefan number and
Fourier number, respectively. L is the reference length, T0 is the temperature of cold source, Ti is the
initial temperature of soil.
3. Lattice Boltzmann Model
3.1. Lattice Boltzmann Equation
The d-dimensional m-speed (DdQm) model proposed by Qian et al. [31], is the basic model
of LBM. Compared with D2Q9 model, the D2Q4 model (Figure 1) has not only comparable accuracy
but also better computational efficiency for temperature evolution, so it is employed to solve the heat
conduction equation, which is governed by Equation (7). And the enthalpy model is adopted to treat
the latent heat source term. The discrete form of the lattice Boltzmann equation can be written as:
gi(r + eiδt, t + δt)− gi(r, t) = −
gi(r, t)− geqi (r, t)
τ
+ ωiSrδt (i = 0, 1, 2, 3), (10)
where gi(r, t) is the temperature distribution function of the ith direction at the lattice site r and time
t, geqi (r, t) represents the equilibrium distribution function, τ is the dimensionless relaxation time,
whose value should insure to be within (0.5,2) [32], ei is the discrete velocity in the lattice, which is
composed of the velocity vectors:
e = c
[
1 0 −1 0
0 1 0 −1
]
, (11)
where c is the lattice speed, and c = δx/δt, δx, δt are the lattice space and time step, respectively,
and they are usually taken as δx = δt = 1 for simplifying the calculation.
 
Figure 1. D2Q4 model.
geqi (r, t) can be described as
geqi (r, t) = ωiT(r, t), (12)
where ωi is the weight factor in the ith direction, and ω0 = ω1 = ω2 = ω3 = 1/4 for D2Q4 model.
4
Energies 2019, 12, 46
Sr is the heat source term, according to Equation (7), it can be expressed as:





Based on the first-order expansion, the heat source term Sr is approximately discretized into:
Sr = − La
Cp
[ϕ(t + δt)− ϕ(t)]
δt
, (14)
By Chapman–Enskog expansion, Equation (10) can be recovered to the macroscopic heat







where cs is lattice sound speed, for the D2Q4 model, c2s = c2/2.







The adiabatic boundary involved in the present study, is handled by the non-equilibrium
extrapolation scheme, proposed by Guo et al. [33] in 2002, which has second order accuracy. The main
idea of this approach is to divide the temperature distribution functions at the boundary node NB into
its equilibrium and non-equilibrium parts,
gi(NB, t) = g
eq
i (NB, t) + g
neq
i (NB, t), (17)
The equilibrium part geqi (NB, t) can be got by Equation (12), and the non-equilibrium part
gneqi (NB, t) is approximated by extrapolating from the neighboring node NO,
gneqi (NB, t) = gi(NO, t)− g
eq
i (NO, t), (18)
3.3. Unit Conversion
For numerical methods, it is necessary to achieve the unit conversion between physical and
lattice units. In the present study, the dimensionless treatment is carried out for all the parameters,
which ensures the consistency of heat transfer criterion. The non-dimensional numbers such as Stefan
number and Fourier number, are used as a bridge to realize the conversion between two unit systems.
For the thermophysical parameters (latent heat La, specific heat Cp), the unit conversion can be














where subscript p represents the physical unit, and L the lattice unit.
According to an artificial freezing project, the sandy silt [34] is taken as the research object.
The unit conversion of thermophysical parameters is handled, and the comparison between physical
and lattice units is shown in Table 1.
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Physical unit 121.09 kJ/kg 5.97 × 10−7 m2/s 4.86 × 10−7 m2/s 1.449 kJ/(kg·◦C) 10 ◦C 0 ◦C −30 ◦C
Lattice unit 1.0 0.125 0.10176 0.47865 1.0 0.75 0.0
For the physical time tp and lattice time steps N, the relationship between them can be established








where tp and tL are the time in physical and lattice unit, tL = Nδt. Lp and LL are the reference
length in physical and lattice units, if Lp is the length of calculation domain, then LL = nδx, n is the
corresponding number of lattices.
If the physical model of 4 m × 4 m is divided into a lattice of 1000 × 1000 grid cells, and the values






5.97 × 10−7 × 10002 tL = 3.35tL, (21)
It can be known that if δt is selected as 1, the physical time 1 s is corresponding to 3.35-time steps
and 1 day to 25,790-time steps.
3.4. Flowchart of Program Realization
Considering the effects of heat transfer, latent heat and movement of phase-change interface
during the soil freezing process, the lattice Boltzmann model is proposed based on the enthalpy
method, the corresponding flowchart is shown in Figure 2.
 
Judge time steps 
No 
Yes 
Initialize grid partition and 
arrange freezing pipes 
Initialize parameters 
(Temperature T, latent heat La and temperature distribution function g etc) 
Unit conversion 
Calculate the total enthalpy H and the liquid phase fraction  
Execute the collision step in liquid and solid zone 
Execute the streaming step 
Calculate macroscopic variables 
Save the results 
Define boundary conditions 
Figure 2. Flowchart of program realization for soil freezing.
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3.5. Verification
To verify accuracy of proposed model, LBM is applied to simulate the heat conduction problem
with solid–liquid phase change in semi-infinite space, as shown in Figure 3. At the time t = 0,
the uniform initial temperature is Ti, and the substance is in the liquid state. The cold source
temperature T0 is set at the position of x = 0, and keeps constant at t > 0. The analytical solution of
the solid–liquid interface S(t) and temperature T(x, t) are as follows [26]



































































In this case, the entire domain has a size of L × H = 2 m × 0.16 m, and it is discretized
using 125 × 10, 250 × 20 and 500 × 40 grid cells with lattice resolution of 16 mm, 8 mm and
4 mm, respectively. The thermophysical parameters are set according to Table 1. The temperature
is fixed at T0 on the left side, and the right boundary is adiabatic. The lattice spaces are equal in
horizontal and vertical direction, δx = δy = 1.0 and the time step is δt = 1.0.
Figure 4 shows the evolution of solid–liquid interface when L × H = 125 × 10, 250 × 20 and
500 × 40, respectively. It can be seen that the results in the present study are in good agreement with
the analytical ones, and the mesh resolution has little effect on the numerical results. So the proposed
model can accurately simulate the movement of solid–liquid interface during the freezing process.
The temperature and error distribution are shown in Figure 5 after freezing 10 days. The slope
change of temperature distribution is observed at the solid–liquid interface, which is induced by the
variety of thermal diffusivity. A good consistence can also be seen between the numerical results and
analytical ones, which indicates the validity of the proposed model in handling the heat conduction
problem with phase change. The errors are defined as the numerical solutions of temperature minus the
analytical ones. As shown in Figure 5b, the errors fluctuate near the solid–liquid interface, the finer grid
resolution has the smaller error, and the farther the distance from the interface, the smaller the error.
The maximum errors at the interface are only −0.2 ◦C, 0.05 ◦C and 0.025 ◦C for L × H = 125 × 10,
250 × 20 and 500 × 40, respectively, which are acceptable for engineering application. And the lattice
resolution of 4 mm is selected in the following sections.
7
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Figure 5. Comparisons between LBM and analytical solutions. (a) Temperature distribution;
(b) Error distribution.
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4. Results and Discussion
In practical engineering, the freezing pipes are usually arranged in a rectangular (or diamond) shape.
In this paper, the four freezing pipes arranged in a square are selected as an example, which is shown
in Figure 6. The development of frozen soil wall and temperature distribution are studied during the
freezing process. The dimension of physical model is 4.0 m × 4.0 m. The spacing of freezing pipes is 1.2 m,
and the outer diameter is 0.12 m. To ensure the mesh accuracy of the freezing pipes, the entire domain is
divided into a lattice of 1000 × 1000 grid cells. The temperature of freezing pipes T0 is kept at −30 ◦C,
the freezing temperature Tf is 0 ◦C, and the initial temperature of soil Ti is 10 ◦C. The thermophysical
parameters of soil are shown in Table 1. The freezing pipes are set as the constant temperature and the
four side boundaries of the model are thermally insulated.
Figure 6. Schematic diagram of the calculation model.
The temporal evolutions of frozen zone are presented in Figure 7, and the time–history curves of
temperature at the points A, B, C, D and O are shown in Figure 8. It can be seen that the temperature at
the point A, which is closer to the freezing pipe, has larger thermal gradient, the soil freezes quickly,
the latent heat has little influence on it, and the time–history curve is smooth. The temperature at the
points C, D and O, which is farther from the freezing pipe, has a similar temperature evolution trend.
The time–history curves show strong multistage, and for point C it can be divided into four stages as
shown in Figure 8: (1) Cooling: the temperature drops rapidly at the early stage of artificial freezing,
and reaches 0 ◦C in about 10 days. (2) Phase change: when the temperature drops to 0 ◦C, soil begins
to freeze and releases the latent heat. The further away from the freezing pipe, the slower the energy
transfers, and the longer the persistent time of phase change stage. (3) Partly frozen: the temperature
descends faster in this stage, because there is larger temperature gradient and the thermal diffusivity
of frozen soil is greater than that of unfrozen soil. (4) Completely frozen: the temperature evolution is
mainly affected by the thermal diffusivity of frozen soil in this stage, the overall trend is relatively stable.
For the point B, the distance from freezing pipe is moderate, the temperature is somewhere in between,
and shows insignificant multistage.
9
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(a) (b) (c) 
(d) (e) (f) 
Figure 7. The temporal evolutions of frozen soil wall. (a) 0 day; (b) 5 day; (c) 10 day; (d) 20 day;





Figure 8. The time–history curves of temperature at the points A, B, C, D and O.
Figure 9 shows the temperature distribution in the main section. Under the action of freezing
pipes, the soil temperature decreases rapidly in 10 days, and there is funnel-shaped distribution around
the freezing pipes. In about 20 days, the frozen soil wall overlaps in the main section, after that the
temperature drops rapidly until soil completely frozen between double rows of freezing pipes in about
40 days, and then the temperature decrease rate slows down gradually.
10
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Figure 9. Temperature distribution in the main section.
Figure 10 shows the temperature distribution in the intersection. The distance from the freezing
pipes is relatively farther, so the temperature development in the intersection is obviously slower than
that in the main section. In about 30 days, most of soil has been frozen in the intersection, then the
temperature decreases rapidly, and the stable frozen soil wall forms in about 40 days.
Figure 10. Temperature distribution in the intersection.
The time–history curves of freezing front between two freezing pipes are present in Figure 11,
which show that the closer the spacing of freezing pipe is, the faster the freezing front develops, but the
whole difference is not significant. Before the frozen soil wall overlapped, the spacing of freezing pipes
has little effect on the evolution of freezing front.
11
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Figure 11. The time–history curve of freezing front.
Figure 12 shows the thickness evolution of frozen soil wall at the point C along the x direction.
The thickness develops faster at the early stage of frozen soil wall overlapped, and the developing
speed gradually slows down as time goes on. In general, the thickness evolution has a similar tendency,
but for the different freezing pipe spacing, there is a significant difference in overlapping time at the
point O. When the spacing is 1.0 m, 1.2 m, 1.4 m, respectively, the required time for soil freezing is
8 day, 11 day and 16 day from point C to point O.
Figure 12. The thickness evolution of frozen soil wall.
Figure 13 shows the relationship between the overlapping time and the spacing of freezing pipes.
The overlapping time of frozen soil wall is greatly influenced by the spacing. The freezing times at
the point C and point O increase with the increasing of the spacing, and there is a power function
relationship between them. Therefore, at the design stage of artificial freezing engineering, the spacing
of freezing pipes should be decided according to the overlapping time of artificial frozen soil wall.
12
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Figure 13. Relationship between the overlapping time and the spacing of freezing pipes.
5. Conclusion
(1) Based on the enthalpy method, a lattice Boltzmann model is proposed to simulate the heat
conduction problem with phase change. The model is applied to test the solid–liquid phase change
of pure substance, and the results show that the evolution of both temperature distribution and
solid–liquid interface are in good agreement with the analytical solutions, and the mesh resolution has
little effect on the numerical results.
(2) The temperature evolution of soil is associated with the distance from freezing pipe. When it
is closer to the freezing pipe, the time–history curve of temperature is smoother, which is less affected
by the latent heat. While it is farther, the time–history curve shows strong multistage, which can be
divided into four stages: cooling, phase change, partly frozen, and completely frozen.
(3) Due to the effect of freezing pipes, the soil temperature in the main section decreases rapidly,
there is funnel-shaped distribution around the freezing pipes, and the frozen soil wall is overlapped in
about 20 days. The temperature development in the intersection is obviously slower compared with
that in the main section. In about 30 days, most of soil has been frozen in the intersection, then the
temperature decreases rapidly, and the stable frozen soil wall forms in about 40 days.
(4) The spacing of the freezing pipes has a significant influence on the overlapping time of artificial
frozen soil wall, and there is a power function relationship between them. But it has little effect on the
evolution of freezing front and the thickness of frozen soil wall.
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Abstract: Global warming and climate change caused by greenhouse gas (GHG) emissions have
rapidly increased the occurrence of abnormal climate events, and both the scale and frequency of
geotechnical engineering hazards (GEHs) accordingly. In response, geotechnical engineers have a
responsibility to provide countermeasures to mitigate GEHs through various ground improvement
techniques. Thus, this study provides a comprehensive review of the possible correlation between
GHG emissions and GEHs using statistical data, a review of ground improvement methods that
have been studied to reduce the carbon footprint of geotechnical engineering, and a discussion of the
direction in which geotechnical engineering should proceed in the future.
Keywords: global warming; climate change; greenhouse gas; carbon dioxide; extreme precipitation;
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1. Introduction
Greenhouse gas (GHG) emissions from human activities, especially carbon dioxide (CO2) emissions
from burning fossil fuels have continuously increased since the late 19th century and are strongly
related to global economic growth and the population explosion [1]. Recent studies provide strong
evidence of the progressive climate change brought about by the anthropogenic increase in GHG
emissions [1]. GHGs in the Earth’s atmosphere play a major role in temperature control by absorbing
approximately 20% of the radiant heat emitted from the Earth’s surface and then releasing it back
to the surface [2,3]. Greenhouse gas emissions, and the accompanying atmospheric concentrations
of CO2, have continuously increased (Figure 1) [4,5]. The atmospheric concentration of CO2, which
was 280 ppm in 1750, has shown a 42% increase to 400 ppm in 2015 [1,3,4]. As a result, global mean
temperatures are continuously rising (Figure 2) where 2015, 2016, and 2017 were recorded as the most
warmest years since 1880 [5–8].
In response and as part of global efforts to reduce GHG emissions (particularly CO2), 197 countries
represented in the United Nations Framework Convention on Climate Change adopted the Paris
Agreement in 2015 and committed to cutting emissions, with the aim of maintaining global mean
temperatures below 2 ◦C [9]. However, no noticeable reduction or effort has yet been made, and average
CO2 emissions are expected to continue to rise as a result of industrial growth in developing countries
and the global urbanization trend [10]. Thus, more effective action is required to maintain global mean
temperatures below 2 ◦C [11].
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Figure 1. Global CO2 emission status: (a) Trend of global CO2 emissions from fossil fuels. Reproduced
with permission from Le Quéré et al., Global Carbon Budget 2017 in Earth System Science Data;
published by Copernicus Publications, 2018 [5]; (b) Atmospheric CO2 concentration and annual growth.
Reproduced with permission from Ed Dlugokencky and Pieter Tans, Trends in atmospheric carbon
dioxide (www.esrl.noaa.gov/gmd/ccgg/trends/); published by the National Oceanic & Atmospheric
Administration (NOAA) [4].
Figure 2. Global mean temperature pattern from 1880 to 2017. Reproduced with permission from
the Jet Propulsion Laboratory (JPL), Global land-ocean temperature index (https://climate.nasa.gov/
vital-signs/global-temperature); published by the National Aeronautics and Space Administration
(NASA) [8].
The increase in global atmospheric CO2 concentration and corresponding mean temperature of
the earth alters global water circulation, which is followed by unexpected weather events (e.g., heavy
downpour, drought) and a rise in sea levels [1,12]. In other words, the pattern of hydrologic climate
events (e.g., frequent localized heavy rain and intensive storms) is changing and induces unsuspected
geotechnical engineering hazard (GEH) events (i.e., landslides, ground subsidence, levee failures,
soil degradation, and coastal erosion) [13]. Thus, since the end of the 20th century, the occurrence
17
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of, and damage from, GEH events around the world has rapidly increased, along with huge social
and economic losses [14–17]. For instance, in the United States, 219 natural disasters with damage
exceeding $1.5 trillion occurred in 2017 alone (Figure 3a) [18,19]. The economic damage of disasters
has also drastically increased in South Korea since 1990 and has become an important national issue of
safety (Figure 3b) [20,21]. In response, more countries require geotechnical engineering implementation
for damage recovery or disaster mitigation [22].
Figure 3. Disaster occurrences, including flooding, severe storms, drought, tropical cyclones, winter
storms, freezing, and wildfire, with relevant damage costs: (a) The U.S. billion-dollar disaster
record (1980–2017). Reproduced with permission from the National Oceanic and Atmospheric
Administration (NOAA) of the United States, U.S. Billion-Dollar weather and climate disasters
(https://www.ncdc.noaa.gov/billions/time-series); published by National Centers for Environmental
Information (NCEI) [19]; (b) Total disaster damage cost and fatalities in South Korea (1916–2016).
Reproduced with permissions from 1) Ministry of the Interior and Safety, Annual Disaster Report 2016;
published by the Ministry of the Interior and Safety of the Republic of Korea Government, 2017 [20],
and 2) National Emergency Management Agency, Annual Disaster Report 2009; published by National
Emergency Management Agency of the Republic of Korea Government, 2010 [21].
Therefore, a comprehensive understanding of GEHs in the context of climate change and CO2
emissions is required. Furthermore, sustainable ground improvement methods that can respond
to GEHs while reducing the CO2 footprint should be introduced and implemented in geotechnical
engineering [23]. This study aims to provide an overview on the effect of climate events on GEHs and
a statistical review of the correlation between the occurrence of, and damage from, GEHs and CO2,
based on historic disaster data. The status and challenge of several ground improvement methods to
replace high CO2 emitting soil binders (e.g., cement) are also summarized, and the necessity of an
environmentally friendly perspective in geotechnical engineering is addressed.
18
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2. Relationship between Climate Change and Geotechnical Engineering Hazards
2.1. Climate Change Issues Related to Global Warming
Two major climatic issues are associated with global warming, which is accelerated by additional
GHGs (Figure 4): (1) Extreme precipitation and (2) sea level rise [17,24].
Figure 4. Geotechnical engineering hazard (GEH) events triggered by climate change [1,12,13,17,24–53].
Extreme precipitation takes place when warmer temperatures allow the atmosphere to hold
more water vapor. The atmosphere is able to contain more water vapor because its capacity increases
by 7% when the atmospheric temperature rises by 1 ◦C [13,25–27]. As more water evaporates into
the atmosphere, clouds with heavy concentrations of water vapor can render localized and heavier
downpours, while other places experience drought. Moreover, the intervals between wet periods
in the water circulation process can be disturbed and generate more extreme precipitation events,
19
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as illustrated in Figure 5 [28]. Localized heavy rainfall and droughts generated by extreme precipitation
can cause landslides, ground subsidence, and soil degradation. For example, successive and torrential
heavy downpours in southwestern Japan in June and July of 2018 triggered landslides, mudslides,
and flash flooding, causing 225 deaths [54,55].
Figure 5. Illustration of extreme precipitation pattern in a warmer climate, reproduced with permission
from Ren Diandong, Strom-triggered Landslides in Warmer Climates; published by Springer, 2015 [28].
Blue circles indicate precipitation events (wet days), and gray lines indicate the dry periods in between.
Meanwhile, sea level rise is mainly caused by the thermal expansion of sea water and the
melting of glaciers. Latent heat is transferred from the atmosphere to the ocean as the atmospheric
temperature becomes warmer due to high GHG concentrations. This increased heat capacity of the
ocean, in combination with an inrush from the melting of mountain glaciers and ice sheets in Antarctica
and Greenland [29], raises the average sea water level, which causes the sea level to rise [29–31]. As a
result, an increased sea level creates more severe ascending air currents, helping form intensive, larger,
and longer-lasting storms with heavy rains, such as hurricane Florence, which delivered nearly three
feet of rain on North Carolina in 2018, causing severe damage [34,56,57]. In addition, an increased
sea level strengthens waves reaching the shore by reducing the wave energy dissipation related to
friction, which depends on the depth of the coastal floor [17]. The combination of high-energy storms
and waves generated by sea level rise leads to severe and simultaneous erosion and flooding events
that commonly cause levee failure, coastal decomposition, and ground subsidence [58].
2.2. Effect of Abnormal Climate Events on Ground Properties and Geotechnical Engineering Hazards
The geotechnical effect of several abnormal climate events on ground properties, and the GEHs
resulting from them, are summarized in Table 1. In detail, water from localized heavy rain penetrating
the ground increases the excess pore pressure of the ground in a short time (the soil suction value
decreases). This reduces the effective stress between soil particles, thereby weakening the shear
strength of the inclined ground and (in combination with the overburden caused by trapped rain
in the active layer of the ground) leads to landslides or slope failures [32,35–38]. The reduction in
ice-cementation bonds between soil particles, due to thawing in permafrost sediments as the global
atmosphere gets warmer, can also assist in wet mass movement, such as debris flow [33,39–41].
Likewise, the degradation of permafrost in fractured rock mass creates concerns about rockfalls, due to
long-term changes in stress distribution caused by reduced strength and increased permeability in
rock masses [42].
20
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However, downpours in certain areas can lead to a dramatic change in the groundwater level.
For instance, in karst terrain, the limestone geologic compositions can be easily dissolved by water,
and calcium carbonate (CaCO3) dissolution can accelerate sudden ground subsidence events, such as
sinkholes. These events can also occur in urban areas. For example, a groundwater change can lead to
the loss of soil near water pipelines with leaks [43,44].
Rainfall intensity increase due to changes in precipitation patterns can lead to frequent flooding
and other GEHs, such as failures of levees and erosion in riverine areas. In drastic riverine flooding
caused by heavy rain, the water level exceeds the allowable design capacity of levees or embankments,
which generally results in overtopping, whereby overflow water erodes the end of a slope, leading
to failure [45]. In addition, internal erosion in a levee and an excessive flow rate of water with a
tractive force eroding away the bottom and lateral surfaces can contribute to severe earthen levee
failures [46,47].
Meanwhile, drought caused by an extended dry period with limited precipitation results in a
moisture deficit in the surface layer of soil. Surface desiccation and soil shrinkage decreasing surface
vegetation cover make the land more vulnerable to soil erosion, leading to soil degradation and
desertification [48,53]. Some recent studies have also reported that irregular groundwater irrigation
due to water shortages can render ground subsidence [49,50].
In coastal areas, unprecedented strong storms due to sea level rise and warmer temperatures
can weaken the ground strength and escalate surface erosion [51]. In particular, high-energy waves
accelerate coastal erosion and can also result in damage to shore structures through a decrease in
load-bearing capacity [17]. In addition, sea level rise and warming sea waters are speeding up coastal
erosion by destroying coastal ecosystems (e.g., mangroves and reefs) that attenuate waves and prevent
the washing away of particles in coastal areas [52].
3. Statistical Trends of CO2 (Climate Change) Emission and Geotechnical Engineering Hazards
3.1. Status of Geotechnical Engineering Hazards
The Emergency Events Database (EM-DAT) provided by the Centre for Research on the
Epidemiology of Disasters (CFRD) is among several widely used international disaster databases.
EM-DAT was created in 1988 with support from the World Health Organization and the Belgian
government, which provides overall disaster data from United Nations agencies, U.S. government
agencies, research centers, and the press every year [60]. As EM-DAT is publicly available and has
been used in a number of scientific studies, it is used in this study for statistical review [61–64]. The
database in EM-DAT is mainly classified by biological, geophysical, climatic, hydrologic, meteorological,
and extraterrestrial groups, including several subgroups in each main group [60]. This study focused
on the data for landslides (wet mass movements), floods, wave action, and droughts (excluding dry
mass movement or ground subsidence by earthquake) to analyze the statistics of GEHs from the
perspective of climate change and geotechnical engineering.
The EM-DAT database provides global disaster data from 1900 to the present. However, the old
data may not be reliable, due to the inadequate standardization of the data collection and analyzing
methods up to the middle of the 20th century. Thus, the authors decided to focus on the occurrence
and damage data of GEHs since the 1960s.
3.2. Relationship between CO2 Emissions and Geotechnical Engineering Hazards
The damage scale of disasters may be attributed to multiple factors, including anthropogenic
influences on global warming and climate change, as well as socioeconomic conditions, such as
infrastructure development level and readiness of national or local disaster confrontation systems [65].
Still, there is no doubt that climate change strongly correlates to the frequency increase of severe GEH
events, and the simultaneous global population growth during the past century must be considered
22
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when interpreting damage scale and socioeconomic impacts (e.g., damage cost, casualties, and affected
populations) of GEHs [66].
Figure 6a shows the overall incidence, damage, and affected populations of global GEHs from
1900 to 2017 [67]. All indices in Figure 6a show significant increases since the 1960s. Meanwhile,
damage scales (cost and affected people) adjusted for the global population in each year (in cost or
people per million people) are plotted in Figure 6b, demonstrating climate change’s effects on the
significant rise in GEH-related damage. The occurrence of GEHs among different continents is shown
in Figure 7. All continents show a simultaneous and continuous increase in GEHs occurrences since the
1960s. In particular, occurrences in Asia grew most rapidly among the continents, indicating that the
monsoon region is affected by frequent floods and landslides caused by recent climate change [68]. If the
frequency and damage of GEHs were similar to levels prior to the damage, indices may have either been
reduced or remained steady due to the social economic growth and technology development [69–72].
However, as most disasters are unpredictable, the positive increase in the data indices could mean that
the magnitude and intensity of each unforeseen GEH has become much stronger. In other words, these
results show that abnormal climate phenomena of severe magnitudes have increased, and that climate
change is a direct cause of GEHs.
Figure 6. Global geotechnical engineering hazard status (1900–2017): (a) Occurrence and total damage
indices; (b) Damage cost and affected population per million people. Reproduced with permission
from the Centre for Research on the Epidemiology of Disasters (CRED), Emergency Events Database
(EM-DAT); published by the Université catholique de Louvain (UCL) [67].
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Figure 7. Geotechnical engineering hazard occurrence by continent from 1900–2017. Reproduced with
permission from the Centre for Research on the Epidemiology of Disasters (CRED), Emergency Events
Database (EM-DAT); published by the Université catholique de Louvain (UCL) [67].
As mentioned above, CO2 emissions from human activity, especially the burning of fossil fuels,
are one of the main contributors to global warming and climate change [1]. The recent rapid increase
of atmospheric CO2 concentration—324 ppm in 1970 to 406 ppm in 2017, representing a 25% rise—is
known to induce climatic events of greater abnormality and severity [73], in line with data scattering
associated with higher CO2 concentration in Figure 8. Most emitted GHG, including CO2, exist in the
atmosphere for several decades [3]. Furthermore, since global CO2 emissions have been continuously
increasing and are unlikely to be flat in the near term, the climate change phenomenon that has been
recently observed is regarded as the beginning [1] Therefore, the reduction of CO2 emissions is an
essential way to mitigate GEH damage to human civilization, from a geotechnical engineering aspect.
24
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Figure 8. Correlation between CO2 concentration and geotechnical engineering hazards, in terms of
occurrence and total damage per million people. Reproduced with permission from the Centre for
Research on the Epidemiology of Disasters (CRED), Emergency Events Database (EM-DAT); published
by the Université catholique de Louvain (UCL) [67] and permission from Ed Dlugokencky and Pieter
Tans, Trends in atmospheric carbon dioxide (www.esrl.noaa.gov/gmd/ccgg/trends/); published by the
National Oceanic & Atmospheric Administration (NOAA) [4].
4. The Response to Geotechnical Engineering Hazards and the Necessity of an Environmentally
Friendly Method
4.1. Contribution from Geotechnical Engineering to Reduction of CO2 in the Earth
Over the last three decades, much geotechnical engineering research has been conducted to
mitigate CO2 emissions from fossil fuels [74].
One representative approach to directly reduce already-emitted atmospheric CO2 is carbon capture
and storage (CCS), including geological CO2 storage (GCS). GCS aims to inject captured atmospheric
CO2 into underground geological media, such as oil and gas fields, coal layers, deep saline aquifers,
and hydrate bearing sediments [74,75]. Compared to the other CCS techniques, GCS has the advantage
of large capacity and additional merit in enhancing oil recovery. However, GCS poses challenges,
including high cost, long-term leakage, and the possibility of rendering subsea GEHs [75].
CCS and GCS technologies are the predominant tactics in reducing the present atmospheric CO2,
with less effect on mitigating GEHs triggered by CO2 emission-related climate change. Thus, this
section will focus on current attempts in ground improvement by not using high CO2 emitting cement
in geotechnical engineering practices.
4.2. Ground Improvement and CO2 Emissions Related to Cement
Since most GEHs are related to soil strength reduction due to changes associated with water,
geotechnical engineers have been studying various methods of ground improvement, to increase the
strength of the ground. For instance, retaining walls [76], geosynthetic products [77], and anchors with
grout (called soil nailing) [78,79] are installed to increase the stability of slopes. Also, the strength of
soft, clayey soils has been improved through electrokinetic stabilization with chemical grouting to
prevent slope failures (e.g., landslides) [80].
To prevent levee failures, concrete pilings or geosynthetic products are constructed to strengthen
the levee structure and resist against overtopping or internal erosion [81]. Ground subsidence, which
is mainly affected by changes in the groundwater level, can be mitigated via cement or lime based deep
mixing or grouting practices [82], while chemical binders (including cement and polyurethane) are
commonly used to prevent erosion and cliff failure in coastal regions [83]. Thus, it should be noted that
cement and chemical binders are mostly used for geotechnical ground improvement, to respond to
GEHs. Cement has various advantages in terms strengthening, durability, and economic aspects, thus
25
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it holds a dominant position among other construction materials in civil and construction engineering
practices. However, questions have recently been posed about the long-term environmental impact of
cement, despite its many advantages.
Cement production emits CO2 through two main processes: the kiln calcination (CaCO3 + heat→
CaO +CO2) and the combustion of fossil fuels for heating. Generally, about one ton of CO2 is generated
to produce a single ton of cement [84]. According to data from the U.S. Geological Survey, 4.2 gigatons
of cement are produced worldwide per annum, and the percentage of cement-related CO2 emissions
in total CO2 emissions has reached almost 10%, more than doubling from 4% in 1970 (Figure 9) [85].
In geotechnical engineering practices, ground improvement processes such as mixing and grouting are
reported to contribute about 0.2% of entire global CO2 emissions [23]. Although global efforts to reduce
CO2 emissions were initiated after The Paris Agreement in 2015, cement production is expected to
grow, due to the huge demand for traditional civil engineering materials, particularly in China, India,
and large parts of the developing world, given the global urbanization trend [84]. In geotechnical
engineering perspectives, ironically, cement that releases CO2 in its production is used to prevent
and recover from GEHs related to climate change caused by CO2. Moreover, other environmental
problems, including alkalization of the soil (affecting ecosystems, urban runoff, and vegetation levels),
demonstrate the need for environmentally friendly and sustainable alternatives to cement to reduce
the CO2 footprint. In response, various geotechnical approaches for alternatives to cement, such as
chemical mixtures, geopolymers, geosynthetics, microbial organisms, and biopolymers, have recently
been investigated.
Figure 9. CO2 emissions related to the production of cement and its ratio to total CO2 emissions.
Reproduced with permission from Thomas D. Kelly and Grecia R. Matos, Historical statistics for
mineral and material commodities in the U.S.; published by the United States Geological Survey (USGS),
2015 [85].
4.3. Recent Research on Environmentally Friendly Ground Treatment Methods
Various geotechnical approaches for replacing cement are listed in Table 2.
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4.3.1. Chemical Stabilizers
After the 1950s, research commenced on nontraditional soil stabilization additives consisting of
multiple chemical agents as a means of replacing traditional binding materials (i.e., cement and lime) in
geotechnical engineering. One of these agents was lignosulfonate, a chemical stabilizer containing Na-,
Ca-, and NH3-lignosulfonate, which are synthetic materials from lignin used as cellulose fibers. When
this material meets soil, it coats the soil particles with a thin adhesive film and bonds them together.
In addition to its primary cementing effect, lignosulfonate forms ionic bonds with clay particles having
electrically charged surfaces rendering a strengthening effect [86]. In other words, soil strength is
enhanced and shrinkage–swelling is reduced. This approach is particularly effective in coarse and
granular soils [87].
Other types of chemical stabilizers are anionic acrylamide-based polyelectrolytes, and the most
common type is polyacrylamide (PAM). PAM establishes an effective interaction among soil particles
through charge neutralization, bridging, and adsorption, using negative charges. Thus, PAM has
been applied to multiple geotechnical engineering practices, such as flocculants, shale stabilizers,
and thickening and binding agents. PAMs are especially used to reduce runoff, erosion, and soil
sealing [88].
Salt stabilizers, including calcium and magnesium chloride compounds, and other polymer
stabilizers, such as vinyl acetates, have been shown to improve strength, stabilize volume, and enhance
waterproofing with sandy or clayey soils [86].
Chemical stabilizers are generally implemented by injecting them into or spraying them on
the soil and mixing before compaction. However, they have the potential to contaminate the
surrounding geo-environment and nearby groundwater, resulting in limited usage near drinking
water sources, despite their merits [92]. Therefore, although recent studies have been conducted
on applying sustainable and nontoxic chemicals, such as biomass silica and calcium carbide [89,90],
to soil, the economic limitations of applying deep injections to a large-scale site, and the necessity of
establishing criteria for the laboratory scale to predict effective in situ performance, should be further
researched [91].
4.3.2. Geosynthetics
Geosynthetics are synthetized polymeric products used with soil, rock, or other earth material to
solve geotechnical engineering problems [103]. They are generally classified into eight main product
types: Geotextile, geogrid, geomembrane, geocomposite, geosynthetic clay liner, geonet, geofoam,
and geocells [23]. Geosynthetics are generally prefabricated and transported to a site in the form of
a roll package and installed directly in the ground. The biggest advantage of geosynthetics is their
multiple functions. In detail, geosynthetics are installed in the transition zone of intermixed ground
to serve a separation function, prevent intrusion between aggregates with different sizes, or increase
the stability of soil–geosynthetics composites by applying tensile strength. They are also used to
provide filtration and drainage by adjusting the fluid flow path, to address soil erosion and other
geosynthetics (i.e., geomembrane) that are relatively weak against external damage, through stress
relief [102]. The production of geosynthetics grew after 1970 due to their advantages of easy installation,
transport, and handling, and because of their ability to reduce construction time and cost [102,104].
Also, some geosynthetics (e.g., polypropylene, polyester, polyethylene, and polyamide) are highly
applicable to various geotechnical problems and have excellent biological and chemical resistance.
Therefore, the geosynthetics market has steadily grown, and in 2017 the demand for these materials
was approximately 5200 mm2 worldwide [76].
Recently, studies have been conducted on multipurpose hybrid geosynthetics that combine
two or more types of geosynthetics to improve their applicability. Sensor-embedded geosynthetics
have also been investigated for long-term site monitoring [107,108]. However, geosynthetics have
some limitations and challenges. The strength of soil geosynthetics mainly relies on that of the
synthetized material itself, and they are applicable at shallow depths but are not appropriate at
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significant depths [23]. Although their durability is as good as a plastic material, their sustainability
needs to be further discussed and verified, due to their ecotoxic effect on the environment from the
leakage of additives and residual product from degradation of polymeric or metallic materials into the
ground [104–106].
4.3.3. Geopolymers
Geopolymers, a substitute for Portland cement, are alkali-activated, cementitious binder
materials produced by a reaction called geopolymerization that occurs between aluminosilicate
materials containing high levels of silicon and aluminum oxides (i.e., slag, fly ash, and metakaolin)
and alkali-activating agents (i.e., alkali hydroxides) [93,98]. Alkali-activated geopolymers consist
of three-dimensional structures of sodium aluminosilicate hydrate (N-A-S-H) gel along with
calcium-silicate-hydrate (C-S-H) gel, which make up the Portland cement [94]. These geopolymerized
gel binders, formed through a polycondensation process, fill the pores between soil particles to
reduce the void ratio and increase bulk density, resulting in enhanced strength. Geopolymers have an
environmental advantage because industrial wastes, such as fly ash or blast furnace slag, are used
as the raw materials [95] and because the consumption of heat energy is smaller than conventional
Portland cement, thereby reducing CO2 emissions [99].
According to recent studies, however, one of the typical geopolymers based on fly ash has lower
initial strength characteristics compared to Portland cement, due to its slow and time-dependent
strength gain rate [97,101], so heat-curing treatments to increase strength lead to in situ geotechnical
limitations [96]. Despite a numbers of studies having been conducted to verify the strengthening
efficiency of geopolymers compared to cement-based methodologies, further research about standards
for testing and production, including the generalization of the water/geopolymer ratio, the Si/Al and
Na/Al ratios, and the bond between reinforcement and geopolymer paste, are required for reliable in
situ applications [100].
Although ground improvement using geopolymerized binders and chemical additives, through jet
grouting or spraying, aid in enhancing shear strength, their lack of feasibility in large-scale applications,
due to potential contamination of the surrounding environment (including the effect on the pH of soil
and groundwater) [109], has led to the development of new, alternative approaches. For example,
biological soil stabilization methods relying on microbial-induced calcite precipitation (MICP) and
biopolymers have recently been developed to achieve environmental sustainability.
4.3.4. Microbiologically Induced Calcite Precipitation
Microbiologically induced calcite precipitation (MICP) is one of the most recognized biological
ground treatments and uses biologically induced CaCO3 precipitation with urea hydrolysis through
the metabolism of bacteria such as Bacillus pasteurii and Sporosarcina pasteurii [23]. Carbonate crystals
produced by urea hydrolysis and precipitated near particles act as cementitious inter-particle bonding
agents, strengthening the stiffness and shear strength of the soil matrix by blocking the pores and,
furthermore, reducing hydraulic conductivity. Through these mechanisms, called bio-cementation and
bio-clogging, MICP can be flexibly implemented to solve geotechnical problems [113]. Also, MICP
involves less energy consumption, which results in a low carbon footprint compared to traditional
ground improvement methods [113]. Recent studies have used an enzymatic reaction with calcium
chloride instead of a direct injection of grown bacteria in an attempt to enhance the production
rate of carbonate [111,112]. Other research has involved the removal of heavy metals [114], surficial
application of MICP for erosion and dust control [115], and usage of seawater as a nutrient source to
attain higher carbonate precipitation [116]. However, most MICP research so far has been conducted
on the laboratory scale using coarse-grained soils in which the pores are relatively large, and shows
applicability limitation for clayey soils [110]. Also, the non-uniform distribution of precipitated CaCO3
in field conditions and the emission of ammonia as an end product are future challenges for MICP.
The relatively high price of bacterial nutrients is another issue. Therefore, further research should
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be conducted to resolve these limitations and to scale up to in situ and industrial-level production
studies [109,117].
4.3.5. Biopolymers
Another biological soil treatment method involves excretory products from living organisms,
called biopolymers, which have recently begun to gain attention for their soil-stabilization potential
in the geotechnical engineering field [23]. Biopolymers, which are widely used in the food and
pharmaceutical industries, are defined as an assembly of monopolymers produced from biological
organisms. Polysaccharides, such as cellulose, starch, Xanthan, β-glucan, and gellan gum, are among
several types of biopolymers that have been recently examined in the geotechnical engineering field with
the purpose of soil strengthening and hydraulic conductivity control [119–121,128]. In previous studies,
biopolymers increased the compressive and shear strength of soil through hydrogen-based chemical
bonding between the biopolymers and soil particles. Bonding by electrostatic attraction between
biopolymers and clay particles generates a noticeable strengthening effect [121,124]. For instance,
a gellan gum and soil mixture (kaolinite clay) showed greater strength than a 10% cement mixture,
in spite of the small content of biopolymers (under 2%) [121]. Furthermore, biopolymers are hydrophilic,
and they absorb water to form a water zone in wet conditions, resulting in a reduction in permeability
by filling the pores in soil with an expanded biopolymer gel [124]. Therefore, biopolymers have the
potential to prevent desertification by increasing soil strength, reducing particle erosion, and assisting
plant growth with their high water-retention capabilities [123].
From an environmental perspective, biopolymers produce few CO2 emissions and can be naturally
decomposed (biodegradable) with no harmful effect on the geo-environment or groundwater to which
they are applied, so biopolymers are a promising option as environmentally favorable and sustainable
materials for the future [23]. The biggest distinction from traditional Portland cement and the other
alternatives to cement is that biopolymers can provide higher strength for smaller binder content [23].
According to previous research, the strength of biopolymer-treated soil with a biopolymer to soil
content in mass of ~0.5–1% can be similar to, or stronger than, Portland cement and geopolymer cement,
which must make up at least 10% of the content in soil-improvement applications [120]. Also, unlike
MICP, biopolymers can be externally cultivated, enabling efficient mass production with high quality.
They can also be applied using multiple methods, including injection, spraying, and mixing, which
means they have the potential to be applied in various geotechnical field applications (e.g., for deep
mixing, slope reinforcement, quick blockage of water inflow, and vegetation improvement). However,
biopolymers are less economically feasible, due to their expensive global market price compared to
cement. They are being used in other industries (e.g., food, pharmaceuticals, and cosmetics) that
require pure and good-quality biopolymers, but they are not common in the geotechnical engineering
field, so production costs are high. According to a recent survey, the unit costs of some biopolymers
are declining with the growth of the biopolymer market [122], and biopolymers that have a relatively
rough quality may be suitable for geotechnical engineering, so they are likely to be more competitive in
the future [129]. However, the challenges are that not enough research has been conducted to provide
specific guidelines for field applications and that biopolymers have a durability problem, due to
strength reduction in wet conditions, that needs to be resolved [125]. In response to these issues, recent
research has attempted to maintain soil strength by using thermo-gelation biopolymers [121,125],
water-familiar, protein-based biopolymers (i.e., casein) [126], and cross-linking biopolymers [130].
5. Conclusions
This study provides a statistical review of the increase in GEHs resulting from CO2 emissions from
a geotechnical engineering perspective. Global warming, accelerated by increases in CO2 emissions,
creates abnormal climate events around the world that change the properties of soil over the short and
long term, resulting in GEHs such as landslides, ground subsidence, levee failures, soil degradation,
and coastal erosion. The occurrence and damage costs of GEHs have increased because of climate
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change, and these patterns are positively correlated with the increase in atmospheric CO2 concentration.
Meanwhile, cement has been the most widely used material as a ground improvement method in
geotechnical engineering in response to GEHs. Cement accounts for 10% of global CO2 emissions, so the
geotechnical engineering field in the 21st century faces the ironic situation of simultaneously using
CO2-emitting materials to prevent the increase of GEHs related to CO2 emission increase. Therefore,
ground improvement methods implementing alternatives to cement, such as chemical additives,
geosynthetics, geopolymers, MICP, and biopolymers, to reduce the global carbon footprint have been
examined for sustainable geotechnical engineering. These attempts to find suitable alternatives are not
yet fully satisfying, in terms of strength, economic feasibility, and field applications, and each method
has its own limitations and challenges. Consequently, geotechnical engineering research should be
more actively advanced in the direction of environmentally friendly and sustainable geotechnical
materials that can contribute to reducing CO2 emissions and relevant threats of GEHs.
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Abstract: The effects of sediments with different clay contents on the mechanical properties of hydrate
deposits were studied using a high-pressure, low-temperature triaxial apparatus with in-situ synthesis,
as well as the mechanical properties of self-developed hydrate sediments. Through multi-stage
loading, triaxial compression tests were conducted by adding quartz sand with different clay contents
as the sediment skeleton, and the stress–strain relationship of the shearing process and the strength of
sediments with different clay contents were determined. Volumetric changes were also observed
during shearing. The results show that the strength of hydrate sediments decreases with the increasing
clay content of sediments; in the processes of depressurization and shearing, the hydrate samples
exhibited obvious shear shrinkage, regardless of the sediment particle size.
Keywords: triaxial shear; methane hydrate; clay content; mechanical property; hydrate mining;
shear shrinkage
1. Introduction
The demand for energy in various countries is increasing with the continued development of
modern society. The resources of traditional fossil fuels have diminished due to years of exploitation
and utilization, and the world is facing an increasingly severe energy crisis. The natural gas hydrates
that have been discovered thus far offer potential energy sources with which fossil fuels may be replaced.
Natural gas hydrates are generally formed in low-temperature and high-pressure environments, and are
mainly stored on deep-sea slopes and in permafrost regions [1,2]. Gas hydrates, primarily composed of
methane, are naturally distributed across various regions worldwide. Because their shapes are similar
to those of ice, they are often called “combustible ice.” According to one survey, the reserves of natural
gas hydrates may be 2.1 × 1016 m3, and the decomposition of methane hydrates at approximately one
atmosphere can produce ~160 m3 of methane gas and ~0.87 m3 of free water [3]. It is estimated that
this is roughly twice as much as all carbonaceous fossil fuel reserves in the world [4].
Methane hydrate has attracted worldwide attention due to its wide distribution, large scale
development, and high energy storage density. Extensive research on hydrates has been conducted in
China, the United States, Japan, Canada, and other countries. At present, the methane hydrate mining
methods proposed primarily include injection [5], pressure reduction [6], chemical reagents, and CO2
replacement [7]. During the mining process, artificially breaking the stable conditions of the hydrate
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will cause it to decompose. Studies have shown that hydrates are cemented between sediments,
which enhances the strength of seafloor sediments. In the process of hydrate mining, the hydrate will
gradually decompose, the cementation and filling of the hydrate will be reduced, and the bearing
capacity of the bottom layer will be greatly reduced. This may cause a series of geological disasters,
if occurring at the bottom of the sea, including large tsunami and submarine landslides [8,9]. Therefore,
it is very important to study the mechanical properties of hydrate-bearing sediments.
Since methane hydrates are mainly distributed in the deep sea and in permafrost regions, the cost
of obtaining in-situ hydrated sediment cores for research is high and poses technical difficulties.
Therefore, laboratory-synthesized gas hydrates are currently used as samples to study the relevant
properties and various parameters of natural hydrates. The mechanical properties of hydrate
sediments are mainly affected by hydrate saturation, confining pressure, sediment particle size,
and sediment type. Researchers worldwide have performed studies on some of these properties.
Winters et al. [10,11] used stored sand to study the effects of sediment type and porosity on hydrate
sediments., and Hyodo et al. [12–14] used in-situ synthesis and mixed sample preparation methods
to study the sedimentation, temperature, hydrate formation states (e.g., gas saturation formation,
water saturation generation), and other hydrate formations in different sediments. The influence of
mechanical properties indicates that the strength of hydrate sediments increases with the increase of
hydrate saturation and confining pressure, and the strength of gas-saturated hydrate sediments is higher
than that of other hydrate sediments under the same conditions. Moreover, Li et al. [15,16] studied the
influence of hydrates on confining pressure and noted that the strength of hydrate sediments increased
with the increase of confining pressure under certain conditions. Meanwhile, Song et al. [17,18] studied
the effects of different temperatures and confining pressures on hydrate sediments. It is believed that
under certain conditions, an increase in confining pressure will lead to an increase in the strength
of hydrate sediments, as well as increases in temperature and shear rate, leading to an increase in
shear strength.
Masui et al. [19] analyzed natural gas hydrates obtained from the South China Sea Trough
in 2004 and synthesized matching hydrate sediment samples in the laboratory, with the original
particle distribution, and distributed the two sets of samples for triaxial compression experiments.
They concluded that the strengths of the natural and laboratory-synthesized hydrate sediments
were consistent, and that the volume deformation characteristics were also the same. In order to
study the effects of sand particle size on the mechanical properties of natural gas hydrate sediments,
Miyazaki et al. [20] used Toyoura sand with three particle sizes as hydrate sediments, with median
particle sizes (d50) of 0.230 mm, 0.205 mm, and 0.130 mm. The material skeleton was subjected to
a drainage triaxial compression experiment under a constant temperature of 287 K. Their results
showed that the strength of methane hydrate sediments increases with the saturation of hydrates and
the effective confining pressure. Moreover, the strength of the hydrate sediments had little impact
on the change in sand particle sizes, and the stiffness of the hydrate sediments was affected by the
sand skeleton.
Kajiyama et al. [21] used circular glass beads and natural sand as the skeleton of methane hydrate
deposits, and then performed a series of triaxial compression experiments on the two hydrate deposits
to study their mechanical properties. The effects of particle characteristics on the mechanical properties
of the methane-bearing hydrate sand were explained from the perspective of particle size. The stiffness
of the glass bead skeleton and the reservoir sand was relatively uniform, but the maximum breaking
strength was achieved in a short period of time. The apparent post-peak-strain softening behavior
of the glass beads containing methane hydrate was observed experimentally. The main reason for
the increase in the shear strength of the hydrate deposit with the glass bead skeleton was cohesion,
but the shear strength of the natural sand containing methane hydrate was jointly controlled by the
cohesive force and the internal angle of friction. This caused the strength of the methane hydrate
deposit in the natural sand skeleton to increase with the increase of the effective confining pressure,
while the methane hydrate deposit in the glass bead skeleton had greater cohesion under relatively
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low pressures. In strong sediments and at higher effective confining pressures, cohesion will be greatly
reduced due to the detachment of hydrates.
Hyodo et al. [14,22] used a self-made hydrate triaxial compression instrument to synthesize
methane hydrate sediments using three grits with different densities as the methane sediment skeleton
and by adding different contents of fine particles to the sand. They concluded that the addition of
fine particles had a significant effect on the porosity of the sedimentary skeleton, and the fine particles
filled in between the hydrate sediment skeletons, making the sample more compact and the initial
porosity of the sample lower. Due to this lower porosity, the methane hydrate formed more severely
hindered the movement of the particles, thereby increasing the strength of the entire methane hydrate
sample. The porosity of the hydrate sediment samples was inversely proportional to the percentage of
fine particles, and the strength of the hydrate sediments also increased. Additionally, the effects of fine
particles on pure sand sediments and methane hydrate sediments differed. The presence of fine particles
increased the strength of methane hydrate sediments and methane hydrates during triaxial shearing;
meanwhile, dilatation occurred in the sediments, and pure sand sediments underwent shearing.
Many researchers have studied the mechanical properties of hydrate sediments. Most of this
research has been focused on understanding the effects of sediments under single-variable conditions.
However, fine-grained sediments host more than 90% of the accumulated global gas hydrates [23–25];
these accumulations of hydrate-bearing clayey sediments include those in the Gulf of Mexico,
Krishna–Godavari Basin, Blake Ridge, Cascadia Margin, Ulleung Basin, Hydrate Ridge [26], and South
China Sea [27]. Therefore, it is necessary to study the influence of clay content on the mechanical
properties of sediments under multifactorial conditions. In this study, quartz sands with different
proportions of clay were used as sediment skeletons, and the effects of clay content on the mechanical
properties of hydrate sediments were studied using multi-stage loading triaxial compression tests
combined with hydrate decomposition [28].
2. Materials and Methods
2.1. Experimental Apparatus
Figure 1 shows a schematic of the low-temperature, high-pressure triaxial apparatus used for
the in-situ synthesis and mechanical property testing of self-developed hydrate sediments. The axial
loading pressure ranged from 0–250 kN, the adjustable loading rate was 0.001–6 mm/min, and the
three-axis pressure chamber (i.e., hydrate synthesis reactor) could set the confining pressure and
pore pressure, ranging from 0–30 MPa. The sample size was Ø = 50 mm × 100 mm, the system
operating temperatures were −30–50 ◦C (±0.5 ◦C), and the temperature range of the triaxial pressure
chamber was approximately −30–50 ◦C (±0.5 ◦C). The device was mainly composed of a reaction
kettle, a film-forming sediment preparation system, a stress loading system, a temperature control
system, a confining pressure loading system, and a vacuum system. The temperature and pressure
data during the experiment were monitored via computer in real time. The data acquisition rate of
the computer reached up to 6 times per second, which could accurately monitor the temperature and
pressure changes.
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Figure 1. Schematic of the triaxial shear test apparatus: (1) computer; (2) data acquisition system;
(3) buffer tank; (4) methane gas bottle; (5) water pump; (6) thermal control pump; (7) stress transducer;
(8) temperature sensor; (9) displacement transducer; (10) specimen; (11) syringe pump; (12) gas–liquid
separator; (13) desiccant; (14) vacuum pump [29].
2.2. Samples
The sand used in this experiment was a natural sand from the South China Sea. After screening
with a 40–60 mesh sieve, deionized water was used to remove impurities, such as mud, ash, and salt.
After preparation, the median grain size of the sand (d50) was found to be 377 μm, and the porosity
was 33%; the grain size distribution of the sand is shown in Figure 2. The deionized water used in the
experiment was made in the laboratory. The experimental clay was kaolin, for which the molecular
formula is Al2Si2O9H4, and the relative molecular mass is 258.16.
Figure 2. Grain size distribution curve.
2.3. Experimental Methods
Our experiments involved a multi-stage triaxial compression method [28], which is a repetitive
loading triaxial compression shear test in soil mechanics. The same samples were used in the
experiments to perform multi-stage shearing by changing the relevant parameters of the experiment.
This method can effectively improve the experimental efficiency, as well as change the mechanical
properties of hydrate sediment samples, in the case of changes in multiple experimental parameters.
2.3.1. Synthesis and Preparation of Samples
The sand used in the experiments was sieved and washed with deionized water, before being
placed in an oven and allowed to stand at 104 ◦C for 10 h. After drying, a standardized amount of
sand was placed into a plastic container, then the weighed clay was added in batches, and stirred
simultaneously. After the mixture was almost uniform, the deionized water was added and stirred until
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the agglomerated particles were invisible. The sand–clay mixture was then left to stand under closed
conditions for 24 h, so that the deionized water was evenly distributed among the sand grains. A rubber
mold with a thickness of 0.8 mm was fixed to the base of the test bench, and then a water-permeable plate,
a stainless steel metal mesh, and a fast filter paper were sequentially placed at the bottom. The metal
mold was fixed outside of the rubber mold with a rubber band. The prepared sand sample was layered
into the mold and compacted by a compactor. The filter paper, metal mesh, and water-permeable plate
were then placed in the upper layer of the sand sample in-turn. Next, a two-way air intake cover was
installed, and the sample was evacuated by a pump to detect the airtightness of the device. Afterward,
the metal mold was removed and finally, the pressure chamber was closed with screws.
Water was injected into the confining pressure chamber, which slowly increased the pressure
in the chamber via the booster pump, and simultaneously introduced methane gas into the sample
chamber by means of the upper and lower two-way air intakes. This ensured the entire supercharging
process. The pressure was always higher in the pressure chamber than in the sample chamber
(i.e., the confining pressure was ~1.5–2.0 MPa higher than the pore pressure). Finally, the confining
pressure was increased to 10 MPa, and the pore pressure was stopped at 9.0 MPa. The methane gas
source was turned off, the sample chamber was connected to the buffer tank, the temperature of the
system was maintained at 20 ◦C by a circulating water bath, and the sample was allowed to stand
for 24 h to allow for sufficient inhalation. Thereafter, the temperature was adjusted to 5.0 ◦C for 48 h,
before finally being adjusted to 2.0 ◦C for 48 h. The pore pressure of the sample was observed to judge
whether or not the hydrate was completely formed.
After the hydrate had completely formed, the valve connected to the buffer tank in the sample
chamber was closed. Low-temperature deionized water at ~2 ◦C was injected into the sample from
the bottom of the sample chamber by a syringe pump, thereby draining the excess methane gas
in the experiment, and changing the sample from a gas-saturated state to a water-saturated state.
The remaining amount of free gas in the sample was judged by observing the gas–liquid separator
at the bottom as the liquid content when the water discharge rate in the gas–liquid separator was
essentially the same as the injection rate of the injection pump, and the volume of deionized water was
used. When the pore volume of the sample had approximately doubled, the free gas was completely
driven off by deionized water. In the process of water flooding, it was necessary to ensure that the
pore pressure was lower than the experimentally required pore pressure of ~2.0 MPa, and that the
pressure of the deionized water in the syringe pump was higher than the experimentally required pore
pressure of ~1.0 MPa, but lower than the confining pressure. There was a pressure difference between
the deionized water and the sample, such that the deionized water could be injected directly. After the
water flooding process was completed, the pressure of the sample was increased using the syringe
pump to the pressure required for the experiment, and the temperature was raised to 6.0 ◦C for the
shear test.
2.3.2. Shearing and Decompression of Samples
The stress loading system was turned on and the shear rate was set to 0.20% per minute. The triaxial
shearing process was divided into three stages. In the first stage, the axial strain rate was sheared
from 0% to 2.2%. This stage represented undrained shear. When the axial strain rate reached ~2.2%,
the axial load was unloaded and the shearing was stopped. Finally, the pore pressure was ~4.5 MPa,
and liquid could be observed in the gas–liquid separator. Since the phase equilibrium pressure of
methane hydrate at 6 ◦C is 4.73 MPa, the pore pressure of the sample was kept at 8.0 MPa during the
shearing process in this stage, and the phase equilibrium condition was not destroyed. Therefore,
the hydrate did not substantially decompose, and thus the amount of methane gas collected in the
gas–liquid separator was extremely small. In this first stage, the pore pressure was finally reduced to
~4.5 MPa. Under the condition that the pore pressure was maintained at ~4.5 MPa and the temperature
was 6.0 ◦C, the hydrate began to decompose slowly, and the methane gas (G1) that decomposed after
depressurization was collected and recorded.
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In the second stage of shearing, the loading rate of the axial load remained consistent with the
first stage, and the sample was retested under the new experimental parameters. The temperature
during the shearing process was still 6.0 ◦C, and the pore pressure was ~4.5 MPa. In this stage,
the axial strain rate was sheared from 2.2% to ~4.7%. The pore pressure was lower than with the
phase equilibrium pressure of methane hydrate sediments at 6 ◦C, and the methane hydrate gradually
began to decompose. However, since the pore pressure was slightly lower than the phase equilibrium
pressure, the decomposition rate was slower. This stage still represented undrained shear. When the
axial strain rate reached ~4.7%, the shearing was stopped, and the stress loading system was closed to
unload the axial load. When the axial load was completely unloaded, the pressure relief valve that
controlled the pore pressure was opened, and the pore pressure of the sample was gradually decreased
to ~3.0 MPa. The pressure was much lower than the phase equilibrium pressure at 6.0 ◦C. Under the
temperature and pressure conditions in this stage, the hydrate began to decompose in large amounts,
and the collection rate of methane gas was much higher than in the first stage. After being decomposed
into a gas, the pressure relief valve was closed, and the volume (G2) of the methane gas generated by
decomposition after pressure reduction was collected and recorded. The pressure relief valve was then
closed, the axial load loading system was restored, and the third stage of shear testing was ready.
The third stage involved shearing of the axial strain rate from 4.7% to ~15%. The pore pressure
at this stage was maintained at ~3.0 MPa, the system temperature was 6.0 ◦C, and the shear mode
remained undrained. Since the pore pressure of the sample at this stage was much lower than the phase
equilibrium pressure of the methane hydrate sediments at 6.0 ◦C, the methane hydrate in the sample
was largely decomposed and the decomposition rate was faster than in previous stages. When the
shear strain reached the axial strain rate of 15%, the shearing was stopped, the axial load was unloaded,
the pressure relief valve was slowly opened, and the confining pressure and pore pressure of the system
were gradually reduced to normal. The temperature also rose to 20 ◦C. After the methane hydrate in
the hydrate sediments was completely decomposed and allowed to stand for one hour, the methane
gas volume (G0) generated by decomposition in all of the steps was collected and recorded; with this,
the entire cutting process was complete. The difference between G0 and G2 is the sum of the remaining
free gas and the gas generated after the decomposition of the remaining methane hydrate after the last
stage. The specific experimental parameters of these tests are shown in Table 1.







Pore Pressure (MPa) Temperature
(◦C)
Saturation (%)
Stage 1 Stage 2 Stage 3 Stage 1 Stage 2 Stage 3
1 0 10 8 4.5 3 6 54.02 44.48 34.01
2 5 10 8 4.5 3 6 51.86 41.72 31.81
3 10 10 8 4.5 3 6 52.84 41.10 29.46
4 15 10 8 4.5 3 6 51.00 39.16 29.76
5 20 10 8 4.5 3 6 52.09 41.95 31.68
2.3.3. Calculation of Hydrate Saturation
Since the structure of natural gas hydrate is a non-metering cage structure, there is no way to
express methane hydrate using a single, strict chemical formula, and thus the volume of methane
hydrate containing a certain amount of methane gas will be not uniform. In this study, the saturation
of methane hydrate (i.e., the methane hydrate in natural gas hydrate sediments) was calculated after
the methods of Ghiassian et al. [30]. The theoretical basis of this method involves the assumption
that a complete decomposition of methane hydrate per unit volume (1 m3) releases ~160 units (m3)
of methane gas and an ~0.87 unit volume (m3) of water. It is within this theoretical framework that
the measurement of hydrate was considered, wherein the unit could be an ideal hydrate crystal.
The specific formulae for this calculation can be seen in previous works [30].
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3. Results and Discussion
3.1. Stress–Strain Relationship of Sediments with Different Clay Contents
The first stage shown in the curves of Figure 3 is the portion of the experiments with axial strain
rates of 0–2.2%. At this stage, the stress–strain relationship was obtained when the sample pore
pressure was 8 MPa and the confining pressure was 10 MPa (i.e., the effective confining pressure was
2 MPa). Since the pressure of the hydrate sediment sample at this stage was higher than the phase
equilibrium pressure at the same temperature, the hydrate decomposition was minimal, and therefore
the hydrate saturation of the sample was the highest. The stress–strain relationship at this stage reflects
the initial stage of hydrate production.
Figure 3. Stress–strain curves by clay content (%). The first stage represents axial strain rates of 0–2.2%,
the middle stage accounts for rates of 2.2–4.7%, and the final arc represents strain rates of 4.7–15%.
Different colors correspond to different clay contents.
It can be observed from Figure 3 that in the first stage of shearing, the stress–strain relationship
between pure sand and sediments with different clay contents gradually changed from that of elastic
to plastic strain. The samples initially exhibited elastic strain, indicating that they were not destroyed
at the onset of shearing; when the applied stress was removed, the specimen could be restored to the
original stress state. The reason for this may be that because the hydrate had not been decomposed,
there were interactions between the sediment particles and the hydrate. Furthermore, because the
effective confining pressure was low, the sediment particles were complete, and the particle skeleton
did not change. Afterward, the elastic strain gradually changed to plastic strain, which indicates
that the sample was broken, such that even if the axial load applied to the sample was removed, the
sample could not be recovered. This may be due to some of the hydrate sediment particles moving
under the action of the axial load and confining pressure, resulting in the cementation of the hydrate
to the skeleton being destroyed and the hydrate sediment changing. At this stage, the hydrate was
minimally decomposed, but due to the axial load, some of the hydrate was split, and these destroyed
hydrates filled in between the hydrate sediment skeletons, making the entire sample more compact.
Thus, the stress-strain relationship changed from one of elastic to plastic strain owing to changes
in the skeleton and the failure of the destroyed hydrate particles. The first stage of shearing may
be considered to have extended until an axial strain rate of ~2.7%, which was the maximum shear
strength of the first stage. It can also be observed that the stress–strain relationships of sediments with
different clay contents in the first stage differed, and the degree of plasticity gradually increased as
the proportion of clay in the sediments increased. Additionally, as the clay content in the sediments
increased, the strength of the hydrate sediments decreased.
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The second stage shown in the curves of Figure 3 is for the experiments with axial strain rates of
2.2–4.7%. In this stage, the pore pressure was reduced from 8.0 MPa to 4.5 MPa, and the axial load
was unloaded. After the hydrate in the sample was decomposed, the axial load system was restarted,
and the effective confining pressure was kept at 10 MPa. Meanwhile, the stress–strain relationship
was obtained by shearing under a confining pressure of 5.5 MPa. During the shearing process, the
pressure of the hydrate sediment sample was slightly lower than the phase equilibrium pressure of
the methane hydrate at 6.0 ◦C, and the hydrate also underwent partial decomposition. Since the
hydrate had decomposed and exhaled part of the methane gas before shearing at this stage, the hydrate
saturation of the sediment sample was lower than in the first stage of the experiments. In the second
stage, during the exploitation of hydrates, the effective confining pressure of the hydrate sediments
was greatly increased by depressurization, as the depressurized hydrate began to decompose.
The curve of the second stage represents the transformation from elastic to plastic strain (Figure 3).
It can be observed from the stress–strain relationships of the second stage that the curve representing
the same clay content had a substantially higher magnitude than during the first stage, which indicates
that the strength of the second stage hydrate sediment was greater than that of the first stage. Since part
of the water and methane gas in the sample were removed during the depressurization process
before shearing, the hydrate sediment sample changed from a completely water-saturated state to an
incompletely water-saturated state. The saturation was also lower than in the first stage. Under the
same experimental conditions, the strength of water-saturated sediments was lower than that of the
gas-saturated sediments, and as the abundance of hydrate sediments decreased, the methane hydrate
sediments gradually decreased. The reason for this behavior may be that methane hydrate was formed
between the sediment skeleton, and cemented the quartz sand skeleton, resulting in the higher strength
of the methane hydrate sediment.
In the second stage of the experiments, the pore pressure of the hydrate sediments was greatly
reduced, resulting in the effective confining pressure of the sample being much higher than in the
first stage. Within a certain range of effective confining pressures, the strength of natural gas hydrate
sediments will gradually increase with the increase of effective confining pressure. Based on the
influencing factors described, it can be determined that for the methane hydrate sediments with
different clay contents, the effects of the second-stage effective confining pressure and the change
of hydrate sediments from water-saturated to partially water-saturated were less than that of the
decreasing of hydrate saturation. More importantly, when comparing the curves of the first and second
stages for the same clay content, it was found that the degree of elastic strain in the second stage was
more obvious than that of plastic strain, and as the particle size of the sediments increased, the strength
of the hydrate sediments also increased.
The third stage in the curves shown in Figure 3 corresponds to the part of the experiments with
axial strain rates ranging from 4.7–15%, which reduced the pore pressure of the sample from 4.5 MPa
to 3.0 MPa, and the effective confining pressure of this stage was 7.0 MPa. The resulting stress–strain
relationship was obtained by shearing. The stress–strain relationship at this stage mainly changed
from elastic to plastic strain, and finally to strain yielding. During the shearing process, the pressure of
the hydrate sediment sample was much lower than the phase equilibrium pressure of the methane
hydrate at 6.0 ◦C, at which time the hydrate in the sample was decomposed in large quantities and at a
relatively fast rate. The hydrate saturation in the third stage was lower than in the first two stages,
and a large volume of free water produced by the decomposition of the hydrate was also discharged.
This stage simulated the middle and late stages of natural hydrate production. The hydrate had already
been decomposed by a large amount, the gas hydrate sediment reservoir was greatly increased by the
surrounding pressure, and the saturation of the hydrate in the reservoir was substantially reduced,
resulting in hydrate sedimentation. The porosity of the sample also increased. As with the second
stage, the hydrate saturation of the hydrate sediment sample was reduced due to the decomposition
of the hydrate, and the decrease in the pore pressure caused the effective confining pressure of the
sample to increase by 1.5 MPa relative to the second stage. However, comparing the curves of the
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second and third stages, it can be seen that the curve in which the axial strain rate changed to 2.5% in
the third stage is essentially the same as the curve in the second stage, which indicates that the effective
confining pressure increased in this stage, yet the effect was small, and the influence on the mechanical
properties of hydrate sediments was the same as for the decrease of hydrate saturation caused by
decomposition. Therefore, no significant change in the strength of methane hydrate sediments was
observed at this stage. Once the stress–strain relationships of the three stages were obtained, it was
found that with the increase of the strain rate of triaxial compression, the stress–strain relationships
of different particle sizes were gradually transformed into plastic strain. Ultimately, this became the
strain yielding phenomenon, wherein the strain of the specimen could be recovered at the beginning;
meanwhile, the structure of the specimen was gradually destroyed with the increasing of the axial
load, and the damage became irreversible.
3.2. Strength Relationship of Sediments with Different Clay Contents
Figure 4 shows the relationship between the maximum shear strength of sediments with different
clay contents and the ratio of clay to hydrate sediments from low to high. Maximum shear strength
generally refers to the stress corresponding to the peak value of the stress–strain curve. However, in the
case wherein the stress–strain curve has no significant peak value, the stress value at which the axial
strain rate reached 15% was used. It can be seen from the figure that the maximum destructive strength
of hydrate sediments was generally reduced as the proportion of clay in the sediment increased, and
the maximum shear strength of the hydrate sediments of the pure sand skeleton was the highest.
The reason for this may be that the strength of the material itself had a greater influence on the strength
of the hydrate sediment. In general, the strength of clay is much lower than that of quartz sand. As the
proportion of clay in the sediment increased, the content of quartz sand decreased correspondingly,
such that the strength of the skeleton decreased. Additionally, some of the clay adhered to the surfaces
of the sand grains, with some acting as a lubricant among the quartz sand particles, thereby reducing
the cohesive force and internal friction, resulting in insufficient stability of the skeletal structure during
the shearing process. The higher the clay content was, the more obvious this effect became.
Figure 4. Maximum deviator stress by clay content (%).
The secant stiffness modulus E50 of sediments with different clay ratios is shown in Figure 5.
This modulus is the line connecting the origin and 50% of the maximum shear strength in the
stress–strain curve of the sediments. The slope of the line segment reflects the mean stiffness
characteristics of the hydrate sediment. As is shown, when the hydrate content of the hydrate
sediments increased under the same temperature and pressure conditions, the secant stiffness modulus
gradually decreased. This reveals that as the clay content increased, the stiffness of the hydrate
sediments gradually decreased.
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Figure 5. Secant stiffness modulus E50 of sediments by clay content (%).
In Figure 6, the initial tangential modulus E0 of sediments with different clay ratios are shown.
Under the same temperature and pressure conditions, the initial tangential modulus of sediments
with different clay contents (as skeletons) also differed. As the clay content in the hydrate sediments
increased, the initial tangential modulus of the hydrate sediments decreased gradually, while that of
the pure sand (as the sediment skeleton) was the highest. Meanwhile, the initial tangential modulus of
sediments with different clay contents was inconsistent. This may be due to the fact that the strength of
clay is lower than that of quartz sand. The higher the clay content was in our experiments, the lower
the proportion of quartz sand became. Moreover, the sediment skeletons with different clay contents
were also different. The clay filled in the pores of the quartz sand skeleton, and the porosity with
different clay contents also changed, which resulted in the cementation of the hydrate between the
skeletons. In the same way, the initial strength of the entire hydrate sediment was decreased as the
clay content increased.
Figure 6. Initial tangential modulus of sediments by clay content (%).
3.3. Volumetric Strain Relationship of Sediments with Different Clay Contents
Figure 7 shows the volumetric strain curves for sediments with different clay proportions. It can
be seen that in the first stage of shearing (i.e., when the axial strain rate was 0–2.2%), the volume of
all hydrate sediment samples slightly increased as the strain rate increased and the magnitude of the
change was maintained at ~0.5. The reason for this may be that in the first stage, the pore pressure
of the experiment was always maintained at 8.0 MPa, which is higher than the equilibrium pressure
of the phase, and the hydrate was hardly decomposed. Thus, the relationship between the hydrate
and the sediment skeleton did not have much of an influence. This caused the hydrate sediment
skeleton to not undergo much deformation. Additionally, the effective confining pressure at this stage
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was always 2.0 MPa, and such a pressure condition was not enough to destroy the particles of the
hydrate sediment. Therefore, the interaction between the particles and the relative position did not
change much, which resulted in there being no significant change in the volume of the entire hydrate
sediment sample.
Figure 7. Volume–strain curves of sediments by clay content (%). The first stage represents axial strain
rates of 0–2.2%, the middle stage accounts for rates of 2.2–4.7%, and the final stage represents strain
rates of 4.7–15%. Different colors correspond to different clay contents.
In the second and third stages of the experiments, the axial strain rates were 2.2–4.7% and
4.7–15%, respectively, and the volume of hydrate sediments with different clay contents increased
with the axial strain rate. With the reduction of hydrate content, an important clipping phenomenon
occurred. The volumetric change in the second stage was generally >2.0%, while the shear shrinking
phenomenon was more obvious in the third stage. The change in the volume of the sample with 20%
clay content in the third stage even reached 5.0%. The reason for this may be that the pore pressures of
the hydrate sediment samples in these two stages were lower than the phase equilibrium pressure of
the hydrate at the same temperature, especially in the third stage. Thus, during the shearing process,
the hydrate in the sample gradually decomposed, resulting in the formation of pores in the middle of
the hydrate sediment skeleton. Under the influence of a certain effective confining pressure, some of
the finer particles of clay filled the skeleton under the actions of the free water and gas generated by
decomposition. Additionally, due to the large effective confining pressures in these two stages, some of
the sediment particles may have been shredded. Under the external pressure, the shredded particles
would have experienced larger positional changes, resulting in a change in the skeleton of the hydrate
sediment sample, and ultimately in the volumetric reduction of the entire sample.
With the increase of clay content, the volumetric shearing effect of hydrate sediments became
more obvious, likely because the strength of the clay was less and its compressibility was higher than
that of the quartz sand. Therefore, as the clay content increased, the volume became more compressed.
Figure 8 shows the grain size curve of the sediments before and after the triaxial compressive shearing
of 40–60 μm specimens. It can be seen from this figure that the particle sizes before shearing were
larger than afterward. This means that after shearing, the higher effective confining pressure and axial
load became part of the sand. Additionally, the volume of the hydrate sediment sample suddenly
declined each time the axial load pressure was unloaded during the experiment. This may have been
due to the fact that these two stages comprised a process of hydrate decomposition and drainage. First,
the depressurized hydrate was decomposed, and a certain amount of gas and the free water generated
by decomposition were discharged, such that many pores were generated among the hydrate sediment
samples. Moreover, in the process of free water and gas discharge, sand and clay also underwent
substantial displacement under the movement of the free water and methane gas, which could have
significantly changed the skeletal structure of hydrate sediments, especially when they were not
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decomposed. Finally, the sediment skeleton played a very important role in cementation, and the
originally fixed skeleton was destroyed after decomposition; because of the increase in the effective
confining pressure, the compression of the sample became more pronounced.
Figure 8. Grain size distribution curves of 40–60 mesh particle sizes before (black line) and after
(red line) shear testing.
4. Conclusions
The stress–strain relationship of hydrate sediments containing clay (kaolin) during shearing is
mainly divisible into three stages, namely elastic strain, plastic strain, and the strain yielding stage.
In multi-stage triaxial shear tests with discontinuous depressurization, the mechanical strength varied
with hydrate decomposition. With the increase of the axial strain rate under triaxial compression,
all experiments showed that the elastic strain was gradually transformed into plastic strain. During
the course of these experiments, the strain yielding phenomena changed, which indicates that the
strain of the specimen could be restored at the beginning, but with the progressive loading of the axial
load, the structure of the specimen was gradually destroyed, and the damage became irreversible.
The proportion of clay in the methane sediment affected the mechanical strength of the hydrate
sediment sample. This may have been because the clay particles were smaller and could fill the pores
of the coarser sediment skeleton, while the clay offered less support to the skeleton, and the hydrate
more strongly cemented the skeleton with increasing clay content. As the proportion of clay increased,
the strength of the entire sample gradually decreased. The clay also affected the volumetric strain
during methane hydrate shearing. Regardless of the amount of clay added, the hydrate sediments
shrank, but as the hydrates gradually decomposed, the shrinkage of the sediments became more
pronounced as the clay content increased. The reason for this may be that the strength of the clay was
less than that of the quartz sand, and the change in volume during the shearing process was greater
than that of the quartz sand. As the hydrate decomposed, the pores between the quartz sand skeletons
gradually increased, and the smaller clay particles filled the pores of the skeleton under the external
shearing force, thereby causing the shearing behavior observed.
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Abstract: Gas hydrates have great potential as future energy resources. Several productivity and
stability analyses have been conducted for the Ulleung Basin, and the depressurization method
is being considered for production. Under depressurization, ground settlement occurs near the
wellbore and axial stress develops. For a safe production test, it is essential to perform a stability
analysis for the wellbore and hydrate-bearing sediments. In this study, the development of axial
stress on the wellbore was investigated considering the coupling stiffness of the interface between the
wellbore and sediment. A coupling stiffness model, which can consider both confining stress and
slippage phenomena, was suggested and applied in a numerical simulation. Parametric analyses were
conducted to investigate the effects of coupling stiffness and slippage on axial stress development.
The results show that shear coupling stiffness has a significant effect on wellbore stability, while
normal coupling stiffness has a minor effect. In addition, the maximum axial stress of the well bore
has an upper limit depending on the magnitude of the confining stress, and the axial stress converges
to this upper limit due to slipping at the interface. The results can be used as fundamental data for
the design of wellbore under depressurization-based gas production.
Keywords: methane hydrate; shear/normal coupling stiffness; slippage at the interface; wellbore
stability analysis; depressurization method
1. Introduction
Gas hydrates are solid crystalline compounds which consist of water and guest molecules [1].
Gas hydrates are formed under certain sets of high pressure and low temperature conditions, outside
of which the gas and water species typically remain in separate phases [2]. The guest molecules
are gas molecules such as methane, ethane, propane, or carbon dioxide. These guest molecules are
combined by hydrogen-bonded water. This natural gas is a premium fuel because it burns cleanly
and produces less carbon dioxide [3]. According to the latest research, approximately 230 natural
gas hydrate deposits have been investigated globally, with reserves of about 1.5 × 1015 m3 of natural
gas [4]. Most natural gas hydrate deposits appears to be in the form of ‘structure I’, with methane as
the trapped guest molecule, and its fraction is more than 90% [5,6].
Methane hydrate is also an important future energy resource for South Korea. The national
projects, Ulleung Basin gas hydrate expeditions 1 and 2 (UBGH1 in 2007 and UBGH2 in 2010), were
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conducted to investigate the hydrate reserves and characteristics of gas hydrate-bearing sediments
of the Ulleung Basin in the East sea of Korea [7–9]. Based on the data of UBGH2, the estimated
amount of natural gas-hydrate deposits in Ulleung Basin ranged from 4.4 × 106 to 9.2 × 109 m3 [10–12].
Recently, Bo et al. [13] suggested deterministic estimation from rock physics modeling and pre-stack
inversion, and estimated the total gas-hydrate and gas resource volume in Ulleung Basin as about 8.43
× 108 m3 and 1.38 × 1011 m3, respectively. These amounts can provide usable energy for more than
thirty years to the whole nation.
Several methods of dissociating the gas hydrate from the hydrate-bearing sediment (HBS) have
been suggested; thermal or inhibitor injection, depressurization, CO2/CH4 exchange and combinations
of these are representative production methods [14,15]. The main mechanisms of production methods
are to dissociate the hydrate in the form of ice-crystals to a gaseous or liquid state by increasing the
temperature or lowering the pressure. Among other methods, depressurization is the most common
method, and has been applied as a major method of production for the field test (e.g., Mallik site in
2002, Nankai Trough in 2013) for gas hydrate production in the reservoir [16,17].
During depressurization to dissociate the methane gas from HBSs, significant ground settlement
occurs. This is because of the strength and stiffness reduction induced by the phase change of hydrate
(e.g., the state of hydrate converts from ice crystal state to liquid or gaseous state), and the increase of
effective stress, which is the stress carried by the soil. Field test for gas hydrate production has several
technical problem according to the complexity of mechanism aforementioned, and needs huge budget.
Thus, it is essential to perform the numerical analysis to ensure the productivity of gas hydrate and
stability of production facilities before the field test. Thermal-hydraulic-mechanical (THM) coupled
numerical analysis should be performed to simulate the mechanism of gas hydrate production [18].
Several numerical coupled simulators based on kinetic and equilibrium model have been developed (e.g.,
TOUGH+Hydrate [19], HydrateResSim [20], MH21 [21], and STOMP-HYD-KE [22]). Kim et al. [23,24]
also developed the THM coupled simulator using FLAC3D, and verified with cylindrical core
experimental data [25]. The input parameters (e.g., boundary condition, intrinsic hydrate reaction rate,
intrinsic permeability, initial hydrate saturation, overall heat conductivity, wellbore heating temperature,
bottom hole pressure, etc.) and constitutive models (e.g., permeability model, stiffness model, and heat
transfer model) for numerical analysis significantly affects both the energy recovery potential and
geological hazards prevention [26–28]. Kim et al. [26] provided a comprehensive estimation for
model parameters and properties based on vast data from field seismic surveys in Ulleung basin
and laboratory experimental results. Numerical studies on the efficiency and productivity of gas
hydrate production have been carried out continuously, while stability analysis for the hydrate-bearing
sediments or wellbore has not been much considered, although stability analysis is essential to field
production [29–34].
As depressurization is applied in a sediment, frictional forces are evolved at the interface
between the production wellbore and the soil layer due to the stiffness differences of materials.
These frictional forces result in axial stresses induced on the production wellbore [35–37]. For this
reason, soil–structure interaction (SSI) analysis should be conducted before the field test to properly
evaluate the stability of the wellbore and HBS. The concepts of shear and normal coupling stiffness
(also called interface stiffness) based on the linear Coulomb shear strength criterion are widely used
to simulate interfacial stress behavior in numerical analysis [38]. The non-linear behavior of the
soil–structure interface and the displacement behavior were investigated according to the interface
models [39]. However, there is not much research on the stability analysis of the interface between
the production wellbore and HBSs, which is related to the complex mechanism of gas hydrate
production in the oceanic environment. Only a few studies have considered the wellbore stability
during gas hydrate production [24]. Geological stability was assessed for vertical and horizontal
well production scenarios from a displacement perspective [40]. Numerical analyses were performed
to investigate the geomechanical behavior of HBS (e.g., pressure, temperature, hydrate saturation,
and volumetric stain) and wellbore stability during methane production [24,41]. Kim et al. [24]
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also restrictively considered the interface properties related to the interaction behavior between the
sediment and wellbore. Previous studies have conducted the numerical analysis using the interface
model, which considers mainly stiffness of sediments ignoring the confining stress change. The stability
analysis during gas hydrate production has to consider the variation of confining stress according to
depressurization. However, the research which conducted the stability analysis considering confining
stress on interface model has not been published yet.
In this study, the authors investigated the effects of coupling stiffness and slippage phenomena on
the stability of the wellbore under gas hydrate production. The present paper describes the concept
of coupling stiffness, and the limitation of coupling stiffness model used in FLAC3D. The coupling
stiffness models considering the confining stress were derived from the results of experimental tests
using artificial Ulleung basin specimen, and applied to the T-H-M simulator developed in previous
research [24]. Qualitative numerical analyses were performed to investigate the effects of coupling
stiffness and slippage phenomena on the stability of wellbore under depressurization. More specifically,
parametric analysis was conducted to investigate the trend of the development of axial stress according
to the shear and normal coupling stiffness, and effects of slippage phenomena on the evolution of axial
stress of wellbore. Additionally, the relationship between the development of axial stress on wellbore
and geotechnical behavior of hydrate bearing sediments under depressurization was investigated.
2. Thermal–Hydraulic–Mechanical Simulation for Wellbore Stability
The mechanism of gas hydrate production from hydrate bearing sediments (HBS) is the complex
reaction related to thermal, hydraulic, and mechanical (T-H-M) behaviors. This section will provide a
brief description of the constitutive models for the T-H-M simulator, which was developed by Kim
et al. [24]. An explanation is also provided of the limitations of the existing coupling stiffness model
used in the FLAC3D software, with a suggestion for a new linear regression model derived through
experimental tests. Additionally, the concept of stress evolution to consider the slippage at the interface
is described.
2.1. Thermal–Hydraulic–Mechanical Coupled Simulator
Constitutive Models for T-H-M Simulator
In this study, a three-dimensional T-H-M coupled simulator, which was developed by Kim
et al. [24], was used for evaluating the development of axial stress on the wellbore. The T-H-M
simulator is based on the commercial finite difference method program, FLAC3D. By solving coupled
thermal, hydraulic, and mechanical constitutive models, the T-H-M coupled simulator can model
phase behavior, flow of fluids and heat transfer of hydrate deposit. The constitutive models used for
simulated T-H-M are briefly described in this section. An elastoplastic Mohr-Columb model is used in
the mechanical analysis. To consider the phase behavior, equilibrium hydrate pressure (Pe) and the








where Pe is the equilibrium hydrate pressure (kPa), T is the temperature corresponding to pressure
(K), and the model parameters α and β are 42.047 and −9332, respectively. The rate of hydrate
decomposition can be estimated [43]:
∂ng
∂t
= KdAsnSh(Pe − P) (2)
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where ng is the moles of methane in the hydrate, Kd is the kinetic constant (mol m−2Pa−1s−1), As is the
specific surface area of the hydrate-bearing sediment (3.75 × 105 m2), n is the porosity, Sh is the hydrate
saturation, Pe is the equilibrium pressure (kPa), P is the present pressure (kPa), K0 is the intrinsic
kinetic constant (1.24 × 105 mol m−2Pa−1s−1), ΔEa is the activation energy, R is the gas constant (8.314 J
mol−1K−1), and T is the temperature (K). A specific value, (−ΔEa/R) = 9400± 545 K, was applied in
this study.
Multi-phase flow was modeled by Darcy’s law [44] and the relative permeability of gas and water















where kwr is the relative permeability of water, k
g
r is the relative permeability of methane gas, and Se is
the effective saturation. And a, b, and c are the van Genuchten parameters. The dissociating process of





+ ∇qT + ρwcwqw·∇T + ρgcgqg·∇T − qTh = 0, (6)
cT = ρscs + n
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where ΔT is the change in temperature per unit time (K), cT is the effective specific heat (J/kg/K), q is
the seepage-velocity vector (m/s), ρ is the density (kg/m3), and c is the specific heat (J/kg/K), and the
hydrate dissociation enthalpy change ΔH is 56.9 kJ/mol. The subscripts s, g, w, and h represent the soil,
gas, water, and hydrate, respectively. More detailed overall of development and verification of T-H-M
simulator had been described in Kim et al. [23,24].
2.2. Interface Model
2.2.1. Concept of Force Transfer at the Interface
During dissociation of methane hydrate from HBS by the depressurization method, ground
settlement can occur due to the increase of effective stress, which is induced by decreasing the pore
water pressure. At this moment, the frictional forces are generated at the interface between the
production wellbore and the soil layer due to the stiffness difference of material, and draws the
production wellbore. Therefore, it is essential to consider the interface characteristics for accurate
stability analysis of wellbore during depressurization method. The concepts of shear and normal
coupling stiffness (also called interface stiffness) have been widely used in numerical analysis to
consider the interface characteristics [39,46,47]. In this study, the FLAC3D was used to estimate the
wellbore stability considering the interface characteristics under the methane hydrate production.
FLAC3D provides interfaces that are characterized by Coulomb sliding and/or tensile and shear
bonding. The normal and shear forces at the interface are determined at calculation time (t + Δt)
through the following equations:





si A + σsiA (10)
where F(t+Δt)n , and F
(t+Δt)
si are the normal and shear forces (N) at time (t + Δt), respectively. un is the
absolute normal penetration of the interface node into the target face (m), and Δusi is the incremental
relative shear displacement vector (m). σn is the additional normal stress added due to interface stress
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(Pa), and σsi is the additional shear stress vector due to interface stress initialization. kn and ks are
the normal and shear stiffness (Pa/m). A is the representative area associated with the interface node
(m2) [38]. The normal and shear coupling stiffness act like spring constants at the interface. The concept




Figure 1. Concept of transferring the normal and shear stress at the interface under the
depressurization method.
2.2.2. Coupling Stiffness Model in FLAC3D
The shear and normal coupling stiffness are usually determined experimentally by measuring the
stress and deformation through the direct shear test or triaxial test [46,48]. In FLAC3D, the shear and
normal coupling stiffness to estimate the frictional force are derived by empirical model (Equation (11)).
This model is a function of the bulk and shear modulus of soil, and considers that the shear and normal
coupling stiffness has equal value:






where ks, kn are shear coupling stiffness and normal coupling stiffness (MPa/m), respectively; K and G
are bulk and shear modulus (MPa), respectively; Δzmin is the smallest width of an adjoining zone in the
normal direction; and the max [ ] notation indicates that the maximum value over all zones adjacent to
the interface is to be used [38]. While the coupling stiffness model used in FLAC3D considers only
the stiffness of soil, it reveals that the normal and shear coupling stiffness are largely affected by the
interface properties (i.e., confining stress, roughness, interfacial cohesion, interfacial friction angle,
etc.) [49]. In particular, many studies have found that confining stress has a significant effect on the
coupling stiffness through experimental tests [48,49]. Therefore, it is necessary for the interface model
to consider confining stress for accurate stability analysis of the wellbore.
2.2.3. Linear Regression Models from Lab-Scale Experimental Tests
Laboratory-scale tests were performed to investigate the correlation between shear and normal
coupling stiffness with confining stress. Direct shear tests, which consider the shearing interface
between the wellbore and sediment, were conducted to evaluate the shear coupling stiffness. Figure 2a
shows experiment set-up of direct shear test. In this experiments, artificial specimen of the Ulleung
Basin core sample, which has D10 = 52 um, D30 = 90 um, D60 = 145 um, was used to simulatethe
sediments of the pilot test site (UBGH2-6) and a STS316L disk was used as production wellbore
surface. During the shearing, confining stress was maintained with measuring displacement and
load. In addition, consolidation tests were conducted to determine the effect of confining stress on
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the normal coupling stiffness. Displacement was measured while axial stress was applied on the top
of specimen. Figure 2b presents simple diagram of experiment set-up of consolidation tests on the
simulated interface between artificial specimen and wellbore surface. Normal stress was applied until
650 kPa with measuring displacement of the specimen. The experiment was repeated with various






Figure 2. Schematic diagram of lab-scale tests: (a) direct shear test; (b) consolidation test.
Figure 3a shows measured data of shear stress and displacement while shearing wellbore surface
and sediments. The shear coupling stiffness can be derived from the measured data from the slope of
the relationship between shear stress and displacement. The slope was calculated from the peak shear
stress point which represents highest stiffness level at the residual stress condition. Figure 3a shows
that the shear coupling stiffness increases with the increment of confining stress.
(a) (b) 
Figure 3. Results of lab-scale tests: (a) stress-displacement curve of the consolidation test; (b) stress-strain
curve of the direct shear test.
Figure 3b shows the expressed stress with the strain rate instead of displacement because
displacement is affected by size of the specimen. Interface stiffness is calculated as stress divided by
displacement, which is derived from strain. The effective distance concept was utilized to convert
strain into displacement, where the diameter of the production wellbore was considered as the
effective distance.
The linear regression interface models derived from the experimental data are as shown in Figure 4.
The shear and normal coupling stiffness have a linear trend with the confining stress. The models of
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the shear and normal coupling stiffness considering confining stress are as shown in Equations (12)
and (13):
ks = 45 · σ′c − 2.13, (12)
kn = 30 · σ′c + 11.9, (13)
where σ’c is confining stress (MPa).
(a) (b) 
Figure 4. Linear regression models with confining stress: (a) shear coupling stiffness model; (b) normal
coupling stiffness model.
The proposed models and existing model used in FLAC3D were compared. As shown in Figure 5,
the existing model shows a constant value with confining stress because it is a function only for the
modulus. In contrast, the proposed models show linear trends with confining stress, and estimate
the shear and normal coupling stiffness differently. Through the results of the direct shear test and
consolidation test, it is regarded that it is more reasonable to use the proposed models for simulating
the stability analysis of interface behavior.
Figure 5. Comparison of interface stiffness models.
2.3. Slippage at the Interface
2.3.1. Concept of Wellbore Stress Evolution
During production of methane gas from the HBS under the depressurization method,
hydrate-bearing sediment is settled with the increase of effective stress. According to Equation
10, the transferred shear stress at the interface is a function of coupling stiffness, shear deformation,
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shear stress vector, and skin area. Therefore, the transferred shear stress at the interface is proportional
to the ground subsidence due to the shear deformation term. This leads to development of the axial
stress on the wellbore due to the normal and shear coupling stiffness during ground subsidence.
According to the Coulomb stress-strength criterion, the shear stress at the interface cannot exceed the
shear strength of soil (Figure 6). Therefore, the shear failure at the interface occurs when the shear
stress at the interface reaches the shear strength. After the shear failure of the sediments, the friction
between the sediments and wellbore is constant, and there is no additional evolution of axial stress on
the wellbore due to the slippage phenomenon on the interface.
Figure 6. Comparison of interface stiffness models.
2.3.2. Maximum Axial Stress
The axial stress on the production wellbore, which is induced by the compaction of sediments,
cannot be developed over the specific upper bound value according to the Coulomb stress-strength
criterion. This critical stress value is defined as the maximum axial stress in this study. The maximum
axial stress on the wellbore varies with confining stress during depressurization because the axial
stress on the wellbore is a function of the confining stress. The axial stress is developed by the shear
stress on the interface area induced by ground subsidence. The maximum axial stress is derived in the
following order. At first, axial stress on the wellbore, [σa]t (Pa), can be estimated as follows:
[σa]t = τ·As/Ac (14)
where τ (τ = f (ks, usi)) is the shear stress (Pa), usi is the displacement in shear direction (m), As is the
skin area (m2), and Ac is the cross-section area of wellbore (m2). When the shear stress reaches the
shear strength of sediments, slippage occurs and the axial stress at this time is the maximum axial
stress. Therefore, the maximum axial stress can be expressed as:
[σa]max = τ f ·As/Ac (15)
where [σa]max is the maximum axial stress of the wellbore (Pa), and τ f (τ f = c + σ
′
ctanφ′) is the shear
strength in each production period (Pa), c is the cohesion (Pa), σ′c is the confining stress (Pa), andφ′ is the
friction angle (◦). Because the shear stress cannot exceed the shear strength of sediments, the maximum
axial stress converges to a specific value of constant confining stress. However, even in the same
sediment, the shear strength depends on the confining stress, because the shear strength is a function
of confining stress. This means that the maximum axial stress can vary with the confining stress.
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2.4. Algorithm for Stability Analysis of the Wellbore
Procedure for Estimating the Axial Stress on the Wellbore
The present paper suggests an algorithm for estimating the axial stress on the wellbore.
The proposed algorithm consists of the aforementioned constitutive models and the algorithm
for simulating the mechanism of the depressurization method. The flow chart of the proposed
algorithm is shown in Figure 7. The detailed descriptions of each stage are as follows. At the first
stage, initial shear and normal coupling stiffness are evaluated through the initial confining stress
near the wellbore. Second, shear and normal coupling stiffness are updated with changes of pore
pressure and effective stress by depressurization. Third, shear strengths of sediments are evaluated
according to the updated parameters and maximum axial stresses are calculated by shear strength.
Fourth, the maximum stress and axial stress, which is induced by the settlements of HBS, are compared.
If the axial stress generated by the subsidence is larger than the maximum axial stress, then shear
coupling stiffness is set to zero in order to simulate the slippage between the wellbore and sediments.
Otherwise shear coupling stress remains at the same value as in the previous stage and the procedure





= ( ) = ( , )[ ] , [ ]
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Figure 7. Algorithm for well-bore stability analysis of simulator.
2.5. Target Site and Input Parameters
Geotechnical engineers in Korea have searched for potential testbed sites for producing gas
hydrate and researched mechanisms during production. UBGH2-6 is one of the sites explored during
the UBGH2 project and has been established as a pilot test site. The geometry of UBGH2-6 and
structure of the production well are shown in Figure 8. The HBS is located at 140 to 160 mbsf (meters
below sea floor) and methane hydrate is buried in sand layers in this range. The depressurization
method was selected as the production method. From the previous research, it is revealed that the
productivity of gas hydrate and stability of hydrate-bearing sediments are significantly affected by
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bottom hole pressure (BHP), and the appropriate bottom hole pressure for the pilot test is 9 MPa
for Ulleung basin [24]. For this reason, we decided UBGH2-6 as a target site for stability analysis,
and depressurization method as a production method. The depressurization was conducted in the
depth range from 140 to 160 mbsf with a depressurization rate of 0.5 MPa/h until the bottom hole
pressure (BHP) was 9 MPa. The input parameters (i.e., properties of wellbore, mechanical, hydraulic,
and thermal properties of HBS) for the numerical analysis were taken from Kim et al. [24,26], and are
summarized in Tables 1 and 2.
Figure 8. Schematic diagram of modeled geometry, hydrate-bearing sediment (HBS), and casing
structure [24].
Table 1. Mechanical properties of the wellbore [24].









(inch) 36 20 13.375 9.625 9.625 -
Thickness
(inch) 1.5 1 0.514 0.472 0.472 -
Elastic modulus
(GPa) 200 200 200 200 120 3.47
Density
(kg/m3) 7897 7897 7897 7897 7897 1040
Yield strength
(MPa) 390 390 758 758 454.8 1.74
Cohesion
(MPa) - - - - - 17.39
Friction angle
(deg) - - - - - 30
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Table 2. Thermal, hydraulic, and mechanical input properties used in this study [26].







Bulk density of sand (Layer
S; kg/m3) 1700
- Temperature at seafloor(◦C) 0.482
Bulk density of mud (Layer
M1; kg/m3) 1500
- Geothermal gradient(◦C/km) 112
Bulk density of mud (Layer
M2; kg/m3) 1610
- Hydrate occurrence zone(mbsf) 140–153 -
Bulk density of mud (Layer
M3; kg/m3) 1640
- Initial hydrate saturationin sand (Layer S; %) 65 -
Methane hydrate density
(kg/m3) 910
- Initial hydrate saturationin mud (%) 0.0 -
Young’s modulus of sand
(Layer S; MPa) 40




sand (W/m K) 1.45 -
Young’s modulus of mud
(Layer M2; MPa) 18
- Thermal conductivity ofmud (W/m K) 1.00 -
Young’s modulus of mud




(Layer S; -) 0.45 -
Poisson’s ratio of sand
(Layer S; -) 0.25
- Porosity of mud(Layer M1; -) 0.69 -
Poisson’s ratio of mud
(Layer M1, M2, and M3; -) 0.35
- Porosity of mud(Layer M2; -) 0.67 -
Friction angle of sand (Layer
S; deg) 25
- Porosity of mud(Layer M3; -) 0.63 -
Friction angle of mud (Layer
M1, M2, and M3; deg) 22
- Residual water saturation,Swr (-)




0.01 - Cohesion of mud (Layer M1,M2; kPa) 30









Molecular mass of gas, Mg
(g/mol) 16.042
a 0.6 Molecular mass of water,Mw (g/mol)
18.016
b 0.5 Molecular mass of hydrate,Mh (g/mol)
124.14
- c 0.5 Hydrate number, Nh 6
- - - Phase equilibrium modelparameters, α, β 42.047, −9332
3. Results and Analysis
This section describes the results of stability analysis of HBS and the parametric study to evaluate
the effectiveness of each parameter. The first part of this section shows the results of the stability
analysis of HBS during gas hydrate production and describes the relationship between the geotechnical
behavior and axial stress evolution on the wellbore. The second section shows the results of the
parametric study regarding the effects of coupling stiffness and confining stress on the axial stress of
the wellbore. The third section shows the effects of the slippage at the interface on the axial stress.
3.1. Stability Analysis of HBS During Gas Hydrate Production
Geotechnical Behaviors Near the Wellbore During Gas Production
This section describes the effects of geotechnical behavior on the development of axial stress on
the wellbore. The ground subsidence occurs due to increased effective stress during the gas hydrate
production from the hydrate bearing sediments (HBS). The stability analysis of HBS was performed to
examine the geotechnical behavior during gas hydrate production, and to determine the relationship
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between the geotechnical behavior and evolution of axial stress on the wellbore. The coupling stiffness
model of FLAC3D (Equation (11)) was applied in this stability analysis. As shown in Figure 9,
x-axis displacements (i.e., lateral displacement) increase during depressurization. Until 12 hours after
depressurization, no significant lateral displacements were observed. At 30 days after the beginning of
gas production, the maximum lateral displacements of about 0.04 m occurred on both sides of wellbore
at HBS.
Additionally, ground subsidence and heave occur with dissociation of hydrate as shown in
Figure 10. Ground subsidence occurs from the seafloor at initial stage of depressurization. From 7 days
after depressurization, ground heave occurs because of suction pressure (i.e., depressurization rate,
0.5 MPa/h) near the production well. The maximum value of subsidence occurs about 0.22 m at
the seafloor, and the maximum value of heave occurs about 0.03 m at the bottom of the production
well. The aforementioned maximum displacement of HBS is about 0.22 m and is 1.1% of the total
depth of HBS. Despite the relatively small displacement, the large axial stress on the production
wellbore can occur due to the high elastic modulus of the wellbore. From the distribution of x- and
z-axis displacements, it can be deduced that the distribution of confining stress will be similar to the
distribution of x- and z-axis displacements and the maximum axial stress will occur at the position
where the z-axis (vertical direction) displacement is zero.
Distribution of confining stress under depressurization is shown in Figure 11. The development
of the confining stress distribution with production period shows a rhomboid shape slightly shifted
downward. Based on the previous results of lateral and vertical displacements, this shape can be
explained. A rhomboid shape is induced by the distribution of lateral displacement, which shows
maximum displacement at the middle of HBS. In addition, the reason for slightly shifting the maximum
value is because of imbalance between the subsidence and ground heave (i.e., the neutral point
appears slightly below from the middle). From these results, it is inferred that compressive stresses
are generated on the wellbore at HBS, and the maximum axial compressive stress will occur at the
point where displacement is zero (i.e., a point slightly below the middle of HBS). For reasons similar
to those mentioned above, the maximum confining stress was about 11.4 MPa at slightly below the
middle of HBS as shown in Figure 11h. Through the stability analysis of HBS during gas hydrate
production, we can predict that the production wellbore at HBS will be subjected to axial compressive
stress according to the ground behavior. In addition, it was confirmed that the coupling stiffness
model considering confining stress should be applied with depth for accurate stability analysis of
the wellbore.
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Figure 9. Distribution of x-axis displacement with production period: (a) after 1 hour; (b) after 6 hours;
(c) after 12 hours; (d) after 1 day; (e) after 7 days; (f) after 14 days; (g) after 21 days; (h) after 30 days.
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Figure 10. Distribution of z-axis displacement with production period: (a) after 1 hour; (b) after 6 hours;
(c) after 12 hours; (d) after 1 day; (e) after 7 days; (f) after 14 days; (g) after 21 days; (h) after 30 days.
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Figure 11. Distribution of confining stress with production period: (a) after 1 hour; (b) after 6 hours;
(c) after 12 hours; (d) after 1 day; (e) after 7 days; (f) after 14 days; (g) after 21 days; (h) after 30 days.
3.2. Effects of Coupling Stiffness and Confining Stress on Axial Stress of Wellbore
The shear and normal coupling stiffness at the interface are widely used to simulate the interface
behavior in numerical analysis [35,38,39,50]. The shear and normal coupling stiffness act as the
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coefficient of friction of interface between the wellbore and sediments. Typical values of the
shear and normal stiffness for rock joints range from roughly 10 to 100 MPa/m for joints with
soft clay in-filling [48,51,52]. According to the roughness differences between steel plate and rock,
the experimental value obtained in this study is the value for the interface between soil and steel plate,
which can be considered to be an appropriate value based on the aforementioned range (i.e., 10 to
100 MPa/m). Additionally, we confirmed that the shear and normal coupling stiffness vary with the
confining stress (see Section 2.2.3). This section describes the effects of coupling stiffness and confining
stress on axial stress of wellbore.
3.2.1. Parametric Analysis
The effective stress increases with decreasing pore pressure during depressurization. For this
reason, the ground subsidence of HBS take places and induces the axial stress of the wellbore by
pulling the wellbore down during production. A parametric study was performed to determine the
effects of the shear and normal coupling stiffness on the stability of wellbore. Cases were defined based
on the direct shear test data with confining stress of 600 kPa and consolidation test data with confining
stress of 1500 kPa (case I). The effects of confining stress have not been considered in cases I to IV
(using the FLAC3D model). Additionally, case V (using the new model described in Section 2.2.3, i.e.,
the applied coupling stiffness model considering confining stress) was defined to determine the effects
of confining stress on axial stress of the wellbore. The applied cases are summarized in Table 3.







I 57.41 × 106 26.11 × 106 Experimental data
II 5.74 × 106 26.11 × 106 1/10 kn compared to case I
III 28.71 × 106 2.61 × 106 1/2 kn and 1/10 ks compared to case I
IV 57.41 × 106 2.61 × 106 1/10 ks compared to case I
V kn = 30 · σ′c + 11.9 ks = 45 · σ′c − 2.13 Consider confining stress
3.2.2. Results of Parametric Study
The results of the parametric study are shown in Figure 12. The production period for parametric
analyses is 14 days. The distribution of axial stress on the wellbore for case I is shown in Figure 12a.
As shown in Figure 12a, the compressive and tensile stresses on the wellbore are developed due to
the ground subsidence. The distribution of axial stress on the wellbore in other cases also showed
a similar trend to case I. The maximum compressive and tensile stress of each case are shown in
Figure 12b. The yield strength of the production wellbore (9 5/8” casing) is 454.8 MPa in this study.
The compressive axial stress of case I, II and V (Figure 12b) exceed the yield strength of the wellbore
located at the screen parts. By contrast, results of case III and IV show compressive stresses of the
wellbore lower than the yield strength and the tensile stresses are similar for all cases.
The effect of normal coupling stiffness on axial stress can be confirmed through the comparison
between case I and II or case III and IV. Cases I has a normal stiffness 10 times higher than those of
case II. The results show that the compressive and tensile stress increased about 1.2% (i.e., from 739 to
748 MPa) and 0.3% (i.e., from 335 to 336 MPa), respectively, while normal stress increased 10 times.
On the other hand, case III has a normal stiffness twice as high as those of case IV, but show almost no
difference in axial stresses. The effect of shear coupling stiffness can be confirmed by the comparison
between case I and IV. These cases have 10 times difference in the shear coupling stiffness, and show
that the maximum compressive stress significantly increased about 174% (i.e., from 273 to 748 MPa).
From the above comparisons, it can be concluded that the shear coupling stiffness significantly affects
the development of axial stress of the wellbore, while the normal coupling stiffness has little effect.
66
Energies 2019, 12, 4177
In addition, the effect of the confining stress on the axial stress development of the wellbore can be
explained in case V. The maximum axial compressive stress, 1194.6 MPa, of case V was about 2.6 times
greater than the yield strength of the wellbore and significantly greater than those of other cases.
The considerably large development of the maximum axial compressive stress compared to other cases
is due to the large shear and coupling stiffness according to the increase of confining stress. During the
14-day period of gas production, the pore pressure decreased to 9 MPa and consequently the confining
stress increased until about 7.6 MPa. After 14 days of gas production, relatively large shear and normal
coupling stiffness (319.8 and 239.4 MPa, respectively) were derived by the coupling stiffness models
considering the confining stress. This large shear and normal coupling stiffness increased axial stress
on the wellbore. From this result, it is concluded that the consideration of confining stress largely
affects the development of axial stress on the wellbore. Therefore, the variation of confining stress
should be considered in coupling stiffness models for accurate analysis.
 
(a) (b) 
Figure 12. Distribution of axial stresses with depth (non-consideration of the slippage at the interface):
(a) Distribution of axial stress with depth for case I; (b) comparison of the maximum compressive and
tensile stress.
3.3. Effects of Slippage at the Interface
As described in Section 3.1, the confining stress increases during gas hydrate production.
Relatively high maximum compressive stress was derived in Section 3.2 due to non-application
of slippage phenomena. In this section, stability analysis was performed by considering the slippage
phenomenon according to the Coulomb stress–strain criterion (see Section 2.3). Development of
compressive stress with the production period is shown in Figure 13a. The pore pressure (i.e., bottom
hole pressure) near the screen part decreased from the initial state, 23.5 MPa, to target pressure, 9 MPa.
The depressurization rate was 0.5 MPa/h in this study. After 29 hours of gas production, the bottom hole
pressure was reduced to 9 MPa and this pressure spreads out of the production wellbore. Under the
influence of changes in pore pressure, the confining stress also rapidly increased in the initial state.
The compressive stress sharply increased in the depressurization period and converged to a certain
value (334.9 MPa for this study). The shape of the development of axial compressive stress of the
wellbore was similar to the Coulomb stress-strain curve (Figure 6).
Distributions of axial stress with depth of the wellbore under depressurization are shown in
Figure 13b. The maximum axial compressive stress converged to 334.9 MPa from 14 days after the
beginning of depressurization. The generated maximum axial stress is about 74% of the yield strength
of the wellbore, 454.9 MPa. This means that the production well will be stable until 30 days after
the start of production. The maximum compressive stress converges to a constant value, and the
convergence range gradually spreads to the whole range of the production wellbore. This is because
the coupling stiffness applied differently with the depth of wellbore, and is considered to be zero after
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the slippage phenomena (see Section 2.4). Similar to the geotechnical behaviors of the previous section,
the maximum axial compressive stress has been observed from about 153 mbsf in which the neutral




Figure 13. Results of stability analysis considering the coupling stiffness models: (a) Development of
the maximum axial stresses with production period; (b) distribution of axial stress with depth.
4. Discussion
4.1. Comparison of the Models
This section suggests a suitable method for stability analysis of the wellbore based on the results
of the present study. The axial stress on the wellbore was largely affected by the coupling stiffness
and, as shown in the distribution of confining stress (see Figure 11), the confining stress varies with
the depth of the wellbore. From the results of the direct shear test, it was revealed that the coupling
stiffness changes with confining stress. However, the existing model of the shear and normal coupling
stiffness in FLAC3D is the function of the shear and bulk modulus without consideration of the
confining stress. Therefore, it is difficult to obtain accurate stability analysis results using the existing
model in FLAC3D. This study suggests that the stability analysis for the wellbore during gas hydrate
production has to consider the coupling stiffness differently with confining stress according to the
depth. Parametric studies have been conducted to investigate the effect of coupling stiffness change
according to the depth on the development of the axial stress on the wellbore to verify the proposed
stability analysis method.
The previous section described the effects of coupling stiffness and geotechnical behavior on
development of axial stress. In this section, parametric analysis was carried out to understand the
effects of coupling stiffness model and slippage at the interface. Assigned cases for the parametric
analysis are summarized in Table 4.
Table 4. Comparison of cases for parametric analysis.
Case Coupling Stiffness Model Slippage at Interface Production Period
A w/o consideration w/o consideration 14 days
B
With consideration FLAC3D (constant)




] w/o consideration 14 days
C With consideration the confinement dependent model (this study)
ks = 45 · σ′c − 21.4
kn = 30 · σ′c + 11.9
w/o consideration 14 days
D with consideration 14 days
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As a control case, Case A did not apply the coupling stiffness model and the slippage at the
interface. Case B applied the existing FLAC3D model, which is the function of the shear and bulk
modulus without consideration of confining stress, as a coupling stiffness model. Case C applied
the linear regression models derived from this study, and does not consider the slippage at the
interface. Case D applied the linear regression model and also considered the slippage at the interface.
The production period was set to be 14 days for all cases.
4.2. Comparison of Results According to Model Application
Results according to model application are shown in Figure 14a and comparison of the maximum
compressive and tensile stresses of each case are shown in Figure 14b. Case A, which does not consider
the coupling stiffness, showed almost zero axial stress on the wellbore because the transferred stress
from the sediments to the wellbore was too small. Cases B and C yielded maximum axial compressive
stresses of 520.4 MPa and 1194.6 MPa, respectively. This difference of the maximum compressive
stress is due to the difference of coupling stiffness. The shear coupling stiffness of case C (339 MPa/m)
is about 3.72 times larger than that of Case B (91 MPa/m for sand sediment) at the completion of
depressurization (see Figure 5). As a result, the maximum compressive stresses of C is 2.3 times higher
than those of case B. This result tends to be similar to the results of parametric studies to derive the
effects of coupling stiffness (see Section 3.2). The maximum compressive stresses of both Cases B and
C exceeded the yield strength of 9 5/8” casing, 454.8 MPa. Unlike the results of Cases B and C, Case D
shows that the maximum axial compressive stress, 334.9 MPa, of the wellbore was lower than the yield
strength of the 9 5/8” casing.
(a) (b) 
HBS
Figure 14. Results of parametric analyses: (a) Distribution of axial stress; (b) the maximum axial stresses.
Because the coupling stiffness acts as a spring constant at the interface between the wellbore and
soil sediments in the numerical analysis, the large coupling stiffness induces the large axial stress
according to the ground subsidence. Therefore, it is deduced that the case for non-consideration of the
slippage phenomena over-estimates axial stress. From the results of parametric study, it is revealed
that the proposed method, which considers the coupling stiffness differently with depth, can accurately
simulate the stability of the wellbore during the gas hydrate production.
5. Conclusions
The aim of the present study was to evaluate the stability of a production wellbore under the
depressurization method for gas hydrate production from hydrate bearing sediments. In order to
evaluate the stability of the wellbore, it is essential to consider the interface behavior between the
wellbore and hydrate bearing sediments. In this paper, an algorithm for wellbore stability analysis
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was suggested. The effects of the shear and normal coupling stiffness were investigated and coupling
stiffness models, which considered confining stress and slippage phenomena, were suggested and
applied to the algorithm. The key findings from this study are as follows:
• The shear and normal coupling stiffness have to be considered to simulate the interface between
the wellbore and the ground. From the parametric analysis relating coupling stiffness to wellbore
stability, shear coupling stiffness has a significant effect on the development of axial stress of
the wellbore while normal coupling stiffness does not affect the development of axial stress on
the wellbore.
• The shear and normal coupling stiffness are the function of confining stress. This study derived
a coupling stiffness model considering confining stress by performing the direct shear test and
consolidation test.
• The shear coupling stiffness has to be considered differently from the depth of the wellbore to
estimate the actual development of axial stress on the wellbore.
• The compressive stress is induced at the wellbore due to the subsidence and heave of the ground.
• As the effective stress with depressurization for gas hydrate production increases, slippage occurs
between the wellbore and the ground because of shear failure. After shear failure, additional
axial stress on the wellbore is not developed. For this reason, the maximum generated axial stress
converges to a whole range during gas hydrate production.
• Preferentially, the maximum axial stress occurs at the neutral point where displacement is zero,
and gradually converges to the whole range of the wellbore. The final conclusion based on
the key findings is that the coupling stiffness has to be considered differently from the depth
of the wellbore, and the slippage phenomena also has to be considered to performed accurate
stability analysis.
This study contains limitation and the authors suggest further work. In this study, the coupling
stiffness models are valid only for Ulleung basin because the models were derived from the experimental
results using Ulleung basin sediment. In order to improve the applicability of the models, it is necessary
to develop them including factors (e.g., bulk and shear modulus) that can consider the characteristics
of the soil type.
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Abstract: Strength parameters of the host rock is of paramount importance for modelling the
behaviors of underground disposal repository of high-level radioactive waste (HLW). Mobilization of
strength parameters should be studied for a better understanding and modelling on the mechanical
behaviors of the surrounding rock, considering the effect of temperature induced by the nuclear waste.
The granite samples cored from NRG01 borehole in Alxa candidate area in China for HLW disposal
are treated by different temperatures (T = 20 ◦C, 100 ◦C and 200 ◦C), and then are used to carry out a
series of uniaxial and tri-axial compression experiments under various confining pressures (σ3 = 0, 5,
10, 20, and 30 MPa) in this study. With the recorded axial stress—axial strain and axial stress—lateral
strain curves, mobilization of both Mohr-Coulomb and Hoek-Brown strength parameters are analyzed
with the increasing plastic shear strain. It has been found that NRG01 granite samples show generally
similar cohesion weakening and friction strengthening behaviors, as well as the non-simultaneous
mobilization of Hoek-Brown strength parameters (mb and s), under the effect of various treatment
temperatures. Furthermore, the samples treated by higher temperatures show lower initial values of
cohesion, but their initial friction angle and mb values are relatively higher. This should be mainly
owing to the thermally induced cracks in the samples. This study should be helpful for a better
modelling on the mechanical behaviors of NRG01 granite samples as the host rock of a possible HLW
disposal repository.
Keywords: granite; HLW disposal; plastic strain; temperature; CWFS; damage process; yield
condition; strength criterion
1. Introduction
Granite is considered as one of the most important types of host rock for geological disposal of
high-level radioactive waste (HLW) [1–9]. An appropriate modelling on the mechanical behavior
of granite is of great importance for site selection and design of the repository [9–13]. Specially, it
should be noted that the heat induced by the nuclear waste may have considerable influences on the
mechanical behavior of the host rock, so the thermal effect cannot be ignored [8,12,14–17].
There have been extensive studies on the mechanical behaviors of the host rock for HLW
disposal [1,9,18–22]. In many studies, simultaneously mobilized Mohr-Coulomb strength parameters
(cohesion and friction angle) were used in the modelling of the underground excavation [23–27].
In order to describe the plastic strain softening behavior of the rock, they assumed that both cohesion
and friction angle degrade from the initial value to the residual value with the increasing plastic
strain, and piecewise linear models were usually adopted [23–27]. However, based on a series of
Energies 2019, 12, 4237; doi:10.3390/en12224237 www.mdpi.com/journal/energies74
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theoretical analyses and laboratory experimental studies on cohesive soil, granite, marble, limestone,
etc., it has been found that the geo-materials always show non-simultaneous mobilization of strength
components, i.e., cohesion will be degraded and friction angle will be enhanced with the increasing
damage or plastic strain during the failure process [26,28–35]. This is owing to the development of
cracks inside the rock decreases the cohesive strength, while the induced crack surfaces make the
frictional strength increases [26,29,36]. Accordingly, the cohesion weakening friction strengthening
(CWFS) model was proposed, and this model with linear equations was used for modelling the failure
process of URL Mine-by tunnel [26,29,36]. A comparison study shows that CWFS model can capture
the failure extent and depth of failure (DOF) of this circular excavation better than the other widely used
models such as elastic model, elastic-perfectly plastic model, elastic-brittle model, etc. [26]. Thereafter,
more linear CWFS models are used in the researches and give reasonable simulations on the stability of
underground openings, pillars, as well as the process of crack propagation [30,37–39]. Nonetheless, it
was pointed out that the linear CWFS model may result in a problematic behavior of the stress – strain
curves, and a fitted non-linear CWFS model with smooth curves was proposed, which was proved
to be able to capture the gradual damage process better [31]. More recently, reference [40] proposed
the guidelines for the parameters selection for CWFS modelling analysis of excavations. Up to date,
the concept of CWFS analyses has widely been accepted in modelling the failure of brittle rocks.
However, the studies on the mobilization of strength parameters mainly focused on the
Mohr-Coulomb criterion. As an actual fact, Hoek-Brown criterion is also widely used in the modelling of
field rock engineering [41,42]. There were some studies using piecewise linear models with simultaneous
mobilization of Hoek-Brown strength parameters (m and s) to analyze rock behaviors [23,24,26,43].
Nevertheless, according to the above-mentioned analyses on the non-simultaneous mobilization of
cohesion and friction angle, we should notice whether the Hoek-Brown strength parameters may also
be mobilized non-simultaneously during the damage and failure process of rock. If the answer is
yes, what is the characteristics of this mobilization? What is the relationship between the mobilized
Hoek-Brown strength parameters and the rock damage or plastic strain? This has not been investigated
in the published researches, and it is required to conduct a detailed study.
In the recent several decades, extensive field and laboratory researches have been carried out in the
site selection of HLW disposal in China [1,2,4,10,15,20,22,44,45]. Alxa candidate area in Inner Mongolia
is one of the three candidate areas with large volume of granitic rock. Figure 1 presents the location of
Alxa area with two sub-areas (TMS and NRG), as well as the main geological structures around this area.
More detailed information about Alxa area has been provided in reference [1]. Field investigations on
the outcrops have been conducted and four boreholes (named as TMS01, TMS02, NRG01 and NRG02)
with the depth of 600 m have been drilled. Laboratory experiments on the cored samples have also been
carried out for studying the mechanical properties of the rock. These researches show that the granite
around NRG01 borehole shows the best rock mass quality in Alxa candidate area [1]. Nonetheless,
further studies should still be conducted on NRG01 granite samples with coarse grains for a better
modelling on the mechanical behaviors. What is the characteristics of the mobilization of cohesion and
friction angle for NRG01 granite samples? How will the heat produced by the nuclear waste affect
the mechanical behavior of NRG01 granite samples during the damage and failure process? Will the
mobilization of Hoek-Brown strength parameters occur for NRG01 granite samples in a simultaneous
or non-simultaneous way? Is there any suitable equations to describe this mobilization? What is
the mechanism?
Based on a series of systematic uniaxial and tri-axial compression experiments on NRG01 granite
samples treated by different temperatures, mobilization of both Mohr-Coulomb and Hoek-Brown
strength parameters have been analyzed in details. This paper is organized as follows: In Section 2,
the physical and mechanical properties of the samples, the experimental setup and methods will be
introduced. The experimental results will be presented in Section 3. Section 4 will provide the systematic
data analyses and discussions on both the mobilization of Mohr-Coulomb and Hoek-Brown strength
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parameters during the failure process of NRG01 granite samples under different heat treatments. Based
on the above-mentioned analyses and discussions, some conclusions will be drawn in Section 5.
Figure 1. Schematic map of main geological structures around Alxa area. Modified after [46]. TMS01,
TMS02, NRG01 and NRG02 are four boreholes drilled in TMS and NRG sub-areas.
2. Samples and Experimental Methods
NRG01 granite samples treated by different temperatures are used to conduct a series of uniaxial
and tri-axial compression tests with various confining pressures. The obtained stress-strain data will
be used for analyzing the mobilization of strength components during the brittle failure of granite
considering the thermal effect.
2.1. Samples
The granite samples are cored from NRG01 borehole, which is one of the four 600 m-deep boreholes
in Alxa area. According to the field investigations on the corresponding outcrops, RQD analyses on
the drilling cores, as well as the mechanical experiments on the cored specimens in laboratory, NRG01
samples show the best structural and strength quality and thus are selected to be used for further
studies [1].
The pink samples are cored from the depth of 500–600 m. The typical samples are presented in
Figure 2a,b. It can be found that the samples are heterogeneous and have coarse particles. According to
the observation on thin sections under polarized microscopy, the mineral contents and the grain
sizes of NRG01 granite samples are analyzed and listed in Table 1 [47]. Based on the mineral
components, the samples should be named as biotite syenogranite. Nevertheless, they are still called
as granite samples in this paper for simplicity. Figure 2c shows a comparison on the strength values
of different granite samples under various confining pressures. Apparently, NRG01 samples have
higher strength than TMS01 granite samples cored from TMS01 borehole in TMS sub-area (shown in
Figure 1) of Alxa candidate area. Compared with BS06 granite samples cored from Beishan candidate
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area in Gansu Province [48], NRG01 samples show a little lower strength under lower confinements
(σ3 = 0–10 MPa), while a little higher strength under higher confinements (σ3 > 10 MPa). Based on peak
strength values fitted with linear Mohr-Coulomb criterion, NRG01 granite samples have the cohesion
of 20.1 MPa, and internal friction angle of 57.5◦. Hoek-Brown criterion is also used to analyze the data,




Figure 2. (a,b) Typical NRG01 granite samples (Height: 100mm; Diameter: 50mm) [1] and (c) strength
of NRG01 granite under various confinements comparing with TMS01 granite as well as BS06 granite
from Beishan area, Gansu Province [48].
Table 1. Mineral contents and grain sizes of NRG01 granite samples (based on [47]).
Minerals Contents Grain Sizes (mm)





A series of cylindrical NRG01 granite samples are well prepared (listed in Table 2) for uniaxial and
tri-axial compression experiments under various confining pressures (σ3 = 0, 5, 10, 20, and 30 MPa).
Concerning the heat produced by the high-level radioactive waste during the long-term disposal
period, the effect of temperature should also be considered in this study. According to an extensive
review on the conceptual design of repositories [7,49–52], the temperature applied on the host rock
will be no higher than 100 ◦C–120 ◦C. Consequently, this study focuses on the range from 20 ◦C (room
temperature) to 200 ◦C.
The specimens are firstly heated in a heating cabinet to the designed temperatures as shown in
Table 2. The heating rate is set as 2 ◦C/min. When the target temperatures are reached, the heat treated
samples are used for a series of uniaxial and tri-axial compression experiments with the TAW2000
servo-control tri-axial compression test system in Key Laboratory of Shale Gas and Geoengineeirng,
Chinese Academy of Sciences. It should be noted that the rock specimens cannot remain their treatment
temperatures as there is not a heating system during the compression tests. The confining pressures
are applied to the target values as presented in Table 2, followed by the axial loading at a constant
strain rate of 1.0 × 10−5·s−1. During each test, the axial and lateral strain are both measured with a
set of extensometers, and the axial stress is obtained according to the axial load monitored by a force
sensor. Consequently, the axial stress – axial strain curve and axial stress—lateral strain curve can be
77
Energies 2019, 12, 4237
recorded for each test, and the failure characteristics of the specimens will also be observed after the
experiments are completed.
Table 2. Design for the tests under different confinements and heat treatment.
NO. Length (mm) Diameter (mm) Density (g/mm3) Confinement (MPa) Temperature (◦C)
N1-20 100.17 49.55 2.64 0 20
N1-14 100.13 49.51 2.65 5 20
N1-29 99.67 49.99 2.63 10 20
N1-7 100.31 49.99 2.65 20 20
N1-23 100.09 49.46 2.64 5 20
N1-77 100.39 50.17 2.63 0 100
N1-83 100.32 50.03 2.63 5 100
N1-85 100.15 50.02 2.65 10 100
N1-88 100.28 50.14 2.64 20 100
N1-92 100.45 50.11 2.64 30 100
N1-79 100.49 50.21 2.65 0 200
N1-82 100.32 49.74 2.64 5 200
N1-87 100.37 50.13 2.63 10 200
N1-89 100.45 49.72 2.64 20 200
N1-93 98.79 50.14 2.65 30 200
3. Experimental Results
The differential stress—axial strain curves and differential stress—lateral strain curves for all the
tests are presented in Figure 3a–e. It should be noted that differential stress (σ1 − σ3) is used in these
curves in order for a more consistent observation. The peak strength values and the strength envelopes
fitted with Hoek-Brown criterion are shown in Figure 3f. Based on these test results, some features can
be observed as follows:
(1) For the NRG01 granite samples treated by different temperatures (T = 20 ◦C, 100 ◦C and 200 ◦C),
the differential stress – axial strain curves show the similar brittle – ductile transition behaviors
with the increasing confining pressures (σ3 = 0–30 MPa);
(2) According to the experimental results, the heat treatment by temperatures no higher than 200 ◦C
does not have very significant influence on the stress – strain curves of the NRG01 granite
samples under various confining pressures (σ3 = 0–30 MPa). However, if we make a more careful
observation, it can be found that the samples treated by higher temperature show relatively more
ductile behavior during the post-peak stage;
(3) The peak strength values are also very close for the samples treated by different temperatures.
This means that the heat treatment by temperatures no higher than 200 ◦C does not have very
obvious influence on the strength values of the NRG01 granite samples under various confining
pressures (σ3 = 0–30 MPa).
Figure 3. Cont.
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Figure 3. Differential stress—axial strain and differential stress—lateral strain curves of NRG01 granite
samples treated by various temperatures under the confinement of (a) 0 MPa, (b) 5 MPa, (c) 10 MPa,
(d) 20 MPa, (e) 30 MPa; and (f) the fitted peak strength envelops.
4. Data Analyses and Discussion
4.1. Mobilized Mohr-Coulomb Strength Parameters During Failure of NRG01 Granite
4.1.1. Analytical Method
According to the previous studies [26,28,31,33,53], the Mohr-Coulomb strength parameters
(cohesion c and inner frictional angle ϕ) of rock should be mobilized dependent on rock damage or
plastic parameters of geo-materials. The most widely accepted plastic parameter is the plastic shear
strain γp, which can be obtained as the difference between the maximum and minimum principal
plastic strains (εp1 and ε
p






There are usually two methods to obtain the plastic strain values. One method is to differentiate
the recoverable and irrecoverable strain by taking cyclic loading-unloading experiments. The plastic
strain can be obtained from the irrecoverable strain in each cycle of the tests directly, however, it
is quite complicated to control this type of experiment, and the data is limited by the numbers
of cycles [27,33,54,55]. Therefore, another method is developed based on the assumption that the
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unloading curve in each cycle has the same modulus as the initial deformation modulus. In this
way, a series of plastic strains can be obtained with a series of assumed loading-unloading cycles
by just carrying out conventional uniaxial and tri-axial compression experiments. This method has
been widely accepted and used in many studies [27,33,54] and is also employed here in this research.
Figure 4 gives a sketch to illustrate this method for determining the plastic axial and lateral strains, as
well as the corresponding axial stress values. A series of lines parallel with the tangent lines at the
linear elastic stage of the σ1-ε1 curves are drawn to determine the plastic axial strain ε
p
1,i and plastic
lateral strain εp3,i, respectively. The symbol i here is a series of positive integers, showing that a series
of plastic strain values can be collected with this method. It should be noted that there is a gap |OA|
owing to the crack closure stage of σ1-1 curves, so this gap should be removed for determining the
plastic axial strain εp1,i:
ε
p
1,i = |OB| − |OA|, ε
p









Figure 4. Sketch of the method for determining plastic strains and the corresponding stress values.








For each plastic shear strain, the corresponding maximum principal stress σ1 is collected under
different confining pressures σ3. Thereafter, cohesion c and internal friction angle ϕ can be calculated





1− sinϕ σ3 (4)
The values of c and ϕ can then be plotted with the increasing plastic shear strain. As the
temperature induced by the high-level radioactive waste may affect the mechanical behavior of the
host rock, the evolutionary characteristics of c and ϕ are also studied for NRG01 granite under different
heat treatment (20 ◦C–200 ◦C).
4.1.2. Data Analyses and Discussion
Based on the stress-strain curves of NRG01 granite under different heat treatment and confinements
presented in Figure 3, as well as the methodology demonstrated in Section 4.1.1, a series of axial stress
at different plastic shear strains can be plotted in Figure 5. For each plastic shear strain, a set of axial
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stress values under various confining pressures can be obtained to calculate the cohesion and friction
angle. These values are shown in Figure 5.
Figure 5. Evolution of maximum principal stresses of NRG01 granite samples treated by different
temperatures: (a) T = 20 ◦C; (b) T = 100 ◦C and (c) T = 200 ◦C.
The results obtained in Figure 6 show that NRG01 granite samples have the generally cohesion
weakening and friction strengthening (CWFS) behaviors for various treatment temperatures (room
temperature to 200 ◦C). According to the published references [26,29,31,36], the cohesion component
should be weakened to the residual value before the full mobilization of friction angle, however, it is
not true for NRG01 granite treated by different temperatures. It is shown that cohesion is weakened
in a gradual manner with increasing plastic shear strain, nevertheless, the friction angle increases to
the peak value more immediately. As an actual fact, the test results similar to this study can also be
found in references [30,31,33]. This difference has also been discussed in [29,36], and it is believed that
the plastic strain limit at which the cohesion reaches the residual value or the friction angle is fully
mobilized is dependent on many factors such as the rock type, grain size, heterogeneity, as well as the
hoop effect owing to the cylindrical shape of the specimens, etc. More systematic studies should be
carried out to learn more clearly about the exact influencing factors and the mechanism.
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Figure 6. Mobilized (a) cohesion and (b) friction angle of NRG01 granite samples treated by
different temperatures.
Based on the characteristics of the mobilized cohesion and friction angle presented in Figure 6,
the generally used linear CWFS model [30,37–39] may not be suitable for NRG01 granite. For a better
description of the rock behaviors, a non-linear model should be used. With the fitting Equations (5)
and (6) proposed in reference [31], the mobilized cohesion and friction angle values can be well fitted
as shown in Figure 6. The fitted coefficients are listed in Table 3.











where, ci and cr are the initial and residual values of cohesion, respectively. γ
p
c,r is the plastic shear
strain when the cohesion is close to the residual value.
























where, ϕi is the initial value of friction angle, while ϕmax is the maximum value, and ϕr is the residual
value. γpϕ,max is the plastic shear strain when the friction angle is close to its peak value, while γ
p
ϕ,r is
the plastic shear strain when the friction angle is close to its residual value.
Table 3. The fitted coefficients determining the mobilized Mohr-Coulomb strength parameters during
the failure of NRG01 granite samples under different treatment temperatures.





20 31.99 18.00 3.93 0.6696 32.78 55.91 48.58 0.31 3.52 0.9864
100 24.67 12.00 11.35 0.8341 34.14 55.74 48.43 0.35 3.23 0.9746
200 28.31 26.26 2.08 0.2001 39.21 53.70 39.89 0.38 4.3 0.9931
According to Figure 6, it can also be observed that the different treated temperatures may lead
to a few different evolutionary behaviors of cohesion and friction angle for NRG01 granite samples.
The more obvious influences are shown for the behaviors of cohesion component, i.e., the sample under
room temperature (T = 20 ◦C) shows an apparently higher initial cohesion value (c = 31.99 MPa), and a
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more obvious decrease with the increasing plastic shear strain, compared with the samples treated by
higher temperatures (c = 24.67 MPa and 25.88 MPa for T = 100 ◦C and 200 ◦C, respectively). This should
be explained by the more thermally induced cracks in the heat treated samples, which decreased the
initial cohesive strength of the specimens. According to Figure 6b, the thermally treated samples by
higher temperatures present higher initial friction angles (ϕ = 38.87 ◦ for T = 200 ◦C, compared with ϕ
= 32.54 ◦ and 33.74 ◦ for T = 20 ◦C and 100 ◦C, respectively), which should also be resulted from the
more thermally induced crack surfaces treated by higher temperatures. Based on these observations,
a general trend can be concluded that higher treatment temperatures may lead to relatively lower
initial values of cohesion (c) and higher initial values of friction angles (ϕ) for NRG01 granite samples.
This phenomenon should be owing to the different amounts of thermally induced cracks inside the
rock under the effects of different temperatures.
This section demonstrates the characteristics of mobilized cohesion and friction angle during the
failure process of NRG01 granite samples treated by different temperatures. The non-simultaneous
mobilization should be considered in the constitutive models when analyzing the stability of the host
rock for site selection or design of a HLW disposal repository.
4.2. Mobilized Hoek-Brown Strength Parameters During Failure of NRG01 Granite
As discussed above, the non-simultaneous mobilization of strength parameters mainly focused
on the linear Mohr-Coulomb criterion. For the widely used non-linear Hoek-Brown criterion, only
simultaneous mobilization of strength parameters (m and s) can be found to be considered in the
published studies [23–26]. It is quite necessary to research the mobilization behaviors of Hoek-Brown
strength parameters during the failure process of rock. This section will present such a study based on
the laboratory experiments on NRG01 granite samples treated by different temperatures.
4.2.1. Analytical Method
The similar method as illustrated in Figure 4 is used here for determining a series of plastic strain
and axial stress values. So the same results presented in Figure 5 can be used in this part of analyses.
For each certain plastic shear strain value, the set of stress values under different confining pressures
are used to fit the Hoek-Brown criterion [26,42]:








where, σ1 and σ3 are the maximum and minimum principal stresses, respectively; σci is the uniaxial
compression strength of the intact rock; mb, s and a are the constants for the damaged rock specimens.
It should be noted that the parameter s is related to the fracturing degree of the samples.
When σ3 = 0, the uniaxial compression strength of the damaged samples can be obtained as:
σc = σcisa, (8)











where, GSI is the Geological Strength Index indicating the rock quality with the number ranging from
0 (totally fractured) to 100 (intact) [41,42]. It can be seen that for 25 < GSI < 100, the value of a is very
close to 0.5. Therefore, a is reasonable enough to be set as a constant number 0.5 for simplicity in this
study. Thereafter, for the damaged samples at each plastic shear strain, s can be identified based on the
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With the determined s values, a series of mb values can be obtained by fitting the data in Figure 5
with Equation (7). As a result, the mobilized mb and s values varying with plastic shear strain for
NRG01 granite samples treated by different temperatures are presented in Figure 7a,b, respectively.
m s
Figure 7. Mobilized Hoek-Brown strength parameters (a) mb and (b) s of NRG01 granite treated by
different temperatures: T = 20 ◦C, T = 100 ◦C and T = 200 ◦C.
4.2.2. Data Analyses and Discussion
According to Figure 7, for NRG01 granite samples treated by different temperatures (T = 20 ◦C,
100 ◦C and 200 ◦C), several features can be observed as follows:
(1) Similar to the mobilization of cohesion and friction angle, the mobilization of Hoek-Brown
strength parameters (mb and s) is also non-simultaneous during the failure process of NRG01
granite treated by different temperatures no higher than 200 ◦C;
(2) With increasing plastic shear strain, mb increases significantly to a maximum value and then
decreases until a residual value;
(3) s decreases gradually with the increasing plastic shear strain. This is related to the damage and
fracturing process during the tests.
The mobilization of mb can be fitted with Equation (11):
























where, mbi and mbr are the initial and residual value of mb, respectively; mbmax is the maximum value
of mb; γ
p
mb,max is the plastic shear strain when mb is close to its peak value, while γ
p
mb,r is the plastic
shear strain when mb is close to its residual value.






)n + sr, (12)
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where, si and sr are the initial and residual value of s, respectively. γ
p
0 is the transitional plastic shear
strain when the s value turns to decrease in a gradual manner. n is a constant determining the shape of
the curve.
The fitted curves are presented in Figure 7, and the fitted coefficients are shown in Table 4.
According to Figure 7a, it can be observed that the mobilization of mb value has very similar
characteristics with the increasing plastic shear strain, for the NRG01 granite samples treated by
different temperatures (T= 20 ◦C, 100 ◦C and 200 ◦C). Based on a more detailed observation on Figure 7a,
we can find that for the NRG01 granite samples treated by the temperature T = 200 ◦C, the initial value
of mb = 7.24. This is apparently higher than the value for the cases of lower temperatures (mb = 3.54
and 2.59, for T = 20 ◦C and 100 ◦C, respectively). It is always believed that mb value is more related to
the frictional strength in Mohr-Coulomb criterion [29,56]. For the case of T = 200 ◦C, there should be
more crack surfaces induced by the heat in the granite samples, and this should be the reason why the
initial values of friction angle and mb are both higher. According to Figure 7b, the mobilization of s
value are also quite similar with the increasing plastic shear strain, for the NRG01 granite samples
treated by different temperatures (T = 20 ◦C, 100 ◦C and 200 ◦C). There are not enough evidence to
prove how heat treatment influence the mobilization of s value based on this study. More systematic
experimental studies should be carried out in order to make clear the characteristics of mobilized s
during the failure process of granite treated by different temperatures.
Table 4. The fitted coefficients determining the mobilized Hoek-Brown strength parameters during the
failure of NRG01 granite samples under different treatment temperatures.









20 4.64 12.40 43.71 0.56 3.65 0.9947 1.00 −1.00 8.15 1.72 0.9751
100 4.68 13.98 45.64 0.72 3.53 0.9868 1.00 0.45 1.80 2.00 0.9464
200 8.54 4.09 43.08 0.52 4.09 0.9940 1.00 0.63 1.41 1.70 0.9860
1 T means the treatment temperature.
5. Conclusions
NRG01 granite samples cored from Alxa candidate area for HLW disposal were treated by
different temperatures, and then were used to carry out a series of uniaxial and tri-axial compression
experiments under different confining pressures. Complete axial stress—axial strain curves and axial
stress—lateral strain curves were recorded. These data were collected to study the mobilization of
both Mohr-Coulomb and Hoek-Brown strength parameters during the damage and failure of NRG01
granites samples considering the effect of heat induced by the nuclear waste. According to the analyses
in this study, several conclusions can be drawn as follows:
(1) Cohesion weakening and friction angle strengthening occurs during the damage and failure
process of NRG01 granite samples treated by different temperatures. However, compared with
the findings in the previous studies, cohesion decreases in a more gradual manner for NRG01
granite samples, and the friction angle increases immediately to its maximum value before the
cohesion approaching to the residual value. This may be owing to the grain size, heterogeneity,
or even the hoop effect induced by the cylindrical shape of the samples. More systematic studies
are required to make clear the exact influencing factors, as well as the mechanism.
(2) The temperatures of no higher than 200 ◦C do not have significant influence on the characteristics
of mobilized cohesion or friction angle during the damage and failure process of NRG01 granite
samples. However, the samples under room temperature (20 ◦C) have higher initial cohesion
than the samples treated by higher temperatures (T=100 ◦C and 200 ◦C). In addition, the samples
treated by temperature of 200 ◦C have higher friction angle than the samples treated by lower
temperatures. This should be caused by the cracks induced by the heat treatment.
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(3) The Hoek-Brown strength parameters mb and s are also observed to show non-simultaneous
mobilization behaviors during the failure process of NRG01 granite samples treated by different
temperatures. It is found that mb increases significantly to a maximum value and then decreases
until a residual value, and s decreases gradually with the increasing plastic shear strain. The general
characteristics of the mobilized mb and s are similar for NRG01 granite samples treated by different
temperatures, and the fitted equations for modelling the mobilization of both parameters are
proposed. The samples treated by temperature of 200 ◦C have higher initial mb value, this should
also be caused by the cracks induced by the heat treatment.
These findings on the mobilization of strength parameters provide a better understanding on
the strength properties of NRG01 granite samples, and can be used for building a plastic constitutive
model in the next step. This study should also be helpful for guiding the selection and design of HLW
disposal repository in Alxa area in China. This study put forward the research on non-simultaneous
mobilization of strength parameters to Hoek-Brown strength criterion, and more experimental studies
are required to consolidate the results. The methods used in this paper can also be used for this kind of
analyses in the other candidate areas for HLW disposal.
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