Abstract-This paper presents various synchronous machine models implemented in the computation of electromagnetic transients. This paper proposes new models for achieving better computational efficiency while maintaining precision. In addition to simple infinite bus analysis, the machine models are also compared for a more sophisticated and practical case study. Precision analysis includes the surrounding network accuracy constraints.
I. INTRODUCTION
T HE classical dq0 model [1] for synchronous machines is widely used in the computation of electromagnetic transients (EMT). There are currently three different approaches used to interface the dq0-model of the machine with the external (main) network. In the first approach, the machine is interfaced using a Norton equivalent in phase coordinates. The Norton resistance matrix is approximated to become time-independent and the Norton current sources result from predicted machine electrical and mechanical variables. The models presented in [2] -[4] fall into this category. In [2] , it is optionally possible to iterate with the main network equations to achieve voltage convergence.
The second approach [5] is based on the compensation method in which the main network is represented as a Thevenin equivalent circuit and interfaced with the synchronous machine dq0 circuits. The compensation method suffers, however, from topological limitations [6] and is not considered in this paper.
In the third approach, the machine model is interfaced with the main network as a compensation current source and a special terminating resistance [7] . The Norton current source that represents the machine is calculated using the previous time point terminal voltages of the machine.
The phase-domain (PD) model is in the original form of the coupled electric circuit in which the model is expressed in physical variables and phase coordinates [8] , [9] . In this model, the machine circuits are directly inserted into the main network equations (MNE), thus providing a simultaneous solution. It has been demonstrated that this approach improves numerical accuracy and stability [10] - [13] . However, due to the time-variant self and mutual inductances of the PD model, it is required to update and refactor the MNE at each solution time point at an increased computational cost. The voltage-behind-reactance (VBR) machine model was introduced in [14] for the state variable approach and extended to nodal analysis in [12] . As in the PD model, the stator circuit is expressed in phase coordinates and is directly inserted into the MNE in order to achieve a simultaneous solution. On the other hand, the rotor equations are expressed in dq0-rotor reference. In [12] , the analysis of PD and VBR models concludes that the VBR model has better numerical accuracy and lower computational cost when compared to the PD model. As in the PD model, due to the time-variant self and mutual inductances of the VBR model, it is necessary to update and refactor the MNE at each solution time point.
In [12] , the overall simulation efficiency is evaluated based on the results of balanced machine terminal fault simulations in a simple single-machine infinite bus system which includes only the fault period. It is stated that the same accuracy can be obtained with 50 times larger integration time steps when the VBR model is used instead of the dq0 model. However, as will be demonstrated in this paper, this statement is valid for the fault duration of a balanced fault at machine terminals and ignores the effect of reduced accuracy in the main network solution. In normal practice, it is necessary to simulate faults on transmission facilities. Moreover, the system simulation also includes the fault removal and continues until stability assessment becomes possible. In general terms, simple single-machine-based analysis is not sufficient to conclude on modeling performance, and more practical cases and conditions are presented in this paper.
This paper compares the performance of the standard dq0, PD and VBR models in addition to proposing new models which are variants of dq0 and combinations of dq0 with PD and VBR (dq+PD and dq+VBR). The models are implemented and tested through user-defined modeling facilities in EMTP-RV [15] . In addition to a simple infinite bus test case, the machine models are compared for an actual practical case study. It is demonstrated that proposed new models are capable of providing the VBR model accuracy while maintaining dq0 model-like computational speed.
The objective of this research is the establishment of more efficient and more precise synchronous machine models. Numerical integration time-step size is a key factor in both aspects.
0885-8977/$26.00 © 2010 IEEE The capability to use larger time steps in EMT-type simulation methods also contributes to the extension of these methods into the efficient simulation of electromechanical transients.
The first part of this paper presents machine model equations and implemented solution algorithms. The second part studies the accuracies of presented models. This paper also contributes a concise presentation on the various modeling mathematics.
II. SYNCHRONOUS MACHINE MODELS
In this paper, damper winding effects are represented with three damper windings: one on the -axis and two on the -axis. The -axis is assumed to be leading the -axis by 90 and generator convention is used while expressing the voltage equations [16] . Throughout this paper, bold uppercase denotes matrices, bold lowercase denotes vectors, and the operator . Presented machine models are implemented using the trapezoidal rule of integration. The numerical oscillations of this rule, due to detectable discontinuities, are eliminated using the Backward Euler method.
In most EMT-type solutions, the machine is interfaced with the MNE as a Norton (or Thevenin) equivalent in phase coordinates and contains predicted electrical and mechanical variables. The accumulation of prediction errors may cause numerical noise problems (in some cases) and even instability, especially with large time steps. In order to improve the model stability, it is common to use damping resistances [3] in parallel with model circuit inductances. The reciprocal of the damping factor is defined for a given inductance and integration time step as (1) where is the damping resistance. For 1, there is no damping, and critical damping is achieved with 0. Default values can be used to guarantee model stability, but the highest precision is achieved when is infinity.
A. Mechanical Equations
The mechanical subsystem equations are written in [16] as
where the subscript m designates mechanical quantities, is the diagonal matrix of moments of inertia, is the vector of speeds, is the vector of angular positions, , and are the tridiagonal matrices of damping and stiffness coefficients, respectively, and the vector of torques is given by (4) where is the mechanical torque of th turbine section, and are the electromagnetic (see [2] and [16] ) generator and exciter torques, respectively.
B. Generic dq0 Model
This model is obtained from the equations of the coupled electric circuit by transforming the machine variables into direct and quadrature magnetic rotor axes (Park's transformation). The voltage equations in terms of transformed variables are given in time domain by: (5) Here, the vectors , , and denote the stator voltages, currents, and flux linkages in dq0 variables, respectively. Similarly, , , and are rotor voltages, currents, and flux linkages, respectively. The vector contains speed voltages (6) with being the rotor electrical angular velocity in radians per second. and are constant diagonal matrices containing the stator and rotor resistances, respectively. The flux linkages are given by (7) The inductance matrix is constant due to Park's transformation.
By applying the trapezoidal integration rule (time step ), the discretized version of (5) is written as (8) where (9) (10) (11) and . In the previous equations and hereinafter, the hatted variables are available from the previous solution time point . Since only the known field voltage in is nonzero, it is possible to reduce (8) into (12) where (13) (14) The Thevenin equivalent (TE) formed by (12) is transformed back to phase coordinates for interfacing with MNE, using the Park's transformation matrix [1] , [16] . This implies the prediction of the generator mass electrical angle . First, the frequency is predicted using linear extrapolation from available and . It is followed by the solution of the discretized and electrical version of (2) for the generator mass.
The transformation gives (15) The electromagnetic torque is found from (16) where is the number of poles, and are members of , and and are magnetizing flux linkages [16] .
C. dq0 Model Variant dq1
The back transformation of the resistance matrix (given in (13)) into phase coordinates produces a time-dependent and unsymmetric resistance matrix. The time-dependent condition must be avoided since it requires time-consuming refactoring of the main network matrix. This is achieved by averaging the resistances [3] in (13) and by adjusting the Thevenin voltages given in (14) to give (17) (18) where and are predicted currents. Equation (18) (see also (14) ) also needs the prediction of the speed voltages for (6) . This is achieved by linear prediction and smoothing from the previous three solution points [2] , [3] ( 19) where is the predicted variable. The voltage is set to . The sequence of calculation steps used in this paper will be briefly described. The solution at is known and the solution at is to be found:
Step 1) predict electrical variables ( and );
Step 2) predict electrical variables to calculate (18) and build the TE in (15);
Step 3) solve the MNE to find ; Step 4) find and solve machine equations (6)- (8) to find currents and fluxes and electromagnetic torque (16);
Step 5) solve the mechanical equation (3) to find and ; Step 6) compare predicted and corrected , repeat Steps 4)-6) if no convergence;
Step 7) return to Step 1) for the next time point solution.
Accuracy can be further improved through an optional iterative scheme with MNE and before advancing to the next time point (dq1-it method). The TE is updated for voltage convergence through an iterative process [15] , [17] that includes all other nonlinear devices and machines connected through the main network. Although a Newton method is used, the computational time is increased.
D. dq0 Model Variant dq2
The term in (8) can be removed after expressing it in terms of and by using (6) and (7). This change affects the following terms in (8): (20) (21) (22) where and are extracted from and , respectively.
Matrix reduction is applied again to obtain the TE for (15) . In this approach, the matrix contains off-diagonal terms and the term of (14) is eliminated. Equations (20) and (21) require the prediction of , but the solution is now simultaneous for machine electrical variables. However, in (15) becomes time dependent and unsymmetric. The unsymmetric aspect is accommodated when the main network matrix is also unsymmetric [15] , [17] , but time dependency forces continue refactoring and, consequently, there is a significant increase in computational time.
E. dq0 Model Variant dq3
It can be shown that when is increased, dq1 and dq2 introduce significant errors, especially in the dc component of armature currents following a fault condition. In order to reduce this error, the solution steps 4 and 5 in the dq1 solution algorithm are modified by implementing an option for internal intermediate (8) (23) where the term has been replaced as for dq2 and the matrix results from the inversion of the coefficient matrix for currents. The history terms are updated after each intermediate solution.
The field voltage is kept constant (same as at ). The final solution of (23) at the time point will differ from the one found from the network solution, but this difference is negligible. The new TE is calculated with higher precision at for the next solution at . The internal speed loop test in step 6 of dq1 is turned off.
The reasoning behind (23) starts from the realization that for very low (or zero) values of stator voltages, the dq0 model accumulates errors, which confirms that the machine equations must be solved with higher precision.
The intermediate time step usage option is triggered automatically and maintained for a half fundamental frequency cycle, after the detection of a discontinuity (fault, for example) in the main network. The machine field current is then continuously monitored and intermediate time steps are maintained only for machines with current excursions above a predefined tolerance. The half cycle is used to accumulate sufficient numerical data.
The decision for moving back to the main is based on estimating field current ac and dc components and comparing the ac over dc ratio to a predefined tolerance. Although it is feasible to apply more sophisticated estimation techniques, it has been found experimentally that a simple estimation based on extreme point values and related time points is sufficient for acceptable performance.
The monitoring mechanism requires checking frequency and field current harmonics to avoid decision errors.
This solution approach is expected to increase the accuracy of the dq0 model at the expense of solving some of the machine equations more than once. However, electromagnetic transients are local by nature, which limits the number of machines with intermediate time point solutions. Moreover, after fault clearing, the ac component of the field current decays to small values within a few cycles. Therefore, the simulation efficiency does not deteriorate significantly.
F. Phase-Domain (PD) Model
The PD model is in the original form of a coupled electric circuit. The voltage equations are given by The electromagnetic torque equation [16] is (26) The trapezoidal rule is used to discretize (24) (27) where and
Matrix reduction is applied to (27) to obtain the TE equation
It is assumed that , thus . The matrix is calculated by predicting . The TE equation (30) is included directly into the MNE. Since is continuously changing, it is required to refactor the MNE at each solution time point.
G. Combined dq1 and PD Model (dq+PD)
With the objective of improving dq1 precision, this approach proposes switching all machine models to PD modeling from dq1 after the detection of a discontinuity. The PD models are maintained for a half fundamental frequency cycle. The machine field current is then continuously monitored for all machines and PD representation is maintained for all machines if any machine is subjected to a current excursion above a predefined tolerance. The field current monitoring continues for perturbed machines to make the decision for switching back to dq1. The decision mechanism is similar to dq3. All machine models are switched back to dq1 when for all monitored machines, the ac over dc ratio is smaller than a predefined tolerance.
In case of a discontinuity detection during PD model usage, the half-cycle observation period is restarted, and only the previously unmonitored machines are controlled for a large field current deviation and added to the list of monitored machines if necessary.
For typical transients, the PD model is expected to become active only for a small portion of the complete simulation interval. Hence, this approach is expected to provide PD model accuracy while maintaining dq1 computational speed.
H. VBR Model
The VBR formulation decouples the synchronous machine model into a stator subsystem with variables in phase coordinates and into a rotor subsystem with variables in coordinates [14] . 
I. Combined dq1 and VBR Model (dq+VBR)
This approach is similar to the previously presented dq+PD solution approach. The only difference is the replacement of the PD solution by VBR. Once again, it is expected that the machine models will remain in the VBR mode only for small portions of the entire simulation interval, which should enable achieving computational speed and accuracy comparable to dq1 and VBR, respectively.
III. SIMULATION RESULTS
The presented models are implemented and tested with automatic initialization from load-flow and steady-state solutions. In order to study the effect of machine models on simulation accuracy, balanced and unbalanced faults are simulated first in a simple single-machine infinite bus system and then for a practical case study with several synchronous machines.
The reference waveforms for precision comparisons are obtained by solving all machines with the PD model and s. The relative numerical error between the reference solution and a given solution is calculated using the 2-norm [18] (46)
The relative error is calculated for the machine armature and field currents, electrical torque, and speed. Only the maximum error in armature currents is presented in this paper due to space considerations. However, it should be noted that the maximum error in armature currents is the highest one in the list and reflects the accumulated speed error.
It is emphasized that numerical errors depend on , the simulated network, fault location, fault type, as well as fault occurrence and clearing timings. That is why several tests must be performed before concluding the precision of a given model.
In dq+PD, dq+VBR, and all dq0 models, 1 (zero damping) unless the opposite is stated. The effects of damping resistances on the simulation accuracy are investigated only for the practical case study.
A. Single-Machine Infinite Bus System
The single-line diagram of the studied system is given in Fig. 1 with the related load-flow constraints. F1 and F2 are the fault switches, and CB1 and CB2 are the line circuit breakers (CBs) that operate to clear the applied fault. The simulated fault cases are summarized in Table I . In all cases, the fault is applied at 0.02 s, the line CBs-CB1 and CB2-operate with 200-ms (testing purposes) delay following the fault. The simulation interval is 1 s. The system data can be found in the Appendix. This case has been created from the practical network case shown in the next section. Although it is a single-machine case, it is more practical than the one used in [12] . Machine controls and network effects are included for the assessment of numerical performance.
1) Test Case C1:
The errors in machine armature currents for dq1, dq2, and dq3 are presented in Table II . The relative tolerance value for dq1-it is 10 and both of the tolerances for dq3 are set to 10%. Although the accumulated prediction errors of dq1 are eliminated in dq1-it and dq2, the improvement in accuracy is not significant. Therefore, dq1 is the most efficient when compared to dq1-it and dq2, due to its lowest computational cost. However, dq1-it and dq2 eliminate the requirement of damping resistances and can, consequently, provide stability and precision. dq1-it and dq2 are abandoned for the following tests. They have been used here to demonstrate the prediction qualities of dq1.
The computational speed of dq3 is comparable to dq1. In this test case, it is the best method. The choice of the parameter is given in Table II and in the following tables. As expected, this model improves the precision of dq1.
The reference solution waveform for the phase-a current is shown in Fig. 2 . The differences between the reference solution and the solutions with s for dq1, dq3 , Fig. 3 . Differences between phase-a currents and the reference waveform. PD, dq+PD, VBR, dq+VBR are presented in Fig. 3 . The solution for dq1 is also shown with s. The waveforms with dq+PD and dq+VBR models are practically undistinguishable from those with PD and VBR models, respectively. This is also confirmed in Table III . The zoomed version, near the fault clearing instant, is presented in Fig. 4 .
It is apparent from Fig. 3 that PD and VBR models are very accurate especially during the fault interval and even with large time steps. When is increased, dq1 introduces significant errors especially in the dc component of armature currents following a discontinuity in the main network. This error is reduced in the dq3 variant of dq1, which uses intermediate time steps
. The improvement is significant especially after fault clearing. The reduction of improves accuracy. The results in Table III demonstrate that the performance of the dq3 model is comparable to that of the most precise models.
According to Fig. 3 , during the fault interval, all models in Table III with s are more accurate than dq1 with s. However, the errors in the computations of high-frequency transients, resulting from fault removal, increase when increases and this makes dq1 with s more accurate for the rest of the simulation, as illustrated in Fig. 4 . The errors for the 0-to 0.22-s interval (initialization and fault interval) are explicit in Table IV . Since immediately after fault occurrence there are no high-frequency transients for this test case, the dq1 model is less accurate when compared to the other models with twice or more the time step of dq1. This observation for dq1 is not valid for the entire simulation period presented in Table III , due to reduced precision in the surrounding network when higher time steps are used.
The dq1 model produces more errors for faults applied directly to machine terminals [12] , but in practical cases, the majority of faults involve the transmission system and, therefore, the transmission system should be accounted for in precision assessment.
Although some machine models can maintain precision with large values, in EMT-type simulations, the usage of these values encounters several limitations. As indicated before, when increases, the precision in network equations decreases and particularly when high frequencies are involved. Another important aspect is the treatment of nonlinear models. The network example of Fig. 1 does not involve nonlinear models, such as transformer saturation, but ideal switch-based fault-clearing times may introduce errors when increases. This is an additional and important source of errors when 1 ms for all machine models and in all test cases.
Large time steps also create initialization errors and discrepancies with the steady-state phasor solution. Since the objective in this case is to study lower frequency (or electromechanical) transients, the network of Fig. 1 is using pi-section models for transmission lines, which, contrary to the more precise propagation delay-based models, do not impose a hard upper limit on selection.
2) Test Case C2:
The errors in machine armature currents for the test case C2 are presented in Table V . In C2, due to the fault location and the system model, the high-frequency transients occur not only following fault removal, but also after fault occurrence, as illustrated in Fig. 5 . This causes reduced accuracy in the surrounding network solution and, consequently, the precisions for all models, except dq1, are reduced in Table V . For the 500-s and 1-ms time steps in Table III (test case C1) , the speed errors are higher than in the test case C2. This causes a phase shift in armature currents and higher errors for the dq3, VBR, and dq+VBR models with 500-s time step and for all models with 1-ms time step.
The 1-ms time step has precision problems for all models. It is not rational to use these time steps in practical case studies.
In the test case C2, the fault location is different and, consequently, the impedance between the machine terminals and the fault is different. That is why the dq1 model becomes more precise and simulates the dc component of armature currents more accurately.
3) Test Case C3: The simulation errors for this unbalanced test case are shown in Table VI .
The errors for dq1 are now significantly smaller. The main reason is the smaller dc component in machine armature currents due to the fault occurrence time point. When this time point is shifted by 5 ms, the dc component increases and the accuracy of dq1 reduces, as shown in Fig. 6 .
B. Practical Case Study 1) System Description:
The single-line diagram of the simulated system is shown in Fig. 7 . The power injections, total load, network losses, and the time-domain model information can be found in [19] . There is a total of six synchronous machines (five of which are in service) with governor and exciter controls.
The fault clearing times are 80 ms for local and 100 ms for remote CBs. The 110-ms breaker failure timer setting makes the fault clearing times 190 and 210 ms for local and remote backup CBs, respectively.
2) Simulated Cases: Case LC1: A three-phase-to-ground fault is applied on the BORCKA end of the 400-kV BORCKA-TIREBOLU line at 0.02 s. The line CB at the BORCKA substation is assumed to be stuck and the fault is cleared by the local backup CBs illustrated in Fig. 9 , with open position following the operation of the busbar protection (at 0.21 s). The system is simulated for 3 s.
Case LC2: The case LC1 is repeated now with a single-phase-to-ground fault by considering a single-phase reclosure facility. At the TIREBOLU substation, the faulted phase is opened following the fault (at 0.12 s) and the remaining two phases are opened after the operation of busbar protection at the BORCKA substation (at 0.23 s). 
3) Simulation Results:
In the LC1 and LC2 cases, the network returns to stability. In all simulations, the worst errors in armature currents are observed at the BORCKA HPP and presented in Tables VII and VIII. As in the simple case of Fig. 1 , all models provide better accuracy than dq1. The precisions of the proposed new models dq3, dq+PD, and dq+VBR are slightly lower at the highest when compared to PD and VBR.
For illustration purposes, the field currents of all active machines in Fig. 7 are presented in Fig. 8 . These currents are monitored for detecting intermediate time step usage in dq3 and switching to PD or VBR in dq1+PD or dq+VBR, respectively. Since this network portion is closely coupled, all machines are affected. In the dq3 model case, the intermediate time step usage TABLE IX  ERROR e%, ARMATURE CURRENTS, CASE LC1, WITH DAMPING RESISTANCES   TABLE X  CPU TIMINGS, CASE LC1 starts at the fault instant (0.02 s) for all machines and ends at 0.245 s, 0.267 s, 0.267 s, 0.277 s, and 0.278 s for the BORCKA, KURTUN, TORUL, MURATLI, and DOGANKENT machines, respectively.
The usage of damping resistances [see (1)] for correcting numerical stability problems reduces accuracy (see Table IX ). The error due to damping resistances is less noticeable at higher due to reduced overall accuracy. It should be noted that in dq+PD and dq+VBR models, damping resistances are present only when the machines are using the dq1 model.
It is apparent from Tables VII and IX that instead of using the dq1 model with s and damping resistances, it is possible to achieve similar accuracy with s when using PD, dq+PD, VBR, or dq+VBR models without damping resistances. When smaller (typically equal or less than 50 s) time steps are used for dq1, the damping resistances are not required, and these comparisons become invalid.
Damping resistances produce high errors during fault conditions due to high armature currents. The effect of damping resistances on the accuracy of the dq+PD and dq+VBR models is not significant because these models move into the PD and VBR models, respectively, only during the fault duration.
It is emphasized again that the presented study is not valid for all types of transients. The simulated network is linear, and the pi-section representation is used for transmission lines. The representation of saturation is neglected in transformer and machine models. In a more generic case, the use of large time steps may cause convergence problems in the iterative process with nonlinear devices or other drifts in precision. Large steps are acceptable and needed for computational performance issues when studying electromechanical transients using EMT-type methods.
The CPU timings for 100-and 200-s time steps are presented in Table X . These timings are based on a single-core CPU of 1.5 GHz for a simulation interval of 3 s.
Contrary to indications in [12] and [13] , the PD model implementation presented in this paper has been found to provide precision comparable to VBR. The computational speeds are also comparable. The PD model formulation does not require Park's transformation at every time point, but it uses a more complicated torque equation. In the PD and VBR models, the speed voltage terms [(8)] do not exist and that explains the better accuracy over dq1. However, these models have an important drawback through their requirement of continuous updating and refactoring of the MNE. The three new models: dq3, dq+PD, and dq+VBR are able to eliminate this drawback while maintaining similar precision.
The PD and VBR models are much less efficient and require more than twice the computational time when compared to other candidates in Table X . These models can create significant computing time problems for larger cases and repetitive simulations. A potential solution to this problem is the application of partial refactorization schemes, but these schemes can create other matrix ordering problems and remain to be tested and proven.
On the other hand, for the dq+PD and dq+VBR models, the computing time is comparable to dq1, since only a small portion of computing time (less than 1/10) is spent with PD or VBR representation, specifically with network modeling for electromechanical transients.
The dq3 model may require damping resistances for some cases and for larger time steps, but even with damping resistances, it is able to provide simulation accuracy close to dq+PD and dq+VBR models, and its computation speed is very close to dq1. Its most significant advantage over dq+PD and dq+VBR is the simplicity in implementation and conversion of an existing dq1 model code.
When the network solution imposes smaller time steps, then dq3 becomes the best model. It can be used with increased and its precision still increases over dq1. Moreover, contrary to dq+PD and dq+VBR models, its computational speed does not deteriorate even if the network encounters repetitive switching events, such as for power-electronics models. Repetitive switching discontinuities will force dq+PD and dq+VBR models to perform a large number of refactorizations in the MNE and even remain in PD and VBR modes for the major part of the simulation interval.
IV. CONCLUSION
This paper presented various synchronous machine models and implementations in an EMT-type solver. In addition to the analysis of performance for existing models, such as classical dq0 (dq1), PD, and VBR, this paper proposes new models based on dq0 and combinations with PD (dq+PD) and VBR (dq+VBR).
In the list of dq0-based models, the intermediate time-step usage approach proposed in the dq3 model has been shown to provide significantly increased precision over dq1. In addition to precision, this model does not affect appreciably the computational speed of dq1. Its only limitation is the usage of damping resistances needed mainly for larger time steps and only in some cases.
The dq+PD and dq+VBR models have been proposed for correcting the significant computational speed deficiencies for the PD and VBR models, respectively. These models offer the highest precision while maintaining computational speeds similar to dq1 when the simulated network does not encounter a relatively large number of discontinuities.
The analysis presented in this paper also contributes to better assessment of numerical precision for researched machine 
