compression. However, for digital images and video, this sampling method will produce a large amount of sampling data, and storage and transmission costs will be greatly increased, it will result in a large waste of resources. Emmanuel and Candes proposed the compressed sensing [1] [2], it points out that under the condition of far less than the Nyquist sampling rate, the discrete samples of the signal obtained by random sampling can be perfect reconstructed using the nonlinear reconstruction algorithm. Compressed sensing broke through the frequency limit of Nyquist sampling theorem, it can reconstruct the original image with few observations, which can greatly reduce the transmission bandwidth, image storage. Because of these advantages, compressed sensing is widely used in signal processing [3~5] . Compressed sensing includes the sparsity, measurement and reconstruction. At present, the reconstruction algorithm mainly consists of convex optimization algorithm, greedy pursuit algorithm and combination algorithm [6] .The convex optimization algorithm needs less observations and its reconstruction accuracy is higher, but the time complexity is large. The combination algorithm is strict to the sample structure, and is subject to the constraints of hardware conditions. The greedy algorithm has simple structure, which greatly improving the speed of operation, but it sacrifices for a certain reconstruction precision. Reconstruction algorithm with low complexity and high reconstruction accuracy and small number of observations is the focus of the current research [7] . This paper mainly studies greedy pursuit algorithm. Orthogonal matching pursuit (OMP) algorithm has the advantages of simple structure and easy to implement [8] ; Stagewise orthogonal matching pursuit (StOMP) algorithm International Conference on Intelligent Control and Computer Application (ICCA 2016) performs faster than OMP, but the reconstruction accuracy is lower [9~10] ; Regularized orthogonal matching pursuit (ROMP) algorithm which has good performance in large scale problems needs to know the signal sparsity [11~12] ;Subspace pursuit (SP) algorithm with low complexity needs to know the signal sparsity [13] ;The performance of Sparsity adaptive matching pursuit (SAMP) algorithm is similar to that of the SP algorithm when sparsity is unknown, but its reconstruction speed is slow [13] . In order to solve the contradiction between time complexity and accuracy, backtracking was introduced to stagewise orthogonal matching pursuit algorithm. This paper presents stagewise subspace orthogonal matching pursuit algorithm (StSOMP).
At first, this paper gives a theoretical model of compressed sensing and reconstruction algorithm, and then discusses the implementation process of StSOMP algorithm. Finally, the effectiveness of the algorithm is verified by simulation experiments.
II. COMPRESSED SENSING THEOREM

A. Compressed sensing
Assuming that we have a vector n x ℜ ∈ which we expand in an orthogonal basis Ψ as follow: α
(1) where Ψ is orthogonal basis and the signal α is − k sparse According to the compressed sensing theorem, a matrix n m× ℜ ∈ Φ ) ( n m < can be designed to reduce the dimension of the original signal: α
Where m y ℜ ∈ is measurement vector, Ψ is sensing matrix, Φ is irrelevant to Ψ . Since n m < ,the equation has no definite solution. but due to the signal α is − k sparse and Φ satisfies RIP, it is possible to solve the problem through 0 l norm. The estimated value of α is obtained by solving the minimum 0 l norm as follows:
The common solution (3) method is a greedy pursuit algorithm, and each time one or more atoms is chosen to meet the satisfy conditions, and then update the support set, gradually approaching the true value. This paper studies the StOMP algorithm and SP algorithm.
B. Stagewise Orthogonal Matching Pursuit Algorithm
Stagewise Orthogonal Matching Pursuit Algorithm (StOMP) uses atom selection criteria of the OMP algorithm, compared with other matching pursuit algorithms, StOMP algorithm has the advantage of adaptive, that means in the case of sparsity unknown, the original signal can be approximated by step size.
The algorithm is as follows [13] : (1) Calculate the correlation coefficient of the residuals and the atom of the observation matrix, and find the atomic coordinates that satisfy the threshold conditions: 
, then repeat step(1)(2).
C. Subspace Pursuit Algorithm(SP)
The SP algorithm introduces the idea of backward tracing, and then replaces the atoms in the selected atom with the newly identified atom, and gradually approaches the real support set.
The algorithm is as follows:
(1) Calculate the correlation coefficient of the residuals and the atom of the observation matrix, and find the coordinates of k most matched atoms:
(2) Build a candidate set: 
III. STAGEWISE SUBSPACE ORTHOGONAL MATCHING PURSUIT ALGORITHM
StSOMP algorithm is an improved algorithm for StOMP which introduced the backtracking of SP into StSOMP. The algorithm utilizes the StOMP adaptive selective atomic, and the complexity of the algorithm is low. It combined with subspace tracking of thought, and improves the accuracy of the reconstruction, solves the problem of high precision and fast reconstruction based on sparse unknown degree.
The StSOMP algorithm proposed in this paper mainly includes three stages, that is the atomic primaries, the construction of candidate sets, and the update support set.
Initialization: the initial error y r = 0 , the candidate set and the set of support are empty.
A. Atomic primaries
According to the idea of StOMP algorithm, the correlation coefficient of the residuals and each atom of the observed matrix are calculated, and the atomic coordinates that meet the threshold conditions are got. The set of primary atomic 
B. Build a candidate set
Because the threshold is more suitable for the Gauss signal, it is not suitable for all signals. In the process of the algorithm, if there is no primary atom, it will lead to the support set can not be updated, the algorithm enters the death cycle. In order to guarantee the validity and reliability, this paper introduces decision the condition. If the primary atomic set is empty, indicating that threshold setting is not reasonable, and then choose the largest correlation coefficient of the atom as the primary atomic, and reduce the threshold; if primary atomic set is not empty, the primary atomic set are added to the candidate set. . The main purpose of this step is to remove the wrong atoms in the candidate set and replace them with the new ones. The aim is to make the estimation of the support set recursively, and ensure that the distance between the subspace and the measurement matrix is strictly decreasing. TABLEI is the pseudo code of the algorithm. It shows that compared with greedy matching algorithm, the advantage of the algorithm is the reconstruction process using a threshold selection atomic, need not be known a priory sparsity, but the threshold setting is fit for Gaussian signals. In order to ensure the reliability, the control condition is joined, and backtracking is introduced to this paper. In order to ensure the rapidity at the same time and improve the reconstruction accuracy, half of the atoms are selected to add to the support set from the set of candidates each time.
C. Update support set
TABLEI StSOMP Pseudo Code
IV. EXPERIMENTAL ANALYSIS
In order to verify the effectiveness of the algorithm, the performance of the StSOMP algorithm and the traditional greedy tracking algorithm BP, OMP, StOMP are compared in the reconstruction error, PSNR, running time using MATLAB programming. Experiment 1 mainly aimed at one dimensional signal with the known sparsity degree; In Experiment 2 mainly aimed at two dimensional images under different sample rate.
A. Experiment 1
Experimental signal is Gauss signal with length 200 and sparse degree 20, the observation matrix is Gauss random matrix and the sampling value M=100. Fig.1 shows the error of all algorithms. It can be seen that the reconstruction error of OMP, BP algorithm is almost 0, and the reconstruction error of StSOMP algorithm is near 0, and the error of StOMP algorithm is large. Formula for reconstruction error is 
B. Experiment 2
In this experiment, we studied the reconstruction of two dimensional images under different sampling rates. In order to ensure the sparsity of the signal, the standard experimental images using Lena 256*256 images, using Gauss random matrix as the measurement matrix. Since the original image is not sparse in time domain, the image is sparse by wavelet transform. TABLEII compares the performance of different algorithms in PSNR, the reconstruction error and the reconstruction time under different sampling rates. It can be seen that StSOMP has been improved in the reconstruction error and PSNR, compared with the BP algorithm has a smaller gap, but the reconstruction time is significantly less than the BP algorithm. Fig.3 shows the reconstruction effect of different methods at the sampling rate of 0.5. It can be seen that the reconstruction effect of proposed algorithm and BP algorithm is good, the effect of StOMP reconstruction is poor, the effect of OMP reconstruction is between the two. Fig. 3(f) shows the details. From TABLE 3, it can be seen that this algorithm can meet the requirements of large images when the sampling rate is low and the time complexity is reduced significantly when the accuracy is satisfied.
This paper analyzes the advantages and disadvantages of common greedy tracking algorithm, presents a StSOMP algorithm with fast and accurate reconstruction under the condition of sparsity unknown. The algorithm uses the hard threshold method of StOMP to solve the problem of sparse degree, and then backtracking is introduced, and according to the method of least square method to remove the wrong atoms in the candidate set and replace them with the new ones.The reconstruction precision is improved, and the contradiction between the traditional greedy algorithm in the reconstruction precision, sampling frequency and running time is solved. Although the greedy algorithm has great advantages in the reconstruction of the time, but the reconstruction precision is still to be improved, the next step is to study the reconstruction algorithm with fast and high accuracy. 
