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Abstract 
The classical propositional assumption-based 
model is extended to incorporate probabili­
ties for the assumptions. Then it is placed 
into the framework of evidence theory. Sev­
eral authors like Laskey, Lehner (1989) and 
Provan (1990) already proposed a similar 
point of view, but the first paper is not as 
much concerned with mathematical founda­
tions, and Provan's paper develops into a 
different direction. Here we thoroughly de­
velop and present the mathematical founda­
tions of this theory, together with compu­
tational methods adapted from Reiter, De 
Kleer (1987) and Inoue (1992). Finally, re­
cently proposed techniques for computing de­
grees of support are presented. 
1 MODELING PROPOSITIONAL 
SYSTEMS 
The following simple example illustrates the kind of 
models considered in this paper. Suppose that a bur­
glar alarm system is installed in a house. Being an 
electronic system there is some risk that the system 
fails to operate properly. In particular, the system 
may not react to a burglary because it is not function­
ing correctly. Let a1 denote the event that the system 
is functioning correctly. The probability of a1 mea­
sures the reliability of the burglar alarm system and 
let q1 = 0.95 denote this probability. An alarm system 
may however respond to other stimuli than a burglar, 
for example to strong vibrations as generated by earth­
quakes. Denote by a2 the presence of such other causes 
for an alarm and suppose its probability is q2 = 0.01. 
This probability measures the over-sensitivity of the 
system. Moreover, we suppose that a1 and a2 are inde­
pendent. The causal mechanism of this burglar alarm 
system can then be described by the following rules, 
which can of course be transformed into clauses : 
if burglary A a1 then alarm (1) 
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R2 : if a2 A a1 then alarm (2) 
Rs : if..., burglary A ..,a2 then ..., alarm. (3) 
Now suppose that the alarm sounds. Under the as­
sumption that -,a2 is true, this fact permits to prove 
burglary. Since -,a2 is true with probability 1-0.01, we 
say that the credibility of burglary is 0.99 or also that 
the hypothesis of a burglary is supported to the degree 
0.99 by the available information. The following is a 
formalization of this kind of model and of its analy­
sis. Let P = {Pl.P2, . . .  ,pn} and A = {a1, a2, . . .  , a.} 
be two sets of propositions, the elements of the latter 
being called assumptions, so that N = P U A is the 
entire set of symbols considered. We assume that an 
assumption a; is true with a known probability q; and 
that the assumptions are stochastically independent. 
If E is a set of logical formulas over the alphabet N, 
then ,..._ E denotes the set obtained by taking the nega­
tion of each formula in E. Thus, p± = PU ,..._ P and 
A± = AU rv A are the sets of all literals over PandA 
respectively. Let EK denote a set of clauses composed 
of literals in N± = NU rv N describing the available 
general knowledge about the situation or problem un­
der investigation. This knowledge is uncertain because 
we are not sure whether the assumptions hold or not. 
In a given situation, further observed facts represented 
by clauses forming a set Ep may be added to EK. The 
clauses in E = EK U EF thus represent all the avail­
able information at a given moment. These clauses are 
statements which restrict the common truth values of 
the propositions involved. Let h be a formula in the 
language CN composed of all formulas which can be 
formed with propositions in N. The fermula h rep­
resents a hypothesis which can be true or false, and 
the problem considered here is to judge how credible 
is h in view of the available knowledge. This can be 
done by searching for the assumptions whose validity, 
together with E, will permit to infer h and then to 
weight them according to their probabilities. Let f be 
an arbitrary formula. in eN. Each possible interpreta­
tion of the formula is then given by an n-tuple x in 
the Boolean cube Bn+• = {0, 1 }"+•, 1 corresponding 
to true and 0 to false. Iff ( x) denotes the truth value of 
f under the interpretation x E Bn+•, then f becomes 
an application from Bn+s to {0, 1}. This permits to 
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define 
N(f) = {x E Bn+s : f(x) = 1}. (4) 
This puts a bridge between propositional calculus and 
the algebra of sets, a link which becomes especially 
important for probabilistic considerations within ev­
idence theory (see below). Consider the question: 
What are the common truth values of the proposi­
tions in N ? The set of possible answers to this ques­
tion (its frame of discernment) is the Boolean cube 
Bn+• and denote by () E Bn+s its unknown exact an­
swer. If :E = { el' ... 'er} is the available knowledge, 
then each clause ei restricts the unknown () to the set 
N(el) n . .. n N(er)· If e = 6 I\ ... I\ er, then the 
knowledge base :E is therefore represented by the sub­
set N(e) = N(el) n ... n N(er) � Bn+•. Similarly, 
the truth values of the assumptions a1, ... , a. define a 
vector x in B •. Note that B. can be seen as a subset of 
Bn+•. If we assume that x is the correct truth vector 
for the assumptions, then defining 
{ a· if x · = 1 "-• - I I ..... - . -,ai If Xi = 0 (5) 
implies that conj(x) = a-1 I\ ... I\ a. is true under 
x. So, assuming that x is the correct truth vector 
for the assumptions permits to restrict the unknown () 
to the subset N(conj(x)). Therefore, combining this 
information with the knowledge base represented by 
N(e) implies that () is in N(conj(x) I\ e). Since we 
know that the probability that a; is true equals q; and 
the assumptions are stochastically independent, the 
probability that x is the correct vector is 
• 
P'(x) = II qfi(1- q;)l-x;. (6) 
i=l 
Remark that the set 
r(x) = N(conj(x) I\ e) (7) 
may very well be empty for some vectors x in B. be­
cause all we know is that if x is the correct vector, then 
� is in r( X) . This implies that if we learn that r( X) 
IS empty, then x cannot be the correct truth vector 
of the assumptions. Therefore, the available knowl­
edge :E permits to conclude that the correct vector 
is in n = {x E B, : r(x) =J 0}. This a new piece 
of information which must be taken into account by 
conditioning the a priori ·probability P' on the event 
n, resulting in a new probability space (0, P) where 
P(x) = P'(x)jP'(Q). The vectors in B. - n are 
called contradictory configurations because assuming 
that X E B. - n is the correct configuration leads to 
a contradiction with the accepted knowledge :E since 
N(conj(x)) n N(e) = 0, i.e. conj(x) I\ e is inconsis­
tent. These ideas can be placed into the framework of 
Dempster's multivalued mappings, which makes the 
link to the theory of evidence (Dempster, 1967) . In­
deed, r is a multivalued mapping from 0 to Bn+• and 
the structure 
(8) 
is called a hint (Kohlas, 1990; Kohlas, Monney, 1990, 
1992). Now, consider a formula h E .CN representing a 
hypothesis. Notice that his true if and only if his true 
under the interpretation (}, i.e. (} E N(h). Therefore, 
it is interesting to look at the set 
u(h) = {x E Q: f(x) � N(h)} (9) 
because if x is the correct configuration of the assump­
tions and x E u(h), then his necessarily true. Since x 
is the correct configuration with probability P(x), it is 
natural to define the degree of support of h in the light 
of the hint 1i by 
sp(h) = P(u(h)). (10) 
The rest of the paper is concerned with the problem of 
finding efficient procedures for computing such degrees 
of support. Now, to compute sp(h), it turns out to be 
useful to consider a slight generalization of the notion 
of hint. Indeed, before conditioning, our knowledge is 
represented by the so-called quasi-hint 
1i' = (B., P',r,Bn+s), (11) 
where this time it is allowed that f( X) is empty. from 
a quasi-hint, conditioning always permits to deduce a 
hint which can be used to compute degrees of support. 
Note that degrees of support must always be computed 
with respect to hints and not quasi-hints because con­
tradictory configurations clearly do not contribute to 
the support or credibility of a hypothesis h, although 
r(x) = 0 � N(h) for such configurations. A quasi­
hint allows for the computation of the so-called degree 
of quasi-support of h 
sp'(h) = P'(u'(h)) (12) 
where 
u'(h) = {x E Bs : f(x) � N(h)}. (13) 
If o denotes the inconsistency, then we have the fol­
lowing result. 
Theorem 1 For any formula h E  .CN, 
sp(h) = 
sp'(h)- sp'(o)
. 1- sp'(o) 
(14) 
The proofs of all theorems in this paper can be found 
in Kohlas, Monney (1993). This paper also contains 
several examples. According to this result, in order 
to compute the degree of support of h, we have to 
compute the degree of quasi-support of h and of o. 
2 A LOGICAL VIEW OF 
SUPPORTS OF HYPOTHESES 
In this section, we are going to present a method for 
finding a more economic representation of u' (h) for 
an arbitrary formula h E .CN (h  may very well also 
be the inconsistency o). In fact, for large sets of as­
sumptions A, it is very difficult to compute u'(h) ex­
plicitely because Bs has 2• elements which must all 
be tested whether they belong to u'(h) . Moreover, in 
order to compute the degree of support of h, we don't 
really have to compute u'(h), but rather its probability 
P' ( u' (h)). Consider the formula 
'Ph= V {conj(x): x E u'(h)} (15) 
in the sublanguage .CA of .CN. 
Theorem 2 Let h be an arbitrary formula in .CN. 
Then u'(h) = N(cph)· 
Thus we have to compute P'(N(tph)). If we can find a 
disjunctive normal form representation of 'Ph which is 
simpler than (15), say 'Ph = h V ... V fr, then sp'(h) = 
P'(Ui=l N(li)). Computing the probability of a union 
of events is not too difficult, especially when the /i are 
pairwise inconsistent (see section 4). Now, let's look 
at the problem of finding a simple disjunctive normal 
form representation of 'Ph· Denote by CA the set of 
all conjunctions of zero, one or more literals in A± (a 
conjunction with zero literal is the tautology •) . We 
say that a conjunction a inCA is a quasi-support of h if 
a A e  f= h. We don't use the term "support" because a 
conjunction a such that a A �  is inconsistent is clearly 
a quasi-support of h, but of course we cannot say that 
it is a support of h. Note that o is not in CA and 
hence cannot be a quasi-support of h. However, each 
a; A -oa;,i = l, ... s is in CA and is in fact a quasi­
support of any formula h in .C N. 
Theorem 3 A conjunction a E CA is a quasi-support 
of h E eN if and only if e F h V -.a. 
A quasi-support of o is called a contradiction. It is im­
portant to note that a contradiction is a quasi-support 
of any formula h in eN. 
Theorem 4 Let a be a conjunction in CA. The fol­
lowing three statements are equivalent: 
• a is a contradiction 
• e F= -.a 
• a A e is not satisfiable, i.e. a A e = o. 
The following fundamental theorem establishes the 
link between quasi-supports of h and the logical for­
mula IPh· 
Theorem 5 A conjunction a E CA is an implicant of 
'Ph if and only if a is a quasi-support of h. A conjunc­
tion a E CA is an implicant of tp0 if and only if a is a 
contradiction. 
A quasi-support of h is called minimal if no proper 
subconjunction of a is also a quasi-support of h. A 
contradiction a is called minimal if no proper sub con­
junction of a is also a contradiction. Be careful, for any 
formula h in eN, a minimal contradiction is a quasi­
support of h which is minimal within the restricted set 
of contradictions, but not necessarily within the whole 
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set of quasi-supports of h. Therefore, there might exist 
minimal contradictions which are not minimal quasi­
supports of h ! The following corollary follows directly 
from theorem 5. 
Corollary 1 A conjunction a E CA is a prime impli­
cant of 'Ph if and only if a is a minimal quasi-support 
of h. A conjunction a E CA is a prime implicant of cp0 
if and only if a is a minimal contradiction. 
Again, although each implicant of cp0 is also an impli­
cant of 'Ph, note that a prime implicant of cp0 is not 
necessarily a prime implicant of tph. 
Now, it is a classical result of logics that if h, . .. , fr 
are the prime implicants of tph then 'Ph = h V ... V fr 
and hence 
(16) 
by theorem 2. But corollary 1 implies that equation 
(16) still holds when h, . . . , fr are the minimal quasi-
supports of h. Similarly, if g1, ... , g, are the minimal 
contradictions, then tp0 = Ul V ... V g, and hence 
(17) 
Formulas (16) and (17) can then be used to compute 
sp'(h) and sp'(o) , which in turn can be used to com­
pute the exact degree of support of h in the light of the 
available knowledge represented by the hint 'H.. Thus 
our problem reduces to the determination of all min­
imal quasi-supports of h and all minimal contradic­
tions. In their" Assumption-Based Truth Maintenance 
Systems (ATMS) ", Reiter, De Kleer (1987) called a 
contradiction a "no-good" and a quasi-support which 
is not a contradiction a "label". Let us assume for 
the moment that h is a clause. This assumption will 
be dropped later. Then, for any quasi-support a of h, 
-.a V h is also a clause which is an implicate of e. In 
fact, by adapting theorems of Reiter, De Kleer (1987), 
it follows that there are even closer links between the 
minimal quasi-supports of h and the prime implicates 
of e (see below). Let's introduce some notations and 
conventions. First of all, clauses or conjunctions are 
sometimes conveniently considered as the sets of the 
literals they contain. Then for example x E c means 
that the literal X appears in C, and C n C1 denotes the 
set of literals contained both in c and c', but c n c' is 
neither a clause nor a conjunction. A clause or con­
junction f is said to subsume a clause or a conjunction 
g, if  2 g. Furthermore, iff and g are two clauses, let 
f-g denote the subclause off which is obtained when 
all literals present both in f and g are eliminated from 
f. The set of implicates of a set of clauses :E is denoted 
by Th(:E). For an arbitrary set of clauses Sin .CN, the 
subset of clauses which subsume no other clause of the 
set, that is, which are minimal within the set, is de­
noted by JJS. Then the set of prime implicates of e, 
i.e. the prime implicates of :E, is P I (E) = JJTh(E). 
Now, let MQS(:E, h) denote the set of minimal quasi­
supports of h. with respect to :E and MC(:E) the set 
of minimal contradictions with respect to :E. Let C� 
denote the set of all clauses composed of zero, one or 
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more literals in A± (a clause with zero literal is the 
inconsistency o) . Furthermore, note that c� =""CA. 
The following theorem is a modification of a result of 
Reiter, De Kleer (1987). 
Theorem 6 If h is a clause, then 
MQS('E, h) = "' p{f- h E C� : f E P I('E)}. {18) 
Furthermore, 
MC(E) = "'{f E CA : f E PJ(E)} (19) 
The problem of finding minimal quasi-supports of h 
and minimal contradictions is thus related to the prob­
lem of finding prime implicates of e. A brute force 
method based on resolution can be used to find them 
(see Birkhoff, Bartee (1970)). However, more tightly 
controlled methods are possible if we adapt techniques 
pointed out by Inoue {1991 a and b, 1992). They make 
use of concepts and procedures introduced by Bossu, 
Siegel (1985) and Siegel (1987). These methods de­
pend on the notions of production field and charac­
teristic clauses (Inoue, 1992). A production field P is 
simply a non empty set of clauses in .CN. In fact, the 
production field which will interest us most is the set 
of clauses in c�' which will be denoted by p A. A pro­
duction field is called stable if any subsumed clause of 
a clause in P is also in P, i.e. if c E P and c' � c, 
then c' E P .  Clearly, the empty clause o belongs to 
any stable production field and PA is stable. The mini­
mal elements of Th(E)nP are called the characteristic 
clauses of E with respect to P: 
Carc(E, P) = p(Th(E) n P). (20) 
Similarly, we can define characteristic clauses for any 
collection S of formulas in .CN: 
Carc(S, P) = J.L(Th(S) n P). (21) 
Theorem 7 If P is stable production field, then 
Carc(S,P) = PI(S) n P. (22) 
Let f be an arbitrary formula in CN, possibly the in­
consistency o. Let MQS(L., f) denote the minimal 
quasi-supports of f with respect to L.. Given a sta­
ble production field P, we denote the minimal quasi­
supports of f belonging to� P by 
MQS(L., f, P) = MQS(L., f)n"' P. (23) 
In particular, since MC(E) = MQS(E,o), we have 
MQS(E, o, P) = MC(E)n"' P. (24) 
Theorem 8 Let E be a set of clauses in .CN, f an ar­
bitrary formula in .CN and P a stable production field. 
Then 
MQS(L.,J,P) = ""Carc(L.u{-.f},P) . (25) 
Furthermore, 
MC(L.)n "'P = ""Carc(E, P). (26) 
Equation (26) can be found in Inoue (1992). In conse­
quence, we have the following result. 
Theorem 9 Iff is an arbitrary formula in .CN, then 
MC(E) = 
MQS(L., f) = 
"' Carc(E, PA) (27) 
"'Carc(E U {-.!}, PA)· (28) 
In view of the last theorem, characteristic clauses are 
of interest to find minimal contradictions and minimal 
quasi-supports. Note that in theorems 8 and 9, f is 
an arbitrary formula in .CN, not necessarily a clause h 
like in theorem 6. In view of these theorems, we are in­
terested in methods to compute characteristic clauses 
relative to a stable production field P, which may be 
PA for example. This can be much more feasible than 
to compute all prime implicates of e and apply theorem 
6 when f is a clause. Such methods will be presented 
in the next section. 
3 COMPUTING 
CHARACTERISTIC CLAUSES 
By theorem 9, it is sufficient to compute the set 
Carc(E, PA) of characteristic clauses with respect to 
the production field PA in order to obtain the min­
imal contradictions with respect to E. Also, by the 
same theorem, Carc(E U { -.!}, PA) permits to obtain 
all minimal quasi-supports of an arbitrary hypothesis 
f in .CN (not necessarily a clause). The problem is 
thus to compute these sets. 
Given a set of clauses L., a clause c and stable produc­
tion field P, Siegel (1987) and Inoue (1992) propose 
an efficient algorithm called skipped, ordered, linear 
resolution to compute the set Prod(E, c, P) consisting 
of the so-called produced clauses. These sets are fun­
damental for the computational procedures proposed 
below. The algorithm for computing Prod(E, c, P) is 
therefore the basic computational module. The follow­
ing theorem of Inoue (1992) shows how characteristic 
clauses can be computed incrementally. 
Theorem 10 If c is a clause and P is a stable pro­
duction field, then 
Carc(0, P) = {p V .,..,p: p E N,p V -.pEP} 
Carc(L. U {c}, P) = J.t(C'arc(E, P) U Prod(E,c,P)). 
Now, let's apply these results to the computation of 
minimal contradictions and minimal quasi-supports of 
hypotheses. The information contained in the set of 
clauses 'E consists of the one side of the relatively sta­
ble knowledge base Ex and on the other hand of the 
varying facts EF, which may change from one case 
to the other. This has to be taken into account, if 
efficient computational procedures are to be designed. 
The first task consists in the determination of the min­
imal contradictions with respect to E. Remind that 
these minimal contradictions are essentially given by 
Carc(I:, PA) (theorem 9). First, the clauses of E are 
ordered into a sequence 6, 6, ... , er, where it is conve­
nient to take first the S clauses 6, ... , e3 of l:K. Using 
theorem 10, the minimal contradictions Carc(EK, P A) 
relative to the knowledge base I:K can be computed 
incrementally. In many practical cases, Carc(I:K, PA) 
will only contain the trivial clauses a V -.a (represent­
ing contradictions a I\ -.a) for all assumptions a E A. 
Then the knowledge base is in itself consistent, which 
may even be a requirement for an acceptable knowl­
edge base. Anyway, this computation can be consid­
ered as a compilation of the knowledge base. The facts 
will often also arrive sequentially or can in any case 
be arranged into an arbitrary sequence. Then the set 
of minimal contradictions MC(E) can be updated se­
quentially using theorem 10 to find MC(E). Indeed, 
for any new clause et+l arriving, this means essentially 
determine Prod(I:, et+b p A)· At this stage, queries 
can be accepted. Let h be an arbitrary formula in eN 
representing a hypothesis which is queried. By theo­
rem 9, the minimal quasi-supports of h are equal to 
"' C arc(E U { -.h}, P A). If -.h is a clause, then this set 
can computed using theorem 10: 
p(Carc(L., PA) 
UProd(E, -.h, PA)). 
If -.h is not a clause, then -.h must first be trans­
formed into a conjunctive normal form, preferably a 
simple one. If -.h = h11\ ... I\ ht and :F = { h1, ... , ht}, 
then Carc(I: U {-.h}, PA) = Carc(E U F, PA) and we 
can again use theorem 10 to compute this set. The 
approach described so far can be qualified an interpre­
tative approach, because any query is treated upon re­
quest. In fact it is a combined compiled-interpretative 
approach, because the minimal contradictions relative 
to the knowledge base EK are computed once for all 
and the minimal contradictions relative to the informa­
tion incorporating additional facts are updated as the 
facts arrive, and the queries are treated as they arrive 
(only the minimal contradictions with respect to EK 
need not be recomputed). If there are many different 
queries to treat, a fully compiled approach based on 
theorem 6 might be preferable. These results presup­
pose the knowledge of P I(E) to determine the minimal 
contradictions and the minimal quasi-supports for a 
clause h. Note that P I(I:) = pTh(I:) = Car c(E, PN ), 
that is the set of characteristic clauses of I: with re­
spect to the stable production field PN consisting of 
all clauses over N±. The latter can be computed using 
theorem 10. P I(E) could also be computed using the 
following theorem of Inoue (1992), which is a slight 
modification of theorem 10. 
Theorem 11 If c is a clause, then 
P/(0) 
PI(E U {c}) 
{pV-.p :pEN} 
p(P I(E) U Prod(P I(I:), c, PN )). 
So, the whole information contained in E is com­
piled into and replaced by its prime implicates P I(E). 
Probabilistic Assumption-Based Reasoning 489 
Given the decomposition E = EK + EF, the compila­
tion can again be partitioned into two phases, namely 
first the compilation of I:K and then the updating as 
additional facts arrive. The minimal contradictions 
are then obtained by equation (19). Any query which 
is. a clause can be immediately treated by using equa­
tion (18). The disadvantage of this compiled approach 
is the large cardinality of the set P I(E), which already 
means a big compilation effort for the knowledge base 
as well as for the updating phase. This presupposes 
also a convenient data base structure for easy retrieval 
of elements of P I(E). 
4 COMPUTING DEGREES OF 
SUPPORT 
Once the minimal contradictions and the minimal 
quasi-supports of a formula h in a propositional sys­
tem have been determined, the degree of support of 
h can be computed. How exactly this can be done 
is the subject of this section. Let h be a hypothesis 
with minimal quasi-supports h, ... , fr and minimal 
contradictions c1, ... , Cs. Then /Ph = It V ... V fr 
and <p0 = c1 V ... V c. and hence u'(h) = N(<ph) 
and u'(o) = N(<p0) according to theorem 2. Then, 
using theorem 1, we just have to compute sp'(h) = 
P'(N(<ph)) and sp'(o) = P'(N(<p0)) to find the de­
gree of support of h. The problem is thus to compute 
P'(N(<ph)) and P'(N(<po)). Since these two tasks are 
of the same kind, it is sufficient to consider techniques 
to compute P'(N(<ph)) only. Because the logical for­
mula /Ph defines a Boolean function on B3, 'Ph can 
be considered as a binary random variable whose ex­
pected value E(tph) is precisely sp'(h) = P'(N(<ph)). 
We want to point out here that the problem of comput­
ing the expected value E(<p) of a Boolean function tp is 
a common problem in reliability theory; however the 
Boolean functions considered there are mainly mono­
tone, which is usually not the case for <fJh and tp0• But 
as has been pointed out by Anders (1989), many meth­
ods for monotone Boolean functions generalize to ar­
bitrary Boolean functions. We can therefore take ad­
vantage of methods from reliability theory to solve our 
problems. First, remark that the probability of any 
conjunction d = 1\{lj : j E J} of literals lj in A± can 
easily be computed. In fact, if we define 
then 
X - J J { 1 if/· =a· 1 0 if lj = -.ai, (29) 
P'(N(d)) =II qj'i(1- qj)l-Xj. (30) 
jEJ 
On the other hand, we have 
P'(N(t,ph)) = P'(U';=lN(/i)) (31) 
and the following theorem, called the inclusion exclu­
sion formula, shows how the latter can be computed 
(Feller, 1964). 
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Theorem 12 We have 
r 
P'(Ui=1 N(Ii)) = L(-1)k+1S�:, (32) 
k=1 
where 
sk =I: {P'(nieJN(/;)): I � {1, ... ,r}, III = k}. 
Note that the probabilities of the intersections 
are easy to compute because 1\;ei fi is again a con­
junction, namely the union of all literals contained in 
the conjunctions /;, i E I. It is not excluded that 
two conjunctions /i and fk are contradictory and then 
1\;ei /; = o, which implies that the corresponding prob­
ability is zero. This method to compute P'(N('Ph)) 
is called the inclusion-exclusion method. Unfortu­
nately, the sums in (32) contains many terms which 
makes computations tedious and even impossible for 
large r. Sometimes, the bounds provided by the next 
theorem allow to stop computations with an accept­
able approximation at a relatively small value of 1. 
Note however that these bounds are not necessarily 
monotone in l. For monotone Boolean functions there 
exist better bounds (see for example Kohlas, 1987); 
for non-monotone Boolean functions less bounds are 
known today. The following theorem is stated in Bar­
low, Proschan (1975) and proved in Kohlas, Monney 
(1993). 
Theorem 13 If S�: is defined like in theorem 12 and 1 
is a positive integer such that 21 + 1 ::::; r, then sp' (h) ::::; 
s1 and 
21 21+1 :�:)-1)k+1sk::::; sp'(h)::::; I.::<-1)k+ls�:. (33) 
k=1 k=l 
For hypotheses h with many minimal quasi-supports 
( r is large), the inclusion-exclusion method may fail to 
be practicable. In such cases, so-called disjoint decom­
position algorithms may help. These methods depend 
on our ability to find a decomposition of N('Ph) into 
disjoint subsets N(d�:) with dk E CA: 
m 
N('Ph) =·L N(d�:). (34) 
k=l 
If we have such a decomposition, then 
m 
P'(N('Ph)) = L P'(N(d�:)). (35) 
k=l 
So, the N(dk) should be such that 
• P'(N(d�:)) is easy to compute 
• m is as small as possible. 
For example, the first requirement is fulfilled when the 
d1: are conjunctions. The N(d�:) are disjoint if and 
only if the d�: are pairwise inconsistent, i.e. d�: 1\ d1 = o 
whenever k :j;l. We say that two formulas in CA are 
disjoint if their conjunction is equivalent to o. Further­
more, a disjunction of disjoint formulas will be written 
as a sum. From the disjunctive normal form represen­
tation 'Ph = fi V ... V fr, a representation by disjoint 
terms can easily be obtained (for simplicity, 1\ is writ­
ten as a product): 
'Ph 11 + (-.ft)h + (-.Jl)(-.h)h + ... 
+(-.Jt) · · · (-.fr-1)fr· 
Note however that these terms are no more conjunc­
tions and their probabilities are not easily computed. 
In fact the disjunctions -./j must be developed using 
the distributive law in order to obtain conjunctions. 
This will in general give far too many terms. A more 
intelligent way to obtain a disjoint sum representa­
tion of 'Ph has been proposed by Abraham (1979), but 
for monotone Boolean functions only. But as Anders 
(1989) noted, the method can easily be adapted to 
general Boolean functions. The method makes use of 
the following two results (see Kohlas, Monney (1993)). 
Theorem 14 Two coniunctions c' and c" are disjoint 
if and only if there exists a literal x in c' which appears 
negated {-.x) in c". 
Theorem 15 Suppose that c' and c" are two conjunc­
tions which are not disjoint. Let X'= {x1, ... ,x.} be 
the set of all literals contained in c', but not in c''. 
• If X' is empty, then c' V c" = c1• 
• If X' is not empty, then 
c' V c" = c' + ( -.xl)c" + x1 ( -.x2)c" + ... 
+x1 ... x.-1(-.x.)c". 
Based on these results the following algorithm can be 
defined: 
For j = 1 tor 
define Poj = {/j} 
for i = 1 to j - 1 
for all dk E Pi-lj 
if d�: and f; are disjoint put dk into Pij 
else define X' = { x1, ... , x.} to be the set of 
all literals in /i not contained in dk 
if X' is empty drop dk 
else add (--,X! )dk, x1 ( --,x2)dk. . . .  , X1 . . . 
x.-1(-.xs)dk to P;j. 
The next theorem completes the method and proves 
at the same time its correctness: 
Theorem 16 Let Pj -lj, j = 1, . .. , r be the sets ob­
tained in the j-th loop of the above algorithm. Then 
r 
'Ph= LL{dk E Pj-1; }. 
j=l 
So the above algorithm constructs in fact a disjoint 
sum representation of IPh by conjunctions. It follows 
then from theorem 2 that 
r 
P'(N(cph)) = L L{P'(N(dk)): dk E Pj-lj} (36) 
j=l 
and the probabilities P'(N(dk)) are easily computed 
because d�c are all conjunctions. For a small num­
ber r of terms in the original disjunctive normal form, 
this algorithm may well generate more terms than the 
inclusion-exclusion method; for larger however, its the 
contrary in general. Abraham's method is not the only 
method to obtain a disjoint representation of IPh. An­
other method has been proposed by Heidtmann (1989) 
for monotone Boolean functions. It can also be gener­
alized to arbitrary Boolean functions (Anders, 1989). 
All these methods have exponential complexity, the 
problem is NP-hard, as is well known (see for example 
Ball, 1986). 
5 CONCLUSION 
The mathematical foundations of probabilistic as­
sumption-based reasoning are exposed in the first part 
of the paper. Then computational aspects are consid­
ered and the given methods are alternatives to those 
traditionally used in the theory of evidence (propaga­
tion in Markov trees, see Shenoy, Shafer, 1990). When 
used in conjunction, these two solution techniques may 
lead to interesting results, especially in real-world ap­
plications when certain parts of the problem are better 
suited for one method than the other. A computer pro­
gram implementing the ideas presented in this paper 
is currently under development. 
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