Abstract: This paper presents a study of nonlinear complex behaviour in UMTS networks. Using the fundamentals of chaos theory we explore the chaotic nature of the TCP protocol when used in 3G UMTS mobile networks. Furthermore we evaluate the impact of nonlinear dynamic behaviour on the UMTS network performance. In order to validate the concept of our investigation, a model of the UMTS network is built using OPNET™ modeller and simulated under various user traffic loads. Simulation results show the behaviour of the network with increasing traffic load, which ranges from periodically stable to chaotic with a direct impact on network performance.
I. INTRODUCTION
Current research in the field of communication networks shows extensive interest in the intergration of mobile wireless and wired communication networks. The emergence of an integrated network of networks, consisting of several heterogeneous wired and wireless networks must cope with varying traffic characteristics, very high data rates and the user requirement for high Quality of Service (QoS). In third generation cellular systems, known as Universal Mobile Telecommunications System (UMTS) [9] , it is anticipated that the gap between wired and wireless communications will be considerably bridged. UMTS aims to provide high speed data applications along with real time voice communications.
While considerable effort has been made on the protocols for interfacing the mobile and wired networks, there is still a limited understanding of UMTS dynamics and performance under increased traffic loads and congestion inside the network, which is a major phenomenon in contemporary networks. For example the seminal paper by Carrasco et al [1, 10] presents teletraffic studies in wireline communication networks, which showed that even under low traffic levels, a wide variety of dynamical behaviour such as chaos and persistent oscillations appear through the network. For wired and wireless networks the nature of these effects can be targeted on the Transmission Control Protocol (TCP) that networks use in order to offer a connection-oriented reliable byte stream service. Crucially Veres et al [3] demonstrated how the TCP congestion control can show chaotic behaviour and how it contributes to the fractal nature of Internet traffic.
The nature of these effects suggests that similar behaviour will appear in mobile systems. Since research [4, 5, 6] showed the weakness of the TCP protocol to cope with the wireless environment, it is expected that the wireless nature and the complexity of the mobile network itself contribute further to the instability of the traffic flow. Nevertheless there is still no knowledge about the dynamical behaviour of the TCP in the mobile network and its impact on network performance. To answer this question the dynamics developed inside the UMTS need to be analysed along with QoS performance measurements.
This paper presents the modelling of a 3 rd generation mobile UMTS network with results, analysis and evaluation of the behaviour of the TCP in the wireless environment. Evidence is provided showing that under heavy traffic loads the TCP protocol exhibits chaotic behaviour. The impact of this behaviour on the overall performance of the UMTS network is analysed and it is shown that under strong chaotic conditions the system experiences very high variations in the user throughput and unacceptably large delays. These effects have a large impact on the Quality of Service as it is perceived by the users and hence the network performance is radically altered.
II. CHAOS IN NETWORKS
From [8] it is known that chaos is the aperiodic, long-term behaviour of a bounded system that exhibits sensitive dependence to initial conditions. In [3] , from a model of a wireline network, it is shown that TCP connections in a network can interact as a dynamical system and influence each other producing from simple predictable behaviour to highly complex unpredictable behaviour, which is sensitive to initial conditions. Hence, the TCPs exhibit all the characteristics (as mentioned above) of an unstable chaotic system. This behaviour greatly depends on levels of congestion inside the network. Higher traffic loads mean more unpredictable behaviour.
In mobile networks the problem is aggravated by the wireless nature of the system. Instability in the network is further invoked by the restricted wireless bandwidth, the user mobility and the interference of the physical environment. Since the TCP protocol remains unchanged for wired and wireless applications, these fundamental parameters are not implemented in the protocol [6] . Under such interference it is possible that TCP measures and adapts to congestion erroneously, inserting more instability and unpredictability in the whole system. Hence it is very crucial to study the TCP behaviour inside the system in order to understand the dynamics developed in the traffic profile. Such knowledge would allow us to create congestion control mechanisms to control and suppress instabilities and chaotic behaviour inside the UMTS network.
III. METHODOLOGY
In order to evaluate the dynamics of the TCP in the UMTS network, our aim is to test the network under increased traffic load and search for aperiodicity and sensitivity to initial conditions, which are the fundamental chaotic characteristics. Hence two different experimental procedures are implemented relative to the two chaotic characteristics. Following the idea from [3] we select to measure each TCP's congestion window as a representative of the protocol behaviour. The congestion window is closely related to the nonlinear equations that govern the TCP data rate and congestion avoidance.
The network model is built using the OPNET™ modeller and consists of a typical UMTS network architecture. We consider N Mobile Stations (MS) send and receive information using the TCP protocol. Two cases of mobile applications are examined: File Transfer Protocol (FTP) and FTP with HTTP. The experimental procedure consists of slowly increasing the number of users of the network and examining the dynamic behaviour of the traffic as well as QoS measurements of user and cell aggregate throughput and TCP delays inside the network. The system model is shown in fig.1 .
In order to study the TCP chaotic aperiodic behaviour, we assume a single cell scenario with N equal to 2 mobile stations transmitting a file of 2 Mbytes through the UMTS network into an FTP server. In order to simulate a congested network the throughput capacity of the network and buffer size of the FTP server are intentionally decreased to a level equivalent to a highly used network. The maximum allowed throughput is reduced to 20 kbits/sec and the number of packets of the ftp server's buffer is limited to 25 packets and 15 packets so as to test the network under different levels of congestion. Any packet in excess of the capacity of the router buffer would be discarded immediately and consequently it would cause a retransmission of the packet from the TCP. The dynamics of the system formed between the two TCPs will show the stability of the system. The study of the system's sensitivity to initial conditions, also known as "Butterfly Effect" is performed by simulating the network under realistic conditions. The number of mobile stations is increased and any restrictions in the performance of the network are removed. In this experimental configuration we use two cells each serving N mobile users respectively. Each mobile station receives data in the downlink from the FTP server transferring files of 2 Mbytes using the TCP protocol. Initially we begin the simulation and allow it to evolve for a while and at the time of 40 seconds we artificially drop one packet randomly from one of the TCP sessions running at the time in the network where we record the value of the congestion windows for each mobile station. We repeat the simulation this time without discarding any packets and again record the values for the TCP congestion window. In order to understand the behaviour of the network we plot the values of the unperturbed system congestion window, the values of the perturbed system congestion window and the difference of these values. We are extremely interested in the difference of the congestion windows as the experiment evolves since this will show if the system is stable or if one packet loss can alter the whole dynamics of the network. The whole process (as described above) is repeated for N equal to 5,10 and 15 mobile stations respectively, so as to study the network under different traffic levels.
In order to measure how fast the two systems diverge from each other, we compute the Lyapunov exponent λ which is the quantitative measure of the sensitive dependence on the initial conditions. Initially we calculate the Euclidean Distance which is defined as the straight line distance between two points. This is the distance between the congestion windows of the unperturbed and perturbed systems. The Euclidean distance is defined as E(t) [3] ( ) (
The Lyapunov exponent λ is the averaged rate of divergence (or convergence) of two neighbouring trajectories [3] Behaviour   Fig.2 shows the temporal evolution of the congestion windows of the two mobile stations for the FTP server buffer at 25 packets. It is apparent that both mobiles show the normal TCP behaviour of slow-start, congestion avoidance, packet loss and back-off. Furthermore the mobiles are synchronised in the way they start and stop packet transmission.
IV. RESULTS

UMTS Chaotic Aperiodic
In order to view the dynamics of the system we use the system's phase space, which is a multidimensional space where each dimension represents a system variable [8] . In this case the variables (X, Y) are the two congestion windows in packets, hence in fig.3 we see the two dimensional phase space. The system is periodic as it goes through a periodical trail returning to the same values creating a close loop. The periodic behaviour of the TCP protocols has a direct impact on each mobile's average throughput. In fig.4 we see that both mobile stations share the resources of the network fairly. Each TCP sends data on the uplink with an average rate of 9 kbits/sec.
Unfortunately this well ordered harmonic behaviour of the mobile stations packet transmission as described in the previous section is not universal. For server buffer size of 15 packets the behaviour of the system is very different as it can be seen from the phase space and the average user throughput as shown in fig.5 and fig.6 respectively.
It is apparent that the TCP exhibits a very complex non-periodic pattern totally different to the periodic behaviour demonstrated before. The rate of each TCP is unpredictable since each mobile station transmits data while the other waits in idle mode. This behaviour significantly decreases the QoS perceived by the user, as it can be seen in fig.6 . One of the mobile stations faces a drop in performance of 2.5 kbits/sec which is in favour of the other mobile station.
Non periodicity is one of the key conditions for a system to be considered as chaotic as the next state of the system cannot be predicted. The impact of this behaviour is evident when the simulations are made on a large-scale UMTS network, as shown in the next section.
Sensitivity to Initial Conditions "Butterfly Effect"
In order to clearly view the differences of both simulations we use a spatio-temporal graph [3] , where each value is plotted according to a colourmap in a way that each value corresponds to a different colour. Using this method it is very easy to examine the difference in 
Difference of Systems
Comparing the two systems and their difference it can be observed that for the first 40 seconds the systems look identical. The black colour is assigned the zero value hence in the graph of the differences for the first 40 seconds we see a black colour. However after the small perturbation from a dropped packet the system begins to change and evolve in a different way. Initially a few differences appear and after a few seconds the values look completely different. Consequently the dynamics of the network have changed and some users will experience a higher throughput due to congestion window increase while others will experience a decreased throughput. This experiment is repeated for the case of 20 and 30 mobile stations in the network and the results are similar, which shows that the system exhibits sensitivity to initial conditions. The values of the Lyapunov exponents for all the three levels of usage inside the network is shown in fig.8 . The dotted line is for 10 MS, the dashed line is for 20 MS and the straight line is for 30 MS. Respectively the values of the Lyapunov exponents are 0.15, 0.42 and 1.2.
Studying fig.8 we can understand that the most sensitive system to the perturbation is the system with the most users. Furthermore from theory we know that an attractor can be considered as chaotic if it has positive Lyapunov exponents. Hence we understand that the system proves to have another very strong chaotic indication: that of sensitivity to initial conditions.
QoS Measurements in relation to Chaos
In order to study the impact of the chaotic behaviour inside the network for the case of 10 and 30 MS we recorded the values of the most common QoS measurements that of average throughput per cell and file transfer delay. Fig.9 and fig.10 show the average throughput per cell for 10 and 30 mobile stations respectively. For 10 MS it is apparent that for the duration of the simulation both cells have almost similar throughputs, apart from a small difference of 10 kbits/sec. The average per TCP flow delay is 400 seconds for a file download of 2 Mbytes.
In the case of 30 MS from fig.9 we can clearly see that after a certain point there is a large unfairness in the average throughput per cell which is around 80 kbits/sec. This means that one of the Node-B's faces a drop in performance and the users currently in that cell will perceive the effects of that drop as each user throughput time (sec) in that cell will be reduced. Furthermore we can see that there is a strong relation to the level of instability in the network with the level of unfairness in the network. If we compare the system at 10 and 30 users the more chaotic and unstable the system becomes (largest Lyapunov Exponents), the greater the difference can be observed in each cell's resources allocation from the network. Relatively the delay of the TCP packets for the case of 30 MS is around 650 seconds in order for the users to download the 2 Mbytes file. This is a very poor performance for the standards of the UMTS network and much larger than the case of 10 MS.
TCP fairness is a major problem in contemporary networks. As we have seen with this simple configuration TCP fairness which is related to large queuing in the buffer of a network, is associated with how the TCP protocols interact with each other as a dynamic system.
Performance of HTTP in Congested Network
In order to have a complete image of the impact of chaotic behaviour in the performance of the network, tests are performed for wireless applications that generate small TCP flows, such as HTTP. Hence we have repeated the simulations for 10 and 30 MS, using a mobile application mix of 70% FTP and 30% HTTP. For FTP we collected similar results as the ones described above. For HTTP a very strong performance indicator is the page delay time, which specifies the time it takes the user to retrieve the entire page with all the contained inline objects. In fig. 11 we plot the response time for 10 MS with dots and with crosses for 30 MS. We can see that due to the increased congestion in the case of 30 MS some of the users face double the delay than in the case of 10 MS, which is a significant degradation in performance. This delay is strongly related to flow unfairness as it was discussed and demonstrated in fig.6 and fig.10 . The favouring of some flows and the relative delayment of some others is an important issue for web browsing performance. Since most browsers open multiple concurrent connections if some flows of the HTTP browser get delayed due to the instability through the network, the browser cannot start displaying the partially downloaded page, since it is missing data (delayed TCP flows). Hence user perceived performance is significantly decreased.
V. CONCLUSIONS AND FUTURE WORK
This paper presented research currently being made on nonlinear complex behaviour in mobile wireless networks. A model of a UMTS network was built and simulated in order to evaluate the behaviour of the network under conditions of increased traffic load. Investigations proved that the model's behaviour ranges from periodic to chaotic nonlinear and has a direct impact on the QoS of the network.
The experimental analysis of the network performance, allowed the investigation of the UMTS network dynamics. In order to validate the results, a mathematical model of the traffic flow will be built and the results will be compared to that of the experimental model. The theoretical model will allow the accurate determination of the parameters that affect the behaviour of the traffic. These parameters will be used to design and implement a controller mechanism in order to suppress the effects of chaotic behaviour and hence moderate its impact on throughput delay and fairness inside the traffic profile of the UMTS network.
