ABSTRACT Multi-modal optimization is a troublesome problem faced by optimization algorithms. The multiscale quantum harmonic oscillator algorithm (MQHOA) utilizes group statistics strategy to evaluate the state of the population and neglects the individual state. It will lead the particles to be trapped in local optima when addressing multi-modal optimization problems. This paper proposes a modified MQHOA by introducing strict metastability constraints strategy (MQHOA-SMC). The new strategy adopts a joint constraint mechanism to make the particle states mutual constraint with each other. The modified algorithm enhances the ability to find a better quality solution in local areas. To demonstrate the efficiency and effectiveness of the proposed algorithm, simulations are carried out with SPSO2011, ABC, and QPSO on classical benchmark functions and with the newly CEC2013 test suite, respectively. The computational results demonstrate that MQHOA-SMC is a competitive algorithm for multi-modal problems.
I. INTRODUCTION
Multi-modal optimization encountered in real-world is difficult to tackle by mathematical methods such as dynamic programming [1] , greedy algorithm [2] , gradient-based method [3] . There are a large number of local optima within the range of feasible solution space, which places greater demands on scientists. Inspired by principles of nature, scholars have proposed numerous swarm intelligent optimization algorithms to solve multi-modal optimization problems, such as particle swarm optimization(PSO) [4] , artificial bee colony algorithm(ABC) [5] , differential evolution(DE) [6] , fireworks algorithm(FWA) [7] , comprehensive learning PSO (CLPSO) [8] , etc.
Inspired by quantum mechanism, many algorithms have been designed to incorporate the benefits of quantum mechanisms into traditional algorithms recently.
The associate editor coordinating the review of this manuscript and approving it for publication was Sunil Karamchandani.
Quantum optimization algorithm takes advantage of the characteristics of quantum computing and has achieved good results. These algorithms include quantum annealing algorithm(QA) [9] , [10] , quantum immune cloning algorithm(QICA) [11] , quantum-inspired genetic algorithm (QIGA) [12] , quantum artificial neural networks(QANN) [13] , quantum-behaved particle swarm optimization algorithm (QPSO) [14] , [15] , etc.
Typically, transforming optimization problems into quantum systems is a common approach adopted by many optimization algorithms. QA treats the objective function as a quantum system. The quantum dynamics and quantum tunneling effects are employed to let the system explore the phase space towards the optimal solution. QPSO algorithm establishes a quantum model of PSO, which engages quantum δ potential well as the sample function. The wave function reflects the particles state, instead of position and velocity in classical physics. It has been successfully used to solve scientific problems [16] - [18] . QPSO has a disadvantage of premature [19] , [20] , when it is used to address complex multi-modal issues.
Based on the theory of probabilistic interpretation of wave function, the basic framework of multiscale quantum harmonic oscillator algorithm (MQHOA) [21] is developed. MQHOA employs the evolutionary principle that the quantum system converges from high energy level to low energy level. The global optimal solution is obtained at the ground state. At present, MQHOA has made great progress in solving optimization problems and has been applied to practical problems [22] - [24] .
In MQHOA, the quantum system declines from a high energy level state to the ground state gradually by achieving metastability. Metastability has a local free energy minimum at infinite sizes in quantum physics, but not a global one [25] , [26] . It is a key step to find the optimal solution. The variance change of population determines the population state in the course of reaching the metastability. The stability of the population is overly depend on the extrinsic statistics of the population while ignoring the state of the individual. The particles fallen into local optimum will be difficult to jump out as the convergence progresses, resulting in premature of the algorithm. This paper proposes a modified algorithm with strict metastability constraints strategy. With the evolution of the algorithm, strict metastability constraints strategy enhances the global search ability. To demonstrate the effectiveness of MQHOA-SMC, numerical experiments are carried out with classical benchmark functions and CEC2013 test suite. The simulation results reveal the efficiency and effectiveness of MQHOA-SMC for complex multi-modal problems.
The remainder of this paper is organized as follows. Section II introduces the basic theory and analyzes the framework of MQHOA. Section III introduces the strict metastability constraints method based on MQHOA in details. In section IV, the efficiency and effectiveness of the proposed algorithm are evaluated on benchmark functions with different characteristics and CEC2013 test suite. Conclusion and the future work are outlined in section V.
II. MULTISCALE QUANTUM HARMONIC OSCILLATOR ALGORITHM
In this section, the basic theory of MQHOA is firstly demonstrated. Subsequently, the general framework of MQHOA is represented and several key phases are expounded in details.
A. GENERIC MQHOA THEORY
In quantum mechanics, particles move in an electric field with uncertainty. The particles move with particular energy values. The lower the energy level of a particle, the more stable the particle is.
The wave function describes the microscopic particle probability density. Particles have different probability distributions under different trap constraints. The time-independent schrödinger equation determines the state of particles over time and space as follows, which reflects the motion law of microscopic particles.
where E is the system energy, ψ(x) is the probability amplitude, V (x) is the potential energy. Schrödinger equation is used to transform the optimization problem into the quantum system in MQHOA. The main ideas of quantum physical model are described as follows.
1) POTENTIAL WELL EQUIVALENT
The optimization problem f (x) is considered to be the potential energy V (x) in Schrödinger equation [27] . Then the following form can be obtained.
The problem to be optimized is mapped to the potential energy termed of the stationary Schrödinger equation.
2) APPROXIMATE RELATIONSHIP EQUIVALENT
The optimization problem f (x) can be expanded by Taylor sequence near the global minimum position. The second order term in Taylor series is retained in MQHOA. Then the Schrödinger equation changes into:
where c represents the damping factors in harmonic oscillator motion. Theoretically, the wave function can be obtained by solving Eq.3. Fig.1 shows the wave function of harmonic oscillator. The boldface curve represents the objective function. The wavy lines mean the different wave function curve. The dashed down arrows mean the energy level decline operation. The wave function has different energy level structure in MQHOA. The initial stage corresponds to the highest energy level. The ground state corresponds to the lowest energy level. The metastability happens in the intermediate process. The metastability and energy level decline are the key stages of energy level stabilization process which is an essential component of MQHOA. The algorithm can get the ground state by repeating this process.
The probability density of the wave function on the ground state can be derived from Eq.3 [28] :
Eq.4 can be rewritten as follows.
where µ i represents the sampling center. σ s represents the current scale. It can be concluded that the wave function ψ σ s (x) of MOHOA is defined as a superposition of n Gaussian probability density function with µ i as the sampling center [29] .
B. FRAMEWORK OF MQHOA
MQHOA is consists of two key components: quantum harmonic oscillator process and multiscale adjustment process. Algorithm 1 describes the process of MQHOA. The key phases of MQHOA can be summarized as follows. Until termination condition is met.
1) QUANTUM HARMONIC OSCILLATOR PHASE
After accomplishing initialization, the algorithm enters quantum harmonic oscillator phase. The main task of this phase is to transfer the quantum system from the high energy level to the metastability at each scale. There are two operations in this phase: energy level stabilization operation and energy level decline operation. The first operation enables the quantum system to enter a relatively stable state. Particles execute the exploitation assignment in the adjacent space, which will enhance the particles to locate better optima. When the population finishes the exploration and exploitation assignment, the group statistics are calculated to judge whether the population enters the metastability by the difference of variance before and after energy level stabilization operation. In energy level decline operation, the particle with the worst fitness will be eliminated and regenerated with the mean value of the population position. This operation can maintain the diversity of the population as the convergence process.
2) MULTISCALE ADJUSTMENT PHASE
The multiscale adjustment phase adjusts scale by half to conduct exploration and exploitation in a smaller scale.
C. ANALYSIS OF ENERGY LEVEL STABILIZATION OPERATION
The energy level stabilization operation is responsible for exploring the promising area in the feasible space. If the exploration is insufficient, the algorithm will miss some promising spaces. Fig.2 (a) demonstrates the group stabilization strategy diagram. The notations are defined as follows. X means a population with x i (i = 1, 2, ..., k). The op1, op2, mean the sample operation, the comparison operation respectively. After the op1 finishes, the new population X t is generated. Then the op2 continues to execute, The fitness value of X t and X t is compared and the better one is reserved in X t+1 . The expression |σ X t − σ X t+1 | < σ t+1 represents the stabilization condition. Variance reflects the global distribution of the population as a group statistical properties, ignoring the current state of individuals. If the particle can not jump from a local optimum, it will lead to the premature and stagnant of the algorithm. If the stability condition is satisfied, the scale is reduced by half: σ t+1 = σ t /2. As the scale reduces, position C with a better fitness value than position B is no longer within the sampling interval. This strategy will miss high-quality solutions as the algorithm evolution process.
To verify the effect of energy level stabilization operation on the performance of the algorithm, a constraint factor λ is used to control the range of constraint. The stabilization condition is changed into |σ X t − σ X t+1 | < λ * σ t+1 . The ranges of λ are set from 1 to 0 with a step size of −0.1. The success rate(Sr) is recorded under different constraint factors on 30 dimensions. Each function runs 30 times independently. The Sr equals to the proportion between the number of optimal solutions that can be accepted and the total runs. The accepted threshold is set to 1e − 5.
Three multi-modal functions(Levy, Ackley, Griewank) are selected to conduct the experiment. The relationship between FE and Sr is represented in Fig.3 . It can be seen that with the decrease of the constraint factor, the Sr has been significantly improved on multi-modal functions. It shows that strict constraints can significantly improve the success rate of MQHOA. At the same time, the number of function evaluation of the algorithm does not increase significantly.
III. MQHOA WITH STRICT METASTABILITY CONSTRAINTS
In this section, the proposed MQHOA with strict metastability constraints strategy is represented in details. And then the double-well model is used to describe the convergence process of the proposed algorithm.
A. STRICT METASTABILITY CONSTRAINTS
Define 1 (Individual State): Consider a particle with states ( x(i, t) ), where i = 1, or 2, ... , k, t means the tth iteration cycle. fitness(.) represents the objective function. The output denoted by u(i, t) , means the state of particles.
Then the state of particles can be obtained by the following formulas.
Eq.6 calculates the fitness of particles. Through comparison operation in Eq.7, if a promising particle is generated, then update the current information. u(i) is used to represent the state of an individual. If its function value is equal to 1, indicating the particle is in a steady state. On the contrary, it is set to 0, indicating that the particle is in an unstable state in this cycle.
Define 2 (Population State): Consider a population with k particles (x(i, t) ), where i = 1, ... , k, t means the tth iteration cycle. The output denoted by h(t), means the state of the population at tth cycle and is given by
In Eq.8, h(.) represents the state of the population. It is the logic and operation of individual stability u(.). h(.) equals to 1, indicating that the population is in a steady state, vice versa.
MQHOA is a population-based optimization algorithm. As the evolution process, the particle could move anywhere according to wave function in the search space. To get the global optimum, the algorithm should locate the precise position according to the particle information. This process is measured by the Monte Carlo method in most stochastic optimization algorithms. The strict metastability constraints enable the metastability of the population more stable at each scale. Fig.4 represents the strict metastability constraints strategy. The strict metastability constraints strategy is more concerned with individual state. The individual state determines state of the population. Firstly, a particle is considered to be the stable state when the particle has not been updated. Secondly, only all particles are not updated in one cycle, the population is considered to be in a stable state. The joint constraints strategy enables MQHOA-SMC to guide the search process moving towards the promising domain and enhances the Table. 1. 
B. CONVERGENCE PROCESS OF ALGORITHM
In this section, the double-well model is used to verify the convergence process of the algorithm. This model is an important physical tool for studying microphysics. The formula of the double-well function is represented as follows.
The solid line in Fig.5 describes the function curve. The double-well function has two minimum values, where V 0 denotes the barrier height, 2a denotes the horizontal distance between the two minima, and 2|δ||a| denotes the vertical distance between the two minima. The parameters in this paper are set as follows: V 0 = 6, a = 2, δ = 0.1. The global optimal solution is obtained around x = −2 and the local optimal solution is obtained around x = 2. 
Algorithm 2 MQHOA-SMC Pseudocode
Initialize
In Fig.5 , the dashed lines depict wave function ψ(x) curve with different energy levels which means the metastability demonstrated in Fig.1 . From the high energy level state E 3 to the ground state E 0 , the particles move towards the global optimal area. Some particles approach the global optimal area from the local optimal area through tunnel effect as the evolution process. There are two pronounced bulges in the adjacent position around x = 2, x = −2 from the E 3 curve, indicating that the probability of the two positions is likely to be optimal solutions. The curve lines of E 2 , E 1 describe two metastability. The E 2 wave function curve shows that the optimal solution probability around the adjacent position with x = 2 is greater than other positions. From E 2 to E 1 , an obvious tunnel effect has taken place. As the convergence progress, most particles move towards the adjacent position around x = −2 from x = 2. The E 0 curve describes the ground state. All particles converge to the optimal solution position adjacent with x = −2.
IV. SIMULATION AND DISCUSSION
In this section, to demonstrate the effectiveness of the MQHOA-SMC, three experiments are conducted on benchmark functions with different characteristic. The first one is to measure the contribution of strict metastability constraints strategy to MQHOA-SMC. The second one is conducted to validate the comprehensive performance between the state-of-the-art SPSO2011, QPSO, and MQHOA on classical benchmark functions. The third one is conducted to compare with SPSO2011, ABC, QPSO, and MQHOA on the CEC2013 test suite.
A. BENCHMARK FUNCTIONS
There are two sets of benchmark functions: 12 classical benchmark functions and CEC2013 test suite.
The 12 benchmark functions include 3 unimodal functions and 9 multi-modal functions. The first three functions are unimodal functions. The next five functions are multi-modal functions. Finally, the last four functions are rotated multi-modal functions. In this paper, the orthogonal matrix M is generated by Salomon's method [32] . The function name, ID, search space and optimum are listed in Table. 3. The CEC2013 test suite is a standard test set for measuring the comprehensive performance of the algorithm [33] .
B. PARAMETER SETTINGS
The parameters used are listed in Table. 2. Experimental environment: MATLAB 2014b, Windows Server2016, Intel Xeon CPU E5-2630(2.4G HZ), 32G RAM. The results are recorded by 51 independent runs for each function.
C. CONTRIBUTION OF STRICT METASTABILITY CONSTRAINTS STRATEGY TO MQHOA-SMC
In this subsection, MQHOA-SMC is compared with the MQHOA from the prospect of global exploration ability. The 2-dimension Ackley function is used as an example to make a study and illustrate. The Ackley function is a typical multi-modal function, and the optimal solution position is at f (0, ..., 0) = 0. There are large numbers of local optima near the global optimal solution position. It is difficult to obtain the global optimum. Table.4, Table. 5, corresponding to 30 dimensions and 60 dimensions respectively. The best results are marked in boldface. The parameters used are listed in Table. 2. For further observations, boxplot of the results obtained by each algorithm on 30 dimensions are given in the Fig.7 for each test function with 51 independent runs. MQHOA-SMC achieves the highest accuracy on f 2 . QPSO obtains the highest accuracy on f 1 , f 3 , but fails to locate the optima on f 2 in all runs. This is an abnormal phenomenon which will further discuss at the end of this section. f 2 is an unimodal function of plate-shaped. The global optimal solution is on a plate-shaped slope. As for the other three algorithms, a satisfactory solution has been obtained. From the aspect of success rate, three algorithms can locate the optimal solution with 100% except for QPSO. QPSO gets trapped on f 2 . The distribution of solutions is consistent with this results in Fig.7 . The success rate of these three algorithms is 100%, but the solutions of MQHOA-SMC, and MQHOA are relatively more centralized. In summary, from the perspective of the overall solution accuracy and success rate, MQHOA is the most stable algorithm.
1) RESULTS FOR 30 DIMENSIONS
For multi-modal functions, there are large numbers of local optima which is more difficult to locate. Therefore, the success rate is more reflective of the performance of the algorithm. Based on results, MQHOA-SMC and QPSO are the two best performing algorithms. QPSO achieves the highest accuracy on three functions including f 5 -f 7 . MQHOA-SMC obtains the best accuracy on two functions including f 4 , f 8 . From the perspective of success rate, Each of MQHOA-SMC and QPSO has accomplished success rates of 100% on three functions. MQHOA-SMC obtains a more centralized solution in f 4 -f 6 , f 8 except for f 7 .
For rotated multi-modal functions f 9 -f 12 , QPSO obtains the best accuracy on f 10 -f 11 . MQHOA-SMC achieves the best accuracy on f 9 . MQHOA achieves the best accuracy on f 12 . From the perspective of robust, MQHOA-SMC is the only 
algorithm that manages to deliver 100% success rates on rotated functions except for f 9 (96%), f 12 (15%). Moreover, Fig.7 reveals that the stable of the proposed optimum is better than other algorithms.
2) RESULTS FOR 60 DIMENSIONS
To comprehensive evaluate the performance of the algorithms, further research is evaluated on 60 dimensions. The simulation results are recorded in Table. 5. MQHOA-SMC obtains the best accuracy including nine functions including f 1 -f 6 , f 8 , f 10 , f 11 . QPSO achieves the highest accuracy for f 7 , f 12 . SPSO2011, MQHOA also achieve satisfactory results on most functions. From the aspect of success rate, MQHOA-SMC, SPSO2011, MQHOA can locate the optima in all runs for f 1 -f 4 . As for other functions, the success rate of MQHOA-SMC is higher than that of other comparison algorithms including f 5 , f 6 , f 8 , f 10 , f 11 .
Above, the simulation results in 30 dimensions and 60 dimensions are analyzed separately. And then the two algorithms are represented horizontally. From Table.4  to Table. 5, although the maximum function evaluation increases, the statistics results reveal that the efficiency and effectiveness of the algorithm show a gradual decline tendency. It is also a normal phenomenon because of the difficulty of solving a complex function increases exponentially with increasing dimensions. The performance of QPSO declines dramatically, whether it is from the accuracy of the solution or success rate. QPSO can not locate the optimal solution including f 1 , f 2 , f 4 -f 6 , f 8 -f 11 . In the low dimension, QPSO performance is very good, but as the dimension increases, performance deteriorates. This is largely due to the potential well model it employs. QPSO employs δ potential well model. It is very sharp in the middle, which tends to cause the algorithm to converge too fast, and finally leads [30] , [31] . For MQHOA, MQHOA-SMC, the termination criterion is set to σ min = 10 −8 . The experiments are repeated 51 times independently. to premature. The proposed MQHOA-SMC algorithm maintains a stable state overall performance with no significant fluctuations.
E. COMPARISON WITH SPSO2011, ABC, AND QPSO IN CEC2013
In this section, a comprehensive comparison is demonstrated in the CEC2013 benchmark functions. The test functions are listed in Table. 6. The dimension is set to 30. Table.7 12 N , where k means the size of algorithms, N means the size of functions. In general, the lower the ranking fitness value, the better the function performance. Fig.8(a) represents the ranks on the unimodal functions. Experimental results show that the MQHOA-SMC performs well in complex unimodal functions than SPSO2011, ABC, MQHOA, and QPSO. SPSO2011 can find the optimal solution for f 1 . ABC can find the optimal solution on f 1 , f 5 . MQHOA-SMC is better than other algorithms on f 3 , f 4 . Fig.8(b) shows the results on multi-modal functions. The rank order is the same as the unimodal functions. The ranking score is 2.25 for MQHOA-SMC, superior to other comparison algorithms. The results reveal that the improved strategy can achieve excellent performance on multi-modal functions. For composite functions, the ranking is shown in Fig.8(c) . It can be find that SPSO2011 algorithm achieves the highest rank, followed by MQHOA-SMC, ABC, SPSO, and MQHOA.
V. CONCLUSIONS
This paper proposes a strict metastability constraints strategy based on multiscale quantum harmonic oscillator algorithm(MQHOA-SMC). Theoretical analysis and experimental results indicate that the new strategy enhances the exploitation ability in local area. Statistical analysis also shows that the proposed algorithm effectively improves the robustness and exploitation ability of the original algorithm. Comprehensive simulations between MQHOA-SMC and famous meta-heuristic methods including SPSO2011, ABC, and QPSO under different dimensions are conducted on classical benchmark functions and CEC2013 benchmark functions. Simulation results reveal that the MQHOA-SMC is a competitive algorithm.
In near future, we will further theoretically study the quantum dynamics evolutionary mechanism of MQHOA-SMC, and apply it to solve real-world engineering optimization problems.
