It is shown that a large class of events in a product probability space are highly sensitive to noise, in the sense that with high probability, the configuration with an arbitrary small percent of random errors gives almost no prediction whether the event occurs. On the other hand, weighted majority functions are shown to be noise-stable. Several necessary and sufficient conditions for noise sensitivity and stability are given.
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1 Introduction
Noise sensitivity -three examples
Consider the Hamming cube Ω n = {0, 1}
n endowed with the uniform probability measure P. Let A ⊂ Ω n be some event. Given a random x = (x 1 , . . . , x n ) ∈ Ω n , suppose that y = (y 1 , . . . , y n ) is a random perturbation of x; that is, for every j ∈ {1, . . . , n}, y j = x j with probability 1 − ǫ, independently for distinct j's. Here ǫ ∈ (0, 1) is some small fixed constant. This random perturbation of x will be denoted N ǫ (x). We may think of N ǫ (x) as x with some noise.
Based on the knowledge of N ǫ (x), we would like to predict the event x ∈ A. Since the joint distribution (x, N ǫ (x)) is the same as that of (N ǫ (x), x), an equivalent problem is to predict N ǫ (x) ∈ A knowing x. The event A is noise sensitive if for all but a small set of x, knowing x does not significantly help in predicting the event N ǫ (x) ∈ A. More formally, A is noise sensitive, if for some small δ > 0, γ(A, ǫ, δ) := P x : P N ǫ (x) ∈ A | x − P(A) > δ < δ (1.1)
The probability that j x j − n/2 > √ n is bounded from below as n → ∞.
Given such an x, the probability that N ǫ (x) ∈ M n is greater than P[M n ]+δ 1 for some constant δ 1 > 0, depending on ǫ. We conclude that majority is not asymptotically noise sensitive as n → ∞. Majority and dictatorship are not only noise insensitive, they are actually "noise stable", in a sense defined in Subsection 1.4 below.
It turns out that the noise insensitivity of majority and dictatorship is atypical, and many natural and interesting events are asymptotically noise sensitive.
Our third example is bond percolation on an m + 1 by m rectangle in the ordinary square grid Z 2 . A configuration is an element in Ω = {0, 1} E , where E is the set of edges in this rectangle. Let ω ∈ Ω be a random configuration, selected according to the uniform measure. A crossing is a path that joins the left and right sides of the rectangle, and consists entirely of edges e with ω(e) = 1. Let C m be the event that there is some crossing of this rectangle. By duality, it is not hard to see that P[C m ] = 1/2. This theorem will appear as a corollary of a general result. To introduce the more general statement, we need the notion of influence.
Influences of variables
Set [n] = {1, . . . , n}. Given x ∈ Ω and j ∈ [n], let σ j x = (x ′ 1 , . . . , x ′ n ), where x ′ k = x k when k = j and x ′ j = 1 − x j . The influence of the k-th variable on a function f : Ω → R is defined by
(
1.2)
In other words, I k (f ) is the expected absolute value of the change in f when the k'th bit x k is flipped. We shall often not distinguish between an event A and its indicator function χ A . In particular, for events A, I k (A) = I k ( χ A ). Note that I k (A) is the probability that precisely one of the two elements x, σ k x is in A. This notion of influence was introduced by Ben-Or and Linial [3] . Kahn, Kalai and Linial [18] (see also, [8, 25] ) showed that for every A ⊂ Ω n with P[A] = 1/2 there is a j ∈ [n] with I j (A) ≥ c log n/n, for some constant c > 0, and that there always exists a set S ⊂ [n] with |S| ≤ c(ǫ)n/ log n whose cumulative influence is > 1 − ǫ; that is, the measure of the set of inputs for variables in [n] − S which determine the value of f is less than ǫ.
Put
Theorem 1.2. Let A m ⊂ Ω nm be a sequence of events and suppose that II(A m ) → 0 as m → ∞. Then {A m } is asymptotically noise sensitive. Equivalently, there is some continuous function Φ satisfying Φ(0, ǫ) = 0 such that φ(A, ǫ) ≤ Φ II(A), ǫ for every event A in some Ω n .
On Ω n , we use the usual lattice order: (x 1 , . . . , x n ) ≤ (y 1 , . . . , y n ) iff x j ≤ y j for all j ∈ [n]. A function f : Ω n → R is monotone if f (x) ≤ f (y) whenever x ≤ y. An event A ⊂ Ω n is monotone if its indicator function χ A is monotone.
For monotone events, Theorem 1.2 has a converse: Proposition 1.3. Let A m ⊂ Ω nm be a sequence of monotone events with
Then {A m } is not asymptotically noise sensitive.
The assumption that the events A m are monotone is necessary here. (For example, take A m to be a uniform random subset of Ω m , or parity:
Suppose that A is a monotone event where the influences of all the variables are the same. The influence I 1 (A) then measures the sensitivity of A to flips of a single variable. Note that, quite paradoxically, A is least sensitive to noise when I 1 (A) is largest.
We now give a quantitative version of Theorem 1.2 under the assumption that II(A m ) goes to zero fast enough. Theorem 1.4. Let A ⊂ Ω n , and suppose that II(A) ≤ n −a , where a ∈ (0, 1/2]. Then there exist c 1 , c 2 > 0, depending only on a so that
Consequently, if A m ⊂ Ω nm is a sequence of events satisfying II(A m ) ≤ (n m ) −a and ǫ m is a sequence in (0, 1/4) such that ǫ m log n m → ∞, then φ(A m , ǫ m ) → 0.
Weighted majority
It turns out that for monotone events noise insensitivity is also closely related to correlation with majority functions.
Let K ⊂ [n] and define the majority function on K by M K (x) = sign j∈K (2x j − 1); that is,
where C is some universal constant. Consequently, if A m ⊂ Ω nm is a sequence of monotone events with
Then {A m } is asymptotically noise sensitive.
One cannot get rid of the log n m factor (see Remark 3.10), except by using weighted majority functions. For positive weights w = (w 1 , w 2 , . . . , w n ) consider a weighted majority function, which is defined by
Finally write
Theorem 1.6. Let A m ⊂ Ω nm be a sequence of monotone events. Then {A m } is asymptotically noise sensitive if and only if lim m→∞ Λ(A m ) = 0.
For a monotone event A ⊂ Ω n , which is symmetric in the n variables, its correlation with unweighted majority is enough to determine if it is noise sensitive.
Stability
We now define the notion of stability, which is the opposite of noise sensitivity. Suppose A ⊂ Ω n , and let x ∈ Ω n be random-uniform. For ǫ > 0, let
.) The faster P[A△N ǫ A] tends to zero, the more noise-stable A is. More precisely, let {A i } be a collection of events, where A i ⊂ Ω n i . We say that {A i } are uniformly stable if the limit lim ǫ→0 P[
For w ∈ R n and s ∈ R, let M w,s be the (generalized) weighted majority event
Let M denote the collection of such events:
In Section 3 we show that
where C is a universal constant independent of M.
Note that an infinite sequence {A i } with P[A i ] bounded away from 0 and 1 cannot be asymptotically noise sensitive and uniformly stable. We also observe (Lemma 3.7) that when {A i }, (A i ⊂ Ω n i ), is asymptotically noise sensitive and {B i }, (B i ⊂ Ω n i ), is uniformly stable, then A i and B i are asymptotically uncorrelated. One can say, somewhat imprecisely, that the noise sensitive events are asymptotically in the orthocomplement of the uniformly stable events.
Stability and sensitivity are two extremes. However, there are events that are neither sensitive nor stable. For example, if C is the event of a percolation crossing, as described above, and M is the majority event, then C ∩ M is neither asymptotically noise sensitive, nor uniformly stable.
Fourier-Walsh expansion
For a boolean function f on {0, 1} n , consider the Fourier-Walsh expansion
|S∩T | . Here and in the following, we identify any vector x ∈ Ω n with the subset {j ∈ [n] : x j = 1}, of [n] = {1, 2, . . . , n}. Consequently, |x| denotes the cardinality of that set; that is, |x| = x 1 for x ∈ Ω n . Theorem 1.8. Let A m ⊂ Ω nm be a sequence of events, and set g m = χ Am . Then {A m } is asymptotically noise sensitive iff for every finite k
It can be easily shown that for f = χ A I(f ) = 4
(This follows from (2.5) below with p = 2.) We will introduce another quantity
Also set for A ⊂ Ω n , n > 1,
For events A we clearly have 0 ≤ β(A), and β(A) ≤ α(A), provided that
Perhaps some words of explanation are needed. I(A) measures the sum of the influences of the variables. For monotone events it is maximal for majority, where I(A) ≃ √ n and thus α(A) → 1/2. In the terminology used in percolation theory, I(A) is the expected number of pivotal edges. For the crossing events C of percolation (in arbitrary dimensions) it is conjectured that I(C) behaves like a certain fractional power (a critical exponent) of n. It is conjectured that in dimension 2, as n tends to infinity, α(C) tends to 3/8. Thus, this critical exponent generalizes and has a Fourier-analysis interpretation for arbitrary Boolean functions. α(A) is large if there are substantial Fourier coefficients f (S) for large |S|. In contrast, β(A) is large if there are no substantial Fourier coefficients f (S) for S of small positive size. We conjecture that for the crossing events for percolation, as n tends to infinity β(C) tends to a positive limit which is strictly smaller than the limit for α(C).
1.6 The structure of this paper Theorems 1.2, and 1.3 are proved in the next section. Our proofs combines combinatorial reasonings with applying certain inequalities for the Fourier coefficients of Bonami and Beckner which were used already in [18] . However, to get the results in the sharpest forms we have to rely on a sophisticated "bootstrap" method of [27] and on the main results of that paper which rely on this method. Talagrand's remarkable paper [27] has thus much influence on the present work.
Weighted and unweighted majority functions are considered in Section 3. An applications to percolation is described in Section 4 followed by some related open problems in Section 5. In Section 6, we will work out two examples (due to Ben-Or and Linial). In one of these α(A) → 1 − log 2 3 and β(A) → 1−log 2 3. In Section 7 we consider relations with complexity theory. A simple description of noise-sensitivity in terms of random walks is given in Section 8. In Section 9 we consider perturbations with a different sort of noise, where the number of bits that are changed is of a fixed size. The conclusions are similar to those above, but there is an amusing and slightly unexpected twist. There are interesting connections between noise sensitivity and isoperimetric inequalities of the form described by Talagrand in [26] . These connections and applications for first passage percolation problems will be discussed in a subsequent paper.
For simplicity we consider here the uniform measure on Ω n . More generally, one may consider the product measure P p , where P p {x : x j = 1} = p. Our results and proof apply in this setting. (All that is needed is to replace the Fourier-Walsh transform by its analog as given in Talagrand's paper [25] and the proofs go through without change.) However, the case when p itself depends on n is interesting, but will not be considered here.
Sensitivity to noise
We now put the noise operator N ǫ defined in the introduction into a somewhat more general framework. That will allow us to deal, for example, with the situation where the 1 bits are immune to noise but the 0 bits are noise prone.
Consider the following method for selecting a random point x ∈ Ω n . Let q 1 , . . . , q n be independent random variables in [0, 1], with Eq j = 1/2, for j = 1, . . . , n, and let ω ∈ [0, 1] n be random uniform. Set
Then x is distributed according to the uniform measure of Ω n ; it will be denoted by N(ω, q). Let ν be the measure on [0, 1] n such that ν(X) = P (q 1 , . . . , q n ) ∈ X . We think of x as being chosen in two stages. In the first stage, q = (q 1 , . . . , q n ) is selected according to ν. This q gives a product measure P q on {0, 1} n that satisfies P q {τ ∈ Ω n : τ (j) = 1} = q j . Then x is chosen according to the measure P q .
For example, suppose z ∈ Ω n . Define q = q(z) ∈ [0, 1] n by q j = 1 − ǫ if z j = 1 and q j = ǫ if z j = 0. Then for every z ∈ Ω n , the perturbation N ǫ (z) has the same distribution as N(ω, q(z)). The ν giving this distribution of q will be denoted ν ǫ .
However, the construction N(ω, q) is more general than that given by the noise operator N ǫ . As hinted above, one can create a situation where 1 bits are robust, but 0 bits are prone to noise. More precisely, take q j = 1, with probability 1/2 − ǫ and q j = ǫ/(1/2 + ǫ) with probability 1/2 + ǫ.
Another interesting example is obtained by taking each q j to be 1, with probability (1 − ǫ)/2, 0, with probability (1 − ǫ)/2, and 1/2 with probability ǫ.
Let f : {0, 1} n → R be some function. In the following, f will be taken to be the characteristic function χ A of some event A ⊂ {0, 1}
n , or f = χ A − P(A). What information does the first stage in the selection of x = N(ω, q), namely the selection of q, give about the value of f (x)? If we know that q = z, then our prediction for f (x) would be
This is just the second moment of G(f, q). If Z(f, ν) − (Ef ) 2 is small, then for "almost all" values of q there is no prediction for f (x) that is significantly better than the a priori knowledge of Ef . We often write G(A, ·) and Z(A, ·) in place of G( χ A , ·) and Z( χ A , ·).
Lemma 2.1. The number Z(f, ν) depends only on f and the variances ζ j of the variables q j . Its expression in terms of the Fourier coefficients is,
Since Eq j = 1/2, summands with S = S ′ vanish. The lemma follows.
(here the expectation is only with respect to the noise). Also let
Note that for singletons
, and linearity gives
One consequence of this, which can also be obtained from Lemma 2.1, is
Now we relate VAR(A, ǫ) with the sensitivity gauge φ(A, ǫ):
Proof: Let δ = φ(A, ǫ), and set
Then, by the definition of φ,
For the other direction set
Proof of 1.8: The first part is immediate from Prop. 2.2 and (2.2). For the proof of the second part, observe that (2.1) implies that (1.6) is equivalent to g m − Q ǫ g m 2 → 0 uniformly as ǫ → 0. Since |g m | and |Q ǫ g m | are bounded, this is equivalent to g m − Q ǫ g m 1 → 0 uniformly, which is the same as uniform stability for {A m }.
Remark 2.3. Another consequence of 2.2 and (2.2) is that for constant
Consequently, to verify that A m is asymptotically noise sensitive, it is enough to prove VAR(A m , ǫ) → 0 with any fixed ǫ ∈ (0, 1/2).
By Theorem 1.8, to establish Theorem 1.2 we need to show that the L 2 weight of the Fourier coefficients with |S| small is negligible. For a function
Observe that T 0 (g) = Eg and T 1 g = g. Also note that
The following hyper-contractive inequality of Bonami and Beckner [5, 2] , which was crucial in [18] , will be useful.
The following is a slightly weaker version of Theorem 1.2, which is sufficient for the applications to percolation. It is presented here, since we can give an almost self-contained proof of it.
Theorem 2.5. Suppose that A m ⊂ Ω nm is a sequence of events and
Proof: Abbreviate A for A m and n for n m , and set f :
and note that
Since f j takes only the values −1, 0, 1, equation (1.2) gives for every p ≥ 1,
We set η := 1 − 2ǫ, where ǫ ∈ (0, 1/2) and
By Remark 2.3 and Proposition 2.2, it is enough to prove that F A (1/2) → 0 as m → ∞. We have
(by the means inequality). (2.6) Take some η 1 ∈ (0, 1/2), to be later specified, and set λ := log
Assume that II(A) ∈ (0, e −2 ), and let a := min − log II(A)/ log n, 1/2 .
We may choose η 1 := a/2. Then II(A) ≤ n −a , and therefore (2.6) and the definition of λ give
The definition of a together with (2.4) and (2.8) show that λ → ∞ as m → ∞. Hence (2.7) implies F Am (1/2) → 0 as m → ∞, which completes the proof.
Proof of 1.4:
The above calculations together with Prop. 2.2 show that
for ǫ ∈ (0, 1/4), when we assume II(A) ≤ n −a , a ∈ (0, 1/2]. The theorem follows immediately.
For the proof of Theorem 1.2, we will need the following. Theorem 2.6. For each k = 1, 2, . . . , there is a constant C k < ∞ with the following property. Let A ⊂ Ω n be a monotone event and f = χ A . Then
This inequality was proved by Talagrand [27] for k = 2. (Talagrand considers an extension of this relation for two events, and our generalization applies for that extension as well.)
Proof of 2.6: To prove the theorem one can follow Talagrand's proof almost word-by-word. We will only describe the changes needed to adapt the proof. One modification required is that the inequality
must be used in place of the sub-Gaussian estimate that appears as Prop. 2.1 in [27] .
For q ≤ 2 the inequality (2.9) is trivial, while for q > 2 it follows by substituting q into
10) which appears in [25] as (2.4) and is a consequence of the dual version of the Bonami-Beckner inequality. Set A k := {x ∈ A : σ k x / ∈ A}, and note that 2P[A k ] = I k (A). In the proof for the case k = 2, Talagrand considers in Section 3 of [27] partitions
To generalize Talagrand's argument for k > 2, one gives a similar estimate to
We omit the details, since from this point on only straightforward changes are required to adapt Talagrand's beautiful (but rather mysterious) argument.
In the case of monotone events, Theorem 1.2 follows immediately from Theorems 2.6 and 1.8. In order to get rid of the monotonicity assumption, we introduce the shifting operator.
Let j ∈ {1, . . . , n}, and let f :
The operator κ j is called the j-shift. The following lemma describes some useful properties of shifts.
Lemma 2.7 (Shifting). Let f : Ω n → R, and let j, i ∈ {1, . . . , n}. Then
Proof: Suppose for the moment that i = j. For any a, b ∈ {0, 1} and x ∈ Ω n , let x a,b be x with the i'th coordinate set to a and the j'th coordinate set to b. Note that κ j f is monotone nondecreasing in the variable x j . Hence κ i κ j f (x 1,1 ) is the maximum of f on {x 0,0 , x 0,1 , x 1,0 , x 1,1 } and κ i κ j f (x 0,0 ) is the minimum. It follows that κ i κ j f = κ j κ i κ j f . This relation easily implies the first claim of the lemma.
For the second part, we may assume with no loss of generality that j = i,
A case by case analysis shows that
and the second part follows by summing over x ∈ Ω n . For the last part, set
By summing over y, we obtain E(g 2 ) ≤ E( g 2 ). Since Eg = E g, the last claim of the lemma now follows.
Proof of 1.2: Let
Then by Lemma 2.7, g is monotone, II(g) ≤ II(A) and for each ǫ > 0 we have VAR(g, ǫ) ≥ VAR(A, ǫ). Moreover, g takes only the values 0 and 1. By applying Theorem 2.6 for g, and using Proposition 2.2, Theorem 1.2 immediately follows.
Proof of 1.3: Observe that for a monotone f : Ω n → R
and therefore 
where f = χ A for some event A ⊂ Ω n . This expression is more complicated than (2.12), but is still valid when A is not monotone. The fact that f is the indicator function of an event is summarized by the equation f 2 = f . In terms of the Fourier transform, this translates to a convolution equation
(By replacing f with 2f − 1, this transforms to the simpler looking f * f = χ {∅} .) One may suspect that there should be a direct argument that uses only (2.15) and (2.14) to prove that for every k = 1, 2, . . . 
where C is some universal constant.
Proof: Write f (k) for the average of f on the set x : j x j = k :
Recall that s j x = (y 1 , . . . y n ) where y j = 1 − x j and y i = x i for i = j. Then
Hence the expression for I(f ) simplifies,
2) and (3.1), we obtain the following estimate.
Because there are constants C 1 , C 2 > 0 such that
holds for every n and k, by choosing λ = C 3 − log E(f M), where C 3 is a sufficiently large constant, we get
and the theorem follows from (3.3).
Given a set K ⊂ [n], let M K denote the majority function on the set K; that is,
Proof: Set m = |K|, and assume, that K = {1, . . . , m}. Given z ∈ Ω m , set
Then f K is monotone and I(f K ) = I K (f ). Consequently, the corollary follows from Theorem 3.1.
Proof of 1.5: Assume, with no loss of generality, that
for all j ∈ {1, . . . , n − 1}. Cor. 3.2 implies that
for some constant C 1 and every k ∈ [n]. Subject to these constraints and (3.5), II(f ) is maximized if equality occurs in (3.6) for every k. Therefore,
This proves the first part of Theorem 1.5. The second part now follows from Theorem 1.2.
Theorem 1.5 tells us that if Λ(A m ) → 0 fast enough for monotone events A m , then they are asymptotically noise sensitive. Conversely, if a sequence of (not necessarily monotone) events satisfies inf m Λ(A m ) > 0, then it is not asymptotically noise sensitive. This can be proven directly, and also follows from Lemma 3.7 below.
It is interesting to note that Theorem 3.3. Majority maximizes I among monotone events A ⊂ Ω n .
Although this follows from [10] , the explicit statement does not appear there. See also Lem. 6.1 of Friedgut and Kalai [13] .
General weights
We will investigate now some relations between noise-sensitivity and weighted majority functions. Several of the properties we need for weighted majority functions are easy to establish if the distribution of weights allows us to use a normal approximation for f (x) = j w j x j . But, as it turns out, working with arbitrary weights is harder.
Our first goal is to show that weighted majority functions are uniformly noise stable. This will imply the "only if" part of Theorem 1.6. For this, the following easy (and quite standard) lemma will be needed.
Lemma 3.4. Let w = (w 1 , . . . , w n ) = 0 and f (x) = j w j (2x j − 1). Then
and
A much stronger estimate than (3.7) is known (see [22] ).
Proof: Without loss of generality, we assume that w 2 = 1. Then E[f 4 ] = 3 w 
This implies
We choose t = 10, and obtain
which gives (3.8).
, and the z j are independent. Then for every t ≥ 1 and every s ∈ R,
where c is some universal constant.
This lemma is a consequence of Theorem 2.14 in [22] , for example. However, since the proof of that theorem is arduous, we now present a simple combinatorial proof.
Proof: Let x be a random uniform element in Ω d , and let π be a random uniform permutation of {1, 2, . . . , d}. Let C be the collection of sets S that have the form S = {j : π(j) < r} for some r ∈ R. Then there is a unique y ∈ C with |y| = |x|. Observe that y is a random uniform element of Ω d . Consequently, the distribution of g is the same as the distribution of h(y) := d j=1 (1 − 2y j )v j , where y j is 1 or 0 when j ∈ y or j / ∈ y, respectively. Since C is totally ordered by inclusion, there is at most one S ∈ C such that |h(S) − s| < b/2. So when π is fixed, the probability that |h(S) − s| ≤ b/3 is at most max P |x| = r : r ∈ R = O(1)/ √ d. This establishes (3.9)
for t = 1/3. The result for general t ≥ 1 follows by applying the result for t = 1/3 for an appropriate succession of values of s.
Proof of 1.7: Let w = (w 1 , . . . , w n ) = 0 and s 0 ∈ R. Let f (x) := n j=1 w j (2x j − 1), and consider the event M := x ∈ Ω : f (x) > s 0 . Take ǫ > 0, and let J ⊂ [n] be a random subset, where each j ∈ [n] is in J with probability ǫ, independently. Set Y (J) := j∈J w j (2x j − 1). Then 2Y (J) has the distribution of f − N ǫ f . Let δ ∈ (0, 1) and set
Our goal is to give an estimate from above to P |f | < 2a in terms of ǫ and δ, which will tend to zero when δ is positive and fixed and ǫ → 0.
Set W (J) := j∈J w 2 j . This is the variance of Y (J) conditioned on J. Note that
Therefore,
and we conclude that We claim that for k = k ′ the events A k and A k ′ are negatively correlated. This can be established by proving by induction on n that the events W (J k ) ≥ s 1 and W (J k ′ ) ≥ s 2 are negatively correlated for each s 1 , s 2 ∈ R (which is intuitively obvious, since the intervals I k and I k ′ are disjoint). Let K be the number of k > 0 such that the event A k occurs. Then
because the events A k , A k ′ are negatively correlated when k = k ′ . Therefore
Moreover, conditioned on all the J k , the events {k ∈ L} are independent. Consequently, a calculation similar to (3.13) gives
When we use this and (3.13) together, we get
If we condition on L, on all Y (J k ) for k / ∈ L and on all |Y (J k )| for k ∈ L, then what remains to determine f are only the signs of Y (J k ) with k ∈ L. Moreover, these signs are independent, and are + or − with probability 1/2. Hence we may apply Lemma 3.5 with b := a √ δ/10, d := |L|, s :
, and take v = (v k ) to be the sequence |Y (J k )| : k ∈ L . The conclusion is that for t ≥ 1
Together with (3.14), (and choosing t = 20/ √ δ) this gives
We now come to analyze the effect of noise. Because 2Y (J) has the same distribution as f − N ǫ f , for every a > 0
and, as before, use (3.10) to define a. 16) and the theorem immediately follows. We actually expect that among weighted majority events in Ω n , the one with equal weights is the least stable, and for every k > 1 maximizes |S|>k χ M (S) 2 .
For the proof of 1.6, the following will be needed. Proof: This can be proven directly, but since P[A m ∩ B m ] = E χ Am χ Bm , the lemma is immediate from 1.8.
Let the influence vector of an event A ⊂ Ω n be the vector I A := I 1 (A), . . . , I n (A) ∈ R n .
Proof of 1.6: The "only if" direction follows from Theorem 1.7 and Lemma 3.7.
For the other direction, we need to show that monotone, noise-insensitive events A ⊂ Ω n have a non-vanishing correlation with some weighted majority event M w , w ∈ [0, 1] n . Talagrand's Theorem 1.1 [27] gives a lower bound on the correlation of monotone events. This theorem asserts, in particular, that for two monotone events, if the inner product of their influence vectors is bounded away from zero, then the correlation between them is also bounded away from zero 1 . We know from Theorem 1.2 that for noise-insensitive events, I
A 2 is bounded away from zero. It remains to show that for every v ∈ [0, 1] n with v 2 = 1, we can find a weighted majority function M = M w , w ∈ [0, 1] n , such that the inner product I M , v is bounded away from zero. We will prove that this holds when one chooses w := v.
Given any w ∈ R n , w = 0, let I w ∈ R n denote the influence vector of M w , I w j := I j (M w ).
Proposition 3.8. There is an absolute constant c > 0 such that w, I
w ≥ c for every n = 1, 2, . . . and every w ∈ R n with nonnegative coordinates and w 2 = 1.
We first need:
Lemma 3.9. Let v ∈ R n , v = 0, have nonegative coordinates, and let x ∈ Ω n be uniform-random. Set g(x) := n j=1 (2x j − 1)v j , and let J be an interval of the form [s, t) or (s, t] with t − s ≥ 2 v ∞ and max{−s, t} ≤ v 2 . Then
where C > 0 is an absolute constant independent of n, v and J.
Proof: We assume, as we may, that t − s = 2 v ∞ , because J contains at least (4 v ∞ ) −1 · length(J) disjoint intervals of length 2 v ∞ . With no loss of generality, we also assume for convenience that
First, consider the case v n−1 ≥ (t − s)/5. It will be shown that in this case the lemma holds even when the inequality max{−s, t} ≤ min 2 v 2 , v 1 , (3.17)
replaces the requirement max{−s, t} ≤ v 2 . Note that v 1 ≥ v 2 , so (3.17) is weaker. Let π be a uniform-random permutation of [n], let h := x 1 , and let y = y(π, h) ∈ Ω n be defined as in Lemma 3.5 ; that is, y j = 1 iff π(j) ≤ h. From max{−s, t} ≤ v 1 we get g y(π, 0) ≤ s < t ≤ g y(π, n) . As h increases from k − 1 to k, g(y) increases by 2v k ′ ≤ t − s, where k ′ = π −1 (k). Hence, for every π there is some k π ∈ {0, 1, . . . , n} such that g y(π, k π ) ∈ J. We now estimate the probability that |k π − n/2| is large. Let m be the integer part of n/2, and let a π := g y(π, m) . Since we are assuming that (t − s)/2 ≥ v j for all j and v j ≥ v n−1 ≥ (t − s)/5 for all j ∈ {1, 2, . . . , n − 1}, it follows that the ratio √ n(t − s)/ v 2 is bounded away from 0 and ∞, and
(3.18)
We now estimate the probability that a π is large. Note that when we condition on x 1 = h = m, the bits x j and x i are negatively correlated when i = j. Consequently,
for some positive absolute constants c 1 , c 2 . This completes the argument for the case v n−1 ≥ (t − s)/5. We now work to reduce the case in which v 2 ≥ max{−s, t} holds to the case where v n−1 ≥ (t − s)/5 and 3.17 hold. Define a sequence v ′ j as follows.
Given any j ∈ [n], let z(j) be the least j ′ ∈ {j + 1, j + 2, . . . , n} such that
and if such a j ′ does not exist, we set z(j) = n. Let j 0 = 0 and inductively j k+1 = z(j k ). Let r := inf{k : j k = n}, and define
Set u = (u 1 , u 2 , . . . , u r ). Note that when we condition on u, we have g(x) = i≤r (2x
∈ Ω r is random-uniform; that is, g(x) is a sum of the u i with signs that are independent and have probability 1/2 to be +. Note also that (t − s)/2 ≥ u j ≥ (t − s)/5, for j = 1, . . . , r, except that at j = r the inequality u j ≥ (t − s)/5 may fail.
The difficulty in applying the above analysis with u (with the entries sorted by size) in place of v is that we have to verify the inequality (3.17) for u in place of v. Let A be the event u . We want to show that P[A] is bounded away from zero. Note that
and so
As in Lemma 3.4, we use the identity
Together with (3.19) this easily implies that P[A] is bounded away from zero, by an argument similar to the one used in Lemma 3.4. Assume A. Then in order to verify (3.17) , one only needs to show that u 1 ≥ v 2 . We have, 
When we condition on this event and on |g 1 (x)|, the sign of g 1 (x) and the sign of (2x 1 − 1) can take all four possibilities in (±, ±) with probability 1/4 each, and there is a choice of signs that gives .20) holds. This concludes the proof.
Proof of 3.8:
With no loss of generality, we assume that w j ≥ w j+1 for all j = 1, . . . , n − 1. Set
We shall show that when a j ≤ 1/100, the ratio I w j /w j is not too small. That will imply the necessary inequality for w, I
w . Let
Note that E[f is the probability that x 1 is pivotal for the event f > 0. Hence
If b = v 2 , this gives I w 1 ≥ 2C, and otherwise it gives I w 1 ≥ 2Cw 1 . So we have verified that I w 1 /w 1 is bounded away from zero. Now suppose that j ∈ {2, 3, . . . , n} satisfies a j < 1/100. Set v := (w j+1 , w j+2 , . . . , w n ) and note that √ a j ≥ w j ≥ v ∞ . Since a j < 1/100 and
implies that on the event
This gives
We therefore conclude that I w j ≥ C ′ w j for all j ∈ [n] satisfying a j < 1/100, where C ′ > 0 is some absolute constant. This gives,
This completes the proof of the proposition, and the proof of Theorem 1.6.
Remark 3.10. We now show that one cannot remove the log in Theorem 1.5. Fix some k, n ∈ Z with n ≥ k > 0. Let w j = 1/ √ j log n for j = 1, . . . , n, and let u j = 1/ √ k for j ≤ k and u j = 0 for j > k. Set f w (x) = n j=1 (2x j − 1)w j and f u (x) = n j=1 (2x j − 1)u j , where x ∈ Ω n . Then the event f w ≥ 0 is noise stable, by 1.7. We show that
. If s(x) < 0, let x be obtained from x by replacing −s(x) of the 0 entries in x by 1's, where the set of entries replaced is chosen randomly and uniformly among all possibilities, and if s(x) ≥ 0, set x = x.
. Therefore, by Lemma 3.5 applied to w, it is enough to show that f w (x) − f w (x) → 0 in probability as n → ∞. This follows from
An application to percolation
Let R be an (m+1)×m rectangle in the square grid Z 2 , and let Ω be the set of all functions from E, the set of edges of R, to {0, 1}. We identify Ω with Ω n ; where n = n m = |E| = 2m 2 − 1. A point x ∈ Ω is called a configuration, and can be identified with the subgraph consisting of all vertices of R and all edges e with x(e) = 1. A connected component of this graph is called a percolation cluster.
Let C = C m ⊂ Ω be the event that there is a left-right crossing of R; that is, C is the set of all configurations that contain a path joining the left and right boundaries of R. An easy and well known application of duality shows that P[C] = 1/2.
Kesten [19] gives an estimate from above for the probability that an edge near the middle of R is pivotal for C. Similar estimates for edges near the boundary can probably be extracted from Kesten's paper. These give an inequality of the form I j (C m ) ≤ m −1−c , c > 0, for each j. Then Theorem 2.5 implies 1.1. However, we prefer to present another proof, based on Theorem 1.5.
The only percolation background needed to understand the proof is that in our situation the probability that a vertex in R is connected in the configuration to some vertex at Euclidean distance r is at most Cr −1/ρ , for some constants C, ρ > 0. This follows from the celebrated Russo-Seymour-Welsh Theorem [23, 24] (see also [14] ).
Proof of 1.1: Let E r be the set of edges in the right half of R, with edges exactly centered included. Let K ⊂ E r . We now estimate E( χ C M K ).
Consider the following algorithmic method of randomly selecting a configuration. Let ω K and ω K be two independent elements of Ω |K| and Ω n−|K| , respectively. Let V 1 be the set of vertices on the left boundary of R, and set VISITED = ∅. As long as there is some edge [v, u] / ∈ VISITED joining a vertex v ∈ V 1 to a vertex u / ∈ V 1 , choose some such edge e = [v, u], and do the following. Append e to VISITED. If e ∈ K, let y(e) be the first bit in the sequence ω K that has not been previously used by the algorithm, while if e / ∈ K let y(e) be the first bit in the sequence ω K that has not been previously used by the algorithm. If y(e) = 1, then adjoin to V 1 the vertex u.
This procedure defines y for all e ∈ VISITED. Let z ∈ Ω be random, uniform, and independent of y, and let x = y on VISITED while x = z on E − VISITED. This defines a configuration x ∈ Ω.
The following is obvious:
Lemma 4.1. The configuration x given by the above algorithm is uniformly distributed in Ω. The event x ∈ C is equal to the event that at the end of the algorithm V 1 intersects the right boundary and is independent from z (can be determined by y).
Let us estimate the probability that K ∩ VISITED is large. An edge e ∈ K is in VISITED iff there is in x a path joining a vertex of e to the left boundary of R. Since K ⊂ E r , it follows from the above stated consequence of the Russo-Seymour-Welsh Theorem that the probability for the latter event is bounded by Cm −1/ρ , for some constants C, ρ > 0. Consequently,
where A 1 is the event
Let A 2 be the event that there is an integer j in the range 1 ≤ j ≤ |K|m
It is easy to see that the P[A 2 ] decays super-polynomially in m; in particular,
Now suppose that the algorithm produced a y such that A 1 ∪ A 2 does not hold. Then it follows that
This implies that
Since x ∈ C can be determined from y, we get
In view of (4.1) this implies
and Cor. 3.2 gives
for every K ⊂ E r , since C is monotone. By symmetry, this would also hold for K ⊂ E − E r , and therefore for every K ⊂ E. Consequently, by the proof of Theorem 1.5
An appeal to Theorem 2.5 completes the proof.
Remark 4.2. Since I(C) = e I e (C) is also the expected number of pivotal edges for C, (4.2) shows that the expected number of pivotal edges is bounded by
Although this is better than the general bound of O(1)m that follows from Theorem 3.3, a somewhat better bound can be extracted from Kesten's [19] . That is, if each edge is switched with probability c/ log m, independently, then the crossing is likely to be created or destroyed.
The corollary follows from (4.3) and Theorem 1.4. The details are left to the reader.
5 Some conjectures and problems concerning percolation
Other sensitivity conjectures
By Theorem 1.1 and Section 2, from knowing which edges are open for all but a small random set of edges, we have almost no information whether crossing occurs. This suggests that for some deterministic subsets of the rectangle R = R m , knowing the configuration restricted to that configuration typically gives almost no information whether crossing occurs. It follows from the RussoSeymour-Welsh Theorem [23, 24] that E r , the set of edges in the right half of the rectangle, is not such a subset. Yet we believe that all the horizontal edges (or all the vertical edges) is such subset. That is, let x, y ∈ Ω be two independent uniform-random configurations. Let z(e) = x(e) for horizontal edges e, and z(e) = y(e) for vertical edges. Let p(ω) = P[z ∈ C|x = ω].
Conjecture 5.1. For any ǫ > 0, for all sufficiently large m,
Here is a variant of this conjecture for Voronoi percolation. 
Dynamical percolation
Dynamical percolation was introduced by Häggström, Peres and Steif [15] . Consider the following process. Let {X e } be independent Poisson point processes in R indexed by the edges e ∈ E R of the (m + 1) × m rectangle R = R m in Z 2 . Let x 0 : E R → {0, 1} be random-uniform. For each t > 0 set x t (e) := x 0 (e) if the number of points in (0, t] ∩ X e is even, and x t (e) := 1 − x 0 (e) if the number is odd. This gives a continuous time stationary Markov chain x t in Ω = {0, 1} E R . Write P for the probability measure governing this process. For each fixed t, the random variable x t can be thought of as ordinary (Bernoulli(1/2)) percolation in Z
2 . An interesting problem raised by [15] is weather there are (exceptional, random) times t in which there is an infinite percolation cluster in x t . The result described below might be relevant.
As before, let C m denote the set of configurations in Ω that have an open left-right crossing of R m . For all t, P[x t ∈ C m ] = 1/2. Let S m be the set of switching times; that is, S m is the boundary of {t ≥ 0 : x t ∈ C m }. As a corollary of Theorem 1.1, we have, Observe that for ω / ∈ W, we have
because Z(t j , t j+1 ) is disjoint from the event {x t j , x t j+1 } ∩ C = 1. Hence we can make the following estimate,
(by the Markov property for
Using this inequality and induction gives
By stationarity, for every t ≥ 0, the same estimate for the probability of Z(t, t + j/k) holds. Since k may be chosen arbitrarily large, and P[W] → 0 as m → ∞, the corollary easily follows.
Limits and conformal invariance
The motivating questions behind this work were the limit conjectures and conformal invariance conjectures regarding percolation. See Langlands, Pouliot and Saint-Aubin [20] . Consider a triple G = G, A, B , where G = (V, E) is a finite planar graph with m edges, and A, B ⊂ V . Let p G be the probability that there is an open crossing from A to B in a uniform-random configuration x ∈ Ω = {0, 1} E . Let H = H, A ′ , B ′ be a triple obtained from G by the following operation: for every edge e of G delete e with probability (1 − t)/2 contract e with probability (1 − t)/2 and leave e unchanged with probability t, independently of the other edges. H is a random variable which takes values in planar graphs with two distinguished vertex sets.
Suppose that we take G to be the (m + 1) × m rectangle in Z 2 and let A and B be its left and right boundaries. It then follows from Theorem 1.4 and (4.3) that p H − p G → 0 in probability, provided that t log m → ∞.
This result enables one to relate the crossing probabilities of percolation on different graphs. (Note that the result continues to hold even if t depends on the edge, provided that it is bounded from below by some t 0 with t 0 log m → ∞.) We hoped that such a result will be relevant to limit conjectures and to the conformal invariance conjecture. At present, however, such applications are beyond our reach. We do not have a good understanding of planar graphs which are obtained by random deletion/contraction of the form described above starting from the graph of a rectangle in the square grid.
Fourier-Walsh coefficients of percolation
It is a natural question to try to understand the Fourier-Walsh coefficients of boolean functions given by percolation problems. Consider (for example) the event C = C m of a left-right crossing of an (m + 1) × m rectangle R = R m of the square grid, Z 2 , which was discussed in Section 4. Let f m := χ Cm . The Fourier coefficients of f m are indexed by subsets of E R , the edges in R. Given S ⊂ E R , we denote by diam(S) the diameter of S as a set in the plane.
We conjecture that f 2 is supported mostly on sets of small diameter; that is, It follows from Theorem 1.4 and our estimates for II(C), where C is the event of crossing for percolation, that all but a negligible part of the L 2 weight of the Fourier coefficients f(S), where S is non-empty, is for |S| > c log m. We conjecture that, in fact, this is true for |S| > m β for some β > 0. Conjecture 5.1 is equivalent to the statement that for all but a negligible part of these Fourier coefficients, the number of vertical edges in S tends to infinity with m.
Other models of statistical mechanics
It would be of interest to extend the results of this paper as well as earlier results on influence ( [18, 13] ) to other models of statistical mechanics, such as the Ising and Potts models. Many of the results on influence and on noise sensitivity should be extendible to measures on Ω n for which the coordinate variables are positively associated, namely, measures for which every two monotone real functions are positively correlated.
Some further examples
We will discuss now two examples, both first considered by Ben-Or and Linial [3] .
Tribes
Consider n boolean variables divided into t tribes T 1 , T 2 . . . , T t of size s each, and let f be the boolean function which take the value 1 if for some j, 1 ≤ j ≤ t, all variables of T j equal 1. If s = log n − log log n + log log 2, then
. Also note that I k (f ) ∼ log n/n for every k. It is easy to show directly that f will be immune to ǫ-noise when ǫ = o(1/ log n) and will be devastated by ǫ-noise if ǫ log n → ∞. Thus, J(f ) ∼ log n/n.
Recursive majority on the ternary tree
Consider n = 3 t boolean variables which form the leaves of a rooted ternary tree of height t. A boolean function f is defined as follows: Given values for the variable on the leaves compute for each other vertex its value as the majority of the values of its sons and set the value of f to be the value of the root.
Ben Or and Linial showed that I k (f ) ∼ n − log 2/ log 3 for every k and thus α(f ) → log 2/ log 3 as t → ∞. It is easy to see that also β(f ) → log 2/ log 3. This follows at once from the following observation: for t = 1, if we switch the value of each leaf with probability p independently, then for small p the probability that the outcome will be switched is (3/2)p + o(p).
Conjecture 6.1. There is an absolute constant β 0 < 1/2 (find it!) such that for every monotone Boolean function f , β(f ) ≤ β 0 .
Relations with complexity theory
There is an interesting connection between the complexity of boolean functions and the notions studied in this paper.
AC0 and influences
An important complexity class AC0 of Boolean functions are those which can be expressed by Boolean circuits of polynomial size (in the number of variables) and bounded depth. Boppana [7] proved that if f is expressed by a depth-c circuit of size N then
TC0 and noise sensitivity
Noise sensitivity seems related to another class of boolean functions -threshold circuits of bounded depths see [28, 17] . In a threshold circuit each gate is a weighted majority function. Conjecture 7.3. Let f be a boolean function given by a monotone threshold circuit of depth c and size M. Then J(f ) = O(1)(log M) c−1 .
Thus, for 1/ǫ ≤ O(1)(log M) c−1 we expect that VAR(f, ǫ) is bounded away from zero. Also here it is a tempting conjecture that a reverse relation holds.
We conjecture further that all functions f that can be expressed by a depth-c monotone threshold circuit where all the threshold gates are balanced are uniformly stable. (And in particular, J(f ) = O(1).) Possibly, functions in this class of functions approximate arbitrary well arbitrary uniform stable monotone Boolean functions. Conjecture 7.3 implies theorems of Yau [28] and Håstad and Goldmann [17] . They proved that the and/or tree (or equivalently the example of ternary tree of Section 6) does not belong to monotone TC0; i.e., it cannot be expressed as a monotone bounded depth circuit of polynomial size.
The results of Yau and Håstad are still open for the non-monotone case. This would follow from the following strong form of our conjecture: Let f be a monotone boolean function given by a threshold circuit of depth c and size M. Then J(f ) = O(1)(log M) c−1 .
Random walks
For nonempty A ⊂ Ω n , consider a random walk defined as follows: start with a point chosen at random uniformly from A, and at each step, stay where you are with probability 1/2, and with probability 1/(2n) move to any one of the neighboring vertices. Let P t A be the measure on Ω n given by the location of the walk after t steps, and set W (A, ǫ) := inf t : P t A − P < ǫ . Here P t A − P is the measure (L 1 ) norm of the difference between P t A and the uniform measure. This gives for every k = 1, 2, . . . The theorem follows.
9 Changing a fixed size set of bits
The noise operator N ǫ changes every input variable independently of the others, and the expected number of bits changed is ǫn, where n is the number of variables. Understanding the effect of different types of noise may be of interest. We consider a variant where a fixed number of bits are changed. In other words, for x ∈ Ω n and q ∈ [n], let N q (x) = x ⊕ s, where s is chosen randomly uniformly among s ∈ Ω n with cardinality q, independent from x.
Here ⊕ is addition mod 2; that is, xor.
The analysis of the noise N q is similar to that of N ǫ , but a little care is needed. Consider the following example. Let P ⊂ Ω n consist of those x ∈ Ω n such that |x| is odd. This event P is called parity. Observe that for each fixed q, the conditioned probability P[ N q (x) ∈ P|x = y] is either zero or 1. In other words, knowing x allows a perfect prediction for N q (x) ∈ P. Note that χ P (S) is nonzero only when S ∈ {∅, [n]}. This means that the vanishing of the weight of the lower Fourier coefficients does not imply sensitivity to N q , as in Theorem 1.8.
For f : Ω n → R and q ∈ [n] set VAR(f, q) = var y E[f ( N q (x))|x = y] = E y E f ( N q (x))|x = y 2 − (Ef ) 2 .
We say that a sequence of events A m ⊂ Ω nm is asymptotically noise sensitive with respect to N if for every ǫ ∈ (0, 1) and every sequence Note that this is equivalent to the straightforward analog of the definition for asymptotic noise sensitivity to our current setting. Proof: For f : Ω n → R set T q f (y) = Ef ( N q (y)).
We now compute the Fourier coefficients of T q f . Take r ∈ Ω n . Consequently, for 9.1.1 it is enough to understand the behavior of the coefficients c(n, q, k). For this, consider the sequence
E( T
The sequence has a unique maximum, which occurs when j is an integer j ′ close to qk/n. Consequently, c(n, q, k) ≤ 2a j ′ . Now let n, k, q → ∞, and assume that ǫn ≤ q ≤ (1 − ǫ)n and n − k → ∞, where ǫ > 0 is fixed. Then lim c(n, q, k) = 0.
This gives one direction in 9.1.1.
