In recent times, a considerable amount of work has been devoted to the development and analysis of gossip algorithms in Geometric Random Graphs. In a recently introduced model termed "Geographic Gossip," each node is aware of its position but possesses no further information. We develop a new protocol for Geographic Gossip, in which counterintuitively, we use non-convex affine combinations as updates in addition to convex combinations to accelerate the averaging process.
INTRODUCTION
Geometric Random Graphs have become an accepted model for wireless ad hoc and sensor networks. Due to applications in distributed sensing, a significant amount of effort has been directed towards developing energy efficient algorithms for information exchange on these graphs. The problem of distributed averaging has been studied intensively because it appears in several applications such as estimation on ad hoc networks, and encapsulates many of the difficulties faced in asynchronous distributed computation. Let v1, . . . , vn be n points independently chosen uniformly at random from a unit square in R 2 . A Geometric Random Graph G(n, r) is obtained from these points by connecting any two points within Euclidean distance r. A Gossip Algorithm is an averaging algorithm that, after a certain number of information exchanges and updates, leaves each node with a value close to the average of all the originally held values. In the standard framework for modeling sensor networks, n sensors are placed at random on a unit square and have a radius of connectivity r = Θ( q log n n ). One does not assume that a sensor possesses any information about its own location. In this model, the number of transmissions that the best known algorithm uses isÕ(n 2 ) as described above. 1 A more pow-
Our Contribution
An affine combination of two vectors a and b has the form αa + (1 − α)b. Unlike the case of convex combinations, α need not belong to [0, 1]. We introduce counter-intuitive update rules which are affine combinations rather than convex combinations (with coefficients possibly as large as Ω( √ n)) to achieve faster averaging. The total number of transmissions used by the proposed algorithm in order that the 2distance of the output from the average diminish by a multiplicative factor of w.h.p, is n exp(O((log log n) log log n )).
When
= exp(n o(1) log log n ) the number of transmissions is n 1+o (1) . The exponent 1 + o(1) is asymptotically optimal, since every node must make at least one transmission for an averaging algorithm to work. Like previous algorithms, ours makes packet exchanges with random nodes. Due to the instability introduced into the system by the use of nonconvex combinations, for the present analysis to hold, a certain amount of control needs to be exercised and our algorithm is not truly decentralized. However, the extent of control exerted by any sensor on another is restricted to switching the other on or off.
PRELIMINARIES
The standard model for a sensor network is as follows. We assume that each node or sensor has a clock that is a Poisson process with rate 1, and that these processes are independent. This model is equivalent to having a single clock that is Poisson of rate n, and assigning clock ticks to nodes uniformly at random. We assume that the time units are adjusted so communication time between any two adjacent nodes is insignificant in comparison with the length of an average time slot n −1 . Our algorithm involves packet forwarding when two non-adjacent nodes communicate. We shall assume that the time taken to forward a packet is also insignificant in comparison with n −1 , and that a single packet exists in the network in each time slot w.h.p.. We assume some limited computational power, which amounts to memory of logarithmic size, and the ability to do floating depending on context, the dependence on parameters other than n. point computations. For our purposes, a Geometric Random Graph is defined in the following way. Let v1, . . . , vn be n points independently chosen uniformly at random from a unit square in R 2 . A Geometric Random Graph G(n, r) is obtained from these points by connecting any two points within Euclidean distance r.
Problem Statement
Let node vi for i = 1, . . . , n hold a value xi(t) at the t th global clock tick, the initial values being xi(0). Without loss of generality, we assume x(0) = 0. Given , δ > 0, the task is to design an algorithm such that x(t) < x(0) for all possible choices of x(0) with probability > 1−δ. The cost of the algorithm is the expected number of transmissions made until t.
OVERVIEW OF ALGORITHM
Let be the unit square in which the n sensors are randomly placed. Let the initial values carried by sensors be xi(0), for i = 1 to n. We consider a partition of into ∼ n 1/2 smaller squares i. Let i contain #( i) sensors. Let time(n) represent the expected number of transmissions until x(t) ≤ x(0) w.h.p., where is some function of n that we shall not investigate at the moment. Suppose that we had a "nearly perfect" averaging protocol A on the smaller squares i, i. e. when A is run on each square, after t = timeA( √ n) transmissions, within i the values are for practical purposes equal to the average of the original values. That is,
For each square i, let s( i) be the sensor closest to the center of i. This can be determined by each square, using a constant number of transmissions w.h.p. The s( i) exchange values among themselves by Greedy Geographic Routing (see [5] ). Consider the following protocol. Suppose that A has been run on each subsquare of the form i independently, and the values carried by the nodes within i are all equal. When s( i) becomes active, the following round takes place.
1. si := s( i) picks a square j uniformly at random. si geographically routes a packet with its value to sj := s( j ).
2. sj routes its own value to si by greedy geographic routing.
3. xs i ← xs i + 2 √ n 5 (xs j − xs i ).
4. xs j ← xs j + 2 √ n 5 (xs i − xs j ).
5.
A is independently run on i (the process being activated by si by switching certain nodes on) and on j (initiated by sj similarly).
6.
A is ended on square i by si after time( √ n) local clock ticks (by turning certain nodes off), and A is similarly ended on j time( √ n) clock ticks by sj (by switching certain nodes off.) Now, let zi(t) := P s∈ i xs(t). Without loss of generality, we assume that P i xi = 0, since this only adds a constant offset and does not affect the rate of convergence. An application of the Chernoff Bound tells us that (∀i)˛# ( i ) √ n − 1˛< 1 10 w.h.p . If we examine the evolution of z, we see that after a round of the kind described above
where ∀i, αi ∈ ( 1 2 , 1 3 ). Note that every pair s( i) and s( j ) have the same probability of exchanging information. Therefore the "overlay network" that they form is a complete graph. Since a Markov Chain on a complete graph mixes in constant time, roughly speaking after O( √ n log( n )) of these steps, we have a distribution x(t ) such that x(t ) <
x(0) . Each geographical routing mentioned above takes O( √ n) transmissions w.h.p (see [5] ). Also, each process of initiating or ending A on a square i takes O( √ n) transmissions. So, the total number of transmissions with n nodes time(n) satisfies a recurrence of the form:
Ignoring the dependence on , it would allows us to recursively define the algorithm A on , for which timeA(n) = n exp(O(log log n) 2 ).
CONCLUDING REMARKS
We introduced non-convex affine combinations, in our averaging protocol in order to accelerate Geographic Gossip in Geometric random graphs. The number of transmissions used in the course of our protocol is n 1+o (1) . This exponent is asymptotically optimal. Our algorithm, unlike the previous one in [5] is not completely decentralized. However as far as we can see, this is not a necessary feature associated with the use of affine combinations. The details omitted in this brief announcement may be found at http://arxiv.org/abs/cs/0612012.
FUTURE DIRECTIONS
It would be interesting to study whether affine combinations can be used to develop a completely decentralized algorithm for Geographic Gossip that is also energy efficient.
