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Abstract
The propagation of surface water waves in a frictional channel with a uniformly
inclined bed is governed by a two-dimensional shallow river model. In this paper, we
consider the time-asymptotic stability of weak planar travelling waves for a two-
dimensional shallow river model with Darcy’s law. We derive an effective parabolic
equation to analyze the wave front motion. By employing weighted energy estimates,
we show that weak planar travelling waves are time-asymptotically stable under
sufﬁciently small perturbations.
r 2002 Elsevier Science (USA). All rights reserved.
1. Introduction
In this paper, we are interested in the time-asymptotic stability of planar
travelling waves connecting two equilibrium states for a two-dimensional
shallow river model. The propagation of surface water waves in a frictional
channel with a rectangular cross section and constant inclined bottom
topography is governed by a two-dimensional shallow river model. For the
derivation, we refer to [19,21]. The assumptions of hydrostatic pressure
distribution, gravitation effect, and frictional bottom topography are used
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in deriving the following shallow river model:
ht þ ðhuÞx þ ðhvÞy ¼ 0;
ðhuÞt þ hu
2 þ
g cos a
2
h2
 
x
þðhuvÞy ¼ cfu þ ðg sin aÞh;
ðhvÞt þ ðhuvÞx þ hv
2 þ
g cos a
2
h2
 
y
¼ cfv; ð1Þ
where h is the depth of the water, ðu; vÞ the ﬂow velocity, g the gravitational
constant, cf the frictional constant, and a is the inclination of the bottom,
respectively, and we have taken the downstream to be the x-direction so that
the third equation of system (1) in the transverse y-direction contains only
frictional force. Since system (1) takes the form of two-dimensional
isentropic compressible Euler equations with an adiabatic constant g ¼ 2;
we can apply the compressible ﬂow theory to system (1). So far, most
analyses for system (1) with modiﬁed sources under various assumptions
have been conﬁned to numerical simulations [1,3,10]. The time-asymptotic
stability of travelling waves for a scalar viscous conservation law in several
space dimensions was ﬁrst studied in [4] using the weighted L2 energy
estimates to analyze an integrated equation and an effective equation of the
front motion. Later this result was generalized by several authors (see
[5,7,8,23]. In contrast, for relaxation systems, in [11], time-asymptotic
stability of travelling waves was ﬁrst treated for one-dimensional 2 2
hyperbolic conservation laws with a relaxation such as a shallow river model
[21]:
ht þ ðhuÞx ¼ 0;
ðhuÞt þ hu
2 þ
g cos a
2
h2
 
x
¼ cfu þ ðg sin aÞh; ð2Þ
and there are other works for one-dimensional relaxation models [2,12,16–
18] for multidimensional Jin–Xin relaxation models. For the ﬂat bottom
topography ða ¼ 0Þ; system (1) is reduced to Euler equations with damping;
in this case, the time-asymptotic stability of constant states was studied in
[20].
A large time mechanism, Darcy’s law, can be introduced to simplify
system (1), here Darcy’s law is valid for smooth solutions time-
asymptotically [9]. We assume Darcy’s law in the third equation of (1)
due to the fact that there is no external gravitational force in the
conservation laws for the y-momentum except for an external friction
force. Then we have the following modiﬁed system:
ht þ ðhuÞx þ ðhvÞy ¼ 0;
ðhuÞt þ hu
2 þ
g cos a
2
h2
 
x
þðhuvÞy ¼ cfu þ ðg sin aÞh;
g cos a
2
h2
 
y
¼ cfv: ð3Þ
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Then above system is equivalent to the following parabolic system with a
positive variable viscosity:
ht þ ðhuÞx ¼
g cos a
3cf
ðh3Þyy;
ðhuÞt þ hu
2 þ
1
2
g cos ah2
 
x
¼
g cos a
2cf
ðhuðh2ÞyÞy  cfu þ g sin a h: ð4Þ
Planar travelling wave solution for this system and travelling wave solution
for system (2) connecting the equilibrium states h7;
g sin ah7
cf
 
:
ðh; uÞðx; tÞ ¼ ðf;cÞðx  stÞ; lim
x-7N
ðf;cÞðxÞ ¼ h7;
g sin a h7
cf
 
;
satisfy the same ODE systems. In [11], system (2) has travelling wave
solutions when the equilibrium states are sufﬁciently close, so dose (4). On
the other hand, it is well known [11,21] that a relaxation system and its
approximated equation by the Chapman–Enskog expansion are time-
asymptotically equivalent. By applying the Chapman–Enskog expansion to
system (4), the variable h in (4) is essentially governed by the following
scalar equation:
ht þ
g sin a
cf
h2
 
x
¼
g cos a
3cf

g2 sin 2a
3c3f
h
 
ðh3Þx
 
x
þ
g cos a
3cf
ðh3Þyy: ð5Þ
This porous medium-like equation is close to the scalar conservation law
proposed in [4], so some concepts in [4] are employed in this study. (Note
that a strictly sub-characteristic condition for system (1) is needed for the
positive viscosity coefﬁcient in the scalar equation (5).)
As shown in [4], the propagations of perturbations for scalar viscous
travelling waves are subject to the following two mechanisms:
1. Hyperbolic nonlinearity (entropy condition).
2. Shock wave front dynamics (wave front tracing).
The ﬁrst mechanism is explicitly given in the equations, but the second
mechanism does not show up in the equations. In a one-dimensional
stability of a viscous entropy shock wave, we can even ignore this dynamics,
because shock wave for a scalar conservation law in a one-dimensional case
is strongly nonlinearly stable. However, in multi-dimensions, the dynamics
becomes important. Indeed, the dynamics is very important when one
encounters some very singular wave patterns such as boundary layers, weak
detonation waves, interactions with shock waves (see [6,13,14,18,22]). In
[15], the concept of wave front tracing is introduced to analyze the time-
asymptotic stability of a 2 2 viscous shock proﬁle. An optimal rate of
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convergence is obtained, and fast and slow phases in the stability of a
viscous shock proﬁle is obtained.
* Fast phase: Dominated by the nonlinearity so that perturbations
converge to a ﬂoating shock proﬁle with a faster rate.
* Slow phase: Motion of the wave front of the ﬂoating shock proﬁle,
which converges to its time-asymptotic location with a slower convergent
rate.
Indeed, to ﬁnd the dynamics of the wave front itself is an interesting issue.
It is not uniquely deﬁned, so we need better understanding of the wave
propagation in order to ﬁnd a proper dynamics to study. In this paper, we
are also devoted to ﬁnd this dynamics for the shallow river model (4), and
combine two mechanisms to obtain the stability of travelling wave solutions.
Our main assumptions for system (4) are as follows.
Let ðh; uÞðx  stÞ ¼ ðf;cÞðx  stÞ be a travelling wave solution to system
(4) connecting two equilibrium states h;
g sin a
cf
h
 
and hþ;
g sin a
cf
hþ
 
:
1. Entropy condition, h > hþ; (higher pressure gradient in the upstream
pushes the wave front travelling downward).
2. Travelling waves are sufﬁciently weak, i.e., jhþ  hj ¼ e51:
3. System (4) satisﬁes the strictly sub-characteristic condition, i.e.,
hoc
2
f cos a
g sin2 a
:
4. Let us set
%hðx; y; tÞ  hðx; y; tÞ  fðx  st þ dðy; tÞÞ;
%uðx; y; tÞ  uðx; y; tÞ  cðx  st þ dðy; tÞÞ
be the perturbations of planar travelling waves. The initial perturbations
are assumed to be sufﬁciently small in the sense that
Hðx; y; 0ÞAH6oðR
2Þ; %uðx; y; 0ÞAH5oðR
2Þ;
jjHð	; 	; 0ÞjjH6o þ jj %uð	; 	; 0ÞjjH5opOðe
2Þ;
where oðx; y; tÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ Zx2
p
; Z51:
Let us set
HkðRnÞ  the Sobolev space with norm jj 	 jjHk ;
HkoðR
nÞ  the weighted Sobolev space with a weight o
and a norm jj 	 jjHko ;
jj 	 jjLNðRnÞ  jj 	 jjN; jj 	 jjL2ðRnÞ  jj 	 jj2; jj 	 jjL2oðRnÞ  jj 	 jj2;o:
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The main result of this paper is as follows.
Theorem 1.1. Under the above assumptions, there exists a function dðy; tÞ such
that for the solution of system (4) satisfies
lim
t-N
sup
y
jdðy; tÞj ¼ 0;
lim
t-N
sup
x;y
ðjhðx; y; tÞ  fðx  st þ dðy; tÞÞjÞ ¼ 0;
lim
t-N
sup
x;y
ðjuðx; y; tÞ  cðx  st þ dðy; tÞÞjÞ ¼ 0:
The paper is organized as follows. In Section 2, we review the basic theory
of conservation laws with a relaxation. In Section 3, we study the time-
asymptotic stability of weak travelling waves for the one-dimensional shallow
river model (2). This section essentially concerns the mechanism due to the
entropy condition and analyze it through energy estimates. In Section 4, we
derive the dynamics of wave fronts, and prove the time-asymptotic stability
of the planar travelling waves under the small two-dimensional perturbations.
2. Preliminaries
In this section, we review the basics in conservation laws with a
relaxation. Consider a parabolic system with a variable positive viscosity
in y variable and a relaxation:
ht þ ðhuÞx ¼
g cos a
3cf
ðh3Þyy; ð6Þ
ðhuÞt þ hu
2 þ
g cos ah2
2
 
x
¼
g cos a
2cf
ðhuðh2ÞyÞy þ Rðh; uÞ; ð7Þ
Rðh; uÞ  cfu þ gðsin aÞh:
Here, Rðh; uÞ is the relaxation term of this system. The equilibrium states of
this system are deﬁned by the zero set of Rðh; uÞ ¼ 0; which is a curve. We
denote this equilibrium curve by G as follows:
G ¼ ðh; uÞ: u ¼
g sin a
cf
h
 
:
An important feature of equilibrium states for a relaxation model is that the
dominant wave patterns are governed by the lower derivative term, the
relaxation term, so that the higher order terms can be considered as the
perturbation of the equilibrium states Rðh; uÞ ¼ 0: By the implicit function
theorem, Rðh; uÞ ¼ 0 results in u ¼ u
*
ðhÞ;
u
*
ðhÞ 
g sin ah
cf
:
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Substituting this into the conservation law (6), we have the primary wave
pattern for h:
ht þ ðhu* ðhÞÞx|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
Transportation part
¼
g sin a
3cf
ðh3Þyy:
The transportation part of this equation gives the primary wave speed along
the equilibrium states ðh; u
*
ðhÞÞ which is
l
*
ðhÞ  @hðhu* ðhÞÞ:
This mechanism is stable when the primary wave is not resonant with the
hyperbolic waves of (6) and (7), so for the stability, we impose the sub-
characteristic condition [11,21]:
l1ðh; uÞol* ðhÞol2ðh; uÞ;
where l1ðh; uÞ and l2ðh; uÞ are the characteristic speeds given in the
hyperbolic system (6), (7).
On the other hand, by a straightforward calculation, we have
l1ðh; uÞ ¼ u 
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðg cos aÞh
p
; l2ðh; uÞ ¼ u þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðg cos aÞh
p
;
and an equilibrium velocity
l
*
¼
2g sin a
cf
h:
Particularly in this shallow river model, the sub-characteristic condition can
be expressed in terms of the coefﬁcients in system (6), (7) directly:
l1 h;
g sin a
cf
h
 
ol
*
ðhÞol2 h;
g sin a
cf
h
 
3hoc
2
f cos a
g sin 2a
ð8Þ
for all h under consideration.
On the other hand, on the travelling wave ðf;cÞðx  stÞ connecting two
equilibrium states, the velocity s is not an arbitrary given number. It is
determined by the Rankine–Hugoniot condition, (R–H), as follows:
The velocity s of the planar travelling wave ðfðx  stÞ;cðx  stÞÞ
connecting two equilibrium states h;
g sin a
cf
h
 
and hþ;
g sin a
cf
hþ
 
is
determined by the conservation law (6)
 sfx þ ðfcÞx ¼ 0;
lim
x-7N
ðf;cÞðxÞ ¼ h7;
g sin a
cf
h7
 
:
This yields the Rankine–Hugoniot condition
s ¼
g sin a
cf
ðhþ þ hÞ:
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Under the main assumption in Section 1, the equilibrium states
h7;
g sin a
cf
h7
 
are sufﬁciently close, and they are the far ﬁelds
h7;
g sin a
cf
h7
 
of the travelling wave ðf;cÞðx  stÞ: Therefore, we have
jjs u
*
ðfÞjjN51:
This and the strictly sub-characteristic condition (8) yield
ðl1ðf;cÞ  sÞðl2ðf;cÞ  sÞo0;
s2  2csþ c2  gf cos ao0:
Theorem 2.1. (Liu [11]). Let ðh; uÞ and ðhþ; uþÞ be two equilibrium states
such that e  jhþ  hj51; and satisfy entropy condition. Then there exists a
planar travelling wave solution ðf;cÞðx  stÞ satisfying (6), (7) with the
following properties:
1. f is bounded by some positive constant fN; i.e., fXfN > 0:
2. f and c are strictly decreasing, i.e., fxo0; cxo0:
3. js 2cj51:
4. cx; sfx ¼ Oð1Þe
2; and cxx; sfxx ¼ Oð1Þe
3:
On this travelling wave ðf;cÞðx  stÞ; we can deﬁne a dynamic sub-
characteristic speed m as follows [11]:
mðx  stÞ ¼ 2cðx  stÞ:
Then it is easy to see that m satisﬁes the strictly sub-characteristic condition,
i.e.,
l1ðf;cÞomol2ðf;cÞ:
Moreover, under the condition, jh  hþj51; there exists C > 0 such that
1
C
ojfxj þ jcxjoCjmxj; jm l* j þ jm sj51: ð9Þ
In [11] the travelling wave solution ðf;cÞðx  stÞ of (2) was shown to be
orbitally stable, and the time-asymptotic phase shift x0 was determined by
the conservation law in h:
x0 ¼
RN
Nðhðx; 0Þ  fðxÞÞ dx
hþ  h
:
Similar to this time-asymptotic wave front x0; we can deﬁne a wave front
dðy; tÞ formally for a two-dimensional problem [4]:Z N
N
fhðx; y; tÞ  fðx þ dðy; tÞ  stÞg dx ¼ 0:
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This allows us to write
hðx; y; tÞ ¼ fðx þ dðy; tÞ  stÞ þ Hxðx; y; tÞ;
lim
jxj;jyj-N
hðx; y; tÞ ¼ 0:
As noted for a one-dimensional case, for better energy estimates in the next
section, it is natural to use an integrated variable H instead of h: By the
method of [4], we derive an effective equation for the phase shift dðy; tÞ in
Section 4.
3. One-dimensional shallow river model
In this section, we study one-dimensional shallow river models. For
energy estimates, we employ the generalization of Liu’s method [11] which
was used in [18].
3.1. One-dimensional linear model equation
In order to illustrate energy estimates which use different weights and the
sub-characteristic condition, we consider a simple linear relaxation model
related to the shallow river model (2).
ht þ Ahx þ Bux ¼ 0; ð10Þ
ut þ Chx þ Aux ¼ Dðu  EhÞ; ð11Þ
where A; B; C; D; and E are all positive constants. We impose a strictly sub-
characteristic condition on system (10), (11)
l1oA þ BE  u*ol2: ð12Þ
By a direct calculation, we have
l1  A 
ﬃﬃﬃﬃﬃﬃﬃ
BC
p
ol2  A þ
ﬃﬃﬃﬃﬃﬃﬃ
BC
p
:
This and (12) yield
E2oC
B
: ð13Þ
Indeed, this model system is imposed on a coordinate with the same speed as
travelling waves. Under the sub-characteristic condition (12), the speed of
the two hyperbolic waves are in opposite signs under this moving coordinate
system. So, we may assume
l1l2 ¼ A2  BCo0:
For the purpose to transport the energy estimates for (10) and (11) to the
study of the stability for travelling wave solutions, we introduce an
integrated variable H instead of h ðh ¼ HxÞ into our energy estimates.
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Substituting this integrated variable H into system (10), (11), it follows
that
Ht þ AHx þ Bu ¼ 0; ð14Þ
ut þ CHxx þ Aux ¼ Dðu  EHxÞ: ð15Þ
Let us consider
R t
0
RN
Nð15Þ 	 u  gð15Þ 	 H dx ds: Then by a direct calculation,
we haveZ N
N
u2
2
 gHu þ
gD
2B
H2 þ
C
2B
H2x
 
ðx; sÞ
s¼t
s¼0
dx
þ
Z t
0
Z N
N
D
B2

g
B
 
H2t þ
2AD
B2
þ
DE
B
 

2gA
B
 
HxHt
þ
A2D
B2
þ
ADE
B
 
 g
A2
B
 C
  
H2x dx ds ¼ 0: ð16Þ
Due to the equivalent sub-characteristic condition (13), there exists g
satisfying
0ogoD
B
;
D
2B
1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
B
C
C
B
 E2
 s( )
ogoD
2B
1þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
B
C
C
B
 E2
 s( )
; ð17Þ
and this choice of g makes the above two integrands in (16) positive deﬁnite.
Simply, we choose
g 
D
2B
:
This leads to the stability result for system (10), (11).
Lemma 3.1. Under the strictly sub-characteristic condition (12), there exists
C > 0 such that the solution of (10) and (11) satisfiesZ N
N
ðu2 þ H2 þ H2xÞðx; tÞ dx þ C
Z t
0
Z N
N
ðH2x þ H
2
t Þ dx ds
p
Z N
N
ðu2 þ H2 þ H2xÞðx; 0Þ dx:
Remark 3.1. This lemma yields the time-asymptotic stability of system (10),
(11), but the lack of a zeroth derivative term
R t
0
RN
NH
2 dx ds in the double
integral prevents one to conclude a nonlinear time-asymptotic stability for a
general nonlinear problem. So we need to include the structure of the
travelling wave solution into the above energy estimates in order to get a
nonlinear time-asymptotic stability when we encounter the nonlinear
stability of a travelling wave solution.
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3.2. Nonlinear stability of a one-dimensional model
Consider a one-dimensional shallow river model:
ht þ ðhuÞx ¼ 0;
ðhuÞt þ hu
2 þ
g cos a
2
h2
 
x
¼ cfu þ ðg sin aÞh: ð18Þ
Throughout the paper, we assume hXh0 > 0 for some positive constant h0:
This results in that system (18) is equivalent to the following system:
ht þ ðhuÞx ¼ 0;
ut þ
u2
2
þ g cos ah
 
x
¼ cf
u
h
þ ðg sin aÞ: ð19Þ
In one-dimensional case, there is no difference in (18) and (19). However, in
a multi-dimensional case system (19) gives some extra cancellations for a
wave in the y-direction compared to system (18). So, we prefer (19) to (18)
for such a technical reason.
For simplicity, we consider the transformation of coordinates,
x-x  st; t-t: ð20Þ
Then, system (19) becomes
ht  shx þ ðhuÞx ¼ 0;
ut  sux þ
u2
2
þ g cos ah
 
x
¼ cf
u
h
þ g sin a: ð21Þ
Denote the perturbation of ðf;cÞ by ð %h; %uÞ:
%hðx; tÞ  hðx; tÞ  fðx þ x0Þ;
%uðx; tÞ  uðx; tÞ  cðx þ x0Þ;
x0  ðhþ  hÞ
1
Z N
N
%hðx; 0Þ dx:
The equations for ð %h; %uÞ are
%ht  s %hx þ ðc %h þ f %u þ %u %hÞx ¼ 0;
%ut  s %ux þ c %u þ g cos a %h þ
1
2
%u2
 
x
¼ cf
cþ %u
fþ %h

c
f
 
: ð22Þ
Assume that the initial mass of the perturbation is zero ð
RN
N
%hðx; 0Þ dx ¼ 0Þ:
This leads to
x0 ¼ 0:
Next, we consider an integrated variable H;
H 
Z x
N
%hðx; tÞ dx: ð23Þ
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From (22) and (23), we get
%u ¼ 
1
fþ Hx
fHt þ ðc sÞHxg; ð24Þ
%ut þ ðc sÞ %u þ g cos aHx þ
%u2
2
 
x
¼ cf
cþ %u
fþ Hx

c
f
 
: ð25Þ
If we expand the last term in (25), we have
cþ %u
fþ Hx

c
f
¼ 
c
f2
Hx þ
1
f
%u þ
cH2x
f2ðfþ HxÞ

%uHx
fðfþ HxÞ
: ð26Þ
Substituting (26) into (25), then we have
%u ¼ 
1
fþ Hx
fHt þ ðc sÞHxg; ð27Þ
%ut þ ðc sÞ %u þ g cos aHx þ
%u2
2
 
x
¼ 
cf
f
%u þ
cfc
f2
Hx 
cfcH2x
f2ðfþ HxÞ
þ
cf %uHx
fðfþ HxÞ
: ð28Þ
If we compare the linear parts in system (22) to those in (14) and (15), we
can take
g 
cf
2f20
; f0 
ðhþ þ hÞ
2
so that g satisﬁes (17). Consider a combinationZ t
0
Z N
N
ð28Þ 	 %u  gð28Þ 	 H dx ds: ð29Þ
Similar to the procedure to obtain (16), we can obtain a basic energy
estimate. However, we still need an a priori smallness assumption in order to
continue energy estimates for the nonlinear stability.
NðtÞ2 ¼ max
0ptpt
fjjHð	; tÞjj2H3 þ jj %uð	; tÞjj
2
H2gpOðe4Þ: ð30Þ
Remark 3.2. This assumption is valid when the perturbations in the initial
data is sufﬁciently small compared to e in a sufﬁcient small time interval.
By the Sobolev inequality, this assumption leads to the following
smallness condition:
jj@ixHð	; tÞjjN þ jj@
j
x %uð	; tÞjjN ¼ Oðe
2Þ; 0pip2; 0pjp1: ð31Þ
So, by (29) and (30) the following lemma will follow.
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Lemma 3.2. (Basic Energy estimates). Under a priori assumption (30), there
exists C > 0 such thatZ N
N
ð %u2 þ H2 þ H2xÞðx; tÞ dx þ C
Z t
0
Z N
N
jmxjH
2 þ H2x þ %u
2 dx ds
p
Z N
N
ð %u2 þ H2 þ H2xÞðx; 0Þ dx þ Oðe
2Þ
Z t
0
Z N
N
ðH2xx þ H
2
xtÞ dx ds:
Proof. Consider the integral in (29). Using integration by parts, the
integralZ t
0
Z N
N
ð28Þ 	 %u dx ds
results inZ N
N
%u2
2
þ
g cos a
2f
H2x dx
s¼t
s¼0
þ
Z t
0
Z N
N
2cf ðc sÞ
f3
þ
cfc
f3
 
HxHt dx ds
þ
Z t
0
Z N
N
cf
f3
H2t þ
cfcðc sÞ
f3
þ
cf ðc sÞ
2
f3
 
H2x dx ds
¼ OðeÞ
Z t
0
Z N
N
H2xt þ H
2
xx þ H
2
x þ H
2
t dx ds: ð32Þ
The higher order terms
R t
0
RN
NH
2
xx þ H
2
xt dx ds are due to II,R t
0
RN
Nð
%u2
2
Þx %u dx ds; and smallness property (31), where II is given byZ t
0
Z N
N
g cos aHxx %u dx ds

Z t
0
Z N
N
g cos aHxx
f
fHt þ ðc sÞHxg dx ds
þ
Z t
0
Z N
N
g cos aHxxHx
fþ Hx
fHt þ ðc sÞHxg dx ds  Iþ II:
Similarly, the integral
R t
0
RN
N (28) H dx ds yieldsZ N
N
%uH 
cf
2f2
H2 dx
s¼t
s¼0
þ
Z t
0
Z N
N
1
f
H2t þ
2ðc sÞ
f
HxHt dx ds
þ
Z t
0
Z N
N
ðc sÞ2
f
 g cos a
 
H2x
"
þ
cfc
2f2
 
x
þ
cf ðc sÞ
2f2
 
x
( )
H2
#
dx ds
¼ Oðe2Þ
Z t
0
Z N
N
H2x þ H
2
t dx ds: ð33Þ
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From (9), there is a C1 > 0 such that
1
C1
jmxjp
cfc
2f2
 
x
þ
cf ðc sÞ
2f2
 
x
( )
pC1jmxj:
Substituting this into (33) and redistributing the terms (32) g (33) in the
same pattern as that in (16), we get the desired result. &
We still need to consider the higher order terms in the energy estimates in
Lemma 3.2 by generalizing the procedure in Lemma 3.2 to higher order
derivative terms.
Lemma 3.3. (High order energy estimates). Under an a priori assumption
(30), there exists C > 0 such thatX
0pip3
jj@ixHð	; tÞjj
2
2 þ
X
0pip2
jj@ix %uð	; tÞjj
2
2 þ C
Z t
0
Z N
N
jmxjH
2 dx ds
þ C
Z t
0
X
1pip3
jj@ixHð	; sÞjj
2
2 ds þ
X
0pip2
jj@ix %uð	; sÞjj
2
2
 !
ds
p
X
0pip3
jj@ixHð	; 0Þjj
2
2 þ
X
0pip2
jj@ix %uð	; 0Þjj
2
2:
Proof. Similar to (29), we considerX2
k¼0
Z t
0
Z N
N
f@kxð28Þ 	 @
k
x %u  g@
k
xð28Þ 	 @
k
xHg dx ds: ð34Þ
Analogous to (32), the integral,Z t
0
Z N
N
@2xð28Þ@
2
x %u dx ds;
may produce higher derivative terms such as @4xH; which cannot be absorbed
in the good lower order terms. However, by distributing derivatives over their
factors, we can avoid such higher order terms. For example, we may estimate
the following integrals in terms of lower derivatives:Z t
0
Z N
N
@3x
%u2
2
 
@2x %u dx ds;
Z t
0
Z N
N
ð@4xHÞ@
2
xðH
2
xÞ dx ds;Z t
0
Z N
N
ð@4xHÞ@
2
xðHxHtÞ dx ds:
For the last two integrals, we use
@2xðH
2
xÞ ¼ 2ð@xHÞð@
3
xHÞ þ 2ð@
2
xHÞ
2
and
@2xðHxHtÞ ¼ ð@
3
xHÞð@tHÞ þ 2ð@
2
xHÞð@x@tHÞ þ ð@xHÞð@
2
x@tHÞ;
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then it follows thatZ t
0
Z N
N
ð@4xHÞf@
2
xðH
2
xÞ dx ds ¼ Oðjj@
2
xH jjNÞ
Z t
0
Z N
N
ð@3xHÞ
2 dx ds;Z t
0
Z N
N
ð@4xHÞ@
2
xðHxHtÞ dx ds
¼ Oðjj@2xH jjN þ jj@x@tH jjNÞ
Z t
0
Z N
N
ð@3xHÞ
2

þ ð@2x@tHÞ
2 dx ds


Z N
N
@xH
2
ð@3xHÞ
2 dx
s¼t
s¼0
:
For the ﬁrst integral, we use
@3xð %u
2Þ ¼ 2 %uð@3x %uÞ þ 6ð@x %uÞð@
2
x %uÞ:
Then, we getZ t
0
Z N
N
@3x
%u2
2
 
@2x %u dx ds ¼ Oðe
2Þ
Z t
0
Z N
N
ð@2x %uÞ
2 dx ds:
Therefore, we can reduce the double integrals containing highest derivative
terms, @4xH; into lower derivatives with small coefﬁcients, and those integrals
can be absorbed into other positive good terms. The proof is complete. &
This lemma yields the nonlinear stability of a travelling wave solution.
Theorem 3.1. (Liu [11]). Suppose that system (18) satisfies the sub-
characteristic condition. Let ðf;cÞ be the weak travelling wave solution which
connect two close equilibrium states ðh; uÞ and ðhþ; uþÞ satisfying an entropy
condition. If initial perturbations are sufficiently small and have zero mass in
the sense that
jjHð	; 0ÞjjH3 þ jj %uð	; 0ÞjjH251;
Z N
N
%hðx; 0Þ dx ¼ 0;
then the travelling wave solutions are time-asymptotically stable, i.e.,
lim
t-N
sup
x
jhðx; tÞ  fðx  stÞj þ sup
x
juðx; tÞ  cðx  stÞj
 
¼ 0:
4. Two-dimensional shallow river model
Under the change of a coordinate (20), ðfðxÞ;cðxÞÞ becomes a stationary
wave solution, and system (6), (7) becomes
ht  shx þ ðhuÞx ¼
g cos a
3cf
ðh3Þyy;
ut  sux þ
u2
2
þ g cos ah
 
x
¼
g cos a
2cf
ððh2ÞyÞuy  cf
u
h
þ g sin a:
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By the Chapman–Enskog expansion, the governing equation for h is (5)
given in terms of h: This leads to consider the equation for h to determine the
dynamics. Besides, it was suggested in [4] that wave front is given as a
function of y and t: Similar to this consideration, we give the implicit
dynamics, dðy; tÞ; of the wave front as follows:Z N
N
hðx; y; tÞ  fðx þ dðy; tÞÞ dx ¼ 0: ð35Þ
4.1. Explicit dynamics of wave fronts
We need to extract the dynamics for dðy; tÞ from (35), and decouple it
from the ﬂuid nonlinearity.
So, we need the following variables:
%hðx; y; tÞ  hðx; y; tÞ  fðx þ dðy; tÞÞ;
%uðx; y; tÞ  uðx; y; tÞ  cðx þ dðy; tÞÞ:
From this deﬁnition and (35),
%ht  s %hx þ ff %u þ c %h þ %h %ugx þ fxdt ¼
g cos a
3cf
fðfþ %hÞ3gyy; ð36Þ
%ut  s %ux þ c %u þ g cos a %h þ
%u2
2
 
x
¼
g cos a
2cf
fðð %h þ fÞ2Þyðcþ %uÞyg  cf
cþ %u
fþ %h

c
f
 
 cxdt; ð37Þ
Z N
N
%hðx; tÞ dx ¼ 0: ð38Þ
Due to (38), we can deﬁne an integrated variable H as
Hðx; y; tÞ 
Z x
N
%hðx; y; tÞ dx or Hxðx; y; tÞ  %hðx; y; tÞ:
Let us consider
RN
N (36) dx combined with (38), then we have the following
dynamics:
½fNNdt ¼
Z N
N
g cos aðfðx þ dðy; tÞÞ þ HxÞ
3
3cf
 
yy
dx: ð39Þ
We still want more explicit form, so we continue to extract linear factors of
dy and dyy from the above double integral. First, we introduce the following
auxiliary functions:
Mðy; tÞ 
Z N
N
ð3ðf2ÞxdyHx  3ðf
2ÞxHy þ 3fxdyðHxÞ
2
þ 6fHxHxy þ 3H2xHxyÞ dx;
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Bðx; y; tÞ 
Z x
N
ð3ðf2ÞxdyHx  3ðf
2ÞxHy þ 3fxdyðHxÞ
2 þ 6fHxHxy
þ 3ðHxÞ
2HxyÞ dx
Mðy; tÞ½fxN
½fNN
:
Moreover, we set
a1ðy; tÞfx þ W1x  3ðf
2ÞxHx þ 3fxH
2
x ; ð40Þ
a2ðy; tÞfx þ W2x  3ðf
2ÞxxHx þ 3fxxH
2
x ; ð41Þ
a3ðy; tÞfx þ W3x  6ðf
2ÞxHxy þ 12fxHxHxy; ð42Þ
a4ðy; tÞfx þ W4x  3ðf
2 þ 2fHx þ H2xÞxHyy; ð43Þ
a5ðy; tÞfx þ W5x  6ðfþ HxÞH
2
xy: ð44Þ
Remark 4.1. All the functions Hðx; y; tÞ; Mðy; tÞ; Bðx; y; tÞ; and
Wiðx; y; tÞ; i ¼ 1;y; 5 vanish at x; y ¼7N:
Through those functions, we have the following decomposition:
fðHx þ fÞ
3gy ¼ ðf
3Þxdy þ 3ðf
2HyÞx þ Bðx; y; tÞx þ Mðy; tÞ
fx
½fNN
; ð45Þ
fðfþ HxÞ
3gyy ¼fðf
3Þx þ a1fx þ W1xgdyy þ fa3fx þ W3xgdy
þ fðf3Þxx þ a2fx þ W2xgd
2
y
þ 3fðf2 þ 2fHx þ H2xÞHyygx
 ða4 þ a5Þfx þ W4x þ W5x: ð46Þ
Substituting (46) into (39), the explicit dynamics is
dt ¼
g cos a
3cf
½f3NN
½fNN
þ a1
 
dyy þ a2d
2
y þ a3dy þ a4 þ a5
 
: ð47Þ
4.2. Integrated variable
In this section, we derive an equation for the integrated variable.
From (36), we have
Hxt  sHxx þ fðHx þ fÞ %u þ cHxgx þ fxdt
¼
g cos a
3cf
fðfþ HxÞ
3gyy: ð48Þ
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Substituting (46) into (48), and integrating with respect to x yields
Ht  sHx þ ðHx þ fÞ %u þ cHx
¼ ½fxNdt þ
g cos a
3cf
ffð½f3xN
þ a1½fxN þ W1Þdyyg þ fð½f
3
x
x
N þ a2½f
x
N þ W2Þd
2
y
þ ða3½fxN þ W3Þdyg þ f3ðf
2 þ 2fHx þ H2xÞHyy
þ ða4 þ a5Þ½fxN þ W4 þ W5gg: ð49Þ
Subtracting ½fxN	 (47) from (49), we have
Ht  sHx þ ðHx þ fÞ %u þ cHx 
g cos a
cf
fðf2 þ 2fHx þ H2xÞHyyg
¼ Rðx; y; tÞ; ð50Þ
where
Rðx; y; tÞ 
g cos a
cf
½f3xN 
½f3NN½f
x
N
½fNN
þ W1
 
dyy

þ W2 þ ½ðf
3Þx
x
N
 
d2yg þ W3dy þ W4 þ W5:
This yields
%u ¼ 
1
fþ Hx
Ht þ ðc sÞHx 
g cos a
cf
; fðf2 þ 2fHx þ H2xÞHyyg

 Rðx; y; tÞ

: ð51Þ
From (48) and (50), we can derive another form for R for later use,
R ¼ 
g cos a
cf
fðf2 þ 2fHx þ H2xÞg  ½f
x
Ndt
þ
g cos a
3cf
Z x
N
fðfþ HxÞ
3gyy dx
¼ 
g cos a
cf
ð2fHx þ H2xÞHyy
þ
g cos a
cf
½f3xN 
½fxN½f
3NN
½fNN
 
dy
 
y

g cos a
3cf
3f2 
½f3NN
½fNN
 
fxd
2
y
þ
g cos a
3cf
ðf3Þxd
2
y þ
g cos a
3cf
Bðx; y; tÞy 
fxdyMðy; tÞ
½fNN
: ð52Þ
4.3. Nonlinear stability
In this section, we combine the energy estimates in Section 3 with the
front dynamics (47). For the nonlinear stability, we need the following
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smallness assumption for the energy estimate:
NðtÞ2 ¼ max
0ptpt
fjjHð	; 	; tÞjj2H6o þ jj %uð	; 	; tÞjj
2
H5o
þ jjdð	; tÞjjH5gpOðe4Þ: ð53Þ
From (51) and (52), we have
%u ¼ 
1
fþ Hx
Ht þ ðc sÞHx 
g cos a
cf
fðf2 þ 2fHx þ H2xÞHyyg

 Rðx; y; tÞ

; ð54Þ
%ut þ fðc sÞ %u þ g cos aHxgx þ
cf %u
f

cfcHx
f2
¼ cxdt 
%u2
2
 
x

cfcH2x
f2ðfþ HxÞ
þ
cf %uHx
fðfþ HxÞ
þ
g cos a
2cf
fððHx þ fÞ
2Þyðcþ %uÞyg: ð55Þ
In the following lemmas, we study energy estimates for H ; u; d by using an
a priori assumption (53).
Lemma 4.1. Under an a priori assumption (53), there exists C > 0 such thatZ N
N
d2ðy; sÞ þ ð@ydÞ
2ðy; sÞ dy
s¼t
s¼0
þC
Z t
0
Z N
N
ð@ydÞ
2 þ ð@2ydÞ
2 dy ds
¼ OðeÞ
Z t
0
Z N
N
Z N
N
H2x þ H
2
y þ H
2
xy þ H
2
yy dx dy ds;Z N
N
ð@iydÞ
2ðy; sÞ dy
s¼t
s¼0
þC
Z t
0
Z N
N
ð@iþ1y dÞ
2 dy ds
¼ Oðe2Þ
Z t
0
Z N
N
Z N
N
ð@x@iþ1y HÞ
2 þ LOT dx dy ds; 1pip5:
Proof. Let us recall that
dt 
g cos a½f3NN
3cf ½fNN
dyy ¼
g cos a
3cf ½fNN
Z N
N
ð3H2xHxy þ 6HxHxyf

þ3H2xdyfx  3ðf
2ÞxHy
þ 3ðf2ÞxdyHxÞ dx

y
: ð56Þ
Case 1: If we multiply (56) by d and integrate over ½0; t  R; then we have
1
2
Z N
N
d2ðy; sÞ dy
s¼t
s¼0
þ
g cos a½f3NN
3cf ½fNN
Z t
0
Z N
N
d2y dy ds
¼ 
g cos a
3cf ½fNN

Z t
0
Z N
N
Z N
N
f3H2xHxy þ 6HxHxyfþ 3H
2
xdyfx
 3ðf2ÞxHy þ 3ðf
2ÞxdyHxgdy dx dy ds:
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Let us consider each term in the above expression separately:
1
½fNN
Z t
0
Z N
N
Z N
N
H2xHxydy dx dy ds


¼ Oðe3Þ
Z t
0
Z N
N
Z N
N
H2x þ H
2
xy dx dy ds;
1
½fNN
Z t
0
Z N
N
Z N
N
HxHxydyf dx dy ds


¼ OðeÞ
Z t
0
Z N
N
Z N
N
H2x þ H
2
xy dx dy ds;
1
½fNN
Z t
0
Z N
N
Z N
N
H2xd
2
yfx dx dy ds


¼ Oðe5Þ
Z t
0
Z N
N
Z N
N
H2x dx dy ds:
We have used the smallness of jjHxjjN and jjdyjjN: Let us choose a bounded
constant K such that
2g cos ajjfjjN
cf
Kog cos a
6cf
j½f3NNj
j½fNNj
:
Then we have
g cos a
3cf j½fNNj
Z t
0
Z N
N
Z N
N
6ffxHydy dx dy ds


p2g cos ajjfjjN
cf j½fNNj
Z t
0
Z N
N
Z N
N
jfxHydyj dx dy ds
p2g cos ajjfjjN
cf j½fNNj
K
Z t
0
Z N
N
Z N
N
jfxjd
2
y dx dy ds

þ
1
4K
Z t
0
Z N
N
Z N
N
jfxjH
2
y dx dy ds

pg cos a½f
3NN
6cf ½fNN
Z t
0
Z N
N
d2y dx dy ds þ OðeÞ
Z t
0
Z N
N
Z N
N
H2y dx dy ds;
1
j½fNNj
Z t
0
Z N
N
Z N
N
ðf2ÞxHxd
2
y dx dy ds


pOðe3Þ
Z t
0
Z N
N
Z N
N
H2y dx dy ds þ Oðe
2Þ
Z t
0
Z N
N
d2y dy ds:
By combining the above estimates, we haveZ N
N
d2ðy; sÞ dy
s¼t
s¼0
þC
Z t
0
Z N
N
d2y dy ds
¼ OðeÞ
Z t
0
Z N
N
Z N
N
H2x þ H
2
y þ H
2
xy dx dy ds:
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Case 2: If we integrate @iyð56Þ@
i
yd over ½0; t  R; then by a similar analysis
to that of case 1, we haveZ N
N
ð@iydÞ
2ðy; sÞ dy
s¼t
s¼0
þC
Z t
0
Z N
N
ð@iþ1y dÞ
2 dy ds
¼ Oðe2Þ
Z t
0
Z N
N
Z N
N
ð@x@iþ1y HÞ
2 þ LOT dx dy ds:
Combining cases 1 and 2, we obtain the desired result. &
Lemma 4.2. (Goodman [4]). Assume that f ; g; hAH1ðRÞ and h0 ¼ f 	 g:
Then Z 0
N
hðxÞ2 dxp
Z 0
N
jxjf 2ðxÞ dx
  Z 0
N
g2ðxÞ dx
 
:
Proof. Since hðxÞ ¼
R x
N h
0ðxÞ dx ¼
R x
N f ðxÞgðxÞ dx;Z 0
N
h2ðxÞ dx ¼
Z 0
N
Z x
N
h0ðxÞ dx
 2
dx ¼
Z 0
N
Z x
N
f ðxÞgðxÞ dx
 2
dx
p
Z 0
N
Z x
N
f 2ðxÞ dx
  Z x
N
g2ðxÞ dx
 
dx
p
Z 0
N
g2ðxÞ dx
  Z 0
N
Z x
N
f 2ðxÞ dx dx
 
¼
Z 0
N
jxjf 2ðxÞ dx
  Z 0
N
g2ðxÞ dx
 
:
Here, we have used the Fubini theorem. &
Remark 4.2. Similarly, we can consider the case H1ðRþÞ: By the same
argument as above, we obtain the following inequality:Z N
0
h2ðxÞ dxp
Z N
0
jxjf 2ðxÞ dx
  Z N
0
g2ðxÞ dx
 
:
Hence, for f ; g; hAH1ðRÞ; we haveZ N
N
h2ðxÞ dxp
Z N
N
jxjf 2ðxÞ dx
  Z N
N
g2ðxÞ dx
 
:
Lemma 4.3. Under an a priori assumption (53), it follows thatZ t
0
Z N
N
Z N
N
Rðx; y; sÞ2 dx dy ds
¼ Oðe2Þ
Z t
0
Z N
N
d2y þ d
2
yy dy ds þ
Z t
0
Z N
N
Z N
N
H2yy þ H
2
xy dx dy ds
 
:
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Proof. Instead of using (52), we use (50) which contains lower order
derivatives. Let us recall that
Rðx; y; tÞ ¼
g cos a
cf
½f3xN 
½f3NN½f
x
N
½fNN
þ W1
 
dyy

þ ðW2 þ ½ðf
3Þx
x
NÞd
2
y þ W3dy þ W4 þ W5

:
(1)
R t
0
RN
N
RN
NW
2
1 d
2
yy dx dy ds: Let us set F  fx > 0: From (40), we have
a1ðy; tÞ ¼
RN
N Fð6fHx þ 3H
2
xÞ dxRN
N F dx
:
By Ho¨lder inequality, we haveZ N
N
a21F dxp
Z N
N
Fð36f2H2x þ 36fjHxj
3 þ 9H4xÞ dx:
On the other hand, since W1x ¼ a1ðy; tÞF Fð6fHx þ 3H2xÞ; by Lemma 4.2,
with y and t ﬁxed, we haveZ N
N
W 21 dx
p
Z N
N
ðjxjFÞ dx
Z N
N
a21F dx þ
Z N
N
jxjF dx
Z N
N
Fð6fHx þ 3H2xÞ
2 dx
p2
Z N
N
jxjF dx
  Z N
N
Fð36f2H2x þ 36fH
3
x þ 9H
4
xÞ dx
 
;Z t
0
Z N
N
Z N
N
W 21 d
2
yy dx dy ds
p2
Z N
N
jxjF dx
 
36jjf2jjNjjH
2
x jjN
  Z t
0
Z N
N
Z N
N
Fd2yy dx dy ds
þ 72
Z N
N
jxjF dx
 
jjfjjNjjH
3
x jjN
  Z t
0
Z N
N
Z N
N
Fd2yy dx dy ds
þ 18
Z N
N
jxjF dx
 
jjH4x jjN
Z t
0
Z N
N
Z N
N
Fd2yy dx dy ds
¼ Oðe5Þ
Z t
0
Z N
N
d2yy dy ds:
In the above estimates, we have used
RN
N jxjjFj dx ¼ Oð1Þ:
(2)
R t
0
RN
N
RN
NW
2
2 d
4
y dx dy ds;
R t
0
RN
N
RN
NW
2
3 d
2
y dx dy ds : Similarly, we getZ t
0
Z N
N
Z N
N
W 22 d
4
y dx dy ds ¼ Oðe
11Þ
Z t
0
Z N
N
d2y dy ds;Z t
0
Z N
N
Z N
N
W 23 d
2
y dx dy ds ¼ Oðe
6Þ
Z t
0
Z N
N
Z N
N
H2xy dx dy ds
or Oðe5Þ
Z t
0
Z N
N
d2y dy ds:
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(3)
R t
0
RN
N
RN
NW
2
4 dx dy ds: From (43), we have
a4ðy; tÞ ¼
6
RN
NðffxHyy þ 6fxHxHyy þ 6fHxxHyy þ 6HxHxxHyyÞ dxRN
NF dx
;
W4x ¼  3ðf
2 þ 2fHx þ H2xÞxHyy  a4ðy; tÞfx:
Using Lemma 4.2 and the Ho¨lder inequality, we have
a24ðy; tÞp
144
e2
Z N
N
ffxHyy dx
 2
þ
Z N
N
6fxHxHyy dx
 2( )
þ
144
e2
Z N
N
6fHxxHyy dx
 2
þ
Z N
N
6HxHxxHyy dx
 2( )
:
Therefore, we getZ t
0
Z N
N
a24ðy; sÞ dy ds
¼ OðeÞ
Z t
0
Z N
N
Z N
N
H2yy dx dy ds
þ
Oð1Þjjf2xjjN
e2
sup
y;s
Z N
N
H2xð	; y; sÞ dx
 

Z t
0
Z N
N
Z N
N
H2yy dx dy ds
þ
Oð1Þjjf2xjjN
e2
sup
y;s
Z N
N
H2xxð	; y; sÞ dx
 

Z t
0
Z N
N
Z N
N
H2yy dx dy ds
þ
Oð1ÞjjH2x jjN
e2
sup
y;s
Z N
N
H2xxð	; y; sÞ dx
 

Z t
0
Z N
N
Z N
N
H2yy dx dy ds
¼ OðeÞ
Z t
0
Z N
N
Z N
N
H2yy dx dy ds:
By Lemma 4.2, we haveZ t
0
Z N
N
Z N
N
W 24 dx dy ds
p36jjf2jjNjjfxjjN
Z N
N
jxj jfxj dx
 Z t
0
Z N
N
Z N
N
H2yy dx dy ds
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þ 36jjf2xjjN sup
y;s
Z N
N
jxjH2x dx
 Z t
0
Z N
N
Z N
N
H2yy dx dy ds
þ 36jjf2jjN sup
y;s
Z N
N
jxjH2xx
 Z t
0
Z N
N
Z N
N
H2yy dx
þ 36jjf2xjjN sup
y;s
Z N
N
jxjH2xx dx
 Z t
0
Z N
N
Z N
N
H2yy dx dy ds
þ Oðe2Þ
Z t
0
Z N
N
Z N
N
H2yy dx dy ds
¼ Oðe2Þ
Z t
0
Z N
N
Z N
N
H2yy dx dy ds:
(4) By a similar method to that of (3), we haveZ t
0
Z N
N
Z N
N
W 25 dx dy ds ¼ Oðe
4Þ
Z t
0
Z N
N
Z N
N
H2xy dx dy ds:
From (1) to (4), we have the desired result. &
Remark 4.3. In the above estimates, we have used the smallness ofR t
0
RN
N
RN
N jxjH
2
xx dx dy ds: Therefore, we need to introduce a weighted
Sobolev norm with a weight which is equivalent to jxj: For this, we introduce
a positive weight function
oðx; y; tÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ Zx2
p
;
where Z is a small positive constant which will be determined later.
Lemma 4.4. Under both main assumption in Section 1 and (53), we haveZ t
0
Z N
N
Z N
N
RHo dx dy ds
¼ OðeÞ
Z t
0
Z N
N
Z N
N
ðH2yy þ H
2
xy þ H
2
x þ H
2
y þ jmxjH
2Þo dx dy ds
þ Oðe2Þ
Z t
0
Z N
N
ðd2y þ d
2
yyÞ dy ds:
Proof. Let us recall that
R ¼
g cos a
cf
ð2fHx þ H2xÞHyy þ
g cos a
cf
½f3xN 
½fxN½f
3NN
½fNN
 
dy
 
y

g cos a
3cf
3f2 
½f3NN
½fNN
 
fxd
2
y þ
g cos a
3cf
ðf2Þxd
2
y þ
g cos a
3cf
Bðx; y; tÞy

fxdyMðy; tÞ
½fNN
;
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Mðy; tÞ ¼
Z N
N
f3ðf2ÞxdyHx  3ðf
2ÞxHy þ 3fxdyH
2
x
þ 6fHxHxy þ 3H2xHxyg dx;
Bðx; y; tÞ ¼
Z x
N
f3ðf2ÞxdyHx  3ðf
2ÞxHy þ 3fxdyH
2
x þ 6fHxHxy
þ 3H2xHxyg dx Mðy; tÞ
½fxN
½fNN
:
Let us consider each term in
R t
0
RN
N
RN
NRH dx dy ds separately:Z t
0
Z N
N
Z N
N

g cos a
cf
ð2fHx þ H2xÞHyyHo dx dy ds


¼ Oðe2Þ
Z t
0
Z N
N
Z N
N
ðH2yy þ H
2
xÞo dx dy ds;Z t
0
Z N
N
Z N
N
½f3xN 
½fxN½f
3NN
½fNN
 
dy
 
y
Ho dx dy ds


pe
Z t
0
Z N
N
Z N
N
H2y dx dy ds þ OðeÞ
Z t
0
Z N
N
d2y dy ds;Z t
0
Z N
N
Z N
N
3f2 
½f3NN
½fNN
 
fxd
2
yHo dx dy ds


¼ Oðe2Þ
Z t
0
Z N
N
d2y dy ds;Z t
0
Z N
N
Z N
N
g cos a
3cf
ðf3Þxd
2
yHo dx dy ds

 ¼ Oðe2Þ
Z t
0
Z N
N
d2y dy ds;
Z t
0
Z N
N
Z N
N
g cos a
3cf
ByHo dx dy ds

 ¼ OðeÞ
Z t
0
Z N
N
ðd2y þ d
2
yyÞ dy ds
þ OðeÞ
Z t
0
Z N
N
Z N
N
ðH2xy þ H
2
yy þ H
2
y Þo dx dy ds;Z t
0
Z N
N
Z N
N

fxdyMðy; tÞ
½fNN
Ho dx dy ds


pe
Z t
0
Z N
N
Z N
N
jfxjH
2o dx dy ds þ OðeÞ
Z t
0
Z N
N
d2y dy ds:
We have used that fact that ½f3xN 
½fxN½f
3NN
½fNN
¼ ðfðxÞ  uÞðfðxÞ 
uþÞðfðxÞ þ u þ uþÞ and M ¼ Oðe2Þ: By combining the above estimates,
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we haveZ t
0
Z N
N
Z N
N
RHo dx dy ds
¼ OðeÞ
Z t
0
Z N
N
d2y þ d
2
yy dy ds
þ OðeÞ
Z t
0
Z N
N
Z N
N
ðH2yy þ H
2
xy þ H
2
x þ H
2
y Þ dx dy ds:
This completes the proof. &
We note that for a weight function oðx; y; tÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ Zx2
p
; we have
ox
o
 p ﬃﬃﬃZp ; 0ooxx
o
pZ: ð57Þ
By combining Lemmas 4.1–4.4, we have the following basic energy estimates
for H ; %u; d:
Lemma 4.5. (Basic Energy estimates). Suppose that both main assumptions in
Section 1 and (53) hold. Then,Z N
N
Z N
N
fð %u2 þ H2 þ H2x þ H
2
y Þogðx; y; tÞ dx dy
þ
Z N
N
ðd2 þ d2yÞðy; tÞ dy
þ C
Z t
0
Z N
N
Z N
N
fð %u2 þ jmxjH
2 þ H2x þ H
2
y
þ H2xy þ H
2
yyÞogðx; y; sÞ dx dy ds
þ C
Z t
0
Z N
N
ðd2y þ d
2
yyÞ dy ds
p
Z N
N
Z N
N
fð %u2 þ H2 þ H2x þ H
2
y Þogðx; y; 0Þ dx dy þ
Z N
N
ðd2 þ d2yÞðy; 0Þ dy
þ OðeÞ
Z t
0
Z N
N
Z N
N
fðH2xx þ H
2
xt þ H
2
xyyÞogðx; y; sÞ dx dy ds:
Proof. From the choice of our weight function and a smallness assumption
(57), in the energy estimates, the weight function does not cause any trouble.
So for simplicity, we derive energy estimates without the weight. If we multiply
(55) by %u and H; respectively, and integrate over ½0; t  R2; then we haveZ N
N
Z N
N
%u2
2
þ
g cos a
2f
H2x þ
g cos a
f
H2y
 s¼t
s¼0
þ
Z t
0
Z N
N
Z N
N
g2 cos2 af
cf
ðH2xy þ H
2
yyÞ ð58Þ
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þ
Z t
0
Z N
N
Z N
N
cf
f3
H2t þ
2cf ðc sÞ
f3
þ
cfc
f3
 
HxHt

þ
cf ðc sÞ
2
f3
þ
cfcðc sÞ
f3
 
H2x d
¼ OðeÞ
Z t
0
Z N
N
Z N
N
ðH2x þ H
2
t þ H
2
xy þ H
2
xx þ H
2
yy
þ H2xt þ %u
2 þ H2xyyÞ þ OðeÞ
Z t
0
Z N
N
ðd2y þ d
2
yyÞ:
Z N
N
Z N
N
%uH þ
g cos2 af
2cf
H2y 
cf
2f2
H2
 
dx dy
s¼t
s¼0
þ
Z t
0
Z N
N
Z N
N
cfc
2f2
 
x
þ
cf ðc sÞ
2f2
 
x
( )
H2
þ
Z t
0
Z N
N
Z N
N
1
f
H2t þ
2ðc sÞ
f
HxHt

þ
ðc sÞ2
f
 g cos a
 
H2x  g cos aH
2
y
¼ OðeÞ
Z t
0
Z N
N
Z N
N
%u
2 þ jfxjH
2 þ H2x þ H
2
y þ H
2
t

þ H2xy þ H
2
yy

þ OðeÞ
Z t
0
Z N
N
ðd2y þ d
2
yyÞ: ð59Þ
We have used Lemmas 4.3 and 4.4 in the above calculations. Similar to
Lemma 3.2, combine (58) and (59) as (58) cf
2f20
(59) to get the result. The proof
is complete. &
In the following, we consider the higher order energy estimates in order to
close energy estimates.
Lemma 4.6. (A priori estimates). Suppose main assumptions in Section 1 and
(53) hold. Then, we have
jjHð	; 	; tÞjj2H6o þ jj %uð	; 	; tÞjj
2
H5o
þ jjdð	; tÞjj2H5 þ C
Z t
0
jj
ﬃﬃﬃﬃﬃﬃﬃ
jmxj
p
Hð	; 	; sÞjj22;o ds
þ C
Z t
0
X
1piþjp6
jj@ix@
j
yHð	; 	; sÞjj
2
2;o
 
þ
X
1piþjp5
jj@iþ1x @
jþ1
y Hð	; 	; sÞÞjj
2
2;oÞ ds:
þ C
Z t
0
X
1piþjp5
jj@ix@
jþ2
y Hð	; 	; sÞÞjj
2
2;o þ
X
1piþjp5
jj@ix@
j
y %uð	; 	; sÞjj
2
2;o
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þ
X
1pip6
jj@iydð	; sÞjj
2
2Þ ds
pjjHð	; 	; 0Þjj2H6o þ jj %uð	; 	; 0Þjj
2
H5o
þ jjdð	; 0Þjj2H5 :
Proof. Let us considerZ t
0
Z N
N
Z N
N
@ix@
j
yð55Þ 	 @
i
x@
j
y %u 
cf
2f20
@ix@
j
yð55Þ 	 @
i
x@
j
yH
 !
:
Then we have the following good terms:Z t
0
Z N
N
Z N
N
fð@iþ1x @
j
yHÞ
2 þ ð@ix@
jþ1
y HÞ
2 þ ð@ix@
j
y@tHÞ
2
þ ð@iþ1x @
jþ1
y HÞ
2 þ ð@ix@
jþ2
y HÞ
2g  I:
On the other hand, as the one-dimensional case, we may have the higher
order terms which cannot be absorbed into the above good terms.
Therefore, we need to distribute the derivative over their factors, and use
the smallness assumptions.
In order to close the energy estimates, we need at least H5o initial data.
The reason for that is as follows. By the Sobolev inequality, we need a
Hko ðkX3Þ initial data to guarantee the classical solutions. Let us consider
the higher order term fHxy %uy in fðHx þ fÞ
2gyðcþ %uÞy: Since
@4yðfHxy %uyÞ ¼ 6fð@x@
3
yHÞð@
3
y %uÞ þ?;
we haveZ t
0
Z N
N
Z N
N
@4yðfHxy %uyÞ@
4
y %u
¼ 6
Z t
0
Z N
N
Z N
N
fð@x@3yHÞð@
3
y %uÞð@
4
y %uÞ dx dy ds þ?:
So we need to have smallness on the @x@3yH or @
3
y %u; but this is impossible for
the H4o initial data. On the other hand, for H
5
o initial data ðHAH
6
o; %uAH
5
oÞ;
the trouble term can be treated as follows:Z t
0
Z N
N
Z N
N
ð@1þi1x @
1þi2
y HÞð@
i3
x @
1þi4
y %uÞð@
i
x@
j
y %uÞ dx dy ds
¼ Oðjjj@1þi1x @
1þi2
y H jjNÞ
Z t
0
Z N
N
Z N
N
ð@i3x @
1þi4
y %uÞ
2

þð@ix@
j
y %uÞ
2 dx dy ds

;
where i1 þ i2 ¼ 2; i3 þ i4 ¼ 3; i þ j ¼ 5: The other nonlinear terms are
treated similarly to the one-dimensional case. Hence, by summing up all
terms 0pi þ jp5 and Lemma 4.1, we have the desired result. &
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Proof of Theorem 1.1. Combining the local existence theory of hyperbolic
systems with a symmetrizer and a priori estimates, we can extend the local
solution globally in time t by the usual continuity argument. By the Sobolev
embedding theorem, we have a C1-solution. From Lemma 4.6, we have
lim
t-N
ðjjHð	; 	; tÞjj2H6o þ jj %uð	; 	; tÞjj
2
H5o
Þ ¼ 0: ð60Þ
On the other hand, by the Sobolev inequality, we have
sup
x;y
jHxðx; y; tÞj þ sup
x;y
j %uðx; y; tÞjpCfjjHxðx; y; tÞjjH2o
þ jj %uðx; y; tÞjjH2og: ð61Þ
By combining (60) and (61), we get
lim
t-N
sup
x;y
ðj %hðx; y; tÞj þ j %uðx; y; tÞjÞ ¼ 0:
This completes the proof. &
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