Orientational order parameters for arbitrary quantum systems by Vrugt, Michael te & Wittkowski, Raphael
ar
X
iv
:1
91
1.
04
64
7v
1 
 [q
ua
nt-
ph
]  
12
 N
ov
 20
19
Orientational order parameters for arbitrary quantum systems
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The concept of quantum-mechanical nematic order, which is important in systems such as super-
conductors, is based on an analogy to classical liquid crystals, where order parameters are obtained
through orientational expansions. We generalize this method to quantum mechanics based on an
expansion of Wigner functions. This provides a unified framework applicable to arbitrary quantum
systems. The formalism is demonstrated for the cases of Fermi liquids and spin systems. Moreover,
we derive new order parameters for molecular systems, which cannot be properly described with the
usual nematic tensors.
The orientational order of classical liquid crystals is
usually measured via Cartesian order-parameter fields
given by the local polarization ~P (~r) and nematic ten-
sor Q(~r). These are typical variables of field theories for
liquid crystals and active soft matter [1–13]. The stan-
dard definitions of ~P (~r) and Q(~r) assume uniaxial (e.g.,
rodlike) particles and have to be modified for particles
with low symmetry [14–16]. This modification allows to
study a much richer phenomenology of phase transitions
[16, 17]. Classical order parameters can be defined sys-
tematically by an expansion of the orientational distri-
bution function in symmetric traceless tensors [18–20],
where ~P (~r) and Q(~r) correspond to orders l = 1 and
l = 2, respectively. Interesting phases can also be found
using order parameters with l ≥ 3 [21, 22].
In recent years, there has been an increasing interest
in applying the concept of liquid-crystalline phases to
quantum-mechanical systems [23–57]. A source of ne-
matic order in fermionic systems are deformations of the
Fermi surface, which have gained significant attention in
the past years [54–57]. Nematic order is very important
in superconductors [23–31]. It also arises in spin systems
[32–40], where it is relevant for ultracold gases [32–34]
and quantum computers [58–60].
Defining quantum-mechanical orientational order pa-
rameters systematically is a challenging problem, since
quantum nematic order exists in various forms, such as
structural, spin, and orbital. The relations between these
forms are not fully understood [23, 30, 31] and it is dif-
ficult to connect the existing order parameters to their
classical relates [42]. These problems could be solved
through a systematic derivation of order parameters for
quantum systems that naturally generalizes the classical
case and unifies all known types of quantum order into
one framework. This would allow to describe phases with
l ≥ 3, which occur, e.g., in Fermi fluids [61, 62], using
Cartesian order parameters, and to improve the analy-
sis of nematic order in systems such as superconductors
where suitable order parameters are difficult to identify
[30, 63]. Other systems, where Cartesian quantum or-
der parameters could then be derived, include molecules
with low symmetry, where the usual nematic tensors are
not sufficient [14–16]. This is interesting, because molec-
ular order plays a key role in chemical reactions [64] and
quantum dot technology [65, 66]. Like formalisms for
different types of quantum order [67], this method would
also allow to predict new phases for other quantum sys-
tems, which would be extremely useful for applications
in solid-state theory, molecular physics, and beyond.
In this article, we derive a general formalism for the
definition of quantum-mechanical orientational order pa-
rameters based on Wigner functions [68–74]. These func-
tions allow for a phase-space description of quantum sys-
tems by generalizing the classical probability distribution
function and are widely used in fields such as solid-state
theory [75, 76], quantum molecular dynamics [77, 78],
quantum information theory [72, 79], quantum optics
[80], quantum electronics [74, 81], plasma physics [82],
and particle physics [83, 84]. An expansion of the angu-
lar dependence of Wigner functions and corresponding
kernel operators (see below) allows for a systematic def-
inition of order parameters for the quantum case. Since
Wigner functions can be constructed for arbitrary quan-
tum systems [71], this approach has the major advantage
that it is very general, being applicable to order aris-
ing from electronic structure, spin, or otherwise. There-
fore, it solves the problem of a unification of the vari-
ous types of existing quantum order parameters. Our
approach has a clear connection to the classical case of
which it is a natural extension. Moreover, performing an
orientational expansion of Wigner functions for systems
where nematic states are currently unknown would allow
to describe and predict new phases. The standard order
parameters for spin and Fermi nematics can be derived
within our framework, which also allows to identify the
approximations involved in their definitions. More gen-
eral order parameters for molecules can be obtained in
analogy to their classical relates.
In a classical liquid crystal, the orientation of a uniax-
ial particle is specified by an orientation vector ~u(θ, φ),
where θ and φ are spherical coordinate angles. (In two
spatial dimensions, one angle φ is sufficient.) This vector
specifies the direction of the particle’s symmetry axis or,
for an active particle, of its self-propulsion [85, 86]. A
many-particle system is then described by a distribution
2function f(~u) that in general also has other degrees of
freedom, such as position or momentum. In three spatial
dimensions, it can be expanded in spherical harmonics
Ylm(θ, φ), giving the angular expansion
f(θ, φ) =
∞∑
l=0
l∑
m=−l
flmYlm(θ, φ) (1)
with coefficients flm =
∫
S2
dΩ f(θ, φ)Y ⋆lm(θ, φ). Alterna-
tively, one can perform a Cartesian expansion [20, 87, 88]
f(~u) =
∞∑
l=0
d∑
i1,...,il=1
f
(dD)
i1···il
ui1 · · ·uil , (2)
where the expansion coefficients are given by
f
(dD)
i1···il
= A
(dD)
l
∫
Sd−1
dΩ f(~u)T
(dD)
i1···il
(~u) (3)
with the normalization A
(dD)
l and tensor polynomials
T
(dD)
i1···il
(~u) that depend on the spatial dimensionality d
(see Ref. [20] for definitions). We integrate over φ for
d = 2 and over φ and θ for d = 3. The expansion co-
efficients (3) form symmetric traceless tensors being the
orientational order parameters of order l = 0, 1, . . . . An-
gular and Cartesian expansions are orderwise equivalent.
The orientation of a particle with arbitrary shape is
specified by a rotation matrix Rij that maps from a
laboratory-fixed frame to a body-fixed frame. One can
expand the distribution function f(R) in various ways
[14, 15, 19]. An angular expansion can be performed in
Wigner D-matrices Dlmn(R) [88] as a generalization of
Eq. (1). One possibility for a Cartesian expansion is, as
shown by Turzi [19], given by
f(R) =
∞∑
l=0
3∑
i1,...,il=1
3∑
j1,...,jl=1
c
(3D)
i1j1···iljl
Ri1j1 · · ·Riljl . (4)
The expansion coefficients c
(3D)
i1j1···iljl
(see Refs. [19, 20])
are symmetric and traceless in the {ik} and {jk} sep-
arately. Details on angular and Cartesian orientational
expansions can be found in Ref. [20].
Usually, the expansion (2) is performed up to second
order. In two spatial dimensions, this gives [20, 89]
f(~u) = f0 +
2∑
i=1
Piui +
2∑
i,j=1
Qijuiuj +O(u
3) (5)
with the constant f0 =
1
2π
∫ 2π
0
dφ f(~u), polarization
Pi =
1
π
∫ 2π
0 dφ f(~u)ui, and nematic tensor Qij =
2
π
∫ 2π
0 dφ f(~u)(uiuj −
1
2δij). Using Eqs. (2) and (4), gener-
alizations to three spatial dimensions, higher orders, and
asymmetric particles are straightforward.
It is not immediately clear how this formalism can be
applied to quantum mechanics. The first difference is
that, while classical order parameters for passive systems
measure the geometric orientation of molecules, quantum
nematic order arises in systems of point-like particles [62].
(One can find here an interesting analogy between active
and quantum matter, since active spheres can also show
nematic order despite being geometrically symmetric [20,
89].) The second difference is that quantum systems are
usually described using a statistical operator ρˆ, which is
not defined on a classical phase space, so that there is no
~u-dependence that could be expanded.
A solution to this problem is provided by a phase-space
representation of a quantum system. Such representa-
tions can be developed in various forms. We here use
Wigner functions due to their close relation to the clas-
sical probability distribution function [71, 90]. It is ex-
panded in the same way. The expansion coefficients pro-
vide order parameters for quantum systems. By trans-
forming back to the operator formalism, one then obtains
order parameters in the form of Hermitian Hilbert space
operators, constituting suitable observables for quantum
systems.
Formally, a function W (~Γ) depending on the phase-
space coordinates ~Γ is a Wigner function for a Hilbert
space operator ρˆ if there exists a Hermitian kernel op-
erator ∆ˆ(~Γ), the Stratonovich-Weyl kernel, such that
[71, 91, 92]
W (~Γ) = Tr(ρˆ∆ˆ(~Γ)), (6)
ρˆ =
∫
dΓW (~Γ)∆ˆ(~Γ) (7)
with the quantum-mechanical trace Tr. This, along with
a few additional requirements (see Refs. [71, 92] for de-
tails), is the Stratonovich-Weyl correspondence. More
generally, Eq. (7) can be thought of as a quantization
rule [93]: The Hilbert space operator Aˆ corresponding to
a phase-space function A(~Γ) is [92]
Aˆ =
∫
dΓA(~Γ)∆ˆ(~Γ). (8)
Now suppose that our system has orientational degrees
of freedom, i.e., W (~Γ) ≡W (~u, ~Γ6=~u) with ~Γ6=~u containing
possible nonorientational degrees of freedom (that can be
integrated out if necessary). We can expand a Wigner
function using Eq. (2) as
W (~Γ) =
∞∑
l=0
d∑
i1,...,il=1
Wi1···il(
~Γ6=~u)ui1 · · ·uil . (9)
The prefactorsWi1···il(
~Γ6=~u) provide order parameters for
calculations in the Wigner function formalism. They can
be easily calculated using Eq. (3). Since Wigner functions
can be measured [94, 95], the order parameters defined
in this way are experimentally accessible quantities.
Alternatively, we can define order parameters in terms
of Hermitian Hilbert space operators, which can be used
3as observables in “ordinary” quantum mechanics. This
can be achieved by expanding a kernel operator as
∫
dΓ6=~u ∆ˆ(~u, ~Γ6=~u) =
∞∑
l=0
d∑
i1,...,il=1
ui1 · · ·uil Tˆi1···il (10)
with the quantum-mechanical order parameters
Tˆi1···il = A
(dD)
l
∫
Sd−1
dΩ
∫
dΓ6=~uT
(dD)
i1···il
(~u)∆ˆ(~u, ~Γ6=~u), (11)
where the normalization A
(dD)
l is chosen in such a way
that Eqs. (2) and (3) hold for the invariant integration
measure dΓ = dΩdΓ6=~u. Here, we need to integrate out
also the nonorientational degrees of freedom such that the
operators Tˆi1···il have no phase-space dependence, mak-
ing them proper quantum observables. Since ∆ˆ(~Γ) is
Hermitian [71], the Tˆi1···il are as well.
Comparing Eqs. (8) and (11) shows that Eq. (11)
is a quantization prescription. Hence, the quantum-
mechanical Cartesian order parameters Tˆi1···il are ob-
tained by a quantization of the normalized tensor poly-
nomials A
(dD)
l T
(dD)
i1···il
(~u). When we apply the general defi-
nition (11) to specific systems, the definition of the order
parameters depends on the kernel operator ∆ˆ(~u, ~Γ6=~u).
Such a kernel can be constructed for any quantum sys-
tem by using its underlying symmetries [71, 92].
Finally, we need to take into account that we are typi-
cally dealing with many-particle systems. By integrating
over the coordinates of all particles except for one, we
can obtain a reduced one-particle Wigner function that
allows for an orientational expansion [96]. In Eq. (10),
we replace for N particles
∆ˆ(~Γ)→
1
N
N∑
i=1
( N∏
j=1
j 6=i
∫
dΓj
)
∆ˆ({~Γk}), (12)
which ensures that all particles are treated equally. Since
the kernel for an ensemble of N particles is constructed
from a tensor product of the individual kernels [97, 98],
the resulting operators Tˆi1···il act on the N -particle
Hilbert space as they should.
As a first specific system, we consider Fermi liquids.
Here, nematic states break a rotational symmetry of the
underlying crystal. In the simplest case of a system with
full rotational symmetry, fermions fill up a ball of ra-
dius pF (Fermi momentum) in reciprocal space, whose
surface is referred to as the Fermi surface. Nematic or-
der then corresponds to a state in which the Fermi sur-
face becomes elliptical due to a thermodynamic instabil-
ity [41, 62].
We describe fermions using Wigner functions depend-
ing on position ~x and momentum ~p. When setting ~ = 1
and dΓ = (2π)−2d2xd2p, the kernel for a system with
phase-space coordinates ~Γ = (~x, ~p)T in two spatial di-
mensions reads [99–101]
∆ˆ(~x, ~p) =
1
(2π)2
∫
d2ξ
∫
d2ζ e−i(
~ξ·(~x−~ˆx)+~ζ·(~p−~ˆp)) (13)
with position operator ~ˆx and momentum operator ~ˆp.
We are interested in deviations from spherical symme-
try in reciprocal space. Therefore, we write ~p = p~u with
p = ‖~p‖ and then perform an orientational expansion.
Applying the general definition (11) together with the
nematic tensor Qij from Eq. (5) (multiplied by (2π)
2 for
normalization) and Eq. (13) gives
Qˆij =
∫
d2x
∫
d2p (2uiuj − δij)∆ˆ(~x, p, ~u)
=
1
(2π)4
∫
d2x
∫
d2p
∫
d2ξ
∫
d2ζ
(2π)2
p2
(2pipj − p
2δij)e
−i(~ξ·(~x−~ˆx)+~ζ·(~p−~ˆp)).
(14)
For N particles, using Eq. (12) and
∫
dΓ ∆ˆ(~Γ) = 1 [71]
gives Qˆij as a sum over the single-particle order parame-
ters, normalized with 1/N . If the deviations from spher-
ical symmetry are small, only states close to the Fermi
surface contribute to the expectation value 〈Qˆij〉 and we
can approximate 1/p2 ≈ 1/p2F . This allows us, if we
switch to matrix notation, to write
Qˆ =
1
(2π)4
∫
d2x
∫
d2p
∫
d2ξ
∫
d2ζ
(2π)2
p2F
(
p2x − p
2
y 2pxpy
2pxpy p
2
y − p
2
x
)
e−i(
~ξ·(~x−~ˆx)+~ζ·(~p−~ˆp)).
(15)
Comparing Eqs. (8) and (15) shows that Eq. (15) is just
the Weyl quantization of the matrix. Here, it can be
evaluated with the replacement pi → pˆi = −i∂i [99, 100,
102], yielding
Qˆ =−
(2π)2
p2F
(
∂2x − ∂
2
y 2∂x∂y
2∂x∂y ∂
2
y − ∂
2
x
)
. (16)
This is, up to a normalization resulting from the integral
measure, the definition of the nematic order parameter
for Fermi liquids used in the literature [41, 103]. The
general definition (11) thus reproduces the standard def-
initions if it is applied to standard systems.
Quantum-mechanical nematic order also arises in sys-
tems of spins. Spins can be described using Wigner func-
tions that depend on the angles θ and φ, i.e., we have
~Γ = ~u. The kernel operator for spins is given by [104, 105]
∆ˆ(θ, φ) =
√
4π
2s+ 1
2s∑
l=0
l∑
m=−l
Y ⋆lm(θ, φ)Tˆ
(s)
lm (17)
with the irreducible tensor operators [97, 105, 106]
Tˆ
(s)
lm =
√
2l+ 1
2s+ 1
s∑
n,n′=−s
Cs,n
′
s,n,l,m |s, n
′〉 〈s, n| (18)
4and the Clebsch-Gordan coefficients Cs,n
′
s,n,l,m.
Since the kernel (17) can be easily brought into the
form (1) by conjugation, the simplest way to obtain a
Cartesian expansion is to read off the angular expansion
coefficients and convert them to Cartesian ones (see Ref.
[20] for conversion tables). The tensor operators (18) can
be expressed in terms of the spin operator ~ˆS [64, 106–
110]. For a general spin s, we find
Pˆi =
3√
s(s+ 1)(2s+ 1)2
Sˆi (19)
for the polarization and
Qˆij =
15
2
1√
s(s+ 1)(2s− 1)(2s+ 1)2(2s+ 3)(
SˆiSˆj + SˆjSˆi −
2
3
s(s+ 1)δij Iˆ
) (20)
with the identity operator Iˆ for the nematic tensor. In
case of N particles, applying Eq. (12) with the single-
particle kernel (17) gives the many-particle order param-
eter as a normalized sum over the single-particle order
parameters. These definitions agree, for s = 1, up to
a normalization with the standard definitions of the po-
larization [64] and nematic tensor [36, 107, 110]. They
are usually obtained by a state multipole expansion of
the density operator [64], a procedure that is less general
than the formalism discussed here, since it is restricted
to angular momenta. Thus, we can again recover the def-
initions used in the literature, but also generalize them
towards larger spins. Equation (11), which is our general
result, therefore contains both important types of order
– spin and Fermi nematics – as special cases.
The definition (20) is very similar to its classical coun-
terpart from Eq. (5), except for the fact that it is sym-
metrized because the components of the spin operator do
not commute. What is also interesting here is that, while
the classical order-parameter expansions (1) and (2) go
from l = 0 to l =∞, the expansion for spin systems stops
at l = 2s. Consequently, since nematicity is measured
by the terms of order l = 2, there can be no nematic
order in spin-1/2 systems. The physical reason is that
spin-1/2 particles are always locally magnetic (except if
they couple to a spin-1 system, which is possible, e.g.,
for magnons) [64, 111, 112]. Indeed, spin nematic states
have only been found in spin-1-systems [36, 47, 111–114].
Within our framework, this naturally follows from the
general theory of order parameters, which also allows to
define higher-order phases for spin-3/2 particles that are
known to have richer phase diagrams [115]. Note that the
relations used here assume a sharp angular momentum
[64]. In other cases, the form of the order parameters
might change, which can also be calculated within our
formalism: Wigner functions for systems where various
SU(2)-invariant subspaces are relevant depend on three
angles [116], so that we require a more general expansion.
The situation is similar for molecules: For a specifi-
cation of the orientation of classical molecules with low
symmetry, one requires a rotation R rather than an ori-
entation vector ~u. Hence, the molecules are described
using distribution functions f(R) rather than f(~u). In
consequence, order parameters for these systems require
more general expansions such as (4) to give a complete
description of the orientational state [14–16]. A gen-
eral quantum-mechanical molecule can be modelled as
a quantum rigid rotor [64, 117], which is described us-
ing Wigner functions W (R) (see, e.g., Refs. [118, 119]
for explicit forms). Nematic order in quantum molecular
systems can therefore not be described with the usual
methods, such as the construction of symmetric trace-
less tensors used for Fermi liquids [62] and spins [110].
The typical approach for the definition of order parame-
ters for such molecular systems is through angular aver-
ages [64], although Cartesian order parameters are more
closely linked to experiments [19, 20]. A more appropri-
ate description is possible using our approach. Applying
the expansion (4) to the kernel ∆ˆ(R) for a molecular sys-
tem gives the operators for polarization [20]
Pˆij =
3
8π2
∫
SO(3)
dΩRij∆ˆ(R) (21)
and nematic order
Qˆijkl =
5
16π2
∫
SO(3)
dΩ
(
RijRkl +RilRkj −
2
3
δikδjl
)
∆ˆ(R),
(22)
where the integral goes over all possible rotations.
In summary, we have derived a systematic definition
of orientational order parameters for arbitrary quantum
systems based on Cartesian expansions of Wigner func-
tions and Stratonovich-Weyl kernels. Our definition can
recover the standard definitions for both Fermi liquids
and spins, even though there are very different physical
mechanisms involved. Moreover, our framework allows
to define new order parameters, as demonstrated for the
case of molecular systems. This unifying framework al-
lows for a better understanding of quantum order pa-
rameters and gives the opportunity to discover nematic
phases in systems where they could not be defined previ-
ously. The order parameters for low-symmetry molecules
can help to extend the study of phase transitions in sys-
tems of particles with low or no symmetry towards quan-
tum systems. Finally, as in classical soft matter physics
[22], order parameters with l ≥ 3 can allow to find new
types of phases.
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