We provide a methodology to calculate the expectation of a variate  in terms of the moments of a transformation of . Apart from the intrinsic interest in such a fundamental relation that relates the moments of a variate and its nonlinear transformations, our results can be used in practice to approximate E() by the low-order moments of a transformation which can be chosen to give a good approximation for E(). To obtain an accurate evaluation of the remainder, we derive results for the bounding of functions of complex variables. Our results are useful, for example, in resampling applications like bootstrap confidence intervals for fat-tailed data. They are also useful in economics and finance in quantifying the effect of taking nonlinear transformations on moment conditions and on asset prices which are formulated as expectations.
Introduction
We provide a methodology to calculate the expectation of a variate  ∈ X ⊆ R (with unknown density) in terms of the moments of an invertible transformation  :=  −1 () ∈ Y ⊆ R. This fundamental relation between the moments of  and  has, surprisingly, not been derived anywhere. Approximations to it have been used on an ad-hoc basis, typically through the leading terms of a Taylor expansion and without assessing either the goodness of such an expansion (as opposed to a more general one) or the evaluation of the remainder.
In this paper, we provide an exact formula for general expansions linking these moments.
It is of interest to investigate such a fundamental relation. But apart from the intrinsic interest in it, it can be used in practice to approximate E() by the low-order moments of a transformation which can be chosen to give a good approximation for E(). Such results are useful, for example, in resampling applications like bootstrap confidence intervals for fat-tailed data where the standard bootstrap fails because of the nonexistence of higher moments; e.g. see Athreya (1987) , Knight (1989) , Politis, Romano, and Wolf (1999) .
Such applications are substantial and beyond the scope of the current paper. Here, we focus on the mathematical derivations that underpin the approximation theory that can be used in these applications and in other ones like Taylor's (1986) assessment of the mean effect of a Box-Cox transformation. The potential for applications is not just statistical and econometric, but also in economics and finance where there is interest inter alia in quantifying the effect of taking nonlinear transformations on moment conditions (such as
Euler's, arising from optimization) and on asset prices which are formulated as expectations; e.g. see Yu et al. (2006) , Martin (2008) , Backus, Chernov and Martin (2011) . The effect of higher-order terms is important and needs to be quantified, as recent market turbulence has emphasized.
In Section 2, we introduce the expansion and the required results from complex analysis.
These are needed for the bounding of functions of complex variables to obtain an accurate evaluation of the remainder of the approximation. In Section 3, we illustrate the expansion and the accuracy of the remainder's bound. Section 4 concludes. We follow the notation conventions proposed in Abadir and Magnus (2002) .
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2 Expansion of E() in terms of the moments of  Suppose for simplicity that we are interested in E() which is assumed to exist. We stress that the same approach will apply to the expansion of any moment of , not just E().
For example, for the expansion of E( 3 ), we can replace  by  :=  3 and apply the same method below to E(). This is also true of any function  of .
We propose two types of expansions, raw or centered. We start by explaining the idea behind the two expansions: (a) without recourse to complex variables; and (b) with the simple  = exp, giving  := exp() ∈ R + . The two types of expansions are:
1. the raw (direct) expansion
The moments on the right-hand side exist because of the existence of E(). The series obtained above is a special case of Teixeira's expansion which expands a function in terms of another; e.g. see Whittaker and Watson (1997, pp.131-133) or Abadir and Talmain (2005) for an application. In this illustration,  was the exponential function but the derivations to follow would apply to other invertible functions. For more elaborate cases from the hypergeometric    family, see Abadir (1999) or Whittaker and Watson (1997) , but one should bear in mind the convergence radius of the expansion used. For example, it would be more problematic to expand the logarithmic function, due to its slower (and conditional) convergence: log (·) is of the hypergeometric 2  1 class, whereas exp (·) is 0  0 .
Other examples include hyperbolic functions (which are members of the 0  1 class that 3 converges even faster than 0  0 ) such as
or trigonometric functions on restricted domains.
We can control the precision of   and  c  , 1 but a better way to proceed with this will be given in (4) below. The intuition behind using expansions like (2) for approximations (in applications like resampling) is that it is the higher-order terms in the remainder that create problems with fat-tailed distributions, whereas bounding and omitting  c  will get around such difficulties. Furthermore, the conditions that lead to the sample mean being a consistent estimator of the population mean will typically also lead to the asymptotically correct coverage by the centered expansions. We shall not dwell on these asymptotic issues in this paper, since our focus is on the expansions themselves. Nevertheless, we will touch briefly on this topic at the end of this section, once the derivations are made.
We have centered the expansion around the mean of , but there is a more attractive expansion if we are willing to introduce complex numbers and use bounding results from the theory of characteristic functions. Let −1 ≡ i 2 and ( − E )  ≡  + 2  , where
where
Notice that   is random, but  is deterministic and to be chosen later. We can now state the bound
 can be calculated exactly in theory, but their moments could be empirically problematic (e.g. with fat-tailed densities), hence our approach to bound them instead.
for any  ∈ R. This is helpful when taking expectations, as it controls the precision by calculating the moment of the next power. A binomial expansion of (4) gives
Following from the representation of  in terms of a power series in , the form
1| is common to all the expansion mentioned in the previous paragraphs. If we can bound it accurately, then we can evaluate these remainders satisfactorily. We therefore present the following results.
Proposition 1 Define the real-valued function  of the complex ,
Then, the global maximum of the function is attained at (
Proof. For any complex  :=  + i, with   real and  := arg (1 + ) ∈ [− ), we have
where |1 + | i = e i log|1+| has modulus 1. Hence,
by  = (1 + ) tan , and
Optimizing () 2 with respect to  gives the first-order condition
yielding the concentrated
which is maximized by the corner solution  = − and by
Hence, with  ∈ Z, the solution for  can be written as
and the result follows.
Notice that the triangle inequality gives
where the equality follows from (8). The upper bound of 1 + exp () is indeed achieved and the proposition tells us which values of  achieve it.
By choosing large  or large negative , the solution
can be made sufficiently close to −1 for most practical purposes. For || ≤ 1, the next proposition provides a pointwise logarithmic bound for ().
Proposition 2 Define the real-valued function  1 of the complex ,
Proof. This follows from the previous proposition and the fact that log (1 + ||) is monotonic increasing in ||.
As a result of the previous two propositions, the simple bound
applies. The same idea can be applied to any monotonic increasing function of || (the choice of log was due to its slow variation), however a sharper ||-pointwise bound is obtained by the following.
Proposition 3 Define the real-valued function  of the complex ,
Then, the maximum of the function is monotonic increasing in | 0 | and so is the bound
Proof. We maximize () 2 as in Proposition 1, but this time subject to the additional condition that || ≤ | 0 |. However, now 1 +  ≥ 0 since || ≤ | 0 | ≤ 1, and the optimal solution will satisfy  ∈ [−2 0] and  ≤ 0. Visualize the solution as the intersection point (in the lower half plane) of a ray of angle  from the origin with a circle of radius | 0 | centered around 1. This optimization is easiest to do in terms of || and . To this end, using the definitions || 2 =  2 +  2 and  2 = (1 + ) 2 tan 2  gives a quadratic equation
for  whose solutions are
, so the RHS is nonpositive: the top restriction always holds and the bottom one requires − sin 2  (|| − 1) 2 ≤ 0 which always holds. As a result,
imposes no further restrictions. In either case, the objective function is
since 1+ ≥ 0 and cos  ≥ 0. This is a function of  := || 2 and , which is to be optimized subject to  ≤ | 0 | 2 . The augmented function is
leading to the Kuhn-Tucker conditions
If  = 0, the last equation becomes 1 = e − , hence  = 0 which does not lead to a maximum when plugged into . Hence,  6 = 0 and the constraint || = | 0 | is binding, which implies the monotonicity of  in | 0 |.
Since  6 = 0 for the optimum, sin ( log) 6 = 0 implying that cos ( log) 6 = 1 unlike in Proposition 1. The objective function cannot be simplified like before, and the first-order condition on  seems intractable. We resort instead to bounding the components of . The exponentials' argument is bounded by | 0 | 2 ≥ sin 2 , hence − ≤ sin −1 | 0 |. As for the remaining component of , consider the transformation
where the sign of  affects only the logarithmic component. Maximizing − cos( log(
where the upper bound is always bigger than 1 but the lower bound is minimized (for the interval to cover all interior solutions) by choosing  = −1 for any given , and this latter bound is
or | 0 | = 1 − e − , giving the solution
and − cos(log(
Otherwise, with − cos ( log ·)  1, the largest corner solution is obtained when  = − √   0 (the bottom solution for ) and
and the two bounds on  coincide at the switching point | 0 | = 1−e − . The monotonicity of this bound follows by differentiating then solving for the zeros shows that there are none in (0 1 − e − ).
As a result of this proposition and the first one, when arg () ∈ [− ) we have the bound¯(
Given the monotonicity property in Proposition 3 and (9), we can work out the bound in (7) as
For calculating expectations, the error for  := E() is denoted by  c  and is bounded by¯
which does not contain imaginary quantities.
We conclude this section by analyzing the choice of the deterministic . Recall that ( − E )  ≡  + 2  , which was introduced before (4). This means that  acts like a scaling integer. Choosing a large  leads to the consistency-like behaviour we mentioned at the outset, here in the sense that the scale shrinks the variate around E() and fewer terms (smaller ) are needed for the expansion to be accurate. In practical applications, such as the resampling example mentioned earlier, there will be a tradeoff between reducing the magnitude of the remainder terms (requires larger ) and the imprecision it introduces in the evaluation of the required moments empirically.
Illustration of the -term expansion and bound's accuracy for E()
We illustrate the performance of the -term expansion and bound given in (6) for E() using two distributions: the normal  ∼ N(1 1) and the gamma  ∼ Gam( ). In the latter case, the density of the log-gamma  := e  ∈ (1 ∞) is
hence being in the domain of attraction of stable laws with exponent (index)  when   2:
its variance does not exist for 1    2 but its mean does.
Tables 1-15 display the -term expectation, denoted E  , and the bound for the remainder using Monte Carlo methods with 10 5 drawings (and same seed) from the above distributions.
The precision of the -term expansion is measured by the ratio
is the Monte Carlo estimate of E(). Each table contains the results for the raw and the centered expansions for  = 2 3 4 and  = 1, 10, 50, 100, 500 and 1,000.
The tables show that even in the fattest-tailed case of small  and large , the performance is very good. Even the 2-term expansion ( = 2) is accurate, especially when we choose  not too small. All the tables indicate that choosing a large  increases the accuracy of both the expansion and bound. Centered expansion are, on the whole, more accurate when we take   1. The case of the well behaved log-normal stands in contrast to the case of the fat-tailed log-gamma whose variance does not exist.
Unreported calculations show that the expansions we derive using complex numbers are vastly more accurate than the ones that do not use them like the introductory (1)-(2). To illustrate this point, consider  = 10, then  := e  = 22 0264657. First, consider the raw expansion (1) with no complex numbers or  involved. The 2-term expansion gives only  ≈ 61. We need a 30-term expansion to obtain a good approximation of .
Second, we consider (6) for  = 1 and different values of . The 2-term expansion gives 9 4475 and the corresponding bound for the remainder (10) is 83 879. However, here we only need a 12-term expansion to obtain a good approximation of  with a bound of 2483.
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Finally, we consider the same expansion as in (6) for fixed  = 2 and different values of . For  = 100 the expansion is 22 396 while the bound is 532. Taking  = 10 000, the 2-term expansion is extremely accurate and the bound for the remainder is very precise, namely 00519.
Concluding comments
Using complex analysis, we provided expansions and bounds for the expectation of a variate  in terms of the moments of a transformation  of . We then illustrated the accuracy of the expansions and bounds by simulating distributions, including ones whose higher order moments do not exist. The results are very good and show that the applications cited in the introduction would benefit from our formulae.
In this paper, we assumed  to be invertible because we dealt with
and expanded a chosen  that converges fast, the motivating reason being that we wanted an accurate expansion for  and its expectation. This invertibility of  is not required for our propositions to apply. They are general and can be used directly in the case of any function  = () that is not necessarily invertible (e.g. by a Taylor 
and the same propositions apply as before. It is also possible to expand by something other than an exponential function, as discussed in Section 2, or simply expand (1 + ) −i by the binomial (relevant special case of a Taylor series) but the latter's convergence would be conditional. Table 3 : 
