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1Introduction
In this communication we are concerned with the initial value problem for the water
wave equation in general $(n+U$-dimensional space, especially, the existence of solutions
globally in time. The water wave equation is amodel system for $\mathrm{t}_{\mathit{1}}\mathrm{h}\mathrm{e}$ motion of water with
free surface. It is formulated as the irrotational flow of incompressible ideal $\mathrm{f}$ luid in the
gravitational field.
We assume that the domain $\Omega(t)$ occupied by the fluid and the free surface $\Gamma(t)$ at time
$t$ $\geq 0$ are of the forms
$\Omega(t)=\{z\in \mathrm{R}^{n+1} ; z_{n+1}<F(t, z_{1}, \ldots, z_{n})\}$ ,
$\Gamma(t)=\{z\in \mathrm{R}^{n+1} ; z_{n+1}=F(t, z_{1}, \ldots, z_{n})\}$ ,
where $z=$ $(z_{1}, \ldots,\tilde{k}n’ zn+U$ and $F$ is the unknown. The motion of the fluid is described
by the velocity $v=$ $(v_{1}, \ldots , v_{n}, v_{n+U}$ and the pressure $p$ satisfying the equations
(U $\{$
$\rho(v_{t}+(v\cdot\nabla)v)+\nabla p=-\rho g\mathrm{e}_{n+1}$ ,
$\mathrm{d}\mathrm{i}\mathrm{v}v=0$ , rot $v=0$ in $\Omega(t)$ , $t>0$ ,
(2) $\{$
$( \frac{\partial}{\partial t}+v\cdot\nabla)(_{\tilde{e}_{n+1}}-F(t, z_{1}, \ldots,\tilde{\prime}_{n}))=0$,
$p=p_{0}$ on $\Gamma(t)$ , $\mathrm{t}>0$ ,




where $\rho$ is aconstant density and $g$ is the gravitational constant assumed to be positive.
$p_{0}$ is the atmospheric pressure assumed to be constant, and $\mathrm{e}_{n+1}$ is the unit vector in the
vertical direction $\tilde{e}_{n+1}$ . In multi-dimensional cases, the rotation is defined as the twice
anti-symmetric part of the Jacobian matrix, that is, rot $v=(\partial v_{i}/\partial zj-\partial vj/\partial z_{i})$ . The
initial data $F_{0}$ and $v_{0}$ in (3) should satisfy the compatibility conditions
$\mathrm{d}\mathrm{i}\mathrm{v}v_{0}=0$ , rot $v_{0}=0$ in $\Omega(0)$ .
Our purpose is to show the existence of solution to the initial value problem (1)$-(3)$ .
Arigorous existence theorem for the solutions of the initial value problem was ini-
tially investigated in the framework of analytic functions by using an abstract Cauchy-
Kowalevski theorem in ascaled Banach space introduced by Ovsjannikov. Then, in con-
nection with the well-posedness of the problem the solvability in aclass of Sobolev spaces
were studied. More precisely, in his pioneering work [11] $\mathrm{V}.\mathrm{I}$ . Nalimov investigated the
well-posedness of the problem in the case where the motion of the fluid is tw0-dimensional
aatd the fluid has infinite depth. He showed that if the initial data are sufficiently small in
asuitable Sobolev space, namely, if the initial surface is almost flat and the initial move-
ment of the fluid is sufficiently small, then there exists aunique solution of the problem
locally in time in asuitable Sobolev space. Then, H. Yosihara [14] extended the Nalimov’s
result to the case of presence of almost horizontal bottom. Moreover, H. Yosihara [15]
gave an existence theorem for the initial value problem by taking the surface tension into
account on the free surface. He also studied the convergence of solutions as the surface
tension coefficient tends to zero. We remark that the water waves with surface tension
on the free surface are also called capillary-gravity waves. The tw0-phose problem for
water waves was investigated in [7], where we showed that the corresponding initial value
problem is well-posed if we take the surface tension into account and the initial data are
sufficiently small, while the problem is ill-posed if there is no surface tension on the free
surface. All these results dealt with sufficiently small initial data. S. Wu [12] studied
the problem in exactly the same situation as Nalimov’s and gave the existence theorem
locally in time without assuming the initial data to be small. In [6] the author studied the
initial value problem for capillary-gravity waves with rough bottom and gave an existance
theorem for large initial data, where we merely assume for the bottom that it is agraph
of aLipchitz continous function. The problem of well-posedness for the three-dimensional
water waves was resolved by S. Wu in her nice paper [13]. Although she considered only
the three-dimensional case, her analysis can be directly extended for multi-dimensinal sur-
face waves without ally difficulties. Until now no one gives the existence theorem globally
in time even if it is assumed that the initial data are sufficiently small. However, thanks
of Wu’s result we can now treat the multi-dimensinal water waves and, as we will see
later, we have nice decay properties in time of solutions for the linearized equation if the
space dimension is appropriately large. By making use of such decay property as well as
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Wu’s analysis where she used Clifffford analysis, we will give apartial result for the global
existence in time of solutions. We should also mention that the well-posedness locally in
time for capillary-gravity waves in the th$\mathrm{r}\mathrm{e}\mathrm{e}$-dimensional case is still open.
2Reformulation of the problem
Following S. Wu [13], we $\mathrm{w}\mathrm{i}\mathrm{L}$ use the Clifford analysis (see, for example, [5]). Let $\mathfrak{U}_{n+1}$
be the Clifford algebra associated with the Euclidean space $\mathrm{R}^{n+1}$ and $\mathrm{e}_{1}$ , $\ldots$ , $\mathrm{e}_{n}$ , $\mathrm{e}_{n+1}$ the
normalized basis, that is,
$\mathrm{e}_{i}^{2}=-1$ , $\mathrm{e}_{i}\mathrm{e}j=-\mathrm{e}j\mathrm{e}i$ $(i\neq j)$ .
The Euclidean space $\mathrm{R}^{n+1}$ can be included in the Clifford algebra $\mathfrak{U}_{n+1}$ under the embed-
ding
$v=$ $(v_{1}, \ldots, v_{n}, v_{n+1})\mapsto v_{1}\mathrm{e}_{1}+\cdots v_{n}\mathrm{e}_{n}+v_{n+1}\mathrm{e}_{n+1}$.
The Dirac operator $\mathfrak{D}$ associated with the Clifford algebra $\mathfrak{U}_{n+1}$ is the first order differ-
ential operator defined by
$\mathcal{D}$ $= \sum_{i=1}^{n+1}\mathrm{e}_{i}\frac{\partial}{\partial x_{i}}.$
’
which acts on the functions with the value in $\mathfrak{U}_{n+1}$ .
Let 0be adomain in $\mathrm{R}^{n+1}$ with the boundary $\Gamma:=\partial\Omega$ of $C^{2}$-class. For $f\in C^{1}(\Omega;\mathfrak{U}_{n+1})$
we say that $f$ is Clifford analytic in 0if $f$ is akernal of the Dirac operator, namely, $\mathfrak{D}f=0$
in $\Omega$ . Since $\mathfrak{D}^{2}=-\triangle$ , where 6is the Laplacian in $\mathrm{R}^{n+1}$ , the components of any Clifford
analytic function are always harmonic. $\cdot$ In the case where $f$ is a1-vector, that is, $f$ is in the
form $f(x)= \sum_{i=1}^{n+1}f_{i}(x)\mathrm{e}_{i}$ , where $f_{i}$ is areal-valued function, then $f$ is Clifford analytic
in $\Omega$ if and only if $\mathrm{d}\mathrm{i}\mathrm{v}f=0$ and rot $f=0$ in $\Omega$ . Therefore, the velocity $v$ embedded in
the Clifford algebra is Clifford analytic in $\Omega(t)$ due to the second and the third equations
in (1). The following proposition is aClifford version of well-known Cauchy’s integral
theorem.
Proposition 1. Suppose that $f$ is a Clifford analytic function in $\Omega$ . Then, for any
subdomain $\omega$ $\subset\subset\Omega$ $with$ $C^{1}$ boundary $\partial\omega$ we have the identity
$. \int_{\partial\omega}\mathrm{n}(\xi)f(\xi)dS_{\xi}=0$,
where $\mathrm{n}=\sum_{i=1}^{n+1}$ Viei is the outward unit normal to $\partial\omega$ .
Although the Clifford analysis was originally developed for analysis of Dirac operator,
we can regard it as one of extensions of complex variable theory to amulti-dimensiona
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complex variables theory thanks to this proposition. To state the next proposition we
introduce alinear transform $H^{\Gamma}$ as asingular integral operator on the boundary $\Gamma$ in the
form
$H^{\Gamma}f( \xi).--\mathrm{p}.\mathrm{v}..\int\Gamma K(\xi_{\backslash }’-\xi_{\vee})\mathrm{n}(\xi’)f(\xi’)dS_{\xi’}$ for $\xi\in\Gamma$ ,
whe$\mathrm{r}\mathrm{e}$
$K( \xi)\equiv K_{1}(\xi)\mathrm{e}_{1}+\cdots+K_{n+1}(\xi)\mathrm{e}_{n+1}=-\frac{2}{c_{n}}\frac{\xi}{|\xi|^{n+1}}$ ,
$\mathrm{r}_{n}$,is the surface area of the unit ball in $\mathrm{R}^{n+1}$ and $\mathrm{n}$ is the outward unit normal to F.
This is called the Hilbert transform for $\Omega$ and defined for functions on $\Gamma$ $=\partial\Omega$ .
Proposition 2. Suppose that $f$ is a $C^{1}$ function in $\overline{\Omega}$ with the value in $\mathfrak{U}_{n+1}$ . Then,
$f$ is Clifford analytic in $\Omega$ if and only if the trace of $f$ on $\Gamma=\partial\Omega$ is a fied point of the
Hilbert $Tmnsf_{\mathit{0}\mathit{7}}vn$ for $\Omega$ , that is, $f(\xi)=H^{\Gamma}f(\xi)$ for $\xi\in\Gamma$ .
We now reformulate the initial value problem (1)$-(3)$ to that on the free surface by
using the Lagrangian coordinates. In the following it is asssumed that the Euclidean
space $\mathrm{R}^{n+1}$ is embedded in the Clifford algebra $\mathfrak{U}_{n+1}$ . Let
$\Gamma(t)$ $:\approx=\xi(t, x)\equiv(\xi_{1}(t, x),$ $\ldots$ , $\xi_{n}(t, x)$ , $\xi_{n+1}(t, x))$ , $x\in \mathrm{R}^{n}$
be the parameter-representation of the free surface such that
&(t, $x$ ) $=v(t, \xi(t, x))$ for $x\in \mathrm{R}^{n}$ , $t>0$ .
Then, the problem is reduced to find this unknown parametrization $\xi=\xi(t, x)$ . In
fact, once we find such aparametrization, we determine the unknown fluid domain $\Omega(t)$
together with the free surface $\Gamma(t)$ . By regarding the above relation as the boundary
condition for $v$ , we solve the first order elliptic system (1) for the velocity $v$ . Then,
by integrating the equation (1) we obtain the pressure $p$ , so that we can determine all
the physical quantities. Therefore, it is sufficient to determine $\xi=\xi(t, \prime x)$ from the initial
data. To this end we have to derive the evolution equations for $\xi$ .
Differentiating the above relation with respect to $t$ and using the first equation in (1)
we see that
$\xi_{tt}(t,x)=vt(t,\xi(t,x))+(\xi t(t,x)\cdot$ $\nabla$ ) $v(t, \xi(t,x))$
$=(v+(v\cdot\nabla)v)(t, \xi(t, x))$
$=-g\mathrm{e}_{n+1}-\rho^{-1}\nabla p$.
On the other hand, the pressure $p$ is constant on the free surface $\Gamma(t)$ because of the
second equation in (2) so that the gradient $\nabla p$ is parallel to the normal vector $\mathrm{n}$ on $\Gamma(t)$ .
Therefore, there should exists ascalar valued function $a$ such that $\xi_{tt}+g\mathrm{e}_{n\dagger 1}=a\mathrm{n}$ . As we
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mentioned before, the velocity $v$ is Clifffford analytic in $\Omega(t)$ because of the second anti the
third equations in (1). Hence, Proposition 2 says that the $\mathrm{t}\mathrm{r}\mathrm{a}\mathrm{c}\mathrm{e}$ of the velocity $v$ on the
free surface, which is equal to $\xi_{t}$ , should be afixed point of the Hilbert transform for $\Omega(t)$ ,
so that we have $\xi_{t}=\mathrm{H}\mathrm{r}(\mathrm{t})$ , where $H_{\Gamma(t)}$ is the Hilbert transform under the Lagrangian
coordinates. More precisely, it catt be written in the form
$(H_{\Gamma(t)}u)(x)= \frac{2}{c_{n}}\mathrm{p}.\mathrm{v}..\int \mathrm{R}^{n}K(\xi(t, y)-\xi(t, x))(\Pi(\xi_{y1}(t, y_{1})\Lambda\cdots\Lambda\xi_{y_{n}}(t, y)))u(y)dy$ ,
where $\Pi$ is alinear transform from the space $\mathfrak{U}_{n+1}^{(n)}$ of n-multivectors to the space $\mathfrak{U}_{n+1}^{(1)}$ of
1-vectors defined by the relation
$\square (\mathrm{e}_{1}\cdots \mathrm{e}_{i-1}\mathrm{e}_{i+1}\cdots \mathrm{e}_{n+1})=(-1)^{i-1}\mathrm{e}_{i}$ $(1 \leq i\leq n+1)$ .
Now, the problem is reduced equivalently to the following initial value problem for new
unknown $\xi=\xi(t, x)$ .
(4) $\{$
$\xi_{tt}\vdash g\mathrm{e}_{n+1}=\mathrm{a}\mathrm{n}$ for $x\in \mathrm{R}^{n}$ , $t>0$ ,
$\xi_{t}=H_{\Gamma(t)}\xi_{t}$ for $x\in \mathrm{R}^{n}$ , $t>0$ ,
$(\xi_{\backslash },\backslash \xi_{t})|_{t=0}=(\xi^{0}, \xi^{1})$ for $x\in \mathrm{R}^{n}$ ,
where $a$ is an unknown scalar function, $\mathrm{n}$ is the unit outward normal vector to $\Gamma(t)$ and
Hr(t) is the Hilbert transform under the Lagrangian coordinates. The initial data $\xi^{0}$ and
$\xi^{1}$ should satisfy the compatibility condition $\xi^{1}=H_{\Gamma(0)}\xi^{1}$ . In the following we concentrate
our attention on the analysis of the initial value problem (4).
3Local existence
In order to understand basic $\mathrm{P}^{\mathrm{r}()}\mathrm{p}\mathrm{e}\mathrm{r}\mathrm{t}\mathrm{i}\mathrm{t}\mathrm{i}\mathrm{e}\mathrm{s}$ of the equations in (4), it would be bet-
ter first to study alinearized problem. To this end we introduce new unknowns $X=$
$(X_{1}, X_{2}, \ldots, X_{n+1})$ by
$\xi(t, x)$ $=$ $x$ A-X $(t, x)$
$=$ $(x_{1}+X_{1}(t, x))\mathrm{e}_{1}+\cdots+(x_{n}-+X_{n}(t, x))\mathrm{e}_{n}+X_{n+1}(t, x)\mathrm{e}_{n+1}$ .
It is easy to check that $X\equiv 0$ is asolution of the equations (4). This solution corresponds
to the trivial flow, which means that the free surface is flat and the fluid does not move.
Linearizing the equations in (4) around this trivial solution $X\equiv 0$ we can obtain the




$X_{jt}=-RjX_{n+1t}$ , $R_{i}X_{jt}=R_{j}X_{it}$ for $i,j=1,2$ , $\ldots$ , $n$ ,
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where $R=$ $(R_{1}, R_{2}, \ldots, R_{n})$ is the Riesz transform. By setting $\Gamma\sqrt:=X_{n+1}$ and $u:=X_{t}=$
$(X_{1t}, \ldots, X_{nt}, X_{n+1\#})$ , it follows from the above equations that
$F_{tt}+g|D|F=0$ , $u_{tt}+g|D|u=0$ ,
where we used the notation of Fourier multiplier, that is, the operator $|D|$ is defined by
$|D|F=\mathcal{F}^{-1}[|\xi|(\mathcal{F}F)(\xi)]$ $(=\sqrt{-\triangle}F)$
with the Fourier transform $\mathcal{F}$ . From the above equation for $F$ we obtain the energy
identity
$\frac{d}{dt}(||F_{t}(t)||_{s}^{2}+g|||D|^{1/2}F(\mathrm{t})||_{s}^{2})=0$ ,
which implies that if $g>0$ , then the corresponding initial value problem is wel-posed in
the clas$\mathrm{s}$ $C^{j}([0,T];H^{s+1/2-j/2})$ , where $H^{s}$ is the usual Sobolev spaces of order $\mathrm{s}$ and $||\cdot$ $||_{s}$
is anorm of $H^{s}$ . Conversely, if $g<0$ , then the problem becomes ill-posed.
Remark 1. (i) $|D|$ coincides with the Dirichlet-t0-Neumann mapping for the Laplacian
6in the lower half-space $\mathrm{R}_{-}^{n+1}$ .
(ii) $X_{j}$ , $j=1,2$ , $\ldots$ , $n$ , does not satisfy the evolution equation $X_{jtt}+g|D|Xj=0$ in
general.
The following is alocal existence theorem for the initial value problem (4) itself, which
is essentially due to S. Wu [13].
Theorem 1. Suppose that the gravitational constant $g$ is positive and that the initial
data $\xi^{0}$ and $\xi^{1}$ satisfy the conditions
$\{$
$\partial_{x_{j}}\xi^{0}-\mathrm{e}_{j}\in H^{m}(1\leq j\leq n)$ , $\xi^{1}\in H^{m+1/2}$ , $m\geq[n/2]+4$ ,
$||\partial_{x_{1}}\xi^{0}-\mathrm{e}_{1}||_{m}+\cdots+||\partial_{x_{n}}\xi^{0}-\mathrm{e}_{n}||_{m}+||\xi^{1}||_{m+1/2}\leq C_{1}<+\infty$ ,
$|(\partial_{x_{1}}\xi^{0})(x)\Lambda\cdots\Lambda(\partial_{x_{n}}\xi^{0})(x)|\geq\mu>0$,
$|\xi^{0}(x)-\xi^{0}(y)|\geq\mu|x-y|$ for $x$ , $y\in \mathrm{R}^{n}$ ,
$\xi^{1}=H_{\Gamma(0)}\xi^{1}$ .
then there exists $T=T(m, n, \mu, C_{1}, g)>0$ such that the initial value problem (4) has $a$
unique $sol$ rtion $\xi=\xi(t, x)$ satisfying
$\xi_{t}\in C^{j}([0, T];H^{m+1/2-j/2})$ , $j=0,1,2$ .
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The proof of this theorem is based on the derivation of acorresponding quasi-linear
system of equations for (4) and suitable energy estimates. By setting $u=\xi_{t}$ , the quasi-
linear system has the form
(5) $\{$
$u_{tt}+a\Lambda(\nabla\xi_{\backslash })u=f(\xi, u, u_{t})$ for $x\in \mathrm{R}^{n}$ , $t>0$ ,
$\xi=\xi^{0}+\int_{0}^{t}u(\tau)d\tau$ for $x\in \mathrm{R}^{n}$ , $t>0$ ,
$(u, u_{t})|_{t=0}=(\xi^{1}, \xi^{2})$ for $x\in \mathrm{R}^{n}$ ,
where $a=|u_{t}+g\mathrm{e}_{n+1}|$ , $\Lambda(\nabla\xi)$ is the Dirichlet-t0-Neumann mapping for $\triangle$ in $\Omega(t)$ and
$f(\xi,u, wt)$ is the collection of lower order terms. Introducing the singular integral operator
C’ by
$( \mathcal{K}^{*}f)(\xi)=\mathrm{p}.\mathrm{v}.\int_{\Gamma(t)}(K(\xi’-\xi)\cdot \mathrm{n}(\xi))f(\xi’)dS_{\xi’}$ for $\xi\in\Gamma(t)$ ,
we can express explicitely the Dirichlet-to-Neumann mapping $\Lambda(\nabla\xi)$ as
$\Lambda(\nabla\xi)f$ $=$
$(I+\mathcal{K}^{*})^{-1}1\leq$ $1 \leq k\leq n\sum_{i<j\leq n+1},(-1)^{i+j+k}\mathrm{p}.\mathrm{v}.\int_{\mathrm{R}^{n}}(n_{i}(\xi_{\backslash })K_{j}(\xi’.-\xi)-n_{j}(\xi)K_{i}(\xi’-\xi_{\backslash }))$
$\mathrm{x}\frac{\partial(\xi_{1}’,\ldots,\hat{\xi_{i}’},\ldots,\hat{\xi_{j}’},\ldots,\xi_{n+1}’)}{\partial(y_{1},\ldots,\hat{y_{k}},\ldots,y_{n})}f_{yk}’dy$,
where $\xi=\xi(t,x)$ , $\xi’=\xi(t, y)$ , $f’=f(y)$ and
$(y_{1}, \ldots,\hat{y}_{k}, \ldots, y_{n})=(y_{1}, \ldots, y_{k-1}, y_{k+1}, \ldots, y_{n})$ , etc.,
and similar notations will be used in the following without any comments. Note that for
scalar valued function $f$ we have the identity
$\mathcal{K}^{*}f=\Re(\mathrm{n}H_{\Gamma(t)}(\mathrm{n}f))$ ,
where $\Re v$ is the scalar part of $v\in \mathfrak{U}_{n+1}$ . Moreover, if $\xi$ $=\xi(t, x)$ is asolution of the
problem (4), then we have $\mathrm{n}=(\xi_{tt}+g\mathrm{e}_{n+1})/|\xi_{tt}+g\mathrm{e}_{n+1}|$ . Taking these relations into
account we define linear operators $\tilde{\mathcal{K}}^{*}$ and $L=L(\xi, \xi tt)$ by
$\tilde{\mathcal{K}}^{\mathrm{B}}f:=\Re(\tilde{\mathrm{n}}H_{\Gamma(t)}(\tilde{\mathrm{n}}f))$ , $\tilde{\mathrm{n}}:=\frac{\xi_{tt}+g\mathrm{e}_{n+1}}{|\xi_{tt}+g\mathrm{e}_{n+1}|}$ ,
and




respectively, where $[\cdot$ , $\cdot$ $]$ denotes the commutator. Then, we see that if 4is asolution of
(4), then it holds that $\overline{\mathcal{K}}^{*}=\mathcal{K}$’ and $L(\xi, \xi_{tt})=(I+\mathcal{K}^{*})^{-1}$ . Using this operator we can
write the collection of lower order terms $f(\xi, \xi t, \xi_{tt})$ in (5) as









$- \mathrm{p}.\mathrm{v}.\int_{\mathrm{R}^{n}}K(\xi’-\xi)\Pi((\xi_{t}’-\xi_{t})\Lambda\xi_{y1}’\Lambda\cdots\Lambda\overline{\xi_{y_{j}}’}\Lambda\cdots\Lambda\xi_{\sim y_{n}}’)((\xi_{t}’-\xi_{t})\cdot\partial_{y_{j}}\nabla_{\xi’})\xi_{t}’dy\}$ .
The operator $\nabla_{\xi}$ in the above expression is defined as follows. For ascalar valued function
$u=u(t, x)$ we let $U=\mathrm{u}(\mathrm{t},\mathrm{x})$ , $\eta\in\Omega(t)$ , be the harmonic $\mathrm{f}$ unction in $\Omega(t)$ satisfing the
boundary condtion $U(t, \xi(t, x))=u(t, x)$ , namely,
$\{$
$\triangle U(t, \cdot)=0$ in $\Omega(\mathrm{t})$ ,
$U(t, \cdot)=u(t, \cdot)$ on $\Gamma(t)$ .
Then, we set
$\nabla_{\xi}u(t, x):=(\nabla U)(t, \xi(t, x))$ ,
where $\nabla U$ is the gradient of $U$ with respect to $\eta$ . By making use of the Dirichlet-t0-
Neumann mapping $\Lambda(\nabla\xi)$ and the Hilbert transform $H_{\Gamma(t)}$ , we call express this operator
$\nabla\epsilon$ as
$\nabla_{\xi}u=-(I+H_{\Gamma(t)})(\mathrm{n}(-I+\mathcal{K}^{*})^{-1}\Lambda(\nabla\xi)u)$ .






We proceed to discuss the existence globally in time of solution for the initial value
problem (4). In order to construct the so lution we will use the decay property in time of
solutions for the linearlized equation, so that let $\iota\iota \mathrm{s}$ consider the initial value problem $\mathrm{f}()\mathrm{r}$
the linearized equation:
$\{$
$F_{tt}+|D|F=0$ for $x\in \mathrm{R}^{n}$ , $t>0$ ,
$(F, F_{t})|t=0=(F_{0}, F_{1})$ for $x\in \mathrm{R}^{n}$ ,
where we have put $g=1$ for simplicity. By using the Fourier multiplier the solution of
this problem can be written explicitly as
$F(t)= \cos(|D|^{1/2}t)F_{0}+\frac{\sin(|D|^{1/2}t)}{|D|^{1/2}}F_{1}$ for $t>0$ .
Therefore, to study the decay property of the solution it is sufficient to investigate the
evolution operator $\mathrm{e}^{it|D|^{1/2}}$ , which can be written as
(6) $\mathrm{e}^{it|D|^{1/2}}u(x)=\frac{1}{(2\pi)^{n}}.\int \mathrm{R}^{n}\mathrm{e}^{it\Psi(\xi jy)}(\mathcal{F}u)(\xi)d\xi$ ,
where
$\Psi(\xi;y)=|\backslash \xi|^{1/2}+.y$ $\cdot\xi$ , $y=x/t$ .
For any $y\in \mathrm{R}^{n}(y\neq 0)$ this phase function has only one stationary point $\xi_{0}=-y/(4|y|^{3})$
and the Hessian of this phase function at the stationary point $\xi 0$ can be caluculated as
$\det(\mathrm{H}\mathrm{e}\mathrm{s}\mathrm{s}\Psi(\xi_{0;}y))=-\frac{1}{2^{n+1}|\xi_{0}|^{3n/2}}=-2^{2n-1}|y|^{3n}$.
Therefore, by the stationary phase method yields that if $.y\neq 0$ , then the above integral (6)
decays to the order $n/2$ as the time $t$ tends to infty. Although the determinant vanishes
when $y=0$ , the corresponding stationary point is infinity. Hence, it is natural to expect
that the integral (6) decays to the order $n/2$ uniformly with respect to the space variables.
In fact, we have the following proposition.
Proposition 3. Let $2\leq q\leq\infty$ , $1/p+1/q=1$ and $N>(n+1)(1/p-1/q)$ . Then,
there exists a constant $C=C(n, q, N)>0$ such that for any $t\in \mathrm{R}$ and any $u\in C_{0}^{\infty}(\mathrm{R}^{n})$
we have
$|\mathrm{e}^{it|D|^{1/2}}u|_{q}\leq C(1+|t|)^{-\frac{n}{2}(\frac{1}{\rho}-\frac{1}{q})}|u|_{N,p}$ ,




Proof. It is sufficient to show the estimate
$|\mathrm{e}^{it|D|^{1/2}}u|_{\infty}\leq C(1+|t|)^{-n/2}|u|_{n+1,1}$ ,
because by interpolating this inequality with $||\mathrm{e}^{it|D|^{1/2}}u||=||u||$ we obtain the desired
estimate. Now, let us recall the following lemma due to W. Littman [10].
Lemma 1. Let $\Omega$ be a domain in $\mathrm{R}^{n}$ and suppose that
$\{$
$\phi\in C^{\infty}(\Omega)$ , $u\in C_{\acute{0}}^{\infty}(\mathrm{R}^{n})$ , $\mathrm{s}\mathrm{u}\mathrm{p}\mathrm{p}u\subseteq\Omega$ ,
$|\det(\mathrm{H}\mathrm{e}\mathrm{s}\mathrm{s}\phi(\xi))|\geq c_{1}>0$ for $\forall\xi\in \mathrm{s}\iota\iota \mathrm{p}\mathrm{p}u$ .
Then, there exists a constant $C>0$ such that for any $t\in \mathrm{R}$ we have
$|\mathcal{F}^{-1}[\mathrm{e}^{it\phi}u]|_{\infty}\leq C(1+|t|)^{-n/2}$ .
Take $\psi$ $\in C_{0}^{\infty}(\mathrm{R}^{n})$ such that
$\bullet \mathrm{s}\mathrm{u}\mathrm{p}\mathrm{p}\psi$ $\subseteq\{\xi\in \mathrm{R}^{n} ; 1/2\leq|\xi|\leq 2\}$
$\bullet$ Setting $\varphi j(\xi):=\psi(2^{j}\xi)$ for $\acute{J}\in \mathrm{Z}$ , we have
$\sum_{j\in \mathrm{Z}}\varphi_{j}(\xi)\equiv 1$
for $\forall\xi\in \mathrm{R}^{n}(\xi\neq 0)$
Then, we can decompose the integral as
$\mathcal{F}^{-1}[\mathrm{e}^{it|\cdot|^{1/2}}\mathcal{F}u]=\sum_{j\in \mathrm{Z}}\mathcal{F}^{-1}[\mathrm{e}^{it|\cdot|^{1/2}}\varphi_{j}\mathcal{F}u]$
$= \sum_{j=0}^{\infty}\mathcal{F}^{-1}[\mathrm{e}^{it|\cdot|^{1/2}}\varphi_{j}]*u+\sum_{j=1}^{\infty}\mathcal{F}^{-1}[\mathrm{e}^{it|\cdot|^{1/2}}\frac{\varphi_{-j}}{|\cdot|^{\alpha}}]*(|D|^{\alpha}u)$,












where the constant $C$ does not depend on $t$ nor $j$ . Hence, if $\alpha>3n/4$ , then we get
$|\mathcal{F}^{-1}[\mathrm{e}^{it|\cdot|^{1/\mathit{2}}}.\mathcal{F}u]|_{\infty}\leq C|t|^{-n/2}$ $(|u|_{1}+ ||D|^{\alpha}u|_{1})$ .




The above two inequalities yield the desired estimate. $\square$
By using this decay property we can show the following main theorem.
Theorem 2. Suppose that
(7) $g>0$ , $n\geq 5$ , $l\geq[n/4]+3$ , $m\geq l+[(n+1)/2]+2$ .





then the initial value problem (4) has a unique solution $\xi=\xi(t, x)$ globally in time satis-
fying
$\xi t\in C^{\mathrm{j}}([0, \infty);H^{m+1/2-j/2})$ , $j=0,1,2$ .




where $|\cdot$ $|_{l\mathrm{p}}$ is a norm of the Sobolev space $W^{l,p}(\mathrm{R}^{n})$ and $||\cdot||_{m}=|\cdot|_{m,2}$ .
The proof of this theorem is based on the energy estimates with the time-decay estimates
in $L^{4}(\mathrm{R}^{n})$ . Here, we should note that the quentities appearing in the equations does not
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always decay as time tends to infinity. As we state in Remark 1, the quentitie $X_{\mathrm{j}}$ ,
$j=1,2$ , $\ldots$ , $n$ , does not satisfy the evolution equation $X_{jtt}+g|D|X_{j}=0$ in the linerized
case, so that we do not know any decay properties for quentities $X_{j}$ , $j=1,2$ , $\ldots$ , $n$ ,
themselves. Actually, such quentities represent the pertubation in the horizontal direction,
and hence it is natural that the quentities do not decay to zero but decay to non-zero
constants as time tends to infinity. Therefore, in order to use the decay properties stated
in Proposition 3effec tively, it would be better to use the Eulerian coordinates. However,
in order to control the energy norms we are forced to use the Lagrangian coordinates. That
is the reason why we will use the both coordinates in order to obtain apriori estimates.
Now, let us consider the relations between the Lagrangian coordinates attd the Eulerian
coordinates. Note that the free surface $\Gamma(t)$ was represented as
$\Gamma(t)$ : $z=\xi(t, x)\equiv\xi_{1}(t, x)\mathrm{e}_{1}+\cdots+\xi_{n}(t,x)\mathrm{e}_{n}+\xi_{n+1}(t, x)\mathrm{e}_{n+1}$ , $x\in \mathrm{R}^{n}$ .
Taking this into account we introduce amapping $\Phi(\cdot;t)$ with aparameter $t$ by
$\Phi(x;t)$ $:=(\xi_{1}(t, x)$ , $\ldots$ , $\xi_{n}(t, x))$ for $x\in \mathrm{R}^{n}$ .
It is easy to see that there exists aconstant $c.>0$ such that if the function $\xi$ $–\cdot$ $\xi(t, x)$
satisfies the conditions
$|\partial_{x_{j}}\xi(t, x)-\mathrm{e}_{j}|\leq\epsilon$ for $x\in \mathrm{R}^{n}$ , $j=1,2$ , $\ldots$ , $n$ ,
then $\Phi(\cdot;t)$ : $\mathrm{R}^{n}arrow \mathrm{R}^{n}$ is adiffeomorphism. Now, we define the function $F=F(t, y)$ by
(8) $F(t, y):=\xi_{n+1}(t, \Phi^{-1}(y;t))\equiv(\xi_{n+1}\circ\Phi^{-1})(t, y)$ .
Then, the free surface $\Gamma(t)$ can also be represented as
$\Gamma(t)$ : $z=\eta(t, y)\equiv y1\mathrm{e}1$ $+\cdots+y_{n}\mathrm{e}_{n}+F(t, x)\mathrm{e}_{n+1}$ , $y\in \mathrm{R}^{n}$ .
Therefore, this parametrization $y$ in (8) is the Eulerian coordinates and that the relation
(8) represents the relation between the Lagrangian and Eulerian coordinates.
We proceed to derive an evolution equation for $F=F(t, x)$ . Let us introduce new
function $V=V(t, y)$ by
$V(y, t):=v(t, \eta(t, y))\equiv\xi_{t}(t, \Phi^{-1}(y, t))$ ,
which is the boundary value on the free surface $\Gamma(t)$ of the fluid velocity $v$ . Since $v$ is
Clifford analytic in $\Omega(t)$ , Proposition 2says again that the $\mathrm{t}\mathrm{r}\mathrm{a}\mathrm{c}\mathrm{e}$ of the velocity $v$ on the
free surface , which is equal to $V$ , should be afixed point of the Hilbert transform for
$\Omega(t)$ . Therefore, we have $V=H(\nabla F)V$ , where $H(\nabla F)$ is the Hilbert transform under
the Eulerian coordinates, that is,
$(H( \nabla F)u)(x)=\frac{2}{c_{n}}\mathrm{p}.\mathrm{v}.\int_{\mathrm{R}^{n}}K(\eta(t, y)-\eta(t, x))(\Pi(\eta_{y1}(t, y_{1})\Lambda\cdots\Lambda\eta_{y_{n}}(t, y)))u(y)dy$,
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Decomposing the operator $H(\nabla F)$ as
$H(\nabla F)=H_{0}+$ $H_{1}(\nabla F)$ $(H_{1}(0)=0)$
and writing $V$ as
$V=V_{1}\mathrm{e}_{1}+\cdots+V_{n}\mathrm{e}_{n}+V_{n+1}\mathrm{e}_{n+1}=V_{\tan}+V_{n+1}\mathrm{e}_{n+1}$,
we obtain the relations
$V_{\tan}=- \sum_{j=1}^{n}\mathrm{e}_{j}\Re(\mathrm{e}_{j}H_{1}(\nabla F)V_{\tan})-\sum_{j=1}^{n}\mathrm{e}_{j}(R_{J}+\Re(\mathrm{e}{}_{j}H_{1}(\nabla F)\mathrm{e}_{n+1}))V_{n+1}$ .
In view of this relation we introduce operators $A_{1}(\nabla F)$ and $A_{2}(\nabla F)$ depending on $\nabla F$
by
$\{$
$A_{1}( \nabla F)u:=\sum_{j=1}^{n}\mathrm{e}j\Re(\mathrm{e}_{j}H_{1}(\nabla F)u)$ ,
A2 $( \nabla F)f:=\sum_{j=1}^{n}\mathrm{e}j(R_{j}f+\Re(\mathrm{e}_{j}H_{1}(\nabla F)\mathrm{e}_{n+1}f))$ .
Then, we get
(9) $V_{\tan}=K(\nabla F)V_{n+1}$ ,
where
$K(\nabla F)=K_{1}(\nabla F)\mathrm{e}_{1}+\cdots+K_{n}(\nabla F)\mathrm{e}_{n}$ ,
$K_{j}(\nabla F)=\Re(\mathrm{e}_{j}(1+A_{1}(\nabla F))^{-1}A_{2}(\nabla F))$ , $1\leq j\leq n$ .
It follows from (8) that
$F_{t}+(V_{\tan}\cdot\nabla)F=V_{n+1}$ ,
which together with (9) implies the relations
(10) $\{$
$V_{n+1}=$ $(1-(\nabla F) \cdot K(\nabla F))^{-1}F_{t}$ ,
$V_{\tan}=K(\nabla F)(1-(\nabla F)\cdot K(\nabla F))^{-1}F_{t}$ .
Hence, the $\mathrm{t}\mathrm{r}\mathrm{a}\mathrm{c}\mathrm{e}$ of the velocity $v$ on the free surface can be expressed in temrs only of $F$ .
On the other hand, in the Eulerian coordinates the first equation in (4) can be written in
the form
$V_{\tan t}+$ Vtan . $\nabla$ ) $V\tan+(\nabla F)(V_{n+1t}+ (V_{\tan}\cdot\nabla)V_{n+1})+g\nabla F=0$ .
Putting (10) into the above equation we see after some caluculation that that the function
$F=F(t, x)$ should be asolution of the initial value problem
(10) $\{$
$F_{tt}+g|D|F=N(F_{t}, \nabla F)$ in $\mathrm{R}^{n}$ , $t>0$ ,




$N(F_{t}, \nabla F)=(1-(\nabla F)\cdot K(\nabla F))(1+R\cdot(K_{1}(\nabla F)+\nabla F))^{-1}N_{1}(F_{t}, \nabla F)$
$+((\nabla F)\cdot K(\nabla F))(1+R\cdot(K_{1}(\nabla F)+\nabla F))^{-1}(g|D|F)$
$+(R\cdot(K_{1}(\nabla F)+\nabla F))(1+R\cdot(K_{1}(\nabla F)+\nabla F))^{-1}(g|D|F)$
alld
$N_{1}(F_{t}, \nabla F)=-R\cdot\{[\partial_{t}K(\nabla F)]V_{n+1}+(V_{\tan}\cdot\nabla)V_{\tan}+(\nabla F)(V_{\tan}\cdot\nabla)V_{n+1}$
$+(K(\nabla F)+\nabla F)(1-(\nabla F)\cdot K(\nabla F))^{-1}[\partial_{t}, (\nabla F)\cdot K(\nabla F)]V_{\tan}\}$.
In the above equation $V$ should be replaced by asuitable function of $F$ according to
(10). We note that $N(F_{t}, \nabla F)$ is the collection of non-linear terms, however it contains
the highest order terms. Therefore, we can not obtain anice energy estimates from the
equation in (11).
5Apriori estimates
We will sketch the outline of the proof of Theorem 2, which is, of course, based on
suitable apriori estimates. We first note the following lemma.
Lemma 2. For any et, $v\in C_{0}^{\infty}(\mathrm{R}^{n})$ we have
$(u, N\Lambda(\nabla\xi)v)=(N\Lambda(\nabla\xi)u, v)$ ,
where ( $\cdot$ , $\cdot$ ) is the inner product in $L^{2}(\mathrm{R}^{n})$ and $N=|\xi_{x_{1}}\Lambda\xi_{x_{2}}\Lambda\cdots$ $\Lambda\xi_{x_{n}}|$ .
Taking this identity into account we define the energy norm $E_{m}(t)$ by
$E_{m}(t):=(J\xi_{t\mathrm{t}},\xi_{t\mathrm{t}})+g|||D|^{1/2}(\xi_{t}\circ\Phi^{-1})||^{2}$
$+(N\Lambda(\nabla\xi)^{m}\xi_{tt},\Lambda(\nabla\xi)^{m}\xi_{tt})+(Na\Lambda(\nabla\xi)^{m+1}\xi_{t}, \Lambda(\nabla\xi)^{m}\xi_{t})$,
where $J=\det((\partial\xi j/\partial x_{i})_{1\leq i,g\leq n})$ . Since the Dirichlet-t0-Neumann mapping $\Lambda(\nabla\xi)$ is an
operator of order 1, this energy norm is almost equivalent to the norm
$\varphi_{m}(t)^{2}:=||\xi_{tt}(t)||_{m}^{2}+|||D|^{1/2}\xi_{t}(t)$ $||_{m}^{2}$ .
Taking the derivative with respect to $t$ for the energy norm we see that
$\frac{d}{dt}E_{m}(t)$ $= \frac{d}{dt}((J\xi_{u},\xi_{tt})+g|||D|^{1/2}(\xi_{t}0\Phi^{-1})||^{2})$
$+(Na\Lambda(\nabla\xi)^{m+1}\xi_{tt}, \Lambda(\nabla\xi)^{m}\xi_{t})+(Na\Lambda(\nabla\xi)^{m+1}\xi_{t},\Lambda(\nabla\xi)^{m}\xi_{tt})$
$+2(N\Lambda(\nabla\xi)^{m}\xi_{t\mathrm{t}t}, \Lambda(\nabla\xi)^{m}\backslash \xi_{tt})+I_{1}(t)$ ,
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where $I_{1}(t)$ is the collection of lower order terms and written as
$I_{1}(t)=([\partial_{t}, N\Lambda(\nabla\xi)^{m}]\xi_{tt}, \Lambda(\nabla\xi)^{m}\xi_{tt})+(N\Lambda(\nabla\xi)^{m}\xi_{tt}, [\partial_{t}, \Lambda(\nabla\xi)^{m}]\xi_{tt})$
$+([\partial_{t}, Na\Lambda(\nabla\xi)^{m+1}]\xi_{t}, \Lambda(\nabla\xi)^{m}\backslash \xi_{t})+(Na\Lambda(\nabla\xi)^{m}\xi_{t}, [\partial_{t}, \Lambda(\nabla\xi\backslash )^{m}]\xi_{t})$ .
By using the equation in (5) we have
$\frac{d}{dt}((J\xi_{tt}, \xi_{tt})+g|||D|^{1/2}(\xi_{t}\circ\Phi^{-1})||^{2})$
$=$ $-2(J\xi_{tt}, g\Lambda(\nabla\xi)\xi_{t}.)+2(J\xi_{u}, (g-a)\mathrm{A}(\nabla\xi)\xi_{\mathrm{t}})+2(J\xi_{tt}, f(\xi, \xi_{\mathrm{t}}, \xi_{tt}))$
$+(J_{t}\xi_{tt},\backslash \xi_{tt})+2((\xi_{t}\circ\Phi^{-1})_{t}, g|D|(\xi_{t}\circ\Phi^{-1}))$ .
Lemma 3. For any $u\in C_{0}^{\infty}(\mathrm{R}^{n})$ we have the identity
$(\Lambda(\nabla\xi)u)\circ\Phi^{-1}=\Lambda(\nabla\eta)(u\circ\Phi^{-1})$ .
Proof. Let $U$ be the harmonic extension of $u$ in $\Omega(t)$ , that is,
$\{$
$\triangle U(t, \cdot)=0$ in $\Omega(t)$ ,
$U(t, \xi(t, x))=u(x)$ for $x\in \mathrm{R}^{n}$ .
Then, by definition we have
$(\Lambda(\nabla\xi)u)(t, x)=\mathrm{n}(\xi(t, x))\cdot$ $(\nabla U)(t, \xi(t, x))$ .
Since $\xi(t, \Phi^{-1}(y;t))=\eta(t, y)$ , we see that
$lJ(t, \eta(t, y))=u(\Phi^{-1}(y;t))=(u\circ\Phi^{-1})(t, y)$ .
Therefore, we obtain
$(\Lambda(\nabla\xi)u)(t, \Phi^{-1}(y;t))=\mathrm{n}(\eta(t, y))\cdot$ $(\nabla U)(t, \eta(t, y))$
$=(\Lambda(\nabla\eta)(u\circ\Phi^{-1}))(t,y)$ ,
which is the desired identity. $\square$
By this lemma we have
$(J\xi_{tt}, \Lambda(\nabla\xi)\xi_{t})=(\xi_{tt}\circ\Phi^{-1}, \Lambda(\nabla\eta)(\xi_{t}\circ\Phi^{-1}))$ .







$2(\backslash \xi_{tt}\circ\Phi^{-1}, (\Lambda(\nabla\eta)-|D|)(\xi_{t}\circ\Phi^{-1}))+2((D\xi_{t}\circ\Phi^{-1})(\Phi^{-1})_{t}, |D|(\backslash \xi_{t}\circ\Phi^{-1}))$
$+2(J\xi_{tt}, f(\xi, \xi_{t},\backslash \xi_{tt}))+(J\xi_{tt}, (g-a)\Lambda(\nabla\xi_{\mathrm{c}})\xi_{t})+(J_{t}\xi_{tt}, \xi_{tt})$
$=$ : $I_{2}(t)$ .
By using the equation in (5) again we see that
$2(N\Lambda(\nabla\xi)^{m}\xi_{ttt}, \Lambda(\nabla\xi)^{m}\xi_{tt})$
$=$ -2 $(N\Lambda(\nabla\xi)^{m}(a\Lambda(\nabla\xi)\xi_{t}), \Lambda(\nabla\xi)^{m}\xi_{tt})$ $+2$ ( $N\Lambda(\nabla\xi)^{m}f(\xi,$ $\xi_{t}$ , $\xi_{tt})$ , A $(\nabla\xi)^{m}\xi_{tt}$ )
$=$ $-(Na\Lambda(\nabla\xi)^{m+1}\xi_{tt}, \Lambda(\nabla\xi)^{m}\xi_{t})-(Na\Lambda(\nabla\xi)^{m+1}\xi_{t}, \Lambda(\nabla\xi)^{m}\xi_{tt})$
$+$ $I_{3}(t)$ ,
where I3(t) is the collection of lower order terms and written as
I3 $(t)=-$ ( $N\Lambda(\nabla\xi)[\Lambda(\nabla\xi)^{m-1},$ $a]\Lambda(\nabla\xi)\xi_{t}$ , A $(\nabla\xi)^{m}\xi_{tt}$ )
$-(N[\Lambda(\nabla\xi)^{m}, a]\Lambda(\nabla\xi)\xi_{t}, \Lambda(\nabla\xi)^{m}\xi_{tt})$
$+2(N\Lambda(\nabla\xi)^{m}f(\xi, \xi_{t}, \xi_{tt}), \Lambda(\nabla\xi_{\backslash })^{m}\xi_{tt})$ .
Summarizing the above calculations yields that
$\frac{d}{dt}E_{m}(t)=I_{1}(t)+73(\mathrm{t})+I_{3}(t)=:I(t)$ ,
so that we have
(12) $E_{m}(t) \leq E_{m}(0)+\int_{0}^{t}|I(\tau)|d\tau$.
On the other hand, it follows from (11) that
$F(t)= \cos((g|D|)^{1/2}t)F_{0}+\frac{\sin((g|D|)^{1/2}t)}{(g|D|)^{1/2}}F_{1}$
$+ \int_{0}^{t}\frac{\sin((g|D|)^{1/2}(t-\tau))}{(g|D|)^{1/2}}N(F_{t}^{\urcorner}, \nabla F)(\tau)d\tau$ .
This and Proposition 3imply that
(13) $|F_{t}(t)|_{l,4}+||D|^{1/2}F(t)|_{l,4}$
$\leq$ $C(1+t)^{-n/4}(|F_{1}|_{l+\beta,4/3}+||D|^{1/2}F_{0}|_{l+\beta,4/3})$
$+C \int_{0}^{t}(1+t-\tau)^{-n/4}|N(F_{t}, \nabla F)(\tau)|_{l+\beta,4/3}d\tau$
for any $t\geq 0$ , where $\mathit{1}\geq 0$ and $\beta=[(n+1)/2]+1$ .
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Now we have to estimate the non-linear terms $I(t)$ and $N(F_{\mathrm{t}}, \nabla F)$ . However, it is not
so easy to do that because the nonlinearities come from the kernel of singular integral
operators. Therefore, we proceed to investigate the singular integral operator of the form
$Tf(x)$ $– \mathrm{p}.\mathrm{v}.\int_{\mathrm{R}^{n}}.K(\prime x, y)f(y)dy$
with the kernal
$K(x, y)= \frac{1}{|x-y|^{n}}(\prod_{k=1}^{M}\frac{A_{k}(x)-A_{h}(y)}{|x-y|}.)G(\frac{B_{1}(x)-B_{1}(y)}{|x-y|},$ $\ldots$ , $\frac{B_{N}(x)-B_{N}(y)}{|x-y|})$ .




which is called the maximal operator corresponding the singular integral operator $T$ .
Proposition 4. Let $R>0$ and suppose that $G\in C^{\infty}(B_{2R})$ and $G(-z)=(-1)^{M+1}G(z)$
for $z\in \mathrm{B}2\mathrm{r}$ , where $B2r$ is a ball in $\mathrm{R}^{N}$ with center 0and radius $2R$ . Then, there exists
a positive constant $C$ such that under the conditions
$\{$
$\nabla A_{k}\in L^{k}(\mathrm{R}^{n})$ , $k=1,2$, $\ldots$ , $M$,
$\nabla B_{l}\in L^{\infty}(\mathrm{R}^{n})$ , $|\nabla B_{l}|_{\infty}\leq R$, $l=1,2$ , $\ldots$ , $N$ ,
$1<p<\infty$ , $1<p_{k}\leq\infty$ , $1<q\leq\infty$ ,
$1/p=1/p_{1}+1/h+\cdots+1/p_{M}+1/q$ ,
we have
$|T_{*}f|_{p}\leq C|\nabla A_{1}|_{p1}|\nabla A_{2}|_{p2}\cdots|\nabla A_{M}|_{pM}|f|_{q}$.
Roughly speaking, this is asingular integral version of Holder’s inequality.
The above estimate in the case $n=1$ , $p=q=2$ and $p_{1}=p_{2}=\cdots=p_{M}=\infty$ is the
result due to $\mathrm{R}.\mathrm{R}$. Coifman, A. Malntosh alld Y. Meyer [3]. Their result together with
the well-k own Calderon and Zygumond theory generalizes it to the case $1<p=q<\infty$ .
The generalization of the results to the case $n$ $\geq 2$ is due to the method of rotation. (See
also [2] and [4].) In [1] $\mathrm{R}.\mathrm{R}$ . Coifman and Y. Meyer derived the similar estimate as above
for the commutator singular integral of Calderon, which corresponds to the case $n=1$ ,




Now, we turn to apriori estimates. In what follows, for simplicity, we will use the
abbreviation
$|\partial\xi-\mathrm{e}|=|\partial_{x_{1}}\xi_{\backslash }-\mathrm{e}_{1}|+\cdots+|\partial_{x_{n}}\xi-\mathrm{e}_{n}|$ ,
and similar notation will be used without any comments. Based on this Proposition 4we
can show the following lemma.
Lemma 4. There exists a small positive constant $\delta_{1}$ such that under the conditions
$\{$
$|\partial\xi-\mathrm{e}|_{\alpha+1,4}+|\xi_{t}|_{\alpha+1,4}+|\xi_{\mathrm{t}t}|_{\alpha+1,4}\leq\delta_{1}$,
$|F_{t}|_{\alpha,4}+|\nabla F|_{\alpha,4}\leq\delta_{1}$ , $\alpha=[n/4]+1$ ,
we have
$E_{m}(t)\leq C(\varphi_{m}(t)^{2}+||\partial\xi(t)-\mathrm{e}||_{m-1/2}^{2})$ ,




$|N(F_{t}, \nabla F)(t)|_{s,4/3}\leq C(|F_{t}(t)|_{\alpha,4}+|\nabla F(t)|_{\alpha,4})\{\varphi_{s+1}(t)$
$+(|F_{t}(t)|_{\alpha+1,4}+|\nabla F(t)|_{\alpha+1,4})||\partial\xi(t)-\mathrm{e}||_{s}\}$,





, $\tilde{\psi}_{l}(t):=\sup_{0\leq\tau\leq t}\psi_{l}(\tau)$ .
In the following we assume that $n$ , $l$ and $m$ satisfy the conditions in (7). In view of the
estimate
$||\partial\xi(t)-\mathrm{e}||_{s}$ $\leq$ $|| \partial\xi^{0}-\mathrm{e}||_{s}+\int_{0}^{t}||\nabla\xi_{t}(\tau)||_{s}d\tau$
$\leq$ $||\partial\xi^{0}-\mathrm{e}||_{s}+t\tilde{\varphi}_{s+1/2}(t)$ ,














Therefore, we obtain the following lemma.








we can prove our main theorem by standard arguments.
The details will be published elsewhere.
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