Abstract
Introduction
In many computer vision applications, there is a need to capture characteristics of the objects depicted so that they are invariant under different geometric transformations. Well known descriptors like signatures, Fourier descriptors [5] , affine moment invariants [4] or Global Affine Transformation Correlation [2] can often be made invariant under various geometric distortions in the spatial domain. However, in most cases either the computational complexity, or the recognition accuracy limits their applicability.
The Multi-Scale Autoconvolution (MSA) method recently introduced in [7] offers a novel way of approaching the problem just described. The method provides affine invariant features with only moderate computational complexity and without the somewhat difficult object segmentation. In this paper, the method proposed is tested under several object classification problems and its performance is compared with another affine invariant technique, the affine invariant moments [4] . Also, a new property supporting the feature selection of MSA is introduced.
The paper is organized so that in Section 2 we shortly present the theories needed, and then Section 3 describes the experiments performed and explains their results.
Theoretical Overview
In this section, we shall recall briefly the theory for Multi-Scale Autoconvolution (MSA) and the Support Vector Machine Classifier (SVM) needed in Section 3. For the MSA transform, originally defined in [7] , we also present a new property that will clarify the important task of feature selection. Theory for the SVM presented here includes only what is needed for this article, but interested readers can refer to [3] for more detailed discussion.
Multi-Scale Autoconvolution
with f ≥ 0, and let X 0 , X 1 and X 2 be independent random variables with values in R 2 , so that
Then one has U α,β = αX 1 + βX 2 + γX 0 , where γ = 1 − α − β. Now, it can be easily shown that U α,β has a probability density function
where
Writing this out in terms of the probability density function gives
if α, β, γ = 0, and straightforward modifications if one of these numbers is zero. Taking the Fourier transform and using the convolution and correlation theorems, one has
which holds for all α, β.
Properties of MSA
Here we shall present the affine invariance of MSA and a property for feature selection, mainly found since the publication of [7] .
Property 1
The value of the MSA transform F (α, β) is invariant against the affine transformation f (x) → f (Tx + t), where t, x ∈ R 2 and T is a 2 × 2 nonsingular matrix whose elements belong to R.
Proof. Due to limited space one can refer to [7] for the proof.
Property 2
The transform F (α, β) has the following three symmetries.
, which proves the first two symmetries. The form (2) for F (α, β) gives, after some scalings,
Consider the argument u−αx−βy γ and divide it to three parts as follows
Now, if we change α to 1/α and β to −β/α, we get
Compared to the original form, we see that only variables x and u have swapped their places. However, this has no effect on the value of the integral in (3): only the constant factor 1/γ 2 changes to α 2 /γ 2 . Hence which completes the proof. 2 By using the symmetries from Property 2, one can now try to find small regions in the (α, β) plane which essentially give all the MSA-transform values. There are several possibilities and one is presented in Figure 1. 
Support Vector Machine Classifier
Due to limited space, we shall give only a brief introduction to the Support Vector Machine Classifier used in Section 3, for more details see [3] .
Let S be a set of points x i ∈ R n , with i = 1, 2, . . . , N and let y i ∈ {−1, 1} be a class corresponding to x i . We want to find a separating hyperplane w · x i + b = 0, where w ∈ R n and b ∈ R, leaving the points x i of class −1 on one side and the points of class 1 on the other. The classes are said to be optimally separated by this hyperplane if they are separated without an error and the minimum distance between the points x i and the hyperplane is maximal.
It can be shown that this optimal hyperplane must satisfy the following constraints:
If such a plane exists, the solution to this optimization problem is given by the saddle point of the Lagrange functional
which can be transformed to the dual problem
Solving α from the previous equation gives the optimal hyperplane
where x r and x s are any two points satisfying, α r , α s > 0 and y r = −1, y s = 1. Now we can construct the classifier
If constraints (4) are not satisfied, the hyperplane problem must be modified. However this is not the case in our framework, so we will not present a more detailed theory here.
Experiments
In order to verify the potential discriminative power of the MSA classifier, we performed three comprehensive experiments against the well-known affine invariant method, the four polynomials of the 2nd and 3rd order affine moment invariants. Detailed definitions and properties for the comparison method may be found in [4] .
With both of the compared methods, the classifiers were built using a Matlab implementation for SVM taken from [6] . This straightforward realization of the SVM classifier described in Section 2 works only with two classes. However, this is not a problem because classification may be done by comparing only two classes at a time, and by dropping the less likely out of the possible results, so that finally there is only one class left. The training sets for the classifiers were generated by using Principal Component Analysis (PCA) on the affine invariant features given by either of the compared methods, i.e. MSA or the affine moment invariants. The function of the PCA was to uncorrelate the feature set and, specifically in the MSA case, to reduce the number of SVM dimensions needed. The dimension reduction was done so that only those PCA components having large enough corresponding eigenvalue were passed to SVM. The number of these depended on the training set with MSA, but not with the affine moment invariants that always had four components. The features were calculated from a group of 20 to 100 randomly affine transformed variants of each of the original reference images. This was done in order to make the SVM classifier perform better with quantization errors.
Property 2 of the MSA gives the region in the (α, β) plane where the transform should be calculated. However, there is still an infinite number of possible choices. The convolution nature of the MSA transform produces a smooth continuous surface, so very close (α, β) pairs give highly correlated transform values. Based on this fact, we decided to take 20 uniformly distributed (α, β)s from the region given in Figure 1 . In the first case, the classified images were all capital letters in the English alphabet. After constructing both classifiers as described above, they were tested using strongly random affine transformed versions of the same letters. A few samples of these test images are illustrated in Figure 2 . As a result of 2000 test rounds, neither of the methods produced a single error. This only verifies that both methods have strong discriminative power over the real affine transformed images, even in the case of several object classes.
In the second test case, we used the same transformed letters as in the first one, but this time they were disturbed with uniformly distributed binary noise. Both of the methods are however quite sensitive to single separated noise pixels in the background, so before recognition we performed a simple connectivity analysis to remove them. The final affine transformed test letters had rough boundaries and holes in the interior. Samples of these are illustrated in Figure 3 . Table 1 shows the results of 2000 test runs at different noise levels. The noise level D here is the probability of a pixel to be disturbed by noise before connectivity analysis. As we see from the results, MSA's overall performance is superior to the affine moment invariant classification at all tested noise levels. The comparison method seems to collapse after D = 0.04, while MSA gives bearable error rates up to noise level D = 0.07. In this classification problem, there are 10 principal components for MSA with significant classifying power, compared to the four components in the affine moment invariant method.
As a final challenge, we tested the classifiers against real perspective disturbances. As a test set, we used the Coil-100 image database of Columbia University that contains 100 different objects each viewed from 72 different angles, i.e. every 5 degrees. For the details of the database arrangements see [1] . The RGB images from the database had to be first converted to gray scale. Then the first images of each object, the ones taken at angle 0, were used as the training images to create the classifiers, as described in the beginning of this section. The test set was taken to include all the objects in angles ±5
• , ±10
• and ±15
• , in order to see how the classifiers perform over real perspective transformations. Figure 4 contains some samples of these test objects. The results with both methods can be seen in Table 2 . They show that again MSA clearly outperforms the affine moment invariants with all tested angles. The other observation is that the error rate of MSA seems to be more independent of the sign of the viewing angle. With this test scenario, MSA had 18 discriminating dimensions.
Conclusions
In this paper, we have evaluated the recently proposed Multi-Scale Autoconvolution in three test cases. As shown by the comparison with the affine moment invariant technique, it appears that MSA provides more accurate results for problems where the object disturbances can be estimated with an affine transformation. Bringing the MSA to real applications still requires some further investigation on the computational algorithms and feature selection. However MSA has already proved its discriminative capacity and we expect that will be useful in 3D object recognition in the future.
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