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Abstract. We show that MacCorrnack’s method for the scalar advection equation ut = aur+buy 
is stable if (eAt/Az)2 + (bAt/Ay)2 5 2dz- 2 k( l/8. This bound on the mesh ratios is 
not optimal, since numerical sampling shows that .3266 will do when (aAt/Az)z = (bAt/Ay)2. 
MacCormack’s method for hyperbolic partial differential equations was introduced in [3] and 
has been widely used, particularly in aerodynamic applications. Apparently, however, it has 
never been shown that the scheme is stable for some fixed mesh ratio. We are going to show 
that it is stable for the scalar advection equation in two dimensions, although the bound on 
the mesh ratio which we obtain is far from optimal. 
The differential equation is 
Ut =au,+buy, (1) 
where a and b are scalar constants and u is a function of c, Y and t. 
Without loss of generality we consider an (c, Y) grid with mesh size AZ = 1 and Ay = 1. 
A difference operator acting on u will be a linear combination of translation operators given 
by 
ZU(Z,Y,i) = u(a:+ I,Y,Q, T2u(x, y,t) = u(2, Y + 1, f). 
In the scalar case MacCormack’s difference scheme is based on four simple operators: 
Cl = I + a(Ii’l - I) + b(Ti - I), 
G2 = I + a(1 - 2-c’) + b(l - T;‘), 
Gs = I + a(1 - T;‘) + b(T2 - I), 
G, =I+u(Tl -I)+b(l-IF,-‘). 
Then, setting 
Ml = ;(I+ GlGa), 
the first MacCormack scheme presented in [3] becomes 
u(t + 1) = Aflu( 
where explicit dependence of u on (z, y) has been suppressed, and unit time step (At = 1) 
has been taken. However, as pointed out in [3] it is necessary to alternate this with 
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MacCormack’s scheme then becomes 
21(2 + 2) = M2’1L@ + l), 
u(t + 1) = Ml+), 
or, 
u(t + 2) = Mu(t) = M&z@). 
Turkel [4] has shown that Mi is unstable if a = -b. We will establish the stability of M 
by relating it to the Lax-Wendroff difference operator introduced in [2]. That operator is 
L =I + q(Tl - T,-‘) + $T2 - T;l) 
+;(TI-~~+T;‘)+;(T~-~I+T;‘) 
+ $(Tl - T;‘)(T2 - T;l). 
Observe now that 
and 
Ml = L + ;(Tl - 21+ T,-‘)(T2 - 21+ T;l) (2) 
M2 = L - f(Tl - 21+ Tc1)(T2 - 21+ T;l). (3) 
These identities are easily established by considering both sides to be polynomials in Q and 
b and equating coefficients. It follows that 
M = L2 - g(Tl - 21+ Tr’)2(T2 - 21+ T;‘)2, (4 
since the translation operators commute with each other and with the scalars a and b. 
Recall next that the symbol of a difference operator is obtained by replacing Tl by eic 
and T2 by eiQ. Using lower case letters for the symbols, we have 
ml =l+q 
and 
m2=1-q, 
where 
From [2] we know that 
q = ab(1 - cos‘$)(l - COSQ). 
1= r + is, 
with 
r2 + s2 5 1 
if 
c2 = max(a2,b2) 5 f. 
(5) 
In fact, (5) holds if 
(e” + b2) 2 a. (6) 
This improvement over (5) was discovered by Tadmor [l]. An even better bound is given in 
[51* 
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Now then, assuming (6) and therefore (5), 
]m#= (r+q)2+s2 
= (r” + s2 + q2) + 2rq 
5 (1+ q2> + 2rq 
and 
Therefore 
lm212 = (r - q)2 + s2 
= (9 + s2 + q2) - 2rq 
I (1 + q2) - 2rq. 
]m]2 5 (1 + q2)2 - 4r2q2 
and a sufficient condition for stability is (6) and for q # 0, 
2+q2 2 4r2. 
To obtain a lower bound for r2, we note, using [2] again, that 
r = 1 - I(, 
where 
Let 
K = a2(1 - cost) + b2(1 - ~0~7)) + absin[sinq. 
Then 
Kr = a2(1 -cosr> + P(1 - cosn) + $(asir~<)~ + (bsin17)2)]G 
ICI 5 (u” + b2)max(l - 2 + i(l - x2)), 
the maximum taken over [-l,l]. That number is 2, so 
1.1 < 2(a2 + P) < 1. 
By Schwarz’s inequality, K 5 Iii, so 
r2 = (1 - K)2 2 (1 - I~‘I)~ 1 1 - 2Kr 
2 1 - 4(a2 + P). 
Now, 
q2 5 16a2b2, 
so (7) is implied by the inequality 
a2b2 + u2 + b2 5 l/8. 
(7) 
Setting c = a2 + b2 it is easily seen that c must be no larger than the smaller root of the 
quadratic 2c2 + 8c - 1. Thus, a sufficient stability condition for MacCormack’s scheme is 
(uA~/Az)~ + (bA2/Ay)2 5 2,/m - 2. 
This bound is slightly less than l/8. A small improvement is possible, but we are far from 
optimality, since sampling m2 shows that .3266 works when (uAt/Ax)” = (bAt/Ay)2. 
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