Abstract. We study a fractional analogue of a plasma problem arising from physics. Specifically, for a fixed bounded domain Ω we study solutions to the eigenfunction equation (−∆) s u = λ(u − γ) + with u ≡ 0 on ∂Ω.
Introduction
A mathematical model for the region inhabiated by plasma in a Tokamak machine is given by the two dimensional equation
in a bounded domain Ω. u + is the positive part of the function u. The region inhabited by the plasma is given by {u > 0}. Properties of solutions to this and similar problems was studied in [13] and [3] . The simplified model with solutions to (1.1) − ∆u = λu + was studied in [14] . Regularity of the free boundary ∂{u > 0} was studied in [10] . The physical applications of the simplified model (1.1) are for two dimensions; however, one may study (1.1) in higher dimensions. The regularity of the free boundary for higher dimensions was studied in [10] . In this paper we study a fractional analogue of (1.1). For a bounded domain Ω in R n we consider solutions to the equation 
′′
The main aim of this paper is to study properties of the free boundary {u(·, 0) = 0}.
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1.1.
Outline. The outline of the paper is as follows: In Section 2 we establish certain properties of the fractional Laplacian that will be needed in our paper. We also discuss the notion of the extension operator that allows one to "localize" the fractional Laplacian. In Section 3 we prove existence of solutions to (1.2) . In Section 4 we prove interior regularity for solutions. In Section 5 we begin the study of the free boundary. We prove topological properties of the free boundary and show how they may differ from the original local plasma problem (1.1). In Section 6 we use an Almgren's type frequency function to classify so-called blow-up solutions. The classification of blow-ups allows us a classification of the free boundary points. We then give a regularity result for the "regular set" of the free boundary. In Section 7 we define the singular set and prove a Hausdorff dimensional bound for the singular set which shows that the singular set is "small".
1.2. Notation. The notation for this paper will be as follows. Throughout the paper 2s = 1 − a and −1 < a < 1 and s will always refer to the order of the fractional Laplacian (−∆) s . (x, y) ∈ R n+1 with x ∈ R n and y ∈ R. Ω will always be a smooth bounded domain. For a set
as the thin space. -B r := {x ∈ R n | |x| < 1} -f ± denote the positive and negative parts of x respectively so that f = f + − f − . We denote the free boundary as Γ = {u(·, 0) = 0}.
Fractional Laplacian
We define the fractional Laplacian through the spectral decomposition. For a bounded domain Ω let 0 < λ 1 < λ 2 ≤ . . . and {φ} be the eigenvalues and corresponding orthonormalized eigenfunctions with dirichlet zero boundary data. For f ∈ L 2 (Ω) we write
Then the fractional Laplacian is given by
The fractional Laplacian can also be given as a Dirichlet to Neumann boundary data map by the use of an extension operator. In the case when (−∆) s is defined on all of R n instead of on a bounded domain this equivalency was given in the paper [4] . For a bounded domain there is an analoguous extension operator [12] . We look at the solution to the following weighted elliptic problem in an extra dimension
where a = 1 − 2s. The fractional Laplacian is a Dirichlet to Neumann boundary data map:
where c a is a constant only depending on a and dimension n. If we shift the solution downward by subtractin the constant γ our equation of study then becomes
Absorbing the constant into the right hand side we obtain
where λ > 0 is a new constant. Many of the results in this paper will apply to solutions of the more general equation (2.4). However, if u is a solution to (1.2) then after subtracting γ, the extension function u will satisfy (2.4), but will also satisfy the additional condition
Condition (2.5) will be used in Section 7 to give a Hausdorff dimensional bound on the singular set. That solutions of (1.2) satisfy (2.5) is easily seen from the following argument. If u is the extension for a solution to (1.2), then y a u y is −a-harmonic ( [4] ). Furthermore, y a u y → 0 as y → ∞. Then y a u y has nonpositive boundary data on ∂(Ω × R + ), and so from the maximum principle for −a-harmonic functions ( [8] ) we conclude that u y ≤ 0.
We will utilize the following notion of trace for the weight y a (see [2] ).
an open Lipschitz domain. Then there exists two compact operators
By utilizing rescaling and Proposition 2.1 on B 1 we obtain the following
We will also need the following Hopf type Lemma Remark 2.4. The Boundary Harnack Priniple is a powerful tool, but is not necessary to prove Lemma 2.3. One can for instance use the power series representation for odd a-harmonic functions shown in [1] to achieve the same result for w in the above proof and hence for v.
Existence
In this section we prove existence of solutions to (1.2) . To obtain an eigenfunction we consider minimizing the fractional energy
where c, γ > 0 are two fixed constants. Using the extension mentioned in Section 2, this is equivalent to minimizing
subject to the constraint (3.2).
Lemma 3.1. There exists a minimizer of (3.1) subject to the constraint (3.2).
Proof. Minimizing (3.1) is equivalent to minimizing
. The existence of a minimizer then immediately follows.
We note that the extensions is not necessary to prove a compactness theorem. Using only the spectral decomposition there is an elementary proof using power series that if a sequence u k , is bounded in H s (Ω), then there exists u 0 and a subsequence such that
Lemma 3.2. For a domain Ω and fixed constant c there exists a solution to (1.2) for some λ > 0.
Proof. Since the functionals D :
then there exists λ > 0 such that for a minimizer of D(u) subject to the constraint
See [15] for a discussion of Lagrange Multipliers with Frechet derivatives.
The above Lemma shows existence for some λ > 0. In [14] existence is shown for fixed λ belonging to a correct range. It would be of interest to show existence for fixed λ for this fractional problem as well. Since this paper focuses on properties of the free boundary, we chose to only give a quick proof for some λ to simply demonstrate that our class of solutions we study is nonempty.
Interior Regularity of Solutions
In this section we obtain the interior regularity of solutions which will enable us to obtain regularity of the free boundary where the gradient does not vanish. Since we are dealing with an eigenvalue equation, we use a bootstrap technique. Obtaining regularity for u passes the same regularity to λu + up to Lipschitz regularity. Regularity for λu + = "(−∆) s u ′′ allows us to obtain higher regularity for u. To use the bootstrap technique we utilize the following Proposition from [11] .
Using Proposition 4.1 we are able to obtain the following interior regularity result.
Theorem 4.2. Let u be a solution to (2.4). Then for any
Proof. Throughout the proof K will be any compact subset of Ω. Each time we obtain higher regularity in the bootstrap technique we will pass to a smaller subdomain. By abuse of notation we will continue to call the smaller set K. The Holder norms will of course depend on K. To utilize Proposition 4.1, which applies to the fractional Laplacian whose domain is functions defined on all of R n , we use the Reisz potential as well as the a-harmonic extension of u in R n × R + .
By even reflection in the y variable u − u 0 is a-harmonic in the cylinder K × R. a-harmonic functions have a power series representation and hence are smooth [1] .
Therefore, since u − u 0 is smooth on anyK ⋐ K, any regularity obtained for u 0 onK is passed to u onK. Initially we only know that u + ∈ L 2 (Ω). From the theory of Reisz potentials, u 0 ∈ L q (K) for any 1/2 − 1/q < 2s/n, so u ∈ L q (K), and so u + ∈ L q (K), and we renameK as K and continue the process. Then using again imbeddings of Reisz potentials we obtain that after finitely many iterations (depending on s), u ∈ L ∞ (K) and hence u + as well. Then from [11] we obtain that
Again, we obtain the same regularity for u inside K. Having obtained initial Holder regularity for u + , we obtain higher Holder regularity for u by using Proposition 4.1. After finitely many iterations (again depending on s) we obtain the conclusion of the theorem. Lipschitz regularity is the most we can know for u + , and this is when the iteration process stops.
Topology of the Free Boundary
For the original local plasma problem studied in [10] , the free boundary is exactly ∂{u > 0} = ∂{u < 0} = {u = 0}.
That these two boundaries are the same follows from the maximum and minimum principle since ∆u = 0 in {u < 0} and ∆u ≤ 0 in {u > 0}. The situation is different in the nonlocal/fractional case: we cannot apply the same minimum principle to solutions of lim y→0 y a u y (x, y) ≤ 0 since it is possible to have a local minimum and still satisfy the above inequality. It may be possible to construct solutions to (2.4) that satisfy
We are mostly interested in the portion of the free boundary ∂{u( · , 0) < 0}. This next proposition gives an inclusion when we assume additionally (2.5).
Proposition 5.1. Let u be a solution to (2.4) and assume also (2.5), then ∂{u < 0} ⊂ ∂{u > 0}. In particular, if u is a solution to (1.2), then ∂{u < γ} ⊂ ∂{u > γ}.
Proof. Let V be an open subset of Ω such that V ⊂ {u( · , 0) ≤ 0}. Suppose there exists x 0 ∈ V such that (x 0 , 0) ∈ ∂{u(·, 0) < 0}, and so u(x 0 , 0) = 0 and u is not constant. Now y a u y (x, y) = 0 for x ∈ V . If we evenly reflect in the y-variable u is a-harmonic on the domain U × (−ǫ, ǫ) for ǫ > 0. From (2.5) it follows that u achieves an interior maximum at (x 0 , 0), and since u is not constant we obtain a contradiction to the maximum principle for a-harmonic functions [8] .
This next Proposition shows that if u is a solution to (1.2), then u is strictly subharmonic -in the classical sense for the Laplacian (not fractional Laplacian) on the thin space R n -across the boundary ∂{u > γ} which is not true when s = 1. This illustrates why one cannot hope for a strong minimum principle in {u > γ}. We then conclude that (x 0 , 0) is a minimum for the −a-harmonic function v, and so from Lemma 2.3 0 < lim
Since c a < 0, we conclude that ∆u(x, 0) > 0 whenever u(x, 0) = 0. From the C 2 continuity of u it follows that u is strictly subharmonic in a neighborhood of {u = γ}.
In the next theorem, we show that if Ω has symmetry in a coordinate direction, then the same symmetry will be inherited in the level sets of solutions of (1.2) that arise as minimizers of (3.1) subject to the constraint (3.2).
Theorem 5.3. Let u be a solution to (1.2) that arises as a minimizer of (3.1) subject to the constraint (3.2). Assume Ω is symmetric across a hyperplane P orthogonal to the direction ν. Then the level sets of u are also symmetric with respect to P .
Proof. We pick our coordinates so that P = (0, x 2 , . . . , x n ). We use the a-harmonic extension. Let u minimize the energy functional Ω×R y a |∇v| 2 subject to the constraint (3.2). If we Steiner symmetrize [9] in the x 1 direction (which is orthogonal to y) to obtain u * , and if 0 < T 1 < T 2 < ∞, then (5.1)
and equality is achieved if and only if u is already Steiner symmetric in the x 1 direction. The case of equality holds from the result in [9] since a-harmonic functions are real analytic away from y = 0. That is why initially we restrict ourselves to T 1 > 0. Now we let T 1 → 0 and T 2 → ∞ to obtain
If u is not already Steiner symmetric in the x 1 direction when y = 0, then by continuity u will not be Steiner symmetric at some time T > 0, and so by (5.1) the energy of u * will be less on an interval Ω × [T 1 , T 2 ] and hence also on Ω × R + .
Notice that the constraint (3.2) is preserved for u * . Then if u is a minimizer of (3.1), it must be symmetric in the x 1 direction.
This next Corollary gives a sufficient condition on the shape of the domain Ω under which ∂{u > γ} = ∂{u < γ} for solutions of (1.2) that arise as minimizers. A good question would be what conditions are necessary on Ω in order to assure the same condition on the free boundary.
Corollary 5.4. Let u be as in Theorem 5.3, and assume Ω is symmetric with respect to
Proof. From Theorem 5.3 u is symmetric in each x i variable. Thus u achieves a maximum at the origin. If u(0) ≤ γ, then u is a-harmonic everywhere and this is a contradiction to the maximum principle. Then u(0) > γ. Suppose there exists z = (z 1 , z 2 , · · · , z n , 0) ∈ ∂{u(·, 0) > γ} and z / ∈ ∂{u(·, 0) < γ}. By the symmetry of u we can assume z i > 0 for each i. Also from the symmetry of u we have
For each x in the first quadrant and in particular for the point z. If z / ∈ ∂{u < γ}, then by continuity there exists an open region
and u(x, 0) = γ for every x ∈ U . u − γ is then an a-harmonic function with both an even and odd extension (in the y-variable) across the thin space. Then from the power series representation of a-harmonic functions (see [1] ) it follows that u is constant. This is a contradiction since u(x, y) → 0 as y → ∞, and u(0, 0) > γ > 0.
Regularity of the Free Boundary
In this section we look at the regularity of the free boundary. Our results apply to solutions of (2.4). We now state a Lemma that will allow us to utilize Almgren's frequency function. For solutions of (2.4) Almgren's frequency function will not be monotone. However, we will prove that the limit at the origin exists and use this result to put a bound on the dimension of the singular set of free boundary points. We define
Lemma 6.1. Let u be a solution to (2.4). Then lim r→0 + N (r) exists and
Proof. For solutions of (2.4), N (r) will not necessarily be monotone. We therefore begin by considering the modified functioñ
H(r) .
Both N (r),Ñ (r) are absolutely continuous and hence differentiable for almost every r. We note thatÑ (r) > 0. By the same computations as in [4] and using that u is a solution to (2.4) (along with the accompanying C 1,α regularity) we obtain the following Rellich-type identity
We also have by routine computations (6.2)
Combining (6.1) and (6.2) we have
Using integration by parts and that u is a solution to (2.4) we have
The first term is clearly nonnegative, and he second term is nonnegative by the Cauchy-Schwarz inequality. SinceÑ (r) is monotone, the limit as r → 0 exists, and
Now from Corollary 2.2 we have
and so (6.3) holds withÑ (r) replaced by N (r). To show that the limit is greater than zero we note the following rescaling property N (r, u) = N (1, u r ) where
From the rescaling and since N (r) is bounded we have
where M is a constant depending on u. Then from Proposition 2.1 we have that there exists a sequence r k → 0 and a function u 0 such that
We note also that
so u 0 is not identically zero, and hence we conclude that N (0+) > 0.
Corollary 6.2. Let u be a solution to (2.4). Let u r be defined as in (6.4) . Then for every sequence r k → 0, there exists a subsequence and a function u 0 so that
. Furthermore, N (u, 0+) = N (u 0 , r) for every 0 < r < 1 and if we evenly reflect u 0 in y, then u 0 is a-harmonic and homogeneous of degree N (u, 0+).
Proof. The weak convergence of a subsequence was established in the proof of Lemma 6.1. Now for t > 0 
The right hand side goes to zero by utilizing Proposition 2.1. Then if we extend u evenly in the y variable, u is a-harmonic in B 1 .
The blow-up solutions will satisfy (2.4) with λ = 0. We can therefore evenly reflect across the thin space {y = 0}, and each blow-up solution will be even and homogeneous. From [6] it follows that the blow-up solutions will be homogeneous of order k ∈ N. When we have the additional assumption u y ≤ 0 -as is the case when u is a solution to (1.2) -then we have a better classification. Proof. When ∇ x u(x 0 ) = 0 this is immediately clear since v = ∇ x u(x 0 ). Now since y a u y (x, y) ≤ 0 for all (x, y), this inequality is preserved in the limit for v. Then y a v y is −a-harmonic, nonpositive for y > 0, and has zero dirichlet data when y = 0 (since v is even). From the Boundary Harnack Principle [6] it follows that y a v y is comparable to y 1+a , or identically zero. If v y ≡ 0 then the classification is immediate. If v y is not equivalently zero, then since v is homogeneous y a v y is also homogeneous, and thus it is homogeneous of degree 1 + a. Then v is homogeneous of degree 2. Since v y ≤ 0 for y > 0 it follows that v must be of the form (6.5) . (See also [1] for a classification of homogeneous a-harmonic functions).
We now define the regular set of the free boundary. Let u be a solution to (2.4).
From Corollary 6.2 R u is equivalently the set of free boundary points where N (u, x, 0+) = 1 or equivalently the set of free boundary points that has a blow-up (and hence every blow-up) that is a linear function independent of the variabley y.
From the implicit function theorem and Theorem 4.2 we have the following regularity result for R(u). 
It is common in free boundary problems for the free boundary to be more regular than the solution. For instance around regular points for the original local plasma problem (1.1) the free boundary is real analytic [10] . A question of interest would be to prove higher regularity of the free boundary for solutions of (2.4).
The Singular Set
In this section we consider solutions to (2.4) with the additional assumption u y ≤ 0. This is the case for instance when u is a solution to (1.2). The main result of this section is to give a Hausdorff dimensional bound for the singular set defined as S u := {(x, 0) ∈ ∂{u(·, 0) < 0} | ∇ x u(x, 0) = 0}. Notice that we do not consider the set (x, 0) ∈ (∂{u(·, 0) > 0} \ ∂{u(·, 0) < 0}). The main result of this section is Theorem 7.1. Let u be a solution to (2.4) in Ω. Then the Hausdorff dimension
To prove Theorem 7.1 we follow Federer's method of dimension reduction utilized in [7] . The Theorem is an immediate consequence of the following two Lemmas. We show (P ) using a compactness argument. Suppose by way of contradiction the conclusion is not true for a sequence δ k → 0. By picking a subsequence if necessary we perform a blow-up at x, u δ k → u 0 . By assumption there exists finitely many B ri/4 (x i ) such that Since u δ k → u 0 in C 1,β it follows that there exists k 0 such that if k > k 0 then
Then rescaling backward u satisfies the conclusion for all large k in B δ k and we reach a contradiction. We now denote D k := {y ∈ S u | d Repeating this argument m times we obtain H s (D k ∩ B r0 (x 0 )) = 0. We then let k → ∞ to conclude the Lemma. Lemma 7.3. Let u 0 be a blow-up of u k (x 0 ) where u is a solution to (2.4) and x o ∈ S u . Then H τ (S u0 ) = 0 for τ > n − 2.
Proof. We begin by considering the problem in dimension n = 1, and suppose there exists x 0 ∈ S u . From Corollary 6.3 u 0 = ax 2 − cy 2 . Since x 0 ∈ ∂{u(x, 0) < 0}, it follows that 0 ∈ ∂{u 0 (x, 0) < 0}. Since c ≤ 0 we have a ≥ 0 and we immediately obtain a contradiction. The result now follows by using the standard argument of Federer for homogeneous solutions. In dimension n = 2 if 0 = x 0 ∈ S u0 then performing a blow-up at x 0 and using the homogeneity of u 0 we obtain a blow-up limit u 00 in n = 1 with 0 ∈ S u00 which is a contradiction. The argument for higher dimensions then follows using the ideas of Lemma 7.2 as in [7] .
We remark here that using the same arguments it is easy to show H τ (Γ) = 0 for τ > n − 1, so that the free boundary is of Hausdorff dimension n − 1.
