Abstract. An algebraic interpretation of the bivariate Krawtchouk polynomials is provided in the framework of the 3-dimensional isotropic harmonic oscillator model. These polynomials in two discrete variables are shown to arise as matrix elements of unitary reducible representations of the rotation group in 3 dimensions. Many of their properties are derived by exploiting the group-theoretic setting. The bivariate Tratnik polynomials of Krawtchouk type are seen to be special cases of the general polynomials that correspond to particular rotations involving only two parameters. It is explained how the approach generalizes naturally to (d + 1) dimensions and allows to interpret multivariate Krawtchouk polynomials as matrix elements of SO(d + 1) unitary representations. Indications are given on the connection with other algebraic models for these polynomials.
Introduction
The main objective of this article is to offer a group-theoretic interpretation of the multivariable generalization of the Krawtchouk polynomials and to show how their theory naturally unfolds from this picture. We shall use as framework the space of states of the quantum harmonic oscillator in d + 1 dimensions. It will be seen that the Krawtchouk polynomials in d variables arise as matrix elements of the reducible unitary representations of the rotation group SO(d + 1) on the energy eigenspaces of the (d + 1)-dimensional oscillator. For simplicity, we shall focus on the d = 2 case. The bivariate Krawtchouk polynomials will thus appear as matrix elements of SO (3) representations; we will indicate towards the end of the paper how the results directly generalize to an arbitrary finite number of variables.
The ordinary Krawtchouk polynomials in one discrete variable have been obtained by Krawtchouk [19] in 1929 as polynomials orthogonal with respect to the binomial distribution. They possess many remarkable properties [17, 25] (second-order difference equation, duality, explicit expression in terms of Gauss hypergeometric function, etc.) and enjoy numerous applications. The importance of these polynomials in mathematical physics is due, to a large extent, to the fact that the matrix elements of SU (2) irreducible representations known as the Wigner D functions can be expressed in terms of Krawtchouk polynomials [4, 18] .
The determination of the multivariable Krawtchouk polynomials goes back at least to 1971 when Griffiths obtained [5] polynomials in several variables that are orthogonal with respect to the multinomial distribution using, in particular, a generating function method. These polynomials, especially the bivariate ones, were subsequently rediscovered by several authors. For instance, the 2-variable Krawtchouk polynomials appear as matrix elements of U(3) group representations in [26] and the same polynomials occur as 9j symbols of the oscillator algebra in [29] . An explicit expression in terms of Gel'fand-Aomoto generalized hypergeometric series is given in [24] . Interest was sparked in recent years with the publication by Hoare and Rahman of a paper [11] in which the 2-variable Krawtchouk polynomials were presented, anew, from a probabilistic perspective. This led to bivariate Krawtchouk polynomials being sometimes called Rahman polynomials. A number of papers followed [6, 7, 8, 23] ; the approach of [11] , related to Markov chains, was extended to the multivariate case in reference [7] to which the reader is directed for an account of the developments at that point in time.
Germane to the present paper are references [13] and [12] . In the first of these papers, Iliev and Terwilliger offer a Lie-algebraic interpretation of the bivariate Krawtchouk polynomials using the algebra sl 3 (C). In the second paper, this study was extended by Iliev to the multivariate case by connecting the Krawtchouk polynomials in d variables to sl d+1 (C). In these two papers, the Krawtchouk polynomials appear as overlap coefficients between basis elements for two modules of sl 3 (C) or sl d+1 (C) in general. The basis elements for the representation spaces are defined as eigenvectors of two Cartan subalgebras related by an anti-automorphism specified by the parameters of the polynomials. The interpretation presented here is in a similar spirit. We shall indicate in Section 5 and in the appendix what are the main observations that are required if one wishes to establish the correspondence. In essence, the key is in the recognition that the anti-automorphism used in [12] and [13] can be taken to be a rotation (times i). The analysis is then brought in the realm of the theory of Lie group representations. This entails connecting two parametrizations of the polynomials: the one used in the cited literature and the other that naturally emerges in the interpretation to be presented, in terms of rotation matrix elements. It is noted that the connection with SO(d + 1) rotations readily explains the d(d + 1)/2 parameters of the polynomials.
A major advance in the theory of multivariable orthogonal polynomials was made by Tratnik [27] , who defined a family of multivariate Racah polynomials, thereby obtaining a generalization to many variables of the discrete polynomials at the top of the Askey scheme and extending the multivariate Hahn polynomials introduced by Karlin and McGregor in [16] in the context of linear growth models with many types. These Racah polynomials in d variables depend on d + 2 parameters; they can be expressed as products of single variable Racah polynomials with the parameter arguments depending on the variables. Using limits and specializations, Tratnik further identified multivariate analogs to the various discrete families of the Askey tableau, thus recovering the multidimensional Hahn polynomials of Karlin and McGregor and obtaining in particular an ensemble of Krawtchouk polynomials in d variables depending on only d parameters (in contrast to the d(d + 1)/2 parameters that we were so far discussing). We shall call these the Krawtchouk-Tratnik polynomials so as to distinguish them from the ones introduced by Griffiths. The bispectral properties of the multivariable Racah-Wilson polynomials defined by Tratnik have been determined in [3] . As a matter of fact, the Krawtchouk-Tratnik polynomials are also orthogonal with respect to the multinomial distribution and have been used in multi-dimensional birth and death processes [22] . It is a natural question then to ask what relation do the Krawtchouk-Tratnik polynomials have with the other family. As will be seen, the former are special cases of the latter corresponding to particular choices of the rotation matrix. This fact had been obscured it seems, by the usual parametrization which is singular in the Tratnik case.
To sum up, we shall see that the multivariable Krawtchouk polynomials are basically the overlap coefficients between the eigenstates of the isotropic harmonic oscillator states in two different Cartesian coordinate systems related to one another by an arbitrary rotation. This will provide a cogent underpinning for the characterization of these functions: simple derivations of known formulas will be given and new identities will come to the fore.
In view of their naturalness, their numerous special properties and especially their connection to the rotation groups, it is to be expected that the multivariable Krawtchouk polynomials will intervene in various additional physical contexts. Let us mention for example two situations where this is so. The bivariate Krawtchouk polynomials have already been shown in [20] to provide the exact solution of the 1-excitation dynamics of a two-dimensional spin lattice with non-homogeneous nearest-neighbor couplings.
This allowed for an analysis of quantum state transfer in triangular domains of the plane. The multivariate Krawtchouk polynomials also proved central in the construction [21] of superintegrable finite models of the harmonic oscillator where they arise in the wavefunctions. Let us stress that in this case we have a variant of the relation with group theory as the polynomials are basis vectors for representation spaces of the symmetry group in this application. Indeed, the energy eigenstates of the finite oscillator in d dimensions are given by wavefunctions where the polynomials in the d discrete coordinates have fixed total degrees. This is to say that the Krawtchouk polynomials in d variables, with given degree, span irreducible modules of SU(d).
The paper is structured as follows. In Section 2, we specify the representations of SO(3) on the energy eigensubspaces of the three-dimensional isotropic harmonic oscillator. In Section 3, we show that the matrix elements of these representations define orthogonal polynomials in two discrete variables that are orthogonal with respect to the trinomial distribution. In Section 4, we use the unitarity of the representations to derive the duality property of the polynomials. A generating function is obtained in Section 5 using boson calculus and is identified with that of the multivariate Krawtchouk polynomials. The recurrence relations and difference equations are obtained in section 6. An integral representation of the bivariate Krawtchouk polynomials is given in terms of Hermite polynomials in Section 7. It is determined in Section 8 that the representation matrix elements for rotations in coordinate planes are given in terms of ordinary Krawtchouk polynomials in one variable. In Section 9, the bivariate Krawtchouk-Tratnik polynomials are shown to be a special case of the general polynomials associated to rotations expressible as the product of two rotations in coordinate planes. In the grouptheoretic interpretation of special functions, addition formulas are the translation of the group product. This is the object of Section 10, in which a simple derivation of the formula expressing the bivariate Krawtchouk-Tratnik polynomials as a product of two ordinary Krawtchouk polynomials in one variable is given and where an expansion of the general bivariate Krawtchouk polynomials Q m,n (i, k; N) in terms of the KrawtchoukTratnik polynomials is provided. We indicate in Section 11 how the analysis presented in details for the two variable case extends straightforwardly to an arbitrary number of variables. It is also explained how the parametrization of [12] is related to the one in terms of rotation matrices. A short conclusion follows. Background on multivariate Krawtchouk polynomials will be found in the Appendix as well as explicit formulas, especially for the bivariate case, relating parametrizations of the polynomials.
Representations of SO(3) on the quantum states of the harmonic oscillator in three dimensions
In this section, standard results on the Weyl algebra, its representations and the three-dimensional harmonic oscillator are reviewed.
Furthermore, the reducible representations of the rotation group SO(3) on the oscillator states that shall be considered throughout the paper are defined.
The Weyl algebra
Consider the Weyl algebra generated by a i , a † i , i = 1, 2, 3, and defined by the commutation relations
The algebra (2.1) has a standard representation on the states
where n 1 , n 2 and n 3 are non-negative integers. This representation is defined by the following actions on the factors of the direct product states:
It follows from (2.3) that one can write
The algebra (2.1) has a realization in the Cartesian coordinates x i given by
where ∂ x i denotes differentiation with respect to the variable x i .
The 3D quantum harmonic oscillator
Consider now the Hamiltonian of the three-dimensional quantum harmonic oscillator
In terms of the realization (2.5), the Hamiltonian (2.6) reads
From the expression (2.7) and the actions (2.3), it is directly seen that the Hamiltonian H of the three-dimensional harmonic oscillator is diagonal on the states (2.2) with eigenvalues N = n 1 + n 2 + n 3 :
The Schrödinger equation
associated to the Hamiltonian (2.6) separates in particular in the Cartesian coordinates x i and in these coordinates the wavefunctions have the expression
where H n (x) stands for the Hermite polynomials [17] . 10) which span the eigensubspace of energy N which is of dimension (N + 1)(N + 2)/2. For each N, the basis vectors (2.10) support an irreducible representation of the group SU(3), which is generated by the constants of motion of the form a † i a j . In the following, we shall however focus on the subgroup SO(3) ⊂ SU(3), which is generated by the three angular momenta
satisfying the commutation relations
and shall consider the reducible representations of this SO(3) subgroup that are thus provided. For a given N, this representation decomposes into the multiplicity-free direct sum of every (2ℓ + 1)-dimensional irreducible representation of SO(3) with values ℓ = N, N − 2, . . . , 1/0. On the basis vectors (2.10), the actions (2.3) take the form
We use the following notation. Let B be a 3 × 3 real antisymmetric matrix (B T = −B) and R ∈ SO(3) be the rotation matrix related to B by
One has of course
which in components reads
Consider the unitary representation defined by
The transformations of the generators a † i , a i under the action of U(R) are given by
Note that U(R) satisfies
as should be for a group representation.
The representation matrix elements as orthogonal polynomials
In this section, it is shown that the matrix elements of the unitary representations of SO(3) defined in the previous section are expressed in terms of orthogonal polynomials in the two discrete variables i, k.
The matrix elements of the unitary operator (2.15) in the basis (2.10) can be cast in the form
where P 0,0 (i, k; N) ≡ 1 and where W i,k;N is defined by
For notational convenience, we shall drop the explicit dependence of the operator U on the rotation R in what follows.
Calculation of the amplitude W i,k;N
An explicit expression can be obtained for the amplitude W i,k;N . To that end, one notes using (2.12) that on the one hand
and that on the other hand using (2.16)
Making use of the definition (3.2), it follows from the above relations that
In a similar fashion, starting instead from the relation
Mindful of (2.14), it is easily verified that the common solution to the difference equations (3.3) and (3.4) is
where C is an arbitrary constant. This constant can be obtained from the normalization of the basis vectors:
Upon using the trinomial theorem, which reads
and the orthogonality relation (2.14), one finds that C = √ N!. Hence the explicit expression for W i,k;N is given by
Raising relations
We show that the P m,n (i, k; N) appearing in the matrix elements (3.1) are polynomials of total degree m + n in the variables i, k by obtaining raising relations for these polynomials. Consider the matrix element N i, k|Ua † 1 |m, n N −1 . On the one hand, one has
and on the other hand, using (2.16), one finds
Upon comparing the two preceding expressions and using (3.5), (3.1), it follows that
In a similar fashion, starting with the matrix element N i, k|Ua † 2 |m, n N −1 , one finds
By definition, we have P 0,0 (i, k; N) = 1. It is then seen that the formulas (3.6) and (3.7) allow to construct any P m,n (ik; N) from P 0,0 (i, k; N) through a step by step iterative process and it is observed that these functions are polynomials in the two (discrete) variables i, k of total degree n + m.
Orthogonality relation
The unitarity of the representation (2.15) can be used to show that the polynomials P m,n (i, k; N) obey an orthogonality relation. Indeed, one has
Upon inserting (3.1), one finds that the polynomials
with respect to the discrete weight
Lowering relations
Lowering relations for the polynomials P m,n (i, k; N) can be obtained in a way similar to how the raising relations were found. One first considers the matrix element N i, k|Ua 1 |m, n N +1 , which leads to the relation
If one considers instead the matrix element N i, k|Ua 2 |m, n N +1 , one finds
In (3.10) and (3.11), the parameters α, β are given by
Duality
A duality relation under the exchange of the variables i, k and the degrees m, n is obtained in this section for the polynomials P m,n (i, k; N). This property is seen to take a particularly simple form for a set of polynomials Q m,n (i, k; N) which are obtained from P m,n (i, k; N) by a renormalization. The duality relation for the polynomials P m,n (i, k; N) is obtained by considering the matrix elements N i, k|U † (R)|m, n N from two different points of view. First one writes
where
, it follows from (3.5) that
and that P m,n (i, k; N) are the polynomials corresponding to the rotation matrix R T . Second, one instead writes
where x denotes complex conjugation and where the reality of the matrix elements has been used. Upon comparing (4.1), (4.2) and using (3.5), one directly obtains the duality formula
It is convenient to introduce the two variable polynomials Q m,n (i, k; N) defined by
In terms of these polynomials, the duality relation (4.3) reads
where the parameters appearing in the polynomial Q m,n (i, k; N) correspond to the transpose matrix R T .
Generating function
In this section, the generating functions for the multivariate polynomials P m,n (i, k; N) and Q m,n (i, k; N) are derived using boson calculus. The generating function obtained for Q m,n (i, k; N) is shown to coincide with that of the Rahman polynomials, thus establishing the fact that the polynomials Q m,n (i, k; N) are precisely those defined in [11] . The connection with the parameters used in [12] and [13] is established. Consider the following generating function for the polynomials P m,n (i, k; N):
Given the definition (3.1) of the matrix elements of U(R), one has
Upon using (2.4) in the above relation, one finds
Since the rotation operator U preserves any eigenspace with a given energy N and since the states are mutually orthogonal, one can write
Since U|0, 0, 0 = |0, 0, 0 and
it follows that
Using the orthogonality of the basis states, one thus obtains
Upon comparing the expressions (5.1), (5.2) and recalling the expression for W i,k;N given by (3.5), one finds
Taking α 1 = u, α 2 = v and α 3 = 1 in (5.3), one obtains the following generating function for the polynomials P m,n (i, k; N):
In terms of the polynomials Q m,n (i, k; N), the relation (5.3) reads
Upon taking instead
one finds the following generating function for the polynomials Q m,n (i, k; N):
The formula (5. 
The parametrization (5.6) can be related to the one in terms of the four parameters p 1 , p 2 , p 3 and p 4 that is customarily used to define the Rahman polynomials. The reader is referred to the Appendix for the precise correspondence and for further details concerning the parametrizations.
Recurrence relations and difference equations
In this section, the algebraic setting is used to derive the recurrence relations and difference equations that the polynomials P m,n (i, k; N) and Q m,n (i, k; N) satisfy. We note that these have been obtained previously in [6] and [13] (see also [28] ). It is interesting to see how easily the recurrence relations and difference equations follow from the group-theoretic interpretation. See also [1, 14, 28].
Recurrence relations
The obtain the recurrence relations for the polynomials P m,n (i, k; N), one begins by considering the matrix element N i, k|a † 1 a 1 U|m, n N . One has on the one hand N i, k|a † 1 a 1 U|m, n N = i N i, k|U|m, n N , and on the other hand
Upon comparing the above equations and using (3.1) and (3.5), one finds
Proceeding similarly from the matrix element N i, k|a † 2 a 2 U|m, n N , one obtains
In terms of the polynomials Q m,n (i, k; N) defined by (4.4), the recurrence relations (6.1) and (6.2) become
Difference equations
To obtain the difference equations satisfied by the polynomials Q m,n (i, k; N), one could consider the matrix elements N i, k|Ua † j a j |m, n N , j = 1, 2 and proceed along the same lines as for the recurrence relations. It is however easier to proceed directly from the recurrence relations (6.3), (6.4) and use the duality relation (4.5). To illustrate the procedure, consider the left hand side of (6.3). Using the duality (4.5), one may write
where in the last step the replacements m ↔ i and n ↔ k were performed. Since Q m,n (i, k; N) is obtained from Q m,n (i, k; N) by replacing the rotation parameters by the elements of the transposed, it is seen that the recurrence relations (6.3) and (6.4) can be turned into difference equations by operating the substitutions m ↔ i, n ↔ k and replacing the parameters of R by those of R T . Applying this procedure, it then follows easily that
Similar formulas can be obtained straightforwardly for the polynomials P m,n (i, k; N).
Integral representation
In this section, a relation between the Hermite polynomials and the bivariate Krawtchouk polynomials P m,n (i, k; N) is found. This relation allows for the presentation of an integral formula for these polynomials. To obtain these formulas, one begins by considering the matrix element
from two points of view. By acting with U(R) on the vector |m, n N and using (3.1) and (2.9), one finds
By acting with U † (R) on x 1 , x 2 , x 3 | and using (2.9), one finds
, one finds from the above
Using the relation (7.1) and the well-known orthogonality relation satisfied by the Hermite polynomials [17] , one obtains the following integral representation for the polynomials P m,n (i, k; N):
Rotations in coordinate planes and univariate Krawtchouk polynomials
It has been assumed so far generically that the entries R ik , i, k = 1, 2, 3, of the rotation matrix R are non-zero. We shall now consider the degenerate cases corresponding to when rotations are restricted to coordinate planes and when the matrix R has thus four zero entries. We shall confirm, as expected, that the representation matrix elements N i, k|U(R)|m, n N are then expressed in terms of univariate Krawtchouk polynomials. With J a non-negative integer, the one-dimensional Krawtchouk polynomials k n (x; p; J) that we shall use are defined by
These polynomials are orthogonal with respect to the binomial distribution and satisfy the orthogonality relation
They are related as follows to the monic polynomials q n (x):
which satisfy the following three-term recurrence relation [17] :
Consider the clockwise rotation R (yz) (θ) by an angle θ in the (yz) plane and the clockwise rotation R (xz) (χ) by an angle χ in the (xz) plane. They correspond to the matrices
Note that their product
has one zero entry (R 12 = 0). The rotations R (yz) (θ) and R (xz) (χ) are unitarily represented by the operators
respectively. We now wish to obtain the matrix elements N i, k|U (yz)(θ) |m, n N and N i, k|U (xz) (χ)|m, n N of these operators. This can be done by adopting the same approach as in Section 3. Details shall be given for the rotation about the x axis. Since U (yz) (θ) leaves a 1 and a † 1 unchanged and acts trivially on the first quantum number, it is readily seen that 
and that a † 2 transforms in the same way, the identity
yields the recurrence relation 6) to find that indeed q n (k) verifies the three-term recurrence relation (8.2) of the monic Krawtchouk polynomials with p = sin 2 θ. Using the identity
Now write
we find the prefactor to obey the two-term recurrence relation
which has for solution
The ground state expectation value is again found from the normalization of the state vectors. One has
Putting (8.5), (8.6), (8.7) and (8.8) together, one finds
The matrix elements of U (xz) (χ) can be obtained in an identical fashion and one finds
Note that in this case, the Kronecker delta involves the second quantum numbers as those are the ones that are left unscathed by the rotation about the y axis.
The bivariate Krawtchouk-Tratnik as special cases
In this section, the recurrence relations derived in Section 6 will be used to show that the Krawtchouk-Tratnik polynomials are specializations of the Rahman or KrawtchoukGriffiths polynomials. Aspects of the relation between the two sets of polynomials are also discussed in [21] . The bivariate Krawtchouk-Tratnik polynomials, denoted K 2 (m, n; i, k; p 1 , p 2 ; N), are a family of polynomials introduced by Tratnik in [27] . These polynomials are defined in terms of the univariate Krawtchouk polynomials as follows:
where k n (x; p, J) is as in (8.1). They are orthogonal with respect to the trinomial distribution
Their bispectral properties have been determined by Geronimo and Iliev in [3] to which the reader is referred (see the Appendix) for details. Consider at this point the recurrence relations (6.3), (6.4) and take R 12 = 0. It is observed that in this case the recurrence relation (6.3) simplifies considerably. Indeed, one has
The condition R 12 = 0 implies that the matrix elements now verify the orthogonality relation R 11 R 31 + R 13 R 33 = 0; hence (9.2) reduces to
Upon comparing the formula (9.3) and the formula of Geronimo and Iliev (A.12a), it is seen that they coincide provided that
One also checks (see Appendix A for more details) that the second relation (A.12b) is recovered under this identification of the parameters. This shows that the KrawtchoukTratnik polynomials are a special case of the general bivariate Krawtchouk polynomials Q m,n (i, k; N) where the rotation matrix has one of its entries equal to zero, namely R 12 = 0. The Krawtchouk-Tratnik polynomials thus arise when the rotation matrix can be written as the composition of two rotations: one in the plane (yz) and the other in the plane (xz), this explains why the Krawtchouk-Tratnik polynomials only depend on two parameters. In the next section, the addition formulas for the general polynomials P m,n (i, k; N) provided by the group product will give a direct derivation of the Tratnik formula (9.1).
Addition formulas
In this section, the group product is used to derive an addition formula for the general bivariate Krawtchouk polynomials P m,n (i, k; N). In the special case where the rotation is a product of plane rotations around the x and y axes, the addition formula is used to recover the explicit expression of the Krawtchouk-Tratnik polynomials. In the general case, in which the rotation is a product of three rotations, the addition formula yields an expansion formula of the general polynomials Q m,n (i, k; N) in terms of the KrawtchoukTratnik polynomials.
General addition formula
Let A and B be two arbitrary rotation matrices. Their product C = AB is also a rotation matrix. Denote by U(C), U(A) and U(B) the unitary operators representing the rotations C, A and B as specified by (2.15). For a given N, to each of these rotations is associated a system of bivariate Krawtchouk polynomials that can be designated by P
m,n (i, k; N). Since U defines a representation, one has U(C) = U(A)U(B) and hence it follows that
In terms of the polynomials, this identity amounts to the general addition formula
m,n (q, r; N). (10.2)
The Tratnik expression
The addition property (10.1) of the matrix elements can be used to recover the explicit expression for the bivariate Krawtchouk-Tratnik polynomials. It has already been established that the general polynomials Q m,n (i, k; N) correspond to the Tratnik ones when R 12 = 0. We saw that this occurs when the rotation is of the form C = AB with A = R (yz) (θ) and B = R (xz) (χ). Considering the left hand side of (10.1) and using (4.4), it follows that
where the parameter identification (9.4) has been used and where the corresponding rotation matrix C(θ, χ) is given in (8.4) . Considering the right hand side of (10.1) and recalling the expressions (8.9), (8.10) for the one-parameter rotations, one finds
Comparing the expressions (10.3) and (10.4), a short calculation shows that the parameters conspire to give 5) as expected from (9.1) and (9.4) . Thus the addition formula (10.1) leads to the explicit expression for the polynomials Q m,n (i, k) when R 12 = 0.
Expansion of the general Krawtchouk polynomials in the Krawtchouk-Tratnik polynomials
It is possible to find from (10.1) an expansion formula of the general Krawtchouk polynomials Q m,n (i, k; N) in terms of the Krawtchouk-Tratnik polynomials. To obtain the expansion, one considers the most general rotation R, which can be taken of the form
where C(θ, χ) is given by (8.4) and where R (xz) (φ) is as in (8.3) . The formula (10.1) then yields
The expressions for N p, q|U((C(θ, χ))|m, n N and N i, k|U (xz) (φ)|p, q N are given by (10.3) and (8.10), respectively. Using (3.1) and (4.4) to express the matrix elements of U(R) in terms of the general polynomials Q m,n (i, k; N), one obtains the expansion 6) where p 1 = sin 2 χ, p 2 = sin 2 θ cos 2 χ, and
Substituting the formula (10.5) for K 2 (m, n; i, k; sin 2 χ, sin 2 θ cos 2 χ; N) and using (8.1) transforms (10.6) in an expression for Q m,n (i, k; N) in terms of hypergeometric series.
Multidimensional case
We now show in this section how the results obtained thus far can easily be generalized by considering the state vectors of the d + 1-dimensional harmonic oscillator so as to obtain an algebraic description of the general multivariate Krawtchouk polynomials in d variables that are orthogonal with respect to the multinomial distribution [12] .
Consider the Hamiltonian of the d + 1-dimensional harmonic oscillator
where the operators a i , a † i obey the commutation relations (2.1) with i, k = 1, . . . , d + 1. Let V N denote the eigensubspaces of the d+1-dimensional Hamiltonian H corresponding to the energy eigenvalues N = 0, 1, 2, . . . . An orthonormal basis for the space V N is provided by the vectors
The action of the operators a i , a † i on the basis vectors |n 1 , . . . , n d+1 is identical to the one given in (2. 
In the same spirit as in Section 3, one can write the matrix elements of the reducible representations of SO(d + 1) on the space V N of the (d + 1)-dimensional oscillator eigenstates as follows:
where P 0,...,0 (i 1 , . . . , i d ; N) ≡ 1 and where
It is straightforward to show (as in Section 3) that
.
Note that one has
which follows immediately from the multinomial formula and from the orthogonality relation R 
For the monic polynomials Q n 1 ,...,n d (i 1 , . . . , i d ; N), one finds for the generating function
and where
Deriving the properties of these polynomials for a general d can be done exactly as for d = 2.
Conclusion
To summarize we have considered the reducible representations of the rotation group SO(d + 1) on the energy eigenspaces of the (d + 1)-dimensional harmonic isotropic oscillator. We have specialized for the most our discussion to d = 2 with the understanding that it extends easily. We have shown that the multivariate Krawtchouk polynomials arise as matrix elements of these SO(d + 1) representations. This interpretation has brought much clarity on the general theory of these polynomials and in particular on the relation to the Krawtchouk-Tratnik polynomials.
Our main results can equivalently be described as providing the overlap coefficients between two Cartesian bases, one rotated with respect to the other, in which the Schrödinger equation for the 3-dimensional harmonic oscillator separates. This paper therefore also adds to studies of interbasis expansions for the harmonic oscillator and more general systems that have been carried out for instance in [9, 10, 15] and references therein.
More results can be expected from this group-theoretic picture, some technical, some of a more insightful nature. In the first category, it is clear that the defining formula (3.1) is bound to yield an expression for the general multivariable Krawtchouk polynomials in terms of single-variable Krawtchouk polynomials and appropriate Clebsch-Gordan coefficients when the rotation group representation spanned by the basis vectors |m, n N in three dimensions for example, is decomposed into its irreducible components. This will be the object of a forthcoming publication [2] . To illustrate the possibilities in the second category, let us observe that the analysis presented here puts the properties of the multivariable Krawtchouk polynomials in an interesting light if one has in mind generalizations. One can see for instance a path to a q-extension of the multivariate Krawtchouk polynomials. Moreover, understanding that Lie groups will no longer enter the picture in all likelihood, the analysis offers nevertheless an interesting starting point to explore multivariate analogs of the higher level polynomials in the Askey tableau with more parameters than those defined by Tratnik. We hope to report on these related questions in the near future.
Appendix A. Background on multivariate Krawtchouk polynomials
In order to make the paper self-contained, we shall collect in this appendix a number of properties of the multivariate Krawtchouk polynomials that can be found in the literature. We shall furthermore indicate what is the relation between the parameters that have been used in these references and the rotation matrix elements that arise naturally in the algebraic model presented here. We shall adopt (for the most) the notation of Iliev [12] in the following.
d-variable Krawtchouk polynomials
In order to define d-variable Krawtchouk polynomials, the set of 4-tuples (ν, P, P , U) is introduced. Here ν is a non-zero number and P , P , U are square matrices of size d + 1 with entries satisfying the following conditions: and where η 0 = η 0 = 1 − η 1 − η 2 . The numbers p 1 , · · · , p 4 are assumed to be arbitrary apart for certain combinations that would lead to divisions by 0. It is checked that (A.1) is satisfied with these definitions. It is also observed that these parameters are defined up to an arbitrary common factor since the quadruplet (γp 1 , γp 2 , γp 3 , γp 4 ) with an arbitrary non-zero γ (γ = 0) leads to the same u ij as (p 1 , p 2 , p 3 , p 4 ). This means that only three of the four parameters p i are independent. This is related to the fact that 3-dimensional rotations depend at most on 3 independent parameters like the Euler angles for instance. The explicit formula (A.2) thus reduces to 
As for the generating function, it becomes The expressions for η 1 , η 2 , η 1 and η 2 in terms of the rotation matrix elements R ij can also be determined. For instance, one obtains from (A.6) with the help of (A.5), (5.6) and to see that all the factors in (6.4) simplify then to those of (A.12b).
