This paper presents a cloud-computing based evolutionary algorithm using a synchronous storage service as pool for exchange information among population of solutions. The multi-computer was composed of several normal PCs or laptops connected via Wifi or Ethernet. In this work the effect of how the distributed evolutionary algorithm reached the solution when new PCs was added was tested whether that effect also translates to the algorithmic performance of the algorithm. To this end different (and hard) problems was addressed using the proposed multi-computer, analyzing the effects that the automatic load-balancing and synchronization had on the speed of algorithm successful, and analyzing how the number of evaluation per second increases when the multi-computer includes new nodes. The measure used for the analysis was number of evaluation per second which was increased when the multi-computer includes new nodes. The algorithm solved the proposed problems and it was viable to run it in homogeneous or heterogeneous platforms. The experiments includes two problems and different configuration for the distributed evolutionary algorithm in order to check the results of the algorithm for several rates of information exchange with the selected storage service. Results shows that the system is viable with homogeneous or heterogeneous nodes and there is no significative differences for the synchronous storage services we have tested. But when the problem is harder, and the threads of the algorithm does not stop for each information exchange (migration of individual from one population to another one), the differences of using a specific service became significative in terms of success of the algorithm.
Introduction
The objective of this work is to use available resources to connect computing nodes in a distributed evolutionary computation experiment, as opposed to creating a dedicated hardware and software infrastructure for the same purpose. Using ''free'' and available resources the cost of using a remote node for executing any algorithm is less than developing a specific platform for cloud-computing and the cost of look for volunteer users for this platform.
In order to achieve this goal, we propose the usage of ''free'' and ''readily'' available storage services. We look for a free storage service which synchronizes the files without manual confirmation of the user and it should also being widely used by developers who are creating cloudrelated apps. Dropbox TM;1 and SugarSync TM;2 tools offer this kind of services because they are free up to a certain level of use (measured in traffic and usage) and they synchronizes folders depending on user preferences. Similar software can be found; But the main reason of Dropbox and SugarSync selection is its popularity, which also implies having many more potential volunteer users for an ideal massive evolutionary computation experiment. In addition, there are more features that make them the right tool for these kind of experiments. For instance, some other cloud storage services, such as Wuala 3 , provide a client program on which one must add explicitly the files that will be stored, but it does not allow a seamless integration with the filesystem. Others, such as ZumoDrive 4 , use remotely-mounted filesystems whose access is not so fast. Dropbox and SugarSync monitor local filesystems, and uploads them asynchronously, which makes it faster from the local point of view 5 .
Moreover, both SugarSync and Dropbox are multiplatform applications, providing clients for Windows and Mac, although SugarSync does not provide a version for Linux (as Dropbox does). Furthermore, both of them offer an open API (Application Program Interface) to allow the integration with user (or third party) code. SugarSync is commercialized as a cloud storage service free up to 5 GB. Dropbox meanwhile is free up to 2 GB, absolutely enough for the sake of this research (and maybe any experimentation in this line).
In the performed experiments, the authors are interested in the use of this platforms as file synchronization services, that is, when one file in one of the folders that is monitored by Dropbox or SugarSync is changed, it is uploaded to the servers and then automatically distributed to all the clients that share the same folder. It is interesting, however, to note that from the programming point of view, all the folders are written and read locally, which makes its use quite easy.
The advantages of using this architecture are: the implementation is independent of the programming language, it is easy to program (no skills in parallel programming are required), the system is fault tolerance (if a node fails, it does not affect the others), moreover, there is no centralized server for the execution of the algorithms, it is seamlessly scalable (it is easy to add clients without notifying the others) and it is easy to develop a load balancing function.
The method described in this paper uses the cloud service as a pool for sharing members of the population among the different nodes contributing to the experiment. One of the advantages of this topology-less arrangement is the independence from the number of computers which participating in the experiment, also the lack of need from a central server (other than the pool, that is effectively stored in a central server which allows synchronization). Adding a new computer, then, does not imply to arrange new connections to the current set of computers; the only thing that needs to be done is to locate the directory (containing the migrated individuals) which is shared.
As a part of previous papers (Arenas et al. 2011) we measured whether adding several computers to an experiment of this kind resulted in an increase in the number of simultaneous evaluations, but only Dropbox was tested. In this paper we have measured the increase in speed with two storage file services, the algorithm profits from the distribution and synchrony of the particular instance for a distributed evolutionary algorithm, the number of evaluations per second or the multi-computer and the success rate of the experiment have been measured in order to have a way to compare the speed up and the success of the multicomputer for each cloud storage tool.
In order to carry out the experiments and the comparison, we have organized the experimentation in two parts. The first part was focused to measuring and analyzing the time needed to find the optimal solution, along with the number of evaluations, and testing with different rates for exchanging individuals because the migration rate influences the time the algorithm spent for solving the problems.
And the second part of the experiments was focused on the differences between the speed of synchronizing files by Dropbox and SugarSync without changing anything else in the computers using different problems and rates for communications in order to compare the synchronization techniques of Dropbox and SugarSync and if these techniques influences the distributed algorithm.
The rest of the paper is organized as follows: after a section presenting the state of the art in voluntary and poolbased evolutionary computation, we describe the algorithm, the experimental setup and the implementation in Sect. 3; experiments and results are presented in Sect. 5, followed by the conclusion, discussion and future lines of work (Sect. 6) 2 State of the art Cloud Computing (Armbrust et al. 2010; Jin et al. 2010 ) is an emergent technology which involves a novel and promising research line. Studies in cloud storage scope are mainly related to content delivery (Broberg et al. 2009) or designing data redundancy schemes to ensure information integrity (Pamies-Juarez et al. 2010 ).
However, its use in distributed computing has not been addressed in such depth. In this paper we address the use of free cloud storage as a medium for holding distributed evolutionary computation, in quite ''parasitic'' way (Barabási et al. 2001) , since the infrastructure laid by the provider is used as part of an immigration scheme in an island-based evolutionary algorithm (Cantú-Paz 1999) .
Thus, the paper are focused on pool-based distributed Evolutionary Algorithms In these methods, several nodes or islands share a pool where the common information is read and written. Working considering a single pool of solutions is an idea that has been studied from the very beginning of research in distributed evolutionary algorithms (EAs). Asynchronous Teams or A-Teams (de Souza and Talukdar 1991; Talukdar et al. 1998; Talukdar et al. 2003) were proposed as a cooperative scheme for autonomous agents. The basic idea is to create a work-flow on a set of solutions and apply several heuristic techniques to improve them, possibly including humans working on them. This technique is not constrained to evolutionary algorithms, since it can be applied to any population based technique, but in the context of EAs, it would mean creating different singlegeneration algorithms, with possibly several techniques, that would create a new generation from the existing pool. The A-Team method does not rely on a single implementation, focusing on the algorithmic and data-flow aspects, in the same way as the Meandre (Lloràà et al. 2008 ) system, which creates a data flow framework, in its own programming language (called ZigZag), which can be applied, in particular, to evolutionary algorithms.
While algorithm design is extremely important, implementation issues always matter, and some recent papers have concentrated on dealing with pool architectures in a single environment: Roy et al. (2009) propose a shared memory multi-threaded architecture, in which several threads work independently on a single shared memory, having read access to the whole pool, but write access to just a part of it. That way, interlock problems can be avoided, and, taking advantage of the multiple thread-optimized architecture of today's processors, they can obtain very efficient, runningtime-wise, solutions, with the added algorithmic advantage of working on a distributed environment. Although they do not publish scaling results, they discuss the trade off of working with a pool whose size will have a bigger effect on performance than the population size on single-processor or distributed EAs.
The same issues are considered by Bollini and Piastra in (1999) , who present a design pattern for persistent and distributed evolutionary algorithms. Although their emphasis is on persistence, and not performance, they present several alternatives to decouple population storage from evolution itself (traditional evolutionary algorithms are applied directly on storage) and achieve that kind of persistence, for which they propose an object-oriented database management system accessed from a Java client. In this sense, our former take on browser-based evolutionary computation ) is also similar, using for persistence a small database accessed through a web interface, but only for the purpose of interchanging individuals among the different nodes, not as storage for the whole population.
In fact, the efforts mentioned above have not had much continuity, probably due to the fact that there have been, until now, few (if any) publicly accessible online databases for use them. However, given the rise of cloud computing platforms over the last few years, interest in this kind of algorithms has bounced back, with implementations using the public FluidDB platform (Merelo-Guervós 2010) having been recently published.
Algorithm description
A pool-based evolutionary algorithm (p-EA) can be described as a distributed EA where some, in principle, independent populations are evolved and they exchange individuals using a shared pool. In their process, they can share individuals for improving the search (increasing the diversity). These individuals are placed in a 'common area' named pool where they remain until the moment to be inserted in one (or more) of the populations is reached.
One of the most extended p-EAs would be the island or deme model (Whitley et al. 1997) where some different populations (island or deme) evolve and exchange individuals following a neighbourhood topology which determines how the immigrants move among islands. When the topology for migrations is removed, a new island model appears where the migrants are sent from the island to the sea (pool) and the immigrants come from the pool to the population.
The evolutionary algorithm considered in this work is a canonical one, except for two steps within the cycle that (conditionally) emit or receive immigrants. The termination condition is the number of evaluations for the whole algorithm which is set from the beginning (we will see later how to control when this minimum number of evaluations is reached). During the evolutionary loop, new individuals are selected using 3-tournament selection (Miller et al. 1995) , and the offspring is generated using bit-flip mutation and uniform crossover (Syswerda 1989 ). These operators have been chosen because they have yield the best results in solving the problems of the study.
Migration is performed when a (previously set) number of generations is reached (migration rate). The best individual in every population is placed in the pool, and the overall best individual in the pool is incorporated into the previous population; if the best individual remains the same since the last migration, a random individual is inserted in the pool, in order to increase diversity due to its high importance in the searching process (Alfaro-Cid et al. 2010) . The migrants (only one per migration) are incorporated into the populations substituting the worst individuals of each population, along with the offspring of the previous generation, due to generational replacement with 1-elite model has been considered.
This algorithm has been implemented profiting a cloudstorage-based architecture, as it is shown in Fig. 1 .
As it can be seen, each population (island) is hosted by a different computer. The pool and migration mechanism is implemented using the cloud storage system, mapping the individuals to files that are shared. There is no topology defined, since all the computers are connected via the cloud file sharing system.
One of the advantages of this topology-less arrangement is the independence from the number of computers participating in the experiment, the absence of synchronization requests, and the lack of need from a central server. However it can be determined one of the computers as a main node, starting the process first, and then the others start running when some file is present. Or it can be organized to start all computers runs simultaneously using Netop School Software 6 , for example.
Moreover, adding a new computer does not imply a rearrangement of the connections to the current set of computers; the only thing that needs to be done is to locate the directory (containing the migrated individuals) which is shared.
In the present work, population was set to 1000 individuals for all the problems, and the considered number of evaluations has been 4 million. Several migration rates were tested to assess its impact on performance. Besides, we introduced in some experiments 1 second delay after migration in order to reduce the workload and giving the cloud service daemon enough time to propagate files to the rest of computers. The experiments have been conducted in both real wire and wireless networks, having both of them real traffic which makes the system synchronizing speed difficult to predict (or control), this is the main reason for including the delay into the experiments. This action will probably have to be fine-tuned in the future if the authors can analyze the network traffic. The delay makes 1-computer experiments faster because there is no migration.
Description of the used problems
Two representative functions have been chosen to perform the tests; the main idea is that their optimization took a long enough time to develop its solution in a distributed environment.
One of them is P-Peaks, a multimodal problem generator proposed by De Jong in (1997) . An instance of this problem is created by generating P random N -bit strings where the fitness value of a string x is the number of bits that x has in common with the nearest peak divided by N. 
being Hðx; yÞ the Hamming distance between binary strings x and y. In the experiments made in this paper we will consider P ¼ 300 and N ¼ 600: Note that the optimum fitness is 1.0. The second function is MMDP (Goldberg et al. 1992) , which is a deceptive problem composed of k subproblems of 6 bits each one (s i ). Depending of the number of ones (unitation) s i takes the values depicted next:
The fitness value is defined as the sum of the s i subproblems with an optimum of k (Eq. 2). Figure 2 represents one of the variables of the function. The number of local optima is quite large (22 k ), while there are only 2 k global solutions 7 .
In this paper k ¼ 80 has been considered for the first group of experiments, in order to make it difficult enough to need a distributed approach. This value is increased to k ¼ 100 for the last group of experiments comparing Dropbox and SugarSync tools.
Experiments and results
In this section the experiments have been classified into two subsections. The first sub-section experiments were performed with different computers and several problems (P-Peak and MMDP) using heterogeneous computers and wireless connection. The experiments described in the second sub-section were performed with homogeneous computers using the wire Internet connection. For this subsection one problem was selected but using two free and synchronous storage services in order to find if the features of each one influences the performance of the algorithm.
The first experiment (Sect. 5.1) demostrated the system is scalable when new computers were added to the multi-computer because the number of evaluations per second increased when new execution resources (nodes) were included. Moreover, the success rate was increased too when new computers were included, so the distributed evolutionary algorithm and the migration policy contributed to find the solution of the problem. The goal of the second sets of experiments (Sect. 5.2) was to compare two storage systems as pool of the individuals for migrations among the islands of the implemented distributed evolutionary algorithm.
Heterogeneous computers and several problems
In the first set of experiments, the runs were performed in several (different) computers connected in different ways; however, computers (or computational nodes) were increasingly added to the experiment in the same order. The problems were solved first in a single computer, then considering two, and finally using four computers. We have focused on Dropbox with two problems in this stage of the experimentation. The total time and the number of evaluations have been measured. Since the end of the experiment is propagated also via Dropbox, the nodes finished their evolution with some delay so the stop criterium of the algorithm (total number of evaluations for all populations) was reached with some delay too. Besides, this delay can be also increased with the number of nodes because the information have to be read for more nodes.
The migration rate was the only parameter that was changed during the experiments. We were interested in doing this, since network performance will impact negatively depending on this rate: bandwidth usage (and maybe latency) increases with the inverse of the migration rate.
On the other hand, evolutionary performance was increased in the opposite direction: the bigger the migration rate was, the more similar behavior to a panmictic population appeared. This might make finding the solution easier; but it also decreased diversity (the populations was very similar when the individual reach in closer time), and made the relationship between migration rate and evolutionary/running time performance quite complex and worth studying.
In order to keep the rest of the conditions uniform for one and two machines, all the parameters were fixed, except the number of individuals in each population, distributed among the machines in equal proportions. All computers maintained a population of 1000 randomly generated, so that initial diversity was roughly the same. The total population is the sum of the population of each node so the total population is increased by increasing the number of machines. Finally, the cloud service was used to check the termination condition, as follows: a file is written on the folder indicating that the experiment has finished; when another node read that file, it finishes too; all nodes are kept running until the solution is found or until a maximum number of generations are reached. That is why, in some cases, the optimal solution is not found; however the number of generations was set so that it should be possible (in the majority of cases) to find out the solution. The experiments were performed with 4 laptops (connected via the University of Granada wifi) with the following features:
• The first computer added to the set was a Sony VAIO with an Intel Core i7 and Ubuntu 10.04 and with Java version 1.6.0_20. • The second computer was also a VAIO, running Windows 7 and with an Intel core i5 with Java version 1.6.0_20. • The third and fourth computers were Sony VAIO VGN-SR29VN with an Intel Core2 Duo at 2.4 GHz, running Ubuntu 10.04 and Java version 1.6.0_20.
Note that several operating systems were used, and Java is not mandatory to use this architecture: any language can be used.
The most powerful computer was the first one; then number 2 was the second-best, and finally numbers 3 and 4 were the least powerful ones. Since computers run independently without synchronization checkpoints, the load balancing is performed automatically, with more powerful computers contributing more evaluations to the mix, and less powerful ones contributing fewer. The experiments were run 20 times.
The main goal of this first experiment was to demonstrate that the distributed system worked and it was able to found the solution of both problems (P-Peaks and MMDP), that is, the cloud system was able to solve different problems and the success rate of the algorithm was increased with the number of nodes/island included in the experiment. Moreover, it is important to note that the computers are different and the network traffic is not limited, it is a real network with real traffic (even shared by many other computers inside the University). Another important goal is to check the influence of the migration rate on the success rate and it could make difference on the number of evaluations
Starting with the P-Peaks experiment, there was no difference, independently of migration rate and number of computers, because all experiments found out the optimal solution. The success rate for the problem was 100 %: However, this not happens with the MMDP case, which success rates are in Table 1 .
The evolution depending on the migration rate can also be observed in Fig. 3 ; as was previously advanced, the relationship is quite complex and decreasing or increasing do not lead to a monotonic change of the success rate. In fact, the best success rate corresponds to the highest migration rate (migration after 100 generations), but the second best corresponds to the lowest one (migration after 400), which was almost akin to no migration, since taking into account that generations run asynchronously, this means that in fact no migrants from other nodes were incorporated into the population (because it has no time). This result is in accordance with the intermediate disturbance hypothesis, proved previously by the authors ). However, it is not clear in this case that migration in 100 generations can be actually considered intermediate and in 200 too high, so more experiments will have to be performed to ascertain the optimum migration rate. Definitely, the fact proved is that success rate increases with the number of nodes, then the performance variation has to be studied and we have to answer to the following question, Does the algorithm really finds the solution faster when more nodes are added? The time of the experiment had been computed only if the solution had been found, and plotted the results in Figs. 4 and 5.
As it can be seen in Fig. 5 , in the case of MMDP there is not a straightforward relationship between the migration rate and the time to solution; in this case, the relationship between number of computers and running time is also complex. Looking first at the P-Peaks experiment in Fig. 4 it can be seen that a little time improvement had been spent when adding more nodes to the mix. Since success rate is already 100 % with a single computer, and the solution takes around two minutes, the delay imposed by Dropbox implies that it is not very likely to migrate solutions to other nodes. In this case it is the intermediate migration rate (every 40 generations) the only one that obtains a steady decrease of time to solution. The best time is obtained for a single node and a migration gap of 60; in general, the best times occur for the highest migration gap since the total delay induced by migration is also the least. These results probably imply that there must be a certain degree of complexity in the problems to take advantage of the features in this environment. For relatively easy problems, which need few generations, this architecture may be not the best because the speedup is not significative when new nodes are added to the multi-computer. It can be observed that for every different number of nodes there is a suitable migration rate to reach the optimal solution in lower time. The situation varies substantially for the MMDP, as it can be seen in Fig. 5 . In this case, the best result is obtained for four nodes and the smallest migration gap (every 100 generations). However, it is interesting to observe that trend changes for two nodes in all cases; either the solution takes more time than for a single node or it takes less than for four nodes; the conclusion is, anyways, that the increased number of simultaneous evaluations brought by the number of nodes eventually makes the yields a better performance.
Homogeneous computers and two cloud storage services
The aim of this second set of experiments is to discriminate between the two cloud storage services which the authors have selected because this problem is not always solved as you can see in the previous experiment. There are several comparisons Dropbox vs SugarSync, but this one tests them considering a specific and real algorithm and studies the time each tool consumes in order to synchronize, and also reach the solution of the problem.
For these experiments we considered uniform and homogeneous computers all of them connected (by wire) to the same sub-network with the same gateway. Computers with Intel (Celeron) 2.8 Ghz processors and 512 MB RAM memory have been used. These machines are not very powerful, but the objective is to consider equal conditions, so all of them have the same operating system (Windows XP) and the same software installed.
We selected the MMDP problem since, as stated, its success rate actually depends on the number of nodes (the system always achieves 100 % for P-Peaks). We tested it with k ¼ 80 and the communications were still the same as in previous experiments. Migration was performed every 100, 200 and 400 generations with 1-second delay after migration, in order to reduce the workload, and giving the cloud service daemon enough time to propagate files to the rest of the machines, but this delay depends on the quality of the storage service for synchronizing the files (upload/ download). We repeated each execution 10 times and computed the average of these runs.
The results for success rate for the MMDP with k ¼ 80 are listed in Table 2 , which shows that each cloud storage service can synchronize the files and solve the problem in most cases. The differences in success rates between 1-computer, could be due to that the SugarSync daemon utilizes more CPU resources than the daemon of Dropbox. This difference has an influence on the success rate, when the machine runs without collaborating with other computers to solve the problem because the nodes use less time to evaluate individuals and the algorithm used got more time to fulfill the stop criterium. In addition, it could affect on the number of evaluations computed by a second. It was observed that the mean of evaluations per millisecond unit was increased while decreasing the migration rate gap, which relies on the communication between the computers was lower while using the less migration rate (after 400 generation), so the total delay time when a computer stops running was less than when using a bigger migration rate (after 100 generation).
The second stage of the experiment compared Dropbox and SugarSync with regard to the number of evaluations they can perform per millisecond to solve the problem. So we calculated the evaluations that were spent in 1-millisecond for solving the problem considering both tools. As it can be seen in the Table 3 , the results for Dropbox and SugarSync are similar for each test, and the statistical results demonstrate it because Wilcoxon test using paired data calculates a p-value equal to 0.7344. In general, there are little differences between the cloud-based tools in the number of evaluations per millisecond, but this differences are not significatives, so the users could select both storage services for this kind of computing.
These results can be better seen in Fig. 6 , which displays the number of evaluations calculated by the system per millisecond using the migration rate for comparing Dropbox and SugarSync. As it can be seen, the number of evaluations increases with the number of nodes for each instance of the problem. For both cloud storage services the tendency was the same: SugarSync results seems a bit better than Dropbox ones, being able to calculate (on average) more evaluations per time unit (specially with four computers) when the migration rate is increasing, but these differences are not significatives.
After this study, the difficulty of the problem (and also the time needed for solving it) was increased by setting k ¼ 100: The communication traffic was also increased, by reducing the migration gap to 50, 100 and 150 generations, so each island emitted more migrants during the experiment is running because we want to generate more traffic in the network in order to look for differences between the synchronization technique of Dropbox or SugarSync. Besides, there were more files for synchronizing between the machines inside the pool. This mechanism increase the pressure and the difficulty of the experiment. We repeated each execution 20 times and computed the average of these runs.
The success rates are listed in Table 4 . With these results, each cloud storage service is able to synchronize the files and solve the problem but with a different rate. This is interesting because it proves that success rate depends not only on the fact that we are performing a distributed computation using file synchronization services, but also of its inherent features. The problem is completely solved more times using SugarSync than Dropbox. There are many other features, that influence on the results such as the traffic of the network and the randomization of evolutionary computing, but all the experiments were done using real traffic and the same ramdom generator with different seed. As it can be seen in Table 4 , there are results in one machine approach with Dropbox which just reach 0.1. This happens due to the stochasticity of the algorithm, and not due any cloud storage service lack, since there are no communication with other machines during this evolution.
In the SugarSync case, the maximum success rate is reached with any migration rate for four nodes. No combination reaches the maximum with Dropbox. Considering migration rate equal to 50, means an increasing of file sending in less time among the nodes, and thus, more communication traffic. The Wilcoxon test for this case using paired data says that the differences between both systems are significative (p-value equal to 0.049) although this result is in the limit fixed at 0.05). The traffic affects negatively the results because the nodes communicate in shorter time, while the population is not evolved enough in an isolated environment. This way maybe the selective pressure is weak (low diversity) and the solution can not be reached.
The next stage of the comparison is to compare Dropbox and SugarSync with respect to the number of evaluations they can perform per millisecond to solve the problem with Dropbox and SugarSync using the same MMDP problem with k = 100 and the same homogeneous multi-computer. The mean of the evaluations is included in Table 5 considering only the runs in which the problem is solved. For this case, there are no significant differences in the results.
Sumarizing, SugarSync is more effective than Dropbox solving the problem (higher success rate and significatives differences with Dropbox success rate). For instance Sug-arSync solved the problem 108 times out of 180 and Dropbox just solved 52 times out of 180.
The difference of evaluations per millisecond relies on the daemons of the two tools. SugarSync's synchronized better but requires more CPU resources, so this program lets less CPU power for evaluation, in comparison with Dropbox. As a consequence, Dropbox can evaluate more individuals.
Again, the results can be seen in Fig. 7 , which displays the number of evaluations calculated by the system per millisecond. The relationship between the migration and the evaluation is still complex, but with SugarSync the higher evaluation number occurs with the migration after 150 generations. This need more experiments to be performed to reach the optimum migration rate for each case because we think there is more environment variables playing some role in this experiment, as for example, the percentage of usage of the CPU resources by SugarSync daemon. All these differences are real but are not significatives because the Wilcoxon test is equal to 1 for this case.
The conclusions of this comparison with respect to the distributed evolutionary computation, are that both cloud storage tools are able to construct a multi-computer in order to distribute the load of the distributed evolutionary algorithm among the PCs. Being SugarSync a bit better in some aspects (such as the synchronization speed), which can be important in a specific case (problem or algorithm).
The speed for synchronizing files influences the success rate of the algorithm tested. The diversity of the pool can be affected by exchanging the individuals in less times between the PCs, which help in finding an optimal solution.
In addition, as it can be seen in the Tables 3 and 5, the evaluation of individuals per millisecond was increased by decreasing the problem difficulty (k value), so when the MMDP problem considers k ¼ 100; the evaluation per milliseconds was a lower value in the comparison with k ¼ 80 which is a normal and expected result.
As a last stage of the experiments, the delay time has been experimented to compare the success rate for both Dropbox and SugarSync without 1-second delay. The experiment was performed with 4 nodes, in order to clearly focus on the communication between the nodes. This increased the pressure on the daemon and the synchronizing speed for files (upload/download) among nodes and cloud storage server was tested. The results for successful rate for the problem MMDP without delay time and with k ¼ 100 are listed in Table 6 , which shows that Dropbox does not propagates the files as quickly as SugarSync. The real traffic affected negatively on the results and the problem was not solved in most cases, because Dropbox needed time for propagating the individuals along the nodes, in order to benefit from the diversity inside the pool. These sentence was supported by the Wilcoxon test result (p-value equal to 0.008433), that is, for this case there is significative differences between Dropbox and SugarSync.
In the opposite side, the execution without delay time after migration can influence better on the results with SugarSync. This proves the ability of synchronizing files among nodes in shorter time means more diversity inside the pool, and can influence positively on the results by increasing the success rate, and the chance for getting an optimal solution. This can be seen in Table 7 .
So, the conclusion is that the 1-second delay can be avoided working with SugarSync. However, in the Dropbox case it is better to introduce this delay to let it propagate the files in the network.
Conclusions and future work
In this work the testing of a distributed evolutionary computation system using a cloud storage tool is presented. It can be configured to take advantage of the parallelization of the evolutionary algorithm and which obtains reliably solutions for complex problems, such as MMDP, in less time than a single computer would. In each node, a canonical genetic algorithm has been used with migration to and from a pool of individuals. Two different tools have been considered: Dropbox and SugarSync. Besides, it has been proved that it does not matter whether the new computers added to the set are more or less powerful than the first one. In general, however, adding more computers to a set synchronized via the cloud storage tool influences the success rate of the problem but not influences the needed time to solve it. On the other hand, solving relatively simple problems such as P-Peaks yields no sensible improvement, due to the delay in migration imposed by the cloud service, which implies that this kind of technique would be better left only for problems that are at the same time difficult from the evolutionary point of view and also slow to evaluate. Following the experimental results, the best migration rate is the one which balances between the network speed (used by nodes) and the speed of synchronization of the files among the nodes. The number of evaluations is increased when the nodes increase so the use of cloud services is a good way to increase the processing ability and to construct a multi-computer with cheap resources.
In the comparison between both tools, SugarSync is the best option for our problem, with the advantage of a faster synchronization process, which could be important depending on the problem and algorithm features. The faster synchronization tool has more influence in the success rate and improve the number of evaluations performed. Harder problems need more computing power, so when increase the problem difficulty the evaluations computed by time decrease.
Several issues remain to be studied. First, more accurate performance measures must be taken to measure how the time needed to find the solution in all occasions scales when new machines are added. We will have to investigate how parameter settings such as population size and migration gap (time passed between two migrations) influence these measures. This paper proves this influence is important, but it is not clear what is the effect on the final results. It would be also interesting to test different migration policies and their influence in the results, as done in (Araujo and Merelo 2010) , where it was found out that migrating the best one might not be the best policy.
An important issue too is how to interact with the cloud services so that information is distributed optimally and with a minimal latency. In this case we had to stop each node for a certain time (which was heuristically found to be 1 second) to leave time for the cloud tool daemon to distribute files such as Dropbox. Meanwhile the delay can be avoided when working with SugarSync, because this tool is able to synchronizing the files quickly. The delay time with these experiments reached to take up 6 % of the total time (per node), so without delay time and using SugarSync, the solution can be obtained in a minimum time. Resulting in an obvious drag in performance that can take many additional nodes to compensate. A deeper examination of the Dropbox and SugarSync APIs and a fine-tuning of these parameters will be done in order to fix that.
Finally, this framework opens many new possibilities for distributed evolutionary computation: meta-evolutionary computation, artificial life simulations, and big-scale simulation using hundreds or even thousands of clients. The type of problems suitable for this, as well as the design and implementation issues, will have to be explored. Other cloud storage solutions, preferably including open source implementations, will be also tested. Since they have different models (synchronization daemon or user-mounted filesystems, mainly) latency and other features will be completely different, so we expect that performance will be affected by this. 
