Introduction and main result Let dμ(x)
(1.1)
Now let us introduce the Sobolev-type spaces
f (x)g(x)dμ(x) + M f (1)g (1) + N f (1)g (1), (1.3) where M ≥ 0, N ≥ 0. We denote by {q (α,β) n } n≥0 the sequence of orthonormal polynomials with respect to the inner product (1.3) (see [1, 2] ). These polynomials are known in the literature as Jacobi-Sobolev-type polynomials. For M = N = 0, the classical Jacobi orthonormal polynomials appear. We will denote them by {p (α,β) n } n≥0 . For f ∈ S 1 , the Fourier expansion in terms of Jacobi-Sobolev-type polynomials is
where
The Cesàro means of order δ of the Fourier expansion (1.4) are defined by (see [3, 
. For a function f ∈ S p and a given sequence {c k,n } n k=0 ,n ∈ N ∪ {0}, of complex numbers with |c n,n | > 0, we define the operators
Let us denote p 0 = (4β + 4)/(2β + 3) and its conjugate q 0 = (4β + 4)/(2β + 1). Here is the main result.
There exists a positive constant c, independent of n, such that 
where S n denotes the nth partial sum of the expansion (1.4) . 
(1.10)
Preliminaries
We summarize some properties of Jacobi-Sobolev-type polynomials that we will need in the sequel (cf. [1] ). Throughout this paper, positive constants are denoted by c,c 1 ,... and they may vary at every occurrence. The notation u n ∼ v n means c 1 ≤ u n /v n ≤ c 2 for n large enough, and by u n ∼ = v n , we mean that the sequence u n /v n converges to 1. The representation of the polynomials q (α,β) n in terms of the Jacobi orthonormal polynomials p
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The polynomials q (α,β) n satisfy the estimate 
where α, β are real numbers, and J β (z) is the Bessel function. This formula holds uniformly for |z| ≤ R, for R a given positive real number. From (2.4),
holds uniformly for |z| ≤ R, R > 0 fixed, and uniformly on j ∈ N ∪ {0}. 
where j ∈ N ∪ {0}.
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Finally, if n→∞ and using (2.1) and (2.5), we get
(2.8)
We also need to know the S p norms for Jacobi-Sobolev-type polynomials 
(2.10)
and for (pβ + p/2 − 2γ − 2) = 0, we have 
(2.13)
Using a similar argument as above, for 2γ = pβ − 2 + p/2, we have
(2.14)
Notice that some of the above results appear in [6] .
Proof of Theorem 1.1
For the proof of Theorem 1.1, we will use the test functions 
From (2.1), we have
where 0 ≤ k ≤ n, and it is assumed that p 
(3.5)
Taking into account (3.5)
Again, according to [5, Formula (2.8) ] and [4, Formula (4.3.4) ],
Since (see [4, Formula (4.5.4)]) ≤ n − 1, we have
(3.10)
Formula 16.4 (11) in [7, page 285] shows that
This formula can also be proved by using [4, page 257, Identity (9.4.3)]. Thus In order to estimate (g α,β, j n
