An asymptotic expansion scheme in finance initiated by Kunitomo and Takahashi [15] and Yoshida[68] is a widely applicable methodology for analytic approximation of the expectation of a certain functional of diffusion processes. [46] , [47] and [53] provide explicit formulas of conditional expectations necessary for the asymptotic expansion up to the third order. In general, the crucial step in practical applications of the expansion is calculation of conditional expectations for a certain kind of Wiener functionals. This paper presents two methods for computing the conditional expectations that are powerful especially for high order expansions: The first one, an extension of the method introduced by the preceding papers presents a general scheme for computation of the conditional expectations and show the formulas useful for expansions up to the fourth order explicitly. The second one develops a new calculation algorithm for computing the coefficients of the expansion through solving a system of ordinary differential equations that is equivalent to computing the conditional expectations. To demonstrate their effectiveness, the paper gives numerical examples of the approximation for λ-SABR model up to the fifth order and a cross-currency Libor market model with a general stochastic volatility model of the spot foreign exchange rate up to the fourth order.
Introduction
This paper presents two alternative schemes for computation in an asymptotic expansion approach based on Watanabe theory(Watanabe [66] ) in Malliavin 1 calculus by extending the preceding papers and also by developing a new calculation algorithm.
To our best knowledge, the asymptotic expansion is first applied to finance for evaluation of an average option that is a popular derivative in commodity markets. [15] and [46] derive the approximation formulas for an average option by an asymptotic method based on log-normal approximations of an average price distribution when the underlying asset price follows a geometric Brownian motion. [68] applies a formula derived more generally by the asymptotic expansion of small diffusion processes. Thereafter, the asymptotic expansion have been applied to a broad class of problems in finance: See [47] , [48] , [49] , [50] , Kunitomo and Takahashi [16] , [17] , [18] , [19] , Kawai [11] , Matsuoka, Takahshi and Uchida [31] , Takahashi and Matsushima [51] , Takahashi and Saito [52] , Takahashi and Yoshida [57] , [58] , Kobayashi, Takahashi and Tokioka [13] , Muroi [33] , Osajima [38] , Takahashi and Uchida [56] , Kunitomo and Kim [14] , Kawai and Jäckel [12] , and [53] , [54] , [55] .
For other asymptotic methods in finance which do not depend on Watanabe theory, see also Fouque, Papanicolaou and Sircar [5] , [6] , Henry-Labordere [24] , [25] , [26] , Kusuoka and Osajima [20] , Osajima [39] and Siopacha and Teichmann [45] .
In the application of the asymptotic expansion based on Watanabe theory, they calculated certain conditional expectations which appear in their expansions and play a key role in computation, by the formulas up to the third order given explicitly in [46] , [47] and [53] . In many applications, these formulas give sufficiently accurate approximation, but in some cases, for example in the cases with long maturities or/and with highly volatile underlying variables, the approximation up to the third order may not provide satisfactory accuracies. Thus, the formulas for the higher order computation are desirable. But to our knowledge, asymptotic expansion formulas higher than the third order have not been given yet. This paper provides the general procedures for the explicit computation of conditional expectations in the asymptotic expansion and show the formulas for the approximation up to the fourth order. Moreover, we develop another calculation algorithm which enables us to derive high order approximation formulas in an automatic manner. As a consequence, our approximation generally shows sufficient accuracy with computation of high order expansions, which is confirmed by numerical experiments.
In the following sections, after a brief explanation of the asymptotic expansion in Section 2, Section 3 will provide a computation procedure explicitly for conditional expectations appearing in the expansion and show the formulas for expansions up to the fourth order. Moreover, Section 4 will introduce our new alternative computation algorithm for the asymptotic expansion and derive the fourth order asymptotic expansion formula. Finally, Section 5 will apply our algorithms described in the previous sections to the concrete financial models, and confirm the effectiveness of the higher order expansions by numerical examples in λ-SABR model and a cross-currency Libor market model with a general stochastic volatility model of the spot foreign exchange rate.
Asymptotic Expansion
We consider a d-dimensional diffusion process X (ϵ) t = (X 
where Y denotes the solution to the differential equation;
Here Then, g 0T and g 1T can be written as
T ),
For n ≥ 2, g nT is expressed as follows: 
Next, normalize g(X (ϵ)
T ) to
for ϵ ∈ (0, 1]. Then,
Moreover, let a t = (∂g(X (0)
t )] and make the following assumption:
Note that g 1T follows a normal distribution with variance Σ T and hence Assumption 1 means that the distribution of g 1T does not degenerate. In application, it is easy to check this condition in most cases.
Next, let Φ be a generalized function. Then, the expectation of Φ(G (ϵ) ) is expanded around ϵ = 0 as follows:
where
Computation of Conditional Expectations

Procedures of Computations
In the previous section, we have
(8) Then, if we obtain conditional expectations appearing in this expression explicitly, it can be easily calculated since g 1T follows a normal distribution. In particular, letting Φ be δ x , the delta function at x ∈ R, the asymptotic expansion of the density function of G (ϵ) can be obtained as in (28) in the next section.
Here we describe the procedures of evaluating these conditional expectations.
At the beginning of this subsection, we state the following proposition playing an important role in the evaluation.
Then, its expectation conditional on J 1 (q) = x is given by
is the Hermite polynomial of degree n which is defined as
Next, we show how to compute the conditional expectations in (8) . In the rest of this subsection, we assume ∂ ϵ V 0 (X (0) t , 0) ≡ (0, · · · , 0) with no loss of generality, and set q(t) = a t = (∂g(X
If this assumption is not satisfied, we can obtain almost the same result by taking conditional expectations with respect tô
instead of g 1T , where
The procedures consist of three steps.
The way to derive an expansion of
∂ϵ l | ϵ=0 is explained. In this stage, there are two alternative ways.
• In one way, as in Lemma 2 in Section 3.2, A i lT can be expanded as a summation of at most l iterated Itô integrals whose integrands are a family of symmetric
The integrand of l ′ -times iterated Itô integral in this expansion is given by the expectation of the l ′ -th Malliavin derivative of A i lT :
• In fact, as we can see in (3) every A i lT is given by finite operations of multiplication, (Lebesgue) integration with respect to time parameters and stochastic integrations. Then, the alternative expansion of A i lT can be directly calculated via iterated use of Itô's formula:
• We here briefly advert to the relationship betweenf
lT has its Wiener-Chaos expansion as in the proof of Lemma 2 which is described in Section 3.2
and that the integrand of l ′ -th order multiple Wiener-Itô integral is given byf
Then, due to the relationship between an iterated Itô integral and a multiple Wiener-Itô integral of the same order shown in Lemma 1 in Section 3.2,f
l ′ actually coincides with a symmetrization(unnormalized with respect to its norm) of f i,l
2. From the expansion of A i lT , we derive that of g nT . Recall that for n ≥ 1
Then, the expansions of g nT are obtained by applying Itô's formula iteratively. Moreover, noting that the highest order of the expansion of g nT is n, g nT is expressed as
with integrands {f
obtained via Itô's formula. 3. Again by iterative applications of Itô's formula to
we now have the expansion of X j,m,k in (8) with a finite number of terms as
which can be deduced from {f (12) . 4 . From Proposition 1, we conclude that the conditional expectations in (8) are given by
Example 1
At the end of this subsection we show a simple example evaluating X 1,1,(1) = g 2T in order to make these procedures clear. Let consider the case when d = d ′ = 1 and V 0 (x, ϵ) ≡ 0. In this case g 2T is given by
Then, it can be decomposed as the sum of J n (·) by Itô's formula;
From Proposition 1, it follows that
Proof of Lemmas and Proposition in Section 3.1
In this subsection we introduce and prove the important proposition and lemmas used in Section 3.1.
Proposition 1 The expectation of n-times iterated Itô integral
(proof ) This can be considered as a version of Proposition 3 of Nualart,Ü stünel and Zakai [36] . Let I n (f ) denote the multiple Wiener-Itô integral of n-th order of its integrandf ∈ L 2 sym (T n ), that isf is an element of the space of square-integrable symmetric functions from T n to R. Then, from Proposition 3 of [36] , we know
Substituting a symmetrization of f n defined as in (17) in Lemma 1 below, we obtain the result:
The following lemma gives us the relationship between the iterated Itô integral and the multiple Wiener-Itô integral of the same order.
Lemma 1 For any
wheref n is a symmetrization of f n defined bŷ
with taking summation over all permutations σ.
(proof ) The assertion can be easily shown:
Finally we introduce and prove the following lemma.
Lemma 2 Let
A i lt := ∂ l X (ϵ) t ∂ϵ l | ϵ=0 as in Section 2. Then,
it has an expansion with a finite number of iterated Itô integrals as
with 
and β
where 
with
where the last equality holds due to uniqueness of the asymptotic expansion of X (ϵ),i T , in order to prove the expansion (22) it is sufficient to see that for any
is equal to zero, which will be proved by induction.
First, it is obvious that this statement holds with l = 0, because X (ϵ) t becomes deterministic as ϵ ↓ 0.
Second, from Lemma 3, for l ≥ 1 we have
+l
First and second terms of the right hand side of (23) is summation of the terms (for the second term whose integrands are)
with the conditions ∑ ν p=0 l p = l − 1 and
for the first term and k = l ′ for the second term. Thus, since k > l − 1 in both cases, for at least one p we have l p < #(M p ). Then, all of these terms will vanish as ϵ ↓ 0 by the assumption of induction(note that l p ≤ l − 1).
For the third terms, almost the same result is obtained except that
As a consequence, all terms except for
are equal to zero. Thus we have a trivial linear equation
whose solution is given by
Useful formulas
Finally, we here list up some formulas of conditional expectations often used in asymptotic expansions. Let q i : [0, T ] → R m , i = 1, 2, 3, 4, 5, 6, 7 are non-random functions and we define Σ as
where z ′ is the transpose of z. We assume that 0 < Σ < ∞ and integrability in the following formulas.
Before the list of formulas, we define a notation of iterated integrations for convenience; (25) 1.
10.
11.
12.
13.
New Computational Scheme
In this section we propose a new computational scheme in asymptotic expansion which is alternative to the method described in the previous section. To compute conditional expectations in the right hand side of (7), we use the following lemma which can be derived from the property of Hermite polynomials.
Lemma 4 Let X ∈ L 2 (Ω) and Y be a random variable with Gaussian distribution with mean 0 and variance Σ. Then, the conditional expectation E[X|Y ]
has following expansion in L 2 (Ω):
where H n (x; Σ) is the Hermite polynomial of degree n which is defined as
and coefficients a n are given by
(proof ) Since the Hermite polynomials {H n (x; Σ)} is the orthogonal basis of L 2 (R, µ) where µ is the Gaussian measure on R with mean 0 and variance Σ, and
, we have the following unique expansion of
and also we have
in L 2 (Ω). And note that
Then,
Comparing to the coefficients of the Taylor series of e ξ 2
2 Σ E[e iξY X] around 0 with respect to ξ, we see that a n can be written as (27) .2 Recallĝ 1T is defined aŝ
and define
Then, from Lemma 4, we have the following expression of E[Φ(G (ϵ) )]:
In particular, let Φ be the delta function at x ∈ R, δ x , we obtain the asymptotic expansion of density of G (ϵ) :
Asymptotic Expansion of Density Function
In this subsection, we propose a new computational method for the asymptotic expansion of the density function (28) . In particular, we show that coefficients in the expansion is obtained through a system of ordinary differential equations that is solved easily, and derive a concrete expression of the expansion up to ϵ 3 -order. First, we write down the equation (28) more explicitly up to ϵ 3 -order:
where coefficients a
Since E[Z 
where A 1t is given by (2), and A 2t , A 3t and A 4t are expressed as
has all finite moments due to a grading structure. For the detail of the following definition and theorem, see pp.45-47 in Bichteler, Gravereaux and Jacod [1] . 
Theorem 1 Consider the stochastic differential equation of the form
where coefficients V 0 :
Lipschitz lower triangular structure, and are graded according to Applying Theorem 1 to the system of stochastic differential equations consists of A i kt (i = 1, · · · , d, k = 1, 2, 3, 4) and any products of them, we obtain the following lemma. 2, 3, 4) has all finite moments.
Lemma 5 Each coefficient of the expansion
(proof ) Consider the system of stochastic differential equations which A
We define η
We derive the system of ordinary differential equations of η. In the followings, for simplicity, we assume that V 0 doesn't depend on ϵ, and
Consider the evaluation of η 
Since the second and third terms are martingales, taking the expectation on both sides, we have the following ordinary differential equation of η i 2,1 :
) appearing in the right hand side of above ODE are evaluated in the similar manner:
hence, we have
2,2 and other higher order terms can be evaluated in the same way. The key observation is that each ODE does not involve any higher order terms, and only lower or the same order terms appear in the right hand side of the ODE. So, one can easily solve (analytically or numerically) the system of ODEs and evaluate expectations.
Proposition 2 For η j,m,k defined in (31), the following system of ordinary differential equations is hold:
From the derivation of differential equations, it is easily shown that each η j,m,k (T ) is expressed as a polynomial of degree j with respect to (iξ), and also it is shown that
is a polynomial of (iξ) of degree less than or equal to 2j. Thus, in the asymptotic expansion scheme, the infinite sum in the expansion (26) is replaced by a finite sum.
We summarize the discussion above as the following theorem:
Theorem 2
The asymptotic expansion of density of G (ϵ) up to ϵ 3 -order is given by
are given by (29) , and expectations in (29) are obtained as the solutions to the system of ordinary differential equations given in Proposition 2.
Asymptotic Expansion of Option Prices
We apply the asymptotic expansion to option pricing. We consider the plain vanilla option on the underlying asset g(X (ϵ) T ) whose dynamics is given by (1) . For example, the call option price with strike K and maturity T is given by
, P (0, T ) denotes the price at time 0 of a zero coupon bond with maturity T , and f G (ϵ) is the normal asymptotic expansion of density of G (ϵ) given by (28) . In particular, using the result of the previous subsection, the approximated price to the option up to the fourth order can be expressed as
Integrals appeared in the right hand side can be calcurated using following formulas related to the Hermite polynomial
Log-Normal Asymptotic Expansion
Suppose that the underlying asset process S (ϵ) follows
Then, we haveX
and note thatX
Moreover, an asymptotic expansion ofX
Then, the result in the previous subsection is applied to deriving the density function ofX
T . Similar to the normal case, the log-normal asymptotic expansion of the price of the call option onX
T is given by
5 Numerical Examples
λ-SABR model
To test the validity of the expansion, we first consider the European plain-vanilla call and put prices under the following λ-SABR model [24] (interest rate=0%) :
Approximated prices by the asymptotic expansion method are calculated up to the fifth order. Note that all the solutions to differential equations are obtained analytically. Benchmark values are computed by Monte Carlo simulations. ϵ is set to be one and other parameters used in the test are given in Table 1:   Table 1 : In Monte Carlo simulations for benchmark values, we use Euler-Maruyama scheme as a discretization scheme with 1024, 1024, and 512 time steps for case i, ii, and iii respectively, and generate 10 8 paths in each simulation. For the case of β = 1 in the λ-SABR model, we can apply the log-normal asymptotic expansion method given in the previous section. To test the efficiency of the high order log-normal asymptotic expansion method, we consider the European plain-vanilla call and put prices under the following parameters (and ϵ = 1 as well as in the previous examples) with different maturities: We calculate approximated prices by the log-normal asymptotic expansion method up to the fourth order. Benchmark prices are computed by Monte Carlo simulations. In the simulations, we adapt the second order discretization scheme given by Ninomiya-Victoir [34] with 128, 256, 256 time steps respectively.
Results are in Table 3 and Table 4 .
From the results, in each case, the higher order asymptotic expansion or log-normal asymptotic expansion almost always improve the accuracy of approximation by the lower expansions. Improvement is significant especially in long-term cases in which the lower order asymptotic expansions cannot approximate the price well. 
Currency Option under a Libor Market Model of Interest Rates and a Stochastic Volatility of a Spot Exchange Rate
In this subsection, we apply our methods to pricing options on currencies under Libor Market Models(LMMs) of interest rates and a stochastic volatility of the spot foreign exchange rate(Forex). Due to limitation of space, only the structure of the stochastic differential equations of our model is described here. For details of the underlying model, see Takahashi and Takehara [53] .
Cross-Currency Libor Market Models
Let (Ω, F,P , {F t } 0≤t≤T * <∞ ) be a complete probability space with a filtration satisfying the usual conditions. We consider the following pricing problem for the call option with maturity T ∈ (0, T * ] and strike rate K > 0;
where V C (0; T, K) denotes the value of an European call option at time 0 with maturity T and strike rate K, S(T ) denotes the spot exchange rate at time t ≥ 0 and F T (t) denotes the time t value of the forex forward rate with maturity T . Similarly, for the put option we consider
It is well known that the arbitrage-free relation between the forex spot rate and the forex forward rate are given by F T (t) = S(t)
where P d (t, T ) and P f (t, T ) denote the time t values of domestic and foreign zero coupon bonds with maturity T respectively. E P [·] denotes an expectation operator under EMM(Equivalent Martingale Measure) P whose associated numeraire is the domestic zero coupon bond maturing at T .
For these pricing problems, a market model and a stochastic volatility model are applied to modeling interest rates' and the spot exchange rate's dynamics respectively.
We first define domestic and foreign forward interest rates as f dj (t) =
τj respectively, where j = n(t), n(t) + 1, · · · , N , τ j = T j+1 −T j , and P d (t, T j ) and P f (t, T j ) denote the prices of domestic/foreign zero coupon bonds with maturity T j at time t(≤ T j ) respectively; n(t) = min{i : t ≤ T i }. We also define spot interest rates to the nearest fixing date denoted by f d,n(t)−1 (t) and f f,n(t)−1 (t) as f d,n(t)−1 (t) = Under the framework of the asymptotic expansion in the standard crosscurrency libor market model, we have to consider the following system of stochastic differential equations(henceforth called S.D.E.s) under the domestic terminal measure P to price options. For detailed arguments on the framework of these S.D.E.s see [53] .
As for the domestic and foreign interest rates we assume forward market models; for j = n(t) − 1, n(t), n(t) + 1, · · · , N , dimensional constant vector satisfying ||σ|| = 1 and σ(t), the volatility of the spot exchange rate, is specified to follow a R ++ -valued general time-inhomogeneous Markovian process as follows: Finally, we consider the process of the forex forward F N +1 (t). Since F N +1 (t) ≡ F T N +1 (t) can be expressed as F N +1 (t) = S(t) P f (t,TN+1) P d (t,TN+1) , we easily notice that it is a martingale under the domestic terminal measure. In particular, it satisfies the following stochastic differential equation ) + σ (ϵ) (t).
Numerical Examples
We here specify our model and parameters, and confirm the effectiveness of our method in this cross-currency framework. First of all, the processes of domestic and foreign forward interest rates and of the volatility of the spot exchange rate are specified. We suppose
that is the dimension of a Brownian motion is set to be four; it represents the uncertainty of domestic and foreign interest rates, the spot exchange rate, and its volatility. Note that in this framework correlations among all factors are allowed. Next, we specify a volatility process of the spot exchange rate in (36) with { µ(s, x) = κ(θ − x), ω(s, x) = ωx, where θ and κ represent the level and speed of its mean-reversion respectively, and ω denotes a volatility vector on the volatility. In this section the parameters are set as follows; ϵ = 1, σ(0) = θ = 0.1, and κ = 0.1; ω = ω * v where ω * = 0.3 andv denotes a four dimensional constant vector given below.
We further suppose that initial term structures of domestic and foreign forward interest rates are flat, and their volatilities also have flat structures and are constant over time: that is, for all j, f dj ( In this subsection, we consider four different cases for f d , γ * d , f f and γ * f as in Table 5 . For correlations, four sets of parameters are considered: In the case "Corr.1", all the factors are independent: In "Corr. its volatility. It is well known that (both of exact and approximate)evaluation of the long-term options is a hard task in the case with complex structures of correlations such as in "Corr.3" or "Corr.4". Lastly, we make an assumption that γ dn(t)−1 (t) and γ f n(t)−1 (t), volatilities of the domestic and foreign interest rates applied to the period from t to the next fixing date T n(t) , are equal to be zero for arbitrary t ∈ [t, T n(t) ].
In Table 6 -9 and Figure 1 , we compare our estimations of the values of call and put options by an asymptotic expansion up to the fourth order to the benchmarks estimated by 10 6 trials of Monte Carlo simulation which is discretized by Euler-Maruyama scheme with time step 0.05 and applied the Antithetic Variable Method. For the moneynesses(defined by K/F N +1 (0)) less than one, the prices of put options are shown; otherwise, the prices of call options are displayed.
As seen in these tables and figure, in general the estimators show more accuracy as the order of the expansion increases. Especially, for the deep OTM options the fourth order approximation performs much better and is stabler than the approximation with lower orders. 
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,
