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An explicit P 1 finite element scheme for Maxwell’s equations
with constant permittivity in a boundary neighborhood
L. Beilina ∗ V. Ruas †
Abstract
This paper is devoted to the complete convergence study of the approximation of Maxwell’s
equations in terms of the sole electric field, by means of standard linear finite elements for the
space discretization, combined with a well-known explicit finite-difference scheme for the time
discretization. The analysis applies to the particular case where the electric permittivity has
a constant value outside a sub-domain, whose closure does not intersect the boundary of the
domain where the problem is defined. Optimal convergence results are derived in natural norms
under reasonable assumptions, provided a classical CFL condition holds.
1 Motivation
The purpose of this article is to present a convergence analysis of an explicit P1 finite element
solution scheme of hyperbolic Maxwell’s equations for the electric field with constant dielectric
permittivity in a neighborhood of the boundary of the computational domain. The technique of
analysis is inspired by those developed in [26, 30].
The standard continuous P1 FEM is a tempting possibility to solve Maxwell’s equations, owing
to its simplicity. It is well known however that, for different reasons, this method is not always well
suited for this purpose. The first reason is that in general the natural function space for the electric
field is not the Sobolev space H1, but rather in the space H(curl). Another issue difficult to over-
come with continuous Lagrange finite elements is the prescription of the zero tangential-component
boundary conditions for the electric field, which hold in many important applications. All this moti-
vated the proposal by Ne´de´lec about four decades ago of a family ofH(curl)-conforming methods
to solve these equations (cf. [23]). These methods are still widely in use, as much as other ap-
proaches well adapted to such specific conditions (see e.g. [1], [12] and [27]). A comprehensive
description of finite element methods for Maxwell’s equations can be found in [20].
There are situations however in which the P1 finite element method does provide an inexpen-
sive and reliable way to solve the Maxwell’s equations. In this work we consider one of such
cases, characterized by the fact that the electric permittivity is constant in a neighborhood of the
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whole boundary of the domain of interest. This is because, at least in theory, whenever the elec-
tric permittivity is constant, the Maxwell’s equations simplify into as many wave equations as the
space dimension under consideration. More precisely we show here that, in such a particular case,
a space discretization by means of conforming linear elements, combined with a straightforward
explicit finite-difference scheme for the time discretization, gives rise to optimal approximations of
the electric field, as long as a classical CFL condition is satisfied.
Actually this work can be viewed as both a continuation and the completion of studies presented
in [2, 3] for a combination a the finite difference method in a sub-domain with constant permittiv-
ity with the finite element method in the complementary sub-domain. As pointed out above, the
Maxwell’s equations reduces to the wave equation in the former case. Since the analysis of finite-
difference methods for this type of equation is well established, only an explicit P1 finite element
scheme for Maxwell’s equations is analyzed in this paper.
In [2, 3] a stabilized domain-decomposition finite-element/finite-difference approach for the so-
lution of the time-dependent Maxwell’s system for the electric field was proposed and numerically
verified. In these works [2, 3] different manners to handle a divergence-free condition in the finite-
element scheme were considered. The main idea behind the domain decomposition methods in
[2, 3] is that a rectangular computational domain is decomposed into two sub-domains, in which
two different types of discretizations are employed, namely, the finite-element domain in which a
classical P1 finite element discretization is used, and the finite-difference domain, in which the
standard five- or seven-point finite difference scheme is applied, according to the space dimension.
The finite element domain lies strictly inside the finite difference domain, in such a way that both
domains overlap in two layers of structured nodes. First order absorbing boundary conditions [15]
are enforced on the boundary of the computational domain, i.e. on the outer boundary of the finite-
difference domain. In [2, 3] it was assumed that the dielectric permittivity function is strictly positive
and has a constant value in the overlapping nodes as well as in a neighborhood of the boundary of
the domain. An explicit scheme was used both in the finite-element and finite-difference domains.
We recall that for a stable finite-element solution of Maxwell’s equation divergence-free edge
elements are the most satisfactory from a theoretical point of view [23, 20]. However, the edge
elements are less attractive for solving time-dependent problems, since a linear system of equations
should be solved at every time iteration. In contrast, P1 elements can be efficiently used in a fully
explicit finite element scheme with lumped mass matrix [14, 19]. On the other hand it is also well
known that the numerical solution of Maxwell’s equations with nodal finite elements can result in
unstable spurious solutions [21, 24]. Nevertheless a number of techniques are available to remove
them, and in this respect we refer for example to [16, 17, 18, 22, 24]. In the current work, sim-
ilarly to [2, 3], the spurious solutions are removed from the finite element scheme by adding the
divergence-free condition to the model equation for the electric field. Numerical tests given in [3]
demonstrate that spurious solutions are removable indeed, in case an explicit P1 finite-element so-
lution scheme is employed.
Efficient usage of an explicit P1 finite-element scheme for the solution of coefficient inverse
problems (CIPs), in the particular context described above was made evident in [4]. In many al-
gorithms aimed at solving electromagnetic CIPs, a qualitative collection of experimental measure-
ments is necessary on the boundary of a computational domain, in order to determine the dielectric
permittivity function therein. In this case, in principle the numerical solution of the time-dependent
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Maxwell’s equations is required in the entire space R3 (see e.g. [4, 5, 6, 7, 8, 9], but instead it
can be more efficient to consider Maxwell’s equations with a constant dielectric permittivity in a
neighborhood of the boundary of a computational domain. The explicit P1 finite-element scheme
considered in this work was numerically tested in the solution of the time-dependent Maxwell’s
system in both two- and three-dimensional geometry (cf. [3]). It was also combined with a few
algorithms to solve different CIPs for determining the dielectric permittivity function in connection
with the time-dependent Maxwell’s equations, using both simulated and experimentally generated
data (see [5, 6, 7, 8, 9]). In short, the formal reliability analysis of such a method conducted in this
work, corroborates the previously observed adequacy of this numerical approach.
An outline of this paper is as follows: In Section 2 we describe in detail the model problem
being solved, and give its equivalent variational form. In Section 3 we set up the discretizations
of the model problem in both space and time. Section 4 is devoted to the stability analysis of the
explicit scheme considered in the previous section, and Section 5 to the corresponding consistency
study. Next we combine the results of the two previous sections to prove error estimates in Section 6.
Underlying convergence results under the very realistic assumption that the time step varies linearly
with the mesh size as the meshes are refined are thus established. Finally we conclude in Section 7
with a few comments on the whole work.
2 The model problem
The Maxwell’s equations for the electric field e = (e1, e2, e3) in a bounded domain Ω of ℜ3 with
boundary ∂Ω that we study in this work is as follows. First we consider that Ω = Ω¯in∪Ωout, where
Ωin is an interior open set whose boundary does not intersect ∂Ω and Ωout is the complementary set
of Ω¯in with respect to Ω. n being the unit outer normal vector on ∂Ω we denote by ∂n(·) the outer
normal derivative of a field on ∂Ω. Now in case e satisfies absorbing boundary conditions, given
e0 ∈ [H1(Ω)]3 and e1 ∈ H(div,Ω) satisfying ∇ · (εe0) = ∇ · (εe1) = 0 where ε is the electric
permittivity. ε is assumed to belong to C2,∞(Ω¯) and to fulfill ε ≡ 1 in Ωout and ε ≥ 1. Incidentally,
throughout this article we denote the standard semi-norm of Cm(Ω¯) by | · |m,∞ for m > 0 and the
standard norm of C0(Ω¯) by ‖ · ‖0,∞.
In doing so, the problem to solve is:
ε∂tte+∇×∇× e = 0 in Ω× (0, T ),
e(·, 0) = e0(·), and ∂te(·, 0) = e1(·) in Ω,
∂ne = −∂te on ∂Ω× (0, T ),
∇ · (εe) = 0 in Ω.
(2.1)
Remark 2.1. The study that follows also apply to the case where boundary conditions other than
absorbing boundary conditions ∂ne = −∂te are prescribed, for which the same qualitative results
hold. As pointed out in Section 1, the choice of the latter here was motivated by the fact that they
correspond to practical situations addressed in [5, 6, 7, 8, 9].
Remark 2.2. The assumption that ε attains a minimum in an outer layer is not essential for our
numerical method to work. However, as far as we can see, it is a condition that guarantees optimal
convergence results. In the final section a more elaborated discussion on this issue can be found.
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2.1 Variational form
Let us denote the standard inner product of [L2(Ω)]M by (·, ·) forM ∈ {1, 2, 3} and the correspond-
ing norm by ‖ {·} ‖. Similarly we denote by ({·}, {·})∂Ω the standard inner product of [L2(∂Ω)]M
and the associated norm by ‖{·}‖∂Ω . Further, for a given negative function ω ∈ L∞(Ω) we in-
troduce the weighted L2(Ω)-semi-norm ‖{·}‖ω :=
√∫
Ω |ω||{·}|2dx, which is actually a norm if
ω 6= 0 everywhere in Ω¯. We also introduce, the notation (A,B)ω :=
∫
Ω ωA · Bdx for two fields
A,B which are square integrable in Ω. Notice that if ω is strictly positive this expression defines an
inner product associated with the norm ‖{·}‖ω .
Then requiring that e|t=0 = e0 and {∂te}|t=0 = e1, we write for all v ∈ [H1(Ω)]3,
(∂tte,v)ε + (∇e,∇v) + (∇ · εe,∇ · v)− (∇ · e,∇ · v) + (∂te,v)∂Ω = 0 ∀t ∈ (0, T ). (2.2)
Problem (2.2) is equivalent to Maxwell’s equations (2.1). Indeed integrating by parts (2.2), for
all v ∈ [H1(Ω)]3 we get,
(∂tte,v)ε + (∇×∇× e,v) − (∇∇ · εe,v)
+ (∂ne+ ∂te,v)∂Ω + (∇ · εe−∇ · e,v · n)∂Ω = 0
(2.3)
Noting that ε = 1 on ∂Ω we get
ε∂tte+∇×∇× e−∇(∇ · εe) = 0 in Ω× (0, T ),
∂ne = −∂te on ∂Ω× (0, T ). (2.4)
This implies that ∇ · (εe) = 0. Indeed, let e˜ be the unique solution of the Maxwell’s equations
ε∂tte˜+∇×∇× e˜ = 0 in Ω× (0, T ),
e˜(·, 0) = e0(·) and ∂te˜(·, 0) = e1(·) in Ω,
∂ne˜ = −∂te˜ on ∂Ω × (0, T ),
∇ · (εe˜) = 0 in Ω.
(2.5)
Using the well-known operator identity −∇2(·) = ∇×∇× (·)−∇∇ · (·), e¯ := e− e˜ is easily
seen to fulfill :
ε∂tte¯−∇2e¯−∇∇ · (ε− 1)e¯ = 0 in Ω× (0, T ),
e¯(·, 0) = 0 and ∂te¯(·, 0) = 0 in Ω,
∂ne¯ = −∂te¯ on ∂Ω × (0, T ).
(2.6)
Now we multiply both sides of (2.6) by v ∈ [H1(Ω)]3 and integrate the resulting relation in Ω.
Since (∇ · (ε− 1)e¯,v · n)∂Ω = 0, after integration by parts we obtain:
(∂tte¯,v)ε + (∇e¯,∇v) + (∇ · e¯,∇ · v)ε−1 + (∂te¯,v)∂Ω = 0 ∀t ∈ (0, T ]
e¯(·, 0) = 0 and ∂te¯(·, 0) = 0 in Ω.
(2.7)
Next we take v = ∂te¯ in (2.7) and integrate the resulting relation in (0, t) for t ∈ (0, T ]. Using the
zero initial conditions satisfied by e¯ and ∂te¯, we easily obtain:
‖ ∂te¯ ‖2ε + ‖ ∇e¯ ‖2 + ‖ ∇ · e¯ ‖2ε−1 +
∫ t
0
‖ ∂te¯(·, s) ‖2∂Ω ds = 0. (2.8)
We readily infer from (2.8) that e¯ ≡ 0 and hence e is the solution of Maxwell’s equations (2.1).
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3 Space-time discretization
Henceforth, for the sake of simplicity, we assume that Ω is a polyhedron.
3.1 Space semi-discretization
Let Vh be the usual P1 FE-space of continuous functions related to a mesh Th fitting Ω, consisting
of tetrahedrons with maximum edge length h, belonging to a quasi-uniform family of meshes (cf.
[11]). Each element K ∈ Th is to be understood as a closed set.
SettingVh := [Vh]
3 we define e0h (resp. e1h) to be the usual Vh-interpolate of e0 (resp. e1). Then
the space semi-discretized problem to solve is
Find eh ∈ Vh such that ∀v ∈ Vh
(∂tteh,v)ε + (∇eh,∇v) + (∇ · [εeh],∇ · v)− (∇ · eh,∇ · v) + (∂teh,v)∂Ω = 0,
eh(·, 0) = e0h(·) and ∂teh(·, 0) = e1h(·) in Ω.
(3.9)
3.2 Full discretization
To begin with we consider a natural centered time-discretization scheme to solve (3.9), namely:
Given a number N of time steps we define the time increment τ := T/N . Then we approximate
eh(kτ) by e
k
h for k = 1, 2, ..., N according to the following FE scheme for k = 1, 2, . . . , N − 1:(
ek+1h − 2ekh + ek−1h
τ2
,v
)
ε
+ (∇ekh,∇v) + (∇ · εekh,∇ · v)− (∇ · ekh,∇ · v)
+
(
ek+1h − ek−1h
2τ
,v
)
∂Ω
= 0 ∀v ∈ Vh,
e0h = e0h and e
1
h = e
0
h + τe1h in Ω.
(3.10)
Owing to its coupling with ekh and e
k−1
h on the left hand side of (3.10), e
k+1
h cannot be deter-
mined explicitly by (3.10) at every time step. In order to enable an explicit solution we resort to the
classical mass-lumping technique. We recall that for a constant ε this consists of replacing on the left
hand side the inner product (u,v)ε (resp. (u,v)∂Ω) by an inner product (u,v)ε.h (resp. (u,v)∂Ω,h),
using the trapezoidal rule to compute the integral of
∫
K εu|K · v|Kdx (resp.
∫
K∩∂Ω u|K · v|KdS),
for every element K in Th, where u stands for ek+1h − 2ekh + ek−1h (resp. ek+1h − ek−1h ). It is well-
known that in this case the matrix associated with (εek+1h ,v)h (resp. (e
k+1
h ,v)∂Ω,h) for v ∈ Vh,
is a diagonal matrix. In our case ε is not constant, but the same property will hold if we replace in
each elementK the integral of εu|K ·v|K in a tetrahedron K ∈ Th or of u|F ·v|F in a face F ⊂ ∂Ω
of a certain tetrahedron K ∈ Th as follows:
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∫
K εu|K · v|Kdx ≈ ε(GK)volume(K)
4∑
i=1
u(SK,i) · v(SK,i)
4∫
F⊂∂Ω u|F · v|F dS ≈ area(F ⊂ ∂Ω)
3∑
i=1
u(RF,i) · v(RF,i)
3
,
where SK,i are the vertexes of K , i = 1, 2, 3, 4, GK is the centroid of K and RF,i are the vertexes
of a face F ⊂ ∂Ω of certain tetrahedrons K ∈ Th, i = 1, 2, 3.
Before pursuing we define the auxiliary function εh whose value in each K ∈ Th is constant
equal to ε(GK). Furthermore we introduce the norms ‖ {·} ‖εh,h and ‖ {·} ‖h of Vh, given by
({·}, {·})1/2εh ,h and ({·}, {·})
1/2
h , respectively. Similarly we denote by ‖ {·} ‖∂Ω,h the norm defined
by ({·}, {·})1,2∂Ω,h . Then still denoting the approximation of eh(kτ) by ekh, for k = 1, 2, ..., N we
determine ek+1h by,(
ek+1h − 2ekh + ek−1h
τ2
,v
)
εh,h
+ (∇ekh,∇v) + (∇ · εekh,∇ · v)− (∇ · ekh,∇ · v)
+
(
ek+1h − ek−1h
2τ
,v
)
∂Ω,h
= 0 ∀v ∈ Vh,
e0h = e0h and e
1
h = e
0
h + τe1h in Ω.
(3.11)
Now we recall a result given in Lemma 3 of [10], which allows us to assert that the norm ‖ v ‖εh
is bounded above by ‖ v ‖εh,h ∀v ∈ Vh. In order to prove such a result we use the barycentric
coordinates λK,i of tetrahedron K ∈ Th, i = 1, 2, 3, 4. We have u|K =
4∑
i=1
u(SK,i)λK,i. Since∫
k λK,iλK,jdx = volume(K)(1 + δi,j)/20, after straightforward manipulations we obtain,∫
K
εhu
2
|Kdx ≤
ε(GK)volume(K)
4
4∑
i=1
u2(SK,i).
This immediately implies that
‖ v ‖εh≤‖ v ‖εh,h ∀v ∈ Vh. (3.12)
For the same reason we have,
‖ v ‖∂Ω≤‖ v ‖∂Ω,h ∀v ∈ Vh. (3.13)
4 Stability analysis
In order to conveniently prepare the subsequent steps of the reliability study of scheme (3.11),
following a technique thoroughly exploited in [26], we carry out the stability analysis of a more
6
general form thereof, namely:(
ek+1h − 2ekh + ek−1h
τ2
,v
)
εh,h
+ (∇ekh,∇v) + (∇ · εekh,∇ · v)− (∇ · ekh,∇ · v)
+
(
ek+1h − ek−1h
2τ
,v
)
∂Ω,h
= Fk(v) + (dk,∇ · v) +Gk(v) ∀v ∈ Vh,
e0h = e0h and e
1
h = e
0
h + τe1h in Ω.
(4.14)
where for every k ∈ {1, 2, . . . , N − 1}, Fk and Gk are given bounded linear functionals over Vh
and the space of traces over ∂Ω of fields inVh equipped with the norms ‖ · ‖h and ‖ · ‖∂Ω,h respec-
tively. We denote by |Fk|h and |Gk|∂Ω,h the underlying norms of both functionals. dk in turn is a
given function in L2(Ω) for k ∈ {1, 2, . . . , N − 1}.
Taking v = ek+1h − ek−1h in (4.14) we get for k = 1, 2, . . . , N − 1,(
ek+1h − 2ekh + ek−1h
τ
,
ek+1h − ek−1h
τ
)
εh,h
+ (∇ekh,∇ek+1h −∇ek−1h )
+(∇ · {ε− 1}ekh,∇ · ek+1h −∇ · ek−1h ) +
(
ek+1h − ek−1h
2τ
, ek+1h − ek−1h
)
∂Ω.h
= Fk(ek+1h − ek−1h ) + (dk,∇ · {ek+1h − ek−1h }) +Gk(ek+1h − ek−1h )
(4.15)
Noting that ek+1h − 2ekh + ek−1h = (ek+1h − ekh) − (ekh − ek−1h ) and that ek+1h − ek−1h =
(ek+1h − ekh) + (ekh − ek−1h ), the following estimate trivially holds for equation (4.14):∥∥∥∥∥ek+1h − ekhτ
∥∥∥∥∥
2
εh,h
−
∥∥∥∥∥ekh − ek−1hτ
∥∥∥∥∥
2
εh,h
+ I1 + I2 + 2τ
∥∥∥∥∥ek+1h − ek−1h2τ
∥∥∥∥∥
2
∂Ω,h
≤ |Fk|h
∥∥∥ek+1h − ek−1h ∥∥∥
h
+ ‖dk‖‖∇ · (ek+1h − ek−1h )‖
+|Gk|∂Ω,h
∥∥∥ek+1h − ek−1h ∥∥∥
∂Ω,h
where
I1 := (∇ekh,∇{ek+1h − ek−1h });
and
I2 := (∇ · {ε− 1}ekh,∇ · {ek+1h − ek−1h }).
(4.16)
Next we estimate the terms I1 and I2 given by (4.16).
First of all it is easy to see that
I1 =
1
2
(‖∇ek+1h ‖2 + ‖∇ekh‖2 − ‖∇(ek+1h − ekh)‖2)
−1
2
(‖∇ekh‖2 + ‖∇ek−1h ‖2 − ‖∇(ekh − ek−1h )‖2).
(4.17)
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Next we note that,
I2 = J1 + J2
where
J1 := (∇ · ekh,∇ · {ek+1h − ek−1h })ε−1
and
J2 := (∇ε · ekh,∇ · {ek+1h − ek−1h }).
(4.18)
Similarly to (4.17) we can write,
J1 =
1
2
(‖∇ · ek+1h ‖2ε−1 + ‖∇ · ekh‖2ε−1 − ‖∇ · (ek+1h − ekh)‖2ε−1)
−1
2
(‖∇ · ekh‖2ε−1 + ‖∇ · ek−1h ‖2ε−1 − ‖∇ · (ekh − ek−1h )‖2ε−1)
(4.19)
Now observing that ∇ε ≡ 0 on ∂Ω, we integrate by parts J2 given by (4.18), to get
J2 = −(∇{∇ε · ekh}, ek+1h − ek−1h ). (4.20)
Let us rewrite J2 as,
J2 = M1 +M2
where
M1 := −
(
∇∇εekh, ek+1h − ek−1h
)
and
M2 := −
(
{∇ekh}T∇ε, ek+1h − ek−1h
) (4.21)
M1 in turn can be rewritten as follows:
M1 = N1 +N2
where
N1 := −τ
(
∇∇εekh,
ek+1h − ekh
τ
)
and
N2 := −τ
(
∇∇εekh,
ekh − ek−1h
τ
)
.
(4.22)
Then we further observe that
N1 = −τ2
k∑
i=1
(
∇∇εe
i
h − ei−1h
τ
,
ek+1h − ekh
τ
)
− τ
(
∇∇εe0h,
ek+1h − ekh
τ
)
. (4.23)
and hence,
N1 ≥ −τ2|ε|2,∞
∥∥∥∥∥ek+1h − ekhτ
∥∥∥∥∥
k∑
i=1
∥∥∥∥∥eih − ei−1hτ
∥∥∥∥∥+ τ |ε|2,∞‖e0h‖
∥∥∥∥∥ek+1h − ekhτ
∥∥∥∥∥
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or yet,
N1 ≥ −τ |ε|2,∞
∥∥∥∥∥ek+1h − ekhτ
∥∥∥∥∥
τ
√
k
 k∑
i=1
∥∥∥∥∥eih − ei−1hτ
∥∥∥∥∥
2
1/2 + ‖e0h‖
 ,
and noting that k ≤ T/τ we get
N1 ≥ −τ |ε|2,∞
∥∥∥∥∥ek+1h − ekhτ
∥∥∥∥∥
τ
√
T
τ
 k∑
i=1
∥∥∥∥∥eih − ei−1hτ
∥∥∥∥∥
2
1/2 + ‖e0h‖
 . (4.24)
Applying to (4.24) Young’s inequality ab ≤ δa2/2 + b2/(2δ) ∀a, b ∈ ℜ and δ > 0 with δ = 1, we
easily conclude that
N1 ≥ −τ
2
|ε|2,∞
2∥∥∥∥∥ek+1h − ekhτ
∥∥∥∥∥
2
+ τT
k∑
i=1
∥∥∥∥∥eih − ei−1hτ
∥∥∥∥∥
2
+ ‖e0h‖2
 . (4.25)
Similarly to (4.25),
N2 ≥ −τ
2
|ε|2,∞
2∥∥∥∥∥ekh − ek−1hτ
∥∥∥∥∥
2
+ τT
k∑
i=1
∥∥∥∥∥eih − ei−1hτ
∥∥∥∥∥
2
+ ‖e0h‖2
 . (4.26)
Combining (4.25) and (4.26) we come up with
M1 ≥ −τ |ε|2,∞
∥∥∥∥∥ek+1h − ekhτ
∥∥∥∥∥
2
+
∥∥∥∥∥ekh − ek−1hτ
∥∥∥∥∥
2
+ Lk
 ,
where
Lk := τT
k∑
i=1
∥∥∥∥∥eih − ei−1hτ
∥∥∥∥∥
2
+ ‖e0h‖2.
(4.27)
As forM2 given by (4.21) we have:
M2 ≥ − |ε|1,∞
∥∥∥∇ekh∥∥∥∥∥∥ek+1h − ek−1h ∥∥∥ ≥ −τ |ε|1,∞ ∥∥∥∇ekh∥∥∥
(∥∥∥∥∥ek+1h − ekhτ
∥∥∥∥∥+
∥∥∥∥∥ekh − ek−1hτ
∥∥∥∥∥
)
or yet
M2 ≥ −τ
2
|ε|1,∞
2‖∇ekh‖2 +
∥∥∥∥∥ek+1h − ekhτ
∥∥∥∥∥
2
+
∥∥∥∥∥ekh − ek−1hτ
∥∥∥∥∥
2
 . (4.28)
Now we recall (4.16) together with (3.13) and notice that for every square-integrable field A in
Ω we have ‖A‖ ≤ ‖A‖εh , Then taking into account that ‖∇ · v‖ ≤
√
3‖∇v‖ ∀v ∈ [H1(Ω)]3,
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and using Young’s inequality with δ = τ , δ = 1/τ and δ = τ , respectively, we easily obtain the
following estimates:
|Fk|h ‖ek+1h − ek−1h ‖ ≤
τ
2
|Fk|2h + τ
∥∥∥∥∥ek+1h − ekhτ
∥∥∥∥∥
2
h
+
∥∥∥∥∥ekh − ek−1hτ
∥∥∥∥∥
2
h
 ,
‖dk‖ ‖∇ · (ek+1h − ek−1h )‖ ≤
3
2τ
‖dk‖2 + τ(‖∇ek+1h ‖2 + ‖∇ek−1h )‖2),
|Gk|∂Ω,h
∥∥∥ek+1h − ek−1h ∥∥∥
∂Ω,h
≤ τ
2
|Gk|2∂Ω,h + 2τ
∥∥∥∥∥ek+1h − ek−1h2τ
∥∥∥∥∥
2
∂Ω,h
.
(4.29)
where in the first and the second inequality we also used the fact that ‖A±B‖2 ≤ 2(‖A‖2+‖B‖2)
for all square-integrable fieldsA and B.
Now we collect (4.17), (4.18), (4.19), (4.20), (4.21) and (4.27), (4.28), (4.29) to plug them into
(4.16). Using the fact that ‖ · ‖ ≤ ‖ · ‖h ≤ ‖ · ‖εh ≤ ‖ · ‖εh,h we obtain for 1 ≤ k ≤ N − 1:
(Ak −Bk) + (Ck −Dk) ≤ τ
2
|Fk|2h +
3
2τ
‖dk‖2 + τ
2
∣∣∣Gk∣∣∣2
∂Ωh
,
where
Ak :=
∥∥∥∥∥ek+1h − ekhτ
∥∥∥∥∥
2
εh,h
− τ
2
(2 + |ε|1,∞ + 2|ε|2,∞)
∥∥∥∥∥ek+1h − ekhτ
∥∥∥∥∥
2
εh,h
+
1
2
{
(1− 2τ)‖∇ek+1h ‖2 + (1− τ |ε|1,∞)‖∇ekh‖2
}
Bk :=
∥∥∥∥∥ekh − ek−1hτ
∥∥∥∥∥
2
εh,h
+
τ
2
(2 + |ε|1,∞ + 2|ε|2,∞)
∥∥∥∥∥ekh − ek−1hτ
∥∥∥∥∥
2
εh,h
+
1
2
{
(1 + 2τ) ‖∇ek−1h ‖2 + (1 + τ |ε|1,∞) ‖∇ekh‖2
}
+ τ |ε|2,∞Lk
Ck := −1
2
{
‖∇(ek+1h − ekh)‖2 + ‖∇ · (ek+1h − ekh)‖2ε−1
}
+
1
2
(
‖∇ · ek+1h ‖2ε−1 + ‖∇ · ekh‖2ε−1
)
Dk := −1
2
{
‖∇(ekh − ek−1h )‖2 + ‖∇ · (ekh − ek−1h )‖2ε−1
}
+
1
2
(
‖∇ · ekh‖2ε−1 + ‖∇ · ek−1h ‖2ε−1
)
.
(4.30)
Setting
η := 2 + |ε|1,∞ + 2|ε|2,∞;
θ := |ε|1,∞;
ρ := T 2|ε|2,∞,
(4.31)
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we can rewrite Ak and Bk as follows:
Ak :=
∥∥∥∥∥ek+1h − ekhτ
∥∥∥∥∥
2
εh,h
− τ
2
η
∥∥∥∥∥ek+1h − ekhτ
∥∥∥∥∥
2
εh,h
+
1
2
(
‖∇ek+1h ‖2 + ‖∇ekh‖2
)
− τ
(
‖∇ek+1h ‖2 +
θ
2
‖∇ekh‖2
)
;
Bk :=
∥∥∥∥∥ekh − ek−1hτ
∥∥∥∥∥
2
εh,h
+
τ
2
η
∥∥∥∥∥ekh − ek−1hτ
∥∥∥∥∥
2
εh,h
+
1
2
(
‖∇ek−1h ‖2 + ‖∇ekh‖2
)
+ τ
(
‖∇ek−1h ‖2 +
θ
2
‖∇ekh‖2
)
+
τρ
T 2
Lk
(4.32)
Then we note that for 1 ≤ k ≤ m− 1 with 2 ≤ m ≤ N − 1,
Ak−1 −Bk = −τη
∥∥∥∥∥ekh − ek−1hτ
∥∥∥∥∥
2
εh,h
− τ
(
1 +
θ
2
)(
‖∇ekh‖2 + ‖∇ek−1h ‖2
)
− τρ
T 2
Lk. (4.33)
It follows that
m∑
k=1
(Ak −Bk) = Am −B1 +
m∑
k=2
(Ak−1 −Bk)
=
1
2
(2− τη)
∥∥∥∥∥em+1h − emhτ
∥∥∥∥∥
2
εh,h
+
1
2
(1− 2τ) ‖∇em+1h ‖2 +
1
2
(1− τθ) ‖∇emh ‖2
−1
2
(2 + τη)
∥∥∥∥e1h − e0hτ
∥∥∥∥2
εh,h
− 1
2
(1 + 2τ) ‖∇e0h‖2 −
1
2
(1 + τθ) ‖∇e1h‖2 −
τρ
T 2
L1
−
m∑
k=2
τη
∥∥∥∥∥ekh − ek−1hτ
∥∥∥∥∥
2
εh,h
+
τ
2
(2 + θ)
(
‖∇ekh‖2 + ‖∇ek−1h ‖2
)
+
τρ
T 2
Lk
 .
(4.34)
Now we extend to k = 1 the summation range on the right hand side of (4.34) to obtain,
m∑
k=1
(Ak −Bk)
=
1
2
(2− τη)
∥∥∥∥∥em+1h − emhτ
∥∥∥∥∥
2
εh,h
+
1
2
(1− 2τ) ‖∇em+1h ‖2 +
1
2
(1− τθ) ‖∇emh ‖2
−1
2
(2− τη)
∥∥∥∥e1h − e0hτ
∥∥∥∥2
εh,h
− 1
2
(1− τθ) ‖∇e0h‖2 −
1
2
(1− 2τ) ‖∇e1h‖2
−
m∑
k=1
τη
∥∥∥∥∥ekh − ek−1hτ
∥∥∥∥∥
2
εh,h
+
τ
2
(2 + θ)
(
‖∇ekh‖2 + ‖∇ek−1h ‖2
)
+
τρ
T 2
Lk
 .
(4.35)
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Moreover since Ck−1 = Dk for allm ≥ k ≥ 2, recalling (4.30) we easily derive,
m∑
k=1
(Ck −Dk) = Cm −D1
= −1
2
{‖∇(em+1h − emh )‖2 + ‖∇ · (em+1h − emh )‖2ε−1}+ 12 (‖∇ · em+1h ‖2ε−1 + ‖∇ · emh ‖2ε−1)
+
1
2
{‖∇(e1h − e0h)‖2 + ‖∇ · (e1h − e0h)‖2ε−1}− 12 (‖∇ · e1h‖2ε−1 + ‖∇ · e0h‖2ε−1) .
(4.36)
Combining (4.35) and (4.36), we obtain for 2 ≤ m ≤ N − 1:
m∑
k=1
(Ak + Ck)−
m∑
k=1
(Bk +Dk)
=
1
2
(2− τη)
∥∥∥∥∥em+1h − emhτ
∥∥∥∥∥
2
εh,h
+
1
2
(1− 2τ) ‖∇em+1h ‖2 +
1
2
(1− τθ) ‖∇emh ‖2
−1
2
(2− τη)
∥∥∥∥e1h − e0hτ
∥∥∥∥2
εh,h
− 1
2
(1− τθ) ‖∇e0h‖2 −
1
2
(1− 2τ) ‖∇e1h‖2
−
m∑
k=1
τη
∥∥∥∥∥ekh − ek−1hτ
∥∥∥∥∥
2
εh,h
+
τ
2
(2 + θ)
(
‖∇ekh‖2 + ‖∇ek−1h ‖2
)
+
τρ
T 2
Lk

−1
2
{‖∇(em+1h − emh )‖2 + ‖∇ · (em+1h − emh )‖2ε−1}+ 12 (‖∇ · em+1h ‖2ε−1 + ‖∇ · emh ‖2ε−1)
+
1
2
{‖∇(e1h − e0h)‖2 + ‖∇ · (e1h − e0h)‖2ε−1}− 12 (‖∇ · e1h‖2ε−1 + ‖∇ · e0h‖2ε−1) .
(4.37)
On the other hand, recalling (4.27) we note that for 2 ≤ m ≤ N − 1
m∑
k=1
Lk ≤
m∑
k=1
τT m∑
i=1
∥∥∥∥∥eih − ei−1hτ
∥∥∥∥∥
2
+ ‖e0h‖2
 = Tmτ m∑
k=1
∥∥∥∥∥ekh − ek−1hτ
∥∥∥∥∥
2
+m‖e0h‖2
(4.38)
In short sincemτ ≤ T , from (4.38) we easily derive for 2 ≤ m ≤ N − 1:
τρ
T 2
m∑
k=1
Lk ≤ τρ
m∑
k=1
∥∥∥∥∥ekh − ek−1hτ
∥∥∥∥∥
2
+
ρ
T
‖e0h‖2. (4.39)
Plugging (4.39) into (4.37) and summing up both sides of (4.30) from k = 1 through k = m for
2 ≤ m ≤ N − 1 by using (4.32), (4.37) yields:
12
12
(2− τη)
∥∥∥∥∥em+1h − emhτ
∥∥∥∥∥
2
εh,h
+
1
2
(1− 2τ) ‖∇em+1h ‖2 +
1
2
(1− τθ) ‖∇emh ‖2
−1
2
(2− τη)
∥∥∥∥e1h − e0hτ
∥∥∥∥2
εh,h
− 1
2
(1− τθ) ‖∇e0h‖2 −
1
2
(1− 2τ) ‖∇e1h‖2
−
m∑
k=1
τ (η + ρ)
∥∥∥∥∥ekh − ek−1hτ
∥∥∥∥∥
2
εh,h
+
τ
2
(2 + θ)
(
‖∇ekh‖2 + ‖∇ek−1h ‖2
)
−1
2
{‖∇(em+1h − emh )‖2 + ‖∇ · (em+1h − emh )‖2ε−1}+ 12 (‖∇ · em+1h ‖2ε−1 + ‖∇ · emh ‖2ε−1)
+
1
2
{‖∇(e1h − e0h)‖2 + ‖∇ · (e1h − e0h)‖2ε−1}− 12 (‖∇ · e1h‖2ε−1 + ‖∇ · e0h‖2ε−1)
≤
m∑
k=1
(
τ
2
|Fk|2h +
3
2τ
‖dk‖2 + τ
2
∣∣∣Gk∣∣∣2
∂Ωh
)
+
ρ
T
‖e0h‖2.
(4.40)
Thus taking into account that e1h − e0h = τe1h, leaving on the left hand side only the terms with
superscripts m + 1 and m, and increasing the coefficients of ‖∇ejh‖2 for j = 0, 1 and ‖e1h‖2εh,h,
we derive for 2 ≤ m ≤ N − 1:
1
2
(2− τη)
∥∥∥∥∥em+1h − emhτ
∥∥∥∥∥
2
εh,h
+
1
2
(1− 2τ) ‖∇em+1h ‖2 +
1
2
(1− τθ) ‖∇emh ‖2
−1
2
{‖∇(em+1h − emh )‖2 + ‖∇ · (em+1h − emh )‖2ε−1}+ 12 (‖∇ · em+1h ‖2ε−1 + ‖∇ · emh ‖2ε−1)
≤
m∑
k=1
τ (η + ρ)
∥∥∥∥∥ekh − ek−1hτ
∥∥∥∥∥
2
εh,h
+
τ
2
(2 + θ)
(
‖∇ekh‖2 + ‖∇ek−1h ‖2
)
+
τ
2
|Fk|2h +
3
2τ
‖dk‖2 + τ
2
∣∣∣Gk∣∣∣2
∂Ω,h
}
+ ‖e1h‖2εh,h +
τ2
2
(‖∇e1h‖2 + ‖∇ · e1h‖2ε−1)
+
1
2
(‖∇e1h‖2 + ‖∇e0h‖2)+ 12 (‖∇ · e1h‖2ε−1 + ‖∇ · e0h‖2ε−1)+ ρT ‖e0h‖2.
(4.41)
Now we recall a classical inverse inequality (cf. [11]), according to which,
‖∇v‖ ≤ Ch−1‖v‖ ≤ Ch−1‖v‖εh,h for all v ∈ Vh, (4.42)
where C is a mesh-independent constant, and we apply the trivial upper bound ‖∇ · v‖ε−1 ≤√
3‖ε− 1‖∞‖∇v‖ for all v ∈ Vh.
Let us assume that τ satisfies the following CFL-condition:
τ ≤ h/ν with ν = C(1 + 3‖ε− 1‖∞)1/2. (4.43)
Then we have, ∀v ∈ Vh:
‖∇v‖2 + ‖∇ · v‖2ε−1 ≤ ν2
τ2
h2
‖v‖2
τ2
≤ ‖v‖
2
εh,h
τ2
(4.44)
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This means that
‖∇(em+1h − emh )‖2 + ‖∇ · (em+1h − emh )‖2ε−1 ≤
∥∥∥∥∥em+1h − emhτ
∥∥∥∥∥
2
εh,h
(4.45)
Plugging (4.45) into (4.41) we come up with,
1
2
(1− τη)
∥∥∥∥∥em+1h − emhτ
∥∥∥∥∥
2
εh,h
+
1
2
(1− 2τ) ‖∇em+1h ‖2 +
1
2
(1− τθ) ‖∇emh ‖2
≤
m∑
k=1
τ (η + ρ)
∥∥∥∥∥ekh − ek−1hτ
∥∥∥∥∥
2
εh,h
+
τ
2
(2 + θ)
(
‖∇ekh‖2 + ‖∇ek−1h ‖2
)
+
τ
2
|Fk|2h +
3
2τ
‖dk‖2 + τ
2
∣∣∣Gk∣∣∣2
∂Ω,h
}
+ ‖e1h‖2εh,h +
τ2
2
(‖∇e1h‖2 + ‖∇ · e1h‖2ε−1)
+
1
2
(‖∇e1h‖2 + ‖∇e0h‖2)+ 12 (‖∇ · e1h‖2ε−1 + ‖∇ · e0h‖2ε−1)+ ρT ‖e0h‖2.
(4.46)
Next we note that both 1− 2τ and 1− τθ are bounded below by 1− τη and moreover 12(2 + θ) is
obviously bounded above by η + ρ. Therefore it is easy to see that (4.46) can be transformed into :
1
2
(1− τη)
∥∥∥∥∥em+1h − emhτ
∥∥∥∥∥
2
εh,h
+ ‖∇em+1h ‖2 + ‖∇emh ‖2

≤ SN + E0 +
m∑
k=1
τ (η + ρ)
∥∥∥∥∥ekh − ek−1hτ
∥∥∥∥∥
2
εh,h
+ ‖∇ekh‖2 + ‖∇ek−1h ‖2
 , (4.47)
where
SN :=
N−1∑
k=1
(
τ
2
|Fk|2h +
3
2τ
‖dk‖2 + τ
2
∣∣∣Gk∣∣∣2
∂Ω,h
)
E0 := ‖e1h‖2εh,h +
τ2
2
(‖∇e1h‖2 + ‖∇ · e1h‖2ε−1)
+
1
2
(‖∇e1h‖2 + ‖∇e0h‖2)+ 12 (‖∇ · e1h‖2ε−1 + ‖∇ · e0h‖2ε−1)+ ρT ‖e0h‖2.
(4.48)
Let us assume that τ ≤ 1
2η
. Then from (4.48) we have
∥∥∥∥∥em+1h − emhτ
∥∥∥∥∥
2
εh,h
+ ‖∇em+1h ‖2 + ‖∇emh ‖2
≤ 4
SN +E0 +
m∑
k=1
τ (η + ρ)
∥∥∥∥∥ekh − ek−1hτ
∥∥∥∥∥
2
εh,h
+ ‖∇ekh‖2 + ‖∇ek−1h ‖2
 .
(4.49)
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Now setting
β = 4Nτ(η + ρ) = 4T
{
2 + |ε|1,∞ + (2 + T 2)|ε|2,∞
}
, (4.50)
from the discrete Gro¨nwall’s Lemma and (3.12) from (4.49) we derive for allm ≤ N − 1:∥∥∥∥∥em+1h − emhτ
∥∥∥∥∥
2
+ ‖∇em+1h ‖2 + ‖∇emh ‖2 ≤ 4(SN + E0)eβ , (4.51)
as long as τ ≤ min{h/ν, 1/(2η)}, where ν, η-ρ and β are defined in (4.43), (4.31) and (4.50),
respectively, and in the expression of E0, e
1
h is to be replaced by e
0
h + τe1h.
5 Scheme consistency
Before pursuing the reliability study of our scheme we need some approximation results related to
the Maxwell’s equations. The arguments employed in this section found their inspiration in Thome´e
[30] and in Ruas [26].
5.1 Preliminaries
Henceforth we assume that Ω is a convex polyhedron. In this case one may reasonably assume
that for every g ∈ [L20(Ω)]3, where L20(Ω) is the subspace of L2(Ω) consisting of functions whose
integral in Ω equals zero, the solution vg ∈ [H1(Ω) ∩ L20(Ω)]3 of the equation
−∇2vg −∇[(ε− 1)∇ · vg] = g in Ω
∂nvg = 0 on ∂Ω.
(5.52)
belongs to [H2(Ω)]3.
Another result that we take for granted in this section is the existence of a constant C such that,
∀g ∈ [L20(Ω)]3 it holds ‖H(vg)‖ ≤ C‖g‖, (5.53)
where H(·) is the Hessian of a function or field. (5.53) is a result whose grounds can be found
in analogous inequalities applying to the scalar Poisson problem and to the Stokes system. In fact
(5.52) can be viewed as a problem half way between the (vector) Poisson problem and a sort of
generalized Stokes system, both with homogeneous Neumann boundary conditions. In order to
create such a system we replace in (5.52) −(ε − 1)∇ · vg by a fictitious pressure pg. Then the
resulting equation is supplemented by the relation (ε − 1)∇ · vg + pg = 0 in Ω. Akin to the
classical Stokes system, the operator associated with this system is weakly coercive over [H1(Ω) ∩
L20(Ω)]
3×L20(Ω) equipped with the natural norm. This can be verified by choosing in the underlying
variational form a test fieldw = (ε− 1/2)vg in the first equation, and a test-function q = pg in the
second equation. Thus the convexity of Ω strongly supports (5.53).
Now in order to establish the consistency of the explicit scheme (3.11) we first introduce an auxiliary
field eˆh(·, t) belonging toVh for every t ∈ [0, T ], uniquely defined up to an additive field depending
only on t as follows, for every t ∈ [0, T ]:
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(∇eˆh{·, t},∇v) + (∇ · eˆh{·, t},∇ · v)ε−1 = (∇e{·, t},∇v) + (∇ · e{·, t},∇ · v)ε−1 ∀v ∈ Vh.
(5.54)
The time-dependent additive field up to which eˆh{·, t} is defined can be determined by requiring
that
∫
Ω{eˆh(·, t) − e(·, t)}dx = 0 ∀t ∈ [0, T ].
Let us further assume that for every t ∈ [0, T ] e(·, t) ∈ [H2(Ω)]3. In this case, from classical
approximation results based on the interpolation error, we can assert that,
‖∇{eˆh(·, t) − e(·, t)}‖ + ‖∇ · {eˆh(·, t)− e(·, t)}‖ε−1 ≤ Cˆ1h‖H(e)(·, t)‖ ∀t ∈ [0, T ], (5.55)
where Cˆ1 is a mesh-independent constant.
Let us show that there exists another mesh-independent constant Cˆ0 such that for every t ∈ [0, T ] it
holds,
‖eˆh(·, t) − e(·, t)‖ ≤ Cˆ0h2‖H(e)(·, t)‖ ∀t ∈ [0, T ]. (5.56)
Since eˆh(·, t) − e(·, t) ∈ [L20(Ω)]3 for every t, we may write:
‖eˆh(·, t) − e(·, t)‖ = sup
g∈[L2
0
(Ω)]3\{0}
(eˆh{·, t} − e{·, t},g)
‖g‖ ∀t ∈ [0, T ]. (5.57)
Defining W := {w | w ∈ [H2(Ω) ∩ L20(Ω)]3 ∂nw = 0 on ∂Ω}, owing to (5.53) we have
∀t ∈ [0, T ]:
‖eˆh(·, t)− e(·, t)‖ ≤ C sup
w∈W\{0}
(eˆh{·, t} − e{·, t},−∇2w −∇{ε− 1}∇ ·w)
‖H(w)‖ . (5.58)
Since ∂nw = 0 and ε = 1 on ∂Ω we may integrate by parts the numerator in (5.58) to obtain for
every t ∈ [0, T ],
‖eˆh(·, t)−e(·, t)‖ ≤ C sup
w∈W\{0}
(∇[eˆh{·, t} − e{·, t}],∇w) + (∇ · [eˆh{·, t} − e{·, t}],∇ ·w)ε−1
‖H(w)‖ .
(5.59)
Taking into account (5.54) the numerator of (5.59) can be rewritten as
(∇[eˆh{·, t} − e{·, t}],∇[w − v]) + (∇ · [eˆh{·, t} − e{·, t}],∇ · [w − v])ε−1 ∀v ∈ Vh.
Then choosing v to be theVh-interpolate ofw, taking into account (5.55) we easily establish (5.56)
with Cˆ0 = CCˆ
2
1 .
To conclude these preliminary considerations, we refer to Chapter 5 of [26], to conclude that the
second order time-derivative ∂tteˆh(·, t) is well defined in [H1(Ω)]3 for every t ∈ [0, T ], as long
as ∂tte(·, t) lies in [H1(Ω)]3 for every t ∈ [0, T ]. Moreover, provided ∂tte ∈ [H2(Ω)]3 for every
t ∈ [0, T ], the following estimate holds:
‖∂tt{eˆh(·, t) − e(·, t)}‖ ≤ Cˆ0h2‖H(∂tte)(·, t)‖ ∀t ∈ [0, T ]. (5.60)
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In addition to the results given in this sub-section, we recall that, according to the Sobolev Embed-
ding Theorem, there exists a constant CT depending only on T such that it holds:
‖u‖L∞(0,T ) ≤ CT [‖u‖2L2(0,T ) + ‖ut‖2L2(0,T )]1/2 ∀u ∈ H1(0, T ). (5.61)
In the remainder of this work we assume a certain regularity of e, namely,
Assumption∗ : The solution e to equation (2.1) belongs to [H4{Ω× (0, T )}]3.
Now taking u = ‖H(e)(·, t)‖ we have ut(t) =
∫
Ω{H(e) : H(∂te)}(x, t)dx
‖{H(e)}(·, t)‖ , where : denotes the
inner product of two constant tensors of order greater than or equal to three. Then by the Cauchy-
Schwarz inequality and taking into account Assumption ∗, it trivially follows from (5.61) that the
following upper bound holds:
‖{H(e)}(·, t)‖ ≤ CT [‖‖H(e)‖‖2L2(0,T ) + ‖‖H(∂te)‖‖2L2(0,T )]1/2 ∀t ∈ (0, T ). (5.62)
In complement to the above ingredients we extend the inner products (·, ·)εh,h and (·, ·)∂Ω,h, and
associated norms ‖ · ‖εh,h and ‖ · ‖∂Ω,h in a semi-definite manner, to fields in [L2(Ω)]N , N ≤ 3 as
follows:
First of all, ∀K ∈ Th let ΠK : L2(K) → P1(K) be the standard orthogonal projection operator
onto the space P1(K) of linear functions inK . We set
∀u and v ∈ [L2(Ω)]N , (u,v)εh,h :=
∑
K∈Th
ε(GK)volume(K)
4
4∑
i=1
ΠKu(SK,i) ·ΠKv(SK,i).
Let us generically denote by F ⊂ ∂Ω a face of tetrahedron K such that area(K ∩ ∂Ω) > 0.
Moreover we denote by ΠF (v) the standard orthogonal projection of a function v ∈ L2(F ) onto the
space of linear functions on F . Similarly we define:
∀u and v ∈ [L2(∂Ω)]N , (u,v)∂Ω,h :=
∑
F⊂∂Ω
area(F )
3
3∑
i=1
ΠFu(RF,i) · ΠFv(RF,i).
It is noteworthy that whenever u and v belong toVh, both semi-definite inner products coincide
with the inner products previously defined for such fields.
The following results hold in connection to the above inner products:
Lemma 5.1. Let ∆εh(u,v) := (u,v)εh ,h − (u,v)εh for u,v ∈ [L2(Ω)]N There exists a mesh
independent constant cΩ such that ∀u ∈ [H1(Ω)]3 and ∀v ∈ Vh,
|∆εh(u,v)| ≤ cΩ ‖ ε ‖0,∞ h ‖ ∇u ‖‖ v ‖h . (5.63)
Lemma 5.2. Let Γh(γ{u}, γ{v}) := (γ{u}, γ{v})∂Ω,h − (γ{u}, γ{v})∂Ω for u,v ∈ [H1(Ω)]N ,
where γ{w} represents the trace on ∂Ω of a function w ∈ H1(Ω). Let also ∇∂Ω be the tangential
gradient operator over ∂Ω. There exists a mesh independent constant c˜∂Ω such that ∀u ∈ [H2(Ω)]3
and ∀v ∈ Vh,
|Γh(γ{u}, γ{v})| ≤ c˜∂Ωh ‖ ∇∂Ωγ{u} ‖∂Ω‖ γ{v} ‖∂Ω,h . . (5.64)
17
The proof of Lemma 5.1 is based on the Bramble-Hilbert Lemma, and we refer to [10] for more
details. Lemma 5.2 in turn follows from the same arguments combined with the Trace Theorem,
which ensures that ∇∂Ωγ{u} is well defined in [L2(∂Ω)]3 if u ∈ [H2(Ω)]3. Incidentally the Trace
Theorem allows us to bound above the right hand side of (5.64) in such a way that the following
estimate also holds for another mesh independent constant c∂Ω:
|Γh(γ{u}, γ{v})| ≤ c∂Ωh[‖ ∇u ‖2 + ‖ H(u) ‖2]1/2 ‖ γ{v} ‖∂Ω,h . . (5.65)
To conclude we prove the validity of the following upper bounds:
Lemma 5.3. ∀v ∈ [L2(Ω)]3 it holds
‖v‖εh,h ≤
√
5 ‖ v ‖εh .
Proof: Denoting by Πh(v) the function defined in Ω whose restriction to every K ∈ Th is
ΠK(v) for a given v ∈ [L2(Ω)]3, from an elementary property of the orthogonal projection we
have
‖ Πh(v) ‖εh≤‖ v ‖εh , ∀v ∈ [L2(Ω)]3. (5.66)
Now taking v such that v|K ∈ P1(K) ∀K ∈ Th, by a straightforward calculation using the expres-
sion of v|K in terms of barycentric coordinates we have:
∫
K
ε(GK)v
2
|Kdx =
ε(GK)volume(K)
10

4∑
i=1
|v(SK,i)|2 +
3∑
i=1
4∑
j=i+1
v(SK,i)v(SK,j)
 .
It trivially follows that
∫
K
ε(GK)v
2
|Kdx =
ε(GK)volume(K)
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
4∑
i=1
|v(SK,i)|2 +
[
4∑
i=1
v(SK,i)
]2 .
and finally
5
∫
K
ε(GK)v
2
|Kdx ≥
ε(GK)volume(K)
4
4∑
i=1
|v(SK,i)|2.
This immediately yields Lemma 5.3, taking into account (5.66).
Lemma 5.4. ∀v ∈ [L2(∂Ω)]3 it holds ‖v‖∂Ω,h ≤ 2 ‖ v ‖∂Ω.
The proof of this Lemma is based on arguments entirely analogous to Lemma 5.3.
5.2 Residual estimation
To begin with we define for k = 0, 1, . . . , N functions eˆkh ∈ Vh by eˆkh(·) := eˆh(·, kτ). In the sequel
for any function or field A defined in Ω× (0, T ), Ak(·) denotes A(·, kτ), except for other quantities
carrying the subscript h such as ekh.
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Let us substitute ekh by eˆ
k
h for k = 2, 3, . . . , N on the left hand side of the first equation of (3.11)
and take also as initial conditions eˆ
j
h instead of e
j
h, j = 0, 1.
The case of the initial conditions will be dealt with in the next section in the framework of the
convergence analysis. As for the variational residual Ekh(v) resulting from the above substitution,
where Ekh being a linear functional acting on Vh, it can be expressed in the following manner:
Ekh(v) = ({∂tte}k,v)ε + (∇ek,∇v) + (∇ · ek,∇ · v)ε−1 + (∇ε · ek,∇ · v) + ({∂te}k,v)∂Ω
+F¯k(v) + (d¯k,∇ · v) + G¯k(v) ∀v ∈ Vh,
(5.67)
where
d¯k = ∇ε · {eˆkh − ek}, (5.68)
and F¯k(v) and G¯k(v) can be written as follows:
F¯k(v) = Fk1(v) +F
k
2(v) + F
k
3(v) + F
k
4(v),
with
Fk1(v) = (T
k(eˆh − e),v)εh ,h;
Fk2(v) = ∆εh(T
k(e),v);
Fk3(v) = ((εh − ε)Tk(e),v);
Fk4(v) = (T
k(e)− {∂tte}k,v)ε,
(5.69)
Tk being the finite-difference operator defined by,
Tk(·) := {·}
k+1 − 2{·}k + {·}k−1
τ2
, (5.70)
and
G¯k(v) = Gk1(v) +G
k
2(v) +G
k
3(v),
with
Gk1(v) = (Q
k(eˆh − e),v)∂Ω,h;
Gk2(v) = Γh(Q
k(e),v);
Gk3(v) = (Q
k(e)− {∂te}k,v)∂Ω,
(5.71)
Qk being the finite-difference operator defined by,
Qk(·) := {·}
k+1 − {·}k−1
2τ
. (5.72)
Notice that, under Assumption ∗ both ∂te(·, t) and ∂tte(·, t) belong to [H1(Ω)]3 for every t ∈
[0, T ]. Hence we can define ∂teˆh from ∂te and ∂tteˆh from ∂tte in the same way as eˆh is defined
from e. Moreover straightforward calculations lead to,
Tk(·) = 1
τ2
{∫ kτ
(k−1)τ
(∫ kτ
t
∂tt{·} ds
)
dt+
∫ (k+1)τ
kτ
(∫ t
kτ
∂tt{·} ds
)
dt
}
. (5.73)
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Furthermore another straightforward calculation allows us writing:
Tk(e) = {∂tte}k +Rk(e)
where
Rk(e) :=
1
2τ2
[
−
∫ kτ
(k−1)τ
{t− (k − 1)τ}2∂tttedt+
∫ (k+1)τ
kτ
{(k + 1)τ − t}2∂tttedt
]
.
(5.74)
Similarly,
Qk(·) = 1
2τ
∫ (k+1)τ
(k−1)τ
∂t{·} dt, (5.75)
and
Qk(e) = {∂te}k + Sk(e),
where
Sk(e) =
1
2τ
[
−
∫ kτ
(k−1)τ
{t− (k − 1)τ}∂ttedt+
∫ (k+1)τ
kτ
{(k + 1)τ − t}∂ttedt
]
.
(5.76)
Now we note that the sum of the terms on the first line of the expression of Ekh(v) equals zero
because they are just the left hand side of (2.2) at time t = kτ . Therefore the functions eˆkh ∈ Vh
are the solution of the following problem, for k = 1, 2, . . . , N − 1:
(
ε
eˆk+1h − 2eˆkh + eˆk−1h
τ2
,v
)
+ (∇eˆkh,∇v) + (∇ · {εeˆkh},∇ · v)− (∇ · eˆkh,∇ · v)
+
(
eˆk+1h − eˆk−1h
2τ
,v
)
∂Ω
= F¯k(v) + (d¯k,∇ · v) + G¯k(v) ∀v ∈ Vh,
eˆ0h(·) = eˆh(·, 0) and eˆ1h(·) = eˆh(·, τ) in Ω,
(5.77)
d¯k, F¯k and G¯k being given by (5.68), (5.69)-(5.70) and (5.71)-(5.72).
Estimating ‖d¯k‖ is a trivial matter. Indeed, since ek ∈ [H2(Ω)]3, from (5.56) we immediately
obtain,
‖d¯k‖ ≤ Cˆ0h2|ε|1,∞‖H(ek)‖. (5.78)
Therefore consistency of the scheme will result from suitable estimations of |F¯k|h and |G¯k|∂Ω,h in
terms of e, ε, τ and h, which we next carry out.
First of all we derive some upper bounds for the operators Tk(·), Qk(·),Rk(·) and Sk(·). With this
aim we denote by | · | the euclidean norm of ℜM , forM ≥ 1.
From (5.73) and the Cauchy-Schwarz inequality, we easily derive for every x ∈ Ω and u such that
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{∂ttu}(·, t) ∈ [H2(Ω)]3 ∀t ∈ (0, T ),
|Tkh{u(x)}| ≤
1
τ2
{∫ kτ
(k−1)τ
[∫ kτ
t
|{∂ttu}(x)| ds
]
dt+
∫ (k+1)τ
kτ
[∫ t
kτ
|{∂ttu}(x)| ds
]
dt
}
≤ 1
τ2
{∫ kτ
(k−1)τ
[∫ kτ
(k−1)τ
|{∂ttu}(x)| ds
]
dt+
∫ (k+1)τ
kτ
[∫ (k+1)τ
kτ
|{∂ttu}(x)| ds
]
dt
}
=
1
τ
∫ (k+1)τ
(k−1)τ
|{∂ttu}(x)| dt.
It follows that, for every u such that {∂ttu}(·, t) ∈ [H2(Ω)]3 ∀t ∈ (0, T ) we have,
|Tkh{u(x)}| ≤
√
2
τ
[∫ (k+1)τ
(k−1)τ
|{∂ttu}(x)|2 dt
]1/2
. (5.79)
Furthermore, from (5.74) and the inequality a+ b ≤ [2(a2 + b2)]1/2 ∀a, b ∈ ℜ, for every x ∈ Ω we
obtain:
|Rk{e(x)}| ≤ 1
2
[∫ kτ
(k−1)τ
|{∂ttte}(x)| dt+
∫ (k+1)τ
kτ
|{∂ttte}(x)| dt
]
≤
√
τ
2
{∫ kτ
(k−1)τ
|{∂ttte}(x)|2 dt
}1/2
+
{∫ (k+1)τ
kτ
|{∂ttte}(x)|2 dt
}1/2 .
It follows that,
|Rk{e(x)}| ≤
√
τ
2
[∫ (k+1)τ
(k−1)τ
|{∂ttte}(x)|2 dt
]1/2
. (5.80)
On the other hand from (5.75) and the Cauchy-Schwarz inequality we trivially have for every
x ∈ ∂Ω and u such that γ{∂tu}(·, t) ∈ [H3/2(∂Ω)]3 ∀t ∈ (0, T ):
|Qk{u(x)}| ≤ 1√
2τ
[∫ (k+1)τ
(k−1)τ
|{∂tu}(x)|2dt
]1/2
. (5.81)
Finally, similarly to (5.80), from (5.76) for every x in ∂Ω we successively derive,
|Sk{e(x)}| ≤ 1
2
[∫ kτ
(k−1)τ
|{∂tte}(x)| dt+
∫ (k+1)τ
kτ
|{∂tte}(x)| dt
]
≤
√
τ
2
{∫ kτ
(k−1)τ
|{∂tte}(x)|2 dt
}1/2
+
{∫ (k+1)τ
kτ
|{∂tte}(x)|2 dt
}1/2 .
Therefore it holds,
|Sk{e(x)}| ≤
√
τ
2
[∫ (k+1)τ
(k−1)τ
|{∂tte}(x)|2 dt
]1/2
. (5.82)
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Notice that bounds entirely analogous to (5.79) and (5.81) hold for∇Tk(·) = Tk(∇·) and∇∂ΩQk(·) =
Qk(∇∂Ω·), that is, ∀x ∈ Ω,
|∇Tkh(e)(x)| ≤
√
2
τ
[∫ (k+1)τ
(k−1)τ
|{∂tt∇e}(x)|2 dt
]1/2
, (5.83)
and ∀x ∈ ∂Ω,
|∇∂ΩQk(e)(x)| ≤ 1√
2τ
[∫ (k+1)τ
(k−1)τ
|{∂t∇∂Ωe}(x)|2dt
]1/2
. (5.84)
Next we estimate the four terms in the expression (5.69) of Fk(v).
With the use of (5.79) and of Lemma 5.3 followed by a trivial manipulation, we successively have:
|Fk1(v)| ≤‖ ε ‖0,∞
√
2
τ
∥∥∥∥∥∥
[∫ (k+1)τ
(k−1)τ
|{∂tt(eˆh − e)}(·, t)|2 dt
]1/2∥∥∥∥∥∥
h
‖ v ‖h
≤ √5 ‖ ε ‖0,∞
√
2
τ
∥∥∥∥∥∥
[∫ (k+1)τ
(k−1)τ
|{∂tt(eˆh − e)}(·, t)|2 dt
]1/2∥∥∥∥∥∥ ‖ v ‖h
≤ √5 ‖ ε ‖0,∞
√
2
τ
[∫ (k+1)τ
(k−1)τ
‖{∂tt(eˆh − e)}(·, t)‖2 dt
]1/2
‖ v ‖h
(5.85)
Recalling (5.69) and applying (5.60) to (5.85), we come up with,
|Fk1(v)| ≤ Cˆ0h2
√
10
τ
‖ ε ‖0,∞
[∫ (k+1)τ
(k−1)τ
‖ {H(∂tte)}(·, t) ‖2 dt
]1/2
‖ v ‖h . (5.86)
Next, combining (5.63) and (5.83) we immediately obtain.
|Fk2(v)| ≤ cΩh ‖ ε ‖0,∞
√
2
τ
[∫ (k+1)τ
(k−1)τ
| {∂tt∇e}(·, t)‖2 dt
]1/2
‖ v ‖h . (5.87)
Further, from (3.12), (5.73), (5.83) and the standard estimate ‖ εh − ε ‖0,∞≤ C∞h|ε|1,∞ where
C∞ is a mesh-independent constant, we derive
|Fk3(v)| ≤ C∞h|ε|1,∞
√
2
τ
[∫ (k+1)τ
(k−1)τ
‖{∂tte}(·, t)‖2 dt
]1/2
‖ v ‖h (5.88)
Finally by (3.12), (5.74) and (5.80), we have
|Fk4(v)| ≤‖ ε ‖0,∞
√
τ
2
[∫ (k+1)τ
(k−1)τ
‖{∂ttte}(·, t)‖2 dt
]1/2
‖ v ‖h . (5.89)
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Now we turn our attention to the three terms in the expression (5.71) of Gk(v). First of all,
owing to Assumption∗ and standard error estimates, we can write for a suitable mesh-independent
constant Cˆ1:
‖ {∇∂t(eˆh − e)}(·, t) ‖≤ Cˆ1h ‖ {H(∂te)}(·, t)) ‖, ∀t ∈ [0, T ]. (5.90)
On the other hand, by the Trace Theorem there exists a contant CTr depending only on Ω such that,
‖ {∂t(eˆh−e)}(·, t) ‖∂Ω≤ CTr[‖ {∂t(eˆh−e)}(·, t) ‖2 + ‖ {∇∂t(eˆh−e)}(·, t) ‖2]1/2 ∀t ∈ [0, T ].
(5.91)
Hence by (5.60), (5.90) and (5.91), we have, for a suitable mesh-independent constant CB :
‖ {∂t(eˆh − e)}(·, t) ‖∂Ω≤ CBh ‖ {H(∂te)}(·, t) ‖ ∀t ∈ [0, T ]. (5.92)
Now recalling (5.69) and taking into account (5.84) and Lemma 5.4, similarly to (5.85) we first
obtain:
|Gk1(v)| ≤
2√
2τ
[∫ (k+1)τ
(k−1)τ
‖{∂t(eˆh − e)}(·, t)‖2∂Ω dt
]1/2
‖ v ‖∂Ω,h . (5.93)
Then using (5.92) we immediately establish,
|Gk1(v)| ≤ CBh
√
2
τ
[∫ (k+1)τ
(k−1)τ
‖ {H(∂te)}(·, t) ‖2 dt
]1/2
‖ v ‖∂Ω,h . (5.94)
Next we switch toGk2 . Using (5.65) and (5.84), similarly to (5.87) we derive,
|Gk2(v)| ≤ c∂Ωh
√
2
τ
[∫ (k+1)τ
(k−1)τ
(‖ {∇∂te}(·, t) ‖2 + ‖ {H(∂te)}(·, t) ‖2) dt
]1/2
‖ v ‖∂Ω,h .
(5.95)
As for Gk3 , taking into account (5.76) together with (5.82) and (3.13), we obtain:
|Gk3(v)| ≤
√
τ
2
[∫ (k+1)τ
(k−1)τ
‖{∂tte}(·, t)‖2∂Ω dt
]1/2
‖ v ‖∂Ω,h . (5.96)
Then using the Trace Theorem (cf. (5.91)), we finally establish,
|Gk3(v)| ≤ CTr
√
τ
2
[∫ (k+1)τ
(k−1)τ
(‖ {∂tte}(·, t) ‖2 + ‖ {∇∂tte}(·, t) ‖2) dt
]1/2
‖ v ‖∂Ω,h .
(5.97)
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Now collecting (5.86), (5.87), (5.88) and (5.89) we can write,
|F¯ k|h ≤ Cˆ0h2
√
10
τ
‖ ε ‖0,∞
[∫ (k+1)τ
(k−1)τ
‖ {H(∂tte)}(·, t) ‖2 dt
]1/2
+cΩh ‖ ε ‖0,∞
√
2
τ
[∫ (k+1)τ
(k−1)τ
| {∂tt∇e}(·, t)‖2 dt
]1/2
+C∞h|ε|1,∞
√
2
τ
[∫ (k+1)τ
(k−1)τ
‖{∂tt∇e}(·, t)‖2 dt
]1/2
+ ‖ ε ‖0,∞
√
τ
2
[∫ (k+1)τ
(k−1)τ
‖{∂ttte}(·, t)‖2 dt
]1/2
.
(5.98)
On the other hand (5.94), (5.95) and (5.97) yield,
|G¯k|∂Ω,h ≤ CBh
√
2
τ
[∫ (k+1)τ
(k−1)τ
‖ {H(∂te)}(·, t) ‖2 dt
]1/2
+c∂Ωh
√
2
τ
[∫ (k+1)τ
(k−1)τ
(‖ {∇∂te}(·, t) ‖2 + ‖ {H(∂te)}(·, t) ‖2) dt
]1/2
+CTr
√
τ
2
[∫ (k+1)τ
(k−1)τ
(‖ {∂tte}(·, t) ‖2 + ‖ {∇∂tte}(·, t) ‖2) dt
]1/2
.
(5.99)
Then, taking into account (5.77) and the stability condition (4.43), by inspection we can assert that
the consistency of scheme (3.11) is an immediate consequence of (5.78), (5.98) and (5.99).
6 Convergence results
In order to establish the convergence of scheme (3.11) we combine the stability and consistence re-
sults obtained in the previous sections. With this aim we define e¯kh := eˆ
k
h−ekh for k = 0, 1, 2, . . . , N .
By linearity we can assert that the variational residual on the left hand side of the first equation of
(3.11) for k = 2, 3, . . . , N , when the ekhs are replaced with the e¯
k
hs, and e
j
h is replaced with e¯
j
h for
j = 0, 1, is exactly Ekh(v), since the residual corresponding to the e
k
h’s vanishes by definition. The
initial conditions e¯
j
h for j = 0 and j = 1 corresponding to the thus modified problem have to be
estimated. This is the purpose of the next subsection.
6.1 Initial-condition deviations
Here we turn our attention to the estimate of E¯0, which accounts for the deviation in the initial
conditions appearing in the stability inequality (4.51) that applies to the modification of (3.11) when
ekh is replaced by e¯
k
h.
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Let us first define,
eˆ1h := (eˆ
1
h − eˆ0h)/τ
e¯1h := eˆ1h − e1h,
E¯0 := ‖e¯1h‖2εh,h +
τ2
2
(‖∇e¯1h‖2 + ‖∇ · e¯1h‖2ε−1)
+
1
2
(‖∇e¯1h‖2 + ‖∇e¯0h‖2)+ 12 (‖∇ · e¯1h‖2ε−1 + ‖∇ · e¯0h‖2ε−1)+ T |ε|2,∞‖e¯0h‖2
(6.100)
Recalling that e1h = e
0
h+τe1h we have e¯
1
h = e¯
0
h+τ e¯1h. Thus, taking eitherA = ∇e¯0h orA = ∇·e¯0h
and either B = τ∇e¯1h or B = τ∇· e¯1h, we apply twice the inequality ‖A+B‖2/2 ≤ ‖A‖2+‖B‖2
to (6.100) together with Lemma 5.3, to obtain,
E¯0 ≤ 3
2
{‖∇e¯0h‖2 + ‖∇ · e¯0h‖2ε−1 + τ2 (‖∇e¯1h‖2 + ‖∇e¯1h‖2ε−1)}
+T |ε|2,∞‖e¯0h‖2 + 5‖ε‖0,∞‖e¯1h‖2.
(6.101)
Finally using the inequality ‖∇·v‖2ε−1 ≤ 3‖ε−1‖0,∞‖∇v‖2 ∀v ∈ [H1(Ω)]3, after straightforward
manipulations we easily derive from (6.101):
E¯0 ≤ 3(1 + 3‖ε− 1‖0,∞)
2
(‖∇e¯0h‖2 + τ2‖∇e¯1h‖2)+ T |ε|2,∞‖e¯0h‖2 + 5‖ε‖0,∞‖e¯1h‖2.
(6.102)
We next use the obvious splitting e¯0h = (eˆ
0
h − e0) + (e0 − e0h), together with the trivial one,
e¯1h =
eˆ1h − eˆ0h
τ
− e1h = ({∂teˆh}|t=0 − e1) +
1
τ
∫ τ
0
(τ − t)∂tteˆh dt+ (e1 − e1h). (6.103)
Then plugging (6.103) into (6.102), since [
∑p
i=1 ‖Ai‖]2 ≤ p
∑p
i=1 ‖Ai‖2 for any set of p functions
or fields Ai, we obtain:
E¯0 ≤ 3(1 + 3‖ε − 1‖0,∞)
2
[
2
{‖∇(eˆ0h − e0)‖2 + ‖∇(e0 − e0h)‖2}
3τ2
{
‖∇∂t(eˆh − e)(·, 0)‖2 + 1
τ2
∥∥∥∥∫ τ
0
(τ − t)∂tt∇eˆh dt
∥∥∥∥2 + ‖∇(e1 − e1h)‖2
}]
+2T |ε|2,∞
(‖eˆ0h − e0‖2 + ‖e0 − e0h‖2)
+15‖ε‖0,∞
{
‖∂t(eˆh − e)(·, 0)‖2 + 1
τ2
∥∥∥∥∫ τ
0
(τ − t)∂tteˆh dt
∥∥∥∥2 + ‖e1 − e1h‖2
}
.
(6.104)
Owing to a trivial upper bound and to the Cauchy-Schwarz inequality we easily derive
1
τ2
∥∥∥∥∫ τ
0
(τ − t)∇∂tteˆh dt
∥∥∥∥2 ≤ ∥∥∥∥∫ τ
0
|∇∂tteˆh|dt
∥∥∥∥2 ≤ τ
∥∥∥∥∥
[∫ τ
0
|∇∂tteˆh|2dt
]1/2∥∥∥∥∥
2
.
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It follows that,
1
τ2
∥∥∥∥∫ τ
0
(τ − t)∇∂tteˆh dt
∥∥∥∥2 ≤ τ ∫ τ
0
‖∇∂tteˆh‖2 dt ≤ (1 + 3‖ε − 1‖0,∞)τ
∫ τ
0
‖∇∂tte‖2 dt.
(6.105)
The last inequality in (6.105) follows from the definition of eˆh. Indeed we know that,
(∇∂tteˆh,∇v) + (∇ · ∂tteˆh,∇ · v)ε−1 = (∇∂tte,∇v) + (∇ · ∂tte,∇ · v)ε−1 ∀v ∈ Vh. (6.106)
Taking v = eˆh, by the Cauchy-Schwarz inequality, we easily obtain:
[‖∇∂tteˆh‖2 + ‖∇ · ∂tteˆh‖2ε−1]1/2 ≤ [‖∇∂tte‖2 + ‖∇ · ∂tte‖2ε−1]1/2, (6.107)
or yet
‖∇∂tteˆh‖ ≤
√
1 + 3‖ε− 1‖0,∞‖∇∂tte‖, (6.108)
which validates (6.105).
On the other hand according to (5.60) we have ‖∂tteˆh‖ ≤ ‖∂tte‖+ Cˆ0h2‖H(∂tte)‖. This yields,∥∥∥∥∫ τ
0
(τ − t)∂tteˆh dt
∥∥∥∥2 ≤ τ ∫ τ
0
‖∂tteˆh‖2 dt ≤ 2τ
[∫ τ
0
‖∂tte‖2 dt+ Cˆ20h4
∫ τ
0
‖H(∂tte)‖2 dt
]
.
(6.109)
Incidentally we point out that Assumption ∗ and (5.61) allow us to assert that
• ∂tt∇e ∈ [L2{Ω× (0, T )}]3;
• ‖∂tte‖ ∈ [L∞(0, T )]3;
• {∂te}|t=0 = e1 ∈ [H2(Ω)]3;
• {e}|t=0 = e0 ∈ [H2(Ω)]3.
Clearly enough, besides (5.56) and (5.55), we will apply to (6.104) standard estimates based on
the interpolation error in Sobolev norms (cf. [11]), together with the following obvious variants of
(5.55) and (5.60), namely,
‖∇∂t(eˆh − e)(·, 0)‖ ≤ Cˆ1h ‖H(e1)‖ ,
‖∂t(eˆh − e)(·, 0)‖ ≤ Cˆ0h2 ‖H(e1)‖ .
(6.110)
Then taking into account that τ ≤ 1/(2η), from (6.104)-(6.105)-(6.109)-(6.110) and Assumption∗,
we conclude that there exists a constant C¯0 depending on Ω, T and ε, but neither on h nor on τ ,
such that,
E¯0 ≤ C¯20
[
(h2 + τh2 + h4)‖H(e0)‖2 + (h2 + τ2h2)‖H(e1)‖2 + τ3‖‖∇∂tte‖‖2L2(0,T )
+τ2‖‖∂tte‖‖2L∞(0,T ) + τh4
∫ τ
0 ‖H(∂tte)‖2 dt
]
.
(6.111)
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Notice that, starting from (5.61) with u = ‖∇∂tte‖, similarly to (5.62), we obtain
‖‖∂tte‖‖L∞(0,T ) ≤ CT [‖‖∂tte‖‖2L2(0,T ) + ‖‖∂ttte)‖‖2L2(0,T )]1/2.
Thus noting that h ≤ diam(Ω), using again the upper bound τ ≤ 1/(2η) and extending the integral
to the whole interval (0, T ) in (6.111), from the latter inequality we infer the existence of another
constant C0 independent of h and τ , such that,
E¯0 ≤ C20
[
h2{‖H(e0)‖2 + ‖H(e1)‖2 + ‖H(∂tte)‖2L2[Ω×(0,T )]}
+τ2{‖∂tte‖2L2[Ω×(0,T )] + ‖∂ttte‖2L2[Ω×(0,T )] + ‖∇∂tte‖2L2[Ω×(0,T )]}
]
.
(6.112)
6.2 Error estimates
In order to fully exploit the stability inequality (4.51) we further define,
S¯N :=
N−1∑
k=1
(
τ
2
|F¯k|2h +
3
2τ
‖d¯k‖2 + τ
2
∣∣∣G¯k∣∣∣2
∂Ω,h
)
. (6.113)
According to (5.77), in order to estimate S¯N under the regularity Assumption
∗ on e, we resort to
the estimates (5.78), (5.98) and (5.99). Using the inequality |a · b| ≤ |a||b| for a,b ∈ ℜM , it is
easy to see that there exists two constants C¯F and C¯G independent of h and τ such that
N−1∑
k=1
τ
2
|F¯k|2h ≤ C¯F
(
h2 + τ2
) |e|2H4[Ω×(0,T )], (6.114)
N−1∑
k=1
τ
2
|G¯k|2∂Ω,h ≤ C¯G
(
h2 + τ2
) |e|2H3[Ω×(0,T )]. (6.115)
On the other hand, recalling (5.62) we have k = 1, 2, . . . , N − 1:
‖H(ek)‖2 ≤ C2T
∫ T
0
[‖H(e)‖2 + ‖H(∂te)‖2] dt. (6.116)
Therefore, since N = T/τ we have:
N−1∑
k=1
‖H(ek)‖2 ≤ C
2
TT
τ
∫ T
0
[‖H(e)‖2 + ‖H(∂te)‖2] dt (6.117)
It follows from (6.117) and (5.78) that,
N−1∑
k=1
3
2τ
‖d¯k‖2 ≤ Cˆ20C2TT |ε|21,∞
3h4
2τ2
(
|e|2H2[Ω×(0,T )] + |e|2H3[Ω×(0,T )]
)
(6.118)
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Plugging (6.114), (6.118) and (6.115) into (6.113) we can assert that there exists a constant C˜
depending on Ω, T and ε, but neither on h nor on τ , such that,
S¯N ≤ C˜2
(
h2 + τ2 +
h4
τ2
)
‖e‖2H4[Ω×(0,T )] (6.119)
Now recalling (4.51)-(4.50), provided (4.43) holds, together with τ ≤ 1/(2η), we have:∥∥∥∥∥ e¯m+1h − e¯mhτ
∥∥∥∥∥
2
+ ‖∇e¯m+1h ‖2 + ‖∇e¯mh ‖2
1/2 ≤ 2√S¯N + E¯0eβ/2. (6.120)
This implies that, form = 1, 2, . . . , N − 1, it holds:∥∥∥∥∥em+1h − emhτ − em+1 − emτ
∥∥∥∥∥
2
+ ‖∇ (em+1h − em+1) ‖2 + ‖∇ (emh − em)) ‖2
1/2
≤
∥∥∥∥∥ eˆm+1h − em+1τ − eˆmh − emτ
∥∥∥∥∥
2
+ ‖∇ (eˆm+1h − em+1) ‖2 + ‖∇ (eˆmh − em) ‖2
1/2
+ 2
√
S¯N + E¯0e
β/2.
(6.121)
Let us define a function eh in Ω¯ × [0, T ] whose value at t = kτ equals ekh for k = 1, 2, . . . , N
and that varies linearly with t in each time interval ([k − 1]τ, kτ), in such a way that ∂teh(x, t) =
ekh(x)− ek−1h (x)
τ
for every x ∈ Ω¯ and t ∈ ([k − 1]τ, kτ).
Now we define A˜m−1/2(·) for any function or field A(·, t) to be the mean value of A(·, t) in
(mτ, [m+ 1]τ , that is A˜m+1/2 = τ−1
∫ (m+1)τ
mτ A(·, t)dt. Clearly enough we have∥∥∥∥∥em+1h − emhτ − em+1 − emτ
∥∥∥∥∥
2
=
∥∥∥{∂˜teh}m+1/2 − {∂˜te}m+1/2∥∥∥2 . (6.122)
and also recalling (6.117) and (5.62)∥∥∥∥∥ eˆm+1h − em+1τ − eˆmh − emτ
∥∥∥∥∥
2
=
∥∥∥∥∥
∫ (m+1)τ
mτ
∂teˆh − ∂te
τ
dt
∥∥∥∥∥
2
≤
∥∥∥∥∥∥∥
[∫ (m+1)τ
mτ (∂teˆh − ∂te)2dt
]1/2
√
τ
∥∥∥∥∥∥∥
2
=
1
τ
∫ (m+1)τ
mτ
‖∂teˆh − ∂te‖2 dt
≤ Cˆ
2
0h
4
τ
∫ (m+1)τ
mτ
‖H(∂te)‖2dt ≤ C2T Cˆ20h4
∫ T
0
[‖H(∂te)‖2 + ‖H(∂tte)‖2]dt,
which implies that∥∥∥∥∥ eˆm+1h − em+1τ − eˆmh − emτ
∥∥∥∥∥
2
≤ C2T Cˆ20h2|diam(Ω)|2‖e‖2H4[Ω×(0,T )]. (6.123)
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On the other hand from (5.55) and (5.62) we have for j = m or j = m+ 1:
‖∇(eˆjh − ej)‖2 ≤ Cˆ21h2‖H(ej)‖2 ≤ Cˆ21C2Th2
∫ T
0
[‖H(e)‖2 + ‖H(∂te)‖2] dt.
which yields,
‖∇(eˆjh − ej)‖2 ≤ C2T Cˆ21h2‖e‖2H3[Ω×(0,T )]. (6.124)
Now using Taylor expansions about t = (m+1/2)τ together with some arguments already exploited
in this work, it is easy to establish that for a certain constant C˜ independent of h and τ it holds,∥∥∥{∂˜te}m+1/2 − [∂te]m+1/2∥∥∥ ≤ C˜τ2 ‖e‖H4[Ω×(0,T )] , (6.125)
where for every function g defined in Ω¯ × [0, T ] and s ∈ ℜ+, gs is the function defined in Ω by
gs(·) = g(·, sτ).
Noticing that {∂˜teh}m+1/2(·) is nothing but [∂teh]m+1/2(·), collecting (6.121), (6.122), (6.123),
(6.124), (6.125), together with (6.112) and (6.119), we have thus proved the following convergence
result for scheme (3.11):
Provided the CFL condition (4.43) is satisfied and τ also satisfies τ ≤ 1/[2η], under As-
sumption ∗ on e, there exists a constant C depending only on Ω, ε and T such that
max
1≤m≤N−1
∥∥∥[∂t(eh − e)]m+1/2∥∥∥+ max
2≤m≤N
‖∇(emh − em)‖
≤ C(τ + h+ h2/τ){‖e‖H4[Ω×(0,T )] + ‖H(e0)‖+ ‖H(e1)‖} . (6.126)
In short, as long as τ varies linearly with h, first order convergence of scheme (3.11) in terms
of either τ or h is thus established in the sense of the norms on the left hand side of (6.126).
7 Final remarks
As previously noted, the approach advocated in this work was extensively and successfully tested
in the framework of the solution of CIPs governed by Maxwell’s equations. More specifically it
was used with minor modifications to solve both the direct problem and the adjoint problem, as
steps of an adaptive algorithm to determine the unknown electric permittivity. More details on this
procedure can be found in [7, 9].
As a matter of fact the method studied in this paper was designed to handle composite dielectrics
structured in such a way that layers with higher permittivity are completely surrounded by layers
with a (constant) lower permittivity, say with unit value. It should be noted however that the as-
sumption that the minimum value of ε equal one in the outer layer was made here only to simplify
things. Actually under the same assumptions (6.126) also applies to the case where ε in inner layers
is allowed to be smaller than in the outer layer, say ε < 1. For instance, if ε > 2/3 the upper bound
(6.126) also holds for a certain mesh-independent constant C. This is because under such an as-
sumption on ε it is possible to guarantee that the auxiliary problems (5.54) and (5.52) are coercive.
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On the other hand in case ε can be less than or equal to 2/3, the convergence analysis of scheme
(3.11) is a little more laborious. The key to the problem is a modification of the variational form
(2.2) as follows. First of all we set εmin = min
x∈Ω
ε(x). Then we recast (2.2) for every t ∈ (0, T ) as :
∀v ∈ [H1(Ω)]3 it holds,
(ε∂tte,v) + (∇e,∇v) +
(
∇ ·
[
εe
εmin
]
,∇ · v
)
− (∇ · e,∇ · v) + (∂te,v)∂Ω = 0. (7.127)
Akin to (2.2), problem (7.127) is equivalent to Maxwell’s equations (2.1). Indeed, integrating by
parts in (7.127), for all v ∈ [H1(Ω)]3 we get,
(ε∂tte,v) + (∇×∇× e,v)− (∇∇ · [εe],v)
+ (∂ne+ ∂te,v)∂Ω + (∇ · [ε−1minεe]−∇ · e,v · n)∂Ω = 0
(7.128)
Besides the Maxwell’s equations in Ω × (0, T ), this time the conditions on ∂Ω × (0, T ) are those
resulting from (7.128), that is,
(∂ne+ ∂te) · n+∇ · [ε−1minεe]−∇ · e = 0,
(∂ne+ ∂te)× n = 0. (7.129)
Since ∇ · e˜ = ∇ · [εe˜] = 0 on ∂Ω, where e˜ is the solution of Maxwell’s equations in strong form
(2.1), this field necessarily satisfies the boundary conditions (7.129) as well. Then in the same way
as the solution of (2.2), this implies that the solution of (7.127) also fulfills ∇ · (εe) = 0.
However in this case, given g ∈ [L20(Ω)]3, the auxiliary problem (5.52) must be modified into,
−∇2v−∇[(ε−1minε− 1)∇ · v] = g in Ω,
∂ne · n+∇ · [ε−1minεe]−∇ · e = 0,
∂ne× n = 0.
}
on ∂Ω.
(7.130)
This is actually the only real difference to be taken into account in order to extend to (7.127) the
convergence analysis conducted in this paper. More precisely the final result that can be expected
to hold for the fully discrete analog of (7.127), defined as (3.11) under the same assumptions, is an
O(hµ) error estimate, where µ ∈ (0, 1] is such that the solution of (7.130) belongs to [H1+µ(Ω)]3
for every g ∈ [L20(Ω)]3.
Another issue that is worth a comment is the practical calculation of the term (∇ · εekh,∇ · v)
in (3.11). Unless ε is a simple function such as a polynomial, it is not possible to compute this term
exactly. That is why we advocate the use of the well-known trapezoidal rule do carry out these com-
putations. At the price of small adjustments in some terms involving norms of ε, the thus modified
scheme is stable in the same sense as (4.51). Moreover the qualitative convergence result (6.126)
remains unchanged, provided we require a little more regularity from ε. We skip details here for the
sake of brevity.
To conclude the authors should point out that the analysis conducted in this work can be adapted
to the two-dimensional case without any significant modification. Clearly enough the same qualita-
tive results apply to this case under similar assumptions.
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