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Fluctuating Relativistic hydrodynamics from Crooks theorem
Giorgio Torrieri
IFGW, Unicamp
We use the Crooks fluctuation theorem [1] together with Zubarev hydrodynam-
ics [2] to develop a bottom-up theory of hydrodynamic fluctuations. We also use
thermodynamic uncertainity relations to estimate bottom-up limits to dissipative
transport coefficients.
2I. HYDRODYNAMICS AND MICROSCOPIC FLUCTUATIONS
In recent years, the applicability of relativistic hydrodynamics to heavy ion collisions
generated a concerted effort to derive hydrodynamics from underlying statistical mechanics
[3]. However, this derivation usually happened via transport theory, and a self-consistent
inclusion of stochastic terms is still not available. This is a potentially crucial flaw, given that
hydrodynamics seems to apply to systems of O (20) degrees of freedom [4], where thermal
and statistical fluctuations cannot be neglected.
While statistical fluctuations in equilibrium are easily understood via partition functions,
fluctuations in hydrodynamics are still not well understood. The earliest construction, in
[5], combines thermodynamic uncertainity relations and fluctuation-dissipation relations to
gives Gaussian locally valued autocorelations used in the linearized limit
〈∆e(x)∆e(x′)〉
〈∆p(x)∆p(x′)〉
〈∆Tij(x)∆Tij(x′)〉
 ∼ δ(x− x′)

T 2cV 〈e〉[
T 2cp ⊕ T
(
ζ − 2
3
η
)] 〈p〉
Tη 〈Tij〉
 +O ((∆...)n>2)
a significant amount of work has gone on since [5–10] to correct, extend and apply this
approach to relativistic viscous hydrodynamics.
This is however not entirely satisfactory: For one, these fluctuations are really appropriate
for a linear theory while hydrodynamics is of course strongly non-linear. Functional tech-
niques, together with Lagrangian hydrodynamics, can in principle overcome this difficulty
[11–14], although it is far from clear that the functional integral is stable and convergent
[15, 16]; Numerical techniques suggest there are phase transitions [13], and the inclusion of
microscopic polarization suggests its interactions with vorticity could regularize the insta-
bilities [17–19].
This is however still not entirely satisfactory either: Lagrangian hydrodynamics coarse-
grains the fluid at the level of volume elements. Stochastic fluctuations within the volume
element itself are averaged out. This makes it doubtful weather the quantum microscopic
fluctuations are really amenable to this approach, yet they are certainly non-negligible in
collisions with O (50) particles final state. In water, a cube of a side of η/(sT ) in natural
units would have O (109) molecules, and since
P (N 6= 〈N〉) ∼ exp
[
−(N − 〈N〉)
2
〈N〉
]
3we can be reasonably certain that at hydrodynamic scales the probability for a significant
deviation from the mean is small. Quantitatively this can be recast into the hierarchy of
scales necessary for hydrodynamics to be a good effective theory [11]
s−1/3 ≪ η
sT︸ ︷︷ ︸
Ratio:α
,
η
sT
≪ 1
∂µuν︸ ︷︷ ︸
Ratio:K
(1)
the expansion in Knudsen number K [3] is an expansion around the last two quantities,
and including fluctuations fully is equivalent to building an effective theory around the first
inequality, α ≪ 1 (note that in the planar limit it is suppressed by the number of colors to
the 1/3). Experimental data, however, seems to suggest [4] that systems with 50 particles
are in some sense “just as collective” as those of 1000. For such small systems, fluctuations
cannot be small and, given space gradients, the first inequality in Eq. 1 cannot hold even if
η/s→ 0. Even if particles are somehow “born in equilibrium” [20] “at every point in space”
[21], equilibrium just means all microstates are equally likely, and most likely state is not a
certainty.
Within a fully quantum picture, the energy-momentum tensor Tµν → Tˆµν becomes an
operator. Any “local equilibrium decomposition” of it (with an equilibrium T µν0 and a
dissipative part Πµν)
Tˆ µν = Tˆ µν0 + Πˆ
µν (2)
must be operator-valued. Later, and in the appendix, we shall define precisely what this
means but physically this decomposition reflects the fact that the second law is true only
on average. For fluids made up of a non-infinite number of degrees of freedom, thermal
fluctuations that decrease entropy should happen from time to time. While, as we will say
later, an operator definition of Tˆ µν0 does exist [22–24], the same is not true for Πˆµν and
functional lagrangian hydrodynamics does not address this issue.
Mathematicians have known for a long time that hydrodynamics as an effective the-
ory in terms of coarse-graining hides ambiguities. The existence of so-called “wild” or
“nightmare” weak solutions [25] to the non-relativistic Navier-Stokes equations, the lack
of uniqueness with coarse-graining (“weak solutions”) [26–28], and the “zeroth law of tur-
bulence”/anomalous energy dissipation [29] shows that care must be taken with defining
hydrodynamics in terms of coarse-graining and forgetting the microscopic degrees of free-
dom.
4As physicists rather than mathematicians our interest in these formal ambiguities is
limited as to what they can tell us about the physical world; In this spirit, it gives us the
opportunity to reflect that the “equation of state”, taken by fluid dynamicists as a parameter,
is actually not a fundamental object and is directly related, via the partition function, to
hydrodynamic fluctuations. To a statistical physicist, a box of still fluid is characterised by a
partition function, the maximization of entropy subject to constrains of conserved quantities.
This is what we generally call “global equilibrium”. Fluid dynamicists, in contrast, see the
same box as a solution subject to an infinite number of possible perturbations, which then
evolve within a dynamics dictated around “local equilibrium” (equilibrium in each fluid
cell) whose stability is not strictly proven. As also argued at the end of the appendix,
these two pictures are not fully consistent. In fact, at vanishing viscosity local equilibrium
is instantaneous while global equilibrium is never achieved. There is no limit where one
picture smoothly goes into the other. We speculate that resolving this contradiction could
shed light of all the questions examined in the preceding paragraphs.
In this work we propose to do so by putting together two different approaches: Zubarev’s
hydrodynamics [2], which permits us to write down ideal hydrodynamics as a statistical
mechanics partition function with a continuous field of Lagrange multipliers. Crooks fluctu-
ation theorem [1] permits us to define an extension of Eq. 2 and its coarse-graining in terms
of operator links, in a way reminiscent of the Wilson loop technique in quantum field theory
[30] and analogous to extensively studied quantum statistical systems coupled to heat baths
[31–37].
In the rest of the paper, we will formally implement a decomposition and dynamics of
Eq. 2 via the following procedure, which can be implemented on a lattice. The procedure
can be summarised as
Take an ensemble: of configurations of the energy momentum tensor, Tˆµν
Find a field βµ: whose Zubarev partition function approximates Tˆµν . Call the ensemble of
of energy-momentum tensors generated by βµ as Tˆ
µν
0 .
Construct an ensemble: of Πˆµν = Tˆ µν − Tˆ µν0
Use Crooks fluctuation theorem and Gravitational Ward identities: to model the
further evolution of Tˆ µν0 , Πˆ
µν as ensembles.
5Read off: The resulting ensemble of Eq. 2 at a later time
Such a procedure would allow us to evolve an initial ensemble of Tˆµν in a way that, given
the assumption of approximate local equilibrium, all fluctuations are carried over. The next
two sections will describe how this works in detail
II. LOCAL EQUILIBRIUM: ZUBAREV HYDRODYNAMICS
In this picture, we consider a locally equilibrated fluid moving through some proper time
foliation via the time-like t and space x, y, z coordinates
Σµ(τ) = (t(x, y, z, τ), x(τ), y(τ), z(τ))
with the future-pointing volume element can be obtained via Stokes’s theorem.
dΣµ = ǫµαβγ
∂α
∂x
∂β
∂y
∂γ
∂z
dxdydz , nµ ∝ dΣµ , nµnµ = −1 (3)
Usually hydrodynamics is defined as the evolution of the average of the energy momentum
tensor, which is at least approximately close to its thermodynamical equilibrium expectation
value w.r.t. the frame defined by the flow vector
βµβ
µ = −T−2 , uµ = Tβµ , uµuµ = −1 (4)
the expectation value of the energy momentum tensor is then
〈Tµν〉 = (e+ p(e))uµuν + pgµν︸ ︷︷ ︸
〈T0〉
µν
+ 〈Πµν〉 (5)
However, thermodynamics tells us that in an equilibrium configuration 〈T0〉µν is merely the
most likely state and fluctuations are determined by a probability distribution given by a
partition function, or equivalently an operator.
Let us therefore assume that the density matrix of a full quantum field, in the basis1 of
the stress-energy tensor ρˆTµν is “close to equilibrium” w.r.t. some flow βµ. We can therefore
separate the equilibrium and a non-equilibrium part at the level of the density matrix
ρˆTµν =
ρˆT0 + ρˆΠ0
Tr (ρˆT0 + ρˆΠ0)
≃ ρˆT0 (1 + δρˆ) (6)
1 note that in general this is not a complete basis
6and the equilibrium part is given by the functional of the field βµ and foliation Σµ
ρˆT0(T
µν
0 (x),Σµ, βµ) =
eˆ
Z(Σµ, βµ)
, Z = Tr [eˆ] , eˆ = exp
[
−
∫
Σ(τ)
dΣµβν Tˆ
µν
0
]
(7)
here Tˆ µν0 is the equilibrium part of the energy-momentum tensor, defined at the operator
level and βµ is a field of Lagrange multiplies. Physically, the definition of equilibrium via
Eq. 6 and Eq. 7 means all moments rather than just the average can be calculated from
Eq. 7 and derivatives of the partition function w.r.t. βµ. “separating” a density matrix and
defining equilibrium at the density matrix level looks unfamiliar, but it is strictly speaking
possible from the partition function
Z = ZT0 × ZΠ (8)
, as is explicitly shown in appendix . It is similar to the definition of ρˆles in [32] for a
quantum system with a finite number of degrees of freedom. Of course in quantum field
theories density matrices are not consistently normalized, but as we will see this problem
might be irrelevant in the dynamics.
Note that only in full local equilibrium and irrotational flow (nµ ∝ βµ) can ρˆΠ = 0.
Otherwise the choice of βµ and Σµ is of course somewhat arbitrary, just like it is in Israel-
Stewart hydrodynamics (where it leads to the definition of Πµν) and the Hamiltonian of
weak force effective theory [34, 35]. We need it “close enough to equilibrium” (ρT0 “close
enough” to the full matrix) that some near-equilibrium effective theory (in our case Crooks
fluctuation theorem) will be a good effective theory to calculate ρˆΠ. Note that, as we can see
if we use J(x) to construct a smeared test function, the well-posedness of a coarse-grained
Eq. A.5 is intimately connected to the existence of weak solutions, which mathematicians
are still discussing [26, 27]. This underscores the importance of defining hydrodynamic
quantities at operator level.
However, this definition of ρˆ in terms of Tˆ µν0 is incomplete, since deviations from equi-
librium are left out. It also is “covariant” but time evolution is not included. Previous ap-
proaches (see [2] and references therein) treat non-equilibrium processes as coarse-graining
of 〈T µν − T µν0 〉 and derive dynamics from a gradient expansion of 〈T 〉µν and conservation
laws. As mentioned in the introduction, this approach generally breaks causality and there
is no clear fluctuation-dissipation relation. In the next section we will argue that Crooks
fluctuation theorem provides an alternative formulation that obviates this difficulty.
7III. DEVIATIONS FROM EQUILIBRIUM VIA CROOKS FLUCTUATION
THEOREM
A. Non-equilibrium non-fluctuating hydrodynamics
Our purpose is to find a non-equilibrium fluctuation dynamics for Πˆµν . The density
matrix of Eq. 7 should not depend on it for the KMS condition to hold, and it should be
“subleading” and determined entirely from local variations around the equilibrium part.
In Standard treatments of hydrodynamics characterized just by expectation values, there-
fore, Πµν (either via a gradient expansion, as in Navier-Stokes, or as independent degrees of
freedom which relax to its equilibrium value, as in Israel-Stewart [3]) is determined via the
second law of thermodynamics, the non-decrease of entropy with proper time . Entropy can
be formulated microscopically via the Von Neumann entropy definition [2] and Eq. 7
s = −Tr(ρˆ ln ρˆ) = − d
dT
(T lnZ) (9)
Given that entropy is maximized at equilibrium, the second law can lead to an average
definition of entropy close to equilibrium [38]
nν∂ν (su
µ) = nµ
Παβ
T
∂αββ ≥ 0 (10)
Equation 9 and 7 means that the entropy is determined entirely from equilibrium as well as
the foliation vector nµ. Conversely, a “good choice” of n
µ should respect Eq. 10 according
to the thermodynamic arrow of time [2]. If hydrodynamics is a good effective theory, then,
Πµν is deducible from the long-time behaviour of the correlator [39]
∂µ(su
ν) ≃ [∂αuβ]× lim
w→0
1
w
Im
〈[
T˜αµ(w)T˜βν(0)
]〉
(11)
However, some issues remain. In the Landau frame, one usually has to assume the transver-
sality condition uµΠ
µν = 0 to preserve uµ as the Killing vectors of the foliation metric (in
physical language, to distinguish non-equilibrium from advective Heat flow). However, this
can be done only provided Σµ ∝ uµ, and in situations where vorticity is relevant this is
impossible globally. More importantly, equation 10 does not take thermal fluctuations and
higher cumulants into account.
Given the limits summarized here, we propose to fix Πˆµν in Eq. 2 by using Crooks
theorem Eq. 12 as a “dynamical update” for fluctuating hydrodynamics.
8B. Fluctuation and dissipation via Crooks theorem
Crooks’s theorem [1] is a principle that relates the ”probability of a work configuration
being done in reverse” (denoted by −W ) to the probability of work being done “as usual”
(denoted by W ) to the entropy produced by it ∆S(W )
P (−W )
P (W )
= exp[−∆S(W )] (12)
It is a powerful tool since it is valid far from equilibrium, being dependent for its validity
on the existence of an equilibrium state somewhere in the phase space, microscopic time
reversibility and Markovian evolution.
In [32], the quantum mechanics of a system in this limit has been derived as the near
equilibrium stationary state (NESS) perturbed from a local equilibrium state (LES) by a
“kick” in the parameter space λ (we omit chemical potential terms for simplicity)
ρˆness = ρˆ(λ+ δλ) ≃ ρˆles(λ)eΣˆ Zles
Zness
, ρˆles =
1
Zles
exp
[
−Hˆ
T
]
(13)
where “les” is the local equilibrium state (the similarity with Eq. 7 is obvious) and “ness”
the near-equilibrium stationary state. where Σˆ is an operator whose expectation gives the
entropy production rate. The correctly normalized ρˆles,ness can be obtained from Zles,ness via
Eq. A.5 in 0+1 dimensions. Crook’s theorem permits in principle to close Eq 13 in operator
form since Σˆ is connected to the Hamiltonian via a Kubo-like relation [39]. In the absence
of chemical potentials, this would be
Σˆ = δ1/T∆Hˆ+ , Hˆ+ = lim
ǫ→0+
ǫ
∫
dteǫte−Hˆt∆HˆeHˆt (14)
where Hˆ is the full evolving Hamiltonian and ∆Hˆ represents the difference of the hamilto-
nians between two reservoirs. Equivalently, any correlation and entanglement between the
equilibrium and non-equilibrium part of ρˆ is taken care of by the evolution of Σˆ.
This approach was then used to derive uncertainity relations [31–33] of the form
〈(∆Q)2〉
〈Q〉2 ≥
2
∆S(W )
⇒ d
dτ
∆S ≥ 1
2
d
dτ
〈Q〉2
〈(∆Q)2〉 (15)
However, it generally, it cannot readily be translated into the Gibbsian microstate picture
as the relation of a generic definition of “work” to microstates is lacking. For quantum fields
near to local equilibrium, however, this definition is readily given by dWˆν = Tˆµνdx
µ.
Let us therefore try to generalize Crooks fluctuation theorem from 0 + 1d quantum me-
chanics to higher dimensional field theory.
9C. Proposed generalization to field theory
At first sight, the construction in the previous section looks like an arbitrary extra as-
sumption, since it is tempting to interpret the Zubarev lnZ as an effective lagrangian of
a “field of βµ, which means dynamics must be determined by a functional integral. To
clarify this, we recall that the KMS condition can reduce the functional integral to a form
computable by a Metropolis type weighting [30]. We also recall that Crooks theorem is
proven for Markovian systems. In qualitative language, assuming Crooks theorem means an
outcome of the “correlation between adjacent cells in our foliation” is determined by “how
many ways are there” for this outcome to occur. If the system is close to local equilibrium,
this should be a good approximation.
Thus, the dynamics of Eq. 12 reduces to the kind of “effective action” one computes
on the lattice, assuming each element at rest with βµ is close to local equilibrium. In
this respect, the evolution of such a fluctuating fluid can be compared to the evolution,
in computer time, of the system studied in [42] (where Jarzynski’s equality, equivalent to
Crook’s fluctuation theorem, was employed). The relationship between the coarse-graining
using Crook’s theorem and the more traditional hydrodynamic gradient expansion can be
seen as analogous as the relationship between the coarse-graining of QCD via Wilson loops
[30] and effective theories based on hadrons (chiral perturbation theory and so on). The
second are intuitive but effectively “classical” (ambiguous beyond tree level), the first has
the potential to describe higher order fluctuations but is much less liable to intuition.
Our task is to try to find an analogue definition of Πˆ and its density matrix given the
density matrix defined in Eq. 7 and 6. Other than relativistic covariance, the difference is
the fact that we have a field (a fluid) with cells interacting with each other rather than a
quantum system with a finite number of degrees of freedom interacting with a fluctuating
bath. The fact that this is a field allows us to think in terms of hierarchy of scales, and to
treat an infinitesimal work and dissipation done by neighbouring fluid cells analogously to
the work and dissipation done by the two systems in [32]. In this respect, we note that Eq. 13
critically depends on commutation between Σˆ and Hˆ , which in that work is a requirement
for Markovian system-bath interaction, one of the assumptions of the Crooks fluctuation
theorem. The zero commutation also arises assuming a fast decoherence between system
and bath [34, 35].
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In this work, we are using the Crooks fluctuation “theorem” as a postulate, but this aspect
might be problematic for its applicability, since in QFT every point is correlated with every
other. In the appendix we will argue that the applicability of the Crooks theorem can
nevertheless be justified in terms of scale separation, Eq. 1: In the usual construction of
hydrodynamics as an effective theory, the coefficient of this tail is related to the sound and
viscosity poles, and the dynamics at the scale of the hydrodynamic gradients is assumed to
be dominated by the tail, as in Eq. 11. Eq. 14 parallels the Kubo formula, in that it isolates
the long-time tail of a commutator. Here, we make exactly the same assumption, but at
the level of operators, which allows us to “carry all terms” of the first inequality in Eq. 1,
which, as argued in [11], acts like a “Planck constant”
Let us therefore consider a fluid cell travelling through a given path dΣµ(τ) (Fig. 1). One
can imagine the usual, partially dissipative fluid evolution from beginning to end, where we
keep track of e, uµ,Πµν across each segment of dτ of the path. By Stokes’s theorem we know
that
−
∫
Σ(τ0)
dΣµ
(
T̂ µνβν
)
= −
∫
Σ(τ ′)
dΣµ
(
T̂ µνβν
)
+
∫
Ω
dΩ
(
T̂ µν∇µβν
)
, (16)
where Ω is a hypersurface element enclosing the two paths, in 4d a dimension of a volume
(Fig. 1)
This relation is exact, since it follows from geometry. It will hold on any field config-
uration in the ensemble. One can also imagine, since we are dealing with a fluctuating
thermal/quantum system, that a random fluctuation could, with a certain probability give
us exactly the reverse time-evolution of this path. Crooks theorem, if it applies to a quantum
field system close to local equilibrium, gives a constraint, relating the work done by the fluid
cell in each of these situations to the entropy produced (Fig 1 solid and dashed lines).
Regarding Eq. 7 as being proportional to probabilities of given paths, one can construct
a ratio of probabilities by simply reversing the time direction in the first term of the RHS of
Eq. 16, putting the second term of Eq. 16 equal to the dissipative term, and using Eq. 7 to
construct the probabilities. The partition function Z cancels out so only the unnormalized
probabilities remain, building up a conditional version of P(...) of Eq. A.3 as
P (T ′µν (nµ + dΣµ) |Tµν(nµ))
P (Tµν (nµ + dΣµ) |T ′µν(nµ)) =
exp
[
− ∫
σ(τ)
dΣµβνTˆ
µν
]
exp
[
− ∫
−σ(τ)
dΣµβν Tˆ µν
] = exp [1
2
∫
Ω
dΩµµ
[
Πˆαβ
T
]
∂ββα
]
(17)
11
where σ(τ) is a path of a volume element moving according to some foliation and dΩ is
the future-oriented surface integral between the two loops. Note that this is a ratio of
probabilities, hence divergences of Z which affect the density matrix Eq. A.4 cancel out.
This equation should be true for any foliation, and relate the global evolution of the
volume element (the left hand side) to the entropy change through this evolution (the right
hand side). Note that if Tˆµν is constructed out of a sampling of particles, its non-relativistic
linear limit trivially reproduces the results in the fluctuating hydrodynamics of [10], via a
Taylor-expansion and the averages of 17. However, Eq. 17 is defined non-perturbatively.
Equation 17 relates, given an arbitrary foliation Σµ, the fluctuations in uµ to the fluctu-
ations in Πµν defined in that foliation. Since this equation is separately valid for any path
σ(τ), moving forward or backward, we should be able to deform the path by Γ (cyan arrow
in Fig. 1 and get a similar couple of paths. Basic differential geometry allows any two
foliations dΣµ and dΣν to be related by
dΣ′µ = dΣµ +Q
ν
µdΣν , Qaµν = ∂αΓ
α
µν + Γ
αβ
µ Γαβν , ωµν = gµν −Qµν (18)
with the latter definition defining a transport along a certain foliation forward and a slightly
different path backward. We can also, in the RHS, parametrize dΩµµ = dΣµβ
µ according to
co-ordinates co-moving with βµ. Equation 17 then becomes〈
exp
[∮
dΣµω
µνβαTˆαν
]〉
=
〈
exp
[∫
1
2
dΣµβ
µΠˆαβ∂αββ
]〉
(19)
If we coarse-grain to short intervals and loops, we can Taylor-expand Eq. 19 and also
take the Gaussian approximation (only two-point correlators matter), which is usually an
assumption required for the Crooks fluctuation theorem [1]. In this case, Eq. 19 is directly
connected to the propagator of Tαβ
ωµνβα
〈[
Tˆµν Tˆαβ
]〉
=
1
2
βγ
dΣγ
dxβ
〈
Πˆµν
〉
∂µβν (20)
The commutator in the above equation, of course, contains the microscopic Kubo formulae
used to derive shear and bulk viscosity [3]. However, it also contains microscopic fluctuations
of statistical mechanics, and treats them along the same footing. Equation 7 permits both
to be encoded in the partition function. Indeed, an inversion of Eq. 10 together with Eq. 2
can be used as a definition of Πˆµν as an operator connecting two fluid cells across an element
of foliation
Πˆµν
T
∣∣∣∣∣
σ
=
(
1
∂µβν
)
δ
δσ
[∫
σ(τ)
dΣµβνTˆ
µν −
∫
−σ(τ)
dΣµβν Tˆ
µν
]
(21)
12
Wσ∼ Ω
−W
FIG. 1. A generic foliation Σ, with the forward (dissipation-driven) vs backward (fluctuation-
driven) direction indicated by solid and dashed lines, and an infinitesimal transformation denoted
by Γ.
D. Particular cases and limits
We can do some sanity checks, as shown in Fig. 2. A purely timelike, σ ∝ t, dΣµ =
(0, dx, dy, dz) the application of Eq. 21 on a hydrostatic background straight-forwardly
reproduces Πµν ∝ η given by the Kubo formula Eq. 11 (Eq. 21 is basically the Kubo
formula in operator form). The opposite spacelike limit dΣµ = (dV,~0) (Fig. 2 left panel)
the above definition and Eq. 17 recover the Boltzmann entropy relation from statistical
mechanics
Πµν
T
uµdΣν → ∆S = ∆Q
T
= ln
(
N1
N2
)
(22)
13
where N1,2 are the number of microstates (coming in a ratio, which regularizes the diver-
gence).
When viscosity goes to zero and the particle volume goes to infinity (the first two terms
in the hierarchy Eq. 1), Crooks fluctuation theorem gives P (W )→ 1 P (−W )→ 0 ∆S →∞
so Eq. 17 reduces to δ-functions of the entropy current
δ (dΣµ (su
µ)) = 0 (23)
We therefore recover conservation equations for the entropy current, which without chemical
potentials define hydrodynamics.
Our approach therefore reproduces hydrostatics and ideal hydrodynamics. For those
situations where neither α nor K in Eq. 1 are negligible, so the δ−function in Eq. 23
becomes smeared out non-linearly in a way related to Πˆµν . Physically, this can either occur
in the deep turbulent regime, or in the vicinity of the critical point where microscopic
fluctuations diverge [8].
E. The equations of motion for the partition function
Comparing these formulae to those below Eq. 13, it is clear that Eqs 7 and 21 fulfill the
role we wanted, in that they are close analogues of the “local equilibrium state” ρˆles, the
transition between them via an entropy operator can be reduced to a Kubo-like formula [39]
and they maintain the Lorentz symmetry and the isotropic symmetry and KMS condition
of local equilibrium at the operator level, analogously to Wilson lines in QCD. This could
open the way to a functional differential equation in terms of the partition function rather
than just equations of motion for the averages.
To obtain a solvable set of equations, we need to understand what Γαβγ look like for
coordinates defined by nα. The microscopic transformations are
gµν → gµν + ∂µnν + ∂νnµ , dτ = nµdxµ , dΣµ = nµdτ (24)
which immediately means that
Γαβγ =
1
2
(Aαβγ + Aαγβ − Aβαγ) , Aαβγ = ∂α∂βnγ (25)
Qβγ =
1
2
(
∂2 (∂γnβ + ∂βnγ)− ∂β∂γ (∂.n) + ∂2nβ∂2nγ + AµνβAµνγ − AβµνAµνγ + AβµνAµνγ
)
(26)
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dV
t t
Kubo
Boltzmann
TUR
FIG. 2. Left panel: A purely time-oriented contour, reproducing the Kubo formula Center panel: A
space-like contour, expected to reproduce Boltzmann entropy contour. Right panel: The same con-
tour slightly tilted in time, expected to produce hydrodynamic uncertainity relations and anoma-
lous energy dissipation Eq. 35.
Because of Lorentz invariance, any such an infinitesimal transformation is generated by Tµν .
This gives rise to Ward identities, [39–41] linking the propagator of Tµν to its expectation
values.
∂α
{〈[
Tˆµν(x), Tˆαβ(x
′)
]〉
− δ(x− x′)
(
gβµ
〈
Tˆαν(x
′)
〉
+ gβν
〈
Tˆαµ(x
′)
〉
− gβα
〈
Tˆµν(x
′)
〉)}
= 0
(27)
To proceed further, we use the Zubarev partition function defined in Eq. 7. We can do
this using the entropy definition and the assumption that the equilibrium part of the energy
momentum tensor is exact and not an average (note that unlike in [37] the stress-energy
tensor is not totally in equilibrium, its just that the equilibrium part includes fluctuations).
This allows us to take higher order derivatives. For example, the energy-momentum tensor
expectation value, which by Lorentz invariance coincides with the functional derivative of
lnZ w.r.t. the metric [30, 43], can be rewritten as the sum of the equilibrium part T µν0 and
the non-equilibrium part Πµν
〈Tµν〉 = 2√−g
δ lnZ
δgµν
= 〈T0〉µν + 〈Π〉µν (28)
where
〈T µν0 〉 =
δ2 lnZ
δβµdnν
(29)
〈Πµν〉 = 1
∂µβν
∂γ
d
d ln(βαβα)
[βγ lnZ] (30)
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here, the first term comes from the definition of the equilibrium density matrix and the
second is a straight-forward algebraic manipulation of Eq. 9. Note that Eq. 30 is not
necessarily perpendicular to flow, since
Eq. 27 can be rewritten as
∂α
[
2√−g
δ2 lnZ
δgµνδgαβ
− δ(x− x′) 2√−g
(
gβµ
δ lnZ
δgαν
+ gβν
δ lnZ
δgαµ
− gβα δ lnZ
δgνµ
)]
= 0 (31)
and, finally, Crook’s theorem Eq. 19, combined with Eq. 26,Eq. 29, Eq. 31 becomes
exp
[
2
∮
dxµω
µνβα
δ lnZ
δgµν
]
= exp
[∫
σ(τ)
dΣµβ
µ∂γ
d
d ln(βαβα)
[βγ lnZ]
]
(32)
This equation can be used as a basis of the Metropolis algorithm described in the next
section. However it can also be expanded using Eq. 20 as
δ2
δgµνδgαβ
lnZ =
√−g
2
βκ
2ωµνβα
∂βn
κ∂γ
d
d ln(βαβα)
[βγ lnZ] (33)
These are three equations, with three unknowns for each point in space, the components
βκ. The Ward identity Eq. 31 brings the number of independent components to three by
ensuring that there exists a local Lorentz transformation Λµν such that
βν = Λµνβ
µ
0 , β
µ
0 = (1/T,~0)
and the βµ that regulates Eq. 7 is the same that weights Πˆ
µν/T in such a way as to ensure
that the energy conservation equation Eq. 2 is satisfied.
As is well-known, any velocity field uµ can be decomposed into an unvortical potential
part and a vorticity part ζµ, and the unvortical part can be written as a potential φ. Stokes’s
theorem precludes nµ to be proportional to vorticity. This means a good choice is
βµ = ∂µφ+ ζµ , nµ → T∂µφ , ωµν = gµν (34)
These equations together with the Ward identity Eq. 27 define the equations of motion
of Tµν and its propagator “non-perturbatively” close to local equilibrium. This can be
argued to be the foliation that most respects equilibrium. In general, however, any vorticity
present will ensure this foliation is never strictly at equilibrium and the RHS of Eq. 32 and
33 do not vanish, producing dissipation. In light of Eq. 34, choosing nµ ∝ ∂µφ will make
gradients of velocity cancel out in Eq. 20. In analogy with [31]a thermodynamic uncertainity
relation will relate reversibility (as parametrized by the commutator) and thermodynamic
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fluctuations to the inverse of the entropy projected in the direction of vorticity. The resulting
thermodynamic uncertainity relation is therefore conjectured to have this form, similar to
Eq. 15
〈[Tµγ , T γν ]〉
〈T µν〉2 ≥
Cǫµγκ 〈T γκ〉βµ
Παβ∂βζα
, C ∼ O (1) (35)
One can understand the qualitative form of this equation by making a link to turbulence [12]:
As the microscopic viscosity decreases, the system becomes more turbulent. This means
that thermal fluctuations will increasingly be converted in hydrodynamic modes, with a
random source ∼ 〈[TµγT γν ]〉 In 3D, this is accompanied by growth of microscopic vorticity
∼ ǫµγκ 〈T γκ〉 ∼ ζµ (Eq. 34), which cannot be foliated reversibly. Hence, the RHS of Eq. 21
will diverge because of the ∂µβν term in the denominator. The result is a minimum-setting
relationship between viscosity, vorticity and thermal fluctuations of the form given in Eq.
35 which has the potential to explain the “Zeroth law” [29]. Equilibrium thermodynamic
fluctuations in tandem with microscopic deviations from potential flow set the minimum of
anomalous dissipation. Note that in 1 and 2D, where ∂µζν does not exist or is restricted, we
know that anomalous dissipation is absent.
We can obtain a further insight into C by looking at Fig. 2 right panel in comparison
to the other two panels. Tilting the contour a little bit in the time direction is equivalent
to going from purely space-like fluctuations (described by the second-order derivative of the
finite temperature partition function) to an infinitely weak fluctuation that decays in time.
In other words, one expects that Eq 35 goes between the limit of thermal fluctuations in the
flat contour case (left-hand panel of Fig. 2) to the Kubo formula (right-hand panel of Fig.
2). This is possible if
C = lim
w→0
Re [F (w)]
Im [F (w)]
, F (w) =
∫
d3xdt 〈T xy(x)T xy(0)〉 ei(kx−wt) (36)
This allows an experimental test of the picture presented here, since Eq. 36 gives a quan-
titative prediction for how the “zeroth law of turbulence” develops. Note that most of the
mathematical literature on the topic [29] assumes incompressible fluids, for which there is
no relativistic continuation. One would have to develop a non-relativistic limit of Eq. 35,
something beyond in scope of this current work.
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F. The dynamics
We are now ready to try to make sense what we derived. The evolution of the energy
momentum tensor will be given, in the Gaussian approximation, via a foliation dΣµ and a
commutator, as a stochastic itoˆ integral [48]/a Wiener process.
Tˆµν(t) = Tˆµν(t0) +
∫
∆αβ
[
TˆµαTˆβν
]
+
∫
1
2
dΣµβνΠˆαβ∂
αββ (37)
the first is a Brownian integral, over “kicks” ∆αβ , where in the Ward identity always fixes
one component (Eq. 27 integrated by parts). The second is an integral over time. In the
Gaussian limit these integrals always converge, and Eq. 20 plays a role of the fluctuation-
dissipation relation.
Note that Eq. 37 includes in it ideal evolution, where, because of the fact that no entropy
is created the first term is certain (probability unity) and the second term is zero (Eq. 23).
Stochastic steps, however, sample over both thermal fluctuations and dissipative evolution.
In a highly turbulent regime (where ζµ ∼ uµ), it will be “likely” that thermal fluctuations
will bring the system far away from equilibrium.
Let us try to sketch how to implement these equations in a solution. Eq. 29 and Eq. 30
could in principle be used to define, perhaps on a discrete lattice, a βµ field and nµ foliation
out of any energy-momentum tensor at a given time t. After integrating Eq. 37 with a
Metropolis procedure based around Eq. 32 one can
lnZ|t+dt =
∫
Dgµν(x)T µν |t+dt , βµ|t+dt =
δ lnZ|t+dt
δTµν
nν (38)
equation 30 and 29 can then be used to orient T µν0 and Π
µν at the new step, and the Ward
identity Eq. 27 can be used for relative normalization. The cycle would then restart. Such a
procedure, using metropolis-type sampling at each time-step, would be computer-intensive
but achievable and would be a logical sequel to the static lattice fluctuation study examined
in [13]. Afterwards, the observable Tµν correlators can be sampled the usual way numerically〈∏
i
T µiνi(xγi)
〉
=
〈∏
i
(T µiνi0 (x
γi) + Πµiνi(xγi))
〉
The ingredients input from microscopic theory for such a simulation are the entropy content
of a configuration of βµ in each cell, equation 30 and 29 and the short-range structure of the
commutator at thermal equilibrium
Gµναβ(x− x′, T ) =
〈[
Tˆµν(x
′), Tˆαβ(x)
]〉∣∣∣
(x−x′)µ/βµ≪1
(39)
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to close the Ward identity Eq. 31 or calculate the statistical distribution of
∫
Tˆµνdx
µ. The
ingredients are therefore exactly the same as those required for to solve a general viscous
hydrodynamics, where terms of the Taylor expansion of the Fourier transform of Eq. 39
are matched to the gradient order. However, as mentioned earlier, the advantage of this
approach is that thermal fluctuations should be resummed at each step.
Let us close this section with some qualitative considerations of what such stochastic
dynamics will look like.
If the energy-momentum tensor is isotropic in the co-moving frame with βµ, Eq. 34 can
be used to put 30 to zero, what is sometimes called ”hydrodinamization”. That said, even
in this case, the RHS of Eq. 33 is not zero. This means that T µν at time t+dt will generally
be different from that predicted by ideal hydrodynamic flow without fluctuations. This
illustrates how, if Crooks fluctuation theorem is assumed, dissipation within a hydrodynamic
evolution arises inevitably, driven by microscopic fluctuations, as discussed in [44].
If turbulence and fluctuations do not dominate, what is the average limit of this stochastic
evolution? If Jumps are determined by Eq. 17 it is clear that “over many steps” a global
maximization of entropy is reached, i.e. the system always tends towards the maximum
entropy state, as required. Furthermore the ward identify Eq. 31 will ensure the conservation
of the average momentum current
∂µ
〈
Tˆ µν
〉
= 0 , ∂µ
〈
Tˆ µν0
〉
= −∂µ
〈
Πˆµν
〉
(40)
Integrating by parts the second term of Eq. 37 over a time scale of many ∆µν gives, in a
frame comoving with dΣµ∫ τ
0
dτ ′
〈
Πˆµν
〉
∂µβν ∼ βµ∂µ
〈
Πˆµν
〉
+
〈
Πˆµν
〉
= F (∂n≥1βµ, ...) (41)
where F (βµ) is independent of Πµν . Because local entropy is maximized by Eq. 7, Eq. F ()
cannot depend on βµ but only on gradients.
Because of the itoˆ isometry, the long term expectation values of Eq. 37 are equal in
squares ∫
∆αβ 〈[TµαTβν ]〉2 =
∫
1
4
dΣµ
〈
βνΠαβ∂
αββ
〉2
(42)
Hence, the equation of motion for the long-time average of Πµν should approach Israel-
Stewart type dynamics used earlier [3]. However, equation 38 allows us to do one better,
reconstructing the partition function and the field of Lagrange multiplies βµ at each point in
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time. This allows to sample probability distributions of every observable, including higher
cumulants. We expect such effects will be important in the deep turbulent regime or close
to the critical point [8].
In this respect it is worth mentioning that recently, an effort to construct first order
stable theories [45–47] has provided indications that theories written to first-order in gra-
dient are stable, provided one allows for “off-shell” small violations of the second law of
hydrodynamics. Such “off-shell fluctuations” (“off-shell” means not obeying the equation of
motion), for stability, require that entropy is bounded [46, 47]. Our theory could unify this
picture with the more traditional Israel-Stewart approach as we describe how violations of
the second law of thermodynamics occur in the “fluctuating” part of the energy-momentum
tensor, related to the dissipative part via Crook’s theorem, where it is clear that bounded
fluctuations around the average (and the smallness of the dissipative term in Eq. 6) require
a bounded entropy. We therefore speculate that the second order term in Eq. 37 will lead to
something like Israel-Stewart, and the first term, averaged over long times, will give some-
thing like [45]. For a series of Crook’s steps to fluctuate around a deterministic equation
(the Itoˆ isometry to be satisfied), one needs entropy to be bounded (if not, deviations will
fluctuate to infinity), thereby confirming the intuition of [46, 47].
Finally, we remark that as discussed in [31, 32], a remarkable range of systems in principle
well away from any kind of hydrodynamic limit (nano-engines, folding proteins and so on)
seem to saturate thermodynamic uncertainity relations. A qualitative explanation is that
thermal fluctuations together with the chaotic regime help in the fast equilibration of the
system. Our hope is that this dynamics, in the turbulent regime, could result in large hy-
drodynamic fluctuations in small systems helping achieving thermalization in such systems,
as seen in [4].
IV. DISCUSSION AND CONCLUSIONS
The formalism developed here could be straight-forwardly extended for more complicated
microscopic theories according to the prescriptions outlined in [2], via the substitution, in
the exponent of Eq. 7
βµT
µν → βµT µν + µJµ +WJ µ
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where µ is the chemical potential for a conserved charge and Jµ is that conserved charge’s
current [37], W is the vortical susceptibility and Jµ the angular momentum (note that
as as shown in [18] this term will, necessarily for causality, be augmented by a relaxation
timescale. [36] and [49] also show care needs to be taken with gauge symmetries). The
form of the Crooks relation Eq. 19, and subsequent formulae should not change, since
this non-equilibrium definition of entropy is universal. What changes is that Πµν will get
contributions from charge conductivity, polarization currents (allowing a derivation of casual
magnon dissipation [18]). Even gauge currents [49] can be accommodated by adding the
pure-gauge current Ua∂µUb, making all exponents gauge covariant and tracing over the color
fields. In all of these cases, the fluctuation and dissipation evolution can be integrated in a
similar manner.
Another avenue for further investigation is to rewrite the fluctuation and dissipation term
in eq. 37 and Eq. 7 as a path integral in doubled/complex coordinates [50, 51] (as was done
in [14]), x→ x±. In such a case, Crooks theorem would need to be imposed via the Closed
time path condition
lnZ[x+, x−] = [lnZ]∗ [x−, x+]
where the left hand side of the equation can be interpreted as a probability via a sum
over paths, and the right hand side as dissipation given by an optical theorem-like com-
plexification of the action. Given the use of path integrals in field theory, the rewriting of
hydrodynamics in this language would be a worthwhile goal, and it could allow us to go
beyond the classical probability definition of Tˆµν Πˆµν implicit in Eq. A.3, i.e. expand to αK
in Eq. 1 and higher orders.
The operator representation of the hydrodynamic Tˆµν and Πˆµν in terms of density matrices
also invites investigation weather the dynamics developed here can be linked directly to the
dynamics of the reduced density matrix of the multi-particle system via the Hamiltonian
flow [33, 52, 53]. While entanglement between Tˆµν and Πˆµν is neglected in the dynamics, this
approach can link to the entanglement entropy via relative normalization, end hence give
an insight into the quantum entanglement between microscopic and macroscopic degrees of
freedom. Given that entanglement of the QCD initial state in heavy ion collisions is actively
being investigated [54], this might lead to a phenomenology of our approach.
Finally, as an extremely speculative application of this formalism takes inspiration from
Analogue gravity, where hydrodynamics has long been known to describe the kinemati-
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cal [55], rather than dynamical part of general relativity., general relativity can be derived
[56] as an “equation of state” with entropy and horizons being related as an assumption.
Perhaps including a horizon term (as [56] does locally in terms of the Congruence) in the
RHS of equation 19 would lead to a well-defined fluctuation-dissipative dynamics involving
a spacetime obeying exact diffeomorphism invariance [57]: On a basic level, random fluctu-
ations mean “one initial condition leads to many final states”, while dissipation implies the
opposite, “many initial conditions to one final state”. A non-unitary dynamics where prob-
abilistic fluctuations and dissipation are correlated can keep track of quantum corrections to
gravity (such as horizon entropy) are included but all correlators are generally covariant. If
nothing else, a fundamentally theory that “the universe is governed by Crooks” would have
a considerable observational support!
In conclusion, we used the Crooks fluctuation theorem and Zubarev hydrodynamics to
construct an equation of motion for fluctuating hydrodynamics based on the evolution of
the partition function.
Given an initial ensemble of Tˆµν(Σµ), where Σµ is a foliation, provided there is a βµ(Σµ)
field whose Zubarev partition function Eq. 6 reproduces Tˆµν to a good approximation,
this paper proposes a stochastic procedure to evolve this ensemble so that it maintains ap-
proximate local equilibrium, with the deviation from equilibrium also being counted as an
ensemble Πˆµν . Our results should converge to the usual limits (Israel Stewart hydrodynam-
ics, Boltzmann statistical mechanics) in the right limits (respectively small fluctuations and
small gradients), but be fluctuation-dominated for smaller systems. We speculate the inter-
play between fluctuations and non-linearity could help small “dollops of fluid” seen in data
[4] equilibrate quickly and hope to develop an analytical and numerical phenomenology, the
latter on a lattice, for this approach in the future.
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Appendix: Isolating the equilibrium part of the density matrix
Here we shall clarify what we mean in Eq. 2, and how Eq. 6 is developed. The definition
of what Tˆ0
µν
is can be deduced from the definition of the equilibrium density matrix ρˆT in
terms of the Hamiltonian (the integral over a spacetime foliation of the Hamiltonian density
for a field)
ρˆT =
1
Z exp
[
−Hˆ
T
]
,
〈
Oˆ
〉
= Tr
(
OˆρˆT
)
=
δ
δJO
lnZ (A.1)
JO is a general “source”, used to get expectation values (for energy-momentum tensors, the
metric in a certain frame can be used).
For a quantum field, given any microscopic Lagrangian density L, a flow field βµ(x, t) and
a foliation dΣµ, equation A.1 can be generalized into a density matrix describing a system
with that microscopic lagrangian prepared to be instantaneously in local equilibrium. That
density matrix is given by Eq. 7, in terms of a stress-energy tensor we call T µν0 . Zubarev
has proved (see [2] and references therein) that if an instantaneus foliation Eq. 3 is found
where the system is in perfect local equilibrium subsequent quantum evolution of the system
is given by Eq. 7. Of course such a carefully prepared state is generally impossible, and in
this work it must only be true approximately (see Footnote 3).
One can then use Eq. 7 in conjunction with Eq. A.1 to calculate the probability to get
any cumulant of the energy momentum tensor
〈∆T µν0 (x1, t1)...∆T µν0 (xn, tn)〉 =
〈
δn
δη′µν(x1, t1)....η
′
µν(xn, tn)
lnZ
〉
(A.2)
η′µν is the metrix which is, at a given x, t, at rest w.r.t. βµ(x, t). This is not generally an
inertial frame, and equation Eq. A.2 is not to be confused with the general definition of the
energy momentum tensor w.r.t. metric Eq. 28.
Since the system is however never usually in full local equilibrium, Eq. 7 does not
commute with Hˆ. Hence, T µν0 is usually not the full T
µν (it might be at a given instant,but
not before or after), and Equation 7 has no information about T µν − T µν0 .
We shall implement Eq. 2 by assuming that the probability functional P(...) for a moment
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in time2 of the total energy momentum tensor (defined as in Eq. ) factorizes classically into
P(T µν , t) =
∫
P(T µν0 , t)P(Πµν , t)δ (T µν − T µν0 − Πµν)DT µν0 DΠµν (A.3)
where the cumulants of T µν0 are given by Eq. 7 and A.2 and P(Πµν) is something we have
to find out.
Note that as remarked in section II, the division in T µν0 and Πµν is not unique, analo-
gously to the “Hamiltonian of weak force” decomposition [34, 35] and only the sum remains
observable3
Also, note that Eq. A.3 does not preclude correlations, just quantum entanglement,
between the two components. In other words, in analogy with Eq. 13, [Tˆµν , Πˆµν ] is negligible,
either because it is Knudsen-suppressed or because of decoherence. This commutator should
go as ∼ αK and higher in Eq. 1.
We shall further hope that in the strongly interacting theory Tˆ µν0 is “close” to Tˆ
µν , in the
hope of using Crooks fluctuation theorem to calculate “the rest” (as [32] did for quantum
mechanics).
To implement the above quantitatively, we take the definition of the density matrix
in [24] in the configuration space basis. Ignoring the problems of normalization in QFT,
we get that to construct a density matrix one needs the microscopic Lagrangian and the
asymptotic conditions of the field configurations (here, y(0±). Note that in 0+1D Quantum
Mechanics all choices are equivalent because of the Stone Von Neumann theorem, but in
higher dimensional quantum field theory they are not). In a configuration space basis
〈x| ρ |x′〉 = 1Z
∫ τ=∞
τ=−∞
∫
[Dφ,Dy(τ)Dy′(τ)] e−iS(φy,y′) · δ [y(0+)− x′] δ [y′(0−)− x] , (A.4)
where τ is the proper time and 0± refers to the asymptotics in the foliation defined by Σµ.
Following [30]
δ
[
y(0+)− x′] δ [y′(0−)− x] = δJi(y(0+))
δJi(x′)
δJj(y(0
−))
δJj(x)
2 For a general probability distribution function P(X) lnZ is the cumulant generating function
lnZ = ln
∫
P(X) exp[tX ]dX
∣∣∣∣
t=1
The inverse with the Boltzmann factor gives the usual partition function of statistical mechanics
3 In the Quantum mechanics of Eq. 13 with one coordinate x the equivalent procedure would be to construct
x = y + z chosen so that
|〈y|H |y′〉|2 ≪ |〈y|Σ|y′〉|2 , |〈z|Σ|z′〉|2 ≪ |〈z|H |z′〉|2 , |〈y|H |z〉|2 , |〈y|Σ|z〉|2 ≪ 1
and then expand. In systems with a coupling to a bath close to the Markovian limit this choice is generally
possible, but its uniqueness and observability is controversial [34, 35]
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Hence, by integrating by parts the density matrix can be obtained from a partition function
〈x| ρ |x′〉 = δ
2
δJi(x)δJj(x′)
lnZ(Ji(y(0+) + Jj(y′(0−)) (A.5)
We must remember that in Quantum mechanics Z is a function and ρˆ a matrix of numbers,
in Quantum field theory Z is a functional and ρˆ a “matrix of functions”, generated by an
appropriate choice of Ji,j(x, t).
If the system is close to local equilibrium, the Matsubara technique can be used [23] to fix
y(0±): One can construct a finite temperature partition function by imposing, on functional
integrals of fields φ (the microscopic DoFs here), the condition that φ(x, t) = ±φ(x, t+ i/T )
(± refers to spin-statistics). Given a choice of a flow field βµ and an instant Σµ of a foliation
an equilibrium partition function can be computed in the reference frame at rest w.r.t.
βµ(x
µ
i ) [9]
ZT0(J(y)) =
∫
Dφ exp
[
−
∫ T−1(xµ
i
)
0
dτ ′
∫
d3x (L(φ) + J(y)φ)
]
(A.6)
The periodicity of the time integral in Eq. A.6 mean that an arbitrary Ji(x
µ)→ Ji (T−1 (~x, t) , ~x)
in the rest frame where βµ = (T
−1,~0). This ensures that Eq. 6 follows.
Just like Tˆ µν 6= Tˆ µν0 , the Z for the microscopic theory is not equal to ZT0. However, for
any βµ, dΣµ at that instant we can factorize Z = ZT0 × ZΠ, where ZΠ is simply “the rest”.
Note that the normalization of Eq. 6 is taken care automatically because of the definition
of ρˆ in terms of Z: An expansion of the form Z = ZT0 × ZΠ with ZΠ would automatically
result in Eq 6, with the correct normalization, holding.
The above procedure is possible always, for any choice βµ(x, t) and any Tˆµν . For this
paper’s results to be applicable, however, one needs that, given a given a partition function
“localized in time”, Ji,j ∝ δ(τ − τ ′), the partition function at the next time step Ji,j ∝
δ(τ − τ ′ +∆) is given through Eq. 17. This allows us to use Eqs. 33,31 to reconstruct the
partition function Z at all times.
When is this true, if ever? To answer this question, we recall that the usual hydrodynam-
ics derivation depends on the assumption that each particle’s mean free path is large enough
that it defines a volume in the termodynamic limit, but small enough w.r.t. the gradients of
the fluid. This is equivalent to saying that the “infinities” in the integral in Kubo’s formula
[39] are still “small” w.r.t. the hydrodynamic gradients.
In our case, something similar happens. Eq. A.4 is defined in terms of asymptotic limits,
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0±. If each dΣµ is “long” w.r.t. some microscopic scale, approximating
βµdΣ
µ ≡ ∆ ≃ 0+ − 0− (A.7)
allows us to compare Eq. A.6 to Eq. A.4 at a given time step so that the two can be
approximately the same.
There is however a further issue: ZT0 and ZΠ are not generally independent, since Tˆ0
and Πˆ are generally correlated. However, relations such as Eq. 13 are valid if Πˆ and ˆT µν0
commute, an assumption equivalent to the Markovian fluctuations assumption needed to
derive Crooks’s theorem.
In [32] the commutativity is manifest by the fact that Hˆ and Nˆ in equation 13 is sta-
tionary. In our case, Eq. A.7 means that commutativity between Tˆ µν0 and Πˆ will be of
order > ∆. One then see explicitly, within the modular Hamiltonian representation, that
the infinite tower of nested correlators [33] will correspond to an expansion in powers of ∆.
Using Crooks fluctuation theorem then means (ωµνω
µν)1/2 in Eq. 17 is “large” w.r.t. ∆.
According to Eq. 1 ∆ ∼ O (αK/(∂µuν))
In summary, the separation of scales for the applicability of our results looks very much
related to the applicability of usual hydrodynamics. What our approach has, as an advantage
over the usual approach of considering only equations of motion for the averages, is that
fluctuation and dissipation are treated on the same footing via operators. This means that
while expanding in Knudsen number we “keep all thermodynamic fluctuations”, i.e. the
expansion in te microscopic length-scale” (equation (1) of [11] and [17]) into account. As an
analogy, one could consider coarse-graining Quantum Chromodynamics in terms of Wilson
loops rather than in terms of chiral perturbation theory. This, in principle, allows us to keep
fluctuations at sub-hadronic scale, at the price of not having manifest hadronic degrees of
freedom.
We should also take a moment to compare the above derivation with that of [2]: The
authors of [2] start with the Von Neumann definition of entropy and expand it around a
foliation, defining βµ (and chemical potentials) as a field of Lagrange multipliers. This is
appropriate if the system, and every point spanned by nµ is close to global equilibrium,so
deviations from maximization of entropy are small and the entropy in each volume element
foliated by nµ is not too far from the maximum. In contrast, building Tˆ
µν locally by deriving
most of it from the KMS condition is appropriate if every point of the system is close to
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local equilibrium, irrespective of how far away we are from global equilibrium. This is not a
trivial consideration, since, if one considers the hydrostatic limit with a small perturbation
and a viscosity η, the local equilibration timescale (∼ η/(Ts) is inversely proportional to the
global one ∼ s/(ηk) where k is the wavenumber of the sound-wave). The EFT defined here
and the one in [2] have opposite domains of validity, although their zero-th order equilibrium
terms are the same.
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