In this paper, a new characterization of previously studied generalized complementary basic matrices is obtained. It is in terms of ranks and structure ranks of submatrices de ned by certain diagonal positions. The results concern both the irreducible and general cases.
Introduction
In a series of papers, [2] , [4] , [5] , the authors introduced and studied the so called complementary basic matrices, CB-matrices for short.
In the most general case of CB-matrices, so called generalized complementary basic matrices, shortly GCB-matrices, say of order n, the ordered set of indices { , , . . . , n} is split into a union of t ordered consecutive intervals M , . . . , M t determined by t − integers l , . . . , l t− , < l < · · · < l t− < n, as follows: M k = {l k− , l k− + , . . . , l k }, k = , , . . . , t, where formally l is set as and l t as n. Thus d k = l k − l k− + is the length of M k , for k = , . . . , t. Notice that the last number l k in M k coincides with the rst number of M k+ , for all k = , . . . , t − .
The GCB-matrices then originated in [3] and [4] as follows. Let C , C , . . . , C t be square matrices of orders d , d , . . . , d t , respectively. For k = , . . . , t, de ne n × n matrices G k by
where the I's are identity matrices, p k = l k− − , q k = n − l k . Then for permutations (k , k , . . . , k t ) of ( , . . . , t), products of the form
are called GCB-matrices. The matrices C k are generators of the matrix in (2) and the permutation π = (k , k , . . . , k t ) the generating permutation. It was shown in [4] that for any permutation (k , . . . , k t ) of ( , . . . , t), the products G k G k · · · G kt have the same characteristic polynomial and thus the same spectrum.
We intend to add a new characterization of GCB-matrices. The structure rank and related notions introduced in [1] will be needed. It was de ned as follows: Let A be an m × n matrix over a eld and let S be a subset of M × N, where M = { , , . . . , m}, N = { , , . . . , n}. The structure rank of A with respect to S, denoted as r(A; S), is the maximum order of a nonsingular submatrix of A all of whose entries have pairs of indices in S.
It was shown in [1] that for many structures S, r(A; S) and r(A − ; S) coincide for all nonsingular matrices A. Among them, the lower and upper triangular ranks, block subdiagonal rank and block superdiagonal rank are the most important.
Main theorem
In the following omnibus theorem, we assume that n > t > and that for some indices < l < l < · · · < l t− < n, completed formally by l = and l t = n,
Then the following structures in N × N for N = { , , . . . , n} are de ned:
Here, one of the subsets T and T can be void. Observe that for k ∈ T , U k is contained in the superdiagonal part of N × N, L k in the strictly subdiagonal part of N × N. For k ∈ T , U k is contained in the strictly subdiagonal part of N × N, L k in the superdiagonal part of N × N. We shall call, in the case k ∈ T , U k the upper part of l k and L k the strict lower part of l k . In the case k ∈ T , L k is called the lower part of l k and U k the strict upper part of l k .
We formulate a few observations. 
Observation 2.1. Let A be a GCB-matrix with generators C k and generating permutation π. Then the transpose A T of A is also a GCB-matrix generated by the generators C T k and generating permutation which is the reverse permutation of π.

Observation 2.2. The matrices G i satisfy G
i G k = G k G i if |i − k| > .
We then obtain a unique form of the product G k · · · G kt as follows: We move G in G k · · · G kt to the left as far as possible without changing the product, ie., either to the rst position, or until it meets G . In the latter case, move the pair G G as far to the left as possible, until such product is in front. Then take the smallest of the remaining indices and move the corresponding G to the left, etc. In this way, we arrive at the right normal form of G
for some m , . . . , ms, where the brackets simply denote the terms and are irrelevant.
Regarding the decomposition {T , T } of T = { , , . . . , t − }, it is then easy to see that the indices in T , i.e., those j for which j precedes j + in the permutation, are exactly the indices m , m , . . . , ms in (3) , whereas the remaining indices are in T .
Observation 2.3. A GCB-matrix A is irreducible if and only if all the generators C k are irreducible. This holds independently of the generating permutation.
This last observation was proved in [5] .
Theorem 2.4. In the previous notation, let A be an irreducible n
Then the following are equivalent:
with matrices G i de ned in (2) ; (ii) For each k ∈ T , the upper part U k of l k has rank one and the strict lower part L k is a zero matrix; for each k ∈ T , the strict upper part U k is a zero matrix and the lower part L k of l k has rank one; (iii) the structure ranks satisfy r(A;
Proof. We rst prove by induction with respect to t that (i) is equivalent with (ii). Let thus t = and let (i) hold. For easier notation, we write G in (i) in the partitioned form
where P is × ; analogously, let G be the partitioned matrix
where Q is × . Thus if π is ( , ), is in T and A as the product G G has the form
Observe that for k = in T , L is the lower left zero block and the submatrix of A corresponding to U is
This submatrix has rank one since it is the product P P Q Q . Each of these submatrices has rank one because of irreducibility. If A = G G then k = is in T and the implication (i) → (ii) can be proved analogously.
To prove that (ii) implies (i), suppose that k = is in T . For the matrix A written in the partitioned form
where A is × , the condition (ii) means that A is a zero matrix and the submatrix and A A is a zero matrix.
where P and Q are × and both factors are nonzero matrices. But then
is a factorization in (i). The irreducibility conditions are ful lled from the result in Observation 2.3. If k = is in T , we obtain also that (ii) implies (i) either by a similar argument, or using transposition as in Observation 2.1. Now let t > and suppose the equivalence holds for all smaller t. To prove (i) implies (ii), we distinguish two cases. Case 1. t − is in T , i.e., t − precedes t in π. It follows that in the standard form in Observation 2.2, the last term (G t G t− · · · Gm s ) is only G t and A can thus be put into the form A = BG t . The matrix B is a product of the remaining t − matrices G k , has the form
and a similar statement holds for the matrix B . This means that the induction hypothesis gives (ii) in the form that for all modi ed structuresL k 's andŨ k 's corresponding to only t − numbers l , l , . . . , l t− , the submatrices of B have the corresponding ranks. Observe that B is again irreducible and the decomposition ofT = { , , . . . , t− } intoT andT satis esT = T \{t− },T = T . It follows that if k ∈T , a subdiagonal zero block in B corresponding to l k leads to a subdiagonal zero block in A and a superdiagonal block of rank one in B will imply a block of rank one in A. Indeed, the submatrix of B onŨ k , having the rank one, is a product of a column vector v and a row vector. If B is multiplied by G t , the vector v will be the same so that the submatrix of A on U k will also have rank one. Similarly, if k ∈T . That (ii) is ful lled also by U t− and L t− follows from the case t = above. Case 2. t − ∈ T . By Observation 2.1, transposition of the whole problem leads to the same problem for transposed matrices and reverses T and T , this case follows from case 1.
To prove that (ii) implies (i), observe that the validity of (ii) for t implies that it is also valid for t − . Thus, by the induction hypothesis, not regarding l t− , A can be factorized into a product in some order of t − matrices G , . . . , G t− , X, the corresponding irreducible diagonal submatrices C k of orders l k − l k− + , k = , . . . , t − ; the last factor, which we denoted as X, has irreducible generator X of order n − l t− + . A is a product of these matrices G i and X and the corresponding permutation relates with the decomposition of
In this product, we can as above suppose that X is the last factor; denote by B the product of the remaining G i 's. We have thus A = B I X . We let the position of l t− in A play the role of the position of l in X .
The given conditions in (ii) on U t− and L t− in A imply that the sum of their ranks is equal to one. So, the sum of the corresponding ranks in X is less than or equal to one. Since X is irreducible, the sum must be one. Using the case t = , X factors as a GCB-matrix where both generators are irreducible. Thus A can be factorized into a product of t matrices with the needed properties. We now show that (ii) and (iii) are equivalent. Let rst (iii) be ful lled. If k ∈ T , then r(A; ∪ k∈T L k ) = by (iii) which implies r(A; L k ) = for all such k. Also, r(A; ∪ k∈T U k ) = by (iii) implies r(A; U k ) = for all such k. If k ∈ T , then r(A; ∪ k∈T L k ) = by (iii) implies r(A; L k ) = as well as r(A; ∪ k∈T U k ) = implies r(A; U k ) = for all k ∈ T . Thus (ii) follows.
Let now (ii) be ful lled. Suppose that a × submatrix apr aps aqr aqs is in the superdiagonal part of A and has all pairs of indices of entries in ∪ k∈T U k , where, as above,
Then (q, r) ∈ U l for some l ∈ T which implies, since p < q and r < s, that all pairs of indices in this submatrix are in U l . By (ii), the determinant of such submatrix is zero so that rank r(A; ∪ k∈T U k ) ≤ . It can be shown easily that this rank is not zero (because of the irreducibility assumption). Also, by (ii), r(A; L k ) = for k ∈ T which implies r(A; ∪ k∈T L k ) = . Analogously, or by transposition, the case of the subdiagonal part is settled and from (ii), (iii) follows.
To formulate a simpler theorem, let us call the height of a GCB-matrix the number of factors t. We shall also say that in an n × n matrix A = [a ik ], the diagonal entry a ii (for < i < n ) has the rank one property if in the partitioning Proof. This is a corollary of Theorem 2.4 for t ≥ . If (i) is ful lled, then (i) of Theorem 2.4 holds with this number t. By (ii), the diagonal entries with indices l , l , . . . , l t− have the rank one property. Indeed, exactly one of the ranks is zero and the other is one since otherwise the irreducibility would not hold. The converse is also easy to prove by the equivalence of (i) and (ii) in Theorem 2.4.
By inspection of the proof of Theorem 2.4 we observe that we can drop the irreducibility assumption and change the second condition. We say that the diagonal entry a ii (for < i < n ) has the rank at most one property if in the partitioning Finally, we mention that the related article [6] has also appeared in this journal.
Acknowledgement: Miroslav Fiedler is with institutional support RVO:67985807.
