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ON THE AUTOMORPHISM GROUP OF MINIMAL S-ADIC
SUBSHIFTS OF FINITE ALPHABET RANK
BASTIA´N ESPINOZA AND ALEJANDRO MAASS
Abstract. It has been recently proved that the automorphism group of a min-
imal subshift with non-superlineal word complexity is virtually Z [DDMP16,
CK15]. In this article we extend this result to a broader class proving that the
automorphism group of a minimal S-adic subshift of finite alphabet rank is
virtually Z. The proof relies on a fine combinatorial analysis of the asymptotic
classes in this type of subshifts.
1. Introduction
Let A be a finite alphabet and let X ⊆ AZ be a subshift, i.e., a closed set that
is invariant under the left shift T : AZ → AZ. The automorphism group of (X,T ),
Aut(X,T ), is the set of homeomorphisms from X to itself which commute with
T . The study of the automorphism group of low word complexity subshifts (X,T )
has attracted a lot of attention in recent years. By word complexity we mean the
increasing function pX : N→ N which counts the number of words of length n ∈ N
appearing in points of the subshift (X,T ). In contrast to the case of non trivial
mixing shifts of finite type or synchronized systems, where the algebraic structure
of this group can be very rich [BLR88, KR90, FF96], the automorphism group of
low word complexity subshifts is expected to present high degrees of rigidity. The
most relevant example illustrating this fact are minimal subshifts of non-superlinear
word complexity where the automorphism group is virtually Z [CK15, DDMP16].
Interestingly, in [Sal17] (and then in [DDMP16] in a more general class) the author
provides a Toeplitz subshift with complexity pX(n) ≤ Cn1.757, whose automor-
phism group is not finitely generated. So some richness in the algebraic structure
of the automorphism groups of low word complexity subshifts can arise. Other low
word complexity subshifts have been considered by Cyr and Kra in a series of works.
In [CK16b] they proved that for transitive subshifts, if lim inf
n→+∞ pX(n)/n
2 = 0, then
the quotient Aut(X,T )/〈T 〉 is a periodic group, where 〈T 〉 is the group spanned
by the shift map; and in [CK16a] for a large class of minimal subshifts of subexpo-
nential complexity they also proved that the automorphism group is amenable. All
these classes and examples show that there is still a lot to be understood on the
automorphism groups of low word complexity subshifts.
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2 Bastia´n Espinoza, Alejandro Maass
In this article we study the automorphism group of minimal S-adic subshifts of
finite or bounded alphabet rank. This class of minimal subshifts is somehow the
most natural class containing minimal subshifts of non-superlinear complexity, but
it is much broader as was shown in [DDMP16, DDMP20]. Moreover, this class
contains several well studied minimal symbolic systems. Among them, substitu-
tion subshifts, linearly recurrent subshifts, symbolic codings of interval exchanges
transformations, dendric subshifts and some Toeplitz sequences. Thus, this class
represents a useful framework for both, proving general theorems in the low word
complexity world and building subshifts with interesting dynamical behavior. The
descriptions made in [BKMS13] of its invariant measures and in [DFM19] of its
eigenvalues are examples of the former, and the well behaved S-adic codings of
high dimensional torus translations from [BST20] is an example of the later.
The main result of this article is the following rigidity theorem:
Theorem 1.1. Let (X,T ) be a minimal S-adic subshift given by an everywhere
growing directive sequence τ = (τn : An+1 → An)n≥0. Suppose that τ is of finite
alphabet rank, i.e., lim infn→+∞#An < +∞. Then, Aut(X,T ) is virtually Z.
A minimal S-adic subshift of finite topological rank, as stated in [DDMP20], is
defined as an S-adic subshift in which the defining directive sequence τ is proper,
primitive, recognizable and with finite alphabet rank. In particular, τ is every-
where growing. Therefore, Theorem 1.1 includes all minimal S-adic subshifts of
finite topological rank. Also, in the same paper, the authors prove that minimal
subshifts of non-superlinear word complexity are S-adic of finite topological rank.
Thus, Theorem 1.1 can be seen as a generalization to a much broader class of the
already mentioned result from [CK15] and [DDMP16]. Finally, by results stated
in [DDMP20], Theorem 1.1 also applies to all level subshifts of minimal Bratteli-
Vershik systems of finite topological rank and its symbolic factors.
1.1. Organization. We will start by giving some background in topological and
symbolic dynamics. In Section 3 we restate our main results and prove them with
the exception of the key Proposition 3.2. The rest of the paper is devoted to state
all ingredients allowing to prove this proposition. To this end, in Section 4 we prove
some combinatorics lemmas concerning periodicity of words, then in Section 5 we
introduce the notion of interpretation, that is central in the proof, together with its
basics properties, and in Section 6 we define what reducible sets of interpretations
are and get a bound of their sizes. Finally, in Section 7 we give the proof of
Proposition 3.2.
2. Background in topological and symbolic dynamics
All the intervals we will consider consist of integer numbers, i.e., [a, b] = {k ∈
Z : a ≤ k ≤ b} with a, b ∈ Z. For us, the set of natural numbers starts with zero,
i.e., N = {0, 1, . . . }.
2.1. Basics in topological dynamics. A topological dynamical system (or just a
system) is a pair (X,T ) where X is a compact metric space and T : X → X is a
homeomorphism of X. We denote by OrbT (x) the orbit {Tnx : n ∈ Z} of x ∈ X.
A point x ∈ X is periodic if OrbT (x) is a finite set and aperiodic otherwise. A
topological dynamical system is aperiodic if any point x ∈ X is aperiodic and is
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minimal if the orbit of every point is dense in X. We use the letter T to denote the
action of a topological dynamical system independently of the base set X.
An automorphism of the topological dynamical system (X,T ) is a homeomor-
phism ϕ : X → X such that ϕ◦T = T ◦ϕ. We use the notation ϕ : (X,T )→ (X,T )
to indicate the automorphism. The set of all automorphisms of (X,T ) is denoted
by Aut(X,T ) and is called the automorphism group of (X,T ). It has a group struc-
ture given by the composition of functions. It is said that Aut(X,T ) is virtually Z
if the quotient Aut(X,T )/〈T 〉 is finite, where 〈T 〉 is the subgroup generated by T .
2.2. Basics in symbolic dynamics.
2.2.1. Words and subshifts. Let A be a finite set that we call alphabet. Elements
in A are called letters or symbols. The set of finite sequences or words of length
` ∈ N with letters in A is denoted by A`, the set of onesided sequences (xn)n∈N in
A is denoted by AN and the set of twosided sequences (xn)n∈Z in A is denoted by
AZ. Also, a word w = w1 · · ·w` ∈ A` can be seen as an element of the free monoid
A∗ endowed with the operation of concatenation (and whose neutral element is
1, the empty word). The integer ` is the length of w and is denoted by |w| = `.
We write ≤p, ≤s and v for the relations in A∗ of being prefix, suffix and subword,
respectively. We also write u <p v (resp. u <s v, u @ v) when u ≤p v (resp. u ≤s v,
u v v) and u 6= v. When u v v, we also say that u occurs in v (one also uses these
notations when considering prefixes, suffixes and subwords if infinite sequences).
If W ⊆ A∗ is a set of words in A, we define:
〈W〉 := min
w∈W
|w| and |W| := max
w∈W
|w|.
The shift map T : AZ → AZ is defined by T ((xn)n∈Z) = (xn+1)n∈Z. A subshift is
a topological dynamical system (X,T ) where X is a closed and T -invariant subset
of AZ (we consider the product topology in AZ) and T is the shift map. Classically
one identifies (X,T ) with X, so one says that X itself is a subshift. When we say
that a sequence in a subshift is aperiodic, we implicitly mean that this sequence is
aperiodic for the action of the shift.
2.2.2. Morphisms and substitutions. Let A and B be finite alphabets and τ : A∗ →
B∗ be a morphism between the free monoids that they define. We say that τ is
erasing whenever there exists a ∈ A such that τ(a) is the empty word. Otherwise
we say it is non-erasing.
When τ is non-erasing it extends naturally to maps from AN to itself and from
AZ to itself in the obvious way by concatenation (in the case of a twosided sequence
we apply τ to positive and negative coordinates separately and we concatenate the
results at coordinate zero). We say that τ is primitive if for every a ∈ A, all letters
b ∈ B occur in τ(a). The minimum and maximum length of τ are, respectively, the
numbers
〈τ〉 := 〈τ(A)〉 = min
a∈A
|τ(a)| and |τ | := |τ(A)| = max
a∈A
|τ(a)|.
We observe that any map τ : A → B∗ can be naturally extended to a morphism
(that we also denote by τ) from A∗ to B∗ by concatenation, and we use this conven-
tion throughout the document. So, from now on, all maps between finite alphabets
are considered to be morphisms between their associated free monoids.
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2.2.3. S-adic subshifts. We recall the definition of an S-adic subshift as stated in
[BSTY19]. A directive sequence τ = (τn : A∗n+1 → A∗n)n≥0 is a sequence of mor-
phisms. From this point, we will only consider non-erasing morphisms.
For 0 ≤ n < N , we denote by τ[n,N) or τ[n,N−1], the morphism τn◦τn+1◦· · ·◦τN−1.
We say τ is everywhere growing if
(1) lim
N→+∞
〈τ[0,N)〉 = +∞.
We say τ is primitive if for any n ∈ N there exists N > n such that τ[n,N) is
primitive. Observe that τ is everywhere growing whenever τ is primitive.
For n ∈ N, we define
X(n)τ =
{
x ∈ AZn : ∀k ∈ N, x[−k,k] occurs in τ[n,N)(a) for some N > n and a ∈ AN
}
.
These sets clearly define subshifts. The set Xτ = X
(0)
τ is called the S-adic subshift
generated by τ and X
(n)
τ is called the nth level of the S-adic subshift generated by τ .
If τ is everywhere growing, then every X
(n)
τ , n ∈ N, is nonempty; if τ is primitive,
then X
(n)
τ is minimal and nonempty for every n ∈ N. There are non-primitive
directive sequences that generate minimal subshifts.
The relation between levels of an S-adic subshift is given by the following lemma.
Lemma 2.1 ([BSTY19], Lemma 4.2). Let τ = (τn : A∗n+1 → A∗n)n≥0 be a directive
sequence of morphisms. If 0 ≤ n < N and x ∈ X(n)τ , then there exists y ∈ X(N)τ
and k ∈ Z such that x = T kτ[n,N)(y).
We define the alphabet rank of a directive sequence τ as
AR(τ ) = lim inf
n→+∞ |An|.
In this paper we will deal with systems (Xτ , T ) given by an everywhere growing
directive sequence τ of finite alphabet rank. This kind of systems generalises the
class of finite topological rank systems stated for minimal Bratteli-Vershik systems
and its symbolic factors (see for example [DFM19]), but is somehow more natural
and includes a broader spectrum of systems, not all minimal. It is worth mention-
ing that finite topological rank minimal systems are either subshifts or odometers
[DM08].
A contraction of τ is a sequence τ˜ = (τ[nk,nk+1) : A∗nk+1 → A∗nk)k≥0, where
0 = n0 < n1 < n2 < . . . . Observe that any contraction of τ generates the same
S-adic subshift Xτ . When τ has finite alphabet rank, there exists a contraction
τ˜ = (τ[nk,nk+1) : A∗nk+1 → A∗nk)k≥0 of τ in which Ank has cardinality AR(τ ) for
every k ≥ 1.
3. Main results
In this section we prove our main result, Theorem 1.1. The proof is based on
two general elements: firstly we use a proposition from [DDMP16] relating the
number of asymptotic components with the “size” of the automorphism group and
secondly we develop a deep combinatorial analysis of the asymptotic classes arising
in an S-adic subshift of finite topological rank.
Let (X,T ) be a topological dynamical system. Two points x, x′ ∈ X are (posi-
tively) asymptotic if limn→+∞ dist(Tnx, Tnx′) = 0. We define the relation ∼ in X
as follows: x ∼ x′ whenever x is asymptotic to T kx′ for some k ∈ Z. It is easy to
see that ∼ is an equivalence relation. An equivalence class for ∼ that is not the
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orbit of a single point is called an asymptotic class, and we write Asym(X,T ) for
the set of asymptotic classes of (X,T ). Observe that if (X,T ) is a subshift, then
x ∼ x′ if and only if x(−∞,k) = x′(−∞,`) for some k, ` ∈ Z.
The following proposition, proved in [DDMP16], gives a relation between the
number of asymptotic classes and the cardinality of Aut(X,T )/〈T 〉 under conditions
that any minimal subshift satisfies.
Proposition 3.1 ([DDMP16], Corolary 3.3). Let (X,T ) be a topological dynamical
system. Assume there exists a point x0 ∈ X with ω(x0) :=
⋂
n≥0 {T kx0 : k ≥ n} =
X that is asymptotic to a different point. Then, we have the following exact
sequence,
{1} −→ 〈T 〉 Id−→ Aut(X,T ) j−→ Per(Asym(X,T )),
where Per
(
Asym(X,T )
)
is the permutation group on #Asym(X,T ) elements.
Let W ⊆ A∗ be a set of nonempty words over the alphabet A. A point x ∈ AZ
is factorizable over W if there exists a point y ∈ WZ and k ∈ Z such that x[k,∞) =
y0y1y2 · · · and x(−∞,k) = · · · y−3y−2y−1. For example, if τ is a directive sequence,
0 ≤ n < N and x ∈ X(n)τ , from Lemma 2.1 we see that x is factorizable over
τ[n,N)(AN ).
The next proposition is the key step to prove our main result. We postpone its
proof until Section 7.
Proposition 3.2. Let W ⊆ A∗ be a set of nonempty words. Then, there exists
B ⊆ A∗ such that:
(1) #B ≤ 122(#W)7,
(2) |b| = 〈W〉 for every b ∈ B, and
(3) if x, x′ ∈ AZ are factorizable over W, x(−∞,0) = x′(−∞,0) and x0 6= x′0, then
x[−〈W〉,0) ∈ B.
As we will see from the proof, the bound “122(#W)7” is not necessarily optimal.
Here, the important point is that, despite the fact that the length of the elements
in B are similar with those of minimal length in W, the cardinality of B depends
only on #W, and not on 〈W〉.
The next theorem (motivated by previous proposition) can be seen as a more
precise statement for Theorem 1.1. We emphasize that here we do not require
minimality.
Theorem 3.3. Let Xτ be a S-adic subshift given by an everywhere growing di-
rective sequence τ of alphabet rank K. Then, Xτ has at most 122K
7 asymptotic
classes.
Proof. Let τ = (τn : An+1 → An)n≥0 be a non-erasing everywhere growing directive
sequence of alphabet rank K. Doing a contraction, if required, we can suppose that
#An = K for every n ≥ 1. Thus, #τ[0,n)(An) ≤ K if n ≥ 1.
Set K ′ = 122K7 and let C0, . . . , CK′ be asymptotic classes in (X,T ). It is
enough to show that there exists different j, j′ ∈ [0,K ′] such that Cj = Cj′ .
For each j ∈ [0,K ′] choose (zj , z′j) ∈ Cj such that zj and z′j do not belong to the
same orbit. Then, there exists mj ,m
′
j ∈ Z such that xj := Tmjzj and yj := Tm
′
jz′j
satisfy
(xj)(−∞,0) = (yj)(−∞,0) and (xj)0 6= (yj)0, ∀j ∈ [0,K ′].
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For n ∈ N, we put Wn = σ[0,n)(An). Let Bn ⊆ A0 be the set given by Proposition
3.2 when it is applied toWn. Then, since for all n ∈ N and j ∈ [0,K ′] the points xj
and yj are factorizable over Wn, we have from Proposition 3.2 and the Pigeonhole
Principle that there exist jn 6= j′n such that
(2) (xjn)[−〈Wn〉,0) = (xj′n)[−〈Wn〉,0), ∀n ∈ N.
Since #Wn ≤ K for all n ∈ N, we can choose 1 ≤ n1 < n2 < . . . such that
jn1 = jn2 = · · · = j 6= j′ = j′n1 = j′n2 = . . . By (2),
(3) (xj)[−〈Wni 〉,0) = (xj′)[−〈Wni 〉,0), ∀i ∈ N.
Since τ is everywhere growing, 〈Wn〉 goes to infinity when n → +∞. Thus, (3)
implies (xj)(−∞,0) = (xj′)(−∞,0) and, therefore, zj , zj′ are asymptotic. We conclude
that Cj = Cj′ and the proof is complete. 
We remark again that in the previous result we do not assume minimality. This
hypothesis is needed in the next proof (of our main theorem) only because we
bound the size of the automoprhism group by the number of asymptotic classes via
Proposition 3.1. Thus, Theorem 1.1 is mainly a consequence of combinatorial facts
inherent to S-adic subshifts.
Theorem 1.1. Let (X,T ) be a minimal S-adic subshift given by an everywhere
growing sequence of finite alphabet rank. Then, its automorphism group is virtually
Z.
Proof. Let τ be a non-erasing everywhere growing directive sequence of alphabet
rank K such that X = Xτ . From Proposition 3.1 and Theorem 3.3 we get
#Aut(X,T )/〈T 〉 ≤ #Asym(X,T )! ≤ (122K7)! < +∞.
This inequality proves that Aut(X,T ) is virtually Z. 
4. Periodicity lemmas
To prove Proposition 3.2, we will need some combinatorial lemmas that we
present in this section. We start by reviewing the following classical result, we
provide a simple proof for completeness.
Lemma 4.1 (Fine and Wilf). Let u, v ∈ A∗ \ {1} be words such that uv = vu.
Then, there exist w ∈ A∗ and n,m ∈ N such that u = wn and v = wm.
Proof. If |u| = |v|, then w := u and n = m = 2 works. In the other case, without
loss of generality we can suppose |u| > |v|. Set u′ = v−1u ∈ A∗ \ {1} and observe
that
u′v = v−1uv = v−1vu = u = vu′ and |u′|+ |v| < |u|+ |v|.
Then, by induction, there exist w ∈ A∗ and n,m ∈ N such that u′ = wn and
v = wm, i.e, u = wn+m and v = wm. 
If u ∈ A∗ \ {1}, then we write u∞ := uuu · · · and ∞u := · · ·uuu.
Lemma 4.2. Let u,w ∈ A∗ and 0 = c1 < c2 < · · · < cs ≤ |w| such that w(cl,|w|] ≤p
u for all l ∈ [1, s]. Let q ∈ A∗ be the shortest word such that w ≤p q∞ and suppose
that |q| ≤ |w(cs,|w|]|. Then, cl = 0 mod |q| for all l ∈ [1, s], i.e., for all l ∈ [1, s]
there exists nl ∈ N such that w(0,cl] = qnl .
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Proof. Let l ∈ [1, s]. Since w(c1,|w|], w(cl,|w|] ≤p u and |w(cl,|w|]| ≥ |w(cs,|w|]| ≥ |q|,
we have
(4) q ≤p w(cl,|w|].
If cl 6= c1 mod |q|, then we can write q = q′q′′, where q′, q′′ ∈ A+ and |q′| = cl
mod |q|. Then, from (4) and w ≤p q∞, we deduce that
(5) q′q′′ = q = w(cl,cl+|q|] = w(|q′|,|q′|+|q|] = q
′′q′.
See Figure 1 for an illustration. From (5) and Lemma 4.1 we conclude that q′ and
q′′ are powers of some common word. This contradicts the minimality of |q|.
Figure 1. If cl 6= 0 mod |q|, then at position cl there is a “desyn-
chronization” between the occurrences of q that allows us to use
Fine and Wilf and find a smaller q.

The following “reversed” version of the previous lemma can be proved in a similar
way.
Lemma 4.3. Let u,w ∈ A∗ and |w| = c1 > c2 > · · · > cs ≥ 0 such that w(0,cl] ≤s u
for all l ∈ [1, s]. Let q ∈ A∗ be the shortest word such that w ≤s ∞q and suppose
that |q| ≤ |w(0,cs]|. Then, cl = |w| mod |q| for all l ∈ [1, s], i.e., for all l ∈ [1, s]
there exists nl ∈ N such that w(cl,|w|] = qnl .
Let u ∈ A∗ and k ∈ N. We say that u has period k if there exists v ∈ Ak such
that u ≤p v∞.
Lemma 4.4. Let u, v, w ∈ A∗, 0 = c1 < c2 < · · · < cs ≤ c′1 < c′2 ≤ |w| such that
w(cl,|w|] ≤p u for all l ∈ [1, s] and w(0,c′l] ≤s v for all l ∈ [1, 2]. Let q ∈ A∗ be the
shortest word such that w ≤p q∞. Then, cl = 0 mod |q| for all l ∈ [1, s].
Proof. It only makes sense to consider the case where s ≥ 2. If not, the result is
obvious. Observe that
w(0,c′1] ≤s v and w(0,c′2] ≤s v
imply w′ := w(0,c′2] has period k, with k := |w(c′1,c′2]|. Let q˜ ∈ A∗ be the shortest
word such that w′ ≤p q˜∞. It is clear that |q˜| ≤ |q|. Now, since
(6) |q˜| ≤ k = |w(c′1,c′2]| ≤ |w(cs,|w|]|,
from Lemma 4.2 we see that cl = 0 mod |q˜| for all l ∈ [1, s]. In particular, there
exists n ∈ N such that w(c1,c2] = q˜n. Since
w(c1,|w|] ≤p u and w(c2,|w|] ≤p u,
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we deduce that w has period |w(c1,c2]| = |q˜n| and w ≤p q˜∞. This implies |q˜| ≥ |q|,
since q was chosen to be the shortest one verifying w ≤p q∞. We conclude that
q˜ = q and the proof is complete. 
5. Notion of Interpretation
In this section we introduce the concepts that will be used in the proof of Propo-
sition 3.2. For the rest of this section we fix an alphabet A and a finite set of
nonempty words W ⊆ A∗. If u, v, w ∈ A∗ are such that w = uv, then we will write
u = wv−1 and v = u−1w.
Definition 5.1. Let w ∈ A∗. A W-interpretation of w is a sequence
I = w0, w1, . . . , wn, wn+1, n ≥ 1, of words in A∗ such that
(1) w1, . . . , wn ∈ W, w0 <p w1, wn+1 ≤s wn and wn+1 6= 1 (the empty word),
(2) w = w−10 w1 · · ·wnw−1n+1.
See Figure 2 for an illustration of this definition. Observe that w0 and wn+1 play
an asymmetric role with respect to the others words. The condition wn+1 6= 1 will
be crucial to handle asymptotic pairs and W-interpretations later.
A cut of I is an element of the set
cI = {i ∈ [0, |w|] : ∃j ∈ [1, n] : w(i,|w|] = wj · · ·wn(wn+1)−1}.
We observe that 0 ∈ cI iff w0 = 1 and |w| ∈ cI iff wn+1 = wn.
If the context is clear, we will simply say interpretation instead ofW-interpretation.
Figure 2. Diagram of the W-interpretation I =
w0, w1, . . . , wn, wn+1 of w. The cuts of I are highlighted
with arrows.
Example 5.2. Let A = {a, b}, W = {A := aa,B := baab, C := baaaab} and
w = abaabaaaa. Then, I = a,A,B,A,A,A, aa and I ′ = ba,B,A,C, b are W-
interpretations of w. See Figure 3. Observe that the last symbol A of I does
not have any of its letters occurring in w. This is because we want that a W-
interpretation to always “see” at least one letter after w; this is the condition
wn+1 6= 1 in Definition 5.1.
Figure 3
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Lemma 5.3. Let I = w0, w1, . . . , wn, wn+1 be an interpretation of w. If w
′ =
w(j1,j2], j1 < j2 ∈ (0, |w|], then w′ has an interpretation of the form
I ′ = u,wi1 , wi1+1 . . . , wi2 , v, for some 1 ≤ i1 ≤ i2 ≤ n.
We omit the proof of this simple fact. We will say that I ′ is the interpretation
of w′ = w(j1,j2] inherited from I. We stress the fact that I
′ depends on the position
in which w′ occurs inside w.
The proof of Proposition 3.2 is based in a procedure allowing to analyse the
combinatorics of the so called iterable double interpretations, which are defined as
follows.
Definition 5.4. Let w ∈ A∗. AW-double interpretation (written for short d.i.) of
w is a tupleD = (w; I; I ′), where I = w0, w1 . . . , wn, wn+1, I ′ = w′0, w
′
1, . . . , w
′
m, w
′
m+1
areW-interpretations of w with n,m ≥ 2, such that wn+1, w′m+1 start with different
letters. We say that D is iterable if also
(1) ((w′0)
−1w′1)
−1w ≤s wn(wn+1)−1, and
(2) either w′0 = 1 or |(w′0)−1w′1| ≥ |wn|.
See Figures 5 and 6 for an illustration. A common cut of D is an element in cI ∩cI′ .
Remark 5.5. It will be convenient to make here some observations about the
definition of double interpretation.
(i) Condition (2) in previous definition can be stated as
|(w′0)−1w′1| ≥ min(|wn|, |w′1|). This technical condition is needed to avoid
havingW-d.i. with tails (w′0)−1w′1 too small. The exact reason behind this
will be made clear in the proof of Lemma 6.6.
(ii) From (2), we have |w| ≥ 〈W〉 whenever D = (w; I; I ′) is an iterable d.i.
Again, if there is no ambiguity, we will omit W and simply say double interpre-
tation.
Figure 4. Diagram of the double interpretation D = (w; I; I ′) of w.
Figure 5. Diagram of an iterable d.i. of w with |(w′0)−1w′1| ≥ |wn|.
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Figure 6. Diagram of an iterable d.i. of w with |(w′0)−1w′1| ≥
|w′1|. Observe that we necessarily have w′0 = 1.
Example 5.6. With the notation of Example 5.2, the tuple D := (w; I; I ′) is an
iterable W-double interpretation of w, whereas E := (w; I ′; I) is only a W-d.i. of
w. Also, F := (w; I; I) is not even a W-d.i. of w because the condition on the first
letters of wn+1 and w
′
m+1 is not satisfied.
Let D = (d; I; I ′) be d.i. of d and e ≤s d such that the tuple E = (e; J ; J ′),
where J ,J ′ are the interpretations of e ≤s d inherited from I, I ′, respectively, is a
d.i. We will say that E is the d.i. of e ≤s d inherited from D.
The next lemma will be useful to build iterable double interpretations when a
word has several interpretations.
Lemma 5.7. Let D = (d; I = d0, . . . , dn+1; I
′ = d′0, . . . , d
′
m+1) be a double inter-
pretation of a word d. Suppose that there exist cuts i0 ∈ cI , i′0 ∈ cI′ such that the
sets (i0, |d|]∩ cI′ and (i′0, |d|]∩ cI are nonempty. Then, there exists e ≤s d such that
the d.i. of e ≤s d inherited from D is iterable. In particular, D is iterable if e = d.
Proof. Without loss of generality we assume i := max cI ≤ max cI′ . Observe that
d(i,|d|] = dnd
−1
n+1. Let i
′ ∈ cI′ be the smallest element such that i′ ≥ i, then
(i′, |d|] ∩ cI = ∅ and, by hypothesis, there must exist k′ ∈ cI′ , the predecessor of i′
in cI′ . Let j ∈ [1,m− 1] be the integer for which e := d(k′,|d|] = d′j · · · d′m(d′m+1)−1.
Let J = u, dl, . . . , dn+1 be the interpretation of e ≤s d inherited from I and define
J ′ = 1, d′j , . . . , d
′
m+1. Then E := (e; J ; J
′) is a d.i. Moreover, it is iterable: condition
(1) from Definition 5.4 is satisfied because we can write
(1−1d′j)
−1e = d′j+1 · · · d′m(d′n+1)−1 ≤s dn(dn+1)−1,
where in the last inequality we have used that i′ ≥ i; and condition (2) follows from
the fact that J ′ starts with 1. This ends the proof. 
Remark 5.8. If D is a d.i. with two common cuts, then the hypotheses of Lemma
5.7 are satisfied.
The last lemma of this section gives the relation between asymptotic pairs that
are factorizable over a set of words W and iterable double interpretations over W.
Lemma 5.9. If x, x′ ∈ AZ are factorizable over the set of finite wordsW, x(−∞,0) =
x′(−∞,0) and x0 6= x′0, then there exists a word d ≤s x(−∞,0) with an iterable d.i.
over W.
Proof. Let l = −2|W|. Then d := x[l,0) inherits in a natural way interpretations
I and I ′ from the factorizations of x and x′ respectively. Since x0 6= x′0 and
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|d| ≥ 2|W|, the tuple D := (d; I; I ′) is a d.i. Observe that if [a, b] ⊆ [0, |d|] is an
interval of length at least |W|, then [a, b]∩ cI 6= ∅, [a, b]∩ cI′ 6= ∅. This implies that
cI ∩ (0, |W|] 6= ∅, cI ∩ (|W|, 2|W|] 6= ∅
and a similar relation holds for cI′ . From these facts it is easy to see that the
hypotheses of Lemma 5.7 are satisfied; thus x(−∞,0) has a suffix with an iterable
double interpretation over W. 
6. Reducible and irreducible double interpretations
In this section we prove the main technical results of this article. We start by
defining what a reducible and irreducible set of d.i. is and then we prove some of
its main properties.
6.1. Reducibility of a d.i. From now on, each time we use a letter D to denote
a d.i., then it corresponds to D = (d; ID = dnD+1, . . . , d0; I
′
D = d
′
0, . . . , d
′
mD+1).
Observe we are using a reverse order in the indexes of the first interpretation in D.
The utility of this notation will become clear later.
Now we introduce some heavy notation, we recommend to follow Figure 7. For
an iterable d.i. D, we define:
αD := |(d′0)−1d′1| − |(dnD+1)−1dnD · · · d2|,
α¯D :=
{
αD + |d′2 · · · d′mD−1| if mD ≥ 3,
αD if mD = 2.
α′D := |d| − |(dnD+1)−1dnD · · · d2|,
γD := |(dnD+1)−1dnD · · · d2|,
β′D := |d′0|,
βD := β
′
D + γD.
Also,
RD := (d1)(0,αD], SD := (d1)(αD,α′D] = d
′
2 · · · d′mD · (d′mD+1)−1, TD := RDSD = (d1)(0,α′D].
Note that RD = (d1)(0,αD] = (d
′
1)(βD,|d′1|].
Figure 7. Diagram illustrating the parameters of an iterable d.i.
defined in this section.
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Definition 6.1. Let D,E be iterable d.i. on W. We say that
(1) D is equivalent to E, and we write D ∼ E, if d, e have a common suffix of
length at least 〈W〉.
(2) D reduces to E, and we write D ⇒ E, if D ∼ E and |e| < |d|.
We fix a sequence U = (x, y, x′, y′, z′, `) ∈ W5×N. Let DU be the set of iterable
d.i. D such that
d1 = x, d2 = y,(7)
d′1 = x
′, d′2 = y
′, d′mD = z
′,
max{|d′j | : j ∈ [2,mD − 1]} = `,
where ` = 0 if mD = 2 (in this case y
′ = z′). See the illustration in Figure 8. The
idea here is to fix some parameters of the double interpretations in order to do the
combinatorial analysis in each DU separately.
Remark 6.2. We observe that if DU is nonempty, then ` ∈ {|w| : w ∈ W} ∪ {0};
thus, there are no more than #W5(#W + 1) choices of vectors U such that DU is
nonempty.
Figure 8. Diagram illustrating restrictions in (7) for the case mD ≥ 3.
Definition 6.3. A subset D ⊆ DU is reducible if
(1) there are two different and equivalent elements in D, or
(2) there exists D ∈ D that reduces to some iterable d.i.
If D is not reducible, we say that it is irreducible. Observe that if D′ ⊆ D and D′
is reducible, then so is D.
6.2. Key lemmas for reducible and irreducible iterable d.i. We start with
a definition: two words u, v ∈ A∗ are suffix dependent if either u ≤s v or v ≤s u.
In this case, u and v share a common suffix of length min(|u|, |v|).
Lemma 6.4. Let U = (x, y, x′, y′, z′, `) ∈ W5 × N and consider different elements
D,E in DU . If any of the following conditions holds, then the set {D,E} is re-
ducible:
(i) either x(αE ,α′E+1] ≤p x(αD,α′D+1] or x(αD,α′D+1] ≤p x(αE ,α′E+1],
(ii) α′E = α
′
D,
(iii) either αE ∈ [αD, α¯D] or αD ∈ [αE , α¯E ].
Proof. We will show that under conditions of the lemma either D ∼ E , E reduces
to an iterable d.i. or D reduces to an iterable d.i.
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(i) Without loss of generality, we can suppose that x(αE ,α′E+1] ≤p x(αD,α′D+1]. Then,
SE ≤p SD. We distinguish two cases:
(a) SE = SD. We observe that, from the definition of interpretation, we have
d ≤s d′1 · · · d′mD (d′mD+1)−1 = d′1SD and e ≤s e′1SE . Then, since d′1 = e′1 = y′
(because D,E ∈ DU ) and SE = SD, we have d′1SD = e′1SE and d, e are
suffix dependent. But, since D,E are iterable d.i., |d|, |e| ≥ 〈W〉 (this is (ii)
of Remark 5.5) and we conclude that d, e share a suffix of length at least
min(|d|, |e|) ≥ 〈W〉. Then, D ∼ E.
(b) SE <p SD. Since E is a d.i., the first letters of e
′
mE+1 and e0 are different.
But being E ∈ DU , the first letter of e0 is equal to xα′E+1. By hypothesis
(i), we have that xαD+|SE |+1 = xα′E+1, and, since D ∈ DU , we also have
dγD+αD+|SE |+1 = xαD+|SE |+1. Therefore, xα′E+1 = dγD+αD+|SE |+1 and
(8) the first letter of e′mE+1 is different from dγD+αD+|SE |+1.
Put w := SE . Let I be the interpretation of w ≤p d(γD+αD,|d|] inherited from
I ′D and let I
′ be the interpretation of w ≤p e(γE+αE ,|e|] inherited from I ′E .
They are of the form
I = 1, d′2, . . . , d
′
j , v, I
′ = 1, e′2, . . . , e
′
mE , e
′
mE+1,
where j ∈ [2,mD].
Now we prove that F := (w; I; I ′) is a d.i. We first remark that the first letter
of v is dγD+αD+|SE |+1, thus, by (8), it is also different from the first letter of
e′mE+1. It is left to prove that j,mE ≥ 3. If j = 2, since d′2 = e′2 = y′, then
using that I and I ′ are interpretations of w we can write
|e′2 · · · e′mE (e′mE+1)−1| = |w| = |d′2v−1| < |y′|, because v 6= 1,
and deduce that mE = 2. Then, we have wv = y
′ = we′mE+1, so that the first
letter of v and of e′mE+1 coincides with the (|w|+1)-th letter of y′, contradicting
the previous remark. Thus, j ≥ 3. Now, if mE = 2, then ` = 0 in (7) and
mD = 2 as both D,E ∈ DU , which implies that j = 2. This is a contradiction
and mE ≥ 3.
Finally, 0 and |y′| are common cuts of F , so, Remark 5.8 and Lemma 5.7 gives
us an iterable d.i. G = (g; IG; I
′
G) such that g ≤s w <s e. This corresponds to
the fact that E reduces to G.
(ii) Assume α′E = α
′
D. We claim that d and d2d1d
−1
0 share a suffix hD of length 〈W〉.
To prove this, we observe that if nD = 2, then d ≤s d2d1d−10 and the claim is true
because |d| ≥ 〈W〉 by (ii) in Remark 5.5, and if nD > 2, then d2d1d−10 ≤s d and
the claim is again true since |d2d1d−10 | ≥ |d2| ≥ 〈W〉. A similar argument shows
that e and e2e1e
−1
0 share a suffix hE of length 〈W〉. Now, since D,E ∈ DU and
α′E = α
′
D, we have d1 = e1 = x and d1d
−1
0 = e1e
−1
0 . Moreover, from d2 = e2 = y
we get d2d1d
−1
0 = e2e1e
−1
0 . This implies that hD and hE are suffix dependent and,
hence, equal since they have the same length. We conclude that d, e share the suffix
hD = hE which has length 〈W〉; this is, D ∼ E.
(iii) We consider the case αE ∈ [αD, α¯D], the other one is symmetric.
If αD = αE , we are in case (i), and if α
′
D = α
′
E , we are in case (ii). Thus, we
can suppose, without loss of generality, that
αD < αE ,(9)
α′D 6= α′E .(10)
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From (9) and the hypothesis we have that αD 6= α¯D and thus ` 6= 0 in (7). In
particular, this last fact implies that mD,mE ≥ 3. Let α′ = min(α′D, α′E). Since
d1 = e1 = x, we can define
w := d(γD+αD,γD+α′] = e(γE+αD,γE+α′] v x.
Let
JD = 1, d
′
2, . . . , d
′
jD , vD and JE = u, e
′
1, . . . , e
′
jE , vE
be the interpretations of w ≤s d(0,γD+α′] inherited from I ′D and of w ≤s e(0,γE+α′]
inherited from I ′E , respectively. The following observation will be useful later: one
and only one of the following cases occur
•1 α′E < α′D, jE = mE and vE = e′mE+1.•2 α′D < α′E , jD = mD and vD = e′mD+1.
We are going to prove that F = (w; JD; JE) is a d.i. Since ` 6= 0 and d′2 = e′2 = y′,
we can write α′E ≥ αE + |e′2| > αD + |d′2| and α′D ≥ αD + |d′2|. We deduce that
α′ ≥ αD + |y′|, which implies that jD ≥ 3. Also, since α′D ≥ α¯D ≥ αE , we have
α′ ≥ αE . From this property we get that jE ≥ 2. Finally, if we are in case •1, we
see that the first letter of vD is equal to xα′E+1 and, hence, different from the first
letter of vE = e
′
mE+1 because E is a d.i., and if we are in case •2, we can show in
a similar way that vE and vD start with different letters. In both cases we end up
by proving that F is a d.i.
To continue consider two cases:
(a) Assume αE = α¯D. First, we observe that jD = mD. Second, since mD ≥ 3,
we can define w˜ := w(|d′2···d′mD−2|,|w|] (where |d
′
2 · · · d′mD−2| = 0 if mD = 3) and
its interpretations J˜D = 1, d
′
mD−1, d
′
mD , vD and J˜E = 1, d
′
mD−1, e
′
2, . . . , e
′
jE
, vE
(see Figure 9). Then, since F is a d.i., the first letter of vE is different from the
first letter of vD, so that G := (w˜; J˜D; J˜E) is a d.i. Moreover, 0 and |d′mD−1|
are common cuts of G, so, by Remark 5.8, we can use Lemma 5.7 on G to
obtain h ≤s w˜ with an iterable d.i. H (actually, we can take H = G, but this
is not important for the proof). Then, if α′ = α′D we get h ≤s w˜ <s d and D
reduces to H; and if α′ = α′E , we have h ≤s w˜ <s e and E reduces to H.
Figure 9. Diagram of the construction in Case (a) of the proof
of Lemma 6.4 part (iii). Here, to make the figure concrete, it is
drawn the case •1.
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(b) Assume αE < α¯D. We observe that kD := 0 ∈ cJD and kE := αE − αD ∈
cJE . This and (9) imply that kE ∈ (kD, |w|] ∩ cJE . Moreover, we claim that
(kE , |w|] ∩ cJD 6= ∅. First assume α¯D ∈ (αE , α′]. Since γD + α¯D ∈ cI′D , then
α¯D − αD ∈ (kE , |w|] ∩ cJD . Now assume α′ < α¯D. This inequality implies
we are in case •1 and that jD < mD. Hence, |d′2|, . . . , |d′jD | ≤ ` and for every
interval K ⊆ [0, |w|] of length ` there is a cut i ∈ cJD ∩K. But
length of (kE , |w|] = α′ − αE = α′E − αE ≥ |e′2 · · · e′mE−1| ≥ `,
and there is a cut i ∈ (kE , |w|] ∩ cJD .
Finally, we can apply Lemma 5.7 on F to find g ≤s w with an iterable double
interpretation G. Since g ≤s w <s e, E reduces to G.

We fix, for the rest of this subsection, a sequence U = (x, y, x′, y′, z′, `) ∈ W5×N
and an irreducible subset D ⊆ DU .
The following relation is a total order in D:
D ≤ E ⇔ αE ≤ αD,
for all D,E ∈ D. Indeed, by Lemma 6.4 part (iii), D < E if and only if αE < αD.
Let D(1) < · · · < D(s) be all the elements of D (deployed in increasing order).
We adopt the mnemotechnical notation:
D(j) = (d(j); dn(j)+1(j), . . . , d0(j); d
′
0(j), . . . , d
′
m(j)+1(j));(11)
α(j) := αD(j), β(j) := βD(j), etc . . .
For D,E ∈ D, since TD, RE ≤p x, we have that TD <p RE if and only if
α′D < αE . Thus for j ∈ [1, s] we can define
D(j) := {D ∈ D : TD <p R(j)} = {D ∈ D : α′D < α(j)}
and D(0) := D. By definition of the total order, this is a decreasing sequence.
Moreover, D(j) ⊆ {D(k) : k ∈ (j, s]} for all j ∈ [0, s]. In particular, D(s) = ∅.
Lemma 6.5. Let p ∈ [0, s] be such that D(p) is nonempty and take the unique
p′ ∈ (p, s] such that D(p′) := minD(p), where the minimum is taken with respect
to the total order. Then, #(D(p)\D(p′)) ≤ 6.
Proof. We note that p′ ≥ 1. Let D ∈ D(p)\D(p′). Then
D ≥ minD(p) and D 6∈ D(p′),
or, equivalently,
(12) αD ≤ α(p′) ≤ α′D.
Also, from (iii) of Lemma 6.4 and the irreducibility of D, we have
(13) α¯D < αE for all D,E ∈ D(p) such that D > E.
We prove the lemma by contradiction. Suppose #(D(p)\D(p′)) ≥ 7 and let
D(j1) > D(j2) > · · · > D(j7) be seven different elements in D(p)\D(p′).
By (13) and (12), we have that α¯(jl) ≤ α(j7) ≤ α(p′) ≤ α′(jl) for all l ∈ [1, 6].
Then, since d′1 = x
′, d′mD = z
′ for all D ∈ D, we have
(14) x(α¯(jl),α(j7)] ≤p x(α¯(jl),α′(jl)] ≤p z′, ∀l ∈ [1, 6],
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and also
(15) x(α¯(j1),α(jl)] ≤s x(0,α(jl)] ≤s x′, ∀l ∈ [2, 7]
as α¯(j1) ≤ α(jl) by (13). In addition, equation (13) implies that
α(jl) ≤ α¯(jl) < α(jl+1) ≤ α¯(jl+1), ∀l ∈ [1, 6].(16)
By (15), we can define the nonempty word w := x(α¯(j1),α(j7)] (see Figure 10).
Now we use Lemma 4.4 on w (where, in the notation of such lemma, u := z′, v := x′,
cl := α¯(jl)− α¯(j1) for l ∈ [1, 5], c′l := α(jl)− α¯(j1) for l ∈ [6, 7] and the hypotheses
are satisfied by (15) and (16)) to find q ∈ A∗ and k(jl) ∈ N, l ∈ [1, 5], such that
w = x(α¯(j1),α(j7)] ≤p q∞ and x(α¯(j1),α¯(jl)] = qk(jl) for all l ∈ [1, 5].
Figure 10. Diagram illustrating the situation implied by equa-
tions (15) and (16).
This implies that x(α¯(jl),α(j7)] ≤p q∞ for all l ∈ [1, 5]. We write x(α¯(j1),|x|] = qnx˜
and z′ = qmz˜′, where x˜, z˜′ ∈ A∗ and n,m are taken as large as possible. Clearly,
n,m ≥ 1. Let qx be the maximal common prefix of q and x˜, and qz′ the maximal
common prefix of q and z˜′. From the maximility of n,m, we have that qx, qz′ <p q.
Observe that, if l ∈ [1, 5], then
x(α¯(jl),α′(jl)] ≤p z′ = qmz˜′,(17a)
x(α¯(jl),|x|] = q
n−k(jl)x˜.(17b)
Now, since D(jl) is a d.i., we have that the (α
′(jl) − α¯(jl) + 1)-th letter of z′ is
different from xα′(jl)+1. Hence, using equations (17), we deduce that
(18)
x(α¯(jl),α′(jl)] = q
n−k(jl)qx if n− k(jl) < m and x(α¯(jl),α′(jl)] = qmqz′ if n− k(jl) > m.
For R ∈ {=, <,>}, let
IR = {l ∈ [2, 5] : n− k(jl) R m}.
Clearly #I= ≤ 1 and either #I> ≥ 2 or #I< ≥ 2. We are going to show that
both cases give a contradiction, proving, thereby, the lemma.
Suppose that #I< ≥ 2 and let jl 6= jl′ ∈ I<. From (18) and the definition of
k(j), we have that, for any j ∈ {jl, jl′},
x(α¯(j1),α′(j)] = q
k(j)x(α¯(j),α′(j)] = q
nqx.
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This implies α′(jl) = |qnqx|+ |α¯(j1)| = α′(jl′). Then, by (ii) of Lemma 6.4, the set
{D(jl), D(jl′)} is reducible, which contradicts our assumption.
Now, suppose #I> ≥ 2 and let jl 6= jl′ ∈ I>. We are going to show that D is
reducible, which contradicts our assumption. From (18), we deduce that d(jl), d(jl′)
share the suffix qmqz′ . If |q| ≥ 〈W〉, then |qmqz′ | ≥ |q| ≥ 〈W〉, D(jl) ∼ D(jl′) and
D is reducible. Therefore, |q| < 〈W〉.
In the case ` = 0 in (7), then, for j ∈ {jl, jl′}, α(j) = α¯(j) and
x(α(j),α′(j)+1] = x(α¯(j),α′(j)+1] = q
mq[1,|qz′ |+1],
so that the set {D(jl), D(jl′)} satisfies (i) of Lemma 6.4 and D is reducible. We
conclude that ` 6= 0. Then, since l, l′ ≥ 2, we have, for j ∈ {jl, jl′}, that
x(α(j),α¯(j)] ≤s x(α¯(j1),α¯(j)] = qk(j) ≤s ∞q, so that x(α(j),α′(j)] ≤s ∞qqmqz′ = ∞qqz′ .
We deduce that d(jl), d(jl′) share a suffix of the form q
kqz′ , which has length at
least 〈W〉 (since x(α(j),α¯(j)] ≥ ` ≥ 〈W〉 for j ∈ {jl, jl′}). Thus, D(jl) ∼ D(jl′) and
D is reducible. We get the desired contradiction. 
Let D,E ∈ DU . Since d′1 = e′1 = x′, we have that βD + αD = |x′| = βE + αE
and, then, D ≤ E if and only if βD ≤ βE . Hence, β(1) ≤ βD for all D ∈ D.
Lemma 6.6. Let p ∈ [1, s] be such that #D(p) ≥ 2 and let D(p′), D(p′′) ∈ D(p)
be its smallest elements, with D(p′) < D(p′′). Then:
(1) |R(p′′)|+ |R(p′)| < |R(p)|.
(2) There exist w ∈ W, r ∈ (β(p), β(p′′)] such that x′(i,r] ≤s w, where i ≤
max(r − |w|, β(1)), and |w| ≥ |R(p′)|.
Proof. First we prove (1). Suppose |R(p′′)|+ |R(p′)| ≥ |R(p)|. Then,
(19)
|x(α(p′),α(p)]| = |x(0,α(p)]| − |x(0,α(p′)]| = |R(p)| − |R(p′)| ≤ |R(p′′)| = |x(0,α(p′′)]|,
where in the first equality we used that D(p′) ∈ D(p) implies α(p′) < α(p). Let
q ∈ A∗ be such that x(0,α(p)] ≤s ∞q with |q| as small as possible. We note that
x(0,α(j)] ≤s x′ for all j ∈ {p, p′, p′′}. This implies that q˜ := x(α(p′),α(p)] satisfies
x(0,α(p)] ≤s ∞q˜, so that, the minimality of q gives us |q| ≤ |q˜| = |x(α(p′),α(p)]|. Hence,
equation (19) implies that |q| ≤ |x(α(p′),α(p)]| ≤ |x(0,α(p′′)]|. Now we can use Lemma
4.3 on w := x(0,α(p)] (with u := x
′, c1 = α(p), c2 = α(p′) and c3 = α(p′′)) to conclude
that for all j ∈ {p, p′, p′′} there exists k(j) ∈ N such that x(α(j),α(p)] = qk(j). Then,
since D(p′), D(p′′) ∈ D(p),
x(α(j),α′(j)+1] ≤p x(α(j),α(p)] = qk(j)
if j ∈ {p′, p′′}. It follows that (i) of Lemma 6.4 holds and, thus, {D(p′), D(p′′)} is
a reducible subset of D. This is a contradiction and (1) is proved.
Now we prove (2). We start with some observations. Since p′ ∈ D(p),
(20) T (p′) <p R(p) = x′(β(p),|x′|].
Also, using the first part of this lemma and β(p) < β(p′′) (recall D(p′′) ∈ D(p)) we
can write:
|R(p′)| < |R(p)| − |R(p′′)|(21)
= |x′(β(p),|x′|]| − |x′(β(p′′),|x′|]| = |x′(β(p),β(p′′)]|.
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Then, from (20) and (21) we have x′(β(p),β(p)+|R(p′)|] <p x
′
(β(p),β(p′′)] and
R(p′) = T (p′)(0,|R(p′)|] = x′(β(p),β(p)+|R(p′)|] <p x
′
(β(p),β(p′′)],
this is,
(22) R(p′) <p x′(β(p),β(p′′)].
Finally, using that |x′(β(1),|x′|]| ≤ min(|x|, |x′|), we get
β′(p′′) = |x′| − |(d′0(p′′)−1d′1(p′′)| (definition of β′ and d′1(p′′) = x′)
(23)
≤ |x′| −min(|x|, |x′|) (by (i) in Remark 5.5)
≤ |x′| − |x′(β(1),|x′|]| = β(1) ≤ β(p).
Part 1: defining w and r. By (23), k := β(p) − β′(p′′) ≥ 0, so, with (20), we can
write T (p′) = x′(β(p),β(p)+|T (p′)|] = d(p
′′)(k,k+|T (p′)|]. See Figure 11.
Figure 11. We place T (p′) in position β(p) of x′ to use the
interpretation I(p′′) that covers it.
Let
I = u, dκ+τ (p
′′), . . . , dκ(p′′), v and I ′ = u′, d′1(p
′), . . . , d′m(p′)+1(p
′)
be the interpretations of T (p′) = d(p′′)(k,k+|T (p′)|] inherited from I(p′′) and of
T (p′) = d(p′)(γ(p′),|d(p′)|] inherited from I ′(p′), respectively. Here, κ ∈ [1, n(p′′)]
and τ ≥ 0.
Observe that, since p′ < p′′, we have |R(p′)| = α(p′) > α(p′′) ≥ 0, so that
(24) |R(p′)| > 0.
Also,
β′(p′′) + |dn(p′′)+1(p′′)−1dn(p′′)(p′′) · · · d2(p′′)| = |x(0,β(p′′)]|
> β(p) + |R(p′)| (by (22)).
Moreover, since I is an interpretation of T (p′) = x′(β(p),β(p)+|T (p′)|],
β′(p′′) + |dn(p′′)+1(p′′)−1dn(p′′)(p′′) · · · dκ(p′′)| ≥ |x(0,β(p)+|T (p′)|]|
≥ |x(0,β(p)+|R(p′)|]|
= β(p) + |R(p′)|
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and
β′(p′′) + |dn(p′′)+1(p′′)−1dn(p′′)(p′′) · · · dκ+τ+1(p′′)| ≤ |x(0,β(p)]|
< |x(0,β(p)+|R(p′)|]| (by (24))
= β(p) + |R(p′)|,
where we interpret |dn(p′′)+1(p′′)−1dn(p′′)(p′′) · · · dκ+τ+1(p′′)| = 0 when κ + τ =
n(p′′). Thus, the largest l ∈ [1, n(p′′)] such that
(25) r := β′(p′′) + |dn(p′′)+1(p′′)−1dn(p′′)(p′′) · · · dl(p′′)| ≥ β(p) + |R(p′)|
belongs to [κ, κ+ τ ] ⊆ [2, n(p′′)]. We put
(26) w := dl(p
′′) and i := max(r − |w|, β′(p′′)).
Part 2: proving the desired properties. We have
(i) x′(i,r] ≤s w, from (26),
(ii) r ≤ β(p′′), since l ≥ 2,
(iii) i ≤ max(r − |w|, β(1)) by (23).
From (ii), (25) and (24) we see that
(27) r ∈ [β(p) + |R(p′)|, β(p′′)] ⊆ (β(p), β(p′′)].
It left to prove that |w| ≥ |R(p′)|. By contradiction, suppose |w| < |R(p′)|. We are
going to show that D(p′) has a reduction, contradicting the hypothesis.
Using |w| < |R(p′)|, (25) and (23), we can write r − |w| > r − |R(p′)| ≥ β(p) ≥
β′(p′′) to deduce that i = r − |w|.
We claim that E := (T (p′); I; I ′) is a d.i. First, since D(p′) is a d.i. we have
m(p′) ≥ 2. Second, since i − β(p) = r − |w| − β(p) > 0 and i − β(p) is the cut
of I defined by the starting position of dl(p
′′) in I, we have that l < κ + τ . As
l ≥ κ, we have τ ≥ 1. Finally, from the definition of I, the fist letter of v equals
d(p′′)k+|T (p′)|+1. But
d(p′′)k+|T (p′)|+1 = x′β(p)+|T (p′)|+1 (using d
′
1(p
′′) = x′ and (20))
= x|T (p′)|+1 (by x′(β(p),|x′|] = x(0,α(p)])
= xα′(p′)+1
6= first letter of d′m(p′)+1 (since D(p′) is a d.i.).
Hence, the first letter of v and of d′m(p′)+1 are different. This, together with m(p
′) ≥
2 and τ ≥ 1, proves that E is a d.i.
We are going to prove that D(p′) has a reduction. Before that, we observe that
from the maximality of l < κ+ τ ,
r − |w| = β′(p′′) + |dn(p′′)+1(p′′)−1dn(p′′)(p′′) · · · dl+1(p′′)|(28)
< β(p) + |R(p′)|.
There are two cases:
(a) If β(p) + |T (p′)| < r. Then, l = κ since I is an interpretation of T (p′) =
x′(β(p),β(p)+|T (p′)|]. Hence, using (28),
r − |w| ≤ β(p) + |R(p′)| ≤ β(p) + |T (p′)| < r,
the interval (r − |w|, r] has length at least |T (p′)| − |R(p′)| and we deduce
(29) |dκ(p′′)| = |w| ≥ |T (p′)| − |R(p′)|.
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Now, we can compute:
((u′)−1d′1(p
′))−1T (p′) = R(p′)−1T (p′) (definition of I ′)
= x′(β(p)+|R(p′)|,β(p)+|T (p′)|] (by (20))
≤s x′(β(p)+|T (p′)|−|dκ(p′′)|,β(p)+|T (p′)|] (by (29))
≤s x′(β(p)+|T (p′)|−|dκ(p′′)v−1|,β(p)+|T (p′)|]
= d(p′′)(k+|T (p′)|−|dκ(p′′)v−1|,k+|T (p′)|] (T (p
′) = d(p′′)(k,k+|T (p′)|])
= dκ(p
′′)v−1. (definition of I)
This is the first condition for E being an iterable d.i. The second property
also holds as
|(u′)−1d′1(p′)| = |R(p′)| > |w| = |dκ(p′′)|,
where in the inequality we used our assumption |w| < |R(p′)|. We conclude
that E is an iterable d.i. Since T (p′) <s d(p′), we conclude that D(p′)
reduces to E, which is a contradiction.
(b) If β(p) + |T (p′)| ≥ r. Recall that i = r − |w|. Then, j := i − β(p) ∈ cI ,
j′ := |R(p′)| ∈ cI′ . Also, j′ ∈ (j, |T (p′)|] ∩ cI′ by (28). Moreover, if we
define j′′ := r − β(p), then j′′ ∈ (j′, |T (p′)|] by (25) and j′′ ∈ cI since we
are assuming β(p) + |T (p′)| ≥ r. Thus, we can use Lemma 5.7 on E to find
g ≤s T (p′) with an iterable d.i. G. Since g ≤s T (p′) <s d(p′), we conclude
that D(p′) reduces to G and get a contradiction.
In both cases we obtained a contradiction. Therefore, |w| ≥ |R(p′)| and the lemma
is proved.

Remark that in (23) of the previous lemma we use for the first time the technical
condition (2) in the definition of an iterable double interpretation.
Lemma 6.7. An irreducible subset D of DU has at most 61(#W) elements.
Proof. Recall that, with the notation introduced above, D(1) < · · · < D(s) are the
elements of D deployed in increasing order, D(0) = D and D(j) = {D ∈ D : TD <p
R(j)} = {D ∈ D : α′D < α(j)} for j ∈ [1, s].
We define recursively a finite sequence (pi)
t+1
i=0. We start with p0 = 0. Then, for
i ≥ 0: a) if #D(pi) ≤ 1 we put pi+1 = s and the procedure stops; b) if #D(pi) > 1,
let p′i, p
′′
i ∈ D(pi) be the smallest elements of D(pi), with p′i < p′′i , and, when also
pi 6= 0, let wi ∈ W, ri ∈ (β(pi), β(p′′i )] be the elements given by Lemma 6.6 when
it is applied to D(pi). Finally, set pi+1 := p′i. Observe that D(pi+1) ⊂ D(pi)
and let t ≥ 0 be the minimum integer for which we have #D(pt) ≤ 1, so that
D(pt+1) = D(s) = ∅. This construction gives
D =
t⋃
i=0
D(pi)\D(pi+1).
From Lemma 6.5 we get that #D ≤ 6t+1. To complete the proof we are going to
show that t ≤ 8#W+2. We proceed by contradiction, so we suppose t > 8#W+2.
This will imply that D is reducible, which contradicts our hypothesis.
Observe that the words wi are defined for i ∈ [1, t−1]. Hence, using the Pigeon-
hole Principle, we can find 1 ≤ j1 < · · · < j9 ≤ t−1 such that w := wj1 = · · · = wj9 .
We define ik = j2k−1 for k ∈ [1, 5], so that
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(i) w = wi1 = · · · = wi5 ;
(ii) ik+1 − ik ≥ 2 for all k ∈ [1, 4].
We claim that p′ik ≤ pik+1 for all k ∈ [1, 4]. Indeed, as ik+1 − ik ≥ 2, we have
pik ≤ pik+1−2 < pik+1−1 < pik+1 and pik+1 − pik ≥ 2. Then, since p′′ik is one of the
two smallest elements of D(pik) and pik+1 ∈ D(pik), we have p′′ik ≤ pik+1 . Hence,
p′ik ≤ p′′ik ≤ pik+1 .
From the claim and (1-2) of Lemma 6.6, we get
|w| ≥ |R(p′i1)| ≥ |R(pi2)|, and
rik ∈ (β(pik), β(p′′ik)] ⊆ (β(pik), β(pik+1)] for k ∈ [1, 4].
These equations imply two things. First, since β(pi2) ≥ β(1) and rik ≤ β(pik) ≤
|x′|,
max(rik − |w|, β(1)) ≤ max(|x′| − |R(pi2)|, β(1)) = max(β(pi2), β(1)) = β(pi2)
and, therefore, by property (2) of Lemma 6.6,
(30) x′(β(pi2 ),rik ] ≤s x
′
(max(rik−|w|,β(1)),rik ] ≤s w, k ∈ [2, 5].
Second, we have the inequalities
(31) β(pi2) < β(pi3) < β(pi4) ≤ ri4 < ri5 .
We will also need that
(32) x′(β(pik ),|x′|] ≤p x, k ∈ [2, 5].
Equations (30), (31) and (32) allows us to apply Lemma 4.4 on R(pi2) = x
′
(β(pi2 ),|x′|]
with u := x, v := w, ck = β(pik)−β(pi2) for k ∈ [2, 4], c′k = rik−β(pi2) for k ∈ [4, 5],
and deduce that there exists q ∈ A∗ and b(pik) ∈ N such that R(pi2) ≤p q∞ and
x′(β(pi2 ),β(pik )] = q
b(pik ) for k ∈ [2, 4]. We write q = q′q′′ so that R(pi2) = qbq′.
Then, for i ∈ {i3, i4}, we have:
(33) R(pi) =
(
x′(β(pi2 ),β(pi)]
)−1 · x′(β(pi2 ),|x′|] = q−b(pi) ·R(pi2) = qb−b(pi)q′.
Now we can compute, for i ∈ {i3, i4},
x(α(pi),α′(pi)+1] = R(pi)
−1x(0,α′(pi)+1] by definition of R(pi)
≤p R(pi)−1R(pi2) because pi ∈ D(p2)
≤p (qb−b(pi)q′)−1q∞ by equation (33)
= (q′)−1q∞.
From this fact it is easy to see that either x(α(pi3 ),α′(pi3 )+1] ≤p x(α(pi4 ),α′(pi4 )+1] or
x(α(pi4 ),α′(pi4 )+1] ≤p x(α(pi3 ),α′(pi3 )+1], and the hypothesis (i) of Lemma 6.4 holds.
Then, D is reducible, which is a contradiction. This finishes the proof of the
lemma. 
7. Proof of Proposition 3.2
In this section, we finally prove Proposition 3.2. An overview of the proof goes as
follows: first, we note that it is enough to study iterable d.i. because of Lemma 5.9.
Then, given an iterable d.i. D, we consider a maximal-length chain of reductions of
D and note that its ending d.i. E belongs to an irreducible set. Next, we show that
22 Bastia´n Espinoza, Alejandro Maass
from these irreducible sets we can construct the desired set of words B. Finally, we
bound the size of B using Lemma 6.7.
We recall the statement of the proposition.
Proposition 3.2. Let W ⊆ A∗ be a set of nonempty words. Then, there exists
B ⊆ A∗ such that:
(1) #B ≤ 122(#W)7,
(2) |b| = 〈W〉 for every b ∈ B, and
(3) if x, x′ ∈ AZ are factorizable over W, x(−∞,0) = x′(−∞,0) and x0 6= x′0, then
x[−〈W〉,0) ∈ B.
Proof. Let U ∈ W5×N be such that DU is nonempty. Remember that if D,E ∈ DU
are such that D ⇒ E, then |e| < |d|. Thus, there exists D ∈ DU without a
reduction. In particular, {D} ⊆ DU is irreducible. Hence, for every such U , we can
find an irreducible set TU ⊆ DU of maximal size that is nonempty. We define
B := {d(|d|−〈W〉,|d|] : U ∈ W5 × N, DU 6= ∅, (d; I; I ′) ∈ TU}.
We note that this makes sense because |d| ≥ 〈W〉 for all iterable d.i. Using Lemma
6.7 we can bound:
#B ≤ 61#W ·#{U ∈ W5 × N : DU 6= ∅}
≤ 61#W ·#W5(#W + 1) ≤ 122(#W)7.
We have (1) and (2). It is left to prove (3).
Let x, x′ ∈ AZ be factorizable over W with x(−∞,0) = x′(−∞,0) and x0 6= x′0.
From Lemma 5.9 we can find an iterable d.i. D = (d; I; I ′) with d ≤s x(−∞,0). Let
D =: D(0)⇒ D(1)⇒ D(2)⇒ · · · ⇒ D(n)
be a sequence of reductions that starts with D (where, possibly, n = 0 and D
has no reduction). We write, for convenience, D(j) = (d(j); I(j); I ′(j)). Since
|d(0)| > |d(1)| > . . . , any sequence like this ends after no more than |d| steps. In
particular, we can take (and we are taking) this sequence to be the one for which
n is maximum between all sequences of reductions starting with D. In particular,
D(n) has no reduction.
Let U ∈ W5×N be the sequence for which D(n) ∈ DU . We claim that there is a
d.i. E = (e; IE ; I
′
E) ∈ TU such that D(n) is equivalent to E. Indeed, if D(n) ∈ TU
then, since D(n) is equivalent to itself, we can take E := D(n). If D(n) is not in
TU , then, from the maximality of TU we see that TU ∪ {D(n)} is reducible. Since
D(n) has no reduction and TU is irreducible, there must exist E ∈ TU equivalent
to D(n). This proves the claim.
Then, using the definitions of reduction and equivalence of double interpreta-
tions, we have
e(|e|−〈W〉,|e|] ≤s d(n) ≤s d(n− 1) ≤s · · · ≤s d ≤s x(−∞,0),
and e(|e|−〈W〉,|e|] ∈ B since E ∈ TU . This finishes the proof. 
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