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Chapitre 1
Introduction
L’e´tude des syste`mes dynamiques, c’est a` dire des syste`mes qui e´voluent en fonction d’un
parame`tre temporel, fut d’abord une pre´occupation physique tre`s relie´e a` l’e´tude des e´quations
diffe´rentielles. On pensa pendant longtemps que les solutions ne pouvaient eˆtre qu’assez re´gulie`res.
Le mouvement des astres, par exemple, semblait eˆtre stable et docile. C’e´tait l’e´poque ou` tout
paraissait pre´visible du moment qu’on disposait de moyens calculatoires ade´quats.
Pourtant certains proble`mes simples a` formuler s’ave´raient de´ja` remarquablement coriaces ;
l’exemple historique le plus connu est celui du proble`me des trois corps en inte´raction gravita-
tionnelle. On connaissait de´ja` depuis longtemps la solution du proble`me ou` seulement deux corps
sont en sce`ne mais celle incluant le troisie`me acteur restait hors de porte´ depuis suffisamment
longtemps pour que l’on mette sa teˆte a` prix. Ce fut une grande surprise quand H. Poincare´
pre´senta le re´sultat qui lui valut la re´compense du roi de Sue`de, car non content de ne pas ap-
porter la solution tant convoite´e, il apporta la preuve que personne ne l’aurait jamais. Poincare´,
devint alors le pe`re fondateur de la the´orie moderne des syste`mes dynamiques, lui qui e´tait de
toutes fac¸ons de´ja` le plus grand mathe´maticien de son e´poque. Il montra en effet, en utilisant
une section des trajectoires qui porte de´sormais son nom, que celles-ci devaient se re´partir de
manie`re infiniment encheveˆtre´e et irre´gulie`re, interdisant toute pre´vision pre´cise de la position
des corps a` long terme.
Ce fut le premier coup porte´ au monde pre´visible selon Laplace et ce ne fut pas le dernier.
Plus tard, H. Lorenz mit en e´vidence un syste`me diffe´rentiel simple mais non line´aire, sense´
mode´liser l’e´volution d’une masse d’air, qui exhibe une caracte´ristique clef de ce qui a e´te´ po-
pularise´ sous le nom de syste`me “chaotique” : la de´pendance sensible aux conditions initiales,
poe´tiquement baptise´e “effet papillon”.
Depuis, le domaine des syste`mes dynamiques est devenu une branche des mathe´matiques a`
part entie`re. Elle est extreˆmement vaste et ne contient bien entendu pas que les syste`mes e´voque´s
plus haut, ceux qui suscitent notre inte´reˆt dans cette the`se ne sont pas “chaotiques”. L’adjec-
tif “chaotique” n’e´tant d’ailleurs pas une notion bien de´finie en the´orie des syste`mes dynamiques.
On s’inte´resse ici a` ce que l’on appellera les syste`mes isome´triques par morceaux ou encore
“isome´tries par morceaux”. Ce ne sont pas des syste`mes tre`s nouveaux, leurs versions unidimen-
sionnelles sont les translations de l’intervalle qui furent e´tudie´es par A. Katok dans [27], puis
par bien d’autres (cf. notamment [7], [8], [9], [10], [28], [29], [41], [48], [19], [21], [52], [53], [54],
[55], [56]).
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La litte´rature concernant les cas d’isome´tries par morceaux en dimensions supe´rieures est
plus rare et plus re´cente. Il y a beaucoup de proprie´te´s que ces syste`mes n’ont pas en ge´ne´ral :
– Ils ne sont ni dilatants ni contractants et ne pre´sentent pas de de´pendance sensible aux
conditions initiales au sens strict. En particulier, on n’a pas de divergence exponentielle
des orbites.
– Ils sont d’entropie nulle. En particulier, on n’a pas de croissance exponentielle du nombre
de points pe´riodiques.
– Ils laissent la mesure de Lebesgue invariante mais ne sont pas ergodiques par rapport a`
elle.
– Ils sont discontinus, en ge´ne´ral sur un ensemble non-de´nombrable de points.
Ne´anmoins, ces syste`mes apparaissent naturellement dans de nombreux domaines comme les
billards duaux, (cf. [51]), les syste`mes hamiltoniens, (cf. [49]), les rotations discre´tise´es (cf. [37],
[38], [32]), et meˆme en inge´nierie ou` ils mode´lisent certains types de filtres digitaux (cf. [13],
[14]).
De plus, l’e´tude pre´cise de certains exemples particuliers (cf. [1], [23], [24], [25], [33], [42]) ainsi
que de leurs proprie´te´s mathe´matiques plus ge´ne´rales (cf. [2], [3], [12], [43]) montre bien a` quel
point leurs dynamiques peuvent eˆtres riches.
Parce que ces applications n’ont pas les proprie´te´s mentionne´es plus haut, leur e´tude se re´ve`le
ardue. L’ergodicite´ par exemple est paradoxalement une proprie´te´ simplificatrice car meˆme si
les orbites sont inextricables, elles suivent des re`gles d’ordre statistique qui permettent au moins
leur description globale. Ici, meˆme si les orbites sont plus structure´es, l’absence d’ergodicite´ nous
force a` leur e´tude directe, “individuelle” en quelque sorte, ce qui peut eˆtre tre`s difficile.
L’espace des phases d’un syste`me isome´trique par morceaux se scinde habituellement en trois
ensembles invariants principaux : l’ensemble des points de discontinuite´ de l’application ou d’une
de ses ite´re´es, l’ensemble de´rive´ de ce dernier qui contient des points ape´riodiques et l’ensemble
des points pe´riodiques ou pseudo-pe´riodiques regroupe´s en “cellules” pe´riodiques.
Ce dernier ensemble est la plupart du temps tre`s structure´. Dans certain cas, on peut meˆme
mettre en e´vidence une auto-similarite´ dans cette structure qui permet de la de´crire comple`tement
ou partiellement. Cependant ce n’est pas toujours possible et de´couvrir ce qui conditionne cet
ordre en ge´ne´ral reste une question ouverte.
Meˆme dans les exemples ou` cet ensemble est de mesure pleine, les points ape´riodiques et les
lignes de discontinuite´ ont une ge´ome´trie hautement non-triviale ; on a mis en e´vidence des en-
sembles fractals, (des attracteurs d’I.F.S, pre´cise´ment).
De plus, les isome´tries par morceaux posse`dent un codage canonique et on peut les e´tudier du
point de vue de la dynamique symbolique. Ce sont alors des syste`mes dit “de faible complexite´”,
c’est a` dire que la croissance du nombre de mots finis admissibles est sous-exponentielle par
rapport a` la longueurs des mots. On a montre´ dans certain cas que le langage pouvait eˆtre mis
en relation avec des syste`mes substitutifs uni-ergodiques. L’ensemble des points ape´riodiques
supporte ainsi une dynamique uni-ergodique par rapport a` une mesure invariante concentre´e sur
un fractal invariant.
Tous ces phe´nome`nes ont e´te´ observe´s dans des cas particuliers suffisament simples pour eˆtre
compris en de´tail et il est difficile de dire ce qu’il en est dans le cas ge´ne´ral, les questions ouvertes
restant nombreuses.
9Dans cette the`se, on essaiera d’apporter une parcelle de ge´ne´ralite´ aux re´sultats sus-cite´s.
Elle sera organise´e comme suit :
Les chapitres 2 et 3 introduiront les concepts fondamentaux de la the´orie des syste`mes dyna-
miques en ge´ne´ral et des isome´tries par morceaux en particulier. Le chapitre 4 pre´sente une
e´tude d’un cas qui ge´ne´ralise le syste`me e´tudie´ dans [24].
Ce nouvel exemple de rotation par morceaux exhibe des proprie´te´s inte´ressantes car il admet
une infinite´ de points pe´riodiques hie´rarchise´s par une structure auto-similaire. L’application de
premier retour dans un de ses atomes est une isome´trie par morceaux de´finie sur une partition
auto-similaire comportant une infinite´ d’atomes dont le temps de retour croˆıt exponentiellement.
L’auto-similarite´ observe´e n’est que partielle, elle ne de´crit pas toute la dynamique, mais elle est
pre´serve´e quand on varie le parame`tre principal (l’angle de rotation) de manie`re continue dans
un intervalle. Cela permet d’identifier les conditions sous lesquelles une auto-similarite´, meˆme
partielle, est possible.
On ira donc du particulier au ge´ne´ral dans le chapitre 5. On y de´crira les hypothe`ses fonda-
mentales sous lesquelles on a auto-similarite´ partielle et on en de´gagera plusieurs conse´quences
inte´re´ssantes. En particulier, outre l’existence e´ventuelle de familles de cellules pe´riodiques des-
criptibles par un sche´ma substitutif, on montrera qu’il doit exister un ensemble non vide de
points ape´riodiques. Cet ensemble est fractal et peut eˆtre construit comme un attracteur d’I.F.S
graphe-dirige´, ce qui signifie grossie`rement qu’il est auto-similaire “par morceaux” plutoˆt que
strictement auto-similaire.
On montrera que la structure ge´ome´trique ame`ne tout naturellement a` coder la dynamique
par une application de Vershik sur un diagramme de Bratteli stationnaire. Laquelle, sous des
conditions de primitivite´, est uni-ergodique. Cette unique mesure invariante est e´troitement
relie´e a` la mesure de Hausdorff ; elle nous permet d’ailleurs de calculer sa dimension.
Ce codage particulier peut eˆtre “traduit” dans le langage standard de l’application. Cette dy-
namique symbolique-ci est alors un syste`me substitutif.
On montrera e´galement que tous les cas particuliers e´tudie´s jusqu’alors peuvent eˆtre conside´re´s
dans ce cadre et que les principaux re´sultats les concernant en de´coulent.
Dans le chapitre 6, on conside´rera a` nouveau l’exemple du chapitre 4. On l’attaquera avec
d’autres armes, puisqu’on fera cette fois appel a` des programmes informatiques qui, entre autres,
automatisent la recherche des applications induites. Graˆce a` ces programmes, on mettra en
e´vidence plusieurs sche´mas auto-similaires distincts et on montrera de plus qu’ils se re´pe`tent a`
une infinite´ d’e´chelles. En particulier, cela de´montrera que l’application posse`de une infinite´ de
composantes ergodiques.
10 CHAPITRE 1. INTRODUCTION
Chapitre 2
Ge´ne´ralite´s
2.1 Syste`mes Dynamiques
2.1.1 Introduction
La the´orie des syste`mes dynamiques est devenue au fil des anne´es une branche extreˆmement
vaste des mathe´matiques. Si a` l’origine elle a e´te´ motive´e par des conside´rations physiques,
puisqu’elle concerne l’e´tude des “syste`mes” e´voluant avec le temps, elle est devenue aujourd’hui
une the´orie, et meˆme un ensemble de the´ories formalise´es et inte´ressant autant les mathe´matiques
dites “pures” que les mathe´matiques applique´es. Ce premier chapitre a pour but d’introduire
les concepts fondamentaux qui nous seront utiles dans cette the`se et seulement ceux-la`. On
ne pre´tendra pas faire une ve´ritable introduction aux syste`mes dynamiques et on ne donnera
presque jamais de preuve des re´sultats e´nonce´s ; les lecteurs inte´resse´s pourront se re´fe´rer a`
l’abondante litte´rature sur le sujet.
2.1.2 De´finitions
Dans toute cette the`se on ne sera inte´resse´ que par les syste`mes dynamiques a` temps discret.
De´finition 1 Un syste`me dynamique a` temps discret est un couple (X,T ), ou` X est un espace
que l’on supposera me´trique et T une application de X dans lui-meˆme.
L’ensemble X sera appele´ l’espace des phases et T la dynamique sur X. L’e´volution du syste`me
sera alors mate´rialise´e par les ite´rations de T .
De´finition 2 Soit x ∈ X un point de l’espace des phases, on de´finit l’orbite de x comme l’en-
semble :
O(x) = {T nx, n ∈ N} .
De´finition 3 Un point x ∈ X tel que Tx = x est appele´ un point fixe de T . Si x est tel que
TNx = x alors x est appele´ un point pe´riodique de T de pe´riode N , N ∈ N.
De´finition 4 Un ensemble A ⊂ X est dit T -invariant si TA ⊂ A.
Une orbite est donc toujours un ensemble invariant. On aura besoin en the´orie ergodique de
s’assurer que TA = A. Dans ce contexte, (que l’on pre´sentera en de´tail plus loin), ce sera
la signification que prendra l’expression “ensemble invariant”. Les ensembles invariants sont
importants puisqu’ils permettent de de´composer la dynamique en ne la conside´rant que sur
chaque ensemble invariant inde´pendamment.
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De´finition 5 S’il existe x ∈ X tel que O(x) soit dense, le syste`me (X,T ) est dit transitif. Si
tout point x ∈ X a une orbite dense, le syste`me est dit minimal.
Exemple : On choisit Tx = x+α mod 1 et X = [0, 1[. Le syste`me peut eˆtre vu une rotation si
on le conside`re comme l’application Tx = x+ α de´finie sur R/Z. Ce dernier ensemble peut eˆtre
conside´re´ comme un tore uni-dimensionel, c’est-a`-dire un cercle. Cela vaut a` cette application
l’appelation fre´quente de “rotation du cercle”. Ses proprie´te´s vont de´pendre du parame`tre α. Il
est facile de voir que si α est rationnel, tout les points sont pe´riodiques (si α = p/q, T qx = x).
Par contre si α est irrationnel, alors l’orbite de tout point sera dense dans X et le syste`me sera
minimal. La preuve est facile et peut eˆtre trouve´e dans [26].
Deux syste`mes dynamiques diffe´rents peuvent eˆtre “en substance” les meˆmes. On a plusieurs
notions d’isomorphisme selon les crite`res de comparaison que l’on choisit. En voici une :
De´finition 6 Deux syste`mes dynamiques (X, f) et (Y, g) sont dit topologiquement conjugue´s si
et seulement si il existe un home´omorphisme h tel que le diagramme suivant commute :
X −→f X
h ↓ h ↓
Y −→g Y
L’application h est appele´e le facteur topologique de f et g. Si h n’est pas inversible on dit que
l’on a une semi-conjugaison.
Exemple : L’application h(x) = e2iπx est un home´omorphisme du tore R/Z sur le cercle
unite´ complexe tel que
h(x+ α) = e2iπαh(x)
donc h conjugue le syste`me de l’exemple pre´ce´dent avec le syste`me z 7→ e2iπαz sur le cercle unite´.
La conjugaison topologique conserve toutes les proprie´te´s du syste`me qui sont d’ordre topo-
logique comme la transitivite´ ou la minimalite´. En particulier il existe un invariant topologique
tre`s important, l’entropie topologique. Il y a plusieurs manie`res de la de´finir.
De´finition 7 Une famille finie disjointe d’ensembles A est appele´e une partition de X si
X ⊂
⋃
P∈A
P. (2.1)
Chaque e´le´ment de P est appele´ un atome. Une partition est dite ouverte si ses atomes sont
ouverts.
Une famille d’ensembles ve´rifiant la relation (2.1) mais dont les membres ne sont pas ne´ce´ssairement
disjoints est appele´e un recouvrement.
De´finition 8 E´tant donne´s deux recouvrements A et B, on de´finit leur raffinement :
A ∨ B = {A ∩B, A ∈ A, B ∈ B, A ∩B 6= ∅} .
De meˆme, e´tant donne´e une famille de k recouvrements ouverts P r, (r = 1, . . . , k) de X, chacun
de cardinal Nr, leur raffinement est :
k∨
r=1
Pr = {P1 ∩ · · · ∩ Pk, Pj ∈ Pj , j = 1, . . . , k} .
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Ces notions nous permettent de de´finir l’entropie d’un recouvrement et celle d’une dynamique
par rapport a` un recouvrement particulier :
De´finition 9 E´tant donne´ P un recouvrement ouvert de X, si N(P) est le nombre minimum
d’atomes d’un sous-recouvrement de P qui soit toujours ne´anmoins un recouvrement de X, alors,
l’entropie du recouvrement P est
H(P) = logN(P).
Si T est une application continue de X dans lui-meˆme alors l’entropie de T par rapport a` P
est :
h(T,P) = lim
n→∞ sup
1
n
H
(
n∨
k=1
T−kP
)
.
L’entropie de T par rapport P est donc le rythme de croissance exponentiel du cardinal du
raffinement dynamique
∨n
k=1 T
−kP de P. On a finalement la de´finition :
De´finition 10 L’entropie topologique de (X,T ), T e´tant continue, est :
h(T ) = sup {h(T,P), ou` P est un recouvrement fini de X} .
Le calcul effectif de l’entropie par cette me´thode n’est pas toujours aise´. On peut ne´anmoins
remplacer la prise du supre´mum en conside´rant des recouvrements particuliers :
De´finition 11 On appelle un recouvrement P un ge´ne´rateur pour T continue si et seulement
si :
∀ǫ > 0, ∃N > 0, tel que ∀n > N,
n∨
k=1
T−kP consiste en des ensembles de diame`tres au plus ǫ.
On a alors les re´sultats suivants :
The´ore`me 1 Si un recouvrement P est un ge´ne´rateur pour une application continue T , alors
h(T ) = h(T,P).
The´ore`me 2 Si (X,T ) et (Y, S) sont semi-conjugue´s alors h(T ) ≥ h(S). De plus, si on a
conjugaison, h(T ) = h(S).
Il existe des de´finitions alternatives de l’entropie qui sont parfois d’emploi plus aise´ dans les
calculs pratiques. Elles permettraient par exemple de montrer plus facilement que l’entropie de
notre exemple Tx = x+ α mod 1 est nulle.
On de´finit d’abord :
De´finition 12 E´tant donne´e une application continue T sur un espace me´trique compact X :
– Pour n ≥ 1 et ǫ > 0 un ensemble fini S ⊂ X est un ensemble (n, ǫ)-se´pare´ si pour deux
points distincts x, y ∈ S on a d(T kx, T ky) ≥ ǫ pour un certain rang 0 ≤ k ≤ n. On note
s(n, ǫ) le plus grand cardinal d’un ensemble (n, ǫ)-se´pare´.
– Pour n ≥ 1 et ǫ > 0 un ensemble fini R ⊂ X est un ensemble (n, ǫ)-ge´ne´rateur si ∀x ∈ X,
∃y ∈ R tel que d(T kx, T ky) < ǫ pour tout 0 ≤ k ≤ n. On note r(n, ǫ) le plus petit cardinal
d’un ensemble (n, ǫ)-ge´ne´rateur.
On a alors :
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Proposition 1 L’entropie topologique de T est donne´e par :
h(T ) = lim
ǫ→0
lim
n→∞
1
n
log r(n, ǫ)
h(T ) = lim
ǫ→0
lim
n→∞
1
n
log s(n, ǫ).
On trouvera les preuves de ces re´sultats dans [26], [46] et bien d’autres.
2.1.3 Mesures Invariantes et Ergodicite´
Jusqu’a` maintenant, on a conside´re´ X comme un espace topologique. Si on de´sire avoir
d’autres outils pour quantifier les proprie´te´s des syste`mes dynamiques, en particulier faire des
statistiques sur les orbites, on est amene´ tout naturellement a` conside´rer des espaces de phases
mesure´s ou probabilise´s. Cependant, pour avoir un inte´reˆt, la mesure ne doit pas changer en
fonction des ite´rations de la dynamique ; la mesure de X et de TX doivent eˆtre les meˆmes.
De´finition 13 Soit (X,µ) un espace mesure´ (par rapport a` une tribu que l’on n’explicitera que
si ne´cessaire) et T une application mesurable, on dit que µ est T -invariante si et seulement si
µ(T−1A) = µ(A) pour tout A ⊂ X.
Exemple : Pour l’application x+ α mod 1 sur [0, 1[, il est clair que la mesure de Lebesgue
est invariante, puisqu’on a affaire a` une isome´trie.
Bien suˆr, habituellement, trouver des mesures invariantes pour un syste`me donne´ n’est pas aussi
facile. Pourtant on a le the´ore`me suivant :
The´ore`me 3 (Krylov-Bogolubov) Si X est un espace me´trique compact et T une application
continue, alors il existe au moins une mesure de probabilite´ T -invariante.
Un des the´ore`mes les plus ce´le`bres est le fameux the´ore`me de Poincare´ :
The´ore`me 4 (Poincare´) Si X est un espace mesurable compact, T une application mesurable
de X dans lui-meˆme et µ une mesure T -invariante, alors pour tout A ⊂ X mesurable, µ-presque
tous les points de A reviendront dans A une infinite´ de fois. Autrement dit :
µ(
{
x ∈ A, {T nx}n≥0 ⊂ X \A
}
) = 0.
Parmi les mesures invariantes, il en est qui sont d’une importance fondamentale :
De´finition 14 Une mesure µ T -invariante est dite ergodique si et seulement si :
A ⊂ X est un ensemble T -invariant implique que µ(A) = 1 ou bien µ(A) = 0.
Si µ est la seule mesure invariante ergodique pour le syste`me, celui-ci sera dit uniquement
ergodique.
Du point de vue de cette mesure, il n’y a pas d’ensemble invariant “inte´ressant” autre que
l’espace lui-meˆme. C’est une notion d’inde´composabilite´ de la dynamique puisqu’il n’y a pas
d’ensemble non ne´gligeable auquel on puisse restreindre l’e´tude. L’ergodicite´ peut se formuler
a` l’aide des fonctions T -invariantes (i.e. les fonctions f telles que f ◦ T = f). Alternativement,
on a qu’un syste`me mesure´ (X,T, µ) par une mesure invariante est ergodique si et seulement si
les seules fonctions invariantes sont constantes µ-presque partout. Un re´sultat fondamental de
the´orie ergodique est du a` G.D. Birkhoff :
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The´ore`me 5 (Birkhoff) Soit (T,X) un espace probabilise´ par une mesure µ T -invariante, et
f ∈ L1(X,µ), alors la fonction
ϕ(x) = lim
n→∞
1
n
n∑
k=1
f(T kx)
existe presque partout et est T -invariante. De plus :∫
X
ϕdµ =
∫
X
fdµ.
Cette fonction ϕ doit eˆtre vue comme une moyenne temporelle d’une “observable” f sur l’espace
des phases. Si la mesure conside´re´e est ergodique, alors ϕ devra eˆtre presque partout constante
et e´gale a` son inte´grale puisque l’espace est probabilise´. On a ainsi le corollaire suivant dans le
cas ergodique :
lim
n→∞
1
n
n∑
k=1
f(T kx) =
∫
X
fdµ.
Alors la moyenne temporelle de l’observable est de´sormais une moyenne spatiale, ce qui autorise
a` faire des calculs d’ordre statistique. Dans le cas uni-ergodique on a meˆme la convergence pour
tout x si l’observable est continue. Pre´cise´ment :
The´ore`me 6 Si (X,T, µ) est uni-ergodique, alors pour toute fonction continue f la moyenne
temporelle converge uniforme´ment.
On peut aussi utiliser le the´ore`me “a` l’envers” :
The´ore`me 7 Si la moyenne temporelle limn→∞ 1n
∑n
k=1 f(T
kx) converge uniforme´ment vers
une constante pour toute fonction f ∈ Φ ou` Φ est dense dans l’espace des fonctions continues
sur X, alors (X,T ) est uni-ergodique.
Exemple : Notre application familie`re Tx = x + α mod 1 est uni-ergodique sur [0, 1[ si α est
irrationnel, sa seule mesure ergodique est la mesure de Lebesgue, c’est le the´ore`me de Kronecker-
Weyl. On le prouve en montrant que le the´ore`me de Birkhoff s’applique pour les polynoˆmes tri-
gonome´triques qui forment une base des fonctions continues. Ce re´sultat implique par exemple
que la suite {nα mod 1, n ∈ Z} est uniforme´ment distribue´e, c’est-a`-dire que les points de la
suite visitent tout intervalle avec une fre´quence qui ne de´pend que de sa longueur et pas de sa
position dans [0, 1[.
Les mesures ergodiques peuvent eˆtre vues comme des “briques de construction” des mesures
invariantes comme le montre le the´ore`me suivant :
The´ore`me 8 (De´composition ergodique) Toute probabilite´ bore´lienne invariante pour une ap-
plication continue T sur un espace me´trique compact X peut eˆtre de´compose´e en une somme
de probabilite´s bore´liennes ergodiques. Pre´cise´ment : il existe une partition Xα de X (sauf
e´ventuellement un ensemble de mesure nulle), l’indice α faisant partie d’un espace de Lebesgue
A, chaque atome Xα supporte une mesure ergodique µα telle que :∫
X
ϕdµ =
∫
A
∫
Xα
ϕdµαdα.
Comme on avait une conjugaison topologique on a aussi une notion de conjugaison “me´trique”,
c’est-a`-dire relative a` la mesure.
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De´finition 15 Les syste`mes (X,T, µ) et (Y, S, ν) sont semi-conjugue´s en mesure s’il existe une
application mesurable R de X dans Y telle que le diagramme suivant :
X −→T X
R ↓ R ↓
Y −→S Y
commute presque partout et que ν soit la mesure image de µ par R. On a conjugaison si R est
bijective et bi-mesurable.
On peut de´finir une notion d’entropie relie´e a` la mesure d’une manie`re tre`s similaire a` celle
employe´e pour de´finir l’entropie topologique :
De´finition 16 E´tant donne´e une partition mesurable P de X, l’entropie (me´trique) de P est :
Hµ(P) = −
∑
P∈P, µ(P )>0
µ(P ) logµ(P ).
A` partir de la`, on de´finit hµ(T,P) et hµ(T ) exactement de la meˆme manie`re que leurs homologues
topologiques en prenant a` chaque fois l’entropie me´trique des partitions :
hµ(T,P) = lim
n→∞ sup
1
n
Hµ
(
n∨
k=1
T−kP
)
et
hµ(T ) = sup {hµ(T,P), ou` P est un recouvrement fini de X} .
L’entropie me´trique est invariante par conjugaison me´trique. Les deux quantite´s sont relie´es par
le “principe variationnel” :
The´ore`me 9 (principe variationnel) Si T est un home´omorphisme sur un espace me´trique com-
pact, alors l’entropie topologique htop :
htop(T ) = sup {hµ(T ), µ mesure T -invariante}
2.2 Syste`mes Dynamiques Symboliques
2.2.1 Espaces Symboliques, Codage et Dynamique Symbolique
Il est fre´quent qu’il soit inutile de suivre en “de´tail” une orbite pour avoir une ide´e fide`le de
son comportement. Savoir comment elle visite des ensembles bien choisis peut suffire. Il arrive
aussi que le syste`me lui-meˆme puisse eˆtre mieux compris via une repre´sentation abstraite.
Exemple : On conside`re l’application Tx = 2x mod 1 sur [0, 1[. Si on conside`re le de´veloppement
en binaire des points de [0, 1[, l’application de T revient a` de´caler les chiffres binaires vers la
gauche : 
2∑
i≥1
αi
2i

 mod 1 =

α1 +∑
i≥1
αi+1
2i

 mod 1 =∑
i≥1
αi+1
2i
.
Il est alors facile de voir que les seuls points pe´riodiques pour T sont les points qui ont un
de´veloppement pe´riodique en binaire, c’est-a`-dire les nombres rationnels.
Cette me´thode est ge´ne´rale, elle consiste en la mise en correspondance entre un syste`me dy-
namique et un espace symbolique abstrait muni de l’application de “de´calage” des symboles.
Formellement :
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De´finition 17 On appellera alphabet tout ensemble fini A de cardinal k, ses e´le´ments seront
appele´s des lettres. L’ensemble AN des suites infinies de symboles de A muni de l’application s
de AN dans lui-meˆme telle que
∀(α1α2α2 · · ·) ∈ AN, s(α1α2 · · ·) = (α2 · · ·)
est un syste`me dynamique appele´ de´calage sur k-symboles, ou encore “full-shift”.
L’espace AN peut eˆtre rendu topologique de plusieurs manie`res e´quivalentes. En conside´rant la
topologie produit des topologies discre`tes par exemple. On utilisera tre`s souvent la me´trique
suivante (pour ω1, ω2 ∈ AN) :
d(ω1, ω2) =
1
2K
ou` K de´signe le rang d’occurrence de la premie`re diffe´rence entre les mots ω1 et ω2. A` la place de
2 on aurait pu choisir n’importe quel nombre β > 1. Une autre possibilite´ consisterait a` adopter
une base d’ouverts.
De´finition 18 On appelle cylindre de AN et on note (ν) = (ν1 · · · νk) l’ensemble des suites de
AN commenc¸ant par les lettres ν1, . . . , νk.
Adopter ces ensembles comme base d’ouverts aboutit a` la meˆme topologie qu’en adoptant la
me´trique sus-cite´e. On note qu’alors les cylindres sont a` la fois ouverts et ferme´s, ce qui implique
que l’espace symbolique est totalement de´connecte´. De plus, comme c’est un produit d’espaces
compacts, le the´ore`me de Tychonov nous assure que c’est aussi un espace compact. Enfin, on
ve´rifie facilement que l’application s est continue et que ses points pe´riodiques sont denses.
En ge´ne´ral, coder une dynamique revient a` se donner une partition {Pi}i∈A de X et a` se donner
une application comme suit :
De´finition 19 Une application ϕ telle que :
ϕ : X −→ AN
x 7−→ (α1α2 · · ·)
si x ∈ Pα1 , Tx ∈ Pα2 , . . . est appele´e un codage.
Bien suˆr, un choix judicieux de la partition est crucial puisque cette application n’est en ge´ne´ral
pas surjective.
Exemple : Dans l’exemple ci-dessus si un point x est dans l’intervalle [0, 1/2[, son premier
chiffre binaire est 0. De meˆme connaˆıtre son second chiffre binaire revient a connaˆıtre le reste
de 2x, c’est-a`-dire de savoir si Tx est dans [0, 1/2[ ou non. Savoir dans quels intervalles sont les
ite´re´es T kx revient a` connaˆıtre son de´veloppement binaire. Ainsi si x a un code contenu dans le
cylindre (ν1 · · · νk) ∈ {0, 1}k alors cela signifie (si on note P0 = [0, 1/2[ et P1 = [1/2, 1[) :
x ∈ Pν1 ∩ T−1Pν2 ∩ T−2Pν3 · · ·T−kPνk
qui consiste en un intervalle de longueur 2−k.
Il arrive fre´quemment que tous les mots du full-shift n’apparaissent pas dans le codage des
orbites :
De´finition 20 Un sous-ensemble L ⊂ AN ferme´ et s-invariant est appele´ un sous-de´calage ou
sous-shift de AN.
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En fait, la complexite´ de la dynamique, qui est contenue dans l’application T elle-meˆme plutoˆt
que dans la forme de l’espace des phases, n’apparaˆıt jamais dans sa conjugue´e symbolique s.
Elle se traduit plutoˆt dans la structure du sous-shift qui de´crit les orbites possibles. Il existe
plusieurs “mode`les” de sous-shifts “classiques”. Certains d’entre eux retiendront notre attention
parce qu’ils seront utilise´s par la suite.
Supposons que dans un mot la lettre qui suit ne de´pende que de celle qui pre´ce`de. Une lettre
pouvant ou non eˆtre suivie par une autre. En admettant que A = {1, . . . ,m} on peut de´crire
ces contraintes par une matrice :
aij = 1 si la lettre i peut eˆtre suivie par la lettre j et 0 sinon
qui est en fait la matrice d’adjacence d’un graphe dont les nœuds sont nume´rote´s de 1 a` m.
Il n’y a une fle`che entre le nœud i et le nœud j que si aij = 1. Une telle matrice est appele´e
matrice d’admissibilite´.
De´finition 21 Un sous-shift de´fini par une matrice d’admissibilite´ A est appele´ un sous-shift
de type fini.
Les entre´es Akij des puissances de la matrice d’admissibilite´ donnent le nombre de chemins
possibles (dans le graphe) allant de la lettre i a` la lettre j en k ite´rations. Elles donnent donc
aussi le nombre de mots de longueur k commenc¸ant par la lettre i et finissant par la lettre j.
Cela permet d’e´valuer le nombre de mots de chaque longueur admissible dans le sous-shift :
De´finition 22 E´tant donne´ un sous-shift L la fonction p : N⋆ −→ N qui a` chaque longueur de
pre´fixe n associe le nombre de pre´fixes admissibles p(n) dans le sous-shift L est appele´e fonction
de complexite´ de L. De plus, la quantite´
h(L) = lim
n→∞
1
n
log p(n)
est appele´e l’entropie de L.
On peut montrer que l’entropie de L ainsi de´finie est exactement la meˆme que l’entropie topo-
logique du syste`me (L, s). On ne sera pas surpris alors que l’entropie de ce dernier syste`me soit
relie´e au rythme de croissance des puissances de A, qui, graˆce au the´ore`me de Perron-Frobe´nius
s’exprime uniquement en fonction de sa plus grande valeur propre.
On en profite pour rappeler le the´ore`me de Perron-Frobe´nius :
The´ore`me 10 (Perron-Frobe´nius) Soit M une matrice carre´e irre´ductible ayant tous ses e´le´ments
positifs ou nuls, il existe une valeur propre simple positive Λ telle que :
– Elle a un unique vecteur propre positif (a` une constante pre`s).
– Elle est en module supe´rieure ou e´gale a` tout autre valeur propre.
– Si B est une autre matrice carre´e telle que (composante par composante) 0 ≤ B ≤ M et
β est une valeur propre de B alors |β| ≤ Λ et on a e´galite´ si et seulement si B = M .
Une matrice M est dite irre´ductible si et seulement si pour chaque e´le´ment ij il existe une
puissance l telle que (M l)ij > 0. On dira qu’elle est primitive s’il existe une puissance l telle que
M l ait toutes ses entre´es positives. On trouvera une preuve de ce re´sultat classique dans [50]
par exemple.
Alors, formellement :
The´ore`me 11 L’entropie d’un sous-shift de type fini de´crit par une matrice irre´ductible est
h(L) = λ1 ou` λ1 est sa plus grande valeur propre.
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2.2.2 Syste`mes De´finis par des Substitutions
De´finition 23 Soit A un alphabet, on note A⋆ l’ensemble de ses mots finis :
A⋆ =
⋃
i≥0
Ai,
ou` A0 ne contient que le mot vide que l’on notera ǫ par la suite. Muni de l’ope´ration de
concate´nation et du mot vide, l’ensemble A⋆ a la structure d’un mono¨ıde.
Une substitution σ est alors une application de A dans A⋆, elle s’e´tend a` A⋆ et meˆme AN par
concate´nation :
∀u, v ∈ A⋆, σ(uv) = σ(u)σ(v)
et
∀u = (u1u2 · · ·) ∈ AN, σ(u) = σ(u1)σ(u2) · · ·
Si on convient que σ(ǫ) = ǫ, alors une substitution est un morphisme de mono¨ıde. Un objet
fondamental associe´ a` une substitution est sa matrice d’incidence :
De´finition 24 Si on note |u|j pour un certain u ∈ A⋆ le nombre d’apparitions de la lettre j,
alors la matrice d’incidence M de la substitution σ est de´finie par :
Mij = |σ(i)|j .
Une substitution est dite primitive si sa matrice d’incidence est primitive, c’est-a`-dire :
∃k ≥ 1 tel que ∀i, j, Mkij > 0.
Les puissances Mkij de la matrice d’incidence donnent le nombre d’apparitions de chaque lettre
j dans les mots σk(i). En effet Mk est la matrice d’incidence de σk. Si la matrice est primitive
alors les images σk(i) contiendront pour chaque lettre i toutes les lettres de A.
Exemple : La substitution de´finie sur {0, 1}⋆ par :
σ : 0 −→ 01
1 −→ 0
a pour matrice d’incidence :
M =
(
1 1
1 0
)
.
Cette matrice est primitive car M 2 a tous ses e´le´ments positifs. Elle se diagonalise ainsi :
M =
(
ϕ−1 ϕ
1 1
)
.
(
ϕ−1 0
0 ϕ
)
.
(
ϕ−1 ϕ
1 1
)−1
,
ϕ = (
√
5+1)/2 e´tant le nombre d’or. Il est alors facile de voir que si on note Fk le k-ie`me nombre
de la suite de Fibonacci :
Mk =
(
Fk Fk−1
Fk−1 Fk−2
)
.
Ainsi :
|σk(0)| = |σk(0)|0 + |σk(0)|1 = Mk00 +Mk01 = Fk + Fk−1 = Fk+1
|σk(1)| = |σk(1)|0 + |σk(1)|1 = Mk10 +Mk11 = Fk−1 + Fk−2 = Fk.
Cette proprie´te´ vaut a` cette substitution le nom de “substitution de Fibonacci”.
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De´finition 25 On appelle un point u ∈ AN un point fixe de σ si et seulement si σ(u) = u.
A partir d’un point fixe on peut engendrer un syste`me dynamique. Dans ce tout ce qui suit, le
symbole Cl de´note la fermeture topologique et s l’application de de´calage.
De´finition 26 Soit u un point fixe de σ et
Σ = Cl({snu, n ∈ N}),
alors (Σ, s) est appele´ syste`me dynamique de la substitution σ.
Un point fixe peut toujours eˆtre vu comme la puissance d’une lettre porte´e a` l’infini, clairement :
∀k > 0, σk(u) = σk(u1)σk(u2) · · · = u
donc
d(σk(u1), u) <
1
2|σk(u1)|
−→ 0
au moins si σ est primitive. Une substitution peut avoir plusieurs points fixes mais, toujours
dans l’hypothe`se ou` celle-ci est primitive, ils engendrent tous le meˆme syste`me dynamique :
Lemme 1 On note σ∞(α) le point fixe de σ engendre´ par la lettre α et
Σα = Cl({snσ∞(α), n ∈ N}).
Alors s’il existe plusieurs lettres {α1, . . . , αN} donnant plusieurs points fixes diffe´rents :
∀αi 6= αj , Σαi = Σαj .
Preuve :
Soit α, β ∈ {α1, . . . , αN}, il suffit de montrer que σ∞(β) ∈ Σα. Comme σ est primitive, ∃k0 tel
que σk0(α) contienne la lettre β et donc ∀k, σk(β) est un sous-mot de σ∞(α). Donc
∀k ≥ 0, ∃ζ ∈ AN, et ∃(Nk)k∈N une suite d’entiers telle que :
sNkσ∞(α) = σk(β)ζ.
sNkσ∞(α) est une suite de points de Σα telle que
d(sNkσ∞(α), σ∞(β)) = d(σk(β)ζ, σ∞(β)) <
1
2|σk(β)|
−→ 0.
Il existe donc une suite de points de Σα qui converge vers σ
∞(β). Ce dernier point est bien dans
Σα qui est ferme´, cela prouve Σβ ⊂ Σα. En e´changeant les roˆles de α et β on a Σα ⊂ Σβ . ¤
Ce petit re´sultat nous sera utile dans la section (5.2.4). Ces syste`mes dynamiques ont e´te´ tre`s
e´tudie´s. On en connait de nombreuses proprie´te´s, en particulier :
The´ore`me 12 Un syste`me substitutif (Σ, s) de´fini par une substitution primitive est minimal
et uni-ergodique.
Pour une preuve et une e´tude de´taille´e sur les substitutions (du point de vue spectral) on se
reportera a` [47].
2.2. SYSTE`MES DYNAMIQUES SYMBOLIQUES 21
2.2.3 Odome`tres
Comme son nom l’indique, l’odome`tre est le syste`me dynamique de l’addition d’une unite´.
Pre´cise´ment, si on note, pour une suite (dn)n∈N :
Ω =
∞∏
n=0
{0, 1, . . . , dn − 1}
et S : Ω −→ Ω telle que :
S(d0 − 1, d1 − 1, . . . , dn − 1) = (0, . . . , 0)
S(x0, . . . , xn) = (y0, . . . , yn)
ou` (y0, . . . , yn) est tel que :
– yi = 0 si 0 ≤ i < i0 = min{n ≥ 0, xn 6= dn − 1}
– yi0 = xi0 + 1 et
– yi = xi si i > i0
alors :
De´finition 27 Le syste`me (Ω, S) est appele´ un odome`tre de base (dn). De plus, s’il existe un
rang n0 au dela` duquel dn = dn+1 alors le syste`me est un odome`tre a` base stationnaire.
Ces syste`mes peuvent eˆtre dans un sens ge´ne´ralise´s. Dans la section suivante, on pre´sente les
transformations a-diques dont des cas particuliers donnent les odome`tres.
2.2.4 Diagrammes de Bratteli
On rappelle ici les concepts de base concernant les diagrammes de Bratteli.
De´finition 28 Un diagramme de Bratteli est un couple (V,E) constitue´ d’un ensemble de som-
mets V et d’un ensemble d’areˆtes E chacun pouvant eˆtre e´crit comme une re´union de´nombrable
d’ensembles finis :
V =
∞⋃
i=1
Vi et E =
∞⋃
i=1
Ei
tels que
– V0 est un singleton.
– Il existe deux applications s et r dites source et cible respectivement telles que r(En) ⊂ Vn
et s(En) ⊂ Vn−1. De plus s−1(v) 6= ∅ pour tout v ∈ V et r−1(v) 6= ∅ pour tout v ∈ V \ V0.
On donne traditionnellement une repre´sentation diagrammatique a` (V,E) en conside´rant Vn
comme un ensemble de sommets relie´s aux sommets Vn−1 par les areˆtes En (cf. figure 2.1).
Si on note tn le cardinal de Vn alors l’ensemble d’areˆtes En est de´crit par une matrice
d’incidence tn × tn−1, An = (anij) ou` anij repre´sente le nombre d’areˆtes entre le i-e`me e´le´ment de
Vn et le j-e`me e´le´ment de Vn−1.
On notera Ek+1 ◦ Ek+2 ◦ · · · ◦El tout les chemins allant de Vk a` Vl, c’est-a`-dire :
{(ek+1, . . . , el), ei ∈ Ei, r(ei) = s(ei+1), i = k + 1, · · · , l + 1}
et par abus de notation r((ek+1, . . . , el)) = r(el) et s((ek+1, . . . , el)) = s(ek+1).
De´finition 29 E´tant donne´ un diagramme de Bratteli (V,E) et une suite positive (mn), le
te´lescopage (V ′, E′) de (V,E) est tel que V ′n = Vmn et E′n = Emn−1+1 ◦ · · · ◦Emn, les applications
source et cible e´tant de´finies comme ci-dessus.
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r(e)
n−1
Vn
Vn+1
E n
E n+1
E n+1E n
Vn−1
Vn+1
s(e)
e
V
Fig. 2.1 – A` gauche : repre´sentation de trois e´tages d’un diagramme de Bratteli. A` droite : un
exemple de composition des areˆtes.
Si on te´lescope le niveau Vn−1 sur le niveau Vn+1, alors un sommet de Vn−1 est connecte´
avec un sommet de Vn+1 s’il existe un chemin via un sommet de Vn entre ces deux sommets. La
matrice d’incidence de ce diagramme sera alors le produit des matrices d’incidence du diagramme
original.
De´finition 30 On dit qu’un diagramme (V,E) est simple s’il en existe un te´lescopage (V ′, E′)
tel que les matrices d’incidence de ce dernier diagrammes soient toujours positives.
De´finition 31 On dit qu’un diagramme (V,E) est stationnaire si le diagramme se re´pe`te au-
dela` du premier niveau.
On peut de´finir un ordre partiel sur un diagramme de Bratteli :
De´finition 32 Un diagramme de Bratteli ordonne´ (V,E,≥) est un diagramme de Bratteli muni
d’une relation d’ordre sur les areˆtes telle que deux areˆtes e et e′ sont comparables si et seulement
si r(e) = r(e′).
Cette relation d’ordre induit un ordre lexicographique sur les chemins :
(ek+1 · · · el) ≥ (fk+1 · · · fl)
si et seulement si il existe i tel que ei ≥ fi et les i− 1 premie`res areˆtes sont e´gales. Soit l’espace
des chemins infinis dans le graphe :
XB = {(e1, e2, · · ·), ei ∈ Ei, r(ei) = s(ei+1), i = 1, 2, . . .}.
On munit cet ensemble d’une topologie en lui donnant ses cylindres comme base d’ouverts. Pour
cette topologie, XB est un compact et de plus, si le diagramme est simple, XB n’a pas de point
isole´ et c’est donc un ensemble de Cantor.
On note XmaxB et X
min
B l’ensemble des chemins de XB ne contenant que des areˆtes maximales et
des areˆtes minimales respectivement.
De´finition 33 Un diagramme de Bratteli ordonne´ (V,E,≥) est dit proprement ordonne´ si et
seulement si (V,E) est simple et que XmaxB et X
min
B sont re´duits a` des singletons.
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Sur un diagramme proprement ordonne´ XB on de´finit l’application VB dite application de Ver-
shik ou encore application lexicographique. Elle agit comme suit, si x = (e1, e2, · · ·) ∈ XB n’est
pas un chemin maximal (i.e. n’est pas dans XmaxB ) et si k est le plus petit entier tel que ek ne
soit pas une areˆte maximale, alors :
VB(x) = (m1,m2, . . . ,mk−1, fk, ek+1, ek+2 · · ·)
ou` (m1 · · ·mk−1) est le mot minimal dans E1 ◦E2 ◦ · · · ◦Ek−1 tel que r(mk−1) = s(fk) et fk est
le successeur de ek. Si x = xmax ∈ XmaxB alors on posera VB(xmax) = xmin.
La transformation ainsi de´finie est aussi appele´e transformation “a-dique”. On peut dire plus sur
la dynamique des diagrammes stationnaires en faisant un lien avec les substitutions. En effet,
sur un diagramme stationnaire, on peut “lire” une substitution.
De´finition 34 E´tant donne´ un diagramme de Bratteli stationnaire ordonne´, (V,E), on choisit
un e´tiquetage des sommets par un alphabet A, c’est a` dire que chaque sommet est associe´ a` une
lettre de A et une seule, on e´crira ainsi Va avec a ∈ A chaque sommet. Pour chaque sommet
Va on conside`re la liste ordonne´e (e1, . . . , ek) des areˆtes qui arrivent a` Va et (a1, . . . , ak) la liste
ordonne´e des lettres associe´es a` leurs sources. L’application de A dans A⋆ qui a` a associe a1 · · · ak
conside´re´e comme une substitution est appele´e la substitution lue sur (V,E).
Si le diagramme est simple et propre alors la substitution est primitive et propre. De plus,
on a le re´sultat suivant :
Proposition 2 Soit (V,E) un diagramme de Bratteli stationnaire simple et propre avec uni-
quement des areˆtes simples entre l’origine et le premier niveau. Si σ de´signe la substitution lue
sur (V,E) alors :
– Si σ est ape´riodique alors le syste`me (XB, VB) est conjugue´ au syste`me engendre´ par la
substitution σ.
– Si σ est pe´riodique alors le syste`me (XB, VB) est conjugue´ a` un odome`tre a` base station-
naire.
Une preuve peut eˆtre trouve´e dans [16]. L’inte´reˆt fondamental de ces syste`mes est re´sume´ dans
le the´ore`me suivant, duˆ a` A. Vershik :
The´ore`me 13 Toute transformation ergodique pre´servant la mesure de Lebesgue est conjugue´e
a` une transformation a-dique uni-ergodique.
Pour plus d’informations concernant ces concepts on se reportera a` [35], [57].
2.3 Ge´ome´trie Fractale
2.3.1 Introduction
La ge´ome´trie fractale a pris son essor dans les anne´es 80 sous l’impulsion de B. Mandelbrot
qui popularisa de nombreux concepts anciens en les appliquant a` des domaines varie´s (voir [39]
pour une introduction). Les ensembles de Cantor, de Sierpin´sky, de Julia et d’autres encore
revinrent a` la mode graˆce aux images que l’ordinateur rendait de´sormais possible. Pourtant,
mathe´matiquement parlant, le concept de fractal n’est pas si aise´ a` de´finir ni a` quantifier. La
ge´ome´trie fractale a pour but d’e´tudier les ensembles irre´guliers, sortant du domaine de la
ge´ome´trie diffe´rentielle. Il y a plusieurs manie`res de quantifier “l’irre´gularite´” d’un ensemble,
elles sont formalise´es par des dimensions varie´es. La plus simple de´coule logiquement du tre`s
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fameux exemple de “la longueur de la coˆte de Bretagne”. En effet, selon la pre´cision ǫ que
l’on s’accorde, c’est-a`-dire la taille minimale des atomes d’un recouvrement de notre “coˆte”, on
trouve, en comptant le nombre d’atomes ne´cessaires, une longueur qui tend a` croˆıtre quand ǫ
de´croˆıt. L’important, ce qui donne l’irre´gularite´ de notre coˆte, c’est le rythme de cette croissance
qui doit eˆtre une puissance de ǫ. Cet exposant n’est autre que ce que l’on appelle la dimension
fractale ou encore la dimension de comptage de boˆıtes.
Dans le cas des courbes diffe´rentiables, cet exposant est 1. S’il est plus grand, la courbe a une
longueur infinie.
La dimension fractale est une des quantite´s utilise´es pour caracte´riser les ensembles “irre´guliers”.
On lui pre´fe`re souvent une quantite´ parfois moins aise´e a` calculer mais plus pre´cise, en parti-
culier pour son comportement vis-a`-vis de la topologie car la dimension fractale ne diffe´rencie
pas un ensemble de sa fermeture : la dimension de Hausdorff. Dans cette section, on pre´sente
succinctement les principales notions qui nous seront utiles par la suite, le lecteur inte´resse´ se
reportera a` [17].
2.3.2 Mesure et Dimension de Hausdorff
Dans ce qui suit on notera |U | le diame`tre de U et on appellera δ-recouvrement de U un
recouvrement de U dont les atomes sont de diame`tre au plus δ. Alors pour tout δ > 0, s ≥ 0 et
pour tout ensemble F ⊂ Rn :
Msδ(F ) = inf
{ ∞∑
i=1
|Ui|s, {Ui}i e´tant un δ-recouvrement de F
}
.
quand δ → 0 le nombre de recouvrements possibles de´croˆıt et donc cet infimum croit. La limite
suivante existe donc :
Ms(F ) = lim
δ→0
Msδ(F ),
bien qu’elle soit ge´ne´ralement nulle ou infinie.
De´finition 35 On appelle Ms la mesure de Hausdorff s-dimensionnelle.
On montre en effet que cette quantite´ est bien une mesure et que M1 (resp. Mm) donne a` une
constante pre`s la longueur, (resp. la surface) de courbes (resp. de surfaces) diffe´rentiables de
dimension 1 (resp. m). Cette quantite´ a des proprie´te´s d’homoge´ne´i te´ particulie`res :
Proposition 3 Soient F ⊂ Rn, λ > 0 et f : F −→ Rn une fonction Ho¨lde´rienne telle que
|f(x)− f(y)| ≤ c|x− y|α
alors :
Ms(λF ) = λsMs(F )
et
Ms(f(F )) ≤ cs/αMs(F ).
La mesure de Hausdorff est ge´ne´ralement nulle ou infinie selon les valeurs de s. La valeur pre´cise
ou` intervient cette transition est ce que l’on appelle la dimension de Hausdorff. Le the´ore`me
suivant sert aussi de de´finition :
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The´ore`me 14 La dimension de Hausdorff de F , dimH(F ) est telle que :
Ms(F ) =
{ ∞ si s < dimH(F )
0 si s > dimH(F ).
De plus, si 0 <MdimH(F )(F ) <∞, F est appele´ un s-ensemble.
La dimension de Hausdorff est la meˆme que la dimension topologique pour les ensembles
“re´guliers” (diffe´rentiables par morceaux), mais la grande originalite´ de cette dimension est
qu’elle peut eˆtre fractionnaire. Il existe des ensembles de dimension de Hausdorff entie`re qui sont
irre´guliers, comme la courbe de Peano par exemple. En ge´ne´ral, on s’accorde pour dire qu’un
ensemble est fractal si sa dimension de Hausdorff est strictement plus grande que sa dimension
topologique (la dimension topologique de la courbe de Peano est 1 alors que sa dimension de
Hausdorff est 2). La dimension de Hausdorff a un certain nombre de proprie´te´s de´coulant de
celles de la mesure de Hausdorff :
Proposition 4 Soient F ⊂ Rn, f : F −→ Rn une fonction Ho¨lde´rienne telle que
|f(x)− f(y)| ≤ c|x− y|α
alors :
dimH(f(F )) ≤ 1
α
dimH(F ).
Si f est une transformation bilipschitzienne telle que
c1|x− y| ≤ |f(x)− f(y)| ≤ c2|x− y|
alors dimH(f(F )) = dimH(F ). De plus, si dimH(F ) < 1 alors F est totalement de´connecte´.
Un re´sultat en particulier nous sera utile dans la suite, il s’agit d’un lemme dont on donnera la
preuve, issue de [17].
Lemme 2 Soit µ une mesure sur F . On suppose que, pour un certain s, il existe c > 0 et δ > 0
tels que
µ(U) ≤ c|U |s
pour tout U de diame`tre infe´rieur ou e´gal a` δ, Alors Ms(F ) ≥ µ(F )/c et donc s ≤ dimH(F ).
Preuve
Si {Ui}i est un δ-recouvrement quelconque de F alors :
0 < µ(F ) = µ
(⋃
i
Ui
)
≤
∑
i
µ(Ui) ≤ c
∑
i
|Ui|s
en prenant l’infimum sur les recouvrements,
µ(F )/c ≤ inf
{∑
i
|Ui|s, {Ui}i δ-recouvrements de U
}
= Msδ(F ).
comme Msδ croˆıt si δ de´croˆıt on a bien Ms(F ) ≥ µ(F )/c. ¤
Ce petit lemme nous donne une me´thode pour trouver une borne infe´rieure a` la dimension de
Hausdorff qui est la plus difficile a` trouver. Il sera utilise´ dans la section 5.2.2.
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2.3.3 Ensembles Auto-Similaires : Les attracteurs d’I.F.S
Les ensembles auto-similaires forment une classe inte´ressante d’ensembles puisqu’ils sont sou-
vent fractals et que leurs structures nous permettent d’avoir des renseignements pre´cis sur leurs
proprie´te´s fractales. Beaucoup d’ensembles fractals ce´le`bres sont auto-similaires. Par exemple,
l’ensemble de Cantor triadique C est invariant si on lui applique la contraction S1 de rapport
1/3 centre´e a` l’origine, mais e´galement par S2 celle de rapport 1/3 centre´e en 1 :
S1C ⊂ C et S2C ⊂ C de plus C = S1C ∪ S2C.
De meˆme, le triangle de Sierpin´sky est invariant par rapport aux trois contractions de rapport
1/3 et centre´es en les sommets du triangle. L’ide´e des I.F.S (Iterated Function Schemes) est de
prendre les choses a` l’envers, c’est-a`-dire de conside´rer d’abord un ensemble de contractions puis
de de´terminer l’ensemble qui est invariant par rapport a` elles. Formellement, on a le the´ore`me
suivant :
The´ore`me 15 Soient S1, . . . , Sm des similitudes de R
n telles que pour tout i = 1, . . . ,m :
|Si(x)− Si(y)| = ci|x− y| avec ci < 1.
Alors il existe un unique ensemble compact F tel que :
F =
m⋃
i=1
Si(F ).
De plus, si on de´finit une application S sur l’ensemble des compacts de Rn par
S(E) =
m⋃
i=1
Si(E),
alors F est le point fixe de S. Pour toute condition initiale E telle que S(E) ⊂ E (il suffit
juste de prendre E suffisamment grand), la suite Sk(E) est de´croissante. Ces approximations
successives convergent donc vers une limite compacte au sens ou` :
F =
∞⋂
k=1
Sk(E).
Cette manie`re de construire le fractal permet de coder ses points.
En effet, si on e´crit Sα1···αk = Sα1 ◦ · · · ◦ Sαk on a
x ∈ F ⇔ ∃α = (α1α2 · · ·) ∈ {1, . . . ,m}N tel que :
x ∈ E ∩ Sα1E ∩ Sα1α2E ∩ Sα1α2α3E ∩ · · ·
Si les ensembles Si(E) sont tous disjoints, on voit que chaque point correspond a` un mot α et
un seul. On a donc une bijection entre F et l’espace symbolique {1, . . . ,m}N. Il est facile de voir
que si deux points ont des codes proches, ils auront des pre´fixes communs “grands”. Ils seront
donc proches e´galement dans Rn puisqu’ils appartiendront tous deux a` des ensembles du type
Sα1···αkE dont le diame`tre tend exponentiellement vers 0. Ainsi, e´tant une bijection continue
entre deux compacts, l’application qui met en correspondance les points de F avec leurs codes
est un home´omorphisme. C’est en munissant l’espace symbolique d’une mesure bien choisie que
l’on trouve une borne infe´rieure a` la dimension de Hausdorff des attracteurs d’I.F.S. Ce type
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de codage sur des ensembles similaires mais adapte´s a` notre e´tude sera au cœur de l’e´tude du
chapitre 5.
En ge´ne´ral, pour calculer la dimension de Hausdorff des attracteurs d’I.F.S, on fera l’hypothe`se
suivante, appele´e condition de l’ensemble ouvert :
Il existe un ouvert borne´ non vide V tel que
m⋃
i=1
SiV ⊂ V
avec la re´union disjointe. Sous cette condition on a le the´ore`me suivant :
The´ore`me 16 La dimension de Hausdorff dimH F est e´gale a` s ou` s est tel que :
m∑
i=1
csi = 1.
De plus, F est un s-ensemble.
Ces the´ore`mes peuvent eˆtre ge´ne´ralise´s en conside´rant des contractions qui ne soient pas des
similitudes, c’est-a`-dire telles que :
|Si(x)− Si(y)| ≤ ci|x− y| avec ci < 1.
Le the´ore`me d’existence reste valable mais les estimations de la dimension sont un peu moins
pre´cises ou plus complexes a` calculer. On ne conside´rera pas ces ge´ne´ralisations ici, puisque on
aura affaire exclusivement a` des similitudes. Il existe des re´sultats sur les calculs de dimensions
en ne conside´rant pas la “condition de l’ensemble ouvert” et portant sur des constructions
ou` les composantes connexes des approximants se chevauchent (cf [18]). Les estimations sont
“ge´ne´riquement” les meˆmes que dans le cas disjoint, c’est-a`-dire pour presque tous les parame`tres
de contraction. Le lecteur inte´resse´ par plus de de´tails pourra se reporter a` [17] et [4]. Le petit
lemme ge´ome´trique suivant est issu de [17] et sera utilise´ dans le chapitre 5. On le reproduit ici
ainsi que sa preuve.
r+2a r2
r
Fig. 2.2 – Illustration de la preuve du lemme 3.
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Lemme 3 Soit {Vi}i une collection d’ouverts disjoints de Rn tels que chaque e´le´ment Vi contienne
un boule de rayon a1r et soit contenu dans une boule de rayon a2r. Alors toute boule de rayon
r intersecte au plus ((1 + 2a2)/a1)
n ensembles V¯i.
Preuve : Soit B une boule de rayon r. Si B intersecte V¯i alors ce dernier est inclus dans la
boule de rayon r+2a2r (puisqu’il est inclus dans une boule de rayon a2r) et de meˆme centre que
B. Supposons que q ensembles Vj intersectent B, chacun est donc inclus dans la grande boule
et chacun contient une petite boule de rayon a1r (cf. figure 2.2). Donc, en sommant les volumes
de ces petites boules :
q(a1r)
n ≤ (1 + 2a2)nrn.
¤
2.3.4 Constructions Graphe-Dirige´es
Dans un attracteur d’I.F.S, c’est l’ensemble complet qui est similaire a` la re´union de ses
parties. Aussi, on peut imaginer que seules certaines parties de l’ensemble soient similaires a`
une re´union d’autres parties. Cette ge´ne´ralisation de la notion introduite dans le paragraphe
pre´ce´dent se nomme construction graphe-dirige´e, car la description de leurs similarite´s internes
fait appel a` un graphe. Les re´sultats pre´sente´s ici ainsi que leurs de´monstrations peuvent eˆtre
trouve´s dans [40].
De´finition 36 Une construction ge´ome´trique graphe-dirige´e de Rm consiste en :
– Une famille finie de compacts disjoints d’inte´rieurs non vide J1, . . . , Jn de R
m.
– Un graphe dirige´ G dont les sommets consistent en les entiers 1, . . . , n et des similitudes
Ti,j de R
m de rapports ti,j ou` (i, j) ∈ G et :
– Pour chaque i = 1, . . . , n il existe un j tel que (i, j) ∈ G
– Pour chaque i = 1, . . . , n, {Ti,j(Jj), (i, j) ∈ G} est une famille disjointe et⋃
(i,j)∈G
Ti,j(Jj) ⊂ Ji.
– Si le chemin dans G partant de i1 est un cycle : [i1 · · · iq = i1], alors
q∏
k=1
tik,ik+1 < 1.
Le the´ore`me suivant assure l’existence du fractal :
The´ore`me 17 Pour chaque construction ge´ome´trique graphe-dirige´e, il existe une famille de
compacts unique K1, . . . ,Kn telle que :
Ki =
⋃
(i,j)∈G
Ti,jKj .
et on a Ki ⊂ Ji. L’attracteur engendre´ par cette construction ge´ome´trique est :
K =
n⋃
i=1
Ki.
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On introduit un objet fondamental pour le calcul de la dimension de Hausdorff de ces ensembles :
De´finition 37 La matrice d’incidence ponde´re´e du graphe G est de´finie comme suit :
(WG)ij = ti,j , pour i, j = 1, . . . , n
avec la convention que (WG)ij = 0 si (i, j) /∈ G.
On introduit alors la matrice :
(Wβ)ij = t
β
ij
et notera Φ(β) son rayon spectral, c’est-a`-dire sa plus grande valeur propre positive. On sait
que :
The´ore`me 18 Φ est une fonction continue strictement de´croissante telle que :
Φ(0) = 1 et lim
β→∞
Φ(β) = 0.
Le premier the´ore`me de [40] porte sur les constructions dont les graphes sont fortement connexes.
On rappelle que :
De´finition 38 Un graphe H est dit fortement connexe si et seulement si e´tant donne´s deux
sommets x et y il existe toujours un chemin dans H reliant x a` y.
On a :
The´ore`me 19 Pour une construction ge´ome´trique dirige´e par un graphe G fortement connexe
la dimension de Hausdorff de l’attracteur de l’I.F.S graphe-dirige´ K est la quantite´ s telle que
Φ(s) = 1. De plus :
0 <Ms(K) <∞.
La re´fe´rence [40] contient un the´ore`me plus ge´ne´ral pour les constructions fonde´es sur des graphes
non-strictement connexes que l’on ne reproduira pas ici.
On rencontrera au cours de notre e´tude des ensembles de construction analogue a` quelques
de´tails pre`s. En effet, on va rencontrer de`s le chapitre 4 des ensembles tels que :
U =
m⋃
i=1
Ui et Ui =
ni⋃
j=1
lij⋃
l=1
SiljUj , ∀i ∈ {1, . . . ,m}. (2.2)
Ou` m > 1, ni ≤ m et lij ∈ N, les applications Silj sont des similitudes de rapports d’homothe´tie
0 < cilj < 1. Et on verra qu’il existe une famille de compacts P1, . . . , Pm tels que
ni⋃
j=1
lij⋃
l=1
SiljPj ⊂ Pi, ∀i ∈ {1, . . . ,m} (2.3)
Ce contexte est tre`s proche d’une construction graphe-dirige´e. En effet, le seul obstacle a` la
construction d’un graphe a` m sommets est que plusieurs similitudes diffe´rentes peuvent eˆtre
applique´es sur le meˆme ensemble. Il y aurait donc “trop de fle`ches dans le graphe pour le
nombre de sommets”. Ce n’est plus le cas si on conside`re comme sommets du graphe tous les
triplets (ilj) entrant dans les relations (2.2). Les seules transitions permises dans le graphe sont
alors de la forme :
(ilj) −→ (jkp), ou` k = 1, . . . , ljp, p = 1, . . . , nj
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Une difficulte´ bien plus se´rieuse vient du fait que, dans les cas que l’on va conside´rer, la famille
P1, . . . , Pm ne sera jamais disjointe. En ge´ne´ral toutefois, les chevauchements ne se feront que
sur les bords. Les re´sultats d’existence et d’unicite´ ne de´pendent pas de cette hypothe`ses. Ils se
ge´ne´ralisent donc lorsque les ensembles ne sont pas disjoints. On aura besoin de ce re´sultat par la
suite et, bien qu’il paraphrase le premier the´ore`me de [40], on l’inclura par souci de comple´tude
et parce qu’il est pre´sente´ d’une manie`re un peu diffe´rente, plus adapte´e a` nos objectifs futurs.
Proposition 5 Si on suppose l’existence de la famille de similitudes contractantes (Silj) de la
relation (2.2) ci-dessus, alors il existe un unique ensemble compact U ve´rifiant la relation (2.2).
Si de plus on suppose qu’il existe m ensembles compacts non vides Pi de R
n tels que la relation
(2.3) soit ve´rifie´e mais que les re´unions soient disjointes, c’est-a`-dire que les ensembles SiljPj
sont tous disjoints, alors U est totalement de´connecte´.
Preuve
Soit d la me´trique de Hausdorff sur l’ensemble K(Rn) des compacts de Rn, alors l’application ρ
de´finie sur K(Rn)m par
ρ(U, V ) = max
i=1,...,m
d(Ui, Vi)
ou` Ui et Vi sont les composantes des vecteurs U et V , est une distance sur K(R
n)m qui en fait
un espace complet. On de´finit l’application :
S : K(Rn)m −→ K(Rn)m

U1
...
Um

 7−→


⋃ni
j=1
⋃lij
l=1 S1ljUj
...⋃ni
j=1
⋃lij
l=1 SmljUj


Soient maintenant les deux ensembles U, V ∈ K(Rn)m on a
d

 ni⋃
j=1
lij⋃
l=1
SiljUj ,
ni⋃
j=1
lij⋃
l=1
SiljVj

 ≤ max
j,l
d(SiljUj , SiljVj).
Or
d(SiljUj , SiljVj) ≤ (max
i,l,j
(cilj))d(Uj , Vj).
En prenant le maximum sur i on a
max
i
d

 ni⋃
j=1
lij⋃
l=1
SiljUj ,
ni⋃
j=1
lij⋃
l=1
SiljVj

 ≤ (max
i,l,j
(cilj))max
j,l
d(Uj , Vj).
C’est-a`-dire :
ρ(SU, SV ) ≤ (max
i,l,j
(cilj))ρ(U, V )
Comme max(cilj) < 1 l’application S est contractante sur K(R
n)m donc il existe un unique
U ∈ K(Rn)m tel que S(U) = U . De plus, pour toute condition initiale P , les puissances Sk(P )
approcheront U de mieux en mieux.
En particulier si on prend les ensembles Pi des hypothe`ses et si on pose P = (P1, . . . , Pm) alors
ρ(U, Sk(P )) −→ 0 et :
P k = Sk(P ) ⇔ P ki =
ni⋃
j=1
lij⋃
l=1
SiljP
k−1
j (2.4)
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avec P 0i = Pi alors, la relation (2.3) nous donne ∀i, k :
P ki ⊂ P k+1i (2.5)
on peut e´crire ∀i = 1, . . . ,m :
Ui =
⋂
k≥0
P ki . (2.6)
Si on conside`re que la re´union (2.3) disjointe, alors, les re´unions (2.4) sont aussi disjointes. Deux
points x 6= y de U appartiennent force´ment a` des composantes diffe´rentes de l’intersection (2.6).
Donc on a deux suites de triplets ((i1l1j1) · · · (iklkjk)) et ((i′1l′1j′1) · · · (i′kl′kj′k)) telle que les ferme´s
Si1l1j1 · · ·SiklkjkPjk et Si′1l′1j′1 · · ·Si′kl′kj′kPj′k se´parent les points x et y. ¤
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Chapitre 3
Les Isome´tries par Morceaux
3.1 De´finition et Ge´ne´ralite´s
3.1.1 Re´sultats Ge´ne´raux
Les syste`mes dynamiques que l’on appellera “Isome´tries par Morceaux” (et dont le com-
portement sera notre principale pre´occupation tout au long de cette the`se) sont inte´ressants
parce qu’ils de´voilent bien plus de richesses que ne le laisserait supposer la simplicite´ de leur
de´finition, un peu comme l’e´tude de l’application quadratique sur le plan complexe laisse peu a`
peu percevoir des tre´sors de complexite´ insoupc¸onne´s. Si l’ite´ration d’une simple isome´trie sur
Rn n’apporte rien d’excitant, qu’en est-il sur des varie´te´s diffe´rentes ? On pense imme´diatement
aux rotations du cercle ou a` ses ge´ne´ralisations, les translations du tore, dont on connait la
nature ergodique (ge´ne´riquement en tout cas). Que donnerait maintenant une rotation sur un
tore ? On sait de´sormais que la dynamique y est extreˆmement inte´ressante, on le verra dans les
pages qui suivent. Tous ces cas particuliers rentrent dans le cadre ge´ne´ral des isome´tries par
morceaux.
De´finition 39 Soit X un espace me´trique, P = {Pi}i∈I une partition de X, et une famille
d’isome´tries {Ti}i∈I de X, le triplet (X,T,P) tel que :
∀x ∈ X, Tx = Tix si x ∈ Pi
est appele´ une isome´trie par morceaux sur X.
Cette de´finition est extreˆmement ge´ne´rale. Dans ce travail, on se limitera a` des isome´tries eu-
clidiennes de R et R2 et les partitions seront habituellement finies, bien que le chapitre suivant
exhibe un cas de partition infinie de´nombrable. La forme des atomes et la compacite´ (ou non) de
X seront des parame`tres de´terminants eux aussi. On note qu’une isome´trie par morceaux n’est
pas force´ment inversible. Au contraire, ge´ne´riquement, la re´union ∪i∈ITiPi n’est pas disjointe.
On va introduire un peu de terminologie et montrer quelques re´sultats qui pour la plupart sont
issus de [22].
De´finition 40 Les e´le´ments de
Σ =
∞∨
k=0
T−kP
le raffinement dynamique de la partition P sont appele´s des cellules. Ceux du raffinement fini
Σn =
n∨
k=0
T−kP
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des n-cellules.
Puisque (X,T,P) a de´ja` une partition, il est naturel de l’utiliser pour coder la dynamique :
De´finition 41 La fonction de codage :
ι : X −→ IN
x 7−→ (α1α2 · · ·)
si x ∈ Pα1 , Tx ∈ Pα2 , . . . est appele´e l’itine´raire de x.
Cette dernie`re application n’est en ge´ne´ral pas injective mais il est aise´ de voir que deux points
appartenant a` des cellules diffe´rentes ont des codages diffe´rents. Ainsi le codage est bijectif sur
les cellules.
De´finition 42 On dit qu’un code est rationnel si la suite de ses chiffres est pe´riodique (e´ventuellement
apre`s un mot de longueur fini). Cette proposition implique que les cellules ayant un code irra-
tionnel sont de mesure nulle.
Un argument simple nous permet de de´montrer :
Proposition 6 Si X est de mesure finie, alors toute cellule de mesure de Lebesgue positive a
un code rationnel.
Preuve :
Si U ∈ Σ est une cellule de mesure positive, U, TU, T 2U, . . . sont de mesures positives puisque
sur U , T et toutes ses ite´re´es sont des isome´tries. Comme X est de mesure finie, au moins deux
ensembles de la suite (T nU)n s’intersectent. Si pour i, j, T
iU ∩ T jU 6= ∅ alors ∃x ∈ T iU ∩ T jU
donc x ∈ T iU donne T j−ix ∈ T jU . U est une cellule donc T jU est inclus dans une cellule. On
a :
sj−i(ι(x)) = ι(T j−ix) = ι(x)
la suite ι(x) est pe´riodique sous le shift : elle est donc pe´riodique. ¤
On le devine, les bords des atomes et leurs ite´re´s vont jouer un roˆle important.
De´finition 43 On notera
∆ =
∞⋃
k=0
T−k∂P ou` ∂P =
m⋃
i=1
∂Pi
et on appellera ensemble exceptionnel l’ensemble ∆′ = ∆¯ \∆.
On note que deux points x et y de ∆′ seront toujours se´pare´s par une frontie`re dans ∆ et qu’il
existe donc un temps k pour lequel T kx ∈ Pi et T ky ∈ Pj , i 6= j. Deux points de ∆′ ont ainsi
force´ment des codes diffe´rents. Les cellules sont re´duites a` des points. Plus pre´cise´ment :
De´finition 44 On dit qu’un point x de la frontie`re d’un atome Pi n’est pas de densite´ “pleine”
si :
lim
r→0
µ(B(x, r) ∩ Pi)
µ(B(x, r))
< 1.
Alors :
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Proposition 7 Si X est un espace compact et si les atomes de la partition n’ont aucun point
de densite´ pleine sur leurs frontie`res, alors presque tout x ∈ ∆¯ a un code irrationnel.
C’est a` dire que ∆¯ contient essentiellement des points ape´riodiques. La preuve suivante est elle
aussi issue de [22].
Preuve :
Soit x ∈ X\∆¯, ce dernier ensemble est un ouvert, on peut donc trouver une bouleB(x, r) ⊂ X\∆¯,
comme X = Σ ∪ ∆¯, la boule est incluse dans une cellule et donc tous ses points ont le meˆme
code que x et ce code est rationnel puisqu’une boule a une mesure de Lebesgue non nulle.
Supposons qu’il existe un ensemble E de mesure de Lebesgue non nulle dans ∆¯ et dont tous les
points ont un code rationnel. Si tous les points avaient un code rationnel diffe´rent, il ne pourrait
y en avoir plus d’un nombre de´nombrable. Or la mesure de E est non nulle : il doit y avoir un
ensemble F ⊂ E dont tous les points ont le meˆme code.
Si la distance d’un point a` un ensemble d(x,∆) est nulle alors x ∈ ∆¯ donc :
p ∈ ∆¯ ⇔ d({T np, n ≥ 0},
r−1⋃
i=0
∂Pi) = 0.
Il existe donc une suite de points dans {T np, n ≥ 0} qui converge vers une limite dans ∂P .
On a :
∃(nk) une suite telle que lim
k→∞
Tnkp = p′ et p′ ∈ ∂P.
Comme on n’a qu’un nombre fini d’atomes, au moins l’un d’entre eux contient une infinite´ de
points de la suite (T nk). Soit Pj cet ensemble. On notera (T
nkl ) la sous-suite des points dans
Pj . Par unicite´ de la limite, p
′ ∈ ∂Pj .
Par hypothe`se p′ n’est pas de densite´ pleine :
lim
r→0
µ(B(p′, r) ∩ Pi)
µ(B(p′, r))
< 1.
Donc
∃ǫ > 0 tel que lim
r→0
µ(B(p′, r) ∩ Pj)
µ(B(p′, r))
< 1− ǫ.
On supposera que p est un point de densite´ pleine, on peut choisir r suffisamment petit pour
que :
µ(B(p, r) ∩ F )
µ(B(p, r))
> 1− ǫ
2
. (3.1)
Comme T |F est une isome´trie et que T nkl ⊂ Pj on a l’ine´galite´ suivante pour tout l :
1− ǫ
2
<
µ(B(Tnklp, r) ∩ TnklF )
µ(B(p′, r))
<
µ(B(Tnklp, r) ∩ Pj)
µ(B(p′, r))
.
Comme liml→∞ µ(B(Tnkl ∩ Pj) = µ(B(p′, r) ∩ Pj) alors on aurait par l’ine´galite´ pre´ce´dente et
l’ine´galite´ (3.1) :
1− ǫ
2
<
µ(B(p′, r) ∩ Pj)
µ(B(p′, r))
< 1− ǫ
ce qui est une contradiction. ¤
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Une isome´trie par morceaux est certainement continue sur l’inte´rieur des atomes (si ceux-ci
en ont) mais a priori pas partout. De plus, P n’est pas ouverte et, meˆme si on conside`re son
inte´rieur, il n’est absolument pas assure´ que cette dernie`re partition soit ge´ne´ratrice. Dans ces
conditions, il est difficile de parler de l’entropie topologique de T . On posera alors la convention
suivante :
De´finition 45 L’entropie d’une isome´trie par morceaux est l’entropie de son syste`me symbo-
lique :
h(T ) = lim
n→∞
log p(n)
n
ou` p(n) est le nombre de n-cellules.
Cette de´finition peut eˆtre motive´e par des arguments pre´cis. Toute isome´trie par morceaux peut
en effet eˆtre prolonge´e en une application continue. Pour ce prolongement, unique, on peut
calculer l’entropie topologique. Conside´rons le graphe G de l’application de codage :
G = {(x, ι(x)), x ∈ X}
Muni de la topologie produit (On notera WT = ι(X)) :
dG((x1, ω1), (x2, ω2)) =
√
dX(x1, x2)2 + dWT (ω1, ω2)
2.
Alors, l’application :
TG : G −→ G
TG : (x, ι(x)) 7−→ (Tx, ι(Tx))
est uniforme´ment continue. Elle peut eˆtre prolonge´e en une application continue sur l’adhe´rence
du graphe :
Tˆ : G¯ −→ G¯.
Preuve de la continuite´ uniforme :
Soit ǫ fixe´, et δ = min( ǫr+1 , 1), ou` r est le cardinal de la partition fondamentale P. Alors ∀x, y ∈ X
si dG((x, ι(x)), (y, ι(y))) < δ alors d(ι(x), ι(y)) < 1 et x et y sont dans le meˆme atome. Donc :
dG((Tx, ι ◦ Tx), (Ty, ι ◦ Ty) ≤ |Tx− Ty|+ d(s ◦ ι(x), s ◦ ι(y))
≤ |x− y|+ rd(ι(x), ι(y)) ≤ (r + 1)δ ≤ ǫ.
¤
On notera Xˆ = G¯. Il faudra supposer X compact dans ce qui suit pour pouvoir utiliser les
the´ore`mes classiques sur l’entropie. Pour la topologie produit, l’adhe´rence du graphe G¯ est
compacte puisque X l’est. De´sormais, on peut de´finir l’entropie topologique d’une isome´trie par
morceaux comme e´tant celle de l’application e´tendue Tˆ . Pour cette dernie`re le shift restreint a`
la fermeture des mots possibles : s|W¯T est une semi-conjugaison topologique de Tˆ . Il est semi-
conjugue´ par la projection ΠXˆ : Xˆ → W¯T . En fait, on a e´galite´ entre l’entropie de ces deux
syste`mes. C’est l’objet de la proposition suivante :
Proposition 8 L’entropie topologique d’une application Tˆ est e´gale a` celle de s|W¯T , le shift
restreint a` W¯T .
Preuve :
Comme s|W¯T est une conjugaison topologique de Tˆ alors certainement h(Tˆ ) ≥ h(s|W¯T ). Il reste
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donc a` montrer l’ine´galite´ inverse. On va utiliser la de´finition de l’entropie par les ensembles
(n, ǫ)− se´pare´s, on va montrer que, si p(n) est le nombre de mots de longueur n :
lim
n→∞ sup
log p(n)
n
≥ lim
n→∞ sup
log r(n, ǫ)
n
.
Soit ǫ > 0 fixe´. Par compacite´, il existe un k tel que tout ensemble (0, ǫ)−se´pare´ ait un cardinal
plus petit que k. Il suffira alors de montrer que r(n, ǫ) ≤ k|p(n)|. On va supposer le contraire.
Soit A ⊂ Xˆ un ensemble (n, ǫ)−se´pare´. Alors il y a un ensemble Z ⊂ A de cardinal k + 1 et un
mot fini de p(n) qui co¨ıncide sur les n premie`res lettres avec le mot ω de tout point (x, ω) ∈ Z.
Comme le cardinal de Z est plus grand que k, Z ne peut pas eˆtre (0, ǫ)−se´pare´ et il doit donc
y avoir deux points (x, ω), (y, η) ∈ Z qui soient a` une distance plus petite que ǫ. Les codages de
ces deux points sont identiques jusqu’a` l’ordre n, et donc, si 0 ≤ i < n :
d(Tˆ i(x, ω), Tˆ i(y, η)) = d((x, ω), (y, η)) < ǫ.
Ces deux points ne sont donc pas (n, ǫ)−se´pare´s, ce qui est une contradiction. ¤
3.1.2 Convexite´
Si les atomes de la partition sont convexes, on peut montrer des re´sultats supple´mentaires.
On utilisera le re´sultat suivant, tre`s simple :
Lemme 4 Si un ensemble convexe est invariant par une isome´trie, alors son centre de gravite´
est un point fixe.
Preuve : La convexite´ de l’ensemble garantit que le centre de gravite´ est a` l’inte´rieur de E.
Ses coordonne´es sont :
xGi =
∫
E
xidv.
Les coordonne´es de son image TG sont :
xTGi =
∫
TE
Txidv =
∫
E
Txidv.
Si T est une isome´trie, alors c’est une application inversible de jacobien 1. Par changement de
variable, on obtient :
xTGi =
∫
T−1E
xidv =
∫
E
xidv = x
G
i .
¤
Proposition 9 Soit T une isome´trie par morceaux de partition convexe sur un espace borne´. Il
existe alors des points de code rationnel si et seulement si il y a des points pe´riodiques.
Preuve : Un des sens de l’e´quivalence est e´vident, s’il y a des points pe´riodiques, ils sont de
code rationnel.
Inversement, supposons x ∈ X rationnel de pe´riode m et soit K ∈ Σ une cellule dont le code
est la partie pe´riodique du code de x. Alors TmK = K et Tm|K est une isome´trie. K est un
ensemble convexe de mesure positive invariant par une isome´trie, son centre de masse est alors
fixe sous Tm : c’est un point pe´riodique. ¤
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Proposition 10 Soit T une isome´trie par morceaux de partition convexe sur un espace compact
X. Il y a des points pe´riodiques dans X \ ∆ si et seulement si il existe une cellule de mesure
positive.
Comme X = Σ∪∆¯, on peut reformuler la proposition pre´ce´dente en : il y a des points pe´riodiques
dans X \∆ si et seulement si µ(∆¯) < µ(X). En particulier, si ∆ est dense, il n’y a pas de point
pe´riodique dans X \∆.
Preuve :
Supposons que p ∈ X \ ∆ est un point pe´riodique. Alors d({T np, n ≥ 0}, ∂P ) = r > 0 et
T iB(p, r) ∩ ∂P = Ø pour tout i. Cette boule est donc contenue dans une cellule de mesure
positive. Pour la seconde implication, supposons que I soit une cellule de mesure positive. Il y a
alors dans X un point pe´riodique. Cette cellule va “sauter” dans une cellule pe´riodique M apre`s
un certain nombre d’ite´rations. Si elle est de pe´riode n, alors T nM = M et le centre de masse de
M (qui est dans M puisque qu’elle est convexe) est un point pe´riodique inte´rieur a` une cellule
et donc a` un atome. Il est disjoint de ∂P et de ∆. ¤
Le re´sultat majeur qui peut eˆtre de´montre´ dans le cas des isome´tries par morceaux a` partitions
convexes concerne leur entropie et est de´montre´ dans [12] :
The´ore`me 20 L’entropie topologique d’une isome´trie par morceaux de Rd de´finie sur un nombre
fini d’atomes convexes est ze´ro.
Les hypothe`ses de ce the´ore`me sont fondamentales.En effet, on peut construire des exemples
d’isome´tries par morceaux qui engendrent des full-shifts, (on se re´fe´rera encore a` [22]). Les
re´sultats tre`s ge´ne´raux sur les isome´tries par morceaux ne sont pas le´gion. On trouve par contre
de nombreuses e´tudes de cas particuliers qui montrent combien leurs dynamiques sont riches.
On va introduire dans ce qui suit quelques exemples importants.
3.2 Les Translations de l’Intervalle
3.2.1 De´finitions
Historiquement, les isome´tries par morceaux ont d’abord e´te´ e´tudie´es en dimension un sur
l’intervalle. Dans ce cas, les isome´tries se limitent a` des translations ou des re´flexions. Une
litte´rature conse´quente concerne ces syste`mes qui deviennent tre`s rapidement complexes a` ana-
lyser. Traditionnellement, l’intervalle conside´re´ est [0, 1[. On distingue alors les e´changes d’inter-
valles (qui sont des applications inversibles) des translations de l’intervalle plus ge´ne´rales (qui
peuvent ne pas l’eˆtre).
De´finition 46 Un e´change d’intervalles T est constitue´ d’une partition de l’intervalle en k
morceaux de´crite par un vecteur (α1, . . . , αk) de probabilite´ et d’une permutation π ∈ S(k) telle
que T (]αi, αi+1[) =]απ(i), απ(i+1)[ pour tout i, et tel que T pre´serve l’orientation.
Originellement introduits par A. Katok dans [27], la litte´rature sur le sujet est devenue tre`s
vaste. Citons les travaux de W.A. Veech (cf. [52, 53, 54, 55, 56]) sur les aspects me´triques. Il
est montre´ en particulier dans [55] que sous des conditions naturelles d’irre´ductibilite´, presque
tout e´change d’intervalles, pour la mesure de Lebesgue, est uni-ergodique. Un re´sultat de [26]
assure qu’il n’existait au plus que m mesures ergodiques non-atomiques pour un e´change de
m intervalles. M. Boshernitzan (et al.) a aussi (cf. [7, 8, 9, 10]) beaucoup contribue´ au sujet
sur des aspects plus combinatoires et alge´briques. En particulier, il est montre´ dans [10] qu’un
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e´change d’intervalles dont les parame`tres sont dans un corps quadratique n’admet qu’un nombre
fini d’applications de premier retour. Citons aussi les travaux de M.S. Keane (cf. [28, 29]), H.
Masur [41], G. Rauzy [48], et S. Ferenczi (et al.) (cf. [19, 20, 21]) qui donne une e´tude pre´cise
d’une famille d’e´changes de trois intervalles. Bien sur cette liste n’est pas exhaustive et nous
n’entrerons pas dans les de´tails de ces travaux. On va plutoˆt illustrer le concept en s’inte´ressant
en particulier a` un exemple simple mais riche, celui d’une rotation du cercle.
3.2.2 Une Rotation du Cercle
On va encore une fois s’inte´resser a` notre application de´sormais familie`re Tx = x+α mod 1.
Cette application peut eˆtre vue comme un e´change des deux intervalles, I0 = [0, 1 − α[ et
I1 = [1−α, 1[. Un cas particulie`rement inte´ressant est celui ou` α = ϕ−1, ϕ de´signant le nombre
d’or :
ϕ =
1 +
√
5
2
= 1 + ϕ−1.
Alors l’application de premier retour dans I0 est un e´change de deux intervalles re´pliques de
I0 et I1 contracte´s par l’homothe´tie de centre 0 et de rapport ϕ
−1. Pre´cise´ment si on note cet
e´change d’intervalles comme une isome´trie par morceaux avec :{
T0x = x+ ϕ
−1 si x ∈ I0
T1x = x+ ϕ
−1 − 1 si x ∈ I1
et hx = (2− ϕ)x alors : {
T0 = h
−1T01h
T1 = h
−1T011h
sur tout [0, 1[. L’application de premier retour dans I0 est l’e´change des deux intervalles hI0 et
hI1. On peut suivre facilement leurs trajets. Pour I0 :
hI0 ⊂ I0, T0hI0 ⊂ I1
puis l’intervalle hI0 revient dans I0. De meˆme pour I1 :
hI1 ⊂ I0, T0hI1 ⊂ I1, T01hI1 ⊂ I1
puis hI1 revient aussi dans I0. On a ainsi un premier exemple d’auto-similarite´. Le raisonnement
peut s’ite´rer, le premier retour dans hI0 par rapport a` l’application de premier retour T˜ dans I0
est l’e´change des deux intervalles h2I0 et h
2I1, on connaˆıt les trajets de ces deux derniers inter-
valles et similairement de tout les intervalles hkI0 et h
kI1. Ils seront tous donne´s par l’ite´ration
de la substitution :
σ : 0 7−→ 01
1 7−→ 011.
En effet, le trajet de hkI0, c’est-a`-dire son code, est donne´ par σ
k(0) et celui de hkI1 est donne´
par σk(1). De plus, les ensembles {hI0, hI1, T0hI0, T0hI1, T01hI1} forment une partition de [0, 1[
et donc les familles :
{hkI0, hkI1} ∪
⋃
ν∈Pref(σk(0))
Tνh
kI0 ∪
⋃
ν∈Pref(σk(1))
Tνh
kI1
ou` Pref(σk(i)) de´signe l’ensemble des pre´fixes non vides du mot σk(i), forment pour tout k ≥ 0
une partition de [0, 1[. Or il est facile de connaˆıtre une partie du code de chacun de ces ensembles.
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Un atome Tνh
kI0 ou` ν ∈ Pref(σk(0)) par exemple suivra le code s|ν|σk(0) pendant |σk(0)| − |ν|
ite´rations. Ainsi “presque” chaque point de [0, 1[ peut eˆtre isole´ dans un atome aussi petit que
l’on veut et on peut ainsi connaˆıtre son code aussi loin que l’on veut. Les points pour lesquels on
ne peut pas faire ce traitement sont ceux pour lesquels l’expression s|ν|σk(i) ne comporte pour
tout k qu’un nombre uniforme´ment borne´ de lettres. Admettons pour commencer que pour tout
k, cette expression ne comporte qu’une lettre. Alors les points sont dans TνIi ou` ν est tel que
νj = σk(i) pour une certaine lettre j. Ce qui signifie aussi que :
Tjx ∈ TjTνhkIi = TνjhkIi = Tσk(i)hkIi = hkTiIi
et cela pour tout k > 0 ce qui signifie que Tjx = 0 le point fixe de h. Ainsi ces points sont
dans T−10. Ce dernier ensemble ne contient qu’un seul point : 1− ϕ−1. Le meˆme raisonnement
se tient si l’expression s|ν|σk(i) ne comporte toujours que l lettres, les points seront alors dans
T−l0 qui pour tout l ne contient qu’un seul point. Ainsi, on n’a qu’un nombre de´nombrable de
points proble´matiques. On peut donc bien dire que l’orbite de presque tous les points peut eˆtre
connue avec une pre´cision arbitrairement grande.
Cette discussion est en fait une illustration sur un exemple simple des concepts qui seront utilise´s
dans le chapitre 5.
On va maintenant introduire des exemples de´sormais classiques d’isome´tries par morceaux en di-
mension deux qui exhibent de nombreuses proprie´te´s inte´ressantes. En particulier, on retrouvera
le concept d’auto-similarite´.
3.3 Rotations sur le Tore
3.3.1 De´finitions
Une des familles d’isome´tries les plus e´tudie´e est une rotation sur un tore qui apparaˆıt
naturellement quand on conside`re une matrice elliptique sur le tore T2 plutoˆt que sur R2. L’une
des plus anciennes e´tudes sur le sujet a e´te´ motive´e par l’inge´nierie (cf. [13], [14], [30]). En
effet, des composants e´lectroniques appele´s “filtres digitaux du second ordre” imple´mentent des
ope´rations que l’on peut repre´senter par des matrices elliptiques d’ordre deux. Or certains filtres
ont un comportement tre`s simple sous “overflow”. Quand la tension applique´e aux bornes du
filtre est plus grande que la tension maximale supporte´e, il lui applique une fonction modulo
pour la rendre admissible.
Dans cette section, on se propose de pre´senter quelques re´sultats prouve´s inde´pendamment
dans [1] et [25]. On conservera les notations relatives a` [1].
Formellement on conside´rera l’ensemble quotient :
Ω = R2/Z
ou`
Z = Z2 − (1
2
,
1
2
).
Sur Ω on va e´tudier l’application induite par la matrice :
Mτ =
(
0 1
−1 τ
)
.
C’est-a`-dire :
T (x) = Mτ .x mod Z.
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Si λ1, λ2 sont les valeurs propres de Mτ alors :
λ1 + λ2 = τ, λ1λ2 = 1.
Ce qui donne :
λ1,2 =
τ ±√τ2 − 4
2
.
Donc si |τ | < 2, les valeurs propres sont imaginaires et la matrice est elliptique. De plus si τ n’est
pas un entier alors Mτ ne pre´serve pas le re´seau Z. Il en re´sulte que l’application est discontinue
sur le cercle [−1/2, 1/2]× 1/2. En effet :
lim
ǫ→±1/2
T (x, ǫ) = (±1/2,±τ/2− x).
Or, on n’a pas que τ/2 − x = −τ/2 − x mod Z − 1/2 et les deux limites sont diffe´rentes.
Le de´terminant de Mτ est 1 et c’est une application injective, la mesure de Lebesgue est donc
invariante. On peut aussi remarquer queMτ est conjugue´e a` une rotation par la matrice inversible
suivante :
C =
(
1 −τ/2
0
√
1− τ2/4
)
.
En effet(
1 −τ/2
0
√
1− τ2/4
)
.
(
0 1
−1 τ
)
=
(
τ/2
√
1− τ2/4
−√1− τ2/4 τ/2
)
.
(
1 −τ/2
0
√
1− τ2/4
)
.
Si cos θ = τ/2 on a bien :
C.Mτ = R−θ.C.
Ou` Rθ est la matrice de rotation d’angle θ. La conjugaison change la forme des mailles du re´seau,
de´sormais on e´tudiera l’application
Fθ(x) = Rθ(x) mod Lθ
ou` Lθ = C.Z. Notre application se re´duit donc a` une rotation sur un paralle´logramme dont les
coˆte´s sont identifie´s. Toujours en suivant la notation de [1] on notera par des primes les points
identifie´s sur le tore. Le paralle´logramme que l’on notera Ωθ a pour coordonne´es :
a = ((−1 + cos θ)/2,−(sin θ)/2)
a′ = ((1 + cos θ)/2,−(sin θ)/2)
a′′ = ((−(1 + cos θ)/2, (sin θ)/2)
a′′′ = ((1− cos θ)/2, (sin θ)/2).
Et le cercle de discontinuite´ devient le segment < aa′ >. L’ensemble des points ou` au moins une
des ite´re´es est discontinue est :
∆θ =
∞⋃
n=−∞
Fnθ < aa
′ > .
Cet ensemble invariant est en ge´ne´ral de structure tre`s complexe, on en trouvera des illustrations
dans les figures 3.1 et 3.2 pour les angles θ = π/4 et θ =
√
2π/4 respectivement. Ces deux cas
constituent en quelque sorte deux extreˆmes puisque le premier montre des cellules octogonales et
une structure que l’on devine bien hie´rarchise´e, alors que le second montre des cellules circulaires,
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Fig. 3.1 – Orbite des lignes de discontinuite´ pour θ = π4 .
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Fig. 3.2 – La dynamique pour θ =
√
2π
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un ensemble exceptionnel qui semble tre`s dense et ou` aucune structure hie´rarchique simple ne
semble e´merger.
On ve´rifie que l’application commute avec la syme´trie centre´e en l’origine (note´e R) :
RR−θ = R−θR
La dynamique est en quelque sorte syme´trique de part et d’autre de la cellule centrale. Les deux
cellules pe´riphe´riques auront une forme qui devra eˆtre invariante sous rotation par π−θ. Dans le
cas rationnel, ce seront des polygones re´guliers qui auront soit autant, soit la moitie´ du nombre
de coˆte´s du polygone central. En outre, on a la relation de syme´trie suivante :
AR−θ = RθA ⇔ AFθ = F−1θ A
ou` A est la re´flexion par rapport a` la droite y = x. Fθ permet de conjuguer l’application a` son
inverse par une involution, ce qui prouve qu’elle est inversible. Sur l’ensemble Ωθ \ ∆¯θ, elle est
bicontinue. C’est donc un home´omorphisme.
La partition naturelle de Ωθ se construit en conside´rant la translation qu’il faudra appliquer aux
points afin qu’ils demeurent dans le paralle´logramme. Pre´cise´ment :
P0 = {x ∈ Ωθ, R−θx ∈ Ωθ}
P−1 = {x ∈ Ωθ, (R−θx)2 > (sin θ)/2}
P1 = {x ∈ Ωθ, (R−θx)2 < (− sin θ)/2}.
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On peut alors reformuler l’application comme :
0
P
-1
P1
P
0
O
a’’
a’’’
a a’
e’
g
d
e
Fig. 3.3 – Les ensembles de la partition {P−1, P0.P1}.
Fθ =


f−1 = R−θ.x− v si x ∈ P−1
f0 = R−θ.x si x ∈ P0
f1 = R−θ.x+ v si x ∈ P1
(3.2)
si v = (− cos θ, sin θ) est le coˆte´ < a′′a >.
Pour deux valeurs de θ particulie`res la dynamique est triviale. Le cas θ = π/2 ou` toute la
figure est invariante sous Fθ : la dynamique se re´sume a` une rotation. Le cas π/3 ou` la cellule
centrale est un hexagone qui est conserve´ par la rotation, les deux triangles pe´riphe´riques sont
simplement e´change´s. Hors ces deux cas, l’ensemble P0 n’est pas conserve´ par la rotation. On
remarque que l’on a des points pe´riodiques de pe´riode deux. L’e´quation :
f−1 ◦ f1(X) = X
nous donne :
R−θ(R−θ.X + v)− v = X
(R−2θ − I).X = v −R−θ
qui a des solutions tant que det(R−2θ − I) = 2 − 2 cos 2θ 6= 0, i.e. tant que θ = π. On peut
montrer qu’il s’agit en fait des centres de gravite´ des triangles P1 et P−1.
Dans ce qui suit, on s’attache a` e´tudier en de´tail la dynamique du cas θ = π/4. C’est le cas le
plus simple qui illustre les techniques de base qui se sont re´ve´le´es fructueuses dans l’e´tude des
isome´tries par morceaux en ge´ne´ral.
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3.3.2 Cas θ = pi/4
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Fig. 3.4 – L’ensemble D dans le cas π/4.
On commence par utiliser la syme´trie centrale en de´finissant une application auxiliaire qui
enverra l’ensemble en forme de pointe de fle`che D = (da′cj) dans lui-meˆme. On appellera Q0 et
Q1 respectivement les parties de cet ensemble qui sont dans P0 et P1, c’est-a`-dire que ce sont
les triangles (cf. figure 3.5 ) :
Q0 = (cej)
Q1 = (ea
′d).
d a’
c
j
u
t
o p
q
r
l
s
kb m
n
v
e
Fig. 3.5 – On observe bien les trois petite copies de D.
Sur D = Q0 ∪Q1 on de´finit
T (x) =
{
T0(x) = F (x), x ∈ Q0
T1(x) = R ◦ F (x), x ∈ Q1
On notera par la suite F = Fθ. L’application T n’a pas de point fixe dans Q0. Par contre, dans
Q1, elle agit comme une rotation de centre v et d’angle π−π/4 = 3π/4. Le point v est un point
fixe de T et un point de pe´riode 2 pour F . On remarque que l’on a similarite´ de D = (da′cj)
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avec l’ensemble plus petit D′ = (qsla′), Le but va maintenant eˆtre de conjuguer l’application
avec son premier retour dans D′. On va donc en suivre l’orbite. Dans un premier temps :
(qsla′) → (cjup).
Ce dernier est coupe´ en deux triangles : (cje) et (uep), dont les ante´ce´dents seront les analogues de
Q1 et Q0 respectivement. Chacun des deux morceaux va ensuite suivre une trajectoire distincte :
(eup) → (tbm) → (qrs)
et
(cje) → (jdb) → (lra′)
Le premier retour dans D′ est ainsi T 3. On va l’appeler T ′. Il est de´fini comme :{
T ′0 = T1 ◦ T1 ◦ T1 si x ∈ Q′0 = (slk)
T ′1 = T1 ◦ T0 ◦ T1 si x ∈ Q′1 = (qka′).
Il existe une unique similitude S qui envoie D dans D′ et Q0,1 dans Q′0,1. Les deux triangles
(qka′) et (cba′) sont homothe´tiques de rapport ρ =
√
2−1. En effet, ρ est le rapport des longueurs
db/de, qui est :
ρ =
db
de
=
da′ − ba′
de
=
da′
de
− 1
et on a :
(da′)2
(de)2
=
2ed2
ed2
= 2.
La similitude S est donc la compose´e de la contraction de centre a′ et de rapport
√
2− 1 et de
la re´flexion d’axe (ja′). On peut ve´rifier explicitement (que ce soit a` la main ou avec un logiciel
comme Mathematica) que :
ST0 = T1 ◦ T1 ◦ T1S
ST1 = T1 ◦ T0 ◦ T1S.
Comme T n’a qu’un seul point fixe, v, qui est en fait le centre de gravite´ de (dea′), T ′ n’en aura
qu’un seul aussi. Ce sera Sv, centre de gravite´ du triangle (qka′). Ce point est donc de pe´riode 3
pour T . L’ensemble (lsra′) est lui-meˆme compose´ de 3 sous-ensembles similaires. On peut ite´rer
le raisonnement. En conjuguant T ′ a` une application remise a` l’e´chelle sur un des sous-ensembles
par la meˆme similitude S, on aura :
T ′′ = ST ′S−1 = S2TS−2
de´finie sur D′′ = SD′ = SQ′0 ∪ SQ′1. Ainsi,
T ′′0 = T
′
1 ◦ T ′1 ◦ T ′1 = (T1 ◦ T0 ◦ T1)3
T ′′1 = T
′1 ◦ T ′0 ◦ T ′1 = (T1 ◦ T0 ◦ T1) ◦ (T1 ◦ T1 ◦ T1) ◦ (T1 ◦ T0 ◦ T1).
Et on aboutit aux meˆmes conclusions : le seul point fixe de T ′′ est S2v, il est de pe´riode 3 pour
T ′, de pe´riode 9 pour T . On e´tend le processus a` un ordre n quelconque. On a la relation de
re´currence :
SnTS−n|SnQ0 = Sn−1T1S−(n−1) ◦ Sn−1T1S−(n−1) ◦ Sn−1T1S−(n−1)
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SnTS−n|SnQ1 = Sn−1T1S−(n−1) ◦ Sn−1T0S−(n−1) ◦ Sn−1T1S−(n−1).
On remarque donc que, pour trouver les applications remises a` l’e´chelle a` l’ordre n, on doit
substituer :
T
(n)
0 = T
(n−1)
1 ◦ T (n−1)1 ◦ T (n−1)1
T
(n)
1 = T
(n−1)
1 ◦ T (n−1)0 ◦ T (n−1)1 .
On aboutit donc aux re`gles de substitution suivantes :
0 → 111
1 → 101.
Cette substitution nous donne l’itine´raire de n’importe quel point pe´riodique pour T . En effet, on
a 3n “pointes” a` l’ordre n, et un point fixe pour SnTS−n. Comme on peut exprimer explicitement
cette dernie`re application, on trouve tout de suite l’itine´raire de Snv. On peut assez facilement
de´crire la dynamique de F a` partir de celle de T : dans l’itine´raire pour T , il faut alterner les
signes + et − a` coˆte´ des 1 pour obtenir l’itine´raire pour F . Par exemple, pour le point v, celui-ci
est de pe´riode 2. Il a donc pour itine´raire [+1,−1] et on a ensuite deux itine´raires pe´riodiques
diffe´rents de pe´riode 3, pour 1 → 101 :
+1 → +10− 1
et
−1 → −10 + 1.
Ces deux mots sont les “ne´gatifs” l’un de l’autre, et ne sont pas congrus par de´calage. On a
deux orbites de pe´riode 3 selon que l’on part de P−1 ou de P1. A` l’ordre suivant, on a :
1 → 101 → 101111101.
Mais les deux mots obtenus :−10 + 1 − 1 + 1 − 1 + 10 − 1 et +10 − 1 + 1 − 1 + 1 − 10 + 1 ne
sont pas valables car on ne peut avoir de mots avec des couples +1 + 1 ou −1 − 1 juxtapose´s.
Ces deux mots ne repre´sentent que des “demi-orbites”. Leur concate´nation est la seule orbite
pe´riodique que l’on peut engendrer a` l’ordre deux et elle est de pe´riode 18 : [−10 + 1− 1 + 1−
1 + 10− 1 + 10− 1 + 1− 1 + 1− 10 + 1]. A` l’ordre suivant :
1 → 101 → 101111101 → 101111101101101101101111101.
Le nombre de 1 est pair, le mot sera valide, ainsi que son “ne´gatif”. On aura deux orbites de
pe´riode 27. Il est facile de connaˆıtre le nombre de 0 et de 1 a` chaque ite´ration de la substitution.
Pour cela, il suffit de conside´rer la matrice associe´e a` la substitution. Dans notre cas particulier,
c’est la matrice :
M =
(
0 3
1 2
)
.
Ses puissances nous donnent le nombre respectif de chaque lettre dans les ite´re´s de 1 :
Mk.
(
0
1
)
=
(
n
p
)
ou` n est le nombre de 0 et p le nombre de 1. Une simple diagonalisation nous donne :(
n
p
)
=
1
4
(
(3k − (−1)k)
(3k+1 + (−1)k)
)
.
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Les premiers termes de cette suite : (1, 2), (2, 7), (7, 20), (20, 61), (182, 547), . . . permettent de
voir tout de suite le me´canisme : p au pas suivant est 3 fois n auquel on enle`ve ou ajoute
alternativement 1. Ainsi, si k est pair alors p sera impair. En ge´ne´ral, si l’ordre est pair, on n’aura
qu’une seule orbite de pe´riode 2.3n, sinon on en aura deux, de pe´riode 3n, “ne´gatives” l’une de
l’autre. L’orbite de tous les centres des ıˆles pe´riodiques peut s’exprimer ainsi. La dynamique sur
l’ensemble Oπ/4 est donc comple`tement connue.
On peut e´galement explorer la dynamique sur l’ensemble de´rive´ ∆′π/4 ou` chaque point de cet
ensemble est une intersection de´nombrable de triangles Q[s0···] (ou` [s0 · · ·] est son itine´raire) :
x =
∞⋂
n=1
Q[s0···s3n−1].
Alors l’application qui a` chacun de ces points x associe son itine´raire dans le passe´ et le futur
conjugue topologiquement (∆′,F ) a` un sous-shift du syste`me symbolique engendre´ par la sub-
stitution ; laquelle est un syste`me minimal dote´ d’une unique mesure de probabilite´ ergodique
(cf [47]). On peut aussi explorer la dynamique sur ∆¯, (on trouvera les de´tails dans [1]). Un des
re´sultats principaux de cette e´tude est :
The´ore`me 21 L’orbite du point a est infinie et dense dans C¯π/4 \Cπ/4, ou` Cπ/4 est l’ensemble
des centres de rotation des cellules pe´riodiques.
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Fig. 3.6 – L’orbite de a.
La proprie´te´ d’auto-similarite´ de la figure ∆′ nous permet aussi d’obtenir facilement sa
dimension de Hausdorff. Cet ensemble est un attracteur d’I.F.S invariant par les similitudes qui
appliquent D dans (qsla′), (cjup) et (jdmt). Elles ont toutes le meˆme rapport de contraction :√
2− 1, donc la dimension de Hausdorff s est telle que
3(
√
2− 1)s = 1
ce qui donne pour l’ensemble ∆¯ :
dimH(∆¯) =
ln(3)
ln
√
2 + 1
.
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On a 1 < dimH < 2. Ce qui prouve aussi que la mesure de Lebesgue de ∆¯ est nulle et que
l’ensemble des ıˆles pe´riodiques est dense dans Ω.
Dans [1], des re´sultats similaires sont prouve´s pour deux autres cas : θ = π/5 et θ = 2π/5 en
utilisant les meˆmes me´thodes. Le cas π/6 restera hors de porte´ d’une investigation “visuelle”. En
effet, dans ce qui pre´ce`de, on a repe´re´ les auto-similarite´s visuellement avant de les ve´rifier par
le calcul, lesquels peuvent se re´ve´ler longs et fastidieux. Il faudra attendre les travaux expose´s
dans [32] pour voir re´solus tous les cas ou` le parame`tre τ est un entier quadratique. Ce travail
utilise les meˆmes principes et me´thodes de base mais fait grand usage de l’outil informatique.
Il nous parait opportun de mentionner que [32] fait suite a` une se´rie de travaux (notam-
ment [37], [38]) dont le but est l’e´tude d’une famille de syste`mes dynamiques en apparence
totalement diffe´rente de celle dont on parle ici : les rotations discre´tise´es. Pourtant, il n’en est
rien. On va faire une digression afin d’exposer cette famille de syste`mes et leurs relations avec
les isome´tries par morceaux. De plus, cela met en lumie`re les conse´quences que peuvent avoir
les proprie´te´s alge´briques des parame`tres.
3.4 Rotations Discre´tise´es
3.4.1 Conjugaison
Les pathologies induites par la discre´tisation sur les syste`mes dynamiques constituent un
champ de recherche re´cent et complexe, d’une importance fondamentale a` une e´poque d’om-
nipre´sence de l’ informatique. Pour une introduction, on se reportera notamment a` [5, 6, 15, 58,
37, 38, 32, 59, 60]). Pour illustrer ces proble`mes, on se propose d’essayer de suivre la propagation
des erreurs dans des syste`mes simples. Ici, on s’inte´resse a` une famille d’applications line´aires
que l’on choisit de conside´rer sur un re´seau dont les sites seront e´quidistants. Cette discre´tisation
uniforme ne correspond pas vraiment a` la re´alite´ des calculs sur nombres a` virgule (flottants)
effectue´s par les ordinateurs mais, meˆme dans ce cas, les effets sont loins d’eˆtre ne´gligeables. Les
premiers re´sultats sur ce type d’applications ont e´te´ donne´s dans [37, 38, 32].
Dans ce qui suit, on e´crira ⌊x⌋ = max{n ∈ Z : n ≤ x} = x − (x mod 1) la fonction d’arrondi
par de´faut, appele´e aussi fonction “sol” (floor en anglais). Dans [37], le cas particulier suivant
est e´tudie´ :
Φ : Z2 −→ Z2, Φ(x, y) = (⌊λx⌋ − y, x),
pour λ = 2 cos(2π/5) = (1−√5)/2. La clef de l’e´tude re´side dans l’isomorphisme entre ce syste`me
et une isome´trie par morceaux restreinte a` un sous-ensemble dense du tore, tre`s similaire a` celle
de´crite dans la section pre´ce´dente. De plus, une fois l’isomorphisme e´tabli, le syste`me sur le
tore est traite´ d’une manie`re analogue. La renormalisation effectue´e dans le tore permet, via
l’isomorphisme, de construire les orbites pe´riodiques par un proce´de´ substitutif qui n’est pas
sans rappeler la construction du flocon de von Koch. Une ge´ne´ralisation est possible pour huit
autres valeurs de λ, en particulier λ = (1 +
√
5)/2 (qui correspond a` une rotation de π/5),
λ =
√
2 (qui correspond a` une rotation de π/4) et meˆme λ =
√
3 dont le portrait de phase
n’exhibe aucune auto-similarite´ claire et qui ne´cessite l’utilisation d’un ordinateur (cf. [32]). La
discussion repose sur le fait que tous les cas suscite´s correspondent a` des nombres alge´briques
de degre´ deux. L’alge´bricite´ du parame`tre de l’application conditionne la dimension de l’espace
des phases de son conjugue´. Dans [37], [38] l’isomorphisme est construit du re´seau vers le tore,
et il est montre´ dans [36] que des parame`tres λ d’ordres supe´rieurs donnent des isomorphismes
dans des tores de dimensions supe´rieures. Il est possible de partir a` l’envers et de construire un
isomorphisme du tore vers le re´seau. C’est ce qu’on se propose de faire tout d’abord dans le cas
ou` les parame`tres sont quadratiques.
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3.4.2 Cas Quadratique
On va de´finir une isome´trie par morceaux le´ge`rement diffe´rente de celle de la section 3.3.1.
Pre´cise´ment :
T (x) = Mτx mod Z
2,
ou` Mτ est la matrice donne´e dans la section 3.3.1 :
Mτ =
(
0 1
−1 τ
)
.
Cette application est conjugue´e a` une rotation de la meˆme manie`re que dans la section 3.3.1.
On supposera ici que τ est un entier quadratique c’est a` dire :
τ2 = aτ + b pour a, b ∈ Z. (3.3)
On de´finit l’ensemble :
Eτ = {Nτ mod 1; N ∈ Z} = Z[τ ] ∩ [0, 1[,
ou` Z[τ ] est le plus petit anneau contenant Z et τ . A` moins que τ ∈ Q, Eτ est dense dans [0, 1[.
On de´finira la bijection Φ−10 : Z → Eτ par :
Φ−10 : N 7→ Nτ mod 1.
E´quipe´ de l’addition modulo un, Eτ est un groupe et Φ0 un isomorphisme de groupe. Le but est
alors de trouver une application Fτ : Z
2 → Z2 telle que :
Fτ ◦ Φ = Φ ◦ T,
ou` Φ = Φ0 × Φ0. En prenant x = Nτ − ⌊Nτ⌋ et y = Mτ − ⌊Mτ⌋. On a
Fτ
(
N
M
)
= Fτ ◦ Φ
(
x
y
)
= Φ
(
y
−x+ yτ
)
=
(
M
−N + aM − ⌊Mτ⌋τ
)
,
ou` on a utilise´ τ(Mτ − ⌊Mτ⌋) = aMτ − bM − ⌊Mτ⌋τ . Dans ce cas, on peut meˆme simplifier
encore les expressions :
aM − ⌊Mτ⌋ −N = ⌊M(a− τ)−N⌋+ 1 = ⌈M(a− τ)−N⌉,
ou` ⌈x⌉ = min{n ∈ Z, n ≥ x} est la fonction d’arrondi par exce`s. On note que a − τ = −b/τ
est le conjugue´ alge´brique de τ que l’on appellera τ ′. Ainsi, Fτ peut eˆtre conside´re´e comme la
version discre`te de l’application line´aire suivante :
Fˆτ =
(
0 1
−1 τ ′
)
.
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3.4.3 Remarques
On a vu que l’application sur le tore Mτ restreinte a` E
2
τ ⊂ T2 e´tait isomorphe a` une ap-
plication line´aire discre`te Fτ . Quand cette dernie`re application est-elle elliptique (C’est-a`-dire
conjugue´e a` une rotation) ? Le lemme suivant montre que cela n’arrive que dans un nombre tre`s
restreint de cas. La plupart du temps, une application est elliptique alors que sa contrepartie est
hyperbolique.
Proposition 11 Soit τ et τ ′ deux nombres alge´briques quadratiques conjugue´s. Alors les ma-
trices Mτ et Fˆτ sont toutes deux elliptiques si et seulement si une d’entre elles est conjugue´e a`
une rotation rationnelle.
Preuve :
Supposons tout d’abord que Mτ (ou bien Fˆτ ) est conjugue´e a` une rotation rationnelle. Alors
|τ | < 2et τ = 2 cos θ pour θ = πp/q et p, q ∈ Z. Donc
cos(qθ) = 1 ou cos(qθ) = −1.
Supposons que cos(qθ) = 1 (l’autre cas se traite similairement). Alors, les πp/q pour p =
0, 2, . . . , 2(q − 1) sont solutions de l’e´quation cos(qθ) − 1 = 0. La trigonome´trie e´le´mentaire
(la formule d’Euler-de Moivre), nous permet d’exprimer cette e´quation avec un polynoˆme en
τ = 2 cos θ :
P (τ) =

⌊
q
2
⌋∑
j=0
Cq2j(−1)j(
τ
2
)q−2j(1− (τ
2
)2)j

− 1 = 0.
Ce polynoˆme est de degre´ q, et il a au plus q solutions, en particulier τ ′, le conjugue´ alge´brique
de τ . Si τ ′ ∈ [−2, 2], alors Mτ et Fˆτ sont simultane´ment elliptiques et on utilise la liste donne´e
dans la seconde partie de la preuve pour conclure que : τ ′ = 2 cosπp′/q. Si |τ ′| > 2, alors tout
θ′ ∈ arccos(τ ′/2) est de la forme nπ + iw pour un certain n ∈ Z et w 6= 0. Mais alors qθ′ a une
forme similaire, et cos(qθ′) 6= 1. Inversement, si on a |τ | < 2 et |τ ′| < 2, alors comme
τ + τ ′ = a et τ · τ ′ = −b,
on a
|a| ≤ |τ |+ |τ ′| < 4 et |b| = |τ ||τ ′| < 4.
Comme a, b ∈ Z, il n’y a qu’un nombre fini de cas. En ajoutant la contrainte supple´mentaire
que τ soit irrationnel et re´el, toutes les possibilite´s sont dans la liste ci-dessous :
τ = 2 cos(θ1) τ
′ = 2 cos(θ2) θ1 θ2
−12(
√
5 + 1) 12(
√
5− 1) 6π/5 2π/5
−√2 √2 3π/4 π/4
−√3 √3 7π/6 π/6
1
2(1−
√
5) 12(1 +
√
5) 3π/5 π/5
Tous ces cas correspondent bien a` des rotations rationnelles. ¤
C’est cet ensemble de cas qui a e´te´ e´tudie´ syste´matiquement dans [32]. Les cas ou` les deux
matrices ne sont pas elliptiques peuvent avoir des implications inte´ressantes. Par exemple, si Fˆτ
est elliptique et Mτ hyperbolique, alors prouver que Fτ a toutes ses orbites borne´es (ce qui est en
ge´ne´ral une question tre`s difficile) expliciterait des ensembles denses de points pe´riodiques pour
des syste`mes hyperboliques discontinus du tore (une preuve de l’existence de tels ensembles est
donne´e dans [34]).
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3.4.4 Cas de Degre´s Supe´rieurs
Les re´sultats des sections pre´ce´dentes s’e´tendent aux cas ou` τ est un entier alge´brique de
degre´ n. On va de´crire en de´tail le cas n = 3, les autres e´tant similaires mais impliquant des
calculs plus pe´nibles. On suppose :
τ3 = aτ2 + bτ + c, pour a, b, c ∈ Z,
et soit
E˜τ = {Mτ2 +Nτ mod 1, M,N ∈ Z}.
Cette fois Φ−10 : Z
2 → E˜τ de´finie par
Φ−10 : (M,N) 7−→Mτ 2 +Nτ mod 1.
est un isomorphisme de groupe. Alors Φ = Φ0×Φ0 conjugue T restreinte a` E˜2τ a` l’application Fτ
de Z4 dans lui-meˆme. Pour trouver l’expression de Fτ , on est amene´ a` conside´rer l’application
suivante f : E˜τ → E˜τ :
f : z 7→ τz mod 1.
Pour z ∈ E˜2, z = Mτ2 +Nτ mod 1 on a :
f(z) = τ(Mτ 2 +Nτ − ⌊Mτ 2 +Nτ⌋) mod 1
= M(aτ2 + bτ + c)− τ⌊Mτ 2 +Nτ⌋+ τ 2N mod 1
= τ2(Ma+N) + τ(bM − ⌊Mτ 2 +Nτ⌋) +Mc mod 1
= τ2(Ma+N) + τ(bM − ⌊Mτ 2 +Nτ⌋) mod 1
= τ2(Ma+N) + τ(⌈bM −Mτ 2 −Nτ⌉) mod 1.
Si z1 et z2 sont dans Eτ l’application T devient :
T
(
z1
z2
)
=
(
z2
f(z2)− z1 mod 1
)
=

 M2τ2 +N2ττ2(M2a+N2 −M1)+
τ(bM2 − ⌊M2τ2 +N2τ⌋ −N1) mod 1

 .
Ainsi,
Fτ


M1
N1
M2
N2

 = Φ ◦ T
(
z1
z2
)
=


M2
N2
M2a+N2 −M1
bM2 − ⌊M2τ2 +N2τ⌋ −N1

 ,
qui peut eˆtre conside´re´e comme la discre´tisation (par la fonction d’arrondi par exce`s) de l’ap-
plication line´aire
Fˆτ =


0 0 1 0
0 0 0 1
−1 0 a 1
0 −1 b− τ 2 −τ

 .
En ge´ne´ral, si τ est un entier alge´brique de degre´ n, alors Φ(En−1τ ) est le re´seau d’entiers 2(n−1)-
dimensionnel. Restreinte a` En−1τ , T est conjugue´e a` l’application Fτ , qui est la discre´tisation
(par l’arrondi par exce`s) de l’application line´aire :
Fˆτ =
(
0 Id
−Id A
)
,
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ou` Id est la matrice identite´ n− 1-dimensionnelle, et la matrice A qui repre´sente l’application f
a la forme :
A =


an−1 1 0 · · · 0
an−2 0
. . .
. . . 0
...
...
...
. . .
...
a2 0 · · · 0 1
a1 − τn −τn−1 −τn−2 · · · −τ


.
3.4.5 Exemple
Cas θ = π4
Ce cas est un des plus simples qui soient non-triviaux. Son e´tude peut eˆtre mene´e jusqu’au
bout, aussi bien du point de vue du tore que du re´seau. Ici τ =
√
2, la matrice a` discre´tiser
prend la forme :
Fˆ =
(
0 1
−1 −√2
)
,
qui est conjugue´e a` une rotation d’angle 3π/4. L’application discre´tise´e donne des orbites dont
la structure est complexe mais semble suivre des re`gles hie´rarchiques intelligibles. La figure 3.7
repre´sente les ite´re´s de Z × {0}, qui correspond a` un sous-ensemble dense de l’ensemble des
ite´re´es des lignes de discontinuite´ de l’application du tore (cf. figure 3.8). Les proprie´te´s de ces
deux ensembles sont en ge´ne´ral e´troitement relie´es ; en particulier, il est possible de de´montrer
que la dimension de Hausdorff du second est la meˆme que celle de l’ensemble limite du premier.
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Fig. 3.7 – La figure de gauche montre les ite´re´s de l’ensemble Z × {0} par F−√2. La figure de
droite montre le meˆme ensemble sous la transformation qui fait de F−√2 une vraie rotation.
-0.5 -0.25 0.25 0.5 0.75 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
Fig. 3.8 – Les ite´re´es de la ligne de discontinuite´ pour l’application du tore.
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Chapitre 4
E´tude de Cas : Tours de Triangles
Isoce`les
4.1 Exemple Introductif
4.1.1 Cas a` Deux Triangles
Dans [23], A. Goetz de´crit un syste`me de deux rotations de´finies sur deux demi-plans dont
une caracte´ristique fondamentale est d’avoir pour attracteur un ensemble auto-similaire qui res-
semble a` un tapis de Sierpin´ski construit avec des pentagones. De plus, a` un premier retour pre`s,
ces applications se retrouvent dans la dynamique sur le tore de la section 3.3.1. On va la de´crire
pre´cise´ment en conservant les notations de [23].
L’isome´trie T a` laquelle on s’inte´resse ici est de´finie sur P0 = {(x, y), x < 0} le demi-plan
ne´gatif et P1 = {(x, y), x ≥ 0} le demi-plan positif par deux rotations T0 et T1 d’angles −4π/5 et
4π/5 respectivement. Si on note k = 2 cos(2π/5), alors les centres de rotation seront S0 = (−1, 0)
et S1 = (k,−(k+1) tanπ/5). Ces parame`tres pose´s ad hoc peuvent paraˆıtre e´tranges mais ils sont
en fait re´gle´s pour obtenir une conformation ge´ome´trique tre`s particulie`re. En effet, construisons
un triangle ABD de´fini tel que les angles ABD et DAB soient e´gaux a` π/5, que B et D soient
sur l’axe des ordonne´es et que S0 soit le centre de son cercle inscrit. Construisons maintenant le
triangle BDC tel que les angles BCD et CDB soient e´gaux a` 2π/5. Alors S1 est le centre de
son cercle inscrit et la dynamique ope`re une rotation de ABD et BCD en pre´servant le triangle
ABC comme illustre´ sur la figure 4.1. Le triangle P = ABC joue un roˆle particulier puisqu’il
est un attracteur pour la dynamique de´finie sur R2, pre´cise´ment :
The´ore`me 22 Pour tout ensemble borne´ X contenant le triangle ferme´ P¯ , il existe un rang n
pour lequel T nX est inclus dans P¯ .
Nous sommes donc ramene´ a` l’e´tude de T restreinte a` P . Et on a :
The´ore`me 23 Le triangle P¯ est la re´union d’une infinite´ de´nombrable de cellules pe´riodiques
et d’un ensemble R de mesure nulle. De plus 1 < dimH(R) < 2
Ainsi, presque tout point du plan est ultimement pe´riodique. On va donner des sche´mas de
preuves de ces re´sultats, les lecteurs inte´resse´s trouveront les de´tails dans l’article original ([23]).
La preuve du the´ore`me 22 repose sur un de´coupage astucieux du plan en sept parties a` par-
tir duquel on peut e´crire un diagramme de transition permettant de suivre l’orbite de tout
point. La partition et les diagrammes sont reproduits dans les figures 4.2 et 4.3. On remarque
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S0
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D
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D’
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S1
Fig. 4.1 – Illustration de l’action de T sur les triangles ABD et BCD.
imme´diatement qu’aucune fle`che ne part du sommet correspondant au triangle P et qu’il existe
pour tout sommet initial un chemin allant vers P . Ainsi tout orbite fini par “atterrir” dans P¯ .
La preuve du the´ore`me 23 repose sur le fait que l’application de premier retour dans le triangle
BCD est a` une similitude pre`s l’application T |P elle-meˆme. Si on appelle E l’intersection du
segment BC et de la bisectrice de l’angle CDB(cf. encore la figure 4.1), alors le triangle BED
a son image dans le triangle BCD. Il faut ensuite suivre le triangle DEC dans ses ite´rations. Il
revient dans BCD apre`s trois ite´rations. Ainsi l’application de´finie sur BCD par
T˜ x =
{
T˜0x = T1x si x ∈ BED
T˜1x = T0T0T1x si x ∈ DEC
est, a` l’unique similitude h qui transforme ABC en BDC pre`s, l’application T . On peut ve´rifier
que T˜0hx = hT0x et T˜1hx = hT1x. De plus, les ite´re´s des triangles BED et DEC recouvrent
tout le triangle P sauf deux cellules fixes :{
O0 = P0 ∩ (BED ∪DEC ∪ T1DEC ∪ T0T1DEC)c
O1 = P1 ∩ (BED ∪DEC ∪ T1DEC ∪ T0T1DEC)c
O0 et O1 sont des pentagones de centres S0 et S1 respectivement et ces derniers points sont des
points fixes de T , ce qui signifie que hkS0 et h
kS1 seront des points pe´riodiques de T de pe´riodes
de plus en plus grandes. Comme la re´union O0∪O1∪BED∪DEC∪T1DEC∪T0T1DEC recouvre
tout P , la dynamique est de´crite comple`tement. De plus, le pentagone illustrant l’ensemble ex-
ceptionnel ∆ (cf. figure 4.4) se scinde clairement en trois ensembles similaires a` ∆ lui-meˆme. Cet
ensemble est donc un attracteur d’I.F.S et on peut calculer sa dimension facilement en utilisant
les the´ore`mes classiques.
4.1.2 Ge´ne´ralisation
La construction de la section 4.1.1 peut se ge´ne´raliser. Supposons que I soit un triangle
isoce`le et que l’on veuille le de´couper en n triangles isoce`les {Ii}i=1,...,n dont les coˆte´s e´gaux
soient de la meˆme longueur que le coˆte´ de base de I (cf. figure 4.5). Alors la ge´ome´trie de I
nous est impose´e a` une similitude pre`s. Les points des triangles seront appele´s comme indique´
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C
Fig. 4.2 – La partition du plan. Si on note Pij = Pi ∩ T−1i Pj alors P up01 = P01 ∩ T0P0, P down01 =
P01 \ P up01 , P up10 = P10 ∩ T 20P0 et P down10 = P10 \ P up10 .
sur la figure (a0, a1, . . .). Si I est partitionne´ en n morceaux, alors les triangles de la partition
seront appele´s aiai+1ai+2, pour i = 0, . . . , n − 1. On appellera α l’angle (an−1anan−2) et αi les
angles “doubles” de chaque triangle isoce`le. Pre´cise´ment : αi sera l’angle (an−i−2an−ian−i−1).
La ge´ome´trie e´le´mentaire nous donne alors la relation de re´currence suivante :

α−2 = 0
α−1 = α
αi+1 = 2αi − αi−1.
Il y a n angles αi de haut en bas de I = a0a1an, a` partir de de α−1 et jusqu’a` αn−2, qui est
l’angle du premier triangle en partant du bas (a0a1a2). La re´currence nous permet de voir que
αn−2 = nα. Ainsi :
2nα+ α = π ⇔ α = π
2n+ 1
.
Le cas de la section 4.1.1 correspondait au cas n = 2, premier cas non-trivial. On se propose
dans ce chapitre de s’inte´resser au cas n = 3.
Les re´sultats qui suivent ont fait l’objet d’un article conjoint avec M. A. Goetz (cf. [24]).
4.2 Cas a` Trois Triangles
4.2.1 De´finition
On de´finit l’isome´trie par morceaux illustre´e dans la figure 4.6. Toutes les quantite´s relatives
aux triangles seront base´es sur des polynoˆmes ou des fractions rationnelles de fonctions cosinus ou
sinus d’angles multiples de π/7. Afin d’avoir l’expression la plus concise, on se placera dans le plan
complexe. On notera o l’origine, α = π/7 et ρ = eiα, qui est une racine primitive 14e`me de l’unite´.
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Fig. 4.3 – Le diagramme de transition entre les ensembles de la partition : on indique sur les
fle`ches le nombre d’ite´rations maximal pour entrer dans une nouvelle re´gion.
Les trois triangles de la construction pre´ce´dente seront appele´s P0 = [o, c, d], ou` [a1, . . . , an] est
un polygone ouvert dont les sommets sont a1, . . . , an, P1 = [o, d, a], et P2 = [o, a, b]. On aura les
expressions alge´briques les plus simples si on oriente et normalise les triangles comme indique´
sur la figure 4.8, qui correspond aux points : a = ρ−4, b = ρ−4 + ρ2, c = −ρ−2 − 1, d = −1. Sur
ces atomes, on de´finit les rotations suivantes :
R0(z) = −ρ−1z − ρ−2 − 1,
R1(z) = −ρ z + ρ−3 − ρ−2 + ρ−1 − 1,
R2(z) = −ρ−1z + ρ−4.
(4.1)
Alors, RiPi ⊂ P0 ∪ P1 ∪ P2 si i = 1, 2, 3. De plus, on peut ve´rifier que R0P0, R1P1, et R2P2
sont mutuellement disjoints. L’application T qui a pour atomes {P0, P1, P2} et pour rotations
{R0, R1, R2} est une isome´trie par morceaux inversible.
4.2.2 Renormalisation et Points Pe´riodiques
On notera H0 et H1 les cellules heptagonales fixes des atomes P0 et P1, de codes (0 · · · 0) et
(1 · · · 1) respectivement (cf. figure 4.6).
Soit λ = 4 sin2(α/2). En observant que la dynamique de T restreinte aux points de P0 ∪ P1 qui
y restent est conjugue´e via une similitude a` son application de premier retour sur λP0 ∪λP1 (cf.
figure 4.8), on peut de´montrer le re´sultat suivant qui nous donne deux familles infinies de points
pe´riodiques :
The´ore`me 24 Heptagones pe´riodiques. Il existe pour l’application T deux familles infinies
de cellules pe´riodiques heptagonales {λnH0, n ≥ 0} et {λnH1, n ≥ 0}. Leurs codes sont
donne´s par la substitution :
σ :
{
0 7−→ 001
1 7−→ 11001.
Preuve du the´ore`me 24
Par la suite, on abre´gera la notation pour les compositions de rotations en posant Rw0···wk =
R0 · · ·Rwk , par exemple R001 = R0R0R1.
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Fig. 4.4 – La mosa¨ıque des cellules pour T .
Lemme 5 Conjugaison. Soit Λ : C → C, Λz = λz, la contraction de rapport λ = 2−ρ−ρ−1 ∈
R. Alors
R001 = ΛR0Λ
−1 et R11001 = ΛR1Λ−1. (4.2)
Preuve
La preuve est imme´diate par calcul alge´brique e´le´mentaire en utilisant les relations (4.1). ¤
Une re´currence nous donne imme´diatement :
Corollaire 1 Soit ω ∈ {0, 1}⋆ alors :
ΛRω = Rσ(ω)Λ. (4.3)
Lemme 6 Itine´raire des triangles Soient les triangles △0 = λP0 et △1 = λP1 (voir Figure
4.10). Alors ∀z ∈ △0, ι(z) commence par 001 et ∀z ∈ △1 ι(z) commence par 11001.
Remarque On va prouver ce re´sultat en supposant ρ = eiπ/7 mais, en fait, il reste vrai
pour tout un intervalle de parame`tres α ∈ [0, π/5]. On y reviendra plus tard.
Preuve
Comme λ = 4 sin2(α/2) ∈ (0, 1), △0 ⊂ P0. L’itine´raire de tout point de △0 commence donc par
ze´ro. Pour montrer que le second chiffre de l’itine´raire est ze´ro, il est suffisant de montrer que les
sommets du triangle R0△0 ont des parties imaginaires positives ou nulles. Enfin pour montrer
que le troisie`me et dernier chiffre de l’itine´raire est un, c’est a` dire que R0R0△0 est dans P1, il
suffit de montrer que les sommets des triangles R00△0 et a−1R00△0 ont des parties imaginaires
ne´gatives ou nulles. Pour tous ces calculs, une pre´cision d’une de´cimale suffit, ce sont donc des
calculs e´le´mentaires.
La ve´rification de la deuxie`me partie du lemme 6 est similaire mais il faut en plus montrer que :
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Fig. 4.5 – Illustration de la construction de la “tour” de triangles isoce`les. A` gauche, l’exemple
avec 3 triangles : 2× 3α+α = π. A` droite, illustration du calcul re´current des angles “doubles”.
R11△1 ⊂ P1, (un des coˆte´s de R11△1, R11[λd, λa], est sur la frontie`re de P1, donc un calcul
nume´rique pourrait ne pas eˆtre fiable ici). On utilise la de´finition (4.1) de R1,
R11(λa) = R1R1(λa) = λaρ
2 + ρ−3 − 2ρ−2 + 2ρ−1 − 2 + ρ = −λ ∈ [d, o],
R11(λd) = −2 + (ρ−3 + ρ3)− 2(ρ−2 + ρ2) + 2(ρ−1 + ρ) ∈ [d, o].
¤
On va utiliser la relation (4.2) et le lemme 6 dans la preuve du re´sultat suivant, qui relie les
itine´raires de z et de λz via la substitution.
Lemme 7 Soit z ∈ P0 ∪P1 et ω un pre´fixe de ι(z). Alors l’itine´raire i(λz) commence par σ(ω).
Preuve
Soit ω = w0w1 · · ·wk−1, wi ∈ {0, 1}. On va prouver le lemme par re´currence sur la longueur du
mot ω. Comme λz ∈ λ(P0∪P1) = △0∪△1, par le lemme 6 l’itine´raire ι(λz) commence par σ(w0).
On suppose maintenant que le lemme est vrai pour les mots de longueur k, i(z) = ωwk · · ·. Par le
corollaire 1, et comme le k+1-ie`me chiffre de ι(z) est wk, Rσ(ω)λz = λRωz =∈ λPwk = △wk . Par
le lemme 6, i(△wk) commence par σ(wk), et ι(Rσ(ω)λz) commence par σ(wk). Par l’hypothe`se
d’induction, ι(λz) = σ(ω) · · ·. Ainsi, ι(λz) = σ(w)σ(wk) · · ·, qui est le re´sultat du lemme pour
une longueur (k + 1). ¤
En appliquant le lemme 7, on obtient :
ι(λnHk) = σn(k) pour k ∈ {0, 1}. (4.4)
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Fig. 4.6 – L’action de la rotation par morceaux T . Les atomes sont des triangles isoce`les et
α = π/7. La figure de droite illustre la partition dynamiquement raffine´e, les re´gions blanches
sont des domaines pe´riodiques qui contiennent des points ayant tous le meˆme code. La structure
des heptagones pe´riodiques qui ne visitent jamais P2 est auto-similaire pre`s de o.
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qui n’est autre que le re´sultat du the´ore`me. ¤
Graˆce a` la matrice d’incidence de σ, on peut calculer les pe´riodes des heptagones a` chaque
e´chelle :
Corollaire 2 Pe´riodes des heptagones. La pe´riode de λnH0 est (2
2n+1+1)/3. Celle de λnH1
est (4n+1 − 1)/3.
Preuve
Pour un mot fini ω ∈ {0, 1}⋆, soient |ω|0 et |ω|1 le nombre de ze´ros et de uns dans ω, respecti-
vement. Sous la substitution σ, chaque un est remplace´ par un mot contenant deux ze´ros et un
un, alors que chaque un est remplace´ par un mot contenant deux ze´ros et trois uns. On a alors
la formule :
|σn(ω)|0 = 2|σn−1(ω)|0 + 2|σn−1(ω)|1
|σn(ω)|1 = 1|σn−1(ω)|0 + 3|σn−1(ω)|1.
Cette re´currence s’exprime commode´ment sous forme matricielle :( |σn(ω)|0
|σn(ω)|1
)
=
(
2 2
1 3
)( |σn−1(ω)|0
|σn−1(ω)|1
)
=
(
2 2
1 3
)n( |ω|0
|ω|1
)
.
En diagonalisant :
=
( −2 1
1 1
)(
1 0
0 4n
)( −2 1
1 1
)−1( |ω|0
|ω|1
)
=
1
3
(
4n + 2 2 · 4n − 2
4n − 1 2 · 4n + 1
)( |ω|0
|ω|1
)
.
En prenant les mots 0 et 1 comme mots initiaux :
|σn(0)| = |σn(0)|0 + |σn(0)|1 = 2
3
4n +
1
3
,
|σn(1)| = |σn(1)|0 + |σn(1)|1 = 4
3
4n − 1
3
.
¤
4.2.3 Temps de Retour Non-Uniforme´ments Borne´s
Comme l’application T : X → X pre´serve la mesure de Lebesgue, le the´ore`me de re´currence
de Poincare´ implique que Lebesgue presque tout point d’un atome y retourne une infinite´ de
fois. L’application de premier retour d’une isome´trie par morceaux est aussi une isome´trie par
morceaux. Notons TP2 l’application de premier retour dans P2, cette application est de´finie
sur presque tous les points de P2. Le principal re´sultat de cette section est que TP2 est une
rotation par morceaux avec une infinite´ d’atomes. En particulier, cela implique que le temps
de retour dans P2 est non borne´. C’est un comportement tre`s diffe´rent de celui des e´changes
d’intervalles. En effet, e´tant donne´ un e´change de n intervalles, l’application de premier retour
dans un intervalle quelconque est bien de´finie et c’est un e´change d’au plus n + 2 intervalles
(lemme 2, page 128 de [31]). En particulier, le temps de retour est toujours uniforme´ment borne´.
The´ore`me 25 Temps de retour non borne´ dans P2. Soit Q la famille d’atomes de l’appli-
cation de premier retour TP2. Soit Λb : C → C, Λb(z) = λ(z − b) + b la contraction de rapport λ
et de centre b.
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Fig. 4.7 – L’action de l’application de premier retour F△ dans P2. Les petites re´gions pre`s de
b, sont “attire´es” (apre`s une application de T dans un voisinage de o′) vers un petit heptagone
satellite. Ces petites re´gions peuvent e´ventuellement revenir dans P2 dans un voisinage du point
o.
(a) La partition induite sur P2 est auto-similaire. (cf. figure 4.7) Il y a quatre polygones
Q0, Q1, Q2, et Q3 tels que
Q = Q0 ∪
⋃
n≥0
(ΛnbQ1 ∪ ΛnbQ2 ∪ ΛnbQ3) . (4.5)
(b) Code des atome induits. E´tant donne´ un atome Q ∈ Q, soit rQ le plus petit mot tel que
l’itine´raire ι(Q) commence par 2rQ2. Alors rQ1 = 11, rQ2 = 1001 et rQ3 = 100001. De plus,
l’itine´raire des autres atomes de Q est obtenu par substitution et addition d’un pre´fixe comme
suit :
rΛn+1b Qj
= 1001σ(rΛnb Qj ) (4.6)
pour j = 1, 2, 3.
Corollaire 3 Temps de retour non borne´s. Pour tout n ∈ N, il y a un ensemble ouvert Q
dans P2 tel que chacun des n premiers ite´re´s soit dans P0 ou P1.
Preuve du the´ore`me 25
Le lemme suivant re´sume quelques calculs alge´briques auxquels nous ferons re´fe´rence par la
suite.
Lemme 8 Soient
e = −1 + ρ− ρ4, f = ρ− ρ2,
g = −1 + ρ− ρ3 + ρ4 − ρ5, h = −2 + 3 ρ− 2 ρ2 + 2 ρ3 − 2 ρ4,
l = ρ− 2 ρ2 + 2 ρ3 − ρ4, p = ρ3 − 2 ρ4 + ρ5,
q = −1 + 3 ρ− 4 ρ2 + 4 ρ3 − 3 ρ4 + ρ5.
On de´finit les polygones (cf. figure 4.7) : Q0 = [o, a, e], Q1 = [e, f, g], Q2 = [g, f, h, l, q, p],
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Fig. 4.8 – Illustration du the´ore`me 25.
Q3 = [o, p, q], et soit Q4 = [l, h, b]. Alors :
ι(Q0) = 22 . . .
ι(Q1) = 2112 . . .
ι(Q2) = 210012 . . .
ι(Q3) = 21000012 . . .
ι(Q4) = 210011 . . . .
(4.7)
Aussi :
P2 = Q0 ∪Q1 ∪Q2 ∪Q3 ∪Q4, (4.8)
Q4 = Λb (Q1 ∪Q2 ∪Q3 ∪Q4), (4.9)
Preuve
La preuve des relations (4.7) est un calcul dont on va de´crire la me´thode.
Pour montrer que l’itine´raire de Qj commence par w0 · · ·wk, on ve´rifie que Rw0···wi−1Qj ⊂ Pwi .
En particulier, pour montrer que Rw0···wi−1Qj ⊂ P0 il suffit de de´montrer que chaque sommet
de Rw0···wi−1Qj a une partie imaginaire positive ou nulle. Pour montrer que Rw0···wi−1Qj ⊂ P1,
on ve´rifie que chaque sommet de Rw0···wi−1Qj et de a
−1Rw0···wi−1Qj a une partie imaginaire
ne´gatives ou nulles. Finalement, pour ve´rifier que Rw0···wi−1Qj ⊂ P2, il suffit de ve´rifier que
chaque sommet de a−1Rw0···wi−1Qj a des parties imaginaires positives ou nulles. La ve´rification
ci-dessus est divise´e en deux groupes disjoints de sommets :
– Pour le premier groupe, un calcul nume´rique avec une pre´cision de deux de´cimales suffit
a` montrer que les sommets sont au moins a` une distance de 0, 01 de l’axe re´el.
– Les sommets de l’autre groupe sont en fait des nombres re´els.
Afin de montrer qu’un sommet est un nombre re´el on utilise l’algorithme suivant : tout sommet
est exprime´ comme un polynoˆme W (ρ) en ρ a` coe´fficients rationels. En les calculant explicite-
ment, on constate qu’en fait, tout les polynoˆmes sont a` coe´fficients entiers. Alors W (ρ) ∈ R si
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le polynoˆme W (z)−W (z13) est divisible par C14(z) le polynoˆme cyclotomique :
C14(z) = 1− z + z2 − z3 + z4 − z5 + z6.
Il est avantageux pour de tels calculs d’utiliser des logiciels de calcul formel comme Mathematica.
Les relations (4.7) e´tant ve´rifie´es, l’e´quation (4.8), claire par la figure 4.7, peut aussi eˆtre ve´rifie´e
symboliquement. On observe d’abord que Q0, Q1, Q2, Q3, Q4 sont mutuellement disjoints
puisque d’itine´raires diffe´rents. Par les relations (4.7), un point dans Qi∩Qj devrait suivre deux
itine´raires diffe´rents. Pour finir de prouver (4.8), on note que la mesure de Lebesgue µ de chaque
polygone peut eˆtre exprime´e par un polynoˆme rationnel en ρ. Il est suffisant de ve´rifier que :∑
0≤i≤4
µ(Qi) = µ(P2) =
1
4
(−1 + 2 ρ− ρ2 + ρ3 − ρ4 + ρ5).
La ve´rification de (4.9) suit une proce´dure identique a` celle de (4.8). ¤
La partie (a) du the´ore`me se de´montre par re´currence a` partir de (4.8) et (4.9). Pour prou-
ver la partie (b), on utilisera le lemme 7 et le corollaire 1.
Corollaire 4 Soit z ∈ P0 ∪ P1. Supposons que ι(z) = w0 · · ·wk2 · · · ou` wj ∈ {0, 1}. Alors
ι(λz) = σ(w0 · · ·wk)2 · · ·.
On prouve la partie (b) par re´currence sur n. On fixe j ∈ {1, 2, 3}. Si n = 0, l’assertion (b) de´coule
directement de (4.7). On suppose (b) vraie pour n. Par de´finition du mot rQ, ι(R2Λ
n
bQj) com-
mence par rΛnb Qj2. Ainsi par le corollaire 4, l’itine´raire ι(λR2Λ
n
bQj) commence par σ(rΛnb Qj )2.
Par la partie (a), ΛnbQj ⊂ Q4 pour n ≥ 1 par (4.7). Ainsi ι(ΛnbQj) commence par 21001. Ainsi
ι(ΛnbQj) commence par 21001σ(rΛnb Qj )2, c’est a` dire l’assertion (b) pour (n+ 1). ¤
4.3 Remarques
4.3.1 Autre Exemple d’Application avec Temps de Retour Non-Borne´s
Dans cette section, on exhibe un exemple de transformation base´e sur un e´change de poly-
gones qui posse`de aussi la proprie´te´ que le temps de retour dans certains atomes est non-borne´.
Cet exemple nous fut communique´ par M. Boshernitzan.
Soit l’application T de [0, 1)× [0, 1) dans lui-meˆme de´finie par T (x, y) = (x+θ, y+θ) mod Z2, ou`
θ est un nombre irrationnel tel que 1/2 < θ < 1. L’application T est une isome´trie par morceaux
a` quatre atomes rectangulaires : P(0,0) = [0, θ)×[0, θ), P(1,0) = [θ, 1)×[0, θ), P(0,1) = [0, θ)×[θ, 1),
et P(1,1) = [θ, 1)× [θ, 1) (cf. figure 4.9). L’atome en bas a` droite P(0,1) contient une suite infinie
de n-cellules rectangulaires qui convergent vers le point (1− θ, 0). Le temps de retour dans ces
n-cellules devient arbitrairement grand. Ce phe´nome`ne s’explique graˆce au lemme suivant qui
nous a e´te´ communique´ par P. Hubert :
Lemme 9 Soit a(x) = x+θ mod 1. Soit e´galement i(x) le code naturel de l’e´change d’intervalles
a, i(θ) = u1u2 · · ·. Alors, pour tout, j il y a des intervalles [0, ǫ1) et [1 − θ − ǫ2, 1 − θ) tels que
l’itine´raire de [0, ǫ1)commence par 0u1 · · ·uj et que l’itine´raire de [1 − θ − ǫ2, 1 − θ) commence
par 01u1 · · ·uj.
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Fig. 4.9 – Un produit carte´sien d’e´changes d’intervalles pour lequel on constate un temps de
retour non-uniforme´ment borne´ dans un de ses atomes. La figure de droite illustre l’application
de premier retour dans P(0,0) qui est un e´change de rectangles avec un nombre infini d’atomes.
Ici, l’angle θ est e´gal au nombre d’or : ϕ = (
√
5− 1)/2.
Preuve
Comme θ est irrationnel, tous les ite´re´s par a de θ sont distincts des extre´mite´s des atomes
[0, 1 − θ), et [1 − θ, 1). Ainsi pour tout j, il existe un voisinage de θ, [θ − ǫ2, θ + ǫ1) dont
l’itine´raire commence par u1u2 · · ·uj , ce qui comple`te la preuve. ¤
Comme T est le produit carte´sien de l’e´change d’intervalles a avec lui-meˆme, l’itine´raire de
Cj = [0, ǫ1) × [1 − θ − ǫ2, 1 − θ) commence par (0, 0)(u1, 1)(u2, u1) · · · (ujuj−1). Comme i(0) =
0u1u2 · · · ne contient pas deux ze´ros conse´cutifs (puisque θ > 1/2), la suite (u1, 1)(u2, u1) · · · (ujuj−1)
ne contient pas (0, 0), et ainsi les j premiers ite´re´s de Cj par T sont disjoints de P(0,0). Donc,
e´tant donne´ j, il existe un rectangle Cj ⊂ P(0,0) tel qu’aucun point de Cj ne retourne dans P(0,0)
en un temps infe´rieur ou e´gal a` j.
4.3.2 Remarques sur l’Ensemble Exceptionnel
Le premier the´ore`me nous dit qu’il existe une famille d’heptagones pe´riodiques qui reste dans
P0 ∪P1. Le re´sultat suivant prouve que les orbites de ces cellules sont en fait essentiellement les
seules a` rester dans les deux atomes du haut. Il existe cependant un ensemble re´siduel qui ne
contient que des points ape´riodiques.
The´ore`me 26 Orbites restant dans P0 ∪ P1.
Soit
U = {z ∈ P0 ∪ P1, Tnz ∈ P0 ∪ P1, n ≥ 0}.
Alors
U =
⋃
j,n≥0
T jλnH0 ∪
⋃
j,n≥0
T jλnH1 ∪ Z. (4.10)
L’ensemble Z a mesure de Lebesgue ze´ro.
Preuve
On note U0 ⊂ P0 l’ensemble de tous les points dont les orbites restent dans P0 ∪ P1 et qui ne
sont pas contenus dans les orbites des heptagones pe´riodiques, c’est-a`-dire :
U0 = {z ∈ P0, Tnz ∈ P0 ∪ P1, n ≥ 0} \
⋃
j,n≥0
T jλnH0 \
⋃
j,n≥0
T jλnH1.
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De meˆme,
U1 = {z ∈ P1, Tnz ∈ P0 ∪ P1, n ≥ 0} \
⋃
j,n≥0
T jλnH0 \
⋃
j,n≥0
T jλnH1.
Pour prouver le the´ore`me 26, on montre que la mesure bi-dimensionelle de U0 et U1 est nulle.
On va montrer plus pre´cise´ment que :
U0 ⊂ λU0 ∪R0λU0 ∪R11λU1 ∪R110λU1, (4.11)
U1 ⊂ R00λU0 ∪ λU1 ∪R1λU1 ∪R1100λU1. (4.12)
Alors des e´quations (4.11) et (4.12), il de´coule que
µ(U0) ≤ 2λ2µ(U0) + 2λ2µ(U1),
µ(U1) ≤ λ2µ(U0) + 3λ2µ(U1),
ce qui implique µ(U0) = µ(U1) = 0 puisque :∣∣∣∣ 2λ2 − 1 2λ2λ2 3λ2 − 1
∣∣∣∣ = (−1 + λ) (1 + λ) (−1 + 2λ) (1 + 2λ) > 0
si λ < 1/2. Pour prouver l’e´quation (4.11), on va utiliser les deux lemmes suivants :
Lemme 10
U0 ⊂ △0 ∪R0△0 ∪R11△1 ∪R110△1.
Preuve
De la figure 4.8, il est e´vident qu’un point z ∈ P0 est :
– (a) dans △0 ∪R0△0 ∪R11△1 ∪R110△1, ou
– (b) dans l’heptagone H0, ou
– (c) dans un des ite´re´s de Q2, Q3, Q4. Dans ce cas, z peut e´ventuellement tomber hors de
P0 ∪ P1.
De la de´finition de U0, il vient que si z ∈ U0, seul le cas (a) est possible, ce qui conclut la preuve
du lemme 10.
Pour prouver formellement l’observation “visuelle” pre´ce´dente, on utilise les relations (4.7)
ainsi que le calcul de l’aire pour garantir qu’il n’y a que trois possibilite´s, (a), (b), ou (c).
Chaque aire e´tant exprimable comme un polynoˆme en ρ de degre´ au plus cinq. Par exemple,
une triangulation des heptagones fixes donne
µ(H0) = 3− 6 ρ+ 29 ρ
2
4
− 5 ρ3 + ρ4 + 5 ρ
5
4
.
Une triangulation de Q2 donne µ(Q2) = 4− 8 ρ+ 10 ρ2 − 7 ρ3 + ρ4 + 2 ρ5, etc. On peut obtenir
l’identite´ :
µ(P0) = µ(H0) + 2µ(Q2) + 4µ(Q3) + 2µ(Q4) + 2µ(△0) + 2µ(△1).
¤
Lemme 11 Pour tout z ∈ P0 ∪ P1 dont les orbites O(z) sont incluses dans P0 ∪ P1 :
λO(z) ⊂ O(λz).
68 CHAPITRE 4. E´TUDE DE CAS : TOURS DE TRIANGLES ISOCE`LES
Preuve
On note ωk le pre´fixe de longueur k de i(z). Le corollaire 1 et le lemme 7, donnent :
λO(z) = λ
⋃
k≥0
Rωkz =
⋃
k≥0
λRωkz =
⋃
k≥0
Rσ(ωk)λz ⊂ O(λz).
¤
Lemme 12 On a les inclusions suivantes :
λU0 ⊃ U0 ∩△0,
R0(λU0) ⊃ U0 ∩R0△0,
R11(λU1) ⊃ U0 ∩R11△1,
R110(λU1) ⊃ U0 ∩R110△1.
Preuve
On montre d’abord que λU0 ⊃ U0∩△0. Supposons que z ∈ U0∩△0, alors en particulier z ∈ △0,
et donc λ−1z ∈ P0. Si l’orbite de λ−1z visitait P2, alors par le corollaire 4 applique´ au point
λ−1z, on aurait que l’orbite de z visite P2, et cela impliquerait que z 6∈ U0. Ainsi les ite´re´s de
λ−1z ne visitent jamais P2,
λ−1z ∈ {z ∈ P0, Tnz ∈ P0 ∪ P1, n ≥ 0}. (4.13)
De plus, comme z ∈ U0,
z 6∈
⋃
n≥0
O(λnH0). (4.14)
Supposons que λ−1z ∈ O(λnH0) pour un n. Alors par le lemme 11, z = λ(λ−1z) ∈ O(λn+1H0),
ce qui est en contradiction avec l’e´quation (4.14). On a donc :
λ−1z 6∈
⋃
n≥0
O(λnH0). (4.15)
De meˆme :
λ−1z 6∈
⋃
n≥0
O(λnH1). (4.16)
Les inclusions (4.13), (4.15) et (4.16) impliquent que λ−1z ∈ U0, et finalement z ∈ λU0.
Deuxie`mement, on note que R0(λU0) ⊃ R0U0 ∩ R0△0 = U0 ∩ R0△0 puisque R0△0 ∈ P0.
Les inclusions restantes du lemme 12 sont prouve´es de manie`re analogue. ¤
En utilisant les inclusions du lemme 12 et le lemme 10, on obtient finalement :
λU0 ∪R0λU0 ∪R11λU1 ∪R110λU1 ⊃ U0 ∩ (△0 ∪R0△0 ∪R11△1 ∪R110△1) = U0,
qui nous donne l’e´quation (4.11). La preuve de l’e´quation (4.12) est analogue a` celle de l’e´quation
(4.11).
Comme mentionne´ plus haut, ceci comple`te la preuve du the´ore`me 26. ¤
Remarque. Les inclusions dans les e´quations (4.11) et (4.12) sont en fait des e´galite´s et montrent
que les ensembles U0 et U1 ont une structure tre`s particulie`re faisant imme´diatement penser aux
ensembles e´voque´s dans la section 2.3.4 du chapitre 2. Cette similitude va eˆtre de´veloppe´e et va
nous conduire a` introduire un cadre dans lequel on pourra e´tudier la dynamique non seulement
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sur Z mais aussi en ge´ne´ral sur des ensembles invariants remarquables. Tout ceci peut servir
de base au calcul d’un majorant de la dimension de Hausdorff de Z. En effet un recouvrement
par de tels ensembles donnerait dimH(U0) = dimH(U1) ≤ − log 4/ log λ. Aller plus loin est ce-
pendant difficile a priori car tout les ensembles utilise´s dans la construction de U0 et U1 sont
ouverts.
4.3.3 Ge´ne´ralisation a` une Famille Continue
Il s’ave`re que le lemme 7 est valide non seulement dans ce cas mais aussi pour tout α ∈
[0, π/5]. On a ainsi le re´sultat ge´ne´ral suivant concernant les rotations par morceaux sur deux
atomes. Soit T ′ : C → C une rotation par morceaux de´finie sur deux demi-plans comme suit :
T ′z =
{
R0z si Im(z) > 0
R1z si Im(z) < 0.
(4.17)
Les rotations R0 et R1 sont de´finies exactement comme dans les formules (4.1), avec cette fois
ρ = eiα. Les actions de T : X → X et T ′ : C → C co¨ıncident sur P0 ∪ P1 quand α = π/14.
The´ore`me 27 Cellules pe´riodiques Soient H0 et H1 deux cellules fixes de l’application T
′
donne´e par la de´finition (4.17). L’application T ′ posse`de alors les deux familles infinies de cellules
pe´riodiques, {λnH0, n ≥ 0} et {λnH1, n ≥ 0}. De plus, le code de λn+1Hi (i = 0, 1) est
obtenu a` partir du code de λnHi via la substitution 0 → 001, et 1 → 11001.
Il est remarquable de constater que le cas ou` α = π/5 est exactement celui e´tudie´ dans [23] et
de´crit dans la section 4.1.1.
θ=pi/7θ=pi/5 θ           0
Fig. 4.10 – Les itine´raires des triangles λP0 (en bleu) et λP1 (en rouge). Selon l’angle θ, la forme
de la figure change mais les itine´raires restent les meˆmes pour tout θ ∈ [0, π/5[.
Preuve
La preuve du the´ore`me 24 a e´te´ e´crite sans utiliser le fait que α = π/7. La preuve du the´ore`me 27
est identique a` l’exception suivante pre`s. Dans la preuve du lemme 7, pour plus de clarte´ et de
concision, on utilise une estimation nume´rique. Pour comple´ter la preuve dans notre cas, on va
e´crire une preuve comple`tement symbolique du lemme 7 pour α ∈ [0, π/5], (en effet, on ne peut
pas toujours utiliser les polynoˆmes cyclotomiques car tout les α conside´re´s ne sont pas des racines
de l’unite´). Soient t = tan[α/2] et Ws une collection de polynoˆmes en t dont les facteurs sont
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des puissances positives des polynoˆmes Kt = 1− t2, Lt = 1− 3t2, Mt = 1− 7t2, Nt = 1− 2t− t2,
Ot = 1 + 2t− t2, Pt = 1− 10t2 + 5t4, Qt = 1− 5t2 + 19t4− 7t6 et Rt = 1 + 3t3− 45t4 + 17t6. Un
calcul e´le´mentaire montre que tous ces polynoˆmes sont positifs ou nuls pour t ∈ [0, tan(π/10)]
(le nombre tan(π/10) est une racine de Pt.). Tout les polynoˆmes de Ws sont ainsi positifs ou
nuls pour t ∈ [0, tan(π/10)]. Un calcul alge´brique qu’il est avantageux de faire par ordinateur
indique que la partie imaginaire de chaque sommet des triangles R0∆0, R11∆1, et R110∆1 est
positive ou nulle puisqu’elle peut eˆtre e´crite comme itW (t)(1+ t2)−j ou` W (t) ∈ cWs, et i, j sont
des entiers positifs ou nuls. Ainsi, ces triangles sont dans P0.
De plus, la partie imaginaire de chaque sommet des triangles R00∆0, a
−1R00∆0, R1∆1, a−1R1∆1,
R1101∆1, et a
−1R1101∆1 peut eˆtre exprime´e comme −itW (t)(1 + t2)−j ou` W (t) ∈ cWs, et i, j
sont des entiers positifs ou nuls. Il vient donc que les triangles R00∆0, R1∆1, R1101∆1 sont dans
P1, ce qui termine la preuve. ¤
Remarque : comme mentionne´ dans la section 4.1.2, la construction ge´ome´trique pre´sente´e
ici peut eˆtre faite avec un nombre quelconque de triangles. Le cas d’une “tour” de quatre triangles
qui donne une isome´trie par morceaux base´e sur des rotations d’angles multiples de π/9 est
illustre´ par la figure 4.11 qui montre sa partition dynamiquement raffine´e. La dynamique de cet
exemple ne sera pas e´tudie´e en de´tail. Cependant, le the´ore`me 27 permet d’affirmer que l’on a
encore une auto-similarite´ partielle dans ce cas. On constate en effet que les polygones fixes des
deux atomes du haut donnent naissance a` une famille de cellules pe´riodiques exactement de la
meˆme manie`re que dans les cas de´crits ci-dessus a` deux ou trois triangles.
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Fig. 4.11 – La mosa¨ıque des cellules pour la “tour” a` quatre triangles isoce`les. On remarque
que les deux polygones fixes des deux atomes du haut se re´pliquent au coin infe´rieur gauche de
l’atome du haut (en rouge paˆle).
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Chapitre 5
Ge´ne´ralisation
5.1 Hypothe`ses Ge´ne´rales de Renormalisation
5.1.1 Introduction
Le but de ce chapitre est d’e´tudier la ge´ome´trie et la dynamique des “ensembles exception-
nels” des isome´tries par morceaux dans une classe de cas ou` une auto-similarite´ peut eˆtre mise en
e´vidence. On verra que, sous des hypothe`ses suffisamment ge´ne´rales pour englober en particulier
les cas de´ja` e´tudie´s (cf. [1], [23], [24]), on peut avoir de nombreuses informations concernant
la dynamique pe´riodique et non pe´riodique de l’application. La premie`re section pre´sente les
hypothe`ses de travail fondamentales d’auto-similarite´, leurs conse´quences sur les itine´raires des
points et des re´sultats concernant les familles de cellules pe´riodiques. La section suivante mon-
trera comment, a` partir des hypothe`ses on engendre naturellement des ensembles invariants et
se propose d’e´tudier leur ge´ome´trie et leur dynamique. Le travail de´crit dans ce chapitre fait
l’objet de la pre´publication [45].
5.1.2 Pre´ambule
0 1
2
00 01
02
10 11
12
20 21
22
P
Fig. 5.1 – Premie`res e´tapes de la construction du triangle de Sierpin´sky.
Toutes les de´monstrations de ce chapitre sont assez techniques et il nous paraˆıt opportun de
faire une petite discussion pour donner une repre´sentation intuitive des concepts utilise´s avec
un exemple simple. Trop simple meˆme car il ne rentre absolument pas dans le cadre du pre´sent
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expose´. Cependant, sa clarte´ permettra (on l’espe`re) de faire mieux saisir les tenants et les
aboutissants de notre de´marche.
Les hypothe`ses fondamentales donne´es dans la section 5.1.3 permettent de de´montrer un certain
nombre de re´sultats assez familiers sur les codes des orbites. On a auto-similarite´ et on peut
de´terminer les codes des orbites a` une e´chelle a` partir des codes des orbites a une autre e´chelle
via une substitution comme on l’a vu plusieurs fois maintenant.
Dans la section 5.2, on remarque que les hypothe`ses sont e´quivalentes a` l’initialisation d’une
construction re´cursive qui est a` rapprocher de la construction d’un attracteur d’I.F.S., un peu
comme un triangle de Sierpin´sky (par exemple). Cet ensemble existe et est compact. On le
devine fractal et on le de´montrera en section 5.2.2. On voudrait e´tudier la dynamique sur cet
ensemble. Malheureusement, il contient des points dont on ne peut de´terminer l’itine´raire car ils
sont sur les segments de discontinuite´ de l’isome´trie par morceaux. On va donc essayer d’enlever
les points inde´sirables. En fait, cela reviendrait a` conside´rer un triangle de Sierpin`sky construit
comme une intersection d’ouverts plutoˆt que comme une intersection de compacts. Si P est le
“grand” triangle de base ouvert et SP = S1P ∪S2P ∪S3P ou` S1, S2, S3 (cf. section 2.3.3) sont
les trois contractions centre´es aux trois sommets du triangle :
S =
⋂
k≥0
Sk(P¯ ) alors que S˜ =
⋂
k≥0
Sk(P ).
On ne sait pas a priori si S˜ est vide ou pas mais c’est clairement le seul ensemble sur lequel
on puisse travailler. On se penche alors sur la structure de Γ = S \ S˜. On de´montrera dans la
proposition 15 que cet ensemble est une re´union de´nombrable d’ensembles :
Γ =
⋃
l≥0
Γl
dont chacun est inclus dans les frontie`res de l’ensemble des petits triangles Sk(P¯ ) pour un
certain k. Ces ensembles sont des intersections de´nombrables de compacts mais elles sont non-
de´croissantes et on ne sait pas tre`s bien en ge´ne´ral ce qu’ils contiennent. Ce qui est important
c’est que chacun de ces ensembles soit inclus dans une re´union finie de segments.
En effet, la dimension de Hausdorff de S est facile a` calculer (directement ou a` l’aide de la
the´orie des I.F.S.) et on sait que la mesure de Hausdorff de S n’est ni nulle, ni infinie. Chaque
point de l’ensemble S peut se coder comme une suite infinie sur les trois symboles {0, 1, 2} selon
les ensembles auxquels il appartient dans l’intersection.
On va alors calculer la mesure de Hausdorff, ou, plus simple, un majorant de la mesure de
Hausdorff de chaque Γl. Commenc¸ons par un cas simple ou` Γ0 est sur les coˆte´s du grand triangle
P . Prenons meˆme le coˆte´ infe´rieur de P . Alors, si on prend les recouvrements particuliers Sk(P¯ )
de S, il suffit de prendre uniquement les ensembles qui intersectent le coˆte´ de P en question.
Ces ensembles sont clairement repe´re´s par des suites de symboles ne contenant que des 0 et des
1, c’est-a`-dire de la forme Sα1Sα2 · · ·SαkP ou` αk ∈ {0, 1} (cf. figure 5.1).
Le meˆme raisonnement peut eˆtre tenu pour les deux autres coˆte´s pour lesquels on sera prive´ des
deux autres symboles a` tour de roˆle. Cela signifie surtout que le nombre d’ensembles dans ces
recouvrements croˆıt comme 2k alors que les recouvrements de S tout entier ont des cardinaux
qui croissent typiquement comme 3k. Ainsi, il est clair que la mesure de Hausdorff de dimension
dimH(S) de Γ0 est nulle.
Le meˆme raisonnement peut se tenir pour les autres ensembles Γl qui intersectent des coˆte´s de
triangles plus petits mais qui, de la meˆme manie`re, peuvent eˆtre recouverts avec un nombre
d’ensembles “significativement” moins grand que le cardinal de Sk(P ). Cela permet de prouver
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que :
MdimH(S)(Γ) = 0.
Meˆme si les techniques sont conside´rablement plus complexes dans notre cadre, les ide´es sont
globalement les meˆmes.
Ainsi, “ge´ome´triquement”, l’ensemble S˜ que l’on conside`re est “significatif”. On prouvera dans
la section 5.2.2 qu’il est aussi “significatif” dynamiquement parlant. La dynamique de l’isome´trie
par morceaux peut eˆtre “plonge´e” dans une dynamique symbolique abstraite dont la mesure inva-
riante est tre`s relie´e a` la mesure de Hausdorff. On pourra ainsi faire le lien entre les deux aspects
et finalement montrer que ce que l’on perd en enlevant les points inde´sirables est ne´gligeable du
point de vue dynamique.
5.1.3 Re´sultats Pre´liminaires et Dynamique Pe´riodique
Soit T une isome´trie par morceaux de Rn de´finie sur m atomes (Ai)i=1,...,m. Par commodite´,
on notera A˜ = {1, . . . ,m} et Tµ = Tµ1···µ|µ| = Tµ|µ| ◦ · · · ◦ Tµ1 , ∀µ ∈ A˜⋆. On va supposer qu’il
existe des mots (µi)i∈A˜ et des polye`dres ouverts d’adhe´rences compactes (Pi)i∈A˜ tels que, pour
tout i :
– Il existe h une similitude contractante de rapport λ < 1 telle que Tµi = hTih
−1.
– Pi ⊂ Ai et hPi ⊂ Pµi1 .
– Tµi1···µij−1hPi ⊂ Pµij , ∀j ∈ {0, . . . , |µ
i| − 1}.
De plus, il existe un polye`dre Pi0 tel que :
– Pour chaque face Cl de Pi0 , il existe il et jl tels que Tµil1 ···µ
il
jl
hP¯il ∩ Cl = ∅ et µiljl+1 = i0.
On remarque que le troisie`me point implique que le code de l’ensemble hPi commence par µ
i. La
figure 5.2 illustre les deuxie`me et troisie`me points des hypothe`ses en s’appuyant sur la construc-
tion du chapitre pre´ce´dent.
Le dernier point paraˆıt un peu “parachute´”. Il signifie qu’il existe un polye`dre Pi0 tel qu’on
puisse toujours trouver un des ensembles plus petits qu’il contient disjoint d’une quelconque
de ses faces. Cela nous donnera une condition suffisante a` l’existence d’un ensemble invariant
remarquable. On remarque de plus que cette dernie`re contrainte semble ge´ne´riquement remplie.
En effet, supposons qu’il existe une face C d’un polye`dre donne´ Pi telle que tous les ensembles
contracte´s par des applications de la forme Tν1h, Tν2h, . . . (ou` ν
1, ν2, . . . sont des pre´fixes des
mots {µ1, . . . , µm}) que contient Pi aient une intersection avec C. Alors C est certainement
invariant sous ces contractions. Or la condition pour que plusieurs centres de contraction soient
sur un meˆme hyperplan est en ge´ne´ral de codimension 1. Cependant, cela ne constitue pas une
preuve rigoureuse car les autres points des hypothe`ses modifient la forme de l’espace des pa-
rame`tres d’une manie`re non-triviale.
On notera σ la substitution de´finie sur A˜⋆ telle que σ : i 7−→ µi. On la supposera primitive
et non pe´riodique.
On peut facilement ge´ne´raliser par re´currence le premier point :
Lemme 13 On a, ∀k ≥ 0 :
Tσk(i) = h
kTih
−k.
Preuve
Le premier point e´tant l’initialisation de la re´currence, on suppose le lemme vrai a` l’ordre k.
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Fig. 5.2 – Illustration des deuxie`me et troisie`me points des hypothe`ses dans le cas de l’application
du chapitre pre´ce´dent. Pre´cisement, on montre les itine´raires des triangles e´voque´s dans le lemme
6. On note e´galement que P1 ve´rifie le dernier point des hypothe`ses : e´tant donne´e une face de
P1, on peut toujours trouver un petit triangle qui en soit disjoint.
Alors :
Tσk+1(i) = Tσk(σ(i)) = Tσk(µi) = Tσk(µi
|µi|
) · · ·Tσk(µi1).
Ce qui donne par l’hypothe`se de re´currence :
Tσk+1(i) = h
kTµi
|µi|
h−khk · · ·h−khkTµi1 = h
kTµih
−k = hk+1Tih−(k+1).
Ce qui ache`ve la re´currence. ¤
En fait, on peut aussi ge´ne´raliser le troisie`me point :
Proposition 12 Pour tout k, le code de l’ensemble hkPi commence par σ
k(i).
Preuve
On raisonne par re´currence sur k, les deuxie`me et troisie`me points sont e´quivalents a` la propo-
sition quand k = 1 puisqu’ils prouvent que µi est le de´but du code de chaque hPi. On supposera
la proposition vraie a` l’ordre k. Conside´rons pour j = 0 · · · |µi| − 1 la composition
Tσk(µij)
· · ·Tσk(µi1)h
k+1Pi = h
kTµij
h−k · · ·hkTµi1h
−khk+1Pi = hkTµij · · ·Tµi1hPi = h
kTµi1···µijhPi,
c’est par le second point un sous-ensemble de hkPµij+1
. Cette remarque va nous permettre de
calculer le de´but du code de hk+1Pi.
Comme
hk+1Pi = h
khPi ⊂ hkPµi1
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par le deuxie`me point, ι(hk+1Pi) commence par σ
k(µi1) par hypothe`se de re´currence. On calcule
la suite du code :
ι(T |σ
k(µi1)|hk+1Pi) = ι(Tσk(µi1)h
k+1Pi) = σ
k(µi1) · · ·
Par hypothe`se de re´currence encore et la remarque pre´ce´dente qui nous indique que :
Tσk(µi1)
hk+1Pi ⊂ hkPµi1 .
Ainsi en appliquant toujours les meˆmes arguments :
ι(T |σk(µi1)|T |σk(µi1)|hk+1Pi) = σk(µi2) · · ·
...
ι(T
|σk(µi
|µi|−1
)| · · ·T |σk(µi1)|hk+1Pi) = σk(µi|µi|) · · ·
on a :
ι(hk+1Pi) = σ
k(µi1) · · ·σk(µi|µi|) = σk(µi) = σk+1(i),
ce qui termine la re´currence. ¤
On obtient sans difficulte´ le corollaire suivant :
Corollaire 5 Soit un point x dont le code commence par le mot ω et dont l’orbite reste dans
∪i∈APi, alors le code du point hkx commence par le mot σk(ω).
Preuve
La proposition pre´ce´dente est l’initialisation d’une re´currence sur la longueur du mot ω. On
supposera donc que, si x ∈ Pi et ι(x) = ω · · · = ω1 · · ·ωp · · ·, un mot de longueur p alors
ι(hkx) = σk(ω) · · ·. Supposons maintenant que ω = ω1 · · ·ωp+1 soit de longueur p + 1. Alors
Tω1···ωpx ∈ Pωp+1 donc :
ι(hkTω1···ωpx) = ι(h
kh−kTσk(ωp)h
k · · ·h−kTσk(ω1)hkx) = ι(Tσk(ω1)···σk(ωp)hkx) = σk(ωp+1).
Par la proposition 12, on a bien :
ι(hkx) = σk(ω1) · · ·σk(ωp+1),
ce qui termine la re´currence. ¤
La proposition 12 peut eˆtre utile pour prouver l’existence de familles de points pe´riodiques.
C’est l’objet de la proposition suivante :
Proposition 13 S’il existe un point si ∈ Pi qui soit un point fixe de Ti alors, pour tout k ≥ 0,
hksi est un point pe´riodique de T de pe´riode |σk(i)| et de code (σk(i)).
Preuve
Si si est point fixe de Ti, alors :
Tisi = h
−kTσk(i)h
ksi = si.
Mais hksi ∈ hkPi : son code commence bien par σk(i). Donc :
h−kTσk(i)h
ksi = h
−kT |σ
k(i)|hksi = si ⇒ T |σk(i)|hksi = hksi.
¤
On n’a fait aucune hypothe`se sur xh le point fixe de h. Pourtant la proposition 12 nous
permet de montrer que :
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Proposition 14 Le point fixe xh de h est dans ∆¯, ou` ∆ est l’orbite des lignes de discontinuite´
de T .
Preuve
On remarque tout d’abord que le second point des hypothe`ses implique que, pour tout point
x ∈ ∪jPj , la suite hkx converge vers xh et donc que :
xh ∈
m⋃
i=1
Pi.
Si on suppose maintenant que d(xh,∆) = ǫ > 0, alors la boule B(xh, ǫ) intersecte au moins un
ensemble Pi0 . Si on prend x
′ ∈ B(xh, ǫ) ∩ Pi0 diffe´rent de xh, alors, comme
d(hkx′, xh) = d(hkx′, hkxh) ≤ λkǫ < ǫ
on a, ∀k > 0 :
hkx′ ∈ B(xh, ǫ) ∩ hkPi0 .
Tous les points de la boule B(xh, ǫ) ont le meˆme code que xh. On appelle O la cellule contenant
B(xh, ǫ) et suivant ce code. Par la proposition 12 : ι(xh) = ι(h
kx′) commence par σk(i0) pour
tout k. Ainsi, l’itine´raire de xh ne peut eˆtre que le point fixe de la substitution σ. Comme
l’orbite de xh est ape´riodique, celle de la boule B(xh, ǫ) et donc celle de O aussi. Il n’y a pas
d’intersection entre les ite´re´s de O, car sinon on aurait que ∃k0 > 0 tel que T k0O∩O 6= ∅, ce qui
implique que T k0O ⊂ O. En effet, si x ∈ O∩T−k0O et y ∈ O \T−k0O alors il est impossible que
T k0x ∈ O si T k0y /∈ O puisque ces points ont le meˆme code. La cellule O aurait donc un code
pe´riodique ce qui est une contradiction. Ainsi, xh posse`de une orbite non-borne´e et la distance
entre ses ite´re´s est supe´rieure a` ǫ. Or on connaˆıt l’itine´raire de xh et on a que :
d(σk(i0), σ
∞(i0)) −→ 0 quand k −→∞.
Ce qui implique en particulier qu’il existe une suite (Nk)k d’entiers tels que σ
∞(i0)|Nk , le point
fixe de σ tronque´ au rang Nk, soit e´gal a` σ
k(i0). On a donc :
TNkxh = Tσk(i0)xh = h
kTi0h
−kxh = hkTi0xh
qui tend vers xh quand k −→ ∞. Or la distance entre deux ite´re´s de xh est minore´e par une
quantite´ strictement positive, donc c’est une contradiction. Ainsi d(xh,∆) = 0. ¤
5.2 E´tude de la Dynamique sur l’Ensemble Exceptionnel
La re´-e´criture des second et troisie`me points des hypothe`ses sera la clef de la construction
d’un ensemble invariant remarquable de T et la base de l’e´tude de ses proprie´te´s ge´ome´triques
et dynamiques. Pour ce faire, on va eˆtre contraint d’introduire quelques notations.
E´tant donne´ i ∈ A˜, le de´but de l’orbite de hPi peut eˆtre connu jusqu’a` la longueur du mot µi
donnant son code. Supposons maintenant qu’e´tant donne´ un ensemble Pi, on veuille connaˆıtre
les ite´re´s des ensembles {hPj}j∈A˜ qui y tombent. On est amene´ a` conside´rer tous les pre´fixes
des mots {µi}i∈A˜ tels que la lettre les comple´tant soit i (cf. le troisie`me point des hypothe`ses).
Ces pre´fixes seront “stricts”, c’est-a`-dire non e´gaux a` des mots. Un tel pre´fixe ν e´tant donne´,
pour e´crire explicitement l’ensemble concerne´ on doit aussi connaˆıtre de quel mot ν est pre´fixe.
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En ge´ne´ral, cette dernie`re information ne peut eˆtre de´termine´e uniquement graˆce au pre´fixe
lui-meˆme, c’est une information supple´mentaire que l’on va appeler l’indice (parce que parfois
on la repre´sentera formellement comme un indice) ou encore la caracte´ristique. Deux pre´fixes
identiques provenant de mots diffe´rents seront donc distingue´s par ces indices, ν i sera un pre´fixe
du mot µi tandis que νj sera un pre´fixe du mot µj meˆme si ce sont les meˆmes mots au sens de
A˜⋆.
De plus, un ensemble Pi contient des ensembles de la forme hPj pour lesquels la contraction
ne fait pas intervenir d’isome´tries. Cela arrive lorsque le mot µj commence par la lettre i. On
doit donc conside´rer aussi des pre´fixes vides qui devront eˆtre eux aussi indice´s pour avoir un
formalisme cohe´rent. Il y aura m pre´fixes vides {ǫi}i=1,...,m. On conside`re l’ensemble Q de tous
les pre´fixes de tous les mots {µi}i∈A˜ indice´s, on de´finira alors l’ensemble
A = Q ∪ {ǫ1, . . . , ǫm}
de tous les pre´fixes indice´s, vides ou pas. Toutes les informations importantes seront extraites
d’un pre´fixe indice´ via trois fonctions.
On appellera χ : A −→ A˜ l’application qui donne l’indice d’un pre´fixe. On l’appellera parfois
“fonction caracte´ristique”.
∀να ∈ A, χ(να) = α.
Par commodite´, on de´finira la fonction ψ : A → A˜ qui va donner la lettre qui suit la lettre finale
du pre´fixe dans le mot dont il est pre´fixe. Formellement, si ν ∈ A et ν = ν1 · · · νk alors :
ψ(ν) = µ
χ(ν)
k+1 .
Bien que la fonction ψ semble ne pas avoir de sens pour les pre´fixes vides, on peut tout de meˆme
l’e´tendre sur ces derniers d’une manie`re cohe´rente. Comme on a pour tout pre´fixe non vide ν :
TνhPχ(ν) ⊂ Pψ(ν)
par le troisie`me point des hypothe`ses, et que le second donne :
hPi ⊂ Pµi1
il est naturel de de´finir :
ψ(ǫi) = µi1.
De plus, on appellera π la fonction qui donne le pre´fixe “brut” sans son indice, c’est-a`-dire au
sens de A˜⋆.
π(νi) = ν ∈ A˜⋆.
On admettra que π(ǫi) = ǫ ou` ǫ est le mot vide au sens classique (i.e. l’e´le´ment neutre du
mono¨ıde A˜⋆).
Par exemple, si on conside`re le cas e´tudie´ dans le chapitre pre´ce´dent, ou` on avait deux mots
µ0 = 001 et µ1 = 11001, on aurait la famille de pre´fixes :
{ǫ0, 00, 000, ǫ1, 11, 111, 1101, 11001}.
Avec par exemple, χ(00) = χ(ǫ0) = 0, ψ(00) = 0, ψ(ǫ1) = 1, ψ(11) = 0, etc. Ici, l’indice n’ap-
porte aucune information supple´mentaire puisque µ0 et µ1 ne commencent pas par la meˆme
lettre, il est donc facile de savoir de quel mot est issu chaque pre´fixe. Cela serait diffe´rent avec
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par exemple µ0 = 111 et µ1 = 101. Ces deux mots seront utilise´s dans le traitement du cas de
la section 3.3.1, nous y reviendrons plus tard, en section 6.1.3.
Pour alle´ger les notations, on admettra les conventions suivantes :
∀ν ∈ A, Tν = Tπ(ν), Pν = Pχ(ν) et Tǫ = Id.
Fig. 5.3 – Une illustration de P 10 ∪ P 11 (a` gauche) et de P 20 ∪ P 21 (a` droite), dans le cadre de la
rotation par morceaux sur deux atomes de´crite dans le chapitre pre´ce´dent.
On peut maintenant re´-e´crire le troisie`me point des hypothe`ses de la manie`re suivante pour
tout i = 1, . . . ,m :
m⋃
ν∈ψ−1(i)
TνhPν ⊂ Pi. (5.1)
Cette re´union est disjointe. Elle est construite en classant les images des contracte´s des ensembles
hPi par rapport aux ensembles Pi dans lesquels ils tombent comme de´crit ci-dessus.
Cette relation est fondamentale pour tout ce qui suit. Si on de´finit :
P 0i = P¯i et P
k+1
i =
⋃
ν∈ψ−1(i)
TνhP
k
ν (5.2)
cette suite de compacts est de´croissante (cf. figure 5.3 pour une illustration) et donc les ensembles
Ui =
∞⋂
k=0
P ki et U =
m⋃
i=1
Ui
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sont non vides et compacts. Cette construction est tre`s similaire a` une construction graphe
dirige´e (cf. [40]) et en particulier a` un exemple de J. Marion de´crit a` la fin de l’article.
Ici, l’ensemble des sommets du graphe sera A. Une fle`che ira de α a` β si et seulement si χ(α) =
ψ(β) (cf. (5.1)). La famille de compact initiaux sera{
Jν = TνhP¯ν
}
ν∈A
qui ve´rifient
Jα ⊃
⋃
ν∈ψ−1(χ(α))
TνhJν . (5.3)
La famille de similitudes attache´es aux sommets du graphe sera (Tνh)ν∈A. Ce sont toutes des
similitudes de meˆme rapport de contraction λ. L’ensemble U est donc l’attracteur de la construc-
tion. L’ensemble ve´rifie des relations d’auto-similarite´ “par morceaux”, dans le sens ou` il peut
eˆtre de´compose´ en plusieurs morceaux similaires a` d’autres morceaux mais pas ne´cessairement
au tout. Formellement, on a les relations d’invariance suivantes :
Ui =
⋃
ν∈ψ−1(i)
TνhUν . (5.4)
La preuve de ce re´sultat donne´e dans l’article sus-cite´ n’utilise pas le fait que la re´union (5.3)
est disjointe et on peut donc l’utiliser. Une preuve adapte´e a` notre contexte a` e´te´ donne´e dans
la proposition 5 du chapitre 2. L’e´tude des constructions graphe-dirige´es est substantiellement
fonde´e sur le codage de leurs points comme chemins dans le graphe. Ici, un tel codage des points
de U est possible mais il n’est pas bijectif, ce qui pose certains proble`mes techniques. De plus,
Ui ⊂ P¯i ⊂ A¯i et donc on pourrait avoir un ensemble P¯i qui intersecte plusieurs atomes de la
partition de l’isome´trie par morceaux simultane´ment. Cela posera proble`me quand on voudra
e´tudier la dynamique de ces points. On va devoir e´tudier la structure de U de manie`re plus fine.
Chaque point de U appartient a` une intersection du type suivant :
x ∈ Tν1hP¯ν1 ∩ Tν1hTν2hP¯ν2 ∩ · · · , νi ∈ A (5.5)
On remarque alors que la connaissance des pre´fixes “bruts”, sans leurs indices (ν1ν2 · · ·) est
insuffisante pour de´crire comple`tement un point. Le choix des ensembles Pν1 , Pν2 , . . . aurait e´te´
un degre´ de liberte´ supple´mentaire. Cela justifie l’introduction d’informations additionnelles sur
l’ensemble des pre´fixes. Pour eˆtre cohe´rente avec le processus re´current de construction, la suite
de pre´fixes doit ve´rifier la re`gle suivante :
χ(νi) = ψ(νi+1).
L’ensemble de toutes ces suites dans AN sera appele´ L et l’ensemble de toutes les suites de
longueur k ve´rifiant cette condition sera note´ Lk. L peut aussi eˆtre conside´re´ comme l’ensemble
des chemins infinis dans le graphe de´crit ci-dessus.
En de´finissant :
P k =
⋃
ν∈Lk
Tν1hTν2h · · ·hTνkhP¯νk ,
on a :
U =
⋂
k≥1
P k.
A` partir de maintenant, pour alle´ger encore les notations, on notera pour tout ν ∈ Lk :
KνP¯νk = Tν1hTν2h · · ·hTνkhP¯νk et ∂Pi = P¯i \ Pi.
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Comme on l’a dit, si la famille {Pi}i=1,...,m est disjointe, la famille {P¯i}i=1,...,m ne l’est en ge´ne´ral
pas. Certains points des frontie`res ou des ite´re´s des frontie`res peuvent avoir des de´veloppements
en intersection du type (5.5) ambigus. On va donc de´composer l’ensemble U pour conside´rer un
sous-ensemble sur lequel cette ambigu¨ıte´ disparaˆıt.
Proposition 15 L’ensemble U se de´compose en une re´union disjointe de deux ensembles note´s
U˜ et Γ tels que :
U˜ =
⋂
k≥0
⋃
ν∈Lk
Tν1hTν2h · · ·hTνkhPνk et Γ =
⋃
p≥0
⋂
k≥p
⋃
ν∈Lk
Tν1hTν2h · · ·hTνkh∂Pνk .
De plus, si on note :
γ =
⋃
k≥0
⋃
ν∈Lk
Tν1hTν2h · · ·hTνkh∂Pνk
alors Γ = U ∩ γ.
Preuve
On a
P k =
⋃
ν∈Lk
KνPνk ∪
⋃
ν∈Lk
Kν∂Pνk .
Pour alle´ger les calculs on notera
a0k =
⋃
ν∈Lk
KνPνk et a
1
k =
⋃
ν∈Lk
Kν∂Pνk ,
alors
U =
⋂
k∈N
(a0k ∪ a1k) =
⋂
k∈N
a0k.
On posera :
U˜ =
⋂
k∈N
a0k.
Comme a0k est ouvert, il est clair que U˜ 6= U . On va donc calculer son comple´mentaire U˜ c ∩ U :
U˜ c ∩ U =
⋃
k≥1
(a0k)
c ∩
⋂
l≥1
a0l =
⋃
k≥1

⋂
l≥1
a0l

 \ a0k,
la suite (a0l )l est de´croissante et donc (a
0
l )l aussi :
U˜ c ∩ U =
⋃
k≥1
(⋂
l>k
a0l
)
\ a0k =
⋃
k≥1
(⋂
l>k
a0l \ a0k
)
.
On remarque que :
a0l \ a0k = (a1l ∪ a0l ) ∩ (a0k)c = a1l ∩ (a0k)c ∪ a0l ∩ (a0k)c
mais comme a0l ⊂ a0k, on a a0l ∩ (a0k)c ⊂ a0k ∩ (a0k)c = ∅. De plus :
a1l ∩ (a0k)c = a1l ∩ (a0k \ a1k)c
= a1l ∩ ((a0k)c ∪ a1k)
= a1l ∩ (a0k)c ∪ a1l ∩ a1k
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et comme a0l ⊂ a0k on a a1l \ a0k = ∅. Ainsi a0l \ a0k = a1l ∩ a1k d’ou` :
U˜ c ∩ U =
⋃
k≥1
⋂
l>k
a1l ∩ a1k =
⋃
k≥1
⋂
l≥k
a1l .
On appellera ce dernier ensemble Γ :
Γ =
⋃
k≥1
⋂
l≥k
a1l .
Si on appelle
γ =
⋃
k∈N
a1k,
il est clair que Γ ⊂ γ et on peut montrer que U ∩ γ = Γ, en effet :
U ∩ γ =
⋂
l∈N
a0l ∩
⋃
k∈N
a1k =
⋃
k∈N
⋂
l∈N
a0l ∩ a1k ⊂
⋃
k∈N
a1k = Γ.
Ainsi on a bien γ ∩ U ⊂ Γ et cela comple`te la preuve de la proposition 15. ¤
On note que l’ensemble U˜ est de´fini comme une intersection de´croissante d’ouverts qui, en
ge´ne´ral, peut eˆtre vide. On prouvera par la suite que, sous nos hypothe`ses, ce n’est pas le cas.
Cependant, nous aurons besoin pour cela d’outils qui viendront de conside´rations d’ordre dyna-
mique. Ainsi, nous allons continuer la discussion en supposant que U˜ n’est pas vide pour ne pas
briser le fil du raisonnement et nous reviendrons plus tard a` cette question.
L’ensemble U˜ peut se de´composer comme U et ve´rifie des relations d’invariance similaires a`
(5.4). Comme on a
Ui =
⋂
k∈N
⋃
ν∈Lk,χ(ν1)=i
KνP¯νk
la de´finition de
U˜i =
⋂
k∈N
⋃
ν∈Lk,χ(ν1)=i
KνPνk
donne
U˜i =
⋃
ν∈ψ−1(i)
TνhU˜ν avec U˜ =
⋃
i=1,...,m
U˜i.
Il est facile de voir que U est invariant par h. En effet, pour tout i, ψ−1(i) contient toujours au
moins une lettre vide et donc ∪i∈A˜Ui contient tous les ensembles {hUj}j∈A˜. Ainsi comme U est
ferme´ et qu’il contient toujours une suite qui converge vers xh, U contient xh. L’itine´raire de
ce point est connu (cf. proposition 14). Pourtant, dans notre cadre, la dynamique de xh a des
proprie´te´s tre`s particulie`res et il est peu pratique de la conside´rer. On va donc dans ce qui suit
supposer que l’orbite de xh est disjointe de U˜ . Si ce n’est pas le cas, on peut sans restreindre la
ge´ne´ralite´ d’aucun re´sultat, la retirer de U˜ . Par souci de concision, cette manipulation restera
toutefois sous-entendue.
On peut maintenant de´montrer la proposition suivante :
Proposition 16 L’ensemble U˜ est invariant par T . En particulier :
TU˜ = U˜ et T−1U˜ = U˜
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Preuve
On commence par prouver que T U˜ ⊂ U˜ :
Soit x ∈ U˜ , alors ∃i tel que x ∈ U˜i. Comme U˜i ⊂ Pi alors Tx = Tix. Donc ∃ν ∈ ψ−1(i) tel que
Tx ∈ Tπ(ν)ihU˜ν . Il y a une alternative :
– Soit π(ν)i est un pre´fixe et alors ∃j tel que j = ψ(νi) et Tx ∈ U˜j ⊂ U˜ .
– Soit ∃k tel que π(ν)i = µk et alors Tx ∈ TµkhU˜ν = hTkU˜ν .
Si on est dans ce dernier cas, alors le meˆme raisonnement peut eˆtre applique´ pour TkU˜ν . On aura
encore que ∃ν ′ ∈ ψ−1(χ(ν)) tel que Tx ∈ hTπ(ν′)khU˜ν′ et l’alternative pre´ce´dente se pre´sente
encore pour π(ν ′)k. Si π(ν ′)k est un pre´fixe alors x ∈ hU˜ψ(ν′k) ∈ U˜ (puisque U˜ est invariant par
h). Sinon ∃l tel que π(ν ′)k = µl et donc Tx ∈ h2TlU˜ν′ . Le raisonnement s’applique ensuite a`
TlU˜ν′ . Ainsi, soit le raisonnement s’arreˆte, (si un des pre´fixes rencontre´s ne donne pas un mot
de (µi)i), et x ∈ U˜ , soit a` chaque e´tape la nouvelle lettre comple`te le pre´fixe pour donner un
mot et donc :
∀k > 0, Tx ∈ hkTαk U˜αk , ou` αk ∈ A˜.
A fortiori
∀k > 0, Tx ∈ hk
⋃
α∈A˜
TαU˜α
ce qui implique
Tx ∈
∞⋂
k=0
hk
⋃
α∈A˜
TαU˜α.
Or ce dernier ensemble a un diame`tre nul, et donc ne contient que xh. Ainsi x ∈ T−1xh ce qui
est impossible par hypothe`se. Cela de´montre que U˜ ⊂ T−1U˜ et donc T U˜ ⊂ U˜ .
On va de´montrer maintenant que T−1U˜ ⊂ U˜ :
On remarque que le premier point des hypothe`ses implique imme´diatement que :
∀ν ∈ A, hTν = Tσ(ν)h
et que
∀k > 0, hkTν = Tσk(ν)hk.
Dans ce qui suit, et pour e´viter d’alourdir l’e´criture, on n’e´crira pas la fonction π quand elle sera
utilise´e en indice de l’application T ou quand l’ope´ration effectue´e porte de manie`re e´vidente sur
le pre´fixe sans e´gard pour les indices. Il sera aussi pratique de noter les pre´fixes “tronque´s” de
la manie`re suivante :
ν| = ν1 · · · ν|ν|−1
pour tout pre´fixe ν non vide. La dernie`re lettre de ν qui disparaˆıt apre`s la troncature sera note´e
ν¯ = ν|ν|, donc par de´finition ν = ν|ν¯. On note que cette ope´ration peut eˆtre conside´re´e comme
agissant sur les e´le´ments non vides ν ∈ A. En posant χ(ν|) = χ(ν), alors ψ(ν|) = ν¯.
Soit maintenant x ∈ T−1U˜ , alors ∃i ∈ A˜, Tx ∈ U˜i donc ∃ν0 ∈ ψ−1(i), Tx ∈ Tν0hU˜ν0 . Disons
que Tx = Tk0x alors si ν
0 6= ǫ :
x ∈ T−1k0 Tν0hU˜ν0 = Tν0|hU˜ν0 .
On a k0 = ψ(ν
0|). Ainsi, Tν0|hU˜ν0 ⊂ U˜k0 ⊂ Pk0 . Alors x ∈ U˜ . Maintenant si ν0 = ǫ alors
Tx ∈ hU˜ν0 , le raisonnement peut eˆtre applique´ encore une fois :
Tx ∈ h
⋃
ν∈ψ−1(χ(ν0))
TνhU˜ν
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implique
∃ν1 ∈ ψ−1(χ(ν0)), Tx ∈ hTν1hU˜ν1 = Tσ(ν1)h2U˜ν1
si σ(ν1) 6= ǫ (ce qui arrive si et seulement si ν1 6= ǫ). Ainsi, x ∈ Tσ(ν1)|h2U˜ν1 . On a :
Tσ(ν1)|h2U˜ν1 = Tσ(ν1|)σ(ν¯1)|h
2U˜ν1
= Tσ(ν¯1)|Tσ(ν1|)h
2U˜ν1
= Tν′hTν1|hU˜ν1
ou` ν ′ ∈ A, ν ′ = σ(ν¯1)| = µν¯1 | et χ(ν ′) = ν¯1. Donc si ν1 6= ǫ :
x ∈ Tν′hTν1hU˜ν1 ⊂ U˜ψ(ν′)
et donc x ∈ U˜ . Si par contre ν1 = ǫ alors Tx ∈ h2U˜ν1 et on applique de nouveau le raisonnement.
Ainsi de suite, a` chaque e´tape, soit le pre´fixe νk est vide soit on peut prouver que x ∈ U˜ .
Admettons en effet que νj = ǫ pour j = 1, . . . , k − 1, alors
Tx ∈ hkTνkhU˜νk = Tσk(νk)hk+1U˜νk .
Si on suppose que νk 6= ǫ, on peut montrer que Tσ(νk)| peut se mettre sous une forme familie`re.
On sait qu’en ge´ne´ral, pour tout pre´fixe ν non vide, on a :
Tσ(ν)| = Tσ(ν¯)|Tσ(ν|) (5.6)
Cela implique en particulier :
Tσk(ν)| = Tσk(ν¯)|Tσk(ν|) en appliquant (5.6)
= Tσk−1(µν¯)|Tσk(ν|)
= Tσk−1(µ¯ν¯)|Tσk−1(µν¯ |)Tσk(ν|) en appliquant (5.6) a` Tσk−1(µν¯)|
= T
σk−2(µµ¯
ν¯
)
Tσk−1(µν¯ |)Tσk(ν|)
...
...
En ite´rant le processus on finira par avoir :
∀j = 1, . . . , k + 1, Tσk(ν)| = Tζ1Tσ(ζ2)Tσ2(ζ3) · · ·Tσk(ζk+1).
On peut reformuler l’expression ci-dessus :
Tζ1Tσ(ζ2)Tσ2(ζ3) · · ·Tσk(ζk+1) = Tζ1hTζ2h−1h2Tζ3h−2h3 · · ·h−k+1hkTζk+1h−k
= Tζ1hTζ2hTζ3h · · ·hTζk+1h−k.
On peut facilement de´terminer les indices de la suite (ζ1 · · · ζk+1). Tout d’abord ζk+1 = ν|. On po-
sera donc χ(ζk+1) = χ(ν). Cela de´termine comple`tement ψ(ζk+1) = χ(ζk), donc ζk est de´termine´
et de´termine ζk−1 etc. Le mode de construction assure que la suite (ζ1 · · · ζk+1) conside´re´e dans
Ak+1 est admissible pour L (on voit en effet ci-dessus que ν¯ = ψ(ν|)) donc :
Tx ∈ Tσk(νk)hk+1U˜νk = Tζ1hTζ2hTζ3h · · ·hTζk+1hU˜νk ⊂ U˜ψ(ζ1)
et x ∈ U˜ . Si, par contre, a` chaque e´tape, les pre´fixes νk sont vides, alors ∀k > 0, Tx ∈ hk∪i∈A˜ U˜i
ce qui donne Tx = xh et c’est encore impossible par hypothe`se. On a ainsi par la premie`re par-
tie T U˜ ⊂ U˜ . La deuxie`me partie nous donne T−1U˜ ⊂ U˜ , donc U˜ ⊂ T U˜ . Comme de plus
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T−1U˜ = T−1TU˜ ⊃ U˜ on a aussi T−1U˜ = U˜ . ¤
Remarque : a priori, l’ensemble Γ n’est pas invariant par T .
Si on suppose x ∈ U˜ , alors pour tout ν ∈ L :
x ∈ Tν1hPν1 ∩ Tν1hTν2hPν2 ∩ · · · (5.7)
Chaque point posse`de un de´veloppement unique puisque l’hypothe`se selon laquelle la re´union
(5.1) est disjointe implique que si ν1 6= ν2 alors K1νPν1 ∩K2νPν2 = ∅. Ainsi l’application
κ : U˜ −→ L
x 7−→ ν
est bien de´finie, puisque chaque composante a un diame`tre tendant vers 0, et injective. Si on
note L˜ = κ(U˜) alors κ est une bijection de U˜ dans L˜. On verra plus tard que L˜ ⊂ L strictement,
κ n’est pas surjective sur L.
Dans ce qui suit, on conviendra qu’une lettre ν ∈ A telle que π(ν)ψ(ν) donne un mot de
{µ1, . . . , µm} sera appele´e un “quasi-mot”. Il y a dans L plusieurs types de mots qui retien-
dront notre attention. D’une part, les mots constitue´s uniquement de lettres vides et d’autre
part les mots constitue´s exclusivement de quasi-mots. Ils seront respectivement appele´s mots
“minimaux” et mots “maximaux”, cette terminologie sera justifie´e par la suite. On notera Lmin
(resp. Lmax) l’ensemble des mots minimaux (resp. maximaux). Alors :
Proposition 17
1 ≤ card(Lmin) ≤ m et 1 ≤ card(Lmax) ≤ m.
Preuve
Il y a m quasi-mots et m lettres vides. Supposons que l’on conside`re Lmin les mots de L constitue´s
exclusivement de lettres vides. Ces mots doivent eux aussi ve´rifier la relation χ(ωk) = ψ(ωk+1).
Soit ω ∈ Lmin, alors si ωk = ǫij on sait que ωk−1 = ǫjµj1 . C’est-a`-dire que la donne´e de la lettre
de rang k conditionne la lettre de rang k − 1 et donc toutes les lettres pre´ce´dentes de manie`re
unique. Donc ∀k > 1, le nombre de pre´fixes de longueur k d’un mot de Lmin est au plus m,
le nombre de lettres vides possibles. Cela implique qu’il ne peut y avoir au plus que m mots
dans Lmin. En effet, supposons qu’il y a M mots diffe´rents ω
1, · · · , ωM ∈ Lmin. On note ri,j
l’occurrence de la premie`re diffe´rence entre les mots ωi et ωj et R = maxi,j ri,j . Alors les M
pre´fixes de longueur R des mots ωk sont diffe´rents et si M > m, cela contredit la proposition
pre´ce´dente. Le meˆme raisonnement se transpose aux mots maximaux, puisque la connaissance
de la caracte´ristique d’un quasi-mot nous permet la` aussi de le de´terminer comple`tement. Ainsi,
il y a au plus m mots maximaux et m mots minimaux.
Pour montrer qu’il en existe toujours, on va expliciter les matrices de transition des mots des
sous-ensembles Lmin ⊂ L et Lmax ⊂ L. Comme il n’y a qu’une seule lettre vide et qu’un seul
quasi-mot pour une caracte´ristique donne´e, on omettra d’e´crire les lettres elles-meˆmes et on
raisonnera sur des suites de caracte´ristiques de A˜. Pour les mots de Lmin, on ne peut avoir que
les transitions de la forme µi1 → i alors que pour ceux de Lmax les transitions possibles sont
µi|µi| → i. Ainsi les matrices de transition (aij) et (bij) de Lmin et Lmax respectivement sont
de´finies par :
∀i ∈ A˜, aµi1i = 1 et bµi|µi|i = 1
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et ze´ro partout ailleurs. Ces matrices contiennent un et un seul 1 par colonne et des ze´ros sinon,
on va appeler de telles matrices des 01-matrices. On a alors le petit lemme suivant :
Lemme 14 Toute puissance d’une 01-matrice est une 01-matrice. En particulier, ce sont des
matrices pe´riodiques et non nilpotentes.
Preuve :
Soit (aij) et (bij) deux 01-matrices, alors :
(a.b)ij =
∑
k
aikbkj
ce qui donne
∃k0 tel que (a.b)ij = aik0
puisqu’on parcourt dans la somme la colonne j de b qui ne contient qu’un seul 1. De plus si on
fait la somme d’une colonne du produit :∑
i
(a.b)ij =
∑
i
aik0 = 1
puisque c’est aussi la somme de la colonne k0 de a. Donc le produit de deux 01-matrices est
une 01-matrice, ce qui implique que toute puissance d’une 01-matrice est une 01-matrice. En
particulier ses entre´es ne sont jamais toutes nulles et donc elle n’est pas nilpotente. De plus,
comme il n’y a qu’un nombre fini d’arrangements possibles des 1 dans la matrice, ∃n, p tels que
an = ap et donc les puissances de la matrice deviennent pe´riodiques. ¤
Ici, a et b sont des matrices de transition. Le fait que toutes leurs puissances ak, bk soient des
01-matrices indique qu’il existe toujours m chemins de chaque longueur k admissibles par chaque
graphe. En conside´rant en particulier le graphe correspondant a` a, si on choisit pour chaque k
un de ses chemins, on obtient une suite de point de A˜⋆ qui a par compacite´ au moins un point
d’accumulation dans A˜N. Or ce mot est dans L puisque tous ses pre´fixes sont admissibles par le
graphe. Comme il n’est constitue´ que de lettres vides, il est dans Lmin. Le meˆme raisonnement
s’applique pour Lmax. Ainsi Lmin et Lmax ne sont pas vides. ¤
On de´finira aussi un autre ensemble qui sera important dans ce qui suit :
Tmax = {ω ∈ L tels que ω = ω1ω2, ω2 ∈ Lmax et ω1 est un mot fini ou vide.}
Ce sont les mots de L qui ont des “queues” de mots maximaux.
On introduira la fonction ϕ de L dans U telle que
{ϕ(ν1ν2 · · ·)} = Tν1hP¯ν1 ∩ Tν1hTν2hP¯ν2 ∩ · · ·
Cette application est certainement surjective par construction de U mais elle n’est pas bijective.
En effet, par exemple, tous les mots de Lmin ont pour image xh.
Sur L˜, la fonction ϕ co¨ıncide avec κ−1. Donc, si ϕ n’est pas injective, ϕ(ω) /∈ U˜ et donc ϕ(ω) ∈ Γ.
Pre´cise´ment :
Lemme 15 Soient α, β ∈ L tels que α 6= β et ϕ(α) = ϕ(β). Alors ϕ(α) ∈ Γ.
Preuve
Soient deux tels mots α, β et k0 le rang d’occurrence de leur premie`re diffe´rence :
k0 = min{k ∈ N, αk 6= βk}.
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Si ϕ(α) = ϕ(β) alors {ϕ(α)} ∩ {ϕ(β)} 6= ∅ et en particulier :
Kα|k0 P¯αk0 ∩Kβ|k0 P¯βk0 6= ∅.
Or la re´union a0k est disjointe. Donc, si cette dernie`re intersection est non vide, elle doit se
trouver sur les frontie`res de ces ensembles :
{ϕ(α)} ∩ {ϕ(β)} ⊂ Kα|k0∂Pαk0 ∩Kβ|k0∂Pβk0 ⊂ γ.
Et par la proposition 16 :
ϕ(α) ⊂ γ ∩ U ⊂ Γ.
¤
Cela prouve en particulier qu’un seul point de Lmin au plus peut eˆtre dans L˜ et qu’en ge´ne´ral
L˜ ⊂ L strictement.
Si on suppose L muni de la topologie usuelle, il est facile de voir que ϕ est continue. En effet,
d(ω1, ω2) → 0 nous donne qu’il existe un pre´fixe commun ζ aussi grand que l’on veut aux mots
ω1 et ω2. Donc, par de´finition, ϕ(ω1) et ϕ(ω2) sont tous les deux dans KζP¯ζ donc :
d(ϕ(ω1, ω2)) < δ(KζP¯ζ) −→ 0.
L’ensemble L est donc bien ferme´ dans AN et L˜ ne l’est pas.
On peut savoir quels sont les mots associe´s a` l’ensemble Lmax :
Proposition 18 Les points de Lmax ne sont pas dans L˜.
Preuve
On va montrer que si ω ∈ Lmax et qu’on suppose ϕ(ω) dans U˜ , l’image du point ϕ(ω) par la
dynamique doit eˆtre le point fixe de la contraction.
En effet, soit µ un quasi-mot. Alors, si x ∈ U˜ :
x ∈ TµhPµ ⇒ ∃j ∈ A˜ tel que Tx ∈ TTµhPµ = hTjPj .
De meˆme si, µ1 et µ2 sont deux quasi-mots, alors x ∈ Tµ1hTµ2hPµ2 implique :
∃j, k ∈ A˜ tel que Tx ∈ TTµ1hTµ2hPµ = hTjTµ2hPµ2 = h2TkPk.
Ainsi, de proche en proche, pour tout k, si x est dans une intersection ou` l’on n’a que des
quasi-mots, on peut montrer que si
∃i ∈ A˜ tel que Tx ∈ hkTiPi
alors
∀k ≥ 0, Tx ∈ hk
⋃
i=1,...,m
TiPi.
Et donc Tx est xh, ce qui est impossible puisque l’orbite de xh n’est pas dans U˜ . Ainsi, par
hypothe`se, on sait que L˜ ∩ Lmax = ∅. ¤
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5.2.1 Codage “ge´ome´trique”
On peut e´tudier la dynamique en conside´rant les codes “ge´ome´triques” de chaque point de
U . Soit x ∈ U˜ . Par construction, x sera dans une intersection du type de (5.7) et sera associe´ a`
une suite (ν1ν2 · · ·) ∈ L˜. On va maintenant e´tudier les effets de T sur ce point et en de´duire une
manie`re symbolique de l’exprimer.
– Si ν1 n’est pas un quasi-mot :
x ∈ Tν1hPα1 .
De tout ce que l’on sait sur le codage dans L˜, on peut de´duire que Tx = Tψ(ν1)x. Comme
ν1 n’est pas un quasi-mot, on peut le comple´ter et donc :
Tx ∈ Tν1ψ(ν1)hTν2h · · ·
– Si ν1 est un quasi-mot et pas ν2, le meˆme raisonnement que plus haut va s’appliquer mais
cette fois-ci, ν1ψ(ν1) sera un mot entier et comme χ(ν1ψ(ν1)) = χ(ν1), ν1ψ(ν1) = µ
χ(ν1).
Donc :
Tx ∈ TTν1hTν2h · · · = Tν1ψ(ν1)hTν2h · · ·
= Tµχ(ν1)hTν2h · · ·
= hTχ(ν1)h
−1hTν2 · · ·
= hTν2ψ(ν2)h · · ·
on sait que ψ(ν2) = χ(ν1). Donc on peut dire que ν1 devient une lettre vide. On sait par
construction que χ(ν1) = ψ(ν2ψ(ν2)), ce qui conditionne par hypothe`se l’indice ψ(ν1) =
µ
χ(ν1)
1 .
Ainsi, au niveau purement symbolique, l’application de T revient a` faire l’ope´ration suivante sur
un mot (ν1ν2 · · ·) ∈ L˜ :
(ν1ν2ν3ν4 · · ·) −→ (ν++1 ν2ν3ν4 · · ·) si ν1 n’est pas un quasi-mot
−→ (ǫψ(ν++2 )ν++2 ν3ν4 · · ·) si ν1 est un quasi-mot et pas ν2
−→ (ǫµ
ψ(ν++3 )
1 ǫψ(ν
++
3 )ν++3 ν4 · · ·) si ν1 et ν2 sont des quasi-mots et pas ν3
...
...
...
...
ou` l’on notera l’ope´ration “d’incre´mentation ” :
ν++i =
{
νiψ(νi) si νi n’est pas un quasi-mot
ψ(νi) = µ
α
1 si νi = ǫ
α.
Cette ope´ration symbolique sera note´e TL par la suite. Puisqu’on ne fait que comple´ter des
pre´fixes, l’indice du pre´fixe incre´mente´ sera χ(ν++i ) = χ(νi). Cet indice-ci e´tant connu, il n’existe
qu’une seule lettre possible ψ(ν++i ) pour comple´ter ν
++
i . L’ope´ration TL se termine si ω n’est
pas dans Lmax. On sait que, dans ce cas, le point x correspondant a` ce code est tel que Tx = xh.
Donc, meˆme si l’action de TL n’est pas de´finie sur les mots maximaux, la cohe´rence voudrait
que l’image d’un mot maximal soit un mot minimal. Mais a priori les cardinaux de Lmax et Lmin
sont diffe´rents : ♯Lmax 6= ♯Lmin. On sait qu’aucun de ces deux ensembles n’est vide. On peut
donc choisir ωmin ∈ Lmin et poser :
∀ω ∈ Lmax, TLω = ωmin
pour de´finir TL sur tout L. On remarque que l’ensemble L et sa dynamique TL, bien que
construits en prenant pour mode`le la dynamique de T sur U˜ peuvent in fine se de´finir inde´pendam-
ment de ces derniers et existent toujours. On conduira dans ce qui suit une e´tude abstraite de
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ces syste`mes symboliques.
On va e´galement faire sur σ une hypothe`se plus forte :
∀i = 1, . . . ,m, chaque mot µi contient toutes les lettres de A˜. (5.8)
Cette hypothe`se n’est pas aussi contraignante qu’elle en a l’air. En effet, meˆme si σ ne la remplit
pas, comme elle est suppose´e primitive, l’hypothe`se sera remplie par l’une de ses puissances. On
a le lemme suivant :
Lemme 16 Il existe une puissance k de T pour laquelle, en posant ν i = σk(i) :
– Tνi = h
kTih
−k.
– Pi ⊂ Ai et hkPi ⊂ Pνi1.
– Tνi1···νij−1h
kPi ⊂ Pνij , ∀j ∈ {0, . . . , |ν
i| − 1}.
Preuve
Les hypothe`ses peuvent eˆtre conside´re´es comme l’initialisation d’une re´currence dont le re´sultat
serait le lemme. Le premier point n’est autre que le lemme 13. Le deuxie`me point est clair
puisque νi1 = (σ
k(i))1. Pour le troisie`me point, on va prouver le re´sultat a` l’ordre k + 1, en
supposant le re´sultat a` l’ordre k ci-dessus vrai.
On posera ωi = σ(νi). Alors, si j < |ωi|, on peut e´crire (Pref(µ) de´signant l’ensemble des pre´fixes
du mot µ) :
ωi1 · · ·ωij−1 = σ(νi1)σ(νi1) · · ·σ(νil )ζ, ζ ∈ Pref(σ(ν il+1))
alors :
Tωi1···ωij−1h
k+1Pi = TζTσ(νil )
· · ·Tσ(νi1)h
k+1Pi = TζhTνi1···νilh
kPi ⊂ TζhPνil+1
par hypothe`se de re´currence. De plus ζ = µ
νil+1
1 · · ·µ
νil+1
r et donc :
ζ = µ
νil+1
1 · · ·µ
νil+1
r ⇒ TζhPνil+1 ⊂ Pµνil+1r+1
.
La lettre µ
νil+1
r+1 comple`te le pre´fixe ζ de σ(ν
i
l+1). C’est donc bien la seule lettre possible pour ωj .
Cela termine la re´currence. ¤
Ce lemme peut donc sans restreindre la ge´ne´ralite´ eˆtre conside´re´ comme un autre ensemble
d’hypothe`ses de base. Si σ est primitive, il n’est pas plus contraignant de conside´rer que chaque
mot µi contient toutes les lettres de A˜.
Revenons maintenanta` l’e´tude de l’action de la dynamique sur les codes de L. On remarque
que T agit d’une manie`re tre`s similaire a` un odome`tre. Les odome`tres les plus communs sont
minimaux. De meˆme, ici :
Proposition 19 La dynamique de TL est minimale sur L.
Preuve
L’action re´cursive de TL se fait comme suit sur un mot (ν
1ν2 · · ·) ∈ L :
(ν1ν2 · · ·) → (ν++1 ν2 · · ·) → · · · → (ǫψ(ν
++
2 )ν++2 · · ·) → (ψ(ν++2 )ν++2 · · ·) → · · ·
→ (ǫψ((ν++2 )++)(ν++2 )++ · · ·) → · · · → (ψ((ν++2 )++)(ν++2 )++ · · ·) → · · ·
L’incre´mentation va s’appliquer sur toutes les lettres du mot qui deviendront donc toutes toˆt ou
tard des quasi-mots. Donc ∀i ∈ N,∃N tel que la lettre (TNL ω)i soit un ǫj , ou` j = ψ((TNL ω)i+1).
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Alors en appliquant re´cursivement TL a` T
N
L ω, la lettre (T
N
L ω)i va devenir toutes les lettres ν
de caracte´ristique χ(ν) = j. Or j va prendre successivement toutes les valeurs correspondant
aux lettres de A˜ composant le pre´fixe (ωi+1)++ et successivement tous ses incre´mente´s. Sous
l’hypothe`se (5.8), j va force´ment devenir toutes les caracte´ristiques possibles. On note que,
quand une lettre au rang i change, la lettre au rang i − 1 est obligatoirement une lettre vide.
On peut re´sumer ceci dans un lemme :
Lemme 17 Pour tout ω ∈ L,α ∈ A, et i > 1, on a :
∃N iα tel que (TN
i
α
L ω)i = α et (T
N iα
L ω)i−1 = ǫ
ψ(α).
On peut e´tendre ce re´sultat par re´currence :
Lemme 18 Pour tout p > 0, i > 1 et pour tout α ∈ Ap ∩ L, on a :
∃N iα tel que TN
i
α
L ω = (· · · ǫψ(α1)α1 · · ·αp · · ·),
la lettre α1 e´tant au rang i.
Preuve
Le lemme 17 e´tant l’initialisation de la re´currence, on conside`re le lemme 18 vrai a` l’ordre p. Si
on conside`re alors α ∈ Ap+1 ∩ L, ∃N tel que :
T
N iα
L ω = (· · · ǫψ(α2)α2 · · ·αp+1 · · ·).
La lettre α2 e´tant au rang i+ 1, il existe un K ∈ N tel que :
T
N iα+K
L ω = (· · · ǫψ(ψ(α2))ψ(α2)α2 · · ·αp+1 · · ·).
Puis successivement, au rang i, la lettre va devenir toutes les lettres telles que χ((TML ω)i) =
ψ(α2), c’est-a`-dire toutes les lettres permises par le langage L. Donc, force´ment, a` un certain
ordre M , on aura
TML ω = (· · · ǫψ(α1)α1α2 · · ·αp+1 · · ·)
ce qui conclut la re´currence. ¤
En particulier, on a, pour tout ω ∈ L, et α ∈ Ap ∩ L :
∃N tel que TNL ω = (ǫψ(α1)α1 · · ·αp · · ·).
Si on choisit une lettre β ∈ A telle que χ(β) = ψ(α1), alors
∃k ∈ N tel que T kLTNL ω = (βα1 · · ·αp · · ·).
Ainsi, en de´finitive, pour tout mot ω ∈ L et pour tout sous-mot fini α de L∩A⋆, il existe un N
tel que TNL (ω) commence par α, donc tel que :
d(TNL ω, α) <
1
2|α|
.
Donc, tous les mots de L ont une orbite dense dans L. Le syste`me (TL, L) est minimal. ¤
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On peut en dire plus sur la dynamique de TL sur L en remarquant que le langage L peut
eˆtre de´crit par un diagramme de Bratteli. Il faut de´finir les familles d’ensembles suivantes :
∀j > 0, V0 = {ǫ}, E1 = {ǫ} × A et Vj = A,
∀j > 1, Ej = {(v1, v2) ∈ A2, tels que χ(v1) = ψ(v2)}
qui sont respectivement les ensembles de sommets et d’areˆtes, et les fonctions suivantes :
r : Ej −→ Vj et s : Ej −→ Vj−1
(v1, v2) 7−→ v2 (v1, v2) 7−→ v1.
Le couple
B = (V,E) =

 ∞⋃
j=0
Vj ,
∞⋃
j=1
Ej


de´finit un diagramme de Bratteli stationnaire, puisqu’il se re´pe`te au-dela` du premier niveau.
On peut munir B d’un ordre partiel. Deux areˆtes e, e˜ ∈ E sont comparables si et seulement si
r(e) = r(e˜) et on peut remarquer que :
e = (v1, v2) et e˜ = (v˜1, v2) donc χ(v1) = ψ(v2) = χ(v˜1).
On dira donc que deux areˆtes sont comparables si χ(s(e)) = χ(s(e˜)). On va de´finir un ordre sur
les areˆtes comparables par :
e ≥ e˜ si et seulement si |s(e)| ≥ |s(e˜)|.
On conviendra que les lettres ǫi, suppose´es de longueur 0 sont plus petites que toute autre lettre
de meˆme caracte´ristique. On notera
XB = {(e1, e2, . . .), ej ∈ Ej , r(ej) = s(ej+1)}
l’ensemble des chemins infinis admissibles par le diagramme. On peut ve´rifier que
L = {(r(e1)r(e2) · · ·), (e1, e2, . . .) ∈ XB}.
Par abus de notation, on e´crira
L = r(XB).
Il est facile de voir que r est bijective et meˆme que c’est un home´omorphisme. L’ordre sur les
areˆtes induit un ordre lexicographique sur les chemins finis :
(ek+1, ek+2, . . . , el) ≥ (fk+1, fk+2, . . . , fl)
si et seulement si :
pour un k + 1 ≤ i ≤ l, ej = fj pour i < j ≤ l et ei ≥ fi.
On notera Xmin et Xmax les chemins minimaux et maximaux respectivement. Pre´cise´ment, si
x = (e1, e2, · · ·) ∈ XB, alors, si ∀j, ej est minimal x ∈ Xmin et si ∀j, ej est maximal, x ∈ Xmax.
Ces notations justifient la terminologie “mots maximaux” et “mots minimaux” employe´e plus
haut, on a Lmin = r(X
min) et Lmax = r(X
max). Donc, il y a au plus m chemins minimaux et
maximaux puisque eˆtre chemin minimal ou maximal signifie que r(xmaxi ) = (r(e1), r(e2), · · ·) ne
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contient que des lettres vides ou des quasi-mots respectivement.
Sur XB on de´finit une application VB, dite application de Bratteli-Vershik. Soit x = (e1, e2 · · ·) /∈
Xmax et k le plus petit nombre tel que ek ne soit pas une areˆte maximale. Si fk est le successeur
de ek alors
VB(x) = (f1, f2, . . . , fk−1, fk, ek+1, ek+2, . . .)
ou` (f1, f2, . . . , fk−1) est le chemin partiel minimal parmi tous les chemins admissibles de longueur
k − 1 tels que r(fk−1) = s(fk). La de´finition de VB sur Xmax pose le meˆme proble`me que celle
de TL sur Lmax. Pour rester cohe´rent, on choisira xmin = r(ωmin) et on posera :
∀xmax ∈ Xmax, VB(xmax) = xmin.
Les chemins de Xmax et Xmin sont ordonne´s de la meˆme manie`re selon les caracte´ristiques
croissantes de la source de leur premie`re areˆte. Ici, une areˆte non maximale e est telle que sa
source s(e) n’est pas un quasi-mot et son successeur est le pre´fixe de meˆme caracte´ristique et de
longueur |s(e)|+1, qui ne peut donc eˆtre que s(e)ψ(s(e)) = s(e)++. Les chemins finis minimaux
sont obligatoirement constitue´s d’areˆtes ayant des sources (et donc des destinations) e´gales a`
des lettres minimales. Comme on doit avoir r(fk−1) = s(fk), alors χ(s(fk−1)) = ψ(r(fk−1)) =
ψ(s(fk)), donc s(fk−1) = ǫψ(s(fk)) = ǫψ(s(ek)++). Ainsi, si on prend ω = (ν1, ν2, . . .) ∈ L, alors
x = ((ν1, ν2), (ν2, ν3), (ν3, ν4), . . .) ∈ XB. Si (νk, νk+1) est la premie`re areˆte non maximale :
VB(x) = ((ǫψ((νk)++), ǫψ((νk)++)), . . . , (ǫψ((νk)++), (νk)
++), ((νk)
++, νk+1), (νk+1, νk+2), . . .)
On remarque donc que :
r(VB(x)) = (ǫψ((νk)++), . . . , (ǫψ((νk)++), (νk)
++, νk+1, . . .) = TLω.
De meˆme, si on prend ω ne contenant que des quasi-mots, alors le chemin x construit de la meˆme
fac¸on que pre´ce´demment sera maximal (puisque ses sources sont toutes des lettres maximales) :
r(VB(x)) = r(xmini ) = (ǫi, . . .) = TLω
ou` i = χ(ν1) est la caracte´ristique de la source de la premie`re areˆte de x. On a donc la conju-
gaison :
∀x ∈ XB, r ◦ VB(x) = TL ◦ r(x).
Le diagramme que l’on de´crit est stationnaire. Si, en plus, il est simple, alors VB est uniquement
ergodique sur XB (cf. [16]). Or, on a suppose´ (5.8) vraie. Si on choisit deux sommets quelconques
v1 ∈ Vk et v3 ∈ Vk+2, alors, dans Vk+1, il existe forcement au moins un sommet v2 tel que χ(v1) =
ψ(v2) pour chaque valeur possible de χ(v2). Il suffit donc de choisir v2 tel que χ(v2) = ψ(v3)
pour avoir un chemin entre v1 et v3. Cela prouve qu’en te´lescopant le diagramme du niveau
k sur le niveau k + 2 on obtient un diagramme ou` tous les sommets sont connecte´s a` tous les
sommets du niveau suivant. Le diagramme est donc simple, et les re´sultats de [16] s’appliquent.
Les diagrammes suivants commutent :
XB −→VB XB
r ↓ r ↓
L −→TL L
L˜ −→TL L˜
ϕ ↓ ϕ ↓
U˜ −→T U˜
L’ensemble L est un Cantor sur lequel on a une dynamique minimale et uniquement ergodique.
On notera µ l’unique mesure TL-invariante. Le sous-ensemble L˜ ⊂ L est invariant et en bijection
continue avec U˜ .
Jusqu’ici, on n’a pas de´montre´ que L˜ est non-vide, on l’a juste suppose´. Cependant, toujours
dans cette hypothe`se, on peut de´ja` montrer que L˜ serait significatif du point de vue topologique.
On a :
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Lemme 19 L˜ est dense dans L.
Preuve :
Supposons que
∃α ∈ Lk \ L˜k,
alors certainement :
(α) ∩ L˜ = ∅.
On sait que
ϕ((α) ∩ L˜) ⊂ ϕ((α)) ∩ ϕ(L˜).
Comme ϕ est bijective sur L˜, l’inclusion est une e´galite´. En effet, si on prend x ∈ ϕ((α))∩ϕ(L˜),
alors x ∈ ϕ(L˜) = U˜ et donc ∃!ν ∈ L˜ tel que ϕ(ν) = x (s’il existait deux pre´images a` x, il serait
dans Γ par le lemme 15). Comme x est aussi dans ϕ((α)), alors il existe au moins une pre´image
de x dans (α). Or, si cette pre´image e´tait diffe´rente de ν, x serait dans Γ encore par application
du lemme 15. Donc ν ∈ L˜ ∩ (α) et ϕ(ν) = x donc x ∈ ϕ(L˜ ∩ (α)) et finalement :
ϕ((α) ∩ L˜) = ϕ((α)) ∩ ϕ(L˜) = ∅.
Comme ϕ((α)) = KαP¯αk , on aurait KαP¯αk ∩ U˜ = ∅. C’est impossible car
KαP¯αk ∩ U˜ = KαP¯αk ∩
⋂
k∈N
⋃
ν∈Lk
KνPνk ⊃ KαPαk .
Ainsi tout ouvert de L intersecte L˜, ce qui comple`te la preuve. ¤
On peut prouver que cet ensemble est aussi significatif d’un point de vue me´trique. En fait,
pour cela, il faut construire une mesure pour laquelle cet ensemble a mesure pleine. Cette me-
sure doit aussi avoir une signification dynamique et on vient de voir que la seule possible est
µ. Cependant, il est difficile de prouver directement que µ(L˜) = 1. Dans la section qui suit, on
va mener une e´tude ge´ome´trique de U en paralle`le avec une e´tude symbolique de L. Elles nous
permettront de mettre en relation l’aspect ge´ome´trique de U incarne´ par sa mesure de Haus-
dorff avec l’aspect dynamique incarne´ par la mesure invariante µ. Comme on maˆıtrise mieux la
structure de U˜ que celle de L˜, on va montrer que U˜ est de mesure pleine, ce qui entraˆınera que
L˜ aussi.
5.2.2 Mesure et Dimension de Hausdorff
On peut conside´rer la mesure ϕµ, image de µ par ϕ de´finie comme :
ϕµ(A) = µ(ϕ−1(A)).
Pour avoir une ide´e de ce qu’elle repre´sente, on va expliciter µ graˆce a` la proposition suivante.
Proposition 20 L’unique mesure TL-invariante sur L s’exprime comme suit sur les cylindres :
µ((ν1 · · · νk)) =
♯L
χ(νk)
k+1
♯Lk+1♯L
χ(νk)
k
ou`
Lik = {ν ∈ Lk, tel que χ(νk) = i}.
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Preuve
Dans ce qui suit, Q de´notera l’ensemble des quasi-mots. Si on prend ν1 · · · νk /∈ Qk, alors le
cylindre associe´ (ν1 · · · νk) est applique´ par TL sur un autre cylindre qui aura donc meˆme me-
sure. De nombreux cylindres auront ainsi les meˆmes mesures. On a vu que Lmin ∩ Lk contient
exactement m mots finis. Chaque mot (ǫ1 · · · ǫk) sera tel que χ(ǫk) sera diffe´rent des autres mots.
On e´tendra la notation de Lik a` l’ensemble de ses cylindres :
(Lik) = {(ν), ν ∈ Lk tel que χ(νk) = i}.
Lik repre´sente l’ensemble de tous les mots que l’on peut obtenir a` partir d’un mot de Lmin ∩ Lik
par ite´ration de TL. La famille {(Lik)}i=1,...,m forme, pour tout k, une partition disjointe de L.
Ainsi, on e´crira :
λik = µ((L
i
k)), avec
m∑
i=1
λik = 1.
De plus, tous les cylindres dans (Lik) ont la meˆme mesure. Ainsi :
si ν1 · · · νk ∈ Lik, alors µ((ν1 · · · νk)) =
λik
♯Lik
ou` i = χ(νk).
On va maintenant de´terminer pre´cise´ment λik. On remarque tout d’abord que :
♯Lk+1 =
m∑
i=1
♯ψ−1(i)♯Lik. (5.9)
On a ∀ν1 · · · νk ∈ Lk :
(ν1 · · · νk) =
⋃
α∈ψ−1(χ(νk))
(ν1 · · · νkα)
et comme µ est une mesure :
∑
α∈ψ−1(χ(νk))
λ
χ(α)
k+1
♯L
χ(α)
k+1
=
λ
χ(νk)
k
♯L
χ(νk)
k
.
Cette dernie`re relation ne de´pend plus que de k et de χ(νk) que l’on notera i, en vue d’alle´ger
un peu les formules. Il vient donc :
♯Lik
∑
α∈ψ−1(χ(νk))
λ
χ(α)
k+1
♯L
χ(α)
k+1
= λik
et donc :
m∑
i=1
♯Lik
∑
α∈ψ−1(χ(νk))
λ
χ(α)
k+1
♯L
χ(α)
k+1
= 1
et la relation (5.9) nous indique que :
∑
α∈ψ−1(χ(νk))
λ
χ(α)
k+1
♯L
χ(α)
k+1
=
♯ψ−1(i)
♯Lk+1
.
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Si on pose :
λ
χ(α)
k+1 =
♯L
χ(α)
k+1
♯Lk+1
on a bien : ∑
α∈ψ−1(χ(νk))
λ
χ(α)
k+1
♯L
χ(α)
k+1
=
∑
α∈ψ−1(χ(νk))
1
♯Lk+1
=
♯ψ−1(i)
♯Lk+1
.
On a donc une expression explicite de la mesure des cylindres :
µ((ν1 · · · νk)) =
♯L
χ(νk)
k+1
♯Lk+1♯L
χ(νk)
k
.
On voit bien que si ν1 · · · νk /∈ Qk ∩ Lk, l’action de TL ne change ni la longueur du mot ni la
caracte´ristique de sa dernie`re lettre. Ainsi, sur ces cylindres, la mesure est invariante. Si, en
revanche, ν1 · · · νk ∈ Qk, alors le cylindre peut toujours se de´composer :
(ν1 · · · νk) =
⋃
α∈Q, χ(νk)=ψ(α)
(ν1 · · · νkα) ∪
⋃
α/∈Q, χ(νk)=ψ(α)
(ν1 · · · νkα).
En ite´rant le processus, on obtient finalement :
(ν1 · · · νk) =
∞⋃
k=1
k⋃
l=0
⋃
p/∈Q
⋃
q∈Q
(ν1 · · · νkplqk−l) ∪
⋃
q∈Lmax
{ν1 · · · νkq}.
Le cardinal de Lmax est fini : la mesure de la dernie`re re´union est nulle. On a :
µ(TL(ν1 · · · νk)) =
∑∞
k=1
∑k
l=0
∑
p/∈Q
∑
q∈Q µ(TL(ν1 · · · νkplqk−l))
=
∑∞
k=1
∑k
l=0
∑
p/∈Q
∑
q∈Q µ((ν1 · · · νkplqk−l))
= µ(ν1 · · · νk).
Cette mesure est invariante sur les cylindres ; elle est donc TL-invariante et c’est la mesure er-
godique du syste`me. ¤
Le cardinal de Lk peut eˆtre estime´ facilement. En effet, la condition d’admissibilite´ des mots
dans L est Markovienne. Si on voit les mots de L comme des chemins dans le diagramme XB,
alors il faut conside´rer la matrice d’incidence M du diagramme (il n’y en a qu’une, ve que le
diagramme est stationnaire). Comme une fle`che va de α a` β si et seulement si β ∈ ψ−1(α), ses
entre´es sont de´finies comme suit (par commodite´, on les indexe sur A2 ) :
Mαβ = 1ψ−1(α)(β), ou` α, β ∈ A.
C’est une matrice carre´e. On a alors le lemme suivant :
Lemme 20 Il existe deux constantes positives C˜, C telles que
C˜Λk ≤ ♯Lk ≤ CΛk,
ou` Λ est la valeur propre dominante de M . En particulier, le cardinal de Lk est de l’ordre de
Λk :
♯Lk = O(Λ
k).
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Preuve
On sait que Mkαβ donne le nombre de chemins de longueur k de la lettre α a` la lettre β. Donc
♯Lk =
∑
α,β∈A
Mkαβ .
M est une matrice primitive car le diagramme est simple ; elle posse`de donc bien une valeur
propre dominante que l’on notera Λ. Ainsi :
♯Lk = C˜Λ
k +E(k) ou` lim
k→∞
E(k)
Λk
= 0
avec C˜ =
∑
i,j Bi1B
−1
1j , B e´tant la matrice de passage dans la base propre de M :
M = BDB−1 ou` D =


λ 0 0 0
0 J1
0
. . .
0 Jq


Ji e´tant les blocs de Jordan de la matrice. En particulier il est clair que :
♯Lk = O(Λ
k).
Comme on a limk→∞
E(k)
Λk
= 0, alors il existe force´ment un certain rang au dela` duquel E(k) ≤
Λk. Ainsi
C˜Λk ≤ ♯Lk = C˜Λk +E(k) ≤ CΛk.
¤
La matrice M peut en ge´ne´ral eˆtre tre`s grande. Comme on aura besoin de ses valeurs propres,
leur calcul pourrait s’ave´rer fastidieux. Le re´sultat suivant nous facilitera la taˆche :
Proposition 21 La valeur propre dominante de M est aussi celle de la matrice d’incidence de
la substitution σ.
Preuve
La matrice M est en fait la matrice du diagramme de Bratteli stationnaire B. On a vu qu’une
substitution peut eˆtre lue sur un tel diagramme. On appellera γ la substitution lue sur B. C’est
le morphisme suivant :
γ : A −→ A⋆
νi 7−→ ∏ω∈ψ−1(i) ω,
le pre´fixe νi e´tant de caracte´ristique i et les pre´fixes ω ∈ ψ−1(i) e´tant ordonne´s par ca-
racte´ristiques puis par longueurs croissantes. Comme B est simple, γ est primitive. Le rythme
de croissance de la longueur du mot |γk(ν)| pour tout ν est donne´ par Λk. On remarque cepen-
dant que γ associe la meˆme image a` tous les pre´fixes de meˆme caracte´ristique. Ainsi, on n’a pas
besoin de diffe´rencier deux tels pre´fixes pour connaˆıtre la longueur |γk(ν)|. Il suffit de conside´rer
la substitution “re´duite” suivante, qui est simplement la projection de γ par l’application χ :
γ˜ : A˜ −→ A˜⋆
i 7−→ ∏k∈A˜ k|ψ−1(i)∩χ−1(k)|,
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les termes du produit e´tant la` aussi ordonne´s selon leurs caracte´ristiques et longueurs croissantes.
Si γ est primitive alors γ˜ aussi et on a :
|γk(ν)| = |γ˜k(i)|, si ν est de caracte´ristique i.
Si on conside`re maintenant la matrice d’incidence M˜ de γ˜, alors, pour chaque i, j ∈ A˜ :
M˜ij = ♯(ψ
−1(i) ∩ χ−1(j)).
C’est-a`-dire que c’est le nombre de pre´fixes de µj comple´te´s par la lettre i, ou, encore plus
simplement, le nombre de “i” dans µj , ce qui constitue les entre´es de la matrice d’incidence de
la substitution σ. Donc, si on appelle Mσ cette dernie`re, M˜ est simplement sa transpose´e :
M˜ = tMσ
les valeurs propres de ces deux matrices sont ainsi les meˆmes. ¤
Proposition 22
dimH(U) = − log Λ
log λ
.
De plus, U est un s-ensemble.
Preuve
Soit E ⊂ U de diame`tre δ. Soit ∆ la moitie´ du plus grand diame`tre des ensembles Pi et R
le rayon d’une boule contenue dans tous les Pi (qui existe car ils sont d’inte´rieur non vide).
Pre´cise´ment :
∆ = max
i=1,...,m
diam(Pi)/2
et R > 0 est tel que :
∀i = 1, . . . ,m, ∃x ∈ Pi tel que B(x,R) ⊂ Pi.
On choisit maintenant k0 tel que :
∆λk0+1 < δ < ∆λk0 .
Alors tous les ensembles de la famille {KνP¯νk0}ν∈Lk0 sont inclus dans une boule de rayon ∆λk0
et contient une boule de rayon Rλk0 . Ainsi, chacun est inclus dans une boule de rayon δ/λ et
contient une boule de rayon Rδ/∆. Alors le lemme 3 nous indique que si on pose :
a1 = 2
R
∆
et a2 =
2
λ
l’ensemble E ne peut contenir qu’au plus ((1+2a2)/a1)
n ensembles de la famille {KνP¯νk0}ν∈Lk0 .
Les pre´images par ϕ de ces derniers ensembles sont les cylindres (ν) ou` ν ∈ Lk0 . Alors tout
recouvrement de ϕ−1(E) par des cylindres de longueur k0 ne contient qu’au plus ce nombre
d’ensembles :
ϕµ(E) ≤
(
1 + 2a2
a1
)n 1
♯Lk0
qui donne par le lemme 20 :
ϕµ(E) ≤
(
1 + 2a2
a1
)n 1
C˜Λk0
.
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Or comme δ < ∆λk0 on a
k0 >
log δ/∆
log λ
donc (on pose K = ((1 + 2a2)/a1)
n/C˜) :
ϕµ(E) ≤ KΛ−
log δ/∆
log λ ≤ Ke−
log δ/∆
log λ
log Λ
qui donne :
ϕµ(E) ≤ K
(
elog δ/∆
)− log Λ
log λ
finalement :
ϕµ(E) ≤ K
∆
δ
− log Λ
log λ .
Le lemme 2 nous indique que si on note :
s = − log Λ
log λ
on a
dimH(U) ≥ s
et qu’en particulier :
Ms(U) ≥ ∆
K
.
On va montrer maintenant que cette borne infe´rieure est en fait la dimension de Hausdorff. Pour
tout k, la famille {KνP¯νk}ν∈Lk est un ∆λk-recouvrement de U . Donc, ∀ǫ > 0, on peut trouver
un k suffisamment grand pour que :
Msǫ(U) ≤
∑
ν∈Lk
diam(KνP¯νk)
s
c’est-a`-dire par le lemme 20 :
Msǫ(U) ≤ ∆sλsk♯Lk ≤ ∆sλskΛk.
Quand ǫ −→ 0, c’est-a`-dire quand k −→∞ cette somme est borne´e si :
λsΛ ≤ 1 c’est-a`-dire s ≤ s¯
ou`
s¯ = − log Λ
log λ
.
Donc s¯ = s est une borne supe´rieure a` la dimension de Hausdorff. Ainsi :
dimH(U) = − log Λ
log λ
et 0 <Ms(U) <∞. ¤
La mesure image ϕµ peut eˆtre relie´e a` la mesure de Hausdorff :
Proposition 23 Soit s = dimH(U), Ms la mesure de Hausdorff sur U alors Ms ≪ ϕµ.
100 CHAPITRE 5. GE´NE´RALISATION
Preuve
On commence par un petit lemme qui nous indique qu’il est suffisant de faire la de´monstration
en ne conside´rant que des ferme´s :
Lemme 21 Si, pour tout ferme´ F , ϕµ(F ) = 0 entraˆıne Ms(F ) = 0 alors cette proprie´te´ est
aussi vraie pour tout ensemble mesurable.
Preuve :
On utilisera les proprie´te´s de re´gularite´ de la mesure Ms. Si on suppose ϕµ(A) = 0, alors la
mesure ϕµ de tout ferme´ inclus dans A est nulle. Donc, si F est ferme´ et inclus dans A, sa
mesure de Hausdorff est aussi nulle. Comme :
Ms(A) = sup{Ms(F ), F ferme´ inclus dans A},
on a bien Ms(A) = 0. ¤
Soit donc un ferme´ AU ⊂ U . Son image dans L : ϕ−1(AU ) = A ⊂ L est aussi ferme´e et on sup-
pose que µ(A) = 0. On notera Ak l’ensemble des pre´fixes de longueur k de A et (Ak) l’ensemble
des cylindres engendre´s par ces pre´fixes. Les familles (Ak) constituent une suite de´croissante de
recouvrements ferme´s de A. Il est clair que
A ⊂
∞⋂
k=1
(Ak).
Si on prend x ∈ (Ak) pour tout k, alors tout pre´fixe de x est admissible pour A, c’est-a`-dire
qu’il existe un point de A qui a ce pre´fixe. On peut donc construire une suite de points de A qui
converge vers x. Ainsi :
∞⋂
k=1
(Ak) ⊂ A¯
et finalement ∞⋂
k=1
(Ak) = A¯ = A.
Ainsi :
µ(A) = lim
k→∞
µ((Ak)) = 0
et donc : ∑
ν∈Ak
µ((ν)) −→ 0 quand k →∞.
L’ensemble ϕ((Ak)) est un 2λ
k∆-recouvrement de AU (∆ e´tant la moitie´ du plus grand diame`tre
des ensembles Pi), on note s = dimH(U), alors :
Msk(AU ) ≤
∑
ν∈Ak
|ϕ((ν))|s ≤ ♯Ak2∆sλks.
Ici, il faut encadrer la mesure d’un cylindre de longueur k. On remarque que :
♯Lik+1 = ♯{να, ν ∈ Lk, χ(νk) = ψ(α), et χ(α) = i}
=
∑
α∈ψ−1(i) ♯L
ψ(α)
k .
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Or α parcourt tous les pre´fixes du mot µi qui contient toutes les lettres. Il y a donc force´ment
un pre´fixe α pour lequel ψ(α) = i. En particulier : ♯Lik+1 ≥ ♯Lik. Par la proposition 20, cela nous
donne l’encadrement :
1
♯Lk+1
≤ µ((ν1 · · · νk)) ≤ 1
♯L
χ(νk)
k
.
Ainsi : ∑
ν∈Ak
µ((ν)) ≥ ♯Ak
♯Lk+1
et donc
♯Ak
♯Lk+1
−→ 0.
Comme ♯Lk ≤ ♯Lk+1 ≤ m♯Lk :
♯Ak
♯Lk+1
≥ ♯Ak
m♯Lk
,
ce qui donne ♯Ak = o(♯Lk). Comme on a λ
ks = Λ−k, et par le lemme 20, λks = O(♯L−1k ) alors :
Msk(AU ) −→ 0 et donc Ms(AU ) = 0.
Ainsi ϕµ≫Ms. ¤
On a maintenant tous les outils pour prouver que U˜ est de mesure de Hausdorff pleine. Ainsi,
on peut prouver que :
Lemme 22
Ms(Γ) = 0.
Preuve
On peut e´crire Γ comme la re´union de´nombrable suivante :
Γ =
∞⋃
l=1
Γl ou` Γl =
⋂
k≥l
a1k.
Il est donc suffisant de prouver que Ms(Γl) = 0 pour tout l. On a Γl ⊂ a1l . On peut calculer un
majorant de la mesure en utilisant les meˆmes recouvrements que ci-dessus dans la preuve de la
proposition 22, pre´cise´ment (a0k)k.
On conside`re donc un ensemble Γl. Ici, dans notre recouvrement, on ne doit garder que les
atomes qui intersectent les frontie`res a1l , i.e. on doit oublier pour chaque k les atomes de a
0
k qui
sont disjoints de a1l , i.e. qui sont dans a
0
l . On a le lemme suivant :
Lemme 23 Pour tout sous-mot fini ω de L, il existe au moins un sous-mot ζ de L tel que :
Kω∂Pω|ω| ∩KωζP¯ζ|ζ| = ∅.
Preuve :
Dans la preuve, on va prendre les hypothe`ses plus fortes donne´es par le lemme 5.8. Cela va im-
pliquer que chaque polye`dre contient des re´pliques plus petites de tous les polye`dres possibles.
Le polye`dre O = KωP¯ω|ω| contient des polye`dres plus petits qui intersectent chacun au plus N
faces de O, N e´tant strictement plus petit que le nombre de faces de O car les diame`tres de
ces polye`dres sont strictement plus petits que celui de O. Prenons un de ces polye`dres. On peut
le choisir tel qu’il remplisse la condition du quatrie`me point des hypothe`ses, i.e. que l’on peut
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trouver a` l’inte´rieur des polye`dres disjoints d’une face donne´e, quelle que soit la face choisie. Il
est de la forme Kωζ1P¯ζ1 pour une lettre ζ1 telle que ψ(ζ1) = χ(ω|ω|). On appellera cet ensemble
O1. Il contient lui-aussi des polye`dres plus petits et on peut choisir l’un d’entre eux disjoint d’une
des faces communes de O et O1. On va le nommer O2. O2 intersecte donc au plus N −1 faces de
O. Il peut ne pas remplir la “bonne” proprie´te´ de´crite dans le quatrie`me point des hypothe`ses
mais il contient un polye`dre qui le fait. Si on nomme O3 ce dernier, lui-aussi n’intersecte qu’au
plus N −1 faces de O et il contient un polye`dre O4 qui est disjoint d’une des faces communes de
O et O3. Donc O4 n’intersecte qu’au plus N − 2 faces de O et s’il n’a pas la “bonne” proprie´te´,
il contient certainement un polye`dre qui l’a, et ainsi de suite.
Ainsi, a` chaque e´tape, en choisissant un ensemble posse´dant les “bonnes” proprie´te´s et en choi-
sissant a` l’inte´rieur un ensemble disjoint des faces inde´sirables, on va aboutir en au plus 2N
e´tapes a` un ensemble O2N = Kωζ1···ζ2N P¯ζ2N disjoint de toutes les faces de O. ¤
Prenons un ensemble Kω∂Pωl (ω ∈ Ll) dans la re´union finie a1l . Par le lemme, il existe un
sous-mot fini ζ tel que :
Kω∂Pω|ω| ∩KωζP¯ζ|ζ| = ∅
c’est-a`-dire :
KωζP¯ζ|ζ| ⊂ KωPω|ω| .
Tout mot dans le cylindre (ωζ) me`nera a` un point loin de l’ensemble choisi dans la re´union a1l .
De plus, si on prend α un sous-mot fini de L tel que χ(α|α|) = ψ(ζ1) et χ(ω|ω|) = ψ(α1) alors
KωKαKζP¯ω|ω| ⊂ KωKαPω|ω1| ,
qui est lui aussi loin des points de a1l . A` partir de maintenant, pour plus de clarte´, on ne va plus
e´crire le pre´fixe ω et on conside´rera que l’on doit interdire dans notre recouvrement au moins
tous les atomes de´crits par un mot contenant ζ . Cela donnera un majorant car en fait on devrait
conside´rer les mots en fonction du pre´fixe ω.
On doit donc calculer le nombre de mots de Lk qui contiennent le sous-mot ζ. On va conside´rer
L|ζ| comme un nouvel alphabet. Sur l’ensemble de tous les mots infinis possibles : LN|ζ|, on impose
la re`gle d’admissibilite´ suivante : un mot (u1u2 · · ·) est admissible si et seulement si
χ(ui|ui|) = ψ(u
i+1
1 )
i.e. si les mots construits ainsi sont valides du point de vue de l’admissibilite´ dans L. Ce langage
sera note´ Lˆ et sa matrice de transition Mˆ . Bien suˆr, L et Lˆ sont e´quivalents. Conside´rer tous les
mots de L qui ne contiennent pas le sous-mot ζ est e´quivalent a` enlever la lettre ζ de l’alphabet
L|ζ|. Le nombre de mots admissibles restants est alors donne´ par la matrice Mˆ . En effet, enlever
une lettre est e´quivalent a` mettre a` ze´ro une ligne et une colonne de la matrice de transition.
Comme M est primitive, Mˆ aussi. Sa valeur propre maximale est donc Λ|ζ|. Si B est la matrice
Mˆ avec la dernie`re ligne (par exemple) et la dernie`re colonne a` ze´ro, alors (composante par
composante) 0 ≤ B ≤ Mˆ et le the´ore`me de Perron-Frobe´nius s’applique : la valeur propre
maximale β de B est strictement plus petite que Λ|ζ|. En effet B 6= Mˆ puisque Mˆ est primitive
alors que B ne l’est pas.
Le nombre de mots de Lˆ de longueur k sans la lettre ζ croˆıt comme O(βk). Ce qui veut dire
que le nombre de mots de Lk qui ont le sous-mot ζ croˆıt comme O(β
k/|ζ|). C’est le rythme de
croissance maximal du nombre d’ensembles d’un recouvrement de Γl ∩KωP¯ω|ω| . Donc :
Msǫ(Γl) ≤ ♯Llβk/|ζ|∆sλsk (5.10)
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ou` k est assez grand pour que les atomes de a0k aient un diame`tre plus petit que ǫ. La dimension
de Hausdorff s est telle que λsΛ = 1, i.e. λsk = Λ−k. Comme
β1/|ζ| < Λ
l’estimation (5.10) tend vers ze´ro quand k −→∞ et Ms(Γl) = 0. ¤
Jusqu’a` maintenant, tous les re´sultats ge´ome´triques de cette section reposent sur les proprie´te´s
de U , L et TL. Ces objets existent toujours inde´pendamment de U˜ . Le lemme 22 nous prouve
donc bien que, comme U est un s-ensemble, Ms(U˜) > 0. Donc en particulier U˜ est non vide et
dimH(U˜) = dimH(U). De plus, la proposition 23 nous indique l’existence d’une fonction positive
f ∈ L1(ϕµ) telle que :
Ms(U˜) =
∫
U˜
fdϕµ > 0.
Ainsi ϕµ(U˜) > 0 ce qui est e´quivalent a` µ(L˜) > 0. Comme µ est ergodique et que L˜ est invariant
on a finalement :
µ(L˜) = 1.
On a ainsi prouve´ la proposition suivante :
Proposition 24 L’application T sur U˜ est conjugue´e en mesure a` (XB, VB).
5.2.3 Lien avec les I.F.S Graphe-Dirige´s
On a de´ja` e´voque´ la possibilite´ de conside´rer U comme un attracteur de construction graphe-
dirige´e. On rappelle qu’ici, les sommets du graphe seront les e´le´ments de A, une fle`che allant de
α a` β si et seulement si χ(α) = ψ(β). La matrice d’incidence de ce graphe est M . La famille de
compacts initiaux est :
{
Jν = TνhP¯ν
}
ν∈A qui ve´rifient Jα ⊃
⋃
ν∈ψ−1(χ(α))
TνhJν .
Cette famille n’est pas disjointe mais les chevauchements de ses ensembles ne s’ope`rent que sur
leurs bords. Le the´ore`me de la section 2.3.4 ne s’applique cependant pas directement. Pourtant,
on va voir que le re´sultat reste valide. En effet, la matrice d’incidence ponde´re´e du graphe dans
notre cas est :
Ws = λ
sM
puisque les coefficients de contraction sont ici tous e´gaux a` λ. On sait que le rayon spectral de
M est Λ. Ainsi le rayon spectral de Ws est λ
sΛ. Le the´ore`me de la section 2.3.4 nous indique que
la dimension fractale s est telle que le rayon spectral de Ws est e´gal a` 1. Or c’est exactement ce
qu’indique la proposition 22. Le fait que ces valeurs co¨ıncident s’explique si on regarde la preuve
du the´ore`me 2.3.4. La preuve de l’existence des ensembles comme le calcul d’un majorant de
la dimension de Hausdorff n’ont pas de lien avec le fait que les ensembles compacts que l’on
conside`re soient disjoints ou pas. Par contre, le calcul d’un minorant de la dimension est fait
d’une manie`re tre`s similaire a` celle employe´e dans la proposition 22. La diffe´rence re´side dans le
fait que l’on utilise ici une bijection presque partout au lieu d’une bijection stricte. Ainsi, meˆme
si les ensembles Jν ne sont pas disjoints, leurs chevauchements sont ne´gligeables pour la mesure
servant a` l’e´valuation du minorant (via l’utilisation du lemme 2).
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5.2.4 Codage “dynamique”
Le codage que l’on a utilise´ jusqu’ici n’est pas le codage “naturel” des isome´tries par morceaux
introduit dans les chapitres pre´ce´dents. C’est pourtant a` partir de ce code que l’on a appele´
“ge´ome´trique” que l’on va de´montrer le re´sultat suivant :
Proposition 25 La dynamique sur U˜ est conjugue´e en mesure au syste`me substitutif engendre´
par la substitution σ.
La conjugaison n’e´tant autre que l’application de codage standard ι restreinte a` U˜ . On utilisera
dans la preuve les techniques qui ont e´te´ esquisse´es dans la section 3.2.2.
Preuve
En prenant chaque terme de l’intersection (5.7), on peut de´terminer une partie du code “dyna-
mique”. En effet, pour x ∈ U˜ et ν = κ(x) (par exemple) :
x ∈ Tν1hPν1 ∩ Tν1hTν2hPν2 ∩ Tν1hTν2hTν3hPν3
nous permet de dire, graˆce a` la proposition 12, que :
x ∈ Tν1hPν1 ⇒ ι(x) = s|ν1|σ(χ(ν1)) · · ·
x ∈ Tν1hTν2hPν2 ⇒ ι(x) = s|ν1|σ(s|ν2|σ(χ(ν2))) · · ·
x ∈ Tν1hTν2hTν3hPν3 ⇒ ι(x) = s|ν1|σ(s|ν2|σ(s|ν3|σ(χ(ν3)))) · · ·
(5.11)
ou` s est le de´calage vers la gauche du mot, et la notation |ν1| traduit la longueur du pre´fixe
“de´sindice´” π(ν1). Dans le mot indique´ ci-dessus, les de´calages traduisent l’effet de la dynamique
(les applications successives de T ) et les substitutions σ les changements d’e´chelle, c’est-a`-dire
les applications successives de h. Ainsi, on va de´finir ρ de la manie`re suivante :
ρ : A⋆ −→ A˜⋆
(ν1 · · · νk) 7−→ s|ν1|σ(s|ν2|σ(· · · s|νk|σ(χ(νk)) · · ·).
En ge´ne´ral, comme νk est un pre´fixe, σ(χ(νk)) est plus long d’au moins une lettre que νk et
ainsi, on peut appliquer le de´calage. Cependant, la longueur peut ne diffe´rer que de un, et le
re´sultat d’une ite´ration : s|νk|σ(χ(νk)) peut n’eˆtre qu’une lettre. Donc en ge´ne´ral, il pourrait
arriver que la longueur de ρ(ν1 · · · νk) reste borne´e meˆme si k → ∞. Il faudrait alors que tous
les pre´fixes soient des quasi-mots a` partir d’un certain rang, c’est-a`-dire que ν ∈ Tmax. Le but
est d’e´tendre l’application ρ afin d’avoir une correspondance entre les points et les itine´raires
sous T . Or, Cl(A˜⋆) est un espace complet. On suppose m > k, donc :
x ∈ Tν1hPν1 ∩ Tν1hTν2hPν2 ∩ · · · ∩ Tν1hTν2h · · ·TνmhPνm
nous indique, comme dans (5.11), que :
ι(x) = s|ν
1|σ(s|ν
2|σ(· · · s|νm|σ(χ(νm)))) · · · = s|ν1|σ(s|ν2|σ(· · · s|νk|σ(χ(νk)))) · · ·
La quantite´ :
d(ρ(ν1 · · · νk), ρ(ν1 · · · νm)) ≤ 1
2|ρ(ν1···νk)|
tend donc vers 0, pourvu que |ρ(ν1 · · · νk)| → ∞ quand k → ∞. Cela arrive certainement
si x /∈ Tmax. Ainsi (ρ(ν1 · · · νk))k∈N est une suite de Cauchy et posse`de donc une limite. On
de´finira ainsi ρ sur L˜ \ Tmax en l’e´tendant aux mots infinis, en associant a` chaque mot infini de
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(ν1 · · ·) ∈ L la limite de la suite ρ((ν1 · · · νk))k∈N.
On sait que Lmax ⊂ Tmax et que Lmax ∩ L˜ = ∅. Si on fait l’hypothe`se que certains points de
Tmax sont dans L˜, alors la section (“Codage ge´ome´trique”) donne un moyen de calculer le code
de leurs ite´re´s successifs. On voit alors qu’un point de Tmax finira force´ment par aboutir dans
Lmax. Or L˜ est en bijection avec U˜ (qui est un ensemble invariant) donc cela est impossible.
Ainsi Tmax ∩ L˜ = ∅ et ρ se trouve de´fini sur tout L˜.
La de´finition de ρ ne nous donne pas beaucoup d’indications intuitives concernant la structure
du langage des points de U˜ . Pour en savoir plus, on va prendre un autre point de vue consistant
a` conside´rer les suffixes plutoˆt que les pre´fixes. On notera S = ∪i=1···mSuff(µi). On introduit
l’ensemble des suffixes indice´s comme on avait introduit celui des pre´fixes indice´s. A` un pre´fixe
ν ∈ A, on associe un et un seul suffixe indice´ ν¯ tel que toutes les fonctions caracte´ristiques
s’e´tendent aux suffixes :
χ(ν¯) = χ(ν) et π(ν¯) ∈ S ∪ {ǫ}
et tel que
π(ν)ψ(ν)π(ν¯) = µχ(ν).
Ainsi, a` chaque mot ω ∈ L, on associe l’unique mot ω¯ ∈ L¯ (qui note ici l’ensemble des images par
l’application “barre”) des suffixes ω¯ = (ω¯1 · · · ω¯k · · ·). L’application “barre” ω 7→ ω¯ est bijective
de L sur L¯. On peut alors remarquer que :
s|ωk|σ(χ(ωk)) = s|ωk|π(ωk)ψ(ωk)ω¯k = ψ(ωk)ω¯k = χ(ωk−1)ω¯k
et que
s|ωk−1|σ(s|ωk|σ(χ(ωk))) = s|ωk−1|σ(χ(ωk−1)ω¯k)
= s|ωk−1|σ(χ(ωk−1))σ(ω¯k)
= ψ(ωk−1)ω¯k−1σ(ω¯k)
= χ(ωk−2)ω¯k−1σ(ω¯k)
En ite´rant le processus, on a :
s|ω1|σ(s|ω2|σ(· · · s|ωk|σ(χ(ωk)) · · ·)) = ψ(ω1)ω¯1σ(ω¯2)σ2(ω¯3) · · ·σk+1(ω¯k) (5.12)
Donc, en particulier, si ω ∈ L˜ alors ∀k > 0 :
ρ(ω) = s|ω1|σ(· · · s|ωk|σ(χ(ωk)) · · ·) · · · = ψ(ω1)ω¯1σ(ω¯2) · · ·σk+1(ω¯k+1) · · · (5.13)
Cette dernie`re expression met principalement en sce`ne des suffixes et e´vite une expression
re´cursive de ρ. Elle va aussi nous permettre de mettre en lumie`re une proprie´te´ fondamen-
tale de la structure des itine´raires. En effet, on a par de´finition σ(χ(ωk)) = π(ωk)ψ(ωk)ω¯k et que
ψ(ωk)ω¯k est donc un suffixe de σ(χ(ωk)). De la meˆme manie`re :
σ2(χ(ωk)) = σ(π(ωk)ψ(ωk)ω¯k) = σ(π(ωk))σ(χ(ωk−1))σ(ω¯k)
donc
σ2(χ(ωk)) = σ(π(ωk))π(ωk−1)ψ(ωk−1)ω¯k−1σ(ω¯k)
et on a cette fois que ψ(ωk−1)ω¯kσ(ω¯k) est un suffixe de σ2(χ(ωk)). Si on suppose vrai qu’a` l’ordre
k :
ψ(ω1)ω¯1σ(ω¯2) · · ·σk−1(ω¯k) est suffixe de σk(χ(ωk)) (5.14)
alors
σk+1(χ(ωk+1)) = σ
k(σ(χ(ωk+1)))
= σk(ωk+1ψ(ωk+1)ω¯k+1))
= σk(π(ωk+1))σ
k(χ(ωk))σ
k(ω¯k+1)
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Par l’hypothe`se de re´currence (5.14) on sait qu’il existe un pre´fixe ζ ∈ A˜⋆ tel que :
σk(χ(ωk)) = ζψ(ω1)ω¯1σ(ω¯2) · · ·σk−1(ω¯k)
donc
σk+1(χ(ωk+1)) = σ
k(π(ωk+1))ζψ(ω1)ω¯1σ(ω¯2) · · ·σk−1(ω¯k)σk(ω¯k+1)
ce qui indique bien que
ψ(ω1)ω¯1σ(ω¯2) · · ·σk−1(ω¯k)σk(ω¯k+1) est suffixe de σk+1(χ(ωk+1))
ce qui conclut la re´currence.
On va maintenant introduire le syste`me dynamique de la substitution σ. En ge´ne´ral, elle peut
avoir plusieurs points fixes, mais pourvu qu’elle soit primitive, le lemme 1 de la section 2.2.2
nous assure que cela ne pose pas de proble`me. Si on conside`re maintenant un point x ∈ ρ(L˜),
alors
∀k > 0, ∃ζk ∈ A˜N, x = ψ(ω1)ω¯1σ(ω¯2) · · ·σk(ω¯k+1)ζk
et par (5.14) on sait que
∀k > 0, ∃(Nk), x = sNkσk+1(χ(ωk+1))ζk
ce qui nous donne :
d(sNkσk+1(χ(ωk+1)), s
Nkσ∞(χ(ωk+1))) <
1
2|σk+1(χ(ωk+1))−Nk|
.
On sait que |σk+1(χ(ωk+1))−Nk| −→ ∞, donc :
∀ǫ > 0, ∃k > 0 tel que d(x,Σχ(ωk+1)) < ǫ
et on peut e´crire :
d(x,
⋃
ν∈A
Σχ(ν)) = 0.
Par le lemme pre´ce´dent, tous les ensembles Σχ(ν) sont identiques. On notera Σ l’un quelconque
de ces ensembles. On vient ainsi de montrer que :
ρ(L˜) ⊂ Σ.
Or on sait que, pourvu que σ soit primitive et ait un point fixe, le syste`me (Σ, s) est uniquement
ergodique (cf. [47]).
On remarque que ρ est bijective de (L˜) dans ρ(L˜). En effet, il est clair que si ω¯1 6= ω¯2 :
ψ(ω11)ω¯
1
1σ(ω¯
1
2)σ
2(ω¯13) · · · 6= ψ(ω21)ω¯21σ(ω¯22)σ2(ω¯23) · · ·
L’injectivite´ de ρ revient a` celle de l’application “barre” ω 7→ ω¯, qui est bijective. Ainsi, ρ est
injective et non surjective dans Σ. On a finalement le diagramme suivant :
U˜ −→T U˜
κ ↓ κ ↓
L˜ L˜
ρ ↓ ρ ↓
Σ −→s Σ
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et la semi-conjugaison :
∀x ∈ U˜ , ρ ◦ κ ◦ T (x) = s ◦ ρ ◦ κ(x),
l’application ρ ◦κ e´tant injective. Pour en faire une conjugaison, il faut conside´rer le diagramme
U˜ −→T U˜
ρ ◦ κ ↓ ρ ◦ κ ↓
ρ ◦ κ(U˜) ⊂ Σ −→s ρ ◦ κ(U˜) ⊂ Σ
qui commute. Le sous-shift (ρ ◦ κ(U˜), s) de (Σ, s) est en bijection avec (U˜ , T ), qui est e´quipe´ de
µ son unique mesure T -invariante. La mesure image de µ par ρ ◦ κ est s-invariante et donc elle
est l’unique mesure invariante du syste`me (Σ, s). Ainsi ρ ◦ κ(U˜) est de mesure 1 dans Σ. ¤
5.3 The´ore`me
On va re´sumer tous les re´sultats pre´ce´dents dans un the´ore`me afin d’y faire re´fe´rence plus
commode´ment par la suite.
The´ore`me 28 Soit T une isome´trie par morceaux de Rn de´finie sur m atomes (Ai)i=1,...,m. On
notera Tµ = Tµ1···µ|µ| = Tµ|µ| · · ·Tµ1, ∀µ ∈ {1, . . . ,m}⋆ = A˜⋆. On va supposer qu’il existe des
mots (µi)i=1,...,m tels que la substitution σ de´finie comme suit :
σ : A˜ −→ A˜⋆
i 7−→ µi
soit primitive et ape´riodique. On suppose aussi l’existence d’ensembles ouverts d’adhe´rences
compactes (Pi)i=1,...,m tels que, pour tout i = 1, . . . ,m :
– Il existe h une similitude contractante telle que Tµi = hTih
−1.
– Pi ⊂ Ai et hPi ⊂ Pµi1.
– Tµi1···µij−1hPi ⊂ Pµij ,∀j ∈ {0, . . . , |µ
i| − 1}.
On supposera enfin qu’il existe un polye`dre Pi0 tel que :
– Pour chaque face Cl de Pi0, il existe il et jl tels que Tµil1 ···µ
il
jl
hP¯il ∩ Cl = ∅ et µiljl+1 = i0.
Alors :
– A` tout point fixe de T est associe´ une famille infinie de cellules pe´riodiques dont les codes
sont donne´s par la substitution σ.
– Il existe un ensemble invariant U˜ de points ape´riodiques inclus dans l’ensemble exception-
nel de T constructible comme un attracteur d’I.F.S. graphe-dirige´.
– La dynamique sur ce dernier ensemble est minimale et uniquement ergodique. En particu-
lier, elle est conjugue´e en mesure au syste`me substitutif engendre´ par σ.
– La dimension de Hausdorff de U˜ est donne´e par :
dimH(U˜) = − log(Λ)
log(λ)
ou` λ est le rapport de contraction de h et Λ la valeur propre dominante de la matrice
d’incidence de σ.
Preuve
Certains re´sultats des pages pre´ce´dentes ne´cessitent que chaque mot µi contienne toutes les
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lettres de A˜. Dans ce the´ore`me, on demande que σ soit primitive. Or on sait par le lemme 16
qu’il existe une puissance k de T pour laquelle les hypothe`ses ci-dessus sont ve´rifie´es et telle que
tous les mots σk(µi) contiennent toutes les lettres.
Le premier point est donne´ par la proposition 13.
Le second est implique´ par les propositions 15 et 16. La proposition 15 prouve en effet l’exis-
tence de l’ensemble U˜ construit explicitement et dont l’invariance est elle-meˆme prouve´e par la
proposition 16. De plus, la proposition 22 nous donne explicitement la dimension de Hausdorff
de U , qui est aussi celle de U˜ par la proposition 23. La section (5.2.3) nous indique que U est
un attracteur d’I.F.S. graphe-dirige´.
La minimalite´ e´voque´e dans le troisie`me point est donne´e dans la proposition 19 alors que
l’unique ergodicite´ et la conjugaison sont donne´es par les propositions 24 et 25. Ces dernie`res
conjugaisons impliquent d’ailleurs que U˜ est comple`tement de´connecte´ comme image par une
fonction continue d’un espace symbolique et qu’aucun point de U˜ n’a un code pe´riodique (puis-
qu’en bijection avec une substitution minimale). Ainsi, tous les points de U˜ ont des codes
diffe´rents, c’est-a`-dire que les cellules de U˜ sont re´duites a` des points, ce qui prouve que U˜
est dans l’ensemble exceptionnel. ¤
Une premie`re illustration imme´diate de ce re´sultat est l’exemple de la section 3.2.1. On y
assure en effet que la rotation du cercle Tx = x+ ϕ−1 mod 1, la contraction hx = (2− ϕ)x, les
ensembles {I0, I1} et la substitution :
σ : 0 7−→ 01
1 7−→ 011
ve´rifient bien les hypothe`ses du the´ore`me 28. Pour le quatrie`me point des hypothe`ses, on re-
marque simplement qu’en choisissant I0 par exemple, hI0 est disjoint de 1−ϕ−1 et hI1 disjoint
de 0.
Ainsi, il existe un ensemble U˜ ⊂ [0, 1[ sur lequel la dynamique de T est uniquement ergodique.
L’application e´tant simple, on a explicite´ le diagramme de Bratteli auquel elle est conjugue´e a`
la figure 5.4.
1
ε
ε
0
0
ε
ε
0
0
0
01
10 0
00 1
1
1 1
1
Fig. 5.4 – Un e´tage du diagramme de Bratteli facteur de T .
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Sa matrice d’incidence, qui est aussi la matrice d’incidence de la substitution lue sur le
diagramme, est :
M =


1 1 0 0 0
0 0 1 1 1
1 1 0 0 0
0 0 1 1 1
0 0 1 1 1


Elle est indexe´e par l’alphabet :
A = {ǫ0, 00, ǫ1, 01, 011}
dans cet ordre. Sa valeur propre dominante est :
Λ =
3 +
√
5
2
= 1 + ϕ = ϕ2.
On note que c’est aussi celle de Mσ la matrice d’incidence de σ :
Mσ =
(
1 1
1 2
)
.
Ainsi, la dimension de Hausdorff de U˜ est :
dimH(U˜) =
− log(ϕ2)
log(2− ϕ) .
Or, on a : − log(ϕ2) = log(ϕ−2) et comme :
(ϕ−1)2 = (ϕ− 1)2 = ϕ2 − 2ϕ+ 1 = 2− ϕ,
finalement dimH(U˜) = 1, ce qui nous donne que U˜ est dense dans [0, 1[.
Ici, les ensembles que, dans les pages pre´ce´dentes, on a appele´s a1k sont tous constitue´s d’un
ensemble fini de points, ce qui nous assure que Γ est de´nombrable. Aussi, dans ce cas pre´cis,
U = [0, 1] et la conjugaison ope`re Lebesgue presque partout. Presque tous les points de [0, 1[ ont
une orbite uniquement ergodique.
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Chapitre 6
Applications
6.1 Exemples Classiques
6.1.1 Introduction
Le chapitre pre´ce´dent nous donne des hypothe`ses ge´ne´rales pour lesquelles les isome´tries
par morceaux peuvent avoir des familles infinies de points pe´riodiques et des dynamiques ergo-
diques. Ces hypothe`ses permettent en particulier de de´composer la dynamique en “composantes
renormalisables”. Plutoˆt que d’avoir une dynamique qui est globalement auto-similaire, comme
celle de la section 3.3.1, on peut espe´rer trouver des sous-ensembles sur lesquels on aurait une
renormalisation possible, meˆme si celle-ci ne de´crit pas la totalite´ des orbites.
De´finition 47 Pour une isome´trie par morceaux T = (Ti, Ai)i=1,...,m, on appellera “composante
renormalisable” de T la donne´e d’une famille de m mots µi (ou bien de manie`re e´quivalente de
la substitution σ : i 7→ µi), de m ensembles Pi et d’une contraction h ve´rifiant les hypothe`ses du
the´ore`me 28.
En particulier, les applications du chapitre 4 et de la section 3.3.1 sont des exemples d’appli-
cation de ce principe. On verra que le triplet ({P0, P1}, {001, 11001}, h) est une composante
renormalisable pour T (la rotation par morceaux sur trois triangles) comme on le verra dans la
section suivante.
En ge´ne´ral, une isome´trie par morceaux peut avoir plusieurs, et meˆme une infinite´ de compo-
santes renormalisables. Par le the´ore`me 28, l’existence de chaque composante signifie l’existence
d’une composante ergodique de la mesure invariante porte´e par l’ensemble exceptionnel. Si
toutes les composantes sont “deux a` deux disjointes”, c’est-a`-dire que ni les e´ventuelles familles
de points pe´riodiques ni les points ape´riodiques de´crits par chaque composante renormalisable
ne s’intersectent, alors la mesure invariante porte´e par l’ensemble exceptionnel doit avoir aussi
une infinite´ de composantes ergodiques. On va voir que la rotation par morceaux du chapitre 4
est un tel exemple.
6.1.2 L’Exemple du Chapitre 4
Une application imme´diate du re´sultat 28 peut se faire sur l’exemple du chapitre 4. On
conside`re en effet la rotation par morceaux T˜ de´finie par les rotations R0 et R1 sur A0 = R+iR
+
et A1 = C \A0. La substitution
σ :
{
0 7−→ µ0 = 001
1 7−→ µ1 = 11001
111
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est clairement primitive. On a meˆme que µ0 et µ1 contiennent toutes les lettres. Le lemme 5
nous indique qu’il existe une contraction h = λz telle que :
T˜µ0 = hT˜0h
−1,
T˜µ1 = hT˜1h
−1.
De plus, les ensembles P0 et P1 sont bien des ouverts d’adhe´rence compacte et la preuve du
lemme 6 donne que :
hP0 ⊂ P0
T0hP0 ⊂ P0
T00hP0 ⊂ P1
et
hP1 ⊂ P1
T1hP1 ⊂ P1
T11hP1 ⊂ P0
T110hP1 ⊂ P0
T1100hP1 ⊂ P1.
On en a d’ailleurs une illustration dans la figure 5.2. Pour le quatrie`me et dernier point des
hypothe`ses, on va choisir l’ensemble P1 = [oda]. On voit que :
T1hP1 ∩ [od] = ∅, hP1 ∩ [da] = ∅, T1hP1 ∩ [oa] = ∅.
Toutes les hypothe`ses du the´ore`me 28 sont ve´rifie´es. Son application nous donne qu’il existe
deux familles infinies de points pe´riodiques dont les codes sont σk(0) et σk(1) (ce qui n’est autre
que le the´ore`me 24), ainsi qu’un ensemble invariant U˜ = U˜1∪ U˜0 de points ape´riodiques ve´rifiant
les re`gles d’invariance suivantes :
U˜0 = hU0 ∪ T0hU0 ∪ T11hU1 ∪ T110hU1
U˜1 = hU1 ∪ T00hU0 ∪ T1hU1 ∪ T1100hU1
et sur lequel la dynamique de T est uniquement ergodique. Cet ensemble peut eˆtre vu comme
un attracteur d’I.F.S dont la construction serait dirige´e par le graphe de sommets :
A = {hP0, T0hP0, T11hP1, T110hP1, hP1, T00hP0, T1hP1, T1100hP1}
que l’on abre`gera en :
{ǫ0, 0, 11, 110, ǫ1, 00, 1, 1100}.
On notera e´galement :
A0 = {ǫ0, 0, 11, 110}, A1 = {ǫ1, 00, 1, 1100}
et
A0 = {ǫ0, 0, 00}, A1 = {ǫ1, 1, 11, 110, 1100}
Dans ces conditions, les fle`ches du graphe seront :
F = A0 ×A0 ∪ A1 ×A1.
La matrice d’incidence de ce graphe est une matrice carre´e 8 × 8 que l’on n’explicitera pas ici.
La matrice d’incidence de σ est :
Mσ =
(
2 1
2 3
)
.
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Sa valeur propre dominante est 4. Donc, par la proposition 22, la dimension fractale de U˜ est :
dimH(U˜) = − log 4
log λ
∼ 0.856.
De plus, dans la section 4.3.3, il est montre´ que le lemme 7 est valide pour tout α dans l’intervalle
[0, π/5]. Ainsi, la discussion ci-dessus est aussi valable pour tous ces cas, on a un ensemble inva-
riant dont la dimension fractale varie continuement, puisque λ = 4 sin2(α/2) varie continuement
en α.
6.1.3 L’Exemple de la Section 3.3.1
L’exemple de la section 3.3.1 peut aussi s’analyser directement dans ce contexte. En conser-
vant les notations de cette section, l’application T , la substitution primitive σ :
σ :
{
0 7−→ µ0 = 111
1 7−→ µ1 = 101
les ensembles {Q0, Q1} et la contraction S de rapport
√
2 − 1 ve´rifient les hypothe`ses du
the´ore`me 28. En effet, on a bien :
SQ0 ⊂ Q1, T1SQ0 ⊂ Q1, T11SQ0 ⊂ Q1
et
SQ1 ⊂ Q1, T1SQ1 ⊂ Q0, T10SQ1 ⊂ Q1
avec {
ST0S
−1 = T111
ST1S
−1 = T101.
Pour le quatrie`me point des hypothe`ses, on choisit l’ensemble Q1. On peut en effet ve´rifier que
le coˆte´ [ed] est disjoint de SQ0 et de SQ1, que [da
′] est disjoint de T1SQ0 et de T1SQ1 et enfin
que [ea′] est disjoint de T11SQ0 et de T10SQ1.
Ainsi le point fixe v donne bien naissance a` une famille infinie de points pe´riodiques et il existe
un ensemble de points U dans l’ensemble exceptionnel de T dont la dynamique est unique-
ment ergodique. La dimension de Hausdorff de cet ensemble peut eˆtre calcule´e avec la matrice
d’admissibilite´ du langage L de´finie sur l’alphabet :
A = {ǫ0, 10, 110, ǫ1, 11, 101}
qui s’exprime comme la matrice suivante :

0 0 0 1 1 1
0 0 0 1 1 1
0 0 0 1 1 1
0 0 0 1 1 1
1 1 1 0 0 0
0 0 0 1 1 1


.
Il est plus facile de conside´rer la matrice d’incidence de σ :
Mσ =
(
0 3
1 2
)
.
114 CHAPITRE 6. APPLICATIONS
dont la valeur propre dominante est 3. Ainsi, on retrouve bien la meˆme valeur que pre´ce´demment
pour la dimension de Hausdorff :
dimH(U) = − log 3
log(
√
2− 1) =
log 3
log(
√
2 + 1)
.
Ici, l’ensemble U s’exprime comme la re´union U0 ∪ U1 ou` :
U0 = T1hU1
U1 = hU0 ∪ hU1 ∪ T1hU0 ∪ T11hU0 ∪ T10hU1.
Cette expression peut cependant se simplifier et l’ensemble U1 peut s’exprimer comme un at-
tracteur d’I.F.S. simple, invariant par rapport a` cinq contractions :
U1 = hT1hU1 ∪ hU1 ∪ T1hT1hU1 ∪ T11hT1hU1 ∪ T10hU1
Ainsi, les ensembles U , U1 et U0 ont tous la meˆme dimension de Hausdorff, qui peut eˆtre calcule´e
graˆce aux formules classiques (cf. [17]), qui indiquent que celle-ci est solution de l’e´quation
suivante :
3(
√
2− 1)2s + 2(
√
2− 1)s = 1
qui est bien ve´rifie´e par s = ln(3)/ ln(
√
2 + 1) puisque cette valeur est telle que :
3λs = 1.
On retrouve ainsi toutes les conclusions de [1].
6.2 De´composition de la Dynamique de la Tour a` Trois Triangles
6.2.1 Outils Informatiques
Le chapitre 4 fait grand usage des proprie´te´s alge´briques des quantite´s intervenant dans le
proble`me. Beaucoup de preuves reviennent alors a` des calculs alge´briques sur des polynoˆmes que
l’on ne s’est pas cache´ d’avoir ve´rifie´s avec un logiciel de calcul formel. Pour effectuer une e´tude
plus pousse´e de la dynamique de T , il faudra avoir recours a` des outils informatiques sophistique´s.
Les dessins et les calculs qui suivent ont tous e´te´ re´alise´s par des programmes Mathematica e´crits
par M. A. Goetz et moi-meˆme. Ces programmes consistent en des bibliothe`ques de fonctions
permettant les manipulations les plus varie´es sur des isome´tries par morceaux planes et d’atomes
convexes. Elles permettent, entre autres, de calculer les applications de premier retour dans des
cellules donne´es. Les calculs peuvent se faire nume´riquement, pour privile´gier la rapidite´, ou
bien symboliquement. Dans ce dernier cas, toutes les quantite´s intervenant dans le proble`me
doivent eˆtre des nombres alge´briques. Ici, toutes les longueurs, tous les angles peuvent eˆtres
exprime´s comme des polynoˆmes de degre´ au plus 14 et ont e´te´ traite´s comme des vecteurs a` 14
composantes rationnelles. Toutes les preuves qui suivent sont assiste´es par ordinateur.
6.2.2 Premier Retour dans P0 ∪ P1
Toute la longue discussion qui suit a pour but principal de prouver le the´ore`me suivant :
The´ore`me 29 La mesure invariante supporte´e par l’ensemble exceptionnel de T admet une
infinite´ de´nombrable de composantes ergodiques.
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La me´thode consiste a` trouver un sche´ma auto-similaire donnant une mesure uniquement er-
godique sur un ensemble invariant lui-meˆme contenu dans un sche´ma auto-similaire et qui se
re´pe`te a` une infinite´ d’e´chelles. Pour cela, on aura recours a` plusieurs applications auxiliaires
dont le choix n’est pas unique. On ne pre´tend pas que notre manie`re de faire soit la meilleure
dans quelque sens que ce soit, il s’agit simplement d’une parmi d’autres.
E´tant donne´e l’application du chapitre 4, on conside`re l’application U de premier retour dans
P0 ∪P1. Les calculs par ordinateur nous donnent que c’est une isome´trie par morceaux sur sept
atomes que l’on appellera AU0 , . . . , A
U
6 et qui ont les coordonne´s :
AU
0
= [−2 + 2ρ− 2ρ2 + ρ3,−1 + ρ− ρ2 + ρ3 − ρ4 + ρ5,−1 + ρ5]
AU
1
= [−2 + 3 ρ− 3 ρ2 + 2 ρ3 − ρ4,−ρ3 + ρ4,−1 + ρ3 − ρ 4]
AU
2
= [−1,−1 + ρ− ρ2,−1 + ρ2 − 2 ρ3 + 2 ρ4 − ρ5]
AU
3
= [−1 + ρ− ρ2,−ρ3,−ρ + 2 ρ2 − 3 ρ3 + 2 ρ4 − ρ5]
AU
4
= [−2 + 2 ρ− 2 ρ2 + ρ3,−1, 0,−1 + ρ− ρ2 + ρ3 − ρ4 + ρ5]
AU
5
= [−2 + 3 ρ− 3 ρ2 + 2 ρ3 − ρ4,−1 + ρ3 − ρ4,−1 + ρ2 − 2 ρ3 + 2 ρ4 − ρ5,−1 + ρ− ρ2]
AU
6
= [−1 + ρ− ρ2,−ρ + 2 ρ2 − 3 ρ3 + 2 ρ4 − ρ5, 0,−ρ3 + ρ4].
Les isome´tries {U0, . . . , U6} de´finies sur {AU0 , . . . , AU6 } respectivement auront la forme :
U0(z) = R0(z) = (−1 + ρ− ρ2 + ρ3 − ρ4 + ρ5)z − 1 + ρ5
U1(z) = R122222(z) = −ρ3z − ρ3
U2(z) = R12(z) = z + 1− ρ+ ρ2 − ρ3
U3(z) = R1(z) = −ρz − ρ+ ρ2 − ρ3
U4(z) = R0(z) = (−1 + ρ− ρ2 + ρ3 − ρ4 + ρ5)z − 1 + ρ5
U5(z) = R1222(z) = −ρ5z − ρ4
U6(z) = R1(z) = −ρz − ρ+ ρ2 − ρ3.
Ici, les expressions sont obligatoirement des polynoˆmes en ρ, ce qui explique les diffe´rences entre
les expressions du chapitre 4 et celles-ci. Dans ce dernier chapitre, on avait pre´fe´re´ la concision
alors qu’ici, on utilise des me´thodes de calcul syste´matique automatise´es qui se font dans un
cadre fixe. On donnera les expressions comme elles sont utilise´es par l’ordinateur.
Cette application est illustre´e par la figure 6.1. Elle a une composante renormalisable constitue´e
par le triplet ({AU0 , . . . , AU6 }, σ, h), ou` h(z) = λz, le parame`tre λ = 2− ρ− ρ−1 e´tant celui de´fini
dans le chapitre 4. La substitution σ agit sur {0, . . . , 6}⋆ donnant le de´but du code des ensembles
{λAU0 , . . . , λAU6 } :
σ : 0 7−→ µ0 = 406
1 7−→ µ1 = 634053405340534053406
2 7−→ µ2 = 6340234440234023444023406
3 7−→ µ3 = 63403
4 7−→ µ4 = 403
5 7−→ µ5 = 634053406
6 7−→ µ6 = 63406.
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Fig. 6.1 – L’action de l’application U .
On a en effet que l’application U△ de premier retour dans λ(P0∪P1) est de´finie sur {λAU0 , . . . , λAU6 }
respectivement par :
U△0 (z) = U406(z) = (−1 + ρ− ρ2 + ρ3 − ρ4 + ρ5)z − ρ+ 2ρ2 − 2ρ3 + ρ4
U△1 (z) = U634053405340534053406(z) = −ρ3z + ρ2 − 2ρ3 + ρ4
U△2 (z) = U6340234440234023444023406(z) = z + 2− 3ρ+ 3ρ2 − 2ρ3 + ρ5
U△3 (z) = U63403(z) = −ρz + 1− 3ρ+ 4ρ2 − 3ρ3 + ρ4
U△4 (z) = U403(z) = (−1 + ρ− ρ2 + ρ3 − ρ4 + ρ5)z − ρ+ 2ρ2 − 2ρ3 + ρ4
U△5 (z) = U634053406(z) = −ρ5z + ρ3 − 2ρ4 + ρ5
U△5 (z) = U63406(z) = −ρz + 1− 3ρ+ 4ρ2 − 3ρ3 + ρ4.
(6.1)
On peut ve´rifier directement que, pour tout i = 0, . . . , 6 :
U△i (λz) = λUi(z). (6.2)
La preuve que tous les ensembles λAUi suivent les bons itine´raires a` e´te´ faite par ordinateur, on
en donne une illustration graphique dans les figures 6.2, 6.3 et 6.4.
6.2.3 Premier Retour dans AU1
On va maintenant conside´rer l’application G de premier retour dans l’atome AU1 de U . Ce sera
une isome´trie par morceaux sur 3 atomes note´s respectivement AG1 , A
G
2 et A
G
3 et de coordonne´es :
AG0 = [−2 + 3ρ2 − 5ρ3 + 5ρ4 − 3ρ5,−2 + 3ρ− 3ρ2 + 2ρ3 − ρ4,−1− ρ+ 3ρ2 − 2ρ3]
AG1 = [−2 + 3ρ2 − 5ρ3 + 5ρ4 − 3ρ5,−1− ρ+ 3ρ2 − 2ρ3,−ρ3 + ρ4]
AG2 = [−2 + 3ρ2 − 5ρ3 + 5ρ4 − 3ρ5,−1 + ρ3 − ρ4,−2 + 3ρ− 3ρ2 + 2ρ3 − ρ4]
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Fig. 6.2 – De gauche a` droite, les itine´raires des ensembles λAU0 , λA
U
1 .
dont les isome´tries G0, G1, G2 s’expriment sur A
G
0 , A
G
1 , A
G
2 respectivement comme :
G0(z) = −ρz + 1− 2ρ+ 2ρ3 − 3ρ4 + 2ρ5
G1(z) = −ρ3z + 1− 2ρ+ 2ρ2 − 2ρ3 + ρ5
G2(z) = ρz
4 − 1 + 2ρ− 3ρ2 + 2ρ3.
Elle est illustre´e dans la figure 6.5. Les isome´tries ci-dessus sont exprime´es en fonction de
U0, . . . , U6 comme suit :
G0(z) = U16534023405653402340561(z)
G1(z) = U16561(z)
G2(z) = U165340234023402340561(z)
(6.3)
En observant la mosa¨ıque des cellules de G, on soupc¸onne plusieurs endroits ou` la ge´ome´trie
semble se re´pliquer. Un de ces endroits est le sommet situe´ a` l’extreˆme droite de AG1 . C’est donc
assez naturellement que l’on va rechercher l’application H de premier retour dans AG1 . Cette
application est illustre´e dans la figure 6.7. Elle est de´finie par les isome´tries suivantes
H0(z) = z − 1 + 4ρ− 6ρ2 + 4ρ3 − ρ4
H1(z) = ρ
4z + 1− 3ρ+ 3ρ2 − 4ρ3 + 5ρ4 − 2ρ5
H2(z) = −ρ5z − 8 + 10ρ− 5ρ2 − 2ρ3 + 6ρ4 − 6ρ5
H3(z) = z − 4 + 10ρ− 13ρ2 + 10ρ3 − 4ρ4
H4(z) = −ρ3z − 2ρ+ 5ρ2 − 8ρ3 + 6ρ4 − 2ρ5
H5(z) = −ρ5z − 5 + 5ρ− 2ρ2 − 2ρ3 + 5ρ4 − 5ρ5
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Fig. 6.3 – De gauche a` droite, les itine´raires des ensembles λAU2 , λA
U
3 .
sur les atomes {AH0 , . . . , AH5 } qui ont pour coordonne´es :
AH0 = [−5 + 9ρ2 − 15ρ3 + 15ρ4 − 9ρ5,−5ρ+ 9ρ2 − 6ρ3 + ρ4,−ρ3 + ρ4]
AH1 = [−2 + 3ρ2 − 5ρ3 + 5ρ4 − 3ρ5,−1− ρ+ 3ρ2 − 2ρ3,−1− ρ2 + 4ρ3 − 4ρ4 + ρ5]
AH2 = [−1− 5ρ+ 8ρ2 − 6ρ3 + 5ρ4 − 4ρ5, 1− ρ+ 8ρ2 − 11ρ3 + 5ρ4, 4− 10ρ+ 13ρ2 − 11ρ3 + 5ρ4]
AH3 = [−1− ρ+ 3ρ2 − 2ρ3, 4− 10ρ+ 13ρ2 − 11ρ3 + 5ρ4,−1− ρ+ 8 ρ2 − 11ρ3 + 5ρ4]
AH4 = [−5 + 9ρ− 10ρ2 + 8ρ3 − 4ρ4,−1− 5ρ+ 13ρ2 − 15ρ3 + 10ρ4 − 4ρ5,
−1− 5ρ+ 8ρ2 − 6ρ3 + 5ρ4 − 4ρ5, 4− 10ρ+ 13ρ2 − 11ρ3 + 5ρ4]
AH5 = [−5 + 9ρ2 − 15ρ3 + 15ρ4 − 9ρ5,−1− ρ2 + 4ρ3 − 4ρ4 + ρ5,
−1− 5ρ+ 13ρ2 − 15ρ3 + 10ρ4 − 4ρ5,−5 + 9ρ− 10ρ2 + 8ρ3 − 4ρ4,−5ρ+ 9ρ2 − 6ρ3 + ρ4].
Les isome´tries {H0, . . . , H5} s’expriment de la fac¸on suivante en fonction de G :
H0(z) = G121(z)
H1(z) = G1221(z)
H2(z) = G12022222021(z)
H3(z) = G12022021(z)
H4(z) = G1202021(z)
H5(z) = G12021(z).
(6.4)
6.2.4 Premier Retour dans AH0
L’application de premier retour H△ dans AH0 est une isome´trie par morceaux similaire a` H
via la contraction h de´finie comme suit :
h = λ(z − c) + c ou` c = ρ4 − ρ3.
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Fig. 6.4 – De gauche a` droite, les itine´raires des ensembles λAU4 , λA
U
5 , λA
U
6 .
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Fig. 6.5 – L’action de l’application G.
Les isome´tries de H△ de´finies respectivement sur {hAH0 , . . . , hAH6 } ayant les expressions poly-
nomiales suivantes :
H△0 (z) = z − 5 + 14ρ− 19ρ2 + 14ρ3 − 5ρ4
H△1 (z) = ρ
4z + 3− 8ρ+ 9ρ2 − 10ρ3 + 10ρ4 − 4ρ5
H△2 (z) = −ρ5z − 23 + 29ρ− 15ρ2 − 6ρ3 + 20ρ4 − 19ρ5
H△3 (z) = z − 14 + 33ρ− 42ρ2 + 33ρ3 − 14ρ4
H△4 (z) = −ρ3z − 6ρ+ 15ρ2 − 21ρ3 + 16ρ4 − 6ρ5
H△5 (z) = ρ
5z − 14 + 15ρ− 6ρ2 − 6ρ3 + 15ρ4 − 14ρ5
s’expriment comme suit par rapport a` H :
H△0 (z) = H030(z)
H△1 (z) = H010(z)
H△2 (z) = H035152515303530(z)
H△3 (z) = H0351530(z)
H△4 (z) = H0353530(z)
H△5 (z) = H03530(z).
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Fig. 6.6 – La mosa¨ıque de l’application G. En rouge, on montre une zone ou` les motifs semblent
se re´pe´ter.
Si on de´finit la substitution :
ζ : 0 7−→ 030
1 7−→ 010
2 7−→ 035152515303530
3 7−→ 0351530
4 7−→ 0353530
5 7−→ 03530
alors le triplet ({AH0 , . . . , AH5 }, ζ, h) est une composante renormalisable de H si ζ est primitive.
On pre´sente comme pre´ce´demment une preuve graphique que les ensembles {hAH0 · · ·hAH5 }
suivent les bons itine´raires constitue´es par la se´rie de figures 6.8 et 6.9. On peut facilement
ve´rifier que :
H△i (hz) = hHi(z), ∀i = 0, · · · , 6.
L’application H admet deux points fixes s0 ∈ AH0 et s4 ∈ AH4 de coordonne´es :
s0 = 1/7(−10 + 6ρ+ 12ρ2 − 23ρ3 + 13ρ4 − 3ρ5)
s4 = 1/7(−1− 19ρ+ 18ρ2 − 10ρ3 + 16ρ4 − 15ρ5)
Le de´faut de primitivite´ de ζ n’a pas de conse´quence sur les premiers re´sultats du chapitre 5 qui
assurent que ces points donnent naissance a` deux familles infinies de points pe´riodiques (illustre´es
en figure 6.10). On va voir comment appliquer malgre´ tout les re´sultats suivants concernant les
points ape´riodiques.
6.2.5 Une Infinite´ de Composantes Ergodiques
La substitution ζ est clairement non primitive, puisqu’aucune image de lettre ne contient la
lettre 4. Pourtant, elle posse`de un seul point fixe. Il commence par 0 et peut eˆtre obtenu comme
limite de ζk(i) pour n’importe quelle lettre de i = {0, . . . , 5}. De plus, ce point fixe ne contient
pas de 2 puisque seule l’image de 2 en contient. Ainsi, le syste`me substitutif de ζ est le meˆme
que si on la conside`re comme n’agissant pas sur la lettre 4 ni sur la lettre 2. Or la substitution
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Fig. 6.7 – L’action de l’application H.
de´finie sur {1, 3, 5} par :
ζ˜ : 0 7−→ 030
1 7−→ 010
3 7−→ 0351530
5 7−→ 03530
a pour matrice d’incidence :
Mζ˜ =


2 0 1 0
2 1 0 0
2 1 2 2
2 0 2 1


dont la troisie`me puissance est positive. Donc ζ˜ est primitive et le syste`me substitutif qu’elle
engendre est uniquement ergodique. L’application H supporte ainsi une dynamique uniquement
ergodique sur un sous-ensemble ZH de son ensemble exceptionnel ∆H par le the´ore`me 28. Cet en-
semble, conforme´ment a` la description du chapitre 5, se scinde en 5 parties {ZH0 , ZH1 , ZH2 , ZH3 , ZH5 }.
En effet, il n’y a aucun ite´re´ de la famille {hAH0 , . . . , hAH5 } dans l’atome AH4 donc, d’apre`s le mode
de construction de´crit dans le chapitre 5, on voit qu’on ne peut avoir un ensemble ZH4 ⊂ AH4 .
L’ensemble ZH respecte donc les re`gles d’invariance suivantes :
ZH
0
= hZH
0
∪ hZH
1
∪ hZH
2
∪ hZH
3
∪ hZH
5
∪H01hZ
H
1
∪H03515251530353hZ
H
2
∪H035153hZ
H
3
∪H0353hZ
H
5
ZH
1
= H0hZ
H
1
∪H035hZ
H
2
∪H0351525hZ
H
2
∪H035hZ
H
3
ZH
2
= H03515hZ
H
2
ZH
3
= H0hZ
H
0
∪H0hZ
H
2
∪H0hZ
H
3
∪H0hZ
H
5
∪H035152515hZ
H
2
∪H0351525153035hZ
H
2
∪
∪H03515hZ
H
3
∪H035hZ
H
5
ZH
5
= H03hZ
H
2
∪H0351hZ
H
2
∪H035152hZ
H
2
∪H035152515303hZ
H
2
∪H03hZ
H
3
∪H0351hZ
H
3
∪H03hZ
H
5
On remarque que ZH2 doit eˆtre re´duit au point fixe de la contraction H03515.
Comme H est le premier retour dans AG0 pour l’application G, on construit l’ensemble Z
G,
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Fig. 6.8 – De gauche a` droite, les itine´raires des ensembles hAH0 , hA
H
1 , hA
H
2 .
Fig. 6.9 – De gauche a` droite, les itine´raires des ensembles hAH3 , hA
H
4 , hA
H
5 .
sous-ensemble de l’ensemble exceptionnel ∆G, que l’on peut de´finir comme Z˜
G = ∪i=0,...,5ZGi
avec :
Z˜G0 = Z
H
0 ∪G1ZH0 ∪G12ZH0
Z˜G1 = Z
H
1 ∪G1ZH1 ∪G12ZH1 ∪G122ZH1
Z˜G2 = Z
H
2 ∪G1ZH2 ∪G12ZH2 ∪G120 ∪G1202ZH2 ∪ · · · ∪G1202222202ZH2
Z˜G3 = Z
H
3 ∪G1ZH3 ∪G12ZH3 ∪G120ZH3 ∪G1202ZH3 ∪ · · · ∪G1202202ZH3
Z˜G5 = Z
H
5 ∪G1ZH5 ∪G12ZH5 ∪G120ZH5 ∪G1202ZH5
en suivant l’expression de H en fonction de G donne´e par les relations (6.4). L’ensemble ZG est
un ensemble invariant pour G constitue´ d’un nombre fini de re´pliques similaires de ZH . Puisque
la dynamique de H est uniquement ergodique sur ZH , alors celle de G est aussi uniquement
ergodique sur ZG. Le meˆme raisonnement va eˆtre fait pour construire un ensemble invariant de T
a` partir de ZG, puisque l’application G est de´finie a` partir de U via les relations (6.3). Cependant,
pour cela, il faut savoir comment ZG se re´partit dans les atomes de G. La formulation pre´ce´dente
n’est donc pas tre`s pratique. Il serait pre´fe´rable de scinder ZG en trois parties, chacune e´tant dans
un atome diffe´rent de G. Or on sait que ZG se de´crit comme une re´union d’ensembles de la forme
Gν1···νkZ
H
α dont on sait qu’ils sont chacun dans A
G
νk+1
. On reformule donc ZG comme la re´union
de trois ensembles ZG0 , Z
G
1 et Z
G
2 , chacun e´tant contenu dans A
G
0 , A
G
1 et A
G
2 respectivement.
On n’e´crira pas explicitement ces re´unions car elles sont lourdes et on ne les utilisera plus par la
suite. On pre´fe´rera travailler directement avec les ensembles ZGi . Pour de´crire l’application, on
utilisera un formalisme identique a` celui rencontre´ dans le chapitre 5. A savoir que l’on notera
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Fig. 6.10 – A` gauche, la mosa¨ıque de cellules de l’application H. A` droite, les deux familles de
cellules pe´riodiques de H, engendre´es par s0 (en rouge), et par s4 (en vert).
µ0, . . . , µ5 les mots {1210, 12211, 120222220212, 120220213, 12020214, 120215} que l’on indexera
en fonction de l’application H qu’ils de´crivent dans les relations (6.4). L’ensemble A de´crira
l’ensemble des pre´fixes de ces mots munis de leurs indices respectifs :
A = {10, 120, 11, 121, 1221, 12, 122, 1202, 12022, 120222, 1202222, 12022222, . . .}.
On utilisera les fonctions χ, ψ de la meˆme manie`re que dans le chapitre 5, c’est-a`-dire que χ(α)
donne l’indice du pre´fixe et ψ(α) la lettre qui vient juste apre`s le pre´fixe α dans le mot µχ(α) ;
par exemple ψ(121) = 2, χ(121) = 1 etc.
Avec ce formalisme, les ensembles ZGi s’e´crivent :
ZG1 = Z
H
0 ∪ ZH1 ∪ ZH2 ∪ ZH3 ∪ ZH5 ∪
⋃
ν∈ψ−1(1)
GνZ
H
χ(ν)
puisque ZH ⊂ AG1 , et
ZG0 =
⋃
ν∈ψ−1(0)
GνZ
H
χ(ν)
ZG2 =
⋃
ν∈ψ−1(2)
GνZ
H
χ(ν).
En se fondant maintenant sur les relations (6.3), on va construire ZU un ensemble invariant par
U a` partir de ZG. On va donc faire exactement le meˆme travail que ci-dessus. Pour les mots
utilise´s dans les relations (6.3) indice´s par les isome´tries de G qu’elles de´finissent :
{165340234056534023405610, 165611, 1653402340234023405612}
on conside`re AU l’ensemble de tous leurs pre´fixes duˆment indice´s :
AU = {10, 160, 1650, . . . , 11, 161, 1651, 16561, . . . , 12, 162, 1652, . . .}.
Les fonction χ et ψ seront de´finies cette fois sur AU . L’ensemble ZU sera scinde´ en sept parties
de´finies comme suit :
ZU1 = Z
G
0 ∪ ZG1 ∪ ZG2 ∪
⋃
ν∈ψ−1(1)
UνZ
G
χ(ν)
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puisque ZG ⊂ AU1 et :
ZUi =
⋃
ν∈ψ−1(i)
UνZ
G
χ(ν)
pour i = {0, 2, 3, 4, 5, 6}.
Or l’application U a une proprie´te´ remarquable : elle est conjugue´e a` l’application U△ de premier
retour dans λU1 ∪ U0 (cf. 6.2). Ainsi, si l’application U est uniquement ergodique sur ZU alors
U△ est uniquement ergodique sur λZU . De plus, ces deux ensembles sont disjoints car les ite´re´s
des atomes de G sont disjoints des ite´re´s des atomes de G△, application de premier retour dans
λAU1 , comme illustre´ dans la figure 6.11. Ainsi, il existe pour U un autre ensemble invariant
sur lequel la dynamique agit de manie`re uniquement ergodique. On l’appellera C1. Elle est
de´termine´e pre´cise´ment par l’expression de U△ en fonction de U donne´e par les relations (6.1).
λZU sera lui aussi scinde´ en sept parties λZU0 , . . . , λZ
U
6 . On va conside´rer l’ensemble des pre´fixes
des mots :
{406, 634053405340534053406, 6340234440234023444023406, 63403, 403, 634053406, 63406}
duˆment indice´s par la meˆme me´thode que ci-dessus. Cette fois-ci :
AU△ = {40, 400, 4060, 61, 631, 6341, 63401, . . . , 62, 632, 6342, . . . , 63, 633, 6343 . . . , . . . 63406}
et
C1i =
6⋃
j=0
λZGj ∪
⋃
ν∈ψ−1(i)
UνλZ
U
χ(ν).
Ce raisonnement peut encore eˆtre applique´ autant de fois que l’on veut en conside´rant les
applications U△k de premier retour dans λk(P0 ∪ P1). Toutes ces applications sont identiques
et donc chacune a un sous-ensemble λkZU de son ensemble exceptionnel sur lequel U△k est
uniquement ergodique. Tous ces ensembles vont nous servir a` construire des ensembles invariants
de U en appliquant la meˆme me´thode que ci-dessus. Si la substitution ω est de´finie par :
ω : 0 7−→ 406
1 7−→ 634053405340534053406
2 7−→ 6340234440234023444023406
3 7−→ 63403
4 7−→ 403
5 7−→ 634053406
6 7−→ 63406
et que A△k est constitue´ de tous les pre´fixes des mots {ω(0)k, . . . , ω(6)k} duˆment indice´s, alors
les ensembles :
Cki =
6⋃
j=0
λkZGj ∪
⋃
ν∈ψ−1(i)
Uνλ
kZUχ(ν)
avec χ, ψ : A△k → {0, . . . , 6} de´finies comme pre´ce´demment, sont des ensembles invariants de
U supportant chacun une dynamique uniquement ergodique. On remarque qu’on retrouve bien
la de´finition pre´ce´dente de C1.
L’ensemble exceptionnel de U posse`de donc une infinite´ de sous-ensembles invariants {Ck}k sup-
portant une mesure ergodique. Ainsi, la mesure U -invariante sur l’ensemble exceptionnel posse`de
une infinite´ de´nombrable de composantes ergodiques. Bien suˆr, par construction, c’est aussi le
cas de T , ce qui prouve le re´sultat 29.¤
6.2. DE´COMPOSITION DE LA DYNAMIQUE DE LA TOUR A` TROIS TRIANGLES 125
Fig. 6.11 – Les triangles les plus gros repre´sentent les ite´re´s des ensembles AG0 , A
G
1 et A
G
2 tandis
que les plus petits sont les ite´re´s des ensembles λAG0 , λA
G
1 , λA
G
2 .
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Chapitre 7
Conclusion
Re´sume´ et Conclusions
Dans cette the`se, apre`s la bre`ve introduction aux concepts fondamentaux, on a pre´sente´
plusieurs exemples, maintenant devenus classiques, qui illustrent les me´thodes de base servant
a` l’e´tude des isome´tries par morceaux. Les re´sultats tre`s ge´ne´raux concernant cette classe de
syste`mes dynamiques sont peu nombreux, ce qui n’est pas e´tonnant vu qu’elle est tre`s vaste.
Aussi, c’est par l’e´tude des exemples que l’on perc¸oit la richesse des comportements et que l’on
commence, presque au cas par cas a` mettre sur pied de nouvelles me´thodes d’e´tude.
Celles-ci sont tout a` fait diffe´rentes de celles employe´es dans la the´orie ergodique des syste`mes
dilatants ou contractants. Ici, on ne peut pas faire d’e´tude statistique sur les orbites car on n’a
en ge´ne´ral pas ergodicite´ par rapport a` la mesure de Lebesgue, qui est la principale mesure in-
variante. On sait qu’une des particularite´s de ces syste`mes est d’ailleurs de faire cohabiter deux
types de dynamiques. Outre les re´gions de discontinuite´ sur lesquelles l’application n’est finale-
ment de´finie que conventionnellement, on a ce que l’on a appele´ les cellules pe´riodiques d’une part
et l’ensemble exceptionnel d’autre part. Le premier de ces deux ensembles invariant supporte
une dynamique re´gulie`re constitue´e uniquement de points pe´riodiques ou pseudo-pe´riodiques re-
groupe´s en cellules hie´rarchise´es. Cette hie´rarchie peut dans certains cas se de´crire par un sche´ma
substitutif. C’est le cas dans [1, 23, 25, 37]. L’ensemble exceptionnel supporte quant a` lui une
dynamique ape´riodique qu’il n’est pas aise´ de de´crire. Dans [1], il est pourtant montre´ que dans
les cas e´tudie´s, elle e´tait ergodique pour une mesure idoine de´finie sur un espace symbolique.
Tous les exemples d’isome´tries par morceaux ou` une e´tude pre´cise a pu eˆtre mene´e a` bien utilisent
a` peu pre`s les meˆmes techniques, reposant sur une proprie´te´ fondamentale de la dynamique :
l’auto-similarite´. Notre travail a consiste´ en l’e´tude pre´cise d’un exemple de rotation par mor-
ceaux fonde´e sur trois triangles, extension du travail [23]. Cette e´tude, mene´e conjointement avec
M. Goetz graˆce a` des outils informatiques de´veloppe´s pour l’occasion constitue le chapitre 4.
Cet exemple posse`de plusieurs proprie´te´s inte´ressantes et inattendues. La principale e´tant encore
une fois une proprie´te´ d’auto-similarite´, mais cette fois-ci, celle-ci n’est que “partielle”. On veut
dire par la` que toute la dynamique n’est pas gouverne´e par un sche´ma substitutif unique. Seule
une partie des orbites suivent cette re`gle. Cette proprie´te´ implique en particulier qu’il existe des
ensembles pour lesquels les temps de retour deviennent aussi grands que souhaite´. Un re´sultat
qui contraste avec le the´ore`me classique valable pour les e´changes d’intervalles qui indique en
particulier que les temps de retours sont toujours borne´s.
Le fait que l’auto-similarite´ soit partielle est loin d’eˆtre limitatif. Au contraire, une meˆme ap-
plication peut admettre plusieurs sche´mas de substitutions diffe´rents, le chapitre 6 en montre
d’ailleurs une infinite´. De plus, on se rend compte, a` la fin du chapitre 4, que l’auto-similarite´
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est conse´quence d’un ensemble de conditions ge´ome´triques et alge´briques bien identifie´es et que
celles-ci peuvent eˆtre remplies non seulement par des exemples particuliers et hautement non
ge´ne´riques mais par une famille continue d’isome´tries par morceaux dont les parame`tres va-
rient dans un intervalle. Le chapitre 5 conside`re ces conditions comme des hypothe`ses de travail
et s’attache a` de´gager un certain nombres de proprie´te´s qui en de´coulent. On montre notam-
ment qu’elles impliquent bien l’existence de familles de cellules pe´riodiques hie´rarchise´es selon
un sche´ma substitutif. La deuxie`me partie de ce chapitre s’inte´resse a` la dynamique “limite”
qu’engendrent ces hypothe`ses. On montre alors qu’il doit exister un ensemble non vide de points
ape´riodiques de mesure de Hausdorff positive et finie qui suit une dynamique uniquement ergo-
dique. De plus, la mesure ergodique est intimement relie´e a` la mesure de Hausdorff et on peut
conjuguer la dynamique avec des syste`mes classiques (substitutions ou diagrammes de Bratteli).
C’est ainsi qu’on prouve au chapitre 6 que notre application mode`le admet une infinite´ d’en-
sembles invariants disjoints, chacun supportant une dynamique uniquement ergodique. La me-
sure invariante sur son ensemble exceptionnel admet donc une infinite´ de composantes ergo-
diques.
Perspectives
Une des nouveaute´s de l’exemple qui nous a servi de mode`le tout au long de ce travail est
que tous ses parame`tres sont des nombres alge´briques de degre´ trois. Le lien entre les proprie´te´s
alge´briques des parame`tres et les proprie´te´s dynamiques des isome´tries par morceaux n’est pas
encore bien e´tabli. Pour autant, on peut raisonnablement suspecter qu’il y en ait un. La sec-
tion 3.4 donne un exemple ou` on utilise explicitement les proprie´te´s alge´briques des parame`tres
mais cela ne donne pas de contrainte claire sur la dynamique conside´re´e. Dans les chapitres 4
et 6, on est amene´s naturellement a` manipuler des polynoˆmes, c’est meˆme la clef de vouˆte de
la structure de donne´es utilise´e dans les outils informatiques qui nous ont e´te´ si utiles dans
l’investigation, autrement impossible, des structures de la dynamique de notre exemple. Mais la`
encore les proprie´te´s alge´briques n’apparaissent pas comme quelque chose de fondamental.
Cependant, si on s’attache a` la famille tre`s e´tudie´e des rotations du tore, alors on est force´ de
constater qu’il y a une diffe´rence dans les structures de´crites dans [32] et [33]. Dans le premier
article, on traite les cas des rotations sur le tore fonde´es sur des parame`tres quadratiques. Il n’y
a qu’un nombre fini de cas a` traiter et chacun admet un seul sche´ma auto-similaire global, c’est-
a`-dire suffisant pour de´crire toute la dynamique. Bien que plus complexes a` mettre en pratique,
les me´thodes utilise´es sont finalement assez similaires a` celles de [1] ou de [23] qui d’ailleurs
traitent eux aussi de cas dont les parame`tres sont des entiers quadratiques.
A contrario, dans le second article, ou` l’on traite de cas dont les parame`tres sont des entiers
cubiques, des me´thodes un peu diffe´rentes doivent eˆtre mises en œuvre. On ne peut en effet
plus traiter toute la dynamique avec un seul sche´ma global, on a plutoˆt besoin d’une sorte de
catalogue. En effet, en induisant, on ne voit apparaˆıtre qu’un nombre fini de structures d’appli-
cations induites. On les recenses alors toutes et la dynamique globale se de´compose en une sorte
d’arbre d’applications induites selon des re`gles pre´cisent. On retrouve d’ailleurs dans ce travail,
cette sorte de similarite´ partielle qui ame`ne a` un re´sultat analogue concernant les composantes
ergodiques de la dynamique sur l’ensemble exceptionnel de l’exemple qui y est traite´.
Cette diffe´rence de comportement se retrouve aussi entre l’exemple traite´ dans [23] et celui du
pre´sent travail. Ces conside´rations sont de plus motive´es par les travaux de M. Boshernitzan et
Carroll qui montre`rent que des e´changes d’intervalles fonde´s sur des parame`tres quadratiques
n’admettaient qu’un nombre fini d’applications induites possibles. Il est alors naturel de se de-
mander quelles ge´ne´ralisations de ce re´sultat on pourrait obtenir en dimensions supe´rieures.
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Des questions se posent aussi sur la ge´ne´ricite´ de ces structures auto-similaires. On a vu que,
bien que certains comportements semblent relie´s a` l’alge´bricite´ des parame`tres et semblent donc
de´pendants de leurs proprie´te´s arithme´tiques particulie`res, d’autres au contraire subsistent sur
tout un intervalle. En tout cas, l’e´tude des isome´tries par morceaux sous un angle plus alge´brique
semble eˆtre une voie de recherche inte´ressante pour espe´rer donner un de´but de re´ponse aux
nombreuses questions qui se posent encore.
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Re´sume´ : Dans cette the`se, on commence par pre´senter l’e´tude d’un syste`me dynamique
isome´trique par morceaux ge´ne´ralisant un exemple connu. On montre qu’il exhibe une infinite´
de points pe´riodiques hie´rarchise´s par une structure auto-similaire. L’application de premier
retour dans un de ses atomes est une isome´trie par morceaux de´finie sur une partition auto-
similaire comportant une infinite´ d’atomes dont le temps de retour croit exponentiellement.
L’auto-similarite´ observe´e n’est que partielle, elle ne de´crit pas toute la dynamique, mais elle est
pre´serve´e quand on varie le parame`tre principal de manie`re continue. Cela permet d’identifier
les conditions sous lesquelles une auto-similarite´ est possible. On de´gagera ainsi des hypothe`ses
ge´ne´rales qui ont de nombreuses conse´quences inte´re´ssantes. En particulier, outre l’existence
e´ventuelle de familles de cellules pe´riodiques descriptibles par un sche´ma substitutif, on mon-
trera qu’il doit exister un ensemble non vide de points ape´riodiques. Cet ensemble est fractal,
il peut eˆtre construit comme un attracteur d’I.F.S graphe-dirige´ et sa dimension de Hausdorff
peut eˆtre calcule´e. On montrera aussi que la structure ge´ome´trique ame`ne tout naturellement a`
coder la dynamique par une application de Vershik sur un diagramme de Bratteli stationnaire,
uni-ergodique sous des conditions naturelles de primitivite´. Ce codage particulier peut eˆtre ”tra-
duit” dans le langage standard de l’application. Cette dynamique symbolique-ci est alors un
syste`me substitutif.
Le cadre pre´sente´ est suffisament ge´ne´ral pour englober la plupart des cas particuliers e´tudie´s
jusqu’alors. A titre d’application, on l’utilise pour montrer que le syste`me cite´ ci-dessus posse`de
une mesure invariante dote´e d’une infinite´ de composantes ergodiques.
Mots-cle´s : Isometries par morceaux, auto-similairite´, fractals, constructions graphe-dirige´s,
diagrammes de Bratteli, substitutions.
Selfsimilarity in Piecewise Isometric Systems
Abstract : In this thesis, we introduce a piecewise isometric system generalising a known
example. It is shown to display an infinite number of periodic points following a selfsimilar struc-
ture. The first-return map into one of its atom is a piecewise isometry defined over a selfsimilar
partition with an infinite number of atoms having exponentially increasing return-times. The
displayed self-similarity describes only a part of the dynamics, but it is stable under continuous
variations of the main parameter. This property enables us to identify the geometric and alge-
braic conditions involved in the birth of a self-similar scheme. We then give general assumptions
which imply not only the existence of families of periodic cells whose codes follow a substitutive
scheme, but the existence of a non-empty set of aperiodic points. This set is fractal, it can be des-
cribed by a graph-directed construction and its Hausdorff dimension can be computed explicitly.
Moreover, we show that the geometric structure leads naturally to measure-theoretic conjugate
the dynamics with a Vershik map over a stationary Bratteli diagram, which is uniquely ergodic
under natural primitivity conditions. This coding can be “translated” into the regular coding of
the piecewise isometry, leading to a substitution dynamical system.
The given framework is general enough to handle many of the piecewise isometries studied up
to now. We use it to show that the system mentioned above has an invariant measure with an
infinite number of ergodic components.
Keywords : Piecewise isometries, selfsimilarity, fractals, graph-directed contructions, Bratteli
diagrams, substitutions.
Discipline : Physique Mathe´matique.
Laboratoire : Centre de Physique Theorique, Campus de Luminy, Case 907, 13288 Marseille
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