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INTRODUCTION
What does machine learning offer to biological-vision scientists? Machine-learning was developed as a tool for Supervised learning refers to any algorithm that accepts a set of labeled stimuli -a training setand returns a classifier that can label stimuli similar to those in the training set.
Unsupervised learning works without labels. It is less popular, but of great interest because labeled data are scarce while unlabeled data are plentiful. Without labels, the algorithm discovers structure and redundancy in the data.
Cost function.
A function that assigns a real number representing cost to a candidate solution, i.e. a set of weights. Solving by optimization means minimizing cost.
Gradient descent:
An algorithm that minimizes cost by incrementally changing the parameters in the direction of steepest descent of the cost function.
inform perceptual decision-making" (Graf, Kohn, Jazayeri,
Convexity:
A problem is convex if there are no local minima other than the global minimum (or minima if there are several equally good solutions). This guarantees that gradient-descent will converge to a global minimum. There might be more than one global minimum, with equal cost, e.g. in problems with symmetric solutions.
Generalization is how well a classifier performs on new, unseen examples that it did not see during training.
Cross validation assesses the ability of the network to generalize, from the data that it trained on, to new data.
Backprop, short for "backward propagation of errors", is widely used to apply gradient-descent learning to multi-layer networks. It uses the chain rule from calculus to iteratively compute the gradient of the cost function for each layer.
Hebbian learning and spike-timing-dependent plasticity (STDP). According to Hebb's rule, the efficiency of a synapse increases after correlated pre-and post-synaptic activity. In other words, neurons that fire together, wire together (Löwel & Singer, 1992 
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Assumptions are rarely stated. There are no confidence intervals on the solution. However, 145 performance is typically cross-validated, showing generalization, and it has been proven that 146 convex networks can compute posterior probability (e.g. Rojas, 1996) . Furthermore, machine 147 learning and statistics seem to be converging to provide a more general perspective on 148 probabilistic inference that combines complexity and rigor.
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These current limitations drive practitioners to enhance the scope and rigor of deep learning.
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But bear in mind that some of the best classifiers in computer science were inspired by 
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MATHEMATICS VS. ENGINEERING
158
The history of machine learning has two threads: mathematics and engineering. In the 159 mathematical thread, two statisticians, Fisher and later Vapnik, developed mathematical 160 transformations to uncover categories in data, and proved that they give unique answers. They 161 assumed distributions and proved convergence.
162
In the engineering thread, a loose coalition of psychologists, neuroscientists, and computer 163 scientists (e.g. Turing, Rosenblatt, Minsky, Fukushima, Hinton, Sejnowski, LeCun, Poggio,
164
Bengio) sought to reverse-engineer the brain to build a machine that learns. Their algorithms 165 are typically applied to stimuli with unknown distributions and lack proofs of convergence. 1 Linear discriminant analysis is an outgrowth of regression which has a much longer history. Regression is the optimal least-squares linear combination of given functions to fit given data and was applied by Legendre (1805) and Gauss (1809) to astronomical data to determine the orbits of the comets and planets around the sun. The estimates come with confidence intervals and the fraction of variance accounted for, which rates the goodness of the explanation. worse with fewer layers. signal matching the receptive field weights. It was exciting to realize that the brain contains 10 11 326 likelihood computers. Later work added prior probability, for a Bayesian approach. Tanner & 327 Birdsall (1958) noted that, when figuring out how a biological system does a task, it is very 328 helpful to know the optimal algorithm and to rate observed performance by its efficiency relative 329 to the optimum. SDT solved detection and classification mathematically, as maximum likelihood.
330
It was the classification math of the sixties. Machine learning is the classification math of today. 
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