Abstract. We investigate conservative properties of Runge-Kutta methods for Hamiltonian PDEs. It is shown that multi-symplecitic Runge-Kutta methods preserve precisely norm square conservation law. Based on the study of accuracy of Runge-Kutta methods applied to ordinary and partial differential equations, we present some results on the numerical accuracy of conservation laws of energy and momentum for Hamiltonian PDEs under Runge-Kutta discretizations.
Introduction
For the Runge-Kutta discretization of Hamiltonian partial differential equations (HPDEs), the symplecticity of both in temporal and spatial directions implies the multi-symplecticity of integrator (see [2, 6, 8, 16] and reference therein). The preservation of classical conservative properties (energy, momentum and charge etc.) are emphasized in the application of numerical methods to physics and other sciences. In [1, 3, 7, 11, 12, 13, 14, 16] some conserved quantities of some Hamiltonian wave equations under some discretizations are discussed. In [5, 8, 9] , authors investigate the evolution, both locally and globally, of energy and momentum for nonlinear Dirac equations under multi-symplectic Runge-Kutta discretizations. The results in [5, 9] reveal the local symmetry of energy and momentum in the discrete sense. It is shown in [5, 8, 9] that the multi-symplectic Runge-Kutta methods applied to nonlinear Dirac equations preserve not only the inner symmetry, the multi-symplectic geometric structure, but also some crucial conservative properties in the relativistic quantum physics. Theorem 4.2 and Theorem 4.3, in [5] , imply that for a multisymplectic Runge-Kutta method applied to the nonlinear Dirac equations under appropriate conditions, there exists a constant C > 0 such that for sufficiently small τ and h, we have
provide more relations between the error estimates of energy (or momentum) and the accuracy of numerical integrators. In this paper we investigate the evolution of numerical errors of energy and momentum for concatenation of Runge-Kutta methods applied to Hamiltonian PDEs. We present some error estimates of energy and momentum related closely to the accuracy of numerical integrators applied. This paper is organized as follows. In section 2, we give the discrete norm square conservation law for multi-symplectic Runge-Kutta methods. We present some accuracy properties of Runge-Kutta methods for partial differential equations in section 3. In section 4, we investigate the errors of energy and momentum for Runge-Kutta discretizations of Hamiltonian partial differential equations.
The discrete norm square conservation law and the total symplecticity
In this paper, we consider the partial differential equation in the following form
with the state variable z ∈ R n , M and K are skew-symmetric matrices, and the initial condition z f (x) = z(x, 0). Here, M and K are required both non-degenerate. If M and K are degenerate, we can introduce Lagrange multiplier, and reformulated it into the above form.
According to [1, 16] (also see [8, 12, 13, 14] ) and references therein, the above system (2.1) is called multi-symplectic Hamiltonian system, because it has a multisymplectic conservation law
where ω and κ are pre-symplectic forms,
Besides the geometric character on the phase space [1, 2] , the system has an energy conservation law (ECL)
with energy density
and energy flux
and a momentum conservation law (MCL)
with momentum density
and momentum flux
For the sake of our discussion in the discrete case, we replace the whole real spatial region R by the finite interval [X L , X R ] firstly, where X L < X R . For the solvability of the later finite-difference discretization, appropriate boundary conditions should be given concretely. Because of the global conservation properties considered in this paper, the periodic boundary conditions are adopted throughout the whole context, that is
where z b (t) is a known real-valued and sufficiently smooth vector function. The solvability also requires the consistency of the initial and boundary conditions, namely
Now taking a product with (2.1) by (M −T z) T and we assume that (M −T z) T ∇ z S(z) vanishes (e.g., Dirac equations and some other equations match this assumption, see [5] and references therein), it follows that
Suppose that the matrix M −1 K is symmetric, the above can be written as the following conservative form (2.5)
Kz are the density and flux respectively. Provided with the periodic boundary conditions, we derive the (global) norm square conservation law from the local one. It is well-known that the norm square conservation law is a very important property in physics, especially in quantum physics, e.g., the charge conservation law for Dirac equations and Schrödinger equations.
First, we give an equidistant partition on the spatial interval with the grid points
Set the starting time point t 0 = 0 for convenience, and let τ = ∆t and h = ∆x = (X R − X L )/N be the temporal stepsize and spatial stepsize respectively. Applying r-stage and s-stage RungeKutta methods (see [6, 10] ) to the multi-symplectic system (2.1) in the t-direction and x-direction respectively, we have the following (2.6)
where we made use of the following notations:
here it is merely a symbol that stands for a discrete value. Since the position and the use of this value in (2.6), we regard it as an approximation of
gives readers the intuitive interpretation here. These symbols were first used in [16] . In what follows we make use of z 
for all k, j = 1, 2, · · · , r, and m, n = 1, · · · , s, then (2.6) is multi-symplectic with the discrete multi-symplectic conservation law
The discrete multi-symplectic conservation law discussed above, is a geometric property on the phase space and can't be measured numerically. We find that Runge-Kutta methods with (2.7) applied to the Hamiltonian partial differential equations preserve the following discrete norm square conservation law corresponding to the continuous case we have defined previously. Theorem 2.2. The Runge-Kutta method (2.6) satisfying (2.7) has the following discrete local norm square conservation law
Proof. By using the second equation of (2.6), it is deduced that
From the first equation of (2.6), it follows that
we commute the summing order of the subscripts j and k in the last term, thus
According to the multi-symplectic condition (2.7), the above reads
Multiplying the last equation in (2.6) by (M
On the other hand, as similarly as to obtain (2.10), we have
(2.10)-(2.12) imply the equality (2.9). This completes the proof.
For the Hamiltonian system (2.1), the norm square conservation law has the following form
where
In the rest of this paper, we assume that the solution z, ∂ x z, ∂ xx z and any order partial derivatives of them with respect to x and t are bounded in the region considered; and we also assume that, for some sufficiently smooth bounded initial data and consistent boundary conditions, (2.1) has a unique solution globally. (2.14) h
Theorem 2.3. Under the assumptions in Theorem 2.2, we have the discrete norm square conservation law
provided the numerical periodic boundary conditions z
Proof. By Theorem 2.2, taking summation of (2.9) over the spatial grid points from l = 0 to l = N − 1, we have thus
where the last equality comes from the numerical periodic boundary condition z 
, the discrete norm square conservation law is also satisfied. Despite the insignificant attention, we should recognize that Theorem 2.3 gives the stability of Runge-Kutta methods with (2.7) in the sense of the norm square conservation law if we take the nonlinear Dirac equations as an example, which represents the probability conservation, it is a basic conservative quantity in quantum physics. In the numerical implementation, Theorem 2.3 ensures that the normalization in quantum physics is preserved exactly by the Runge-Kutta discretization that satisfies (2.7) [5] .
Remark 2.5. Quadratic invariants appear in a large number of applications and play an important role in some practical situations, they seem easier than other nonlinear invariants, however, even though in the case of Hamiltonian ODEs, symplectic integrators, in general, may not preserve quadratic invariants [17] .
Some accuracy properties for Runge-Kutta methods
In order to establish general results on the accuracy properties of classical conservation laws for general Hamiltonian PDEs under Runge-Kutta discretizations, in this section we present some results of accuracy properties of Runge-Kutta methods in application to ODEs and PDEs respectively.
3.1. The ODE case. Consider an ordinary differential system
where y = y(t) ∈ R n and f : R n → R n . Now, we apply an r-stage Runge-Kutta method to the system and set the starting point t 0 = 0 for convenience, the method reads 
where h is the stepsize. Assume that the Runge-Kutta method is of order p, namely,
The accuracy order p is only for the numerical solution y 1 at the grid point t = t 1 . Proof. Under the assumptions of this proposition, the value y 1 is updated by
Sinceẏ(c i h) = f (y(c i h)), we expand the Taylor series ofẏ(c i h) at t = 0 and then insert the expansion into the above equation, it follows that
On the other hand, we expand the Taylor series of y(h) at t = 0 and compare the coefficients of h i , i = 1, · · · , p, we find the proposition is equivalent to the following conditions (3.5)
The conditions listed in (3.5) belong to the order conditions
for Runge-Kutta methods with the accuracy order p, where τ is a tree as the terminology in [4] and [17] . Where the first equation in second, we compute y 1 by
If this approximation of y 1 is of order p, it satisfies the following conditions
where (a ij ) is the inverse matrix of A = (a ij ). Unfortunately, the condition (3.6) is not always satisfied, e.g., the latter three equations in (3.6) don't hold for the 2-stage, 4-order Gauss-Legendre Runge-Kutta method. If p ≥ 1, we find that the first equation in (3.6) is identical to the corresponding one in (3.5), thus it is concluded that the value y 1 obtained by this way is only of order O(h 2 ). 
g(y(t))dt.
Proof. In fact, we consider the rearranged system
with the initial data y(0) = y 0 and z(0) = 0. Remember the previous analysis (3.2) and (3.3), notice that z(t) = t 0
g(y(t))dt and the disctetization h
) is the expression of z 1 , thus it follows that
this concludes the proposition.
In the above proof, we can obtain the global error estimate of z as follows
where the constant C depends on the exact solutions y(t) and the function g(y), l is the step number considered and | · | is an appropriate norm in R n .
3.2. The PDE case. For simplicity, we only consider the model PDE
We apply an s-stage Runge-Kutta method to space for the model equation and obtain the following semi-discrete form (3.9)
where the prime stands for the differential with respect to time and h is the spatial stepsize. Since we will consider some local error analysis for the method here, we take y l (t) = y(x l , t) in order to discuss the accuracy properties at x = x l+1 . According to the results in previous subsection, under assumption that the model PDE has a smooth solution locally, we write the stage values Y l,m , m = 1, · · · , s as the following summation of powers of h,
mn . From the smoothness assumption, we have also
For the semi-discrete equations (3.9), which is an ordinary differential system, one can get Y l,m (t) from the first s equations in (3.9) and then get the solution y l+1 (t) from the last equation. Now, we apply an r-stage Runge-Kutta method to the semi-discrete system (3.9), then (3.12)
We assume that, with the application of the r-stage Runge-Kutta method recommended above to the system (3.1), the stage Y i and the solution y 1 are of order q i and q respectively. As mentioned following (3.9), in order to discuss the local accuracy properties at x = x l+1 or t = τ , y +c m h, 0) here respectively. Thus, as similarly to get 3.11, it follows from the semi-discrete system (3.9) and the full-discrete system (3.12) that
14)
i,1 etc. are parameters. Thus, we have 
We will consider the accuracy orders of the two kinds of approximations in the sequel. Without loss of generality, we assume that the coefficient matrixÃ = (ã mn ) s×s of the Runge-Kutta method which is applied to the space is invertible and let (ã mn ) s×s be the corresponding invertible matrix. Henceforth, from y Due to (3.14), set
where Π m stands for the summation of the terms of the powers of h and τ in (3.14). Consequently, (3.19) reads Since here we consider is local accuracy order, we let y 
may not have the order O(h p+1 + τ q+1 ) about approximating to y(x l+1 , τ ). As pointed out following (3.6), the value y 1 l+1 obtained by (3.17) may be
exactly, we write the above as
where C is a constant independent of sufficiently small h and τ . Similarly, the value y 1 l+1 obtained by (3.18) is
In a word, the value obtained by each of the above two ways may not have the approximation order O(h p+1 + τ q+1 ) we expect, it only has the accuracy order in one direction. We think it is relative to the approximations of the partial differential terms -they don't associate with the partial differential structure. In next section, the new approximation can make the value y 1 l+1 has the expected accuracy order. As discussed in Proposition 3.3, for the sake of the estimates of the conservation laws, we consider the local integrations y(x, t) )dt here, where g 1 (y) and g 2 (y) are any two functions of y with enough smoothness and regularity requirements we need on which y is defined. As shown in Proposition 3.3, we have the following theorem. 
and
Proof. Observing the semi-discrete system (3.9), it follows from the local error assumptions (3.10) and Proposition 3.3 that (3.25)
From the semi-discrete to the full-discrete, namely applying the q-order RungeKutta method to the semi-discrete system (3.9), we find that
In the full-discrete system, we replace the symbol Y 
Consequently, we have
where C is a constant independent of sufficiently small τ and h. In order to obtain the estimate (3.24), we need to discretize the model equation in the reverse order and give a similar discussion as to get (3.23).
Conservative accuracy of energy and momentum
Differentiating the multi-symplectic system (2.1) with respect to t and let v = z t , it follows that
, and the bound-
Besides the discretization (2.6), we have the following full-discrete system for (4.1)
Similarly, let w = z x , and differentiate (2.6) with respect to x, thus 
We have the corresponding discretization for (4.3)
Combining (2.1), (4.1) and (4.3), we rewrite the three as one nonlinear system (4.5)M θ t +Kθ x = g(θ),
Thus, the energy density and flux can be rewritten as
With operations above, we turn the differential quantities such as these densities and fluxes to algebraic ones, which is convenient for our discretization for them. Put the three discrete systems (2.6), (4.2) and (4.4) together, we can write the corresponding discretization of (4.5) (4.8)
As discussed in §3.2, since the two matricesM andK are invertible, when comparing the model partial differential equation considered there, we may quote some theoretical results in that subsection directly to deal with the discussions in this section. Recalling the discussion in Theorem 3.4, we have the following error estimates for conservation laws of the local energy and local momentum. 
Now, we maybe ask the question again: how to get the solution value z (4.10) and (4.11) can be regarded as the approximations of the local integrations
respectively. As discussed in Theorem 3.4, we have the following result. After the discussions of the local conservation laws, we come to the corresponding global properties. The discrete total energy and discrete total momentum at time t i are denoted by, |
where C is a constant independent of the sufficiently small τ and h.
Proof. Due to the initial conditions, the discrete values θ For a convenience of discussion, we give the following semi-discrete system of (4.5) When we apply the r-stage Runge-Kutta method to the semi-discrete system (4.16) and obtain the full-discrete system (4.8), as similarly as to obtain (3.26), we have Whichever approximation about z
