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Functionally relevant slow conformational motions of proteins are, at present, in most cases
inaccessible to molecular dynamics MD simulations. The main reason is that the major part of the
computational effort is spend for the accurate description of a huge number of high frequency
motions of the protein and the surrounding solvent. The accumulated influence of these fluctuations
is crucial for a correct treatment of the conformational dynamics; however, their details can be
considered irrelevant for most purposes. To accurately describe long time protein dynamics we here
propose a reduced dimension approach, collective Langevin dynamics CLD, which evolves the
dynamics of the system within a small subspace of relevant collective degrees of freedom. The
dynamics within the low-dimensional conformational subspace is evolved via a generalized
Langevin equation which accounts for memory effects via memory kernels also extracted from short
explicit MD simulations. To determine the memory kernel with differing levels of regularization, we
propose and evaluate two methods. As a first test, CLD is applied to describe the conformational
motion of the peptide neurotensin. A drastic dimension reduction is achieved by considering one
single curved conformational coordinate. CLD yielded accurate thermodynamical and dynamical
behaviors. In particular, the rate of transitions between two conformational states agreed well with
a rate obtained from a 150 ns reference molecular dynamics simulation, despite the fact that the time
scale of the transition 50 ns was much longer than the 1 ns molecular dynamics simulation from
which the memory kernel was extracted. © 2006 American Institute of Physics.
DOI: 10.1063/1.2199530I. INTRODUCTION
Conformational motions of proteins are fundamental to
protein function.1 In recent years molecular dynamics MD
simulations became more and more capable of elucidating
functional processes of biomolecular systems.2 However,
MD operates in the full 3N-dimensional configurational
space of the protein and the surrounding solvent molecules
where N is the number of atoms. Consequently, the large
number of pairwise interactions to be evaluated and the short
time steps enforced by the fastest motions entail very long
computation times in order to sufficiently sample the rela-
tively slow conformational motions, which limits MD simu-
lations at present to systems of 105–106 atoms and to time
scales of several 100 ns. Unfortunately, apart from a few
exceptions, relevant biological processes, such as the gating
of ion channels, allosteric interactions, ligand binding, mo-
lecular recognition, chemomechanical energy conversion,
and many more, occur on microsecond to second time scales
and therefore are currently far out of reach for conventional
MD.
This holds true despite considerable efforts to speed up
the computations, particularly of the long-range Coulomb
forces, which have resulted in very efficient methods such as
multiple step algorithms,3–8 fast multipole methods,9–12 and
Ewald summation techniques.13 Also, the use of
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ever, processes on time scales of microseconds and beyond
can only be studied by resorting to certain “tricks” to en-
hance sampling of the conformational motions, as reviewed
in Ref. 17. Unfortunately accelerated sampling necessarily
implies loss of dynamical information and often, as for the
faster methods, loss of thermodynamical accuracy as well.
To advance the methodology beyond conventional,
“brute force” MD, a drastic reduction of the large number of
degrees of freedom is therefore called for. This implies two
steps. First, to identify few appropriate slow degrees of
freedom18 which serve to define a reduced active space
within which the dynamics is evolved, without explicit treat-
ment of the remaining orthogonal fast degrees of freedom.
Second, to derive suitable equations of motion for these slow
degrees of freedom.
Phenomenologically motivated selections of the active
space include implicit solvent,19 combined atom or bead
models,20–22 and the treatment of polypeptides as chains of
stiff “platelets,” for which only - backbone angles are
retained as explicit degrees of freedom.23,24 A somewhat re-
lated approach is the Gaussian network model.25 However,
by restriction to relevant atoms or groups of atoms and omit-
ting others, only a very small subset of all possible collective
degrees of freedom is considered. One may, therefore, expect
to derive improved dimension-reduced descriptions of pro-
tein dynamics by dropping this empirical restriction and con-
sidering as degrees of freedom m fully general functions
© 2006 American Institute of Physics03-1
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aijx j − x j
0 = Ax − x0 2
are widely considered, e.g., within the framework of princi-
pal component analysis, which is often used to systemati-
cally derive slow and relevant essential collective degrees
of freedom from MD simulations or structural ensem-
bles.26–28 Here we consider both linear and nonlinear collec-
tive degrees of freedom.
The question of how to reduce the full dynamics of all
atomic degrees of freedom to equations of motion which
describe the dynamics of the selected usually slow collec-
tive degrees of freedom has been addressed in the projection
operator formalism by Zwanzig and Mori within a quite dif-
ferent context,29,30 which led to the generalized Langevin
equation GLE.31–36 Combining these two concepts, gener-
alized collective degrees of freedom and dimension-reduced
dynamics, we here develop the framework of collective
Langevin dynamics CLD which describes protein dynam-
ics in collective coordinates. The projection operator formal-
ism is used to derive the necessary parameters for the GLE,
i.e., an appropriate potential of mean force and memory ker-
nels from short MD simulations. Thereby, all parameters are
systematically obtained from first principles, and are specific
for the chosen molecular system and the selected set of col-
lective coordinates, which allows to automate parameter ex-
traction.
The main tasks which need to be addressed are 1 iden-
tification of suitable conformational coordinates, 2 extrac-
tion of memory kernels from MD simulations, 3 construc-
tion of a suitable free energy landscape, and 4 evaluation of
CLD accuracy and performance.
Extraction of slow conformational degrees of freedom
with principal component analysis is well established. How-
ever, its separation of time scales has not yet been system-
atically assessed. For example, for the protein crambin it has
been shown that principal component analysis PCA yields
good separation of time scales if and only if all nonhydro-
gen atoms are included within the covariance matrix OL,
HG, submitted. Whether principal components extracted
from short MD simulations are able to describe protein dy-
namics on long time scales sufficiently well is, however, not
clear, and subject to ongoing discussions.37,38 We therefore
revisited this question in more detail and found substantial
evidence that indeed low-dimensional PCA subspaces ex-
tracted from short 5 ns MD simulations of T4 lysozyme
and crambin describe more than 90% of the total atomic
displacements observed in extended 200 ns MD simula-
tions. Further evidence for the stability of PCA subspaces on
long timescales is gained by showing that a 30 dimensional
PCA subspace extracted for T4 lysozyme also allows an ac-
curate description 1 Å differences of an ensemble of 38
crystallographic structures of T4 lysozyme OL, HG, submit-
ted.
For the first application of CLD reported here, we re-
stricted the treatment to a single nonlinear conformational
Downloaded 08 Jun 2006 to 134.76.212.207. Redistribution subject tocoordinate, which is constructed in Sec. IV A based on prin-
cipal comonent analysis and refined by human intervention.
In contrast, extraction of memory kernels from MD
simulations is still a challenging problem. Despite consider-
able efforts,39–42 a generally accepted approach has not yet
emerged. Thus, we have studied and applied two memory
extraction schemes and evaluated their performance within
the framework of CLD.
The free energy surface can be determined by molecular
dynamics sampling. More efficiently, however, are enhanced
sampling techniques, for instance, multicanonical methods
e.g., replica exchange MD REMD,43 smart Monte Carlo
SMC,44 or umbrella sampling.45,46 These techniques are
complementary to CLD, because they yield canonical en-
sembles, but do not yield dynamical information. CLD, on
the other hand, yields proper dynamical information, but re-
lies on already known canonical ensembles.
Assessment of the quality of the obtained dimension-
reduced description turns out to be nontrivial either. Clearly,
direct comparison of the observed CLD trajectory ct
=c1t¯cmt with explicit deterministic MD simulations
is not meaningful, because the underlying GLE describes a
stochastic process and because the dynamics is chaotic.
Rather, suitable observables such as averages over many re-
alizations of the stochastic process, or time averages such as
time correlation functions, transport coefficients, or transi-
tion rates should be used.47
As we will demonstrate, time correlation functions are
indeed well reproduced by CLD. However, in our view, they
do not represent a rigorous test of CLD, because time corre-
lation functions are closely related to the memory kernels
that are used as input. Here, we use conformational transition




where  denotes the inverse temperature, clarifies in which
way transition rates are influenced by the CLD parameters.
The importance of the height of the free energy barrier G†
is evident immediately. Important too, however, is the pre-
factor , which accounts for attempt frequency, recrossing
events, and nonequilibrium effects. The height of the free
energy depends on the choice of the conformational coordi-
nate only, whereas the prefactor depends on the correct de-
scription of memory effects by the CLD model. Therefore,
the check of the transition rates was also used to evaluate the
relative performance of the different approaches to extract
memory kernels.
For this comparison, conformational transition rates
have to be calculated from a long reference MD simulation.
Transitions which are suitable for this test have to be suffi-
ciently fast, such that a number of transition events can be
counted and their rate obtained with reasonable statistical
accuracy. This is usually the case in small systems. Whereas
the CLD framework derived below covers systems of arbi-
trary size, this consideration led us to choose the hexapeptide
neurotensin as a first test system, which undergoes several
49folding/unfolding transitions at a 50 ns time scale. Consid-
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transitions we achieved a reduction of the high dimensional
test system to a single degree of freedom.
The manuscript is organized as follows. In Sec. II A we
derive the equations of motion for the general case of m
nonlinear collective degrees of freedom. Section II B ad-
dresses the generalized friction terms of the GLE. The pre-
sented memory equation allows extraction of memory ker-
nels from MD simulation, which determines the frictional
force, and defines via the fluctuation dissipation theorem the
statistical properties of the associated colored noise. In Sec.
II C we apply Kramers’s rate theory to CLD, as a reference
for the numerical results.
After description of the computational methods, in Sec.
IV CLD is applied to the hexapeptide neurotensin. Firstly, in
Secs. IV A–IV C we will discuss the relevant conformational
dynamics of neurotensin and its description with one curved
conformational coordinate. Secondly, in Sec. IV D the CLD
framework is used to extract model parameters from MD
simulations. Finally, in Secs. IV E–IV G we discuss the per-
formance of the one-dimensional CLD model of neurotensin
focusing in Sec. IV F on a comparison of transition rates
with explicit MD simulations of the full dynamics as a ref-
erence.
II. THEORY
A. Equations of motion for conformational dynamics
1. Projection operator formalism
Let us first consider the conceptual framework, which
we sketch here following50 to clarify notation. We start with







+ Vx , 3
where x and p, with components xi and pi, respectively, are
the n-dimensional position and momentum vectors and mi
their masses. A solution of the corresponding canonical equa-
tions is defined through an initial value x0 ,p0; to each ini-
tial condition corresponds a trajectory, t=x0 ,p0 , t.
Subsequently the subscript 0 is omitted.
In the framework of the projection operator formalism a
dynamical variable,29,30,51 mechanical property,50 or physical
quantity52 is defined as a mapping on phase space R3N
R3N
A: R3N  R3N → R2m
q,p Aq,p ,
with the 2m components denoted by Ai, i=1, . . . ,2m. The
space D of all dynamical variables is endowed with the inner
products
A	B
ij = Aix,pBjx,p	x,pdxdp .
Here 	 is the canonical distribution 	x ,p=Z−1e−Hx,p with
partition function Z and inverse temperature . We use the
Downloaded 08 Jun 2006 to 134.76.212.207. Redistribution subject tobracket formalism and denote the elements of D as ket-
vectors 	A
.
A dynamical variable varies in time through its argu-
ment; a dynamical variable whose value at t=0 was Ax ,p
acquires at time t the value Ax ,p , t. One can also take a
“Heisenberg” or “Lagrangian” point of view and introduce a
time-dependent dynamical variable eLtA, where L denotes
the Liouville operator defined by the Poisson bracket
















 = Ax,p,t ,










allows us to separate the time dependence of the dynamical
variable into a part within the linear subspace U spanned by
the ket-vectors 	Ai














with the random force 	Ft
e1−PLt1−PL	A
. The ran-





 = PL1 − P	Ft





Defining the memory function tL1−PFt 	A

A 	A












 + Ft . 8
Thus the dynamics of 	A
 are split into the dynamics within
U and a correction term which describes the evolution of the
system in U. Ft is the random force30 exerted by the
uncoupled motion in U, i.e., Ft 	A0
=0, with its real-
ization depending on the chosen initial conditions for the
orthogonal part of the motion. The energy uptake due to the
random force Ft is counterbalanced by the generalized fric-




t − t . 9
2. Definition of motion along conformational
coordinate„s… as the observable
Here we propose to apply the projection operator formal-
ism rigorously to the dynamics of suitably chosen collective
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for them. To be specific, and for simplicity of notation, we
consider the dynamics of one nonlinear collective variable c
m=1, although the theory can be generalized to more di-
mensions in a straightforward manner. The dynamics of the
collective degree of freedom c are best represented by mo-
tion along a suitably chosen one-dimensional submanifold
MR3N of the configurational space parametrized by c.
However, in practice, at first a submanifold M will be cho-
sen which is able to represent the motion of interest, which
defines the collective degree of freedom as a projection to
that submanifold.
To derive the equations of motions for the collective
coordinate with the projection operator formalism, the prob-
lem is recast in terms of a dynamical variable A with two
components. The first component, A1, is given by the projec-
tion of vector x
A1: → R
x,p c = fx ,
and the second component by the orthogonal projection of
the momentum p onto the tangential space TfxM of the
manifold to the point corresponding to parameter fx
A2: → TfxM
10
x,p c˙ = xf · M−1p ,
where M is a diagonal mass matrix. For a one-dimensional
equation of motion, a suitably chosen reduced mass  is
required, which is derived from Eq. 10 via the equipartition
theorem, c˙2
= −1. The mean squared velocity
c˙2
 = xf · M−1p2	x,pdxdp
consists of a sum of pure terms pi
2 and mixed terms pipj.
After integration over the momenta the mixed terms vanish,
which allows, via pi
2dp=−1mi, us to define the reduced
mass as







3. Equations of motion for conformational
coordinate„s…
The above definitions allow for the application of the
projection-operator formalism in order to derive the equa-
tions of motion for the collective degree of freedoms. To
this aim, and exploiting the fact that the two components of
the dynamical variable A are conjugated variables, the sys-
tem of the two first order GLEs, Eq. 8, is cast into one
second order GLE. This is possible because the first compo-
nents of random force and memory function vanish, which
can be seen from








such that the orthogonal part 1−PL	A1
 vanishes. Hence,




t − t , 11
with t2t.
The conventional way to proceed from here is to apply
the linear projector P, Eq. 6, to the remaining component
PL	A2t
 of the first term in Eq. 8, thus obtaining an ef-
fective harmonic force .30,54 However, here we avoid this
harmonic approximation by adopting the nonlinear projec-
tion operator originally introduced by Zwanzig51 and used
recently by Chorin et al.53 Apart from introducing a depen-
dency of  on the ket-vector 	A
, this generalization does not
change the above derivation, Eqs. 7 and 8.53
To be able to project to a curved conformational coordi-




 	 · 
	x,pdc, c˙ , 12
with dc , c˙ªcxf ·M−1p− c˙dxdp. Here, we have de-
fined the conformational density 	cc Ref. 55 as the pro-
jection of the density in configurational space onto the con-
formational coordinates,
	cc, c˙ = 	x,pxfM−1/22dc, c˙ . 13
The mass-matrix M would be rendered to unity, if mass-
weighted coordinates x˜=M1/2x and p˜=M−1/2p were used.
Since the chosen example comprises masses in the range of
12–16 amu and, therefore, the difference is small, we have
not used mass-weighted coordinates here.
Applying the generalized projector shows that PL	A2t

is the expectation value of the potential force acting tangen-
tially to M under all possible realizations of the trajectory
and a correction term due to the curvature of the chosen





 xV · xfM−1
− pH · xxf · M−1p	x,pdc, c˙ .
14
Defining the potential of mean force as Wc , c˙










yields the right hand side of Eq. 14. In the linear case,
integration on the momentum part of the integral can be
carried out separately, such that the dependence on the ve-
˙locity c vanishes. This yields the final result
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For reasons of practicality we approximate in the nonlinear
case by averaging out the dependence on the velocities.
To cast the resulting equation into the more usual
form31,56,57 of a second order GLE, we set Rt=F2t, and










 + Rt , 17
which is, except for the approximation in Eq. 16 for non-
linear f , the exact equation of motion for the projected dy-
namics. Its right hand side is composed of a potential of
mean force W, a generalized friction , and a random force
R. The latter two obey the corresponding fluctuation-
dissipation theorem,
R0	Rt
 = −1t .
The computation of the random force Rt requires solu-
tion of a Liouville equation which is far more complicated
than the original unprojected problem. The advantage of the
reformulation of the equations of motion in the form of the
GLE Eq. 17 is, of course, that the random force can be
replaced by a stochastic term, i.e., a randomly generated
force with similar statistical properties. In particular, its au-
tocorrelation function has to satisfy the fluctuation-
dissipation theorem Eq. 9. Accordingly, the remainder of
this section addresses the task to extract the three compo-
nents W, , and R from atomistic molecular dynamical simu-
lations.
B. Extraction of Langevin parameters from MD
simulations
The potential of mean force Wc=−−1 log 	cc is ob-
tained from the configurational density projected to the cho-
sen collective coordinates. Here, the necessary canonical
ensembles will be generated by MD simulations, although
any method that yields a canonical ensemble can be used,
e.g., REMD,43 umbrella sampling,45,46 or metadynamics.58
As described within Sec. II B 1, the generalized friction
is obtained via velocity autocorrelation functions, which in
turn are obtained from MD simulations. Here relatively short
trajectories contain already sufficient information, because
the respective memory kernels typically decay rapidly. The
memory kernels obtained in that way determine the statisti-
cal properties of the random force via the fluctuation-
dissipation theorem. Therefore, no additional parameters are
needed, accordingly we address within the second subsection
further below, the generation of instances of a random force
process R from a given autocorrelation function.
1. Memory equation
39,59,60The memory equation
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connects the velocity autocorrelation function VACF,
t= c˙0 	 c˙t
 / c˙2
, with the memory kernel, t. In its
usual form Eq. 18 is obtained from the GLE Eq. 17 set-
ting the potential W0 by application of −1c˙2
−1c˙0	 and
noting that Ft 	A0
=0.
t can be computed readily from MD simulations,
such that Eq. 18 has to be solved to obtain the memory
kernel t. Note, however, that this usual form of the
memory equation,39,59,60 when applied to dynamics under the
influence of deterministic forces Wc, yields an adulterated
t. These additional forces are misattributed to the total
random and frictional force, which should exclusively deter-
mine t. We therefore suggest to consider this contribution






and serves to quantify the accuracy of the usual approxima-
tion Eq. 18.
Indeed, in the following application to neurotensin t
was found to be some magnitudes smaller than the other
terms involved such that Eq. 18 is used throughout the
following discussion, but an extension of the presented meth-
ods to incorporate t, if becoming necessary, should be
straightforward.
Note that the treatment with the usual form of the
memory equation is consistent, if the memory is interpreted
or used together with a GLE where W0. However, even in
these cases it is impractical and counterintuitive, because the
influence of the unaccounted forces can alter a memory ker-
nel such that it does not decay to zero anymore. For example,
a motion in a harmonic potential W=0.5c2 can accurately
be described by a GLE with W0, but asymptotically
= /m.
For completeness, we note that an alternative memory
equation can be obtained following Berkowitz et al.61 by












However, we do not consider this any further, because it
contains slowly converging positional contributions to the
autocorrelation functions.
2. Random force
To generate instances of Rt from 
 via the
fluctuation-dissipation theorem, we follow the method pro-
posed in Ref. 56, which is exact, in contrast to other
methods.57,62,63 Briefly, the Wiener-Khintchin theorem is ex-
ploited, which connects the spectral density
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Hence, the average amplitude of the Fourier transformed
noise 	R	
 is determined by the memory function t
=−1R0 	Rt
. An otherwise random process, whose






where zC are realizations of a normal distribution with
unit variance, and JK is the spectral density corresponding to





This method allows for the generation of noise for any given
autocorrelation function.
C. Transition rates with Kramers’s theory
To check how accurately the dimension-reduced GLE
approximates the fully atomistic dynamics, we will compare
the conformational transition rates of the CLD model with
the rates obtained from explicit MD simulations. The transi-
tion rates for the conformational dynamics governed by the
GLE of the CLD model can be obtained in two ways. Either
the GLE is integrated numerically, which yields a trajectory
whose transitions can be counted, or transition rates are es-
timated directly from the GLE using Kramers’s theory.48 For
the latter we follow Kramers’s approach and approximate the
potential of mean force with parabolas at the minima
Wx
2x2 and at the barrier top W†x−†
2x2.
48
Then the escape rate is
k =  ˆ24 + †2 − ˆ2  2† exp− W† , 23
with index i=A ,B for states A and B, respectively, and
W
†
=W†−W the height of the barrier. Here ˆz denotes
the Laplace transform of the memory kernel t, and  is







In the case of memory-free friction, t=2efft, Eq. 23
simplifies due to ˆeff, and adopts the widely known
48form. For a comprehensive review, we refer to Ref. 48.
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A. Molecular dynamics simulation
All molecular dynamics MD simulations were carried
out using the GROMACS simulation suite.64 Lincs and
Settle15,16 were applied to constrain covalent bond lengths,
allowing an integration step of 2 fs. Electrostatic interactions
were calculated using the particle-mesh-Ewald method.65,66
The temperature was kept constant by separately coupling

=0.1 ps the peptide and solvent to an external temperature
bath.67 The pressure was kept constant by weak isotropic
coupling 
=0.1 ps to a pressure bath.67
Several molecular dynamics simulations of neurotensin
were carried out, using the optimized potentials for liquid
simulations all atom force field.68 Neurotensin, a peptide
with the sequence Ac-RRPYIL, was solvated with 2246
TIP4P water molecules and 2 Cl−1 counterions in a cubic
box. A first simulation was started from an extended configu-
ration and equilibrated for 10 ns. A 90 ns simulation NT1
was started from the last snapshot of the equilibration, and
coordinates were recorded every 1 ps. A second simulation
NT2 with a length of 63 ns was started from the last snap-
shot of NT1, and positions and velocities were recorded ev-
ery 10 fs, which allowed for the computation of velocity
autocorrelations without aliasing artifacts.
Additionally, eight 500 ps simulations, NTSi, i=1¯8,
were started from snapshots of NT1 selected for mutually
large root mean square differences, and positions and veloci-
ties were recorded every 10 fs.
B. Principal component analysis
Principal component analyses PCAs were carried out




, where x denotes protein or peptide atomic positions
in the 3N-dimensional configurational space. Translational
and rotational motions were removed by least squares fitting
to a reference structure xref;
26 the angular brackets denote the
averages over a MD trajectory. The eigenvectors of C
yielded the PCA modes a j j=1¯3N, and positions projected
onto mode j were obtained as cj =a j · x− x
.
For consistency with the positions, the projected veloci-
ties c˙jt=a j ·vct were computed from corrected velocities
vct without contribution of translational and rotational mo-
tions such that cjt=0
t c˙ j
d
+cj0. For this correction
translational and rotational velocities were computed using
the displacement vector dti that moves the center of mass
into the origin, and the rotation matrix Rti which mini-
mized root mean square deviation RMSD to the reference
structure, obtained from the least square fitting of the posi-
tions. Thus, the corrected velocities were given by
vcti = vti − tdti−1 − dti + Rti−1xti − Rtixti ,
where t denotes the sampling interval.
C. Definition of a one-dimensional curved
conformational coordinate
By visual inspection of the projection of trajectory NT1
onto the first three eigenvectors of C, eight snapshots
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i=1¯8 were selected evenly spaced along the observed
trace of high conformational density Fig. 2. To remove bias
introduced by choosing single snapshots out of a large num-
ber of equally reasonable alternatives, averages over all ni
snapshots xsel,i
j  j=1¯ni within a sphere of radius 0.1 nm in
the three-dimensional 3D projection around xsel,i were
used. The conformational coordinate was then constructed by
cubic spline interpolation between these averages in the full
3N-dimensional space. Subsequent discretization yielded N
=1200 points zii=1¯N.
D. Projection onto the conformational coordinate
The conformational coordinate defined by the discretized
submanifold M= zii=1¯N was parametrized by a mapping
function f see Eq. 1, such that c= fz1=0 and c
= fz1200=1, respectively. All intermediate values were de-
fined via the contour length sj =k=2
j zk−zk−1 as c= fz jªsj /sN. Thus, the length unit, L, of the projected coordinate
is L=sN, and the metric of the configurational space is pre-
served upon projection.
Unfortunately, the straightforward approach to project a
point x onto the point of M which is closest in space
Px = arg min
zM
x − z 25
led to several “wrong” projections due to the U shape of the
coordinate. In particular, and as will be discussed in Sec. IV,
this simple projection scheme, therefore, resulted in unphysi-
cal discontinuities.
This problem was resolved by additionally considering
the time information of the trajectory. Specifically, snapshots
close in time were enforced to yield projections close to each
other. To determine the projection Px ,p , ti, we pro-
ceeded as follows. First, both the discretized conformational
coordinate zi and the trajectory x ,p , ti were projected pre-
liminary onto the first 100 principal modes obtained as
above yielding z¯i and ¯x ,p , ti, respectively. Second, the
final projection of the trajectory to the curved coordinate was
determined via
Px,p,ti+1 = arg min
zIcti,r
¯x,p,ti+1 − z¯ , 26
where the interval of the conformational coordinate
Icti,r = zM	cti − r fz cti + r
defines a window of width 2r centered around the previous
result of the projection cti= fPx ,p , ti. Parameter val-
ues below 0 or greater than 1 were allowed by extending the
conformational coordinate linearly at both ends. The window
size r was chosen to trade off sufficient fast response of the
projection with robustness against unphysical jumps; for the
10 fs sampling, r=1/1200 and for the 1 ps sampling r
=1/12. Velocities were projected onto the first 100 principal
modes as described above, and subsequently onto the tangent
to the conformational coordinate at the point Pxti.
E. Potential of mean force
To compute the potential of mean force W along the
conformational coordinate, Wc=−kT log 	c, the density
Downloaded 08 Jun 2006 to 134.76.212.207. Redistribution subject to	c was obtained from the MD ensemble projected to the
conformational coordinate. For this purpose, histograms with
100 bins were determined and smoothed by convolution with
a Gaussian function of width =0.025L, where L denotes the
length scale of the conformation coordinate. Outside the
sampled range of c the potential was continued by a har-
monic potential Wharmc=11.5c−0.5L2 as
Wextendc = 1 − ScWc + ScWharmc ,
where the switching function is defined by the sigmoidal
function Sc= 1+exp−50c−1−1+1− 1+exp−50c−1.
Forces were computed by linear interpolation between the
numerically obtained derivatives at neighboring discretiza-
tion points.
F. Solution of the memory equation
Memory kernels t were obtained by solving the Vol-
terra equation of the first kind, Eq. 18,
d
dt







with the velocity autocorrelation function t
= c˙0 	 c˙t
 / c˙2
 computed from the MD simulation.
Integration of this equation is notoriously unstable, be-
cause the result  does not depend continously on .69 For
the case at hand  contains statistical noise, which aggra-
vates the problem. Therefore, the often used approach to
transform the equation into a Volterra equation of the second
kind69,70 does not yield the hoped for continuous dependence
on , because it appears in both terms, the convolution term
and on the left hand side. Furthermore, the differentiation
usually increases the noise level considerably, which also
implies instabilities.70
To find physically meaningful solutions we therefore re-
sorted to regularizations. This can be done either by impos-
ing a model function for the result or by imposing local
criteria, e.g., smoothness. Here we tested these two main
approaches. Very strong regularization was achieved with the
first approach by imposing a model function with only three
free parameters and weak regularization was used for the
second approach, where sequential Tikhonov regularization71
was applied to favor smooth solutions.
For the first approach, which would subsequently be de-
noted by FIT, we used the three-parameter model function
fit = 2ct + Ae−at. 28
With this ansatz, the memory equation can be solved analyti-
cally by using Laplace transformations. The Laplace trans-
form of the memory equation
zˆ z − 1 = − ˆzˆ z ,
together with that of the memory kernel ˆz=c+A / z+a,
yields the transformed velocity autocorrelation function
ˆ c −1z= z+ +A / z+a , whose back transformation is
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coshRt/2 + a − cR sinhRt/2 , 29
with Rªa2−2ac+ c2−4A. To obtain the parameters c,
a, and A of Eq. 28, Eq. 29 was least squares fitted to the
numerically obtained velocity autocorrelation functions,
ti, with the curve fitting tool of MATLABtm. Note that
for a negative radicant an imaginary R results, which might
be difficult to handle by common fitting algorithms. Never-
theless, a purely real form of Eq. 29 can be obtained for
these cases by replacing R with iR˜ , which renders the cosh
and sinh into cos and sin, respectively.
For the second approach, which will subsequently be
denoted by DIR, we discretized t= ti− ti−1=0.01 ps the
memory equation accounting explicitly for a delta-function-
like contribution to the memory cf. Eq. 28




ki−kik − i0iit . 30
This equation was solved using an adaption of sequential
Tikhonov regularization,71 as described in Ref. 72, which





Iic,0,1, . . .  −˙ i2 + 2c,0,1, . . . 2 ,
31
where Iic ,0 ,1 , . . .  denotes the right hand side of Eq.
30, and  denotes the approximation to the second deriva-
tive of . A large regularization parameter  favors smooth
solutions at the cost of a larger residual norm, while a small
 has the opposite effect.
The regularization parameter can be chosen from an
analysis of the L curve.73–75 However, here the L-curve op-
timum of roughly =20 was not very pronounced. In order
to contrast the strong regularization method above with a
method, which does not bias the result too much, we chose
with the help of the L curve the relatively low regularization
parameter =0.14.
For illustration purposes we also obtained memory ker-
nels I-reg and II-reg with =20, but these memory kernels
were not used for the CLD model.
G. Langevin simulation
The GLE was integrated via the adaption of the velocity
Verlet scheme76 described in the work of Tuckerman and
Berne,77 in particular, Eqs. 3.1–3.7 therein. The most
time-consuming part of the computation is the calculation of
the generalized friction term of Eq. 8, because it involves
summation over many previous velocities, i.e.,
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advantage of the fast Fourier transform FFT method to
compute the convolution  c˙i for all values of i
simultaneously78,79 cannot be exploited readily. Nevertheless,
a strategy by Baker and Derakhshan80 was applied, which
allows for FFT treatment of large parts of the convolution
sum. In this way only a small part involving the newest
velocities has to be summed explicitly every time step.85
For the integration of the corresponding nongeneral-
ized Langevin equation we set 00=2c /t and k=0 for
k0, and replaced the random forces by Rn
= 2kTmc /t−1/2n, where the n are independent Gaussian
random variables with zero mean and n
2
=1, and t denotes
the integration time step.
H. Statistics of conformational transitions
Transition rates were determined from the one-
dimensional projection of molecular dynamics trajectories to
the conformational coordinate or from the one-dimensional
CLD trajectories by counting. First, every snapshot cti was
assigned to one of the two conformational states sti=A ,B
and then the number of changes of s was evaluated. To ac-
count for nonthermalized recrossings48 a variable threshold
was applied to the low-pass filtered projection c˜ti, which
depended on the previous conformation sti−1
sti = A sti−1 = A Ù c˜ti 0.66B sti−1 = B Ù c˜ti 0.36.
As low-pass filter we used smoothing with a Gaussian func-
tion of width =40 ps. The transition rate k for the tran-
sition → was given by k=n / Nt, where n de-
notes the changes of sti from state  to state  and N is
the number of snapshots for which sti=.
The threshold value and the bandwidth of the low-pass
filter were chosen manually and introduce clearly a bias into
the obtained rates. However, here we only need to compare
the rates obtained with the same method, such that this bias
was canceled out. Moreover, other sets of parameters tested
did not change the relative differences between CLD and
reference transition rates.
Confidence intervals were determined via the Poisson-
statistic Pn=e−n /n!, since transitions were rare events.
Via n2
== n
 the number of observed transitions n deter-
mined the Poisson-parameter  and with that an estimate of
the error of the transition rate. A 95% confidence interval in
the logarithmic representation was computed by choosing its
width d, such that Pk n exp−d ,n expd=0.95. In
the case of a large number of observed transitions n60
the Poisson statistics was approximated by the error function
via Pakb=b /−1−a /−1, with x
=
−
x 2−1/2 exp−x2 /2= 12 erfx /2+1.
IV. RESULTS AND DISCUSSION
The framework of collective Langevin dynamics CLD
has been laid out in the Theory section, where the equations
of motion for slow collective coordinates were derived.
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formational dynamics of a model protein sufficiently well to
allow reliable prediction of transition rates. To this end, we
will compare the transition rates obtained from CLD models
with reference transition rates obtained by a standard MD
simulation. Here, a relatively small test system had to be
used, because for the accurate rate estimates the transitions
need to occur sufficiently often within a MD simulation. We
therefore choose the hexapeptide neurotensin, which, due to
fast conformational dynamics, underwent several transitions
already in a 150 ns MD simulation.
As a first step we modeled the CLD of neurotensin by
means of a one-dimensional coordinate. Whereas from the
methodological point of view this appears to be the simplest
case, reduction from 3N coordinates to a single one is of
course the most drastical case possible and, hence, represents
a hard test. To this end we had to use a curved coordinate, as
will be described in Sec. IV A. Subsequently, free energy
and generalized friction will be extracted for the chosen co-
ordinate from explicit MD simulation, and, finally, transition
rates will be compared between MD simulations and the
CLD model.
A. Neurotensin as a test system
Having described all parts of the CLD framework, we
now will apply it by considering the conformational dynam-
ics of neurotensin as a specific test case. This system has
been chosen, because we expected it to undergo sufficiently
many conformational transitions at the MD time scale to
allow comparisons of transition rates.
Indeed, as can be seen in Fig. 1, neurotensin underwent
FIG. 1. Root mean square deviation RMSD of the C atoms for each pair
of snapshots of trajectory NT1. The RMSD ranges from 0 white to
0.382 nm dark. The labels indicate conformational substates, see text.several main conformational transitions A→B during the
Downloaded 08 Jun 2006 to 134.76.212.207. Redistribution subject to90 ns MD simulation, NT1. The figure shows the matrix of
the root mean square deviation RMSD of the C atoms for
each pair of snapshots of the trajectory NT1. Conformational
states were defined as almost invariant subsets of the con-
figurational space.81 They are visible in the RMSD matrix as
distinct bright blocks on the diagonal. Bright off-diagonal
blocks indicate that a certain conformational substate was
revisited. Interestingly, as can also be seen in the figure, the
two main conformational states subdivide further into sub-
states denoted by primes as is typical for proteins,82 thus
giving rise to a complex conformational dynamics also
within the main states. In this sense, the system represents a
particularly harsh test system for CLD: The CLD model has
to predict correct first passage times without knowledge of
the substate dynamics. This lack of knowledge is of course
intrinsic to a dimension-reduced approach and it is important
to find out how well CLD can cope with it.
B. Construction of a curved conformational
coordinate
As a first task, we need to construct a collective coordi-
nate, which resolves both states A and B. We start by ana-
FIG. 2. Projection of the conformational coordinate thick line and the
configurational ensemble dots onto the first three PCA modes. The colors
denote the resulting mapping of snapshots xi to position on the coordinate
c= fxi, from red, c0, to blue, c1. a Whole configurational ensemble
NT1. b Interval 70–75 ns of NT1, where a substate of A is visited.lyzing the MD ensemble, as projected onto the first three
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represent the structures belonging to conformation A, the
blue points belong to conformation B, and the green points
belong to transitions between both states. Some structures
representative for these conformational states are shown in
Fig. 3. The shape of this ensemble was such that no conceiv-
FIG. 3. Overlay of average neurotensin structures. The relative orientation
of the structures minimizes the RMSD between the C atoms. The green
struture is obtained from state A, and the two yellow structures are obtained
from state B. The parts of the side chains that were overly distorted due to
the averaging were removed. The N terminus is oriented towards the upper
right corner.
FIG. 4. a Projection of neurotensin internal motion onto conformational
coordinate. This shows the projection of NT1 onto the conformational co-
ordinate. A number of transitions occur between the clearly distinguishable
two states centered at 0.2 and 0.6, respectively. b An example of a CLD
trajectory. The plot shows a 90 ns of a trajectory generated by the model
CLDI-fit cf. Sec. IV E.
Downloaded 08 Jun 2006 to 134.76.212.207. Redistribution subject toable linear coordinate would resolve the two conformational
states. In particular, the close blue and red points are sepa-
rated by a free energy barrier, which cannot be resolved by a
linear coordinate. We therefore constructed the curved coor-
dinate shown in Fig. 2a see Sec. III, which clearly re-
solves states A and B. The projection of trajectory NT1 onto
the coordinate c cf. Fig. 4 revealed several well resolved
transitions between the conformational substates A and B,
centered around c0.2 and c0.6, respectively. This pro-
jection turned out not to be straightforward, and care had to
be taken to avoid possible artifacts.
The more technical aspects of this projection described
below are not of direct relevance for the CLD model; we
have included a brief description, nonetheless, to illustrate
problems, which typically arise from the use of curved coor-
FIG. 5. Illustration of main sources for artifacts in the projection to a curved
coordinate. Snapshots in the configurational space circles are projected
arrows to a curved coordinate by a pure distance criterion. The resulting
projection is plotted against time under the pictures. a A trajectory moves
from right to left along one arm of the coordinate, i.e., the projection is
decreasing cf. plot. However, two snapshots are slightly closer to the other
side of the curved coordinate and, hence, the projection erroneously jumps
to large values and back, although no real conformational transition oc-
curred. b In contrast to a, here a real transition from the low projection
part to the high projection part of the coordinate occurs. However, the tra-
jectory crosses to far away from the curved coordinate and, therefore, short-
cuts the bulge drastically, which results in an artifactual large jump in the
projection, in the moment of crossing of the centerline.dinates as well as their solutions.
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transitions between the two main states, A and B, were seen
in the vicinity of the red and blue points cf. Fig. 2a, but
only indirect ones in the region of the green points. There-
fore, straightforward assignment of each MD structure to the
nearest point of the conformational coordinate would fabri-
cate transitions, as illustrated in Fig. 5a. These spurious
transitions would adulterate the reference transition rates
used for confirmation of the CLD model. This problem was
solved by taking time information into account cf. Sec. III.
Careful inspection showed that the spurious transitions were
indeed eliminated.
Figure 2b shows an extreme example. Here, several
structures seem to approach state B in the projection onto the
first three principal components. Accordingly, these struc-
tures would be assigned to state B in any purely distance
based projection onto the shown curved coordinate. How-
ever, as can also be seen in Fig. 1, the RMSD to state A
remains small for all shown structures and large to state B,
such that assignment to B would be wrong. Indeed, as seen
from the coloring in Fig. 2b, all snapshots of the substate of
A were correctly allocated to conformation A.
Figure 5b illustrates and explains a second problem
see caption, resulting in discontinuities in the projected mo-
tion. This problem was solved by careful placement of the
curved coordinate.
C. Velocity autocorrelation function of collective
motion
The velocity autocorrelation function VACF is required
to derive the memory kernels for the CLD model and, there-
fore, needs to be extracted from the MD trajectories. Further
below we will analyze how well this observable is repro-
duced by the CLD model.
Two VACFs, I and II, were obtained from trajectories
NT2 and NT2II, respectively see Sec. III. NT2II refers to
the interval 10–19 ns of the 63 ns trajectory NT2. Both
VACFs are shown in Fig. 6, together with their respective fits
FIG. 6. Velocity autocorrelation function VACF of MD trajectories solid
and their respective fits to Eq. 29 dashed. The inset shows the same data
enlarged.to Eq. 29, I-fit and II-fit. Both I and II are well ap-
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position and depth of the first minimum, which indicates
good convergence of their main feature.
Their rapid decay shows that most correlations occur at a
picosecond time scale. Furthermore, the pronounced nega-
tive dip in intermediate time scales 0.3 ps
0.5 ps in-
dicates resonant behavior or memory effects in the system.
The similarity to the dip in VACFs of simple liquids caused
by caging of the tagged molecule by its immediate
neighbors59 is suggestive.
The medium scale oscillations of the VACFs, which are
seen to modulate the dominating features captured by the fit
cf. inset of Fig. 6, however, indicate more complex dynam-
ics than typically observed for simple liquids. For example,
the slowly decaying oscillatory contributions to the VACF
are clearly above the noise threshold seen for larger times

5 ps. Although these medium scale modulations are due
to relatively fast dynamics i.e., on the picosecond time
scale, the difference between I and II indicates that this
feature may not be fully converged, which suggests a weak
dependence of the VACF on the much slower conformational
degrees of freedom. Note that also correlations on much
slower time scales exist see Sec. IV G but are dominated by
correlations on fast time scales, such that for 
5 ps they
are not discernable from noise.
D. Extraction of memory kernels
From the VACF, we can now proceed and compute the
FIG. 7. Memory kernel functions computed from the VACFs shown in Fig.
6. a Memory computed with DIR solid and with FIT dashed. The insets
show the same data in different zooms. b Memory kernels from the same
VACFs, but method DIR was used with a higher regularization parameter to
eradicate oscillations.memory kernel as the essential quantity that captures the
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explicit treatment in the CLD model. To this aim the memory
equation was here solved using two different methods, FIT
and DIR cf. Sec. III F.
Figure 7a compares the memory kernels I and II
computed with DIR with the respective memory kernels
computed with FIT, I-fit and II-fit. As described in Sec. III,
method FIT admits only a certain type of functions for the
memory kernel, and hence involves stronger regularization
constraints than DIR, which allows any sufficiently smooth
function.
Overall, all memory functions are very similar. In par-
ticular, they drop rapidly to ca. 5% of their initial values at

0, followed by a decay with a 1 ps time constant a cf.
Table I. Closer inspection reveals also small deviations cf.
enlargement in the right inset of Fig. 7a. In particular, the
memory kernels I and II—obtained with the less regular-
izing method DIR—show strong oscillations, a second
slower decay component, and do not approach zero. None of
these features is seen in the memory kernels I-fit and II-fit.
These features, therefore, deserve a closer analysis.
As can be seen from the left inset in Fig. 7a, most
details of the fast oscillations vary for the different trajecto-
ries. They are due to the unconverged medium scale oscilla-
tions and the small scale statistical noise of the VACF, both
TABLE I. Parameters of velocity autocorrelation function, Eq. 29, ob-
tained for different trajectories. The presented parameters for NTS3 and
NTS4 were the most extreme of all 500 ps trajectories. The parameters for
unions, e.g., NTS1+NTS5, were obtained by fitting to an overlay of the
VACFs of the respective trajectories. The labels NTSuneven, NTSeven, and
NTSall denote NTS1+NTS3+NTS5+NTS7, NTS2+NTS4+NTS6+NTS8, and
NTS1+ ¯ +NTS8, respectively.
a ps−1  ps−1 A ps−2 mass m amu
NT2 0.78 14.8 49.2 7.3
NT2II 1.1 11.5 27.0 8.9
NTS4 1.06 11.7 28.1 13.33
NTS3 1.45 12.5 43.9 12.94
NTS1+NTS5 1.04 12.6 33.6 11.1
NTS2+NTS6 1.32 13.2 35.5 9.84
NTS3+NTS7 1.24 13.1 35.0 12.52
NTS4+NTS8 1.07 12.2 30.7 8.78
NTSuneven 1.13 12.9 34.3 11.82
NTSeven 1.18 12.7 32.9 9.31
NTSall 1.16 12.8 33.6 10.56
TABLE II. The first two columns show effective friction constants esti-
mated from input VACFs I, II, I-fit, or II-fit or from corresponding
memory functions I, II, I-fit, or II-fit. The second two columns show
forward and backward transition rates observed in trajectories of the respec-
tive CLD models. The reference transition rates from the MD trajectory are
provided in the first line.
dt ps−1 1/ ps−1 kA→B 10−4 ps−1 kB→A 10−4 ps−1
MD 1.9 +1.5/−0.9 1.4 +1.1/−0.6
CLDI 249 147 0.3 +0.7/−0.2 0.2 +0.5/−0.2
CLDII 187 120 0.7 +0.7/−0.4 0.5 +0.5/−0.2
CLDI-fit 49 56 2.2 +1.1/−0.7 1.4 +0.7/−0.5
CLDII-fit 42 30 2.1 +1.2/−0.8 1.0 +0.6/−0.4Downloaded 08 Jun 2006 to 134.76.212.207. Redistribution subject tostrongly amplified by the inherent instability of the memory
equation. Accordingly, the large amplitude of the oscillations
in the memory kernels likely has no physical basis. To aid
the remaining discussion, Fig. 7b also shows memory ker-
nels, whose oscillations were removed by increasing the
regularization parameter  as defined in Eq. 31.
In contrast to these oscillations, both remaining features
not seen in I-fit and II-fit, the slower decay component and
the lack of complete decay to zero for very long times, are
comparable for both memory functions I-reg and II-reg, as
shown in Fig. 7b. Contrary to what one might expect on
first sight, this “amplified noise” does not reflect long time
memory effects. For 
5 ps, 
 is not well defined by the
memory equation, because 
 is dominated by noise for
these longer times. Therefore, setting 
0 for these long
times satisfies the memory equation equally well and re-
moves this purely numerical artifact.
That long time memory effects are overestimated by






. Indeed, the ef-
fective friction constants estimated from the shown interval
of I and II, respectively, are significantly higher than those
derived from the corresponding VACFs cf. Table II, sug-
gesting a spuriously slow decay of the memory kernels. We




not converge and, hence, the values reported in the table give
only an upper bound. Therefore, the real discrepancy be-
tween the effective frictions is even larger.
To quantify the effect of the artifical long tails of the
memory kernels on the observed dynamics, we obtained a
new set of memory kernels I-tail and II-tail by manually
damping the tail to zero beyond 20 ps. As will be discussed
in Sec. IV F these new memory kernels yield improved ac-
curacy for the transition rates. The particular choice of the
cut-off time 
c does not influence the results significantly;
e.g., similar results were obtained for 
c=10 ps. Note that
this procedure removes only the incomplete decay, but leaves
the slow decay component of the memory kernel between
0
10 ps unchanged. We, therefore, attribute this re-
maining difference to the memory kernels obtained with FIT
to a physical basis.
FIG. 8. Potential term t of memory equation. The inset shows the same
data enlarged.We finally note that in the present context the term 
,
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glected. This term, derived from a correlation function be-
tween mean force and velocity, corrects for those velocity
correlations, which are caused by the inertial motion of the
system within a nonzero free energy surface rather than by
memory effects due to the eliminated degrees of freedom.
Due to the highly diffusive nature of the conformational dy-
namics of the system at hand, here the influence of the free
energy on the velocities is small and, therefore, also the term

 is expected to be small, implying that it can be ne-
glected to good approximation. Indeed, as shown in Fig. 8,

 is three orders of magnitude smaller than the VACF
term for small 
, and for larger times 
5 ps it is one mag-
nitude smaller than the noise in the VACF, which justifies our
approximation.
E. Conformational dynamics by CLD
In the following three sections we test how well the dy-
namics along the conformational coordinate is actually de-
scribed by the CLD model. Additionally to the memory ker-
nels obtained above, a reduced mass and a free energy are
required.
The free energy Fig. 9a along the conformational co-
ordinate c was obtained from the conformational density
Fig. 9b as potential of mean force, averaged over both
FIG. 9. a Potential of mean force along the conformational coordinate.
The energy levels depicted as WA, WB, and W# were used for calculation of
barrier heights in Kramers’s theory. b Comparison of conformational den-
sity of a CLD ensemble with that of the reference MD ensemble.available MD ensembles, NT1 and NT2. The reduced mass
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 was obtained via the equipartition theorem c˙2
= −1
from the amplitude of the velocity fluctuations cf. Table I.
Having thus obtained all parameters directly from MD
simulations, collective Langevin dynamics trajectories of
300 ns length each were obtained by numerical integration of
the generalized Langevin equation, Eq. 17.
In the following we analyze the accuracy of the CLD
model in terms of suitable dynamical and thermodynamical
observables of the CLD model.
Firstly, we compare the thermodynamic properties to
those obtained from the reference MD simulation. Since all
thermodynamic observables of this CLD model can be ob-
tained from its one-dimensional partition function, it suffices
to compare the conformational density 	 with that of the MD
ensembles, projected to the conformational coordinate cf.
Fig. 9b. As can be seen, the densities agreed well with
each other, although that of the CLD model was slightly
smoother. This result confirms that the used friction kernel
and random forces generated from it satisfy the fluctuation
dissipation theorem.
Secondly, the dynamics was checked by comparison of
the VACF with references from the MD simulations.
We focus on the evaluation of the CLD models based on
I, because the results for the CLD models obtained from
II were similar. Figure 10 shows the VACFs of the two
CLD models using I and I-fit together with the reference
VACF of the MD. All VACFs agree well. In particular, the
initial decay and the position of the dip were well repro-
duced.
As was expected, the VACF obtained with I-fit is nearly
identical with the fit to the MD VACF I-fit. Therefore, for
this model the quality of the fit determines the accuracy. This
restriction is gone if the method DIR is used to obtain the
memory kernels. As shown in the inset of Fig. 10 the result-
ing VACF reproduces the reference very closely. This was
quantified by the deviation −CLD2dt1/2 between
CLD-VACF and reference, which was smaller for DIR 4.8
10−3 nm/ps than for FIT 8.210−3 nm/ps.
F. Prediction of transition rates by CLD
It was shown that CLD yields trajectories with accurate
FIG. 10. Comparison of CLD generated dashed lines with reference MD
solid lines velocity autocorrelation functions. Note that the dashed lines
are hardly seen, since the respective curves match very good.conformational densities and VACFs. Although these proper-
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them as a rigorous test of CLD, because they were also used
as input for the CLD model. In contrast, transition rates were
not used for the parametrization. As the most rigorous test,
we therefore finally check forward and backward transition
rates against references obtained from a long MD simulation.
In the following, we label the results from the different
approaches as CLDI, CLDII, CLDI-fit, and CLDII-fit. The first
two denote the CLD model whose memory was obtained
with DIR from I and II, respectively, and the latter two
denote the corresponding CLD models whose memory was
obtained with FIT. In Fig. 11 transition rates observed from
300 ns CLD trajectories are shown squares with error bars
indicating their 95% confidence interval cf. Sec. III. For
comparison, the reference transition rates obtained from MD
simulations NT1 and NT2 with a total simulation time of
153 ns are shown as horizontal lines.
Additionally, transition rates corresponding to the re-
spective CLD models were estimated from Kramers’s theory.
This estimate relies on the generalized Langevin equation of
CLD in harmonic approximation to the free energy. The re-
spective curvatures were determined at the minima as cA
=65L2−1, cB=76L2−1 and at the barrier as c‡
=210L2−1 by fitting parabolas to the free energy profile
cf. Fig. 9. The barrier heights were W‡−WA=1.5−1 for the
forward transition and W‡−WB=1.8−1 for the backward
transition, respectively. For all four CLD models two Kram-
ers’s rates were obtained cf. Sec. II, one via memory-free
Kramers’s theory circles in Fig. 11 and the other by full
inclusion of memory effects stars in Fig. 11.
As can be seen from the figure, the transition rates of
simulations CLDI-fit and CLDII-fit fall well into the range set
by the reference trajectory cf. horizontal lines, whereas the
rates of CLDI and CLDII fall somewhat outside. The rates
obtained with Kramers’s theory did not differ significantly
from the numerical results. Remarkably, all models yielded
very similar rates with the memory-free and the full-memory
version of Kramers’s theory. This could suggest that memory
effects do not influence transition rates significantly for the
case at hand, and that integration of equations of motion
could be simplified by replacing the generalized friction by a
constant friction, eff=0
tdt.
FIG. 11. Comparison of transition rates. The reference transition rate with it
CLD transition rates with error bars denoting 95% confidence intervals if a
model four rates were obtained: stochastic simulation squares, memory
stochastic simulation of the memory-free Langevin equation diamonds. Ad
shortened memory functions I-tail and II-tail, respectively, are denoted by cThe transition rates obtained with constant friction, how-
Downloaded 08 Jun 2006 to 134.76.212.207. Redistribution subject toever, show that the opposite is true cf. diamonds in Fig. 11.
Integration with a constant friction significantly overesti-
mates the rates for the models CLDI-fit and CLDII-fit and un-
derestimates those obtained from CLDI and CLDII. There-
fore, memory effects do play an important role.
It is somewhat surprising that the models CLDI and
CLDII underestimated the transition rates despite the fact that
their VACF is more accurate. Thus, despite the promise of
method DIR to provide more accurate memory kernels than
FIT, the opposite is the case. We attribute this to the numeri-
cal instabilities in solving the memory equation, which lead
to several artifacts in the memory kernels I and II derived
with DIR cf. Sec. IV D. Accordingly, the stronger regular-
ization applied in FIT avoids these artifacts that would oth-
erwise compromise the rates. Further support is provided by
the observation that damping of the artifically long tails of I
and II led to improved transition rates crosses in Fig. 11.
Overall, the results point to a sensitive influence of the
5 ps decay component on the transition rates: The artificially
large component of DIR implies rates that are significantly
lower than the reference. For TAIL, which leaves part of the
artifact untouched, still a slight underestimation is observed.
FIT, in contrast, which fully suppressed all slow components,
overestimated the rate. Apparently, any further improvement
would require a more accurate description of the slow com-
ponent.
Effective friction constants provide a sensitive check
even if the reference rate is unknown. Indeed, the effective
friction 0
tdt derived from the memory kernels I and II
is too large 220 ps−1, as can be seen by comparison with
the estimate of an upper bound at 120–150 ps−1 obtained
directly for the VACFs Table II. In comparison, the
memory kernels I-tail and II-tail, whose tail were damped
down to zero see Sec. IV D, yield effective friction con-
stants of 114 and 150 ps−1, respectively, which are at the
upper boundary of the probable range of the true effective
friction constants. Accordingly, they yielded improved tran-
sition rates crosses in Fig. 11. Moreover, for the models
CLDI-fit and CLDII-fit the transition rates were slightly too
high, in agreement with the effective friction being underes-
confidence interval is shown by the solid and slashed horizontal lines. The
le are grouped in the order CLDI, CLDII, CLDI-fit, and CLDII-fit. For every
and full-memory Kramers’s theory circles and stars, respectively, and





rossetimated due to the applied fit, which eradicates any slower
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the friction integral as an additional and important regular-
ization criterion for the memory kernel.
The CLD models discussed so far were based on VACFs
obtained from simulations NT1 and NT2, with T9 ns
simulation time. To check if such a long simulation time is
actually necessary to obtain sufficiently accurate memory
kernels, we systematically assessed the amount of molecular
dynamics sampling needed. To this end, eight 500 ps trajec-
tories, NTSi i=1¯8, were generated from different starting
positions cf. Sec. III and used to compute memory kernels
via the FIT method; for results see Table I. Memory kernels
were computed from single trajectories, or from combina-
tions of two, four, or all eight trajectories NTSi, constituting
sampling times of 500 ps, 1 ns, 2 ns, and 4 ns, respectively.
In Fig. 12 the transition rates predicted by the CLD model
with these memory kernels are plotted against used sampling
time. All obtained rates were within the range of and are
centered at that of the reference MD simulation. The only
exception are the rates obtained with memory kernels from
the shortest sampling time 0.5 ns, which are systematically
smaller than the reference MD rate only the highest and
lowest rates were shown. Already for sampling times t
1 ns the reference rates of the models CLDI-fit and CLDII-fit
were reproduced. Thus, sampling as short as 1 ns is suffi-
cient to correctly predict transition rates.
Taken together, the presented results show that the CLD
model accurately predicts transition rates of complex sys-
tems. Remarkably, already the description of memory effects
in terms of the VACF, which provides information mainly on
short time correlations, proved sufficiently accurate to pre-
dict transition rates in NT at a time scale as long as 50 ns.
Thus, not surprisingly sampling as short as 1 ns is sufficient,
since the VACF is dominated by high frequency motion.
Furthermore, we found that the transition rate was
mainly influenced by the effective friction 0tdt. Both
methods to extract memory kernels, FIT and DIR, performed
equally well, if the tailored memory kernels were used
FIG. 12. Forward top and backward bottom transition rates predicted by
fitted CLD models in dependence of the sampling time used to obtain the
VACF from MD simulations. For the shortest sampling time of 0.5 ns only
the rates obtained from memory kernels with the most extreme parameter
values were computed. The horizontal lines depict the reference transition
rate and its confidence interval. The boxes and their error bars depict pre-
dicted transition rates and their confidence intervals.I-tail ,II-tail, whose effective friction was more accurate
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I ,II. Thus, the reproduction of the medium
scale oscillations of the VACF, which only the method DIR
is capable of, was not important for the transition rate. How-
ever, an effective friction alone, i.e., a memory-free descrip-
tion, does not provide accurate rates cf. diamonds in Fig.
11. Whereas memory effects were important on the short
time scales of the integration steps, they were irrelevant on
time scales probed by Kramers’s theory. Indeed, already the
memory obtained with FIT, decaying with 
1 ps, influ-
enced the dynamics over 100 integration steps, whereas the
fastest time scale seen by Kramers’s theory, i.e., T2 /
=9 ps, is much slower and, therefore, is not affected by
memory.
G. Prediction of positional autocorrelation functions
by CLD
The last observable of the CLD dynamics we compared
to the reference MD is the positional autocorrelation function
PACF. Figure 13 shows the PACF obtained from MD simu-
lations NT1 and NT2 covering a total simulation time of
153 ns and compared it to PACFs obtained from 300 ns CLD
trajectories. We plotted the PACFs of models CLDI and
CLDII-fit with slowest and fastest decays, respectively, as
well as the PACF of CLDI-fit, which best agrees with the MD
result.
The overall decay of all CLD-derived PACFs corre-
sponds to that of the reference PACF from the MD simula-
tion. Fits to single exponential decays yield decay times
ranging from 135 to 9 ns for the CLD-derived PACFs, which
are roughly on the same order of magnitude as that ob-
tained from the MD-derived PACF 3.3 ns. Remarkably, the
decay of the CLD-derived PACFs is systematically too slow
for short times 
0.5 ns, whereas on long times some de-
cays are faster and others slower than the reference. More-
over, the CLD-derived PACFs are well described by a single
exponential decay, whereas the MD-derived PACF shows
two significantly different time scales.
FIG. 13. Comparison of CLD generated gray PACFs with that computed
from both MD trajectories NT1 and NT2. The curves of CLDI and CLDII-fit
indicate the most extreme PACFs obtained from the discussed CLD models.
The PACF of CLDI-fit agrees best with the MD results. From the scatter of
the five PACFs for CLDI-fit gray, dash dotted the statistical error can be
estimated.The large spread of the CLD-derived PACFs is striking.
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tions we obtained several independent trajectories for each
CLD model and computed their PACFs. For CLDI-fit, these
are shown in the figure, and their much smaller statistical
variation confirms that the spread of the PACFs is indeed
significant.
Furthermore, we compared the decay times of the CLD
models with their respective transition rates. Correlation co-
efficients of r=0.69 and r=0.72 for the forward and back-
ward rates, respectively, indicate a weak connection. How-
ever, the relatively low value also shows that not all
dynamical properties that are relevant for the transition rates
are captured by the PACF. Vice versa, other dynamical prop-
erties, which are described by the PACF, are not reflected in
the transition rates.
The large differences between the PACFs are unexpected
because they are uniquely defined by the corresponding
VACFs, which vary much less for the different CLD models
cf. Fig. 10. Note, however, that the PACF is dominated by
low frequency components, i.e., long time correlations,
whereas the VACF is dominated by the high frequency com-
ponents. The fact that the memory kernels computed from
VACFs cannot capture these long time correlations explains
the observed spread of the CLD-derived PACFs.
Nevertheless, the large spread of the PACFs indicates a
tremendous influence of the memory kernels on the long
time dynamics. In order to achieve better accuracy the PACF
could be used in addition to the VACF to determine the
memory kernel, e.g., solving the alternative memory equa-
tion, Eq. 20. However, here one needs to trade off the ac-
curacy of the CLD model with the sampling time to gain the
slowly converging PACF.
V. CONCLUSIONS
Collective Langevin dynamics CLD provides a consis-
tent framework to describe and simulate slow collective mo-
tions of proteins in an approach with a drastically reduced
number of degrees of freedom and, hence, reduced dimen-
sionality. In this framework the dynamics are separated into
slow and fast degrees of freedom. The dynamics in the slow
coordinates are evolved explicitly, whereas the fast degrees
of freedom are treated in an implicit manner.
CLD is a bottom up approach based on first principles in
the sense that all relevant information is extracted from the
well validated description of protein dynamics by MD simu-
lations. Furthermore, it is a systematic approach because the
level of coarse graining can be tuned by the number of de-
grees of freedom which are explicitly considered. The ex-
treme case of a one-dimensional description is presented
here; the other extreme is explicit consideration of all de-
grees of freedom and in the CLD framework would trivially
reproduce the MD model.
The slow nature of the conformational motion motivated
and justified the application of the projection-operator for-
malism by Mori and Zwanzig to derive equations of motions
for the dynamics of the collective coordinates. Both, linear
e.g., principal components and curved coordinates were
considered in full generality. The resulting exact equations of
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with a potential of mean force. Here, we approximate this
exact equation by replacing its noise term with a non-
Markovian stochastic process that obeys the fluctuation dis-
sipation theorem. The memory effects are found to be not
negligible and thus are fully accounted for by a generalized
frictional force, whose specific memory kernel is obtained
for any dynamical system individually.
Memory kernels were computed from velocity autocor-
relation functions obtained from short few nanoseconds
MD trajectories via the corresponding Volterra-type equa-
tion. Because this inverse problem is notoriously difficult to
solve and suffers from numerical instabilities, we tested dif-
ferent levels of regularization. The method FIT applied rather
strong regularization, and hence was very robust against the
inherent statistical noise in the VACF. In contrast, the second
method, DIR, regularized only weakly, such that it allowed
to capture more details of the VACF. The results indicated
that for an accurate description of transition rates, the trade-
off should be struck on the side of stronger regularization,
i.e., increased robustness.
CLD is complementary and rests upon the many existing
enhanced sampling methods to calculate free energy surfaces
such as, REMD,43 umbrella sampling,45,46 or SMC.44 All
these methods, by construction, sacrifice dynamics to speed
up sampling. We have proposed to reconstruct the conforma-
tional dynamics from the obtained free energy surfaces via
CLD. Alternatively, ensembles obtained from experimental
sources such as NMR might also be used to estimate a free
energy surface.
As a test system, the hexapeptide neurotensin was con-
sidered. Explicit treatment in CLD was restricted to a one-
dimensional curved conformational coordinate. Compari-
son of transition rates obtained from this extremely
dimension reduced and, hence very efficient, description
with those obtained from a 150 ns MD simulation showed an
excellent agreement.
Remarkably, this good agreement for the neurotensin
peptide was achieved by the most extreme conceivable di-
mension reduction, i.e., to only one dimension. A generalized
curved coordinate was required to achieve such a drastic re-
duction; more than one but less than five linear degrees of
freedom would likely allow to achieve similar accuracy.
We note that similar tests for much larger protein sys-
tems would of course be called for to further evaluate our
approach. However, the requirement of converged reference
transition rates from long MD simulations severely restricts
the size of the test system. For instance, an available 450 ns
simulation of crambin did not contain enough recurring tran-
sitions to reliably estimate reference transition rates, whereas
enough transitions occurred in the presented 150 ns simula-
tion of neurotensin. Nevertheless, our results indicate that
CLD is also capable of accurately describing conformational
dynamics of soluble proteins at microsecond time scales.
CLD yields trajectories with accurate thermodynamical
and dynamical behaviors, in particular, accurate free energies
and velocity autocorrelation functions. By focusing on rel-
evant quantities, our CLD approach also provides new physi-
cal insights into the high-dimensional protein dynamics. The
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agrees with previous findings. For a similarly sized peptide
an upper limit for a time scale on which no memory effect
influenced transition rates was determined to be 1 ns.83 This
limit agrees with and is improved by our finding that
memory effects did not play a significant role for transition
rates at time scales above 10 ps. In focusing at accurate ve-
locity autocorrelation functions, CLD might be particularly
useful for the interpretation of neutron scattering experi-
ments, which probe velocity autocorrelation functions.
The observed deviations of the CLD-derived positional
autocorrelation functions indicate that for this observable
memory effects on longer time scales are important. We fur-
ther suggest to improve the accuracy of the required memory
kernel by combining positional and velocity autocorrelation
functions for its extraction, because the former probe long
time scales and the latter short ones.
Whereas two or three explicit degrees of freedom can be
treated within the presented framework in a straightforward
manner, inclusion of more explicit coordinates will become
impractical due to the high dimensionality of the free energy
landscapes, which would render the nonparametric free en-
ergy estimation used here infeasible. As an alternative,
weighted sums of multivariate Gaussians could be used to
approximate the ensemble density. A CLD model based on a
similar parametric approximation was already used here in
the Kramers’s approach, and its rates agreed well with those
obtained from the nonparametric free energy surface.
We finally suggest that the extension to large conforma-
tional subspaces might allow on-the-fly computations of
small regions of the free energy landscape, thereby, alleviat-
ing the sampling problem. In particular, the higher frequency
PCA modes behave quasiharmonically and are much more
efficiently sampled by MD than the low frequency modes.
Thus, a two layered approach for CLD might be considered,
which switches to explicit MD to probe entropic contribu-
tions to the free energy, whenever new, previously unknown,
regions of the conformational subspace are encountered.
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APPENDIX: DERIVATION OF A POTENTIAL OF MEAN
FORCE
In this appendix we show that Eq. 15 evaluates to the
force term PL	A2t
. To simplify notation, we use mass-
weighted coordinates x˜=M1/2x and p˜=M−1/2p and definec ª c,
Downloaded 08 Jun 2006 to 134.76.212.207. Redistribution subject tov ª xf · p − c˙ .
For the proof we will need the relations
xf · xc = fx − cxf2, A1
xf · xv = pv · xxf · p , A2
which are easily shown by applying the chain rule to the
delta functions.
Consider the derivative of 	c , c˙, which appears in Eq.
15. As seen from the definition, Eq. 13, its dependence on
c is restricted to the delta-function c. Therefore,
	c, c˙
c
= − 	x,pxf2fx − cvdxdp ,
which is transformed via relation Eq. A1 to
	c, c˙
c
= − 	x,pxfxcvdxdp .
This allows us to eliminate the derivative of the delta-
function c via partial integration,
	c, c˙
c
= − xV · xf + x · xfv
+ xfxv	x,pcdxdp ,
where we have used that 	x ,p=Z−1 exp−H. To elimi-
nate also the newly appeared derivative of v, Eq. A2 is




= − xV · xf
+ pH · xxf · p	x,pcdxdp ,
since the remaining terms
x · xf − p · xxf · p
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