Abstract: This paper presents a novel lightning search algorithm (LSA) using quantum mechanics theories to generate a quantum-inspired LSA (QLSA). The QLSA improves the searching of each step leader to obtain the best position for a projectile. To evaluate the reliability and efficiency of the proposed algorithm, the QLSA is tested using eighteen benchmark functions with various characteristics. The QLSA is applied to improve the design of the fuzzy logic controller (FLC) for controlling the speed response of the induction motor drive. The proposed algorithm avoids the exhaustive conventional trial-and-error procedure for obtaining membership functions (MFs). The generated adaptive input and output MFs are implemented in the fuzzy speed controller design to formulate the objective functions. Mean absolute error (MAE) of the rotor speed is the objective function of optimization controller. An optimal QLSA-based FLC (QLSAF) optimization controller is employed to tune and minimize the MAE, thereby improving the performance of the induction motor with the change in speed and mechanical load. To validate the performance of the developed controller, the results obtained with the QLSAF are compared to the results obtained with LSA, the backtracking search algorithm (BSA), the gravitational search algorithm (GSA), the particle swarm optimization (PSO) and the proportional integral derivative controllers (PID), respectively. Results show that the QLASF outperforms the other control methods in all of the tested cases in terms of damping capability and transient response under different mechanical loads and speeds.
Introduction
Three-phase induction motors (TIMs) are widely used in numerous applications, such as in factories, the industrial sector, air compressors, fans, railway tractions, pumps, and so on, accounting for approximately 60% of the total industrial electricity consumption [1, 2] . A TIM is a dynamic control system that is difficult to represent theoretically; in several applications, the drive systems of TIMs are exposed to sudden changes in speed or mechanical load [3] . For induction motors, the scalar control (i.e., V/f control) method is one of the control techniques most commonly used by researchers because of the low cost and simple structure and design. Moreover, this method can effectively control medium to high speed, and the parameters of induction motors do no need to be considered [1, 4] . A voltage source inverter (VSI) is an important part of an electronic device that is in 2004. Quantum PSO (QPSO) has been used in several applications, such as in [27, 28] , because of its powerful performance. In [29, 30] , QPSO was improved by applying a Gaussian probability distribution; the improved QPSO was used in an economic load dispatch of a power system [31] . In [32] , QPSO was used to optimize core fuel management in water-water energy reactor (WWER)-1000. The quantum system was applied to optimize the gravitational search algorithm (GSA) in [33] . In [34] , quantum GSA was employed to solve the optimal power-quality monitor-placement problem in power systems. Meanwhile, it was used to solve the thermal-unit commitment problem with wind power integration in [35] . In addition, this algorithm was adopted to address another problem with wind power integration in [36] . In [37] , quantum GSA was used to improve classification accuracy with an appropriate feature subset in binary problems. Binary-encoded problems were solved through GSA optimization with quantum computing in [38] . The firefly algorithm was improved using the quantum system. The quantum firefly algorithm was applied to optimize the power-quality monitor placement in a power system in [39] . In [40] , the quantum firefly algorithm was used to improve the power quality and reliability of distribution systems.
In the present study, a novel optimization method called the quantum-behaved lightning search algorithm (QLSA), is generated to solve constrained optimization problems. This method applies quantum mechanics theories with LSA to enhance the performance of LSA. This work is divided into two experiments. The first experiment comprises an application of 18 benchmark functions and a comparison with four optimization methods, namely the LSA, the backtracking search algorithm (BSA), GSA and PSO, to evaluate the reliability and efficiency of the proposed algorithm. The second experiment is developed to improve the performance of the TIM speed controller by tuning the free parameters and selecting the limits and best values for the input and output of the MFs. The results obtained from the developed QLSA-based FLC (QLSAF) have been compared to the results obtained by other controllers based on LSA, BSA, GSA, PSO and PID under sudden changes in speed and mechanical load. In addition, a high performance of MFs is achieved by minimizing the error function through the use of the mean absolute error (MAE) of the system. Moreover, SVPWM is employed with QLSAF for TIM drives.
Quantum-Behaved Lightning Search Algorithm (QLSA)
Numerous optimization methods are available for developing and improving system performance. These methods include GA, simulated annealing, the ant colony search algorithm, PSO, GSA, and so on. In general, optimization techniques are used to solve complex numerical optimization problems, as well as non-linear and non-differentiable systems. In recent years, researchers have focused on developing new optimization techniques that have a significant and powerful role in research development. One of the modern optimization methods is LSA, which was proposed by Shareef et al. [41] in 2015. The mechanism of this method consists of three steps: projectile and step leader propagation, projectile properties and projectile modeling and movement, as explained in [41] . This study is performed based on enhanced LSA using quantum mechanics.
The concept of QLSA involves developing the original LSA by searching for a new position for the population to obtain the best position for step leaders. At the beginning, QLSA is conducted to build memory according to the mean of the best positions of the step leaders, which are called global step leaders pGsl t ij q. Global step leaders represent the best step leaders that can obtain the minimum value of the evaluation. QLSA achieves the attraction and convergence of each step leader with a global minimum and searches for the best position by relying on the stochastic attractor of step leaders p j as represented in the following novel created equation: 
for i " 1, 2, 3, . . . . . . N, j " 1, 2, 3, . . . . . . D and t " 1, 2, 3, . . . . . . T, where N, D and T are the population size, the problem dimension and the maximum number of iteration, respectively; a, b and c are three uniformly-distributed random numbers in the range (0,1) for the j-th dimension of step leaders I; P t ij,best is the best step leader for each population; Gsl t ij is the global step leader for each population; and F is the scale factor, which is suggested to be set between four and 20. This study uses the valu F " 10.
Suppose that LSA is a quantum system and that each step leader exhibits the quantum behavior with its quantum state formulated by a wave function pψq. |ψ| 2 is the probability density function, which depends on the potential field where the step leader lies. Each individual step leader moves in the search space with a potential on each dimension, of which its center is between points P t ij,best and Gsl t ij . LSA has been considered a step leader in 1D space; a Schrodinger equation solves the time dependency of the 1D potential with point p as the center of potentia δ. The wave function, at iteration pt`1q, is represented by the following equation [29, 30, 32] :
where L t ij is the standard deviation of the double exponential distribution, varying with iteration number t. Thus, the probability density function Q is a double exponential distribution as follows:
In turn, the probability distribution function M is:
By using the Monte Carlo method, the j-th component of position P i at iteration pt`1q can be obtained as follows:
where u t`1 ij is a random number uniformly distributed between (0,1). The standard deviation pL t ij q of each step leader is calculated through the equation below:
where MeanBest t j , called the mean best position for step leaders, is defined as the mean value of the P t ij,best positions of all step leaders. Mbest t j is shown in the equation below:
The contraction expansion coefficient pβq works on the tuned contractions to control the convergence speed of the algorithms. The coefficient is calculated as follows:
where β 0 represents the initial values of the contraction expansion β 1 implies the final values of the contraction expansion, t is the current iteration number and T is the maximum number of iterations. Setting β 1 to be larger than 0.8 and smaller than 1.2 is recommended, and β 0 should be smaller than 0.6 to generate the acceptable algorithmic performance [29] . P t ij is the personal best position of step leader i. Therefore, the position of the step leaders is updated based on the following equation:
QLSA has several distinctive properties when compared to the original LSA. First, QLSA explores new positions using an exponential distribution obtained through the global convergence between step leaders; second, QLSA calculates the mean best position to enhance the original LSA; moreover, each step leader in QLSA cannot approach the global best position without regarding other step leaders. The distance between step leaders and MeanBest t j directs the new position distribution for each iteration, as shown in Equation (9) . Suppose the global best position for a step leader is far from the other step leaders; the MeanBest t j may be pulled toward the global best position. Figure 1 illustrates the spread and relationship between step leaders in the optimization method. The red circle represents the global position for a step leader. The white circles are the other step leaders. The arrows around the small white circles represent the possible directions of the step leaders. In the original LSA, each step leader focuses on the global best position and goes directly to it. The step leaders do not wait or search in space to obtain the new global best position, as presented in Figure 1a . By contrast, in QLSA, the step leaders around the global best position may move in any direction to obtain the best new position, as illustrated in Figure 1b Figure 1 illustrates the spread and relationship between step leaders in the optimization method. The red circle represents the global position for a step leader. The white circles are the other step leaders. The arrows around the small white circles represent the possible directions of the step leaders. In the original LSA, each step leader focuses on the global best position and goes directly to it. The step leaders do not wait or search in space to obtain the new global best position, as presented in Figure 1a . By contrast, in QLSA, the step leaders around the global best position may move in any direction to obtain the best new position, as illustrated in Figure 1b Figure 1 illustrates the spread and relationship between step leaders in the optimization method. The red circle represents the global position for a step leader. The white circles are the other step leaders. The arrows around the small white circles represent the possible directions of the step leaders. In the original LSA, each step leader focuses on the global best position and goes directly to it. The step leaders do not wait or search in space to obtain the new global best position, as presented in Figure 1a . By contrast, in QLSA, the step leaders around the global best position may move in any direction to obtain the best new position, as illustrated in Figure 1b 
QLSA-Based Fuzzy Speed Controller
An FLC is designed to improve speed controller performance in TIM through new optimization techniques. The controller has been trained for all types of sudden changes that occur in a TIM, such as changes in speed and mechanical load. When these changes occur during training, the controller can achieve enhanced performance while operating under a strong control. However, the FLC design must pass through several steps.
Definition of the Module Properties
The input and output must be selected to determine the fuzzy location, which is a necessary step. The FLC in this study represents the speed controller for a TIM. The input data consist of the error (e) and the change of error (de) for the rotor speed pω r q, as shown in the equations below. The output controller desired slip speed pω sl q is the output variable.
e ptq " ωr´ω r ptq (10)
de ptq " e ptq´e pt´1q (11)
Fuzzification Design
The second step represents the input with a convenient linguistic value by analyzing each input in a group. This step uses a unique MF label, for example "big", "medium" or "small". Thus, the FLC depends on the number of MFs used in the linguistic label. The MFs of error and the change of error for the fuzzy speed controller are defined as trapezoidal and triangular MFs. Figure 3a shows that the MFs for error µ e peq consist of three variable pX 0 , X 1, X 2 q. Figure 3b shows that the MFs for change of error µ de pdeq consist of three variable pZ 0 , Z 1 , Z 2 q. The MFs can be represented by the following equations:
µ de pdeq "
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QLSA-Based Fuzzy Speed Controller
Definition of the Module Properties
The input and output must be selected to determine the fuzzy location, which is a necessary step. The FLC in this study represents the speed controller for a TIM. The input data consist of the error (e) and the change of error (de) for the rotor speed ω , as shown in the equations below. The output controller desired slip speed ω is the output variable.
Fuzzification Design
The second step represents the input with a convenient linguistic value by analyzing each input in a group. This step uses a unique MF label, for example "big", "medium" or "small". Thus, the FLC depends on the number of MFs used in the linguistic label. The MFs of error and the change of error for the fuzzy speed controller are defined as trapezoidal and triangular MFs. Figure 3a shows that the MFs for error μ consist of three variables , , . Figure 3b shows that the MFs for change of error μ consist of three variables , , . The MFs can be represented by the following equations: In a conventional FLC structure, the number of MFs and the boundaries of each MF should be within a suitable range set by the designer through the trial-and-error method until the FLC provides a favorable result. However, this task is difficult to achieve, because identifying the boundaries of MFs is a challenging and time-consuming task. In a conventional FLC structure, the number of MFs and the boundaries of each MF should be within a suitable range set by the designer through the trial-and-error method until the FLC provides a favorable result. However, this task is difficult to achieve, because identifying the boundaries of MFs is a challenging and time-consuming task.
Inference Engine Design
The third stage explains how the FLC decides on the TIM based on control rules and linguistic terms. In general, inference systems have two types, namely Mamdani and Takagi-Sugeno. The Mamdani method is used in this study because of its simple structure and design. The fuzzy rule consists of the if-then linguistic term, and the output MFs are operated by the fuzzy rule that is related to both the inputs pe, deq and the outpu pω sl q [11, 16, 41] . The details of the 49 rules are shown in Table 1 and in the following equations:
Rule 1: If e is "Ne3" and de is "Nde3" THEN ω sl is "negative big" (NB). Rule 2: If e is "Ne3" and de is "Nde2" THEN ω sl is "NB". . . .
Rule 48: If e is "Ne2" and de is "Nde3" THEN ω sl is "positive big" (PB). Rule 49: If e is "Ne3" and de is "Nde3" THEN ω sl is "PB". 
Defuzzification
Defuzzification is the final step in the FLC. This process generates the output values from the controller as crisp values. Moreover, it includes the important part of adjustment and the crisp value control of the output MFs. However, these MFs are required to select the number of MFs and boundaries. Each MF must be suitable to provide the optimized result through the trial-and-error method. In this study, an optimization method is used to find the boundaries of MFs. Several methods are employed to compute the crisp value. The center of gravity approach is considered the best among these methods, as recommended by several authors [22, 41] .
where n is the number of rules, u is the value of MFs output and w is the weight coefficient. The weights are calculated through the minimum between µ e peq and µ de pdeq, as shown in the following equation: w i " min r µ e peq , µ de pdeqs (15)
Design of QLSA for the Optimal Fuzzy Logic Speed Controller
The FLC is popular because it is simple, has a low implementation cost and can be applied to non-linear controller systems; this controller does not rely on a mathematical model [7, 8] . However, the conventional FLC has a disadvantage in selecting the boundaries of the input and output of MFs [16, 41] . This section explains how the improved FLC utilizes QLSA to identify the best boundaries of the input/output of MFs.
The QLSA method for optimal FLC is designed to identify and achieve three basic components, namely input information, objective function and optimization limitations. The input data for the QLSA method of the FLC are the boundary values for the input and output of MFs. The input matrix consists of columns and rows. The number of columns represents the numerical boundary values for error, change of error and output MFs. The number of rows represents the numerical boundary values for population size, as shown in the following matrix:
where D is input information to the optimization technique; i " 1, 2, . . . . . . , P, P is the size of the population; j " 1, 2, . . . . . . , N, N is the size of problem dimension. Figure 4 presents the 21 problem dimensions included in seven MFs for the error, the change of error and the output. A total of 30 populations is used in this study to obtain the best results. 
where is input information to the optimization technique; 1,2, … … , , is the size of the population;
1,2, … … , , is the size of problem dimension. Figure 4 presents the 21 problem dimensions included in seven MFs for the error, the change of error and the output. A total of 30 populations is used in this study to obtain the best results. QLSA requires an objective function to reduce errors. Therefore, the objective function determines the best value of the FLC output to increase system stability performance. The MAE is used as an objective function to obtain a suitable controller and to improve results. The MAE is calculated as follows:
where is the number of samples, ω * is the reference rotor speed and ω is the rotor speed that is responsible for motor operation. The last basic component is optimization limitations for the FLC. These constraints are important to avoid overlaps between the borders of MFs. Figure 4a shows that the variable should not cross the variables and to avoid an overlap between MFs. Imposing limitations addresses this problem, as shown in the equation below: (18) QLSA has been applied to the FLC to select a few important parameters, such as the number of iterations , the number of populations and the number of problem variables . Figure 5 shows the flow diagram that illustrates the proposed QLSAF. QLSA requires an objective function to reduce errors. Therefore, the objective function determines the best value of the FLC output to increase system stability performance. The MAE is used as an objective function to obtain a suitable controller and to improve results. The MAE is calculated as follows:
where H is the number of samples, ωr is the reference rotor speed and ω r is the rotor speed that is responsible for motor operation. The last basic component is optimization limitations for the FLC. These constraints are important to avoid overlaps between the borders of MFs. Figure 4a shows that the variable P 2 ij should not cross the variables P 1 ij and P 3 ij to avoid an overlap between MFs. Imposing limitations addresses this problem, as shown in the equation below:
QLSA has been applied to the FLC to select a few important parameters, such as the number of iterations pTq, the number of populations pPq and the number of problem variables pNq. Figure 5 shows the flow diagram that illustrates the proposed QLSAF. 
QLSA-Based Fuzzy Logic Speed Controller Simulation Model
The developed QLSAF simulation model for a TIM drive model is presented in Figure 6 . SVPWM is utilized to control the TIM drive through V/f control and QLSAF. The TIM model is a stationary reference frame in which rotor speed is measured depending on the feedback signal. Therefore, sensor speed must be measured. All possible cases of sudden changes in speed and mechanical load are accomplished in the simulation model to create a powerful TIM controller. The developed controller is also employed to tune the parameters and to determine the best values for the MF parameters through QLSA. Figure 6 shows that SVPWM receives three input values ( , and and generates switching signals for the inverter gate drives of the IGBTs to deliver three-phase AC voltages to the 
The developed QLSAF simulation model for a TIM drive model is presented in Figure 6 . SVPWM is utilized to control the TIM drive through V/f control and QLSAF. The TIM model is a stationary reference frame in which rotor speed is measured depending on the feedback signal. Therefore, sensor speed must be measured. All possible cases of sudden changes in speed and mechanical load are accomplished in the simulation model to create a powerful TIM controller. The developed controller is also employed to tune the parameters and to determine the best values for the MF parameters through QLSA. Figure 6 shows that SVPWM receives three input values ( V an , V bn and V cn q and generates switching signals for the inverter gate drives of the IGBTs to deliver three-phase AC voltages to the TIM. The V/f control strategy is responsible for generating the peak voltage in SVPWM. However, the QLSA-Mamdani fuzzy controller has been used for the speed controller system. This controller allows real speed to track the reference speed. The speed controller provides the required slip speed to reach the reference speed (i.e., synchronous speed). The slip speed is then added to the feedback signal of the rotor speed to achieve the required frequency for the inverter in the TIM. A V/f relationship is essential to fix the machine at its rated flux linkage. 
Results and Discussion
Two tests have been conducted in this study. The first test solves specific benchmark optimization problems using QLSA. Eighteen benchmark functions have been used. The second test is a practical application of QLSA to the trial-and-error procedure for obtaining the MFs of the FLC for the induction motors.
Experiment 1
The proposed method is validated using specific tests. However, the proposed QLSA is applied to a group of 18 benchmark functions. These functions have been employed by several researchers, including Shareef et al. [41] , Rashedi et al. [42] , Yao [43] and Rao et al. [44] , when they developed their optimization algorithms. In particular, the new algorithm is tested and validated through functional characteristics, such as dimensionality, separability and modality. The modality of a function refers to the number of vague peaks in the function surface. A function is multimodal if it has two or more vague peaks. An algorithm that encounters these peaks while searching may be trapped in one of the local minima. Separability indicates the difficulty level of various benchmark functions. In general, separable functions are easier to solve than non-separable functions, because each variable of a function is independent of other variables. Moreover, the difficulty of a problem also increases along with function dimensionality. For highly non-linear problems, dimensionality may be a significant barrier for nearly all optimization algorithms. In this study, 18 benchmark functions are classified 
Results and Discussion
Experiment 1
The proposed method is validated using specific tests. However, the proposed QLSA is applied to a group of 18 benchmark functions. These functions have been employed by several researchers, including Shareef et al. [41] , Rashedi et al. [42] , Yao [43] and Rao et al. [44] , when they developed their optimization algorithms. In particular, the new algorithm is tested and validated through functional characteristics, such as dimensionality, separability and modality. The modality of a function refers to the number of vague peaks in the function surface. A function is multimodal if it has two or more vague peaks. An algorithm that encounters these peaks while searching may be trapped in one of the local minima. Separability indicates the difficulty level of various benchmark functions. In general, separable functions are easier to solve than non-separable functions, because each variable of a function is independent of other variables. Moreover, the difficulty of a problem also increases along with function dimensionality. For highly non-linear problems, dimensionality may be a significant barrier for nearly all optimization algorithms. In this study, 18 benchmark functions are classified according to modality and separability. Four tests are conducted to validate the reliability, strength and efficiency of the proposed QLSA. The proposed QLSA is then compared to four standard optimization methods, namely LSA, BSA, GSA and PSO. To ensure that the comparisons are fair, the population size for all optimization methods is set to 50. The compared optimization methods have several parameter settings, as listed in Table 2 . Table 2 . Parameter settings used in quantum-behaved lightning search algorithm (QLSA), lightning search algorithm (LSA), the backtracking search algorithm (BSA), the gravitational search algorithm (GSA) and particle swarm optimization (PSO). This test determines the reliability, strength and efficiency of QLSA in obtaining the global minimum value when it is applied to benchmark functions with unimodal and separable characteristics. Three benchmark functions are applied in this test. The details are presented in Table 3 . This test also compares QLSA with four other methods, namely LSA, BSA, GSA and PSO, for validation. Each benchmark function is tested 50 times. The results that represent the best, worst, median, average and standard deviation of the objective function for each benchmark function are indicated in Table 4 . The best result for each benchmark function is written in boldface. The proposed QLSA achieves the best solution for the best global minimum for sphere (Function 1 (F1) and step (F2); for quartic (F3), the proposed method obtains a value near the global minimum. Moreover, the test confirms the powerful performance of QLSA to achieve the best solution in the best, worst, median and standard division values. This result is also observed in the box plot ( Figure 7 ) constructed from the data obtained from the 50 tests. Figure 8 presents the convergence characteristic curves to demonstrate the comparison of the proposed QLSA with the other optimization methods. The QLSA achieves the global minimum faster than the other methods. Thus, the proposed algorithm possesses superior convergence characteristics for this type of function optimization. 
Parameter

Test 2
The second test is implemented in unimodal and non-separable functions to observe the performance and consistency of QLSA in solving this issue. Four benchmark functions, which are provided in Table 5 However, the difficulty level is higher than that in Test 1, because these functions are non-separable. The proposed QLSA is compared to the four other optimization methods to obtain the results indicated in Table 6 . The best performance for each function is written in boldface. The proposed QLSA reached the best global minimum for F4, F5 and F6. For F7, LSA identifies a better solution than QLSA. For the worst, median, average and standard deviation, QLSA achieved better results than the other methods for each benchmark function. The plot box for 50 tests is drawn for each method to evaluate the performance of QLSA, as illustrated in Figure 9 . The characteristic curves obtained by various optimization methods prove that QLSA solves benchmark functions F4, F5, F6 and F7 faster than the other methods, as shown in Figure 10 . QLSA can be used to solve F7, although the original LSA obtains the best results. 
The second test is implemented in unimodal and non-separable functions to observe the performance and consistency of QLSA in solving this issue. Four benchmark functions, which are provided in Table 5 , are employed in this test: Schwefel 2.22 (F4), Schwefel 1.2 (F5), Schwefel 2.21 (F6) and Rosenbrock (F7). These functions have the same dimensions pn " 30q as those used in Test 1. However, the difficulty level is higher than that in Test 1, because these functions are non-separable. The proposed QLSA is compared to the four other optimization methods to obtain the results indicated in Table 6 . The best performance for each function is written in boldface. The proposed QLSA reached the best global minimum for F4, F5 and F6. For F7, LSA identifies a better solution than QLSA. For the worst, median, average and standard deviation, QLSA achieved better results than the other methods for each benchmark function. The plot box for 50 tests is drawn for each method to evaluate the performance of QLSA, as illustrated in Figure 9 . The characteristic curves obtained by various optimization methods prove that QLSA solves benchmark functions F4, F5, F6 and F7 faster than the other methods, as shown in Figure 10 . QLSA can be used to solve F7, although the original LSA obtains the best results. The difficulty level of the optimization problem in the third test is increased by using multimodal and separable functions ( Table 7) . The high-dimensional problem is found in Rastrigin (F8), whereas the low-dimensional problems are in Foxholes (F9) and Branin (F10), as shown in Table 7 . The experiments are conducted 50 times for each benchmark function. Table 8 shows the results of the best, worst, median, average and standard deviation of the objective functions of each benchmark function. The best result for each function is written in boldface. QLSA achieves the best global minimum for F8 and the near-global minimum for F9 and F10. QLSA exhibits the best performance among the optimization methods in obtaining the best global minimum. These results prove the capability of QLSA to achieve any local minimum, as illustrated in Figure 11 . Figure 12 shows that the convergence rate of QLSA is significantly faster than those of the other methods. 
Test 4
The capabilities of the proposed QLSA to explore and exploit are tested through eight multimodal and non-separable high-and low-dimensional benchmark functions. The details of all of the functions are presented in Table 9 . This test is applied to these functions in a manner similar to those of the previous tests. The comparison between QLSA and the four other methods is presented in Table 10 . The best result for each function is written in boldface. The QLSA reaches the best global minimum in F11 and F12, whereas the other functions reach the near-global minimum. Figure 13 shows the box plot for each optimization method. The performance of QLSA is comparatively satisfactory in most of the tested functions. The convergence characteristics curves are shown in Figure 14 . 
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Experiment 2
The induction motor control system shown in Figure 6 is used to evaluate the proposed QLSAF. The scalar controller of the induction motor drive, along with the proposed QLSAF, was simulated in the MATLAB/Simulink environment based on the practically measured induction motor data. Figure 15 illustrates the convergence characteristics of QLSAF to find the best optimal solution for the controller system compared to the results obtained using four other methods, namely LSA-based FLC (LSAF), BSA-based FLC (BSAF), GSA-based FLC (GSAF), PSO-based FLC (PSOF) and PID control. These optimization methods are applied using the same parameters (i.e., population size, problem size and number of iterations) to ensure fair comparison. Figure 15 shows that unlike the other optimization methods, QLSA reaches the target, which is the minimum MAE. The results of the optimal membership function parameters for error, change of error and output for QLSAF are presented in Figure 16 . Meanwhile, Figure 17 shows the relationship of two inputs, namely error and change of error, with QLSAF output. These results represent two test cases used to determine the effectiveness and robustness of the proposed FLC. The two cases are (1) constant torque with speed variation and (2) constant speed with torque variation.
The induction motor control system shown in Figure 6 is used to evaluate the proposed QLSAF. The scalar controller of the induction motor drive, along with the proposed QLSAF, was simulated in the MATLAB/Simulink environment based on the practically measured induction motor data. Figure 15 illustrates the convergence characteristics of QLSAF to find the best optimal solution for the controller system compared to the results obtained using four other methods, namely LSA-based FLC (LSAF), BSA-based FLC (BSAF), GSA-based FLC (GSAF), PSO-based FLC (PSOF) and PID control. These optimization methods are applied using the same parameters (i.e., population size, problem size and number of iterations) to ensure fair comparison. Figure 15 shows that unlike the other optimization methods, QLSA reaches the target, which is the minimum MAE. The results of the optimal membership function parameters for error, change of error and output for QLSAF are presented in Figure 16 . Meanwhile, Figure 17 shows the relationship of two inputs, namely error and change of error, with QLSAF output. These results represent two test cases used to determine the effectiveness and robustness of the proposed FLC. The two cases are (1) constant torque with speed variation and (2) constant speed with torque variation. 
Constant Torque with Speed Variation
The first test involves increasing or decreasing the reference speed while maintaining a fixed torque. This case study aims to evaluate the performance of the proposed FLC and to estimate the reference speed variation with the constant torque of the TIM controlled by the V/f ratio. V/f control generally exhibits weak performance in low-speed applications. However, V/f ratio controls 25%-100% of the nominal speed of the TIM. The performance of the developed FLC in terms of reference speed involves step responses.
The performance of the TIM drive during step response change is determined under the condition of a constant torque load applied on the TIM rotor shaft. By contrast, the no-load condition is applied on the TIM with variable speed in short periods, as illustrated in Figure 18 . A controller is used to sustain TIM performance. This study proposes a unique robust controller structure to indicate the speed responses of QLSAF, LSAF, BSAF, GSAF, PSOF and PID with a nearly perfect speed change. The induction motor applies the reference speed change several times, as presented in Table 11 . Table 11 shows the speed response, which varies based on specific durations, and the overshoot (%) values. The maximum overshoot is calculated as maximum overshoot % 100% .
QLSAF successfully achieves the best result compared to the other optimization algorithms in terms of maximum overshoot values and settling time. QLSAF achieves better responses than that of LSAF, BSAF, GSAF, PSOF and PID in terms of minimizing overshoot values, settling time, steady-state error and the damping ratio. After each change, QLSAF establishes excellent rapid stability during each speed change. None of these results can be obtained without a perfect controller, such as the one proposed in this study. Figure 19 shows that the stator current signal during the start-up of the TIM involves a high current pull and, subsequently, stable signals. The changes in frequency of the peak value are also fixed during the duration of sudden changes in speed based on system requirements. Controlling speed change corresponds to a change in supply frequency. 
The performance of the TIM drive during step response change is determined under the condition of a constant torque load applied on the TIM rotor shaft. By contrast, the no-load condition is applied on the TIM with variable speed in short periods, as illustrated in Figure 18 . A controller is used to sustain TIM performance. This study proposes a unique robust controller structure to indicate the speed responses of QLSAF, LSAF, BSAF, GSAF, PSOF and PID with a nearly perfect speed change. The induction motor applies the reference speed change several times, as presented in Table 11 . Table 11 shows the speed response, which varies based on specific durations, and the overshoot (%) values. The maximum overshoot is calculated as maximum overshoot p%q "´N overshoot´Nrated N rated¯ˆ1 00%. QLSAF successfully achieves the best result compared to the other optimization algorithms in terms of maximum overshoot values and settling time. QLSAF achieves better responses than that of LSAF, BSAF, GSAF, PSOF and PID in terms of minimizing overshoot values, settling time, steady-state error and the damping ratio. After each change, QLSAF establishes excellent rapid stability during each speed change. None of these results can be obtained without a perfect controller, such as the one proposed in this study. Figure 19 shows that the stator current signal during the start-up of the TIM involves a high current pull and, subsequently, stable signals. The changes in frequency of the peak value are also fixed during the duration of sudden changes in speed based on system requirements. Controlling speed change corresponds to a change in supply frequency. 
Constant Speed with Torque Variation
The induction motor applies a constant speed and mechanical load variations in this test. This test aims to determine system performance and robustness. The performance of the proposed controller at full rotor speed with changes in mechanical load is evaluated. The results obtained are shown in Figure 20 , which also displays the speed response and its zoomed locations for each step when load changes. The estimated speed is considered consistent with the actual speed with good accuracy. In terms of the steady-state error between the reference and actual speeds and damping minimization, QLSAF obtains a better response than LSAF, BSAF, GSAF, PSOF and PID. Figure 21 presents the stator currents. Constant frequency and variable peak values are modified by step changes in mechanical load for a specific duration. Table 12 lists the mechanical load variations according to specific time durations, settling time and overshoot (%) values. QLSAF achieves the lowest overshoot values among the controllers, and these values allow for inducing the best response. 
Conclusions
A novel QLSA is applied in this study to improve the fuzzy logic speed controller in the 
A novel QLSA is applied in this study to improve the fuzzy logic speed controller in the induction motor. With the utilization of the QLSA algorithm, the step leaders are searched and mutated by a quantum system to generate the new search of each step leader. The proposed algorithm is tested using eighteen benchmark functions having various characteristics to evaluate its reliability and efficiency. Furthermore, the performance of the QLSA is compared to LSA, BSA, GSA, PSO and PID, respectively. QLSA is proposed to automatically tune the MFs of the fuzzy speed controller in the induction motor. For this purpose, the objective function is developed for minimizing the MAE of the speed response at the induction motor. Moreover, the speed of the rotor responses under constrained conditions of load and speed changes are perfectly performed. The obtained results show that the QLSAF controller is better than that of LSAF, BSAF, GSAF, PSOF and PID controllers in terms of robustness, damping capability and enhancement of transient responses of the TIM. In addition, significant reductions in speed response in terms of overshoot, steady-state error and settling time indicate that the QLSAF controller enhances the performance of the TIM.
