Abstract-This paper introduces a new neural network architecture -the periodic nonlinear ARIMA (PNARIMA) model. This is a neural network variation of the linear ARIMA model, which is designed for short term load prediction. We begin the paper by making linear predictions of the electric load using ARIMA models. Then we develop the PNARIMA predictor. Both predictors are tested using load data from Batam, Indonesia. The results show that the PNARIMA predictor is better than the ARIMA predictor for all testing periods. This demonstrates that there are nonlinear characteristics of the load that cannot be captured by ARIMA models. In addition, we demonstrate that a single model can provide accurate predictions throughout the year, demonstrating that load characteristics do not change substantially between the wet and dry seasons of the tropical climate of Batam, Indonesia.
I. INTRODUCTION
Short term load forecasting (STLF) plays important roles in the day to day operations and planning activities of electric utility systems. Recently, STLF has become more important, for two main reasons: the deregulation of power systems and the fact that no two utilities are the same, which necessitates a detailed analysis of the different geographical, meteorological, load type, and social factors that affect the load demand [1] . Errors in load forecasts will increase operating costs. Small decreases in forecasting error, the operating savings can be considerable. On average, a 1% decrease in forecasting error for a 10 GW electric utility can save up to $1.6 million annually [2] .
Approaches in STLF can be classified into two main categories: 1) conventional or classical and 2) computational intelligence. Classical methods are based on statistical approaches, which require an explicit mathematical model to give the linear relationship between the load and another input factors such as time series analysis. Reference [3] was the first to use the periodic ARIMA model of Box Jenkins for STLF. This was followed by [4] , which used the Box Jenkins transfer function model, with an adaptive algorithm for updating the model parameters. This work was extended in [5] , which combined the Box Jenkins transfer function model with a nonlinear temperature transformation.
To improve STLF performance, researchers have recently turned their focus to computational intelligence (CI). One of the CI method is neural networks. Neural networks have given excellent results for STLF [6] . They have become popular because of their ability to learn complex nonlinear relationships through training on historical data, which is very difficult with traditional techniques. Other research on STLF using neural networks can be found in [7] , [8] , and [9] .
Since the time series approach is good for capturing linear factors, and neural networks are able to model nonlinearities, this work tries to combine the two approaches. The main objective of this research is to demonstrate how neural networks can transform linear ARIMA models to create a new forecasting tool, which can improve the accuracy of STLF.
Following this introduction, the paper is organized as follows: Section II discusses ARIMA modeling. Neural networks for forecasting are discussed in Section III. Section IV shows the results of STLF using the proposed ARIMA and neural network approaches. Section V summarizes the results and makes suggestions for future work.
II. ARIMA MODELING

A. AR, MA, ARMA and ARIMA Models
Let z t , z t−1 , z t−2 , ..., z t−n be a power load time series, with t representing integer values of time in hours. In the autoregressive AR(p) model, the current value of the process is expressed as a linear combination of p past observations of the process and white noise.
For convenience, we can use the backward shift operators to define
Hence, (1) can be written as
In the moving average MA(q) model, the current value of the process is expressed as a linear combination of q previous values of white noise.
ARMA(p,q) is a mixed model, which is a combination of (3) and (4) φ(B)z t = θ(B)e t
The ARMA model (5) can be used to model stationary processes with finite variance. The nonstationary processes can be modeled by differencing the original process, z t , to obtain the stationary process, w t .
This process of differencing results in an autoregressiveintegrated-moving average model ARIMA(p,d,q).
Standard ARIMA models cannot cope with seasonal behavior. The power load requires a seasonal model, because of the periodic nature of the load curve (e.g., the load at 10 A.M Tuesday is related to the load at 10 A.M Monday). It is advantageous to use seasonal ARIMA (p, d, q)×(P, D, Q) 24 models, as follows
In some cases, it is also useful to recognize the weekly periodicity (Sundays are not like Mondays), and a two period
B. Time series for Prediction
Modeling begins with preliminary identification to determine appropriate orders for the ARIMA model, by analyzing the autocorrelation function (ACF) and the partial autocorrelation function (PACF).
Once, the "order" of the model is determined, the next step is to estimate the parameters (φ, Φ, θ, and Θ). The principal method for estimating the parameters is maximum likelihood. Let us consider N = n+d observations assumed to be generated by an ARIMA(p, d, q) process. The unconditional likelihood is given by
For moderate and large value of n, the parameter estimates obtained by minimizing the sum of squares S(φ, θ), will provide very close approximations to the maximum likelihood estimates [10] . The last step is diagnostic testing to examine the adequacy of the model and to see if potential improvements are needed. Diagnostic tests can be done through residual analysis. The residual (one-step prediction error) for an ARMA(p,q) process can be obtained from
If the orders p and q are correct,ê t should be a white noise process.
If we have completed the identification process, we can use the model to forecast future observations. If the current time is denoted by t, the forecast for z t+m is called the mstep-ahead forecast and denoted byẑ t+m (t). The standard criterion to obtain the best forecast is to minimize the mean squared error. It can be shown that the best forecast in the mean square sense is the conditional expectation of z t+m given current and previous observations:
III. NEURAL NETWORKS FOR PREDICTION
The problem with the time series models is that they assume a linear relationship between the current and future values of load and between weather variables and load. To overcome this problem, neural networks offer the potential for general purpose nonlinear time series forecasting.
Before discussing networks that can be used for forecasting, we need to introduce the tapped delay line. This is a mechanism for storing previous values of a time series, as shown in Fig. 1 . In the diagram on the left, the thin line at the top right represents the undelayed output z t , while the thick line represents a vector consisting of the outputs of the delay blocks. By using the tapped delay line, the ARMA model of (5) can be generalized to a nonlinear model. To generalize the ARMA model, first re-write it in the following form
This can also be written as
whereẑ t is a forecast of load z t . This system can be represented by the block diagram shown in Fig. 2 . By combining the tapped delay line with a multilayer neural network, a nonlinear version of the ARMA model (NARMA) can be created, as shown in Fig. 3 . Here, the z t = f (z t−1 , z t−2 , . . . , z t−p , e t−1 , e t−2 , . . . , e t−q ) (16) It should be noted that the architecture proposed in Fig. 3 is unlike other neural networks that have been proposed for load forecasting, such as those discussed in the introduction. This is a recurrent network, but with specialized feedback connections. The training of this network requires dynamic backpropagation [12] .
To generalize the periodic model given in (9), the periodic tapped delayed line is needed. The generalization of the periodic ARIMA model is the periodic NARIMA (PNARIMA) model shown in Fig. 4 . (Note that a TDL with period 24 and z t as an input has output z t , z t−24 , . . . , z t−24P .) Weather variables (temperature, humidity, etc.) can also be considered as potential inputs for the predictor. However, since Indonesia has a tropical rain forest climate with only two major seasons -dry (May to October) and wet (November to April) -temperature does not change too much throughout the year.
B. Fitting the ARIMA model
For the initial training data, we will use the 3 month period August 2009 to October 2009 (Dry 2). In the preliminary identification stage, as shown in Fig. 6 , the slowly decaying ACF indicates that the process is not stationary. Hence, we need to identify the appropriate degree of differencing, d (hourly, daily, weekly and combinations). The differenced process, w t , should have an ACF that decays reasonably quickly. A stationary process may be obtained by a differencing scheme of hourly and daily ∇ 1 ∇ 24 , as shown in Fig. 7 .
The next step in developing the model is to identify the order of the model, given by (p, d, q) × (P, D, Q) 24 . By inspecting the ACF and PACF separately, as shown in Fig. 7 . The exponential decaying pattern in the ACF and the large spikes at lag 24 in the PACF suggest a daily order, (P, D, Q) 24 , of P = 1 and Q = 1. Hence, our tentative model has the form After estimating the parameters, we can diagnose the residuals of the model, e t , to check the goodness of fit. Fig. 8 shows the residual ACF for our tentative model for lags 162 to 176. There is a large spike at lag 168 (recall that 168 hours is one week). This spike at lag 168 is outside the confidence interval. It shows that the model may need a weekly component. By adding this weekly component, we get the following form: (0, 1, 0) × (1, 1, 1) 24 × (1, 0, 1) 168 . Hence, our final ARIMA model is as follows
The final fitted ARIMA model for the training data set August to October 2009 is
The ACF for e t is shown in Fig. 9 . A whiteness test for e t from the model above gives no indication of model inadequacy, e t is white. Finally, the fitted seasonal ARIMA model in (19) will be used to forecast the electricity load 1 hour ahead. Fig. 10 shows a graph of the forecasts and the actual loads for a typical week in the training data. We see from this graph that there are poor forecasts at some points (e.g., at hours 8 and 12). There could be many causes for these large errors (e.g., a sudden shut down of nearby industrial plants, weekends, etc.). It is also possible that the performance could be improved by using a nonlinear model. ARIMA models for the other training sets were also developed. Table I shows the accuracy for the seasonal ARIMA models (Root Mean Square Error (RMSE) and Mean Absolute Error (MAE) for one hour predictions).
C. Fitting the PNARIMA model
To build a neural network model for forecasting, we should pre-process the data first. The input to this neural network is the previous hourly electricity consumption. From the ACF and PACF behaviour shown in Fig. 6 , we know that this is a nonstationary process, so we need to difference the data to produce better predictions than those trained with raw data. The differenced load, w t , is computed as in (20):
After being differenced, the data will be normalized to the interval -1 to 1. The PNARIMA model is shown in Fig. 4 . We will use the ARIMA model of (18) to determine the structure of the tapped delays in the PNARIMA network. Using this ARIMA model, the architecture of the PNARIMA neural network is shown in Fig. 11 . The periodic tapped delay lines of Fig.  4 are collapsed to single tapped delays in Fig. 11 . The first For the training algorithm, we use the Gauss-Newton approximation to Bayesian regularization [11] , which is designed to prevent overfitting. (Because the PNARIMA network is recurrent, the Jacobian required for the GaussNewton approximation must be computed with dynamic backpropagation [12] .)
We will fit the neural network to the differenced load as in (20). Therefore, the trained network will produce predictions of the differenced load,ŵ t . However, we need to convert this to a prediction of load,ẑ t . From (20), the relationship betweenẑ t andŵ t should bê
This technique for calculating the predictionẑ t fromŵ t in (21) can be adapted to the neural network model forecast. For the neural network of Fig. 11 ,ŵ t is the output from the second layer. Hence, the nonlinear prediction can be written asẑ t = z t−1 + z t−24 − z t−25 + 2 nd layer output
As with the ARIMA model, we will begin neural network training with the Dry 2 season (August to October, 2009). To check the adequacy of the model, we can investigate the ACF of the residuals (prediction errors) of the fitted model. The ACF of the residuals for the training data from August to October, 2009, is shown in Fig. 12 .
The ACF shows that the forecast error is almost uncorrelated (white noise). This indicates that the model is adequate. Fig. 13 shows the actual and forecasted loads using Table II shows the network performance for the training data. From the network performance, we can see that the PNARIMA predictor is better than the ARIMA predictor (see Table I ). This means that there are nonlinear aspects of the load process that the neural network has the capability to capture, but that the linear ARIMA model does not.
D. Comparison of ARIMA and neural network models on test data
Having developed the linear ARIMA model and the PNARIMA neural network, we are ready to implement these models on the testing data. The testing data is the hourly electricity consumption over the period May, 2010 to April, 2011, which is the year following the training data. The performance of the PNARIMA predictor is compared with the ARIMA performance for all testing data in Table  III . The PNARIMA predictor produces better results than the ARIMA predictor in all cases. This means that the load process is clearly nonlinear. In addition, it appears that the process does not change in a significant way throughout the year. The errors for the single model that was fit for the entire year are very similar to those for models that were fit over only six or three month periods. If we consider the total RMSE over the entire year, the single model has RMSE of 4.835. This is an improvement of up to 5% in accuracy, which will be meaningful in terms of operating costs. The separate wet and dry models have a total RMSE over the year of 4.844. The four subseason models (Dry 1, Dry 2, Wet 1, Wet 2) have a combined 4.631 RMSE over the test year.
V. CONCLUSION
A periodic nonlinear ARIMA (PNARIMA) neural network is a new approach to STLF with neural networks, because it considers not only the autoregressive component, but also the moving average component (the addition of the moving average component requires that the network be trained with dynamic backpropagation, which is not needed for the purely autoregressive neural networks that have been used in the past). In addition, the PNARIMA network uses periodic tapped delay lines to account for the seasonality in the load process, and it also includes differencing, which allows the model to handle the non-stationarity in the load process.
For future work, the newly proposed PNARIMA model can be implemented on another utility system for a region where electric load consumption is influenced by weather variables.The PNARIMA model can be easily adjusted to include external inputs, like weather variables. This new approach can also be applied to predict wind speed, which would be useful for wind power prediction.
