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Abstract
Advanced data augmentation strategies have
widely been studied to improve the generaliza-
tion ability of deep learning models. Regional
dropout is one of the popular solutions that guides
the model to focus on less discriminative parts by
randomly removing image regions, resulting in
improved regularization. However, such informa-
tion removal is undesirable. On the other hand,
recent strategies suggest to randomly cut and mix
patches and their labels among training images,
to enjoy the advantages of regional dropout with-
out having any pointless pixel in the augmented
images. We argue that the random selection of the
patch may not necessarily represent any informa-
tion about the corresponding object and thereby
mixing the labels according to that uninforma-
tive patch enables the model to learn unexpected
feature representation. Therefore, we propose
SaliencyMix that carefully selects a representa-
tive image patch with the help of a saliency map
and mixes this indicative patch with the target im-
age that leads the model to learn more appropri-
ate feature representation. SaliencyMix achieves
a new state-of-the-art top-1 error of 20.09% on
ImageNet classification using ResNet-101 archi-
tecture and also improves the model robustness
against adversarial perturbations. Furthermore,
SaliencyMix trained model helps to improve the
object detection performance.
1. Introduction
Machine learning has achieved state-of-the-art (SOTA) per-
formance in almost every field, especially in computer vi-
sion tasks such as image classification (Olga et al., 2015;
Krizhevsky et al., 2012; He et al., 2016), object detection
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Figure 1. Problem of randomly selecting image patch and mix-
ing labels according to that patch. Although the source patch is
selected from the background that does not represent the source
object, the augmented labels provided by current methods (Yun
et al., 2019; Zhang et al., 2017) indicate that there is a certain
degree of probability of the source object. It misleads the classifier
to learn unexpected feature representation for the source object.
(Shaoqing et al., 2015; Wei et al., 2016), semantic segmenta-
tion (Chen et al., 2018; Jonathan et al., 2015), natural scene
understanding (Yang et al., 2019; Xiao et al., 2018b), hu-
man pose estimation (Toshev & Szegedy, 2014; Xiao et al.,
2018a) and so on. This success can mainly be attributed
to the deep architecture of convolutional neural networks
(CNN) that typically have 10 to 100 millions of learnable pa-
rameters. This huge number of parameters enable the deep
CNNs to solve extremely complex problems. However, be-
sides the powerful representation ability, a huge number of
parameters increase the probability of overfitting when the
number of training examples are insufficient, which results
in a poor generalization capability of the model.
In order to improve the generalization ability of deep learn-
ing models, several data augmentation strategies have been
studied. Random feature removal is one of the popular tech-
niques where the goal is to improve the model robustness
by guiding the CNN models not to focus on some small
regions of input images or on a small set of internal activa-
tions. Dropout (Nitish et al., 2014; Tompson et al., 2015)
and regional dropout (Junsuk & Hyunjung, 2019; Terrance
& Graham, 2017; Golnaz et al., 2018; Singh & Lee, 2017;
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Zhun et al., 2017) are two established training strategies
where the former one randomly turns off some internal acti-
vations and the later one removes or alters random regions
of the input images. Both of them force a model to learn the
entire object region rather than just focusing on the most im-
portant features and thereby improve the generalizability of
the model. Although dropout and regional dropout improves
the classification performance, this kind of feature removal
is undesired to the CNN since they discard a notable portion
of informative pixels from the training images.
Recently, CutMix (Yun et al., 2019) proposed a data aug-
mentation technique that randomly replaces a region of an
image with a patch from another training image and also
mixes the labels of the source and target objects according
to the ratio of mixed pixels. This method does not let the
training images to have any uninformative pixels, while
enjoys the properties of regional dropout. But we argue
that, since the source image patch has been selected in a
random fashion, there is a possibility of selecting the patch
from the background region of the source image which may
not contain any information about the corresponding object.
Such an example is shown in Figure 1. The selected source
patch is highlighted with a black rectangle on the source
image as shown in the bottom-left picture. Two possible
augmented images are shown by the right side images. In
both of the cases, there is no information about the source
object in the augmented images despite of their location
on the target image. But the labels provided by CutMix
indicate that there is a probability of the source object to a
certain degree as shown by the augmented labels in Figure 1.
But we recognize that it is undesirable and misleads the
CNN to learn unexpected feature representation. Because,
CNNs are highly sensitive to textures (Geirhos et al., 2019)
and since CutMix indicates the selected background patch
as the source object, it may encourage the classifier to learn
the background as the representative feature for the source
object class.
We address the aforementioned problem by carefully select-
ing the image patch from the source image with the help
of some prior information. Specifically, we first extract a
saliency map of the source image that highlights the se-
mantically important regions of that image and then select
a patch surrounding the peak salient region of the source
image to assure that we select from the object part and then
mix it with the target image. Now the selected patch con-
tains relevant information about the source object that leads
the model to learn more appropriate feature representation.
This more effective data augmentation strategy is what we
call, ”SaliencyMix”.
We present extensive experiments on various standard CNN
architectures, benchmark datasets, and multiple tasks to
evaluate the proposed method. In summary, SaliencyMix
has obtained the new SOTA top-1 error of 2.76% and
16.56% on CIFAR-10 and CIFAR-100 (Krizhevsky, 2012),
respectively, while applying WideResNet (Zagoruyko &
Komodakis, 2016) as the baseline architecture. Also, on
ImageNet (Olga et al., 2015) classification problem, Salien-
cyMix has achieved the new SOTA top-1 and top-5 error
of 21.26% and 5.76% when applied with ResNet-50 as the
baseline architecture and 20.09% and 5.15% when applied
with ResNet-101 (He et al., 2016) as the baseline architec-
ture. In object detection task, initializing the Faster RCNN
(Shaoqing et al., 2015) model (ResNet-50 as a backbone
network), with SaliencyMix trained model (trained on Ima-
geNet) and then fine-tuning the detector has improved the
detection performance on Pascal VOC (Everingham et al.,
2010) dataset by +1.77 mean average precision (mAP).
Moreover, SaliencyMix trained model has proved to be
more robust against adversarial attack and improves the top-
1 accuracy by 1.96% on adversarially perturbed ImageNet
validation set. All of these results clearly indicates the ef-
fectiveness of the proposed SaliencyMix data augmentation
strategy to enhance the model performance and robustness.
2. Related Works
2.1. Data Augmentation
The success of deep learning models can be accredited to
the volume and diversity of data. But collecting labeled
data is a cumbersome and time-consuming task. As a result,
data augmentation strategy comes into account that aims to
increase the diversity of existing data by applying various
transformations. Since, this simple and inexpensive tech-
nique significantly improves the model performance and
robustness, data augmentation has widely been used to train
deep learning models.
LeCun applied data augmentation to train LeNet (Lecun
et al., 1998) for hand written character recognition. They
performed several affine transformations such as transla-
tion (horizontal and vertical), scaling, shearing etc. For the
same task of optical character recognition, Bengio (Bengio
et al., 2011) used a deeper network and in addition to the
affine transformation, they applied more diverse transforma-
tion on the dataset such as Gaussian noise, salt and pepper
noise, Gaussian smoothing, motion blur, local elastic defor-
mation, and various occlusions to the images. In AlexNet
(Krizhevsky et al., 2012), a revolutionary work in image
classification, Krizhevsky applied random image patch crop-
ping, horizontal flipping and randomly changing the color
intensity using principal component analysis (PCA) based
color augmentation. In Deep Image (Wu et al., 2015), the
author applied color casting, vignetting, and lens distortion
besides flipping and cropping to improve the robustness of
very deep network.
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Besides these manually designed data augmentation, Lem-
ley proposed an end-to-end learnable augmentation process,
called Smart Augmentation (Lemley et al., 2017). They
used two different networks where one is used to learn the
suitable augmentation type and the other one is used to train
the actual task.
Devries & Taylor (2017) proposed Cutout that randomly
removes square regions of the input training images to im-
prove the robustness of the model. Zhang et al. (2017)
proposed MixUp that blends two training images in some
degree where the labels of the augmented image are as-
signed by the linear interpolation of those two images. But
the augmented images look unnatural and locally ambigu-
ous. Recently, Yun et al. (2019) proposed an effective data
augmentation technique called CutMix that randomly cuts
and mixes image patches among training samples where the
image labels are also mixed proportionally to the size of
those patches. However, due to the randomness in source
patch selection process, it may select a region that does not
contain any informative pixel about the source object and
the label mixing according to those uninformative patches,
misleads the classifier to learn unexpected feature represen-
tation.
In this work, the careful selection of the source patch always
helps to contain some information about the source object
and thereby solves the class probability assignment problem
and helps to improve the model performance and robustness.
2.2. Label Smoothing
In object classification, the class labels are usually repre-
sented by one-hot code i.e., the true labels are expected
to have the probability of exactly 1 while the others to
have exactly 0. In other words, it suggests the model to
be overconfident. However, the CNN models employ the
softmax function that is unable to predict a class with an
exact probability of 1 or 0. As a result, the models start
learning ever-larger weight values that makes the model less
adaptive and too confident about its predictions.
Label smoothing allows to relax the model confidence on
the labels by setting the class probabilities to a slightly
shifted intermediate values. Thereby, helps the model to be
more adaptive instead of being over-confident and ultimately
improves the model robustness and performance (Szegedy
et al., 2016). Our method also mixes the class labels and
enjoys the benefit of label smoothing.
2.3. Saliency Detection
The human visual systems (HVS) contain a natural attention
mechanism that automatically focuses on the most impor-
tant points in any visual scene. In computer vision, the
visual saliency detection models aim to simulate this HVS
attention mechanism (for more details, please refer to Cong
et al., 2019). Among several well-established models (Hou
& Zhang, 2007; Achanta et al., 2009; Wang & Dudek, 2014;
Qin et al., 2019) are some fast and powerful saliency detec-
tion algorithm.
Instead of focusing on summarizing the target objects prop-
erty, Hou & Zhang (2007) proposed a spectral residual
method that focuses on the properties of background. Specif-
ically, this method first analyzes the log-spectrum of an
image and then extracts the spectral residual in spectral do-
main and finally reconstructs the saliency map in the spatial
domain. In order to produce full resolution saliency map
with clear boundaries, Achanta et al. (2009) proposed a
frequency tuned approach that preserves the boundary in-
formation by retaining sufficient amount of high frequency
contents. Wang & Dudek (2014) considered the saliency de-
tection as a background subtraction problem and proposed
a fast pixel-level adaptive background detection algorithm.
This method records per-pixel historical background values
and their importance based on the occurrence statistics that
helps to remove the least useful information and enables to
detect the salient region with high accuracy. Qin et al. (2019)
exploited the power of deep CNN and proposed a boundary-
aware saliency detection network (BASNet) that consists of
densely supervised Encoder-Decoder network and a residual
refinement module to produce saliency prediction and to
perform saliency map refinement respectively.
In this paper, since our goal is to restrict the source patch
selection to the objects of interest, we have used the saliency
detection proposed by Wang & Dudek (2014) that highlights
the objects rather than the backgrounds. Section 3.3 further
explains the effects of different saliency detection algorithm
on the proposed data augmentation method.
3. Proposed Method
Similar to the (Yun et al., 2019), we cut a patch from the
source image and mix it to the target image and also mix
the source and target class labels proportional to the size of
the mixed patches. But in order to prevent the model from
learning any irrelevant feature representation, the proposed
method enforces to select a source patch in a way so that it
must contains information about the source object. It first
extracts a saliency map of the source image to highlight the
objects of interest and then selects a patch surrounding the
peak salient region to mix with the target image. Here we
explain the process in detail.
3.1. Selection of the Source Patch
The goal of saliency detection is to find out the pixels or re-
gions that are attractive to the HVS and to assign them with
higher intensity values (Cong et al., 2019). A saliency detec-
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Figure 2. Flow diagram of the proposed SaliencyMix data augmentation. We first select the saliency map of the source image that
highlights the regions of interest. Then we select a patch around the peak salient pixel location and mix it with the target image.
tion method produces the visual saliency map, a gray-scale
image, that highlights the objects of interest and thereby
mostly focuses on the foreground.
Let Is ∈ RW×H×C is a randomly selected training image
with label ys from which a patch will be cut. Then its
saliency map detection can be represented as
Ivs = f(Is), (1)
where Ivs ∈ RW×H represents the saliency map of the
given source image Is as shown in Figure 2 where the ob-
jects of interest have higher intensity values and f(·) repre-
sents a saliency detection model. It is worth-noting that we
have used the saliency detection method proposed by Wang
& Dudek (2014) due to its performance, simplicity and avail-
ability as explained in Section 3.3. Then we search for a
pixel Ii,jvs from the saliency map that have the maximum
intensity value. The i, j represent the x and y coordinates of
the most salient pixel and can be found as
i, j = argmax(Ivs), (2)
Then we select a patch, either by centering on the Ii,jvs − th
pixel if possible, or keeping the Ii,jvs−th pixel on the selected
patch. It ensures that the patch is selected from the object
region, not from the background. Following the CutMix,
the size of the patch is determined based on the combination
ratio λ that is sampled from the uniform distribution (0, 1).
3.2. Mixing the Patches and Labels
Let It ∈ RW×H×C be the target image that is another ran-
domly selected training sample with label yt. SaliencyMix
partially mixes It and Is to produce a new training sample
Ia, the augmented image, with label ya. The mixing of two
images can be defined as
Ia =M  Is +M ′  It, (3)
where Ia denotes the augmented image, M ∈ {0, 1}W×H
represents a binary mask, M ′ is the complement of M and
 represents element-wise multiplication.
First the region that will be taken from the source image is
defined by using the peak salient information and the value
of λ and then the corresponding location of the mask M is
set to 1 and others to 0. The element-wise multiplication
of M with the source image results with an image that
removes everything except the region decided to keep. In
contrast, M ′ does the opposite of M i.e., the element-wise
multiplication of M ′ with the target image keeps all the
regions except the selected patch. Finally, the addition
of those two creates a new training sample that contains
the target image with the selected source patch in it (See
Figure 2).
Besides mixing the images we also mix their labels based
on the size of the mixed patches as
ya = λyt + (1− λ)ys, (4)
where ya denotes the label for the augmented sample and λ
is the mixing ratio. Other ways of mixing are also possible
and investigated in Section 3.4.
3.3. Impact of Different Saliency Detection Methods
Here we investigate the effect of using various saliency
detection methods for our SaliencyMix data augmentation.
We use four well-recognized saliency detection algorithm
(Wang & Dudek, 2014; Hou & Zhang, 2007; Achanta et al.,
2009; Qin et al., 2019), and perform experiments using
ResNet-18 as a baseline model on CIFAR-10 dataset with
traditional data augmentation techniques.
Figure 3 shows that the fast self-tuning background subtrac-
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Figure 3. The effect of using different saliency detection methods
on the proposed SaliencyMix data augmentation. Performances
are reported from the average of five runs.
tion (Wang & Dudek, 2014) performs better among all the
saliency detection methods. Because this method aims to
highlight the foreground over the background and well suits
our intention to find out the object of interest. Also, it is
easily available as an OpenCV (Itseez, 2015) library.
3.4. Different Ways of Mixing the Source Patch
There are several ways to select the source patch and mix it
with the target image. In this section we explore those pos-
sible mixing styles and examine their effect on the proposed
method. We use ResNet-18 architecture with SaliencyMix
data augmentation and perform experiments on CIFAR-10
dataset with traditional data augmentation techniques. We
found out five ways of mixing: (i) Salient to Corresponding,
that selects the source patch from the most salient region
and mix it on the corresponding location of the target image;
(ii) Salient to Salient, that selects the source patch from the
most salient region and mix it on the salient region of the
target image; (iii) Salient to Non-Salient, that selects the
source patch from the most salient region but mix it on the
non-salient region of the target image; (iv) Non-Salient to
Salient, that selects the source patch from the non salient
region of the source image but mix it on the salient region
of the target image; and (v) Non-Salient to Non-Salient, that
selects the source patch from the non salient region of the
source image and also mix it on the non-salient region of
the target image. In order to find out the non-salient region
we use the least important pixel of an image.
Figure 4 shows the classification performance of the pro-
posed SaliencyMix data augmentation with the above men-
tioned mixing styles. Both the Non-Salient to Salient and
Non-Salient to Non-Salient select the source patch from the
non-salient region of the source image that doesn’t contain
any information about the source object and thereby pro-
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Figure 4. Different ways of mixing the source patch with the tar-
get image and their effects. Performances are reported from the
average of five runs.
duce large classification error compared to the other three
options where the patch is selected from the most salient
r gion of the source image. It justifies our SaliencyMix i.e.,
the source patch should be selected in such a way so that it
must contain information about the source object. On the
other hand, Salient to Salient covers the most significant part
of the target image that restricts the model from learning
its most important feature and Salient to Non-Salient may
not occlude the target object which is necessary to improve
the regularization. But Salient to Corresponding keeps bal-
ance by changeably occluding the most important part and
other based on the orientation of the source and target object.
Consequently, it produces more variety of augmented data
and thereby achieves the lowest classification error. Also it
introduces less computational burden since only the source
image saliency detection is required. Therefore, the pro-
posed method uses Salient to Corresponding as the default
mixing style.
4. Experiments
We verify the effectiveness of the proposed SaliencyMix
data augmentation strategy on multiple tasks. We evaluate
our method on image classification by applying it on several
benchmark image recognition datasets using popular SOTA
architectures. We also use the SaliencyMix trained model
and fine-tune it for object detection task to verify its useful-
ness in enhancing the detection performance. Furthermore,
we validate the robustness of the proposed method against
adversarial attacks. All experiments were performed on
PyTorch platform with four NVIDIA GeForce RTX 2080
Ti GPUs.
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Table 1. Classification performance (average of five runs) of SOTA data augmentation methods on CIFAR-10 and CIFAR-100 datasets
using popular standard architectures. An additional ”+” sign after the dataset name indicates that the traditional data augmentation
techniques have also been used during training.
METHOD TOP-1 ERROR (%)CIFAR-10 CIFAR-10+ CIFAR-100 CIFAR-100+
RESNET-18 (BASELINE) 10.63± 0.26 4.27± 0.21 36.68± 0.57 22.46± 0.31
RESNET-18 + CUTOUT 9.31±0.18 3.99±0.13 34.98±0.29 21.96±0.24
RESNET-18 + CUTMIX 9.44±0.34 3.78±0.12 34.42±0.27 19.42±0.23
RESNET-18 + SALIENCYMIX 7.59±0.22 3.65±0.10 28.73±0.13 19.29±0.21
RESNET-50 (BASELINE) 12.14±0.95 4.98±0.14 36.48±0.50 21.58±0.43
RESNET-50 + CUTOUT 8.84±0.77 3.86±0.25 32.97±0.74 21.38±0.69
RESNET-50 + CUTMIX 9.16±0.38 3.61±0.13 31.65±0.61 18.72±0.23
RESNET-50 + SALIENCYMIX 6.81±0.30 3.46±0.08 24.89±0.39 18.57±0.29
WIDERESNET-28-10 (BASELINE) 6.97±0.22 3.87±0.08 26.06±0.22 18.80±0.08
WIDERESNET-28-10 + CUTOUT 5.54±0.08 3.08±0.16 23.94±0.15 18.41±0.27
WIDERESNET-28-10 + CUTMIX 5.18±0.20 2.87±0.16 23.21±0.20 16.66±0.20
WIDERESNET-28-10 + SALIENCYMIX 4.04±0.13 2.76±0.07 19.45±0.32 16.56±0.17
4.1. Image Classification
4.1.1. CIFAR-10 AND CIFAR-100
There are 60, 000 color images of size 32×32 pixels in both
the CIFAR-10 and CIFAR-100 datasets (Krizhevsky, 2012)
where CIFAR-10 has 10 distinct classes and CIFAR-100 has
100 classes. The number of training and test images in each
dataset are 50, 000 and 10, 000, respectively.
We apply several standard architectures: a deep residual
network (He et al., 2016) with a depth of 18 (ResNet-18) and
50 (ResNet-50), and a wide residual network (Zagoruyko
& Komodakis, 2016) with a depth of 28, a widening factor
of 10, and dropout with a drop probability of p = 0.3 in
the convolutional layers (WideResNet-28-10). We train
the networks for 200 epochs with batch size of 256 using
stochastic gradient descent (SGD), Nesterov momentum
of 0.9, and weight decay of 5e − 4. The initial learning
rate was 0.1 and decreased by a factor of 0.2 after each of
the 60, 120, and 160 epochs. The images are normalized
using per-channel mean and standard deviation. We perform
experiments with and without traditional data augmentation
scheme where the traditional data augmentation includes
zero-padding, random cropping, and horizontal flipping.
Table 1 shows the experimental results of several well-
established data augmentation techniques on CIFAR
datasets. For a fair comparison we report the average per-
formance of five runs for all the methods. It can be seen
that for each of the architectures, the proposed SaliencyMix
data augmentation strategy outperforms the other methods.
It achieves the new SOTA top-1 error of 2.76% and 16.56%
on CIFAR-10 and CIFAR-100 datasets, respectively, when
applied with WideResNet-28-10 architecture. Moreover,
SaliencyMix shows significant performance improvement
over CutMix when applied without any traditional augmen-
tation technique. It reduces the error rate by 1.85%, 2.35%,
and 1.14% on CIFAR-10 dataset when applied with ResNet-
18, ResNet-50 and WideResNet-28-10 architectures, respec-
tively, as shown in Table 1. Using the same architectures,
it reduces the error rate by 5.69%, 6.76%, and 3.76% on
CIFAR-100 dataset, respectively.
4.1.2. IMAGENET
ImageNet (Olga et al., 2015) is one of the most challenging
and widely recognized benchmark datasets for image classi-
fication. It contains 1.2 million training images and 50, 000
validation images of 1000 classes. To perform experiments
on ImageNet dataset, we apply the same settings as used
in (Yun et al., 2019). We have trained our SaliencyMix for
300 epochs with initial learning rate of 0.1 and decayed by
factor of 0.1 at epochs 75, 150, and 225, with a batch size
of 256. Also, the traditional data augmentations such as
resizing, cropping, flipping and jitters have been applied
during the training process.
Table 2 shows the ImageNet performance comparison of
the proposed SaliencyMix with Cutout, Stochastic Depth
(Huang et al., 2016), Mixup, Manifold Mixup (Verma et al.,
2018), Drop Block (Ioffe & Szegedy, 2015) and CutMix.
The results have been reported from the best performances
of each method. With ResNet-50 architecture, SaliencyMix
drops the top-1 classification error by 1.66%, 1.31%, and
0.14% over Cutout, Mixup and CutMix data augmentation,
respectively. And while using ResNet-101 architecture,
SaliencyMix outperforms the other methods in comparison
and achieves the new best result of 20.09% top-1 error and
5.15% top-5 error.
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Table 2. Performance comparison (the best performance) of SOTA data augmentation strategies on ImageNet classification with standard
model architectures. The results are taken from Yun et al. (2019).
METHOD # PARAMS TOP-1 ERROR (%) TOP-5 ERROR (%)
RESNET-50 (BASELINE) 25.6 M 23.68 7.05
RESNET-50 + CUTOUT 25.6 M 22.93 6.66
RESNET-50 + STOCHASTICDEPTH (HUANG ET AL., 2016) 25.6 M 22.46 6.27
RESNET-50 + MIXUP 25.6 M 22.58 6.40
RESNET-50 + MANIFOLD MIXUP(VERMA ET AL., 2018) 25.6 M 22.50 6.21
RESNET-50 + DROPBLOCK (IOFFE & SZEGEDY, 2015) 25.6 M 21.87 5.98
RESNET-50 + CUTMIX 25.6 M 21.40 5.92
RESNET-50 + SALIENCYMIX 25.6 M 21.26 5.76
RESNET-101 (BASELINE) 44.6 M 21.87 6.29
RESNET-101 + CUTOUT 44.6 M 20.72 5.51
RESNET-101 + MIXUP 44.6 M 20.52 5.28
RESNET-101 + CUTMIX 44.6 M 20.17 5.24
RESNET-101 + SALIENCYMIX 44.6 M 20.09 5.15
Table 3. Impact of SaliencyMix trained model on transfer learning
to object detection task. The results are reported from the average
of three runs.
BACKBONE IMAGENET DETECTION
NETWORK CLS. ERR. F-RCNN
TOP-1 (%) (MAP)
RESNET-50 (BASELINE) 23.68 76.71 (+0.00)
CUTOUT-TRAINED 22.93 77.17 (+0.46)
MIXUP-TRAINED 22.58 77.98 (+1.27)
CUTMIX-TRAINED 21.40 78.31 (+1.60)
SALIENCYMIX-TRAINED 21.26 78.48 (+1.77)
4.2. Object Detection using Pre-Trained SaliencyMix
In this section, we use the SaliencyMix trained model to
initialize the Faster RCNN (Shaoqing et al., 2015) that uses
ResNet-50 as a backbone network and examine its effect
on object detection task. The model is fine-tuned on Pascal
VOC 2007 and 2012 datasets and evaluated on VOC 2007
test data using the mAP metric. We follow the fine-tuning
strategy of the original method (Shaoqing et al., 2015). The
batch size, learning rate, and training iterations are set to
8, 4e − 3, and 41K and learning rate is decayed by a fac-
tor of 0.1 at 33K iterations. The Results are shown in
Table 3. Pre-training with CutMix and SaliencyMix signifi-
cantly improve the performance of Faster RCNN. Because
in object detection, foreground information (positive data)
is much more important than the background (Lin et al.,
2017). Since SaliencyMix helps the augmented image to
have more foreground or object part than background, it
leads to a better detection performance. It can be seen that
SaliencyMix trained model outperforms other methods and
achieves a performance gain of +1.77 mAP.
4.3. Class Activation Map (CAM) Analysis
To validate that the SaliencyMix is learning better feature
representation to recognize objects only by observing their
partial views, we perform the Class Activation Map (CAM)
analysis (Zhou et al., 2016) following (Yun et al., 2019).
CAM finds out the regions of an input image, where the
model focuses to recognize an object. Here we compare the
CAM output of the proposed SaliencyMix with other data
augmentation techniques.
We extract the CAM by using a vanilla ResNet-50 model,
pre-trained on ImageNet that is trained using various aug-
mentation techniques. Figure 5 shows the visual comparison
of CAM output on two mixed classes, ’Golden Retriever’
and ’Tiger Cat’. It can be seen that Mixup has a severe
problem of being confused when try to recognize an ob-
ject because the pixels are mixed and it is not possible to
extract class specific features. Also, Cutout suffers disadvan-
tages due to uninformative image region. On the other hand,
both the CutMix and SaliencyMix effectively focuses on
the corresponding features of the two classes and precisely
localizes the two objects in the scene.
4.4. Robustness Against Adversarial Attack
Several recent studies (Szegedy et al., 2014; Goodfellow
et al., 2015; Madry et al., 2017) have shown that deep learn-
ing based models are vulnerable to adversarial examples
i.e., they can be fooled by a slightly modified examples
even when the added perturbations are small and unrecog-
nizable. Data augmentation helps to increase the robustness
against adversarial perturbations since it introduces many
unseen image samples during the training (Madry et al.,
2017). Here we verify the adversarial robustness of a model
that is trained using various data augmentation techniques
and compare their effectiveness.
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Original Image
CAM for 
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CAM for 
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Augmented Image
Mixup Cutout Cutmix SaliencyMix
Golden Retriever Tiger Cat
Figure 5. Class activation map (CAM) visualizations using various
augmentation techniques. First row shows the original images, sec-
ond row shows the input augmented images by different methods,
third and fourth rows show the CAM for ’Golden Retriever’, and
’Tiger Cat’ class, respectively.
Similar to the CutMix, we also use the Fast Gradient Sign
Method (FGSM) (Madry et al., 2017), to generate the ad-
versarial examples. We apply the ImageNet pre-trained
models that are trained using ResNet-50 architecture with
various data augmentation techniques in comparison, as de-
scribed in Section 4.1.2 and check their robustness against
adversarial attacks. Table 4 reports the top-1 accuracies of
various augmentation techniques on adversarially attacked
ImageNet validation set. Due to the appropriate feature rep-
resentation learning and focusing on overall object rather
than a small part, SaliencyMix significantly improves the ro-
bustness against adversarial attack and achieves 1.96% per-
formance improvement over the nearly comparable method
CutMix (Yun et al., 2019).
4.5. Computational Complexity
We investigate the computational complexity of the pro-
posed method and compare with other data augmentation
techniques in terms of training time. All the models are
trained on CIFAR-10 dataset using ResNet-18 architecture
for 200 epochs. Table 5 presents the training time com-
parison. It can be seen that SaliencyMix requires a slightly
longer training time compared to others, due to saliency map
generation. But considering the performance improvement
it can be negligible.
Table 4. Performance comparison on adversarial robustness. Top-1
accuracy (%) of various data augmentation techniques on adver-
sarially perturbed ImageNet validation set.
BASELINE MIXUP CUTOUT CUTMIX SALIENCYMIX
TOP-1 ACC. (%) 8.2 24.4 11.5 31.0 32.96
Table 5. Training time comparison of various data augmentation
techniques using ResNet-18 architecture on CIFAR-10 dataset.
BASELINE CUTOUT MIXUP CUTMIX SALIENCYMIX
TIME (HOUR) 0.83 0.84 0.87 0.89 0.91
5. Conclusion
We have introduced an effective data augmentation strat-
egy, called SaliencyMix, that is carefully designed for train-
ing CNNs to improve their classification performance and
generalization ability. The proposed SaliencyMix guides
the models to focus on the overall object regions rather
than a small region of input images and also prevents the
model from learning in-appropriate feature representation
by carefully selecting the representative source patch. It
introduces a little computational burden due to saliency de-
tection, while significantly boosts up the model performance
and strengthen the model robustness on various computer
vision tasks.
Applying SaliencyMix with WideResNet achieves the new
SOTA image classification top-1 error of 2.76% and 16.56%
on CIFAR-10 and CIFAR-100, respectively. On ImageNet
classification, applying SaliencyMix with ResNet-50 and
ResNet-101 obtains the new SOTA top-1 error of 21.26%
and 20.09%, respectively. On object detection, using the
SaliencyMix trained model to initialize the Faster RCNN
(ResNet-50 as a backbone network) and fine-tuning leads to
a performance improvement by +1.77 mAP. Furthermore,
SaliencyMix trained model is more robust against adversar-
ial attacks and achieves 1.96% accuracy improvement on
adversarially perturbed ImageNet validation set.
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