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Abstract
Error-correcting or error-detecting codes have been used in the computer industry
to increase reliability, reduce service costs, and maintain data integrity. The single-byte
error-correcting and double-byte error-detecting (SbEC-DbED) codes have been suc-
cessfully used in computer memory subsystems. There are many methods to construct
double-byte error-correcting (DbEC) codes. In the present paper we construct a class
of double-byte error-correcting codes, which are more efficient than those known to be
optimum, and a decoding procedure for our codes is also considered.
Index Terms: Double-byte error-correcting codes, minimum distance, generalized Bezout's
theorem, Decoding.
1 Introduction
Error-correcting or error-detecting codes are useful in computer semiconductor memory
subsystems, which can be used to increase reliability, reduce service costs, and maintain
data integrity. It is well known that the single-byte error-correcting and double-byte error-
detecting (SbEC-DbED) codes have been successfully used in computer memory subsystems
[1-4]. For a linear block code over the finite field GF(q) of q elements, where q is a prime
power, if its minimum distance is equal to or greater than d, then the code is capable of
d
correcting [ @ ] byte errors and detecting [ 7 ] byte errors. Thus the minimum distances
of linear codes which are capable of correcting single byte errors and detecting double byte
errors are equal to or greater than four, and the minimum distances of the codes which
can correct double byte errors are equal to or greater than five. There are many methods
to construct double-byte error- correcting (DbEC) codes. A class of codes with minimum
distance _> 5 was constructed by adding appropriate parity checks to some cyclic codes [5].
Let C be a linear code over GF(q), denote by n, r, and d the code length, number
of parity checks, and minimum distance respectively. A code over GF(q), where q = 2 i,
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with minimum distance _> 5 was constructed with parameters n = q2 and r = 7 [6]. Let
U_(I) be a cyclic code over F = GF(q), where q = 2 i, with a string I = {1, (q_+q)12,, and
U = Uqm(I, F m-l) be the corresponding punctured code with length n = qm-1 defined on
a (m - 1)-dimensional subspace F m-1 of F TM. A class of codes over GF(2 i) with minimum
distance _> 5 was constructed by adding some parity checks to U, these codes have the
, rn--1parameters n = q,_-I r < 2m + [-5--], m = 2,3,..-. And when q is odd, a class of codes
with minimum distance _> 5 was also constructed by a similar method. The above codes
were constructed by Dumer in the Theorems 6 and 7 [5] respectively. According to Dumer,
ifqiseven, when n=q2, r_< 7, when n=q3 then r < 9 and ifqisodd, when n =q2
r_< 7, when n = q3 then r_< 8.... Dumer'scodes are known to be optimal in the sense
that no other double-byte error-correcting codes with the same code lengths have fewer
number of parity checks. But unfortunately, the codes in Theorem 7 were defined only over
GF(q), when q is odd. Dumer's method is very ingenious but is hard to read.
It is known that in the computer systems the codes over GF(q) with q = 2i are useful.
In the present paper, we will construct a class of double-byte error- correcting codes over
GF(2i), which have the same parameters of Dumer's codes over GF(q) with q is odd. And
we also study the decoding procedure of our codes.
The organization of this paper is as follows. In section U, we review the generalized
Bezout's theorem, which will be used to estimate the parameters of our codes. In section llI,
we construct our new double error correcting codes. In section IV, a decoding procedure is
given. In section V, we give another construction of codes with minimum distances d _> 5.
Finally, we make some concluding remarks in section VI.
2 Generalized Bezout's Theorem
Let Vl, v2, ..., Vp, and u be n-tuple vectors. If there are p coefficients ci such that u +
_-_-P=Icivi = O, where 0 is the zero vector, then we say that u is totally linearly dependent
on vectors vl, v2, ..., vp. Sometimes, u may be linearly dependent on the vectors for only
some of the components (i.e., locations). Then u is said to be partially linearly dependent
on the vectors vi for 1 < i < p. The maximal possible number of those components (i.e.,
locations) can be used to measure the linear dependence of the vector u on the vectors vi,
for 1 < i < p. The number of components, for which u is partially linearly dependent on
the vectors, is called the dependent-degree of u on vi, for 1 _< i <_ p. Apparently, if the
dependent-degree is equal to n, then u is totally linearly dependent on vi for 1 < i < p.
We generalize this concept to the case of a sequence of vectors ui. Let us consider two
sequences of vectors ui for 1 _< i _< p, and vectorsvj for 1 _< j _< q. Let there be some
components, on which u, (1 _< # _<p) are partially linearly dependent on vj for 1 _< j _< q
and ui for 1 _< i < #. The number of such components can be used to measure the consistent
linear dependence of the vector ul, ..., up on vectors vj for 1 _<j _< q. The maximal possible
number of such components is called the consistent dependent-degree of Ul, ..., u v on the
vectors vj for 1 <_ j _< q.
For a sequence of linearly independent vectors {Vl, v2, ..., vr, ...}, let v] express a linear
i-1
combination vi + _,=l c,v,.
Definition 2.1 D{v_l,...,v.v} denotes the maximal consistent dependent-degree of a set of
{vii , ...,viv} on their previous vectors, respectively, i.e., D{v- ...,v_p} denotes the maximal
number of components (i.e. locations), on which v* for 1 < # < p are all zero simultane-
ously.
Definition 2.2 D_ r) = max{D{v;,,... _-v}[il < --" < iv < r}.
Let Cr be an [n, n - r] linear code defined by a parity check matrix Hr = [hi, ..., hr] T,
i.e. the parity check matrix has r rows. We have the following theorem:
Theorem 2.1 ([6]): Consider a linear code C_ defined by H_ i.e., the parity check matrix
has r rows. If the consistent dependent-degree of any (r - d* + 2) rows of Hr is always less
than (d*-1) i.e., D (_), _-d'+2 < d" - 1, then the minimum distance d of Cr is at least d*. i.e.,
d>d*.
Let LS be a set of distinct points in a plane or a set of distinct roots of a plane curve
(i.e. a polynomial). Let LS = {(Xl, yl), (x2, y2), ..., (xn, yn)} and let h(x, y) be a polynomial
(or monomial), then a vector (h(Xl, Yl), h(x2, Y2), .-., h(xn, Yn)) is called an evaluated vector
of polynomial h(x,y) on the set LS. Hereinafter, sometimes vi expresses an evaluated
vector and sometimes it expresses a polynomial or a curve if no confusion arises. Thus,
from Definition 1.1, D{,,:_ ,...,v:p} denotes the number of distinct points of the intersection of
curves v]_ = 0, v* = 0 for the ease of L$ being the set of all points in a whole plane, or
"''' lp
denotes the number of distinct points of the intersection of curves v_" = 0, ..., v]v = 0, and
f(x, y) = 0 for the case of LS being the set of all points on the curve f(x, y) = 0. Similarly,
D(v_) for a given sequence of evaluated vectors expresses the maximal possible number of
distinct points of the intersection of p curves among the first r curves of the given sequence
of curves. Therefore, the calculation of D(v_) reduces to the calculation of the number of
distinct points of intersection of several curves.
Definition 2.3 The x-resultant matrix, denoted by RM(f, g) (or RM) of two polynomials
f(x) = aox '_ + al xn-1 -1- "'"-4- an
g(x) = box TM + blx rn-1 -4- "'" +bm
is given by the following (m + n) x (m + n) matrix:
ao
bo
al ......... an
ao al ......... a n
ao al ......... an
bl ...... bm
bo bl ...... bm
bo bl ...... bm
andits determinantis calledthex-resultantof thetwopolynomialsanddenotedbyRest:(f, 9)
(or R).
For convenience in the following discussion, we define
rio) = f_ (ao, a,,...,a_,O,...,O),
where on the rightmost side there are (m - 1) O's, and
f-[i) = (0, ..., O, ao, al,..., an, O, ..., 0),
where on the leftmost side there are i O's (0 < i _< m - 1) and on the rightmost side
there are (m - i - 1) O's. Thus, the above matrix consists of the vectors f-b,} and _'x_, for
O_p < m- 1 and O< A<n-1.
The coefficients of f and g could be polynomials in y. We could have:
f(x, y) = ao(y)x m + al(y)x ra-1 + "'" "IVam(y),
g(x,v) = bo(y)x_ + bl(y)x _-1 + ... + b_(y).
Theorem 2.2 ([6]): The number of distinct points of intersection of two polynomials
f(x, y) and g(x, y) without common components is at most equal to the degree of their
resultant R(y).
Let us consider p curves in affine plane curves without common components, i.e.,
fu (x, y) = 0 for # = 1, 2, ..., p. Without loss of generality, deg::fl >_ deg_:f2 >_ ... >_ degxfp,
and let degzfl = m and degxf2 = n, where deg:_ft, indicates the maximal i such that
the monomial xiy j is a term in fu. We define the x-resultant matrix of these p curves or
polynomials as the following E × (m + n) matrix, where E P
---- E.----1 (_n -_ n -- degxf,) and
s = degzfp:
a(o') a_') a_ ) 0 0
0 a (1) a_ 1) a(m1) 0 0
0 0 o a(o_) ap)
o a(:) a? <:)o
0
0
0 0 0 a(o2) a]2) a (2)
a_p) 0 0
a!v) 0
0 0 0 a_p) a_p) a! v)
Let R(y) = Resx(ft, f2, "", fp) be the non-zero determinant of the nonsingular submatrix
with the smallest degree of y of the x-resultant matrix.
Theorem 2.3 ([6]): The number of distinct points of the intersection of f_(x, y) without
common components, for tt = 1, 2, ...,p, is at most equal to the degree of their resultant
R(y), i.e., degR(y).
In order to get an upper bound ofdegR(y), we introduce a new concept. Among the f's
with the same degree of x, we select one. Thus, we can select f,\,, for p = 1,2, ...,q(_< p),
such that degxf+x, > deg_fx,+,, { deg_f,\_l_r = 1,2,...,q} = {degxf, lp = 1,2, ...,p}, and f,\_
have no common components. We define the x-partial resultant matrix of these p curves or
polynomials as the following (m + n) x (m + n) matrix:
[J._[r_-_O)' "''' J)k17_dl'_d2 - d I - 1 ) ' f12_dl+d2-dt) ' "'" dA2f-'*(dl+d2-d2-1) , .. ., J'\qF-'_dl+d2-dq-;) , ..., f._q_dtWd2-dq-1) ],T
f-(d,+d2-dq-,) f-'_dt+d2-dq-1)] T, where d_namely, rg°) ¢--(d2-1) fld2) fI_1-1) J'\q "\qLJ)_t ' ""+ J/_l ' ' "''' _ "''' _ "'''
denotes degxfA_.
Obviously, this matrix is an upper triangle matrix when dq = 0. The determinant of
this matrix can be easi[y calculated for the special case, i.e., the determinant is equal to
the product of all elements on main diagonal of this matrix. This determinant is called a
partial resultant and denoted by PR(y).
Corollary 2.1 ([6]): The number of distinct points of the intersection of fu(x, y), for
p = 1,2, ...,p, is at most equal to the degree of their partial resultant PR(y).
Example 2.1 Let us consider the number of common points on the following four curves
over GF(24):
x5+y4+y=O
x 3 + a(y)x 2 + b(y)x + c(y) = 0
xy + e(y) = 0
y2+ fy+g=O
We have the following matrix:
1 0 0 0 0 y4+y 0 0
0 1 0 0 0 0 94 +y 0
0 0 1 0 0 0 0 94+9
0 0 0 1 a(9) b(y) c(y) 0
0 0 0 0 1 a(y) b(y) c(y)
o o o o o y e(y) o
0 0 0 0 0 0 y e(y)
0 0 0 0 0 0 0 y2+fy+g
Thus, PR(y) = y2(y2 + fy + g). Obviously, degPR(y) = 4. Therefore, the number of
distinct points of the intersection of the four curves is at most 4.
Remark 2.1: Here we regard f,(x, y) as a polynomial of x and the coefficients are poly-
nomials in y. We also can regard f_,(x, y) as a polynomial of y and the coefficients are
polynomialsin x. The number of the distinct points of intersection of f, (x, y)'s is the same.
The distinct points of intersection of fu(x, y)'s obtained by the two approaches are also the
same.
Remark 2.2: It is sufficient and necessary that fu, for p = 1,2,...,p, have no common
components.
Definition 2.4 D{i_,f_...jp} denotes the number of distinct points of the intersection of
curves f,(x,y) = O, for# = 1,2, ...,p.
Definition 2.5 Given a sequence of polynomials {ft,(x, y)l# = 1,2, ..., r}.
D (_) = max{D{/;, ,j; ,...j;p}lA1,-.., Ap _ r},
where f_, expresses a linear combination of fi for i =1, 2, ..., Au, and the coefficient off.\,
is 1, i.e., f.{, = f.x, + z__i=l eifi.
3 Constructions of Double-Byte Error-Correcting Codes
Let Am(Fq) be a m-dimensional affine space over Fq = GF(q), and let LS be the set of all
points in Am(Fq). obviously, the number of points in LS, n = ILSI = qm. We call the set
LS, a location set, the points in LS will be the locations in our construction. For a given
location set LS = {P1, P2,'" ", Pn}, each monomial or polynomial h with m variables and
coefficients in aF(q)is associated with an n-tuple vector (h(P1), h(P2)," ", h(Pn)), which
is called an evaluated vector of h at LS. In the subsequent discussion, usage of the words
monomial or polynomial refer to the corresponding evaluated vector. Let {hi, h2,--', h_}
be a set of r polynomials, we denote by H r or [hi, h_, • •., h_]r the evaluated matrix
hi(P1) hx(P2) "'" hl(Pn)
h2(P1) h2(P2)"'" h2(P_) J: • ... :
hr(P1) hr(P2) "'" h_(Pn)
Construction 3.1: Let n = q_, where q is a power of an odd prime. Consider H =
{1, z + y_, (x + y¢/+ 0/32) 2, (x + y_ + 0_2) q2+q+l } over GF(q), where _ C GF(q 3) - GF(q)
and 1,3,/32 is a basis of the vector space of GF(q 3) over GF(q). Let [1, x + y_, (x + Y3 +
0_) 2, (x + y_ + 0/32)q_+q+1] T be a parity check matrix. Then we have a code over GF(q).
Theorem 3.1 The code in Construction 3.1 has the parameters
n = q2, r = 7, and d _> 5.
Proof: GF(q 3) is a 3-dimensional vector space over GF(q), by the hypothesis, 1, _, ¢/2 is
a basis of GF(q3). x+y_ = x+y_+O/32 E GF(q3). N3(x) = x 92+_+1 is the norm
function, because (xq2+q+l) q = x q2+9+1, the norm function maps any nonzero x E GF(q 3)
into nonzero N3(x) E GF(q). Because (x+y_) 2 = x 2 +2zy/3+y2_ 2, we know that the code
in the above construction has r = 7 parity checks: 1,x,y, x2,2xy, y 2, (x + y3) q2+q+l. To
prove d _> 5, by Theorem 2.1, we need only to prove that D_ 7) < 3. Denote D{h.l ,h.2 ,h*3,h.4 }
by D{.\,,.\_,)_3,.\4 } or D{[hxl],[h_2],[h:_a],[hx4]}. Let D_ 7) _- D{.k,,A2,Aa,.\4 }. Obviously, if A 1 ----- 1,
then D{1,a2,._3,x4} = 0. If )_1 = 2, it is easy to check that
D{[x],M,[.],[.]} -< 1,
D{M,[_I,[2_I,[y2]} _< 2,
D<[_l,[_l,[2xyl,[(x+y_)q2+q+ll} _< 3,
D<[_],[_2],[y2l,[(x+_)q2+q+l]} _< 2.
If /_1 ---- 3, it can be easy to check that D{[y],[_],[.],[.]} _< 2. So we need only to prove
that D{[y],[2_y],[y2],[(x+yZ)q2+q+,]} _< 3 and D{[x2],[2_y],[y2],[(x+yZ)q2+q+l]} _< 3. Consider firstly
the following system of equations
{ y+Alx+bl=O,
2xg + A2x 2 + B2x + C2 = O,
y2 na A3x2 ___B3x nu C3 = O,
(X -_ y_) q2+q+l -t- A4 x2 + B4 x nt- C4 = O,
where Ai, Bi, Ci are in GF(q) (in the sequel, without special explanation, we denote elements
in GF(q) by Ai, Bi,Ci or A_, B_,C_ in systems of equations). Substitution of the first
equation into the last equation gives ((1 - AlB)x - Bl/3) q2+q+l + A4x 2 + B4x + C4 =
0. Because 3 E GF(q 3)-GF(q), A1 E GF(q), we have 1- Al_ ¢ 0. Thus this is a
polynomial equation with coefficients in GF(q) and degree 3, it has at most 3 distinct
roots. Hence the number of distinct roots of the above system of equation is at most 3, i.e.,
D{[_],[2_],[y2],[(_+yZid+q+_]} _< 3. Now consider
{ x2+Alx+Bxy+Cl=O,
2xy + A2x + B2y + C2 = O,
y2 + Aax + B3y + C3 = O,
(X "t- y/_) q2+q+l "Jc A4x -t- B4y + C4 = O.
To prove that this system of equations has at most 3 distinct roots. We need only to
prove the following system of equations has at most 3 distinct roots,
x -_- AlX -_- Bly + C1 = O,
2xy + A2x + B2y + C2 = O,
y2 + A3x nc Bay + C3 = O.
(3.1)
Consider the x-resultant matrix of the above polynomial equations,
1 A1 B_y --_ C 1 I
2y + A2 B2y + C2 0
0 2y 't- A2 B2y + C_ .
A3 ye + B3y -_ C3 0
0 A3 y2 + B3y + C3
7
We have
1 A1 Big + C_
R(y) = 0 2y + A2 B2g + C2 ,
0 A3 y2 + l_3y + C3
so R(y) is a polynomial of degree 3. So by the generalized Bezout's Theorem (Theorem 2.3),
the system of equations (3.1} has at most 3 distinct roots. We have D{[z2],[2xy],[y2],[(_:+yZ)q2+q+l]}<
3. Combining the above results, we complete the proof. []
Construction 3.2: Let n = q2, where q = 2 i. Consider H = {1,x + y/3,(x + y/3 +
032) 9+1, (x + y/3 + 032) q_+q+a} over GF(q), where/3 E GF(q 3) - GF(q) and 1,/3,/32 is a
basis of the vector space of GF(q 3) over GF(q). Let [1, x +y/3, (x+y3+O_2) 9+1, (x+y3+
O/32)q2+q+l] r be a parity check matrix. Then we have a code over GF(q).
Theorem 3.2 The code in Construction 3.2 has the parameters
n=q2, r=7, andd_> 5.
Pro@ (x + yZ)q+' = (x + y/3)q(x + y/3) = (x + ygq)(x + y/3) = x + xy/3 + xy/3q + y23 +'.
Suppose _9 = aoq_al/3q_a2_2,  3q-t-1 : bo+bl/3+b2/3 2, then (x-t-y 3) q+l = x2 +aoxy+boy2 +
((l+al)xy+bly2)13+(a2xy+b2g2)/3 2. So the code in the above construction has r = 7 parity
checks: 1, x, y, x 2 + aoxy + boy 2, (1 + al)xy -4- bly 2, a2xy + b2y 2, and (x + Y3 + 0/32) q2Wq+l
Now as in the proof of Theorem 3.1, we need to prove D_ z} < 3. Let D_7) = D{?,_,.x2,.\3,?,4}.
Obviously, if A1 = 1, then D{1,.\2,_3,.\4} = 0. If A1 = 2, it is easy to check that
D{M,M,[.],[.]} _< 1,
D{[z],[z2+aozu+boy2],[.],[.]} < 2,
D{[zl,[(l+a_)zy+bly_l,[.],[.]} _< 3.
If A1 = 3, we have D{M,[.],[.],[(_+yZ)d+q+_]} _< 3. So we need only to prove that
D{[y],[:r2+aoxy+bo y_],[(l +ao)xy+bl y2],[a2xy+b2 y2]} _ 3
and
D{[_2+_0_u+b0 y2],[(l+_0)_y+b _y2],[a2xy_l_b2y2],[(.r q_y13)q2 +q+ l ]} <_ 3,
i.e., we need to prove the following two systems of equations have at most 3 distinct roots
respectively,
and
y+Ax+B=O,
x 2 + aoxy + boy 2 + Alx + B1 = O,
(1 + al)xy + big 2 q- A2x + B2 = O,
a2xy + b2y _ + A3x + B3 = O,
{ x 2 + aoxy + boy 2 + AlX -t- Bly + C1 = O,
(1 + al)xy -t- bly 2 q- A2x -t- B2y + C2 = O,
a2xy + b2y 2 + A3x + Bay + C3 = O,
(x + y_) q2+q+l + A4 x '[- B4y + C4 = O.
Nowweprovethat the systemof the last threeequationsill the first systemof equa-
tions andthe systemof the first threeequationsin the secondsystemof equationsareall
equivalento thefollowingsystemof equations:
x 2+mlx+B_y+C_=O,
xy + m'2x + B_y + C_ = 0, (3.2)
y2 + A,3x + B_y + C'_ = O.
We need only to prove the determinant of the matrix of the coefficients of x 2, xy, and
y2 is not zero, i.e.,
1 ao bo 1 + al bl
0 1+al bl = :_0.
a2 b2
0 a2 b2
If it is not, we have a nonzero element a E GF(q), such that (bl, b2) = a(1 + hi, a2). On
the other hand, we have 3 q = ao+al/3+a232, 3 _+1 = bo+bl_+b232. So, 3 q+l+a(3q+3) =
bo + aao = b E GF(q), from this equation, we have (/3q+l + a(3 q +/3))q = bq = b, i.e.,
/3q2+q +a(3 q2+3 q) = b. Add this equation into the above equation, we obtain _q2+q +3q+1 =
a(3 q_ + 3), it shows 3 q = a E GF(q). So 3 q2 = (3q) q = 3 q, and 3 ¢z = (3q_)q = (3q) q = 3 q.
On the other hand 3 C GF(q3), we have 3 qz = 3, so we have 3 q = 3, and hence 3 E GF(q).
It contradicts the hypothesis.
Now consider the system of equations (3.2), as (3.1) in the proof of Theorem 3.1, it has
at most 3 distinct roots. Combining the above results, we complete the proof. []
Example 3.1: Let q = 2 2 = 4, and let 3 be a primitive element of GF(q3). Then GF(q 3) =
GF(26) = {0, 1,_,32, ... , 361 , 362}. Suppose a = 321 , then GF(q) = GF(4) = {0, 1,a, aS}.
We know that [aF(q 3) : GF(q)] = 3, GF(q 3) is a 3-dimensional vector space over GF(q).
We can prove that for any ao, a_,as E GF(q) = {0,1,a, aS}, ao + a_3 + a23 s = 0 if
and only if a0 = ax = a2 = 0, i.e., 1,3,3 s are linearly independent over GF(q). So
1,/3,3 s is a basis of GF(q 3) over GF(q). Now consider the code in Construction 3.2.
(x -f- y3) q+l = x s Jr- Xy3 q- xy34 4- yS35, but j34 = a + 3 + a_ 2, 95 = as + a2/3 + a232-
So (x + y3) q+l = (x 2 + axy + c_Sys) + (a2y2)3 + (axy + a2yS)/32. And (x + y3) q2+q+l =
x3 + (/316 + 34 + 3)xSy + (3 so + /317 + 35)xy 2 + 3Sly3=x 3 + x2y + a2xy 2 + c_y3. Let
H T = [1, x, y, x2+axy+aSy 2,c_sy s,axy+asy 2, x 3+xsy+asxy s+ay3] T be a parity check
matrix. Then we have a code over GF(4) with n = 16, r = 7, and d >_ 5.
Let fl = 1,f2 = x,f3 = Y,./4 = xs+axy+aSy2 f5 = aSy 2,]'6 = axy+a2y s,f7 =
x 3 -4- xSy + aSxy 2 + c_Y3. And Let P1 = (0, 0), P2 = (0, 1), P3 = (0, a), P4 = (0, a2),
P5 = (1,0), P6 = (1, 1), PT = (1, a), Ps = (1, as), P9 = 0), P,0 = 1), P,, = (a, a),
Pls = (a, a2), P13 = (a s, 0), P14 = (as, 1), P15 = (a s, a), P16 = (as, as) • Then we have the
following evaluated table
P1 P2 P3 P4 P5 P6 P7 Ps P9 PlO Pll P12 P13 P14 P1_ P16
fl 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
0 0 0 0 1 1 1 1 a a _ a a 2 a 2 a2 a2
f3 0 1 a' a2 0 1 a a2 0 1 a a ,2 0 1 a a2
0 _2 1 a 1 0 0 1 _2 _2 0 0 _ 0 a 0
0 _2 1 _ 0 _2 _ 1 0 _2 _ 1 0 a 2 _ 1
f6 0 _2 1 a, 0 1 1 0 0 0 _2 a2 0 a' 0 _2
f7 0 a a '2 1 1 1 a 2 1 1 1 1 a 2 1 _2 1 1
So the parity check matrix is
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
0 0 0 0 1 1 1 1 a a a a a2 a,2 a2 a2
0 1 a a 2 0 1 a a 2 0 1 a a 2 0 1 a a 2
0 a 2 1 _ 1 0 0 1 a 2 a 2 0 0 a 0 a 0
0 a 2 1 _ 0 _2 _ 1 0 _2 a 1 0 a '2 a 1
0 a 2 1 a 0 1 1 0 0 0 _2 a2 0 a 0 a 2
0 _ a 2 1 1 1 a2 1 1 1 1 a2 1 a 2 1 1
We can generalize Constructions 3.1 and 3.2 to higher dimensional cases as follows:
Construction 3.3: Let n = q3k+2, k = 1,2, .-., where q is a power of an odd prime. Let
[1, Xl+X27+"" "-_-X3k+2") '3k+1 , (Xl-_-X2"[-4-'" "-'_-X3k+23'3k+l) 2, (Xl'4-X2,_t-X3_2)q_+q+l, "'" , (X3k+I-_-
x3k+2/3 + 0/32)q2+q+l] T be a parity check matrix, where _ E GF(q 3k+2) -GF(q), /3 E
GF(q 3) - GF(q), and 1, %...,73k+1 is a basis of the vector space GF(q 3k+2) over GF(q),
1,/3, 32 is a basis of the vector space GF(q 3) over GF(q) respectively. Then we have a
sequence of codes over GF(q).
Theorem 3.3 The codes in Construction 3.3 have the parameters
n ----q3k+2, r = 7k + 6, and d _> 5.
Construction 3.4: Let n = q3k+2, k = 1, 2, • .., where q = 2 i. Let [1, X 1 At_Z2. _ -4- . . . _-
X3k+2"f 3k+1, (X 1 -[-X2_3 t-'" .-3f-X3k+273k+l) q+l, (Z 1 -4-X23-[-Z3/32)q2+q+l, "'" , (X3k+l 3VX3kT2/3-+-
032)q_+q+l] T be a parity check matrix, where 7 and 3 are as in Construction 3.3. Then we
have a sequence of codes over GF(q).
Theorem 3.4 The codes in Construction 3.4 have the parameters
n = q3k+2, r = 7k + 6, and d k 5.
At the end of this section, we will give a proof of Theorem 3.4. The proof of Theorem
3.3 is similar to the proof of Theorem 3.4, we omit the details.
Construction 3.5: Let n = q3, where q is a power of an odd prime, and let/3 E GF(q 3) -
GF(q), and 1, /3, f12 is a basis of the vector space GF(q 3) over GF(q). Let [1,x + Y3 +
z/32, (x + y_ + zt32) 2, (x + y_ + z/32)q_+q+l] T be a parity check matrix. Then we have a code
over GF(q).
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Theorem 3.5 The code in Construction 3.5 has the parameters
n : q3, r = 8, and d > 5.
Proof: We have (x + y/3 + z_2) 2 = x 2 -_- 2xy/3 + (y2 + 2XZ)/32 + 2yz_3 + Z234. Let _3 :_
a0 -I- al_ -}- a2_ 2, _4 _ bo -f- bl/_ -I- b2_ 2, and substitute them into the above equation,
(x + y/3 + z_2) 2 = x 2 + 2aoyz + bo z2 + (2xy+ 2alyz -t- blz2)_ + (y2 + 2xz + 2a2gz + b2z2)3 2.
Hence the code has r = 8 parity checks: 1, x,y, z,x2+2aoyz+boz 2,2xy+2algz+blz 2, y2+
2xz+2a2gz+b2z 2, and (x+y/3+z_2) q2+q+l. To prove that d _> 5, we need to prove
D_ s) _ 3. Let D_ s) = D{,h,,\2,,\z,,\4,_5}. Obviously, if A1 = 1, D{1,.,.,.,.} = 0. If A1 = 2, it is
easy to check that
D{[x],N,[.],[.],[.]} -< 3,
D{M,[z],[.],[.],[.]} _< 3.
And if A1 = 3, we have D{M,[z],[.],[.],[.]) _< 3. So we need only to prove that
D{[zl,[x2+2_0yz+b0 _2],[2_y+2a,yz+bl z2],[y2+2_z+2_0y_+b2:2],[(_+yZ+.Z_)_2+q+_]) _< 3,
i.e., we need to prove the following system of equations has at most 3 distinct roots:
z + A1 x + Bly + C1 = 0,
x 2 + 2aoyz + boz 2 + A2x + B2y + C2 = O,
2xy + 2alyz + bl z2 + A3 x + B3y + C3 = O,
y2 + 2xz + 2aoyz + b2z 2 + A4x + B4y + C4 = O,
(x + y_ + z_2) 92+9+1 + A5x + Bsy + C5 = O.
When we substitute the first equations into the second, third and fourth equations, we
obtain three equations on x and y of degree 2. If we can prove the system of these three
equations is equivalent to the system of equations (3.2), then the proof is completed. Now
we prove it as follows.
Substituting z = - A_ x - B1 y - C1 into (x + Y3 + zt 32)2, (x + y/3 - (A1 x + B1 y + C_ )._2) 2,
3-B_32_ _2
the part of degree 2 of it is ((1 - AI_2)x + (1 - B1/J)/3y) 2 = (1 - A1_2)2(x + _,yj ,
because 1-A1/32 ¢ 0, we can divide it by (1-A_2) 2. Let c- I_A,Zv E GF(q3), then
(x + cy) 2 = x 2 + 2cxy + c2y 2. Suppose that 2c = co + cl/3 + c2/32, and c_ = do + dl/3 + d2/32,
then (x + cy) 2 = (x 2 + coxy + doy 2) + (clxy + dly2)_ + (c2xy + d2y2)_ 2. So the system of
the three equations we considered is equivalent to the following system of equations
x +coxy+doy 2+A_x+B_y+C_ =0,
clxy + dly 2 + A_x + B_y + C_ = 0,
c2xy + d2y 2 + A_x + B_3y + C_ = O.
This system of equations is equivalent to (3.2) if and only if the determinant of the matrix
of the coefficients of x _, xy and y2 is not equal to zero, i.e.,
1 Co do
0 c_ dl
0 c2 d2
el
c2
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In fact, if it is zero,then thereexista nonzeroelementa E GF(q), such that (dl, d2) =
a(cl,c2). On the other hand, 2c = c0+c1¢3+c2/32, c 2 = d0+dl/3+d2/32, so c 2-2ac =
do -aco = b E GF(q), i.e., c is a root of the equation x 2 -2ax -b = 0, whose coefficients are
in GF(q), so c E GF(q2). But c E GF(q 3) and GF(q3)NGF(q 2) = GF(q), thus c E GF(q),
so (B1 -Alc)32- i3 + c = 0. But we know that 1,/3,/32 are linearly independent over GF(q).
This is a contradiction. So the proof is completed. [::]
Construction 3.6: Let n = q3, where q = 2/. Let [1, x + y/3 + z/32, (x + y/3 + z32) q+l , (x +
Y3 + z32)q2+q+l] T be a parity check matrix, where/3 is as in Construction 3.5. Then we
have a code over GF(q).
Theorem 3.6 The code in Construction 3.6 has the parameters
n =q3, r =8, and d_> 5.
Proof: (x + y/3 + z/32) g+l = x 2 +
z2/32q+2. Suppose that
Substitute these six equations
g0(x, y, z) + gl (x, y, z)/3 + g2(x,
xy/3 q- XZ_ 2 -[- xy/3 q -[- y2fl_q+l -]- yz_ q+ 2 + X Z/32q + yz/32q+ l +
_3_ = ao + al/3 + a2_ 2,
rAq+l = bo + bl/) + b2/32,
/3q+2 __ CO _[_ Cl/3 __ C2/32,
/32q = do + dl/3 + d232,
/32q+1 = eo + el3 + e2/32,
/3_q+2 = fo + fl/3 + f2/3 2.
into the above equation, we have (x + y/3 + z32) q+l =
y, z)/32, where
go(x, y, z) = x 2 + aoxy + boy 2 + (Co + eo)yz + doxz + foz 2,
gl(x,y,z) = (1 + al)xy + bly2 + (cl + el)yZ + dlXZ + fi z2,
g2(x,y,z) = a_xy + b2y 2 + (c2 + e2)yz + (1 + d2)xz + f2z 2.
Thus the code has r = 8 parity checks: 1, x, y, z, g0(x, y, z), gl(x, y, z), g2(x, y, z), (x + y3 +
z/32) q2+q+l. As in the proof of Theorem 3.5, we need only to prove the following system of
equations has at most 3 distinct roots.
z + Alx + Bly + C1 = O,
g0(x, y, z) + A2x + B2y + C2 = O,
gl (X, y, Z) q- A3x -[- B3y + C3 = O,
g2(x, y, z) + A4x + B4y + C4 = O,
(x + y/3 + Z_2) q2+q+l "_- AhX + Bhy + C5 = O.
We employ the idea in the proof of Theorem 3.5. Substitute z = AlX+Bly+C1 into (x+
y/3q-z/32) q2+q+i , and consider its part of degree 2, which is ((l+Al_2)x+ (/3-bBl_2)y) q+l =
,, +sp__C__t_q+l divide it by (1 + A1_32) q+l and let c = +BP-2-P-_-_E GF(q3).(1-[- Ai/_2)q+l(x-_-,_ l+All3_ j , 1+A13 _
Then (x + cy) v+l = x 2 + (c q + c)xy + c q+l. Suppose that c q + c = go + gl/3 +g2/32,
cq+l = ho+hl/3+h_/J 2, then (x+y/3) q+l = (x+goxy+hoy2)+(glxy+hly2)/3+(g2xy+h2y2)32.
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Similar to the proof of Theorem 3.5, we have to prove the following determinant is not zero,
1 go ho
0 gl hi
0 g2 h2
gl
g2
hi
h2
If it is zero, then there exist a nonzero element a E GF(q) such that (hi, h2) = a(gl, g2).
So we have cq+l + ac q + ac = ho + ago = b E GF(q), and (cq+l + ac q + ac) q = bq = b, i.e.,
cq2+q + ac q2 + ac q = b. Add the above two formulas, we obtain cq2+q + cq+l + ac q2 = ac, so
C q2+q ÷ C q+l
-- C q"a--
cq2 + c
3+B13 2
As in the proof of Theorem 3.2. It shows c E GF(q), but c - 1+A1_2. As in the proof of
Theorem 3.5 it is a contradiction. So the proof is completed. []
Example 3.2: As in Example 3.1, let q = 22 = 4, and let _fl be a primitive element of
GF(q3). Then GF(q 3) = GF(26) = {0, 1,/3,/_2,... 361, _A62}. Suppose a = /321, then
GF(q) = GF(4) = {0, 1, a, _2}. We know that [GF(q 3) : GF(q)] = 3, GF(q 3) is a 3-
dimensional vector space over GF(q). We can prove that for any ao,al, a2 E GF(q) =
{0, 1, a, a2}, a0 + al/3 + a2/32 = 0 if and only if a0 = al = a2 = 0, i.e., 1,/3,/32 are linearly
independent over GF(q). So 1,/3, f12 is a basis of GF(q 3) over GF(q). Now consider the
code in Construction 3.6. (x+y/3+ z_2) q+l = (x 2 +axy+o'2g 2 +yz+axz+z 2) +
(o_2y2 + yz + o_2xz + ayz + az2)_ + (xz + axy + a2y 2 + a2yz + z2)/32, (x + y/3 +/32) q_+q+l =
x 3 ÷ x2y ÷ x2z ÷ c_2xy 2 ÷ xyz ÷ o_xz 2 ÷ cry 3 ÷ o_y2z ÷ yz 2 ÷ a2Z 3. Let H T = [1, x, y, z, (x s +
axy + aSy 2 + yz + axz + z2), (a2y s + yz + a2xz + ayz + az2), (xz + axy + aSg 2 + a2yz +
z2),x 3 + x2y + x2z + a2xy 2 + xyz + axz s + ay 3 + ag_z + gz 2 + o'_z3] T be a parity check
matrix. Then we have a code over GF(4) with n = 64, r = 8, and d _> 5.
Let fl = 1, f2 = x, f3 = Y, f4 = Z, f5 = ( x2 + axy + a2y 2 ÷ yz ÷ a'xz ÷ z2), ]'6 =
(a2y 2 + yz ÷ c_2xz + _'4z + az2), f7 = (xz ÷ axy ÷ a2y s + c_2yz ÷ z2), fs = x3 + x2y +
x_z + a2xy 2 + xyz + v_xz 2 + o_y3 + ay2z + yz 2 + a2z 3. And Let P1 = (0, 0, 0), P2 = (0, 0, 1),
P3 = (0,0, a), P4 = (0,0, a2), P5 = (1,0,0), P6 = (1,0, 1),P7 = (1,0, a), Ps = (1,0, a2), "",
= = = 0), = =
P64 = (a2, a2, a2) • Then we have the following evaluated table
P1 P4 Ps ......
1 1 1 1 1 1 1 1 ...... 1 1 1 1 1 1
f_ 0 0 0 0 1 1 1 1 ...... a 2 a _ a _ a2 m2 a_
f3 0 0 0 0 0 0 0 0 ...... a a a _ a _ a _ a _
f4 0 1 a a 2 0 1 _ a 2 ...... a a 2 0 1 a a 2
f_ 0 1 a 2 a 1 0 1 a ...... 0 a 0 a _ 0 a 2
f6 0 a 1 a 2 0 a 0 1 ...... a a _ 1 a 2 0 a
f_ 0 1 a 2 a 0 0 1 1 ...... 0 a _ a a a 2 a _
fs 0 a s a _ a 2 1 1 1 a ...... a 2 a 1 a _ a _2
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So the parity check matrix is
1 1 1 1 1 1 1 1 1 1
0 0 0 0 1 1 1 1 a a
0 0 0 0 0 0 0 0 0 0
0 1 a 02 0 1 a a 2 0 1
0 1 o 2 o 1 0 1 o 02 1
0 o 1 _2 0 a 0 1 0 o 2
0 1 a .2 0 0 0 1 1 0 02
0 a 2 a .2 02 1 1 1 o 1 0
1 1 1 1 1 1 1 1 1
0 2 a 2 0 2 0 2 0 2 0 2 0 2 0 2 0 2
1 0 0 0 0 _2 02 02 G2
0 2 0 1 o _2 0 1 o o 2
a 0 0 0 a 0 02 0 02
02 0 a 2 a 02 1 02 0 0
0 0 0 2 0 0 2 o o a 2 a 2
0 1 0 2 0 2 0 1 0 2 0 0 2
We can generalize Constructions 3.5 and 3.6 to higher dimensional cases as follows:
Construction 3.7: Let n = q3k k = 2, 3,..-, where q is a power of an odd prime. Let
[1, Xl"_ X2"_'_-" " "2VX3k"[ 3k-1 , (X 1 -t- X2"f-_-" " "_-X3k'_'3k-1) 2, (X 1 -_ X2/3"_-X3/32)q2"l-q+l, " " ", (X3k-2"[-
x3k-1/3 + x3k32)q2+q+l] T be a parity check matrix, where -_ E GF(q ak) - GF(q), /3 C
GF(q 3) - GF(q) and 1, 7,"',73k-1 is a basis of the vector space GF(q 3k) over GF(q),
1, 3, _2 is a basis of the vector space GF(q 3) over GF(q) respectively. Then we have a
sequence of codes over GF(q).
Theorem 3.7 The codes in Construction 3. 7 have the parameters
n = q3k, r = 7k + 1, and d _ 5.
Construction 3.8: Let n = q3k, k = 2, 3,.-., where q = 2 i. Let [1, xl + x27 -4- --" +
Xzk"f 3k-1, (Xl -t- X2"{ "_- "'" "_- X3k"[3k-l) q+l, (Xl "_- X2/3 + Xz/32)q2+q+l, "'" , (Xzk-2 -Jr- X3k-1/3 "Jv
x3k/32)q2+q+1] T be a parity check matrix, where 7,/3 are as in Construction 3.7. Then we
have a sequence of codes over GF(q).
Theorem 3.8 The codes in Construction 3.8 have the parameters
n = q3k, r = 7k + 1, and d _> 5.
The proofs of Theorems 3.7 and 3.8 are similar to the proofs of Theorems 3.3 and 3.4,
we omit the details.
Construction 3.9 Let n = q4, q is a power of an odd prime or 2, and Let 7 E GF(q 4) -
GF(q), /3 E GF(q 3) -GF(q), 1,3,,72, 7 3 is a basis of GF(q 4) over GF(q), 1,/3,/32 is a
basis of GF(q 3) over GF(q). When q is odd, we take H = [1,x+yT+z72+w? 3,(x+
2 2 ,
Y7 + z3 '2 + w73) 2, (x + y/3 + z/32) q +q+l, (w + 0/3 + 0/32) q +q+l]; when q Is even, we take
2 2
.:, 2 3 2 3 q+l _. 2 q +q+l 2 q +q+lH = [1,x+yT+, 7 +w 7 , (x+yT+z7 +w7 ) , (x+y/3+_/3) , (w+0/3+0/3) ];
let H T be a parity check matrix. Then we have a code over GF(q).
Theorem 3.9 The code in Construction 3.9 has the parameters
n = q4, r = 11, and d > 5.
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Proof: We prove only the case of q is even, when q is odd, the proof is similar. (x + y'_+
Z"f2 -_- W"t3) q+l ---- X 2 "q-xy7 + XZ72 + XW73 + xY7 q + y27q+l -_- YZ7 q+2 + YW7 q+3 + XZ72q +
yz72q+l + Z272q+ 2 + ZW72q+ 3 + XW73q + yW73q +1 + ZW73q+2 + W273q+3. Suppose that
7 q = ao + a17 -F a272 -F a3"_'3,
7 q-t-I : bo + b17 + b272 + b373,
7 q+2 ___c o -_- c17 -7L c272 -Jr-c373,
7 q+3 = do + d17+ d272 + d3"73,
72q : ¢0 -]- C17 -[- e272 -_- e373,
72q+l = fo -F f17 -t- f272 + f373,
?,2q+2 = go + g17 + g272 + g373,
72q+3 = ho + hi7 + h272 + h373,
73. = io + iiV + i272 + i373,
73q+l = jo + J17 + J272 + J373,
73q +2 = k 0 -_- k17 -_- k272 + k373,
../3q+3 __ l0 .._ 117 + 12") '2 -}- 1373.
Substitute these 12 equations into the above equation, we have (x + y')+ z72 + w73) q+l =
go(x, y, z, w) + gl (x, y, Z, W)'7 + g2 (x, y, Z, W)72 + g3(x, y, z, w)73, where go(x, y, z, w) = x 2 +
boy2+goz2 +lou3+aoxy+(co+ fo)yz+(do+jo)yw+eoxz+ioxw+(ho+ko)zw, gl (x, y, z, w) =
bly 2 + g_z 2 + l_u, 2 + (1 + al)xy + (Cl + fl)yz + (dl + jl)yw + elxz + ilxw + (hi + kl)zw,
g2(x, y, z, w) = b2y 2 + g_z _ + 12w2 + a2xy + (c2 + f2)yz + (d2 + j2)yw + (1 + e2)xz + i2xw +
(h2 -k- k2)zw, and g3(x, y, z, w) = b3y 2 q- g3 z2 + 13w2 + a3xy + (e3 + f3)yz + (d3 + j3)yw +
e3xz + (1 + i3)xw + (h3 + k3)zw.
So the code has r = 11 parity checks: 1, x, y, z, w, go(x, y, z, w), gl (x, y, z, w), g_ (x, y, z, w),
g3(x, y, z, w), (x + y/3 + z/32) q2+q+l, w 3. To prove d _> 5, we have to prove D OU __ 3. As in
the proofs of the above theorems, it is easy to check that when /_1 ---- 1, :2, 3, D{.\1,A2,...,X8} __ 3.
We need only to prove that
D{ [9],[_] ,[g0(=,u,_,_)], [m (=,u,z,_)], [g_(=,u,z,_)], [g3(=,u,z,-,)],[(=+ yZ+zZ 2)q2+ q+_],[_3] } _< 3,
i.e., we need to prove the following system of equations has at most 3 distinct roots.
z + Alx + Bly + C1 = O,
w -q- A2x -q- B2y q- C2 = O,
go(x, y, z, w) + A3x -q- B3y + C3 = O,
gl(x, g, z, w) + A4 x + B4y + C4 = O,
g2(x, y, z, w) + A5x + B5y + C5 = O,
g3(x, y, z, w) + A6x + B6y + C6 = 0,
(x + yfl + zfl2) q2+q+l + ATx + Bry + C7 = O,
w 3 + AsX + Bsy + Cs = O.
We employ the idea in the proof of Theorem 3.5. Substitute z = Alx + Bxy + cl and
w = A2x + B2y + C2 into (x + Y7 + z7 _ + W_3) q+l and consider its part of degree 2, which is
(x+yT+(Alx+B1y)72+(A2x+B2y)73) q+l = ((l+A172+B173)x+(r+B17_+B2"_3)y) q+l.
Because 1,7,72,73 are linear independent over GF(q), 1 + A172 + B173 7(= 0. So we can
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_+Bt_2+B_'_3 then wedivide the above equation by (1+Alv2+B173) q+l. And if we let c- 1+.4_,2+A2_3,
have (x + cy) q+l = x 2 -4-(c q + c)xy+ cq+ly 2. Suppose that c q + c =mo + rn17 + m2"/2 + at3") '3,
c q+l = no -4- nit -4- n272 q- n373, then (x + yc) q+l = x 2 + moxy + hog 2 + (rnlxy q- nly2)7 q-
(m2xy -4- n2y2)7 2 + (m3xy + n3y2)7 3. So the above system of equations is equivalent to
z + Alx + Bly+C1 =0,
w + A2x + B2y + C2 = O,
x 2 + moxy + noy 2 + A'3x + B_y + C_ = O,
rnlxy + nly 2 + A_x + B'4y + C_ = O,
m2xy + n2y 2 + APsx + B'sy + C_ = 0,
m3xy -4- n3y 2 -4- A_6x + B'6y + C_ = 0,
(x + y_ + z_2) q2+q+l + ATX + BTg + Cr = O,
w 3 + Asx + Bsy + Cs = O.
If we can prove that in the following systems of equations, there exist at least one system
of equations with the determinant of the matrix of the coefficients of x 2,xy and y2 is not
zero, then the proof is completed.
x + moxy + noy 2 + A'3x + B_y + C_ = O,
mixy + niy 2+ I t , =Ai+3x + Bi+3y + Ci+ 3 0,
mjxy + njy 2 + A}+3x + _ C' =Bj+3Y + j+3 0,
Now we prove it as follows. If
for l<i<j<3.
1 m0 no
0 mi ni
0 mj nj
mi
mj
ni = O,
nj
for all i,j, 1 < i < j _< 3. Then there is a nonzero element a E GF(q), such that
(nl, n2, n3) = a(rnl,m2, m3). But cq + c = m0 + ml7 + rn272 + m373, c q+l = no + nit +
n272+n373. Thus we have c q+l - no = a(cq +c - mo), it shows c q+l +a(cq +c) = amo + no =
b E GF(q). As in the proof of Theorem 3.6, we have
cq2 +q ___ cq+ 1
-- Cq.a=
cq2 + c
So cq E GF(q). Then c q2 = (cq) q = c q, c q3 = (cq2) q = (cq) q = ¢q, " ", c q4 _. (cq3) q =
(c_)q = d. On the other hand, c E GF(q4), c q4 = c, so cq = c, it shows c E GF(q). From
.-¢+Bl-y2+Bl._ 3
C -- I+At..c2+A2. @ , we have
(B2 - cA2)7 3 + (B1 - cA1)7 2 + 7 + c = O,
But 1,7, 72, 73 are linearly independent over GF(q). This is a contradiction. So the proof
is completed. []
We can generalize Construction 3.9 to higher dimensional cases as follows:
Construction 3.10 Let n = q3k+l, k = 2, 3,..., where q is a power of an odd prime or
2, and let 7 E GF(q 3k+_) - GF(q), 1,7,-",7 3k is a basis of GF(q 3k+1) over GF(q), _ is
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as in Construction 3.9. When qis odd, we take H = [1,xa+x_+...+x3k+17 3k,(xa+
X27 AC "'"-_- X3k+l_f3k) 2, (Xl -4- X23 Jr- X3/_2)q2+q+1, "'" , (Z3k+l -4- 03 "4- 032)q2+q+l]; when q is
even, we take H = [1, Xl + xz? +" • + Xak+1? 3k, (Xl + xz7 +-- • + x3h+l"f3h) q+l , (2"1 3!- x2_ "4-
X3/_2)q2+q+l, "'" , (X3k+l-_-0_-3 !- 0/_2)q2+q+l]. Let H T be parity check matrices. Then we
have a sequence of codes over GF(q).
Theorem 3.10 The codes in Construction 3.10 have the parameters
n=q3k+l, r=7k+4, and d_> 5.
Now as a summary, we have the following theorem,
Theorem 3.11 Over finite field GF(q), q is odd or even, we have linear codes u,ith the
parameters:
n=q , r=2m+ +1, and d_>5, m=3,4,-...
And when m = 2. we have q-ary codes with
n=q2, r=7, and d_> 5.
Remark 3.1: In the Theorem 6[5], a class of codes over GF(q),where q = 2', were
constructed as follows. Let Uqrn(I) be a cyclic code over F = GF(2i), with a string
I = {1, (q_+q)}2 , and U = U_(I, F m-l) be the corresponding punctured code with length
n = qrn-1 defined on a (m - 1)-dimensional subspace F m-1 of F TM. Then the code U I over
GF(2 i) with minimum distance _ 5 was constructed by adding some parity checks to U.
U I has the parameters:
n = qm-1, r <_ 2m + r-_], d _> 5, m = 2,3,--..
Let Nrn(*) be a norm function from GF(qrn) to GF(q) defined as
Nrn(x) = x qm-l +qm-2 +'''+l
Obviously, Nrn maps any x :_ 0 into GF(q) - O. Represent GF(q m) as Frn with a basis
gl,'",gm over F = GF(q). Then for any
m
x = E rigi
i=1
its norm
m
Urn(X) = Nrn(E rigi) = Nrn(rl,'' ", vrn)
i=1
is converted into a homogeneous form of variables r, • •., rm of degree m with nonzero values
in F for any (rl,'", rrn) _ 0.
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Nowfor any (rl,...,rm) decomposethe coordinates71,'",vm into disjoint 3-tuples
((7,,r2, r3), (r4, rs, r6),...), where for any m < j _< 3V3 ], define rj = 0. For example, a
vector (rl, r2, 7-3,we)• GF(q 4) can be decomposed into ((rl, r2, re), (r4, 0, 0)).
Let q be an odd, and let W = l/I%m(I,X = F m) be an extended BCH codes with the
string I = {0, 1,2} for any rn = 1,2,.... Define for any locator z = (rl,-" ",rm) • GF(q m)
the vector p(z) = (Pl,"', Pl) over GF(q) of length l = [3], where
Pj+l = Pj+I (z) = N3(T3j+I, r3j+2, 7-3j+3),
for all j = 0, 1, • •., l- 1. Let p be the matrix of size I x n with columns pT(zi), i = 1,2 • •., n,
and Let P be the code with the parity check matrix p. Finally, define W t = W A P.
Theorem 7 [5] showed that the code W' has the parameters:
?7/
n=q TM, r<_2m+[_-]+l, d>_5, m=2,3,-...
But there is an oversight in the Theorem 7 of [5]• When m = 2, in order to define code
P, we have to consider an extened field GF(qm'), where m' = 3[3 ] = 3. In the extended
field, the string I = {0, 1, 2} will raise 1 + rn + 3[3 1 parity checks (not 2m + 1). In fact,
consider the q-ary code generated by a parity check matrix [1, x + y_, (x + y_ + 0¢32)2] T,
where z = x + y3 • GF(qm'), because (x + y/3) 2 = x + 2xy/3 + y2_2 so the code has parity
checks: 1,x,y,x 2,2xy,y2. r = 1 + m + 3[3 ] = 1 +2+ 3 = 6. So when n = q2, the number
of parity checks of the codes in Theorem 7 should be 7.
Dumer's codes are known to be optimal in the sense that no other double-byte error-
correcting codes with the same code lengths have fewer number of parity checks, but un-
fortunately, they are defined only on GF(q), where q is odd. Our codes have the same
parameters as Dumer's codes, but our codes are defined on GF(2i).
Now we give a proof of Theorem 3.4.
Proof of Theorem 3.4:
Let (X 1 -Jr- X2"f -_-""" _- X3k+2"[3k+l) q+l -_" g0(Xl, " " ", X3k+2) +''" + g0(Xl, " " ", X3k+2)_ 3k+l"
Then the code has 7k+6 parity checks: 1, Xl, • • ", x3k+2, go(x1, • • ", x3k+2), • • ",g3k+l (Xl, • • ", x3k+2),
(xl + x2_ + x3/32)q2+q+l, "'', (x3k+l + x3k+2_ + 0/32) q:+q+l. To prove d > 5, by Theorem
r)(Tk+6)2.1, we need to prove _7k+3 < 3. We need only to prove the following system of equations
has at most 3 distinct roots:
X3 -4-Alxl + BlX2 A- C1 = O,
Z3k+2 -t- A3kXl + B3kX2 -4- C3k = O,
go(x1,'" ", X3k+2) -}- A3k+lXl -Jc B3k+lX2 -4-C3k+l = O,
gZk+l(Xl,..., X3k+2 ) -3t- A6k+2X 1 + B6k+2X2 "4-C6k+2 = 0,
(X 1 + X2_ "4- X3]_2) q2+q+l "4- A6k+3Xl "4- B6k+aX2 A- C6k+3 --_ O,
(X3k+l "4- X3k+2_ -3t- 0_2) q2+q+l "lt- A7k+6Xl -t- B7k+6X2 "_ C7k+6 ----- 0.
(3.3)
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Obviously,the numberof distinct rootsof (3.3) is not greater than the number of distinct
roots of the following system of equations:
x3 nt- AlXl -[- Blx2 + C1 = O,
X3k+2 q- A3kXl nt- B3kx2 + C3k = O,
gO(Xl,'" ", X3k+2) + A3k+lXl q- B3k+lX2 + C3k+l = O,
g3k+l (Xl, " " ", X3k+2) Jr- A6k+2Xl + B6k+2x2 q- C6k+2 = 0.
(3.4)
Substituting x3 = -AlXl - BlX2 - C1, • • ", X3k+2 = --A3kXl -- B3kx2 -- C3k into (xl + x27+
x372 + ... q- x3k+273k+l) q+l, we have [(1 - ,41,72 ..... A3k,73k+l)xi q- (,7 - B1,72 .....
B3k73k+l)x2 - (Ct,72 + -.. + C3k,73k+l)] q+l. By the hypothesis, we have 1 - AI") 2 .....
A3k73k+l _ O. Dividing the formula by (1 - A1,72 ..... A3k,73k+l) q+l, we obtain
X t ,7-- BI"/2 ..... }_3k,_,3}.1_l C1,../2 _it_ . . . __. C3k,73k+l - _q+l
+
1 - A17 2 ..... A3ky3k+1 x2 -- 1 - AI----_-_ .. - A3k,7 3k+l ] '
whose part of degree 2 is
(x "Y- B_7 2 ..... B3k,7 3k+1 ,_ q+l1 + 1 - A172 ..... A3k73k+l x2) • (3.5)
Let c- _-B''21_Al_2..........Aak.yak+,B_k_3k+',and substitute it into (3.5), we have (x, + CX2) q+l = X 2 -_- (C q "Jc
C)XlX2 "JVcqTlx_. Suppose
C q -}- C = ao n t- al,7 -1- • • • q- a3k+17 3k+l,
cq+l = bo + bi,7 -}- • • • q- b3k+17 3k+l.
Then (Z 1 -4- CX2) q+l : (X 2 "Jv aOXlX2 -_- bo x2) nt- (alXlX2 -_- nix2),7 nI- "'"-_- (a3k+lXlX2 nk
b3k+lX2),73k+l. So (3.4) is equivalent to the following system of equations:
X3 q- mlXl -t- BlZ2 -t- C1 = O,
Xak+2 -Jr- A3kXl q- Bakx2 "4- C3k = O,
+  ox,x + box + Aix, + Bix + Cl = 0, (3.6)
alXlX 2 -_- bl x2 -4- AI2Xl -_- B'2x2 + C; = O,
I I ! __
a3k+lXlX2 q- bek+l x2 --_ A3k+2Xl + Bak+2x2 + C_k+2 -- O.
As in the proof of Theorem 3.9, if we can prove there exists a determinant in the following
determinants such that it is not equal to 0, then there are three equations of xl and x2 in
(3.6) are equivalent to (3.2), and the proof is completed:
1 a0 b0
0 ai bi
0 aj bj
ai
aj
bi
bj '
l<i<j<ak+l.
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If it is not, thenwehave
ai
aj
bi
--0,
bj
for alli,j,l_<i<j_ 3k+l.
Then there is a nonzero element a E GF(q) such that
(bl,.--, b3k+1) = a(al,-.-, aak+l).
So we have cq+l -- bo = a(c q + c - ao), where a0, b0 and a in GF(q).
Theorem 3.9, we can prove c E GF(q), but this is impossible, since
C
7 -- Bl') '2 ..... B3k') 3k+l
1 - .4172 ..... A3k_[ 3k+l'
and 1,7, • "',7 3k+l is a basis of GF(q3k+2).
In the same way, we can prove Theorems 3.3, 3.7, 3.8 and 3.10.
As in the proof of
[]
4 Decoding
At first, we expound the decoding procedure of the codes in Construction 3.6.
Let Z = x+y/3+z_ 2, and Z1 = Z(P1), Z2 = Z(P2),'.-, Zn = Z(P,_), where/91, P2, • " ", P,_
are all points ofGF(q3), n = q3. Suppose y = (Yl, y2,'" ", yn) E GF(q) '_ is a received vector.
We define the the following syndromes of y:
Moreover, define
S1 =Yl+Y2+'"+Y_,
Sz = Zlyl + Z2Y2 -}- "'" + ZnYn,
,7q{-1 . . . Z q+lSZq+' = z_+lyl q- _2 Y2 -k q- n Yn,
7q2+q+l o.q2 +q+ l . zq2 +q+ l ynSZq2+q't't : *"1 Yl -_- z-'2 y2 + " " "-Jr •
Zn Yn ,Szq = (SZ) q = Z_yl q- Zqy2 q-"" q- _
Szq2+q = (Szq+,)q = Z_2+qyl ov Z_2+qy2 +... + Zqn2+qyn,
q2 q2
Szq2 = (Sz) q2 = Zq2Yl '1- 22 Y2 -]-''" -}- Zn yn,
= = Z q_+l zq2+lynSzq_+, (Szq+,)q_ Z_+lYl + 2 y2+'"+
We have two syndrome matrices as follows
Sz Szq+, Szq_+q+l Sz Szq+t Szq_+_
2O
If y is corrupted by two errors ((i, Zi) and (_j, Zj), where _i and (j are error values, Zi
and Zj are the corresponding locators. Then we have
Sl = _i +G,
Sz = z,_ + zAj,
sz_ = zT_ + zJ_j,
Szq2+_= z:_+% + zf +%,
Sz.2 : zT_¢i+ zJ_(j,
Sz_+, = z_+l(_ + zJ_+_(j.
The syndrome matrices can be decomposed into
sz sz_+, sz_2+_+, = z_ & o _j 1 zJ z__+_ (4.1)
and
SZ Szq+, Szq2+, = Zi Zj 0 _j 1 Z_ Z_ 2 "
The three column vectors in the syndrome matrices must be linearly dependent over
GF(q3). In fact we can find A, B, C and D in GF(q3), such that
(szq2+ )+A(szq ,43,Szq2+q+l Szq+ 1 +_ B Sz
and
Szd+_ Szq+_ + D Sz
Because the matrices (1 1 )and ((i 0 )zi zj 0 _j are nondegenerate, so we have
(4.4)
-aZ?2+q + A Z} + B 1 = O,
(4.5)
and
It is well known that, in GF(q3), if x_ = x_, then Xl = x2. In fact, by x_ = x_, we have
q3 q3
X 1 =X 2 ,
q3 q3
but x I _ Xl,X 2 _- x2, so
X 1 -_- X 2 ,
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Sowecantakesubstitutions1_= Z_ and }') = ZJ. Then by (4.5) and (4.6), }_, Yj are
the roots of the following equations
yq+l -l- AY + B = 0, (4.7)
and
Yq+CY+D=O.
Multiply (4.8) by Y and then add it into (4.7), we have
(4.8)
CY 2 + (A + D)Y + B = O. (4.9)
If C = 0, then (4.8) has only one root, but }_ = Z_ :fi }') = ZJ are all its roots, so it is
impossible. When C # 0, (4.9) is an equation of degree 2, it has two roots. Hence we can
completely determine the error locators Zi and Zj. Then by (4.1) or (4.2), the error values
are determined.
Example 4.1: Let C be the code in Example 3.2. The following matrix is a parity check
matrix of C
1 1 1 1 1 1 1 1 1 1
0 0 0 0 1 1 1 1 o o
0 0 0 0 0 0 0 0 0 0
0 1 a o 2 0 1 o a 2 0 1
0 1 o 2 0 1 0 1 o o 2 1
0 o 1 o 2 0 a 0 1 0 o 2
0 1 a 2 a 0 0 1 1 0 o 2
0 O 2 O 2 O 2 1 1 1 a 1 0
1 1 1 1 1 1 1 1 1
0 2 0 2 0 2 0,2 0 2 0 2 0 2 0 2 0 2
1 o o 0 0 o 2 02 0 2 0 2
02 0 1 o 02 0 1 o o 2
o o 0 0 o 0 o2 0 o 2
0 2 0 02 0 o2 1 0 2 0 o
0 0 02 0 o 2 o o 02 02
o 1 0 2 o2 o i o2 o 02
We have Z1 = 0, Z2 = j2, Za = /323, Z4 _ 344, Z5 = 1, Z6 = /312, Z7 = /315 Zs = /337,
"" ", Z59 = 317, Z6o = /325, Z61 = 348, Z62 = /332, Z63 = 334, Z64 = 35. Let y =
(0, o,0 ..-,0 02 ) be areceived vector. Then $1 = 1, Sz =/32T Szq+_ =/322 Szq2+q+_ =
/342, Szq = 340, Szd+_ =/32s, Szq =/3s4 and Szq2+l =/337. So the syndrome matrices are
/327 /322 /342 , and /327 /322 /337 •
Then by
and
( 25)/_42 -Jr A /322 + B 1
_37 -t- C 322 + D 1
(4.9), we havewe have A = _59, B =/358, C =/330, D = 3 33. So by
/330y2 __. (/359 -Jr/333)y + _5s _= O,
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i,e,_
y2 +/330}- +/333 = 0.
This equation has two roots in GF(q3):
Yi = _s, and y_/ =/32o.
So we have
Zi=/3 z, and Zj =/35.
Then we know i = 2, and j = 64, and by (4.1) or (4.2) the error values are _2 =/321 : O,,
_64 = _42 = 02.
Now we give a general decoding procedure for the codes in the last section.
Let Z = xl +xr_+'--+xm7 m-a, and Z1 = Z(P1),Z2 = Z(P2),'",Z_ = Z(Pn), where
Pl, P2,'", P_ are all points of GF(qm), n = qm. Suppose Y = (yl,y2,'",Y_) E GF(q) '_ is
a received vector. We define the following syndromes of y:
S1 = Yl "-_ Y2 nt- "'" + Yn,
Sz = Zlyl + Z292 + "" + Z_y,_,
= 7q +1 ... Z q+l¢°zq+l Zlq+lyl + _2 Y2 Jr- + Yn.
Moreover, define
SZq --- (SZ) q = ZqYl "_- Z_y2-_- ""--t- Zqyn,
qm--I
SZqm-' = (SZ) qm-I = Z_ m-lyl + Z_ m-ly2 -_-'"-1- Zn Yn,
- qm-l+ly 2 . . . _qm--l'{-l_SZqm_,+l = (Szq+,)qm-, = Z_,n l+ly I + Z2 -J- -J- _n yn.
We have the syndrome matrix
$1 Szq Szqm-I ) .Sz Szq+l Szq,.-L+l
If y is corrupted by two errors (_i, Zi) and ((j, Zj), where (i and _j are error values, Zi
and Zj are the corresponding locators. Then we have
S1 = E1 + (2,
Sz = ZK1 + Z2_2,
= _q+lrSz_+_ z_+l(l +-_ _2,
Sz_ Z_(l + q= Z2_2,
= +
,Tqm-l+lc zqm-l+lc
Szqm-l+l = zJ 1 ql -Jr" 2 q2"
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The syndrome matrix can be decomposed into
Sz Szq+, Szqm-,+, = Zi Zj 0)(1izjzF -' (4.10)
The three column vectors in the syndrome matrix must be linearly dependent over
GF(qm). We can find A, B in GF(q3), such that
( zqm,)(szq)( 1)=0SZqm_l+l + A Szq+ l + B Sz
So by" (4.10) we have
(z ml)(z:)(1)Zqm-' +A z_ +B1
So Zi and Zj are the solutions of the following equation
Z q''-_ + AZ q + B = O.
From the above equation, we obtain
Aq z q2 + Z + B q = O.
Let A' = _ B' Bq, = _--¢, we have
= O, (4.12)
Z q2+A'Z+B'=O.
This equation has at most q2 roots in GF(qm).
In order to determine Zi and Zj, we give other equations about them.
(Xlk, x2k," "',x,,,k), k = 1,2,..., n = qm. We define the following syndromes
81 = Yl -{- Y2 + "'" + Y,_,
8xl ---- XllYl q- x12Y2 q- "'" q" XlnYn,
s/(_,_2,_a) = f(x11, x21, x31)Yl q- f(xi2, x22, Xa2)y2 +"" + f(Xln, X2n, Xa,_)y,_,
where f(x, y, z) = (x + y3 + z_2) q2+q+l. We have
8x, : Xli_i q- Xlj_j,
s f(x,,x2,xa) : f(xli, x2i, x3i)_i q- f(xlj, x2j, xaj)_j
By the above three equations, we know the following matrix is degenerate
1 I sl )
Xli Xlj 8xl •
f(xli, x2i, x3i) f(xlj, x2j, xaj) 8.f(x,,x_,xa)
(4.13)
Let Zk =
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So we have
1 1 sl
xli xlj sxl = 0. (4.14)
f(xli, X2i, x3i) f(xlj, X2j,x3j) sy(z,,x2,xz)
This is an equation about xl_, x2i, x3i, Xlj, x2j, and x3j of degree 4. By the same way,
we can obtain a sequence of equations about xl,i, Xt+l,i, Xl+2,i, Xl,j, Xl+l,j, and xt+_,j, l =
1,4,..-,3[_] - 2. By these equations and (4.13), we can determine Zi and Zj. Then by
(4.10), the error values c, and cj are determined.
5 Another Class of Double-Byte Error-Correcting Codes
Let n = qm, when 31m, we have another construction of codes with minimum distance > 5.
Construction 5.1 Let n = qm, m = 3, 6 • • -, where q is a power of 2 or an odd prime, and
let m = 31. Suppose that 7 C GF(q TM) -GF(q), 1,7,-..,7 m-1 is a basis ofGF(q "_) over
GF(q). Let H = [1, (xl+xeT+"'+xm7m-1) q', (Xl+X27+'''+XmTm-1) q%1, (Xl+X27+
• ''+ XmTm-1) q_%q_+l]. Let H T be a parity check matrix, we have a sequence of codes over
GF(q).
Theorem 5.1 The codes in Construction 5.1 are double-byte error-correcting codes and
have the parameters
n = qm, r = 71 + 1.
Proof: Obviously, ((Xl +x27+'- "+xmTm-1)q2t+q'+l) q' = (Xl +x27+"" "+XmTm-1) q2g+q'+l,
it shows, (Xl + x27 + "'" + xmTm-1) q2%q'+l E GF(q_). So the code has r = 7l + 1 parity
checks.
Let Z = x, +x27+'"+xm7 m-_, and Z, = Z(P_), Z2 = Z(P2),'",Z,_ = Z(P,_), where
191, P2,'", Pn are all points of GF(qm), n = qm. Suppose y = (yl,y2,'",Y,) E GF(q) _ is
a received vector. We define the the following syndromes of y as follows.
$1 = Yl + Y2 + "'" + Y_,
qt ql t
Szql = Z 1 Yl + Z_ Y2 + • "" + Z_ y,_,
___ _ql+l _q_+l
SzqI+I Zqlt+lyl + _2 Y2 + "'" + _n Yn,
= 7q21+q l+l . . . zq21+qt+lynSZq21+q|+l zq2t+q_+lY 1 + _2 Y2 + + •
Moreover, define
1
SZ = (Szql)q-r = ZlYl + Z2Y2 + "'" + Z_y=,
SZq2t (Szqt )qt q2t q2t q2t= =Zl Yl+Z2 Y2+'"+Z_ y,_,
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q21+l q21+ ly 2 zq2l + l .SZq2_+t : (Sz) q_l+l : Z 1 Yl -_- Z2 nt- ''" -t- n Yn,
q21 _l..ql q21 +ql zq21 +qlSZq21+ql = (Szqt+ t)ql = ZI Yl -t- Z 2 Y2 -t- • '' -_ Yn.
We have two syndrome matrices as follows
SZ Szql+l SZq21+q|+l SZ Szql+l Szq2/+l
If y is corrupted by two errors (_i, Zi) and (_j, Zj), where _i and (j are error values, Zi
and Zj are the corresponding locators. Then we have
S1 = _i -4- _j,
sz+,= zT'_+ zf _j,
SZq2l+q,+l ---- Z72'+q'+l_i Jr- Z_2l+q'+l_j,
Sz = z,(+ + zj(j,
SZq2t+l = Z721+1¢i -'1-- ZJ2Z+lcj,
sz+_,+,= z_'+Q_ + zf'++'_j.
The syndrome matrices can be decomposed into
(+++++,_)=(,1)(++0)(1<:++,,++)Sz Sz+,+, Sz+_,++,+, Zi Zj 0 _j 1 z_ _'++' (5.1)
and
Sz Szq+l Szq2++l = Zi Zj 0 _j 1 Z q+ ZJ 2' "
The three column vectors in the syndrome matrices must be linearly dependent over
GF(q3). In fact we can find A, B, C and D in GF(q3), such that
Szq21+4+ 1 + A Sz4+ 1 + B Sz
and
So we have
(s++2) ,54,Sz+2++_ + C Sz4+ _ + D Sz
(-) (+) ()Zi2r+q+ + A Zi, + B 1 = 0, (5.5)z; zj
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and (q21)(q)jiq2_ + C Zil + D 1 = 0.zj 1 (5.6)
ql ql ql)qm--l ql)qm--l qrn qrn qrn qmIfx 1 = x 2, then (x 1 = (x2 , i.e. x 1 = x 2 , but x 1 = xl,x2 = x2, so
Xl = x2. So we can take substitutions Yi = zq_ and t_ = Z q'. Then by (5.5) and (5.6),
1_, Yj are the roots of the following equations
Y ql+l "JVAY + B = O, (5.7)
and
yqt + CY + D = 0.
Multiply (5.8) by Y and then add it into (5.7), we have
(5.8)
CY _ + (A + D)Y + B = O. (5.9)
If C = 0, then (5.8) has only one root, but Y/= Z 7' =fi Yj = Zf are all its roots, so it is
impossible. When C :fi 0, (5.9) is an equation of degree 2, it has two roots. Hence we can
completely determine the error locators Zi and Zj. Then by (5.1) or (5.2), the error values
are determined. The proof is completed. []
6 Conclusions
In the present paper, we constructed a class of codes with the parameters: n = qm r _<
2m+ [3] + 1, and d _> 5 over GF(q), where q = 2 i or a power of an odd prime. It is
well known that the codes over GF(2 i) are very useful in computer semiconductor memory
subsystems. The single-byte error-correcting and double-byte error-detecting codes, i.e.,
the codes with minimum distance > 4 are thoroughly studied. There are many methods
to construct the double-byte error-correcting codes, i.e., the codes with minimum distance
_> 5. Dumer's codes are known to be optimal in the sense that no other double-byte error-
correcting codes with the same code lengths have fewer number of parity checks, but his
codes were defined on GF(q) when q is odd. Our codes have the same parameters with
Dumer's codes, but our codes are defined on GF(2i).
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