We investigate the quasilinear elliptic system
Introduction and Main Results
In this paper we are concerned with the system
where Ω ⊂ R N (N ≥ 1) is a bounded and smooth domain, 1 < m < ∞ and p, q, r, s > 0. Here, ∆ m is the m-Laplace operator defined as ∆ m u = div(|∇u| m−2 ∇u).
The m-Laplace operator is used in mathematical models that arise in chemical reactions, psuedoplastic flows, population dynamics, astrophysics, morphogenesis and many other applications. We investigate the existence and uniqueness of weak solutions to system (1.1). By a solution of (1.1) we understand a pair (u, v) with u, v ∈ W Systems of type (1.1) with all the exponents negative have been studied recently by Giacomoni, Schindler and Takac in [20] . They considered the system
where Ω ⊂ R N is a bounded and smooth domain, 1 < p 1 , p 2 < ∞ and a 1 , a 2 , b 1 , b 2 > 0 are positive constants. They employed monotonicity methods in order to prove the existence and uniqueness of a positive solution (u, v) to (1.2) and they were able to get the regularity of solution in the Hölder Space C 0,β (Ω) for some β ∈ (0, 1). Systems of type (1.1) with all the exponents positive were studied by Clement, Fleckinger, Mitidieri and Thelin in [8] . They considered the following system
where p, q ≥ 1, a 1 , a 2 , b 1 , b 2 ≥ 0 and B R is an open ball in R N . Systems of type (1.1) have also been studied in [10, 16, 17, 19] . The singular semilinear case p 1 = p 2 = 2 in (1.2) has been studied even more frequently in [1, 6, 7, 12, 13, 22] . For instance, if m = 2, p < 0 and q, r, s > 0, system (1.1) corresponds to Gierer-Meinhardt system [21] in morphogenesis.
The existence of a solution (u, v) to system (1.1) is obtained under the following assumption on the exponents p, q, r and s qr
In order to obtain the existence of a solution (u, v) to (1.1) we employ the Schauder fixed point theorem in a closed convex subset of C(Ω) × C(Ω) which contains all the functions having a certain rate of decay expressed in terms of the distance function up to the boundary of Ω. This will be done by investigating the singular problem 5) where m > 1, p ≥ 0 and K : Ω → (0, ∞) is a positive function that behaves like δ(x) −q where δ(x) = dist(x, ∂Ω) and q ≥ 0 satisfies
The existence of a positive weak solution u of (1.5) with
for some α, β ∈ (0, 1) has been obtained in [3, 18, 20] . Problems of type (1.5) have been studied in [2, 4, 5] and the semilinear case m = 2 has been studied in [9, 11, 14, 15] .
In fact, one can say more about the regularity of the solution u of (1.5). More precisely we obtain in Section 2 of this work that the unique weak solution u of (1.5) belongs to the Sobolev space W 1,τ 0 (Ω) where
The W 1,τ 0 (Ω) regularity we obtained on the above range of τ is optimal. This result also transfers to the regularity of solution (u, v) of (1.1) as we shall see below.
Throughout this paper, for any two functions f , g defined on Ω we shall write f ∼ g to denote that
for some positive constants c 1 and c 2 .
Our first result concerns the existence of a solution to (1.1). (Ω)∩C 0,α (Ω) for some α ∈ (0, 1) and for all m ≤ τ 1 < ∞ and v ∈ W 1,τ 2 0
(Ω)∩C 0,β (Ω) for some β ∈ (0, 1) and for all m ≤ τ 2 ≤ m+s−1 s−r−1 . Also
and v(x) ∼ δ(x) m+r m+s−1 .
(iii) If s − r < 1 and p + q < 1, then (1.1) has a positive weak solution
(iv) If s − r < 1 and p + q = 1, then (1.1) has a positive weak solution
and v(x) ∼ δ(x).
(v) If s − r = 1 and p + q < 1, then (1.1) has a positive weak solution (u, v) such that u ∈ W 1,m 0 (Ω) ∩ C 1,α (Ω) for some α ∈ (0, 1) and v ∈ W 1,τ 0 (Ω) ∩ C 0,β (Ω) for some β ∈ (0, 1) and for all m ≤ τ < ∞. Also
. (Ω) ∩ C 0,α (Ω) for some α ∈ (0, 1) and for all m ≤ τ 1 < ∞ and v ∈ W 1,τ 2 0
(Ω) ∩ C 0,β (Ω) for some β ∈ (0, 1) and for all m ≤ τ 2 < ∞. Also
. (Ω) ∩ C 0,β (Ω) for some β ∈ (0, 1) and for all m ≤ τ 2 < ∞. Also
.
In our next result we discuss the uniqueness of a weak solution to (1.1). The rest of the paper is organized as follows. In Section 2 we collect some preliminary results which include several properties of the solution to the singular problem (1.5). Finally in Section 3 and Section 4 we give the proof of the main results.
Preliminary results
In this section we collect some preliminary results that will be useful in the study of (1.1) 
Proposition 2.2. Let (u, v) be a solution of (1.1). Then there exists a constant c > 0 such that
Proof. Let w be the solution of
where
Since w is m-superharmonic, by Hopf's Boundary Point lemma we have ∂w ∂ν (x 0 ) < 0 on ∂Ω, which gives |∇w(x 0 )| > c > 0 on ∂Ω, for some positive constant c.
Hence, there exists t 0 < 0 such that
. Using the definition of C and w above, we deduce that
Using the Comparison Principle we obtain
In a similar way we prove that v(x) ≥ cδ(x) in Ω.
in Ω,
has a unique solution u ∈ W 1,m 0 (Ω) and:
(
The key results in proving Proposition 2.3 are the following:
where θ : Ω → (0, ∞) is a continuous function.
Lemma 2.7. (see [24] ). Let Ω ⊂ R N be a bounded and smooth domain. Then
Denote by φ > 0 the first eigenfunction of −∆ in Ω.
are respectively sub and supersolutions of (2.4) provided c > 1 is large enough. Hence
We claim that
for some c > 0. To prove this, let x ∈ Ω be a fixed point and r = δ(x)
3 . Then
and by Lemma 2.6 we have
which proves (2.6). Using the estimate (2.6) we deduce that |∇w| ∈ L (ii) Assume now θ(x) ∼ δ(x) −1 log −a 1 δ(x) for some a ∈ (0, 1). Then
are respectively sub and supersolutions of (2.4), where A > 1 is large. It follows that
Using (2.8) and a similar approach as in part(i) we deduce that
In particular |∇w| ∈ L p (Ω) for all p > 1 which, by Lemma 2.5 with Φ = ∇w, yields u ∈ W 
It is well known that λ > 0, ϕ ∈ C 1,γ (Ω) for some γ ∈ (0, 1) and ϕ has constant sign in Ω. Also ϕ(x) ∼ δ(x). Thus, by normalizing ϕ we may assume ϕ > 0 in Ω and ||ϕ|| ∞ = 1. To show that the W (Ω).
Similarly, to show that the regularity w ∈ W 1,p 0 (Ω), m ≤ p < ∞ is optimal we take
where A > 1 is a large constant. δ(x) follows in the same way as in [18, Lemma 3.3] by noting that
are respectively sub and supersolutions of (2.1) for some large c > 1. Using the asymptotic behaviour of u we deduce that
By Proposition 2.4(ii) it follows that u ∈ W are respectively sub and supersolutions of (2.1) for some large c > 1, we easily deduce that in Ω.
Any subsolution u and any supersolution u of
in Ω where 0 < c 1 < 1 < c 2 and 0 < m 1 < 1 < m 2 satisfy
that is c 1 c
For any (u, v) ∈ A let (T u, T v) be the unique solution of the system
and define
In order to prove the existence of a solution to system (1.1) we need to show that F has a fixed point in A. We claim that: Then, by Schauder's fixed point theorem we obtain that F has a fixed point in A which is further a solution to the system (1.1).
Step 1 in Ω.
Then T u satisfies
2 T u is a supersolution of (3.2), which by (3.3) yields
Also, by the definition of
Thus, by the definition of T u we deduce that
1 T u is a subsolution of (3.2), which by (3.3) yields
In a similar manner, by using the definition of A and the properties of subsolution and supersolution of problem (3.1), we obtain that T v satisfies
Step 2: F is compact and continuous. Let (u, v) ∈ A. Since F(u, v) = (T u, T v) ∈ A, using Proposition 2.3, we deduce that
for some α ∈ (0, 1). Since the embedding C 1,α (Ω) ֒→ C 0,α (Ω) ֒→ C(Ω) is compact, it follows that F is compact.
In order to prove that F is continuous, let {(u n , v n )} ⊂ A be such that u n → u and v n → v in C(Ω) as n → ∞. Since F is compact, there exist (U, V ) ∈ A such that up to a subsequence we have
By Theorem 1 in [25] , the sequences {T u n } and {T v n } are bounded in C 1,γ (Ω ′ ) for any smooth open set Ω ′ ⊂⊂ Ω with γ ∈ (0, 1). Thus, we have
for any smooth open set Ω ′ ⊂⊂ Ω. Passing to the limit in the definition of T u n and T v n we deduce that (U, V ) satisfies
Since the solution to (3.4) is unique, it follows that T u = U and T v = V . Therefore, we deduce that
Hence F is continuous.
Here, we can apply the Schauder's fixed point theorem, there exists (u, v) ∈ A such that
, that is T u = u and T v = v. Therefore, (u, v) is a solution to the system (1.1).
The remaining part of Theorem 1.1 is proved in the similar manner. We will only provide the necessary changes in order to carry out the proofs of (ii)-(viii).
(ii) Assume s − r > 1 and p + q(m+r) m+s−1 = 1. Choose ε > 0 small enough such that
By Proposition 2.3 (i)-(iii) there exist 0 < c < d < 1 such that:
Any subsolution v and any supersolution v of in Ω.
in Ω where 0 < c 1 < 1 < c 2 and 0 < m 1 < 1 < m 2 satisfy (3.3). The approach is now similar as in part (i).
(iii) Assume s − r < 1 and p + q < 1. By Proposition 2.3 (i)-(iii) there exist 0 < c < d < 1 such that:
Any subsolution v and any supersolution v of
(iv) Assume s − r < 1 and p + q = 1. Choose ε > 0 small enough such that
(v) Assume s − r = 1 and p + q < 1. Choose ε > 0 small enough such that
By Proposition 2.3 (i)-(iii) there exist 0 < c < d < 1 such that:
(vi) Assume s − r = 1 and p + q = 1. Choose ε, η > 0 small enough such that
in Ω where 0 < c 1 < 1 < c 2 and 0 < m 1 < 1 < m 2 satisfy (3.3). The approach is now similar as in part (i). Any subsolution u and any supersolution u of in Ω.
(viii) Assume p + q > 1 and s − r(m−q) m+p−1 = 1. Choose ε > 0 such that
Any subsolution u and any supersolution u of in Ω.
in Ω where 0 < c 1 < 1 < c 2 and 0 < m 1 < 1 < m 2 satisfy (3.3). The approach is now similar as in part (i). 
(4.1)
in Ω, we deduce that
Using (4.2) we deduce that u i satisfies
By (4.1) and (4.3), there exists c ∈ (0, 1) such that
Therefore, we can find a constant C > 1 such that
We claim that u 1 ≥ u 2 in Ω. Let us suppose by contradiction that
Clearly M u 1 ≥ u 2 in Ω. Therefore, it follows that
in Ω.
Thus, v 1 is a solution and M − r 1+s v 2 is subsolution of
which by Proposition 2.1 gives
Using the above inequality, we have
Thus, u 2 is a solution and M
This contradicts the minimality of M as
Hence u 1 ≥ u 2 in Ω. Similarly we have u 2 ≥ u 1 in Ω, so u 1 ≡ u 2 which also yields v 1 ≡ v 2 . Thus, the system (1.1) has unique solution.
(ii) Assume s − r ≤ 1 and p + q < 1. Let (u 1 , v 1 ) and (u 2 , v 2 ) be two solutions of (1.1). By Proposition 2.2, there exists a constant c 1 > 0 such that
in Ω, i = 1, 2. Further, the approach is similar to that in case (i).
(iii) Assume p + q = 1 and s − r < 1. Let ε > 0 be small enoungh such that s − r(1 − ε) < 1. Let (u 1 , v 1 ) and (u 2 , v 2 ) be two solutions of (1.1). By Proposition 2. From now on we proceed in the same manner as in case (i). This concludes the proof of Theorem 1.2.
