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Abstract
Creation of 3-D digital models is an expensive process and the owners of these models are 
reluctant to make the models publically available. A typical example is the case of interactive web 
applications where these models can be downloaded and used illegally without their consent. 
Watermarking addresses the issue of copyright protection of 3-D models by inserting the 
copyright information (watermark) robustly and invisibly in 3-D models without creating a 
visually discernable impact on the model. This watermark may be useful as a proof of ownership 
of a 3-D model.
The first contribution of this thesis is the design and development of a novel watermarking system 
for copyright protection of 3-D triangle models. The proposed method inserts the watermark in 
the normal vector information of 3-D triangle models, which is least likely to be disturbed by the 
attacks due to its importance in the rendering process. Experiments prove that proposed method is 
robust against the cropping, mesh simplification and noising attacks in addition to rotation, 
translation and uniform scaling.
The remaining part of the thesis addresses issues regarding the steganography of 3-D models. 
Steganography is described as hiding the secret message in 3-D model in a manner that the 
presence of the secret message in 3-D model is undetectable.
An efficient steganographic method is proposed for 3-D polygonal and point sampled models 
which exploits the Implicit Point Order (IPO) of 3-D models to compute the fictitious list of the 
vertices of the model so as to embed the hidden message in 3-D model. Experiments show 30% 
improvement in the efficiency as compared to the state of the art techniques.
Another high capacity steganographic algorithm is designed and implemented for 3-D point 
sampled and polygonal models which embeds the secret message in the least significant bits of the 
transformed coordinates of the point data. Capacity has been improved to 30 bits per vertex at 
some expense of the complexity. However, the processing time is still within the practical limits.
Key words: Watermarking, Steganography, Point sampled geometry, Polygonal models, Triangle 
models, Point Sampled models, 3-D models.
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Chapter 1
1 Introduction
1.1 Background
This thesis mainly addresses the technologies of watermarking and steganography for 3-D 
models. During the last two decades, a digital revolution has overtaken traditional media such as 
paper, vinyl and tapes. It is observed that audio, video and so much other valuable data is 
becoming more easily available in digital format. The production, distribution and storage of 
information have dramatically changed. This phenomenal shift follows the emergence of 
extremely flexible and easier ways to produce, distribute, edit copy and consume the valuable 
work. Large scale illegal copying and distribution was considered to be a complex operation. Due 
to the digital nature of multi-media, the complexity of these operations has decreased 
considerably. Unauthorized copying of the intellectual content on physical media almost always 
caused degradation in the quality of the content. However, the digital technologies have made it 
very easy to copy the audio-visual content with high fidelity. Moreover, the Internet has provided 
excellent tools such as “torrents” to share distribute and even sell the content illegally without 
paying anything to the legitimate stake holders. In this scenario, the lawful owners of the digital 
content are more concerned about the protection of their digital assets and the importance of the 
intellectual property right (IPR) protection becomes all the more important.
These challenges are addressed by the discipline of digital rights management (DRM). DRM is 
described as access control techniques to implement rules for production, distribution and 
consumption of the digital content [44][45] [46] [93]. It can be observed that DRM has promoted 
the development of various research areas such watermarking, steganography, digital signatures, 
biometrics and smart card technology and utilize these technologies individually or collectively 
depending on the particular context to address the problem of digital right management.
For instance, Stanford Michael Angelo Project is a prime example involving 3-D models and use 
of DRM technologies to manage the digital rights of the parties associated with the project. This 
project has developed a digital archive hosting the high-resolution scans of ten Michael Angelo’s 
statues. The access of these models is granted to only the established researchers for non­
commercial use by the Italian authorities. However, the authorities need to make sure that these 
models can be used only by the intended users and no scanned model is distributed further by any
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researcher without their permission as these scanned models may be useful to generate perfect 
copies of the statues with the help of the cutting edge manufacturing techniques such as 
stereolithography.
Among DRM technologies, cryptography and encryption seem to serve the purpose in this 
scenario. The scanned models can be securely encrypted before delivering to the intended users. 
The legitimate user can decipher the model using the authorization key. Anybody not having the 
key cannot access the model. However, the authorities have no control over the model once it is 
decrypted by the legitimate user. The legitimate user is free to distribute the scanned model 
illegitimately!
Watermarking augments the DRM at this stage and provides a potential solution to prove the 
identity of the culprit, if unauthorized distribution occurs [113]. In this particular scenario, 
watermarking is defined as imperceptibly altering 3D model to embed a message (called 
watermark) about the model and its intended user. In case, an unauthorized 3D model is found, 
this watermark can be extracted and presented in the court of justice to identify the user 
responsible for its illegal distribution.
It is obvious that the pirates (party interested in distributing and using the models illegally) can try 
their best to wipe off the watermark from the model or to make it incomprehensible before it is 
distributed illegally. Their attempt to do so is known as a “malicious attack”. Similarly, the 
watermark may be destroyed accidentally by normal processing of 3-D model like rotation, 
translation and uniform scaling. Therefore, a watermark must be robust to these malicious and 
non-malicious modifications. Obviously, watermark and attacks must not degrade the visual 
quality of the model.
Our first contribution in this thesis is the development of a robust watermarking scheme for 3-D 
triangle models. The embedded watermarks are robust against non-malicious modifications such 
as rotation, translation and uniform scaling and malicious attacks like mesh simplification, 
cropping and noise addition.
Since ancient times, secret communication has been a point of vital interest. The motives for 
communicating secretly may be numerous, ranging from activities of spies to the benign exchange 
of messages between two lovers. Invisible ink was used for writing secret messages on a piece of 
paper which became visible by exposing it to heat. Herodotus tells us about a slave with warning 
of Persian attack on Greece tattooed on his head. The message was hidden by the growth of his 
hair and was revealed by shaving the head again.
Even in modern days, the importance and need of being able to communicate secretly cannot be 
undermined. We observe that political dissent is not allowed in some countries. The disagreeing 
organization needs to be very cautious while communicating within their members or with other
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international organizations such as Amnesty International. These organisations may use the 
encryption to cipher the contents of their communications. However, in case the communication is 
being monitored by the government officials, this may raise the suspicion due to the nature of 
encrypted message which is apparently a meaningless sequence of binary symbols. This situation 
may lead to detention of the members of organization and use of torture in order to force them to 
reveal the contents of the messages. In order to avoid the rise of suspicion, steganography can be 
used instead of only encryption.
Steganography is defined as a way of secret communications such that the very existence of the 
message is concealed itself. A secret message is hidden in a medium such as a 3-D model without 
introducing perceptible change in the model. This model can be sent through a basic 
communication channel available to the general public such as emails without raising any 
suspicion. In addition to the scenario just presented, the attempts of various governments to 
restrict the encryption services provides motivation for research community to develop the 
steganographic methods which can enable them to conceal the messages in apparently “innocent 
looking” media [16].
As the primary purpose of a steganographic method is to convey a hidden message imperceptibly, 
the steganographic method must be able to efficiently hide maximum amount of secret data in 3-D 
model without being detected.
The second and third contribution of this thesis is the development of two steganographic 
methods focusing on efficiency and the capacity of the methods.
1.2 Objectives
The first objective is to develop a watermarking scheme for 3-D triangle models resistant to 
cropping, mesh simplification, rotation, translation and uniform scaling which exploits normal 
vector information in order to insert the watermark. Normal vector information is usually used by 
shading algorithms to render the surface of 3-D triangle models. As any attack cannot degrade the 
visual quality of 3-D model by destroying the normal information, this information is least likely 
to be disturbed by any attacks. The idea is similar to DCT watermarking in images, where 
perceptually important DCT coefficients are selected and used to insert the watermark. The 
watermarking scheme presented in [18] exploits normal vector information to embed the 
watermark in 3-D triangle models and is robust against mesh simplification and noise addition in 
addition to non-malicious attacks of rotation, translation and uniform scaling. However, the 
scheme does not resist the cropping attack. We aim to propose a method inspired by the idea 
presented in [18] which uses normal vector information to insert the watermark and is resistant
3
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against cropping attack in addition to rotation, translation, uniform scaling, mesh simplification 
and noise addition.
The second objective of this thesis is the development of an efficient steganographic method to 
hide the secret message in 3-D polygonal and point sampled models without any compromise on 
other vital features of imperceptibility, capacity and security as compared to the state of the art 
steganographic techniques. In almost all of the steganographic techniques developed for 3-D 
models, a secret message is usually hidden in the vertices and triangles of 3-D models which are 
known as Data Embedding Primitives (DEPs). These steganographic techniques define a fictitious 
sequence of DEPs with the help of a key using a traversal algorithm which is a computationally 
expensive pre-processing step. The pre-processing step accounts for 30% processing complexity 
of these methods [4], [32], [30], [31], [8]. Based on the order defined in the pre-processing step, 
the DEPs are processed one by one to embed the hidden message in the model. The main 
objective of this contribution is to propose a steganographic scheme which exploits the implicit 
point order of 3-D models to compute the fictitious order of the DEPs automatically and 
completely replaces the pre-processing step.
The third objective of the thesis is the development of another efficient and high capacity 
steganographic method for 3-D polygonal and point sampled models with an emphasis on the 
capacity without compromising on imperceptibility, efficiency and security. Based on the 
technique developed for definition of the fictitious sequence vertices (DEPs) in the second part of 
the thesis, a secret message is hidden in the least significant bits of the transformed coordinate 
values of the points. All three degrees of freedom corresponding to three coordinate axes are 
exploited to embed the data.
The sole aim of the research project is to investigate the spatial domain of 3-D models for 
exploiting its potential for watermarking as well as steganography (collectively known as data 
hiding). The objectives of the thesis can be summarised in the following three points:
• Design and implementation of a robust watermarking scheme for 3-D triangle models 
robust against cropping, mesh simplification, noise addition, rotation, translation and 
uniform scaling.
• Design and implementation of an efficient steganographic algorithm with emphasis on 
efficiency without compromising capacity, imperceptibility and security in comparison 
with the state of the art techniques.
• Design and implementation of a high capacity steganographic algorithm with emphasis on 
the capacity without compromising on efficiency, imperceptibility and security in 
comparison with the state of the art techniques.
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1.3 Achievements
The results in this thesis have produced a number of publications which are listed in Appendix A. 
The work involved an extensive literature review of the existing watermarking and the 
steganographic techniques. The work which is believed to be original is listed below:
• A robust watermarking scheme for 3-D triangle models is designed and implemented 
which is robust against cropping in addition to mesh simplification, noise addition, 
rotation, translation and uniform scaling.
• An efficient steganographic algorithm is designed and implemented using the implicit 
point order of 3-D polygonal and point-sampled models. Efficiency has been improved by 
about 30% as compared to the state of the art techniques without compromising capacity, 
imperceptibility and security.
• Based on the idea of using implicit point order for generation of DEPs presented in 
chapter 4, a high capacity steganographic algorithm is designed and implemented which 
embeds the secret message in the least significant bits of the transformed coordinates of 
the point data in a local coordinate system of the model. Capacity has been improved in 
comparison with the state of the art steganographic techniques without compromising the 
imperceptibility, security and the efficiency criteria. The complexity of the method has 
increased in comparison with the scheme proposed in the second part due to 
transformation of the point data in the local coordinate system. However, the processing 
time is still within the practical limits.
1.4 Outline of thesis
The first chapter gives an introduction to the background of the watermarking and steganography. 
It also pinpoints important issues related to the watermarking and steganography. The motives 
behind the research regarding both fields have been highlighted . The objectives of the research 
have been described and the achievements have been listed finally.
Chapter 2 gives an overview of 3-D shape representation, fields of watermarking and 
steganography. An account of the various representation formats for 3-D models is presented 
with an emphasis on the representation formats which will be used in this thesis. General motives 
of digital watermarking and steganography are discussed with the discussion of different 
application scenarios of these technologies. This follows a discussion of the requirements of 
watermarking and steganographic systems in terms of various properties of these technologies. A 
survey of most well-known work done in the field of watermarking and steganography is
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presented which analyses the strengths and weaknesses of various proposed methods and 
highlights various open issues in the fields of watermarking and steganography.
The design and implementation details of a robust watermarking scheme for 3-D triangle models 
has been discussed in chapter 3. A review of the state of the art robust watermarking schemes has 
been presented in the start with a discussion of the strengths and weaknesses of various methods. 
This follows the description of the proposed algorithm. Finally experimental results and 
discussion is presented with the conclusive remarks about the contribution of the chapter.
Chapter 4 describes the second novel contribution of the thesis. An efficient steganographic 
algorithm is designed and implemented using the implicit point order of 3-D polygonal and point- 
sampled models. The algorithm has been presented along with a literature review of the state of 
the art techniques in steganography. Experimental results are presented with a discussion of the 
results. The final part of the chapter concludes the discussion along with some open issues for the 
future work.
Chapter 5 proposes a high capacity steganographic method for 3-D polygonal and point sampled 
models which is third novel contribution of this thesis. Based on using the idea of using implicit 
point order for generation of DEPs presented in Chapter 4 of the thesis, a high capacity 
steganographic algorithm is designed and implemented which embeds the secret message in the 
least significant bits of the transformed coordinates of the point data in a local coordinate system 
of the model. The implementation details of the method have been elaborated and experimental 
results have been presented. This follows the discussion about the experimental results and the 
last part of the chapter concludes the chapter with some future directions to explore.
The last chapter presents the overall conclusions of the thesis leading to some suggestions for the 
future work followed by a list of publications produced during the research work in Appendix A.
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Chapter 2
2 Introduction to Watermarking and 3-D 
Models
This chapter presents an overview of the discipline of data hiding for 3-D models. Firstly, an 
account of the various representation formats for 3-D models will be presented with an emphasis 
on the representation formats which will be used in this thesis.
The motivation for digital data hiding will be discussed with an overview of the numerous 
application scenarios. Later sections of the chapter, describe the general framework of the data 
hiding systems. Various properties of the data hiding systems will be discussed in detail. The 
requirements of the data hiding systems in terms of these properties will be elaborated followed 
by a survey of the most well-known work done in the field of the digital data hiding so far. The 
presented survey analyses the strengths and weaknesses of various proposed methods and 
highlights various open issues in the field of 3-D data hiding.
2.1 Representation of 3-D models
3-D models are constructed to approximate a continuous surface within 3-D space. There are 
many ways in which we can classify the digital representation of 3-D models. 3-D models are 
constructed by digitisation of a solid object using 3-D digitisers and laser rangers. These models 
can also be acquired with the help of computer aided design/manufacturing (CAD/CAM) 
application by assembling parametric surfaces [37] [40] .
The representation of an object is almost an open problem in the fields of computer graphics, 
animation and manufacturing because different methods of representation have their own 
advantages and disadvantages. Therefore, there is no universal representation format for these 
objects. Rather, it is observed that certain modelling methods have been specifically developed for 
certain specific scenarios. For instance, Constructive Solid Geometry (CSG) facilitates interactive 
design and manipulation of industrial objects despite its limitations to model the shapes which are
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not Boolean combinations of the basic modelling blocks also known as primitive shapes or 
primitive elements. In the following sections an account of the various representations formats 
will be presented for 3-D objects with an emphasis on the formats going to be used in the later 
chapters of the thesis.
2.1.1 Polygonal Models
3-D objects are represented as a net or conglomerate of “planer” polygons. A polygon is a plane 
object bounded by a closed path. This closed path comprises n- straight lines and such a polygon 
is denoted as n-gon in general. For examples, triangle, squares and pentagons are examples of 3- 
gon, 4-gon and 5-gon respectively. These line segments (called edges) meet at point called 
vertices or points or nodes.
A polygon is called convex if the edges are non-intersecting, every interior angle is less than 180 
degrees and every edge remains inside or on the boundary of the polygon as shown in Figure 2.1. 
A polygon not fulfilling any of these conditions is knows as concave polygon.
(b)
Figure 2.1: Concave Polygons; (a) intersecting edges (b) an interior angle greater than 180.
A 3-D object of any shape and topology can be represented using this representation and the 
degree of accuracy required to describe the shape can be fully controlled. The degree of accuracy 
to describe an object is described in terms of the number of vertices and the number of polygons 
in the model. Some model representations are preferably required by the machine or the renderer. 
Similarly, some representation formats are more useful to be used by the user or user interface.
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Within this classification framework, polygonal models are considered as a machine 
representation mainly due to two reasons. It is not easy for a user or user interface to manipulate 
the polygonal model directly. Secondly, polygonal models are directly rendered with the help of 
dedicated hardware. This explains why polygonal models are de-facto standard in the computer 
graphics industry. Many other representations such as bi-cubic parametric patches and 
constructive solid geometry (CSG) which cannot be directly rendered are converted to polygonal 
model based representation before rendering. Moreover, it is mathematically a straightforward 
operation to convert these representation formats into polygonal model equivalent and dedicated 
3-D rendering hardware solutions are present in order to produce realistic rendering effects for 
polygonal models such as shaders etc.
In Figure 2.2, some 3-D polygonal models are shown with close ups. In the simplest form, a 
polygonal mesh is a data structure which is essentially a linked list of spatial coordinates. These 
coordinates represent the spatial specification of various points sampled from the surface of the 
object. Edges can be represented explicitly or implicitly. In addition to the coordinate information 
of the points and link relationship between the points, the polygonal model may contain other 
useful information such as normal vector information for the points and the polygons (faces) of 
the model and the texture information. For a more detailed discussion of more advanced 
polygonal data structures [37]and [38] may be consulted.
Triangle based polygonal models are the simplest class of polygonal models. These are more 
popular as polygonal models can be easily converted to triangle based models simply by 
triangulating all the polygons having more than three facets.
2.1.1.1 Triangle Mesh Models
These polygonal models are a collection of interconnected triangles as shown in Figure 2.3. 
Essentially, a triangle mesh model consists of vertices (V) ’ edges (E) and triangle faces (F) which 
are also known as geometry primitives [38]. Vertices are also called points or nodes. The 
neighbourhood structure of a triangle mesh consisting of triangle faces, edges and vertices is 
called the connectivity of the mesh. Connectivity and topology are sometimes used 
interchangeably in the 3-D watermarking literature. However, some researchers prefer to 
distinguish between them. Patrice et al. has mentioned different ways to describe topology [39] as 
they appear in the literature regarding computer graphics and watermarking.
1. Global neighbourhood structure of the 3-D model comprising vertices, edges and 
triangles [4].
2. Local Geometric configuration of a face or vertex [20].
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3. Study of the geometric properties of objects such as genus, connectivity and manifoldness 
o f the solids.
WÊËÊÊÊË
É
 »
(c)
Figure 2.2: Different views of an arbitrary polygonal model comprising triangles and quads; 
(a)Surface of the model (b) Wireframe representation (c) close-up of wireframe representation
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%
(b)
(c)
Figure 2.3: Different views of Triangle model of Venus comprising triangles; (a) Surface of the model 
(b) Wireframe representation (c) close-up of wireframe representation
However, Patrice et al. [39] prefer to use terms “connectivity” , “local geometric configuration” 
and “shape-topology” respectively for the above mentioned three cases. We opt for the same 
convention in our discussion. Though we use “connectivity” and “topology” interchangeably 
unless stated explicitly otherwise.
11
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Geometry is defined as the coordinate values of the vertices in the context of 3-D models. If an 
edge belonging to a triangle mesh exists between two points or vertices, these vertices are called 
neighbours, 1-ring neighbours, 1 -connected vertices or adjacent vertices. The set of 1- connected 
neighbours of a vertex constitute a 1- ring neighbourhood of the point and the cardinality of this 
set is termed as valence or degree of the point.
A mesh is called manifold if every edge of the mesh is incident to at the most two faces. On the 
other hand, a non-manifold mesh contains at least one edge having more than two incident faces 
as shown in Figure 2.4 where edge be is shared among triangle faces ab, bch and bed.
b d f •
a c e
(a )
Figure 2.4: (a) Mani fold Mesh (b) Non-Mani fold Mesh
An edge pertaining to only one triangle is called a boundary edge. A closed polygon comprising 
only boundary edges encompasses a hole and the holes are generally considered as artefacts.
Normal vectors for a 3-D triangle mesh model can be calculated either on the points or on the 
triangle faces. In the former case, the normal vectors are called point normal vectors and the later 
case, these normal vectors are known as face normal vectors. Face normal vectors are calculated 
by finding out the direction of the normal to the plane of the triangle face while the point normal 
vectors are normally calculated as a weighted average of the triangle faces connected to the point 
in question.
12
Chapter 2. Introduction to Watermarking and 3-D Models
2.1.2 Parametric Surfaces
These are also known as bi-cubic parametric surfaces [37]. In contrast to polygonal models, the 
surfaces are not planar rather the surfaces patches are curved. The object is specified as a 
collection of surface patches. The position and shape of every patch is specified in terms of a 
mathematical equation. As any or all the points on an individual patch can be specified in terms of 
a mathematical equation, the shape of the patch can be manipulated by changing the mathematical 
equation. As compared to the polygonal models, the shape of an object can described 
economically in terms of less number of patches. The economy in terms of the reduced number of 
patches comes with the cost of the increased mathematical complexity though as the patches are 
described in terms of mathematical equations. As pointed out in the discussion about the 
polygonal models, the representation formats can be classified on the basis of their requirement by 
machine/renderer or by the user/user interface. In this context of classification, parametric 
surfaces are considered to be a representation required by user or user interface. Therefore, 
parametric surface patches have to be often converted into polygon mesh models prior to 
rendering [37].
Only a brief introduction of the parametric surfaces is presented here as we don’t deal with this 
representation in this thesis. However, further details about parametric surfaces can be found in 
[37]and [38].
2.1.3 Constructive Solid Geometry (CSG)
Constructive Solid Geometry (CSG) is used for the unambiguous representation of the solid parts 
of an object. This is considered to be an exact representation of 3-D objects. The representation of 
an objected is constructed by combining the elementary shapes or blocks called primitives. In 
contrast with polygonal models and parametric surfaces, the shape is not represented as “surface” 
in the CSG models. Rather, shape is described by volume of the volumetric primitives. Further 
details of the CSG can be found in [37]and [38].
2.1.4 Spatial subdivision Surfaces
In this class of representation, the whole object space is labelled according to the object 
occupancy. The object is divided into cubic units called voxels and these voxels are labelled as 
empty or occupied. In other words, the shape of the object is specified by representing the space 
occupied by the object instead of the surface of the object.
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2.1.5 Point Sampled Models
A point sampled model or a point cloud (also referred to as point sampled geometry) is a set of 
vertices in a three dimensional coordinate system without any connectivity information. The 
vertices are defined as a tuple of x, y and z- coordinate values in the model. An example of a point 
sampled model is shown in Figure 2.5.
(b)
Figure 2.5: Different views of point-sampled model o f Venus comprising only point data ; (a)Point 
Sampled model (b) close-up of point sampled
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Point sampled models are generated by 3-D scanners normally. 3-D scanners scan a physical 
object by sampling a large number of surface points of the object thus generating a raw point 
cloud in the form of a file. The number of sampled points depends on the precision required for 
modelling the object. This point cloud can be further processed to generate more suitable 
representation formats or can be used in the raw format as well. 3-D point sampled models are 
normally used for creating 3D CAD models in mechanical manufacturing, quality inspection, 
visualization and animation industry. Normally point sampled models are not directly usable in 
most 3-D applications and they have to be converted in other representation formats such as 
triangle meshes, polygonal models, NURB surfaces etc. However, they can be directly used in 
some applications such as inspection in the manufacturing industry. The point sampled models of 
the manufactured object and the standard prototype are registered with each other. These aligned 
models are compared with each other to display any imperfections in the form of colour maps.
2.2 Data Hiding: Watermarking and Steganography
This thesis deals with the steganography and digital watermarking which are collectively referred 
to as “information hiding” or “data hiding” in literature [16],[42].
“Watermarking is defined as the process of imperceptibly altering a work to embed a message 
about the work” [42],
While “Steganography is defined as the process of undetectably altering a work to embed a secret 
message”. A work is defined as any medium such as video, audio, pictures, software, text or 3-D 
models where one wants to embed or hide some information or data[l 14][115].
As mentioned earlier, information hiding is generally considered to be a collection of 
watermarking and steganography, however some researchers have recently presented research 
which point to new directions in the field of information hiding or data hiding. Examples of such 
research work include monitoring the anonymity while using a network [43] and hiding the 
presence of a part of a specific data base from the unauthorised users. Moreover, some researchers 
propose a different treatment for the terms of data hiding, steganography and watermarking and 
define data hiding as a kind of steganography [96].
However, we maintain the terminology convention used in [16] and use data hiding for 
representing watermarking and steganography collectively. Similarly, inserting the watermark (in 
watermarking) and embedding the secret message (in steganography) will be collectively referred 
as embedding data (in data hiding) unless specified explicitly otherwise.
During the last two decades, production, distribution and storage of information have dramatically 
changed. Digital revolution has taken over the traditional media of information exchange such as
15
Chapter 2. Introduction to Watermarking and 3-D Models
paper, vinyl and tapes. It is observed that audio, video and so much other valuable data is 
becoming more easily available in digital format. This phenomenal shift follows the extremely 
flexible and easier ways to produce, distribute, edit, copy and consume the valuable work. Large 
scale illegal copying and distribution was considerably intricate process. Due to the digital nature 
of the multi-media content, the complexity of these processes has reduced many times [98]. 
Unauthorised copying of the intellectual content on physical media almost always caused 
degradation in the quality of the content. However, the digital technologies.have made it very easy 
to copy the audio visual content with high fidelity. Moreover, the Internet has provided excellent 
tools such as torrents to share, distribute and even sell the content illegally without paying a single 
dime to the legitimate stake holders. In this scenario, the importance of the intellectual property 
right (IPR) protection becomes all the more important as the lawful owners of the digital content 
are more wary of the protection of their digital assets.
It is observed that the content owners can have recourse to the technology of cryptography in this 
situation. The discipline of cryptography is fairly mature and any digital content can be securely 
encrypted before delivering content to the intended users [105]. The legitimate user can decipher 
the digital content using the authorisation key. Anybody not having the key cannot access the 
content. However, it can be observed that the owner of the content has no control over the digital 
content once it is decrypted by the legitimate user. The legitimate user is free to distribute the 
digital content illegitimately.
All the scenarios mentioned in the above lines, give rise to the discipline of Digital Rights 
Management (DRM), which is described as techniques to implement rules for production, 
distribution and consumption of the digital content [44] [45] [46]. It can be observed that DRM has 
promoted the development of various research areas such watermarking, steganography, digital 
signatures, biometrics and smart card technology, to name a few.
Similarly, the attempts by various governments to restrict the encryption services provide 
motivation for research community to develop the steganographic methods which can enable 
them to hide the messages in apparently innocent looking media [16].
2.2.1 General Framework
This section presents a general framework and terminology for the watermarking and 
steganography. In order to avoid repetition, term “data hiding” is used interchangeably with 
watermarking and steganography where both mentioned together. Although the applications of 
the watermarking and steganography are very different, yet both technologies share many high 
level building blocks together.
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The media (audio, video, software, text, 3-D content) where we want to insert the watermark or 
hide the secret message is called cover work denoted by 'M' normally. The secret message or the 
watermark is known as the payload, denoted as 'm'. A secret or public key, 'K', governs the 
procedure of embedding data in the cover. In both watermarking and steganography, Kirchhoff s 
rule follows that the attacker has the knowledge of the algorithm and the security of the system 
lies in the use of key [100]. So a secure watermarking or steganographic system must use a key in 
order to ensure the security. Digital content containing the watermark is called watermarked 
content in watermarking and stego-content in steganography.
Payload(m)
V
Cover Work (M) Embedder
A
Optional Key (K)
V
V
Watermarked 
Work (M')
Recovered
Work
(M)
< - Decoder/ Detector
V
Recovered Payload (m)
Figure 2.6: General frame work for Watermarking
Payload(m)
V
Cover Work (M) Embedder
A
Optional Key (K)
V
V
Stego Work (M1)
Recovered
Work
(M)
Extractor < -
V
Recovered Payload (m)
Figure 2.7: General frame work for Steganography
The embedder takes the cover work 'M' and payload along with an optional key K and produces 
watermarked/ stego work. The decoder/detector takes the watermarked/stego work (M') along
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with the optional cover work M (in case of non-blind schemes) and an optional key, K, and to 
read the watermark/hidden message or to indicate if a watermark is present in the work or not. In 
some applications, the detector/decoder also generates the original cover work; such schemes are 
called reversible or lossless data hiding schemes [123][124][125][126][127]. The retrieval of the 
original document is desirable in some applications due to the required high-precision nature of 
the data such as particle physics experiments and medical diagnosis [97].
Detection and decoding have slightly different meanings [40]. Detection of the watermark implies 
a binary decision about the presence of a particular watermark while decoding is defined as 
reading the watermark bits embedded in the watermarked content.
Data hiding systems are classified on the basis of mode of detection/ decoding. Blind data hiding 
systems are characterised by a detection/decoding stage where the secret message /watermark can 
be retrieved/ detected without the original digital content. Similarly, non-blind or informed data 
hiding systems do require original digital content for the detection/retrieval of the embedded 
message. Another category of the data hiding systems require only some information relating to 
the original digital content for detection/retrieval of the embedded data without any need of the 
original digital content itself. These systems are referred to as semi-blind data hiding systems or
the data hiding systems using side information [40].
2.2.2 Applications
Properties of a data hiding system are often described in terms of robustness, capacity and 
imperceptibility. However, these requirements are strongly dependent on the application scenario 
where these systems would be used. Therefore, before discussing the requirements of the data 
hiding system, an account of the various applications of watermarking and steganography is 
presented in this section. Each application calls for different requirements in terms of capacity, 
robustness and imperceptibility. It will become evident after reviewing these applications that no 
single data hiding systems is able to address all the application scenarios.
2.2.2.1 Applications of Watermarking
The earliest watermarking development dates back as early as 1954 which was specifically 
intended for proving the ownership of the audio data [101]. Since then many more application 
scenarios have been discovered for watermarking. Various application scenarios for watermarking 
systems are presented in this section. This list of the application scenarios is a fairly detailed but
not exhaustive off course, as new scenarios are evolving with the advance of the digital
technologies.
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2.2.2.1.1 Ownership Identification
W atermarks - perceptible or imperceptible - can serve as a stamp showing the copyright 
information for the intended users and general public[99][l 10][111], Normally, Copyrights can be 
claimed by the owner of the content only after displaying the copyright notice within the 
intellectual content [42]. This copyright information can be lost during the processing and 
transmission of the digital content and end user may not be even aware of the violation of the 
copyrights.
A classical example of this situation is presented in [42] about "Lena"(Figure 2.8a) which is 
perhaps the most commonly used test image in the image processing research and appears very 
frequently in the image processing journals and conference proceedings.
This image is in fact a cropped version (Figure 2.8 b) o f the 1972 Playboy centrefold [91][92]. 
Unfortunately, the portion of the image lost to the cropping also contained the ow ner’s 
identification. Researchers used this test image without a hint o f copyright infringement as no 
copyright information was available - visibly or invisibly- with the image. In this scenario, a 
watermark can be inserted in the image invisibly which can be extracted by an end user with the 
help of a blind watermark detector. W ithin the frame work of the current copyright laws, the 
information must be visible on the content. However, an invisible watermark can inform a 
cautious end user about the copyrights of the content.
—11
Figure 2.8: Famous test image ‘Lena’
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2.2.2.1.2 Proof of Ownership
Watermark can also be used to prove the ownership of the content [42] [106] [107] [108] in 
addition to inform the end user about the ownership as mentioned in section 2.2.2.1.1. By 
definition, a watermark cannot be destroyed unless the perceptive quality of the content is 
degraded so much that the content becomes of no or very low commercial value.
The digital medium such as an image, containing the copyright watermark can be registered with 
the copyright authorities [42]. In case a dispute of ownership arises, the watermark present in the 
image in circulation is compared with the original watermark extracted from the standard to 
establish the rightful ownership of the image.
2.2.2.13 Broadcast monitoring
In the broadcast industry, advertisers want to monitor that time slots bought for the promotion of 
their products are dedicated for their use only. One way to accomplish this is to employ dedicated 
human observers for watching and recording the television transmission. This method is not cost 
effective. Moreover, it can be error prone and cannot be relied on. There may be many other 
possible solutions for this problem. However, watermarking can provide an automated and cost 
effective solution to this problem.
Identification information is inserted in the digital content to be broadcasted before handing it 
over to the broadcaster. A computer system equipped with the watermark detector can extract the 
watermark and compares the received watermark with a data base containing known digital 
content. If a match occurs, the digital content (TV commercial, TV programme) can be identified 
[42].
2.2.2.1.4 Copy Protection
In contrast with the copyright protection, copy protection is a preventive application. Copyright 
protection can help to prove the ownership once the dispute about the ownership arises while copy 
protection aims to provide a mechanism that such situation of dispute can be avoided completely. 
The main goal of the copy protection is to prevent the people from making illegal copies of the 
copyright content [42] [47]. This is accomplished by inserting the information regarding the terms 
of use in the digital content. This information indicates if the content can be copied or not and 
how many times it is allowed to be copied etc. Patrice et. Al [39] has presented a similar scenario 
regarding the DVDs where each traded DVD is encrypted and watermarked. A personal DVD 
doesn’t bear any encryption and watermark, on the other hand. A watermarked but not encrypted 
DVD is detected as a pirated DVD and cannot be read. Although, watermarking technology was 
not introduced due to many reasons, however, the next generation of HD DVD players and 
recorders incorporated watermarking technology to enforce the copy protection.
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2.2.2J.5 Authentication
Digital content can be subjected to intentional or unintentional manipulations to introduce some 
changes or artefacts in the digital content such as medical images, engineering CAD drawings, 
witness documents and images etc. The goal of authentication is to make sure that the received 
content is conformed to the original one [40] [48] [49]. In this scenario, a 'fragile' watermark is 
inserted in the digital content which breaks or vanishes if the content is tampered in any form. 
Sometimes, a “semi fragile” watermark is inserted which is not sensitive to certain common 
processing algorithms such as compression and only disappears following intentional 
modifications [ 119] [ 122].
2.2.2.1.6 Self-Indexing
The purpose of the indexing is to give a semantic description of the content.[50]. Meta data is 
usually hidden in the headers of the content. The header data is usually prone to be destroyed by 
simple format conversion. In order to survive from the loss of meta data due to format conversion, 
meta data can be inserted in the form of the invisible robust watermark. The minimal robustness 
requirement of this watermark is to be able to resist format conversion.
2.2.2.1.7 Finger-Printing
In this application, watermarks are used to track down the ‘legal’ users responsible for “illegal” 
dissemination of the content. The owner or producer places a unique identifier in the form of 
watermark which identifies a specific user. In case, the digital content is illegally disseminated, 
the culprit can be tracked down by extracting the watermark [16].
In short, the application of the watermarking can be classified briefly into three main categories:
1. Intellectual Property Right protection: This class of applications include copyright 
protection, copy protection, finger printing and transaction tracking. The watermark needs 
to withstand the attacks robustly against all possible manipulations.
2. Authentication: This class of applications include authentication and integrity checking. 
The goal is to indicate if the content has undergone any changes and to optionally locate 
the changes if required.
3. Data embedding: This class of applications aim at hiding information related/not related 
to the content. Main goal is to increase the functionality enhancement and addition of 
value to the content.
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2 2 2 2  Applications of Steganography
Steganography is the art of communicating secretively without raising any suspicion that a secret 
communication is going on by making the very existence of the message undetectable. The 
classical application of the Steganography has been to transmit the sensitive information so that it 
is undetectable by the enemy states. However, additional application scenarios in recent times 
have evolved due to changing socio-geographic foreground of the world.
2 2 2 2 .1  Steganography by Dissidents
Steganography has been reported to be used by political organisations in [42]. In countries, where 
political dissent is discouraged, the dissident political entities have recourse to steganography in 
order to communicate amongst themselves. In case, these political groups use the encryption 
services or anonymous remailers, it will be enough to give rise to the suspicion about the 
exchange of objectionable information. Steganography ensures that seemingly innocent looking 
pictures, video or 3-D content can’t raise any doubt as it is considered a basic communication 
between both parties.
2 2 2 2 2  Steganography by Criminals
Like any powerful and useful technology, steganography can also be used by the criminals for 
their purposes. In a democracy, although the national laws restrain the state from infringing upon 
the public privacy by tapping the communications, however, there are provisions that special 
permission can be sought from the court of law to tap the telephone calls and access the data on 
the remailer servers etc.[42] In this scenario, Steganography offers a means of secret 
communication for criminals. This scenario gives rise to the fast maturing discipline of steg- 
analysis which develops the technology to detect any secret communication by means of 
steganography.
2.2.3 Properties of Data Hiding Systems
Requirements of a data hiding system depend on the particular application scenario. The 
application scenarios have been discussed in earlier section. The requirements of a particular 
application are described in terms of capacity, robustness, imperceptibility and security [39], [40], 
[4], [31], [32], [33], [7], [8]and [9]. These data hiding parameters are discussed in detail in the 
following sections.
2.2.3.1 Robustness
Robustness is described as ability of the watermark or hidden message to be detected or decoded 
successfully in the face of intentional or un-intentional attempts to modify it. The attempts to
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modify or distort the embedded data are collectively known as attacks. Unintentional 
manipulations include common processing phases during the life cycle of the digital content such 
as compression, geometric distortion^ rotation, translation and scaling) etc[120].
Intentional manipulations of the digital content are motivated by the unauthorised removal, 
distortion or detection of the watermark. These intentional manipulations are known as malicious 
attacks also.
2.23 .2  Attacks
A formal classification of the data hiding attacks has been presented in [84]. These attacks include 
removal attacks, geometric attacks and protocol attacks. Such a formal classification is not 
proposed for 3-D data hiding systems. However, a comprehensive list of attacks has been 
compiled in [39]. The following section presents the details of the malicious and non-malicious 
manipulations which have been commonly reported in 3-D data hiding publications.
2.2.3.2.1 Affine Transformations
These are geometric transformation for a 3-D model which preserves the straight lines in the 
model. These transformations include rotation, translation, uniform scaling, non-uniform scaling, 
shear and projective distortions. Among these, rotation, translation and uniform scaling are 
collectively known as similarity transforms also. These are considered as common 3-D processing 
algorithm and do not distort the model. So, similarity transforms may be viewed as minimal 
requirement from the point of view of robustness. Non-uniform scaling, shear and projective 
distortion are considered malicious attacks and have not been dealt with, in many data hiding 
systems except a few[18] because these attacks are considered to degrade visual quality of the 
model considerably[70].
2.2.3.2.2 Noising and Demising
Noising attacks are performed by the addition of white Gaussian noise on vertex coordinates. As 
there is no standard compression algorithm for 3-D models [52], the effect of general compression 
scheme is usually simulated by noising attack on 3-D models. Denoising is effectively smoothing 
operation and normally accomplished by Laplacian smoothing [53].
2.2.3.2.3 Connectivity Attacks
Connectivity attacks modify the connectivity information of the mesh without changing the 
geometry. Vertex re-ordering and re-triangulation are typical examples of the attacks in this class. 
Vertex re-ordering is also known as distortion-less attack. Although, this attack has been reported 
as a connectivity attack in [39], however, it does not change any geometry or topology and still
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desynchronises the hidden data. Re-triangulation involves modification of the triangles by simple 
edge flips or even triangulation of the geometry of the mesh from the scratch.
2.23.2.4 Sampling/ Resampling Attacks
Sampling attacks may change the connectivity and geometry of the mesh without changing the 
shape topology [39] [54]. These attacks are considered most versatile and challenging attacks for 
copy right watermarking schemes. Any sampling of the 3-D models which can preserve the visual 
impact of the model must be taken into account. This class of attacks include mesh simplification 
[55], mesh refinement [20] and remeshing [57]. Mesh simplification is the process of removing 
redundant point data and faces for fast rendering. Mesh refinement is accomplished by using 
subdivision to add more points and faces in the model. Remeshing, as the name implies, involves 
changing in the point density (global or local) and connectivity of the mesh.
2.23.2.5 Topological Attacks
As the name implies, these are very complex attacks which change the shape topology of the 
object by cropping a part of the object, creating imperceptible cuts and filling the holes.[40]. 
Cropping is considered to be a well known member of this class of attacks. Apparently, cropping 
attack degrades the perceptual quality of the object to a great extent. However, the cropped part of 
the object can still be useful. The test image 'Lena' is a good example of this scenario. This test 
image is perhaps the most widely used image amongst the researchers in the image processing 
area. Test image is a cropped version of the Miss November’s image appearing in ,1972 in 
Playboy. The cropped part which contains only the face and shoulders of the model and the 
ownership notice was discarded with the other portion of the image. Similarly, the head of any 
archaeological statue can be cropped from a 3D scanned model and will be still valuable to 
produce the exact replica using techniques such as stereo lithography.
2.23.2.6 Geometric Deformation
These attacks are not dealt in data hiding schemes normally with an exception of [58] as these 
distort the shape of the model under attack. These attacks include bending invariant signatures, 
mesh editing, and mesh morphing and local deformations such as introducing imperceptibly small 
bumps in the object [58] [54].
Robustness requirements depend very much on the application scenario. For example, copyright 
protection imposes high demands in terms of robustness as the pirates can make all efforts to 
destroy the watermark. In case of steganography, the robustness requirements are quite relaxed 
and the only purpose of the scheme is to make the hidden message undetectable [39], [40], [4],
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[31], [32], [33], [7], [8]and [9]. May it be watermarking or steganography, neither embedding 
procedure nor the attack should introduce any perceptible artefacts in the digital content.
2 .23 .3  Imperceptibility
Imperceptibility of the watermark or the hidden message means that watermarked/stego model 
and the original model should be similar in perception to each other. The perception should be 
taken in subjective and objective meanings. Subjective imperceptibility means that the artefacts 
should not be visible by human eye while objective imperceptibility means that unauthorised 
people should not be able to detect the presence of the watermark or hidden message in the model.
Although, imperceptibility of the embedding is a desired feature, however, this feature can be 
compromised with the increased robustness in watermarking specially, depending upon the nature 
of the application.
There are some common observations about imperceptible data hiding. Some regions on a 3-D 
shape must be avoided for data embedding. These perceptually important regions include sharp 
edges on 3-D models and constant curvature flat-looking regions. The Human Visual System 
(HVS) is more sensitive to any perturbations on these mentioned regions on a particular 3-D 
model.
An important point to note is that there is still no standard perception metric available to evaluate 
the impact of the data embedding in 3-D models. Different approaches have been proposed to date 
for evaluating the impact of steganography and watermarking on 3-D models. Most metrics to 
evaluate the perceptive quality of the data embedding schemes are developed in the research area 
of mesh simplification.
The Hausdorff Distance [59] is computed for models where there is no change in the topology. A 
normalised variant of Hausdorff distance is proposed by Cayre et.al in [4]. Hausdorff distance is 
based on a point to surface distance while Root Mean Square distance (RMS) or Vertex Signal to 
Noise Ratio (VSNR) is calculated on the basis of the point to point mean Euclidean distance. 
Geometric Laplacian [60] takes into account the local smoothness evaluation also. Another 
roughness based metric has been proposed by Corsini et.al.[88]. Rondao et.al [89] has also 
proposed a metric based on the comparison of the rendered images using mutual information 
criteria.
These metrics don’t give perfect results about the perception of the 3-D models. For example, the 
values of these metrics are almost similar when a 3-D model undergoes smoothing operation or 
application of random additive noise. However, the Human Visual System (HVS) is more 
sensitive to the latter process. Similarly, different version of a single 3-D model having different
25
Chapter 2. Introduction to Watermarking and 3-D Models
geometry and topology produce different values of these metrics, while visually they represent the 
same content. [39].
2.23.4  Capacity
Capacity or data payload refers to the number of bits a watermark embeds in an instance of 3-D 
object [42]. In the general framework of steganography, capacity is further classified as 
embedding capacity and steganographic capacity. Embedding capacity defines the maximum 
number of bits which can be hidden in a cover model, while steganographic capacity is the 
maximum number of bits which can be hidden in a cover model without being detected. Unless 
specified explicitly, capacity refers to embedding capacity in the literature and we adopt the same 
convention. It is not a trivial task to calculate the steganographic capacity even for the simplest 
systems [42].
2.23.5  Security
Security is closely related to the robustness of the embedded data [100] [102]. However, when we 
refer to the security of the data embedding system, it is strictly related to “resisting” the hostile or 
intentional attacks as mentioned earlier. As mentioned earlier, the level of security which should 
be provided to a data hiding system is strongly dependent on the application scenario.
2.2.4 Requirements of Data Hiding Systems
2.2.4.1 Requirements of watermarking Systems
As mentioned earlier, the requirements of a watermarking system are governed by a particular 
application scenario. However, there is still no consensus on the requirements of 3-D 
watermarking systems. A detailed account of the general requirements for watermarking systems 
can be found in [42]. A synthesis of the 3-D watermarking requirements is presented here on the 
basis of the application scenarios presented in the state of the art 3-D watermarking literature.
Robustness requirements are very different for different applications. For example, in 
authentication oriented applications, a watermark needs only be resistant against normal 
processing algorithms likely to occur between the stage of data embedding and watermark 
detection[121]. In 3-D watermarking, the systems for authentication purpose are designed to resist 
against rotation, translation and scaling operation, format conversion and vertex re-ordering 
[39] [40]. Some authors [87] however include cropping as an attack for the authentication 
schemes.
For copyright protection, robustness is generally required against all attacks which preserve the 
shape. These attacks have been previously mentioned. However, most research papers
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([66][63][67][35] e.g.) list rotation, translation, uniform scaling, vertex reordering, noising, 
cropping and subdivision.
As of capacity of watermarking schemes, different watermarking applications require different 
payload requirements which may vary from 32 bits to 64 bits for copyright protection 
applications. Similarly, for authentication purposes the so called one bit watermark detectors 
generate a binary decision about the presence of the watermark.
Different applications require different mode of extraction or detection for the watermarking. In 
some scenarios, for example transaction tracking or fingerprinting, the original model is available 
to the owner and the watermark extracted form the test model can be compared to that of the 
original model. Generally, non-blind systems provide increased robustness in comparison with the 
blind systems. A non blind system can be used especially if it provides advantages in terms of 
increased robustness or some other feature as compared to the blind scheme. On the other hand, in 
copy control applications, the original model is not available for the extraction, for example in the 
case of DVD copy protection. Therefore, a blind watermarking system becomes probably the only 
option in this scenario.
2.2.4.2 Requirements of Steganographic Systems
In steganography, there are three types of intruders namely passive, active and malicious [42]. All 
the state of the art steganographic methods proposed for 3-D polygonal models and point sampled 
models assume passive intruder where the intruder is interested in knowing only if 3-D model 
contains any message or not. The intruder is not interested in reading the message (active 
intrusion) or in changing the message (malicious intrusion). Therefore, the robustness of the 
embedded message is seldom considered in the literature [1], [4], [8],[11],[17], [29],[30],[31],[32] 
[39],[40]. However, rotation, translation and uniform scaling are considered as very common 
processing algorithms for a 3-D model within a 3-D scene. Therefore, all the steganographic 
methods proposed for 3-D models assume basic requirement of robustness against rotation, 
translation and uniform scaling.
As far as the mode of extraction is concerned, it is always assumed that the receiving person does 
not have access to the original cover work and blind extraction of the message is required. 
However, both communicating parties can agree on maintaining a data base of 3-D models so that 
the stego model can be compared against it to extract the message. This scenario might be 
desirable if the non-blind extraction can free us from the need to embed the signal more strongly 
enabling us to embed the message without causing much visual impact on the model.
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2.3 Related Work
As mentioned in section 2.2.2, the applications of data hiding can be classified broadly as 
intellectual property rights (IPR) protection system or mainly copyright protection systems, 
authentication, data embedding and steganography. In the following section, the most well known 
and recent research work regarding these applications of data hiding will be presented. The 
discussion is divided into four sections regarding these application scenarios.
2.3.1 Copy Right Protection
Publications aiming at copyright protection are basically watermarking schemes which are robust 
against certain class of attacks. These can be classified as non-blind copyright protection systems 
or informed copyright protection systems. Non-blind or informed copyright watermarking 
systems require the original un-watermarked model for extracting/detecting the watermark while 
blind watermarking systems for copyright protection don’t require original model for extracting / 
detecting the watermark.
In this section, non-blind copyright protection systems will be discussed and then discussion 
about the blind copyright protection systems will be presented.
2.3.1.1 Informed Copy Right Protection
These schemes are also known as robust watermarking schemes. Ideally these systems must be 
able to withstand all known types of attacks which don’t produce visual degradation in the model. 
A list of such attacks has been presented in the section 2.2.3.2.Among all these attacks, schemes 
specially designed to withstand remeshing and resampling are known 3-D shape watermarking 
schemes also. Informed copyright protection schemes have been proposed in both spatial as well 
as transform domain.
Spatial Domain Techniques: In spatial domain, watermark is hidden in the geometry of the 
models. The watermarking schemes in this class insert the watermark normally in the coordinates 
of the vertices and /or point or face normal vectors. Face normal vectors are calculated as normal 
to the plane of the triangle or the polygon while point normal vectors are normally calculated as a 
weighted sum of the face normal vectors for the faces adjacent to the point. Features of 3-D 
models which are used for embedding the watermark such as point normal vectors and the point 
coordinates are termed as data embedding primitives (DEPs) [4] . Point normal data is considered 
to be a continuity of the local surface of the 3-D models. As point normal vector are usually 
calculated as an average of the face normal vectors, any attacks targeting the local 
topology/connectivity of the model can affect the point normal vectors of 3-D model. However, 
the attacks affecting the point normal data are not considered while testing the robustness of a
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scheme because these attacks degrade the visual quality of 3-D model during rendering. [65]. A 
watermark or a watermarking attack must not degrade the visual quality of the model.
Benedens proposed a non-blind robust watermarking scheme [18] which embeds data in the point 
normal vectors.‘Point normal vectors are subdivided in the groups called bins. Every bin is 
characterised by a “centre normal” of the bin and the an g le ^  known as the bin radius. The 
normal vectors of the model are populated in the specific bin with radius cj)R if the angle 
difference between the radius of the centre normal and the angle of the normal vector is less than 
<f>ji. Each bin represents one bit of watermark using different features. The values of these features 
are manipulated by moving adjacent points using an optimisation technique in order to set a 
particular binary state of the bin. This scheme resists noise addition and mesh simplification but 
does not offer robustness against cropping attack. The watermark is extracted by simply 
populating the bins with normal data and finding the binary state of the bins. Registration and re­
sampling is performed before extracting the watermark using the original model to bring the 
watermarked model to its original location.
Later on, Yu et. al.[70] also proposed another informed robust watermarking scheme which uses
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Figure 2.9: Block diagram for watermark embedding (image courtesy of Yu et. al [70])
the point distribution of the 3-D model based on the distance of the points from the centre of the 
gravity for the model. The vertices are grouped into bins and the length of the vector extending 
from the point to the centre of gravity is changed in order to embed a bit of watermark in a bin. 
Watermark is detected by populating the bins with the vertices and finding the state of the bin 
using majority voting as shown in Figure 2.9. The detection procedure is elaborated in Figure 
2.10. Unlike the scheme proposed by Benedens [18] this scheme is also robust to the cropping 
attack in addition to the noise addition, resampling, rotation, translation and uniform scaling.
Benedens proposed another non-blind robust copyright protection system [85] based on free form 
deformations (FED) [Figure 2.11]. The scheme can process only entirely smooth (organic meshes) 
such as animation characters and anatomical models. This watermarking method is robust against 
the mesh simplification, noise addition and cropping. During the embedding stage, special 
location on the surface of the mesh called feature points are selected using a key and these points
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are displaced along or against the surface normal using free form deformation (FFD) with the help 
of a key. The detection process is based on the assumption that random copies of the original 
model have features that are independently randomly distributed. This algorithm provides good 
imperceptibility results as criteria such as symmetry and continuity preservation are considered 
while designing the scheme. However, the main limitation o f the method is that it can process 
only thoroughly plane objects.
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Figure 2.10: Block diagram for detection (image courtesy of Yu et. al [70])
(a) Feature points chosen symmetrically on (b) The embedding process preserves symmetry, 
the original model. left deer is original, right is watermarked version.
Figure 2.11: Visual Impact of Scheme based on Free form deformation (image courtesy of Benedens 
[85])
Transform  D om ain Techniques: Informed watermarking schemes devised in transform domain 
basically relate to mesh spectral decomposition, wavelet transform  and the spherical wavelet 
transform. These transforms are extension of signal processing tools for regularly sampled signals
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such as audio, video and images to 3-D meshes. Generally, transform domain techniques provide 
good robustness features. However, the computational complexity is generally higher than the 
schemes operating in the spatial domain which has serious implications in terms of complexity.
Spectral decomposition may be considered as an extension of the Discrete Fourier Transform 
(DFT) or Discrete Cosine Transform (DCT) for 3-D meshes. Geometry of the mesh is projected 
over the eigenvectors of the Laplacian operator which is usually approximated by the Umbrella 
operator. The umbrella operator is calculated as a function of the matrices containing the 
neighbourhood (connectivity) information of the mesh. The projection of the geometry 
coordinates on the Laplacian operator leads to three real valued spectra denoted by (P,Q,R). In 
addition to the Umbrella operator, some other approximations have also been proposed which 
provide energy compaction in pseudo-low frequency, just like the DCT [70] [72]. For bigger mesh 
models, numerical instabilities in the form of the eigenvector flipping have been reported in 
[60] [128]. In order to avoid these problems, mesh connectivity partition is used. Mesh 
connectivity partition algorithms introduce some artefacts on sub-mesh boundaries. Radial basis 
functions (RBF) have also been proposed to compute the spectra of the meshes.
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Non-blind copyright watermarking system proposed by Ohbuchi et.al [21] is based on spectral 
decomposition and well balanced seed points are selected to initialise connectivity based front 
propagation in order to define a partition. Three real valued spectra P, Q, R are used to embed the 
watermark in additive manner. During the extraction stage, registration, resampling and 
remeshing is used to extract the partition and correspondence between the original and 
watermarked mesh [Figure 2.12]. The scheme is robust against rotation, translation, scaling, 
noising and cropping.
Benedens in [54] proposed to embed watermark onto transformed local normal component of the 
point coordinates instead of using spectra (P,Q,R). This strategy shows improvement in terms of 
imperceptibility. The proposed scheme is also robust against rotation, translation, scaling, noising 
and cropping.
Another variant of [21] is proposed by Cotting et al.[10] who have extended the work to point 
sampled models which are simply a point cloud without any connectivity information. Laplacian 
operator is computed by K-nearest neighbour algorithm. Partitioning is done through a 
hierarchical clustering procedure. Extraction is performed through a registration and resampling 
procedure. The robustness features are similar to the scheme presented in [21].
As the process of computing Laplacian becomes computationally very expensive for very large 
meshes, Wu and Kobbelt [72] propose use of RBF functions as an approximation of Laplacian 
Eigen function. RBF functions are centred on seeds uniformly distributed on the mesh and the 
matrix is decomposed by singular value decomposition (SVD). This scheme provides real time 
processing for large models with the same robustness features although robustness decreases as 
compared to [10]and [21].
In addition to spectral decomposition of 3-D models, wavelet decomposition has also been used 
for robust watermarking. Kenai [61] proposed the first scheme for robust watermarking in wavelet 
transform domain. The idea of using wavelets for 3-D models was introduced by Lounsbery [74]. 
A number of wavelet coefficients are selected using a geometric thresh-hold to minimise the 
visual impact. Watermark bits are embedded in the least significant bits of the wavelet 
coefficients. Wavelet coefficients of the original and watermarked model are compared in order to 
extract the watermark [Figure 2.13]
Praun et al. proposed an informed robust watermarking [24] scheme in the wavelet domain which 
is robust against rotation, translation, scaling, noise addition, resampling and cropping attacks. 
Wavelet coefficients are computed by progressive meshes [86] which defines radial basis 
functions (RBF).During embedding stage, the points are moved in the normal or reverse normal 
directions depending upon the value of the watermark. The amplitude of this movement is
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modulated by the RBF. Apart from good robustness quality this scheme shows improved 
detection of the watermark as com pared to scheme presented in [61].
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Yin et al. propose another informed robust watermarking scheme on the basis of the method 
proposed in [75]. The scheme is robust against rotation, translation, scaling, noise addition and re­
sampling. However, it does not resist the cropping attack. Watermark is inserted in some spatial 
kernels of the low resolution representation of the shape which is not equivalent to low resolution 
components in the wavelet domain. So, embedding a bit in low resolution mesh doesn’t mean a 
bit has been embedded globally in the mesh that accounts for its poor robustness against cropping.
Jin et al. [76] used a spherical parameterisation of the mesh (spherical wavelet) [77] to embed 
watermark robustly in 3-D mesh models. Limitation of this method is that meshes approximating 
shapes of genus 1 and higher have to be converted to genus-0 mesh which leads to sub-optimal 
results as shown in Figure 2.14.
2.3.1.2 Blind Copy Right Protection
As mentioned earlier, blind copyright protection techniques are robust watermarking systems 
which don’t require the original model for the detection/ decoding of the watermark. These 
schemes are generally less robust as compared to non-blind watermarking schemes.
To the best of our knowledge, there is no blind robust watermarking system which can withstand 
mesh simplification and cropping attacks. However, blind extraction of the watermark is a 
desirable property in many applications such as copy protection as discussed in section 2.2.2.1.4 . 
These schemes can be further divided in spatial domain and transform domain.
Spatial Domain Techniques
Ohbuchi et al. [20] proposed four watermarking algorithms in his research paper which was the 
first publication related to 3-D watermarking. These methods are named as Triangle Similarity 
Quadruple (TSQ), Tetrahedron Volume Ratio (TVR), Triangle Strip Peeling Sequence (TSPS) 
and Macro Density Pattern (MDP). TSQ algorithm modifies the ratios between triangle edge 
lengths or triangle height and base’s length. A quadruple of triangles is computed using a simple 
traversal of the mesh. The four triangles are labelled as on marker triangle, a subscript triangle 
and two triangles containing the data values as shown in Figure 2.15 where v,- are vertices, e,y are 
lengths of the edges and /z, are heights of triangles. In the decoding phase, a quadruple of triangles 
is identified during the mesh traversal and data values stored in a particular quadruple are 
extracted. These data values are arranged in the order defined by the marker triangle of each 
quadruple. This scheme can resist rotation, translation, uniform scaling and cropping attacks due 
to inserting the subscript of data values in the form of the subscript triangle.
In Tetrahedron Volume Ratio (TVR) algorithm, an initial tetrahedron is selected depending upon 
some selection criteria and the ratio between the volume of the start tetrahedron and one formed 
by an edge and its incident triangles is changed to embed the watermark value. The algorithm is
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robust against rotation, translation and scaling, however it is confined to processing only manifold 
meshes.
Triangle Strip Peeling Sequence (TSPS) is the algorithm which provides the basis of some future 
promising steganographic methods. Given the orientation of the triangles, this scheme embeds 
data in triangle strips during the traversal of the mesh. The method is robust against rotation, 
translation and uniform scaling. As the method doesn’t traverse all the triangles of the mesh, it is 
hard to give an estimate of the capacity.
Figure 2.15: TSQ Algorithm: A macro embedding primitive, (image courtesy Ohbuchi et al [20])
Figure 2.16: TVR Algorithm: the volume of the tetrahedron a-b-c-d is changed to embed the 
watermark bit (image courtesy Ohbuchi et al [20])
Mesh Density Pattern (MDP) changes the local density of the point data to embed a visual 
watermark in the model. Normally the logo is invisible with the common shading algorithms, 
however, it become visible if the edges of the mesh are rendered.
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Focussing on the efficiency of the mesh traversal, Benedens proposed a method named vertex 
flood algorithm in [80]. The method embeds n-1 number of bits where n stands for number of 
triangles. The scheme defines a unique traversal o f the triangles o f the model and embeds the 
watermark by modifying the point positions in order to change the height of the triangles. The 
watermark is robust against translation, rotation and uniform scaling attacks.
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Figure 2.17: MDP Algorithm (a) Effect of embedding (b) effect of simplification (image courtesy 
Ohbuchi et al [20]))
W agner [29] proposed a blind watermarking scheme which is robust to rotation, translation and 
scaling only, using normal vectors for em bedding the watermark in 3-D mesh models. These 
normal vectors are calculated using the umbrella operator which takes into account the
36
Chapter 2. Introduction to Watermarking and 3-D Models
neighbourhood of the point. Watermark is computed as continuous function on the surface of the 
unit sphere. Using a key along with the neighbourhood information, the value of the normal 
vector is converted into an integer and the binary equivalent of this integer is partly replaced by 
bits of the watermark. Solving a set of linear equations, values of point coordinates are found for 
the new normal vectors. Decoding can be simply done by computing the values of the normal 
vectors for the watermarked model. As the method is strongly dependent on the topology of the 
mesh model, this scheme cannot resist connectivity attacks in addition to the cropping attack.
Harte [68] proposes another blind watermarking scheme which embed watermark in the geometry 
of the mesh. Every point is considered to be a binary state object. If the point is outside a 
boundary volume of its neighbourhood, it is in state 1 otherwise in state 'O', as shown in Figure
Points are ranked according to their distance to the centre of point neighbourhood. As the method 
is strongly dependent on the local connectivity of the mesh, it cannot withstand the remeshing, 
resampling and cropping attacks. However, it is robust against rotation, translation, scaling and 
noise addition. Moreover, as compared to Wagner’s method, this scheme incurs less 
computational cost as it exploits point traversal.
Based on the ideas presented in [70], a blind, robust watermarking scheme has been presented in 
[67] by Cho et al. The idea is based on the histogram of distances from the points of the surface to 
the centre of the gravity. As the cropping and resampling attacks can change the position of the 
centre of gravity, the schemes based on the centre of gravity are usually not robust against the 
cropping and resampling attacks. However, authors propose to send data about the centre of 
gravity as side information so this scheme can be considered as a semi-blind watermarking 
scheme. Results show that the scheme is more robust than methods proposed by Haret et. al.[68] 
and Wagner [71]. Limitation of the method is that it can process only the star shaped models
2.18
Figure 2.18: Embedding a ‘1’ bit in the vertex Vj(image courtesy Harte [68])
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where the line segment linking each point of the surface to the centre of gravity doesn’t intersect 
the surface at any other point.
The scheme presented in [35] proposes to convert the point data into spherical coordinate system 
with the centre of gravity as the origin. During the embedding stage, the coordinate axes of the 
model are aligned with its principal axes generated through Principal Component Analysis (PCA) 
and the centre of gravity of the model is made to coincide with the origin of the principal axes. 
Watermark is inserted in the mesh by changing the value of r and 9 according to the value of the 
watermark. A neighbourhood patch is calculated for every point and the binary state of the point 
is calculated with reference to the mean radius of the neighbourhood. First method proposed in 
this scheme is robust against rotation, translation and scaling. The second watermarking method is 
robust to the mesh simplification also in addition to rotation, translation and scaling operations.
Transform Domain Techniques'. Cayre et al. [66] propose a blind watermarking scheme using 
the idea of flipping the spectral decomposition coefficients P,Q,R. Mesh is partitioned using the 
technique presented in [15] and watermark is inserted in a substitutive fashion on the middle and 
high order frequencies to avoid the visual impact of the embedding. Using Principal Component 
Analysis (PCA), robustness against rotation, translation and scaling is achieved while any change 
in the connectivity severely disturbs the re-generation of the partition on the same locations of the 
mesh as the Laplacian decomposition is highly dependent on the connectivity of the mesh. This 
means that the scheme is vulnerable to cropping and simplification attacks. Robustness to noise 
addition and smoothing attacks have been improved but the cost of computing the transform is 
high, off course.
The loss-of-synchronisation issue arising in spectral decomposition blind technique has been 
addressed in [63]. The idea is based on the technique proposed in [66]. However, the partition is 
constructed automatically extracting feature points. A base mesh is constructed using the 
Delaunay triangulation. Each base triangle sub-mesh is watermarked using the scheme presented 
in [66]. Robustness to the connectivity attacks is improved and compared to [66]. The limitations 
of the method are that non-uniformly distributed feature points can lead to badly shaped meshes 
which may result in sub-optimal decomposition and low capacity.
In wavelet domain, a blind watermarking scheme has been proposed in [69] but the main 
drawback of the scheme is that it cannot withstand cropping attack but the cost of computation is 
high. Moreover, the scheme can process the models with semi regular subdivision connectivity. 
However, Vallete et al. [78] have proposed to use the lazy wavelets in their scheme which can 
process the model any arbitrary connectivity. The robustness results of these schemes are 
comparable to those of [66] presented by Cayre et al.
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2.3.2 Authentication
As mentioned earlier, authentication aims at finding if the digital content has gone through any 
modification or not. Sometimes, the localization of the modification is also a desired feature. 
These schemes are normally known as fragile watermarking schemes. The watermark inserted in 
the model is sensitive to the modification of the content. W henever, a model goes through some 
modification, the watermark is destroyed. The destruction of the watermark indicates that model 
has been tampered with and its authentication is not reliable any more. As the model can go 
through some harmless processing steps such as translation, rotation and uniform scaling, it is 
desirable that watermark resists such “harmless” modifications. Thus, some schemes embed the 
watermark in a way that the watermark is robust against a certain class of manipulations and 
fragile for the rest o f attacks. Such schemes are known as semi fragile watermarking schemes.
In the following section, the watermarking schemes aiming at authentication and integrity 
checking are discussed. These schemes have been proposed in the spatial domain and are mostly 
blind schemes with the exception of [81].
Yeo et al. proposed a 3-D fragile watermarking scheme in spatial domain which doesn’t require 
the original model for the detection of any tempering! 83],
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Watermarked object, 0
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Figure 2.19: Encoding and decoding of watermarks in [83](image courtesy Yeo et al. [83]).
Two indices for every vertex are calculated. These indices are called location index and the value 
index. The location index is calculated as a hash of the spatial location of the vertex under 
consideration and its neighbourhood and the value index is computed as a hash of the location in 
the watermark matrix. The positions of the points are perturbed in such as way that these indices 
have the same value. When a model is checked for authentication and the values o f these indices
39
Chapter 2. Introduction to Watermarking and 3-D Models
are found not to be equal, the model is considered to be tempered with. Moreover, the scheme can 
locate where the modifications occurred by comparing both the indices of each vertex. However, 
the scheme has two drawbacks of the causality problem and the convergence issue. Causality 
problem means when a vertex is perturbed causing disturbance for one of it neighbour which has 
already been set in a particular state through a prior perturbation. Convergence problem arises 
when the model already gets too much distorted before all the vertices are set in the particular 
state.
Fornaro et al. [79] proposed an algorithm for the authentication of constructive solid geometry 
(CSG) models. The watermark is computed from the original model as a hash of the model and 
inserted in the model after the encryption of the watermark. The watermark is inserted in model 
itself or in the comments. While embedding the watermark in the model itself, it is inserted in the 
null node specifically defined for this purpose. So, effectively, the original model is not disturbed 
to embed the watermark. This scheme can only give a binary decision about the tempering of the 
model and the modification region cannot be located.
Benedens proposed a fragile watermarking algorithm in his publication [80]. The vertex flood 
algorithm can embed fragile public watermarks in 3-D mesh models. The proposed technique 
embeds watermark by changing the distance of the points from a start triangle and depends solely 
on the geometry of the model except the topology of the start triangle. The method is robust to 
rotation, translation and uniform scaling and fragile for all other modifications.
Lin et.al [28] proposed a method based on the idea presented in [83] eliminating the causality 
problem. They used two different hash functions for every point and did not include any 
neighbourhood information in the calculation of the hash functions. The problem of distortion 
arising from convergence issue is dealt by not using all the vertices of the model. The vertices 
which cause excessive distortion (a thresh-hold is defined for measuring excessive distortion) are 
not disturbed. This situation leads to false-alarm during watermark detection.
Wu and Cheung [81] proposed a fragile watermarking scheme for the authentication of 3-D 
models. The proposed scheme is robust against rotation, translation and scaling. The inserted 
watermark is fragile against all other modifications. However, the method required the original 
model for the detection of the modification. Moreover, the method cannot locate the modifications 
on the surface of the model. The watermark is inserted by making the ratio between the distances 
of every face from the centre of gravity of the mesh the same by perturbing the vertices.
Chou and Tseng [82] proposed a promising fragile watermarking technique addressing the 
causality and convergence issue. The neighbourhood information is used while perturbing the 
vertices similar to [83]. However, the method employs the strategy to maintain a list of the 
perturbed vertices. Only those vertices are changed where the change doesn’t affect the
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neighbours. When the method ends up embedding procedure all the vertices are populated in the 
list. The union of the changed and unchanged vertices covers the whole model so any 
modification can be detected during the detection phase. The distortion caused by the method is 
controlled by the use of the keys used in the embedding process. The method is outlined in Figure 
2.20.
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Figure 2.20: An overview of the fragile watermarking scheme presented in [82] (image courtesy 
Chou et al. [82] )
Cayre et al. proposed [87] a method on the basis of their previous scheme [4] . The method 
employs a global optimal traversal of the mesh and indexing scheme to watermark each data 
embedding primitive (triangle).The scheme is robust to rotation, translation, scaling and cropping 
attacks and fragile against all other attacks.
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2.3.3 Steganography
Transform Domain Techniques: Aspert et al. [1] presented a steganographic technique in 
transform domain in 2002, improving on the watermarking system proposed by Wagner in [29] 
but the capacity of proposed method was limited to less than 0.5 bits per vertex. Maret and 
Ebrahimi made some improvements to [1] and [29] in order to improve the capacity but still the 
capacity of the method was limited to less than one bit per vertex.
Spatial Domain Techniques: First steganographic scheme in spatial domain for 3-D triangle 
models was proposed by Cayre and Macq [4] which is derived from Quantized Index Modulation 
concept[103]. Although, their algorithm can normally embed only one bit per vertex if the 
algorithm is allowed to run for sufficient amount of time yet this scheme proved to be the 
forerunner of many high capacity efficient methods.
Wang and Cheng [32] proposed an efficient steganographic method for 3-D triangle models in 
2005 based on a fast traversal method exploring all the points and using three degrees of freedom 
thereby embedding three bits per vertex. However, their scheme was limited to triangle based 
models only.
In 2006, Wang and Cheng improved on their method proposed in [32] by extending it to the 
polygonal models and increasing the capacity to 9 bits per vertex using a modified multilevel 
multi level method (MMLEP) and representation rearrangement(RRP) procedures. However, this 
method needs topological information of polygonal models, which renders it suitable to process 
the polygonal models only.
Research presented by Wang and Wang [31] and Cheng et. al [7] in 2005 and 2006 respectively is 
the only work which addresses the issue of steganography both in polygonal models and point 
sampled geometry. The scheme presented in [31] works in spatial domain using a principal 
component analysis (PCA) and a symmetrical swap procedure. The maximum capacity of the 
algorithm is 0.5 bits per vertex and the extraction procedure is non-blind as it needs side 
information relating to the cover model for the extraction of the payload. Cheng et al improved on 
the scheme presented in [31] using the concepts introduced in [32] and incorporated the idea of 
multi level embedding procedure in the algorithm presented in [31]. The maximum capacity is 
increased to 3 bits per vertex but this scheme is also non-blind because it needs the original cover 
model for the extraction of the payload.
2.4 Conclusion
This chapter has presented an overview of the discipline of data hiding for 3-D models. The 
various representation formats for 3-D models have been presented with an emphasis on the
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representation formats which will be used in this thesis. The motivation for digital data hiding has 
been discussed with an overview of the application scenarios. This chapter also describes the 
general framework of the data hiding systems. Various properties of the data hiding systems have 
been discussed in detail. The requirements of the data hiding systems in terms of these properties 
have been elaborated followed by a survey of the most well-known work done in the filed of the 
digital data hiding so far. This survey analyses the strengths and weaknesses of various proposed 
methods. During this course, various open issues have been pointed out. It is observed that 
protecting 3-D models has been deeply addressed in digital watermarking. Various methods have 
been proposed in the spatial as well as the transform domain to address the robustness issue in the 
face of known classes of attacks including cropping. However, in the case of blind schemes, there 
is still no standard scheme which can address the attack of resampling and cropping attacks 
together. Moreover, keeping in view the local perception criterion, there is still need of 
developing the methods where the watermark strength can be controlled and locally adapted to 
local curvature parameters without compromising on robustness features.
Most important of all, there is still no benchmarking system available for 3-D data hiding 
schemes. A benchmarking system is highly desirable for evaluating the performance of various 
schemes and for improving their performance.
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Chapter 3
3 Robust Watermarking of 3-D Triangle Models
3.1 Introduction
Three dimensional (3D) graphic models constitute an increasingly popular multimedia data type on the Internet 
for the exchange and visualization of 3D data. In recent years, an exponential rise in the use of these models has 
been observed in diverse application areas such as 3-D video games, CAD drawings, medical imaging etc. Due to 
the digital nature of these models, copying, editing and illegal distribution of these copyright assets have become 
a trivial task [98]. Therefore, the owners of these models are reluctant about publically disseminating these 
models. In many cases, the stakes are even higher than simply losing the money invested in the production of such 
models. One typical example of such a scenario is Michael Angelo project which aims to generate and host an 
archive of high resolution three dimensional scans for a number of Michael Angelo’s statues. The Italian 
authorities (legal owner of these scans) need to make sure that these scans are used only by the established 
researchers for educational purposes and not to generate the perfect replicas of these statues using techniques such 
as stereolithography.
In case, copies of such models are distributed by any of the researchers without the consent of Italian authorities, 
there must be a mechanism to track down the culprit provided the illegally disseminated copy of the model is 
found out. Watermarking could be one of the solutions in this scenario. In this particular scenario, watermarking 
is defined as imperceptibly altering 3D model to embed a message (called watermark) about the model and its 
intended user. In case, an unauthorized 3D model is found, this watermark can be extracted and presented in the 
court of justice to identify the authorised user responsible for its illegal distribution. This particular application of 
watermarking is known as finger-printing.
A similar example has been presented in [42] about pirated movies. It is found that some of the movies appear on 
VHS, DVD or the Internet before it is even released on cinema which causes huge financial loss for the producers 
of such movies. Interestingly, footprints of some of such pirates were found leading to the academy of Motion
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Picture Arts and Sciences. The academy decides about the winners of famous Oscar Awards for outstanding 
performance in various disciplines of film making such as best actor, best film etc. It distributes the copies of all 
the movies under consideration to its eligible voting members to get their reviews about the movies. In 2004, 
Technicolor, a division of Thompson used video watermarking to individually watermark all of such movies 
distributed amongst the Oscar reviewers. Shortly after the distribution, the pirated copies of some movies 
appeared on the Internet. On analysis of these pirated movies, the source of these movies was found to be the 
videos provided to the actor Carmine Caridi followed by his expulsion form the academy and payment of the 
financial damage to the producer of the movies.
In this chapter, we present a scheme for digital watermarking of three-dimensional (3D) triangle models in spatial 
domain. This scheme is robust against cropping, decimation (simplification) and randomization attacks. The key 
idea is to define the uniformly populated groups of the triangle normal vectors to embed individual bits of 
information which are spread over the whole surface of the mesh. Moreover, our scheme presents features to 
maximize the number of watermarking locations and enable to control the degree of redundancy if required.
The rest of the chapter is arranged as follows: In section 3.2, relevant literature is reviewed briefly. The proposed 
algorithm is described in section 3.3 which consists of embedding of watermark and its retrieval. Section 5.3 
describes the accuracy measures to validate the proposed mechanism. Simulations and results are given in section 
3.4 and the section 3.5 concludes the chapter.
3.2 Related Work
Normally, frequency based decomposition and simplification of 3D models is considered to be a hard task due to 
the lack of natural parameterization. Therefore, the watermarking techniques developed for images, video and 
audio are not easily adaptable to 3D content. For this reason, 3D watermarking did not receive much attention 
from the researchers in the past. However, due to the popularity and affordability of 3-D hardware widespread use 
of 3-D meshes is witnessed in video gaming, special effects in movies, engineering design, virtual reality, e- 
commerce and scientific visualization. This increasing use of 3D content has recently drawn the attention of many 
researchers to this emerging field of research. The first publication on 3D watermarking was produced by 
Ohbuchi et al. [19] in which they proposed a variety of techniques exploiting the geometry and topology altering 
and visible pattern embedding techniques. The geometry altering algorithm tetrahedral volume ratio (TVR) was 
found to be vulnerable to remeshing, simplification and point randomization. Topology altering methods 
introduce artefacts in the form of holes in 3D models. Therefore these methods fail specifically in the case of 
attacks which scan for holes in the mesh.
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Benedens proposed the algorithm known in literature as Normal Bin Encoding (NBE) that adds a watermark by 
embedding individual watermarking bits in the normal information of a collection of surfaces called bins [18]. 
The normal vectors are modified by moving the vertices of the point set leaving the topology of the model 
unchanged without introducing any degeneracy. This algorithm is robust against randomization of points, mesh 
altering, and polygon simplification. As the normal watermark information is embedded onto the normal vector 
data which is least affected by these attacks, the embedded watermark is not lost. However, the method can give 
rise to such a situation in which a considerable amount of normal data can be sampled to a few spatially adjacent 
bins; it is not robust against cropping attack.
Later on, Benedens proposed a non-blind watermarking scheme [64] aimed at informed copyright protection. The 
scheme is based on a “sculpting approach” and needs the original model for making a binary decision if the 
watermark is present in the model-under-investigation or not. The concept of free form deformation (FED) is used 
to perturb the model in order to embed the watermark information. The first step to embed the watermark is to 
choose so called “feature points” on the surface of the triangle model with the help of a key. These feature points 
are moved in the direction of the normal vectors (inward or outward). The direction of movement along the 
inward or outward normal vector is based on the value of the key. This movement is accomplished by the free 
form deformation. During extraction, a correlation is found between the watermark extracted from the original 
model and the watermarked model using the same set of keys. As the watermarked model may undergo affine 
transformation, it is brought back to the original position using a two step registration process. This scheme has 
features of imperceptibility and robustness against the noise addition, affine transformation, resampling, mesh 
simplification and cropping. The limitation of the method is that it can embed watermark only in the smooth 
(organic) models such as animation characters and anatomical models etc.
Yu et.al [70] proposed an informed robust scheme based on the vectors extending from the centre of gravity of the 
model to the individual vertices. These vertices are scrambled with the help of a secret key to define distinct sets 
of vertices. Every set carries one bit of the watermark information. Extraction is carried out by finding correlation 
between the extracted watermark from the original model and the watermarked model. The watermarked model is 
resampled to the original geometric and topological configuration and brought back to its original location with 
the help of the registration process. The scheme is resistant to the rotation, translation, uniform scaling, noising, 
remeshing, polygon simplification and cropping attacks. Remeshing and the polygon simplification are dealt with 
the help of the resampling process. These attacks are recast in terms of the noise attack. Robustness against noise 
attack is achieved with weighting based extraction process.
The main goal of this chapter is to present a new watermarking system designed for 3-D triangle meshes and 
robust against cutting operation in addition to attacks mentioned above. The collections of surfaces (bins) are 
constructed in such a way that all the surface patches contribute to populate the bins. Moreover, each individual
46
Chapter 3. Robust Watermarking o f 3-D Triangle Models
bin contains the normal vectors for patches that may not be spatially clustered. In case a certain part of the model 
is cropped, the bin may still contain some normal vectors for the patches which are not cropped. The experimental 
results confirm this thesis.
The basic idea is to spread the members of an individual bin over the whole surface while keeping the distribution 
of the normal vectors amongst the individual bins fair.
After calculating the consistent normal information, bins are populated with an equal number of normal vectors 
according to descending values of the individual surface normal vectors. Bin centres are selected by seeding a 
uniform random number generator with a secret key. The geometric centres of the bins are shifted towards the 
custom defined half planes to embed the watermark. This is accomplished by moving vertices of point set to 
change the normal values for all the triangles.
The proposed algorithm is described in section 3.3 which consists of embedding of watermark and its retrieval. 
Simulations and results are given in section 3.4 and the section 3.5 concludes the chapter.
3.3 Proposed Algorithm
During the embedding process, consistent normal vectors are generated for the cover model [section 3.3.1.1]. 
From within the generated normal vectors, a sequence of central normal vectors is selected with the help of a key. 
A secure key generation and management system is assumed to be in place for the scope of all the work presented 
in this thesis. These central normal vectors are used to populate their own sets of normal vectors which are termed 
as bins [section 3.3.1.2]. Each individual bin represents a local coordinate system whereas the orthonormal axes 
of each coordinate system are calculated around the central normal of each bin. The state of each normal vector in 
the bin is characterised by the projection of the normal vector onto a two dimensional planar surface defined over 
the local coordinate system of respective bin [section 3.3.1.3]. In order to embed one bit of watermark payload in 
each bin, the binary state of each normal vector in a certain bin is analysed and matched with the watermark bit 
which is going to be embedded in the respective bin. The process of matching the binary state of each normal 
vector with the watermark bit is accomplished by an optimisation process [section 3.3.1.4].
The extraction process is similar to the embedding process as shown in Figure 3.1. Consistent normal vectors are 
generated for the cover model and bins are populated using the secret key. The binary state of each individual 
vector is calculated following the procedure as described in section 3.3.2 which is used to find out the value of the 
watermark bit embedded in the respective bin. The process is repeated for all the bins and watermark payload is 
retrieved.
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Figure 3.1: Overview of the proposed algorithm
3.3.1 Watermark Embedding
The following conventions are used: all the vectors are unit vectors unless specified otherwise and * between the 
vectors denotes the dot product. The term vertex and point are used interchangeably for the vertices of the 3D 
triangle model.
3.3.1.1 Generation of Consistent Normal Vectors:
Let M be a mesh model in its simplest form consisting of a set:
P= (Pi} i=l,2.3 N
where p. = (x i,yi,zi) G 3f?:i ;N is the number of points p; in the point set.
In order to calculate reliable normal information for embedding the watermark, the geometrical centre of mass for 
M is calculated as:
i = l
(3.1)
Further, the consistent normal vectors are calculated for all the triangles in M. The normal vector for the ith 
triangle in the model n* is given by:
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Hi —(%—%) x (v) — Vi) (3.2)
where v,i € P;i = 1,2,3....N
The normal vectors for a triangle surface includes n,: and -n.,: relating to inwards and outwards direction 
respectively. The consistent normal is chosen to be having the higher value cm*h7 where cm is the unit vector 
pointing from the geometrical centre of mass of the model to the geometrical centre of mass of the triangle which 
is defined by vertices %, v2 and v3 .Triangle vertices are ordered counter clockwise.
3.3.1.2 Generation of Bins
Nb is defined as the length of the watermark bit string, S. The number of bins is set equal to NB. Each bin Bj (i=l, 
2, 3.. .Nb) is characterized by bin radius R j and central normal BQ.
All the normal vectors of the model are arranged in descending order of their angle. The central normal vectors 
are selected from within the ordered sequence of normal vectors by seeding a uniform random number generator 
with an arbitrary key K. Rj the radius of the an arbitrary bin Bj is calculated as:
Let Ncbe the number of triangles in the model. All the normal vectors %]={ 1, 2, 3, ...,NC} are sampled to bin Bj 
for which the inequality cos-1 (BCi * rij) < holds true. Let BNj be the number of normals sampled in bin Bj
3.3.1.3 Transformation of Normal Vectors
The geometrical centre of mass for bin Bj denoted by com; is required to be moved in certain half plane. This half 
plane can be constructed by projecting all the normal vectors of bin B; over to 3-D space defined by BQ and its 
orthogonal vectors X and Y as shown in Figure 3.2.
(cos"' (BQ * BQ+i ))/2  z = {1,2,3,...,#* -  1}
(cos-' (BQ * BQ_i ))/2  i = #* (3.3)
X = 2 x BQ 
Y = Xi xB Q
(3.4)
where x is any arbitrary unit vector.
Normalized bin normals nij are transformed to their 2D counterpart q(Xjj,yjj):
(3.5)
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B C i
Figure 3.2: Projection of an arbitrary normal vector onto plane defined by orthogonal vectors of the central normal.
Figure 3.3: Embedding of Watermarking bits by moving centre of mass for bin ( com; ) in or out of the shaded area.
r '  =  l l ( %  k  ) l l
w =  cos-1
with a suitable value for ( say 1(T6.
com;, the geometrical centre of mass for B; is defined as:
BNj
com, =  (c%„c%) =
i= i
The value of com; will be used as apriori information to retrieve the embedded watermark later on.
(3.6)
(3.7)
3.3.1.4 Watermark embedding
Once the half planes are defined as shown in Figure 3.3, l ’s and 0 ‘s can be embedded by moving com; to the 
right and left with reference to this custom defined plane respectively. This is accomplished by moving the
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vertices of the point set to an optimal position thereby changing the values of the associated normal vectors. 
Displacement of vertices to optimal position must incur minimal cost in terms of visual degradation and 
disturbance to already embedded information. The search region around any arbitrary vertex along the coordinate 
axes may be set equal to half of the minimum radius from the vertices in one-ring neighbourhood. Alternatively, it 
can be set to a suitable empirical value A as in our case which will be discussed later.
We have used a step algorithm to identify a local cost minimum around a vertex. In the first step, the following 
locations are selected for vertex, v, for initial search.
where m, = {0,1,2,3} and A = 0.0004 
All the locations are evaluated for cost function, cost (v), which is defined below. If a local cost minimum is 
found, point v is updated with new vertex otherwise, it is not disturbed. Also, normal vectors are not allowed to 
leave the bins. S is defined as the watermark bit string to be embedded in M:
where wl,w2 G [0,1] and % + w2 = 1
The whole process is repeated three times for the whole point set and A is halved at every iteration.
3.3.2 Retrieval of Watermark
For the retrieval of watermark, apriori data comprising locations of bin centres, Rj radii of bins, centres of mass 
for bins along with the original model is required. The original model is used for reorientation purpose here. 
Various techniques have been proposed for the initial registration and reorientation of the models in literature [6], 
[2] and [12]. However, in order to illustrate our idea it may suffice to use the ICP algorithm [26] which needs the 
original model for re-orientation.
(æ, y,z)\x £ {x ± m *  A},y £ {y ± m * A} 
z £ {z ± m * A} (3.8)
^ = {g, € [ 0 , l ] | 0 < i <
cos t(v) = Wi * a + w2 * P
(3.9)
3 \diff\ > Amax
0  =  A m a x  -  4 #  0  <  d #  <  A m a x
1 - A m a x  <  4 #  <  0
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Once the watermarked model is reoriented to its original position, the watermark can be retrieved in the following 
way. Consistent surface normal vectors are calculated as described in section 3.3.1.4. Bin centre normal vectors 
stored as apriori information are used to project the bin normal vectors from 3-D to 2-D as already mentioned., 
Then the geometrical centre of mass com; is calculated for the bin normal vectors of all bins Bj as:
-.T; ) I'l/,
where i = 1 < i < N
Watermark S' embedded in the mentioned bin can be extracted easily as:
1 cl. > cT.
S ' = (3.11)
3.4 Experimental Results
The system has been implemented in C++ using Visualization Toolkit (VTK). A random sequence watermark 
consisting of 50 bits was embedded in the “Stanford Bunny” model comprising 1020 vertices and 1954 faces. 
Experiments with other models produced similar results which are shown in Figure 3.4 through Figure 3.10 .
The number of iterations through the point set remained 3. Amax was equal to 0.3 .Values for wl and w2 were set 
to 0.4 and 0.6 respectively [18]. The models were attacked with decimation and cropping attacks implemented 
using VTK. Randomization of a vertex was performed where vertex v sampled randomly was added to 
vxuniform() [27]. The modulation factor was 0.008 and uniform () was a uniformly random function of [-0.5, 
0.5]. In Table 3.1 through Table 3.7, the percentage of random noise indicates the proportion of the vertices in the 
model which were randomly chosen to add the noise. Normally, if the visual quality of the model is degraded to 
an unacceptable level during any attempt to destroy the watermark and the watermark is still present, the 
watermark is considered to be robust .In order to emphasize the strength of the proposed scheme, the model is 
made to go through very high intensity of decimation, cropping and noise addition. It was observed that the visual 
quality of the model was degraded considerably and watermark was still retrieved successfully.
Figure 3.4 shows different versions of the “Stanford Bunny” which form part of the test bench for this algorithm. 
Figure 3.4.a shows the un-watermarked model of “Bunny”. Figure 3.4.b shows the watermarked version of the 
original model. A close visual examination shows there is no discernable difference between the un-watermarked 
model (Figure 3.4.a) and the watermarked model (Figure 3.4.b).
The watermarked model (Figure 3.4.b) was made to go through a number of watermarking attacks namely 
decimation (reduction in number of triangles), cropping and addition of random noise. These attacks were applied 
in varying intensities and the effect of these attacks was measured on the watermark present in the model. Figure
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3.4.c and Figure 3.4.d are the cropped versions of the watermarked model with 25% and 50% of the watermarked 
model cropped respectively. Figure 3.4.e and Figure 3.4.f show the effect of decimation attack on the
watermarked model. The model in Figure 3.4.e undergoes through 10% decimation (reduction of 10% in the
number of triangles) and the model shown in Figure 3.4.f goes through a decimation of 90 %. Important fact to 
note is that the visual quality of the model has degraded considerably by the attack. By definition, this strength of 
the watermarking attack cannot be classified as a viable attack because it has destroyed the very visual quality of 
the model. However, this scenario has been included to emphasize the fact that the watermark is able to withstand 
a very strong attack.
As there is no 3-D compression standard available so far, the noising attack was applied to simulate the effect of 
compression on a 3-D model. The addition of noise is applied on the model in two variations:
a. Random noise added on 100% of the selected point vertices.
b. Random noise added on 50% of the selected point vertices.
Figure 3.4.g and Figure 3.4.h show the cases where noise is added on respectively 50 % and 100 % of the point
vertices. Table 3.1 shows the quantitative results for the retrieval of the watermark in the face of the above 
mentioned watermarking attacks. We observe that the watermark withstood the increasing strength of the 
watermarking attacks. Even in the extreme cases of 90% decimation and 50% cropping, we were able to retrieve 
the watermark. The triangle count of the model was reduced to 10% of its original value during decimation 
causing a severe degradation in the shape of the model (Figure 3.4.f) but 48% of the watermark was still in place. 
We find similar results for other varying intensities of decimation attacks as shown in Table 3.1.
Similarly, when the Bunny was cropped to half from the middle (Figure 3.4.d), we were still able to retrieve 74% 
of the watermark. When random noise is added in the coordinate values of the point set, 100% noise addition 
causes only 16% loss of watermark.
In Figure 3.4 through to Figure 3.10, results for some other 3-D triangle models have been presented. To the best 
of our knowledge, no collection of 3-D bench-mark models for watermarking applications is available in public 
domain so far which could be used to represent a comprehensive range of 3-D shape representations and features. 
3-D models used in these experiments appear in the 3-D watermarking literature and capture a fairly broad range 
of 3-D surface features such as large planar surfaces, facial features, sharp edges etc. The results obtained for 
these models are quite similar to that of Stanford Bunny and the watermark retrieval rates are quite in unison with 
Stanford Bunny also. Table 3.8 presents average values for the watermark retrieval for all these models. The 
spread of these values from the individual models is not wide, which shows that algorithm performs consistently 
over a broad category of 3-D triangle models.
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Another important fact is highlighted here that use of error correcting codes for the generation of the watermark 
message can be used to compensate for the loss of originally embedded bits of watermark. ,
Table 3.1: Experimental Results: Robustness Performance of the proposed scheme against various attacks for
Standford Bunny
Attacks
Vertices Faces
% Bit Loss 
(watermark)
D
ec
im
at
io
n
10% (Figure 3.4f) 916 1758 8
30% 705 1367 32
60% 481 780 46
90% (Figure 3.4f) 216 195 52
Random Noise (100% noise) 
(Figure 3.4g)
1020 1954 16
Random Noise (50% Noise) 
(Figure 3.4h)
1020 1954 20
Cropping(Figure 3.4c) 1106 1782 26
Cropping(Figure 3.4d) 1149 1273 36
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(b)
(c) (d)
X
(e) (f)
(g) (h)
Figure 3.4. (a) Original Stanford Bunny model (b) watermark embedded model (c) model cropped 25% (d) model
cropped 50% (e) model with 10% decimation (f) model with 90% triangles decimated (g) model with additive random
noise in all vertices (h) model with additive random noise in 50% of vertices.
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(g) (h)
Figure 3.5: (a) Original Atenea model (b) watermark embedded model (c) model cropped 25% (d) model cropped
50% (e) model with 10% decim ation (f) model with 90% triangles decim ated (g) model with additive random noise in
all vertices (h) model with additive random noise in 50% of vertices.
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Table 3.2: Experimental Results: Robustness Performance of the proposed scheme against various attacks. Original 
Atenea Model has 1121 triangles and 560 vertices.
Attacks
Vertices Faces % Bit Loss (watermark)
D
ec
im
at
io
n
10% (Figure 3.5f) 503 1007 4
30% 485 784 23
60% (Figure 3.5 f) 376 447 46
Random Noise (100% noise) 
(Figure 3.5g)
560 1121 13
Random Noise (50% Noise) 
(Figure 3.5 h)
560 1121 21
Cropping(Figure 3.5c) 578 1127 9
Cropping(Figure 3.5d) 431 775 20
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■ V /jJ
(a) (b)
(c) (d)
/
(e) (f)
(L ?
■ '’XVi
(g) (h)
Figure 3.6. (a) Original Bull model (b) watermark embedded model (c) model cropped 25% (d) model cropped 50% 
(e) model with 10% decimation (f) model with 90% triangles decimated (g) model with additive random noise in all 
vertices (h) model with additive random noise in 50% of vertices.
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Table 3.3. Experimental Results: Robustness Performance of the proposed scheme against various attacks; Original 
Bull Model has 2479 triangles and 2189 vertices.
Attacks
Vertices Faces
% Bit Loss 
(watermark)
D
ec
im
at
io
n
10%(Figure 3.6 e) 1846 2231 9
30% 1180 1735 30
60% (Figure 3.6f) 820 991 43
Random Noise (100% noise) 
(Figure 3.6g)
2189 2479 17
Random Noise (50% Noise) 
(Figure 3.6h)
2189 2479 14
Cropping 
(Figure 3.6c)
946 1718 26
Cropping 
(Figure 3.6d)
897 1627 32
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(a)
(c)
(b)
(d)
(g) (h)
Figure 3.7: (a) Original Dragon model (b) waterm ark embedded model (c) model cropped 25% (d) model cropped
50% (e) model with 10% decimation (f) model with 90% triangles decimated (g) model with additive random noise in
all vertices (h) model with additive random noise in 50% of vertices.
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Table 3.4: Experimental Results: Robustness Performance of the proposed scheme against various attacks
Attacks
Vertices Faces
% Bit Loss 
(watermark)
D
ec
im
at
io
n
10%(Figure 3.7e) 2061 2456 10
30% 1832 1920 28
60% (Figure 3.7f) 1340 1091 41
Random Noise ( 100% noise) 
(Figure 3.7g)
1257 2730 18
Random Noise (50% Noise) 
(Figure 3.7 h)
1257 2730 14
Cropping(Figure 3.7c) 1148 2229 28
Cropping(Figure 3.7d) 1257 2730 34
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(a) (b)
(c) (d)
(e) (f)
(g) (h)
Figure 3.8: (a) Original Elephant model (b) watermark embedded model (c model cropped 25% (d) model cropped
50% (e) model with 10% decimation (f) model with 90% triangles decim ated (g) model with additive random noise in
all vertices (h) model with additive random noise in 50% of vertices.
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Table 3.5: Experimental Results: Robustness Performance of the proposed scheme against various attacks. Original 
Elephant Model has 1148 triangles and 623 vertices.
Attacks
Vertices Faces % Bit Loss (watermark)
D
ec
im
at
io
n
10%(Figure 3.8e) 564 1032 9
30% 540 802 26
60% (Figure 3.8f) 438 458 39
Random Noise (100% noise) 
(Figure 3.8g)
1257 1148 19
Random Noise (50% Noise) 
(Figure 3.8 h)
1257 1148 16
Cropping(Figure 3.8c) 1148 912 23
Cropping(Figure 3.8d) 1257 932 30
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(a) (b)
(g) (h)
Figure 3.9: Original Hand model (b) watermark embedded model (c) model cropped 25% (d) model cropped 50% (e)
model with 10% decimation (f) model with 90% triangles decim ated (g) model with additive random noise in all
vertices (h) model with additive random noise in 50% of vertices.
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Table 3.6: Experimental Results: Robustness Performance of the proposed scheme against various attacks. Original 
hand Model has 2130 triangles and 1055 vertices.
Attacks
. Vertices Faces % Bit Loss (watermark)
D
ec
im
at
io
n
10% (Figure 3.9e) 1225 1916 7
30% 1135 1489 30
60% (Figure 3.9f) 1071 851 43
Random Noise (100% noise) 
(Figure 3.9g)
1055 2130 19
Random Noise (50% Noise) 
(Figure 3.9h)
1055 2130 11
Cropping(Figure 3.9c) 883 1697 25
Cropping(Figure 3.9d) 640 1173 34
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(a)
(d)
' J
A
kL__
(f)
(h)
Figure 3.10. (a) Original Venus model (b) watermark embedded model (c model cropped 25% (d) model cropped
50% (e) model with 10% decimation (f) model with 90% triangles decimated (g) model with additive random noise in
all vertices (h) model with additive random noise in 50% of vertices.
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Table 3.7: Experimental Results: Robustness Performance of the proposed scheme against various attacks, Original 
Venus Model has 819 triangles and 1762 vertices.
Attacks
Vertices Faces % Bit Loss (watermark)
D
ec
im
at
io
n
10% (Figure 3.10e) 916 1758 11
30% 705 1367 34
60% (Figure 3.1 Of) 481 780 42
Random Noise (100% noise) 
(Figure 3.10g)
819 1762 17
Random Noise (50% Noise) 
(Figure 3.1 Oh)
819 1762 11
Cropping 
(Figure 3.10c)
765 1615 28
Cropping 
(Figure 3.10d)
714 1507 39
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Table 3.8: Average robustness performance of the proposed method against various attacks, calculated based on 
results from table 3.1 through table 3.7
Attacks
Average % Bit Loss (watermark)
10% 8.285714
c
1 30% 29
I
60% 42.85714
Random Noise (100% noise) 17
Random Noise (50% Noise) 11
Cropping(~ 25%) 28
Cropping(~50 %) 39
3.5 Conclusions
The proposed non-blind private watermarking scheme embeds watermark in normal vector distribution of the 
model. Our goal has been to validate the use of the normal vector information as a powerful tool to watermark the 
geometry. We have shown in the experiments that the proposed scheme is robust against the attacks of 
decimation, noise addition and cropping. A triangle mesh can be represented through various triangulations of the 
same point set, therefore decimation is an easy choice for the pirate to change the topological information of mesh 
and destroy the watermark. Also, reduction in the number of polygons through decimation is a common 
processing step during compression of triangle models. Therefore, a scheme designed for copyright protection
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application must be able to withstand decimation. The proposed method achieves robustness against such attacks 
by embedding the watermark in the normal vector data which is least affected by such polygon reduction 
algorithms.
Similarly, addition of the noise is a trivial but very powerful attack to disturb and/or destroy the watermark 
information, particularly, in case of the watermarking schemes which rely on embedding the watermark 
information on the vertices of the model. We utilise the same principle of disturbing the vertices of the triangle 
model to embed the watermark information in the normal vector data of the triangle model. However, we have 
proved that our proposed scheme is also robust to the noise addition attack. The robustness has been achieved by 
using multiple locations within the model for adding an individual watermark bit. We have devised a rule to select 
such embedding locations by ordering the normal vectors in ascending order which has proved to a wide category 
of attacks mentioned above. However, increased robustness to a certain category of attacks may also be achieved 
by proposing some other criteria for example on the basis of the local curvature of the model etc.
In order to validate our proposed scheme the state of the art experimental framework has been utilised. In image 
watermarking, for example, the proposed watermarking schemes are validated against an established benchmark 
which consists of a comprehensive set of attacks intended for watermarked images[94][118]. The experimental 
results gained through these experiments can be quantitatively compared with the other state of the art techniques. 
However, such a scenario is not conceivable in the case of 3-D triangle models so far. To the best of our 
knowledge, there exists no comprehensive benchmark comprising the attacks intended for the copyright 
protection watermarking systems devised for 3-D triangle models. Therefore, such a quantitative comparison with 
other techniques is not possible in this case. However, we have proved that our scheme is robust against the 
decimation, noise addition and cropping attacks while the state of the art non-blind robust technique presented in 
[18] can only withstand decimation and the noise addition.
Watermarking systems implemented in the spatial domain normally suffer the problem of loss of watermark in 
case of cropping attack. However, the proposed method embeds watermark iteratively selecting multiple locations 
on the surface of the model which makes embedded watermarks robust enough to withstand the cropping attack. 
The number of embedding locations depends upon the degree of robustness required. However, the principle 
limitations of this work are related to the computational cost of the optimisation problem and the conflicts arising 
during the movements of the vertices. These conflicts arise when the vertices moved during a previous iteration 
are tried to be moved in a subsequent iteration. It is argued that such conflict may give rise to varying watermark 
strength for different bins, however, no such variations in the watermark strength were found during the 
experiments. Moreover, as it needs detailed aprori information to extract the watermark so it is most suitable for 
embedding private watermarks[104],
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This work is related to validating the use of normal vector information for embedding watermarks robustly which 
can be useful in the copyright protection applications. In the next chapter, a data embedding method in spatial 
domain will be presented which increases the efficiency and the capacity of the embedding process and more 
suitable for steganographic applications.
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Chapter 4
4 An Efficient Steganographic Algorithm for 3-D 
Models
4.1 Introduction
As mentioned earlier, steganography aims to embed a secret message (payload) by introducing imperceptible 
changes into the host media (cover) converting it into stego media without attracting the attention of any 
unintended third party (adversaries). Data hiding algorithms try to efficiently maximize the payload size while 
introducing as little distortion as possible. Some discussion about the previous work in the field of 3-D 
steganography has been presented in earlier chapters. We present here a brief explanation of the previous work to 
establish a link of our contribution to the state of the art.
Aspert et al. [1] presented a steganographic technique in the transform domain in 2002, improving on the 
watermarking system proposed by Wagner in [29]. Later in 2004, Maret and Ebrahimi proposed some 
modifications on [1] and [29] to improve the capacity but all these schemes suffer from drawbacks of low 
capacity and high processing times.
In their first publication on 3-D steganography in the spatial domain [4], Cayre and Macq proposed a key based 
steganographic framework comprising a pre-processing stage and an embedding stage. In the pre-processing 
stage, secure key based traversal of the model is used to define a fictitious sequence of triangles. This list of 
triangles is further processed in the embedding stage to embed the secret message. Unfortunately, their scheme 
doesn’t always cover all the vertices and the pre-processing involved is time consuming. Various schemes have 
been proposed to improve the capacity and reduce the complexity. However, all the existing schemes consume a 
significant amount of processing power due to the pre-processing stage [4], [1], [17], [32], [30], [31] and [8]. 
Steganographic techniques for point sampled geometry [30] and [31] need side information for the retrieval of the 
secret message which is an unrealistic scenario for covert steganography.
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Our approach is blind and based on the point order of the vertices implicitly described by point indices defined in 
3-D models. We propose that implicit-point-order can be used to embed data securely as an alternative to the 
sequence of vertices defined by a traversal path in previously published schemes [4], [32], [30], [31], [8]. As our 
approach doesn’t need any topological information, it can also be used with point sampled geometry.
The proposed algorithm is described in section 4.2 which consists of embedding of watermark and its retrieval. 
Simulations and results are given in section 4.3 and the section 4.4 concludes the chapter.
4.2 IPO Steganographic Scheme
The proposed system consists of an embedding and an extraction stage. In order to generate a stego model (M'), 
the embedder takes a 3-D model M, payload (m) and a secret key K, along with an optional recovery key K2. The 
extraction stage takes the stego model and keys, K, and K2 to extract the payload along with the original state of 
the cover model as shown in Figure 4.1. A secure key generation and management system is assumed to be in 
place for the scope of all the work presented in this thesis.
Cover Model (M)
Recovered
Model
(M)
■>
< -
Payload(m)
V
Embedder
Extractor
A
Keys K| and K2
V
Y
Stego Model (M1)
< -
Y
Recovered Payload
Figure 4.1: Framework for the proposed algorithm.
During the embedding process, a fictitious list, L, is generated. This list is effectively a scrambled sequence of the 
indices of points in the model which is generated with the help of K,. The points of M are individually processed 
according to the proposed algorithm [section 4.2.1] in the order defined by the fictitious list. This algorithm
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exploits three degrees of freedom corresponding to three geometric axes in 3-D space each. Every point is moved 
in 3-D Euclidean space by introducing negligible but detectable displacements along three mutually disjoint 
orthogonal planes in 3-D. These planes are defined in the sliding, extending and rotating levels of the algorithm.
During the embedding procedure, an optional recovery key K2 can also be maintained to recover the model in its 
original state during the extraction process.
In the extraction stage [section 4.2.2], the fictitious list, L, is generated using key K,. While taking up points of M' 
in the order defined by L, the extraction procedure is applied on the point data to read the hidden message'm'. 
Using the optional recovery K2, the original state of the model M' can also be retrieved. The process of embedding 
and retrieval of the secret information in the proposed steganographic system is shown in Figure 4.2.
Stego Model (M‘)Payload (m) Cover Model (M)
Key
load (m)Cover Model (M)
Extraction Procedure
Stego Model (M)
Embedding Procedure
Generation of Pseudo Random Walk ThroughGeneration of Pseudo Random Walk Through
Embedding at Sliding Level
Embedding at Extending 
Level
Embedding at Rotating Level
Extraction at Extending
■ Level
Extraction at Sliding Level
Extraction at Rotating
Level
Figure 4.2: Overview of the proposed system
We are interested in maximizing the capacity with increased efficiency, we assume no robustness except basic 
processing operations of rotation, translation, uniform scaling and “passive intrusion”, where an intruder is only 
interested in extracting the secret payload without deforming or removing it [90]. These assumptions are in line 
with all the state of the art work done in the field of steganography for 3-D models [4],[32], [30], [31], [8].
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4.2.1 Embedding Stage
Let P be the point set consisting of N number of points in cover model M. Every point in model M is indexed by 
an integer in the description of model which we define as point-number. These integers are arranged in ascending 
order to describe a sequence which we define as implicit point order (IPO) Q. Q is scrambled to another sequence, 
R, with the help of secret key K,. We do not change the point-numbers of points. We process every point of P in 
the order defined by the entries of R to embed message bits (m) one after the other, so that cover model M is 
converted to stego model M'.
Three points of P, indexed by the first three entries of R, are chosen to be the reference points VA, VB and Vc. All 
points in P except VA, VB, Vc and neighbours of VA, are considered as valid message points, and positions of 
message-points only may be changed for embedding purposes. While taking up message points one by one, in the 
scrambled order defined by R, we apply the data embedding procedure on each point. The data embedding 
procedure is defined in three levels namely sliding level, extending level and rotating level.
,  -  - >Bits to 
Embed
Point Indices 
defined in model 
description
Figure 4.3: Embedding data in points of a 3-D model: point indices already defined in 3-D model; arrows show 
sequence of embedding defined by R (scrambled version of Q using K). Here Q=(l,2,3,4), R=(4,l,3,2) and m=(0,1,1,0).
Our algorithm is inspired by the technique proposed in [4] with some modifications to introduce the reversibility. 
While embedding every message bit, we maintain and populate a global bit string called recovery key K2 [4]. One 
recovery bit is stored in recovery key K2 for every bit of the payload on every step of the embedding process. This 
recovery bit is set to 1 if the state of message point changes and is set to 0 otherwise. Detail of reversing the 
changes will be discussed when we discuss the embedding procedure later on.
Let VD be a valid “message vertex” in which we want to embed the secret message ‘m \ Suppose, VA, VB and Vc 
represent three points of P which are indexed by first three entries of R. These three points define a “virtual base
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triangle” (VBT). Similarly, the message point VD defines a “virtual message triangle” (VMT) along with the 
virtual edge VAVB. A virtual edge joining the reference points VA and VB is termed as “Virtual Base Edge” 
(VBE). Let Y be one ring neighbourhood radius of vertex VA.
4.2.1.1 Embedding at Sliding Level
Given VBT and VMT defined by reference points VA, VB, Vc and message point VD as shown in Figure 4.4, let 
Vs represents the orthogonal projection of VD on VAVB. We divide VAVB in a  number of steps each of length Y,
«=1|vâViÏ |A |.  , (4.1)
Message state (Mj) of each line segment Sk is defined as K mod 2 where K=0, 1, 2, 3.. . a  -  1.
Virtual Message 
Triangle (VMT) 
VaVbVd
Vo V'o
/
/
/ /
/
Virtual Base 
Edge (VBE) / / '  
VAVs / y
/ /
/ /
/ /
/
x Vs & V's
sk Xx Orthogonal 
\  Projections of VD 
\ x Vo on VBE
X\ \  
\
\
VA Vs V@
.A .
Mo Mi Mo Mi Mo Mi Mo M| Mg Mi Mo Mi Mg
Embedding a 'O' in VD
Figure 4.4: Embedding at sliding level.
The message state of any valid message point is characterized by the location of its orthogonal projection on
VAVB and is the same as that of the step where Vs lies. For example, VD has state 1 in Figure 4.4 as it lies in a 1-
state unit step.
If Vs lies inside a particular step with message state Mi, we express this relation as Vs e M-,. Let T  represent the 
message bit (0 or 1) we want to embed in VD. Two cases arise:
Case 1 : Vg E M, => No change required.
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Case2: Vg 0  M; => We move V D to new position V'D in positive direction (V A to V B), keeping it in the same 
plane defined by V a,Vb and Vc by distance ‘r’ such that V's belongs to Mj where V's is the orthogonal projection 
of V'D on V AV B. Important to note is the fact that, the point in question is given a normalised displacement in 
terms of the unit step size (r) to ensure that it remains independent of the affine transformation.
We can retrieve the original state of the model with the help of the recovery key by moving the point back by 
distance Y in the negative direction.
4.2.1.2 Embedding at Extending Level
We use the same approach for embedding the message at the second level, the extending level. The message is 
hidden in the height of,the VMT VAVBVD. The Unit steps are defined along the line perpendicular to VAVB in the 
plane defined by points VA, VB and VD and length of each unit step is r. Further, the unit steps are numbered from 
zero along the height from the VBE, VAVB.
H - v'°tv0‘A
\
= /  i XVA V, V,
I I I I I I I I I I I I I I
Ma Mi Me Mt Me Mi Mo Mi Mo Mi Mo Mi Mo 
Em bedding a '1 ' in VD
Figure 4.5: Embedding at extending level.
Message state (Mj) of k-th unit step is defined as k mod 2.
Distance of VD from VAVB in terms of number of unit steps is given by:
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P= l |VsVD| / r | . (4.2)
.Let ‘V represent the message bit (0 or 1) we want to embed in VD. Two cases arise:
Casel: P mod 2 e M; =>No change required.
Case2: P mod 2 0 Mj => VsVd— VgV^+r n .
where n = VSVD/  |VSVD| .
As in the sliding level, the normalised displacement introduced to the point ensures that it remains independent of 
the affine transformations. Also, the original state of the model can be retrieved with the help of the erasing key 
by moving the point back by distance ‘r’ in the negative direction of n .
4.2.1.3 Embedding at Rotating Level
We define the angle between the VMT, VAVBVD and VBT, VaV bVc as clip angle 0 . The message is embedded in 
point VD by changing the clip angle through a certain degree y in rotating level. This is accomplished by moving
point VD through angle y to a new position V'D which defines a clip angle 0' with VBT, VaVbVc.
In other words, if we imagine a circular arc, S, with radius ‘h’ passing through VD, centred at Vs and drawn in a 
plane perpendicular to VBE VAVB , we can say that we have moved VD to V'D along the arc S as shown in Fig. 5.
As in previous levels, we need to define a unit rotation angle y which corresponds to one step of length ‘r’ along 
the arc S:
These steps along S are numbered from zero starting along the clip angle ( 0 ) as shown in Figure 4.6. The 
message state (Mi) of k-th unit step is defined as k mod 2. Relative clip angle (x|/) of point VD in terms of unit 
rotation angle ( y ) is defined as:
where 0' is the clip angle defined by V'D which is new location for VD.
The original state of the model can be retrieved with the help of erasing key by moving the point back by 
angle y along S in the negative angular direction. Moreover, the normalised displacement introduced to the point 
ensures that it remains independent of the affine transformations.
r
(4.3)
Y = 0 /y .
Let T  represent the message bit (0 or 1) we want to embed in VD. Two cases arise:
(4.4)
Casel : vg mod 2 e Mj =4> No change required.
Case2: xg mod 2 0 M; => 0Z = 0 + y .
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The movements of point VD to V'D in sliding level, extending level and rotating level are invariant to affine 
transformations because these movements are in terms of normalized steps and orthogonal to each other. 
Therefore, any changes caused by subsequent levels do not affect the message already embedded by previous 
levels.
Vg Y  V'p
Em bedding a  O' in Vo
Figure 4.6: Embedding at Rotating Level (Front View)
4.2.2 Extraction Stage
Since embedding and extraction are exactly symmetric, the message and original model can easily be extracted 
with the help of key, K,, stego model, M', and optional recovery key K2.
The implicit point order Q of the stego model M', is scrambled to generate sequence, R with the help of secret 
key, K,. Traversing the model by the point indices in R, we extract the message by finding the states of respective 
points in sliding, extending and rotating levels.
In case, we are interested in extracting the original state of the model, the recovery key K2 is used for this purpose. 
During the extraction process, as we move on from one point to another within a decoding level, we examine each 
bit of the recovery key K2. If the corresponding bit in K2 is set to T  this implies the state of the point under 
consideration was originally opposite to the present state. In order to convert the point back to its previous state, 
the point is given a displacement equal to a unit distance in the “negative “direction (depending upon the level i.e. 
sliding, extending or rotating level). This change will restore the point in its original binary state within a 
particular decoding level.
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4.3 Experimental Results
The results shown in and are obtained using our algorithm inspired by [4], In [4], the list of embedding 
primitives is populated by traversing over the surface of the model from one triangle to another. Decision of 
steering on to the triangle strip is made with the help of a key. However, we use the point indices of the model to 
populate the list of data embedding primitives which saves the pre-processing cost without any trade off in terms 
of capacity and robustness.
Table 4.1: A comparison of methods of [1] (ADME02), [4] (CM03), [17](ME04), [32](WC05), [8] (YC07) and the 
proposed method.
ADME02 CM03 ME04 WC05 YC07 Our Method
Model Type
PI, a+ 
T r.b
Tr. PI. Tr. PI.
P1.+ Tr.+ 
P.S.G.C
Pre-Processing Yes Yes Yes Yes yes No
Processing Time 
(Sec)
37 15 38 0.15 0.05 0.03
Capacity <0.5 <1 0.5 3 3 to 6 3
a Polygon Models,b Triangle Models, 0 Point-Sampled Geometry 
Table 4.2: Results obtained for various models.
Cover Vertices Payload
(bits)
Distortion 
Normalised 
Hausdorff Distance
Time
(sec)
Bull 6202 18585 3.33 X 10 " 0.828
Horse 19851 59535 . 7.07 X 10 " 2.641
Bunny 34834 104481 8.88 X 10 " 4.563
Buddha 124988 374949 7.16 X 10 " 16.334
Hand 327323 981954 4.18 X 10 " 42.25
Dragon 437645 1312917 9.12X 10" 57.063
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However, the proposed approach for generating the sequence of embedding primitives can be easily adapted to 
Cheng’s idea [32] and capacity can be further increased without compromising efficiency.
Table 4.1 shows a comparison of different techniques in terms of complexity (embedding time), capacity, 
security, imperceptibility, reversibility and the types of model that they can process.
, Capacity is defined as average bits per vertex and the embedding time is the cost for embedding about 4000 bits 
in a 3-D model on an Intel Pentium P4 1.6 GHz processor with 512 MB memory. The processing time for our 
scheme has decreased by approximately 33% because it doesn’t need pre-processing to generate a traversal path. 
Embedding of much higher rates of payload would lead to more significant differences in processing power. This 
is in line with the experimental results presented in [32] which show that 33% of the whole processing time is 
spent in the pre-processing stage. Capacity is comparable to other schemes except [32], which is limited to 
process polygonal models only.
As far as security is concerned, we only give an estimate since a practical verification of theoretic paradigms is 
intractable in our case due to very high processing power required and absence of any statistical tools for 
detecting any statistical anomalies introduced in 3-D stego models [4], [30], [31], [32], [8]. Security is achieved 
by using key K, and K2 to embed the data and reverse the changes. Finding the reference points in the model and 
then determining the sequence of embedding primitives without knowledge of Ki is NP-hard with respect to the 
number of vertices in the model which proves that our scheme is secure in cryptographic sense. Traversing all the 
possible combinations of the vertices to find a meaningful sequence of symbols is a typical instance of travelling 
salesman problem. An approximate solution to the travelling salesman problem for 15,112 cities, towns, and 
villages in Germany was found in 2001 by Princeton researchers using 110 computer processors and the 
equivalent of more than 22 years computer time on a 500 MHz machine [129]. This shows the complexity of 
launching a brute force attack to read the hidden information in the stego model. The complexity increases further 
when we use the model with millions of vertices. Therefore, the proposed scheme is resistant against exhaustive 
search. The retrieval of the message without the key is virtually impossible [4] thus rendering any “passive 
intrusion” virtually impossible where the intruder is interested in retrieving the payload without modifying or 
destroying it. Moreover, data embedding process is carried in an indeterministic fashion which makes any steg- 
analysis difficult or impossible [4].
The normalized Hausdorff distance [4] is used to estimate the visual degradation, as the proposed approach 
doesn’t change the topology. The relatively small values of distortion and embedding times, shown in , confirm 
that the approach is practicable.
The experiment has been repeated with a number of other 3-D models. As mentioned in Chapter 3, the models in 
the test bench for these experiments represent a fair range of 3-D surface representation e.g. human facial regions,
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large planar areas and sharp edges etc. Different versions of the same model have been used. These variants 
comprise different number of vertices and triangles to show that the proposed scheme works very well for small, 
and large models alike and is highly scalable. 100% embedding capacity of the algorithm has been utilised in the 
experiments, though reduced capacity can be used while hiding the pay load in 3-D models which means that the 
algorithm can be customised to use reduced number of vertices to hide the payload. The choice of a particular 
value of “embedding capacity” for the algorithm depends upon the requirement of a particular application.
The visual impact of embedding is shown in Figure 4.9 through to Figure 4.12 for the polygonal models (models 
with the connectivity information). Figure 4.13 through to Figure 4.16 show the results for the point sampled 
versions of the models in the test bench. These models are generated by the polygonal models by removing the 
connectivity information. A close inspection of all these visual results along with their stego versions, reveal that:
1. The embedding of hidden data has not affected the visual quality of the original model.
2. The algorithm is scalable and can be used for small, medium and large models alike.
Table 4.2 shows the quantitative results for different 3-D models. The details of the model, along with the 
distortion values and processing times are presented. From results presented in [9] it is known that the typical 
values of Hausdorff distances of the order of IxlO"5 to 9xl0"5 are acceptable and introduce no perceptible artefacts 
in the stego model. The maximal distortion created during the experiments was 9.12xl0"5 which is still 
indistinguishable as can be seen in Figure 4.8. This proves that the steganographic approach is practicable as far 
as the issue of imperceptibility is concerned.
No errors were found while retrieving the embedded message when affine transformations were applied on the 
stego model M’, which proves that the proposed embedding approach is robust against affine transformations.
4.4 Conclusions
We have proposed a novel blind steganographic scheme for point sampled geometry (with no polygonal 
structures) and polygonal models.
Our scheme is robust against rotation, translation and scaling, which is proven by the fact that no errors were 
found while retrieving the embedded message after applying an affine transformation.
Our scheme introduces the feature of IPO for steganographic purposes which eliminates the need of usual pre­
processing for generation of a sequence of data embedding primitives. Experimental results prove that our 
approach improves the efficiency of the whole steganographic system. This gain in the processing power can be 
utilized in the design of complex but more effective and sophisticated algorithms for embedding and retrieval 
stages. The results also prove that our approach is also imperceptible and practicable.
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As for security, our scheme is resistant against any exhaustive search and is cryptographically secure. These facts 
imply that this scheme is resistant against any “passive intrusion” to extract the payload without modifying or 
removing it.
Figure 4.7: Embedding at Rotating Level (Side View)
( a )  (b )
Figure 4.8: Maximum Visual Distortion (9.12 X 10"5) in ‘Dragon’, (a) Original Model (b) Stego Model
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(a)
Atenea_l (7546, 15014)
E  
(b)
Atenea_l (7546, 15014)
ï f
w
L -—l
(c) Atenea_2(4721, 9395)
ê
I. \
(d) Atenea_2(4721, 9395)
%.
w ,
(e)B ull_ l(2189, 2479) (f) Bull_l(2189,2479)
I
<H s
. '»
(g) Bull_2 (6202, 12398) (h) Bull_2 (6202, 12398)
Figure 4.9: Results for Polygonal models; In every pair, left model is cover model and the right one is stego model.
Each model is described as an ordered pair (number of vertices, number o f triangles).
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(a)Bunny_l(1020, 1954)
(c)bunny_2 (14030,34834)
n
(b)Bunny_l(1020, 1954)
(d) bunny_2 (14030,34834)
t ill
(e) Buddha_l( 124988,249996) (f) Buddha_l(124988,249996)
(g) Buddha_2(34347,68704) (h) Buddha_2(34347,68704)
Figure 4.10: Results for Polygonal models; In every pair, left model is cover model and the right one is stego model.
Each model is described as an ordered pair (number of vertices, number of triangles).
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X
w f l \
(a) Dragon_l( 1257,2730) (b) D ragon_l( 1257,2730)
(c)dragon_2 (437645, 871414)
(e) elephant_l(5132, 10150)
(d)dragon_2 (437645, 871414)
(f) elephant_l(5132, 10150)
(g) elephant_2 (623,1148) (g) elephant_2 (623,1148)
Figure 4.11: Results for Polygonal models; In every pair, left model is cover model and the right one is stego model.
Each model is described as an ordered pair (number of vertices, number o f triangles).
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(a) hand_l(32723, 65466)
(c)hand_2 (4389, 6545)
(b) hand_ l(32723, 65466) 
—  "
(d)hand_2 (4389, 6545)
(e) venus_ 1(5688, 1 163)
/ i
!I
(g)Venus_2( 19847, 43357)
% 
> I
|  
1
(f) venus_ 1(5688, 1163)
a -
(h)Venus_2 (19847, 43357)
Figure 4.12: Results for Polygonal models; In every pair, left model is cover model and the right one is stego model.
Each model is described as an ordered pair (number of vertices, number of triangles).
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(a) atenea_l (7546)
r .
(b) atenea_l (7546)
w
(c) Atenea_2(4721 ) (d) Atenea_2(4721 )
(e )B u ll_ l(2 1 8 9 ) (f) Bull_l(2189)
' - r  ;  ; ;
(g) Bull_2 (6202) (g) Bull_2 (6202)
Figure 4.13: Results for Point sampled Geometry; In every pair, left model is cover model and the right one is stego
model. Each model is described in terms of number of vertices.
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(a)Bunny_l(1020) (b)Bunny_l(1020)
(c)bunny_2( 14030) (d)bunny_2( 14030)
MB
(e) B u d d h aJ (124988) (11 Buddha_l (124988)
(g) Buddha_2(34347) (h)Buddha_2(34347)
Figure 4.14: Results for Point sampled Geometry; In every pair, left model is cover model and the right one is stego
model. Each model is described in terms o f number o f vertices.
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(a) D rag o n J  (1257)
. Vi; ; t i f Vf .  '• ' VVW:. . ' ...
(c)dragon_2(437645)
■
%
s
(e) elephant_l(5132)
(b) Dragon_l(1257)
(d)dragon_2(437645)
. ■ -.v l"
I
m
(f) elephant_l(5132)
(g) elephant_2(623) (h) elephant_2 (623)
Figure 4.15: Results for Point sampled Geometry; In every pair, left model is cover model and the right one is stego
model. Each model is described in terms of number of vertices.
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(a)hand_ 1(32723)
'.TV,
(c)hand_2 (4389)
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(b )h an d _ 1(32723)
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(d) hand_2 (4389)
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(e) venus_l(5688)
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(f) venus_ 1(5688)
(g)Venus_2( 19847) (h)Venus_2( 19847)
Figure 4.16: Results for Point sampled Geometry; In every pair, left model is cover model and the right one is stego
model. Each model is described in terms of number of vertices.
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Chapter 5
5 A High Capacity Steganographic Approach 
for 3-D Models
5.1 Introduction
The word “steganography” coined by Trithemius in “Polygraphia and Steganographia” derives 
itself from Greek words “steganos” which means covered and “graphia” which means writing 
[11]. As mentioned earlier, Steganography is a form of covert communication where the existence 
of the secret message itself is kept hidden.
Steganography differs from the classical cryptography in the sense that cryptography is about the 
protection of the hidden message by encryption [95]. If the message is intercepted, the suspicion 
of a secret communication is very high due to the randomly jumbled form of the message itself. 
On the other hand, steganography aims at making the existence of the very message undetectable. 
Important is the fact that we can still use classical cryptography to encrypt the payload itself 
which adds another layer of security to the steganographic system. [11], [99].
The level of threat of eavesdropping and malicious manipulation has increased in recent years due 
to widespread communication of multimedia over the internet. Therefore, the field of 
steganography has attracted the attention of the research community. As a result, hundreds of 
steganographic products are available on the internet for download [11]. However, these products 
are mostly related to traditional cover media having regular sampling patterns such as images, 
audio and video etc.
As far as 3-D models are concerned, many of the techniques developed for the traditional 
multimedia content cannot be easily adapted to 3-D models mainly because:
1. Images are generally represented by a 2-D array of pixels while no unique representation 
exists for 3-D models.
2. The irregular nature of the sampling in 3-D models makes it difficult to adapt the signal 
processing tools developed for the pixels in the 2-D images which are regularly sampled 
over a 2-D plane.
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Therefore, the field of steganography in 3-D models has not kept pace with that for the traditional 
cover media. Development of promising steganographic techniques for 3-D models is an 
important research issue. Promising steganographic algorithms try to efficiently maximize the 
payload size while introducing as little imperceptible distortion as possible [32].
We present an efficient, high capacity, secure, low distortion and robust steganographic technique 
for 3-D polygonal models. Our approach does not need any topological information, therefore, it 
also holds good for point sampled geometry. Our approach is blind and based on the point order 
of the. vertices implicitly described by point indices defined in 3-D models. This implicit point 
order (IPO) of. 3-D model is used to define a stable fictitious sequence of vertices (data 
embedding primitives). Points of the model are individually processed to embed the payload using 
the proposed Least Significant Bit (LSB) algorithm. We can easily control distortion by fine 
tuning the parameters used in embedding procedure. Moreover, our algorithm is robust against 
any combination of rotation, translation and uniform scaling.
The rest of the chapter is arranged as follows: In section 0, relevant literature is reviewed briefly. 
The proposed algorithm is described in section 5.2 which consists of embedding of watermark and 
its retrieval. Section 5.3 describes the accuracy measures to validate the proposed mechanism. 
Simulations and results are given in section 5.4 and the sections.5 concludes the chapter.
A steganographic scheme for 3-D polygonal models and point sampled geometry is presented 
here. The main goal of the scheme is to improve the capacity of the method without 
compromising on the security features. Some discussion about the previous work in the field of 
3-D steganography has been presented in earlier chapters. We present here a brief explanation of 
the previous work to establish a link of our contribution to the state of the art.
Aspert et al [1] presented a steganographic technique in transform domain in 2002, improving on 
the watermarking system proposed by Wagner in [29] but the capacity of proposed method was 
limited to less than 0.5 bits per vertex. Maret & Ebrahimi made some improvements to [1] and 
[29] in order to improve the capacity but still the capacity of the method was limited to less than 
one bit per vertex.
The first steganographic scheme in the spatial domain for 3-D triangle models was proposed by 
Cayre and Macq [4], which is derived from the Quantized Index Modulation concept. Although, 
their algorithm can normally embed only one bit per vertex if the algorithm is allowed to run for a 
sufficient amount of time yet, this scheme proved to be the forerunner of many high capacity 
efficient methods.
Wang and Cheng [32] proposed an efficient steganographic method for 3-D triangle models in 
2005 based on a fast traversal method exploring all the points and using three degrees of freedom
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thereby embedding three bits per vertex. However, their scheme was limited to triangle based 
models only.
In 2006, Wang and Cheng improved on the method proposed in [32] by extending it to polygonal 
models and increasing the capacity to 9 bits per vertex using a modified multilevel multi level 
method (MMLEP) and representation rearrangement procedures (RRP). However, this method 
needs topological information of polygonal models, which renders it suitable to process the 
polygonal models only.
Research presented by Wang and Wang [31] and Cheng et. al [7] in 2005 and 2006 respectively 
are the only publications which address the issue of steganography both in polygonal models and 
point sampled geometry. The scheme presented in [31] works in the spatial domain using a 
principal component analysis (PCA) and a symmetrical swap procedure. The maximum capacity 
of the algorithm is 0.5 bits per vertex and the extraction procedure is non-blind as it needs side 
information relating to the cover model for the extraction of the payload. Cheng et al improved on 
the scheme presented in [31] using the concepts introduced in [32] and incorporated the idea of 
multi level embedding procedure in the algorithm presented in [31]. The maximum capacity is 
increased to 3 bits per vertex but this scheme is also non-blind because it needs the original cover 
model for the extraction of the payload.
In this chapter, a steganographic method is presented which has following three characteristics:
• It can process both polygonal models and point sampled geometry.
• Extraction procedure is blind.
• The capacity is maximal; we were successful in embedding minimum 30 bits per vertex 
without any loss of data in the retrieval stage.
The main goal of the proposed method is to maximise the capacity without compromising on 
security, imperceptibility and efficiency, no rigorous robustness is assumed except against basic 
processing operations of rotation, translation, uniform scaling and “passive intrusion” where the 
intruder is only interested in extracting the secret payload without deforming or removing it. 
These assumptions are in line with all the state of the art work done in the field of steganography 
for 3-D models [4], [32], [30], [31], [8].
5.2 Proposed Approach
This section gives an overview of the proposed system for the steganography of 3-D models. The 
proposed system consists of an embedding and an extraction stage. In order to generate a stego 
model (M1), the embedder takes a 3-D model M, payload (m) and a secret key K, and K2 along
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with an optional recovery key K3. The extraction stage takes the stego model (M1) and keys, K, 
and K2 to extract the payload along with the original state of the cover model as shown in Figure
5.1.
Payload(m)
V
Cover Model (M) — Embedder
A V
Keys Ki, K2 and K3 S tego Model (M')
V
Recovered
Model
(M)
< - Extractor
\ /
Recovered Payload
Figure 5.1: Framework for the proposed algorithm.
A secure key generation and management system is assumed to be in place for the scope of all the 
work presented in this thesis. During the embedding process, a fictitious list, L, of the vertices of 
the 3-D model is generated with the help of key K, [section 5.2.1.1]. A local coordinate system for 
the model M is defined and the point coordinates of the model are transformed from global 
coordinate system to the local coordinate system [section 5.2.1.2]. After the point coordinates are 
transformed, every point of the model M is processed using the order defined by fictitious list one 
by one to embed the secret information according to proposed LSB algorithm [section 5.2.1.3]. 
Finally, the model M is transformed back to the global coordinate system to generate the stego 
model M' [section 5.2.1.4]. During the embedding procedure, an optional recovery key K3 can also 
be maintained to recover the model in its original state during the extraction process.
In the extraction stage fictitious list L is generated using key K, and the point data of the stego 
model M' is transformed to the local coordinate system. While taking up points of M' in the 
transformed coordinate system, the LSB extraction procedure is applied on the point data to read 
the hidden message'm'. Using the optional recovery K3, the original state of the model M' can 
also be retrieved. The process of embedding and retrieval of the secret information in the 
proposed steganographic system is shown in Figure 5.2.
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Figure 5.2: Overview of the proposed system
i '
5.2.1 Embedding Stage
The embedding procedure of our system is divided into multiple steps as described in the 
following sections.
5.2.1.1 Generation of fictitious list
Let P be the point set consisting of N number of points in cover model M. Every point in the 
model M is indexed by an integer in the description of model which is defined as point-number. 
These integers are arranged in ascending order to describe a sequence which is defined here as 
implicit point order (IPO) Q. Q is scrambled to another sequence R with the help of secret key K,. 
The point-numbers of points are not changed during the embedding and retrieval process. Every 
point of P is processed in the order defined by the entries of R to embed message bits (m) one 
after the other, so that cover model M is converted to stego model M'. The process of LSB 
embedding is described in section 5.2.1.3.
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The points of M which can be processed to embed the payload m, are defined as valid message 
points. Similarly the “invalid points” are the points geometry of which cannot be changed during 
the embedding process. Three arbitrary points are marked as “reference points” during the 
embedding process. The reference points are invalid message points by definition and thus their 
geometry remains un-changed during the embedding process. Three reference points are depicted 
as P/ where I e {0,1,2,...,N - 1}. For increased security, instead of picking up the consecutive 
entries from the scrambled IPO (R) to define I , the following equation is used to define it:
where j  = {0,1,2} and Sj is a pseudo random number sequence (PRNS) derived from a reference
key K2. For simplicity, the reference points are denoted as PA, Pb and Pc respectively. 
Furthermore, all neighbour points of PA are marked as invalid message points. Let 'r' be one ring 
neighbourhood radius of vertex PA.
5.2.1.2 Transformation of the point set
Next, we define a local 3-D coordinate system in 3-D Euclidean space V for the model which is 
invariant to rotation, translation and uniform scaling. For simplicity, the term “affine invariant” 
will be used in later sections to describe any mapping invariant to rotation, scaling and uniform 
scaling unless stated otherwise. Mathematically, we can view the local coordinate system (LCS) 
as orthonormal ordered bases in V with origin at PA. These orthonormal bases are constructed 
with the help of points PA, PB and Pc. Unless defined otherwise, the origin of the LCS will be 
considered at PA in later sections. Also, the bases for the global coordinate system will be referred 
as the standard bases. Let U be the ordered orthonormal bases defining the local coordinate 
system centred at orgin such that
Any point described in terms of the local coordinate system centred at origin and the local 
coordinate system centred at PA will be described by subscript U and U' respectively.
Three unit vectors normal to each other are defined using PA.PB and Pc as follows:
I — Sj mod (N -  1) (5.1)
(5.2)
(5.3)
W;j =  U\ X Vq
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The origin for the system of bases U is the same as that for standard bases. Let v  be any arbitrary 
point defined in global coordinate system. Point v in terms of basis U can be represented as 
follows:
where A =  v2 t'a]7 and [v^ is the representation of v in terms of basis U.
Let G and H be the global coordinate system and affine invariant user-defined, local coordinate 
system represented by orthonormal bases W and LT cantered at global origin and PA respectively 
as shown in Figure 5.3, where,
Figure 5.3: Definition of Local Coordinate System
Similarly, the normalized representation of point v in terms of basis LT cantered at PA, denoted by 
Mr/' is given as:
Once the point data of the model is transformed into affine invariant local coordinate system 
(LCS), a pseudo random walk is defined though the point set P using order R defined in section
5.2.1.1. The message bits are then embedded into the transformed coordinates of points along this 
walkthrough. The process of embedding message bits in an arbitrary point will be explained with 
the help of an example as follows.
Given the coordinates of the point set in affine invariant LCS, the fractional part (f) is taken up 
from within the mantissa of all three arbitrary coordinate values one by one and this fractional
[v]u =  A 'v (5.4)
W =  ( t o !  W2 w: l } ,  
U'  =  {u{ u2 U 3 } .
(5.5)
(5.6)
5.2.1.3 LSB Embedding
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part is converted into its binary equivalent (fbin). The precision of the mantissa is machine 
dependent. Binary equivalent (fbin) can be represented by a string of Vs and 0’s of an arbitrary 
width w. The constant w is defined by the user and limited by the machine precision. The bits at 
least significant locations in fbin are replaced by the message bits. Before describing the 
embedding process in further detail, embedding depth (n) is defined as the maximum number of 
payload bits which can be embedded in any single fbin of the normalized coordinate value of an 
arbitrary point in LT. It is observed that the embedding capacity of the algorithm is proportional to 
embedding depth. It is quite clear that n<w. Moreover, it is also observed that 3n bits can be 
embedded in every vertex of the model M.
5.2.1.4 Inverse Transformation
After 3n bits are embedded per vertex, expressed in the local coordinate system, the point set 
needs to be reverted to its previous representation i.e. in standard basis of global coordinate 
system. Let W be the orthonormal basis defining the global coordinate system such that
W in terms of the basis system U is given as:
[MHc =
A =  [«1 M2 ÎX3]r 
= [trb  -  % , (5.7)
=  B
Let [v]u- be any arbitrary point in 3-D model defined in terms of the basis U' and containing 
hidden message bits. Suppose[v]tv. represents the point [v]U' defined in terms of global coordinate 
system. Then
[v]w = B~l[v\u'-[PA\j' (5.8)
Where [Pa]u' is coordinate representation within the user-defined local coordinate system in terms 
of basis U. [v]w is now written back to the point set P of the cover model as it is represented in the 
global coordinate system in terms of the standard basis now.
It is observed that 3n bits per vertex can be embedded using the proposed scheme. However, some 
of the modified least significant bits of the transformed coordinates may be lost due to truncation 
errors which occur during the mathematical calculations involving change of bases etc. As the 
desired accuracy on extraction depends upon the specific application and nature of the embedded 
data, therefore, the truncation loss can still be neglected if the recovered message is still 
intelligible. The nature of the application and embedded data are two important factors which 
determine the desired level of accuracy on retrieval stage. For example, if a simple 2-D image is
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hidden in 3-D model, a loss of 5 % of hidden data may be considered acceptable as the watermark 
pattern can still be discernable. However, a higher level of accuracy might be required for certain 
applications and scenarios. Therefore, a modification in LSB algorithm is presented here. In 
experiments, it is shown that hidden data was successfully retrieved despite any truncation error 
using the modified LSB algorithm as follows:
The process of embedding/ substituting the message bits starts by introducing an offset to the least 
significant bit. Instead of starting substituting the message bits at least significant position (offset 
0), embedding starts at an embedding-offset (6 ) from the least significant bit position as shown in 
the Figure 5.4.b. This strategy ensures if 6 bits are to be found in error at the extraction in worst 
cases, the hidden message can still be extracted fully.
The pseudo code in Figure 5.5 shows how the modified algorithm works. The modified least 
significant bit algorithm is used in the experiments due to increased robustness although the 
original LSB algorithm can be utilised to exploit if more capacity is required at the cost of some 
data loss.
The embedding capacity of the algorithm is defined as the maximum number of message bits 
hidden in the cover model M [11] and its units are bits. Sometimes the embedding capacity is also 
referred to as the maximum number of bits per vertex [8]. Unless specified otherwise, the first 
definition is preferably used in this chapter. Let M LSb be the embedding capacity of the algorithm 
and V  be the number of vertices in the model. M Lsb can be formally stated as:
Mlsb =  3 x (F -  (3 + | Nncigh' |)) x n (5.9)
where | Nncigh. \ is cardinality of the set containing neighbours of the first reference point and n is
* 0 1 0 0 1 0
IY-1 W -2  W3 4  3  2  1 0
fbin /K /is
j . . . , 1 0 1
n-f n -2  3  2  1  0
I T
. . . 0 1 0 0 1 0
W -î  W -2  W -3  4  3  2  1 0
ffoln
(a) LSB Embedding
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. . .  | o 1 0 0 1 0
W -i  W -2  W-3 5
1 0 1
n -1  n - 2 3  2  1 0
0
W -1 W -2  W-3 4  3  2  1 0
fbin
(b) M odified LSB E m bedding
Figure 5.4: Data Embedding in binary representation of the fractional part of coordinate value
the depth of embedding. A typical value of n for the proposed algorithm for complete extraction 
of the embedded payload is 10 which means the typical value of MLSb is of the order of 30 bits 
per vertex!
As mentioned in section 5.2, an erasing key K3 ensures the reversibility of the embedding process. 
Erasing key is a binary string of length exactly equal to the length of payload i.e. number of bits in 
the payload. When the LSB embedding leads to the substitution of a bit in the coordinate values 
of the point, the corresponding erasing bit is stored in the erasing key K3. The erasing bit is set to 
T  if the state of the bit at any location of the coordinate value changes and is reset to 'O' 
otherwise. Essentially, it is the bitwise difference between the payload and the transformed 
coordinate representation of model along the fictitious random walk-through defined by key K, in 
section 5.2.1.1.
The erasing key K3 is kept private and the reversibility is ensured only with the possession of 
secret keys K,, K2 and erasing key K3 [4],[32].
5.2.2 Extraction Stage
Since embedding and extraction are exactly symmetric, the message and original model can easily 
be extracted with the help of keys, K, and K2, stego model, M', and optional recovery key K3.
The implicit point order Q of the stego model M', is scrambled to generate sequence, R with the 
help of secret key, K,. Traversing the model by the point indices in R, the message is extracted by 
finding the states of respective points using LSB algorithm.
100
Chapter 5. A High Capacity Steganographic Approach fo r 3-D Models
LSB (Local coordinate System epresentation(LCS),payload[], 
key[],Embedding Depth, EmbeddingOffSet, nBits )
#init parameters 
i=0, j=0;
numPoints= ceiling(numBits/3*EmbeddingDepth); 
while (i< numPoints) do
currentPoint= FictitiousList[i]; 
while (j<3) do
f= GetFractionalPart(LCS,currentPoint, j); 
fbin=FindBinaryEquivalent (f ) ;
M[n]= ReadMessageBits(payload[],n ); 
for (k=0;k<n)
if (fbin [k+embeddingOf fset] !=M[k])
fbin [k+embeddingOf f set] =M [k] ;
SetEraseKey(currentPoint,j,k ); 
k + + ;
. . else
ResetEraseKey(currentPoint,j,k);
endif 
k + +;
end for
j ++ ; 
end while
i ~ ,  '
end while
end LSB
Figure 5.5: Pseudo code for LSB Algorithm
5.3 Validation Measures
The experimental results are established to validate the proposed scheme against the criteria of 
perceptibility, capacity, complexity and security [4], [8], [32], [31], [9], [32], [33].
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SNR is considered to be a popular distortion measure but it is normally dedicated to the regularly 
sampled signals in which category 3-D models don’t fall [4], Another measure was proposed to 
evaluate the distortion in 3-D models where topology of the model doesn’t change after the 
embedding procedure. [15]. An estimation of Hausdorff Distance [4] is used to evaluate the 
distortion introduced in the stego model because the proposed scheme also doesn’t change the 
topology of the 3-D model. The normalized Hausdorff distance Rdist is given as:
R<Ust -Ximx /  A n a x  (5.10)
where Amax is the maximum displacement introduced in any point within the point set P and Lmax 
is the length of largest edge used as a normalizing factor. The proposed method aims to minimize 
the value of Rdist as the stego systems which introduce less visual impact are less likely to 
introduce statistically detectable artefacts[l 1].
Embedding capacity has already been defined and is calculated in section 5.2.1.4.
As far as security is concerned, we only give an estimate since a practical verification of theoretic 
paradigms is intractable in this case due to the very high processing power required and absence 
of any statistical tools for detecting any statistical anomalies introduced in 3-D stego models [4],
[109],[30], [31], [32], [8]. Security is achieved by using key K, and K2 to embed the data and 
reverse the changes. Finding the reference points in the model and then determining the sequence 
of embedding primitives without knowledge of K, is NP-hard with respect to the number of 
vertices in the model which proves that proposed scheme is secure in the cryptographic sense. 
This problem is again an instance of travelling sales man person and an illustrative account of the 
complexity of travelling salesman person has been presented in chapter 4. The proposed scheme is 
resistant against exhaustive search. Therefore, the retrieval of the message without the key is 
virtually impossible [4] thus rendering any “passive intrusion” virtually impossible where the 
intruder is interested in retrieving the payload without modifying or destroying it. Moreover, the 
data embedding process is carried in an undeterministic fashion which makes any steganalysis 
difficult or impossible [4],
5.4 Experimental Results
The proposed algorithm was implemented using a personal computer with a 1.6 GHz processor 
with 512 MB memory running the Visualization Toolkit (VTK). The code was written in C++. 
The benchmark consists of 11 models.
The main goal of the proposed method is to maximise the efficiency without compromising on the 
other performance criteria such as security, complexity and imperceptibility. In Table 5.1, an 
account of the maximum number of bits hidden in various models is presented. No rigorous
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robustness requirements are assumed except against basic procession operations of rotation, 
translation, uniform scaling and their combination/s. Results shows that of the order of 30 bits per 
vertex can be hidden using the proposed algorithm which is better than any steganographic 
scheme processing 3-D polygonal models and point sampled geometry. The details of the model, 
along with typical distortion values and processing time are presented. Table 5.1 demonstrates 
that proposed scheme is practically viable. The parameter of “embedding depth” enables one to 
increase and control the number of embedded bits per vertex. The amount of payload can be 
increased by changing the value of “embedding depth” at no significant extra processing cost. 
From results presented in[9] it is known that typical values of Hausdorff distance of the order of 
1x1 O'5 to 9xl0"5 are acceptable and introduce no perceptible artefacts in the stego model. It can be 
observed from the Table 5.1 that the maximum distortion introduced in any of the stego models 
lies in the range from 1 x KT13 to 2 x KT7 which can be considered as an excellent feature of our 
scheme.
Different versions of the same model are processed. These variants comprise different number of 
vertices and triangle to show that the proposed scheme works very well for small, medium and 
relatively larger models alike. The values of typical time cost against the increasing number of 
depth of embedding show that the time increases almost linearly with the amount of payload 
which shows that the proposed scheme is scalable for larger models also. The visual impact of the 
embedding is shown in Figure 5.6 through Figure 5.8 and Figure 5.10 through Figure 5.17 for 
different types of models. Table 5.3 offers a comparison of the state of the art techniques. It 
provides a comparison of all the promising techniques in terms of complexity, capacity, 
reversibility and types of models these can process. It can be noted from Table 5.3 that the most 
promising scheme which can process polygonal models as well as point sampled geometry [7] has 
a maximum capacity of 3 bits per vertex with non-blind retrieval procedure. Similarly, the scheme 
offering maximal capacity so far, which provides 9 bits per vertex, can only process polygonal 
models and is unable to embed payload in point sampled geometry. In comparison, the proposed 
method provides an embedding capacity of at least 30 bits per vertex and it can process polygonal 
models as well as point sampled geometry.
Figure 5.9 explores the relationship of embedding depth and embedding offset with some 
important performance parameters. Figure 5.9.a shows that percentage of the accurately retrieved 
payload increases with the value of the embedding offset.
This improvement is a trade-off with the increase in distortion as shown in Figure 5.9.b; yet 
maximum distortion caused by the optimum value of embedding offset (10) is still un-noticeable 
and lower than all counterpart schemes. Similarly, distortion also increases with embedding depth 
and can be adjusted depending upon the application and the nature of the payload. As expected,
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processing time increases with the embedding depth but the slope of the curve is fairly low which 
renders the scheme scalable for larger models.
Table 5.1 Results of Polygonal models : We choose 10 as embedding offset
Model Vertices Polygons N Hausdorff
Distortion
Processing 
Time (sec)
Atenea
(small)
560 1121 10 4 .82x10 '" 13.61
Bunny 1020 1954 10 ' 2 .83x10" 51.359
Elephant
(Large)
5132 10150 15 2 .17x10^ 151.048
Hand 1055 2130 15 3 .5x10 '" 29.407
Venus
(small)
819 1762 10 4 .29x10" 19.282
Venus
(medium)
5688 11563 10 2.96x10" 202.282
Table 5.2: Results of Point sampled Geometry: We choose 10 as embedding offset.
Model Vertices Polygons n Distortion Processing 
Time (sec)
Atenea
(large)
7560 15014 10 0.928x10'" 201.53
Bunny 1020 1954 10 2 .83x10" 51.359
Dragon 1257 2730 10 9.03x10-" 31.844
Elephant
(Small)
623 1148 10 3.26x10'" 15.656
Venus
(Large)
19847 43357 10 1.44x10" 517.615
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Table 5.3: A comparison of methods in ADME02 [1], CM03[4], ME04[17], WC05[32], WW05[33], 
CW06[7], YC06[9], YC07[8] and The proposed Method.
Model Type Pre-processing 
for Traversal
Processing
Time
Capacity Extraction
ADME02 PI. Yes 37 <0.5 Blind
CM03 Tr. Yes 15 <1 Blind
ME04 PI. Yes 38 0.5 Blind
WC05 Tr. Yes 0.15 3 Blind
WW05 PI, a+Tr. 
b+P.S.G.c
Yes 1.02 0.5 Non Blind
CW06 Pl.& P.S.G Yes 0.02 3 Non Blind
YC06 PI. Yes 0.1 9 Blind
YC07 PI. Yes 0.05 <6 Blind
Proposed
Method
Pl. & P.S.G No. 3.25 30 Blind
a Polygon Models, Triangle Models, 0 Point-Sampled Geometry
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(Cover Model) 
( 1020 vertices)
(Stego Model)
-
(Close Up Cover 
Model)
(Close Up Stego 
M odel)
Figure 5.6: Cover and Stego Models for Stanford Bunny. For a better comparison, the close-up views
are also shown.
Hand(1055 vertices)
Atenea (560 vertices)
Figure 5.7: Results for Polygonal models; In every pair, left model is cover m odel and the right one is
stego model.
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Elephant Original Model (623 vertices) Stego Model
M
I
j?
Venus Orignal Model( 19847 vertices) Stego Model
Figure 5.8: Results for Point Sampled Geometry; In every pair, left model is cover model and the
right one is stego model.
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Figure 5.9: Effect of Embedding- Offset and Embcdding-Dcpth on various performance indicators
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w
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(a) A tenea_l (7546, 15014) (b) A tenea_l (7546, 15014)
I  i H
(c) A tenea_2(4721,9395) (d) Atenea_2(4721, 9395)
1
A
(e) Bull_l(2189, 2479) (f) B ull_ l(2189, 2479)
»
(g) B ulL 2 (6202, 12398) (h) B ull_2(6202, 12398)
Figure 5.10. Results for Polygonal models; In every pair, left m odel is cover m odel and the right one
is stego model. Each model is described as an ordered pair (num ber o f vertices, num ber o f triangles).
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 krr,.-:— ^
(a)Bunny_l (1020, 1954)
(c)bunny_2 (14030,34834)
I  ; .
(e) B uddha_l(124988,249996)
It:
(b)B unny_l(1020, 1954)
(d) bunny_2 (14030,34834)
Al
(f) B uddha_l( 124988,249996)
(g) Buddha_2(34347,68704) (h) Buddha_2(34347,68704)
Figure 5.11: Results for Polygonal m odels; In every pair, left model is cover m odel and the right one
is stego model. Each model is described as an ordered pair (num ber o f vertices, num ber o f triangles).
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(a) D ra g o n J  (1257,2730)
(c)dragon_2 (437645, 871414)
(e) elephant_ 1(5132, 10150)
(g) elephant_2 (623,1148)
(b) Dragon_ 1 ( 1257,2730)
(d)dragon_2 (437645, 871414)
(f) elephant_l(5132, 10150)
(g) elephant_2 (623,1148)
Figure 5.12: Results for Polygonal m odels; In every pair, left model is cover model and the right one
is stego model. Each m odel is described as an ordered pair (num ber o f vertices, num ber o f triangles).
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(a) hand_l(32723, 65466) (b) h an d _ l(32723, 65466)
(d)hand_2 (4389, 6545)
v i l
(e) venus_l(5688, 1163)
7 f
(f) venus_l(5688, 1163)
(g)Venus_2( 19847, 43357) (h)Venus_2 (19847, 43357)
Figure 5.13: Results for Polygonal models; In every pair, left model is cover model and the right one 
is stego model. Each model is described as an ordered pair (number of vertices, number of triangles).
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(a) atenea_l (7546) (b) atenea_l (7546)
(c) Atenea_2(4721) (d) Atenea_2(4721)
(e) Bull_l(2189) (f) B ull_l(2189)
1 *
(g) Bull_2 (6202)
« E
(g) Bull_2 (6202)
Figure 5.14: Results for Point sam pled G eom etry; In every pair, left model is eover m odel and the
right one is stego m odel. Each model is described in term s o f num ber o f vertices.
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(a)B unny_l( 1020) (b)Bunny_l ( 1020)
■SSSShBS
(c)bunny_2( 14030)
(e) Buddha_l (124988)
(g) Buddha_2(34347)
(d)bunny_2( 14030)
(f) B uddha_l (124988)
(h)Buddha_2(34347)
Figure 5.15: Results for Point sam pled G eom etry; In every pair, left m odel is cover m odel and the
right one is stego model. Each model is described in term s o f num ber o f vertices.
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(a) D ragon_l (1257) (b) D ragon_l(1257)
(c)dragon_2(437645) ( d )dragon_2(437645)
‘ y<i-
7.7
(e) e lephan t_ l(5132)
i
r : ;v
(f) e le p h a n t_ l ( 5 132)
Figure 5.16: Results for Point sam pled G eom etry; In every pair, left model is cover m odel and the
right one is stego m odel. Each model is described in term s o f num ber o f vertices.
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(b )h an d _ l (32723)(a) hand_l(32723)
-
(c)hand_2 (4389) (d) hand_2 (4389)
Ss .s,
' é,%: -
f i  f i
Â â
(e) venus_ 1(5688) (f) venus_l(5688)
Figure 5.17: Results for Point sam pled G eom etry; In every pair, left model is cover m odel and the
right one is stego m odel. Each model is described in term s o f num ber o f vertices.
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5.5 Conclusions
A new steganographic algorithm has been presented which is suitable for 3-D polygonal models 
as well as point sampled geometry. The proposed technique provides features of simplicity, 
efficiency, generalization, high capacity, security, low distortion and robustness against affine 
transformations. The scheme has been generalized to support polygonal models and point sampled 
geometry not necessarily restricted to only triangular meshes.
To the best of our knowledge, this is the first blind steganographic technique capable of 
processing polygonal models and point sampled geometry.
The proposed method has various distinguishing features. It utilizes the implicit point order 
defined by the point order of 3-D model to define the fictitious walk through the point set which 
eliminates the need of any specific traversal algorithm. Moreover, the capacity of the method has 
been increased to at least 30 bits per vertex which is the highest for any steganographic method in 
3-D polygonal models and point sampled geometry. It can process various types of models yet it 
maintains all the topological features of the model. Another important feature is provision of 
parameters of “embedding depth” and “embedding offset”. Depending upon the nature of 
payload, the capacity of the algorithm can be increased up to 60 bits per vertex for a trade off in 
the correct retrieval of payload in the extraction stage. For example, in case of payload in the form 
of simple 2-d images, even 80% correct retrieval is sufficient which can be achieved by increasing 
the value of embedding depth and decreasing the value of embedding offset.
Although the experiments show very good results for our proposed method, some further 
improvements are still viable. The main limitation of the method is found in the machine 
precision errors. The accuracy of retrieval of hidden data has been improved by incorporating the 
feature of embedding offset at the expense of not utilizing the maximum embedding depth. One 
may still devise suitable data structure and calculation routines less prone to machine errors. 
Furthermore, research is needed to explore the relation of the payload and the visual impact.
The processing time required to process models is found to be sufficiently practicable especially 
in view of the increasing processing power of commonly available hardware, yet it is far from 
optimum. This owes mainly to the processing required in coordinate system transformation. 
Developing an optimized processing routine is an area where future research is needed.
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Chapter 6
6 Conclusions and Future Work
6.1 Preamble
Among various types of multimedia, this thesis addresses the issues related to 3-D models. 3-D 
models are very expensive to create and a lot of effort and money is needed for their generation. 
Therefore, the owners of 3-D models are generally reluctant to present their 3-D models 
especially in the context of the interactive applications developed for the World Wide Web. 
Watermarking is one of many technologies developed to address various issues relating to 3-D 
models such as copyright protection, copy protection, transaction tracking, and authentication etc.
On a very different note, a very similar technology steganography of 3-D models addresses the 
issue of secret communication using 3-D models .The basic implementation details of 
steganography and watermarking are very much similar, however there are substantial differences 
between two technologies in terms of applications and requirements. In contrast with the classical 
techniques of cryptography, steganography hides the secret message in a way that the existence of 
the message is undetectable. The research in steganography is motivated by many factors which 
include the concerns about the privacy of personal communication in the face of the increasing 
control of the states on the encryption services and the necessity of the secret communication 
between organisations having political dissent with the state where political dissent is discouraged 
and not accepted.
State of the art watermarking and steganographic techniques developed for 3-D models work in 
spatial as well as transform domain. We chose the spatial domain because the spatial domain 
offers more capacity as compared to transform domain. Although it is generally believed that 
transform domain techniques are generally more robust than spatial domain techniques, our 
proposed watermarking system is comparable to the other state of the art techniques in terms of 
robustness and the offers more robustness features as compared to schemes which use normal 
vector information for watermark insertion. Our main objective in this thesis is to exploit the 
spatial domain for increased robustness and capacity for watermarking and steganographic 
purposes respectively.
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We have proposed a watermarking scheme robust to cropping, mesh simplification and noise 
addition for copyright applications. Watermarking systems designed for copyright protection must 
be robust against the attacks which don’t produce visual degradation. Among other various 
attacks, the attacks of cropping and mesh simplification are considered to be very challenging 
because these attacks can change the topology and the geometry of the models without affecting 
the overall surface representation of the model. Spatial domain techniques proposed for the above 
attacks mainly secure the watermark by spreading every individual watermark bit in a collection 
of data embedding primitives (DEPs) such as vertices, normal vectors over the whole surface of 
the model. If some part of the model is cropped, the surviving DEPs of a particular collection help 
to recover the inserted watermark bit. The watermarking schemes robust to cropping, mesh 
simplification, and noising use normal vector information or coordinates of vertices to insert the 
watermark. Normal vector information is least likely to be disturbed by the attacks because it is 
usually used by shading algorithms to render the surface of 3-D triangle models. If the attack 
attempts to destroy the watermark by manipulating the normal information, it introduces visual 
artefacts in the model which is not desirable for an attacker as well. The idea is similar to DCT 
watermarking in images, where perceptually important DCT coefficients are selected and used to 
insert the watermark. Other schemes embed the watermark in the vertices of the model. However, 
any perturbation on the vertices caused by the attacks doesn’t create any visual artefacts in the 
model. Therefore, the vertices data is generally more prone to attacks.
Benedens proposed a scheme for copyright protection which resists the mesh simplification and 
noise addition but is not robust against cropping. Individual watermark bits are embedded in the 
sets of normal vectors (bins). Bins are constructed in a way that the members of a certain bin are 
spatially clustered. Watermark bits are lost in case the cropped surface patch of the model 
contains such spatially clustered bins. We proposed that the bins must be constructed such that the 
members of a certain bin are spread all over the model to avoid loss of watermark bits in case the 
model is cropped.
Similarly, the steganographic methods proposed so far generally constitute two stages. In the first 
step, a secret list of DEPs is populated using a key using a specific traversal algorithm. This is 
computationally expensive step as it consumes 30% processing power in the most efficient 
method proposed so far.
It is also observed that the capacity of the steganographic method is an issue of prime importance 
in the state of the art steganography. Almost all the proposed methods aim to increase the capacity 
of the steganographic method .The methods providing maximal capacity exploit three degrees of 
freedom to use three geometric channels for data hiding. However, it is observed that the number 
of sub-channels within these channels can be further exploited to embed more data. We proposed 
to use these sub-channels by using the concept of least significant bit steganography.
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6.2 Concluding Overview
The sole aim of the research program was to investigate the spatial domain for 3-D models for 
exploiting its potential for watermarking as well as steganographic purposes. The purpose of the 
watermarking scheme is to provide a solution for the copy right protection of 3-D triangle models. 
On the other hand, the main aim of the steganographic methods is to increase the efficiency and 
the capacity of the state of the art steganographic technology.
The study of the state of the art techniques in 3-D watermarking has been carried out. Various 
data embedding primitives were studies for their robustness features and normal vector 
information was chosen on the basis of this comparative study. A new method for the generation 
of the bins of normal vectors was proposed to improve on the scheme proposed by Benedens. The 
experimental results prove that our approach is robust against the challenging attacks of cropping, 
mesh simplification and noise addition. Security is achieved by using a watermarking key. 
Moreover, it offers the robustness against a class of attacks which is comparable to the state of the 
art transform domain techniques.
In the case of the steganography, a novel blind steganographic scheme has been proposed for the 
point sampled geometry (with no polygonal structures) and polygonal models in the second 
contribution of the thesis. Our scheme is robust against rotation, translation and scaling which is 
proven by the fact that no errors were found while retrieving the embedded message after 
applying these affine transformations.
This scheme introduces the feature of IPO for steganographic purposes which eliminates the need 
of the usual pre-processing stage for generation of a sequence of data embedding primitives. 
Experimental results prove that the proposed approach improves the efficiency of the whole 
steganographic system. This gain in the processing power can be utilized in the design of complex 
but more effective and sophisticated algorithms for embedding and retrieval stages. The results 
also prove that the proposed approach is also imperceptible and practicable.
As of security, the scheme is resistant against any exhaustive search and cryptographically secure. 
These facts imply that this scheme is resistant against any “passive intrusion” to extract the 
payload without modifying or removing it.
In the last contribution of the thesis, a new steganographic algorithm has been presented which is 
also suitable for 3-D polygonal models as well as point sampled geometry. The proposed 
technique provides features of simplicity, efficiency, generalization, high capacity, security, low 
distortion and robustness against affine transformations. The scheme has been generalized to 
support polygonal models and point sampled geometry.
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The proposed method has various distinguishing features. It utilizes the implicit point order 
defined by the point order of 3-D model to define the fictitious walk through the point set which 
eliminates the need of any specific traversal algorithm. Moreover, the capacity of the method has 
been increased to at least 30 bits per vertex which is the highest for any steganographic method in 
3-D polygonal models and point sampled geometry. It can process various types of models yet it 
maintains all the topological features of the model. Another important feature is provision of 
parameters of “embedding depth” and “embedding offset”. Depending upon the nature of 
payload, the capacity of the algorithm can be increased up to 60 bits per vertex for a trade off in 
the correct retrieval of payload in the extraction stage. For example, in case of payload in the form 
of simple 2-d images, even 80% correct retrieval is sufficient which can be achieved by increasing 
the value of embedding depth and decreasing the value of embedding offset.
6.3 Future Work
The proposed watermarking scheme is robust against the attacks of cropping, mesh simplification 
and noising. The system is non-blind which implies that it is more suitable to insert the private 
watermarks. The principle limitations of this method are related to the computational cost of the 
optimisation problem and the conflicts arising during the movements of the vertices. During the 
embedding procedure, a multidimensional simplex method is used to minimize the cost of moving 
the vertices which is an iterative optimization problem. While inserting the watermark, every 
point is moved to change the normal vector of a particular triangle. This may disturb an already 
embedded watermark bit by disturbing an adjacent triangle which was already processed. 
Although, it is made sure that no watermark bits are destroyed in this process through a careful 
selection of various parameters and thresh-hold values. However, this does lead to unequal 
watermark strength for different bins. The values of these parameters and thresh-holds were not 
changed while performing the experiments on different models.
The performance of the proposed watermarking scheme can be improved by reducing the 
conflicts during the movement of vertices. Another improvement in the proposed method can be 
perceived in terms of developing more efficient optimization routine to find a minimum cost in 
terms of visual degradation.
As watermarking of 3-D models is a fairly new research area, there is no benchmark available for 
comparing the performance of a proposed method objectively and quantitatively against all the 
previously proposed methods. An important direction for future work is the contribution to the 
development of a benchmark for 3-D watermarking schemes.
IPO steganographic algorithm is a blind steganographic method which reduces the overhead of 
the pre-processing stage in almost all the efficient high capacity methods proposed so far.
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However, there are some improvements viable for the future work. The scheme can be improved 
by introducing mechanism to embed the information adaptively keeping in view the local surface 
curvature and density of point cloud in particular region/s of 3-D models.
Another relevant research area is the development and standardization of viable tools and 
techniques which can be used to quantify the security provided by a steganographic system 
developed for 3-D models. Due to this limitation, all the steganographic systems for 3-D models 
developed so far highlight the capacity and efficiency through practical details while giving an 
estimate of the security against any passive intruder.
Similarly, although the experiments show very good results for LSB steganographic method, the 
main limitation of the method is found in the machine precision errors. The accuracy of retrieval 
of hidden data has been improved by incorporating the feature of embedding offset at the expense 
of not utilizing the maximum embedding depth. One may still devise suitable data structure and 
calculation routines less prone to machine errors. Furthermore, research is needed to explore the 
relation of the payload and the visual impact.
Processing time required to process models is found to be sufficiently practicable specially in 
view of the increasing processing power of commonly available hardware, yet it is far from 
optimum. This owes mainly to the processing required in coordinate system transformation. 
Developing an optimized processing routine is an area where future research is needed. As in 
watermarking; there is still no test bench available in field of the steganography for 3-D models. 
A development of such a test bench is highly desirable for the fast growth of 3-D steganography.
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