Multifractional Brownian motion is an extension of the well-known fractional Brownian motion where the Hölder regularity is allowed to vary along the paths. In this paper, two kind of multi-parameter extensions of mBm are studied: one is isotropic while the other is not. For each of these processes, a moving average representation, a harmonizable representation, and the covariance structure are given. The Hölder regularity is then studied. In particular, the case of an irregular exponent function H is investigated. In this situation, the almost sure pointwise and local Hölder exponents of the multi-parameter mBm are proved to be equal to the correspondent exponents of H. Eventually, a local asymptotic self-similarity property is proved. The limit process can be another process than fBm.
Introduction
In many applications, fractional Brownian motion (fBm) seems to fit very well to random phenomena. Recall that it can be defined by one of the four following properties. Let H ∈ (0, 1) (H is sometimes called the Hurst parameter).
• B H is a centered Gaussian process such that ∀s, t ∈ R + ; E B .
Ŵ(dξ)
is a fBm,
• B H is the unique self-similar Gaussian process with stationary increments.
Its efficiency has already been shown in simulation of traffic on Internet or in finance. This induced some recent progress such as stochastic integration against fBm. However, the main limitation of fBm is that the Hölder regularity is constant along the paths. Multifractional Brownian motion (mBm) has been independently introduced in [4] and [13] . This process is a generalization of fractional Brownian motion where the Hurst parameter H is substituted by a function t → H(t). As a consequence the Hölder exponent is allowed to vary along trajectories. The different definitions by the two groups of authors provided two different representations of mBm.
Peltier and Levy-Vehel ( [13] ) defined the mBm from the moving average definition of the fractional Brownian motion where t → H(t) is a Hölder function.
Benassi, Jaffard and Roux ( [4] ) defined the mBm from the harmonizable representation of the fBm
.
These two definitions were proved to be equivalent up to a multiplicative deterministic function ( [6] ).
Moreover, in [3] the covariance function of this Gaussian process has been proved to be
= D (H(s), H(t)) |s| H(s)+H(t) + |t| H(s)+H(t) − |t − s| H(s)+H(t)
where D is a known deterministic function. The goal of this paper is to study some multi-parameter extension of the multifractional Brownian motion, ie a stochastic process indexed by R N + , which is an mBm when N = 1. One extension has already been considered in [4] . 2D extension of fractional Brownian motion has been already used in various applications such as underwater terrain modeling ( [14] ). It may be more realistic to allow local regularity to vary at each point : our extension of mBm in R 2 may be used for this kind of application.
Multi-parameter extension of the fractional Brownian motion
Since multifractional Brownian motion is an extension of fractional Brownian motion, we start with a review of the existing extensions of fBm. Most of the results in this section are well-known, but we give new proofs based only on the covariance functions.
In the same way as Brownian motion has two main multi-parameter extensions: Levy Brownian motion and Brownian sheet, two different multiparameter extensions of fractional Brownian motion have been defined.
Levy fractional Brownian motion
This process can be seen as an isotropic extension of the fractional Brownian motion. Indeed, for the fBm, we have for all s, t ∈ R + E [X t − X s ] 2 = |t − s|
2H
A natural idea to extend this process for a set of index T ⊂ R N + is to substitute the absolute value by a norm. We get the Levy fractional Brownian motion, which is defined to be a centered Gaussian process of covariance function
There are several definitions of this process by its trajectories. Among these, it can be defined as integral against white noise. Lindstrom stated the following (see [9] ).
Proposition 1 The process defined by
X t = R N t − u H− N 2 − u H− N 2 W(du)(2)
is a Levy fractional Brownian motion up to a multiplicative constant.
Proof This process is obviously Gaussian and centered. Thus we only have to show that the covariance function is of the form (1). We have
We consider the change of variables from R N into itself, v = φ(u), where φ is the linear application which maps the canonic basis of R N to the orthonormal basis e 1 = t−s t−s , e 2 , . . . , e N . The differential of φ in any u ∈ R N is itself and the Jacobian
because the matrix of φ is orthogonal. We have
We obtain
2
.dv and after the second change of variables,
The harmonizable representation of fractional Brownian motion can also be generalized. Before that, let's recall briefly definitions of white noise and its Fourier transform. In the following, we will denote L 2 C (R N ) the set of functions f :
Definition 1 The complex isonormal process is defined to be a centered Gaussian process
Then, white noise W can be defined by
wheref if the Fourier transform of the function f . The Fourier transform of white noise is defined in the same way.
This complex measure is usually used to define the harmonizable representation of fractional Brownian motion
that can be generalized in the following.
Proposition 2
The process defined by
whereŴ is the Fourier transform of white noise in R N , is a Levy fractional Brownian motion up to a multiplicative constant.
Proof As will be done for multifractional Brownian field, the Fourier transform of the kernel of representation (2) could be directly computed. But as this representation defines a real centered Gaussian process, it is enough to show that the covariance function has the form (1). For all t ∈ R N , let's denote by f t the function ξ →
and consider the
by parity. The process X is therefore real and its covariance function is
Then we have to consider 3 integrals of the form R N 1−e i<t,ξ> ξ 2H+N .dξ. As in proposition 1, for t ∈ R N fixed, consider the change of variables from R N into itself, u = φ (ξ) where φ is the linear application which maps the canonic basis of R N to the orthonormal basis e 1 = t t , e 2 , . . . , e N . Then, we get
After the second change of variables
we get
Proceeding the same way for the 2 other integrals, we can conclude
which shows that the process
is a Levy fractional Brownian motion. 2
Fractional Brownian sheet
On the contrary to the Levy fractional Brownian motion, this process is not isotropic. In particular, we can have different Hurst parameters in each of the N directions.
For the fBm, we have for all
As in the definition of Brownian sheet, another way to generalize fBm is to set the covariance equal to the tensor product of one dimensional covariances. Then, fractional Brownian sheet (fBs) is defined to be a centered Gaussian process of covariance function
As in the isotropic case, this process has two different representations by its trajectories.
Proposition 3
is a fractional Brownian sheet, up to a multiplicative constant.
Remark 1
In [8] , Pontier/Leger introduced another moving average representation of fractional Brownian sheet.
Proof This process is obviously Gaussian and centered. Thus, we only need to show that its covariance function has the expected form. We compute
We can see that the factor corresponding to each i, is the covariance of a fBm with Hurst parameter H i (or a Levy fractional Brownian motion with N = 1). Then we have
This process also has an harmonizable representation, using the Fourier transform of the white noise in R N as in the previous paragraph.
Proposition 4 For all t = (t i ), consider the function φ t such that for all ξ = (ξ i ),
Proof As in the previous proposition, let's compute the covariance function of this process.
using the same argument of the previous proposition. 
Stationarity of increments and self similarity
Let us start by recalling the notion of increments in R N + . For a function f : [0, 1] N → R and h ∈ R, one usually define the progressive difference in direction ǫ i by
Despite the temptation to define the increments by X t −X s as in one dimension, it is better to set
If there exists i ∈ {1, . . . , N } such that s i = t i , we have ∆X s,t = 0. Then, we consider
Isotropic case
In the isotropic case, the following extension of fBm's properties are well known (see [9] ).
be a Levy fractional Brownian motion.
We have the two following properties for all h ∈ R N + and a > 0
= means equality of finite dimensional distributions.
Proof For all s and t in R N + , we have
For self-similarity, we compute
= E a H X s a H X t 2 Proposition 5 implies the stationarity of increments (5).
Proposition 6 The increments of Levy fractional Brownian are stationary, ie for all
Proof We fix h ∈ R N + and write
we only have terms of the form
using the previous proposition. Therefore we have
Non-isotropic case
In the non-isotropic case, the properties of self-similarity and stationarity of increments have been stated by Léger/Pontier (cf [8] ). Here, we give another proof based on the covariance function rather than the moving average representation.
be a fractional Brownian sheet. We have the two following properties for all h ∈ R N + and a > 0 ∆X h,t+h
ti . We can see easily that X and Y have the same covariance function. The same result follows for the increments ∆X h,t+h ; t ∈ R N + and ∆Y h,t+h ; t ∈ R N + . As a consequence, from
For self-similarity, we compute for all a > 0
Therefore, we can conclude that both extensions of fBm satisfy the properties of self-similarity and stationarity of increments.
The multifractional Brownian motion's case
Once again, we can consider two different kinds of multi-parameter extension of mBm : isotropic and anisotropic extension. Note, first of all, that mBm already has a multi-parameter extension. Indeed, the formulation of Benassi/Jaffard/Roux in [4] was done for t ∈ R N . We will see that it can be considered as an isotropic extension.
Isotropic extension
To define an isotropic extension of the mBm, the natural way is to substitute the constant H of the moving average representation of the Levy fractional Brownian motion, with a function.
Definition 3 Let H : R
N → (0, 1) be a measurable function. The process
is called multifractional Brownian field.
We will show that this process is the same as the process defined by Benassi/Jaffard/Roux. This result generalizes on the equivalence stated in the case N = 1 in [6] .
is indistinguishable, up to a multiplicative deterministic function, from the process defined by (6) . This formulation is the harmonizable representation of the multifractional Brownian field.
Proof First of all, let us compute the Fourier transform of the function . α .
we consider the change of variables
where φ is the linear application which maps the canonic basis of R N to the orthonormal basis e 1 = w w , e 2 , . . . , e N . We get
using the change of variables (w, λ) → (w, u = w λ). Then we have
We use this result to calculate the Fourier transform of t − .
α . We will use the following property : if g(u) = f (u − α) thenĝ = e −i<α,v>f (v).
We deduce from this
and ∀t ∈ R N , we have almost surely
using the fact we saw previously that the second integral is almost surely real. Therefore, by an argument of continuity, the result follows. 2
This process is obviously a centered Gaussian process. It is thus of interest to study its covariance function. The following proposition is an extension of the case N = 1 stated in [3] .
Proof The easiest way to show this result is to use the harmonizable representation. By definition ofŴ, we have
This integral has already been calculated for a Levy fractional Brownian motion with a parameter H = H(s)+H(t) 2
. Then we have
Non isotropic extension
Another way to extend the multifractional Brownian motion for a set of index included in R N + , is to copy the definition of the Brownian sheet.
Definition 4 Let
N be a measurable function. The process
where W is the white noise, is called multifractional Brownian sheet (mBs).
As in the case of the isotropic extension, there also exists a harmonizable representation of the mBs.
Proposition 10 Let
N be a measurable function. For all t = (t i ) i∈{1;...;N } , we consider the function φ t such that for all ξ = (ξ i ),
up to a multiplicative deterministic function, from the process defined previously. This formulation is the harmonizable representation of the multifractional Brownian sheet.
Proof We have already seen that for each m ∈ {1, . . . , N } T |t m − .|
Moreover, we compute
We use the same arguments as in proposition 8 to conclude. 2
The following proposition shows that the covariance structure of multifractional Brownian sheet, is a generalization of the fBs's one.
Proof As usually, we use the harmonizable representation of the process
We remark that the factor corresponding to each m, is the covariance of a multifractional Brownian motion, with has already been calculated. Therefore we have
Remark 3 The form of the previous covariance function gives the idea to consider the process
Brownian motions X (i) with parameter H i by
Although Y is not a Gaussian process, it is easily seen that it has the same covariance function as a multifractional Brownian sheet. This remark will be often used in the following.
Regularity
A lot of properties are known about the regularity of the trajectories of Brownian motion and fractional Brownian motion. As we will see, in the case of the multiparameter extension of the mBm, we have to make some assumptions about the regularity of H before studying the continuity of trajectories. In the definitions of mBm (cf [1] and [4] ), the function H is supposed to be Hölder continuous.
Continuity of the two extensions
We first recall the Kolmogorov's criterion.
Then, there exists a modification Y = Y t ; t ∈ R N + of X that is Hölder continuous of any order q ∈ (0, γ−N p ).
As usually, the quantity E |X t − X s | 2 is studied for s, t ∈ [a, b] where a b and then, a patching argument is used to extend to s, t ∈ R N + .
Isotropic case
Lemma 1 For all η and µ such that 0 < η < µ < 1, the multiplicative factor D f N of covariance function in (9) , is positive and belongs to
Moreover, its order n derivative is given by
Proof As the integral of a positive function, D 
where
Proof Using the covariance function of the multifractional Brownian field, we have
We have to get a second order expansion of this expression. We introduce the function ϕ defined by
We can write
We use the second order expansion
An inversion of roles between s and t provides the expansion of
Proof Using the expansion of D [H(s) + H(t)] and
Moreover as H(t) < 1 for all t ∈ [a, b], we have ǫ = 1 − H(t) > 0 and
We conclude by (12) , (16) and (17) using first order expansion of
Non-isotropic case
Lemma 2 There exists positive constants K and L such that
Proof By remark 3, we have
By the inequality of convexity (
Corollary 4 Suppose H is β-Hölder continuous. There exists a positive constant M such that
Existence of a continuous modification
In both isotropic and anisotropic cases, under Hölder regularity assumptions for H, we have an inequality
But to use the Kolmogorov criterion, we need to have α > N . As the random variable X t − X s is Gaussian, we can write, for each integer n
and choose n such that n.α > N . We conclude by a classical patching argument. For a and b, Kolmogorov's theorem gives a continuous process
and, by continuity
Then we can define a process Y on R N + who coincides with Y a,b on [a, b] and we can seen easily that this process is continuous.
Hölder exponents
The notion of Hölder function is well known. It is interesting to consider a localized version of this notion.
For the paths of a process X, one usually define two kinds of exponent (see [1] , [2] ):
• the pointwise Hölder exponent
• the local Hölder exponent
We can see easily that for all t 0 , we havẽ
A study of these exponents, in the case of 1D mBm, is made in [2] .
Remark 4 If H is β-Hölder continuous, then the local Hölder exponentβ(t) of H at every point is not smaller than β.

Conversely, suppose that the local Hölder exponent of H at every point of a compact [a, b] is positive. Then H is β-Hölder continuous on [a, b] with β = inf t∈[a,b]β (t).
In the following, we suppose that H admits positive local Hölder exponent β(t 0 ) at every point t.
Proposition 13 Let X = X t ; t ∈ R N + be a multifractional Brownian field.
For all t 0 ∈ R N + , the local Hölder exponent of X at t 0 is almost surely given bỹ
and the pointwise Hölder exponent of X at t 0 satisfies almost surely
where β(t 0 ) andβ(t 0 ) denote the pointwise and local Hölder exponents of H at t 0 .
As a consequence of this result, if H satisfies
the Hölder regularity of multifractional Brownian field of parameter function H is given by the regularity of H (and not by the value of H). This point is developed in [7] .
The proofs of propositions 13 and 14 are detailed in the three following paragraphs.
Lower bound for the local Hölder exponent
A lower bound for the local Hölder exponent is directly given by Kolmogorov's theorem. Indeed, for X a multifractional Brownian field or a multifractional Brownian sheet indexed by [a, b] , for all n ∈ N, there exists λ n > 0 such that
Kolmogorov's theorem states that there exists a modification of X, which is q-Hölder continuous for all q ∈ (0, and therefore, taking the limit n → ∞
As H is continuous, we can take the limit (a, b) → (t 0 , t 0 ) and we get
• in the isotropic case,α
• in the non-isotropic case,
Lower bound for the pointwise Hölder exponent
By (23), paragraph 4.2.1 provides a lower bound for the pointwise Hölder exponent. However, it can be improved in the caseβ(t 0 ) < β(t 0 ). Let X = X t ; t ∈ R N + be a multifractional Brownian field. By corollary 2, there exist positive constants K and L such that for all s, t ∈ R N + ,
and by corollary 3, there exists positive constants α and M such that
Therefore, using Kolmogorov's criterion, there exists a modification of X, which is ν-Hölder continuous for all ν ∈ 0, α 2 . In the following, we consider such a ν with 1 ν ∈ N For all ǫ > 0, there exist ρ 0 > 0 and M > 0 such that for all ρ < ρ 0 and all t ∈ B(t 0 , ρ)
Let ρ = 2 −n and for all m ∈ N,
Let us take m = 1+⌊γ⌋ ν n = κn and p ∈ N such that N 1+⌊γ⌋ ν − pǫ < 0. By the Borel-Cantelli lemma, there exists a finite random variable n * such that almost surely, ∀n ≥ n * ; max
From (30), we show that, almost surely, for all m ∈ N, we have
• if 0 ≤ m ≤ κn, (31) follows directly from (30)
• if m > κn, for t ∈ D m , let
As the paths of X are ν-Hölder continuous, we have
and by (30), |Xt − X t0 | ≤ 2
−γn
Using the triangular inequality, the result follows. 
By (32), for all ǫ > 0, almost surely
Taking ǫ ∈ Q + , we have almost surely
For a multifractional Brownian sheet X, by lemma 2, we get in the same way that, almost surely
for all i = 1, . . . , N .
Upper bound for the pointwise Hölder exponent
The main result getting the upper bound for the Hölder exponents, is the following lemma, a direct consequence of proposition 12 using continuity of D, D ′ and D ′′ .
Lemma 3 Let
Proof We only have to study the multiplicative factors of t − s
2H(t) and (H(t) − H(s))
2 in (12)
By continuity of t → D [2H(t)] on the compact [a, b] and as the function
• and let
By lemma 1,
≥0
.du
As previously, for all t ∈ [a, b], we have
Proof For all s, t such that t − s ∈ R + .ǫ i , using lemma 3, we have
From this result, the upper bound for the pointwise exponent is a consequence of the following lemma whose proof is the same as the case N = 1 (see [1] ) 
Then we have almost surely α(t) ≤ µ Let X = X t ; t ∈ R N + be a multifractional Brownian field (resp. multifractional Brownian sheet). Let β(t 0 ) be the pointwise Hölder exponent of H at t 0 . We consider the two cases :
Hence, by (35) (resp. (37)), there exists a positive constant C such that
Then, by lemma 5
There exists a positive constant C and a sequence (h n ) n∈N converging to 0 such that
Then, by (36) (resp. (38))
and therefore
We can restate the upper bounds (39) and (40) of the pointwise Hölder exponent of
Upper bound for the local Hölder exponent
By (23), any upper bound for the pointwise Hölder exponent is an upper bound for the local Hölder exponent. But we can improve on this result in the casẽ β(t 0 ) < H(t 0 ). We first give an analogous of lemma 5 for the local exponent
be a Gaussian process. Assume there exists µ ∈ (0, 1) such that for all ǫ > 0, there exist two sequences (h n ) n∈N and (l n ) n∈N of R N + * converging to 0, and a constant c > 0 such that
Then we have almost surelyα
Proof Let ǫ > 0 and consider two sequences (h n ) n∈N and (l n ) n∈N as in the statement. For all n ∈ N, the law of the random variable
. From the assumption, we have σ n → +∞ as n → +∞. Then, for all λ > 0,
Therefore the sequence hn−ln µ+ǫ |X t 0 +hn −X t 0 +ln | n∈N converges to 0 in probability.
then there exists a subsequence which converges to 0 almost surely. Then we have almost surelyα(t 0 ) ≤ µ + ǫ. Taking ǫ ∈ Q + , the result follows. 2
for all M > 0, there exists ρ 0 > 0 such that
Therefore we can construct two sequences (h n ) and (l n ) converging to 0 such that
By lemma 6, we can deduceα
Directional Hölder exponents
One may also define directional pointwise and local Hölder exponents in the direction u ∈ U = u ∈ R N ; u = 1 by
As previously, for all u ∈ U, we havẽ
Moreover, we can see easily that for all u ∈ U, we have
Proposition 15 Let X = X t ; t ∈ R N + be a multifractional Brownian field.
For all t 0 ∈ R N + and all u ∈ U, the local Hölder exponent of X at t 0 in the direction u is almost surely given bỹ
and the pointwise Hölder exponent of X at t 0 in the direction u satisfies almost surely
where β u (t 0 ) andβ u (t 0 ) denote the pointwise and local Hölder exponents of H at t 0 in the direction u.
Proof Let t 0 ∈ R N + , u ∈ U and consider the stochastic process
By definition, α u (t 0 ) andα u (t 0 ) are respectively the pointwise and local Hölder exponents ofX at 0. LetH(ρ) = H(t 0 + ρ.u). We have
by corollary 1. Then, using the same method as in proposition 13, the result follows. 2
Proposition 16 Let X = X t ; t ∈ R N + be a multifractional Brownian sheet.
For all t 0 ∈ R N + , the local Hölder exponent of X at t 0 in the direction ǫ i is almost surely given byα
where β ǫi (t 0 ) andβ ǫi (t 0 ) denote the pointwise and local Hölder exponents of H at t 0 in the direction ǫ i .
Proof As in the proof of lemma 2, there exists a constant M > 0 and a one-parameter mBm
Then, using the same method as in proposition 14, the result follows. 2
Application of Dudley's theory
Another way to study the regularity of our processes is to examine the behavior around zero of the modulus of continuity
When the process studied is Gaussian, it is convenient to consider the pseudo-metric
As usually, we define the ball of radius r > 0 about t ∈ T by
and we say that (T, d) is totally bounded if for all ǫ > 0, there exists t 1 , . . . , t m ∈ T such that To apply this result, we first need to verify the assumptions about the metric entropy. 
Proof First of all, we study the quotient
The derivative of the numerator is
and the derivative of the denominator is
Then we have lim sup
and by a L'Hopital's rule type argument, lim sup
The problem is now to transform sup d(s,t)≤δ into sup s−t ≤δ . To do this, we write
implies d(s, t) ≤ δ and we get lim sup
which gives the expected result. 2
This result is more powerful than knowledge of Hölder exponents. It gives the behavior of |X s − X t | in a ball around t 0 .
Locally asymptotic self-similarity
Extending fBm into multifractional Brownian motion implies the loss of the two properties of self-similarity and stationarity of increments. However, a weak form of self-similarity remains, called locally asymptotic self-similarity (see [1] , [4] ). As we will see, this property still holds for the two kinds of extension of mBm in R N .
Theorem 3 Let X = X t ; t ∈ R 
where β uv (t 0 ) = sup α; lim ρ→0 |H(t0+ρu)−H(t0+ρv)| ρ α = 0 . Then, the limit measure is the law of a fractional Brownian field with parameter H(t 0 ).
2 for some β > 0. 
The limit measure is the law of a Gaussian process
converges weakly under the same assumptions.
In the case N = 1, for all u, v ∈ R + , we have β uv (t 0 ) = β(t 0 ). Therefore, theorem 3 has a simpler statement. The two cases to be considered, depend of the comparison between H(t 0 ) and the pointwise exponent β(t 0 ) of H.
The following example shows that the limit considered in the second case, can be non trivial.
Example 1
In the case N = 1, let H(t) = The limit measure is the law of a centered Gaussian process Y such that
The law of the process
if for all i ∈ {1, . . . , N }, one of the following two conditions holds
As usually, the proof of weak convergence proceeds in two steps. First, we need to show finite dimensional convergence, and then, use a tightness argument. Lemma 14.2 and theorem 14.3 in [10] , for instance, allow then to conclude.
Finite dimensional convergence
As the considered processes are Gaussian, we only have to show the convergence of covariance functions.
Multifractional Brownian field
By (12), we compute
To show that
in the neighborhood of ρ = 0, we study
Therefore, in the neighborhood of ρ = 0, the first term of (49) is equivalent to
and the second to
We have to distinguish the two following cases
where B H(t0) denotes fractional Brownian field of parameter H(t 0 ).
we have
Moreover, since there exists u, v ∈ R N + such that H(t 0 ) > β uv (t 0 ), we can consider α ∈ (β uv (t 0 ); H(t 0 )). The limit 
Multifractional Brownian sheet
In the non-isotropic case, using remark 3, consider N independent mBm X where
Tightness of laws
The study of weak convergence is well-known for stochastic processes indexed by R + . A comprehensive review was made by Billingsley (cf [5] We verify the conditions of proposition 18, in the case of mBm, in the following sections.
Multifractional Brownian field
By (18), there exist positive constants K T and L T such that for all u, v in
+L T |H(t 0 + ρu) − H(t 0 + ρv)|
Multifractional Brownian sheet
In the same way as in paragraph 4. We conclude as in the isotropic case.
