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Abstract
Recently, the demand for high-rate wireless data service has increased enormously. To meet
this growing demand, many new techniques have been developed in wireless communica-
tions. Among them, techniques based on transmit and multiuser diversity have attracted
much attention due to their ability to provide reliable high data rate services. This thesis
is aimed at developing and analyzing advanced communication techniques making use of
transmit and multiuser diversity.
In this thesis, we consider a cellular network where data transmissions are controlled and
coordinated at the base station. We study a variety of special cases of this cellular network
including point-to-point communication over the multiple-input and single-output channel,
multiuser communication in the downlink from the base station to multiple mobile users,
and cognitive communication in an unlicensed secondary network. In the first part of this
thesis, we consider the case that a single user is scheduled and there are multiple antennas at
the base station. We investigate the communication reliability in terms of the symbol error
rate. In particular, we propose several techniques relying on the transmit diversity including
different combinations of transmit antenna selection, space-time coding and power alloca-
tion. In the second part of this thesis, we study the opportunistic scheduling scheme and
determine the potential performance improvement provided by multiuser diversity in terms
of the symbol error rate (SER). Two scaling laws on the asymptotic behavior are derived for
this system. In the first regime of a large average signal-to-noise ratio (SNR) denoted by A
and a fixed number of users K, a SER asymptotically proportional to A−K can be achieved.
In the second regime of a large number of users K and a fixed average SNR value A, the
SER asymptotically decreases as fast asK−A. In the third part of this thesis, we focus on the
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underlay cognitive radio network and study a cognitive broadcast scenario where one sec-
ondary transmitter and several secondary receivers share the same spectral resource with the
primary users. We investigate the opportunistic scheduling scheme at the secondary transmit-
ter which takes advantage of the multiuser diversity and meanwhile controls the interference
at the primary receiver. The sum capacity of such a system is computed and scaling laws
of the sum capacity are derived for two asymptotic regimes. In the first asymptotic regime
of a large number of secondary receivers (SRs) K and a fixed number of primary receivers
(PRs) U , we show that the ergodic sum capacity C scales as ln lnK. In the second asymp-
totic regime, where we have a large number of U and a fixed number of K, we show that C
decreases as a function of lnU and asymptotically converges to a certain finite limit. Further,
we analyze the symbol error rate performance of this cognitive scenario. Our study shows
that the opportunistic scheduling scheme exploiting the multiuser diversity can significantly
enhance the performance of the secondary network while limiting the interference caused to
the primary system.
Kurzfassung
In letzter Zeit ist die Nachfrage nach drahtlosen Diensten mit Datenraten rasant gestiegen.
Um dieser wachsenden Nachfrage gerecht zu werden, sind verschiedene neuartige Verfahren
im Bereich der drahtlosen Kommunikation entwickelt worden. Unter ihnen haben Verfahren,
die auf Sende- und Mehrnutzerdiversität beruhen, besondere Aufmerksamkeit auf sich gezo-
gen, da sie zuverlässige Dienste mit hohen Datenraten ermöglichen. Ziel dieser Arbeit
ist es, fortschrittliche nachrichtentechnische Verfahren unter Verwendung von Sende- und
Mehrnutzer- Diversität zu entwickeln und zu analysieren.
In dieser Arbeit betrachten wir Mobilfunknetze, in dem die Datenübertragung an der Ba-
sisstation gesteuert und koordiniert wird. Darüber hinaus untersuchen wir eine Vielzahl von
Spezialfällen diesesMobilfunknetze einschließlich der Punkt-zu-Punkt Kommunikationmit-
tels multipler Antennen an der Sende- und Empfangsseite, der Mehrnutzer- Kommunikation
in der Abwärtsstrecke von der Basisstation zu mehreren mobilen Teilnehmern, sowie der
kognitive Kommunikation in einem nicht-lizenzierten Sekundär-Netzwerk. Im ersten Teil
dieser Arbeit betrachten wir die Punkt-zu-Punkt Kommunikation zwischen einer Basisstation
mit mehreren Sendeantennen und einem einzelnen mobilen Teilnehmer mit einer einzelnen
Empfangsantenne. Wir untersuchen die Zuverlässigkeit der Kommunikation in Bezug auf
die Symbolfehlerrate (SER). Insbesondere schlagen wir mehrere auf senderseitiger Diversität
basierende Verfahren vor, darunter verschiedene Kombinationen von Verfahren zur Sendean-
tennenauswahl, Raum-Zeit-Kodierung und Leistungsregelung. Im zweiten Teil dieser Arbeit
untersuchen wir die opportunistische Zeitschlitzverwaltung und bestimmen die Grenzen der
Reduktion der Symbolfehlerrate, die sich unter Ausnutzung von Mehrnutzerdiversität erre-
ichen läss t. Zwei Gesetzemässigkeiten des asymptotischen Verhaltens werden in diesem
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Zusammenhang hergeleitet. Im Bereich eines großen Bei einem hohen durchschnittlichen
Signal-Rausch-Verhältnis (SNR), bezeichnet mit A und einer festen Anzahl von NutzernK,
kann eine SER erzielt werden, die asymptotisch proportional gemäß A−K abfällt. Im Falle
einer großen Anzahl von Nutzern K und eines konstanten SNR A reduziert sich die SER
asymptotisch gemäßK−A. Im dritten Teil dieser Arbeiten wird ein kognitives Funknetzwerk
zugrundegelegt, in dem der informationstheoretische Broadcast-Szenario betrachtet wird, in
dem sich Sekundärnutzer die spektralen Ressourcen mit den Teilnehmern eines lizensierten
Primärnetzwerk teilen. Wir untersuchen die opportunistische Ressourcenvergabe am Sender
des Sekundärnetzwerks, welcher die Vorteile der Mehrenutzerdiversität ausnutzt und gle-
ichzeitig die erzeugten Interferenzen im Primärnetzwerk kontrolliert. Störung der primären
Nutzern reguliert. Es wird die Summenkapazität eines solchen Kommunikationssystems
berechnet und dessen asymptotisches Verhalten bestimmt. Für den ersten asymptotischen
Bereich, in dem die Anzahl K der sekundären Empfänger (SRs) hoch und die Anzahl U
der primären Empfänger (PRs) fest gehalten wird, zeigen wir, dass die ergodische Sum-
menkapazität C mit ln lnK anwächst. Für den zweiten asymptotischen Bereich, in dem
bei festem K die Anzahl U der PRs ist, zeigen wir, dass C als eine Funktion von lnU
abfällt und asymptotisch gegen einen endliche Grenzwert konvergiert. Danach analysieren
wir die Symbolfehlerrate in dem betrachteten kognitiven Szenario. Unsere Untersuchungen
ergeben, dass Systeme mit opportunistischer Ressourcenverwaltung unter Ausnutzung von
Mehrnutzerdiversität, erheblich die Leistungsfähigkeit des sekundären Netzwerkes steigern
können und sich gleichzeitig die Störung, die dem primären Netzwerk zugeführt wird, be-
grenzt werden kann.
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Nomenclature
Abbreviation Description
AC Alamouti Code
AoA Angles of Arrival
AoD Angles of Departure
AWGN Additive White Gaussian Noise
BC Broadcast Channel
BER Bit Error Rate
bps bit per symbol
BPSK Binary Phase-Shift Keying
cdf cumulative distribution function
CLT Central Limit Theorem
CQI Channel Quality Indicator
CR Cognitive Radio
CS Complementary Slackness
CSI Channel State Information
dB decibel
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ICT Information and Communication Technologies
IEEE Institute of Electrical and Electronics Engineers
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IPC Interference Power Constraint
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LOS Line-Of-Sight
LTE Long-Term Evolution
MAP Maximum A posteriori Probability
MGF Moment Generating Function
MIMO Multiple-Input and Multiple-Output
MISO Multiple-Input and Single-Output
ML Maximum Likelihood
OFDM Orthogonal Frequency-Division Multiplexing
OSTBC Orthogonal Space-Time Block Code
PA Power Allocation
pdf probability density function
PR Primary Receiver
PT Primary Transmitter
PSD Power Spectral Density
PSK Phase-Shift Keying
SER Symbol Error Rate
SIMO Single-Input and Multiple-Output
SINR Signal-to-Interference-plus-Noise Ratio
SISO Single-Input and Single-Output
SNR Signal-to-Noise Ratio
SR Secondary Receiver
ST Secondary Transmitter
STBC Space-Time Block Code
STC Space-Time Coding
TAS Transmit Antenna Selection
TDD Time-Division Duplexing
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Abbreviation Description
TIA Telecommunications Industry Association
TPC Transmitted Power Constraint
US United States
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Symbols
τcoh channel coherence time
Bcoh coherence bandwidth
∆fm maximum Doppler shift
∆τ delay spread
B signal bandwidth
Ts symbol duration
∆θr angle spread at the receiver
∆θt angle spread at the transmitter
Dcoh coherence distance(n
i
)
binomial coefficient
β(k, n) beta function
logb logarithm to base b
ln natural logarithm
0m×n m× n matrices with all entries equal to 0
1m×n m× n matrices with all entries equal to 1
ei a vector with the ith entry equal to 1 and all other entries equal to 0
dxe the smallest integer larger than or equal to x
[x]+ the maximum of x and 0
N (µ, σ2) Gaussian distribution with mean µ and variance σ2
M (x) MGF
Γ(x) gamma function
Re(x) real part of x
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Im(x) imaginary part of x
rank{·} rank of a matrix
tr{·} trace of a matrix
E{·} statistical expectation
EX {·} statistical expectation taken with respect to the random variable X
γe Euler’s constant
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Chapter 1
Introduction
Wireless communication has been deeply embedded in our daily life. Nowadays services
provided by wireless communication devices such as cellular phones and Wi-Fi modems are
almost indispensable to the modern life. According to the TIA’s 2010 ICT market review
and forecast, the wireless services revenue in the US achieved $161.1 billion dollars in 2009
and is expected to increase to $210.7 billion dollars in 2013 [1]. As a necessary supplement
to the traditional voice services, data services play an important role on the wireless market.
Currently, data services are the driving force behind the growth of wireless services. The aim
of this thesis is to develop and analyze advanced transmission and scheduling techniques that
enable high-performance wireless data services. In this introductory chapter, we give a brief
overview of the concepts and topics addressed in this thesis and outline the contributions.
1.1 Features of Wireless Communication
Wireless communication is facilitated by the radiation of electromagnetic waves from the
transmitter to the receiver. Compared with wired communication such as cable television
and fiber-optic communication, wireless communication has its specific characteristics.
Firstly, the propagation of an electromagnetic wave through a wireless channel is a phe-
nomenon that is generally difficult to be described with simple models. The natural and
artificial objects in the environment cause reflection, diffraction and scattering of electro-
5
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magnetic waves. A wireless channel is generally characterized by three aspects which are
path loss, shadowing and multipath fading. The pass loss is the decay of signal power re-
lated to the distance between the transmitter and the receiver. A small path loss is preferred
in general. Shadowing, also called large-scale fading, represents the slow variations of the
average local signal strength which results from the presence of large objects such as build-
ings, hills and vehicles. According to empirical studies, the attenuation of signal strength
due to shadowing can often be described by so-called log-normal distributions. Multipath
fading, also referred to as small-scale fading, stands for the rapid variations of the signal
attenuation caused by the multipath propagation, where electromagnetic waves arrive at the
receiver from many different directions with different delays. As a consequence of the above
mentioned phenomena, which depend on frequency, time and space, a wireless channel can
hardly be described by any deterministic model. Instead, a stochastic model is often applied
to characterize the propagation environment. Comprehensive surveys of characterizing and
modeling of wireless communication can be found in [2]-[6].
Secondly, several wireless devices often access the same medium and they may cause
severe interference to each other. Hence, in the design and regulation of wireless commu-
nication systems, the issue of co-channel interference must be carefully addressed. A tradi-
tional way of avoiding co-channel interference is to assign different frequencies to different
wireless systems. Although this way can effectively reduce the co-channel interference, it
leads to inefficient spectrum usage especially if multiple antennas are available and produces
a heavy regulatory burden preventing further increase of the worldwide wireless services.
This background has motivated the emergence and rapid development of cognitive radio
(CR) technologies [7]-[9].
1.1.1 Multipath Fading
The focus of this thesis is to develop advanced transmission and scheduling techniques to, on
one hand, combat multipath fading, and, on the other hand, exploit the associated diversity
gains. In this section, we will provide a more detailed description of fading due to multipath
propagation as illustrated in Fig. 1.1). According to the rate at which the channel gains
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Base station
Mobile user
Figure 1.1: Multipath propagation
vary as compared to the symbol rate, the multipath fading can be classified into fast and
slow fading. Considering its spectral properties as compared to the signal bandwidth, the
multipath fading can be categorized as flat or frequency-selective fading. According to its
spatial properties, the multipath fading can be further classified as space-selective and space-
non-selective fading.
To describe fast and slow fading, we introduce the notion of Doppler spread and its
relation to the channel coherence time. The Doppler shift describes the phenomenon that
the signal frequency is shifted when there is relative motion between the transmitter and the
receiver. In the case of multipath propagation, signals traveling along different paths may
experience different Doppler shifts, resulting a Doppler spread of the signal at the receiver.
Denoting the difference between the maximum and minimum Doppler shift encountered in
the received signal as ∆f , the channel coherence time τcoh is equal to
τcoh =
1
∆f
. (1.1)
The channel coherence time τcoh represents the time duration during which the signal com-
ponents are highly correlated and during which the channel can be assumed to be approx-
imately constant. If the signal bandwidth is much larger than the maximum Doppler shift,
or equivalently, if the symbol duration Ts is much less than the channel coherence time τcoh,
i.e., Ts  τcoh, the channel fading is called slow fading. If the channel coherence time is
small relative to the symbol duration Ts, i.e., Ts  τcoh, the fading in this case is called fast
fading.
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The spectral properties of multipath fading are determined by the coherence bandwidth
Bcoh, where coherence bandwith is defined as the bandwidth over which the channel can be
considered as approximately constant, i.e., over which two signals with different frequencies
are likely to experience correlated amplitude fading. The delay spread∆τ is usually defined
as the time delay between the first and the last arrivals of significant signal components. The
coherence bandwidth is inversely proportional to the delay spread ∆τ , i.e.,
Bcoh ∼ 1∆τ . (1.2)
If the signal bandwidth B is less than the coherence bandwith, i.e., B < Bcoh, the channel
fading is called flat fading. On the other hand, if the the signal bandwidth is larger than the
coherence bandwidth, i.e., B > Bcoh, the fading is called frequency-selective fading.
The spatial properties of the multipath fading can be similarly identified as its spectral
properties. Angle spread at the receiver,∆θr, is defined as the spread of the angles of arrival
(AoAs) of the multipath signals. Likewise, angle spread at the transmitter, ∆θt, refers to
the spread of the angles of departure (AoDs) of the multipath signals. The angle spread can
cause spatial selectivity of fading, which is characterized by the coherence distance Dcoh.
The coherence distance represents the maximum distance for which the channel responses at
two antennas are strongly correlated. Generally, a larger angle spread will result in a shorter
coherence distance. If multiple transmit antennas are separated sufficiently far ( Dcoh)
from each other, the signal transmitted from these antennas to a common receive antenna will
experience uncorrelated (space-selective) fading . Similarly, if multiple receive antennas are
separated sufficiently far ( Dcoh) from each other, the signal transmitted from a common
transmit antenna to these receive antennas will experience space-selective fading.
A wireless communication channel is frequently modeled as a fading channel [3]. Con-
ventionally, in single-antenna point-to-point communication systems, channel fading is con-
sidered as a kind of channel impairment which is harmful to the wireless communication.
This point of view is to a large extent due to the fact that a wireless channel is frequently in
deep fading, where deep fading refers to strongly destructive superpositions of the multipath
signal components at the receiver. Also, the existence of fading makes channel equalization
more expensive. However, recent research has shown that with the introduction of multiple
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antenna systems [10] and advanced scheduling schemes, fading should be reconsidered as a
kind of precious resources which should be optimally utilized to maximize the overall system
performance [2] [11] [12]. In this thesis, we will focus on slow, flat, but space-selective fad-
ing channels and develop diversity-based techniques to combat or exploit fading. Rayleigh
fading will be used as the statistical model to represent the multipath fading envelope. The
Rayleigh distribution is often used to model the multipath fading channel without a direct
line-of-sight (LOS) path [3]. In the following two sections, we will give a brief survey of
techniques making use of diversity.
1.2 Traditional Diversity Techniques
The reliability of wireless communication depends on the quality of fading channel. In
general, there is a significant probability that a signal path is in deep fading. Diversity-
based techniques are commonly used to combat the adverse impacts of the fading. The
original motivation for applying diversity techniques is that if multiple versions of the same
transmitted signal pass through independently fading paths, compared with the case of single
signal path, the probability that all these versions experience deep fade reduces dramatically
[6]. A wireless communication system relying on diversity techniques can guarantee reliable
communication as long as one of the multiple signal paths is strong.
Diversity can be achieved in time, frequency and space domain. Diversity in time domain
can be obtained by repeatedly transmitting multiple versions of the same signal at different
time instants affected by different fading states. Repetition code is the simplest form of ap-
plying time diversity. Frequency diversity can be similarly achieved by transmitting multiple
versions of the same signal on different carrier frequencies affected by frequency-selective
fading. In wireless communication, time and frequency diversity are frequently exploited
together with forward error correction coding and interleaving [13] [14], where the informa-
tion message is firstly encoded and the codewords are then spread over different time instants
and/or carrier frequencies by means of interleaving. In this way, different parts of a codeword
experience independent fading channels and error bursts are effectively avoided. Orthogonal
Frequency-Division Multiplexing (OFDM) [11] [12] [15] and frequency hopping [16] [17]
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are two typical examples of applying time and frequency diversity together with channel
coding. Space diversity can be acquired by equipping multiple antennas at the transmitter
and/or the receiver. Signal paths which experience independent fading can then be created by
placing the equipped antennas sufficiently far apart. A well-known diversity technique per-
formed in the space domain is beamforming [18] [19], where signal components received at
different antennas are constructively combined while the components of the interference sig-
nal are destructively combined. According to the site of implementation, space diversity can
be further classified into transmit diversity and receive diversity and the transmit diversity
is one focus of this thesis. Certainly, a diversity technique can exploit diversity in multiple
domains. A perfect example of such a technique is space-time coding (STC) which exploits
diversity in both time and space domains [20] [21]. More information about the traditional
diversity techniques can be found in [15]-[23] and references therein.
As next, we will provide a more detailed discussion on the concept of transmit diversity.
The applicability of diverse transmit diversity techniques crucially depends on the amount
of channel state information (CSI) available at the transmitter. In the extreme cases of full
and no CSI at the transmitter, transmit beamforming and space-time block code (STBC) [24]
[25], respectively, are commonly used. In the context of this thesis, full CSI means the exact
values of complex channel gains in baseband signal model. Unlike the receiver, which can
estimate the channel based on known training (pilot) signals, the transmitter usually does
not have instantaneous CSI unless this information is either fed back from the receiver1 or
estimated at the transmitter based on the channel reciprocity2. In practical systems, the CSI
feedback can cause significant signal overhead and in general, only a quantized version of in-
stantaneous CSI can be fed back to the transmitter. This fact motivates the study of diversity
techniques that rely on partial CSI at the transmitter [26]-[30], where partial CSI stands for a
quantized version of CSI which may represent an index of power level, a quantized channel
gain, an index of a beamformer, etc. Traditionally, the partial CSI is provided to the trans-
mitter by means of the limited feedback [32] [33]. An example of diversity techniques based
1In the case of frequency-division duplexing (FDD).
2The channel reciprocity can be maintained, for example, in some time-division duplexing (TDD) systems.
However, the estimated CSI may be outdated if the channel varies rapidly.
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on partial CSI at the transmitter is the transmit antenna selection (TAS) [34]. By applying
the TAS, the selection diversity [6], which is conventionally exploited at the receiver [39]
[40], can also be achieved at the transmitter. For example, in [28], it has been proposed to
use diagonally weighted orthogonal space-time block codes (OSTBCs) with feedback-driven
weights. The results in [28] have shown that the performance of such a diagonally weighted
OSTBC scheme is substantially better than that of the conventional OSTBC scheme without
any feedback. In [29], a combined strategy based on antenna selection and OSTBCs has
been compared with the conventional OSTBC-based scheme. Different transmission tech-
niques based on TAS and power allocation (PA) in one-bit-feedback-based Alamouti-type
wireless systems have been studied in [30]. Further extensions of the approach of [30] to
single-antenna OFDM-based systems have been reported in [31]. Some other works relating
to the fundamental capacity limits can be found in [32]-[38].
1.3 Evolution of Diversity-Based Techniques
The principle of diversity has been widely adopted in many wireless communication systems.
In current research activities, the applications of diversity-based techniques are extended
beyond the traditional point-to-point setting to multiuser, cooperative and CR scenarios. As
already mentioned in Section 1.1.1, fading, to a large extent, has been reconsidered as natural
resources to utilize, rather than an artefact to combat.
1.3.1 Multiuser Diversity
In a multiuser wireless system, the antennas of different users are often located sufficiently
far from each other such that channels of different users experience space-selective (inde-
pendent) fading. If there is a large number of users in the system, then at any time instant,
it is likely that the channel of at least one user exhibits a strong gain. If the scheduler can
be provided with the CSI of each individual user, by scheduling the user(s) with good chan-
nel quality opportunistically, the overall system performance can be enhanced. In literature,
the increase of spectral efficiency and system reliability associated with the opportunistic
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scheduling and opportunistic beamforming [42] is generally referred to as multiuser diversity
[2]. A rapidly growing interest in applying multiuser diversity in practical systems is mo-
tivated by the importance of delay-tolerant high-rate data services widely used in the third-
and fourth-generation communication systems [41], where the users can tolerate longer delay
and wait for good channel conditions to appear. In modern cellular radio access technolo-
gies, the scheduler is a key system element which to a large extent determines the overall
system performance. To date, the channel-aware dynamic scheduling which takes advantage
of multiuser diversity has already been adopted in the Long-Term Evolution (LTE) and LTE
Advanced standards [11] [12]. In forthcoming radio access technologies, further supporting
mechanisms are provisioned for enhanced dynamic scheduling.
Up to date, the increase of spectral efficiency in terms of channel capacity has already
been widely studied for the multiuser diversity. In [43], it has been shown that in the case
of multiple single-antenna users, the optimal scheduling scheme in the uplink case is always
to schedule the user with the strongest channel. Similar results have been obtained for the
downlink case as well [44]. Further results on recent progress in multiuser diversity tech-
niques can be found in [42]-[47] and references therein. Conventionally, the multiuser diver-
sity schemes are evaluated in terms of the achievable system throughput and as a measure,
the channel capacity has been extensively studied. However, little work has been devoted to
analyze and quantify the system reliability of a multiuser system in terms of symbol error
rate (SER). This important issue will be addressed in this thesis.
1.3.2 Cooperative Diversity
Recently, cooperative communication has drawn considerable attention in the field of wire-
less communication. By relaying signals using antennas belonging to different nodes, an-
other kind of spatial diversity, the so-called cooperative diversity, can be achieved [57]-[59].
In modern wireless networks, users may cooperate and relay messages of other users to re-
alize the cooperative diversity. The most frequently considered relaying methods include
amplify-and-forward, decode-and-forward and compress-and-forward [60]. By exploiting
cooperative diversity, the system performance in terms of throughput or reliability can be
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significantly improved. Recent works on the performance analysis of cooperative diversity
can be found in [60]-[70] and references therein.
1.3.3 Diversity Techniques in Cognitive Radio
CR is another emerging field in wireless communication where various diversity-based tech-
niques find their way to practical applications. As a promising technology, CR aims to in-
crease the current inefficient spectrum usage and has shown great potential to further increase
the worldwide wireless services. Since proposed by Mitola [7], the idea of CR has generated
significant interest in academic community, industry, standardization bodies, and regulatory
agencies [8] [9]. Despite its relatively short history, the CR has already been adopted by the
standardization bodies [71], [72]. Based on the regulatory restrictions, the CR systems are
commonly classified into three categories, namely interweave, underlay and overlay [73]. In
the following, we will briefly introduce these three categories.
The interweave category has originally been proposed in [7]. In an interweave CR sys-
tem, the unlicensed secondary users opportunistically access the radio resources, i.e., spec-
trum, time and space, complementary to the resources occupied by the licensed users. In
such a system, a variety of diversity techniques can be applied by the secondary users in
their occupied resources.
In contrast to the interweave, the underlay and the overlay systems explicitly permit
coexistence of licensed primary users and secondary users and the adjunctive interference
caused by the secondary users is tolerated as long as it remains harmless for the primary
users. In underlay CR systems [73] [74], radio access is granted to the secondary devices
under the premise that the interference created at the primary users falls below some accept-
able threshold. In an underlay CR scenario with multiple secondary users, the benefit of
multiuser diversity can still be achieved by advanced scheduling schemes. As an intuitive
example, a cognitive scheduler may select the secondary users according to the following
two criteria: 1) A scheduled secondary user should have good channel quality relative to its
average channel quality. 2) A scheduled secondary user must induce relatively low inter-
ference to the primary receivers (PRs). In practice, a compromise between the two criteria
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needs to be found.
In the overlay CR category [73] [75] [76], the secondary users can facilitate the primary
user’s data transmission so that the primary user’s communication does not deteriorate. In
comparison with the underlay CR, an overlay CR system is often allowed to create higher
interference to the primary system due to its ability to increase the desired signal strength
at the PUs. In an overlay CR system, the secondary user may apply cooperative diversity
by relaying the primary user’s signal to compensate the interference caused at the primary
user. Certainly, the concepts of time, frequency and space diversity can also be applied in
an overlay CR system. In contrast to the underlay CR, overlay CR requires knowledge on
primary user’s codebook, CSI of the primary user, and often non-causal knowledge of the
primary user’s data, etc., therefore, the overlay CR depicts an advanced model of CR.
One focus of this thesis is to study the underlay CR system. In particular, opportunistic
scheduling scheme will be investigated in a CR broadcast scenario. In an underlay CR sys-
tem, the opportunistic scheduler can both enhance the performance of the secondary users
and reduce the interference caused at the PRs. While the channel capacity of the traditional
(non-cognitive) broadcast channel (BC) has been intensively studied [48]-[53], many impor-
tant questions regarding the capacity of CR systems remain open. The underlay cognitive
BC, where additional interference power constraints (IPCs) apply to the primary users, has
been considered in [54] and its ergodic sum capacity has been investigated based on the
uplink-downlink duality results of [55]. It has been shown in [54] that the optimal user
scheduling scheme is to select the user with the best channel condition. Further, the ergodic
sum capacity is maximized by the power allocation scheme obtained from the constrained
water-filling solution. A comprehensive overview of the recent progress in exploring ca-
pacity limits of the CR system can be found in [73]. Compared with the works on spectral
efficiency, a thorough study on the system reliability of CR in terms of SER is still lacking
in literature. Some attempts on this topic can be found in [88] and [89] where the error
rate is analyzed in frequency selective fading and multiple-antenna transmission scenarios,
respectively.
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1.4 Thesis Overview and Contributions
This thesis is structured as follows. Chapter 2 provides the system model and background
knowledge required in this thesis. In Section 2.1, we introduce the general system model.
Section 2.2 is devoted to describe two widely used performance measures, namely, the av-
erage SER and the channel capacity. In Section 2.3, we outline important definitions and
theorems in the statistics and probability theory which are essential to this thesis. In Chapter
3, we study the transmission techniques which make use of transmit diversity to improve the
link-level performance. The system-level performance and the problem of scheduler design
in multiuser systems are addressed in Chapters 4-6. While Chapter 4 focuses on the applica-
tion of multiuser diversity in a non-cognitive scenario, Chapter 5 and Chapter 6 are devoted
to analyze and quantify the potential performance gains provided by multiuser diversity in
the emerging area of CR.
The contributions of this thesis are outlined in the following. In Chapter 3, we focus
on the application of multiple transmit antennas and investigate the link-level SER perfor-
mance. Several transmit diversity techniques based on limited feedback are reviewed and
further developed. In particular, we design advanced techniques exploiting transmit diversity
where different combinations of TAS, PA and OSTBC in a multiple-input and single-output
(MISO) communication link are studied. The performance of diversity techniques based
on these combinations is then analyzed. We derive the exact analytical expressions of the
average SER which allows us to compare the performance of different techniques. In this
chapter, we consider both the cases of error-free and erroneous feedback and show that the
performance of the developed transmission strategies substantially depends on the feedback
quality. The results presented in this chapter show the potential benefits that can be obtained
by embedding the proposed transmit diversity techniques into the upcoming standards. The
contributions of Chapter 3 have been published in [99] and [100].
Chapter 4 is dedicated to the study of multiuser diversity and scheduler design in the cel-
lular downlink scenario. In this chapter, we quantify the benefits of applying opportunistic
scheduling by deriving analytical SER expressions. Exact bit error rate (BER) expressions
for the cases of both full and partial (quantized) CSI feedback are derived for the binary
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phase-shift keying (BPSK) modulation. Using these expressions, we further study the prob-
lem of designing the CSI feedback parameters. Other contributions in this chapter include
the derivation of the asymptotic BER behavior and the BER analysis in the case of erroneous
feedback. The asymptotic behavior of the BER is derived in two limiting case. In the first
case, we consider the regime of a large signal-to-noise ratio (SNR) denoted by A and a fixed
number of users K. In the second case, we consider the regime of a large number of users
K and a fixed SNR value A. We prove that under both the full and quantized CSI feedback,
a BER proportional to A−K and K−A can be correspondingly achieved in these two asymp-
totic cases. This result shows that the maximal diversity order is equal to K, whereas the
maximal multiuser diversity gain, as defined in (4.4), is equal to the SNR value A. In the
case of erroneous feedback, our results show that the benefit of multiuser diversity can be ob-
tained even in highly erroneous low-rate feedback channels. The results provided in Chapter
4 emphasize the benefits of channel-aware dynamic scheduling and show the performance
gains in terms of the system reliability. The contributions of Chapter 4 have been published
in [101] and [102].
In Chapter 5, we study the fundamental capacity limits of the underlay CR BC. We
compute the sum capacity under different IPCs at the PRs. In a fading environment, we
formulate the average sum capacity as the solution of a convex optimization problem and
derive the ergodic sum capacity in the limiting case where the number of fading states tends
to infinity. Further, we investigate the asymptotic ergodic sum capacity in the homogeneous
Rayleigh fading case. Two asymptotic regimes are considered. In the first asymptotic regime,
where the number of PRs U is kept constant and the number of secondary receivers (SRs)
K → ∞ is considered, we show that in this regime, the ergodic sum capacity C scales as
ln lnK if the number of SRs K →∞. In the second asymptotic regime, we let U →∞ for
fixed K. We observe that C decreases with increasing U and asymptotically converges to a
certain finite limit. This capacity limit is then evaluated for both the average and the peak
IPCs, respectively. The contributions of this chapter have been published in [103]- [105].
The SER performance of the considered underlay CR BC is studied in Chapter 6. This
chapter can be viewed as an extension of the study in Chapter 4 to the case of underlay
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CR. Under the peak IPC at the single PR, SER expressions for the phase-shift keying (PSK)
modulations are derived. Our work in this chapter serves as an early attempt to study the
system reliability of the CR. The results in this chapter have been presented in [106].
This thesis is summarized in Chapter 7 where conclusions are drawn and future work is
outlined.
1.5 Notations
The following common notations will be used throughout this thesis. Lower case and upper
case letters are used to denote scalars. Bold face lower case letters denote vectors. Bold face
upper case letters denote matrices. For matrices, (·)T , (·)∗, (·)H and (·)−1 denote transpose,
conjugate, Hermitian transpose, and inverse, respectively.
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Chapter 2
System Model and Theoretical
Background
In this chapter, we introduce the system model and revise the theoretical background in
communications and statistical signal processing on which the following chapters of this
thesis are built. The general system model used throughout this thesis is presented in Section
2.1. In Section 2.2, we introduce two widely established performance measures which play a
prominent role in this thesis. In Section 2.3, we provide some useful theorems and definitions
from probability theory and statistical analysis.
2.1 System Model
The wireless cellular network is probably the most significant network structure for the ter-
restrial wireless communications to date. Traditionally, each cell is formed by a base station
which organizes the data transmission of the associated mobile users. The results presented
in this thesis are based on the cellular network structure. As illustrated in Fig. 2.1, the data
transmission within a cell may cause interference to the mobile users in a neighboring cell.
It is important to note that the scenario depicted in Fig. 2.1 in fact covers a wide range of
cellular communication systems. In different communication scenarios, the cells illustrated
in the figure may represent neighboring macrocells, femto, or picocells. In the context of
19
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Cell 1 Cell 2
Base station Base stationMobile user
Mobile user
Interference data
data
Figure 2.1: Cellular network
cognitive radio, Cell 1 in Fig. 2.1 may represent a cognitive radio cell as specified by the
IEEE 802.22 standard and the mobile users in Cell 2 may represent the licensed primary
users.
According to the existing and upcoming wireless communication standards such as LTE
and LTE-Advanced , the base stations and mobile users can be equipped with multiple an-
tennas which enable the advanced spatial processing and scheduling techniques to meet the
increasing need for data service. In the sequel, we denote the number of antennas at the
base station asM and assume that there are K active mobile users associated with this base
station. Each mobile user is assumed to be equipped with a single antenna.
Assuming flat and slow fading channels, let us define the complex baseband channel
coefficient from the ith (1 ≤ i ≤ M) antenna at the base station to the kth (1 ≤ k ≤ K)
mobile user as hi,k. In the downlink case, where the base station in Cell 1 transmits signal to
its associated mobile users as shown in the Fig. 2.1, the digital baseband signal received by
the kth mobile user in the time index t can be expressed as
rk(t) =
M∑
i=1
hi,k(t)si(t) + nk(t), (2.1)
where si(t) denotes the signal transmitted by the ith antenna at the base station and nk(t)
represents the additive noise received by the kth mobile user. Similarly, if we define the
channel gain between the ith antenna at the base station and a mobile user l in the neighboring
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Cell 2 as gi,l, the interference received by this user can be expressed as
yl(t) =
M∑
i=1
gi,l(t)si(t). (2.2)
Unless explicitly mentioned otherwise, we will assume Rayleigh fading channels and addi-
tive white Gaussian noise (AWGN) throughout this thesis. The variances of channel gains
hi,k and gi,l are denoted as σhi,k and σgi,k , respectively. The noise power received by the user
k is denoted as σnk .
In the uplink case, let us define the complex baseband channel coefficient from the kth
(1 ≤ k ≤ K) mobile user to the ith (1 ≤ i ≤ M) antenna at the base station as wi,k. The
digital baseband signal received by the ith antenna of the base station in Cell 1 from its K
associated mobile users in the time index t can be expressed as
vi(t) =
K∑
k=1
wi,k(t)uk(t) + zi(t), (2.3)
where in this case, uk(t) denotes the signal transmitted by the kth mobile user and zi(t) is the
noise received by the ithe antenna. The interference received by the user l in the neighboring
Cell 2 can be correspondingly expressed as
yl(t) =
K∑
k=1
ηk,l(t)uk(t), (2.4)
where ηk,l in the uplink case denotes the channel gain between the kth mobile user in Cell 1
and the mobile user l in Cell 2.
In this thesis, we will focus on the downlink case, however, after suitable modifications,
some of the developed techniques and the provided analyses also apply in the uplink case.
Throughout this thesis, we will assume that the channel coefficients corresponding to differ-
ent transmitters or receivers are mutually independent (space-selective fading).
2.2 Performance Measures
Reliability and data throughput are two important aspects for characterizing the performance
of wireless data service. Apart from high data throughput, a high-performance wireless sys-
tem is required to provide reliable communication which means that the error rate should be
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maintained at an acceptable level. A straightforward measure that reveals the communica-
tion reliability is the average received SER. Considering the data throughput, it is important
to determine the maximal data rate of a system. From the famous work of Shannon [77],
we know that channel capacity is the maximal achievable data rate of a reliable communica-
tion link, where a reliable link means that a communication link will result in an arbitrarily
small error probability if we can use channel coding with infinitely long codewords. In the
sequel, we will adopt the channel capacity as a performance measure for the data through-
put. However, it should be noted that channel capacity is an idealized upper bound of the
data throughput which is generally not achievable due to the imperfect CSI, finite codeword
length, computational complexity constraints and inexact channel distributions, etc. As next,
we discuss these two performance measures in detail.
2.2.1 Average SER
The SER of the demodulated signal is frequently used as a performance measure for the
link reliability. In the sequel, we will compute the average SER of the uncoded signals.
Beyond the computational tractability, considering uncoded signal can provide useful insight
into the SER gain resulted from the spatial diversity as opposed to the SER gain obtained
from the channel coding. Obviously, both the considered techniques based on transmit or
multiuser diversity and the conventional error correction coding techniques can improve the
SER performance and both techniques can be combined to accumulated their benefits. By
considering the uncoded signal, we can illustrate the net performance improvement gained by
the diversity-based techniques. In all analyses of SER carried out in this thesis, we consider
the case of ideal coherent detection. Detailed discussions on non-coherent detection can
be found in [3] and [16]. Although we will concentrate on the PSK modulation for the
presentational simplicity, our results can be extended to other modulation types by using the
corresponding SER expressions provided, for example, in [3].
As next, let us briefly introduce the detector for the ideal coherent signal detection. In
this section, we consider the case of K = 1 and omit the subscript k in (2.1) for simplicity.
In this thesis, we assume that each symbol has the same a priori probability. Thus, the
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maximum a posteriori probability (MAP) detector is equivalent to the maximum likelihood
(ML) detector [16]. As the channel gain is assumed to be known at the receiver, in the
case of M = 1, omitting the subscripts i in (2.1), the signal at the input of the detector can
be normalized by h(t) and equivalently expressed as a signal passing through an AWGN
channel, i.e.,
rˆ(t) = s(t) + nˆ(t), (2.5)
where rˆ(t) and nˆ(t) are the equivalent received signal and the equivalent noise. If s(t) is
modulated by PSK and transmitted with power P , the SNR of rˆ(t) can be expressed as
|h(t)|2P
σ2n
, where σ2n denotes the noise power. In [16, Section 5.1.3], it has been shown that the
ML detector for (2.5) is equivalent to a minimum distance detector which consists in finding
the closest symbol to the equivalent received signal rˆ(k).
In the case of Alamouti code (AC), we haveM = 2, s1(1) = c1, s2(1) = c2, s1(2) = −c∗2,
and s2(2) = c∗1, where c1 and c2 denote the two symbol to be transmitted [24]. The channel
gains in this case must satisfy hi(1) = hi(2) = hi for i = 1, 2, i.e., a channel gain must
remain constant during two symbol durations. The received signal according to (2.1) can be
expressed as  r(1)
r(2)
 =
 c1 c2
−c∗2 c∗1
 h1
h2
+
 n(1)
n(2)
 . (2.6)
Rewriting (2.6) as  r(1)
r∗(2)
 =
 h1 h2
h∗2 −h∗1
 c1
c2
+
 n(1)
n∗(2)
 (2.7)
and multiplying  h1 h2
h∗2 −h∗1
H
on both side of (2.7), we have rˆ(1)
rˆ(2)
 =
 c1
c2
+
 nˆ(1)
nˆ(2)
 (2.8)
with  rˆ(1)
rˆ(2)
 = 1|h1|2 + |h2|2
 h1 h2
h∗2 −h∗1
H  r(1)
r∗(2)
 (2.9)
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and  nˆ(1)
nˆ(2)
 = 1|h1|2 + |h2|2
 h1 h2
h∗2 −h∗1
H  n(1)
n∗(2)
 . (2.10)
Hence, following (2.8), in the case of AC, we can still detect the signal in a symbol-by-
symbol manner as in the case of M = 1. Detection of higher order OSTBCs is introduced
in [20], which is similar to the case of AC and lies beyond the scope of this thesis. Thus, we
omit the introduction of detection of higher order OSTBCs here for brevity.
In the fading environment, we are interested in the SER averaged over all fading states,
which is referred to as the average SER. Within a given fading state, where the channel
gain remains constant, we denote the SNR at the receiver as the received instantaneous SNR
(ISNR). The average SER can be computed by the approach based on the moment generating
function given in [3]. Denoting the probability density function (pdf) of the received ISNR
as f(x), the MGF can be computed by
M (−y) =
∫ ∞
0
exp(−yx)f(x) dx. (2.11)
Based on the general expression in [3, Sections 5.1 and 8.1], the average SER has been
computed for different modulation schemes. For example, the average SER in the case of
K-PSK modulation is given by
SER =
1
π
∫ (K−1)π/K
0
M
(
− a
2
sin2 θ
)
dθ, (2.12)
where a = sin(π/K) is a constant.
In the high SNR regime, the diversity order, which is defined as the negative exponent d
of the SNR in the asymptotic BER expression [20, 22]
BER ' 1
Gc
SNR−d, (2.13)
are generally used as a performance measure. The quantity Gc in (2.13) is commonly called
the coding gain.
2.2.2 Channel Capacity
The notion of channel capacity was first introduced by Shannon in his original paper [77].
The channel capacity represents the ultimate limit on the rate of information that can be re-
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liably transmitted over a fixed communication channel [78]. The channel capacity is defined
as the mutual information maximized over all input distributions, where mutual information
measures the reduction of uncertainty about the input due to the observation of the output of
the communication system. In [79], the channel capacity of a point-to-point multiple-input
and multiple-output (MIMO) Gaussian channel is computed. The capacity in fading scenario
is considered for instance in [80] and [81].
In a fading channel, ergodic capacity and outage capacity are frequently used as per-
formance measures. The ergodic capacity is the average of the channel capacity over the
statistics of the channel. For long codewords, i.e., for coding along a large number of fading
states, the ergodic capacity is a suitable measure of the achievable rate [6]. The k-percent
outage capacity, on the other hand, is defined as the transmission rate achievable in k percent
of the channel realizations. The k-percent outage capacity suitably represents the throughout
performance if the codeword duration is significantly smaller than the channel coherence
time τcoh [6]. In the following chapters, we focus on the fading channel scenario and in the
context of channel capacity, we implicitly assume that the codeword duration is much larger
than τcoh. Hence, we will adopt the ergodic channel capacity as the applied performance
measure for data throughput.
Conditioned on a fixed complex channel gain h, the channel capacity of a point-to-point
SISO discrete memoryless channel with AWGN is given by [2]
Ch = log2
(
1 +
P |h|2
σ2n
)
bps, (2.14)
where P is the transmitted power and σ2n denotes the noise power. The ergodic capacity C,
which is the average of Ch over the statistics of h, can then be computed as
C = Eh
{
log2
(
1 +
P |h|2
σ2n
)}
bps. (2.15)
The channel capacity for point-to-point MISO, single-input and multiple-output (SIMO)
andMIMO links can be found in [2] and [79]. In the case of a wireless network with multiple
users, we refer to [2] and [78] for a comprehensive survey of the channel capacity.
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2.3 Mathematical Background
In this section, we will briefly outline the important concepts from probability theory and
statistical analysis that will be used in the later chapters.
2.3.1 Order Statistics
The theory of order statistics deals with the properties of the ordered random variables. If n
random variablesX1, · · · , Xn are sorted in ascending order, then the kth order statistic of the
sequence, denoted as X(k), is the kth-smallest value in the sequence [82]. The special cases
ofX(1) = min{X1, · · · , Xn} andX(n) = max{X1, · · · , Xn} are defined as the smallest and
the largest order statistic, respectively. For notational simplicity, we will use X[k] to denote
the kth largest value of X1, · · · , Xn.
Assume that X1, · · · , Xn are continuous independent and identically distributed (i.i.d.)
random variables, each with the cumulative distribution function (cdf) F (x) and the pdf
f(x). Then, the cdf of the kth order statisticX(k), denoted as F(k)(x), is given by
F(k)(x) =
n∑
i=k
(
n
i
)
[F (x)]i[1− F (x)]n−i, (2.16)
where F(k)(x) represents the probability that at least k of the n random variablesX1, · · · , Xn
are less than or equal to the value x. The pdf ofX(k), denoted as f(k)(x), can be computed as
f(k)(x) =
1
β(k, n− k + 1)[F (x)]
k−1[1− F (x)]n−kf(x). (2.17)
A comprehensive survey of order statistics can be found in [82].
2.3.2 Extreme Value Theory
Extreme value theory focuses on the asymptotic behavior of the order statistics. In the spe-
cial case of i.i.d. random variables, according to (2.16), the largest order statistic X(n) =
max{X1, · · · , Xn} has the cdf
F(n)(x) = [F (x)]
n. (2.18)
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As n→∞, it is clear that for any fixed value of x
lim
n→∞F(n)(x) =
 1, if F (x) = 1;0, if F (x) < 1, (2.19)
which is a degenerate distribution. To find the limiting distribution of interest, the random
variables X(n) describing the largest order statistic must be transformed as anX(n) + bn,
where an and bn may depend on n but not on X(n). If there exist constants an > 0 and bn
and a non-degenerate cdf G(x) such that
lim
n→∞ [F (anx+ bn)]
n = G(x) (2.20)
at all continuity points of G(x), then we say F (x) is in the domain of maximal attraction of
the limiting distribution G(x) [82]. An important result on the limiting distribution G(x) is
given as follows [82] [83].
Result 1: For an arbitrary parent distribution F (x), in general, even after suitable trans-
formation, the largest order statisticX(n) does not necessarily possess a limiting distribution
as n → ∞. However, if a limiting distribution G(x) exists, it must be one of the following
three types, namely,
Fréchet-type distribution:
G1(x) =
 0, for x ≤ 0,exp (−x−α) , for x > 0; (2.21)
Weibull-type distribution:
G2(x) =
 exp (−(−x)α) , for x ≤ 0,1, for x > 0; (2.22)
Gumbel-type distribution:
G3(x) = exp
(−e−x) , for −∞ < x <∞, (2.23)
where α > 0.
A result which we will frequently use in the following is that for the special case of the
exponential distribution with pdf f(x) = exp (−x) (x ≥ 0), we have an = 1 and bn = lnn
and the random variable X(n) − lnn has the limiting cdf G3(x).
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2.3.3 Central Limit Theorem
We present the central limit theorem (CLT) for the case of n i.i.d. random variablesX1, · · · ,
Xn. The CLT states that the sum of n i.i.d. random variables with finite mean and finite
variance approaches a Gaussian random variable as n→∞.
Assuming that both the mean mx and the variance σ2x of Xi, i = 1, · · · , n, are finite, we
can define the normalized random variables as
Zi =
Xi −mx
σx
, i = 1, · · · , n. (2.24)
Let
Y =
1√
n
n∑
i=1
Zi, (2.25)
which has zero mean and unit variance. As n → ∞, Y approaches a Gaussian random
variable with zero mean and unit variance, namely, the distribution of Y converges with
a Gaussian distribution with zero mean and unit variance, i.e., Y d−→N (0, 1) [16], where
“ d−→” denotes the convergence in distribution. In probability theory, a sequence of ran-
dom variables X1, · · · , Xn is called converge in distribution to a random variable X if
limn→∞ Fn(x) = F (x) for every x ∈ R at which F (x) is continuous. Convergence in
distribution is a weak convergence measure [84].
Chapter 3
Transmit Diversity Techniques Based on
Limited Feedback
Multiple antenna techniques can greatly enhance the system performance [2] [6] [12]. Al-
though the link-level benefit has already been well quantified in terms of the channel capac-
ity [79], the associated unrealistic assumptions such as perfect CSI at the transmitter depict
heavy burdens on achieving the promised gain. Hence, research activities pursuing novel
practical techniques to realize the predicted performance improvement never cease. In the
scenarios such as FDD systems, where the uplink and downlink communications operate at
different frequency bands and channel reciprocity does not hold, limited feedback has been
well motivated due to its potential for providing precious CSI at the transmitter with accept-
able communication overhead. This chapter focuses on the link-level performance where we
assume that a single mobile user (K = 1) is scheduled by the base station as illustrated in
Fig. 3.1. Several advanced techniques making use of transmit diversity and limited feedback
are introduced in the sequel. The multiple antenna techniques studied in this chapter include
a variety of combinations of antenna selection, space-time coding and power allocation tech-
niques.
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data
Transmitter
Receiver
Figure 3.1: A MISO link
3.1 Transmit Antenna Selection
The simplest form of diversity techniques utilizing limited feedback is the transmit antenna
selection (TAS) [22] [23]. One major obstacle in introducing multiple antenna system is the
high hardware costs. The main advantage of TAS lies in fact that this technique can be simply
and cost-efficiently implemented. While the issue of designing antenna selection algorithms
to maximize the channel capacity has already been well addressed [34], the problem of
analyzing and minimizing SER of TAS schemes under the existence of feedback error still
depicts a heavy burden to clarify the performance of the TAS. In this section, by deriving
exact BER expressions for the BPSK modulation1, we provide powerful tools to depict the
performance of TAS. Although the SER expressions presented in this and the subsequent
sections of this chapter are derived for the BPSK modulation and Rayleigh fading case, SER
expressions for other types of modulation and fading can be obtained in a similar manner
following the steps of our derivations.
For a single communication link as depicted in Fig. 3.1, to select one transmit antenna
from the existingM ones, a feedback message withm = dlog2Me bits is required from the
mobile user. Considering the existence of feedback errors, the BER of the considered mobile
1Note that for BPSK modulation, SER is equal to the BER.
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user can be expressed as
BERTAS(A,Pe) = PCF BERCF(A) + PEF BEREF(A) (3.1)
where A is defined as the average received SNR and Pe is the error probability of each
feedback bit. For computational tractability, we assume in this chapter that the variance of
each channel gain hi,k(t) in (2.1) with 1 ≤ i ≤ M and k = 1 is equal to one2. Hence,
A = P/σ2n, where P is the transmitted power as defined in Section 2.2. In (3.1), PCF and
PEF are the probabilities of the correct and erroneous feedback, respectively, and BERCF
and BEREF are the BERs in the correct and erroneous feedback cases, respectively. IfM is
an integer so thatM = 2m, then PCF = (1− Pe)m and PEF = 1− (1− Pe)m. The received
ISNR by using the ith (i = 1, · · · ,M) transmit antenna can be expressed as
γi = |hi|2P/σ2n, (3.2)
where the transmitted power P in any fading state is equal to an average value given by P
since no power allocation is applied in this case. Without loss of generality, we let P = 1 in
this chapter. Following the assumptions that the channel gains are resulted by the Rayleigh
fading and their variances are all equal to one, γi, i = 1 . . . ,M can be found as centrally
χ2-distributed variables with two degrees of freedom.
From (2.17), the pdf of the nth largest ISNR γ[n] among all γi can be expressed as
fγ[n](x) =
M
A
(
M − 1
n− 1
) [
1− exp
(
− x
A
)]M−n [
exp
(
− x
A
)]n
. (3.3)
Inserting (3.3) in (2.11), the MGF can be expressed as
Mγ[n] (−y) = M
(
M − 1
n− 1
)M−n∑
k=0
(
M − n
k
)
(−1)k
yA+ n+ k
. (3.4)
Then, inserting (3.4) in (2.12), we can obtain the BER in the case of selecting the antenna
with γ[n] as
BERγ[n] = M
(
M − 1
n− 1
)M−n∑
k=0
(−1)k(M−nk )
2(n+ k)
(
1−
√
A
A+ n + k
)
. (3.5)
2We will omit the time index t and subscript k in the remainder of this chapter for brevity.
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The BER in the correct feedback case can be obtained from (3.5) by taking n = 1 as
BERCF = M
M−1∑
k=0
(−1)k(M−1k )
2(k + 1)
(
1−
√
A
A+ k + 1
)
. (3.6)
The same expression as in (3.6) has been obtained in [85] where it has been shown that
the asymptotic diversity order of M can be achieved in the correct feedback case. In the
erroneous feedback case, where we assume that the errors are independently and uniformly
distributed in the feedback message, any transmit antenna except the one corresponding to
the strongest channel gain can erroneously be selected with the probability 1/(M−1). From
(3.5), we obtain that
BEREF =
M
M − 1
M∑
n=2
M−n∑
k=0
(−1)k(M−1n−1 )(M−nk )
2(n+ k)
(
1−
√
A
A+ n + k
)
. (3.7)
The final expression for BERTAS is given by substituting(3.6) and (3.7) in (3.1).
Fig. 3.2 shows the BER results of the TAS, denoted by BERTAS, versus SNR for M =
2, 4, 8. The average SNR A is displayed in dB. It should be noted that in this and all subse-
quent figures in this chapter, the analytical and experimental curves coincide so well that they
are indistinguishable. Therefore, the simulation curves in this chapter are hereafter omitted
from the plots and only the analytical curves are displayed. From Fig. 3.2, it can be observed
that in the case of error-free feedback, the performance can be substantially improved by in-
creasing the number of transmit antennas M . However, in the erroneous feedback case this
conclusion is no longer true, even for relatively low values of the feedback bit error proba-
bility. According to Fig. 3.2, increasing the number of transmit antennasM in the latter case
may even negatively affect the link performance at high SNR values.
3.2 Antenna Selection Based OSTBC
Traditional OSTBCs do not rely on CSI at the transmitter side. This nice property makes
the OSTBC a popular technique. Since its first appearance [24], a vast amount of research
and standardization activities have been performed in this area [11] [12] [25]. In the case of
more than two transmit antennas, however, there exists no full-rate OSTBC. To date, the only
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Figure 3.2: BERs versus SNR for TAS with correct and erroneous feedback.
OSTBC formally adopted by the LTE standard is the original AC which achieves full rate in
the case of two transmit antennas [24]. In the communication scenarios where more than two
transmit antennas exist, combinations of feedback-based antenna selection and OSTBC are
proposed to further increase the efficiency of OSTBC [28]-[30]. In this section, we propose a
group-based TAS scheme which can significantly increase the performance of the AC while
keeps the signaling overhead due to the feedback signaling quite low.
Without loss of generality, let us assume that M is even. In the case that M is odd, in
each transmission interval, a randomly selected antenna can be precluded from consideration
such that the following proposed scheme can still be applied. Thus, the set of M transmit
antennas can be randomly partitioned into L = M/2 non-overlapping antenna pairs. Then,
in contrast to the TAS technique described in the previous section, a pair of two antennas can
be selected3 rather than a single antenna. Specifically, using the feedback of m = dlog2 Le
3Note that another type of scheme has been proposed in [86], where the two antennas associated with the
most strongest two channel gains are selected from the M transmit antennas to maximize the ISNR. However,
the latter scheme requires 2 dlog2 Me bits of feedback (i.e., twice as many as the feedback bits required by the
34 CHAPTER 3. TRANSMIT DIVERSITY TECHNIQUES BASED ON LIMITED FEEDBACK
bits, we can select one group of antennas and then transmit the signals through this group of
two antennas using the AC. Similarly to the previous section, the system BER in such a case
can be expressed as
BERTAS−AC(A,Pe) = PCF BERCF(A) + PEF BEREF(A), (3.8)
where the subscript is modified accordingly. In the case thatL is an integer such that L = 2m,
we have PCF = (1−Pe)m and PEF = 1− (1−Pe)m. According to (2.8), the received ISNR
by using the ith group of transmit antennas can be computed as
γi =
|hi,a|2 + |hi,b|2
2σ2n
, (3.9)
where the subscripts “a” and “b” stand for the first and second transmit antennas, respec-
tively. For each antenna, the average transmitted power in any fading state is equal to
P/2 = 0.5. Since γi is the sum of two independent identically and exponentially distributed
random variables with mean A2 , it has a gamma distribution with scale parameter
A
2 and a
shape parameter 2. Thus, the pdf of γi is given by
fγi(x) =
4x
A2
exp
(
−2x
A
)
. (3.10)
In the following, we denote the antenna group corresponding to the (L − n + 1)th order
statistic of γi with i = 1, · · · , L as the nth best antenna group. The pdf of the received ISNR
of the nth best antenna group, γ[n], can be computed by inserting (3.10) in (2.17) as
fγ[n](x)=
4L
(L−1
n−1
)
x
A2
[
1−
(
2x
A
+ 1
)
exp
(
−2x
A
)]L−n[(2x
A
+ 1
)
exp
(
−2x
A
)]n−1
exp
(
−2x
A
)
.
(3.11)
Using (3.11) along with (2.12) and (2.11), we obtain
BERγ[n] = L
(
L− 1
n− 1
) L−n∑
k=0
n−1+k∑
i=0
i+1∑
l=0
(
L− n
k
)(
n− 1 + k
i
)
(−1)k(i+ 1 + l)!
l!(n+ k)i+22i+l+2
·
(
1−
√
A
A+ 2(n+ k)
)i+2(
1 +
√
A
A+ 2(n+ k)
)l
. (3.12)
TAS scheme in Section 3.1) and, therefore, it is not considered here.
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The expression for BERTAS−AC can be found in the way similar to BERTAS in (3.1), where
BERCF = BERγ[1] can be obtained from (3.12) with n = 1. Furthermore, BEREF is ob-
tained from (3.12) as
BEREF =
1
L− 1
L∑
n=2
BERγ[n] , (3.13)
where we have assumed that each antenna group corresponding to γ[n] with n ≥ 2 has the
same probability to be selected.
Fig. 3.3 shows the BERs versus SNR for M = 4. In this figure, BERTAS−AC in (3.8) is
compared to BERTAS in (3.1) to see whether the combined TAS-AC transmission strategy
can provide performance improvements relative to the single antenna TAS scheme. For both
approaches, the total transmit power is assumed to be the identical. It can be observed from
Fig. 3.3 that in the error-free feedback case, as it might be expected, the TAS technique shows
improved performance as compared to the TAS-AC approach. However, as it follows from
Fig. 3.3, the combined TAS-AC technique offers significantly improved robustness against
CSI feedback errors as compared over the TAS approach. Therefore, in situations with sig-
nificant feedback errors, the TAS-AC strategy should be preferred to the TAS approach.
However, if the feedback probability of error is relatively small (for example, Pe = 0.01 in
Fig. 3.3), there is a turning point in SNR from which the simple TAS-AC strategy should be
preferred. For any given value of Pe, this point can be quantified by solving the equation
BERTAS(A,Pe) = BERTAS−AC(A,Pe) where BERTAS(A,Pe) and BERTAS−AC(A,Pe) are
given by (3.1) and (3.8), respectively.
3.3 Limited-Feedback Based Power Allocation
Power allocation (PA) is a widely used and extensively studied scheme for combating the
effects of multipath fading. In the field of information theory, the famous “water-filling”
scheme sketches the optimal power allocation to achieve the channel capacity. In the context
of limited feedback and SER minimization, however, the optimal power allocation scheme
and its performance bound are not well known yet. Some works related to this topic can be
found in [30] and [31]. The objective of this section is to propose novel limited-feedback
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Figure 3.3: BERs versus SNR for TAS and TAS-AC with correct and erroneous feedback.
based power allocation schemes where antenna selection is applied to utilize the selection
diversity in spatial domain. As in section 3.1, one antenna is selected in the combined TAS-
PA scheme.
The combined TAS-PA scheme considered in this section requires m = dlog2Me + 1
feedback bits for each fading state, that is, the feedback rate is slightly higher than in the
case of TAS. In the TAS-PA approach, dlog2Me bits are used to select the transmit antenna
with the strongest channel gain, while the remaining single bit is used for PA. Depending on
the strongest channel gain, denoted as hbest, which corresponds to the largest order statistic
of |hi| with i = 1, · · · ,M , a time-varying antenna weight w can be used that is equal to√
α if |hbest|2 ≤ µ and √β if |hbest|2 > µ, where µ is a certain preselected threshold value,
and the parameters α and β determine two possible values for w [30]. Note that w in fact
represents the power allocated to the antenna. The average transmitted power in a fading
state is then equal to α and β for |hbest|2 ≤ µ and |hbest|2 > µ, respectively. Additionally,
the time average of w is chosen to satisfy the constraint that the average transmitted power
equals P = 1. Denoting the peak transmitted power available at each antenna as P̂ , the
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values α and β of the time-varying weight w must satisfy α ≤ P̂ and β ≤ P̂ .
Case 1: Correct feedback case. In this case, the received ISNR, γc1, is equal to γ[1] and
can be written as
γ[1] =
 Aα|hbest|2, |hbest|2 ≤ µ,Aβ|hbest|2, otherwise. (3.14)
If the feedback is erroneous, the following three cases should be considered:
Case 2: Antenna selection is erroneous, but antenna weight selection is correct;
Case 3: Antenna selection is correct, but antenna weight selection is erroneous;
Case 4: Both antenna selection and weight selection are erroneous.
Denoting the system BERs in Case 1 to Case 4 as BER1, BER2, BER3 and BER4,
respectively, we obtain
BERTAS−PA =
4∑
i=1
Pi BERi, (3.15)
where Pi with i = 1, · · · , 4 stand for the probabilities with which the corresponding Case
1-4 occur. IfM = 2m−1, then
P1 = (1− Pe)m, (3.16)
P2 = [1− (1− Pe)m−1](1− Pe), (3.17)
P3 = (1−Pe)m−1Pe, (3.18)
and
P4 = [1− (1− Pe)m−1]Pe. (3.19)
For the assumed Rayleigh fading channel, according to (2.17), the pdf of |hbest|2 is given by
f|hbest|2(x) = M [1− exp (−x)]M−1 exp (−x) . (3.20)
Then, calculatingMγ[1] (−g) according to (2.11) and inserting it into (2.12), we have
BER1=M
M−1∑
k=0
(M−1
k
)
(−1)k
[
1
2(k + 1)
(
1−
√
A
A+ k+1α
)
−ρ(k + 1, α, 1, µ)+ρ(k+ 1, β, 1, µ)
]
,
(3.21)
where
ρ(m,w, l, τ) ,
1
π
∫ π
2
0
exp
(− ( Awsin2 θ +m) τ)(
Aw
sin2 θ +m
)l dθ. (3.22)
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Note that for Case 3, the value of BER3 can also be expressed by means of (3.21), however,
with the interchanged parameters α and β.
Let use denote the channel gain, whose absolute value is the nth largest order statistic of
|hi| with i = 1, · · · ,M , as the nth best channel hn−best. The transmit antenna corresponding
to the nth best channel is denote as the nth best transmit antenna. In Case 2, the nth (n ≥ 2)
best transmit antenna is selected with the probability 1/(M − 1). Provided that |hn−best|2 <
|hbest|2 ≤ µ, the pdf of the nth (n ≥ 2) largest squared channel gain |hn−best|2 can be written
as
f|hn−best|2(x)=M
(
M − 1
n− 1
)
[1− exp (−x)]M−n [exp (−x)− exp (−µ)]n−1 exp (−x).
(3.23)
If |hn−best|2 ≤ µ < |hbest|2, then the pdf of |hn−best|2 is given by
f|hn−best|2(x) =
M ! exp (−x) [1− exp(−x)]M−n
(M − n)! (n− 2)!
∫ ∞
µ
exp(−t)
[∫ t
x
exp (−y) dy
]n−2
dt(3.24)
and if µ < |hn−best|2 < |hbest|2, then this pdf can be expressed as
f|hn−best|2(x)=M
(
M − 1
n− 1
)
[1− exp (−x)]M−n [exp (−x)]n. (3.25)
Using (3.23)-(3.25) to compute the MGF in (2.11) in the case when the nth best antenna is
used, and employing (2.12), after straightforward manipulations, we obtain
BER2 =
M
M − 1
M∑
n=2
{(
M − 1
n− 1
) n−1∑
k=0
M−n∑
i=0
(
n− 1
k
)(
M − n
i
)
exp (−µk) (−1)i+k
·
[
1
2(n+ i− k)
(
1−
√
A
A+ n+i−kα
)
− ρ(n+ i− k, α, 1, µ)
]
+
(
M − 1
n− 1
)
(n− 1)
n−2∑
k=0
M−n∑
i=0
(n−2
k
)(M−n
i
)
exp (−µ(k + 1)) (−1)i+k
(k + 1)
·
[
1
2(n+ i− k − 1)
(
1−
√
A
A + n+i−k−1β
)
− ρ(n+ i− k − 1, β, 1, µ)
]
+
(
M − 1
n− 1
)M−n∑
i=0
(
M − n
i
)
(−1)iρ(n+ i, β, 1, µ)
}
. (3.26)
Note that for Case 4 the value of BER4 can be expressed by means of (3.26) with the inter-
changed values of α and β. The final expression for BERTAS−PA is then given by inserting
the obtained expressions for BERi, i = 1, · · · , 4 into (3.15).
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Figure 3.4: BERs versus SNR for TAS and TAS-PA with correct feedback.
The optimal values αo, βo and µo which minimize the systemBER in the correct feedback
case can be found by solving the following optimization problem:
{αo, βo, µo} =argmin
α,β,µ
BERTAS−PA(A, α, β, µ,Pe = 0)
s.t.
∫ µ
0
αf|hbest|2(x) dx+
∫ ∞
µ
βf|hbest|2(x) dx = 1,
0 ≤ α ≤ P̂ , 0 ≤ β ≤ P̂ , (3.27)
where the first constraint in (3.27) is the average power constraint, and the last two constraints
are the peak power constraints. As the problem in (3.27) is non-convex, we can find an
approximate solution numerically by quantizing the parameters α, β and µ; see also [31].
Fig. 3.4 displays the BERs of the TAS and TAS-PA strategies in the error-free feedback
case. In this figure, the TAS-PA approach is tested for different values of the peak power.
It follows from Fig. 3.4 that the TAS-PA approach provides significant improvements of the
BER performance relative to the TAS technique at the price of one extra-bit of feedback. A
part of optimal power allocation parameters forM = 4 are shown in Table 3.1.
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Figure 3.5: BERs versus SNR for TAS and TAS-PA with correct and erroneous feedback.
The BERs in the erroneous feedback case with M = 4 are shown in Fig. 3.5. The
latter figure illustrates that the performance improvements due to combining the TAS and
PA approaches tend to be less pronounced as the feedback BER increases. Note that the
optimal parameters αo, βo, and µo are designed for the correct feedback case. In the case of
erroneous feedback, the average power constraint may be slightly violated. However, as the
value of Pe is small, this issue can be ignored in our SER analysis.
3.4 Combination of Limited-Feedback Based TAS, PA and
OSTBC
The considered TAS, PA and OSTBC techniques in Sections 3.1-3.3 can be further merged
into more reliable transmission techniques. In this section, we consider a combination of
TAS, PA and AC techniques where a group of two antennas is selected and PA is performed.
Partitioning the M antennas randomly into L = M/2 antenna pairs similarly as in Sec-
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P̂ = 2, SNR in dB 0 2 4 8 10 12
αo 1.24 1.36 1.54 2.00 2.00 2.00
βo 0.78 0.76 0.76 0.78 0.76 0.76
µo 1.781 1.586 1.366 1.055 1.089 1.089
P̂ = 4, SNR in dB 0 2 4 8 10 12
αo 1.24 1.36 1.52 2.08 2.68 3.72
βo 0.76 0.76 0.76 0.76 0.80 0.80
µo 1.838 1.586 1.385 1.058 0.847 0.717
Table 3.1: Optimal parameters of power allocation forM = 4.
tion 3.2, and quantizing the values of the channel gains into two levels, m = dlog2 Le + 1
feedback bits are required for the proposed TAS-PA-AC technique. For an antenna pair i
with i = 1, · · · , L, in the sequel, we will denote the channel gains corresponding to its two
antennas as hi,a and hi,b. We will also denote the antenna pair corresponding to the largest
order statistic of |hi,a|2 + |hi,b|2 as the best antenna pair and denote the channel gains of
the two antennas in this pair as hbest,a and hbest,b. Similarly, we will denote the antenna
pair corresponding to the first order statistic of |hi,a|2 + |hi,b|2 as the worst antenna pair and
the channel gains of the two antennas in the worst antenna pair will be denoted as hworst,c
and hworst,d. For a combined TAS-PA-AC scheme, the antenna weights can be expressed in
matrix form as
W =

√
αI, A(|hbest,a|2 + |hbest,b|2) ≤ µ;√
βI, otherwise,
(3.28)
where hbest,a and hbest,b are the channels between the two antennas (denoted as antennas
“a” and “b”) of the best transmit antenna pair and the receive antenna, and I is the 2 × 2
identity matrix. For the sake of simplicity, let us consider the case M = 4 in this section.
The average transmitted power for each used antenna is equal to 0.5. Similarly to (3.27), the
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optimal values αo, βo and µo, can be found by solving the following optimization problem
{αo, βo, µo}=argmin
α,β,µ
BERTAS−PA−AC(A, α, β, µ,Pe=0) (3.29)
s.t.
∫ µ
0
αfγg(x) dx+
∫ ∞
µ
βfγg(x) dx = 0.5, (3.30)
0 ≤ α ≤ P̂ , 0 ≤ β ≤ P̂ , (3.31)
where fγg(x) denotes the pdf
fγg (x) =
2x
A2
exp
(
− x
A
) ∫ x
0
t
A2
exp
(
− t
A
)
dt (3.32)
of γg = A(|hbest,a|2 + |hbest,b|2). The constraint in (3.30) is the average power constraint,
whereas the two constraints in (3.31) are the peak power constraints. Similar to (3.27), this
problem is non-convex and numerical method can be used to find an approximated solution
of it.
Let us derive an explicit expression for BERTAS−PA−AC by considering the follow cases.
Case 1: Error-free feedback. The received ISNR, denoted as γ[1], can be written as
γ[1] =

α(|hbest,a|2+|hbest,b|2)
σ2n
= αγg, γg ≤ µ;
β(|hbest,a|2+|hbest,b|2)
σ2n
= βγg, γg > µ.
(3.33)
As it has been mentioned in the previous section, the selected antenna weights depend only
on the best antenna pair (that is, on γg only).
Using (3.32) and (3.33) to compute the MGF in the case when the best antenna pair is
used and employing (2.12), after straightforward manipulations, we obtain
BER1 =−2µA
[
ρ
(
1, α, 1,
µ
A
)
− ρ
(
1, β, 1,
µ
A
)]
− 2
[
ρ
(
1, α, 2,
µ
A
)
− ρ
(
1, β, 2,
µ
A
)]
+2
[(µ
A
)2
+
µ
A
][
ρ
(
2, α, 1,
µ
A
)
− ρ
(
2, β, 1,
µ
A
)]
+4
[
ρ
(
2, α, 3,
µ
A
)
−ρ
(
2, β, 3,
µ
A
)]
+2
(
2
µ
A
+1
)[
ρ
(
2, α, 2,
µ
A
)
− ρ
(
2, β, 2,
µ
A
)]
+
1
2
(
1−
√
A
A+ 1α
)2(
2+
√
A
A + 1α
)
− 1
16
(
1−
√
A
A+ 2α
)3 1 + 3
2
(
1 +
√
A
A + 2α
)
+
3
2
(
1 +
√
A
A+ 2α
)2
− 1
8
(
1−
√
A
A+ 2α
)2(
2 +
√
A
A+ 2α
)
. (3.34)
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Case 2: Erroneous antenna selection, but correct antenna weight selection. The received
ISNR γ[2] can be expressed as
γ[2] =

α(|hworst,c|2+|hworst,d|2)
σ2n
= αγw, γg ≤ µ;
β(|hworst,c|2+|hworst,d|2)
σ2n
= βγw, γg > µ,
(3.35)
where γw = A(|hworst,c|2 + |hworst,d|2) denotes the received ISNR of the actually selected
worst transmit antenna pair. For γw ≤ γg ≤ µ, the pdf fγw of γw can be expressed as
fγw (x) =
2x
A2
exp
(
− x
A
) ∫ µ
x
t
A2
exp
(
− t
A
)
dt. (3.36)
To describe fγw in the case γw ≤ µ ≤ γg, the same expression can be used, but the lower and
upper limits of the integral in (3.36) should be changed to µ and∞, respectively. Similarly,
(3.36) can also be used to describe fγw in the case µ≤γw ≤ γg, where the lower and upper
limits of the integral in (3.36) is changed to x and∞, respectively.
Using the latter results for fγw and (2.11) to compute the MGF in the case when the worst
antenna pair is used and employing (2.12), we have
BER2 =2
[(µ
A
)2
+
µ
A
]
exp
(
−µ
A
) [
ρ
(
1, α, 1,
µ
A
)
− ρ
(
1, β, 1,
µ
A
)]
+2
(µ
A
+ 1
)
exp
(
−µ
A
) [
ρ
(
1, α, 2,
µ
A
)
− ρ
(
1, β, 2,
µ
A
)]
−2
[(µ
A
)2
+
µ
A
] [
ρ
(
2, α, 1,
µ
A
)
− ρ
(
2, β, 1,
µ
A
)]
−2
(
2
µ
A
+ 1
) [
ρ
(
2, α, 2,
µ
A
)
− ρ
(
2, β, 2,
µ
A
)]
−4
[
ρ
(
2, α, 3,
µ
A
)
− ρ
(
2, β, 3,
µ
A
)]
−1
2
(µ
A
+ 1
)
exp
(
−µ
A
)(1−√ A
A+ 1α
)2(
2 +
√
A
A+ 1α
)
−
(
1−
√
A
A+ 1β
)2(
2 +
√
A
A+ 1β
)
+
1
32
(
1−
√
A
A+ 2α
)3 2 + 3(1 +√ A
A+ 2α
)
+ 3
(
1 +
√
A
A+ 2α
)2
+
1
8
(
1−
√
A
A+ 2α
)2(
2 +
√
A
A+ 2α
)
. (3.37)
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Figure 3.6: BERs versus SNR for TAS, TAS-AC, TAS-PA, and TAS-AC-PA with correct and
erroneous feedback.
Case 3: Correct antenna selection, but erroneous antenna weight selection. The BER in
this case, BER3, can be expressed by (3.34) with interchanged α and β.
Case 4: Erroneous antenna and weight selection. The BER in this case, BER4, is given
by (3.37) with interchanged α and β.
The resulting BER of the combined TAS-PA-AC technique can be explicitly expressed
as
BERTAS−PA−AC = (1− Pe)2 BER1+Pe (1− Pe) BER2+(1−Pe)PeBER3+P2eBER4.
(3.38)
The BERs of different combinations of the discussed transmission strategies are dis-
played in Fig. 3.6 both in the cases of error-free and erroneous feedback. As can be observed
from this figure, the TAS-PA-AC approach offers the best robustness against feedback im-
perfections, while the TAS-PA technique demonstrates the best performance in the error-free
feedback case.
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3.5 Chapter Summary
In this chapter, we have focused on the link-level performance and proposed several trans-
mission techniques based on limited feedback. The performance of the proposed schemes
has been analyzed and quantified in terms of the SER. Our results have shown that the TAS
scheme based on correct feedback messages can, as the number of transmit antennas in-
creases, greatly reduce the SER while inducing low hardware cost and implementation com-
plexity. When the feedback channel can provide reliable feedback message, combining TAS
with PA can further decrease the SER without increasing the number of antennas. In the sce-
nario where the feedback messages can be erroneous, combination of TAS based scheme and
OSTBCs can reduce the size of feedback message and provide more robustness against the
feedback errors. Hence, proper selection of transmission techniques according to the feed-
back quality plays a significant role in wireless communication. Our study in this chapter
has shown the potential benefits obtainable by embedding the proposed schemes into future
mobile communication standards. Based on transmit antenna selection, better channel condi-
tion than in the SISO case can be achieved without significant addtional expense. Therefore,
antenna selection based techniques can help us to achieve future high-rate wireless data ser-
vices.
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Chapter 4
Multiuser Diversity and Opportunistic
Scheduling
In the previous chapter, we have introduced several transmit diversity techniques to enhance
the link-level performance. In this chapter, we will consider the system-level performance
and focus on the concept of multiuser scheduling. As pointed out in the Chapter 1, the
scheduler is essential to achieve high spectrum efficiency and to a large extent determines
the overall system performance. Channel-aware dynamic scheduling schemes that make use
of multiuser diversity have already been enabled by the standards such as the LTE and LTE-
Advanced [11] [12]. Although the throughput performances of different scheduling schemes
such as opportunistic beamforming scheme have been intensively studied [42]-[47], less
work has been done to analyze the system reliability in terms of the SER. In this chapter,
we present a first approach to address this topic. In particular, we study the opportunistic
downlink scheduling approach and analyze its performance in terms of the SER.
4.1 Scenario of Opportunistic Scheduling
We consider the downlink scenario as shown in Fig. 4.1, where one base station equipped
with a single antenna (M = 1) schedules the data transmissions of multiple connectedmobile
users (K > 1). In each time block, the transmitter sends data only to the user with the
47
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Base station
Mobile user
data
Figure 4.1: Downlink opportunistic scheduling
strongest instantaneous channel. The channel gains hi,k with i = M = 1 and 1 ≤ k ≤ K
given in (2.1) are assumed to be constant within any single time block and the size of each
block does not exceed the channel coherence time τcoh. As we consider the case of single
transmit antenna (M = 1), for notational simplicity, we will omit the subscript i in (2.1)
and denote the channel gains and the transmitted signal at the time index t as hk(t) and s(t),
correspondingly. Note that signal s(t) is dedicated to the scheduled user.
In this chapter, we study the case of a homogeneous network where the average SNR
is the same for all users and each user enjoys the same average feedback quality. Similar
to Chapter 3, the channel gains hk(t) are assumed to have variances all equal to one. The
noise power received by each user is equal to σ2n, i.e., σ2n1 = σ
2
n2 = . . . = σ
2
nK = σ
2
n. The
power consumed to transmit a symbol s(t) is assumed to be fixed at P in each time block,
i.e., power allocation ability is not considered in this chapter. For the sake of compactness
of our BER expressions, as in Chapter 3, we will use the notation A for the average received
SNR. Under the assumption of a homogeneous network, we have A = P/σ2n for each user
and the average BER is the same for all users.
4.2 Performance Bounds with Full CSI Feedback
For any scheduling scheme based on limited feedback, the performance in the case of full CSI
feedback can be used as a performance bound and a useful benchmark for comparison. This
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section focuses on the SER performance of the opportunistic scheduling based on full CSI
feedback. Similar to Chapter 3, we base our analysis on the example of BPSK modulation
scheme. These results can however be generalized to higher modulation orders using similar
derivations as presented here. In the full CSI feedback case, the feedback messages in each
time block contain the values of the individual ISNRs of the users. Based on these messages,
the transmitter schedules the user with the highest ISNR for data transmission.
4.2.1 General BER Analysis
The received ISNR of the kth user can be expressed as γk = A|hk|2. According to our as-
sumptions, all γk (k = 1, . . . , K) are centrally χ2-distributed with two degrees of freedom.
Let γ[n] denote the nth highest ISNR among all the user ISNRs γk (k = 1, . . . , K). Fol-
lowing (2.17), the pdf of γ[n], denoted as fγ[n](x), can be expressed similarly as in (3.3) by
substitutingK forM .
When the feedback message is error-free, the user with the highest ISNR is selected and
scheduled for the data transmission. In this case, the pdf of the received ISNR is given by
fγ[n](x) with n = 1. According to (2.12), the BER for this user is given by
BERγ[1] =
1
π
∫ π/2
0
Mγ[1]
(
− 1
sin2 θ
)
dθ (4.1)
whereMγ[1] is the MGF defined in (2.11), which can be computed as
Mγ[1] (−g) =
∫ ∞
0
exp(−gx)fγ[1](x) dx = M
M−1∑
k=0
(M−1
k
)
(−1)k
gA+ k + 1
. (4.2)
Inserting fγ[n](x) with n = 1 into (4.2) and then substituting the MGF into (4.1), the BER
can be expressed as1
BERγ[1] =K
K−1∑
j=0
(−1)j(K−1j )
2(j + 1)
(
1−
√
A
A+ j + 1
)
. (4.3)
4.2.2 Asymptotic BER Analysis
The performance improvement provided by multiuser diversity increases as the number of
usersK increases. Hence, it is important to pursue the asymptotic performance bound for the
1Note that mathematically similar expressions have been obtained in [56] and [85] in different contexts.
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case ofK →∞. Moreover, in terms of BER, a traditional asymptotic performance measure
is the diversity order in the case of SNR → ∞. We derive the asymptotic behavior of the
BER for both cases. In the following we refer to the regime of SNR →∞ as the high SNR
regime and the regime ofK →∞ as the large number of users regime.
In the high SNR regime, we will study the diversity order as defined in (2.13). In the
second regime, we wish to determine how the BER scales when increasing the number of
usersK. To quantify the scaling law, let us define the multiuser diversity gain as the negative
exponent g of the number of usersK in the asymptotic BER expression
BER ' 1
G˜c
K−g (4.4)
where G˜c can be considered as the multiuser diversity coding gain.
It should be stressed that the multiuser diversity gain is commonly defined in terms of
the sum capacity; see, for example, [2, p. 253 ]. In contrast to the capacity-based definition
of [2], our definition in (4.4) characterizes the multiuser diversity gain in terms of the BER.
The asymptotic BER behavior can be specified by the following theorem.
Theorem 1. IfK is fixed andA→∞, then the opportunistic scheduling strategy in the case
of full CSI feedback achieves the full diversity order ofK. If the average SNR A is fixed and
K →∞, then the opportunistic scheduling strategy in the case of full CSI feedback achieves
the asymptotic multiuser diversity gain equal to A.
Proof: As stated above, a similar expression as (4.3) has been obtained in [85] for a
point-to-point MISO communication system with K transmit antennas, where the transmit
antenna with the strongest channel gain is selected for data transmission. In [85], it has been
shown that for any fixed K and A→∞, this expression can be further simplified as
BERγ[1]' (2K − 1)!22K(K − 1)!A
−K . (4.5)
Note that the approximation in (4.5) becomes exact as A → ∞. Applying (4.5) to our
opportunistic scheduling case, we conclude that the diversity order d defined in (2.13) is
equal toK.
Let us now prove the second part of Theorem 1. According to our assumptions, |hk|2 has
the exponential distribution with the pdf f(x) = e−x (x ≥ 0) and the cdf F (x) = 1 − e−x
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(x ≥ 0). According to definition of γk, we denote the largest order statistic of |hk|2 (k =
1, . . . , K) asmaxk=1,...,K |hk|2 = γ[1]/A. From the extreme value theory in Section 2.3.2, for
K →∞, the value of γ[1]/A− lnK has the limiting cdf G3(x) in (2.23).
In [3], it has been shown that (4.1) can be equivalently expressed as
BERγ[1] =
∫ ∞
0
Q(
√
2x)fγ[1](x) dx (4.6)
where Q(x) is the Gaussian Q-function defined as [3]
Q(x) ,
1
π
∫ π/2
0
exp
(
− x
2
2 sin2 θ
)
dθ. (4.7)
Using (2.23) in the case of largeK, (4.6) can be rewritten as
BERγ[1] =
∫ ∞
− lnK
Q(
√
2A (x+ lnK)) exp
(−e−x) e−x dx. (4.8)
With the Chernoff bound, we have [3]
Q(x) ≤ 1
2
exp(−x2/2). (4.9)
Inserting (4.9) into (4.8), we obtain that forK →∞, BERγ[1] can be bounded as
BERγ[1] ≤
1
2
∫ ∞
−∞
e−Ax−A lnK exp(−e−x)e−xdx = 1
2
Γ(A+ 1)K−A, (4.10)
where the equality in (4.10) follows [98, (8.312.10)] . Hence, the multiuser diversity gain is
lower bounded by A.
A lower bound on Q(x) is given by [91, eqn. (11)]
Q(x)>
1√
x2 + 4
1√
2π
exp(−x2/2). (4.11)
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Inserting (4.11) into (4.8), we obtain a lower bound on BERγ[1] forK →∞ as
BERγ[1] >
1√
2π
∫ ∞
− lnK
e−Ax−A lnK exp(−e−x)e−x√
2A (x+ lnK) + 4
dx (4.12)
=
1√
2π
K−A
∫ K
0
tAe−t dt√
2A (lnK − ln t) + 4 (4.13)
>
1√
2π
K−A
∫ K
1
tAe−t dt√
2A (lnK − ln t) + 4 (4.14)
>
K−A√
4Aπ lnK + 8π
∫ K
1
tAe−t dt (4.15)
' Γ(A + 1, 1)√
4Aπ
K−A√
lnK
(4.16)
≥ Γ(A + 1, 1)√
4Aπ
K−(A+) for any  > 0, (4.17)
where (4.14) holds because the integrand is nonnegative on the interval t ∈ [0, K], (4.15)
follows from the inequality ln t ≥ 0 for 1 ≤ t ≤ K, (4.16) is true for K → ∞, and
Γ(s, x) =
∫∞
x t
s−1e−t dt is the upper incomplete gamma function. In (4.17), for any  > 0,
there exists K0 such that for all K > K0, we have K2 > lnK. Taking  → 0 as K → ∞,
we have that the multiuser diversity gain is also upper bounded by A. This completes the
proof of the second part, and hence the proof of the Theorem 1. 
4.3 Error-Free Quantized CSI Feedback
In practice, the rate of the feedback link is quite limited and it is generally infeasible to
feed back the exact values of the ISNR. Hence, the values of the received ISNR are often
quantized to a set of discrete values which can be expressed by a finite set of binary sequences
of limited size. These binary sequences are then sent back to the transmitter. In this section,
we study the performance of opportunistic scheduling schemes that are based on limited
feedback. The feedback message is assumed to be received without error in this section. The
impact of feedback errors will be considered in Section 4.4. First of all, let us consider an
extreme case of one feedback bit per user. The case of higher-rate feedback will be studied
in Section 4.3.3.
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4.3.1 General BER Analysis with One-Bit Feedback
In the one-bit feedback per user case, the values of |hk|2 (k = 1, . . . , K) can be quantized
into two levels with a threshold µ. At the beginning of each time block, each user is assumed
to report its current channel level to the transmitter using one binary symbol where “1” and
“0” correspond to the higher and lower channel levels, respectively. Then the transmitter
randomly schedules one of the users whose feedback message is “1”. If none of the user
has reported a feedback message “1“, an arbitrary user is scheduled randomly from all the
available users.
Let us consider the scheduled user with the received ISNR γ. If this user’s feedback
message is “1”, then γ > Aµ; otherwise γ ≤ Aµ. For any user k, denoting the probability
of the event |hk|2 ≤ µ as P1, we have that P1 = 1 − e−µ. Similarly, the probability of the
event |hk|2 > µ can be expressed as P2 = e−µ. With γk, the distribution of γ is a mixture
distribution [87] of two truncated distributions of γk, which are defined for 0 < γk ≤ µA
and γk > µA correspondingly. Let
P˜1 = (1− e−µ)K , P˜2 = 1− (1− e−µ)K (4.18)
denote the probabilities of the events that the channel gain of the scheduled user belongs to
the lower and higher channel level, respectively. We can express the pdf of γ as
fγ(x)=
 P˜1P1A exp
(− xA) , for 0 < x ≤ µA
P˜2
P2A exp
(− xA) , for x > µA. (4.19)
Inserting (4.19) in (4.2) instead of fγ[1](x) and using (4.1), the BER of the scheduled user
can be computed as
BERγ =
1
π
(
P˜2
P2 −
P˜1
P1
)∫ π/2
0
exp
(− ( Asin2 θ + 1)µ)
A
sin2 θ + 1
dθ +
P˜1
2P1
(
1−
√
A
A+ 1
)
. (4.20)
To the best of our knowledge, there is no closed-form expression for the integral in (4.20).
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However, we can use its upper bound
I ,
∫ π/2
0
exp
(− ( Asin2 θ + 1)µ)
A
sin2 θ + 1
dθ
≤
∫ π/2
0
exp
(− ( Asin2 θ + 1)µ)
A
sin2 θ
dθ
= e−µ
[√
πµ
2
√
A
e−Aµ+
( π
4A
− πµ
2
)
erfc(
√
Aµ)
]
(4.21)
to simplify our analysis. Here, erfc(x) denotes the complementary error function. Inserting
(4.21) in (4.20), we obtain
BERγ ≤ P˜12P1
(
1−
√
A
A+ 1
)
+e−µ
(
P˜2
P2 −
P˜1
P1
)[ √
µ
2
√
πA
e−Aµ+
(
1
4A
− µ
2
)
erfc
(√
Aµ
)]
,BERγ,up. (4.22)
The approximation in (4.21) is accurate for large values of A. Hence, the upper bound
BERγ,up in (4.22) is expected to be tight at high SNRs.
Clearly, BERγ depends on the value of the threshold µ. The optimal threshold µopt can
be found by minimizing BERγ as
µopt = argmin
µ
BERγ. (4.23)
This problem can be solved numerically by a one-dimensional search over µ. In a practical
system, the solution to (4.23) can be computed offline for different values of SNR A and
number of users K. The so-obtained threshold values can then be stored in a look-up table
for simple access in real time implementations.
4.3.2 Asymptotic BER Analysis with One-Bit Feedback
As next, we study the asymptotic performance of our opportunistic scheduling scheme with
one-bit channel feedback per user. As in Section 4.2.2, we consider the high SNR (A→∞)
and large number of users (K → ∞) regimes. As µopt has no closed-form expression, we
seek for threshold values that result in similar scaling laws as those determined by Theorem
1. If such threshold values exist, we can conclude that with the optimal threshold, the same
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scaling laws can also be achieved, as, clearly, opportunistic scheduling with one-bit CSI
feedback cannot overcome that with the full CSI feedback.
In the high SNR regime where K is fixed and A → ∞, the inequality in (4.22) can
be replaced by equality and we can use BERγ,up instead of BERγ . It can be shown from
the first order Taylor series expansion of the first summand in (4.22) that, to achieve the
diversity order larger than one, the factor P˜1/P1 is required to decay to zero when A→∞.
Using (4.18), we have that, equivalently, the choice of µ must approach zero (µ → 0) as A
reaches infinity. At the same time, to achieve the diversity order higher than one, the factor
√
µ
2
√
πA
e−Aµ+
(
1
4A − µ2
)
erfc(
√
Aµ) has to decay faster than A−1. This requires that Aµ→∞
when A→∞.
In [91], it has been shown that
Q(x) ' 1√
2πx
exp
(
−x
2
2
)
(4.24)
for x  0. Inserting the values of P1, P˜1, P2 and P˜2 into (4.22) and using the identity
erfc(x) = 2Q(
√
2x), we obtain that if Aµ 0, then BERγ,up can be approximated as
BERγ,up ' (1− e
−µ)K−1
2
(
1−
√
A
A+ 1
)
+
1− (1− e−µ)K−1
4A
√
πAµ
e−Aµ. (4.25)
To achieve the full diversity order ofK, it is sufficient that both terms in (4.25) decrease with
the rate A−K for A→∞.
For the second summand in (4.25) to decrease with the rateA−K , the following condition
must hold:
1− (1− e−µ)K−1
4A
√
πAµ
e−Aµ ' CA−K for A→∞ (4.26)
where C is a constant independent of A. Taking the logarithm of both sides of (4.26), we
obtain
ln
[
1−(1−e−µ)K−1]−Aµ−3
2
lnA−1
2
lnµ−ln (4√π) ' −K lnA + lnC. (4.27)
As mentioned before, it is required that µ→ 0 when A→∞. If µ→ 0, then
ln
[
1−(1− e−µ)K−1]→ 0.
56 CHAPTER 4. MULTIUSER DIVERSITY AND OPPORTUNISTIC SCHEDULING
Moreover, forA→∞ the finite constant terms ln (4√π) and lnC can be neglected in (4.27).
Then, we obtain
µ ' (K − 1.5) lnA− 0.5 lnµ
A
. (4.28)
Taking the logarithm of both sides of (4.28), we observe that for A→∞ and lnµ ' − lnA.
Using this fact in (4.28), a suboptimal value of the threshold µ can be computed for large
values of A as
µ =
(K − 1) lnA
A
. (4.29)
Substituting (4.29) into (4.25) and using the first-order Taylor approximation e−x ' 1 − x
(x 1), we have
lim
A→∞
BERγ,up
A−K
= lim
A→∞
(K − 1)K−1
4
(lnA)K−1 →∞. (4.30)
At the same time, for any arbitrary small constant  > 0, the limit limA→∞(lnA)K−1/A = 0
and, therefore,
lim
A→∞
BERγ,up
A−(K−)
= lim
A→∞
(K − 1)K−1
4
(lnA)K−1
A
= 0. (4.31)
With (4.30) and (4.31), we can conclude that as A→∞, an asymptotic diversity order
smaller than, but arbitrarily close to K can be achieved by using the suboptimal thresh-
old (4.29). This implies that in the asymptotic case A → ∞, the opportunistic scheduling
scheme with the optimal threshold can also achieve a diversity order arbitrarily close to K.
In Fig. 4.2, the suboptimal threshold of (4.29) is compared with the optimal threshold of
(4.23) and the suboptimal threshold obtained from the same equation (4.23) but with BERγ
replaced by BERγ,up:
µsopt = argmin
µ
BERγ,up. (4.32)
In this figure,K = 4 and all the thresholds are plotted versus SNR. As follows from Fig. 4.2,
the two suboptimal thresholds are very close to the optimal one when the SNR is above
10 dB. This, in particular, shows that BERγ,up is an accurate approximation of BERγ at
moderate to large values of SNR.
Let us now consider the case when K → ∞ and A is fixed. Intuitively, as K increases,
the value of µ should increase correspondingly, to select a user with a high channel gain.
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Figure 4.2: Optimal and suboptimal thresholds versus SNR.
Noting that the term
e−µ
(
P˜2
P2 −
P˜1
P1
)
= 1− (1− e−µ)K−1 (4.33)
in (4.22) vanishes with increasing K, we observe from (4.33) that µ indeed must approach
infinity as K → ∞. Otherwise, (4.33) approaches one as K → ∞ and, correspondingly,
(4.22) approaches some positive constant value larger than 0. As a result, no multiuser
diversity gain is achieved in the latter case.
As µ → ∞, we have Aµ → ∞ for any fixed A. Hence, (4.25) still holds in this case.
Rewriting it as
BERγ,up ' e
−Aµ
4A
√
πAµ
+
(1− e−µ)K−1
2
(
1−
√
A
A+ 1
− e
−Aµ
2A
√
πAµ
)
(4.34)
we can see that if both terms in (4.34) decrease as K−A for K → ∞, then from BERγ ≤
BERγ,up, we can conclude that BERγ decreases at least as fast asK−A. Let the second term
in (4.34) decrease as K−A for K →∞, that is,
(1− e−µ)K−1
2
(
1−
√
A
A+ 1
− e
−Aµ
2A
√
πAµ
)
' CK−A (4.35)
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forK →∞, where C is a constant independent ofK. Taking the logarithm on both sides of
(4.35) and omitting all negligible constants, we obtain forK →∞ that
ln
(
1− e−µ) ' −A lnK
K − 1 . (4.36)
From the identity ln(1 + x) =
∑∞
k=1 (−1)k+1xk/k that is valid for −1 < x ≤ 1 [98], we
have
ln(1− x) ' −x (4.37)
for small x. Using the approximation ln(1 − x) ' −x for small x [98], we can find the
following suboptimal value of the threshold µ from (4.35)
µ = ln
(
K − 1
A lnK
)
. (4.38)
With this threshold value, we obtain from (4.34) that for any arbitrarily small positive ,
lim
K→∞
BERγ,up
K−(A−)
= lim
K→∞
AA−1.5
4
√
π
(lnK)A−1/2
K
= 0 (4.39)
lim
K→∞
BERγ,up
K−A
= lim
K→∞
AA−1.5
4
√
π
(lnK)A−1/2 =∞. (4.40)
Therefore, we conclude that as K → ∞, an asymptotic multiuser diversity gain arbitrarily
close to A can be achieved by using the suboptimal threshold (4.38). This means that in the
asymptotic case K → ∞, the opportunistic scheduling scheme with the optimal threshold
can also achieve a multiuser diversity gain arbitrarily close to A.
Fig. 4.3 compares the suboptimal threshold of (4.38) with the optimal threshold of (4.23)
and the suboptimal threshold of (4.32). In this figure, the SNRA = 10 dB is assumed, and all
the thresholds are displayed versus the number of users K. It can be observed from Fig. 4.3
that, asK increases, the threshold (4.38) closely approaches the other two thresholds (which
coincide for all values ofK).
The BER for n-bit CSI feedback is analyzed in the next subsection. We note that the
BER for n-bit CSI feedback can be expected to show the same asymptotic behavior as in
the one-bit and the full CSI feedback cases which represent the lower- and upper-bounds,
respectively, for the n-bit case.
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Figure 4.3: Optimal and suboptimal thresholds versusK.
4.3.3 General BER Analysis with Low-Rate Feedback
Let us consider the general case when the value of the channel gain |hk|2 is quantized into
m ≥ 2 levels with m − 1 thresholds µ1, µ2, . . . , µm−1. For the sake of simplicity, we also
define µ0 = 0 and µm → ∞. Then, each user reports its current channel state to the
transmitter with dlog2me bits of feedback, where dxe denotes the smallest integer larger
than x. The transmitter schedules the user with the highest channel level for transmission. If
there are more than one user with the highest channel level, then only one out of these users
is selected randomly for data transmission.
The achieved BER as a function of m and µ1, . . . , µm−1 can be computed using the
following steps:
• Step 1. For each k = 1, . . . , K, compute the probability Pi of the channel gain |hk|2
to belong to the ith quantization level as
Pi =
∫ µi
µi−1
exp (−x) dx (4.41)
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where we use the fact that each |hk|2 is centrally χ2-distributed with two degrees of
freedom.
• Step 2. Compute the probability P˜i of the channel gain of the scheduled user to belong
to the ith channel level. In the error-free feedback case, P˜i can be calculated as
P˜i =
(
i∑
j=1
Pj
)K
−
(
i−1∑
j=1
Pj
)K
. (4.42)
• Step 3. Compute the pdf of the received ISNR γ as
fγ(x) =

P˜1
P1A exp
(− xA) , for 0 < x ≤ µ1A
P˜2
P2A exp
(− xA) , for µ1A < x ≤ µ2A
· · ·
P˜m
PmA exp
(− xA) , for x > µm−1A
(4.43)
and then the MGF as
Mγ (−g) =
∫ ∞
0
exp (−gt) fγ (t) dt
=
m∑
i=1
P˜i [e(−(Ag+1)µi−1)−e(−(Ag+1)µi)]
Pi (Ag + 1) . (4.44)
• Step 4. Using (4.44), compute the BER as
BERγ =
1
π
∫ π
2
0
Mγ
(
− 1
sin2 θ
)
dθ. (4.45)
Although we could not obtain any closed-form BER expression, it can be easily evaluated
numerically using the above sequence of steps.
For any given value of m, a total of m − 1 threshold values need to be determined to
obtain the quantization levels. The optimal set of thresholds µopt , {µ1,opt, . . . , µm−1,opt},
can be obtained by solving the following optimization problem
µopt = argmin
µ
BERγ. (4.46)
This problem can be solved numerically by means of (m−1)-dimensional search over µ1,opt,
. . ., µm−1,opt. Optimal threshold values can be computed offline and stored in a look-up table,
as described after (4.23).
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4.4 Erroneous Quantized Feedback
Feedback messages in practical systems are likely to be erroneous. In this section, we study
the impact of CSI feedback errors on the proposed opportunistic scheduling scheme based
on limited feedback. As before, in each time block only one user is scheduled for data
transmission. Therefore, as long as no user resides at the channel levels larger than the level
of the scheduled user, the user selection is proper even if there are feedback errors. However,
if at least one user is at one of the channel levels larger than the scheduled user’s level, then
the user scheduling is improper.
Let us evaluate the BER of the opportunistic scheduling strategy under erroneous feed-
back. The procedure outlined in Section 4.3.3 can be adopted here, however, with a mod-
ified choice of P˜i. Obviously, in this case the probability P˜i depends not only on Pi (i =
1, . . . , m), but also on the bit error probability in the feedback message, Pe. In the case
of uncoded feedback, Pe denotes the error probability for each feedback bit. However, if
channel coding is used to protect the feedback message, then Pe can be viewed as the error
probability for each message bit after decoding.
Let us derive the probability P˜i for the scheduled user. Let us assume that some arbitrary
user actually belongs to the ith channel level, while the transmitter receives the jth channel
level from the report of this user. If the feedback message is correct, then, clearly, i = j;
otherwise i 6= j. For each user, let Zi,j (i = 1, . . . , m; j = 1, . . . , m) denote the probability
of the event that the actual channel level is i, while the received at the transmitter level is j.
Note that Zi,j depends on Pi, Pe and the actual configuration of the feedback messages. For
example, in the case of one-bit CSI feedback with m = 2 and the lower and higher channel
levels being the first and second levels, respectively, we have
Z1,1 = P1(1− Pe)
Z1,2 = P1Pe
Z2,1 = P2Pe
Z2,2 = P2(1− Pe). (4.47)
In the general case, let Ni,j out of K users have the actual channel level i while the
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received level at the transmitter is j. Generally, if the pth channel level is the highest reported
level, we have
m∑
l=p+1
m∑
i=1
Ni,l = 0,
m∑
i=1
Ni,p > 0. (4.48)
Using (4.48), after straightforward but tedious manipulations, we obtain
P˜i=
K∑
N1=0
K−N1∑
N2=0
· · ·
K−∑m2−2l=1 Nl∑
Nm2−1=0
(
K
N1
)
ZN11
(
K−N1
N2
)
ZN22 . . .
(
K−∑m2−2l=1 Nl
Nm2−1
)
Z
Nm2−1
m2−1 Z
Nm2
m2 Fi
(4.49)
where Fi ,
Ni,p∑m
l=1Nl,p
, Nm2 = K−∑m2−1k=1 Nk, and, for the sake of notational simplicity, Zi,j
andNi,j are translated to Zk andNk, respectively, with k = (i−1)m+ j for all i = 1, . . . , m
and j = 1, . . . , m. (4.49) can be simplified in the particular case of one-bit CSI feedback
(m = 2). Using (4.47), we have that in this case, (4.49) can be rewritten as
P˜i =
K∑
N1=0
K−N1∑
N2=0
K−N1−N2∑
N3=0
(
K
N1
)
ZN11
(
K −N1
N2
)
ZN22
(
K −N1 −N2
N3
)
ZN33 Z
N4
4 Fi (4.50)
where N4 = K −∑3k=1Nk and
F1 =
 N1N1+N3 , if N2 = N4 = 0,N2
N2+N4
, otherwise;
(4.51)
F2 =
 N3N1+N3 , if N2 = N4 = 0,N4
N2+N4
, otherwise.
(4.52)
Using (4.49) or (4.50) in (4.43) and (4.44), we obtain the pdf and MGF of γ in the
erroneous feedback case. Using the so-obtained MGF, the resulting BER can be expressed
as (4.45).
4.5 Numerical Results
In this section, the BER performances of the opportunistic scheduling approach is compared
numerically for different types of feedback in scenarios with and without feedback errors.
In our first example, the BER performances of the opportunistic scheduling approach
are compared in the cases of one-bit and full CSI. In this example, the feedback channel
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Figure 4.4: Theoretical and experimental BERs versus SNR; first example.
is assumed to be ideal, i.e., without errors. Fig. 4.4 shows BERs versus SNR in the case
of K = 4. The following theoretical curves are compared: the exact BER in the one-bit
CSI case given by (4.20), its approximations (4.22) and (4.25), as well as the exact BER in
the full CSI case given by (4.3) and its approximation given by (4.5). For the exact BER
expression in (4.20), we use the optimal threshold of (4.23). For the approximate BERs
of (4.22) and (4.25), we use the thresholds obtained from (4.32) and (4.29), respectively.
Also, the experimental BER points corresponding to the cases of one-bit and full CSI are
displayed in Fig. 4.4. To limit the overall simulation runtime, the experimental points have
been obtained only for relatively high BER values (not lower than 10−6).
It can be observed from this figure that the experimental BER points match very well to
the analytical results of (4.3) and (4.20). Moreover, the approximation quality of the exact
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BER is quite high for both (4.22) and (4.25). All BER curves are nearly parallel to each other
at high SNRs. This fact justifies our choices of suboptimal threshold values and supports our
theoretical conclusion of Section 4.3.2 that an asymptotic diversity order arbitrarily close to
K can be achieved by the one-bit feedback scheme.
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Figure 4.5: Theoretical and experimental BERs versusK; first example.
Fig. 4.5 displays BERs versus number of users K in the case of SNR = 10 dB. In this
figure, the following theoretical curves are compared: the exact BER in the one-bit CSI case
given by (4.20); its approximations (4.22) and (4.34), as well as the exact BER in the full CSI
case given by (4.3) and its upper bound given by (4.10). For the approximate BERs of (4.22)
and (4.34), we use the thresholds obtained from (4.32) and (4.38), respectively. Similar to
Fig. 4.4, the experimental BER points corresponding to the cases of one-bit and full CSI are
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added to Fig. 4.5.
As follows from this figure, the experimental BER points again match very well to the
analytical results of (4.3) and (4.20). Also, the exact BER of (4.20) is closely approximated
by (4.22). The approximation of (4.20) provided by (4.34) is reasonably accurate in the
asymptotic (large number of users) case. It can be also observed that all BER curves are
nearly parallel to each other at large K. As in the high SNR case, this fact justifies our
choices of suboptimal threshold values. Moreover, it validates our theoretical conclusion of
Section 4.3.2 that a multiuser diversity gain arbitrarily close to SNR can be achieved by the
one-bit feedback scheme.
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Figure 4.6: Theoretical and experimental BERs versus SNR in the error-free CSI feedback
case; second example.
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Figure 4.7: Theoretical and experimental BERs versus SNR in the erroneous CSI feedback
case with Pe = 0.01; second example.
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Figure 4.8: Theoretical and experimental BERs versus SNR in the erroneous CSI feedback
case with Pe = 0.2; second example.
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In our second example, the BER performances of the opportunistic scheduling scheme
are compared in the cases of more than one bit CSI and full CSI. In the quantized CSI case,
both the situations with error-free and erroneous feedback channels have been considered.
First, let us describe the configuration of feedback messages used in this example. In the
one-bit feedback case, this configuration is the same as discussed in Section 4.3.1. In the
case of two-bit feedback, the channel is quantized into m = 4 levels, and the feedback
messages “00”, “01”, “11” and “10” are used to denote the levels 1, 2, 3 and 4, respectively.
If the channel is quantized into m = 3 levels, the binary feedback messages “00”, “01”
and “11” are used to denote the lowest, middle and highest channel levels. If the message
“10” is received because of feedback errors, then the channel level is selected randomly. The
optimal thresholds in the cases of m = 2 and m > 2 are computed by solving (4.23) and
(4.46), respectively.
Figs. 4.6-4.8 display the BERs versus SNR for K = 4. In each of these figures, the
following theoretical curves are compared: the exact BER in the full CSI case given by (4.3),
the exact BER in the case of quantized CSI feedback given by (4.45) form = 2, 3, 4, as well
as the exact BER of the random scheduling strategy (where no CSI feedback is required for
scheduling). For the exact BER expression of (4.45), we use the thresholds obtained from
(4.46). In Fig. 4.6, all the curves based on quantized CSI feedback are displayed in the error-
free case (Pe = 0). In Figs. 4.7 and 4.8, such curves are drawn for the erroneous feedback
case with Pe = 0.01 and Pe = 0.2, respectively. From Figs. 4.6-4.8, we observe that all
the analytical BER curves match very well to the experimental points. This validates our
theoretical results for both the error-free and erroneous feedback cases.
From Fig. 4.6 it follows that in the error-free feedback case, the BER performance im-
proves as the number of channel levels increases, and it approaches the exact BER (4.3)
of the full CSI case. Compared with random scheduling, the opportunistic scheduling with
even one-bit feedback greatly improves the BER performance. As follows from Fig. 4.7 and
Fig. 4.8, the BER performance of the opportunistic scheduling approach with a quantized
CSI feedback deteriorates in the erroneous feedback case as compared to the error-free feed-
back case. As m increases, the opportunistic scheduling scheme becomes more sensitive to
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the feedback errors. In the case of extremely large Pe (Fig. 4.8), for example, the quantized
CSI feedback with m = 3 is always substantially better in terms of BER than that with
m = 2 and m = 4. This shows that in the case of erroneous CSI feedback, there is some
value of m that depends on Pe, and there is no benefit in increasing the number of channel
quantization levels beyond this value. Moreover, the opportunistic scheduling scheme with
a low-rate CSI feedback has a significantly better performance than the random scheduling
approach even when Pe is large. This observation justifies the use of low-rate CSI feedback
in multiuser systems with opportunistic scheduling.
4.6 Chapter Summary
In this chapter, the SER performance of the opportunistic scheduling scheme has been stud-
ied for the multiuser downlink channel. While channel-aware scheduling has been exten-
sively studied in terms of the channel capacity, our study clearly shows its benefit to the
overall system reliability. Our results in this chapter motivate the study of new aspects of
scheduler design beyond the data throughput. As the number of users increases, the tail be-
havior of the distribution of the channel gains significantly affects the system performance.
In this chapter, we have studied the asymptotic behavior of the SER under the assumption
of i.i.d Rayleigh fading channels. Extensions to non-i.i.d. fading and other fading types
formulate a part of the future work of this thesis.
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Chapter 5
Multiuser Diversity in Cognitive Radio
System I: Channel Capacity
As an emerging technology aimed at flexible and efficient spectrum usage, CR has recently
attracted much attention in academia, industry, standards bodies and regulatory agencies. In
the following two chapters, we will present some results from our timely research on this
topic. In a communication system based on CR, the radio access is granted to the secondary
users under the premise that no harmful interference will be caused at the existing primary
users. Considering that a primary user in practice can tolerate a certain amount of noise
and interference, the underlay CR model is strongly motivated and the primary users in this
model are protected by some predefined thresholds of received interference. Certainly, in a
network where primary and secondary users coexists, the scheduling scheme at the secondary
network will not only affect the performance of the secondary users, but also the interference
received at the PRs. In this chapter, we will study the opportunistic scheduling scheme in
a secondary CR network and analyze its performance in terms of the channel capacity. The
performance of opportunistic scheduling in terms of the SER will be investigated in Chapter
6.
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Figure 5.1: Underlay cognitive radio
5.1 Opportunistic Scheduling in Underlay Cognitive Radio
Let us consider the system model displayed in Fig. 5.1. In the context of CR considered
in this chapter, Cell 1 in Fig. 5.1 represents a CR network where a cognitive base station
coordinates the data transmission of several secondary mobile users. Cell 2 represents the
existing primary network where there are U PRs. In this chapter, we assume the base station
in Cell 1 is equipped with a single antenna (M = 1) and consider an opportunistic-scheduling
based downlink scenario in Cell 1 similar to that considered in Chapter 4.
For notational convenience, we will omit the subscript i = 1 and time index t in (2.1)
and (2.2) throughout this chapter. Instead, we will reserve the subscript i to denote the index
of the fading states. To simplify the expressions, we will use hk (1 ≤ k ≤ K) and gm
(1 ≤ m ≤ U) to denote power gains. This means that hk = |hi,k|2 and gm = |gi,m|2 with
hi,k and gi,m defined as in (2.1) and (2.2). The realizations of hk and gm in a particular
fading state i are denoted as hk,i and gm,i, respectively. These realizations are assumed to be
perfectly known at the CR base station1.
Denoting the transmitted power per symbol at the ith fading state as Pi, we can compute
the induced interference at the mth PR as g
m,i
Pi. Note that the interference only depends
on the channel power gain of the mth PR g
m,i
and the transmitted power Pi, but not on the
scheduling policy of the secondary system. That is, fixing the value of Pi at the ith fading
state, the instantaneous interference received at themth PR does not depend on which SR is
1In the downlink scenario, the CR base station is the secondary transmitter.
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actually scheduled. For the conventional BC fading channel without any PR’s present, it has
been shown in [44] that the capacity-maximizing user scheduling scheme is the opportunistic
scheduling where the user with the largest instantaneous power gain is selected for data
transmission. In the context of underlay CR, given a specific amount of transmitted power
Pi, the capacity-achieving user selection scheme for the conventional (non-cognitive) BC
channel is also capacity-achieving for the cognitive BC channel as different SR’s scheduling
schemes induce the same interference at each PR2.
We study the channel capacity of the cognitive BC under the constraints that the con-
sumed average transmitted power does not exceed the available power budget P˜ and the
average (or peak) interference temperature caused at the mth PR falls below some given
interference temperature threshold, denoted by Q˜m (or Q̂m). We assume that the Gaus-
sian codebook, which maximizes the sum capacity of the conventional BC fading channel,
is used. Hence, the achievable sum capacity in the ith fading state can be expressed as
Cs(i) = ln
(
1 + hˆiPiσ2n
)
, where hˆi = max1≤k≤K hk,i denotes the instantaneous power gain of
the scheduled SR3.
5.2 Sum Capacity under Average IPC’s
In the scenarios where the primary user’s signal consists of long coded messages, the perfor-
mance of the primary user is generally limited by the average interference it experiences. In
this case, to protect the licensed primary users, average IPC’s should be put on the secondary
transmitters (STs). In this section, we study the sum capacity of the cognitive network under
average IPC’s.
2Based on the uplink-downlink duality [55], it has been shown in [54] that opportunistic scheduling is
indeed capacity-maximizing.
3hˆi is used to denote the largest order statistic of hk,i with respect to k = 1, · · · ,K in this chapter to
simplify the complicated notation h[1],i.
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5.2.1 Sum Capacity Averaged over a Finite Number of Fading States
Given a sequence of N < ∞ fading states4, the average sum capacity Cs can be expressed
as
Cs (P1, · · · , PN) = 1N
N∑
i=1
Cs(i) =
1
N
N∑
i=1
ln
(
1 +
hˆiPi
σ2n
)
. (5.1)
In this subsection, we maximize Cs over Pi (i = 1, · · · , N) under an average TPC and U
average IPC’s. Defining p =
[
P1, · · · , PN
]T
, the problem can be stated as
max
p∈RN
1
N
N∑
i=1
ln
(
1 +
hˆiPi
σ2n
)
(5.2a)
s. t. P ,
1
N
N∑
i=1
Pi ≤ P˜ ; (5.2b)
Qm ,
1
N
N∑
i=1
g
m,i
Pi ≤ Q˜m, m = 1, · · · , U ; (5.2c)
Pi ≥ 0, i = 1, · · · , N, (5.2d)
where RN denotes the N-dimensional Euclidean space, (5.2b) and (5.2c) are the average
TPC and average IPC’s, respectively, P in (5.2b) denotes the consumed average transmitted
power, and Qm in (5.2c) is the induced average interference temperature at themth PR. The
existence of a unique solution to (5.2) is assured by the following proposition.
Proposition 1. The optimization problem in (5.2) has a unique global maximum p?.
Proof: Problem in (5.2) can be formulated as an equivalent minimization problem with a
convex objective function. The feasible set of the problem in (5.2), given by the constraints
(5.2b)-(5.2d), is a polyhedral set which is closed and convex [93, p. 700]. Furthermore,
it immediately follows from (5.2b) and (5.2d) that the feasible set of problem in (5.2) is
bounded as 0 ≤ Pi ≤ NP˜ for all i = 1, · · · , N , hence it is also compact. This feasible set is
non-empty since p = 0N×1 is a feasible solution. Then, following the Weierstrass’ Theorem
[93, Proposition A.8], there exists a maximum p? of the objective function (5.2a). Moreover,
the objective function (5.2a) is strictly concave since its Hessian is negative definite for all
4In this chapter, we are interested in the case of N  max{K,U} since in fading environments, the data
transmission generally undergoes a large number of fading states.
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feasible values of p. Also, the objective function (5.2a) is proper since −∞ < Cs < ∞ for
all feasible values of p [92, p. 25]. Then, from Proposition 2.1.2 in [92, p. 87], it follows
that p? is the unique global maximum of Cs over the feasible set defined by (5.2b)-(5.2d). 
The problem in (5.2) is a convex optimization problem with linear inequality constraints
which can be efficiently solved using interior point methods [94]. Inserting the optimal
power allocation p? in (5.1), the sum capacity Cs can be obtained. In the following, we
derive an alternative procedure for computing the optimal power allocation, known as the
constrained water-filling algorithm. Towards this aim, we write the Lagrangian function of
(5.2) as [93]
L (p,µ) =− 1
N
N∑
i=1
ln
(
1 +
hˆiPi
σ2n
)
+µ0
(
1
N
N∑
i=1
Pi − P˜
)
+
U∑
m=1
µm
(
1
N
N∑
i=1
g
m,i
Pi − Q˜m
)
−
U+N∑
j=U+1
µjPj−U , (5.3)
where µj (j = 0, 1, · · · , U + N) are the Lagrange multipliers. Let us define the vector of
Lagrange multipliers as µ=
[
µ0, µ1, · · · , µU+N
]T
. Since all constraints in (5.2) are linear,
from [93, Propositions 3.3.6 and 3.3.7], there exists a vector of optimal Lagrange multipliers
µ? satisfying the following KKT necessary conditions [93, Proposition 3.3.1]
∇pL (p?,µ?) = 0N×1, (5.4a)
µ? ≥ 0(U+1+N)×1, (5.4b)
µ?0
(
1
N
∑N
i=1 P
?
i − P˜
)
= 0, (5.4c)
µ?m
(
1
N
∑N
i=1 gm,iP
?
i − Q˜m
)
=0; m = 1, · · · , U, (5.4d)
−µ?jP ?j−U = 0; j = U + 1, · · · , U +N, (5.4e)
where (5.4c)-(5.4e) are commonly referred to as the CS conditions. Reformulating the KKT
conditions (5.4a), (5.4b), and (5.4e), the optimal solution p? can be expressed as
P ?i =
[
1∑U
m=1 µ?mgm,i + µ
?
0
− σ
2
n
hˆi
]+
for i = 1, · · · , N, (5.5)
where the Lagrange multipliers µ?m for m = 0, · · · , U must be chosen such that the CS
conditions (5.4c), and (5.4d) are satisfied. A related constrained water-filling solution as
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in (5.5) has been previously derived in [54] for the ergodic capacity of the cognitive BC
channel.
Note that in a practical situation and for N given fading states, the knowledge of all the
channel power gains g
m,i
and hˆi (m = 1, · · · , U , i = 1, · · · , N) is required at the ST to
compute the optimal power allocation p?. In a time-selective fading scenario, this power
allocation scheme would require non-causal CSI.
5.2.2 Ergodic Sum Capacity under Average IPC’s
As pointed out in Chapter 2, ergodic sum capacity is defined as the statistical expectation of
the sum capacity with respect to the random channel power gains g
m
and hk,m = 1, · · · , U
and k = 1, · · · , K. As in this chapter we assume stationary ergodic channels, the ergodic
sum capacity is equivalent to the average sum capacity in problem (5.2) for the limiting case
of N →∞. The problem in (5.2) for N →∞ can be reformulated as
C = max
P≥0 E
{
ln
(
1 +
hˆP
σ2n
)}
(5.6a)
s. t. P , E {P} ≤ P˜ ; (5.6b)
Qm , E
{
g
m
P
}
≤ Q˜m, m = 1, · · · , U, (5.6c)
where hˆ is the largest order statistic of hk withm = 1, · · · , U , the transmitted power P is a
random variable which, according to (5.6), depends on the random channel power gains g
m
and hˆ.
Note that Proposition 1 and the KKT conditions (5.4a)-(5.4e) presented in the last sub-
section hold true for arbitrary values of N . Therefore, also in the limiting case of N → ∞,
the optimal power allocation in each fading state is given by (5.5). Hence, replacing in (5.5)
the channel realizations g
m,i
and hˆi by their corresponding random variables gm and hˆ, the
optimal power allocation rule can be expressed as
P ? =
[
1∑U
m=1 µ?mgm + µ
?
0
− σ
2
n
hˆ
]+
, (5.7)
where µ?m ≥ 0 with m = 0, · · · , U are the optimal Lagrange multipliers satisfying the CS
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conditions for N →∞. The latter conditions are given by
µ?0
(
E {P ?} − P˜
)
= 0; (5.8)
µ?m
(
E
{
g
m
P ?
}
− Q˜m
)
= 0, m = 1, · · · , U. (5.9)
Next, we extend the discussion on the optimal power allocation in the cognitive BC
channel and investigate the uniqueness conditions for the optimal Lagrange multipliers µ?0,
· · · , µ?U+N . In fact, it can be shown [93, p.279] that the optimal solution µ? is unique if p?
is regular, that is, if the gradients of all active inequality constraints are linearly independent
at p? . If p? is not regular, there may exist an infinite number of solutions for µ?. However,
according to Proposition 1, these solutions must all yield the same optimal power allocation
p?. Specifically, we will show that for the asymptotic case N → ∞, the unique solution p?
becomes regular so that there exists a unique solution µ? satisfying the KKT conditions in
(5.4). The gradients of theU+N+1 inequality constraints in problem (5.2) can be computed
as
∇P (p) = 1
N
1N×1; ∇Qm(p) = 1N
[
g
m,1
, · · · , g
m,N
]T
; ∇(−Pi) = −ei, (5.10)
where m = 1, · · · , U , i = 1, · · · , N . Obviously, to achieve a non-zero capacity, at least one
P ?i must be strictly positive. If we define the number of strictly positive Pi’s as k, then, the
number of active constraints in problem (5.2) is less than or equal to N − k + U + 1. In the
limiting case of N → ∞, the number of strictly positive Pi’s obtained from (5.5) becomes
much larger than U + 1, i.e.,
k  U + 1, (5.11)
since all power gains g
m,i
are assumed to be generated by stationary ergodic random pro-
cesses. Note that the dimension of each gradient vector in (5.10) is equal to the number of
fading states, N . Thus, from (5.11), we have that
N − k + U + 1 < N (5.12)
for large N , and the gradients of all active constraints are almost surely linearly indepen-
dent at p? since ∇Qm(p) are statistically independent random vectors. This means that p?
becomes regular as N →∞.
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From the previous discussion, we see that the solution of µ?m (m = 0, · · · , U) is unique
as N→∞. In contrast to the case of a finite number of fading states, problem (5.6) cannot
be directly solved using interior point methods due to the statistical expectation involved in
(5.6a)-(5.6c).
In the following, we derive a general procedure to efficiently compute the optimal La-
grange multipliers. The first idea is to identify the inactive TPC and IPC’s and discard them
from the optimization problem. Given a particular budget P˜ at the transmitter and the av-
erage interference thresholds Q˜m (i = 1, · · · , U) for all U PR’s, we identify PR’s which
undergo an interference temperature strictly lower than their thresholds. Similarly, we in-
vestigate if the entire transmitted power budget is consumed by the optimal power allocation
scheme. The following proposition provides a useful insight into this issue.
Proposition 2. With the optimal power allocation P ? given in (5.7), for any two PR’s k and
j with Qk = Q˜k and Qj < Q˜j , we have
Qk
E{g
k
} ≤ P =
Qj
E{g
j
} . (5.13)
Proof: For any PR j with Qj < Q˜j , we have µ?j = 0 from the CS condition (5.9). In this
case, P ? in (5.7) becomes independent of g
j
. Substituting P = P ? and µ?j = 0 in (5.6b) and
(5.6c), we obtain
Qj = E
{
g
j
P ?
}
= E
{
g
j
}
E {P ?} = PE
{
g
j
}
. (5.14)
Thus, P = Qj
E
{
g
j
} holds for any Qj < Q˜j .
For any PR k with Qk = Q˜k, inserting (5.7) in (5.6b) yields
P = E

 1(∑M
j=1 µ
?
jgj + µ
?
0
) − σ2n
hˆ
+ = E

 1(
µ?kgk + α
) − σ2n
hˆ
+ (5.15)
where α =
∑M
j=1,j 6=k µ
?
jgj + µ
?
0 denotes a new random variable. Inserting P = P ? in (5.6c)
for the PR k, we obtain
Qk = E
gk
 1(
µ?kgk + α
) − σ2n
hˆ
+ . (5.16)
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If µ?k = 0, then it can be readily shown that P =
Qk
E{gk} . In the case of µ
?
k > 0, given α and
hˆ such that hˆσ2n ≥ α ≥ 0, it can be easily shown that the function
y1(x) =
1
µ?kx+ α
− σ
2
n
hˆ
(5.17)
defined on the interval
[
0, 1µ?k
(
hˆ
σ2n
− α
)]
is convex in x and the function
y2(x) = x
(
1
µ?kx+ α
− σ
2
n
hˆ
)
(5.18)
is concave in x on the same interval. Let us define the pdf’s of g
k
, α and hˆ as fg
k
(x), fα(y)
and fhˆ(z), respectively. As the power gains are all jointly independent, Qk in (5.16) can be
rewritten and bounded as
Qk =
∫ ∞
0
∫ ∞
0
∫ ∞
0
x
[
1
µ?kx+ y
− σ
2
n
z
]+
fg
k
(x)fα(y)fhˆ(z) dx dy dz (5.19)
=
∫ ∞
0
∫ z
σ2n
0
∫ 1
µ?k
(
z
σ2n
−y
)
0
x
(
1
µ?kx+ y
− σ
2
n
z
)
fg
k
(x)fα(y)fhˆ(z) dx dy dz
a=
∫ ∞
0
∫ z
σ2n
0
Fg
k
(
z
µ?kσ2n
− y
µ?k
)∫ 1
µ?k
( z
σ2n
−y)
0
x
(
1
µ?kx+ y
− σ
2
n
z
)
fg˜
k
(x) dxfα(y)fhˆ(z) dy dz
b≤
∫ ∞
0
∫ z
σ2n
0
Fg
k
(
z
µ?kσ2n
− y
µ?k
)
E
{
g˜
k
} 1
µ?kE
{
g˜
k
}
+ y
− σ
2
n
z
 fα(y)fhˆ(z) dy dz
c≤
∫ ∞
0
∫ z
σ2n
0
Fg
k
(
z
µ?kσ2n
− y
µ?k
)
E
{
g
k
} 1
µ?kE
{
g˜
k
}
+ y
− σ
2
n
z
 fα(y)fhˆ(z) dy dz
d≤E{g
k
}
∫ ∞
0
∫ z
σ2n
0
Fg
k
(
z
µ?kσ2n
− y
µ?k
)
·
∫ 1
µ?k
( z
σ2n
−y)
0
(
1
µ?kx+ y
− σ
2
n
z
)
fg˜
k
(x) dxfα(y)fhˆ(z) dy dz
=E{g
k
}E

 1(
µ?kgk + α
) − σ2n
hˆ
+ = PE{gk},
where in (a) of (5.19), we define fg˜
k
(x) =
fgk (x)
Fgk
(
z
µ?kσ
2
n
− yµ?k
) as the pdf of the truncated distribu-
tion of g
k
on the interval
[
0, 1µ?k (
z
σ2n
− y)
]
and denote the variable of the truncated distribution
as g˜
k
. The Note that in this equation, y ≤ zσ2n . The inequality (b) follows from the Jensen’s
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inequality due to the concavity of y2(x), where the expectation of the truncated gk is given
by
E
{
g˜
k
}
,
1
Fg
k
(
z
µ?kσ
2
n
− yµ?k
) ∫ 1µ?k ( zσ2n−y)
0
xfg
k
(x) dx. (5.20)
The inequality (c) comes from
E
{
g˜
k
}
=
∫ 1µ?k ( zσ2n−y)
0 xfgk(x) dx∫ 1µ?k( zσ2n−y)
0 fgk(x) dx
≤
∫ 1µ?k( zσ2n−y)
0 xfgk(x) dx+
∫∞
1
µ?k
(
z
σ2n
−y
)xfg
k
(x) dx
∫ 1µ?k( zσ2n−y)
0 fgk(x) dx+
∫∞
1
µ?k
(
z
σ2n
−y
)fg
k
(x) dx
=E
{
g
k
}
,
(5.21)
since for any ω ≥ 0,
∫ ω
0 xfgk (x) dx∫ ω
0 fgk (x) dx
≤ ω ≤
∫∞
ω xfgk (x) dx∫∞
ω fgk (x) dx
. The inequality (d) holds true due to
the Jensen’s inequality and the convexity of y1(x) on the interval
[
0, 1µ?k
(
hˆ
σ2n
− α
)]
. From
(5.19), we obtain P ≥ QkE{g
k
} for any PR k with Qk = Q˜k. This completes the proof of
Proposition 2. 
Proposition 2 shows that any PR with an inactive IPC receives an average interference
power equal to its expected channel power gain multiplied by the average transmitted power.
This is due to the fact that the optimal power allocation is independent of the channel power
gain of that particular PR in this case. Similarly, for any PR with an active IPC, the optimal
power allocation usually depends on its power gain. In this case, the average interference at
that particular PR is less than or equal to its expected channel power gain multiplied by the
average transmitted power.
Without loss of generality, let us order the U PR’s so that
Q˜1
E{g
1
} ≤ · · ·≤
Q˜r
E{g
r
} ≤ P˜ <
Q˜r+1
E{g
r+1
} ≤· · ·≤
Q˜U
E{g
U
} , (5.22)
where 0 ≤ r ≤ U . The following corollary follows directly from Proposition 2.
Corollary 1. Ordering the U PR’s as in (5.22) and using the power allocation scheme P ?
of (5.7), we have that the IPC’s in (5.6c) are inactive for all r + 1 ≤ m ≤ U . Additionally,
if the entire transmitted power budget is consumed, i.e. P = P˜ , then the IPC’s in (5.6c) are
active for all 1 ≤ m ≤ r, otherwise only a part of the IPC’s with 1 ≤ m ≤ r are active.
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Corollary 1 shows that the PR’s r+1, · · · , U have inactive IPC’s and suffer interference
temperatures strictly below their thresholds. According to the CS conditions (5.9), their cor-
responding optimal Lagrange multipliers are all equal to zero. The optimal power allocation
scheme P ? in (5.7) then becomes
P ? =
[
1∑r
m=1 µ?mgm + µ
?
0
− σ
2
n
hˆ
]+
, (5.23)
which is independent of g
m
for r + 1 ≤ m ≤ U . Inserting (5.23) in (5.6a), we can conclude
that the ergodic sum capacity is also independent of g
m
for r + 1 ≤ m ≤ U . Thus, the PR’s
r + 1, · · · , U do not affect the ergodic sum capacity of the CR network.
Corollary 1 provides us with the means to identify and eliminate U − r IPC’s in problem
(5.6) that are guaranteed to be inactive. The remaining Lagrange multipliers can then be
computed as described below. Ordering the U PR’s as in (5.22), the optimal power allocation
P ? is given by the water-filling solution (5.23), where µ?m withm = 0, · · · , r satisfy the CS
conditions (5.8) and (5.9).
The uniqueness of µ? and p?, together with the CS conditions (5.8) and (5.9), reveal a
simple step-by-step procedure to find the optimal Lagrange multipliers. The detailed proce-
dure is outlined as follows: Procedure 1: Compute µ?j for j = 0, · · · , r as follows.
• Initialization: Set µ?l = 0 for l = 0, · · · , U and j = 1.
• Step j for j = 1, · · · , r: Compute µm form=1, · · · , j by solving the following set of
equations
E
{
g
i
[
1∑j
m=1 µmgm
− σ
2
n
hˆ
]+}
= Q˜i, i = 1, · · · , j. (5.24)
If the so-obtained water-filling solution
P (j)=
[
1∑j
m=1 µmgm
− σ
2
n
hˆ
]+
(5.25)
is feasible, i.e., if P (j) satisfies the TPC (5.6b) and the IPC’s (5.6c), then set µ?m = µm
form=1, · · · , j and end the procedure. Otherwise go to the next step with j = j + 1.
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• Step j = r + 1: Calculate µ?m for m = 0, · · · , r by solving the following system of
equations
E
{[
1∑r
m=1 µ?mgm + µ
?
0
− σ
2
n
hˆ
]+}
= P˜ ,
E
{
g
i
[
1∑r
m=1 µ?mgm + µ
?
0
− σ
2
n
hˆ
]+}
= Q˜i, i = 1, · · · , r.
End the procedure.
Inserting the obtained µ?m withm = 0, · · · , r in (5.23), we get the optimal power alloca-
tion scheme P ?. Substituting P ? for P in (5.6a), the ergodic sum capacity can be expressed
as
C = E
{
ln
(
1 +
hˆ
σ2n
[
1∑r
m=1 µ?mgm + µ
?
0
− σ
2
n
hˆ
]+)}
. (5.26)
Given the pdf’s of hˆ and g
m
(m = 1, · · · , r), the ergodic sum capacity C in the above
equation can be straightforwardly computed numerically.
Note that all the Lagrange multipliers µ?m (m = 0, · · · , r) in (5.26) are computed by
using the statistical characteristics of the channel power gains. With the assumption that the
ST knows the distributions of all hk (k = 1, · · · , K) and gm (m = 1, · · · , U), these Lagrange
multipliers can be predetermined at the ST. Thus, in each particular fading state, the ST can
adjust its transmitted power according to (5.23) solely based on the current channel state.
In time-selective fading scenarios, this means that the power allocation mechanism requires
only causal channel state information to achieve the ergodic sum capacity.
5.3 Sum Capacity under Peak IPC’s
In the scenarios where the primary user’s signal consists of very short messages such as
feedback messages, pilot symbols, etc., the performance of the primary user is limited by
the peak interference it may receive. In this case, to protect the licensed primary users, peak
IPC’s should be put on the STs. In this section, we study the sum capacity of the cognitive
network under peak IPC’s.
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5.3.1 Sum Capacity Averaged over a Finite Number of Fading States
In this section, we maximize Cs over Pi (i = 1, · · · , N) under an average TPC and U peak
IPC’s. The capacity maximization problem can be formulated similarly to problem (5.2) as
max
p∈RN
1
N
N∑
i=1
ln
(
1 +
hˆiPi
σ2n
)
(5.27a)
s. t. P ,
1
N
N∑
i=1
Pi ≤ P˜ ; (5.27b)
Qm , max
i=1,··· ,N
{
g
m,i
Pi
}
≤ Q̂m, m = 1, · · · , U ; (5.27c)
Pi ≥ 0, i = 1, · · · , N, (5.27d)
where (5.27b) and (5.27c) are the average TPC and peak IPC’s, respectively. P in (5.27b)
denotes the actually consumed average transmitted power as defined in (5.2b) and Qm is the
induced peak interference temperature at themth PR given by (5.27c).
Let us define
Gi , max
1≤m≤U
g
m,i
Q̂m
(5.28)
for i = 1, · · · , N . Then the peak IPC’s in (5.27c) can be equivalently expressed as
GiPi ≤ 1 for i = 1, · · · , N. (5.29)
Proposition 3. The optimization problem (5.27) has a unique global maximum p?.
Proof: This proposition can be proven similarly to Proposition 1. The proof is, therefore,
omitted for brevity. 
Similar to (5.2), the problem (5.27) is also convex and can be solved numerically using
interior point methods [94]. The Lagrangian function of problem (5.27) can be written as
L (p,µ) =− 1
N
N∑
i=1
ln
(
1 +
hˆiPi
σ2n
)
+ µ0
(
1
N
N∑
i=1
Pi − P˜
)
+
N∑
i=1
µi (GiPi − 1)−
N∑
i=1
µ(i+N)Pi, (5.30)
where µ=
[
µ0, µ1, · · · , µ2N
]T
is the associated vector of Lagrange multipliers. As all in-
equality constraints in (5.27) are linear, from [93, Propositions. 3.3.6 and 3.3.7], it follows
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that there exist the optimal vector µ? =
[
µ?0, µ?1, · · · , µ?2N
]T
satisfying the corresponding
KKT necessary conditions
∇pL (p?,µ?) = 0N×1, (5.31)
µ? ≥ 0(2N+1)×1, (5.32)
µ?0
(
1
N
∑N
i=1 P
?
i − P˜
)
= 0, (5.33)
µ?i (GiP ?i − 1)=0, i = 1, · · · , N, (5.34)
−µ?(i+N)P ?i = 0, i = 1, · · · , N. (5.35)
From the KKT conditions (5.31)-(5.35), the optimal power allocation p? can be expressed
using the optimal Lagrange multipliers as
P ?i =
1
NGiµ?i −Nµ?(i+N) + µ?0
− σ
2
n
hˆi
, i = 1, · · · , N. (5.36)
With (5.32) and the CS conditions in (5.34) and (5.35), we have µ?(i+N) = 0 if P
?
i > 0; and
µ?i = 0 if GiP ?i < 1, for i = 1, · · · , N . Hence, (5.36) can be compactly written as the
following water-filling-type solution
P ?i = min
{
1
Gi
,
[
1
µ?0
− σ
2
n
hˆi
]+}
. (5.37)
The power allocation in (5.37) can also be derived from the Lagrange dual problem [54].
Using (5.37), we can distinguish two cases which facilitate the computation of the optimal
power allocations.
First, assume the case when 1N
∑N
i=1
1
Gi
> P˜ for which we can prove by contradiction
that P = P˜ . Indeed, if P < P˜ , the CS condition (5.33) leads to µ?0 = 0 and we have
P ?i =
1
Gi
in (5.37). Hence, P = 1N
∑N
i=1 P
?
i =
1
N
∑N
i=1
1
Gi
> P˜ violates the average TPC
P ≤ P˜ . Hence, P = P˜ . Using this fact and the CS conditions (5.33)-(5.35), we can compute
a unique solution for µ?.
Next, assume that 1N
∑N
i=1
1
Gi
≤ P˜ . Then from (5.37) and from the fact that the sum
capacity increases with P ?i , we can conclude that the optimal power allocation is given by
P ?i =
1
Gi
. The last observation outlines a simple procedure for computing the optimal power
allocation for the case when 1N
∑N
i=1
1
Gi
≤ P˜ .
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Similar to Section 5.2.1, the optimal power allocationp? is computed based on the knowl-
edge of all hˆi and gm,i with i = 1, · · · , N andm = 1, · · · , U . However, if the power alloca-
tion is performed in time domain, the proposed procedure requires non-causal channel state
information.
5.3.2 Ergodic Sum Capacity under Peak IPC’s
As stated in Section 5.2.2, the mean value of the samples generated by a stationary ergodic
random process approaches the statistical expectation of this random process as N →∞. In
the sequel, we use G to denote the largest order statistic of g
m
/Q̂m for m = 1, · · · , U , i.e.,
G = max
1≤m≤U
g
m
Q̂m
. (5.38)
We denote the cdf and pdf of G by FG(x) and fG(x), respectively. Following the discus-
sion presented in Subsection 5.3.1, the optimal power allocation scheme in (5.37) defines a
random variable given by
P ? =

1
G , if E
{
1
G
} ≤ P˜ ;
min
{
1
G ,
[
1
µ?0
− σ2n
hˆ
]+}
, otherwise.
(5.39)
From (5.38) and (5.39), we observe that in the interference limited case E
{
1
G
} ≤ P˜ , the
ergodic sum capacity-achieving strategy is to transmit to the SR with the strongest channel
gain with the transmitted power assigned according to the inverse of the strongest normalized
PR’s channel gain. Thus, in the case of P = E
{
1
G
} ≤ P˜ , the ergodic sum capacity is given
by
C = E
{
ln
(
1 +
hˆ
σ2n
1
G
)}
. (5.40)
If E
{
1
G
}
> P˜ , the ergodic sum capacity can be expressed as
C = E
{
ln
(
1 +
hˆ
σ2n
min
{
1
G
,
[
1
µ?0
− σ
2
n
hˆ
]+})}
, (5.41)
where the Lagrange multiplier µ?0 > 0 in (5.41) can be computed by solving the following
equation
E
{
min
{
1
G
,
[
1
µ?0
− σ
2
n
hˆ
]+}}
= P˜ . (5.42)
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5.4 Asymptotic Performance Analysis in Rayleigh Fading
Channels
The results presented in Section 5.2 and 5.3 are valid for any particular fading distribution.
In this section, we consider the special case of Rayleigh fading channels. In the Rayleigh
fading case, we are interested in the asymptotic behavior of the ergodic sum capacity, both
for large numbers of SR’s and PR’s. In the first asymptotic regime, we fix the number of
PR’s and let the number of SR’s K increase to infinity, while in the second regime we fix
K and let U increase to infinity. For the sake of simplicity, we assume a Rayleigh faded
homogeneous system similar to that in Chapter 4, in which:
• (A1) The channel power gains of all PR’s and SR’s are i.i.d. variables.
• (A2) The pdf of each of the channel power gains g
m
and hk (m = 1, · · · , U ; k =
1, · · · , K) is given by f(x) = exp(−x).
• (A3) The PR’s interference thresholds are identical and equal to Q˜ and Q̂ in the cases
of average and peak IPC’s, respectively.
Note that the particular choice of pdf in (A2) corresponds to the Rayleigh fading channel
with unit variance. Further, the pdf of the largest order statistic hˆ of hk is given by fhˆ(y) =
K(1− e−y)K−1e−y [82].
5.4.1 Asymptotic Capacity for a Large Number of SR’s
It is well known that in the conventional BC channel with a fixed transmitted power P0 <∞
and without PR’s, the ergodic sum capacity increases as ln lnK forK →∞ [46] [52]. This
capacity increase is due to the multiuser diversity, which takes advantage of the opportunistic
user scheduling. Since the multiuser diversity advantage also applies to the underlay cogni-
tive BC channel, we can expect a capacity increase with the number of SR’s. In particular,
we are interested in the scaling order of the ergodic sum capacity as a function of the number
of SR’s K. In our analysis, we distinguish between the cases of average and peak IPC’s.
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Average IPC’s
To investigate the asymptotic behavior of C, let us derive upper and lower bounds for the
ergodic sum capacity C of (5.26). Note first that the ergodic sum capacity is a monotonically
non-increasing function of the number of PR’s U . Thus, the ergodic sum capacity in the
case of U = 1 (which we will denote as C|U=1) marks an upper bound for the case of any
U ≥ 1. A lower bound can be obtained from a feasible but suboptimal constant power
allocation scheme P = P0, where the constant transmitted power is characterized by P0 =
min
{
P˜ , Q˜mE{g
m
}
}
form = 1, · · · , U . We denote this lower bound as C|P=P0 . Then, we have
C|P=P0 ≤ C ≤ C|U=1. (5.43)
Before we show that both the upper and lower bounds (and, hence, also C) increase with
ln lnK as K →∞, let us first present some results for the upper bound C|U=1.
Proposition 4. Given the threshold Q˜ for the average interference temperature and a single
PR (U = 1), for any fixed value of transmitted power budget P˜ < ∞, the optimal power
allocation scheme is given by P ? =
[
1
µ?1g1+µ
?
0
− σ2n
hˆ
]+
with µ?0 > 0 and we have that P = P˜ .
If P˜ < Q˜, we have that µ?1 = 0, and P ? becomes the conventional water-filling solution.
Proof: With the assumption (A2) made in the beginning of this section, we have that
E{g
1
} = 1. If P˜ < Q˜, we obtain from Corollary 1 that µ?1 = 0. In this case, P ? in (5.23)
reduces to the traditional water-filling solution with an average TPC P˜ . Thus, it can be
readily shown that P = P˜ and µ?0 > 0.
In the case of P˜ ≥ Q˜, we follow Procedure 1 of Section 5.2.2 to compute the optimal
power allocation. Inserting the pdf’s f(x) and fhˆ(y) into (5.24), Step 1 of Procedure 1 yields
the following equality
Q˜=
∫ ∞
0
∫ ∞
0
[
1
µ1
− σ
2
nx
y
]+
e−xK
(
1− e−y)K−1e−y dx dy (5.44)
=
K∑
j=1
(
K
j
)
(−1)j+1
[
1
µ1
−σ2nj ln
(
1 +
1
µ1σ2nj
)]
.
By solving (5.44) numerically, we can find the value of µ1. The corresponding power allo-
cation is given by (5.25) as P (1) =
[
1
µ1g1
− σ2n
hˆ
]+
. Then, the average transmitted power can
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be computed as
P =E
{[
1
µ1g1
− σ
2
n
hˆ
]+}
(5.45)
= lim
→0+
∫ ∞

∫ ∞
µ1σ2nx
[
1
µ1x
− σ
2
n
y
]
fhˆ(y)e
−x dy dx
= lim
→0+
−Ei(−)
µ1
− σ2n
K∑
j=1
(
K
j
)
(−1)j+1j ln
(
1+
1
µ1σ2nj
)
,
where the outer integral is computed in terms of the Cauchy principal value due to the sin-
gularity at the point x = 0, Ei (x) =
∫ x
−∞
et
t dt is the exponential integral. As
lim
→0+
−Ei(−) = +∞,
we observe that the average transmitted power P becomes infinite for µ1 > 0 and the power
allocation P (1) is infeasible for finite P˜ .
Then, proceeding according to the next step in Procedure 1, we choose
P ?=
[
1
µ?1g1 + µ
?
0
−σ
2
n
hˆ
]+
for µ?0 > 0. From the CS conditions, we obtain that in this case all the transmitted power
budget is consumed by the power allocation P ?, i.e. P = P˜ . 
In contrast to Proposition 4, if the transmitted power budget P˜ is infinitely large, then the
TPC can be omitted in problems (5.2) and (5.6). The power allocation is hence given by
P ? =
[
1
µ?1g1
− σ
2
n
hˆ
]+
, (5.46)
where µ?1 > 0 is obtained from the numerical solution of (5.44).
We stress that the capacity in the special case of a single SR and without transmitted
power constraint has been investigated in [74]. Our result for K = 1 coincides with the
former result; see [74, Sec. III-C].
Equipped with Proposition 4, let us now study the asymptotic performance of C. We
summarize our results in the following theorem.
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Theorem 2. Given a Rayleigh faded homogeneous system satisfying assumptions (A1)-(A3)
and a fixed interference temperature threshold Q˜ > 0, the ergodic sum capacity C scales as
ln lnK for a large number of SR’sK. This result holds even if the transmitted power budget
P˜ is infinitely large.
Proof: The fact that C|P=P0 scales as ln lnK for K → ∞ can be straightforwardly
deduced from the results of [46] [52] and [53], where it has been shown that in the case of a
constant transmitted power, the sum capacity asymptotically scales as ln lnK. For the upper
bound C|U=1, which marks the ergodic sum capacity in the single PR case, we distinguish
two cases. In the first one, we consider P˜ <∞, i.e., the transmitted power budget is limited.
In the second case, we assume infinitely large P˜ , such that TPC is always met with strict
inequality. In the first case, the optimal power allocation scheme to achieveC|U=1 is given by
P ? =
[
1
µ?1g1+µ
?
0
− σ2n
hˆ
]+
with µ?0 > 0 as shown in Proposition 4. We can further bound C|U=1
from above by the ergodic sum capacity of the conventional BC channel with no PR present
and fixed transmitted power P˜0 = 1µ?0 > P
?, given by C|U=0,P=P˜0 = E
{
ln
(
1 + hˆµ?0σ2n
)}
.
Adopting the results of [46] [52] and [53], we can conclude that C|U=0,P=P˜0 also increases as
ln lnK forK →∞. Hence, we have proven that for any fixed P˜ <∞, the ergodic capacity
C with C|P=P0 ≤ C ≤ C|U=0,P=P˜0 increases as ln lnK forK →∞.
In the case of infinitely large P˜ , the results of [46] [52] and [53] cannot be used directly.
In this case, we apply P ? in (5.46) to show that C|U=1 asymptotically grows as ln lnK + b,
where b is a constant independent ofK. Note that, given the distribution fhk(x) = e
−x, with
K →∞, the limiting cdf of the random variable hˆ− ln(K) exists and is given by [82]
Fhˆ−ln(K)(y) = exp
(−e−y) , −∞ < y <∞. (5.47)
For any fixed Q˜ > 0, we can see from (5.44) that for large K, the Lagrange multiplier
µ?1 asymptotically increases with K as the term K(1 − e−y)K−1 decreases with K. In the
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asymptotic case, the sum capacity C|U=1 becomes
C|U=1 =E
{
ln
(
1 +
hˆ
σ2n
[
1
µ?1g1
− σ
2
n
hˆ
]+)}
(5.48)
=
∫ ∞
0
∫ ∞
η
ln (y + lnK)e−x−y exp
(−e−y) dy dx (5.49)
−
∫ ∞
0
∫ ∞
η
ln
(
µ?1σ
2
nx
)
e−x−y exp
(−e−y) dy dx,
where η = µ?1σ2nx− lnK. Let us define the two integrals in the above equation as
TI ,
∫ ∞
0
∫ ∞
η
ln (y + lnK)e−x−y exp
(−e−y) dy dx (5.50)
TII ,
∫ ∞
0
∫ ∞
η
ln
(
µ?1σ
2
nx
)
e−x−y exp
(−e−y) dy dx. (5.51)
Substituting t = e−y in (5.50) and lettingK →∞, we find an upper bound on TI as
TI=
∫ ∞
0
e−x
∫ Ke−µ?1σ2nx
0
ln (lnK − ln t) e−t dt dx
≤
∫ ∞
0
e−x dx
∫ Ke−1
0
ln (lnK − ln t) e−t dt
≤ ln
(∫ Ke−1
0
(lnK − ln t) e−t dt
)
' ln (lnK + γe) , (5.52)
where γe is the Euler’s constant [98]. The first inequality in (5.52) follows from the fact that
the integrand is positive for 0< t≤Ke−1, and the second inequality in (5.52) is due to the
Jensen’s inequality
E {ln (ln(K)− ln(t))} ≤ ln (E {ln(K)− ln(t)}) (5.53)
for largeK. The integral TII defined in (5.51) can be bounded from below as
TII =
∫ ∞
0
ln
(
µ?1σ
2
nx
)
e−x
[
1− 1
K
exp
(
−e−µ?1σ2nx
)]
dx
≥
∫ 1
µ?1σ
2
n
0
ln
(
µ?1σ
2
nx
)
e−x
[
1− 1
K
exp
(
−e−µ?1σ2nx
)]
dx
≥
∫ 1
µ?1σ
2
n
0
ln
(
µ?1σ
2
nx
)
e−x dx
≥
∫ 1
c0σ
2
n
0
ln
(
c0σ2nx
)
e−x dx = −
(
γe + ln
1
c0σ2n
)
+ Ei
(
− 1
c0σ2n
)
, (5.54)
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where the first inequality in (5.54) follows from the fact that ln (µ?1σ2nx)≥0 for x≥1/(µ?1σ2n).
The second inequality stems from the inequalities
[
1− 1K exp
(
−e−µ?1σ2nx
)]
≤1 and ln (µ?1σ2nx)≤
0, which hold for 0 ≤ x ≤ 1/(µ?1σ2n). Recall from (5.44) that the Lagrange multiplier µ?1
asymptotically increases with K. In the third inequality of (5.54), we use c0 to denote the
value of µ?1 for a fixed number of K = K0. Then the third inequality holds for all K ≥ K0
since the last integral in (5.54) is an increasing function of c0. Thus, we have
C|U=1 = TI − TII ≤ ln (lnK + γe) + b, (5.55)
where b =
(
γe + ln( 1c0σ2n )
)
− Ei
(
− 1c0σ2n
)
is a constant. Ignoring the Euler’s constant γe,
which in the limiting case is small compared to lnK, we can conclude that C grows asymp-
totically as ln lnK also in the case of infinitely large P˜ . 
Peak IPC’s
Similar to the case of average IPC’s, we derive upper and lower bounds to show the asymp-
totic behavior of the ergodic sum capacity C under the peak IPC’s. With the assumptions
(A1)-(A3), the pdf of g
m
/Q̂ for m = 1, · · · , U is given by fg
m
/Q̂(x) = Q̂ exp(−Q̂x). The
pdf of G in (5.38) can then be derived as [82]
fG(x) = UQ̂
(
1− e−Q̂x
)U−1
e−Q̂x
so that E {G} = U
Q̂
∑U−1
k=0
(U−1
k
) (−1)k
(k+1)2
. Due to the singularity at G = 0, the expectation of 1G
in the Rayleigh fading case can be expressed in terms of the Cauchy principal value as
E
{
1
G
}
= lim
→0+
∫ ∞

1
x
fG(x) dx (5.56)
= lim
→0+
UQ̂
U−1∑
k=0
(
U − 1
k
)
(−1)k+1Ei
[
−Q̂(k+1)
]
(5.57)
=
 lim→0+ −Q̂Ei
(
−Q̂
)
=∞, U = 1;
Q̂U
∑U−1
k=1
(U−1
k
)
(−1)k+1 ln(k + 1), U ≥ 2.
Let us first consider the case of U ≥ 2. If the power budget is sufficiently large such that
E
{
1
G
} ≤ P˜ , then C is given by (5.40). Making use of Jensen’s inequality, we find the
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following upper and lower bounds
C ≤ Ehˆ
{
ln
(
1 +
hˆ
σ2n
E
{
1
G
})}
(5.58)
C ≥ Ehˆ
{
ln
(
1 +
hˆ
σ2n
1
E {G}
)}
, (5.59)
where E
{
1
G
}
and 1E{G} are both positive constants. Applying the result of [46, eqn. (9)],
where it has been shown that
Ehˆ
{
ln
(
1 + ρhˆ
)}
with some constant ρ > 0 asymptotically grows as ln lnK, we can conclude that both the
upper and lower bounds (and, hence, C) increase as ln lnK at large K.
In the case of U ≥ 2 and small power budget P˜ < E{ 1G}, the ergodic sum capacity C
given in (5.41) has the same upper bound as in (5.58) since P ? = min
{
1
G ,
[
1
µ?0
− σ2n
hˆ
]+} ≤
1
G . A lower bound for C can be found by using a feasible but suboptimal power allocation
scheme P = min
{
P˜ , 1G
}
, for which the corresponding ergodic sum capacityC can be lower
bounded as
C ≥E
{
ln
(
1 +
hˆ
σ2n
min
{
P˜ ,
1
G
})}
(5.60)
≥FG
(
1/P˜
)∫ ∞
0
ln
(
1 +
x
σ2n
P˜
)
fhˆ(x) dx
+
[
1− FG
(
1/P˜
)]∫ ∞
0
ln
1+ x
σ2nE
{
G˜
}fhˆ(x) dx, (5.61)
where FG(x) is the cdf of G, the second inequality follows from the Jensen’s inequality, and
E
{
G˜
}
=
∫ ∞
1/P˜
xfG(x)
1− FG
(
1/P˜
) dx
describes the statistical expectation of the truncated distribution of G defined on the interval[
1/P˜ ,∞
]
. As both integrals in (5.61) asymptotically grow with ln lnK [52]-[46], this lower
bound and, hence, C also increase as ln lnK for largeK.
Next, let us consider the case of U = 1. The ergodic sum capacity C is given by (5.41)
for any fixed P˜ < ∞, since E{ 1G} → ∞, and we have P˜ < E{ 1G}. In this case, the lower
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bound defined in (5.60) still applies. For fixed P˜ , an upper bound of C is given by
C ≤ E
{
ln
(
1 +
hˆ
σ2nµ?0
)}
(5.62)
as the optimally power allocation can be bounded from above as
P ? = min
{
1
G
,
[
1
µ?0
− σ
2
n
hˆ
]+}
≤ 1
µ?0
for any µ?0 > 0. This upper bound on the capacity increases as ln lnK according to [46, eqn.
(9)]. Hence, C asymptotically grows as ln lnK for any fixed P˜ <∞.
If the transmitted power budget P˜ is infinitely large such that the TPC can be omitted, we
haveP ? = 1G and the lower bound (5.59) still applies. However, the upper bound (5.58) is not
valid here since E
{
1
G
} → ∞ for U = 1. A valid upper bound for C, which asymptotically
grows as ln lnK, can be derived as
C =E
{
ln
(
σ2nG+ hˆ
)
− ln (σ2nG)}
≤Ehˆ
{
ln
(
σ2nE {G}+ hˆ
)}
+ γe + ln
(
Q̂
σ2n
)
, (5.63)
where the inequality in the last line of (5.63) follows from the Jensen’s inequality. Applying
the upper and lower bounds obtained in this subsection, we can finally conclude that C under
the peak IPC also scales as ln lnK forK →∞, even if P˜ is infinitely large.
5.4.2 Asymptotic Capacity for a Large Number of PR’s
Note that the number of IPC’s increases with U while the objective functions in the capacity
maximization problems (5.2), (5.6) and (5.27) are independent of U . Thus, the ergodic sum
capacity is expected to be a non-increasing function of U in this asymptotic regime. We are
interested in the asymptotic limits of C as U →∞.
Average IPC’s
In the assumed homogeneous system, the U IPC’s in problem (5.6) are symmetric, which
means that all U IPC’s are identical up to the ordering of the i.i.d. random channel power
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gains g
m
form = 1, · · · , U . Hence, in the sequel, we use E{g} to denote their expectations.
If P˜ < Q˜E{g} , then it follows from Corollary 1 that all PR’s can be omitted in the capacity
analysis and the optimal power allocation scheme is given by the conventional water-filling
solution. In this case, the ergodic sum capacity is given by
C =
∫ ∞
0
ln
(
1 +
y
σ2n
[
1
λ0
− σ
2
n
y
]+)
fhˆ(y) dy, (5.64)
where λ0 solves the equation P˜ =
∫∞
0
[
1
λ0
− σ2ny
]+
fhˆ(y) dy. Obviously, C in (5.64) remains
constant as U increases. In the case of P˜ ≥ Q˜E{g} , the optimal power allocation scheme P ?
becomes
P ? =
[
1
µ?
∑U
m=1 gm + µ
?
0
− σ
2
n
hˆ
]+
, (5.65)
where µ?m = µ? for all m = 1, · · · , U due to the symmetry of the homogeneous system.
Defining a new random variable as S =
∑U
m=1 gm and summing up the IPC’s in (5.6c) for
m = 1, · · · , U , we obtain an equivalent IPC which depends on the new random variable S
UQ,
∫ ∞
0
∫ ∞
0
x
[
1
µ?x+ µ?0
− σ
2
n
y
]+
fS(x)fhˆ(y) dx dy = UQ˜, (5.66)
whereQ is the induced interference temperature at each PR and fS(x) is the pdf correspond-
ing to S. Note that in this case (P˜ ≥ Q˜/E{g}) the equality Q = Q˜ holds according to
Corollary 1. With (5.65), the ergodic sum capacity and the average TPC are given by
C = E
{
ln
(
1+
hˆ
σ2n
[
1
µ?S + µ?0
− σ
2
n
hˆ
]+)}
(5.67)
and
P ,
∫ ∞
0
∫ ∞
0
[
1
µ?x+ µ?0
− σ
2
n
y
]+
fS(x)fhˆ(y) dx dy ≤ P˜ , (5.68)
respectively. From the CLT, the distribution of (S − UE{g})/(√Uσg) approaches the stan-
dard normal distribution for large U , i.e.,
X =
S − UE{g}√
Uσg
d−→N (0, 1) , (5.69)
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where σg is the standard deviation of gm (m = 1, · · · , U). With (5.69), the equivalent IPC in
(5.66) can be rewritten as
Q˜
E{g} =
∫ ∞
0
∫ ∞
−E{g}
√
U
σg
 1
Uµ?E{g}+ µ?0σgx
E{g}√U+1
−
σ2n
(
σgx
E{g}√U + 1
)
y

+
φ(x) dx fhˆ(y) dy,
'Ehˆ

∫ U 13
−U 13
[
1
Uµ?E{g}+ µ?0−
σ2n
hˆ
]+
φ(x) dx

'Ehˆ
{[
1
Uµ?E{g}+ µ?0 −
σ2n
hˆ
]+}
, (5.70)
where φ(x) is the pdf of the standard Gaussian distribution. The approximations hold for
large values of U since φ(x) ' 0 for x < −U 13 or x > U 13 and σgx
E{g}√U + 1 ' 1 for
−U 13 ≤ x ≤ U 13 . The approximation errors in (5.70) approach 0 as U → ∞. Defining
λ?0 = Uµ?E{g}+ µ?0, we can rewrite the equivalent IPC in (5.66) as
Q˜
E{g} '
∫ ∞
0
[
1
λ?0
− σ
2
n
y
]+
fhˆ(y) dy, (5.71)
where the value of λ?0 can be obtained by solving (5.71) numerically. Similarly, for U →∞,
the TPC (5.68) can be rewritten as
P =E

 1
µ?
(√
UσgX + UE
{
g
})
+ µ?0
− σ
2
n
hˆ
+
'
∫ ∞
0
[
1
λ?0
− σ
2
n
y
]+
fhˆ(y) dy ≤ P˜ . (5.72)
The ergodic sum capacity becomes
C '
∫ ∞
0
ln
(
1 +
y
σ2n
[
1
λ?0
− σ
2
n
y
]+)
fhˆ(y) dy, (5.73)
forU →∞. From (5.71)-(5.73), we can see that for P˜ ≥ Q˜
E{g} and U →∞, the ergodic sum
capacity approaches that of the conventional BC channel with the average transmitted power
Q˜
E{g} . The optimal power allocation scheme asymptotically becomes P ? =
[
1
λ?0
− σ2n
hˆ
]+
,
where λ?0 solves the equation (5.71). It should be noted that the analysis in this subsection
is based on the homogeneity assumptions (A1) and (A3). The Rayleigh fading assumption
(A2) is not needed to derive the asymptotic capacity limits. Hence, the above asymptotic
analysis is also valid for other types of fading.
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Peak IPC’s
Let us now consider the asymptotic behavior of the ergodic sum capacity under the assump-
tions (A1)-(A3). Using Jensen’s inequality, an upper bound on (5.40) can be obtained similar
to (5.58) as
C ≤ Egˆ
{
ln
(
1 +
a
gˆ
)}
(5.74)
where a = Q̂E{hˆ}/σ2n is a constant and gˆ = maxm=1,··· ,U gm. As U increases,X = gˆ− lnU
has a limiting distribution whose cdf is given by FX(x) = exp (−e−x) for −∞ < x < ∞.
The probability that |X| < (lnU) 12 for a large value of U can be expressed as
Pr
(
|X| ≤ (lnU) 12
)
= FX
(
(lnU)
1
2
)
− FX
(
−(lnU) 12
)
' 1 for U →∞. (5.75)
(5.75) states that lnU − (lnU) 12 ≤ gˆ ≤ lnU + (lnU) 12 almost sure as U → ∞. Since
(lnU)
1
2  lnU for U →∞, the upper bound (5.74) asymptotically scales as
C˜ = ln
(
1 +
a
lnU
)
. (5.76)
Thus, both C˜ and C asymptotically converge to 0 as U →∞.
5.5 Numerical Results
In this section, we provide numerical results on the sum capacity. For the sake of com-
putational simplicity, we consider only the homogeneous Rayleigh fading case of Section
5.4.
5.5.1 Comparison of Average and Ergodic Sum Capacity
The sum capacity Cs averaged over a finite number of N fading states has been investigated
in Sections 5.2.1 and 5.3.1 under the average and peak IPC’s, respectively. In Figs. 5.2-5.5,
Cs in the case of N = 100 and N = 1000 is compared with the ergodic sum capacity C.
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Figure 5.2: Cs and C vs. K with average IPC’s, U = 10, P˜ = 20 dB and Q˜ = 10 dB.
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Figure 5.3: Cs and C vs. U with average IPC’s, whereK = 10, P˜ = 20 dB and Q˜ = 10 dB.
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Figure 5.4: Cs and C vs. K with peak IPC’s, U = 10 and P˜ = 20 dB.
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Figure 5.5: Cs and C vs. U with peak IPC’s, K = 10 and P˜ = 20 dB.
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A total of 100 Monte Carlo simulations are carried out and the average values of Cs are
plotted. In each Monte Carlo simulation, the power gains hk,i and gm,i for k = 1, · · · , K,
m = 1, · · · , U and i = 1, · · · , N are randomly generated and the value of Cs is computed
by solving problems (5.2) and (5.27) using CVX [95].
Figs. 5.2 and 5.3 demonstrate the sum capacity under the average IPC’s, where the capac-
ity values are displayed versusK and U , respectively. It can be seen from these figures that,
as N increases, the values of simulated Cs approach that of C. In the case of N = 1000, the
value of the simulated average sum capacity Cs nearly coincides with C. This observation
confirms that Cs asymptotically converges to C as N → ∞. To simplify the comparison,
we have also computed the values of Cs using the power allocation scheme P ? given by
(5.5), where the Lagrange multipliers are predetermined as in Section 5.2.2 to maximize the
ergodic sum capacity C. The curves corresponding to the so-obtained Cs are labeled as "Cs
with µ?". In both figures, the values of Cs with predetermined µ? are very close to the com-
puted ergodic capacity C. It should be also noted that, given the Lagrange multipliers, the
power allocation P ? in (5.5) depends solely on the current channel gains. Hence, using the
predetermined µ?, we can achieve the ergodic sum capacity C avoiding the requirement of
non-causal channel state information in the time domain. At last, it can be readily verified
from the Figs. 5.2 and 5.3 that the sum capacity increases with K and decreases with U , as
intuitively expected.
The sum capacity under peak IPC’s is illustrated in Figs. 5.4 and 5.5 versus K and U ,
respectively. In both figures, the average sum capacity Cs corresponds very well to the
computed ergodic sum capacity C. We consider two cases with Q̂ = 10 dB and Q̂ = 27
dB. In the first case, we have E
{
1
G
}
< P˜ = 20 dB for 2 ≤ U ≤ 20 and E{ 1G} > P˜ dB
for U = 1. The ergodic sum capacity is, therefore, given by (5.40) for 2 ≤ U ≤ 20 and
(5.41) for U = 1. As follows from Fig. 5.4 and 5.5, the sum capacity increases with K
and decreases with U in this case. In the second case, we have E
{
1
G
}
> P˜ = 20 dB for
1 ≤ U ≤ 20 and the ergodic sum capacity is given by (5.41) for all U = 1, · · · , 20. As can
be observed from in Fig. 5.4, C still increases with K in this case. In Fig. 5.5, however, C
becomes nearly constant with increasing U . This effect can be explained by the fact that in
100 CHAPTER 5. MULTIUSER DIVERSITY IN COGNITIVE RADIO SYSTEM I: CHANNEL CAPACITY
101 102 103 104 105
3
3.5
4
4.5
5
5.5
 
 
K
C for U = 1
C for U = 10
C|P=P0 of (5.43)
C|U=1 with P˜ →∞
ln(lnK + γe) + b
C
ap
ac
ity
in
na
ts
Figure 5.6: Asymptotic behavior of C with average IPC’s and Q˜ = 10 dB.
this case the capacity C is limited mainly by the transmitted power P = P˜ and it decreases
rather slowly with increasing U . In the next subsection, we will present more numerical
results on the asymptotic behavior of C.
5.5.2 Asymptotic Performance of Ergodic Sum Capacity
Fig. 5.6 shows the asymptotic behavior of C under the average IPC’s, whereK →∞ and U
is fixed. C is numerically computed with P˜ = 20 dB for U = 1 and U = 10, respectively.
The upper bound C|U=1 in (5.43) is derived for P˜ →∞. The function ln(lnK + γe) + b in
(5.55) is also depicted in the figure where b is computed with K0 = 100. As K increases,
all curves demonstrate the same asymptotic increasing rate. This observation confirms our
theoretical result that C scales as ln lnK withK →∞.
The asymptotic behavior of C under the peak IPC’s is plotted in Fig. 5.7, whereK →∞
and U is fixed. As can be seen from in Fig. 5.7, the ergodic sum capacity C and all its upper
and lower bounds scale as ln lnK for large values ofK.
Figs. 5.8 and 5.9 correspond to the asymptotic regime of fixed K and U → ∞. In
101 CHAPTER 5. MULTIUSER DIVERSITY IN COGNITIVE RADIO SYSTEM I: CHANNEL CAPACITY
101 102 103 104 105
0
0.5
1
1.5
2
2.5
3
3.5
4
4.5
5
5.5
 
 
K
C; U=1; P˜ →∞
Upper bound (5.63); U=1; P˜ →∞
Lower bound (5.59); U=1; P˜ →∞
C; U=1; P˜ =20 dB
Lower bound (5.60); U=1; P˜ =20 dB
C; U=10; P˜ =20 dB
Upper bound (5.58); U=10; P˜ =20 dB
Lower bound (5.59); U=10; P˜ =20 dB
C
ap
ac
ity
in
na
ts
Figure 5.7: Asymptotic behavior of C with peak IPC’s and Q̂ = 10 dB.
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Figure 5.8: Asymptotic behavior of C with average IPC’s, K = 10, P˜ = 20 dB and Q˜ = 10
dB.
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Figure 5.9: Asymptotic behavior of C with peak IPC’s, K = 10, P˜ = 20 dB and Q̂ = 10
dB.
Fig. 5.8, the ergodic sum capacity C under the average IPC’s is depicted. It follows from this
figure that, as U increases, C asymptotically approaches the limiting value given by (5.73).
In Fig. 5.9, the capacity C under the peak IPC’s is plotted versus lnU . The upper bound of
(5.74) and C˜ given by (5.76) are also shown in this figure. As can be observed from Fig. 5.9,
all three curves coincide and approach 0 as lnU increases. This confirms our theoretical
result that C decreases to 0 as fast as C˜ = ln
(
1 + alnU
)
for U →∞ and fixed K.
5.6 Chapter Summary
In an underlay CR BC channel, we have investigated the fundamental performance limits of
the opportunistic scheduling in terms of the channel capacity. Our study in this chapter shows
the potential gain obtainable by applying opportunistic scheduling in CR. The asymptotic
performance of the channel capacity has illustrated the gain from multiuser diversity and
provided the comparable benchmarks for the future work. In particular, we have shown that
103 CHAPTER 5. MULTIUSER DIVERSITY IN COGNITIVE RADIO SYSTEM I: CHANNEL CAPACITY
the same asymptotic gain provided by multiuser diversity, ln lnK, can be achieved in a CR
network where extra IPCs apply to the STs.
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Chapter 6
Multiuser Diversity in Cognitive Radio
System II: SER Performance
While the performance of CR has been extensively studied in terms of its spectral efficiency,
less work has been done to quantify its link reliability performance. The objective of this
chapter is to further analyze the underlay CR network considered in Chapter 5 in terms
of its SER performance, where an opportunistic scheduler exploiting multiuser diversity is
responsible for user selection. As an extension of the study presented in Chapter 4, we will
derive analytical SER expressions for a cognitive network with K secondary users. For
simplicity, we consider the case of single primary user (U = 1) in this chapter.
6.1 Analysis of SER Performance
In the considered downlink scenario with opportunistic scheduling, the ST exclusively trans-
mits signals to the SR with the highest instantaneous channel gain. We assume a homoge-
neous system similar to that considered in Chapter 4, namely, the noise nk has zero mean
and variances σ2n for all k = 1, . . . , K and the channel coefficients hk(k = 1, . . . , K) are
assumed to be i.i.d. circular complex Gaussian random variables with zero mean and unit
variance.
In the considered underlay CR system, the PR is protected by the mandatory requirement
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that the interference power caused by the ST is below a given threshold value Q̂ for all fading
states. According to (2.1) and (2.2), we have
P |g|2 ≤ Q̂, (6.1)
where P denotes the transmitted power in a fading state and we have omitted the subscripts
i, l and the time index t as i = l = 1 in this chapter. Further, it is assumed that P is limited
by a predefined power threshold P̂ , i.e., the following peak TPC
P ≤ P̂ . (6.2)
Given a fixed value ofP , the SER of the signal modulated by theK-PSK can be computed
by (2.11) and (2.12). The received ISNR of the scheduled receiver is given by1 γ[1], where
γ[1] and its pdf fγ[1](x) are defined as in Section 4.2.1. Inserting fγ[1](x) into (2.11) and
substituting the obtained MGF into (2.12), the average SER for K-PSK modulation can be
computed as
SER(P ) = K
K−1∑
k=0
(−1)k(K−1k )
k + 1
[
(K − 1)
K −
1
π
√
a2P
σ2n(k+1)+a2P
(π
2
+tan−1(b)
)]
, (6.3)
where a is defined as in (2.12) and b =
√
a2P
σ2n(k+1)+a2P
cot πK .
In an underlay CR system, the ST needs to adjust the transmitted power P to meet the
constraints (6.1) and (6.2). Depending on the instantaneous channel realizations, the ST
must adjust its transmitted power P to minimize the average SER while fulfilling the power
constraints (6.1) and (6.2). This can be expressed as the following optimization problem
SER = min
P≥0
∫ ∞
0
SER (P ) f|g|2(x)dx (6.4)
s.t. P |g|2 ≤ Q̂; P ≤ P̂ , (6.5)
where SER denotes the SER averaged over all fading states and the function f|g|2(x) =
σ2g exp
(−σ2gx) is the pdf of the power gain |g|2 with σ2g representing the variance of |g|. It
can be easily shown that the SER (P ) in (6.3) are a monotonically decreasing function of P .
1Subscript i and time index t in (2.1) will be omitted in the sequel.
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This means that the SER is reduced if we increase the transmitted power P . From constraints
(6.1) and (6.2), the maximal allowed transmitted power at a given time instance is given by
P ∗=min
{
P̂ ,
Q̂
|g|2
}
. (6.6)
Substituting (6.6) for P in (6.3) and then inserting (6.3) in (6.4), the resulting average SER
can be expressed as
SER=
∫ Q̂
P̂
0
SER
(
P̂
)
f|g|2(x)dx+
∫ ∞
Q̂
P̂
SER
(
Q̂
x
)
f|g|2(x)dx
=K
K−1∑
k=0
(−1)k(K−1k )
k + 1
{(
1−e−σ
2
gQ̂
P̂
)
·
[
K − 1
K −
1
π
√
a2P̂
σ2n(k +1)+a2P̂
(
π
2
+tan−1
(√
a2P̂
σ2n(k+1)+a2P̂
cot
π
K
))]
+
∫ ∞
Q̂
P̂
σ2ge
−σ2gx
[
K − 1
K −
1
π
√
a2Q̂
σ2nx(k+1)+a2Q̂
·
(
π
2
+tan−1
(√
a2Q̂
σ2nx(k+1)+a2Q̂
cot
π
K
))]
dx
}
.
(6.7)
In the specific case of BPSK and QPSK modulations, we can simplify the expression of
SER by insertingK = 2 andK = 4 into (6.7), respectively. In the following two subsections,
we present the obtained SER expressions for these specific modulation types.
6.1.1 The Case of BPSK Modulation
For K = 2, the integral in (6.7) can be expressed as
I =
∫ ∞
Q̂/P̂
σ2ge
−σ2gx dx−
∫ ∞
Q̂/P̂
σ2ge
−σ2gx
√
Q̂
Q̂+ σ2nx(k + 1)
dx. (6.8)
The first integral in (6.8) can be computed as∫ ∞
Q̂/P̂
σ2ge
−σ2gxdx = e−
σ2gQ̂
P̂ , (6.9)
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and the second integral in (6.8) becomes [98]
∫ ∞
Q̂
P̂
σ2ge
−σ2gx
√
Q̂
Q̂+ σ2nx(k + 1)
dx =
√
σ2gQ̂π
σ2n(1 + k)
e
σ2gQ̂
σ2n(1+k) erfc
√σ2gQ̂
P̂
+
σ2gQ̂
σ2n(1 + k)
 ,
(6.10)
where erfc(x) = 2√π
∫∞
x e
−t2dt is the complementary error function.
Inserting (6.8)-(6.10) andK=2 in (6.7), the analytical expression of the average SER for
the BPSK modulation can be written as
SER=
K
2
K−1∑
k=0
(−1)k(K−1k )
k + 1
[
1−
√
P̂
P̂ + σ2n(k + 1)
(
1− e−σ
2
gQ̂
P̂
)
−
√
σ2gπQ̂
σ2n(1 + k)
e
σ2gQ̂
σ2n(1+k) erfc
√σ2gQ̂
P̂
+
σ2gQ̂
σ2n(1 + k)
 . (6.11)
6.1.2 The Case of QPSK Modulation
Inserting K=4 in (6.7), the analytical expression of the average SER for the QPSK modula-
tion can be simplified as
SER=
3K
4
K−1∑
k=0
(−1)k(K−1k )
k + 1
·
{(
1− e−σ
2
gQ̂
P̂
)[
1− 4
3π
√
P̂
2σ2n(k + 1)+P̂
(
π
2
+tan−1
(√
P̂
2σ2n(k + 1) + P̂
))]
+
∫ ∞
Q̂/P̂
σ2ge
−σ2gx
[
1− 4
3π
√
Q̂
2σ2nx(k+1)+Q̂
(
π
2
+tan−1
(√
Q̂
2σ2nx(k+1)+Q̂
))]
dx
}
.
(6.12)
To the best of our knowledge, there exists no closed-form expression of the integral in (6.12).
The value of SER is therefore computed numerically.
6.2 Numerical Results
In this section, we provide numerical results of the SER performance. In the simulations we
assume that the values of σ2n and σ2g are both equal to one.
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Figure 6.1: SER of BPSK versus transmitted power threshold P̂ forK = 1.
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Figure 6.2: SER of QPSK versus transmitted power threshold P̂ forK = 1.
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Figure 6.3: SER of BPSK versus transmitted power threshold P̂ forK = 4.
In Fig. 6.1 and Fig. 6.2, the SER is displayed versus the transmitted power threshold
P̂ for the BPSK and the QPSK modulations, respectively, for the case of a single SR, i.e.,
K = 1. The analytical SER expressions given by (6.11) and (6.12) are plotted along with the
results obtained from Monte-Carlo simulations. From these two figures, it can be observed
that the simulated SER values match very well with the analytical results. Moreover, the
SER decreases with the increasing PR interference threshold Q̂ as intuitively expected.
The SER performance of a multiple-receiver underlay cognitive system is illustrated in
the Fig. 6.3 and Fig. 6.4. The values of the SER are plotted versus the transmitted power
threshold Pˆ for the BPSK and the QPSK modulations, respectively. The number of users
is equal to four, i.e., K = 4. The analytical SER expressions given by (6.11) and (6.12)
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Figure 6.4: SER of QPSK versus transmitted power threshold P̂ forK = 4.
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are compared with the simulation results for several different values of Q̂. From these two
figures, we can see again that the analytical SER results match very well with the results
obtained from Monte-Carlo simulations. Comparing the results for K = 1 and K = 4 in
Figs. 6.1-6.4, we conclude that the opportunistic scheduling can improve the SER perfor-
mance of a multiple-receiver system.
From Figs. 6.1-6.4, it can be observed that there exists a regime for the peak transmitted
power threshold P̂ where the SER curves approach to constant values. This is due to the
fact that the system is operating in the interference limited regime in which the actually
transmitted power P̂ is mainly affected by constraint (6.1) and, therefore, does not increase
significantly with the power threshold P̂ . Figs. 6.1-6.4 further illustrate that if the remaining
parameters such as the transmitted power P and the interference threshold Q̂ have the same
values for both modulation types, then the SER values obtained for the BPSK modulation
are generally lower than that for the QPSK modulation.
6.3 Chapter Summary
In this chapter, we have studied the SER performance of an underlay CR network where
an opportunistic scheduler manages the data transmission making use of multiuser diversity.
Exact analytical expressions of SER have been derived for general PSK modulations under
the assumption that the peak interference power and the peak transmitted power does not ex-
ceed given thresholds. To date, the performance analysis for CR networks is mainly focused
on the system throughput and channel capacity, a thorough study on the SER performance of
the CR system is still missing. Our pioneering work in this area may attract further research
interests and facilitate the future scheduler design.
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Chapter 7
Conclusions and Future Work
In this final chapter, conclusions of this thesis are summarized and some future work is
outlined.
7.1 Conclusions
In Chapter 3, we have studied the transmit diversity techniques in a point-to-point communi-
cation system. In the case of error-free feedback, it has been shown that the SER performance
can be substantially improved by means of the TAS and the combined TAS-PA techniques
compared with the OSTBC. In the erroneous feedback case, improved robustness against the
feedback errors can be obtained by embedding the OSTBC in the applied transmit diversity
techniques.
Multiuser diversity obtained by opportunistic scheduling has been investigated in Chapter
4. In a multiuser downlink systemwith homogeneous Rayleigh flat-fading channels, we have
proved that the SER performance can achieve a maximal diversity order equal to the number
of receivers K and a maximal multiuser diversity gain equal to the average SNR A. In the
erroneous feedback case, it has been demonstrated that even in the case of a rather high
feedback error probability, the opportunistic scheduling strategy outperforms the scheduling
schemes that do not take any advantage of multiuser diversity such as random scheduling
and round-robin scheduling.
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The underlay CR has been studied in Chapter 5 and Chapter 6. In these two chapters,
we have investigated the multiuser diversity achieved by opportunistic scheduling in terms
of the channel capacity and the SER, respectively. In Chapter 5, we have computed the sum
capacity of the underlay cognitive BC. In the case of homogeneous Rayleigh fading, we have
also investigated the asymptotic behavior of the ergodic sum capacity C. In the regime of
a large number of SRs K and a fixed number of PRs U , the ergodic sum capacity C has
been shown to scale as ln lnK with K → ∞. This means that the same asymptotic gain
can be obtained from the multiuser diversity in the underlay CR BC as in the conventional
BC. In the asymptotic regime of U →∞ and fixedK, we have shown that C decreases with
increasing U and asymptotically converges to a certain limit. In the case of average IPCs at
the PRs, this capacity limit is equal to the ergodic sum capacity of a conventional BC with
the average transmitted power not greater than the available power budget of the cognitive
BC. In the case of peak IPCs at the PRs, C is upper bounded by ln
(
1 + alnU
)
and converges
to 0 as U → ∞, where a is a constant independent of U . This means that the limit is equal
to 0 in this case.
The SER performance of the underlay CR BC has been studied in Chapter 6. In this chap-
ter, we have considered an underlay cognitive BC similar to that in Chapter 5 and assumed
that there exist a single PR, i.e., U = 1. We have analyzed the opportunistic scheduling
scheme and derived the SER expressions for the K-PSK modulation. The derived expres-
sions have been verified by the simulations.
Transmit and multiuser diversity find wide applications in wireless communication. The
results from this thesis and the previous study have shown that fading should be reconsid-
ered as a phenomenon facilitating the wireless communication instead of a kind of channel
impairment. Making use of fading, transmit diversity based techniques can enhance the sys-
tem performance while providing robustness against the feedback errors. Channel-aware
scheduling, which exploits multiuser diversity in a fading environment, can significantly im-
prove the overall system performance. In CR systems, transmit and multiuser diversity also
find their applications to increase the overall system performance. In future wireless com-
munication systems, diversity based transmit and scheduling schemes will play an important
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role and contribute significantly to the high-performance wireless data service.
7.2 Future Work
A natural extension of the SER analyses presented in Chapters 3, 4 and 6 is to study the SER
for other modulation and fading types besides the PSK and Rayleigh fading. For example, it
is interesting to investigate whether the derived scaling laws in Chapter 4 also hold for other
modulation types and other fading types. Further, all SER results in this thesis derived for
the multiuser case are based on the assumption of a homogeneous network, extensions to
heterogeneous network will be very interesting future work. To date, the link reliability in
terms of the SER is mainly studied for the point-to-point communication system. A thorough
study on the link reliability in other communication systems such as the multiuser MIMO
system and the CR system is still missing. For example, in a multiuser MIMO system, it is
interesting to analyze the impact of scheduling more than one users at the same time on SER
performance. Future work in this area will surely contribute many interesting results.
As an emerging paradigm of the modern wireless communication, the CR has already
attracted much attention. However, many important questions regarding its theoretical limits
remain open and there is a variety of future work in this area. In the information theoretical
aspect, it is important to further study the capacity regions of different CR systems. In the
aspect of signal processing, more advance transmit and receive techniques have to be de-
veloped to enable the practical implementation of CR. For example, extending the results in
Chapters 5 and 6 to the MIMO case will be a challenging work and future results on diversity
and multiplexing gains will certainly provide new insights into the CR. Future efforts on this
area will be very helpful to eventually commercialize the wireless CR systems.
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