Abstract. We will study the spectral properties of the random matrix of SYK model, which is a simple model of the black hole in physics literature. Our primary interest is the distribution of the eigenvalues as the number of Majorana fermions tends to infinity. We will first prove the almost surely convergence of the global density of the eigenvalues. Then we show that the linear statistics of the eigenvalues satisfy the central limit theorem asymptotically. In the last section, we also discuss the largest eigenvalue of the SYK model.
Introduction
In the 1990s, to study the new quantum phase which is called the quantum spin glass and non-Fermi liquid, Sachdev and Ye [33] proposed a model that describes random interacting spins with infinite range. Based on this early work, the SachdevYe-Kitaev (SYK) model, which is proposed by Kiteav [24] , describes n random interacting Majorana modes on a quantum dot. After taking large n limit, the model is found to be a non-Fermi liquid with finite zero-temperature entropy [24, 31] . More interestingly, there is an emergent conformal symmetry and the system is found to be maximally chaotic with quantum Lyapunov exponent λ L = 2π/β, where β is the inverse of temperature. Such fact indicates the possible holographic description of the SYK model. Indeed, the low energy effective action of the SYK model is found to match a dilation gravity theory in two dimensional nearly antide Sitter space [32, 42] . There are many generalizations of the SYK model. For example, one could study the supersymmetric version of the SYK model in order to get a more precise holographic description [11, 12, 29] . Also by coupling the SYK model, there are new types of transitions and interesting transport behaviors [5, 6, 7, 9, 21, 36] . For more physics background, we refer to [8, 31] and the references therein.
The SYK model is a random matrix model where the main interest lies in the distribution of its eigenvalues. Actually physicists have many results regarding the spectrum of SYK, either theoretically or numerically [8, 13, 14, 15, 16, 28] . For example, there are numerical results on the spacing distribution of eigenvalues which relate the SYK model to the classical GUE, GSE and GOE models in random matrix theory [14, 43] . However, mathematical aspects of the SYK model were less studied. Many results, which had been established in physics or speculated because of the numerical evidences, remain to be established in mathematical rigor and sometime to be challenging problems in mathematics. In this paper, we will start our mathematical study on the SKY model and establish some global properties of the eigenvalues of the SYK model. There are mainly two parts of this paper:
First, we will derive an almost surely convergence of the global density of its eigenvalues and show that there is a phase transition; then we will prove the asymptotic normality of the linear statistics of eigenvalues and compute the variance. In the last section, we will discuss the asymptotic behavior of the largest eigenvalue which is one main concern of the SYK model, and two easy results will be given. We will study more on the largest eigenvalue of the SYK model in a subsequent paper.
1.1. SYK model. Throughout the article, let n be an even integer. Let's first assume q n is even and 2 ≤ q n < n. Then we consider the following Hamiltonian
where the real random variables J i1i2···iq n are independent identically distributed (i.i.d.), nondegenerated and
and the k-th moment of |J i1i2···iq n | is uniformly bounded for any fixed k; ψ j are Majorana fermions which obey the algebra (2) {ψ i , ψ j } := ψ i ψ j + ψ j ψ i = 2δ ij .
In fact, by the representation of the Clifford algebra, each ψ i is a 2 n/2 × 2 n/2
Hermitian matrix generated by Pauli matrices iteratively [13] . Let's denote L n = 2 n/2 . Note that we do not assume J i1i2···iq n to be Gaussian, the results are true for more general random variables. Actually, the original SYK model is 
1
N qn −1 (qn−1)!J 2 1≤i1<i2<···<iq n ≤n J i1i2···iq n ψ i1 ψ i2 · · · ψ iq n , where the random variables J i1i2···iq n satisfy the same assumptions as in (1) and J is some constant. There is no essential difference between (1) and (3) other than a normalizing constant. In this paper, we will use the random matrix H instead of H SY K .
Global density.
Let's first state the results on the global density of the eigenvalues. Let λ i , 1 ≤ i ≤ L n be the eigenvalues of H. One can check that H is Hermitian by the anti-commutative relation (2) , and thus λ i are real numbers. The normalized empirical measure of the eigenvalues is defined as (4) ρ n (λ) = 1 L n i δ λi (λ).
One of the main results is that ρ n will converge to a probability measure ρ ∞ almost surely in the sense of distribution, and there is a phase transition in the density of the states depending on the limit of the quotient q 2 n /n, Theorem 1. Let q n , n be even and 2 ≤ q n ≤ n/2. Let the random variables J i1···iq n be i.i.d. and nondegenerated with expectation 0 and variance 1 and the k-th moment of |J i1···iq n | is uniformly bounded for any k. Then the normalized empirical measure ρ n of eigenvalues of the random matrix H defined in (1) will converge to ρ ∞ almost surely in the sense of distribution, where the probability measure ρ ∞ is given explicitly as follows, As a remark, as a → +∞, we have the limit As a → 0, p 0 (x) is proved to be the standard Gaussian distribution (see section 2 in [20] ), i.e., The above two limits indicate that case 2 in Theorem 1 yields a phase transition between case 1 and case 3. We will prove Theorem 1 by the moment method: we will first prove that the expectation of ρ n tends to ρ ∞ in §2, and the claim of the almost surely convergence follows the estimate of the variance in §3.
Actually, in the special case when J i1···iq n are i.i.d. standard Gaussian random variables, physicists have given a proof for cases 1 and 2 [8] , but they did not prove the almost surely convergence; in the case 3, there are numerical results [13, 18, 31] and there is a heuristic proof by some physics method making use of the Grassmann integral [28] , but our approach is rigorous, totally different and works for more general random variables.
As a remark, a related model is the quantum q-spin glass model considered in [10, 25, 26] . For q ≥ 1, the Hamiltonian of a quantum q-spin glass is
where the coefficients α a1,··· ,aq,(i1,··· ,iq ) are i.i.d. random variables with expectation 0 and variance 1 and
where σ a , a = 1, 2, 3 are three Pauli matrices and I 2 is the 2 × 2 identity matrix. Thus σ a i is a 2 n ×2 n matrix. Erdős-Schröder proved in [10] that the limiting density of H q n has a phase transition in the regimes of q 2 ≪ n, q 2 /n → a and q 2 ≫ n and the similar results as Theorem 1 can be derived. In [1] , Atas-Bogomolny also discussed the spectral density of one-dimensional spin chains.
Our proof of cases 1 and 2 follows closely with that of Erdős-Schröder in [10] , but the proof of case 3 is quite different. This is because the matrices (6) are explicitly given and one can make use of this explicit construction to derive the estimate.
But in our case, we can only apply the anti-commutative relation (2) , and thus we need to take a more sophisticated strategy (see Lemma 3) .
Actually our proof can be applied to the case when q n is odd where the Hamiltonian is
Following the proof of Theorem 1, in §4, we will prove Theorem 2. Let n be even and 1 ≤ q n ≤ n/2 be odd. The random variables J i1i2···iq n satisfy the same assumptions as in Theorem 1. Then the normalized empirical measure ρ n of the eigenvalues of the random matrix defined in (7) will converge to ρ ∞ almost surely in the sense of distribution where
where the function f (x|y) is given by (5).
When q
2 n /n → ∞, the limiting density ρ ∞ is still the semicircle law. Moreover, following [20] , one can also prove that there is a phase transition for this odd case.
1.3. Normality of linear statistics. Other than the global density, another important global quantity for a point process is the linear statistics, such as the convergence of the central limit theorem (CLT).
In random matrix theory, the investigation of the convergence of the CLT for linear statistics of eigenvalues of random matrices dates back to Jonsson on Gaussian Wishart matrices [22] . Similar work for the Wigner matrices was derived by SinaiSoshnikov [35] and more general results by Johansson [23] . We refer to Chapter 9 in [3] for more details and [27] for more recent results.
It's also worth mentioning the convergence of the CLT for the linear statistics of many other point processes, where basically the variance of the linear statistics can be expressed as some energy functional of the test function. Actually it's hard to list all of such point processes. We may refer to Sodin-Tsirelson's work on zeros of random polynomials and random analytic functions [38] , Shiffman-Zelditch's work on zeros of random holomorphic sections over the complex manifolds [37] and Berman's result regarding the Fekete points defined via the Bergman kernel on the complex manifolds [4] . One may also find the results for other point processes in [17, 19, 39] and the references therein.
In the case of SYK model, given a test function f (x), the linear statistics of the random matrix H is defined as
In §5, we will prove the asymptotic normality of the linear statistics, Theorem 3. Let the random variables J i1···iq n satisfy the same assumptions as in Theorem 1 and let's denote γ := EJ 4 i1···iq n , i.e., the 4-th moment of the random variable. Let 1 ≤ q n ≤ n/2 be either even or odd, and assume q 2 n /n → a ∈ [0, +∞]. Let f (x) be a real polynomial. Then we have the following convergence in distribution as n → ∞,
where J is the Gaussian distribution with mean 0 and variance γ − 1, ρ ∞ is the density we derived in Theorem 1 and Theorem 2. In particular, the limit of the variance satisfies
The proof of Theorem 3 is based on more careful estimates of the variance and covariance of the trace L
We will see that Theorem 3 is also true for a class of analytic functions
k < +∞, where c k are the constants in Lemma 6. Remark 1. Given H with q n product of Majorana fermions, ψ 1 · · · ψ n H will yield another Hamiltonian with n − q n product of fermions, i.e.,
whereψ denotes the omitting of the fermion ψ. Therefore, the case q n is similar to the case n − q n , the main results of Theorems 1, 2 and 3 for the case q n ≤ n/2 can be extended to q n ≥ n/2 immediately. For example, given H with even q n ≥ n/2, let H = i n/2−qn ψ 1 · · · ψ n H, then H corresponds to the case n − q n ≤ n/2. We first
n Tr H k for k even. Moreover, we can use Lemma 1 below to prove EL
A central study in random matrix theory is about the largest eigenvalues of random matrices. For example, the study about the largest eigenvalue for the GUE is very intensive, such as the classical results on the convergence of the largest eigenvalue and the Tracy-Widom law (see [2, 3, 41] ). In the last section §6, we also discuss the largest eigenvalue of the SYK model. We will derive an almost surely convergence of the largest eigenvalue for q n = 2 by a standard method and give an easy upper bound for q n > 2. In the end, we will discuss some further problems.
Moment method.
The proof is based on the moment method. To show a family of measure µ n converges weakly to µ, it often suffices to show that the moments
A sufficient condition for the uniqueness of the limiting distribution is given by Carleman's condition: A probability distribution µ is uniquely determined by its moments m k iff
= +∞. To apply the moment method, for example, when q 2 /n → 0, we want to prove Eρ n → ρ ∞ which is the standard Gaussian distribution, it's enough to prove
We denote the set
Thus the cardinality of I n is
For any coordinate R = (i 1 , · · · , i qn ) ∈ I n , we denote
Sometimes we identify R with the set {i 1 , · · · , i qn }. Given any set X and any integer k ≥ 1, we define P 2 (X k ) to be the tuples (x 1 , · · · , x k ) ∈ X k for which all entries x 1 , · · · , x k appear exactly twice. If k is odd, then P 2 (X k ) is an empty set. Throughout the article, we denote c k as some constant depending only on k and independent of n and q n , but its value may differ from line to line, the same for c 2k , c ′ k and so forth.
2.3. Some basic properties on fermions. Let's first derive some basic properties about the product of Majorana fermions that will be applied many times in the article. By relation (2), we easily have
• Ψ A Ψ B = ±Ψ A△B , here we denote A△B := (A \ B) ∪ (B \ A). Using these properties, we know that given a set A ⊆ {1, 2, · · · , n}, if |A| is odd, then |A| < n, taking i ∈ {1, 2, · · · , n} \ A, then we have Tr Ψ A = Tr ψ i Ψ A ψ 
In both cases, we always have 2.4. Expectation. Now we can turn to prove that the expectation of the normalized empirical measure ρ n tends to ρ ∞ when q n is even. We will need several lemmas but their proofs are postponed to §2.5. We first rewrite
As in [10] , we divide the above summation into several parts and bound each part separately. We first divide the summation of (11) as
.
We first have
The following lemma shows that the second summation for (R 1 , ..., R k ) ∈ I k n \P 2 (I k n ) tends to vanish as n → ∞. Lemma 1. For the summation (R 1 , ..., R k ) that do not appear exactly twice, we have the uniform estimates
We note that if 1 ≤ q n ≤ n − 1, then n qn
, and thus the second inequality in Lemma 1 together with (10) imply that (14) |m n,k | ≤ 1
i.e., all the odd moments tend to 0. All of the rest is to estimate the moment m n,k when k is even.
2.4.1. Proof of case 1. Now we are ready to prove case 1. For k even, similarly, Lemma 1 also implies that the second summation in (12) satisfies
To deal with the first summation, we further define the set
Then the first summation can be further rewritten as
We make such decomposition because of the following identity
Lemma 2. If q n ≪ √ n, for k even, we have the bounds
Lemma 2 implies that n qn −k/2 |B n,k | → 0 and
Hence, by (13)(16), we have the limit
By (10) again, we have the estimate
To summarize, for k even, we have
Equations (14)(17) show that m n,k is asymptotic to the k-th moment of the standard Gaussian distribution which satisfies Carleman's condition, and thus the expectation of ρ n will tend to the standard Gaussian distribution by the moment method.
2.4.2.
Proof of case 2. To prove case 2 for k even, we need to treat the summation over P 2 (I k n ) in a different way from case 1. Let's define the set of 2 to 1 maps as
The cardinality of this set is
where we use the fact that
We now introduce the notion of crossing number κ(π) for a pair-partition π, which is defined to be the number of subsets {r, s} ⊂ {1, 2, · · · ,
} be the crossings of π. By (2) , we easily have
If π has no crossing, it reads
The following lemma deals with the cardinality of the intersection of the coordinates |R r k ∩ R s k | where we refer to [10] for the proof.
With Lemma 3 and Lemma 4, for any fixed map π, we have
Therefore, we have
Defining m a k = 0 for k odd, then we have proved lim
The theory of q-Hermite polynomials [10, 20] implies that the moments m a k correspond to the density function p a (x) given in Theorem 1. p a (x) has compact support, and thus p a (x) satisfies Carleman's condition. Therefore, the moment method implies that the expectation of the normalized empirical measure ρ n indeed converges to p a (x)dx as n → ∞. In fact, m a k is also well defined for a = 0 where we have m 0 k = m k which is the k-th moment of the standard Gaussian distribution (see (9)), and the method for case 2 can be also used to prove case 1.
2.4.3.
Proof of case 3. Heuristically, it seems that if we take a n := q 2 n /n → ∞ in (19) where the summation P2(I k n ) is approximated to
only the non-crossing π with κ(π) = 0 contributes to this summation as n → ∞. By counting the number of such non-crossing π, we have
)! the Catalan numbers, which is the k-th moment of the semicircle law. The strategy to prove the above argument rigorously is to prove Lemma 5. For the fixed map π, let's assume κ(π) ≥ 1. If q 2 n /n → ∞ and q n ≤ n/2, if we choose R j uniformly, then asymptotically we have
Here, the condition R i = R j if i = j is omitted since the probability of R i = R j tends to 0. By Lemma 5 and following the arguments in §2.4.2 above, we know that only non-crossing π with κ(π) = 0 contributes to the summation P2(I k n ) , this will yield the Catalan number and hence the semicircle law. Proof. By assumption, J R are independent with mean 0 and variance 1, i.e., EJ R = 0 and EJ Ri J Rj = 0 if i = j, this implies the case when k = 1 or 2 in Lemma 1.
For k ≥ 3, by assumption that J Ri have uniformly bounded moments, i.e., for any fixed k, there exists c k such that |EJ k R | ≤ c k for all R in I n , we will easily have
1.
The equality holds if and only if (R
For n large enough, we have
where |I n | = n qn . This further implies
, which completes the case when k ≥ 3 is odd.
This implies
, which completes the case when k ≥ 4 is even.
Proof of Lemma 2.
Proof. We first have the upper bound
For the lower bound, we have
where in the last inequality, we use the inequality (1 − x) t ≥ 1 − tx for 0 < x < 1 and t ≥ 1. By the lower bound of |A n,k |, we have the upper bound
this finishes Lemma 2.
Proof of Lemma 5.
Proof. Let's assume R 1 , · · · , R l are mutually independent. For 1 ≤ i < j ≤ l, let
Let F i,j be the σ-algebra generated by R k for every k = i, j and T i,j , T j,i . The whole proof is based on the estimate of the following conditional expectation
Conditioning on F i,j , V j,i is uniformly distributed among all the subsets of I n \ S i,j with exactly |V j,i | elements (notice that |V j,i | = |R i | − |T j,i | is measurable in F i,j ), V i,j and V j,i are conditionally independent. Then we have
where
which indicates that if we want to estimate F (p, q, m), it's enough to consider the case p, q
If m ≥ 2(p + q), then we have q − 2k ≤ q − k and (q − 2k) + (q − k) ≤ m − 2p for k ≥ 0, and thus
, there are two cases we need to consider: 
For the general case p, q ∈ [0, m], by (21) and the estimates above, we finally have
We denote
. By defintion (20) and the estimate (22), we have
All the rest is to derive the bounds of a i,j and a j,i in probability in order to control |λ i,j |, where we need to estimate the expectation and variance of n − |S i,j | − |V i,j | and
This implies that the variance
Therefore, we further have (using q n ≤ n/2)
n .
Similarly, we have
and
Hence, we have
Therefore, we can derive (25)
Since a i,j = min(|V i,j |, n − |S i,j | − |V i,j |), by the estimates
and the estimates (24)(25), we have
Recall (23), we finally have
Now we are ready to finish the proof of Lemma 5 with l := κ(π). We notice that if
n /n → ∞, q n ≤ n/2 and κ(π) > 0, we have
which implies
which finishes the proof of Lemma 5.
Variance and almost surely convergence
In this section, we will derive an upper bound on the variance of L −1
n Tr H k when q n is even. As a direct consequence, we will prove that ρ n → ρ ∞ almost surely in the sense of distribution. Combining this with the results we derived in §2, we finish the proof of Theorem 1.
Lemma 6. Let q n be even and 2 ≤ q n < n, then var[L
For every R 1 , ..., R 2k ∈ I n and A ∈ I n , let's denote #A = |{j|1 ≤ j ≤ 2k, R j = A}|. Since J Ri have uniformly bounded moments, we have
Hence, we can write
Let's denote k
By (10), we have
Tr Ψ R1 · · · Ψ R k = 0 as we discussed in §2.3. Therefore, by (10) again, we have
For every fixed A 0 , there are 
Therefore, using |I n | = n qn , we finally have
This completes the proof of Lemma 6. Now by Lemma 6, for even 2 ≤ q n < n, we have
and hence, lim
The sequence ρ n (λ) is tight almost surely and every limiting distribution of its subsequence has the same k-th moment as ρ ∞ (λ) almost surely. Since ρ ∞ (λ) satisfies Carleman's condition, every limiting distribution must be ρ ∞ (λ) almost surely and this implies lim
in the sense of distribution. Therefore, we finish the proof of Theorem 1.
Proof of Theorem 2
In this section, we will sketch the proof of Theorem 2 for the case when q n is odd. The proof is similar to that of the even case in Theorem 1 .
For q n odd, we consider the Hermitian matrix
Let's first test Theorem 2 for the simplest case when q n = 1. For such case, we
It's easy to see that a n → 1 a.s., this implies ρ n → 1 2 (δ 1 + δ −1 ). For the case q n > 1, Lemma 6 is still true (with q n k/2 replaced by (q n − 1)k/2 in the proof). Therefore, we only need to prove
As before, we have
We still divide the above summation as
. If k is odd, then we have P 2 (I k n ) = ∅, and thus the second inequality in Lemma 1 together with (10) will imply that
All the rest is to estimate the moment m n,k when k is even. Similarly, Lemma 1 also implies that the second summation in (29) satisfies
First, for the case q n > 1 and q 2 n /n → a ∈ [0, +∞), we can rewrite
Then Lemma 3 is replaced by
If we combine this with Lemma 4, for any fixed map π, we have
Therefore, we have For the case a = 0, we can check directly thatm a k = 1 for k = 2, 4 (in fact for all k even). Therefore, we have x, ρ ∞ = 0,
. For the case a > 0, we can use the theory of q-Hermite polynomials as in the proof of case 2 in Theorem 1 to conclude the result.
In the end, for the case q 2 n /n → ∞ and q n ≤ n/2, we can use Lemma 5 to conclude the result, and thus we finish the proof of Theorem 2.
Linear statistics and CLT
In this section, we will prove Theorem 3 by analyzing the limit of the covariance of L −1 n Tr H k . We only prove the case when q n is even, the odd case follows similarly without any essential difference.
Limit of covariance.
In the following Lemma 7 and Remark 2, we will compute the limit of the covariance of L Lemma 7. Let q n be even and k, k ′ ≥ 1, 2 ≤ q n ≤ n/2. We assume q 2 n /n → a ∈ [0, +∞] and denote the fourth moment γ := EJ 4 R , then we have
Proof. We prove Lemma 7 by refining the proof of Lemma 6. We first consider the case when k + k ′ is even. Since
we have
For every R 1 , ..., R k+k ′ ∈ I n and A ∈ I n , let #A = |{j|1
Hence, as before, we can write
Let's first estimate cov
Then we can decompose
Following the way to derive the estimate of |P 2,1 (I 2k n )| in §3, the number of elements in P
where B m is defined in (27) . By the estimate |B m | in Lemma 8 below, we have
Thus we have
Therefore, in order to prove Lemma 7, we only need to prove
. If the equality holds, then there are two possibilities. Type 1: some R i appears 4 times and all the rest appear exactly twice. Type 2: two distinct R i appear 3 times and all the rest appear twice. We denote Q j (I k+k ′ n ) as the set of (R 1 , ..., R k+k ′ ) with Type j for j = 1, 2 and where
, we assume A and B appear 3 times, A = B and all the rest appear twice. Then we have
Hence, cov 2,2 = 0 for this case.
Let's denote k 1 := (k + k ′ )/2, then for n large enough, we have
Thus n qn cov 2,3 has no contribution to (31) . Now let's estimate the last term cov 2,1 .
we assume A appears 4 times and all the rest appear exactly twice. Let's denote
As before, we easily have the upper bound |cov(
, which implies that the leading order term in n qn cov 2 in (31) should be n qn cov 2,1,1 . Recall the assumption that k + k ′ is even in the beginning of the proof, for the case when k and k ′ are both odd, by definition,
) must be empty, and thus cov 2,1,1 = 0. Now we discuss the case when k and k ′ are both even.
{A} where A appears twice in both (R 1 , ..., R k ) and (R k+1 , ..., R k+k ′ ), we must have
We first consider the case a ∈ [0, +∞). We can rewrite
With Lemma 3 and Lemma 4, for any fixed map π ∈ S k , π ′ ∈ S k ′ , let {r 1 , s 1 }, {r 2 , s 2 }, · · · , {r κ(π) , s κ(π) } be the crossings of π and {r
Therefore, we will get
Actually, (32) is also true if k and k ′ are both odd, since cov 2,1,1 and m a k are both 0 for this case. Therefore, we prove (31) when a ∈ [0, ∞) and k + k ′ is even. For the case a = +∞, when k and k ′ are both even, we can use Lemma 5 to conclude that
where m ∞ k is the Catalan numbers. Actually, the above limit is also true for the case when k and k ′ are both odd. To summarize, combining the estimate of cov 1 and cov 2 , for k + k ′ even and a ∈ [0, ∞], we finally prove
In particular, for any k, we have proved
In the end, if k is odd and k ′ is even, we have
since m a k = 0 when k is odd by definition. Therefore, for k + k ′ odd, the following limit still holds
This completes the proof except the estimate of |B m |.
Now we estimate |B m | which will finish the proof of Lemma 7.
Lemma 8. Let
Then we have the estimate
where c is an absolute constant independent of m, n, q n .
Proof. By definition we have B 1 = B 2 = ∅, and we only need to consider the case
and |B m | ≤ |B * m |. And we need to estimate B(m, n, (2n−3qn)n (Notice that the expression of B(3, n, q n ) is well defined for every positive integer n). Thus for fixed q n , B(3, n, q n ) is increasing for 3q n /2 ≤ n ≤ 2q n and decreasing for n ≥ 2q n , which implies B(3, n, q n ) ≤ B(3, 2q n , q n ). We notice that
Therefore, if 3q n /2 ≤ n ≤ 3q n , then
If n > 3q n , then
. Thus, if n > 3q n and q n > 2, then
If n > 3q n and q = 2, then
Therefore, B(3, n, q n ) ≤ cn qn−k choices of (R 3 , R 4 ). Moreover for every fixed integer k, 0 ≤ k ≤ min(q n , n − q n ), there are n 2k choices of A satisfying |A| = 2k. Therefore, we have
then we have
Therefore, B(4, n, q n ) = B(4, n, n − q n ), thus we only need to consider the case 2 ≤ q n ≤ n/2. If 2 ≤ q n ≤ n/10, then
If n/10 ≤ q n ≤ n/2, then for 0 ≤ k ≤ q n and n even,we have
where k ′ = min(k, n/2 − k) ≤ n/4. For j = 0, 1, 2, we have
as 9n/100 ≤ µ ≤ n/4 (using n/10 ≤ q n ≤ n/2) and
for k ′ = min(k, n/2 − k) (one can check this by discussing the cases |k − µ| ≤ µ/2 and |k − µ| ≥ µ/2 separately), which implies
and that
If n/2 ≤ q n ≤ n − 2, then B(4, n, q n ) = B(4, n, n − q n ) ≤ cn
Hermitian matrix and
Now we have
This completes the proof. a k x k is a polynomial where a k ∈ R, then by definition
We first have Lemma 9. With the same assumptions as in Theorem 3, if q n ≤ n/2 is even, then
Proof. By Theorem 1, we first have m
by Lemma 7, we have
a k x k k/2, this completes the proof.
Now we can finish the proof of Theorem 3.
Proof. Let q n be even. We first consider the case f (x) = x 2 and thus
The random variables J 
4 ] is uniformly bounded, therefore, the random variables J 2 R − 1, R ∈ I n satisfy the Lyapunov condition. Thus, by Lindeberg-Feller central limit law, we have
where J is Gaussian random variable with mean 0 and variance γ − 1. Since m Now we consider the case for general polynomials f (x). Let µ = xf ′ /2, ρ ∞ and define f 1 = f − µx 2 , then we have xf
By definition of µ, Theorem 3 is proved when q n is even. Similarly, for the odd q n , by Remark 2, one can prove that Lemma 9 is still true, and hence Theorem 3. Thus we complete the proof of Theorem 3. k < +∞. To see this, we first have
By Lemma 6, we have the upper bound
where c k are constants in Lemma 6. Then by assumption, we have
Therefore, by the dominated convergence theorem, Lemma 9 holds for such analytic functions, and hence Theorem 3.
Largest eigenvalue
There are indeed some numerical results on the largest eigenvalue of the SYK model [13, 14] . In this section, two easy results, Theorem 4 and the claim (36), will be given. For the case when q n = 2, it seems that physicists know how to derive the largest eigenvalue (cf. page. 4 in [31] ). Actually, if q n = 2, we may consider J ij as a random antisymmetric matrix, then by the classical results on the distribution of eigenvalues of random antisymmetric matrices, we can prove Theorem 4. For q n = 2, the largest eigenvalue of H satisfies
, a.s.
Proof. Let B = (J ij ) 1≤i,j≤n , J ji = −J ij be the real antisymmetric matrix. We assume the eigenvalues of B are ±iµ j where µ j ≥ 0 for 1 ≤ j ≤ n/2. Then there exists an orthogonal matrix A = (a ij ) 1≤i,j≤n ∈ O(n) such that A T BA = C = (c ij ) 1≤i,j≤n where c 2j−1,2j = µ j , c 2j,2j−1 = −µ j and other values of c ij are 0. Now we have B = ACA T and J ij =
A j e 0 = −e 0 . Let e 1 = Ψ R e 0 , then e 1 = 0 and A j e 1 = e 1 . Thus we have
i.e.,
µ j is an eigenvalue of H and hence
To study λ max , we need the semicircle law of the eigenvalues ±µ j . Let
The following lemma regarding the distribution of eigenvalues of random antisymmetric matrices is standard [30] , Thus we have
a.s. and in L 1 , which finishes the proof.
6.1. General case. For general q n , the way to derive the largest eigenvalue should be totally different from that of q n = 2. Let's discuss this in more details. Let J i1···iq n be i.i.d. standard Gaussian random variables where q n > 2 is even, we claim (36) Eλ max ≤ √ n ln 2.
In order to prove the claim, we need the following estimate
To prove (37), we first note Then, for any β > 0, we have the estimate
Here, we used the fact that Then by Jensen's inequality, for any β > 0, we have βEλ max ≤ ln E(e βλmax ) ≤ ln EZ(−β) ≤ ln(L n e β 2 /2 ) = ln L n + β 2 /2.
Choosing β = √ 2 ln L n = √ 2 ln 2 n/2 = 2 · n/2 · ln 2 = √ n ln 2, we have
Eλ max ≤ (ln L n + β 2 /2)/β = (β 2 /2 + β 2 /2)/β = β = √ n ln 2, which proves the claim (36).
Further problems.
To conclude, let's discuss some further problems for the SYK model. 1. Largest eigenvalue: the expectation (or the almost surely convergence) of the largest eigenvalue for the general q n is one of the most important quantities, but there are essential difficulties for the SYK model. Let's assume that the random variables are i.i.d. standard Gaussian. For every fixed q n > 2, q n even, we know that Eλ max / √ n is bounded from above by the claim (36), but it is very difficult to prove its convergence. For any β > 0, by definition of the partition function, we easily have
Thus, one approach to prove the convergence of Eλ max / √ n is to prove the convergence of n −1 E ln Z(− √ nβ), then let β → +∞. It seems that one may apply the Parisi formula for the classical Sherrington-Kirkpatrick (SK) model to prove this [40] . But compared with the SK model, the main difference of the SYK model is that the product of Majorana fermions may not commute with each other, this causes many difficulties.
To summarize, some natural questions are: when q 1 There are some results in physics regarding the rescaling of the distribution around the ground state of the SYK model, especially for the case q n = 4 [8, 13, 14, 34] . To consist with these results, let's consider the original SYK model in (3) for q n = 4,
where J i1i2i3i4 are i.i.d. Gaussian distribution. Let
be the empirical measure of eigenvalues. One of the main results in physics (see equation B. 15 in [8] and also the numerical results in [14] ) is the following rescaling limit for λ − a 0 ∼ 1/n as n large enough,
Eρ n (λ) ∝ e nS0 sinh nC(λ − a 0 ) where a 0 = αn for some α < 0 and the constants S 0 and C are independent of n. The method in physics to derive such rescaling limit is by the double-scaled limit (see Appendix B in [8] ), where the idea is based on the assumption that the ground state follows the same phase transition as the global density in Theorem 1. Such assumption seems quite reasonable and we believe that it is correct, but we do not have any rigorous proof, and hence the proof of (41).
3. As we proved in Theorem 3, the central limit theorem is true for a class of linear statistics where the test functions f (x) are polynomials or some general analytic functions, but we do not know what happen for more general cases, for example when the test function is ln |x| or the characteristic function supported on some interval. Actually, we even do not know if Theorem 3 is true when the test function is smooth with compact support.
4. Large deviation: in the current paper, we have already studied the almost surely convergence of the global density and the central limit theorem of the linear statistics, but there is another limiting theorem one may study, the large deviation principle for the distribution of eigenvalues. The large deviation principle is intensively studied for classical random matrix models [2] . For q n = 2, by (34) , all eigenvalues can be expressed in term of eigenvalues of a random antisymmetric matrix, thus, the large deviation principle is quite workable for such case. But this problem should be very difficulty for general q n .
