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The amount and distribution of radiogenic power generation from the heat
producing elements (HPE) U, Th, and K in the Earth is not well constrained. Com-
positional estimates of these elements vary by a factor of three in the bulk-Earth and
30 in the mantle after removal of the continental crust contribution. Understanding
the total power derived from these elements is critical to understanding the power
driving the Earth as they supply fuel to the geodynamo and mantle convection.
The decay of HPE’s produce particles called geoneutrinos and the measurement of
the geoneutrino flux reveals the frequency of decay and the abundances of these
elements in the Earth. The total geoneutrino flux can be categorized into three ma-
jor contributors: the dominant component from the nearest 500 km of continental
crust surrounding the detector and slightly smaller sub-equal contributions from the
remaining global continental crust and the mantle.
The negligible amount of HPE’s within the core was tested by a mass-balance
of the Th/U derived from Pb isotopes (κPb). Each Earth layer was attributed a κPb
from representative samples with associated weighting factor from the estimated
mass of U in each reservoir. The radiogenic power in the core from U and Th
was constrained to „0.03 terra-watts (median), emphasizing the core’s negligible
geoneutrino luminosity.
To unravel the contribution from the inaccessible mantle to the signal at a
detector one must build a physical and chemical description of the local and global
crust. The 50ˆ50 km regional geoneutrino flux surrounding the SNO+ detector
(Sudbury, Canada) was modeled. 112 geologic samples were analyzed for their
U, Th, K abundances and combined with a 3D physical model of the region. To
supplement this, the methodology of Huang et al. (2013) was applied to an updated
geophysical model for the bulk-crust to predict the global crustal signal at SNO+
and other detectors. Variable correlation is addressed and uncertainties from density,
seismic velocity, crustal thickness, and abundances propagated.
This dissertation explores the amount and distribution of HPE’s within the
Earth and their geoneutrino flux through geochemical and geophysical modeling on
regional, crustal, and global scales. Together, the results update our understanding
of the Earth’s geoneutrino flux and the uncertainties still in the system.
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Chapter 1: Introduction
Estimated at 47 ˘ 2 terra-watts (TW) (Davies and Davies , 2010), the Earth’s
radiant heat is primarily comprised of two sources: primordial heat remaining from
planetary assembly and core formation, and radiogenic heat produced during nu-
clear decay of the heat-producing elements (HPE: uranium (U), thorium (Th), and
potassium (K)). The isotopes of these elements — 238U (99.3% g/g of U), 235U
(0.7%), 232Th (100% g/g of Th), 40K (0.012% g/g of K) — presently account for
99% of Earth’s radiogenic heat due to their long half-lives and high abundances
relative to other radiogenic elements.
There are three categories of models which predict the abundance of the HPE’s
in the bulk-silicate Earth (BSE; crust + mantle („0.5% and „67% of Earth by mass,
respectively)) and therefore the radiogenic heat production within the BSE. Models
which predict low heat flux (Q) from radiogenic decay (« 10 TW) are derived from
observations of isotopic similarities between Earth and enstatite chondrite (a type of
meteorite)(Javoy , 1999; Javoy et al., 2010) or from models of early Earth collisional
erosion of an HPE-enriched crust (O’Neill and Palme, 2008). Medium-Q models («
20 TW) are derived from combining observations from chondrites and mantle melt-
ing trends of terrestrial samples (McDonough and Sun, 1995; Palme and O’Neill ,
1
2014). Finally, High-Q models (« 30 TW) are derived from simple parameterized
mantle convection models (Turcotte and Schubert , 2014). There is inconclusive data
to critically evaluate the veracity of each of these three BSE models, therefore there
is currently not a precise understanding of the composition and thermal evolution
of our planet. The Earth’s stable isotopic composition is most similar to enstatite
chondrites (low-Q model), and yet it falls outside of the chondritic defined end-
members in a Fe-Mg-Si plot, indicating Earth is not comprised of a single type
of chondrite nor a two component mixture (McDonough, 2017). Furthermore, the
use of terrestrial samples and observed conservation of chondritic ratios in terres-
trial samples yields a BSE composition (medium-Q model) with refractory element
abundances (including U and Th, but not K) double that estimated from enstatite
chondrites alone. Finally, neither the low- or medium-Q BSE models satisfy some
simple parameterized convection models of the Earth which require larger amounts
of radiogenic power to avoid a totally molten mantle for a significant amount of
Earth history (high-Q model)(Schubert et al., 1980; Davies , 1980). Overall, the
range of heat production in BSE models differ by a factor of three (10 to 30 TW).
With the consideration of uncertainties and the removal of the HPE contribution
from the accessible and HPE enriched continental crust („7 ˘1 TW)(Huang et al.,
2013), these models differ by a factor of thirty in estimates of the radiogenic power
in the modern mantle.
Radiogenic heating in the Earth’s core is more constrained than that in the
BSE. There is a long-standing observation that the ratios of elements with high neb-
ular condensation temperatures and which readily combine with oxygen — called
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refractory lithophile elements and include U and Th — in the BSE are consistent
with ratios observed in chondrites (McDonough and Sun, 1995). A core contain-
ing significant amounts of U or Th must also contain significant quantities of other
refractory lithophile elements or disturb the conserved chondritic ratio of these ele-
ments in the mantle (McDonough, 2017). Similarly, if K is sequestered into the core,
other large-ion elements, such as rubidium, would also be sequestered, and this is
not observed in estimates of the BSE. Furthermore, a mass balance of the Earth’s
time-integrated Th/U value, where U but not Th has been suggested to partition
into the core, documents that negligible amounts of U or Th is present in the core
(Wipperfurth et al., 2018). It is reasonable to conclude from these studies that the
BSE contains the budget of the Earth’s HPE’s.
For more than a decade, particle physicists have detected and reported on the
Earth’s geoneutrino flux — electron anti-neutrinos (ν̄e) of terrestrial origin produced
during β- decay (nÑ p` + e´ + ν̄e)(Araki et al., 2005). The intensity of this flux is
proportional to the concentration and distribution of HPE’s inside the Earth relative
to the detector’s location. These elusive particles are exceedingly difficult to detect
as they are charge-less leptons with negligible interaction cross sections („10´44
cm2)(Dye, 2012). Measurement of the geoneutrino flux requires large, underground,
scintillation detectors which use the inverse beta decay (IBD) detection process (ν̄e
+ p` Ñ n + e`). The IBD reaction creates two flashes of light, separated in time
(„200 µs) and space („30 cm), which uniquely classifies the event and provides
an energy tag identifying the specific geoneutrino source isotope. The IBD reaction
requires an ν̄e kinematic threshold energy of 1.806 MeV due to the larger mass of the
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products relative to the reactants in the production of ν̄e’s. Consequently, only ν̄e’s 
emitted by the decay of U and Th are detectable (Bellini et al., 2013). Detectors 
are located at „1-2 km deep in the upper crust to shield from cosmogenic muons
— the primary background source. Geoneutrino signals are measured in terrestrial 
neutrino units (TNU), with one TNU equal to one detection per 1032 free protons (9 
one kton of liquid scintillator) in one year with 100% detection efficiency of a 
geoneutrino detector. This unit accounts for differences in detector size and efficiency.
Geoneutrino detectors are presently counting at KamLAND (Kamioka, Japan; 
1 kton) and Borexino (Gran Sasso, Italy; 0.3 kton); future detectors include SNO+ 
(1 kton; online 2019) in Sudbury, Canada, JUNO (20 kton; online 2022) in Guang-
dong, China, and Jinping (4 kton; unknown start date) in Sichuan, China. Although 
the Earth is emitting „106 ν̄e/cm
2/s, few events are detected annually at KamLAND 
(14/yr) and Borexino (4/yr) because of the combined effects of the inverse square 
law (intensity 9 1/distance2) and the neutrino’s small interaction cross section. Of 
these detected events, Araki et al. (2005) estimated that 50% are derived from U 
and Th in the HPE-enriched upper continental crust within „500 km of the detector 
(known as near-field crust). The remaining signal comes sub-equally from the rest 
of the continental crust (i.e. the far-field crust; ą500 km) and the mantle. Conse-
quently, the signal from the crust („35 km thick) overpowers that from the more 
massive mantle („2900 km thick). In order to determine the mantle contribution 
to the geoneutrino flux — and therefore the amount of U and Th within the mantle
— it is necessary to have precise and accurate estimates of the crustal contribution, 
particularly the near-field signal.
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Endeavors to understand the near- and far-field crustal signal constitute the
dominant effort in geoneutrino research. On a regional scale, studies adopt high-
resolution seismic, gravity, and surface exposure data to create a 3D physical model
of the local upper crust, including thickness and density of locally relevant geologic
units. Combined with this model are geochemical data for each unit. Composite
regional models (physical + chemical) provide an estimate of the „50% of the total
geoneutrino signal expected from the near-field crust and as such the precision on
the estimate of the total geoneutrino signal mimics that from the regional model.
Detailed regional models with local data have been constructed for KamLAND
(Enomoto et al., 2007), Borexino (Coltorti et al., 2011), and SNO+ (Huang et al.,
2014), with similar models needed for JUNO and Jinping. The regional geochemical
surveys of the near-field crust used in these models often highlight heterogeneity of
HPE abundances. While geophysical data are available to determine the general
physical conditions of a region, rarely is it with enough resolution to constrain the
boundaries of HPE heterogeneity with depth.
Models of the global crust, with resolutions of 2ˆ2 or 1ˆ1 degrees, employ a
combination of global and regional seismic and gravity data with extrapolation to
areas with minimal available data. Similarly, geochemical data from global compi-
lations representative of sediment, upper, middle, and lower crustal layers are com-
bined with these physical models. These joint models make simplifying assumptions
regarding the bulk composition of each layer of the continental crust. Only recently
did these geochemical model estimates include lateral and vertical spatial variabil-
ity, although not in all layers of the crust (e.g. Huang et al. (2013)). A further
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confounding issue is that there exist different geophysical models of the bulk-crust
and each yields slightly different geoneutrino estimates. From the variance between
these models and lack of direct measurement, it is unclear which model provides a
more accurate representation of the crust. Compositional models with lateral vari-
ability in HPE abundances rely specifically on estimates of the compressional seismic
velocity (Vp) in the crust, which differs between these geophysical models. Present
global crustal models do not have chemical spatial variability in the HPE-enriched
upper crust, thereby they neglect any local heterogeneity in the crust and perhaps
poorly represent the variability in the layer with the most dominant geonuetrino
signal.
Interpretation of simulation results involving HPE abundances, distribution,
and geoneutrino flux depend on uncertainties propagated in these models. Attri-
bution and propagation of uncertainty is the greatest modeling difficulty. Many
geophysical studies of the crust do not include uncertainty, which requires conserva-
tive assumptions of uncertainty when applying them to geoneutrino modeling. HPE
abundance variability, which generally contributes the most uncertainty to the pre-
dicted signal, is difficult to minimize due to the inherent compositional heterogeneity
within the continental crust, particularly at small scales. Generally, authors have
propagated uncertainty through Monte Carlo methods to accommodate normal,
log-normal, and non-gaussian input distributions. Unlike the regional and crustal
models, the uncertainty on the measured geoneutrino flux is dependent on counting
statistics. As these detectors continue counting the photons from the IBD reac-
tion, the measurement uncertainty decreases due to counting statistics. Recently,
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Šrámek et al. (2016) estimated that current and future detectors will have the re-
quired statistics to exclude end-member BSE compositional models and provide a
low-uncertainty mantle measurement by 2025. However, to provide the uncertainty
necessary for this prediction to come to fruition and to take full advantage of the
measured signal, high-resolution near-field models around each detector and updated
bulk-crustal models need to be refined, and in some cases, constructed.
1.1 Overview of Dissertation
This dissertation addresses topics in the field of neutrino geoscience. Included
in this work is a regional and global modeling of geoneutrino fluxes and HPE abun-
dances. Subsidiary work involves modeling of backgrounds expected at a small an-
tineutrino detector, calculation of the Th/U ratio in Earth’s layers, and the calcula-
tion of heat production from the decay of HPE’s. Uncertainty and error propagation
are discussed and interpreted where applicable.
Chapter 2 addresses the modeling of particle backgrounds expected at a small
antineutrino detector (’miniTimeCube’) deployed next to a nuclear reactor, and the
efforts to mitigate these backgrounds in situ. This study provided me with knowl-
edge on the propagation of particles through matter as well as the techniques used in
the detection of these particles (including geonuetrinos). The project has resulted
in two publications related to the miniTimeCube detector and include estimates
of backgrounds (Li et al., 2016, 2018). The text of this chapter focuses in-depth
on the backgrounds — measured and simulated — next to the nuclear reactor at
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the National Institute of Standards and Technology (NIST). This chapter is under
preparation for submission to peer review.
Chapter 3 pertains to the regional geoneutrino signal at the SNO+ detector
in Sudbury, Canada. A previous study (Huang et al., 2014) created a 3D model of
the „500 km radius around SNO+ and identified geologic formations that required
further investigation. The present study collected 112 samples from the 50ˆ50 km
area surrounding SNO+, which include the problematic units identified by Huang
et al. (2014). These samples and a gravity based structural interpretation were
combined to create a high-resolution geoneutrino model for the area surrounding
SNO+ to supplement Huang et al. (2014). The contents of this chapter have been
previously published as Strati et al. (2017).
Chapter 4 includes the fitting of upper crustal HPE abundance to observed
surface heat flux to improve current geochemical models. Bulk-crustal geoneutrino
models adopt homogeneous heat production for the upper crust as a simplifying
assumption. Abundances in the upper crust were calculated by subtracting the
mantle and reduced (i.e. lower + middle crust) heat flux from the observed surface
heat flux. Relatedly, the bulk-crustal heat production was calculated from mod-
els of mantle geotherms derived from seismic and thermodynamic modeling from
Cammarano and Guerri (2017).
Chapter 5 provides an updated geoneutrino reference model for the bulk-crust.
The methods of Huang et al. (2013) were applied to three geophysical models of
the crust. To ascertain the degree of difference between the signals from these
three models, the geoneutrino flux was calculated at current and expected detector
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locations. Uncertainty from HPE abundances, Vp, density, and thickness were
propagated through Monte Carlo methods and correlated when applicable. Flux
and abundance results were compared when using each of these geophysical models.
This chapter is under preparation for submission to peer review.
Chapter 6 evaluates the hypothesis that the core contains no U and Th, often
assumed from geochemical arguments (McDonough, 2014). A mass-balance of the
Pb-derived molar Th/U (κPb) of the bulk Earth, crust, mantle, and the core was
performed. The κPb of the bulk-Earth was calculated by weighting each layer by the
mass of U expected within, and an assumed a mass of U in the core from 0 to 10
ng/g. The intersection of these results with a meteorite-derived κPb for the Earth
constrains the amount of U and Th in the core. The contents of this chapter have
been previously published as Wipperfurth et al. (2018).
Chapter 7 re-evaluates the calculation of heat production from the decay of
short- and long-lived radioactive isotopes (beyond simply U, Th, and K). The ef-
fect of different decay parameters from the physics and geologic communities on the
calculated decay energy are evaluated. Geologic parameters are adopted and com-
bined with models of isotopic abundances in the present and past Earth to calculate
the heat production and geoneutrino luminosity during planetary accretion and the
following 4.56 Gyr. This chapter is under preparation for submission to peer review.
The characterization of the magnitude and distribution of radiogenic power in
the planet through measurement of the Earth’s geoneutrino flux is the central topic
of geoneutrino science. Due to the conserved ratio of refractory lithophile elements,
the assessment of Earth’s U and Th abundance also constrains the abundance of
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„30 other elements. These results will ultimately validate or reject compositional
models of the BSE, place constraints on Earth’s thermal evolution, and constrain the
power available for mantle convection, plate tectonics, and the geodynamo (Bellini
et al., 2013).
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Chapter 2: A Shielding Enclosure for Neutrino Detector Develop-
ment at NIST
[1] K.L. Engel and J.G. Learned designed the shielding Cave. S.A. Wipperfurth
created the modeling environment using the graphical user interface ’SWORD’ and
along with A.L. Hutcheson modeled the gamma and neutron background flux seen
outside/inside the Cave. H.P. Mumm performed neutron measurements at NIST and
handled construction of the Cave. B.C. Rasco performed gamma measurements at
NIST. K.L. Engel, S.A. Wipperfurth, H.P. Mumm, A.L. Hutcheson, B.C. Rasco,
and A.T. Dreutzler were involved with data analysis and writing the manuscript.
[2] This chapter is to be submitted as:
Kristi L. Engel, Scott A. Wipperfurth, Andrew T. Druetzler, Craig R. Heimbach,
Anthony L. Hutcheson, Emily G. Jackson, Glenn R. Jocher, Thomas J. Langford,
John G. Learned, Viacheslav A. Li, William F. McDonough, Kurtis A. Nishimura,
Bernard F. Phlips, B. Charlie Rasco, Richard S. Woolf, and H. Pieter Mumm, A
Shielding Enclosure for Neutrino Detector Development at NIST, 2019.
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2.1 Overview
Previous work at UMD in collaboration with the University of Hawaii, the
National Institute of Standards and Technology (NIST), and the Naval Research
Laboratory (NRL) designed a shielding Cave to attenuate particle backgrounds seen
by a small antineutrino detector (miniTimeCube; see Li et al. (2016) and Li et al.
(2018)). The study described in this chapter is work that was performed as an
introduction to particle physics and the methodology involved in the detection of
anti-neutrinos.
To test the efficiency of the shielding cave, I simulated backgrounds using
”Software for Optimization of Radiation Detectors” (SWORD)(Novikova et al.,
2006), a graphical user interface developed for GEANT4 (Agostinelli and with the
GEANT Collaboration, 2003) by the Naval Research Laboratory. GEANT4 is soft-
ware developed by CERN for the simulation of particle-matter interaction. We
simulated backgrounds from cosmic-ray produced muons, gammas, and neutrons,
as well as gammas and thermal neutrons from the nuclear reactor located at NIST.
Cosmic muon and gamma energy spectrums were derived from the Cosmic-RaY
(CRY) shower library (Hagmann et al., 2007). Cosmic neutron spectra were derived
from measurements performed by Gordon et al. (2004a). Ambient reactor gamma
and thermal neutron spectra and rates were measured within the NIST reactor
Guide Hall, where the mTC and shield were located until September 2016. Reactor
sources were introduced from every direction within the simulation, while cosmic
sources were introduced above the shielding with a cos2(θ) distribution. Figure 2.1
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Figure 2.1: Simulation environment in the SWORD software. The top image
shows a sideview, while the bottom image shows a rotated viewpoint. Tick
marks refer to blue and green ticked x-y lines in the top figure (for quick-
reference, the Shielding Cave is 2.2 m high).
and 2.1 show the simulation environment in SWORD.
2.2 Abstract
A 22 ton movable shielding enclosure for neutrino detector prototyping, re-
ferred to henceforth as ”the Cave”, was constructed at the National Institute of
Standards and Technology. The Cave is intended to operate as a general-purpose
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Figure 2.2: Shielding Cave next to the concrete reactor bio-shield. Right
image shows the wire-frame view with layers of the Cave exposed.
user facility and can be deployed at modestly different baselines ranging from „ 4
m to 5.5 m from the reactor core. The Cave is comprised of multiple overlapping
layers of borated polyethylene that cover both the interior and exterior walls of a
box composed of 1 cm thick steel plates separated by 15 cm of steel shot and paraf-
fin wax. Both natural and reactor-related background attenuations are reported in
this paper for gammas, neutrons, and muons, and with comparison of these mea-
surements against Monte Carlo simulation. Noteworthy background characteristics
such as temporal variation are also discussed herein.
2.3 Introduction
Low-rate experiments in close proximity to a reactor core (e.g., measure-
ments of reactor antineutrinos) generally require a detailed understanding of lo-
cal radioactive backgrounds as well as substantial shielding. A general purpose,
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well-characterized test facility can potentially provide a number of scientific oppor-
tunities, such as improved studies of neutrino oscillations at very short baselines,
studies of reactor neutrino spectral shape, and prototyping of emerging technolo-
gies (Vogel et al., 2015a). Deployment of short-baseline experiments near a nu-
clear reactor, where backgrounds can be particularly high due to reactor operation
and adjacent neutron–scattering instruments, requires shielding from various back-
grounds that could overwhelm or yield signal mimics within the detector volume
(e.g., high-energy gammas, thermal neutrons, fast neutrons, cosmic-ray muons and
their secondaries). In particular, the reactor-correlated gamma spectrum extends to
relatively high energies due to prompt gammas from neutron capture, thus posing
additional challenges for shielding.
Originally designed to house the University of Hawai’i miniTimeCube (mTC)
ν̄e detector (Li et al., 2016), the Cave can also accommodate other modest-scale
detectors requiring significant shielding at relatively short baselines.
2.4 NIST Center for Neutron Research
The National Institute of Standards and Technology (NIST) Center for Neu-
tron Research (NCNR) operates the National Bureau of Standards Reactor (NBSR).
NBSR is a heavy water (D2O) cooled, moderated, and reflected tank-type reactor
that operates at a thermal power of 20 MW. While lower power than a typical
commercial power reactor, the short core-detector baselines roughly compensates in
available neutrino flux. The NCNR typically operates the NBSR 250 days per year
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with high reliability. During refueling, two spent fuel elements are replaced and the
others are reshuffled to maintain an even power distribution. Of the 30 elements, 16
stay in the core for eight cycles and 14 stay in the core for seven cycles. Variations
in reactor power (about ˘2%) are minimized by the automatic movement of a reg-
ulating rod. Reactor power is calculated from the rate and temperature difference
of the coolant flow, and is known to „ 5%. The primary source of uncertainty is
the temperature measurement.
The Cave is deployed within the NBSR confinement building, immediately
adjacent to the biological shield surrounding the core (see Figure 2.3). The bio-
logical shield consists of 2.4 m of concrete, lead, and steel shielding. Thus, direct
neutron and gamma backgrounds are expected to be small. The location where the
Cave is deployed was designed to provide high-flux thermal neutron beams (ther-
mal column), but is currently decommissioned. The moderator and shielding (2 m
combination of concrete, lead, and neutron moderation and shielding material) for
these beam-lines is still in place however, and result in very low neutron penetration
from the core. It must be emphasized that due to the NCNR’s primary purpose as
a neutron facility, the thermal column area has neutron scattering instruments to
either side of the Cave. These are sources of thermal neutrons as well as prompt
γ-ray fields arising from neutron capture; both being complex and potentially time-
varying in nature. In addition, directly above the thermal column area is a cooling
water manifold that is part of the thermal shield cooling system. This is a source
of γ-rays from 16O(n,p)16N that illuminates roughly half of the Cave.
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Figure 2.3: Location of the Cave relative to reactor core. The Cave sits
on existing tracks (blue), with a movable door on separately installed tracks
(purple). The baseline (distance between detector center and reactor core
center) displayed was used during mTC analysis (adapted from (Li et al.,
2016)).
2.5 Shielding Strategy & Design of The Cave
The Cave is comprised of six nested rectangular boxes, with the outermost
dimensions being 2.0 m wide (78”) ˆ 2.2 m high (88.5”) ˆ 1.8 m deep (70”) and an
average wall thickness of roughly 0.4 m. The composition of the walls is described in
Table 2.1. This leaves an interior cavity, with dimensions 1.2 m wide (47.2”) ˆ 1.5
m high (59”) ˆ 1 m deep (39”), for housing experiments and associated electronics.
The essential features are shown in Figure 2.4.
The materials chosen serve specific particle attenuation roles. Hydrogenous
materials, in the form of 5% borated high-density polyethylene (HDPE) and paraf-
fin wax, attenuate ă 10 MeV neutrons. Additionally, the borated materials capture
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Figure 2.4: AutoCAD rendering of the Cave. Teal sheets (material 1 & 5) are
5% borated polyethylene that cover both the exterior of the Cave as well as
the interior cavity, while gray (materials 2 – 4) is the steel-shot/parafin wax
mixture enclosed between steel plates that comprises the structural heart of
the Cave. See Table 2.1 for more information.
ture on boron yields a 478 keV gamma). This effect is duplicated with the innermost
layer of borated HDPE to attenuate and capture spallation-/evaporation- derived
neutrons. Lithiated polyethylene was considered, but rejected due to the high cost.




1 Borated polyethylene 10
2 A36 steel 1
3 Steel shot & paraffin wax 15
4 A36 steel 1
5 Borated polyethylene 10
Table 2.1: From exterior to interior, composition and dimension of Cave layers.
Polyethylene layer used is doped with 5% boron. Steel layer and steel shot
are A36 steel. Steel shot & paraffin wax mixture comprised of 75% steel, 25%
wax.
attenuate ą 10 MeV neutrons and gammas in addition to providing structural sup-
port for the Cave. All layers serve to attenuate the muon flux, albeit less efficiently
than the neutrons. For the framework of the Cave, 9.5 mm sheets of A36 steel were
welded together to form tanks, which were then filled with steel shot and molten
paraffin wax (75% steel shot, 25% wax). Four layers of 25 mm borated HDPE sheets
were bolted in sets of two layers such that no bolts penetrated the full shielding. All
edges were overlapped to prevent line-of-sight to the interior.
The Cave structure (minus the Cave door) is supported by existing rails em-
bedded in the reactor facility floor for the purpose of retracting the thermal column
door from the primary shielding structure (Figure 2.3). This allows the Cave to be
moved across modestly different baselines („ 4 m – 5.5 m from the reactor core)
depending on experimental needs. A removable stepped-profile door, of like layering
and dimensions, allows access to the interior of the Cave. When closed, there are no
direct line-of-sight paths for particles to enter the central cavity. This limits gas-like
thermal neutrons from penetrating. There is an opening built into the base of the
structure to provide access for cooling and power to the enclosed instrumentation
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(”Cabling Access”, Figure 2.4). During the operation of an experiment, the area
around piping and cabling through this opening can be packed with borated HDPE
pellets contained in bags to limit thermal neutron penetration.
2.6 Shield Simulations
Monte Carlo-type simulations were employed to model the interaction of inci-
dent particles with, and the attenuation efficiency of, the Cave. Benchmarking sim-
ulations with in-situ measurements allowed for better understanding of temporally–
changing backgrounds from other experiments in the confinement building as well
as the ability to study time-correlated backgrounds of relevance to neutrino experi-
ments.
Backgrounds were simulated within the Cave using SWORD (SoftWare for
the Optimization of Radiation Detectors (Novikova et al., 2006)), a Naval Research
Laboratory initiative that provides a graphical user interface (GUI) to GEANT4
(GEometry ANd Tracking, v.4 (Agostinelli and with the GEANT Collaboration,
2003)). GEANT4 is a Monte Carlo particle-matter interaction modeling software
for the simulation of the passage of particles through matter (Agostinelli and with the
GEANT Collaboration, 2003). The implementation of SWORD allowed for ease of
modeling and visualization of the modeling environment. Backgrounds simulated in-
cluded both cosmogenic sources (muons, gammas, and neutrons) and reactor sources
(thermal and fast neutrons, gammas). Source energy spectra were obtained from
in-situ measurements or literature. Gamma spectra were as measured outside the
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Cave (see Section 2.7). Thermal neutron spectra were assumed to follow a Maxwell-
Boltzmann flux distribution at 20 ˝C. The cosmic neutron spectrum was adopted
as the flux incident on the roof of the IBM T.J. Watson Research Center in York-
town Heights, NY (Gordon et al., 2004b). Cosmic muon and gamma spectra were
calculated using the Cosmic-RaY (CRY) shower library (Hagmann et al., 2012a).
The simulated geometry includes a rough approximation of the NBSR bio-
logical shield, the confinement building ceiling and floor, a water-based spent fuel
storage pool beneath the reactor, and the Cave. The biological shield comprises
a 3.5 m radius concrete cylinder. The confinement building ceiling and floor is
simulated as 0.5 m thick concrete. The spent fuel storage pool is simulated as a
5 m deep pool of water beneath the model. Actual reactor components were not
simulated, although fine mechanical structure could potentially alter the particles
passing through the center of the reactor.
2.7 Background Measurements
Detailed background surveys have previously been carried out in the Cave
location (Ashenfelter and with the PROSPECT Collaboration, 2016). This informa-
tion was combined with more recent measurements to understand the background
fields both outside and inside the Cave. The detector suite used for characterization
of backgrounds in the Cave as presented in this paper are listed in Table 2.2.
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Detector Type
FaNS-1 Capture gated spectrometer
(3He and plastic)
Radpack-GC 3He proportional counter
GammaTracer Ion chamber
Canberra gamma Detector HPGe
miniTimeCube 10B-loaded plastic scintillator
Table 2.2: Detectors and primary function as used within this study.
2.7.1 Gammas (γ)
Gamma measurements were carried out using a Canberra High-Purity Ger-
manium (HPGe) detector (Model CPHA7.5-37200S). The crystal is a closed-end
coaxial geometry 55 mm in length and 62.5 mm in diameter. The detector is regu-
larly calibrated at NIST and these data are combined with Monte Carlo calculations
to determine absolute efficiency as a function of energy. The photo-peak efficiency
at 6 MeV is roughly 0.025%.
Significant increases in the gamma background over the reactor-off rates are
observed shortly after the reactor starts up. These increase further as adjacent
beam-lines are opened. Raw data taken during reactor-on cycles — with adjacent
beam lines open — and reactor-off cycles are shown in Figure 2.5. Several location-
dependent features are observed depending on line-of-sight to the various sources
we have identified above. Strong Fe lines (57Fe and 55Fe) from neutron capture on
surrounding shielding and structural materials are seen. Lines due to 16O(n,p)16N
reactions in the biological shield cooling system are observed when sufficiently far
from the thermal column that the system is not shadowed. Due to the fact that the
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data presented in Figure 2.5 was taken in a shadowed location, the line from this
reaction is not significant herein. The bulk of the spectrum is, however, a contin-
uum, suggesting that down-scattered Fe captures within rebar–reinforced concrete
dominate. Unfolded spectra useful for future modeling work are discussed in Sec-
tion 2.7.2.
Figure 2.5: Raw gamma spectra acquired using the HPGe detector described
in the Section 2.7.1. With the reactor on, the spectrum is dominated by
prompt gammas from neutron capture on structural materials (Fe, Cu, and
Al) that are subsequently down-scattered. Some of these features are still
present within the Cave, with a notable addition being 41Ar produced through
neutron capture in the air that diffuses into the Cave during its 1.8 hour half-
life. Reactor-off backgrounds (measured outside the Cave) are primarily the
result of uranium and thorium decay chains in concrete with the exception of
the 1115-keV gamma from 65Zn which has a 244 day half-life and thus persists
through reactor refueling cycles.
In order to asses the temporal variation of gamma fields, a GammaTracer
(GF1414) was placed between the location of the Cave and the The Multi Axis
Crystal Spectrometer (MACS) (Rodriguez et al., 2008) instrument (adjacent to and
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west of the Cave) at the approximate neutron beam height to measure the temporal
variation of gamma backgrounds. The GammaTracer consists of two detectors and
was configured to record the average dose rate over a 10 minute period for each of
the detectors and to then compute an average of the two readings. Data due to typ-
ical MACS operating conditions is shown in Figure 2.6. Dose rates are observed to
vary by about an order of magnitude over hour timescales. The effect is particularly
pronounced at the rear (reactor side) of the Cave because of the geometry of the
MACS sample-position and detector. In addition to being important in understand-
ing the ultimate effect on potential experiments, this variation makes comparison of
background data taken at different times problematic as noted in section 2.7.2.
Figure 2.6: A subset of the GammaTracer data showing significant temporal
variations in dose rate. The time structure is due to sample position changes
in the adjacent MACS spectrometer.
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2.7.2 γ-Spectrum Unfolding
The primary purpose of the background characterization is to provide input







where di is the number of counts in the i
th data bin, fj is number of γ-rays
with energy Ej, and Rij is the response of the detector in the i
th data bin to a given
γ-ray with energy Ej. There are several ways to perform such a deconvolution of
the measured γ-spectra. The technique we used in this work was originally imple-
mented for astronomical measurements (Lucy , 1974), but NaI(Tl) total absorption
spectrometers extensively use this technique (Cano-Ott et al., 1999a,b; Tain and
Cano-Ott , 2007; Rasco et al., 2016). We use the expectation-maximization method
described in detail in Tain and Cano-Ott (2007), as it is stable, returns only pos-
itive feeding fractions, is relatively easy to implement, and does not use other fit
parameters that may influence the results.
The results of the HPGe deconvolution of the measured spectrum inside and
outside the Cave are shown in Figure 2.7. We show the reduction as a function of
energy in Figure 2.8. The ratio of inside to outside the Cave is similar to the ratio
obtained by merely scaling up the raw spectrum by the HPGe efficiency. However,
the HPGe-efficiency-scaled estimate of the total flux of γ rays not in a HPGe peak
is off by an order of magnitude.
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Figure 2.7: Deconvolved HPGe spectra inside (red; lower spectrum) and out-
side (grey; upper spectrum) of the Cave; measured at NIST.
We have performed two checks on our deconvolved spectra. The first is to input
the deconvolved energy spectrum into our simulation and compare the results with
the original measured data. We found the results from the simulation to match very
well with the measured data. The other check is to compare the estimated HPGe
peak efficiencies of particular gammas with the peak efficiencies measured directly
by counts in the energy peak. Again, the deconvolved results agree well with the
predicted gamma efficiency as a function of energy.
The gamma flux inside the Cave is dominated by gammas incident upon the
exterior of the Cave, rather than secondaries produced through neutron or muon













































































Figure 2.8: Ratio of counts per energy inside the Cave to outside the Cave
from HPGe results.
were simulated. A comparison of the measured and simulated spectra show rea-
sonable agreement in terms of spectral shape but an order of magnitude lower flux
in the simulated spectra (Figure 2.9). This discrepancy is assumed to be due to
the complex gamma fields in the vicinity of the Cave and the fact that it was not
possible to measure the incident flux at the location of the Cave interior under the
same operating conditions of the adjacent instruments. Thus the measured spectra
inside and outside the Cave were not measured concurrently (physically or tempo-
rally) and represent different background conditions. However, as the mechanisms
for prompt-gamma production remain the same, this difference primarily effects the
overall rate. A small dosimeter was used to measure rates in the gap between the
Cave and the MACS instrument, which suggested at least a factor of five upward re-
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normalization of the background data. Qualitatively this would put the simulation
and data in reasonable agreement.
Figure 2.9: Spectral shape comparison of unfolded measured (red; upper spec-
trum) and simulated (grey; lower spectrum) gamma spectra within the Cave.
General agreement over the continuum is seen. A few additional features,
most notably a line at 1,293 keV from 41Ar, are due to sources not included
in the Monte Carlo.
2.7.3 Fast Neutrons: FaNS-1
Neutrons with energies above 0.5 MeV were measured using the FaNS-1 detec-
tor. The FaNS-1 fast neutron spectrometer consists of segments of BC-400 plastic
scintillator with 3He proportional counters in between (Langford et al., 2015; Lang-
ford , 2013). The six 9 cm ˆ 18.5 cm ˆ 15 cm optically-decoupled segments have
a total active volume of 15 liters. Pairs of Photo-Multiplier Tubes (PMTs) collect
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light from each segment through cylindrical light-guides. Signals from each PMT
are split; one half is attenuated by a factor of nine, while the full amplitude pulse
is delayed. These pulse pairs are digitized, allowing for the construction of a linear
response over a large dynamic range. The six 1” diameter 3He proportional counters
are filled with 4.0 bar of 3He and 1.1 bar of natural krypton and have high thermal
neutron capture efficiency. All six helium-counter signals were combined in one fan
in/out module and digitized.
FaNS-1 operates via the concept of capture-gated spectroscopy. A fast neutron
enters the detector, where it may thermalize through multiple (n,p) scatters. After
a random walk it can be captured by a 3He counter or it may leave the detector.
The signature of a fast neutron is a recoil in the scintillator signal followed „ 10 µs
later by a delayed neutron capture. The neutron energy is determined by the light
yield of the scintillator, where non-linearities are reduced through segmentation. By
examining the time separation between a scatter-like event and a capture-like event,
it is possible to differentiate accidental coincidences, which are uniform in time,
and correlated coincidences, which have a distinct exponential distribution. The
energy calibration of FaNS-1 was determined with well-calibrated 252Cf, 2.5 MeV,
and 14 MeV generator sources, and detailed MCNP models of detector response.
Fast neutron measurements were carried out in a background laboratory space
at the NCNR with similar overburden to the confinement building, within the con-
finement building but outside of the Cave, and inside the Cave as shown in Fig-
ure 2.10. A full unfolding of the spectra is complicated by response uncertainties
at higher energies (100 MeV) due to cosmic muons. Because of this, to compare
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measurements with the expected Cave performance, cosmic fast neutrons with the
appropriate spectrum (Gordon et al., 2004b) were propagated in MCNP through
the building roof and Cave. Resulting spectra were then used as a source term for
the FaNS-1 simulation and integrated counts between 1 MeV and 100 MeV were
compared. Integrating the simulated spectrum over this region shows an attenua-
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Figure 2.10: Measured fast neutron spectrum inside the Cave measured by
FaNS-1 detector.
2.7.4 Thermal Neutrons: Radpack-GC
Additional neutron measurements were performed both inside and outside
the shielding Cave with a Radpack-GC thermal neutron radiation detector (Sensor
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Technology Engineering, Inc., Santa Barbara, CA). The Radpack-GC comprises
seven 3He proportional counters with active dimensions per counter of m5.08 cm
ˆ 132 cm and fill pressures of 271 kPa. Measurements were carried out with the
reactor both off and on. As in the FaNS measurements, an additional background
measurement was performed at another location in the NCNR building with minimal
overburden to gauge the effect of walls/ceiling of the NBSR confinement building
on the cosmogenic neutron background rate. The measured count rate for each of
these measurements are given in Table 2.3. Note that the thermal neutron count rate
during reactor operations is reduced by a factor of approximately 4ˆ104 inside the
shielding Cave compared to outside. However, it is also noteworthy that the count
rate inside the Cave is approximately 4–5 times larger when the reactor is operating
compared to when the reactor is off. This result may indicate that although the Cave
greatly attenuates the thermal neutron flux as expected, there may be persistent
neutron leakage though residual cracks. As mentioned previously, thermal neutrons
are notorious for gas-like behavior.
Reactor Measurement Acquisition Measured
State Location Length (s) Rate (s´1) Flux (n/cm2/s)
Off Outside Cave 1800 1.03˘ 0.02 3.64˘ 0.08ˆ 10´3
Off Inside Cave 3600 0.031˘ 0.003 3.8˘ 0.4ˆ 10´5
Off NCNR break area 1800 3.26˘ 0.04 1.15˘ 0.02ˆ 10´2
On Outside Cave 600 5870˘ 3 7.082˘ 0.004
On Inside Cave 1845 0.13˘ 0.01 1.6˘ 0.1ˆ 10´4
On Inside Cave 3600 0.16˘ 0.01 1.9˘ 0.1ˆ 10´4
Table 2.3: The measured count rates using the Radpack-GC thermal neutron
detector and the calculated energy-integrated total fluxes.
To determine the total neutron flux for each measurement, detector response
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coefficients for the Radpack-GC were simulated using MCNP 6.1.1 (Goorley , 2014).
The response coefficients RpEq are defined such that, given a flux distribution dφ
dE
,
the differential count rate dC
dE







We divided the neutron energy spectrum into three bins: thermal (EN ď 0.5
eV), epithermal (EN “ 0.5 eV – 100 keV), and fast (EN ě 100 keV). For each energy
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For the thermal, epithermal, and fast neutron energy bins, the average response
coefficients were xRy = 910.2, 332.4, and 33.47 cm2, respectively.
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Finally, we estimated the total neutron flux as
φ “
C
ATh ¨ xRThy ` AEp ¨ xREpy ` AF ¨ xRF y
(2.7)
where C is the total number of counts, xRTh,Ep,F y are the average response co-
efficients for the thermal, epithermal, and fast energy bins, and ATh,Ep,F are the
fractions of the total flux in each energy bins. For measurements outside the Cave
when the reactor was off, we assumed flux fractions of 18%, 30%, and 52% for the
thermal, epithermal, and fast bins, respectively. These percentages are based on the
cosmogenic neutron spectrum given in Gordon et al. (2004a) up to neutron ener-
gies of 100 MeV, above which energy the detector response is virtually zero. When
the reactor was operating, flux fractions of 90%/2%/8%, respectively, were assumed
for measurements outside the Cave; these fractions were based on measurements
performed at similar reactors (e.g., Abrefah et al. (2010)).
2.8 Conclusion
A shielding facility has been constructed at the NCNR to provide an environ-
ment with reduced reactor-related backgrounds for short-baseline reactor-neutrino
detector development. We have reported the results of a detailed background mea-
surement campaign and, where practical, reported unfolded spectra as well.
Gamma and fast neutron backgrounds are higher than expected and show
unanticipated time-structure. This has been definitively traced to an adjacent neu-
tron scattering instrument called MACS. To mitigate this, there are currently plans
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to install additional shielding in the form of movable a steel curtain between MACS
and the Cave. Nonetheless, though the spectrum is harder inside the Cave, inte-
grated gamma fluxes within the inner cavity are less than a typical laboratory, and
thermal neutron fluxes are effectively eliminated by the shielding it provides.
As of this writing, the Cave is available as a user facility. All experiment
proposals should be submitted through the NCNR IMS system for consideration.
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Chapter 3: Perceiving the Crust in 3-D: A Model Integrating Geo-
logical, Geochemical, and Geophysical Data
[1] V. Strati, F. Mantovani, and W.F. McDonough conceived and designed the
work as it is. V. Strati and S.A. Wipperfurth carried out the sampling survey and
together with M. Baldoncini performed the Th and U analyses with HPGe detectors.
S. Wipperfurth carried out the ICPMS measurements. The 3-D geophysical model
was constructed by V. Strati and F. Mantovani. All the authors participated in the
data analysis and interpretation of the results, while V. Strati, M. Baldoncini, and
F. Mantovani conducted the geoneutrino signal calculation. V. Strati, F. Mantovani
took the lead in designing and composing the manuscript with the input from all
the authors.
[2] This chapter has been published as:
Strati, V., S. A. Wipperfurth, M. Baldoncini, W. F. McDonough, and
F. Mantovani (2017), Perceiving the Crust in 3-D: A Model Integrat-
ing Geological, Geochemical, and Geophysical Data, Geochemistry, Geo-
physics, Geosystems, 18 (12), 4326–4341, doi:10.1002/2017GC007067
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3.1 Abstract
Regional characterization of the continental crust has classically been per-
formed through either geologic mapping, geochemical sampling, or geophysical sur-
veys. Rarely are these techniques fully integrated, due to limits of data coverage,
quality, and/or incompatible data sets. We combine geologic observations, geochem-
ical sampling, and geophysical surveys to create a coherent 3-D geologic model of
a 50 ˆ 50 km upper crustal region surrounding the SNOLAB underground physics
laboratory in Canada, which includes the Southern Province, the Superior Province,
the Sudbury Structure, and the Grenville Front Tectonic Zone. Nine representative
aggregate units of exposed lithologies are geologically characterized, geophysically
constrained, and probed with 109 rock samples supported by compiled geochemical
databases. A detailed study of the lognormal distributions of U and Th abundances
and of their correlation permits a bivariate analysis for a robust treatment of the un-
certainties. A downloadable 3-D numerical model of U and Th distribution defines
an average heat production of 1.5`1.4´0.7 mW/m3, and predicts a contribution of 7.7
`7.7
´3.0
TNU (a Terrestrial Neutrino Unit is one geoneutrino event per 1032 target protons
per year) out of a crustal geoneutrino signal of 31.1`8.0´4.5 TNU. The relatively high
local crust geoneutrino signal together with its large variability strongly restrict the
SNO+ capability of experimentally discriminating among BSE compositional mod-
els of the mantle. Future work to constrain the crustal heat production and the
geoneutrino signal at SNO+ will be inefficient without more detailed geophysical
characterization of the 3-D structure of the heterogeneous Huronian Supergroup,
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which contributes the largest uncertainty to the calculation.
3.2 Introduction
Geoscientists map out and define the surface geology and from that predict
3D cross sections of regional terrains. Geological mapping in 3-D is a fundamen-
tal task for understanding the potential for economic resources and the geological
evolution of a region. Infrequently are datasets from these surface campaigns fully
integrated into a coherent depth projection using data from shallow geophysical
surveys. Although geological data of various sorts have been collected almost ev-
erywhere on Earth, crustal data in most regions have vastly different resolution and
data types that present challenges to integrate into a coherent 3-D picture that
projects 10+ km into the crust. With the advent of advanced techniques of sta-
tistical analysis and extensive data collection with comparable uncertainties, it is
now possible to integrate many different types of information into a single coherent
model. The resultant models are useful in geophysical modeling (e.g., structural
analysis, geodynamic simulations, seismic wave corrections, and heat flux), geologic
interpretation (e.g., orogenic history, past environments, and crustal processes), and
particle physics (e.g., geoneutrinos flux and muon tomography).
We report here a method of integrating available geological, geochemical, and
geophysical data into a coherent 3-D model of the upper crust of the Sudbury re-
gion of Canada (see supporting information Dataset S1). Our efforts build on a
previous study (Huang et al., 2014), hereafter H14, that developed a 3-D model of
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the thick LOcal Crust belonging to the 6°ˆ 4°(„440 km 460 km total area) region
centered near Sudbury (hereafter defined as LOC) (Figure 3.1). H14 found that
the Huronian Supergroup of the Southern Province was chemically and lithologi-
cally heterogeneous and revealed marked variations in its K, Th, and U contents.
Consequently, predictions of the abundance and distribution of the heat produc-
ing elements in this unit came with considerable uncertainties, resulting in a large
variability on estimates of the local radiogenic heat power and expected geoneu-
trino signal at the SNO+ detector located in Sudbury. Based on these findings,
we performed additional geochemical sampling (112 new analyses) of the region and
combined these data with the models published in H14 and in Olaniyan et al. (2015),
to build a revised 3-D high-resolution model that describes the Close Upper Crust
(CUC) corresponding to the 50 km ˆ 50 km area around SNO+.
Figure 3.1: The crustal geoneutrino signal expected in SNO+ is calculated
considering the Far Field Crust (FFC, the rest of the Earth’s crust not included
in the studied 6°ˆ 4° region) and the LOcal Crust (LOC, the 6° ˆ 4° regional
area under study). Adopting the same structure of H14, the LOC is subdivided
in Local Lower Crust (LLC), Local Middle Crust (LMC) and LUC (Local
Upper Crust). The latter includes the Surrounding Upper Crust (SUC) and




Motivation of H14 and this study was to build a model that would then be used
to calculate the expected geoneutrino signal at the SNO+ detector, which is a multi-
purpose kilotonscale liquid scintillation detector located 2092 (˘ 6) m underground
at SNOLAB outside Sudbury (Lozza, 2016; Sonley , 2009). Integrating the 3-D geo-
physical (i.e. density and spatial distribution of units) and geochemical (i.e. K, Th,
and U concentrations) data with the existing surface data yields a more coherent ge-
ological understanding of the regional crust surrounding Sudbury. Geoneutrinos are
electron antineutrinos emitted in beta minus decays, with those occurring along the
238U and 232Th decay chains having sufficient energies to be detected (Araki et al.,
2005). One of the challenging goals that the SNO+ experiment wants to address
in the geoneutrino field are the separation of 238U and 232Th geoneutrino spectral
components together with the distinction between the mantle and the crustal con-
tributions in a global analysis of the geoneutrino spectrum, comprising data coming
from the ongoing KamLAND (Gando et al., 2013) and Borexino (Agostini et al.,
2015) experiments. Insights into the mantle contribution to the geoneutrino signal
at any individual detector can be pursued provided precise and accurate knowledge
of the dominant geoneutrino background, mostly due to reactor antineutrinos, and
a refined regional-scale model of the continental crust (Baldoncini et al., 2015).
Understanding the power inside the Earth that drives plate tectonics, mantle
convection, and the geodynamo are fundamental goals in our science. The emerging
field of neutrino geoscience provides a new tool by which to define the abundance and
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distribution of heat producing elements inside the Earth. At any given geoneutrino
detector that is sited on continental crust, the mantle contribution is only 20% - 25%
of the total signal (see Figure 2 in Šrámek et al. (2016)). Thus, to define the mantle
contribution and power of the largely inaccessible Earth, it is crucial to understand
the specific attributes of the local crustal contribution to the signal. Importantly,
global geoneutrino models provide flux maps for the Earth (Usman et al., 2015)
which will be a reference for discriminating among distinct compositional paradigms
of the bulk silicate Earth (Dye, 2010; Fiorentini et al., 2007a; Šrámek et al., 2016).
Figure 3.2: Location of the 112 rock samples. Rocks samples are collected
in the CUC (inner box) and projected onto the Bedrock Geology of Ontario
[Ontario Geological Survey, 2011] (HS = Huronian Supergroup, WG = White-
water Group, SIC = Sudbury Igneous Complex, CGB = Central Gneiss Belt).
(Cartographic reference system NAD1927 UTM Zone 17N).
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3.4 Geologic Setting
The Close Upper Crust (CUC), i.e. the 50 ˆ 50 km region centered at SNO-
LAB, is the target area of the 3D crustal model constructed for estimating the
geoneutrino signal at SNO+. The study area is comprised mostly of the Southern
Province and Sudbury Structure, and lesser areas of the Superior Province and the
Grenville Front Tectonic Zone (GFTZ).
The Southern Province, covering much of the southwestern part of the study
area, is primarily composed of Huronian Supergroup (HS), a well-exposed Paleopro-
terozoic succession deposited between 2.4 and 2.2 Ga as the result of a partial Wilson
cycle with the rifting and development of a southward-facing passive margin (Young
et al., 2001). The HS can reach up to 12 km of thickness and it is composed of (from
bottom to top) the Elliot Lake, Hough Lake, Quirke Lake, and Cobalt groups. A
generalized stratigraphic column of the formations of HS is reported in Figure 5 of
(Young , 2013). The different groups include variable lithologies, such as sandstones,
mudstones, carbonates, conglomerates, and minor volcanic rocks (Long , 2004, 2009).
In the study area, the HS is represented primarily by the Elliot Lake Group, a thick
package of volcanic rocks and deep-water sediments, and the Hough Lake group, a
basal diamictite that fines upward from mudstone to sandstone. The upper forma-
tion of the Hough Lake Group, the Mississage Fm., representing 18% of the total
studied area, is made up of medium to coarse grained, arkosic to subarkosic sand-
stones. In the southwest area, carbonate rocks of the Quirke Lake group outcrop in
a relative small portion of the study area, while the Cobalt Group is almost absent.
42
The supracrustal rocks of the HS are intruded by the mafic dikes and sills of the
Nipssing Gabbro, which are less than 100 m thick, and by felsic intrusions, mainly
the granitic rocks of the Creighton and Murray plutons (Riller , 2009). Following
the HS deposition, a meteorite impact (1.85 Ga) (Therriault et al., 2002) caused the
formation of the Sudbury Igneous Complex (SIC) that intrudes the HS and that,
together with the Whitewater group, constitutes the Sudbury Structure. The SIC
is geographically divided into North, East, and South ranges and the main mass is
composed of norite, quartz-gabbro, and granophyre. The basin of the impact crater
was later filled by the Whitewater Group sediments, a 2900 m thick assemblage
of breccias, hypabyssal intrusions, carbonaceous sediments, and turbidity sequences
(Rousell and Card , 2009).
In the northwestern part of the studied region are the Archean crystalline
rocks of the Superior Province, the Levack Gneiss Complex. These high-grade rocks
(tonalite-granodiorite orthogneiss) form a collar, 0.5-5 km wide, around the North
and East margin of the SIC. The complex is intruded by the felsic plutonic rocks of
the Cartier Batholith (Rousell and Card , 2009).
In the southeast corner of the studied area are Grenville Province rocks in
a crustal scale shear zone (GFTZ) that mark the northwest edge of the Grenville
Orogeny. It is interpreted as a metamorphic transition comprising gneissic and
migmatitic rocks originating from HS sedimentary rocks and Nipissing Gabbro that




Locations of the 112 collected rock samples are reported in Figure 3.2 (see sup-
porting information Table S4) and are projected on the published 1:250,000 scale
Bedrock Geology of Ontario (Ontario Geologic Survey , 2011) used as a guide for
the survey. Sample GPS location and geological information (e.g. geological for-
mation, lithology granulometry, recognized minerals) were recorded. Every sample
was collected from fresh outcrops, representative of the geological formation, and
placed in a polyethylene bag (Figure 3.3a). Later each sample was crushed, sealed
in a polycarbonate container (Figure 3.3b) and left undisturbed for at least 5 weeks
with the objective of establishing radioactive equilibrium between 226Ra and 222Rn
(see Figure 2 of Xhixha et al. (2016)).
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Figure 3.3: Rock sample of lapilli tuff (Geocode 28c, Onaping Fm.). (a) Each
sample was collected from fresh outcrop and (b) then crushed and sealed in
polycarbonate box of 180 cm3 of volume
Provided the accessibility of the outcrops, the number of the samples collected
for each cartographic unit was planned on the basis of the exposure area and the
estimated volume, taking into account also the proximity to the detector. For each of
the 22 cartographic units, identified by a Geocode, we report extent area, number of
samples collected, and average U and Th abundances, with the average ratio between
extent area and number of samples being „15 km2/sample (Table 3.1). In the CUC
area are also homogeneously distributed olivine diabase dikes emplaced along faults
cutting across the Sudbury Structure having negligible volumes (Tschirhart and
Morris , 2012). Although the reference geological map does not report the presence
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of the dike swarm according to its spatial resolution, we chose to collect three samples
in order to characterize these rocks. After checking that the U and Th abundances
of these three samples (Table 3.1) are compatible with the average abundances of
the CUC, we decided to exclude them for the geochemical modeling (see Section
3.7) performed with the remaining 109 samples out of the collected 112.
Table 3.1: Summary of the Geocode units, aerial extent, number of sample
(N), and average and uncertainties of element abundances. Geocodes of the
reference geological map are reported for the corresponding unit abbreviation
and the area of the exposed surface. For Geocodes with more than 10 samples
the central value and the uncertainty for K, U, and Th abundances are derived
from a normal or lognormal distribution fit inferred from the Kolmogorov-
Smirnov test (see section 3.7); for the other Geocodes we report the mean
and the standard deviation. For Geocodes with one sample the uncertainty
corresponds to the statistical uncertainty of the HPGe measurement.
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3.6 Analytical Method
The radioactive content of the collected samples was measured at the De-
partment of Physics and Earth Sciences of the University of Ferrara, with a High
Pure Germanium detector (HPGe) called MCA Rad. Analytical details are given
in (Xhixha et al., 2013, 2016). The overall relative uncertainties on the K, eU and
eTh (i.e. U and Th assumed in secular equilibrium) are of the order of 10%. In the
analyzed dataset less than 4% of the samples have eU and eTh abundances below
the Minimum Detectable Activity (MDA) defined in Xhixha et al. (2013) and corre-
sponding to about 0.2 and 0.7 g/g, respectively (see supporting information Table
S4).
Additional analyses of U and Th on 14 of the 112 samples, including those be-
low MDA of MCA Rad, were done at the Department of Geology at the University
of Maryland using an ICPMS (Thermo-Finnigan Element 2) (see supporting infor-
mation Table S1). These results are reported in supporting information, see Table
S2. Aliquots of the samples used for gamma ray spectroscopy were powdered and
analyzed for U and Th concentrations using a Standard Addition method detailed
in Gaschnig et al. (2016). U and Th concentrations from Standard Addition have
average relative uncertainty of 3.5%.
In addition, external calibration analyses using USGS rock standards were
conducted for some 36 other elements including Th and U. The abundances of
these elements were calculated by comparison to external standards that were dis-
solved alongside the samples. We calculated the counts-per-second/concentration
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of the standard(s) using accepted concentrations from GeoReM (Queried 28 March,
2017). These ratios were compared to counts-per-second for each element within a
sample to calculate a final concentration (see supporting information Table S5). U
and Th results from this External Calibration method agree with the Standard Ad-
dition method. Uncertainties on the External Calibration analysis are 5% or better
following Gaschnig et al. (2016).
The U and Th abundances of the five samples below the MDA of MCA Rad
are substituted by the values from ICPMS technique, which has a sensitivity better
than HPGe investigation. Taking into account the experimental uncertainties for the
remaining nine samples we observe an agreement at 2 sigma level and exclude any
systematic effect. The dataset of 112 U and Th abundances is therefore composed
by 98 and 14 values from the HPGe and ICPMS technique, respectively.
3.7 Construction of the Model
The geological units of the 3D model of the Close Upper Crust (CUC) (see
supporting information Dataset S1) were defined considering the surface exposure
described in the published 1:250,000 scale Bedrock Geology of Ontario [Ontario
Geological Survey, 2011], which is conveniently simplified according to the spatial
resolution of the available information about crustal structure. The upper crust is
subdivided into nine units (Figure 3.4) on the basis of lithology, metamorphism,
tectonic events, and evolutional history:
• 1. Chelmsford Fm., Whitewater Group (CM);
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• 2. Onwatin Fm., Whitewater Group (OW);
• 3. Onaping Fm., Whitewater Group (OP);
• 4. Granophyre, Sudbury Igneous Complex (GN);
• 5. Norite-gabbro, Sudbury Igneous Complex (NG);
• 6. Cartier Granite (CT);
• 7. Huronian Supergroup and minor felsic and mafic Intrusions (HI);
• 8. Grenville Front Tectonic Zone rocks (GF) and 9. Gneissic Tonalite suite
(GT).
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Figure 3.4: Geophysical inputs used for the construction of the 3D model.
The six cross sections derived from Olaniyan et al. (2015) (AA’, BB’, CC’,
DD’, EE’, FF’) and the five cross sections extracted from the H14 model
(MM’, M’N’, NN’, MN, OO’) are projected on the simplified geological map.
The inner box represents the CUC. (Cartographic reference system NAD1927
UTM Zone 17N). The CM, OW, and OP are, respectively the metagraywackes,
the pelagic metasedimentary rocks and the breccias of the Whitewater Group
that fills the Sudbury Basin while the main mass of the SIC is constituted
by granophyre (GN) and norite-gabbro (NG). The HI, formally composed by
the HS, includes also minor mafic (Nipissing mafic sills) and felsic intrusions
(Creighton and Murray granite). The Gneissic Tonalite suite (GT), that is
assumed to be representative of the rest of the upper crust, is an assemblage
of high-grade gneissic rocks intruded on the Northwest area by the massive
granitic rocks of the Cartier Batholith (CT). In the south-eastern portion of
the CUC, the GF unit is characterized by the presence of migmatitic rocks,
gneisses and felsic intrusions of the GFTZ. The Geocodes associated to each
unit are detailed in Table 3.1.
3.7.1 Geophysical Modeling
The crustal structures of the nine units were defined by combination of multiple
geological and geophysical inputs: (i) the contacts of the simplified geological map
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(Figure 3.4), (ii) a published digital elevation model (Jarvis et al., 2008), (iii) the
map of depth of the top of the middle crust reported in H14, (iv) the 2.5D geological
models along six profiles used for constructing the 3D model reported in Olaniyan
et al. (2015) and (v) five virtual cross sections derived from the model developed in
H14.
The surface topography for the CUC region uses the digital elevation model
produced by the Shuttle Radar Topographic Mission (SRTM) (Jarvis et al., 2008).
The bottom of the 3-D model has a 11 km resolution and is the surface of the
top of the middle crust (Figure 3.1) determined in H14. The depth map of the top
of the middle crust was obtained alongside the error estimation map by applying a
geostatistical estimator (Ordinary Kriging) to 343 depth-controlling points. These
points are derived from refraction surveys performed in the region surrounding Sud-
bury. The P-wave velocity of 6.6 km/s is adopted as a contour to identify the top
of the middle crust in 18 refraction lines, two of which (XY and AB reported in
[Winardhi and Mereu, 1997]) are within the CUC area. The top of the middle crust
is a 2D input for the construction of the 3D model. The depth of the CUC varies
between 16.4 and 20.4 km, with a mean of 18.4 km. The normalized estimation
error of the map has an average value of 4.7%.
In Olaniyan et al. (2015) the 3D model was obtained by integrating a compila-
tion of surface and subsurface geologic data with high-resolution airborne magnetic
and gravity data. The authors evaluated qualitatively high resolution Bouguer grav-
ity data with the computed field along with subsurface geologic data and created
their cross section profiles. They observed a broad correlation between the mea-
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sured and computed gravity field and found areas of misfit. The 2.5-D geological
models reported in six profiles (AA’, BB’, CC’, CC’, EE’ and FF’ in Figure 3.4),
are used as inputs for the modeling of the Sudbury Structure. Orientation data and
boundary surfaces of the units of the Whitewater group (CM, OP, and OW units)
and of the main mass of the SIC (GN and NG units) are modeled by extracting the
depth-controlling points of the boundary surfaces from each profile.
For the remaining area of the CUC, the 3-D geometries of the units were
developed in H14 on the basis of surface contacts between units and 16 interpreted
crustal cross sections of the area, with the main inputs from Easton (2000) and
Adam et al. (2000). In this perspective, five virtual cross sections (MM’, NN’, MN,
M’N’, and OO’ in Figure 3.4) are extracted from H14 and used as input for inferring
the structure of units not constrained by inputs from Olaniyan et al. (2015).
The geological interfaces of the 9 units are modeled using the interpolator
method based on potential field theory (Calcagno et al., 2008) and implemented in
the software package GeoModeller. Using the available data from the geological ref-
erence map and that reported in Olaniyan et al. (2015) we reduced interpretational
nonuniqueness of the potential field data by applying hard geological constraints,
including (i) the stratigraphic succession of geological formations, (ii) geological con-
tacts, (iii) structural data, and (iv) orientation data. Figure 3.5 provides 3D views
of the determined geological model.
The adopted density values for each unit (Table 3.3) are from the model re-
ported in Olaniyan et al. (2015) and the relative uncertainties from Table 5 in H14.
Density of the HI unit is obtained from the weighted average of values of sediments
52
(2.70 g/cm3) and mafic rocks (2.88 g/cm3), assuming that their proportions are
respectively 75% and 25% according to the exposure surface within the reference
geologic map. The GT and GF units are assumed to have density equal to the
Archean basement value (2.73 g/cm3) reported in Olaniyan et al. (2015).
Figure 3.5: Views of the 3D model in GeoModeller. The 3D model takes into
account contacts, structural data, and orientation data and follows the order
of the stratigraphic succession of geologic units. Color of units is the same as
in Figure 3.4. (Cartographic reference system NAD1927 UTM Zone 17N)
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3.7.2 Geochemical Modeling
Based on the 109 representative outcrop samples we statistically evaluated
the abundances of U and Th in the nine units. Analyses of the GT unit and the
units representing the SIC were combined with data from the H14 model and from
compiled geochemical databases.
For the six units with more than 10 samples (Table 3.3), the distribution func-
tion of U and Th concentrations is graphically evaluated using univariate statistics
by means of frequency histograms. In order to discriminate the normal and log-
normal distributions, the KolmogorovSmirnov (K-S) statistical test was applied,
providing a p-value for rejecting the null hypothesis. The mean and standard de-
viation are calculated and used for the geochemical modeling of the other three
units (CM, OW, and CT), characterized with less than five samples, corresponding
approximately to 1% of the total volume of the CUC.
The first refinement in the geochemical modeling compared to H14 consisted
in the use of collected rock samples to describe the chemical composition of the
Whitewater Group, a sedimentary and volcanic sequence that fills the Sudbury
Basin, as three different lithographic sequences with distinct volumes in the 3D
geophysical model (CM, OW, and OP in Figure 3.4). In H14 the Whitewater Group
was included with the Huronian Supergroup as a single unit with relatively high U
(4.2`2.9´1.7 g/g) and Th (11.1
`9.2
´4.8 g/g) abundances. In this study, the turbidite wacke of
the CM and the siltstone of OW, belonging to the same proximal turbiditic sequence,
are characterized as a separate lithographic section with the same average U („ 1
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µg/g) and Th („ 5 µg/g) abundances (Table 3.3), which are slightly lower than in
other sedimentary units and this feature reflects their enrichment in carbonate. The
breccia and igneous-textured rocks of the OP are enriched in U and Th with respect
to the rest of the Whitewater group and show a normal distribution, with a relative
low uncertainty (15%).
The geochemical inputs for modeling the main mass of the SIC come from a
combined dataset that includes the samples reported in this study and the compiled
database analyzed in H14, i.e. ICPMS compositional data reported in Lightfoot
et al. (1997) (see supporting information Table S3 and Table S6). Table 3.2 reports
the results of exploratory data analysis considering the two datasets separately and
all the data together. The central values of U and Th abundances agree at 1 sigma
level with the values reported in Mareschal et al. (2017). Although the previous
and the new data are characterized by different sources, measurement methodology,
and sampling strategies, our analysis demonstrate that the two datasets belong to
the same population and can be treated as a single distribution. In the Surrounding
Upper Crust (SUC) (see Figure 3.4), the U (2.0`0.4´0.2 µg/g) and Th (10.5
`1.3
´1.1 µg/g)
abundances associated to the ”Sudbury Igneous Complex” unit are obtained by
equally weighting the values of the GN and NG units , in agreement with the mixing
reported in H14.
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Table 3.2: Exploratory data analysis results for U and Th abundance of the
GN and NG units which compose the main mass of the SIC (Figure 3.4).
The dataset adopted for the geochemical characterization of the Huronian Su-
pergroup and minor felsic and mafic Intrusions unit (HI in Figure 3.4) includes 41
samples belonging to the Huronian Supergroup (Geocode 17b, 18a, 18c, 19a, 19b,
20a, 20b, 21) and the 10 rock samples representative of the minor mafic (Geocode
23d, Nipissing mafic sills) and felsic intrusions (Geocode 30a, Creighton and Mur-
ray granite). The frequency histograms and K-S test (Figure 3.6) indicate that the
U and Th concentrations in the HI unit are positively skewed and fit a lognormal
distribution. The parameters, µ and σ, obtained from the lognormal probability
density function (Figure 3.6) give the central tendency and the asymmetrical un-
certainties of U and Th abundances (Table 3.3). The U and Th abundances of the
HI unit in the CUC are 2.3`4.0´1.5 µg/g and 8.0
`15.3
´5.3 µg/g, respectively. This lower, re-
vised estimate for the Huronian Supergroup, as compared to that reported in H14,
results from a targeted and refined collection of samples specifically aimed at the
geochemical characterization of the unit. In H14 Huronian Supergroup samples had
an anomalous geographical distribution since they were collected only in the western
portion of the study area. At the same time, there was an additional lithographic
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bias as the extensive amount of arkose and quartz arenites in the Mississage Fm.
close to SNO+ was not characterized with a proportionate number of samples.
Figure 3.6: Frequency histograms for (top left) U and (bottom right) Th
measurements of HI fitted with a lognormal distribution and for the logarithm
abundances fitted with a normal distribution. The p-value obtained from the
K-S test and the parameters of the fit (µ and σ), considering a lognormal or
a normal distribution, are reported in the table on the top right plot together
with the result in terms of abundances and uncertainties (A). The plot of the
correlation of U and Th abundances and the result of the fit are reported in
the bottom left plot, where the error bars refer to experimental uncertainty
during measurement.
Although the Gneissic Tonalite suite unit (GT in Figure 3.4), constituted by
tonalitic gneiss and minor paragneiss, is only the 4% of the area of the CUC, it is
supposed to be representative of the high-grade gneissic rock of the rest of the upper
crust (Huang et al., 2014). The GT unit has limited exposure (Table 3.1) in the
northwest, but comprises 63.7% of the volume of the CUC (Table 3.3). Due to its
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relevance for estimating the geoneutrino signal, data from the 9 collected samples
were integrated with 37 other samples (supporting information Table S7) extracted
from compiled databases (Ayer et al., 2010; Beakhouse, 2011; Berger , 2012) on the
base of both lithologic and geographic criteria. The final dataset includes the tonalite
gneiss samples, attributed to Geocode 11 (gneissic tonalite suite) and Geocode 12
(foliated tonalite suite) of the reference map. The same statistical analysis adopted
for the HI unit was applied to the updated GT unit, which shows a lognormal
distribution for U and Th concentrations (Figure 3.7) and agree with the values
adopted for the modeling of the ”Tonalite/tonalite gneiss” unit in H14 (0.7`0.5´0.3 µg/g
































































































































































































































































































































































The composition of the Cartier Granite unit, (CT in Figure 3.4) which is char-
acterized by a poor exposure (Table 3.1) and a relatively small volume in the CUC
(Table 3.3), is inferred from the analysis of two samples. The U and Th abundances
measured are in agreement with the range reported in Table 1 of Meldrum et al.
(1997) and that for the ”Felsic intrusion” unit of H14. These rocks have an anoma-
lous high average Th/U ratio of 32 compared to average continental crust Th/U
= 4.3 (Rudnick and Gao, 2003). The 10 samples from the Grenville Front Tectonic
Zone unit (GF in Figure 3.4), occupying the southeast portion of the CUC and cor-
responding to 1.8% of the total volume, have significant compositional variability
(Table 3.1) linked to the different lithologies (gneisses, felsic, mafic, and migmatitic
rocks). Results of K-S statistical tests reveal their U and Th abundances and un-
certainties are lognormally distributed (Table 3.3).
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Figure 3.7: Frequency histograms for (top left) U and (bottom right) Th
measurements of GT fitted with a lognormal distribution and for the logarithm
abundances fitted with a normal distribution. The p-value obtained for the
K-S test and the parameters of the fit (µ and σ), considering a lognormal or a
normal distribution, are reported in the table on the upper-left panel together
with the result in term of abundances (A) and uncertainties. The plot of the
correlation of U and Th abundances and the result of the fit are reported in
the bottom left plot (triangles refer to samples collected in this study; dots
refer to data from compiled databases)
3.8 Geoneutrino Signal Calculation
Predicting a geoneutrino signal at a detector depends upon: (1) the abundance
and distribution of Th and U, (2) propagation of the electron antineutrino from
the decay point to the detector, and (3) detection of the particle via the Inverse
Beta Decay (IBD) reaction within the detector. The final 3D crustal model for
the CUC was divided into cells of 0.1 km ˆ 0.1 km ˆ 0.1 km dimensions, for a
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total of about 5 ˆ 107 voxels (see supporting information Dataset S1). Spatial,
geophysical, and geochemical attributes were assigned to each voxel. The activity
of the individual isotopes (i.e., the average number of decays occurring per unit
time) for each voxel was computed by dividing the number of radioactive nuclei by
the corresponding radioisotope mean lifetime, the former estimated on the base of
the radioisotope abundance and the volumetric density defined by the 3D model.
The geoneutrino flux reaching SNO+ is then calculated by applying the isotropic
1/4πr2 spherical scaling factor, weighted for the corresponding geoneutrino spectrum
(normalized to the number of geoneutrinos emitted per decay) (Fiorentini et al.,
2007a), and oscillated by the electron antineutrino three-flavor survival probability
(Capozzi et al., 2017) calculated with sin2Θ12= 2.97ˆ10´1, sin
2Θ13 = 2.15ˆ10
´2,
δm2 = 7.37ˆ10´5 eV2, ∆m2 = 2.25 ˆ 10´3 eV2 (Capozzi et al., 2017). Finally, the
geoneutrino signal (in TNU) and spectra (Figure 3.9) originating from each cell are
calculated combining U and Th oscillated geoneutrino fluxes with IBD cross section.
The predicted geoneutrino signals originating by U and Th in the nine units of the
CUC are reported in (Table 3.4). The geophysical and geochemical uncertainties










































































































































































































































































































































































































































































































































































































Geochemical uncertainties on the geoneutrino signal were estimated taking
into account correlations between U and Th abundances (Table 3.3) and their dis-
tributions as follows.
1. For the GT, HI, NG and GF units a bivariate normal distribution describing
the joint (ln(U), ln(Th)) Probability Density Function (PDF) was built. For
each unit the adopted statistical parameters are the logarithmic U and Th
mean and sigma values calculated from the abundances reported in Table 3.3,
and the logarithmic U and Th covariance coefficient determined from U and
Th concentrations of individual samples.
2. For the GN unit a bivariate normal distribution characterizing the joint
(U, Th) PDF was modeled. The statistical parameters are the mean and
sigma values reported in Table 3.3 for U and Th and the covariance coefficient
determined from U and Th concentrations of individual samples.
3. For the OP unit the r = -0.15 correlation coefficient indicates a non evident
correlation among U and Th abundances (Table 3.3): the U and Th geochem-
ical distributions are separately modeled as individual normal PDFs having
as U and Th mean and sigma the values reported in Table 3.3.
4. For the OW, CM and CT units the number of collected samples is not
sufficient for establishing a correlation between U and Th concentrations. For
each unit the U and Th geochemical distributions are built as distinct normal
PDFs having as U and Th mean and sigma the values reported in Table 3.3.
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The mentioned geochemical PDFs together with the geophysical uncertainties
are the input ingredients of a Monte Carlo uncertainty propagation procedure: by
performing 104 Monte Carlo iterations, the U, Th, and total geoneutrino signal
distributions have been built, which are characterized by the median ˘ 1σ values
reported in Table 3.4. We used the same approach for predicting the geoneutrino
signals and their uncertainties for the SUC (Figure 3.1), the Local Middle Crust
(LMC), and the Local Lower Crust (LLC) (Table 3.5) which takes into account the
geophysical and geochemical inputs reported in Table 4 of H14. The only exception
is that of ”Sudbury Igneous Complex”, which we assigned U and Th abundances on
the base of the geochemical considerations described in Section 3.7.
Table 3.5: Summary of geoneutrino signals and uncertainties (σ) in TNU from
uranium (SU), thorium (STh), and total signals (STOT ) for different compo-
nents of the LOcal Crust (LOC). Local Upper Crust (LUC), Close Upper
Crust (CUC), Surrounding Upper Crust (SUC), Local Middle Crust (LMC),
and Local Lower Crust (LLC) are the building blocks defined in Figure 3.1
and used for modeling the crust surrounding SNO+.
The calculation of the geoneutrino signal of the Far Field Crust (FFC; Figure
3.1) and Continental Lithospheric Mantle (CLM) (Table 3.6) is described in Huang
et al. (2013) and updated with oscillation parameters from Capozzi et al. (2017).
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Table 3.6: Summary of the total geoneutrino signal (STOT ) and uncertainties
(σ) in TNU from the different components of the lithosphere.
3.9 Heat Production
According to Mareschal et al. (2017) the CUC is located in a geothermally
anomalous region, the Sudbury Structure, with a mean heat flux of 50 ˘ 7 mW/m2;
this flux is larger than the flux typical of the Superior Province of 40 ˘ 8 mW/m2.
The bulk crustal radioactivity has been estimated through inversion of heat flux
measurements (Perry et al., 2009), however this approach yields a nonunique con-
straint for modeling the geoneutrino flux. The energy released by K, Th, and U
decay chains provides the crustal radiogenic power, whereas the current geoneutrino
detection method (i.e., Inverse Beta Decay reaction) only measures geoneutrinos
produced by U and Th decay chains. Estimating the geoneutrino signal from heat
flux data requires, among others, the following inputs: (i) the Moho heat flow, (ii)
the amount of heat producing elements in the crust, (iii) heat flux data from deep
boreholes, and (iv) models that constrain horizontal and vertical heat transport.
Given the U, Th, and K abundances and lithologic densities, one can calculate
the corresponding heat production per unit volume, H:
H ( µWm3 ) = ρ ˆ ( 0.0985[U ] + 0.0263[Th ] + 0.0333[ K ])
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where concentrations of [U] and [Th] are in µg/g, and [K] is in %, and ρ is
density in g/cm3. Adopting the element specific heat generation in µW/g from Dye
(2012), the geochemical abundances in Table 3.1 and the densities in Table 3.3, we
calculated the H values for each Geocode of the geological reference map in the CUC
(Figure 3.2).
A heat flux map does not discriminate heat production contributions of U
and Th (HU+Th) from K (HK) and such maps have an inherent problem with
accurately predicting a geoneutrino signal. In typical crustal rocks, contributions to
surface heat flux from K heat production can represent up to 30% of the total signal.
Uncertainty estimates from HK/H can vary significantly among different lithologies.
The Mississage Fm. of the Huronian Supergroup and the Onaping Formation of the
Whitewater Group, which together cover more than 30% of the CUC area (Table
3.1), have HK/H 10%, whereas the GT unit, which occupies 63.7% by volume of the
Close Upper Crust, has a HK/H „ 22%. Mafic and ultramafic intrusive rocks of HS
and sandstones of Serpent Fm. have HK/H „ 4 % and HK/H „ 29 % respectively.
Our distribution of H values (Figure 3.8) is comparable with that reported in
Figure 4 of Phaneuf and Mareschal (2014). Even though the study area in Phaneuf
and Mareschal (2014) is wider than the CUC, the histograms of spatial frequency
of H show comparable lognormal distributions (Figure 3.8) with central values that
are compatible at the 1σ level.
Heat production for the Granophyre and Norite Gabbro subunits of the SIC
are 2.3 ˘ 0.3 and 1.0 ˘ 0.5 µWm´3, respectively (Table 3.1), in agreement with that
reported in Table 5 of Mareschal et al. (2017). The predicted mean heat production
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of the SIC is 1.6 ˘ 0.6 µWm´3, consistent with it being a melt sheet of upper
crustal (high heat production) (Darling et al., 2010) and lower crustal (low heat
production) (Mungall et al., 2004) lithologies. The average heat production in the
CUC, weighted according to our 3-D model, is 1.0`0.8´0.3 µWm
´3. Adding contributions
from the Middle and Lower crust yields a total heat production above the Moho of
0.7`0.4´0.2 µWm
´3.
Figure 3.8: Spatial distribution of H values in the CUC is reported in the
bottom left plot. In the table are reported the parameters (µ and σ) of the
fit considering a lognormal or a normal distribution of the spatial frequencies
obtained in this study (top left plot) and in Phaneuf and Mareschal (2014)
(bottom right plot) together with the results in term of H and its uncertainties.
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3.10 Discussion
With the aim of improving our model ofthe geoneutrino flux originating from
units surrounding SNO+, we initiated a strategy of dense sampling. The strength of
the adopted approach is to prevent a potential bias introduced by compiled literature
data (Huang et al., 2014; Phaneuf and Mareschal , 2014) that are often motivated
by other sampling strategies (e.g. mineral exploration). The Bedrock Geology of
Ontario map (Ontario Geologic Survey , 2011) provided a functional spatial scale for
geoneutrino studies in the CUC. This map guided our statistical sampling of units,
set the rationale for identifying the independent units , and guided us in establishing
the building blocks of the presented model. The sampling resolution (i.e. one sample
for 15 km2) was proportional to the surface extent of each cartographic unit.
In H14 the unit including the Huronian Supergroup was predicted to be the
dominant near-field, crustal source of the geoneutrino signal at SNO+ and thus it
was systematically studied and sampled to improve our knowledge of its composi-
tion. The results of the current study highlight the intrinsic heterogeneity of this
unit, and the lognormal distribution of U and Th abundances (2.3`4.0´1.5 and 8.0
`15.3
´5.3
µg/g respectively) and its excellent U-Th correlation (r = 0.95). Any further mod-
eling of the geoneutrino signal at SNO+, following the methodology of this study
and H14, will be ineffective without further geophysical characterization of the geo-
chemically heterogeneous Huronian Supergroup. It is a complex mixture of different
lithologies that records cyclic deposition during its 200 Ma development toward be-
coming a passive margin. Glacial events, metamorphic processes, and cross-cutting
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volcanic fissure-type eruptions have allover-printed this stratigraphic sequence leav-
ing a challenging riddle for the geological community.
In geochemical and environmental surveys, highly incompatible trace elements,
such as U and Th, generally follow right skewed distributions: this observation trig-
gered a scientific debate on the a priori adoption of lognormal tendency to describe
a statistical population (Ahrens , 1954; Reimann and Filzmoser , 2000). The devi-
ation from normality has serious consequences for the statistical treatment of geo-
chemical data since the widespread practice of using the mean and the standard
deviation presupposes that data have a Gaussian distribution. In this study, we ap-
plied Kolmogorov-Smirnov statistical tests revealing lognormal tendencies of U and
Th for the majority of the modeled units (Table 3.3). Where a strong correlation
between logarithmic U and Th was observed, a bivariate analysis for the calculation
of geoneutrino signal was performed (Fogli et al., 2007), leading to a refinement of
the signal uncertainty estimation.
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Figure 3.9: Antineutrino spectra expected at SNO+. The geoneutrino spec-
tra are subdivided into the components of LOC (red), FFC (blue), and mantle
(green) which includes CLM. The reactor antineutrino spectrum is modeled
according to Baldoncini et al. (2016) and summed to the geoneutrino compo-
nents to obtain the total antineutrino spectrum (black).
The bulk crust geoneutrino signal expected at SNO+, corresponding to 31.1`8.0´4.5
TNU, can be expressed as the sum of two comparable and independent contributions,
the signal from the 6°ˆ 4°crust surrounding SNO+ (LOC) (15.3`7.7´3.3 TNU) and the
signal from the rest of global crust (FFC) (15.2`2.7´2.4 TNU) (Table 3.6). U and Th
in the CUC contributes 51% of the signal (Table 3.5) of the LOC. The signal from
the Continental Lithospheric Mantle (CLM) beneath the Mohorovii discontinuity is
calculated according to the model described in Huang et al. (2013) (Table 3.6).
The overall antineutrino spectrum includes the geoneutrino and the reactor
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antineutrino components (Figure 3.9), which are modeled according to the predic-
tions discussed in Baldoncini et al. (2016). The different portions of geoneutrino
spectra contributed by LOC and FFC, particularly in the energy region [1.81 - 2.25
MeV] highlight how differences in Th/U of these two crustal components affect the
geoneutrino spectrum expected at SNO+.
The mantle geoneutrino spectrum (Figure 3.9) was built according to a Bulk
Silicate Earth (BSE) model constrained by the relative abundances of the refractory
lithophile elements in chondritic meteorites (McDonough and Sun, 1995), producing
a mantle signal of 6.9`2.7´2.5 TNU.
Competing compositional models for the BSE estimate markedly dissimilar
radiogenic power (Q) due to differences in amount of Th and U predicted in the
Earth. These estimates were classified (Dye et al., 2015; Šrámek et al., 2013) as low
Q, e.g. Javoy et al. (2010); O’Neill and Palme (2008) (8 ˘ 2 TW), medium Q, e.g.
McDonough and Sun (1995) (16.6 ˘ 3.0 TW), and high Q, e.g.Turcotte and Schubert
(2014) (26 ˘ 3 TW) models. The estimated mantle geoneutrino signal for low-Q and
high-Q models at SNO+ are 3.0 ˘ 0.7 TNU and 13.5`2.6´2.3 TNU, respectively. The
1σ uncertainty of geoneutrino signal predicted by LOC encompasses both low and
high Q mantle signals, restricting the potential of SNO+ to discriminate between
BSE compositional models on the basis of experimental results. On the other hand,
by integrating mantle compositional data from Borexino (Agostini et al., 2015) and
KamLAND [(Šrámek et al., 2016), the results from SNO+ can most usefully be used
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Chapter 4: Upper Crust and Bulk-Crust Heat Production Inferred
from Heat Flux Studies
[1] S.A. Wipperfurth created/wrote all of the material in this chapter with
insight from W.F. McDonough and V. Lekic (University of Maryland Professor of
geology).
4.1 Introduction
The HPE abundance in the continental crust decreases with depth. Estimates
of the HPE concentration within the crust are commonly derived from data compila-
tions from representative crustal lithologies (e.g. Rudnick and Gao (2014)). Huang
et al. (2013) calculated the abundance of HPE within the middle and lower crust on
a 2x2 degree grid (16,200 cells). They calculated HPE concentrations from a global
seismic compressional velocity (Vp) model (CRUST2.0; Bassin et al. (2000)) and an
inverse correlation between Vp and composition obtained from compilations of labo-
ratory measurements of amphibolite and granulite (assumed middle and lower crust,
respectively) rock types. Assumptions of amphibolite and granulite for the middle
and lower crust are from exposed crustal cross sections and xenoliths (Rudnick and
Gao, 2014). For the upper crust, Huang et al. (2013) adopted HPE abundance val-
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ues derived from shales which are thought to be derived from large portions of the
upper crust (Rudnick and Gao, 2014). Their global reference model therefore con-
tained homogeneous HPE concentrations within the upper crust but heterogeneous
and spatially variable concentrations within the middle and lower crust, a first for
geoneutrino studies.
The surface heat flux on continents is primarily a result of heat production
within the crust, with subordinate contributions from the mantle (Jaupart and
Mareschal , 2015). Davies (2013) reported the surface heat flux on a 2ˆ2 degree
grid. When available, they calculated average heat flux of each cell directly from
bore-hole measurements from a global compilation. In areas with few or no measure-
ments, they extrapolated the surface heat flux from regions having similar geologic
evolutionary histories.
4.2 Calculating Surface Heat flux
To further our understanding of the global surface heat flux and the impact
from the continental crust, we created a global reference Earth model based on
the methods of Huang et al. (2013) using an updated 1ˆ1 degree geophysical model
(CRUST1.0; Laske et al. (2013)). This combined geophysical and geochemical model
contains information on density, HPE abundance, and layer thickness for a sedimen-
tary layer and the upper, middle, and lower crust. This global reference model in-
cludes input uncertainties in p-wave velocity (3%), layer thickness (10%), and HPE
abundances (variable uncertainty) (Huang et al., 2013). Calculated abundances in
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the middle and lower crust yield HPE concentrations between that of Huang et al.
(2013) (low) and Rudnick and Gao (2014) (high) for the middle and lower crust,
with the upper crust abundances from Rudnick and Gao (2014).
The heat production was calculated in each 1ˆ1 degree voxel (3D pixel) using
decay energies from Dye (2012), the abundance of HPE’s, and the mass of the voxel.
The heat production within each voxel was combined vertically and divided by the
1ˆ1 degree surface area to calculate the expected heat flux from radioactive decay
in the continental crust by assuming steady state 1-D heat conduction in the upward








where Q is heat flux (mW/m2), H is heat production within each layer voxel
(mW), a is the abundance of HPE (kg/kg), A is heat production per mass of ele-
ment (mW/kg of element), V is the volume of each layer voxel (m3), ρ is the density
of each layer voxel (kg/m3), area is the top surface area of each 1ˆ1 degree cell
(m2), subscript i refers to U, Th, or K, and subscript k refers to the layer (sedi-
ment, upper, middle, or lower crust). The surface heat flux is a combination of the
flux from the continental crust and that which crosses the crust-mantle boundary
(Moho) from the mantle. Moho heat flux is a result of any heat production or
latent heat within the mantle and core below each 1ˆ1 degree cell. Studies have
estimated the Moho heat flux to be between 12 and 35 mW/m2 by fitting crustal
geotherms to pressure-temperature arrays derived from lower crustal xenoliths or by
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fitting geotherms to geophysical parameters (e.g. seismic wave speed, gravity, bore-
hole temperature, and/or surface heat flux)(Jaupart and Mareschal , 2015). Values
calculated for the Archean Superior Province, a region heavily studied for mantle
heat flux, are predicted to be 15 ˘ 3 mW/m2 (Jaupart and Mareschal , 2015).
4.3 Comparison of Model and Observations
There is a misfit between modeled heat flux from our global reference model
(with assumed Moho heat flux of 15 mW/m2) and that reported by Davies (2013)
on a 2ˆ2 grid (Figure 4.1). A negative difference shows that our modeled surface
heat flux is greater than that observed. This misfit could be caused by the as-
sumption of homogeneous concentrations of HPE within the upper crust, relative to
the heterogeneous abundances in the middle and lower crust (Huang et al., 2013),
incorrect assumption of Moho heat flux, or a combination of both. Because there
exist a significant amount of negative differences in figure 4.1 when using a QMoho
near the minimum realistic value (i.e. 15 mW/m2) we hypothesized that the misfit
is caused by homogeneous upper crust abundances, as a larger Moho flux would
drive upper crustal abundances even more negative. The simplifying assumption
of a homogeneous upper crust is especially problematic as this layer is expected to
produce „1/2 of the heat production of the entire crust due to enrichment in HPE
abundance (Huang et al., 2013). Furthermore, this assumption results in high heat
production where the crust is thickest — such as in the Himilayas — which is not
supported by the measured heat flux (Figure 4.1). To overcome the assumption of
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Figure 4.1: CRUST1.0 crustal thickness (km), modeled surface heat flux
(mW/m2) with QMoho = 15 mW/m
2, Davies (2013) surface heat flux
(mW/m2), and % difference between Davies (2013) and modeled heat flux.
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homogeneity we calculated the expected heat flux from the upper crust to fit the
observed. Following equation 4.2:
QUC “ QSurface ´QMC`LC ´QMoho (4.2)
where QUC is the upper crust heat flux, QSurface is the observed heat flux,
QMC`LC is the calculated heat flux from the middle and lower crust voxels, and
QMoho is the heat flux across the Moho. We assumed Th/U and K/U of 4.25 and
12,300, respectively, based on analysis of glacial diamictites, which are thought to
provide a comprehensive sampling of the crust (Gaschnig et al., 2016). By combining
calculated QUC and known Th/U and K/U ratios of the upper continental crust we
calculated the abundance of HPE within the upper crust. We applied a conservative
25% uncertainty to the surface heat flux measurements from Davies (2013).
Hydrothermal systems effects heat flux and produce abnormal heat patterns
in actively or recently deforming regions. Therefore, interpretation of our model
output was limited to stable crust, defined simply as Proterozoic and Archean age
crust following the crust type scheme of CRUST1.0. Coastal regions should be ig-
nored as there is a discrepancy in the definition of oceanic crust between Davies
(2013) and CRUST1.0, where Davies (2013) applied a half-space cooling model to
oceanic crust which is not applicable to continental crust. This results in unreason-
ably high U abundances (>6 ppm) in coastal areas. We find that for stable regions
with assumed low Moho heat flux (15 mW/m2)(Figure 4.2 left column), the model
overestimates average upper crust HPE abundance relative to similar models (e.g.
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Figure 4.2: Calculated U concentration (part per million (ppm)) with Moho
heat flux of 15 mW/m2 (left panels) and 30 mW/m2 (right panels), for
the entire continental crust (top), only stable crust (Archean + Protero-
zoic)(middle), and Archean crust (bottom). Cells with abundances equal to
or greater than six ppm U are the same color (deep red). Cells are defined on
1x1 degree basis, although patterns will be visible at 2ˆ2 degree due to grid
definition from Davies (2013). Average uranium concentrations reported in
boxes to the west of South America represent mass weighted average uranium
abundance (ppm) within the modelled regions.
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Rudnick and Gao (2014)). For Archean crust, often observed to have low surface
heat flux (Nyblade and Pollack , 1993; Mareschal et al., 2017), HPE estimates when
Moho heat flux is assumed low are consistent with previous estimates (Figure 4.2).
High Moho heat flux (30 mW/m2) yields low abundance estimates in both stable
and Archean regions due to the tradeoff between upper crust HPE abundance and
Moho heat flux (Figure 4.2 right column). For Moho heat flux values of either 15 or
30 mW/m2, there is significant concentration heterogeneity, with areas of both very
high and very low HPE concentration within Archean and Proterozoic crust. These
results are inconsistent with the conclusion of Gaschnig et al. (2016), who found no
significant difference between Archean and post-Archean crust. Similarly, the mag-
nitude of lateral heat production heterogeneity is inconsistent with regional studies
(Jaupart and Mareschal , 2014). Therefore the heterogeneity observed in Figure 4.2
is not expected, and this work highlights the necessity to better understand the
relationship between surface and Moho heat flux, and abundances of HPE within
the crust.
4.4 Constraining Moho Heat Flux
In the previous section heat production and HPE abundances in the upper
crust were constrained by assuming a constant laterally homogenous Moho heat
flux and middle and lower crust heat production. This section approaches crustal
HPE abundances from a different direction by instead comparing a calculatd ex-
pected Moho heat flux to surface heat flux. The past decade has seen advance-
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ments in the mapping of global seismic shear-wave velocity (Vs) variations (French
et al., 2013). Variations in Vs are more sensitive to temperature variation than Vp
(compressional velocity)(Cammarano et al., 2003). Cammarano and Guerri (2017)
calculated the temperatures within the lithosphere from comparison of a global Vs
model and a temperature-composition database created using the thermodynamic
modeling package Perple X (Connolly , 2005). They assumed a pyrolite composition,
allowing calculation of the temperature necessary to cause the observed Vs in pyro-
lite. Temperatures were calculated at 60, 100, 140, and 180 km depth. Uncertainty
was reported for these temperatures, average of ˘ 100 K, and is primarily a result
of uncertainties associated with properties of mineral phases and less to do with the
assumed mineral composition of the lithospheric mantle.
Cammarano and Guerri (2017) assumed no radiogenic heat production in the
lithosphere, assumed thermal conductivities for the crust and lithospheric mantle,
and using temperatures calculated at 180 km depth they derived estimated mantle
heat fluxes („ comparable to Moho heat flux) of 16-20 mW/m2 in stable cratons,
consistent with previous predictions for Moho heat flux under stable crust Jaupart
and Mareschal (2015). The assumption of no heat production in the lithosphere
means that any heat flux must be from the temperature at 180km depth. Finally,
they calculated the crustal heat production in 2x2 degree cells by comparison of
their calculated Moho heat flux and surface heat flux from Davies (2013). Their
method is similar to equation 4.2 except they did not differentiate between crustal
layers.
Temperatures from Cammarano and Guerri (2017) were used in conjunction
83
with the geophysical model LITHO1.0 (Pasyanos et al., 2014) to calculate crustal
heat production. LITHO1.0 is similar to CRUST1.0 but defines lithosphere as-
thenosphere boundary (LAB) depths. We adopt Vs derived lithospheric mantle
temperatures from Cammarano and Guerri (2017) closest to the LAB as possible
but at least 10km above the boundary in order to avoid any seismic noise created
by the LAB boundary. Locations for which Cammarano and Guerri (2017) did
not calculate data within the lithosphere as defined by LITHO1.0 were excluded
(i.e. LAB depth < 60 km). Assuming a lithospheric mantle heat production from
McDonough (1990), no heat production in the crust, a lithospheric mantle thermal
conductivity (Pasquale et al., 2015), and a crustal thermal conductivity (Miao et al.,
2014), we calculated a QMoho of 16 ˘ 4 mW/m
2. We assumed uncertainty on surface
heat flux from Davies (2013) of 25%, and uncertainty on the thermal conductivity’s
of 15% to accommodate different lithologies in the crust (Chapman, 1986). Our
calculated Moho heat fluxes are consistent with calculations from Cammarano and
Guerri (2017) and Jaupart and Mareschal (2015).
The bulk heat production of the continental crust was calculated using three
separate methods: 1) summation of all continental crust cells, 2) extrapolation
of the heat production from Archean + Proterozoic crust, and 3) extrapolation
using only Archean crust. Extrapolation involved characterizing the probability
density function of heat production in stable or Archean regions, then applying that
distribution to the bulk crust. Heat production in the continental crust is reported
as µW/m3 (Table 4.1) and terra-watt (TW) (Table 4.2) along with the estimates
from Huang et al. (2013) and Cammarano and Guerri (2017).
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Table 4.1: Calculated bulk continental crustal heat production (in µW/m3)
from this study and others. Values from this study were calculated for the
entire continental crust, Archean + Proterozoic crust, and only Archean crust.
a: Mass weighted values.
b: Calculated using mass of LITHO1.0 and Huang et al. (2013) values. b
Continental Crustal Heat Production (TW)
This Studya 6.95 ˘ 50%
Huang et al. (2013)b 7.5 ˘ 15%
Cammarano and Guerri (2017)c 9.3
Table 4.2: Bulk continental crust heat production (in TW).
a: Assumes heat production per volume µW/m3 from Archean crust.
b: Calculated using mass of LITHO1.0 and Huang et al. (2013) values.
c: Calculated using mass of LITHO1.0 and Cammarano and Guerri (2017)
values.
4.5 Discussion
Global models for the heat production in the continental crust predict high
surface heat flux in regions with thick crust, and low surface heat flux in regions
with thin crust. Consequently, modeled surface heat flux misfits with observed sur-
face heat flux. This misfit is likely due to assumptions related to the upper crust
which produces „60% of the heat production of the continental crust. Our modeled
heat flux in Archean regions often over predicts observed heat flux values by up-
wards of 100%. Inversion of the surface heat flux for upper crust HPE abundances
yields anomalously high abundances with wide spatial variability. Constraining the
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modeling to stable Archean + Proterozoic or only Archean crust still yields high
abundances with large spatial variability. This variability conflicts with observed
similarity between the heat producing element abundances of Archean and Protero-
zoic rocks, with no obvious spatial heterogeneity on scales observed in our modeling
(Gaschnig et al., 2016).
Bulk-continental crust heat production is lower than that calculated by Cam-
marano and Guerri (2017), especially when extrapolating average values from Archean
crust to the bulk-continental crust (Table 4.1). Depths of temperatures in this study
chosen at depths close to the LAB, while Cammarano and Guerri (2017) used tem-
peratures from the same depth regardless if that depth was actually within the
lithosphere. It is unclear why the central value of the bulk-heat production of the
continental crust from Cammarano and Guerri (2017) is „20% larger than this
study. Bulk-heat productions from this study more closely resemble those calcu-
lated from Huang et al. (2013), although they are in agreement with Huang et al.
(2013) and Cammarano and Guerri (2017) when including uncertainty. Uncertainty
from this study is much larger than these previous studies as uncertainty on thermal
conductivities (15%) and surface heat flux (25%) were included. The abundance of
HPE within the upper crust using Moho heat fluxes calculated from the Cammarano
and Guerri (2017) data was not calculated, although the result should be similar to
the result in section 4.3 because the average calculated QMoho is similar to what we
assumed in that calculation.
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4.6 Future Prospects
A more detailed analysis of the misfit between models of crustal heat produc-
tion and surface heat flux is needed. For example, a spatial analysis of continental
crust cells which do not agree with observed surface heat flux within 1σ uncertainty
could be useful in targeting regions for modeling improvement. Furthermore, the
proportion of cells which misfit surface heat flux would provide a very basic test of
the accuracy of the global model assuming, although interpretation of this propor-
tion would be dependent on the assumptions of a QMoho and that the surface heat
flux is only impacted by mantle heat flux and internal heat production.
The calculations detailed in this study have focused on changing the abundance
of HPE within the upper or bulk crust. Alternatively, the HPE abundances could
be held constant and the thickness of the upper crust could vary to fit surface heat
flux. Moho depths (= crustal thickness) represent seismic discontinuities while the
depths to upper, middle, and lower crust boundaries do not. In fact, geophysical
models such as CRUST2.0, CRUST1.0, and LITHO1.0 attribute „1/3 of the crustal
thickness as the upper crust. Figure 4.1 shows regions of thick crust do not show
anomalously high surface heat flux — unlike the modeled flux.
Future studies involving the global surface heat flux should explore the thick-
ness of the upper crust as a proxy for observed surface heat flux variation. This
direction of modeling is similar to the classic comparison of average heat production
vs average heat flux for cratonic scale regions, where the slope of the best fit line is
equivalent to the thickness of a high-heat producing layer — often assumed to be
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equivalent to the upper crust (Jaupart and Mareschal , 2014). Normally, these cal-
culations are performed for a specific craton. The suggestion here would constrain
the average heat production to that of Rudnick and Gao (2014) globally rather than
use sparse region specific values and calculate the thickness of upper crust. Modified
upper crust thicknesses would significantly effect the prediction of the geoneutrino
signals due to the reliance of upper crust thickness on calculated signals.
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Chapter 5: Reference Models for Earth’s Geoneutrino Flux
[1] S.A. Wipperfurth wrote all of the material in this chapter with input on
model creation and analysis from O. Šrámek and W.F. McDonough.
[2] This chapter is a paper to be submitted as:
Scott A. Wipperfurth, Ondřej Šrámek, and William F. McDonough. Reference
Models for Earth’s Geoneutrino Flux, 2019.
5.1 Abstract
Debate continues on the amount and distribution of radioactive heat produc-
ing elements (i.e., U, Th, and K) in the Earth, with estimates for mantle heat
production varying by a factor of 30. Constraints on the bulk-silicate Earth’s (BSE)
radiogenic power also places constraints on the BSE composition. Geoneutrino
detection is a direct measure of the Earth’s decay rate of Th and U. The geoneu-
trino signal has contributions from the local („40%) and global („35%) continental
lithosphere and the underlying inaccessible mantle („25%). Geophysical models
are combined with geochemical datasets to predict the geoneutrino signal at cur-
rent and future geoneutrino detectors. We propagated uncertainties, both chemical
and physical, through Monte Carlo methods. Estimated total signal uncertainties
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are on the order of „20%, proportionally with geophysical and geochemical inputs
contributing „30% and „70%, respectively. We find that estimated signals, calcu-
lated using CRUST2.0, CRUST1.0, and LITHO1.0, are within physical uncertainty
of each other, suggesting that the choice of underlying geophysical model will not
change results significantly, but will shift the central value up to „15%, depending
on the crustal model and detector location. Similarly, we see no significant differ-
ence between layer abundances and bulk-crustal heat production when using these
geophysical models. The bulk crustal heat production is calculated as „7 ˘ 2 (1σ)
terra-watts, which includes an increase of 1 TW in uncertainty relative to previous
studies.
5.2 Introduction
There are two major sources of Earth’s heat, estimated at 47 ˘ 2 terra-watts
(TW) (Davies and Davies , 2010): primordial heat remaining from planetary assem-
bly and core formation, and radiogenic heat produced during radioactive decay of the
heat-producing elements (HPEs) uranium (U), thorium (Th), and potassium (K).
Estimates of the amount of radioactive heat produced in the bulk-silicate Earth
(BSE) fall into three categories: low, medium, and high heat production. These
models include: [LOW] early Earth collisonal erosion of an HPE enriched crust
(O’Neill and Palme, 2008) or assuming the BSE = enstatite chondrites (Javoy ,
1999; Javoy et al., 2010); [MEDIUM] combining observation from chondrites and
mantle melting trends of terrestrial samples (McDonough and Sun, 1995; Palme
90
and O’Neill , 2014); and [HIGH] simple parameterized mantle convection models
(Turcotte and Schubert , 2014). These models differ in BSE heat production by a
factor of three (11 to 33 TW). Removal of the crustal signature and considering the
1-sigma bounds leads to a factor of thirty in estimates of the radiogenic power of
the modern mantle (Šrámek et al., 2013). Figure 5.1 shows the relative radiogenic
heat proportion of the crust and mantle for each BSE compositional model as well
as the expected geoneutrino signal at the SNO+ detector in Canada („ average
crust). The geoneutrino prediction in Figure 5.1 uses the model described in this
paper. Characterization of the amount and distribution of the BSE radiogenic heat
source would improve understanding of the power available for mantle convection,
plate tectonics, and the geodynamo. Furthermore, constraining the amount of U
and Th also constrains the relative amount of other refractory elements in the Earth
(Bellini et al., 2013; McDonough and Sun, 1995).
Over the last decade particle physicists have detected and analyzed the Earth’s
geo-neutrino flux, electron anti-neutrinos of terrestrial origin produced during β´
decay (n Ñ p ` e´ ` ν̄e). The intensity of this flux is proportional to the concen-
tration and distribution of U, Th, and K inside the Earth. However, these elusive
particles are exceedingly difficult to detect as they are charge-less leptons with neg-
ligible interaction cross sections («10´43cm2)(Dye, 2012). The geo-neutrino flux is
measured in large, underground, liquid scintillation detectors using the inverse beta
decay (IBD) process (ν̄e ` p Ñ e
`
` n). The IBD reaction creates two flashes of
light, separated in time („200 µ) and space („30 cm), which allows for constraint of
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Figure 5.1: Relative proportion of heat production in the modern mantle
(yellow) and average continental crust (red) for three groups of BSE models:
Low Q (Javoy , 1999; Javoy et al., 2010; O’Neill and Palme, 2008), medium
Q (McDonough and Sun, 1995), and high Q models (Turcotte and Schubert ,
2014). The total radiogenic heat production predicted by each model is shown
in the center of each pie-diagram with the predicted signal at the SNO+
detector (Canada: „ average crust) below in parentheses. Signals are reported
in terrestrial neutrino unit (TNU), where one TNU = one detection in one
year exposure of a 1 kton detector with 100% detection efficiency.
the geo-neutrino energy and direction (Bellini et al., 2013). Geo-neutrino detectors
are presently counting at the Kamioka Liquid-Scintillator Anti-Neutrino Detector
(KamLAND; 1 kt; Japan) and the Borexino Detector (0.3 kt; Gran Sasso, Italy),
with the SNO+ Detector (1 kt; Sudbury, Canada) scheduled to begin measurements
in 2019, the JUNO detector to complete construction by 2021 (20 kt; China)(Adam
et al., 2015), and the Jinping detector beginning construction soon (Beacom et al.,
2016).
To understand the geoneutrino flux and heat production from the inaccessible
mantle, models of the distribution and amount of U, Th, and K in the accessible crust
have been created. These models combine geochemical and geophysical information
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Figure 5.2: Model predictions of geoneutrino signal at KamLAND from
Enomoto et al. (2007)(28.2 TNU), Fiorentini et al. (2012)(26.5 ˘1.52 TNU),
Huang et al. (2013)(20.6`4.0´3.5 TNU), and Šrámek et al. (2016)(24.2 ˘3.5 TNU).
Values share the same measured flux (y-axis) from Watanabe (2016) (34.9`6.0´5.4
TNU) but are offset for visibility. The y-intercept (from a slope 1 line) repre-
sents the signal from the mantle after removal of the crustal contribution.
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to calculate a global crustal flux — with uncertainty — at each detector. Because the
geoneutrino signal is dependent on distance from the detector (1/r2 relationship),
high-resolution regional models are often coupled with the global model to more
accurately predict the flux and uncertainty. A meta-analysis of previously published
estimates reveal discrepancies in the predicted flux. For example, estimated fluxes
at KamLAND can vary by as much as 40%, with particular distinction between
models produced respectively by the geoscience and physics communities (Figure
5.2). Differences between estimates is largely a function of global geophysical model
chosen or the geochemical modeling methodology in the region surrounding the
detector (e.g. including local geologic information).
The creation of a geoneutrino model for the crust, including [U,Th,K] abun-
dances, heat production, and geoneutrino flux from each crustal layer is reported.
The geochemical model we adopt is appended to three different geophysical mod-
els to test the dependence of the final signal on the chosen input model. Crustal
masses, geochemical abundances, and geoneutrino fluxes at six detector locations is
calculated and results compared for different geophysical inputs. Uncertainties are
correlated and propagated using Monte Carlo methods.
5.3 Geophysical Model
The lithosphere is the outer rigid silicate shell of the Earth and is composed
of the thick mafic lithospheric mantle and the relatively thinner more felsic crust.
In the past few decades authors moved from characterizing the vertical profile of
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Figure 5.3: A) Density of LITHO1.0 model (left colorbar). B,C,D) Differences
in crustal cell mass (1° ˆ 1° resolution; right colorbar) between LITHO1.0 -
CRUST1.0, CRUST1.0 - CRUST2.0, and LITHO1.0 and CRUST2.0. For ref-
erence, the average mass of a 1ˆ1 degree crustal column is approximately equal
to 1018 kg. Densities vary from 2600 to 3100 kg/m3, with granite like den-
sities („2700 kg/m2) appearing under the Himalayas. CRUST1.0-CRUST2.0
show the least variability in mass differences, while LITHO1.0 appears most
variable compared to CRUST1.0 and CRUST2.0.
the crust as a single bulk layer to a combination of an upper crust and lower crust
(e.g. Hacker et al. (2015)), an upper crust, middle crust, and lower crust (e.g.
CRUST5.1 (Mooney et al., 1998)), or as a continuously changing density structure
(e.g. GEMMA1.0 (Reguzzoni and Sampietro, 2015) or Szwillus et al. (2019)). Fur-
thermore, authors have begun to laterally characterize the crust as a assemblage of
different groups with similar seismic structure, something that has previously been
performed (e.g. Pakiser and Robinson (1966)) but rarely with regard to 3D models.
Modern global physical models are constructed using global and local seismic stud-
ies, gravity surveys, or a combination of both. The primary purpose of geophysical
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models has been the need for crustal corrections in mantle tomography (Mooney
et al., 1998).
CRUST5.1 provided a global model by providing seismic compressional (Vp)
and shear wave (Vs) velocity averages for regions with similar crustal structure in
order to extrapolate to regions where there was limited or no data (Mooney et al.,
1998). This model defined the crust as three layers (upper, middle, and lower)
with a sediment layer on top. The subsequent family of geophysical models built on
CRUST5.1 have a generational increase in input data, resulting in resolution changes
from CRUST5.1 (5° ˆ 5°)Ñ CRUST2.0 (2° ˆ 2°; Bassin et al. (2000))Ñ CRUST1.0
(1° ˆ 1°; Laske et al. (2013)). Of note, CRUST2.0 and CRUST1.0 provide limited
description of the model inputs or methodology aside from an AGU and EGU ab-
stract, respectively. The most recent iteration of the ”CRUST” family of models,
LITHO1.0 („1° ˆ 1°) (Pasyanos et al., 2014), perturbed CRUST1.0 parameters
(density, Vp, Vs, layer thickness) to fit a global surface wave dataset and for the
first time included lithosphere-asthenosphere boundary (LAB) depths. LITHO1.0
reports Vp and Vs within the model with a continuous probability distribution, while
CRUST2.0 and CRUST1.0 report a few discrete velocities within each layer. In com-
parison to other studies, LITHO1.0 shows a smaller misfit to high-resolution seismic
studies compared to CRUST1.0 (Olugboji et al., 2017). CRUST2.0, CRUST1.0, and
LITHO1.0 are adopted as the physical basis in the model in order to test their
effect on modeled outputs. Importantly, these models do not provide an estimate
of uncertainty on model parameters. A comparison of the mass and thickness of
layers within these models is shown in Table 5.1, while a comparison of crustal
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geoneutrino fluxes from each model in Table 5.4. These geophysical models are not
combined with the more recent gravity based GEMMA1.0 (as was done by Huang
et al. (2013)) due to ambiguity regarding GEMMA1.0’s dependence on the adopted
density structure of the crust in their interpretation of the gravity signal. However,
this also means that we do not have a measure of uncertainty on crustal thickness
and must rely on estimates from previous studies (see Section 5.5).
Previous geoneutrino reference models were generally built upon the most
recent model available. The first model post the start of geoneutrino measurements
at KamLAND was that of Mantovani et al. (2004) built using the Preliminary
Reference Earth Model (PREM)(Dziewonski and Anderson, 1981), followed by the
models of Enomoto et al. (2007) and Fiorentini et al. (2012) for the geoneutrino flux
at KamLAND and Borexino (built on the geophysical model CRUST2.0). Huang
et al. (2013) is built on a combination of the physical models CRUST2.0, CUB2.0
(Shapiro and Ritzwoller , 2002), and GEMMA1.0 and has been used in the prediction
of fluxes at SNO+ (Huang et al., 2014; Strati et al., 2017) and JUNO (Strati et al.,
2015), among others. Finally, Šrámek et al. (2016) calculated the flux at Jinping
with a model built upon CRUST1.0 (Laske et al., 2013).
LITHO1.0 is re-meshed from its initial tesselation (level 7; „1° ˆ 1°) form in
to a 1° ˆ 1° grid. Similarly, CRUST2.0 is re-meshed into a 1° ˆ 1° grid from its
previous 2° ˆ 2° grid. Re-meshing was necessary to more easily compare modeled
outputs. We split the LITHO1.0 and CRUST1.0 cells into continental and oceanic
crust using the crust type characterization from CRUST1.0 and split CRUST2.0 by
its own classification. For CRUST1.0 and CRUST2.0, oceanic crust is defined as
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types A0, A1, B-, V1, Y3 or all A and B types, respectively; these correspond to
crustal types labeled ”oceanic”. The final models contain sediment layers (two for
CRUST2.0 and 3 for CRUST1.0 and LITHO1.0), upper, middle, and lower crust,
and lithospheric mantle. Sedimentary thickness within the ”CRUST” family are
from a digitization of energy industry datasets (Laske and Masters , 1997).
Continental lithospheric mantle LAB depths are provided by LITHO1.0 or
for CRUST2.0 and CRUST1.0 the LAB is set to 175 ˘ 75 km depth following
Huang et al. (2013). Although this study focuses on the lithosphere and continental
crust, we include a convecting mantle in order to provide an estimate of the total
geoneutrino signal expected at a detector. For the convecting mantle we define
the lower 750 km as the Enriched Mantle, which equals „19% of the mantle by
mass (Arevalo et al., 2013; Dziewonski and Anderson, 1981). PREM densities are
adopted for the mantle (Dziewonski and Anderson, 1981). The mass of the BSE
reported in table 5.1 is a combination of PREM for the mantle and either CRUST2.0,







































































































































































































































































































































































































































































































































































































































































































































































The Earth’s crust is composed of mafic oceanic crust (avg. „ 7 km thick) and
relatively more felsic continental crust (avg. „ 35 km thick). The geochemistry of
the continental crust has been explored extensively over the past decades, particu-
larly the accessible upper crust. Generally the crust is thought to decrease in SiO2
with depth from 67% in the upper crust to 53% in the lower crust (Rudnick and
Gao, 2014). These observations are from surface exposures of the upper, middle,
and lower crust as well as xenolith samples. Furthermore, it has long been observed
that increasing metamorphic grade cannot account for the increase in the observed
Vp with depth, rather requiring a compositional increase in maficity (Christensen
and Mooney , 1995). The relationship between seismic velocity and chemical com-
position has been observed empirically, due to the chemical effect on the shear and
bulk modulus of which Vp relies (Pakiser and Robinson, 1966; Christensen, 1965;
Christensen and Mooney , 1995). However, observed Vp of different lithologies are
non-unique, requiring further assumption to have any meaningful result when in-
verting Vp for composition. The methodology of Huang et al. (2013) is adopted,
which assumes the continental middle crust is composed of amphibolite and the con-
tinental lower crust of granulite metamorphic rocks. These assumptions are based
on surface exposed crustal crossections and xenolith data (Rudnick and Gao, 2014).
Huang et al. (2013) correlated Vp and SiO2 and SiO2 and [U, Th, K] of amphi-
bolite and granulite by a linear relationship between mafic and felsic endmembers.
This correlation is characterized by a simple mass-balance defined by the following
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equations:
Vmodel “ Vff ` Vmm (5.1)
1 “ f `m (5.2)
aoutput “ aff ` amm (5.3)
where Vf ,Vm, af , and am are the Vp and abundance of the felsic and mafic end-
members of amphibolite (middle crust) and granulite (lower crust), Vmodel is the Vp
provided by the geophysical model, and f and m are the mass proportions of felsic
and mafic endmembers. The velocities of the amphibolite and granulite datasets are
derived from laboratory measurements at room temperature and 600 MPa (Huang
et al., 2014). These measurements are temperature corrected (-4ˆ10´4 km/s/°C)
following a mid-range geotherm (qs = 60 mW/m
2) (Turcotte and Schubert , 2014;
Pollack and Chapman, 1977)) and pressure corrected (2ˆ10´4 km/s/MPa) from
pressures calculated from the parameters provided by the geophysical model (P
= ρgh) (Huang et al., 2013). Temperature and pressure corrections are from em-
pirical studies (Rudnick and Fountain, 1995; Christensen and Mooney , 1995). In
cases where the Vp from the geophysical model is larger than the mafic endmem-
ber or smaller than the felsic endmember, we set f to be 0 or 1, respectively. In
LITHO1.0, this occurs in „11% (36% f=0 and 84% f=1, proportionally) of middle
crustal and „42% (98% f=0 and 2% f=1, proportionally) of lower crustal conti-
nental tiles. Model Vp outside the range of endmembers also occurs in CRUST2.0
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and CRUST1.0, with the middle (lower) crust having 11% (23%) and 0% (64%),
respectively. This method is especially problematic for the lower crust, but for the
purposes of this study the impact has a negligible effect on the geoneutrino signal
as the lower crust is generally depleted in [U,Th,K] relative and is farther from the
geoneutrino detectors than the upper or middle crust (see Section 5.6).
HPE abundance for the upper crust is not calculated from a Vp and com-
position correlation because near surface processes strongly effect observed Vp and
because we cannot simplify the upper crust as a single metamorphic grade (as we
do for the middle and lower crust). Without the simplifying assumption of a single
metamorphic grade there are too many non-unique lithologies that could be present.
Instead values calculated from a meta-analysis of previously published upper crust
estimates is adopted (Rudnick and Gao, 2014), which equates to a central value
(mean) and uncertainty on that value rather than a standard deviation. Although
this uncertainty is not consistent with our overall adoption of 1-sigma uncertainties
in this study the analysis of Rudnick and Gao (2014) currently provides the best
estimate of upper crust composition.
Sediment compositions are from the GLOSSII model of subducted sediments,
as these material would be the remnants of continental weathering and marine ac-
tivity (Plank , 2014). This assumption is acceptable as the location of sedimentary
basins in the geophysical model is generally along coastlines. The continental litho-
spheric mantle is characterized by a suite of xenoliths compiled by Huang et al.
(2013). For the oceanic crust we adopt the bulk oceanic crust composition from
White and Klein (2014). The lithospheric mantle below oceanic crust is assumed to
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have the same composition as the upper mantle.
The BSE composition is calculated from the U abundance given by McDonough
and Sun (1995), whereas Th and K are calculated from observed Th/U and K/U
(Wipperfurth et al., 2018; Arevalo et al., 2009). Similarly, a conservative upper
mantle (LAB to 750 km above CMB) U abundance based is assumed based on the
compilation from Arevalo et al. (2013) and the Th and K abundance is calculated
from observed Th/U and K/U values from mid-ocean ridge basalt samples (Wipper-
furth et al., 2018; Arevalo et al., 2009). The abundances within the enriched mantle
are the remainder from subtraction of the lithosphere and upper mantle from the
BSE composition (Table 5.2). Iterations where the enriched mantle is more de-
pleted than the depleted mantle, which occurs in „25% of iterations, are discarded.
This avoids conflicts with observed OIB samples with enriched HPE abundances
compared to MORB samples (Arevalo et al., 2013).
5.5 Uncertainties and Correlation
The attribution of uncertainty is the most difficult and time consuming part
of numerical modeling. When available, uncertainties directly reported by the data
source are adopted. When not available, relative uncertainties in agreement with
literature estimates are adopted and always correspond to 1σ except for abundances
in the upper crust. [U,Th,K] abundances display log-normal distributions, a trait
shared with other incompatible elements (Ahrens , 1954; McDonough, 1990; Wip-





U (µg/g) 2.7 ˘0.60
Th (µg/g) 10.5˘1.0
K (wt%) 2.32˘0.19


















































































Table 5.2: Calculated abundances, element ratios, and power for the upper
crust, middle crust, lower crust, and bulk-continental crust. Upper crust
abundances are same in all models, but power varies as mass of crust varies.
Reported uncertainties are 1σ. Bulk continental crust values are weighted by
mass of each layer and include the sediment contribution (see Supplementary
Information for sediment values). K/U and Th/U are mass ratios.
a = Values from Rudnick and Gao (2014).
b = Calculated from Vp-(U,Th,K) correlation of amphibolites.
c = Calculated from Vp-(U,Th,K) correlation of granulites.
d = Mass-weighted values for bulk continental crust.
distributions are reported as geometric mean ˘ 1σ uncertainties. 5% uncertainty
is ascribed to Vp, which is primarily based on the recent comparison of a high-
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resolution surface wave model of the US with CRUST1.0 and LITHO1.0 (Olugboji
et al., 2017), although is in agreement with earlier estimates (Mooney et al., 1998).
Because density is derived from Vp in the ”CRUST” family of models, 5% uncer-
tainty is also applied to density. 12% uncertainty is ascribed to crustal thickness
based on the comparison of CRUST2.0, CUB2.0 (Shapiro and Ritzwoller , 2002),
and GEMMA1.0 by Huang et al. (2013).
The correlation of uncertainties is equally as important as absolute uncertainty
attribution and largely dictates the relative magnitude of the uncertainty on the
modeling output. For example, no correlation in thickness of layers, and thereby
no correlation of the mass, results in negligible uncertainty on the estimated mass
of the crust (!1%). This result is unrealistic as we do not know the crustal mass
to such precision. Thickness is correlated across all layers; in this way the crust is
modeled when it is most massive (all layers as thick as possible) and least massive
(all layers as thin as possible). A partial uncertainty would be ideal but is impossible
without in-depth knowledge of the correlation of input data used to construct the
geophysical model (e.g. the foundational data of LITHO1.0 and their correlations).
Vp and density are not correlated between the middle and lower crust as it is unclear
how Vp and density would shift given a change in one of the layers. Abundances
are correlated within each layer as there is a longstanding observation of a general
correlation between [U,Th,K] due to their similar incompatibilities during mantle
and crustal melting. This correlation also applies to the endmember abundances for
amphibolite and granulite. However, abundances are not correlated between layers
because the samples used to estimate the abundances of the upper, middle, and
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lower crust are not the same samples and therefore variability within each dataset
is independent of the others. There is, however, an inherent correlation between
the middle and lower crust in our model because of the correlation of Vp within
these layers from the geophysical model coupled with our geochemical methods. All
correlations described above assume 100% correlation between parameters.
5.6 Numerical Model and Geoneutrino Flux
The geophysical and geochemical information are combined into a coherent
model, with attributes assigned for each 1° ˆ 1° cell for each layer. A Monte Carlo
simulation with 3ˆ104 iterations is used to propagate uncertainty. In each itera-
tion the input variable’s probability density function is randomly sampled. This
method allows for combination of normal and log-normal distributions. The code is
written for parallel computing in MATLAB using either LITHO1.0, CRUST1.0, or
CRUST2.0, taking „8 hours on an 4 core (8 thread) Intel CPU for 3ˆ104 iterations
of the Monte Carlo. In this way we have provided an environment to use and test
these different geophysical models within a self-consistent framework. The effect
of the number of iterations on the final flux was tested by performing 10 repeated
calculations with 20ˆ104 iterations each, with relative variation in the central value
and 1-sigma uncertainties of 0.1% and 0.5%, respectively.
For each voxel (3D pixel) within a layer, the mass was calculated from the
the density and thicknesses provide by the geophysical model. Multiplication of
the mass by HPE abundance yields the mass of HPE within each voxel. The heat
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production within each voxel is calculated using updated decay and heat ouput
parameters from Ruedas (2017). Finally, the geoneutrino flux can be calculated for
U and Th.
5.6.1 Calculating Flux
We calculate the geoneutrino flux at detector locations defined by latitude,
longitude, and depth below surface (see Table A2.1). The number of antineutrinos





















#ν̄e detected per energy ν̄e




λ Decay constant decay
sˆatom
µ Atomic mass in kg kg
mol
σP ν̄e Cross-section in m







#ν̄e emitted per energy
ν̄e
decay
Pee Oscillation probability (function of Eν̄e) unit-less
ap~r1q Abundance of radionuclide in cell kg
kg
ρp~r1q Density of rock in cell kg
m
3
~r ´ ~r1 Distance from cell to detector m
Table 5.3: Variables used in the calculation and propagation of the geoneutrino
flux.
This equation accounts for the number of decays of each isotope, the emitted
neutrino energy spectrum, the distance the isotope is from the detector, and the
probability of a neutrino oscillation over that distance. Oscillation parameters (Pee
and σP ) are calculated from the most recent values from Capozzi et al. (2017). The
flux is calculated and propagated for every 75 KeV across the geoneutrino energy
spectrum („1800 KeV - 3300 KeV) calculated by Enomoto (2006a). The output
from equation 5.4 is in terrestrial neutrino unit (TNU), which is the number of
neutrinos detected per 1032 protons («one kton liquid scintillator) per one year
with 100% detector efficiency (see ε in Table 5.3). Adoption of TNU allows for
simple comparison of signals between detectors of different sizes and efficiencies.
As the geoneutrino signal is dependent on the distance from the detector (~r´~r1)
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it is necessary to increase the mesh resolution for cells near the detector, otherwise
the flux would be calculated at the center of each 1° ˆ 1° voxel. The mesh resolution
is increased until the final flux reaches stability. This results in cell sizes increasing
from „ 100 m3 next to the detector, 10 km3 at 500 km distance, and the initial
cell size after 1000 km. The re-meshing is a necessary step in the calculation of the
geoneutrino signal but is computationally intensive, increasing computation time by
40%.
5.7 Results and Discussion
This study provides an updated reference model to Huang et al. (2013) for
the abundance of heat producing elements in the lithosphere, their heat production,
the geoneutrino flux at current and future detectors, and a comparison of these
outputs from three commonly used geophysical models. The crustal abundances and
geoneutrino flux are a result of the complex amalgamation of laterally and vertically
variable seismic velocity, layer thickness, layer density, and [U,Th,K] abundance.
These parameters change from cell to cell in a convoluted way, making analysis of the
specific cause of differences in the geoneutrino flux and crustal abundances between
geophysical models difficult. For these reasons the following section will attempt
to convey some of the major differences when using different geophysical models
rather. A broad overview of different lithospheric thickness models is provided by
Steinberger and Becker (2016), which compliments this study.
The geoneutrino flux results at six detectors are shown in Table 5.4, which
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includes flux from the bulk continental crust and total expected flux. A full break-
down of each flux is included in appendix A2. To illustrate the similarity between
fluxes when using CRUST2.0, CRUST1.0, and LITHO1.0, the maximum difference
in the central value as well as the Overlapping Coefficient (OVL), which measures
the degree with which the distributions overlap (Inman and Bradley Jr., 1989), is
included. The results of this study show that the choice of global physical model
has only a small effect on the predicted crustal geoneutrino signal (Table 5.4). Es-
timates for the crustal geoneutrino flux at KamLAND, SNO+, and Jinping show
larger variation between predictions than the other models (15% maximum variation
in the central value) although still within 1-sigma uncertainty. OVL values are al-
ways greater than 70% overlap, with average overlap greater than 90%. Considering
only the central value or the OVL suggests more similarity between LITHO1.0 and
CRUST1.0 compared to CRUST2.0. This is in contrast to the apparent similarity
















































































































































































































































































































































































































































































































































































































































































































































































































































































Abundances in the all layers are comparable (within 1σ) to both Rudnick and
Gao (2014) and Huang et al. (2013). Uncertainties reported in the middle and lower
crust are larger than those reported by Huang et al. (2013). K/U and Th/U of the
bulk crust are also in agreement at 1σ with previous estimates (Huang et al., 2013;
Wipperfurth et al., 2018).
The bulk-continental crust heat production is negligibly different between the
geophysical models (Table 5.2) and following a similarity of abundance is consistent
with previous estimates (Huang et al., 2014; Rudnick and Gao, 2014; Mareschal
and Jaupart , 2013). Furthermore, an estimate of bulk continental heat production
of 7.0`2.1´1.6 TW (using LITHO1.0) encompasses average heat production in stable
Precambrian (5.9 ˘0.6 TW) and Phanerozoic (8.3 ˘1.0 TW) crust estimated from
heat flow studies (Mareschal and Jaupart , 2013). The similarity of continental crust
heat production when using CRUST2.0 and LITHO1.0 is again in contrast with the
crustal flux similarity of CRUST1.0 and LITHO1.0 or the crustal mass similarity of
CRUST2.0 and CRUST1.0. The similarity in crustal heat production of CRUST2.0
and LITHO1.0 is a reflection of their similar bulk crustal mass compared to the
lower mass from CRUST1.0 (Table 5.1).
Reported uncertainties are larger than Huang et al. (2013) primarily as a result
of increased correlation of abundance and geophysical uncertainties. Increased cor-
relation causes an inverse effect on uncertainty for the bulk crustal K/U and Th/U,
resulting in less uncertainty than described by Huang et al. (2013). Some previous
geoneutrino flux predictions did not include uncertainty on geophysical inputs, in-
cluding crust thickness (e.g. Šrámek et al. (2016); Fiorentini et al. (2012); Enomoto
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et al. (2007)), meaning these studies report smaller uncertainty on fluxes. Similar to
flux, the uncertainty on continental crustal heat production is „50% larger than that
estimated by Huang et al. (2013)(6.8`1.4´1.1 TW). In general, geophysical uncertainties
(on thickness, density, and Vp) account for „30% of the flux uncertainty, with the
remaining proportion („70%) from the geochemical inputs. When only considering
the geophysical uncertainty, as the same geochemical method was applied to each
geophysical model, the calculated crustal flux’s are still negligibly different.
5.8 Suggested Modeling Improvements
The discernment of BSE compositional models (i.e. low, medium, or high Q)
will negligibly be affected by which geophysical model is adopted, as the fluxes are
too similar (see Figure 5.1 for comparison). Regardless, we suggest future studies
adopt LITHO1.0 over CRUST2.0 or CRUST1.0. LITHO1.0 includes estimates of
lithosphere-asthenosphere boundary (LAB) depths which are consistent with other
estimates, while CRUST2.0 and CRUST1.0 do not include LAB depth (Steinberger
and Becker , 2016). LITHO1.0 contains continuous distributions for Vp and density
due to the perturbation of CRUST1.0 to fit surface wave data, while CRUST2.0
and CRUST1.0 provide a few discrete values. Finally, available information for
the methodology and data incorporated into LITHO1.0 (Pasyanos et al., 2014) is
greater than for CRUST2.0 (AGU abstract; Bassin et al. (2000)) or CRUST1.0
(EGU abstract; Laske et al. (2013)). Recent modeling by Szwillus et al. (2019) is
even more transparent in methodology and input data than LITHO1.0 and provides
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uncertainty estimates, although the relatively recent publication time of Szwillus
et al. (2019) has limited its use in this study.
Future studies with the goal to update LITHO1.0 should aim to better under-
stand the density and seismic structure beneath the Himalayas and Andes regions.
The ’CRUST’ family of models predicts felsic-like densities in the entire crustal col-
umn in these regions (including the expected mafic lower crust)(Figure 5.3). This
prediction is in conflict with some regional studies (e.g. Monsalve et al. (2008);
Bai et al. (2013)) although agreement with other global studies (e.g. Hacker et al.
(2015)) as and regional seismic models (Gilligan and Priestley , 2018; Agius and
Lebedev , 2017). Additionally, LITHO1.0 perturbed CRUST1.0 parameters up to
5% to fit observed surface waves, which a comparison of CRUST1.0 and LITHO1.0
Vp in the Himilayas shows that this perturbation reached saturation (i.e. 5% change
between LITHO1.0 and CRUST1.0). If the model was not limited to 5% change
the output would be more mafic than current. Because of the saturation of the
method used by Pasyanos et al. (2014), LITHO1.0 in its current state may not be
in agreement with observed regional data and should be revisited. Similar phenom-
ena are observed under the Andes Mountains in South America (e.g. Lucassen et al.
(2001)). The Himilayas are particularly relevant for the geoneutrino prediction sig-
nal at Jinping and to a lesser extent, JUNO, while the Andes will be relevant to the
future ANDES underground laboratory (Bertou, 2012).
The geochemical method of conversion of Vp to [U,Th,K] does not work well in
the lower crust (and to some degree in the middle crust) as the model often surpasses
the endmember condition. This is a problem due to simplifying assumptions (i.e.
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assuming endmembers) indicating a need for a more sophisticated modeling space.
A joint probability analysis of the available amphibolite or granulite samples with
measured Vp could avoid this problem (see Appendix A2 for details). This analysis
would not assume any specific relationship between Vp and SiO2(unlike the linear
relationship we assumed in this study) but instead would use the joint probability
of Vp and SiO2 from the dataset. Currently there are too few samples („100-150)
with experimentally measured Vp to create a robust analysis. Incorporation of a
thermodynamic modeling software (such as Perple X (Connolly , 2005)) would allow
for the calculation of seismic wavespeed for 500 samples, which would significantly
increase the robustness of a joint probability analysis. Calculated Vp using Perple X
for samples used in Huang et al. (2013) by Hacker et al. (2015) closely resemble
laboratory measurements, indicating the viability of thermodynamically calculated
Vp.
The attribution of uncertainty on the concentration of heat producing ele-
ments in the upper crust is not consistent with uncertainty on other parameters,
including abundances in other layers. Often cited studies on the upper crust compo-
sition report sigma-mean (Rudnick and Gao, 2014) or Median Absolute Deviation
(MAD)(Gaschnig et al., 2016), both of which report smaller error estimates than
the standard deviation. Any regional or global geoneutrino modeling should adopt
consistent error estimators, be it standard deviation or MAD, or justify the treat-
ment of the upper crust separately from other portions of the crust. Upper crust
U abundance used in this study is Rudnick and Gao (2014) 2.7 ˘ 0.6 µg{g (sigma-
mean), contrasting with that from Gaschnig et al. (2016) of 2.66 ˘ 0.87 µg{g. The
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standard deviation of the glacial diamictite data (assumed to sample large portions
of the upper crust) from Gaschnig et al. (2016) is 150% of the MAD. Because the
upper crust is the dominant heat and geoneutrino emitter, consistent uncertainty
estimates on abundances could significantly increase uncertainties on the predicted
crustal geoneutrino flux. Moreover, log-normal fitting of the data from Gaschnig
et al. (2016) provides a better fit to the data than a normal distribution and is
consistent with the expected log-normal distribution of incompatible elements.
Underestimation of the upper crust uncertainty or problems associated with
middle/lower crust abundance calculations have a mitigated effect on predicted
fluxes if a high-resolution regional geoneutrino model is combined with the global
model (e.g. (Huang et al., 2014; Strati et al., 2017; Enomoto et al., 2007; Coltorti
et al., 2011)). Because of the distance dependence of the geoneutrino flux (see 5.4)
the regional area provides „40% of the geoneutrino signal at a detector. High-
resolution seismic and geochemical studies of the region largely negate the negative
effects outlined in this study and provide the most robust estimate of the flux at
any detector location. This is exemplified in the studies of Huang et al. (2014) and
Strati et al. (2017), who calculated larger uncertainties on the geoneutrino flux at
SNO+ when they included a regional model compared to only using a global model.
Although the uncertainty is larger than that estimated from the global model, their
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Chapter 6: Earth’s chondritic Th/U: Negligible fractionation during
accretion, core formation, and crust-mantle differentia-
tion
[1] W.F. McDonough initiated the project with study direction from M. Guo
and S.A. Wipperfurth. M. Guo prepared and analyzed the input data. S.A. Wip-
perfurth and O. Šrámek designed the Monte Carlo model with S.A. Wipperfurth
coding and performing the modeling. Analysis of data was performed by all authors.
W.F. McDonough took the lead in writing the manuscript with input from all the
authors.
[2] This chapter has been published as:
Wipperfurth, S. A., M. Guo, O. Šrámek, and W. F. McDonough (2018),
Earth’s chondritic Th/U: Negligible fractionation during accretion, core
formation, and crust–mantle differentiation, Earth and Planetary Sci-
ence Letters, 498, 196–202, doi:10.1016/j.epsl.2018.06.029
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6.1 Abstract
Radioactive decay of potassium (K), thorium (Th), and uranium (U) power
the Earth’s engine, with variations in 232Th/238U recording planetary differentia-
tion, atmospheric oxidation, and biologically mediated processes. We report several
thousand 232Th/238U (κ) and time-integrated Pb isotopic (κPb) values and assess
their ratios for the Earth, core, and silicate Earth. Complementary bulk silicate
Earth domains (i.e., continental crust κCCPb = 3.95
`0.19
´0.13 and modern mantle κ
MM
Pb =
3.87 `0.15´0.07) tightly bracket the solar system initial κ
SS
Pb = 3.890 ˘ 0.015. These find-
ings reveal the bulk silicate Earth’s κBSEPb is 3.90
`0.13
´0.08 (or Th/U = 3.77 for the mass
ratio), which resolves a long-standing debate regarding the Earth’s Th/U value. We
performed a Monte Carlo simulation to calculate the κPb of the BSE and bulk Earth
for a range of U concentrations in the core (from 0 to 10 ng/g). Comparison of our
results with κSSPb constrains the available U and Th budget in the core. Negligible
Th/U fractionation accompanied accretion, core formation, and crust - mantle dif-
ferentiation, and trivial amounts of these elements (ă0.2 ng/g U) were added to the
core and do not significantly power („0.03 TW) the geodynamo.
6.2 Introduction
The Earth’s engine is powered by an unknown proportion of primordial and
radiogenic power (Šrámek et al., 2013; Jellinek and Jackson, 2015). Hence, we lack
a gauge informing us as to how much and what proportion of fuel from either source
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remains in the Earth and what fraction is stored in the continental crust, mantle,
and/or the core (Wohlers and Wood , 2015). This fuel powers volcanoes to erupt,
the mantle to convect, tectonic plates to separate, and contributes to the generation
of the protective magnetosphere that shields Earth’s life from harmful cosmic rays.
Radioactive decay of K, Th, and U produces heat and contributes more than
99% of the non-primordial power to the Earth (Arevalo et al., 2013; Ruedas , 2017).
The planet’s primordial power comes from the accretion energy derived from as-
sembling a uniform Earth and the gravitational energy release accompanying core
formation. Given the Earth’s size and mass, the accretion energy is of the order
1032 joules (or an equivalent temperature increase of the planet of tens of thousands
of degrees), whereas the energy released by core–mantle differentiation is an order
of magnitude smaller (Flasar and Birch, 1973; Šrámek et al., 2010).
Defining the amount and distribution of the radioactive elements inside the
Earth will exclude competing models of the meteoritic building blocks of planet
construction, which resulted in its unique composition (Šrámek et al., 2013; Javoy
and Kaminski , 2014; Wohlers and Wood , 2015; Jellinek and Jackson, 2015; Wohlers
and Wood , 2017). It has been speculated that under certain conditions of planet
formation a minor to significant fraction of these heat producing elements may have
been sequestered into the Earth’s core (Wohlers and Wood , 2015; Chidester et al.,
2017; Blanchard et al., 2017). In addition, speculations abound on the existence of
deep Earth reservoirs, which remain poorly sampled and mostly unaccounted for in
the chemical descriptions of the Earth (Rizo et al., 2016; Jackson et al., 2017).
Here we present a global assessment of the relative abundance of Th and U
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in the Earth and its distribution — specifically between the crust, mantle, and core
— and examine the degree to which fractionation of these elements has deviated
from the primordial Th/U value seen in primitive meteorites (i.e., troilites from iron
meteorites and chondrites). Our findings place into perspective this ratio and its
importance in constraining chemical and biological processes that have occurred in
the past.
Importantly, Th and U are refractory elements, those that condensed from the
nebula at high temperatures (ą1350 K), and are assumed to be accreted in chondritic
proportions, with limited variability (circa ď ˘10%) in their ratio. Both Th and U
decay to separate isotopes of lead (232Th to 208Pb and 238U to 206Pb) and thus one can
evaluate the Earth’s Th/U ratio using both the measured molar 232Th/238U values
(κ) and their time-integrated Pb isotopic values (κPb; see supplementary information
for details)(Tatsumoto et al., 1973; Tatsumoto, 1978; Galer and O’Nions , 1985). The
κPb ratio of the bulk silicate Earth’s (BSE) reservoirs is derived by calculating the
208˚Pb/206˚Pb ratio after subtraction of the BSE initial 208Pb/206Pb value and time
integrating the contributions from the two decay chains.
Recent estimates for the chondritic/solar system value of Th/U were reported
from a Pb-Pb isotope array using troilites from iron meteorites (κssPb= 3.890 ˘
0.015 (Blichert-Toft et al., 2010) and from seven dissolutions of the carbonaceous
chondrite, Allende (Th/Upmass ratioq 3.77 ˘ 0.07 (Pourmand and Dauphas , 2010)).
We recalculated the κssPb value reported in Blichert-Toft et al. (2010) using their
reported initial 208Pb˚/206Pb˚ value of 0.9572 ˘ 0.0038 and the following inputs:
age of the Earth (4.568 x 109 years), and the decay constants, λ238U = 1.5514 x
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10´10 (t1{2 = 4.468 x 10
9 yr) and λ232Th = 4.9511 x 10
´10 (t1{2 = 14.0 x 10
9 yr).
Using these inputs and the 238U natural molar isotopic fraction of 0.992742, we
calculate a Th/Upmolarq = 3.861 ˘ 0.016 and a Th/Upmassq = 3.764 ˘ 0.016 for this
troilite dataset. Thus, the troilite and chondritic results are in full agreement and
establish Earth’s Th/Upmassq value, assuming chondritic proportions of refractory
lithophile elements (McDonough and Sun, 1995).
We report a new global compilation of κ and κPb values for oceanic and con-
tinental rocks, with the former samples serving as a proxy for the modern mantle
(MM) and the latter for the bulk of the continental crust (CC). Following this we use
the solar system/chondritic value of κPb and the data for the BSE to draw conclu-
sions about the negligible contribution of the Earth’s core in these heat producing
elements’ balance.
6.3 Methods
The continental crust and the modern mantle are understood as complemen-
tary reservoirs of the BSE. Their κ and κPb values have been previously examined
(Galer and O’Nions , 1985; Elliott et al., 1999; Paul et al., 2003; Andersen et al.,
2015; Castillo, 2016; Kumari et al., 2016). In combination, the reservoirs’ κ ratios
combine to the BSE κ following these mass balance relationships:
















































and where M, mU , and mTh represent the mass of rock, U, and Th in the
reservoir of interest, a = the abundance of U or Th (mass fraction), MM = modern
mantle, and CC = continental crust. Multiplication of the above equations by the
ratio in atomic masses of Th and U and by the molar fraction of 238U relative to U
will yield κ. Thus, calculation of the κ and κPb of the BSE requires weighting the κ





























































































































































































































Some 150,000 measurements acquired through the EarthChem (www.earthchem.org)
repository were statistically assessed and are provided as an electronic supplement.
Select measures, including the arithmetic mean, geometric mean, and median are
reported in Table 6.1 for oceanic basalts and continental igneous, sedimentary, and
metamorphic rocks. Moreover, this analysis provides the full assessment of the data
distribution and uncertainties (Table 6.1 and Supplementary Information). The cen-
tral value ˘ uncertainty reported hereafter refers to the median ˘ 68% confidence
limit unless otherwise stated. This statistical approach addresses the influence of
outliers on the central value and describes the spread of data without assuming a
distribution shape, such as gaussian.
Sample location maps and histograms of κ and κPb are provided in Figures 6.1,
6.2 and 6.3. Data trends versus SiO2, along with regression analyses are reported for
continental rocks in Table 6.1 and Figure S1. The electronic supplement contains
the following: (i) detail the κ and κPb definitions and analysis; (ii) description of
the κ versus SiO2 regression for continental rocks; (iii) a description of the method
of assessing the crustal composition using crustal types; (iv) details of the mathe-
matical formulation; (v) additional figures and tables; (vi) all chemical data used;
(vii) the MATLAB code; and (viii) the results of the Monte Carlo analysis.
Significant analytical advances over the last few decades allow for a reassess-
ment of the κ value for fresh, unaltered mid-ocean ridge basalt (MORB). Table 6.1
reports the arithmetic mean, median, and geometric mean for 2,558 high precision
κ values for MORB, many of which have been recently determined by laser abla-
tion measurements (Arevalo and McDonough, 2010; Gale et al., 2013). The present
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survey provides an improved estimate of the central value and 68% confidence lim-
its for κ and κPb of MORB (Figure 6.1 and 6.3). The similarity of the arithmetic
mean, median, and geometric mean for κMORB of „3.1 ˘ 0.7 are consistent with
a gaussian data distribution. This value and its uncertainty is comparable, at the
low end of the limit, to earlier estimates of „2.5 (Galer and O’Nions , 1985; Elliott
et al., 1999; Paul et al., 2003). The κMORBPb of 3.84 ˘ 0.09 for MORB is identical to
earlier estimates and overlaps with that of the solar system initial (3.890 ˘ 0.015).
The homogeneity of the MORB κPb stands in contrast to the greater variability seen
in κ (Figure 6.3).
Similarly, the statistics for κ and κPb of ocean island basalts (OIB) have been
enhanced based on many thousand measurements and improved data quality. The
κOIB value (3.67 `0.99´0.63) is more variable than that for MORB, whereas the κ
OIB
Pb
value (3.87 `0.16´0.07) is comparable to that for MORB and again overlaps with that
of the solar system value (3.890 ˘ 0.015). We treat OIB and MORB samples col-
lectively as representing the Modern Mantle (MM), with the former sampling a
dominantly incompatible element enriched source and the latter an incompatible el-
ement depleted source. The relative mass fractions of these two mantle domains and
their concentrations are not well constrained, but estimates place the OIB source as
representing about 20% the mass of the Modern Mantle (Arevalo et al., 2013). In any
case, thanks to the similarity of the κPb values for MORB and OIB, our subsequent
analysis is largely independent of the reservoirs’ relative sizes. Simple combining
of the OIB and MORB datasets yield a modern mantle κMM= 3.54 `0.96´0.69 and
κMMPb = 3.87
`0.15
´0.07. Alternatively, assuming mantle mass fractions and concen-
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Figure 6.1: Distribution of samples used in the calculation of κ (A) and κPb
(B) for MORB. Circle colors indicate κ and κPb value. The number of samples
comprising each dataset are reported on the bottom right of each map.





´0.06. The similarity of the weighted and un-
weighted κMMPb is a result of the enrichment in U and Th of the OIB source relative
to the MORB source. We use the unweighted values in later calculations.
The continental crust is the remaining known BSE reservoir for Th and U and
its contribution is estimated to contain some „30% to 50% of the inventory of these
heat producing elements (Huang et al., 2013; Rudnick and Gao, 2014). Assessing
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the κ and κPb values for the bulk of the continental crust presents a challenge, given
different rock types from which to select, sampling biases, and weighting fractions
for the values for the upper, middle, and lower crust. Therefore, to evaluate κ values
in igneous, metamorphic, and sedimentary rocks we used a best fit line between κ
and SiO2 to calculate the average κ value at 60 wt.% SiO2 (Table 6.1 and Figure
S1). Results of these and an additional method agree with statistical measures for
the unweighted datasets, particularly for κPb (Table 6.1 and Table S3). We use the
unweighted values in later calculations.
Marked differences are found between the gaussian fit (arithmetic mean and
standard deviation), log-normal fit (geometric mean and corresponding asymmetri-
cal uncertainty), and the median with 68% confidence limits, for κ and Th and U
abundances for igneous, sedimentary, and metamorphic rocks (Table 6.1 and Table
S3), whereas κPb values are nearly identical in these different datasets (Table 6.1).
The uniformly lower κ values in sedimentary rocks (Figure 6.3, including the peak
for U rich sediments with low Th/U values), reflect the mobility of U presently at
oxidized surface conditions; these samples likely add a small contribution („10%) to
the overall continental crustal signal (Wilkinson et al., 2009). The median, geometric
mean, and 60 wt.% SiO2 estimates of κ values („3.6) for igneous and metamorphic
rocks are low when compared to conventional estimates (i.e., Th/U ą „4 for the
continental crust), but their wide confidence limits at 68% and markedly asymmetric
distribution indicate a positively skewed population (Table 6.1 and Figure 6.3). The
median and geometric mean κ values of mantle and crustal datasets are not com-
plimentary relative to the chondritic reference frame, albeit are within uncertainty.
128
Figure 6.2: Distribution of samples used in the calculation of κ (A) and κPb
(B) for continental crust (igneous, sedimentary, and metamorphic datasets).
Circle colors indicate κ and κPb value. The number of samples comprising
each dataset are reported on the bottom right of each map.
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The arithmetic mean, geometric mean, and median of κPb for continental igneous
and metamorphic rocks overlap and are slightly super-chondritic. The median κPb
values show a complementary relationship with the OIB and MORB values (Table
6.1).
The continental crust κCCPb of 3.95
`0.19
´0.13 (combined igneous and metamor-
phic data) overlaps with previously reported values calculated from Pb isotopic
compositions for the continents (Rudnick and Goldstein, 1990), although some of
these higher model estimates (Zartman and Doe, 1981) only marginally overlap with
the data presented here. Also, the κsedPb value of 4.00
`0.11
´0.14 for sedimentary rocks
agrees with the estimate of 4.04 based on the Pb isotopic composition of the upper






























































































































































































































































Concentration data for Th and U in rocks from the continental crust and
modern mantle are provided in Table S1. In all cases the estimated concentrations
based on the arithmetic mean, geometric mean, and median reveal that the latter
two are comparable and lower than the arithmetic mean, indicating a non-gaussian,
positively skewed data distribution in all geological settings. The arithmetic mean
of Th and U abundances for MORB are comparable to earlier estimates (Arevalo
and McDonough, 2010; Gale et al., 2013). Estimates of Th and U abundance in
the continental crust, based on arithmetic mean, are higher than existing estimates
for the upper crust and reflect a strong biasing of the data by outliers with high
concentrations. The median and log-normal estimates of Th and U abundances in
igneous and metamorphic rocks are comparable with global estimates for the bulk
continental crust (Rudnick and Gao, 2014); based only on the median abundances
the Th/U is „3.6 to 3.8, comparable to the weighted median κ value for these rocks.
6.5 Calculating the Earth’s core contribution
We also examine the role of the Earth’s core in establishing the budget of these
elements. To date, experimental studies conducted at conditions ranging from low
to high pressure and high temperature have examined the partitioning of Th and U
between metal (and metal-sulfide) and silicate and document a marked difference in
the behavior of these two elements, with U, and not Th, being weakly partitioned
into the metal (Chidester et al., 2017; Blanchard et al., 2017). These same studies
either did not include Th in their experiments or report DU partition coefficients and
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below limits of detection values for DTh (Chidester et al., 2017). The Earth’s core
is recognized as having a mix of light elements that account for its density deficit
relative to iron, with a limited contribution from the volatile element sulfur (Mc-
Donough, 2017). In a sulfur saturated, non-peridotitic set of experiments, DTh was
found to be „0.1DU (Wohlers and Wood , 2017).








The core/mantle (i.e., metal/silicate) partition coefficient is defined as DTh ”
acoreTh {a
BSE






























As U is removed from the BSE (specifically the mantle) and added to the core, the
mass balance between the mantle and crust (equation [8]) changes, as does κBSEPb and
κcorePb (equation [7]). We use Dκ “ 0.1 as an upper limit during metal-silicate segre-














Using the data (Table 6.1 and S1) and its distribution (Figure 6.3), we per-
formed a Monte Carlo simulation to calculate the κPb of the BSE and bulk Earth
for a range of U concentrations in the core (from 0 to 10 ng/g) and a bulk Earth U
mass from McDonough and Sun (1995). The lower limit assumption of mcoreU = 0
puts all the U in the BSE (equation [5]). As U is added to the core it is removed
from the mantle U mass budget. We adopt weights based on the U mass fraction in
the continental crust and mantle (equation [4]). κ and κPb were randomly sampled
500,000 times from the available data for each reservoir, avoiding assumptions on
distribution shape. We re-sample the distributions in cases where the mass of U
in the combined crust and core reservoirs result in a larger U mass than permitted
by the assumed bulk Earth model. This re-sampling removed a subset of crustal
data with high U abundances, and resulted in a κCC = 3.78`1.75´1.30, similar to
results reported in Table 6.1. We also observe a lack of correlation between U or Th
abundance, and κ.
Based on an assumption of Ucore = 0 ng/g, the κBSEPb = 3.903
`0.127
´0.078
(equivalent to Th/UBSE (mass ratio) = 3.776
`0.122
´0.075). Figure 6.4 shows the
modeled results. The intersection of the median, 68%, and 95% confidence limits
(c.l.) of κ‘Pb with the respective parameters for κ
SS
Pb yields a U abundance in the core
of 0.16 ng/g, 1.9 ng/g, and 4.6 ng/g, respectively (Figure 6.4 and S3). The heat
production in the core from U and Th (calculated using κcorePb ) is 0.033 TW, 0.41
TW, and 1.0 TW, respectively for the median, 68% c.l., and 95% c.l. intercepts.
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Figure 6.4: Modeled U abundance (in ng/g) in the core vs. κPb of the bulk
Earth (left y-axis) and Th/U (mass ratio) of the bulk Earth (right y-axis). The
median (red solid) and 68% confidence limit (red dashed) are plotted against
the solar-system κPb (blue shaded horizontal region with 1-sigma bounds;
adapted from Blichert-Toft et al. (2010)) and Allende meteorite (grayshaded
region along right y-axis with 1-sigma bounds and arbitrary x-axis size; Pour-
mand and Dauphas (2010)). The intersection of the median κPb of the bulk














Pb , and therefore a mass
weighted estimate for the κBSEPb = 3.90
`0.13
´0.08 is comparable to the solar sys-
tem/chondritic value (Pourmand and Dauphas , 2010; Blichert-Toft et al., 2010).
These findings resolve a long-standing debate on the BSE estimate of its Th/U
value, which has previously been estimated using chondritic assumptions or lim-
ited sample sets (Allègre et al., 1986, 1988; Rocholl and Jochum, 1993; Javoy and
Kaminski , 2014).
Second, negligible Th/U fractionation accompanied crust - mantle differen-
tiation. The 1.0% difference between the median κCCPb and κ
MM
Pb reveals that U
6`
recycling back into the mantle has either been a relatively recent process or that
limited recycling followed atmospheric oxygenation at 2.4 Ga and evolved slowly
with time. These finding are strikingly inconsistent with claims of widespread pol-
lution of the upper mantle with recycled uranium (Andersen et al., 2015) and claims
of biologically driven fractionation leaving its imprint on the mantle (Sleep et al.,
2013).
Third, negligible Th/U fractionation accompanied accretion and core forma-
tion, and therefore trivial amounts of U (ă4.6 ng/g at 95% c.l., Figure 6.4 and S3)
and proportionally miniscule amounts of Th have been sequestered into the Earth’s
core, and thus U and Th play little to no role in powering the geodynamo (Nimmo,
2015). A maximum of 1.0 TW is available from U and Th in the core at 95%
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confidence limits. Likewise, this finding falsifies the hypothesis of a natural nuclear
reactor in the Earth’s core (Hollenbach and Herndon, 2001).
Using the findings reported here, we recommend that the uncertainty analyses
reported in McDonough and Sun (1995) be updated to ˘10% for the abundances
of Th and U (following the uncertainty of κBSEPb ). This update sets the uncertainty
values for these elements as being equal to that for the rest of the refractory lithophile
elements.
The precision reported here for the global Th/U value validates and updates
the assumed fixed ratio to Th/U (mass ratio) = 3.8 for use in geoneutrino detection
studies (Gando et al., 2013; Agostini et al., 2015), particularly given the crust and
mantle domains share similar values. That said, however, differences in this ratio
may be found in crustal regions beneath individual detectors. An independent
measure of this value by particle physicists is welcomed and will be a critical test of
our global interpretation.
There remains debate regarding the absolute abundances of U and Th in the
BSE, with estimates varying by a factor of three (Šrámek et al., 2013). The agree-
ment of κCCPb and κ
MM
Pb and the results for the abundances of U and Th in the
continental crust are combined with an assumption of a BSE model (McDonough
and Sun, 1995) to show that the power balance for these elements is 65% (13 TW)
in the mantle and 35% (7 TW) in the crust, a conclusion consistent with geoneu-
trino results (Gando et al., 2013; Agostini et al., 2015). These results highlight the
significance of the 13 TW of power driving mantle convection. Our conclusions,
nonetheless, are independent of chosen BSE model or reservoir weights (including
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weighting of MORB and OIB samples for MM), given the near equivalence of κPbfor
BSE reservoirs. Moreover, our findings emphasize the need for further understand-
ing the energy budget of the core.
6.7 Output from this work:
• Wipperfurth, S. A., M. Guo, O. Šrámek, and W. F. McDonough (2018),
Earth’s chondritic Th/U: Negligible fractionation during accretion, core for-
mation, and crust–mantle differentiation, Earth and Planetary Science Letters,
498, 196–202, doi:10.1016/j.epsl.2018.06.029
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Chapter 7: Radiogenic power and luminosity of the Earth and other
terrestrial bodies through time
[1] S.A. Wipperfurth, W.F. McDonough, and O. Šrámek proposed and con-
ceived of various portions of this study and also independently conducted heat pro-
duction and luminosity calculations. O .Šrámek calculated the β decay spectra for
the SLR and 40K. All authors contributed to the interpretation of the results. The
manuscript was written by WFM, with edits and additions from OˇŠrámek and S.A.
Wipperfurth.
[2] This chapter is in preparation to be submitted as:
William F. McDonough, Ondřej Šrámek, and Scott A. Wipperfurth, Radiogenic
power and luminosity of the Earth and other terrestrial bodies through time, 2019.
7.1 Abstract
We report the Earth’s rate of radiogenic heat production and (anti)neutrino
luminosity from geologically relevant short-lived radionuclides (SLR) and long-lived
radionuclides (LLR) using decay constants from the geological community, updated
nuclear physics parameters, and calculations of the β spectra. We carefully account
for all branches in 40K decay using the updated β´ energy spectrum from physics
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and an updated branching ratio from geological studies. We track the time evolution
of the radiogenic power and luminosity of the Earth over the last 4.57 billion years,
assuming an absolute abundance for the refractory elements in the silicate Earth
and key volatile/refractory element ratios (e.g., Fe/Al, K/U, and Rb/Sr) to set the
abundance levels for the moderately volatile elements. The relevant decays for the
present-day heat production in the Earth are from 40K, 87Rb, 147Sm, 232Th, 235U,
and 238U.
The radiogenic heating rate of Earth-like material at Solar System formation
was some 3000 times greater than present-day value, largely due to decay of 26Al
in the silicate fraction which was the dominant radiogenic heat source for the first
„ 10 My. Decay of 60Fe contributed a non-negligible amount of heating during
the first „ 15 My after CAI (Calcium Aluminum Inclusion) formation, interestingly
within the time frame of core–mantle segregation. Using factors and equations
presented here, one can readily calculate the first-order thermal history of various
size bodies in the solar system and exoplanets.
7.2 Introduction
Radioactive decay inside the Earth produces heat, which in turn contributes
power to driving the Earth’s dynamic processes (i.e., mantle convection, volcanism,
plate tectonics, and potentially the geodynamo). The physics community, using
the latest numbers from nuclear physics databases, provide estimates of the heat
production and geoneutrino luminosity of the Earth (Dye, 2012; Ruedas , 2017; Us-
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man et al., 2015; Enomoto, 2006b; Fiorentini et al., 2007b). These studies include
comprehensive reviews of the fundamental physics of these decay schemes, covering
both the energy added to the Earth and that removed by the emitted geoneutrino.
This note draws attention to differences in decay constants as reported in the ge-
ological and physics literature and recommends the former as being more accurate
and precise. The absolute accuracy of geological studies is underpinned by the 238U
decay constant (Jaffey et al., 1971) and their relative accuracies are based on mul-
tiple cross-calibrations for different decay systems on the same rocks and mineral
suites. Improvements in measurement precision comes from repeated chronological
experiments.
There are a number of naturally occurring short-lived (referred to the Earth’s
age; half-lives t1{2 ă 10
8 years) and long-lived (t1{2 ą 10
9 years) radionuclides; those
discussed here have half-lives between 105 and 1011 years. The long-lived decay
constants are listed in Table 7.1 along with their decay modes and decay energies.
The decay modes include alpha (α), beta-minus (β´), and electron capture (EC).
The beta-plus (β`) decay mode is less common, but is seen in the 26Al system, as
well as a few minor branches in the Th and U decay chains and also likely in the 40K
chain. Geoneutrinos are naturally occurring electron antineutrinos (νe) produced
during β´ decay and electron neutrinos (νe) produced during ε (i.e., β
` and EC)
decays. The generic versions of these decay schemes are:
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` e´ ` νe `Q,











` e` ` νe `Q,
ε refers to the combination of EC and β`
(7.1)
with parent element X, daughter element X 1, mass number A, atomic number




















































































































































































































































































































































































































































































































































































































































We report here radiogenic heat production and (anti)neutrino luminosity from
geologically relevant short-lived radionuclides (SLR) and long-lived radionuclides
(LLR). For the LLR we compare half-lives used in the geological and nuclear physics
communities and recommend use of the former. We calculate the heat added to the
Earth by these nuclear decays, as well as that removed by the (anti)neutrino that
leaves the Earth. We calculate estimates of the embedded and removed energy of
decay, particularly for the SLR, from β decay spectra calculated using Fermi theory
and shape factor corrections. We conclude by presenting models for the Earth’s
radiogenic heat production and geoneutrino luminosity for the last 4568 million
years, along with simple rules for extrapolating these results to other terrestrial
bodies and exoplanets.
7.3 Contrasting methodologies
In compiling the data needed to calculate all of the observables, we found
differences between the decay constants (λ “ ln 2{t1{2) reported by the geological
and nuclear physics communities. Values for extant systems are provided in a side-by
side comparison in Table 7.2. The rightmost column reports the relative difference,
in percent, between the decay constants from these communities and for some, the
difference can be considerable (more than 30%). An updated physics number for the
half-life of 190Pt reported in Braun et al. (2017) agrees with the numbers obtained
by Cook et al. (2004), who presented a detailed study of a suite of well behaved
(closed system evolution), 4.5 billion year old, iron meteorites (i.e., group IIAB and
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IIIAB).
There is a 1.1% difference in the decay constant for 40K between literature
sources, which is a nuclide that provides „20% of the planet’s present-day radiogenic
heat and „70% of its geoneutrino luminosity (see Table 7.3). This difference is
outside of the uncertainty limits on the half-life of 40K, recently established by






































































































































































































































































































































































































































































































































































































































































































Differences in decay constants reported by the geological and nuclear physics
communities come from the methods used to establish the absolute and relative
half-lives. Physics experiments typically determine a half-life value by measuring
the activity A “ ´dN{dt “ λN (N is the number of atoms) of a nuclide over time,
whereas geochronology studies empirically compare multiple decay systems for a
rock or suite of rocks that demonstrate close system behavior (show no evidence
of loss of parent or daughter nuclide). The number of atoms N of parent nuclide
evolves according to N “ N0e
´λt, therefore lnN “ lnN0 ´ λt. A plot of lnN
(ordinate) vs. t (abscissa) gives a line of slope ´λ with y-intercept equal to lnN0.
Direct counting experiments generally involve the isolation of a pure mass
of the parent nuclide of interest, knowing exactly the number of parent atoms at
the start of the experiment, and then determining the ingrowth of daughter atoms
produced at one or more times later (Begemann et al., 2001). Geochronological ex-
periments compare multiple chronometric methods (e.g., U–Pb and K–Ar systems
(Renne et al., 2011)) and develop a series of cross calibrations, where the short-
coming of this approach is the anchoring decay system that pins down the accuracy
for other chronometers. It is recognized (Begemann et al., 2001; Villa et al., 2015;
Ruedas , 2017) that the half-life of 238U (Jaffey et al., 1971) is the most accurately
known of the decay constants and thus acts as the anchor in these calculations.
Table 7.2 highlights the differences in half-life values reported in a standard physics
reference source NNDC (National Nuclear Data Center) and geology. Relative dif-
ferences at the „ 1% scale and greater are seen for 40K, 87Rb, 176Lu, 187Re and 190Pt
decay systems.
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Radioactive decay involves the transition to a lower level energy state of a
nuclear shell and the accompanied release of energy; requiring the conservation of
energy, linear and angular momenta, charge, and nucleon number. The kinetic
energies released by alpha particles are discrete and on the order of 4 to 8 MeV,
whereas different forms of beta decay emit a spectrum with characteristic mean
and maximum energies for a given decay and the (anti)neutrino carrying away a
complementary part of the energy. The energy of the beta decay process is parti-
tioned between the (electron)positron, the (anti)neutrino, and the recoiling nucleus.
Differences in heat production from decay reported in different studies is largely
due to differences in decay energies (minimal differences) and the energy carried off
by (anti)neutrinos (large differences). This study differs from other recent efforts
(Dye, 2012; Ruedas , 2017; Usman et al., 2015; Enomoto, 2006b; Fiorentini et al.,
2007a) in its input assumptions; we use decay constants and branching ratios from
geochronological studies and we calculate the beta decay energy spectrum for most
of the SLR and 40K decays. For the remaining LLR decays, we adopt the energy
spectra from Enomoto (2006a).
The 40K decay scheme is a good example of where differences in inputs occur.
Many naturally occurring decay schemes have a single decay mode, whereas 40K is
a branch decay scheme with β´ and ε decays (see Figure 7.1), with emission of an
νe and νe , respectively, removing energy from the Earth. The amount of radioactive
heating in the Earth from this branch decay scheme depends on the branching ratio
and the energy removed by the νe and νe . Using only geological data, Naumenko-
Dèzes et al. (2018) examined the 40K decay system and report a probability for the
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β´ branching between 89.25% and 89.62% and for the ε branching between 10.38%
and 10.75%. They highlight that the errors on these values are non-Gaussian. The
physics community reports the branching probabilities of β´ as 89.28(11)% and of
ε as 10.72(11)% (Chen, 2017). Figure 7.1 reports the updated 40K decay scheme,












































Figure 7.1: Decay scheme for 40K. The beta-minus branch directly leads to
40Ca in the ground state accompained by the emission of an νe , whereas the
electron capture branch has the emission of a 45 keV νe and an excited state of
40Ar*, with the latter undergoing an isomeric transition to the ground state
of 40Ar via the emission of a 1.46 MeV γ-ray. During β´ decay the energy is
shared between the e´ and νe , with the latter particle removing on average 651
keV of energy from the Earth. Data for the branching ratios and the energies
are from (Chen, 2017; Renne et al., 2011; Naumenko-Dèzes et al., 2018) and
the antineutrino energy spectrum (with intensity in arbitrary units), shown
in the inset, which uses the β´ shape factor from Leutz et al. (Leutz et al.,
1965) to account for the correction of the third unique forbidden transition.
Beta decay involves lepton conservation of two fermions (each spin 1/2) and
lepton number (e´ + νe , `1{ ´ 1; e
` + νe , ´1{ ` 1; i.e. matter/antimatter, with
this transformation accompanied by changes in the total orbital (L) and total spin
(SL) angular momenta of the nucleus. These transformations are either a Fermi or
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Gamow-Teller transition. In the former transition, the spins of the emitted leptons
(i.e., e´/νe or e
`/νe) are anti-parallel and there is no change in the angular momenta
states of the nucleus (∆L and ∆SL “ 0). In the latter transition, the spin moments
of the emitted leptons are aligned and coupled to the total change in the spin
and the nuclear angular momenta states (i.e., the transforming baryon spin state
changes before and after decay, ∆SL “ 1). As the total change in orbital angular
momentum increases so does the half-life (t1{2) of the radionuclide. Changes in the
angular momentum states during Gamow-Teller transitions need to be accounted
for in the energy exchange (i.e., shape of a β spectrum) between the paired leptons
during beta decay. Following Fermi’s theory and working in units h̄ “ me “ c “ 1,




and normalized to the branching fraction of the specific β decay (Enomoto,
2005). In equation (7.2) w “ 1 ` E is the total energy of the β-particle (E being
its kinetic energy), p “
a
w2 ´ 1 is the momentum of the β-particle, q is the total
energy of the neutrino (equal to its momentum as the neutrino mass is negligible)
satisfying E ` q “ Eend, where Eend is the endpoint energy of the transition (in
the case of a transition to ground state, it is the Q-value), and Z is the charge of
the daughter nucleus. The left-hand side of equation (7.2) is the probability of a β
particle to be created with energy in the dw vicinity of w, where w goes from 1 to
1 ` Eend. The right-hand side is a product of three factors, the phase space factor
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pwq2, the Fermi function F pZ,wq, and the shape factor Spwq. The Fermi function
















α being the fine-structure constant, accounts for the Coulombic interaction
between the daughter nucleus and the outgoing β-particle (Enomoto, 2005). The
shape factor Spwq, often written at Spp, qq, is equal to 1 for allowed transitions
and has a more complex energy-dependence in the case of forbidden transitions
(i.e., forbidden decays, which really means suppressed decays, involving changes in
nuclear spin state, Lą1). For example, the 40K decay scheme involves a third unique
forbidden transition, whereas the 87Rb decay scheme involves a third nonunique
forbidden transition. Unique Gamow-Teller transitions are when total orbital and
total spin angular momenta are aligned.
A review of many β´ decay energy spectra was recently given by Mougeot
(2015), including the shape factors used for the forbidden transitions. We adopt
these shape factors in our calculations, but also include additional β decays not
studied by Mougeot (2015); the shape factors used here are listed in Table 7.4. We
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have performed the β spectra evaluation and calculated the average energy removed
by the νe and νe , which are reported as Qν (MeV) in Table 7.3 and can be calculated
from Q´Qh in Table 7.4.
7.4 Radiogenic heat and geoneutrino luminosity of the Earth
Using decay constants for short-lived and long-lived radionuclides and 40K
branching ratio from the geological literature we calculate the heat production and
geoneutrino luminosity of the bulk silicate Earth (BSE) based on a model composi-
tion (Tables 7.3 and 7.4 and references therein). Compositional models differ on the
absolute amount of refractory elements (e.g., Ca and Al) in the Earth (see review
in McDonough (2016)), which includes La, Sm, Lu, Re, Pt, Th, and U. The model
composition for the BSE fixes the absolute abundances of the refractory elements at
2.75 times that in CI1 chondrites (McDonough and Sun, 1995). For critical volatile
elements, there is a reasonable consensus for ratios with refractory elements. For
example, Arevalo et al. (2009) reported the K/U value for the silicate Earth as
13, 800˘1, 300 (1 standard deviation). Constraints for Rb come from the constancy
of the Ba/Rb and the Sr–Nd isotopic system (assumes the BSE has an 87Sr/86Sr
between 0.7045 and 0.7054, based on the mantle array (Hofmann, 2007)) and the
Rb/Sr values (Ba and Sr are refractory elements with abundances set at 2.75 times
that in CI1 chondrites) for the bulk silicate Earth, leading to a Rb/Sr of 0.031 ˘
0.002 (McDonough et al., 1992).
Heat production and geoneutrino emission data for 40K, 87Rb, 147Sm, 232Th,
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235U, and 238U are reported in Table 7.3, as these are the most significant present-day
producers within the Earth. In fact, 99.5% of the Earth’s radiogenic heat production
comes from 40K, 232Th, 235U, and 238U alone. The fractional contributions to heat
production from 138La, 176Lu, 187Re, and 190Pt add up to ă 3 ˆ 10´5 of the total
radiogenic heat and 1% of the Earth’s geoneutrino luminosity, with virtually all of
this latter minor contributions coming from 187Re. Figure 7.2 illustrates the present
day relative contributions of heat production and geoneutrino luminosity from the
major radionuclides reported in Table 7.3.
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Table 7.3: Geoneutrino luminosity and heat production in the Earth
238U 235U 232Th 40K 87Rb 147Sm
Decay mode α, β´ chain α, β´ chain α, β´ chain β´ or ε β´ α
Natural mole frac.# 0.992742 0.0072033 1.0000 1.167ˆ 10´4 0.2783 0.14993
Nuclide mass (g mol´1) 238.0508 235.0439 232.0381 39.9640 86.9092 146.9149
Atomic mass (g mol´1) 238.0289 238.0289 232.038 39.098 85.468 150.362
Decay constant λ (10´18 s´1) 4.916 31.223 1.558 17.400 0.443 0.207
Decay constant λ (yr´1) 1.5513ˆ 10´10 9.8531ˆ 10´10 4.916ˆ 10´11 5.491ˆ 10´10 1.397ˆ 10´11 6.539ˆ 10´12
Half-life t1{2 (10
9 yr)* 4.4683 0.70348 14.1 1.262 49.61 106
1σ uncertainty on t1{2 (10
9 yr) 0.0096 0.00020 0.1 0.002 0.16 1
nα (α particles per decay) 8 7 6 0 0 1
nνe (antineutrinos per decay) 6 4 4 0.8944 1 0
nνe (neutrinos per decay) 0 0 0 0.1056 0 0
Q (MeV): 51.694 46.397 42.646 1.3313 0.2823 2.3112
Q (pJ) 8.2823 7.4335 6.8326 0.2133 0.0452 0.3703
Qν (MeV) 4.050 2.020 2.230 0.655 0.200 0
Qν (pJ)
; 0.649 0.324 0.357 0.105 0.032 0
Qh (MeV) 47.6 44.4 40.4 0.676 0.082 2.311
Qh (pJ) 7.633 7.110 6.475 0.108 0.013 0.370
Element mass frac. (kg/kg)** 2.00ˆ 10´8 2.00ˆ 10´8 7.54ˆ 10´8 2.80ˆ 10´4 6.00ˆ 10´7 4.06ˆ 10´7
Nuclide mass frac. (kg/kg)** 1.99ˆ 10´8 0.0144ˆ 10´8 7.54ˆ 10´8 3.276ˆ 10´8 1.67ˆ 10´7 6.09ˆ 10´8
l1νe (kg-element
´1 s´1) 7.636ˆ 107 1.617ˆ 107 2.797ˆ 104 8.682ˆ 105 0
Lνe (s
´1) 5.99ˆ 1024 1.84ˆ 1023 4.93ˆ 1024 3.17ˆ 1025 2.11ˆ 1024 0
% contribution to total Lνe 13% 0.41% 11% 71% 4.7% 0
Lνe (s
´1) 0 0 0 3.74ˆ 1024 0 0
h (µW/kg) nuclide 94.936 561.65 26.180 29.029 0.04082 0.3073
h’ (µW/kg) element 94.247 4.046 26.180 0.003387 0.01136 0.04607
H (W) 7.62ˆ 1012 3.27ˆ 1011 7.98ˆ 1012 3.84ˆ 1012 2.77ˆ 1010 7.56ˆ 1010
% contribution to total H 38% 1.6% 40% 19% 0.1% 0.4%
Q is the energy released per decay, Qν is the energy carried away by the electron
antineutrino or neutrino per decay, Qh is the energy remaining to provide radiogenic
heating per decay, “Nuclide mass frac.” and “Element mass frac.” are the abundances in
silicate Earth within the reference Earth model (i.e., kg of nuclide or element per kg of
rock), lνe and l
1
νe
are the specific antineutrino luminosities of pure nuclide or element
(i.e., number of νe per kg of nuclide or element per second), Lνe and Lνe are the
antineutrino and neutrino luminosities of the Earth, h and h1 are specific heat
production rates of pure nuclide or element, H is the radiogenic heat production of the
Earth. Mass of 4He is 4.002603254 µ and conversion of amu to MeV is 931.494. Mass of
silicate Earth of 4.042ˆ 1024 kg is used to calculate Lνe , Lνe , H.
#values from Table 7.1;
*values from Table 7.2 Geochronology section; **values from McDonough and Sun
(1995); Arevalo et al. (2009) and Th/U ratio from Wipperfurth et al. (2018). ;Energy
removed from the Earth by the ν̄e in the U and Th decay chains was calculated by















Heat Production Geoneutrino Luminosity
νe
Figure 7.2: The relative contributions to radiogenic heat production and an-
tineutrino luminosity of the Earth. Note the relative contributions of νe and
νe from
40K in terms of geoneutrino luminosity.
A simple formula for the present-day radiogenic heating rate h̃ (in nanowatts
per kilogram of rock) from long-lived radionuclides is presented in equation (7.6),
where A is elemental concentration as mass fraction (kg-element/kg-rock; e.g., [K]
is mass fraction of potassium), and the remaining parameters combine into numer-
ical factors whose values are given (NA is Avogadro’s number, X is natural molar
isotopic fraction, µ is molar mass of element, λ is decay constant, Qh is radiogenic
heat released per decay). Multiplying with the mass of the geochemical reservoir
of interest Mres (to which the elemental concentrations apply), one gets the total
radiogenic power H (in terawatts) in that reservoir as shown in equation (7.7). Sim-
ilarly, the natural specific antineutrino and neutrino luminosities l̃ (in number of
particles per second per kilogram of rock) are calculated from equations (7.8) and
(7.9). Multiplication with a reservoir mass gives the total luminosities Lνe and Lνe
(equation 7.10; contributions from individual elements listed in Table 7.3).
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“ 3.389 rKs ` 11.41 rRbs ` 46.07 rSms ` 26180 rThs ` 98292 rUs
(7.6)

















A “ 0.3302 rKs ˆ 104 (7.9)
L rs´1s “ l̃ ˆMres (7.10)
To understand the evolution of the Earth’s radiogenic heat and geoneutrino lu-
minosity we must understand the initial starting abundances of the SLR in Table 7.4
in the solar system. At 4.57 Ga the local interstellar medium was populated with
gas-dust clouds that were likely in secular equilibrium with ambient galactic sources
prior to solar system formation. Recent calculations by Wasserburg et al. (2017)
demonstrate that the proportional inventory of 26Al, 60Fe, 107Pd, and 182Hf in the
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early solar system is unlikely to be a product from asymptotic giant branch (AGB)
star. Moreover, supernova sources would likely provide abundant 26Al and 60Fe,
whereas the early solar system content of 60Fe is equivalent to the measly ambient
galactic supply (Trappitsch et al., 2018). More recent suggestions envisage stellar
winds from a massive Wolf-Rayet star injecting 26Al to complement the local inven-
tory of ambient galactic sources (Young , 2014; Gounelle, M. and Meynet, G., 2012;
Dwarkadas et al., 2017). At the same time, the enhanced abundance of 53Mn and the
presence of very short half life isotopes (e.g.,41Ca t1{2 = 0.1 Ma) present challenges
to be explained by models invoking Wolf-Rayet stars (Vescovi et al., 2018). Thus,
the addition of mass and momentum from such a stellar source could cause a gravi-
tational collapse of a molecular gas-dust cloud, which may have triggered our solar
system formation and explain the observed proportions of short-lived radionuclides.
The total heat production and geoneutrino luminosity for models of the BSE
are plotted with respect to time in Figure 7.3, which were calculated using results
from Tables 7.3 and 7.4 and updated values for the BSE (McDonough and Sun,
1995; Arevalo et al., 2009) and equations (7.6-7.10). The uncertainties for the BSE
element abundances reported in Table 7.3 is ˘10% (Wipperfurth et al., 2018) with
correlations between K, Th and U. Using this Earth model, the present days fluxes
are 19.9 ˘ 3.0 TW for radiogenic heat and the total geoneutrino luminosity is
4.91 ˘ 0.75 ˆ 1025 νe+νe s
´1. The results shown in Figure 7.3 are directly scalable
for different size planetary bodies with a bulk Earth composition; lowering the mass
of a planet by a factor of 10 results in a decease by a factor of 10 in the heat pro-
duction and (anti)neutrino luminosity. The most important factors are the amount
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of refractory elements and the volatility curve for the planet. The Earth has an
Fe/Al value of 20 ˘ 2 (McDonough and Sun, 1995; Allègre et al., 1995), comparable
to the chondritic ratio, which is 19 ˘ 4 (less the 35 value for EH chondrites). The
Fe/Al value sets the proportion of refractory elements (Al) to one of the 4 major
elements (i.e., O, Fe, Mg and Si) that make up „93% of the mass of a terrestrial
planet. A K/U or K/Th value sets the volatile depletion curve for the planet. Using
h̃/A factors given in Table 7.4 and equations (7.6) and (7.7), one can readily model
the thermal history of various size bodies in the solar system and exoplanets.
We can also compare these results for the present-day flux (i.e., only νe from
K, Rb, Th and U) versus that reported in the literature. In our comparison and
where possible, we used the abundances and masses reported in Table 7.3 to carry
out these comparisons. The calculated BSE heat flux in the models of Enomoto
(2006b), Dye (2012), and Ruedas (2017) differs from our values by -0.2%, 0.5%,
and 0.3%, respectively. The antineutrino luminosity of the modeled BSE from this
study and that calculated using the numbers in Enomoto (2006b), Dye (2012), and
Usman et al. (2015) yields a 68%, 67%, and 25% difference, respectively; we note
that Dye (2012), and Usman et al. (2015) did not include 87Rb in their calculations,
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Figure 7.3: The Earth’s radiogenic power (upper panel) and geoneutrino flux
(lower panel) over the last 4568 million years. These figures assume an Earth
mass of 6ˆ 1024 kg at all times. The power and geoneutrino flux is scalable; if
one assumes 1/10 the planetary mass, it has 1/10 the power and luminosity,
for an Earth bulk composition.
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7.5 Secular variation in the heat and luminosity of the Earth
Secular evolution of the Earth’s heat production reveals that only two of the
short-lived radionuclides, 26Al, and 60Fe, contribute any significant amount of addi-
tional heating to the accreting Earth above the power coming from the long-lived
radionuclides (Figure 7.4). Formation and growth of the Earth is envisaged as a
process that occurred on timescales of 106 to 107 years, with planetary growth in-
creasing exponentially according to
m
M
ptq “ 1´ exp´t{τ , (7.11)
m{M being the fractional mass of the Earth at time t and τ the characteristic
accretion time. We show a series of plausible growth curves in Figure 7.4 (inset).
Assuming τ “ 10 (red curve), then the Earth’s mean mass („ 63%) is accreted in
10 million years and is virtually fully accreted at about „ 50 million years after
tzero “ tCAI (i.e., formation time of CAIs), approximately the timing of a putative

















































Figure 7.5: A plot of the relative contributions of radiogenic heat to a model
terrestrial body (i.e., planet or asteroid) during accretion over the first 25
million years of solar system history. [In the bottom-most left corner of the plot
is a tiny dark green peak from SRL 126Sn, which provides a perspective for heat
production from all of the remaining contributors.] Two model compositions
are shown for K/U = 14,000 (Earth-like, solid lines) and K/U = 85,000 (CI
chondrite, dashed lines); both models assume refractory elements at about 2
times that in CI chondrite, which is equivalent to an Earth-like water and CO2
budget. The terrestrial body is modeled as having a τ value of 2 and a density
of 5,000 kg/m3. The left y-axis (radiogenic power) has two scales, one for a
body with a 100 km radius and another having a 1000 km radius. Differences
in scales reflex the r3 dependence of volume and also shows that the result are
scalable for any size radius planet or asteroid.
The calculated radiogenic power of the Earth is plotted as a function of accre-
tion time (Figure 7.4). The peak radiogenic heating occurs at about 1 to 5 million
years after tCAI, equivalent to the time scale for Mars accretion, when the proto-
162
Earth produces 5ˆ103 to 5ˆ104 TW of power, mostly from the decay of 26Al. This
power is added on top of the kinetic energy accompanying accretion.
Some core formation models, particularly those invoking continuous metal-
silicate segregation, suggest a mean age of core separation of « 10 million years
after tCAI (Kleine et al., 2009). At this time the combined heat production from
26Al and 60Fe accounts for „ 90% of the „ 300 TW of radiogenic power in the Earth.
Between 10 and 15 million years after tCAI, heat production from
60Fe exceeds that
of 26Al and the long-lived radionuclides, despite the recent low estimate for the ini-
tial (60Fe/56Fe)i of p3.8˘ 6.9q ˆ 10
´8 (Trappitsch et al., 2018). These findings leave
little doubt as to the early hot start of the Earth and the likely melting tempera-
tures experienced by both the forming Fe-rich core and surrounding silicate mantle.
Moreover, isolating 90%+ of the Earth’s iron into the core at this time results in
a superheated condition, given contributions from radiogenic and primordial (i.e.,
gravitational and accretion) sources.
There is a positive correlation between the Earth’s radiogenic power and its
geoneutrino flux, with the former given in TW (i.e., 1012 watts) and the latter given
in number of (anti)neutrinos per cm2 per second (cm´2 s´1). The Earth’s geoneu-
trino signal is also often reported in TNU, which stands for terrestrial neutrino
units, and is the number of geoneutrinos counted over a 1-year exposure in a detec-
tor having 1032 free protons („1 kiloton detector of liquid scintillation oil) and 100%
counting efficiency. The KamLAND experiment recently reported the geoneutrino
flux (Watanabe, 2016), based on a fixed Th/U = 3.9. We conducted a Monte Carlo
simulation to determine the total signal at the KamLAND experiment, based on a
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reference lithospheric model for the local and global contributions to the total flux
(Chapter 5). We assumed the following architecture of the BSE: lithosphere under-
lain by the Depleted Mantle (source of mid-ocean ridge basalt, MORB), with an
underlying Enriched Mantle (source of ocean island basalts, OIB) and the volume
fraction of Depleted Mantle to Enriched Mantle is 5:1. Input assumption for the
MC simulation include: (1) U abundance in the BSE (6 to 40 ng/g), (2) BSE Th/U
(3.776`0.122´0.075; Wipperfurth et al. (2018)) and K/U (13, 800 ˘ 1, 300; Arevalo et al.
(2009)), and (3) accept results with abundances of UDepleted Mantle ď UEnriched Mantle.
Figure 7.6 shows the intersection of the MC model and the measured signal; the en-
semble of acceptable BSE models includes the intersection of the best fit line (MC
results) and the measurement field determined by the KamLAND experiment (i.e.,
total power of 10 to 25 TW).
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Figure 7.6: The TNU signal (left y-axis) or geoneutrino flux (in cm´2 s´1;
right y-axis) for the KamLAND experiment versus the total radiogenic power
(bottom x-axis) or only radiogenic power from Th + U (upper x-axis)(in TW)
within the modeled BSE. The sloped array of points (along with best fit and
2σ limits) are the 1-sigma accepted (15,000 cases) predictions generated with
a Monte Carlo model using a reference lithosphere of the local and global con-
tributions to the total geoneutrino flux for the KamLAND location (Chapter
5). The minimum solution (leftmost points) is set by the 8.1`2.7´2.0 TW litho-
spheric model and negligible radiogenic power in the mantle. Measured data
reported by the KamLAND experiment (horizontal red band) is from Watan-
abe (2016). Vertical blue band represents the model BSE from McDonough
and Sun (1995), with line representing the central value and total spread of





















































Figure 7.4: A plot of the relative contributions of radiogenic heat to the Earth
during accretion over the first 25 million years of Solar system history. The
long-lived radionuclides include: 40K, 232Th, 235U, and 238U. Figure 7.3 shows
that other short-lived radionuclides contribute negligible amounts of power
than what is shown here. Inset diagram shows a series of exponential growth
curves pm{Mqptq “ 1´exp p´t{τ q for planets. Given an age of Mars of between
2 and 5 million years (Dauphas and Pourmand , 2011; Bouvier et al., 2018), its
accretion history can be modeled assuming τ ď 5. For the Earth we assume
τ « 10, however the absolute τ value is not significant, as there is only a 40%





























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































7.6 Reflections and applications
Tables 7.3 and 7.4 and equations (7.6–7.10) can be used to calculate heat
production and (anti)neutrino luminosity in terrestrial bodies in the solar system
and exoplanets, given assumptions about the body’s bulk composition. A chondritic
Fe/Al (19 ˘ 4) sets the proportion of refractory elements (e.g., Al, Th and U) to
one of the 4 major elements (i.e., O, Fe, Mg and Si) that make up the mass of
terrestrial planets. These latter elements are not in fixed chondritic proportions,
as is the case for the refractory elements, thus, the mass proportion of O, Fe, Si
and Mg can be approximated as 30:30:20:20 (or 50:15:15:15 for atomic proportions),
respectively, with proportional differences leading to variations in the metal/silicate
mass fraction and fraction of olivine (Mg2SiO4) to pyroxene (MgSiO3) in the silicate
shell. Figure 7.5 presents the heat production for two different bulk compositional
models of small terrestrial planets (or asteroidal body). One model assume a bulk
Earth-like composition (McDonough, 2014) with an Fe/Al = 20 and depletions in
moderately volatile elements, while the other model assumes the same composition,
except with moderately volatile elements set by a CI chondrite K/U value of 85,000.
A small difference in heat production for these two models in the first 15 million
years of solar system history is revealed.
The 1 TW of radiogenic power in the first 2 million years of solar system history
for a 100 km radius body (i.e., a size commensurate with estimates of some parent
bodies of iron meteorites (Goldstein et al., 2009) is sufficient to induce melting and
enhance the effectiveness of metal-silicate fractionation. As noted (Kleine et al.,
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2009) these bodies will have molten cores and mantles. Thus, their ε182
W
model
ages (tCAI ` 1 to 4 million years) reflects metal-silicate fractionation, whereas ages
from lithophile and siderophile isotope systems reflect closure of isotopic diffusion.
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culations, especially, Béda Roskovec, Steve Dye, John Learned, Sanshiro Enomoto,
Hiroko Watanabe, Katherine Bermingham, and Richard Ash.
169
Chapter 8: Conclusions and Future Perspectives
Geoneutrinos are currently the only method to directly measure the U and Th
abundance in the inaccessible mantle. Their study is therefore also the only direct
way to test various models for the composition of the bulk-silicate Earth. Interpre-
tation of the geoneutrino signal from the deep Earth requires an understanding of
the amount and distribution of the heat production of the accessible surface and
near-surface continental crust on a regional and global scale.
This dissertation explored various topics of the detection and interpretation
of the geoneutrino signal including the propagation of particles through matter,
the U and Th budget of the core, the heat producing element (HPE) abundance
and distribution within the crust, and the energies associated with HPE decay. An
overview of each chapter as well as the main conclusions of this dissertation are
included here. A brief overview of future perspectives in the field of geoneutrino
science follows.
8.1 Summary of Conclusions
• Shielding Cave (Ch. 2). A simulation of the particle flux which accompa-
nies a nuclear reactor and the effective attenuation of these particles through
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a 22 ton shielding Cave was conducted. In developing this ”clean room” envi-
ronment next to the reactor this study demonstrated an order of magnitude
reduction in the ambient particle flux as a function of the particle energy.
• SNO+ Regional Model (Ch. 3). Samples were collected and used to
create a 3D model of the 50ˆ50 km region surrounding the SNO+ detector in
Sudbury, Canada. The geoneutrino signal from this region yields 7.7`7.7´3.0 TNU
with a bulk-crustal geoneutrino signal of 31.1`8.0´4.5 TNU. Uncertainty on this
signal is large and restricts the usefulness of the SNO+ measurement in the
discrimination between bulk-silicate Earth compositional models.
• Crustal Heat Production Inferred from Heat Flux (Ch. 4). The
heat production of the upper and bulk continental crust was calculated from
measured surface heat flux and assumed mantle heat flux. Large ranging and
spatially heterogeneous heat producing element abundances in the upper crust
not consistent with comprehensive crustal studies was observed. Calculated
bulk-continental crust heat production was consistent with previous studies
when seismically calculated mantle heat flux was included, albeit with large
uncertainty.
• Reference Models for Earth’s Geoneutrino Flux (Ch. 5). A global
crustal model was created using three different geophysical models, literature
geochemical estimates, and a compressional wave speed-SiO2-HPE correlation
for the middle and lower crust. Estimated geoneutrino signal uncertainties
from the reference model are on the order of „20%, with proportional geo-
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physical and geochemical inputs contributing „30% and „70%, respectively.
The use of these different geophysical models yields negligibly different sig-
nals at detector locations, even when only taking into account the geophysical
uncertainty.
• Earth’s chondritic Th/U (Ch. 6). A dataset of many thousand mea-
sured 232Th/238U (κ) and time-integrated ratios from Pb isotopes (κPb) for the
continental crust, mid-ocean ridge basalts (MORB), and ocean island basalts
(OIB) was compiled. Each reservoir (Earth, crust, mantle, and core) was at-
tributed a κPb from representative samples with associated weighting factor
from the estimated mass of U. The maximum heat power of U and Th in the
core was constrained to < 1 TW at 95% confidence limits, with a median value
of 0.03 TW.
• Radiogenic power and luminosity of the Earth (Ch. 7). The en-
ergy emitted during decay of both short and long-lived radionuclides was re-
evaluated. Total heat production and geoneutrino luminosity for each iso-
tope were calculated for the start of Earth’s history using estimates of isotope
abundances at solar system formation 4.57 Gyr. The decay of these elements
through time was accounted for and the temporal change in heat production
and luminosity was calculated.
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8.2 Future Perspectives
Geoneutrino science aims to resolve a century-long question of the composition
and heat power of the Earth. Increasingly new and larger geoneutrino detectors are
being built with each detector requiring a regional model of the crustal geoneutrino
signal. The contents of this dissertation have interrogated the geoneutrino signal
at active and future detectors, with different models for the estimated signal at
KamLAND (Japan) and SNO+ (Canada) in disagreement of the expected crustal
signal.
The longest-running detector, KamLAND, needs high-resolution geophysical
surveys to map the 3D geologic structure of the closest 100 km. The critical do-
main of regional crust is represented by the upper crust („ top 15 km), where
the most heat generation is occurring. Similarly, Strati et al. (2017) showed that
any improvement of the regional model surrounding SNO+ would be inefficient
without characterization of the depth-structure of the sub-groups of the Huronian
Supergroup, the largest source of uncertainty on the predicted regional geoneutrino
signal.
Geoneutrinos coming from the global crust, which account for „35% of the
total signal, are dependent on estimates of the abundance of HPE within the upper
crust. The current generation of global crustal models adopt sigma-mean uncer-
tainties for abundances in the upper crust rather than standard deviation (used for
all other uncertainties). Any regional or global geoneutrino modeling should adopt
consistent error estimators — be it standard deviation or sigma mean — or justify
173
the treatment of the upper crust separately from other portions of the crust.
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Appendix A1: Appendix to Chapter 3
A1.1 Introduction
The supporting information contain detailed information about geologic fea-
tures of the collected samples and about the results of measurements performed by
gamma-ray spectrometry and ICPMS techniques as well as the ICPMS instrument
parameters and the results of external calibration. Data from compiled geochem-





















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































ID Sample Rock type and location U [µg/g] Th [µg/g] 
93PCL-340 MM-G Granophyre 3.32 15.52 
93PCL-299 MM-G-CAP SEC 3.53 16.49 
93PCL-335 MM-G-CAP SEC 2.96 13.22 
93PCL-312 MM-G-CAP SEC 3.22 14.41 
93PCL-296 MM-G-CAP-SEC 3.51 15.98 
93PCL-337 MM-G Granophyre 3.06 13.22 
93PCL-313 MM-G-CAP SEC 3.16 14.19 
93PCL-336 MM-G Granophyre 3.09 13.45 
93PCL-317 MM-G-CAP SEC 3.23 14.57 
93PCL-294 MM-G-CAP SEC 3.47 15.77 
93PCL-338 MM-G Granophyre 3.06 13.61 
93PCL-311 MM-G-CAP SEC 3.21 14.75 
93PCL-302 MM-G-CAPSEC 3.36 15.93 
93PCL-334 MM-G-CAPSEC 3.08 13.5 
93PCL-298 MM-G-CAP SEC 3.48 16.06 
93PCL-303 MM-G-CAP SEC 3.45 15.9 
93PCL-301 MM-G-CAP SEC 3.31 15.22 
93PCL-339 MM-G Granophyre 3.40 15.85 
93PCL-316 MM-G-CAPSEC 3.18 14.19 
93PCL-297 MM-G-CAPSEC 3.43 15.83 
93PCL-293 MM-G-CAP SEC 3.20 15.39 
93PCL-315 MM-G-CAP-SEC 3.23 14.65 
93PCL-314 MM-G-CAP SEC 3.19 14.29 
93PCL-310 MM-G-CAPSEC 3.17 14.83 
93PCL-295 MM-G-CAP SEC 3.31 15.62 
Table A1.3: Additional samples used for the characterization of GN taken
from Lightfoot et al. (1997), with the available information about rock type,
location, and the U and Th abundances.
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Appendix A2: Appendix to Chapter 5
A2.1 Joint Probability Analysis
Huang et al. (2013) calculates the abundance of heat producing elements
(HPE) in the middle and lower crust. Given a compressional wave velocity (Vp)
from a geophysical model (e.g. LITHO1.0; Pasyanos et al. (2014)), an SiO2 abun-
dance is calculated first from a negative Vp and SiO2 relationship. Next the HPE
abundance is calculated from a positive SiO2 and HPE abundance trend. Samples
of mafic and felsic amphibolite (N = 134; middle crust) and granulite (N = 73;
lower crust) have been measured in the laboratory for Vp and SiO2. A simplifying
assumption is that all middle and lower crustal rocks fall within mafic and felsic
end-members and that the trend between the end-members is linear (Figure A2.1).
The calculation of HPE abundance from Vp is as follows:
Vmodel “ Vff ` Vmm (A2.1)
1 “ f `m (A2.2)
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aoutput “ aff ` amm (A2.3)
where Vf ,Vm, af , and am are the Vp and abundance of the felsic and mafic end-
members of amphibolite and granulite, and f and m are the mass proportions of felsic
and mafic end-members. Given a Vp from a geophysical model (e.g. LITHO1.0),
the HPE abundance is calculated. As discussed in Section 5.4 of this dissertation,
the simplifying assumptions of Huang et al. (2013) are not valid for portions of the
crust.
A joint probability analysis, where the probability density functions of Vp and
SiO2 are compared, would largely avoid crustal tiles from falling outside the end-
members from the Huang et al. (2013) method (see Chapter 5 for details). In the
joint probability analysis, amphibolite and granulite samples are placed into bins
based on their measured Vp or SiO2 abundance (Figure A2.2 and A2.3). Bin sizes are
selected using Sturges rule (Nbins = log2(N) + 1)(Sturges , 1926). The probability of
any SiO2 bin is determined by the number of samples with a given Vp. For example,
a Vp of 7.3 km/s (within Vp bin 7.2-7.4 km/s) in a amphibolite sample would have
a 50% probability of having SiO2 = 45-50 wt%, and 50% probability of having SiO2
= 50-55 wt% (Figure A2.2).
There exist more samples which contain both HPE and SiO2 than have mea-
sured Vp and SiO2. Samples with both HPE and SiO2 were binned by their SiO2
abundance with the same bins that were used in the Vp vs SiO2 analysis. These sub-
distributions of HPE were fit with log-normal distributions as some sub-distributions
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had little number of samples. The distributions of U for each SiO2 bin are shown
in Figure A2.4 and A2.5 for amphibolite and granulite, respectively. Generally, as
SiO2 increases the central value of the sub-distribution fits increases. However, due
to the poor correlation between HPE and SiO2 this was not always the case.
The implementation of the joint probability method is similar to that used by
Huang et al. (2013). Given a Vp from the geophysical model (e.g. LITHO1.0), there
is a probability of the sample having some SiO2 abundance (Figure A2.2 and A2.3).
For each SiO2 bin, the HPE abundance is randomly chosen based on the probability
density function for each U sub-distribution (Figure A2.4 and A2.5). When imple-
mented in a Monte-Carlo simulation this method will sample the entire amphibolite
and granulite sample space. The MATLAB code which used to create the data
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7.0
7.5
Figure A2.1: Vp (km/s) vs SiO2 for amphibolite (hollow symbols) and gran-
ulite (filled symbols) samples used in this study. Figure adapted from Huang
et al. (2013).
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Figure A2.2: Frequency diagram of Vp (km/s) vs SiO2 (wt%) for amphibolite
samples. Vp bin width is 0.2 km/s and SiO2 bin width is 4.375 wt%. Color
indicates frequency of samples which fall within a cell, with maximum frequeny
of 13 samples/cell. N = 138.
































Figure A2.3: Frequency diagram of Vp (km/s) vs SiO2 (wt%) for granulite
samples. Vp bin width is 0.2 km/s and SiO2 bin width is 5 wt%. Color
indicates frequency of samples which fall within a cell, with maximum frequeny
of 16 samples/cell. Total N = 105.
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Figure A2.4: Log-normal distributions of U abundance from amphibolite sam-
ples binned by SiO2 abundance. N = 1136. Number of samples per each SiO2
bin is: N = 16, 197, 90, 75, 133, 194, 180, and 107, respectively for the SiO2
bin order in the figure.
Figure A2.5: Log-normal distributions of U abundance from granulite samples
binned by SiO2 abundance. N = 681. Number of samples per each SiO2 bin
is: N = 9, 206, 182, 74, 70, 49, 73, 18, respectively for the SiO2 bin order in
the figure.
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The joint probability method results in HPE abundances in the middle and
lower crust lower than those calculated using the Huang et al. (2013) method, al-
though within uncertainty. Calculated relative uncertainties are larger than those
from the Huang et al. (2013) method. The joint probability method is not robust
given the limited number of samples which have both measured Vp and SiO2, which
results in Vp-SiO2 bins which have only one sample (Figure A2.2 and A2.3). The
integration of a thermodynamic modeling software, such as Perple X (Connolly ,
2005), and the calculation of Vp from the samples with both HPE and SiO2 abun-
dance, would significantly increase the robustness of the method. Additionally, the
frequency binning method used to bin the Vp and SiO2 data could be applied to
the HPE and SiO2 data to be consistent and to avoid assumption of the probability
density function of the HPE data.
185
A2.2 Geoneutrino Detector Information
Detector Country Latitude Longitude Depth (m) Size (kton) Status
KamLAND Japan 36.43 137.31 1000 1 On
Borexino Italy 42.45 13.57 1400 0.3 On
SNO+ Canada 46.475 -81.201 2092 1 (On)
JUNO China 22.118 112.518 700 20 Const.
Jinping China 28.15 101.71 2400 4 Prop.
Hawaii U.S.A. 19.72 -156.32 0 „ „
Table A2.1: Geoneutrino detectors information including name, location
(country, latitude, longitude), depth below surface, size (in kton of liquid
scintillator), and current operating status. SNO+ is collecting data but is not
at full efficiency. JUNO is currently under construction. Jinping is in the
proposal stage of funding. Hawaii is only a hypothetical location.
A2.3 Dimensional Analysis
The geoneutrino flux unit balance is as follows:
dNpEν̄eq
dEν̄e

















































The resulting signal is number of ν̄e interactions. Included is one year exposure
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of 1032 protons and a detection efficiency of 100%, where one interaction is equivalent
to one terrestrial neutrino unit (TNU)(Mantovani et al., 2004).
A2.4 Geoneutrino Fluxes
The following tables provide predicted fluxes (in Terrestrial Neutrino Unit
(TNU)) at the six detectors outlined in Table A2.1 (KamLAND: A2.2, Borexino:
A2.3, SNO+: A2.4, JUNO: A2.4, Jinping: A2.6, Hawaii: A2.7). Each table includes
fluxes from U, Th, and combined U + Th for the layers of the reference model. 1-







































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Appendix A3: Appendix for Chapter 6
A3.1 Kappa
U has three, naturally occurring, long-lived (>105 years) isotopes:234U, 235U,
and 238U , where at present 238U accounts for 99.2743% of the total U isotope com-
position. Th has one, naturally occurring, long-lived (>105 years) isotope, 232Th.















where aU and aTh are the abundance of U and Th, respectively; µU and µTh
are the molar mass of U and Th, respectively.
A3.2 Kappa-Pb
κPb values are calculated from the measured lead isotopic composition of the
sample minus it’s primordial lead contribution. First, following the method of Tat-
sumoto et al. (1973), the lead isotopic composition of a primitive iron meteorite
troilite is subtracted from the sample’s lead isotopic composition. Troilite is an iron
sulfide (FeS) mineral that is uncommon on the Earth, but common to iron mete-
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orites. It is a mineral rich in Pb and has un-measureable amounts of Th and U.
In addition, iron meteorites represent some of the earliest solids formed in the solar
system (Kleine and Walker , 2017) and thus, the Pb isotopic composition of these
troilites are frozen into the mineral at the time of its crystallization. Therefore,
these meteoritic troilites record the most primordial Pb isotopic values of the solar
system.
The corrected lead composition, referred to as the ”radiogenic lead ratio”, is
calculated by comparing the 208Pb/204Pb and 206Pb/204Pb of the sample and that



























where the subscripts ”meas” and ”CD” represent the measured lead isotope
ratios of the sample and Canyon Diablo, respectively. We adopt Canyon Diablo
lead values of (208Pb/204Pb)CD = 29.476 and (
206Pb/204Pb)CD = 9.307 (Tatsumoto
et al., 1973; Blichert-Toft et al., 2010). In a closed system, the development of the
radiogenic lead ratio only depends on time and the Th and U concentration.







q ˆ peλ238T ´ 1q
eλ232T ´ 1
(A3.3)
where the T is the age of the Earth (assumed to be 4.568 Ga), and λ is the
decay constant of the isotope.
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A3.3 Linear regression
Since Th has a smaller bulk distribution coefficient then U, one expects a
positive linear trend between κ and SiO2. In order to avoid possible sampling bias in
our dataset, the linear regression approach to estimate continental crust’s κ has been
taken. The κ datasets were binned according to their average SiO2 (wt% ) values,
starting at 40 wt%, with a bin width of 5 wt%. For each bin, the median value of κ
and 68% confidence limit were calculated. The best-fit lines were calculated using








m = model parameters, i.e., slope and intersect of the regression line;
d = data, specifically:
dobs´i = i-th observed datum;
dprd´i = i-th model predicted datum;
N = number of the data;
Minimizing the cost function Φ approximates a solution to an overdetermined
problem (κ values) by minimizing the sum of the squares of the residuals between
observation and prediction. Results are plotted in Figure A3.1.
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A3.4 CRUST1.0 crust type weighting
We grouped crustal (igneous and metamorphic combined datasets) κ and κPb
values by 31 continental crust types (defined by CRUST1.0 geophysical model)(Laske
et al., 2013) based on sample longitude and latitude. We performed a Monte Carlo
calculation to weigh κ and κPb by the mass of U within each crust type. Within
the Monte Carlo a value for κ, κPb, and a U concentration (correlated to κ) were
randomly selected for each crust type. The weight of each crust type was deter-
mined by the ratio of the mass of U within an individual crust type and the total U
mass of the crust (from a summation of U mass of all crust types). Summation of






κiXi ` κi`1Xi`1 (A3.5)
where X is the proportional weight of crust type i. Results are tabulated in
Table A3.2.
A3.5 Mass Balance: κ of combined reservoirs
We describe mass balance of a geochemical reservoir Z, combined from two
reservoirs X and Y, i.e., Z = X + Y (for example, BSE = CC + MM).
Notation:
M res = mass of reservoir ”res” in kg.
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mresel = mass of element ”el” reservoir ”res” in kg.
aresel = abundance, as mass fraction, of element ”el” in reservoir ”res” in kg-
element/kg-rock.
Mass balance equations for rock, Th, and U are
MZ “MX `MY (A3.6)
MZaZTh “M
XaXTh `M
































































Therefore, the individual reservoir κ’s are weighted by U mass contributions.
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One could choose to use weights based on Th masses, in which case one would write














The same exercise for pa208Pb˚
a206Pb˚
q
Z , assuming that the exponential decay factors











and the proper weights are the normalized masses of 206Pb˚, the radiogenic
lead-206. But we do not know how much radiogenic lead-206 there is in each reser-
voir. We make the assumption that the present day m206Pb˚ is calculated from











We appreciate that this assumption is equivalent to asserting that in each of
the reservoirs κ = κPb, which is not accurate as evidenced by the differences between
κ and κPb in a given reservoir. In the case of reservoirs which constitute the BSE, the
assumption is proven reasonable a posteriori by the results (i.e., essentially identical
values of κPb in all reservoirs). In the case of the core, the assumption of no exchange
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of Th, U nor Pb with the mantle since core formation is also reasonable. The validity
of our approach is further corroborated by obtaining essentially the same results
using equation A3.13 on one hand, and the κPb counterpart of equation A3.11 on
the other.
A3.6 Constraint on U in the core
Specifically, the mass balances for the Earth are
M
À























where CC is continental crust, MORB is MORB-source mantle, OIB is OIB-
source mantle. One of the last two equations can be replaced by their combination











































In fact, since κMORBPb « κ
OIB
Pb , we can simply consider the modern mantle
(MM). We thus avoid the need to make assumptions about the size of OIB-source
reservoir and its enrichment in U or Th relative to the MORB-source mantle. We
make the assumption, discussed in previous paragraph, that ratios of 206Pb˚ and
208Pb˚ masses in reservoirs can be approximated by ratios of U and Th masses,




BSE is an order of





















“M cc `MMM `M core (A3.20)


































































































U and similarly for m
BSE
Th . The four independent




Pb ) are calculated for a given value of the free pa-
rameter (mcoreTh ) using the four equations [A3.20, and either A3.21,A3.22, and A3.23
or A3.24,A3.25, and A3.26], the other inputs assumed known (see Table A3.3).
Equations A3.21 and A3.24 can be substituted into A3.22 to eliminate mMMU and



























the ratio of U mass in the core to U mass in the Earth. The coefficients of the
Taylor series at X = 0,
κ
À





































forj ě 3 (A3.33)
The 0th order coefficient is, as expected, the κPb of the BSE under the assump-
tion of no U in the core, therefore denoted 0κBSEPb . The 1
st order coefficient is the




otherwise. Since κMMPb /
0κBSEPb is just marginally smaller than 1 (i.e., 3.87/3.89 =
0.995), any Dκ value ! 1 will result in a negative slope. The sign of the 2
nd order
203
coefficient determines the orientation of the parabola (convex or concave) in the 2nd
order approximation to the curve. Given that 0κBSEPb > κ
MM
Pb (albeit by a hairpin),
the curve is convex (u-shaped).






































































































































































































Figure A3.2: Density plot of κ vs κPb in continental crust, MORB, and OIB.
Density of data points is shown in color on a scale from 0 to 1 (arbitrary
units). The black line is the 1:1 correspondence line indicating κ = κPb while
the horizontal dashed line represents the solar system κPb. A) 7,093 data
located on the left of the 1:1 line (κ < κPb) and 4,765 on the right (κ > κP b),
B) 675 data have κ < κP b, while 151 have κ > κPb, and C) 331 data have κ <
κPb, while 106 have κ > κPb. The black circle in each panel shows the median
κ and κPb values.
206
Figure A3.3: Modeled U abundance (in ng/g) in the core vs. κPb of the the
Bulk Earth (left y-axis) and Th/U (mass ratio) of the bulk Earth (right y-axis).
The median (red solid), 68% confidence limit (c.l.; red dashed), and 95% c.l.
(blue dashed) are plotted against the solar-system κPb (blue shaded horizontal
region with 1-sigma bounds; Blichert-Toft et al. (2010)) and Allende meteorite
(grey shaded region along right side with 1-sigma bounds and arbitrary x-axis






































































































































































































































































































































































































































































































































































































































































































































































































































Appendix A4: (publication) Revealing the Earth’s mantle from the
tallest mountains using the Jinping Neutrino Experi-
ment
[1] O. Šrámek and W. F. McDonough conceived the study, B. Roskovec and O.
Šrámek developed the geoneutrino emission models and produced results. Bench-
mark testing of crustal models were carried out by O. Šrámek, B. Roskovec, S.A.
Wipperfurth. and Y. Xi. O. Šrámek and W.F. McDonough wrote the manuscript
using inputs from all co-authors. All authors discussed and reviewed the manuscript.
[2] This chapter has been published as:
Šrámek, O., B. Roskovec, S. A. Wipperfurth, Y. Xi, and W. F. Mc-
Donough (2016), Revealing the Earth’s mantle from the tallest mountains
using the Jinping Neutrino Experiment, Scientific Reports, 6, 33,034,
doi:10.1038/srep33034
A4.1 Abstract
The Earth’s engine is driven by unknown proportions of primordial energy and
heat produced in radioactive decay. Unfortunately, competing models of Earth’s
210
composition reveal an order of magnitude uncertainty in the amount of radio-
genic power driving mantle dynamics. Recent measurements of the Earth’s flux
of geoneutrinos, electron antineutrinos from terrestrial natural radioactivity, reveal
the amount of uranium and thorium in the Earth and set limits on the residual
proportion of primordial energy. Comparison of the flux measured at large under-
ground neutrino experiments with geologically informed predictions of geoneutrino
emission from the crust provide the critical test needed to define the mantle’s radio-
genic power. Measurement at an oceanic location, distant from nuclear reactors and
continental crust, would best reveal the mantle flux, however, no such experiment
is anticipated. We predict the geoneutrino flux at the site of the Jinping Neutrino
Experiment (Sichuan, China). Within 8 years, the combination of existing data
and measurements from soon to come experiments, including Jinping, will exclude
end-member models at the 1σ level, define the mantle’s radiogenic contribution to
the surface heat loss, set limits on the composition of the silicate Earth, and provide
significant parameter bounds for models defining the mode of mantle convection.
A4.2 Introduction
Recent cosmochemical observations have produced a range of compositional
models for the silicate Earth and its prediction for the amount of radiogenic power in
the Earth (Boyet and Carlson, 2005; Burkhardt et al., 2016; Campbell and St C. O’Neill ,
2012; Fukai and Yokoyama, 2016; Jellinek and Jackson, 2015). Likewise, new in-
sights on the thermal and electrical conductivity of the Earth’s core (de Koker et al.,
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2012; Gomi et al., 2013; Pozzo et al., 2012; Seagle et al., 2013; Konôpková et al.,
2016; Ohta et al., 2016) have greatly revised our understanding of the core-mantle
boundary heat flux, which in turn has significant implications on the nature of the
Earth’s surface heat flux. These findings permit a broad range of estimates of the ra-
diogenic power available in the silicate Earth. Of the 46 TW of heat output from the
Earth’s interior(Jaupart et al., 2015; Davies , 2013), anywhere between „10 TW and
„30 TW are attributed to the decay of long-lived radionuclides (i.e., 40K, 232Th,
and 238U) within existing compositional models (Šrámek et al., 2013). The conti-
nental lithosphere accounts for 8 TW (Huang et al., 2013) leaving negligible (2 TW;
i.e., 10 TW-8 TW) to significant (22 TW) amounts of radiogenic power contributing
to mantle dynamics (Korenaga, 2008; Deschamps et al., 2010; Lenardic et al., 2011;
Nakagawa and Tackley , 2012; Höink et al., 2013). The complex and inaccessible
deep Earth system, where mantle dynamics is coupled to processes in the metallic
core, has so far resisted efforts to better constrain the K, Th, U abundance in the
Earth.
Compositional models of the Earth have been categorized into three groups
based on the available radiogenic power (Dye et al., 2015; McDonough, 2016): low-Q
models (10-15 TW), medium-Q models (17-22 TW), and high-Q models (<25 TW).
Low-Q models assume a low K, Th, and U concentration in the material that formed
the Earth (the enstatite chondrite model and the non-chondritic model) or invoke
an impact-induced loss of early differentiated crust enriched in heat-producing ele-
ments (the collisional erosion model). Medium-Q models estimate the silicate Earth
composition using elemental fractionation patterns between melt (basalt) and melt
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residue (peridotite) while constraining the ratios of refractory lithophile elements to
abundances in C1 chondritic meteorites. High-Q estimates are the high end-member
of physical models which rely on simple relationship between the heat output from
the convecting mantle and the vigor of convection, described as a balance between
thermal buoyancy driving the dynamics and thermal and momentum diffusion hin-
dering the flow.
The recent breakthrough in detection of terrestrial electron antineutrinos, cre-
ated in β- decays of 232Th and 238U decay chains of natural thorium and uranium,
has offered an exciting new framework for studying the shallow and the deep Earth’s
composition and for tightening constraints on the amount of radiogenic heat avail-
able for driving Earth’s dynamics. It took 26 years from Wolfgang Pauli’s original
proposal of a neutrino in 1930 to the first detection of antineutinos by Reines and
Cowan in 1956 (Cowan et al., 1956b). An additional almost 50 years passed before
the first detection of geoneutrinos with the KamLAND 1-kiloton liquid scintillator
detector at Kamioka Underground Laboratory in Japan in 2005 (Araki et al., 2005).
A few years later the Borexino collaboration released their initial measurement of
the Earth’s geoneutrino flux with the 0.3-kton detector at Gran Sasso (Italy) (Bellini
et al., 2010).
These two neutrino experiments will be soon joined by the 1-kton SNO+
detector at SNOLAB (Ontario, Canada)(Chen, 2006) and a fourth experiment, the
20-kton JUNO detector, which is under construction in Jiangmen (China)(An et al.,
2016). In addition, a prototype detector is currently being built at the China Jinping
Laboratory (CJPL; Fig. A4.1). Following this testing phase the Jinping Neutrino
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Experiment (Beacom et al., 2016)(hereafter Jinping) is designed to build a 4-kton
detector for low-energy neutrino physics, astrophysics and geophysics at the CJPL.
Importantly, CJPL is the world’s deepest underground physics laboratory where a
rock overburden of „2400 m (6700 meters water equivalent)(Beacom et al., 2016)
results in the lowest flux of cosmic ray muons, thus minimizing the unwanted cos-
mogenic background in antineutrino detection. Furthermore, CJPL is remote from
nuclear reactors which also emit electron antineutrinos, with the nearest operating
reactor 1400 km away. Jinping will thus give an unprecedented antineutrino mea-
surement dominated by the geoneutrino signal (Beacom et al., 2016), unlike any
other geoneutrino detecting experiment (Baldoncini et al., 2015).
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Figure A4.1: Top: Location of Jinping and other geoneutrino detectors.
Crustal thickness from CRUST1.0 (Laske et al., 2013) model plotted in color.
Bottom: 1° longitude ˆ 1° latitude tiles of CRUST1.0 model around Jinping.
Within the 6° ˆ 4° region centered at the detector location (somewhat arbi-
trarily defined and termed near-field crust in past studies) we show TNU (Ter-
restrial Neutrino Units (Mantovani et al., 2004)) and % contributions from
the lithosphere (i.e., Continental Crust + Continental Lithospheric Mantle) in
each tile to the total geoneutrino signal at Jinping. White dashed circles con-
tour distance from Jinping. Map created using The Generic Mapping Tools,
Version 4.5.14 (http://gmt.soest.hawaii.edugmt.soest.hawaii.edu).
KamLAND (KL) and Borexino (BX) geoneutrino measurements (Araki et al.,
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2005; Bellini et al., 2010; Gando et al., 2013, 2011; Bellini et al., 2013; Agostini
et al., 2015) are broadly consistent with existing models of Earth’s architecture and
its chemical composition, thus independently validating the geoscientific paradigms
i.e., Bulk Silicate Earth (BSE) Th and U abundance estimates, and enrichment of
the heat-producing elements in the crust. These experiments have also demonstrated
that the existing budget of heat producing elements is insufficient to account for the
46 TW of surface heat flow (Gando et al., 2011), thus requiring the presence of resid-
ual primordial energy, which includes the heat of accretion and the transformation
of gravitation energy of core formation into thermal energy. Furthermore, an upper
limit has been placed on thermal power of a nuclear geo-reactor at depth31, pro-
posed by some (Herndon, 1996; De Meijer and Van Westrenen, 2008). Geoneutrino
research is now entering the exciting next stage where geoneutrino measurements
begin to address the large uncertainty in estimates of radiogenic power driving man-
tle convection, stemming from various models of Earth’s composition. Most recently
the signal of geoneutrinos from the mantle has been reported (Agostini et al., 2015;
Ludhova and Zavatarelli , 2013; Usman et al., 2015), although with a considerable
uncertainty.
In this report, we calculate the prediction of the geoneutrino flux at Jinping.
We demonstrate the power which the Jinping measurement will bring in combination
with results of the earlier geoneutrino experiments. Moreover, we make a case for
the critical role of constructing an accurate crustal emission model from nearby crust
at Jinping, in resolving the mantle signal.
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A4.3 Emission model and results
Our global model for geoneutrino emission (see Methods section) integrates the
three-dimensional spatial structure and rock density from CRUST1.0 (Laske et al.,
2013) (C1) with estimates of chemical composition in various reservoirs: layers of
Continental Crust (CC) and Oceanic Crust (OC) including sediment layers, Con-
tinental Lithospheric Mantle (CLM), and the convecting mantle composed of the
Depleted MORB-source Mantle (DM; source for mid-oceanic ridge basalts), and the
Enriched Mantle (EM). The EM is introduced in order to satisfy the mass balance
of elements in the Bulk Silicate Earth (BSE) and is a source of oceanic intraplate
basalts (OIB). We do not make a distinction between several types of enriched chem-
ical reservoirs in the deep Earth as seen by geochemistry (e.g., the EM1, EM2, and
HIMU reservoirs3 (Hofmann, 2014)), as such compositional differences will remain
beyond detection sensitivity (Šrámek et al., 2013). Various compositional estimates
result in a suite of models whose calculated antineutrino emission can be tested
with geoneutrino measurements. Here we calculate the geoneutrino predictions for
a typical Earth model (Huang et al., 2013) as a reference, whereas the Supplemen-
tary information reviews the consideration for the complete spectrum of competing
Earth models.
Table A4.1 lists geoneutrino fluxes at the Jinping location, 28.15°N, 101.71°E,
that come from the distinct geochemical reservoirs of the Earth model. Uncertainty
in the predicted flux are dominated by unknowns in the chemical composition of
the layers, whereas uncertainties in crustal thickness are uncorrelated and estimated
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to be <10%, while not reported in C1. Accounting for the uncertainty in crustal
structure is expected to increase the uncertainty in lithospheric geoneutrino flux
prediction by a few percent, resulting in a larger relative uncertainty of the mantle
flux, given the ratio of lithospheric to mantle flux at Jinping and other continental
locations of neutrino experiment. The total predicted geoneutrino signal at Jinping
is 58.5`7.4´7.2 TNU (Terrestrial Neutrino Units40), with 86% of the signal from the




Upper CC +  sediments 7.37 ±  0.74 28.3 ±  6.0 35.7 ±  6.7
Middle CC 2.70 ±  0.22 8.1 ±  2.5 10.8 ±  2.7
Lower CC 0.292 ±  0.088 0.72 ±  0.22 1.02 ±  0.31
OC sediments 0.032 ±  0.002 0.102 ±  0.005 0.134 ±  0.008
OC crust 0.009 ±  0.003 0.045 ±  0.013 0.054 ±  0.016
CC +  OC 10.40 ±  0.77 37.3 ±  6.5
CLM
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+ .
0 9












































TOTAL 1 .2 6− .
+ .
0 9




Table A4.1: Prediction of geoneutrino flux at Jinping location: 28.15°N,
101.71°E, 2400 m depth, based on CRUST1.038 model of the crustal structure.
*See text for details on how the EM was determined to satisfy BSE model.
See text for details on units. CC = Continental Crust; OC = Oceanic Crust;
CLM = Continental; Lithospheric Mantle.
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A4.4 Resolving mantle
Determining the amount of radiogenic heat production in Earth’s mantle is
a major goal in the field. Such a constraint will transform our understanding of
the composition of the silicate Earth, mantle dynamics and the cooling history of
the planet. To be able to unambiguously define the mantle-only geoneutrino signal
means deploying a detector deep in the oceans (or buried on an ocean island) far
away from nuclear reactors and continental lithosphere. Both the reactor antineu-
trino background and the lithospheric signal prediction must be subtracted from
the total antineutrino measurement and reducing these contributions increases the
relative proportion of mantle signal while reducing uncertainty. Such an ocean-going
experiment has been proposed, i.e., Hanohano (Learned et al., 2008). However, it
may take decades before Hanohano or a similar experiment is approved and oper-
ational. In the absence of a detector located in the middle of the ocean, Jinping is
our best solution as it will provide critical data in defining the mantle contribution.
The power of the Jinping experiment comes from the potential of a precise
geoneutrino detection, given developments in the field in the last decade and the
specifics of its location. Jinping will detect the largest geoneutrino flux (TNU sig-
nal) of all geoneutrino detectors (Fig. A4.2). Because of low cosmogenic and reac-
tor antineutrino background, Jinping is expected to measure geoneutrinos with the
greatest precision of all detectors, quantified as relative uncertainty of 4% after an
exposure of a 3-kiloton target mass over 5 years (Beacom et al., 2016). The limiting
factor of resolving the mantle geoneutrino flux using Jinping measurement is the
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uncertainty in the prediction of the lithospheric signal, which must be subtracted
from the total measurement. In our geoneutrino emission model the uncertainty
in the lithospheric flux simply scales with the lithospheric flux magnitude and is















Figure A4.2: Geoneutrino flux predictions at geoneutrino detectors, show-
ing contributions from Near-field crust (NFC), Far-field crust (FFC), and the
convecting Mantle (DM + EM). NFC is a 6° longitude by 4° latitude region
centered at the detector location. NFC and FFC include the small contribu-
tion (<2 TNU) from the underlying Continental Lithospheric Mantle (CLM).
See Fig. A4.1 for detector locations and TNU.
It has been recognized that a large fraction of the expected geoneutrino flux at
a detector originates from the closest few hundred km surrounding a detector (Araki
et al., 2005). Figure A4.1 shows the lithospheric contribution to the geoneutrino flux
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coming from the surrounding 1° longitude ˆ 1° latitude tiles of the C1 discretization.
Almost a quarter of the signal (23%) originates in the tile in which Jinping sits.
The plot of cumulative geoneutrino flux versus distance to emitter (Fig. A4.3)
at Jinping shows the steepest sloping curve of all detectors, where 50% of signal
originates within 300 km distance, 60% within 500 km, and 70% within 1000 km.
Thus, it is fundamentally important to characterize the local geology as it represents
the largest contributor to the signal and uncertainty on the total expected flux.
The geoneutrino flux estimates from the local lithosphere must become constrained
by multiple geophysical and geochemical observables including existing heat flow
data, seismic observations, gravity data, and measured element abundances in rocks.
Local crustal studies have been performed around KamLAND, Borexino, and SNO+
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Figure A4.3: Cumulative geoneutrino signal vs. distance to emission loca-
tion at Jinping. Showing both TNU (left vertical axis) and % of total signal
(right axis). Total signal and contributions from lithosphere (crust + CLM)
and mantle (DM + EM) are plotted. Grey shaded area envelops signals at
detectors KamLAND (lower bound), JUNO, Borexino, and SNO + (upper
bound).
The area around Jinping has been heavily studied because of the many devas-
tating earthquakes that have occurred in the region, with the most recent ones being
the 2008 Wenchuan (Sichuan) earthquake and the 2013 Lushan earthquake (Wang
et al., 2007; Meng et al., 2008; Chen et al., 2013; Wang et al., 2014; Zhang et al.,
2014). Furthermore, Jinping is sited on the eastward facing ramp of the Tibetan
Plateau that abuts the Sichuan Basin and is known to be located in one of the
world’s fastest moving geological regions, with vertical uplift rates reaching up to 6
mm/yr and horizontal movements exceeding 10 mm/yr (Hao et al., 2014). Hundreds
of GPS measurements and identification of the many major tectonic faults reveal
large scale tectonic block rotation and crustal flow in the region (Li et al., 2012; Liu
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et al., 2014; Sun et al., 2015; Kong et al., 2016). This region has been and continues
to be intensely studied for both understanding the fundamental processes of plate
tectonics and to improve our abilities to predict the occurrence and consequences of
major earthquakes.
Even though the mantle signal at Jinping is a small fraction (14%) of the total
geoneutrino signal, the power of combining the Jinping measurement with other
experiments is unprecedented. Figure A4.4 illustrates this feature with a plot that
compares the measured geoneutrino flux (ordinate, physics only input) versus the
geological estimate of the flux from the lithosphere (i.e., crust + CLM; abscissa),
with the flux from convecting mantle (DM + EM) being the remaining contribution.
Consequently, fitting the data with a line of slope 1 yields the y-intercept, which
identifies the mantle contribution to the total signal, and provides its uncertainty as
a function of the unknowns in the geoneutrino measurements (i.e., the experimental
neutrino physics uncertainty) and in the lithospheric flux predictions (i.e., the un-
certainty in geological model). This analysis can be repeated for each experiment
individually or any combination of experiments. Analyses on the existing data (KL
and BX combined) provides a result with a large uncertainty on the mantle flux (i.e.,
6.0 ˘ 7.2 TNU for the y-intercept; Fig. A4.4, top; see Supplementary information
for details). By the time Jinping produces a measurement, other detectors will have
accumulated additional data.
The existing geoneutrino experiments are statistics limited, so with more ex-
posure the relative uncertainties in their signal drop as the inverse square root of
the measurement following Poisson’s statistics. The annual geoneutrino count rate
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is predicted to be about 400 at JUNO, 100 at Jinping, 20 at SNO+, and it has
been measured as 14 at KamLAND and 4.2 at Borexino. Given the marked reduc-
tion in the reactor signal following the Tohoku 2011 earthquake, KamLAND is on
track to reach 11% uncertainty in 7 more years of counting (Watanabe, 2016). The
20-kton JUNO detector will provide a significant annual flux of geoneutrino events
and improvements in characterizing and subtracting the reactor signal (estimated
at 3% uncertainty) will yield a geoneutrino measurement with 6% uncertainty after
5 years of live time (Han et al., 2016). Extrapolating the statistics of current Borex-
ino measurements (Bellini et al., 2010, 2013; Agostini et al., 2015), we predict an
uncertainty of 13% after 6 additional years. SNO+ detector’s assumed count rate
of 20 geoneutrinos per year gives an estimate of 9% measurement uncertainty after
6 years (Chen, 2006; Baldoncini et al., 2016). A projection for the year 2025, based
on all of the detectors expected to be online (KL, BX, SNO+ , JUNO, and Jinping),
reduces the uncertainty of the result of mantle flux, 8.2 ˘ 2.9 TNU, down to 35%
relative uncertainty for the tested model (Fig. A4.4, bottom). With this reduction
in uncertainty on the mantle flux, by a factor of 2.5 relative to the current result
using KL and BX data, we will clearly discriminate between models of silicate Earth
composition and put narrow bounds on radiogenic power in the mantle. It is also
seen in Fig. A4.4 that while the measurement uncertainty at Jinping is the smallest,
the uncertainty in the lithospheric flux prediction is the largest of all detectors, as
in the present model it simply scales with the flux magnitude. Its reduction offers
the greatest potential to further pin down the mantle contribution.
The Jinping detector and Fig. A4.4 offers critical insights into the nature of
224
geoneutrino science. Each of these five detectors can independently see the mantle
given the slope 1 requirement. Differences in the intercept value reflect one of three
potential considerations: (1) biases in the detectors, (2) variations in the mantle
flux, and/or (3) biases in the predicted crustal flux. Assuming that instrumental
calibrations reduce detector bias and total variation in mantle fluxes is expected to
be at the 10% level (Šrámek et al., 2013), then deviations in the y-intercepts can be in
turn used to interrogate the assumed crustal model for the detector. Coupling data
from continental based detectors with constraints from an oceanic based detector
will provide unprecedented opportunities to critically evaluate competing models of
crust composition. In this regard Jinping represents a significant test case with its
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Figure A4.4: Top: Most recent measurement of total geoneutrino flux at Kam-
LAND (KL)(Gando et al., 2013) and Borexino (BX)(Agostini et al., 2015)
(vertical axis) vs. lithospheric flux prediction (this study). Best fit of slope 1
line shown as red dashed line, including ˘ 1σ uncertainty (red band). The y-
intercept reveals signal from the convecting mantle (DM + EM), which scales
with radiogenic power in BSE (purple). Bottom: Simulated measurements
in year 2025 (vertical axis) vs. lithospheric predictions at geoneutrino de-
tectors KL, JUNO, BX, SNO+ , and Jinping (JP). Assumes that detectors
measure the nominal value predicted by the emission model, and measurement
uncertainty is assumed to be 11% (KL)(Watanabe, 2016), 6% (JUNO)(Han
et al., 2016), 13% (BX), 9% (SNO+), and 4% (JP)(Beacom et al., 2016), re-
spectively. We show results for two BSE compositional estimates, previously
termed medium-Q and low-Q models (Dye et al., 2015; Engel et al., 2016).
The solution of mantle flux for the medium-Q model translates into 12 ˘ 4
TW of radiogenic power in the mantle.
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Recent advances in antineutrino detection technology have been in directional-
ity studies (Tanaka and Watanabe, 2014). Being able to evaluate directionality, even
at 180° resolution, provides a powerful documentation of the sources of the geoneu-
trino signal (i.e., distinguishing near field crustal contributions that can be up to
50% of the signal). Primary focus in geoneutrino directionality analyses has been
the variation of the crust and mantle signals with the incoming dip angle (Fields
and Hochmuth, 2006; Dye, 2010). In Fig. A4.5 we predict the normalized azimuthal
distribution of the geoneutrino signal at the various detectors. The asymmetric az-
imuthal signal at KamLAND, Borexino, and JUNO detectors reflects their settings
on the margins of continents. The least variable azimuthal signal is seen for SNO+
, which sits in the center of the North American plate. The asymmetry in Jinping’s
azimuthal signal reflects the exceptionally thick continental crust of the Himalayas
to the west and the normal „40 km crust of eastern China. While currently unable
to measure geoneutrino directionality, predictions of azimuthal signal intensity pro-
vide insight into the geology of the local crust and inform mapping and sampling






−180 −120 −60 0 60 120 180

























































−180 −120 −60 0 60 120 180
JinpingTibetan plateau
Southeastern China
Figure A4.5: Predicted signal at geoneutrino detectors as a function of azimuth
of incoming geoneutrino. Normalized to uniform distribution at each detector.
A4.5 Conclusion
The predicted geoneutrino signal for the proposed Jinping Neutrino Experi-
ment is 58.5`7.4´7.2 TNU, of which 50.4
`7.8
´7.6 is from the Crust + Continental Lithospheric
Mantle and 8.1`2.5´2.7 TNU is from the Depleted + Enriched Mantle. The Jinping
measurement, combined with geoneutrino measurements at other continental sites,
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is currently our best chance at resolving the mantle signal. Dedicated geophysical
effort toward an accurate local lithospheric model is required. This is a realistic goal,
given the wealth of geophysical data in this well studied seismogenic region at the
boundary between the Tibetan Plateau and the Sichuan Basin. Refinement to model
predictions of the lithospheric flux are crucial to reducing the uncertainty estimates
of the mantle flux. The strategy mapped out here reveals that geoneutrino data will
constrain the amount of radiogenic heat production in the mantle by combining all
measurements from continental detection sites to reduce the uncertainty. Reference
model predicts that constraining the mantle’s radiogenic heat production to 12 ˘
4 TW is achievable within 8 years. Such a strategy will successfully discriminate
between models of the Earth’s composition, i.e., the previously described low-Q,
medium-Q, and high-Q models predicting anywhere from 2 TW to <20 TW of ra-
diogenic power in the mantle (Šrámek et al., 2013; Dye et al., 2015; McDonough,
2016). These data will place limits on the amount of heat producing elements inside
the Earth, describe the planetary abundances of the refractory lithophile elements,
and thus define the building blocks of the Earth (Engel et al., 2016). Moreover, by
setting a limit on the radiogenic heat production in the mantle we will constrain the
Urey ratio of the convecting mantle (Ur = radiogenic heat/total mantle heat flux), a
parameter that is considerably debated (i.e., estimates of Ur from 0.2 to 0.7) in the
literature (Korenaga, 2008; Deschamps et al., 2010; Lenardic et al., 2011; Nakagawa
and Tackley , 2012; Höink et al., 2013).
229
A4.6 Methods
The geoneutrino flux at Jinping location is calculated in the usual way (Usman
et al., 2015; Mantovani et al., 2004; Enomoto et al., 2007; Fiorentini et al., 2007a).









where meanings of various quantities are described in Table A4.2. As we as-
sume negligible Th, U in the core (McDonough, 2014), the integration domain is
the Earth’s crust and mantle, where antineutrino emitters reside. We average the
effect of neutrino oscillations by using the average survival probability Pee. We use
CRUST1.0 model (Laske et al., 2013) (C1) to describe the geometry and rock density
in the crust. C1 parametrizes the crust as 1° latitude by 1° longitude stacks of 6 tiles
(excluding ice and water layers) of a given thickness and uniform density. Depth-
dependent density in the mantle is taken from PREM (Dziewonski and Anderson,
1981). We divide the crust into Oceanic Crust (OC; ’A’ and ’B’ type tiles of C1) and
Continental Crust (CC). Continental Crust is underlain by the Continental Litho-
spheric Mantle (CLM), which is assumed to extend to 175 km depth (Huang et al.,
2013). The bulk of the mantle is divided into two reservoirs, the Depleted Mantle
(DM) and the Enriched Mantle (EM) where EM is a layer of uniform thickness at
the base of the mantle containing 18% of mantle mass (Arevalo et al., 2013)(i.e.,
layering at radius of 4200 km). Within each of the chemical reservoirs (i.e., layers
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of the crust in CC and OC, CLM, DM, EM), the abundance of Th, U is assumed
uniform, with values and their uncertainties adopted from several compositional es-
timates (see Table A4.3). Abundances in EM are calculated to balance the overall
inventory in BSE. Uncertainty on the structure and rock density is not available
within CRUST1.0, and is not considered in the emission model. Uncertainty in the
input abundances of Th and U is propagated using a Monte Carlo approach. The
selection of CLM abundances is assumed to follow a log-normal distribution (Huang
et al., 2013). Abundances in other reservoirs (layers of CC and OC, DM, BSE) are
assumed to follow the normal distribution (Rudnick and Gao, 2014). We assume
that Th and U abundances within a reservoir are fully correlated when performing
their Monte Carlo fluctuations. We further assume that abundances are uncorre-
lated between the following reservoirs: BSE, CLM, layers of CC and OC. We find,
however, that some degree of correlation must be introduced between abundances
in DM and the rest of the model, in order to prevent unphysical situations where
abundances in EM are below DM values or even negative. The somewhat smaller
absolute uncertainty in the total predicted geoneutrino flux compared to the litho-
spheric flux (Table A4.1) results from the anti-correlation between abundances in
EM and abundances in layers of the lithosphere and in DM when balancing the
inventory of elements in BSE.
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Quantity 40KSymbol 232 235U 238U
X 0.000117 1 0.007204 0.992742Natural isotopic mole fraction
µ 39.0983 232.038 238.029 238.029Standard atomic mass (g/mol)
t1/2 1.248 14.0 0.704 4.468Half-life (109 yr)
λDecay constant (s− 1)
nv 0.8928 4 4 6Number of ν e’s per decay
0.110 6.475 7.108 7.648Heat per decay (10− 12 J)
AElemental abundance (mass fraction)
ρRock density (g/cm3)
NAAvogadro’s number (mol− 1)
Average survival probability  Pee  =  0.553
232cm− 2 µs− 1 to TNU conversion factors
238U:
0.25 cm− 2 µs− 1 TNU− 1
0.076 cm− 2 µs− 1 TNU− 1
Table A4.2: Quantities used is geoneutrino flux calculations.
K U Ref.
Upper CC +  sediments (2.32 ±  8%) ×  10− 2 (10.5 ±  10%) ×  10− 6 RG’14
Middle CC
(2.7 ±  21%) ×  10− 6
(1.91 ±  14%) ×  10− 2 (6.5 ±  8%) ×  10− 6 (1.3 ±  31%) ×  10− 6
Lower CC (0.51 ±  30%) ×  10− 2 (1.2 ±  30%) ×  10− 6 (0.2 ±  30%) ×  10− 6
OC sediments (1.83 ±  7%) ×  10− 2 (8.10 ±  7%) ×  10− 6 P’14(1.73 ±  5%) ×  10− 6
OC crust (716 ±  30%) ×  10− 6 (0.21 ±  30%) ×  10− 6 WK’14
CLM 10−
(0.07 ±  30%) ×  10− 6
315− 183





49 × 10− 9 H’13
Depleted Mantle (152 ±  20%) ×  10− 6 (21.9 ±  20%) ×  10− 9 A’10(8.0 ±  20%) ×  10− 9
10−Enriched Mantle* 402− 238
350+ × 6 10−147− 57
74+ × 9 10−30− 18
24+ × 9
Bulk Silicate Earth (280 ±  21%) ×  10− 6 (80 ±  15%) ×  10− 9 A’09(20 ±  20%) ×  10− 9
RG’14
RG’14
Table A4.3: Abundance estimates (in kg/kg) used as inputs in the geoneutrino
emission model. *Abundance in Enriched Mantle calculated from balance of
each element (BSE = CC + OC + CLM + DM + EM) where EM is 18%
by mass of the convecting mantle (Arevalo et al., 2013). References refer to:
RG’14 = Rudnick and Gao (2014), P’14 = Plank (2014), WK’14 = (White and
Klein, 2014), H’13 = Huang et al. (2013), A’10 = Arevalo and McDonough
(2010), and A’09 = Arevalo et al. (2009).
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Appendix A5: (publication) Invited Article: miniTimeCube
[1] My contribution to this work was the simulation of particle background
fluxes onto the mTC detector (Section A5.4.2).
[2] This chapter has been published as:
Li, V. A., R. Dorrill, M. J. Duvall, J. Koblanski, S. Negrashov, M. Sakai,
S. A. Wipperfurth, K. Engel, G. R. Jocher, J. G. Learned, L. Mac-
chiarulo, S. Matsuno, W. F. McDonough, H. P. Mumm, J. Murillo,
K. Nishimura, M. Rosen, S. M. Usman, and G. S. Varner (2016), In-
vited Article: miniTimeCube, Review of Scientific Instruments, 87 (2),
021,301, doi:10.1063/1.4942243
A5.1 Abstract
We present the development of the miniTimeCube (mTC), a novel compact
neutrino detector. The mTC is a multipurpose detector, aiming to detect not only
neutrinos but also fast/thermal neutrons. Potential applications include the counter-
proliferation of nuclear materials and the investigation of antineutrino short-baseline
effects. The mTC is a plastic 0.2% 10B–doped scintillator p13 cmq3 cube surrounded
by 24 Micro-Channel Plate (MCP) photon detectors, each with an 8 ˆ 8 anode to-
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taling 1536 individual channels/pixels viewing the scintillator. It uses custom-made
electronics modules which mount on top of the MCPs, making our detector com-
pact and able to both distinguish different types of events and reject noise in real
time. The detector is currently deployed and being tested at the National Insti-
tute of Standards and Technology (NIST) Center for Neutron Research (NCNR)
nuclear reactor (20 MWth) in Gaithersburg MD. A shield for further tests is be-
ing constructed, and calibration and upgrades are ongoing. The mTCs improved
spatiotemporal resolution will allow for determination of incident particle directions
beyond previous capabilities.
A5.2 Introduction: The motivation behind compact neutrino detec-
tors and the mTC
A number of fundamental mysteries remain in the field of neutrino physics, for
instance the structure of the mass hierarchy of the three known neutrinos, and the
possible existence of sterile neutrinos that interact only through mixing. Further,
their ultimate nature as Majorana or Dirac fermions has yet to be determined. At
the same time, our understanding of neutrinos has reached a turning point where
practical applications of neutrino detection are becoming increasingly feasible. This
understanding, combined with recent developments in the areas of fast photodetec-
tors, high-quality doped scintillators, electronics, and computing, have led to the
possibility of a new generation of compact, highly instrumented neutrino detectors
that were previously impractical and unaffordable. These detectors will allow ex-
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ploration of fundamental neutrino properties, as well as practical applications in the
fields of reactor safety and nuclear security.
Figure A5.1: GEANT and MATLAB simulation of a 10 MeV ν̄e interaction
in the 13 cm cubical mTC. Photons colored identically to parent particles.
Specifically, measurements of reactor antineutrinos provide a number of scien-
tific opportunities, such as the detailed study of neutrino oscillations at very short
baselines, and investigation of the reactor antineutrino anomaly, which may be con-
nected to the existence of sterile neutrinos(Vogel et al., 2015b). The miniTimeCube
(mTC), shown in simulation in Fig. A5.1, represents a new step in this direction.
The mTC is a compact („ 2200 cm3 active volume), densely instrumented, fast
timing plastic-scintillator detector designed as a proof-of-concept for future reactor
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antineutrino detectors. In addition to these scientific studies, the mTC is also de-
signed for practical applications, such as directional neutrino detection and reactor
monitoring for non-proliferation.
A5.2.1 The History and Inception of the mTC
The motivation for a compact neutrino detector began with a study involv-
ing National Geospatial-Intelligence Agency (NGA), Integrity Applications Incorpo-
rated (IAI), and UH personnel in 2011. It is an evolution of a CCD-based detection
concept,(Learned , 2009a; Watanabe, 2010) which was found to have issues with scal-
ability to large detection volumes. To avoid similar problems, the mTC utilizes time
as an extra dimension to reconstruct the event kinematics. In the mTC concept,
a Fermat surface is defined by the first light arrival, leading to spatial and angu-
lar resolutions well below what one would expect from the scintillator decay times
(Learned , 2009b). This leads to particle location resolutions on the order of mil-
limeters instead of the meter scale one would naively expect from scintillator decay
time constants.
A5.2.2 Technological Context
The mTC concept requires excellent single photon timing resolution, which is
achieved using commercial micro-channel plate photomultiplier tubes with excellent
intrinsic timing („ 50 ps). Combined with readout electronics we expect single
photon timing resolutions of 100 ps or better, corresponding to about 2 cm spatial
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resolution in the scintillator. Further improvement is achieved by multiple pixel
constraints, roughly scaling as 1{
a
Npe.
The mTC’s state-of-the-art fast-timing and pixelization allow many novel mea-
surements. Although its small size may prohibit full investigation of some of the
proposed applications, it serves as a proof-of-concept and model for future detectors
such as NuLat (Lane et al., 2015).
The preliminary design of the detector and initial performance simulations
were conducted in 2011, with construction starting the same year. The initial version
of the detector, shown in Fig. A5.2, was completed at the end of 2013. In January
2014 we started testing and calibrating the detector at NIST. A number of upgrades
have been performed or are underway as a result of lessons learned from these initial
studies. We expect to begin operation at the NIST reactor, pending installation of
a shielding cave to reduce neutron backgrounds, in late 2015.
A5.2.3 Design of the mTC
The core detection volume of the mTC is a p13 cmq3 cube of plastic scintillator
(Eljen Technology EJ-254), doped with 1% natural boron (0.2% 10B)(ELJEN ). The
scintillator decay constant is 2.2 ns.
A total of 24 PLANACON MCP-PMTs (PHOTONIS XP85012), hereafter
referred to as simply “MCPs,” shown in Fig. A5.4(PHOTONIS , 2013), are used to
detect photons from the scintillator volume. They are coupled to the scintillator









Figure A5.2: Photograph of mTC’s mount-racks, light-tight aluminum enclo-
sure, data acquisition system, and power supplies.
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cube for mechanical stability. The anode plane of each MCP is segmented into 64
pixels, leading to a total of 1536 readout channels. The scintillation and Cherenkov
spectra expected for EJ-254 are shown in Fig. A5.3, along with the typical quantum
efficiency (QE) curve of the MCP, showing matching of the QE to the scintillation
spectrum. The sensitivity of the scintillator, including coverage factors and detection
efficiency of the MCPs, is „ 1000 photoelectrons / MeV.
The 1536 MCP readout channels are instrumented with custom electronics de-
veloped at the University of Hawaii. These electronics mount directly to the MCPs,
providing multi-gigasample per second sampling and on-board digitization of the
MCP signals with a timing resolution of ă 100 ps. By preserving the excellent tim-
ing resolution of the MCPs, we retain the ability to study advanced reconstruction
techniques (e.g., incorporation of the shape of the scintillator decay time distribu-
tion and the fast timing of the Cherenkov photons). A model of the scintillator cube
with one face of photodetectors and corresponding readout electronics populated is
shown in Fig. A5.5. The compact nature of the readout electronics keeps the core of
the mTC compact. The net dimensions of the cube, MCPs and electronics fit inside
a „ 1{8 m3 volume. The electronics is discussed in more detail in Section A5.5.
The main detector, ancillary electronics, and power supplies fit in stacked
plastic cases, with a clearance footprint of 0.75 m wide by 1.2 m deep by 2.5 m high,
and requires only 115 VAC and a network connection for remote operation. The
assembled and integrated mTC, including associated servers for data acquisition, is
shown in Fig. A5.2. A water-based chiller, with flow around 8 LPM, provides cooling
needed for operation in the shielded enclosure. The power consumption is roughly
240
Figure A5.3: Scintillation, Cherenkov and QE spectra for the mTC. GEANT
and MATLAB MC models include all effects of chromatic dispersion. Most
Cherenkov photons in the UV region attenuate very quickly and are not ob-
served.
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2 kW, including „ 1 kW from the chiller itself. The size and power consumption
make this a relatively portable detector, capable of being operated from a truck or
a ship.
59 mm
Figure A5.4: Photograph of a PHOTONIS PLANACON MCP XP 85012, one
of 24 MCPs used in the mTC.
A5.3 Neutrinos in mTC
The process of identifying a neutrino interaction in the mTC is similar to the
one first used in the Reines & Cowan experiment (Cowan et al., 1956a; Reines and
Cowan, 1956) in 1956, and used by many experiments since.
An electron antineutrino emitted from a nuclear reactor interacts with a proton
inside the plastic scintillator medium, producing a positron and a neutron via inverse
beta-decay (IBD):
ν̄e ` pÑ e
`
` n (A5.1)
This reaction has a cross-section of σtot – 5ˆ 10




Figure A5.5: CAD of the mTC scintillator cube with one face populated with
four MCPs and two electronics board stacks connected.
Eν “ 2 MeV and an energy threshold of Eν “ 1.806 MeV (in the lab frame,
where the proton is at rest). The characteristic time-scale between prompt (positron
annihilation) and delayed (neutron capture) signals is used as the primary signature
for identifying neutrino events. As outlined below, the positrons scatter nearly
isotropically after the neutrino interaction, with the positron taking most of the
kinetic energy and the neutron taking most of the momentum. If one records the
direction and energy of the positron and the first scatter of the neutron, one can
back-reconstruct the incident direction of neutrino. Additionally, further scatters of
the neutron can also be used to improve the reconstruction.
A5.3.1 Prompt Signal
The IBD prompt signal generates anywhere from several hundred to several
thousand Photo-Electrons (PEs) in the mTC, as shown in Figs. A5.6 and A5.7.
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The energy of this signal is used to reconstruct the incoming ν̄e energy, and the
location of the signal may be used for directional determination of the ν̄e angle,
however weakly, by pairing it with the delayed signal location. The prompt signal
is composed of a short positron track („ 1 cm), any electrons it may interact with,
and two equal and opposite 511 keV gammas produced upon positron annihilation.
Figure A5.6: Simulated distributions of the number of PE produced as a
function of ν̄e energy for the prompt signal (top) and delayed signal (bottom).
In top figure, a long tail of under-estimated energies is produced by longer
positrons leaving the detector. In the bottom figure, the long tail of higher
energy delayed events is due to the 478 keV gamma produced on neutron
capture depositing part of its energy randomly inside the detector.
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Simulation projects that the mTC reach about 10-15% ν̄e energy resolution,
ultimately limited by its small size. The positron track at the lower range of the
ν̄e energy spectrum is on the order of a cm, though higher energy ν̄e’s will produce
longer tracks proportional to their energy above the Eν̄e ą 1.8 MeV threshold.
As a result, higher energy ν̄e’s tend to produce positrons which leave the detector
with ever greater likelihood, causing a certain amount of energy under-estimation
at higher ν̄e energies.
In addition to severed positron tracks, a second problem arises at all ν̄e en-
ergies: uncertainty in prompt signal is introduced via the two 511 keV gammas.
In a larger detector such as KamLAND, the annihilation gammas typically deposit
their full energy within the scintillation volume. In a very small detector like mTC,
these gammas deposit varying amounts of energy from event to event, smearing
the prompt energy resolution. On average the annihilation gammas deposit about
1/3 of their energy in the mTC, but the proportion varies event to event, and is
impossible to predict a priori for a specific IBD event.
More information on expected energy resolutions can be found in Section A5.7.
A5.3.2 Delayed Signal
The neutron from the neutrino interaction scatters elastically on the scintilla-
tor medium and, after thermalizing, captures on the 10B embedded in the scintilla-
tor. On average, the neutron travels for a few centimeters before being captured, as
shown in Fig. A5.8.
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Figure A5.7: Simulated distributions of the number of PE produced for the
prompt signal (top) and delayed signal (bottom) as a function of vertex loca-
tion. 0 mm is the center of the detector, and 67 mm is at the edge.
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Figure A5.8: Simulated frequencies, in arbitrary units, of Monte Carlo gener-
ated IBD events as a function of time and distance of neutron production to
neutron capture in the mTC scintillator.
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The primary reaction for neutron capture is:Knoll (2000); Pawelczak et al.
(2014); Wright et al. (2011)
n` 10B Ñ7Lip1015 keVq ` 4Hep1775 keVq, „ 6%
Ñ
7Li˚ ` 4Hep1471 keVq, „ 94%
ãÑ
7Li˚ Ñ 7Lip839 keVq ` γp478 keVq
(A5.2)
The cross-section for neutron capture on 10B as well as the linear attenuation
coefficient as a function of neutron energy have been studied (ELJEN ; Wright et al.,
2011; Crane and Baker , 1991; ENDF , 2011). For a completely thermal neutron
(En “ 0.025 eV), the total cross-section is equal to 3836 barns. The neutron from
an IBD reaction can also be captured on a proton in „ 180 µs, resulting in 2.2 MeV
γ’s depositing energy via Compton scattering(Olive et al., 2014). The fraction of
thermal neutrons captured on 10B is 25.6 times larger than on 1H (ELJEN ).
To confirm our understanding of the Monte Carlo results shown in Fig. A5.8,
we can estimate the detector’s neutron-capture efficiency analytically. Because the
majority of neutrons capturing on 10B is so large, neutron thermalization and cap-
ture on 10B is the dominating process in determining the detector’s neutron-capture
efficiency. We can therefore get a rough estimate of this number by considering a
typical neutron undergoing this process. For this calculation, we treat the neutron’s
path as a random-walk series of elastic scatters on 1H in two parts: 1) production
to thermalization, and 2) thermalization to capture. Combining these two results
will give us a general idea of where neutrons are likely to be lost and therefore what
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fraction of neutrons should capture without escaping the cube.
We will take a typical IBD neutron to have Kinit „ 4 keV. At these neutron
energies, we can safely use nonrelativistic kinematics: K „ Op1 keVq ! m0.




where λes is the mean free path (MFP) for elastic scattering and Ntherm is the
number of steps to thermalization. We can get λes from the cross-section σes (20





To find Ntherm, we assume that on average the neutron loses half its excess KE on






Combining the above equations and data from the scintillator manufacturer
(ELJEN ), we get „ 17 steps at „ 1 cm each for a distance of:
dtherm „ 4 cm (A5.6)
2) Thermalization to capture, dcap:
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Once thermalized, the neutron will typically capture after traveling the correspond-
ing MFP, λcap. Because this distance is longer than λes above, the neutron will
continue its elastic scattering on H during this time, with a number of steps equal












„ 1.5 cm (A5.7)
3) Total (production to capture), dtot:







2 „ 4 cm, (A5.8)
as the typical total distance between production and capture (again, ignoring cor-
rections for effects like capture before thermalization, capture on hydrogen, etc.).
4) Neutron-capture Efficiency, ncaptured{ntotal:
We can use an imaginary sphere of radius dtot „ 4 cm to roughly estimate the capture
rates in various regions of the cube. For example, a neutron produced at the surface
of the cube but near the center of a face will generally have „ 1{2 probability
to move inward and capture or to move outward and escape; however, a neutron
produced deeper than dtot „ 4 cm into the face will most likely capture inside the
cube. Averaging over the depth indicates that „ 3{4 of the neutrons produced in
this region should capture inside the cube. We can make similar estimates for the
rates in the other regions of the cube (i.e., edges, corners, and interior) and combine
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This is in general agreement with simulations indicating that „ 55% of the
neutrons produced inside the cube capture without escaping.
Using this same approach, we can get a rough estimate for how long this
process might take: ttot “ ttherm ` tcap. It is relevant to keep in mind that Ntherm
depends on Kinit as discussed above.
1) Production to thermalization, ttherm:
As in the distance calculation, we will assume that on average, the neutron loses
half of its kinetic energy on each collision. (For this calculation, we approximate
Ktherm „ 0). After n collisions, this becomes Kn “ 2










“ 2´n{2 vinit (A5.10)


















„ 10 µs (A5.12)
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2) Thermalization to capture, tcap:
The average speed after thermalization is constant by definition, so the time to







„ 10 µs (A5.13)
3) Total (production to capture), ttot:
Combining these results gives us:
ttot “ ttherm ` tcap „ 20 µs, (A5.14)
which is also in general agreement with the Monte Carlo.
Reconstruction of the neutrino’s direction largely depends on the neutron di-
rection reconstruction, improved by the positron direction and energy. Having one
or more neutron scatters improves the resolution, but even the neutron capture lo-
cation after many scatters retains information on the initial neutron direction, as
was demonstrated in the CHOOZ experiment (Abe et al., 2014). Full reconstruction
algorithms, currently under development, will take all the information into account
in solving for incoming neutrino direction.
The light yield of these neutron scatters can present some difficulty when de-
tecting and reconstructing events. Ionization density quenching on two charged
particles (4He and 7Li) with Á 2.3 MeV kinetic energy in the reaction, Eq. (A5.2),
results in a small total light output, about 60 keV electron-equivalent energy de-
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position (de Meijer et al., 2005). However, due to the small size of the detector
and high MCP surface coverage, mTC has the high light collection efficiency crucial
to detect the weak light from these delayed signals. As a result, only in relatively
small-volume („Liter sized) 10B-doped scintillator detectors can incident antineu-
trino direction currently be reconstructed based on neutron directionality (de Meijer
et al., 2005).
A5.3.3 mTC at NIST Reactor
The mTC currently sits on-site at the NIST Center for Neutron Research
(NCNR), which houses the NIST 20 MWth split-core research reactor. This reactor
has a compact core (Figs. A5.9–A5.10) with 30 fuel elements, each containing 2
segments of highly-enriched uranium fuel U3O8/Al (
235U, 93% enrichment). Fuel
elements are submerged in heavy water which serves as a moderator and coolant.
The upper and lower fuel segments, each 27.9 cm high, are separated by a 17.8 cm
unfueled gap which serves as a “flux trap” to minimize the fast-neutron and gamma
backgrounds in the neutron beam lines. The overall dimensions of the core are 1.12
m in diameter by 0.74 m in height. The NIST reactor cycle is 38 days on followed
by 10 days off for refueling.
Full Monte Carlo N-particle (MCNP) simulations of the core are available to
onsite collaborations (Cheng et al., 2004; Hanson and Diamond , 2011).
Using a total thermal power of 20 MWth, an average number of 6 ν̄e produced















Figure A5.9: Relative location of the scintillator cube inside the movable cave
(one face made transparent) with respect to the reactor core (upper and lower
fuel segments are approximated by two hexagonal prisms).
fission of 235U and 238U, one can roughly estimate the total number of neutrinos
produced at the reactor core to be „ 4ˆ 1018 s´1 ν̄e. This corresponds to a flux of
„ 1.1ˆ1012 cm´2 s´1 ν̄e at the miniTimeCube location „ 5 m away from the center
of the reactor core, Fig. A5.11. It further corresponds to a number of antineutrino
interactions with 1H via IBD reaction in the plastic scintillator on the order of a few
events per day.
More precisely, the total number of expected antineutrinos from the reactor





















































Figure A5.10: Relative distribution of ν̄e flux as a function of baseline from
a nominal mTC position to each fuel element in the core. The mean source
location of flux is at „ 5 m and the effective spread is 0.36 m, or an inherent
smearing of about 7 % on the baseline. Specifics of this distribution will vary
by fuel loading conditions.
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Figure A5.11: Photograph of the mTC shielding next to the reactor.
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where Np — number of hydrogen atoms in the scintillator (“free protons”); L —
distance between production and detection points of the antineutrino, εdet — de-
tector efficiency „ 30 % based on MC simulations for IBD detection in the mTC;
P pν̄e Ñ ν̄eq — survival probability of electron antineutrino(Olive et al., 2014; Lane








— differential cross-section of the IBD process as a
function of positron energy E
e
` and antineutrino energy Eν̄e (Vogel and Beacom,
1999).
Further details on antineutrino production at reactor facilities can be found in
the literature, including: fuel time-dependence for the NIST nuclear reactor (Cheng
et al., 2004; Hanson and Diamond , 2011), evaluation of thermal energies released
per fission of the four main isotopes (Kopeikin et al., 2004), and spectrum of antineu-
trinos produced from the four main isotopes (Dwyer and Langford , 2015; Mueller
et al., 2011).
In addition to NIST, we have actively considered two other deployment sites:
Typical Power Reactors (TPR) and nuclear-powered ships. Their parameters are
listed in Table A5.1.
Table A5.1: Approximate parameters at potential mTC deployment sites, in-
cluding NIST, a typical power reactor, and a nuclear-powered ship. “Compact
core” indicates a core where all fuel elements are contained within a few meter
radius.
Parameter NIST TPR
Power, GWth 0.02 3
xBaseliney, m 5 25
Fuel HEU mixed
Fuel cycle, on/off days 38/10 400/10
Compact core X X
xEvent ratey, ν̄e{ day „ 1 „ 10
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A5.4 Backgrounds
Backgrounds in the mTC come from several sources. First there are the “nat-
ural sources”, most prominently cosmic radiation. Of those, which consist of high
energy neutrons, gammas, and muons, along with their collisional products, poten-
tially the most serious for IBD detectors is the nearly irreducible background of
some long lived muon-produced isotopes as we discuss below in Section A. The local
environmental backgrounds, such as radioactivity, are not as much of a problem
as the cosmic ray associated backgrounds. In Section B we discuss backgrounds
relevant to a reactor and specifically the NIST reactor location.
A5.4.1 Cosmic Ray Backgrounds
Cosmic rays produce an inescapable background for IBD detectors. Unfortu-
nately, all the reactors to which we may have access are at best a few meters water
equivalent (mwe) under the surface. About 2 mwe is enough to shield from extensive
air showers, clearing the remnant hadrons and most electromagnetic components.
Muons, however, penetrate to the greatest depths, in ever decreasing numbers but
increasing mean energies. These muons may generate local particles, and so shield-
ing is somewhat of a double edged sword. Sea-level muons make neutrons and other
hadrons in nuclear interactions, though with something on the order of a 2 km ra-
diation length. The mean muon energy at the Earth’s surface is about 2 GeV with
a penetrating power of about 10 mwe. Muons coming through the mTC (at about
1/s) often („10%) come with knock-on electrons (Fig. A5.12). More dangerous are
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Figure A5.12: A simulated muon traversing the mTC, with scintillation pho-
tons and Cherenkov cone visible.
gammas and neutrons, which can fake the prompt signature of a neutrino.
Precise calculations of these rates are difficult because they depend upon de-
tails of the overburden, the local geometry, and shielding in particular. Isotopes
and various spallation products of cosmic-ray muons can be a serious background
for neutrino signals. Although many of the isotopes can be filtered from analysis
using various cuts, long-lived isotopes such as 8He and 9Li may have lifetimes on
the order of a second and decay by beta emission into neutron-unstable daughters.
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These are two backgrounds that can mimic IBD events in the mTC, but are in fact
negligible, as we show below.
In order to study this problem in more detail, a GEANT4 (Agostinelli et al.,
2003) simulation of the EJ-254 plastic scintillator was conducted. Sea-level spec-
trum cosmic ray muons were incident on a p10 ˆ 10 ˆ 10q m3 cube of scintillator.
The isotope yield per muon event for this simulation run is tallied and shown in
Fig. A5.13.
Figure A5.14 shows the average secondary particle yield per unit muon track
length per unit medium density for simulated cosmic ray muons using a sea-level
energy spectrum. The result implies an isotope yield of „ 6.86 ˆ 10´10 cm2/g for
9Li and „ 9.79ˆ 10´11 cm2/g for 8He. The atmospheric muon rate traversing the
13 cm cube is about 1/s (depending upon overhead shielding), and so the rate
of these events being produced in the mTC is estimated to be less than 1 event
per year. In addition, the general behavior of typical sea-level spectrum muons
shown by the black points involves a relatively constant production of secondaries
with respect to energies above a few hundred MeV; whereas a trend of increasing
daughter production is clearly seen for those producing 9Li. This suggests that the
9Li isotope is most likely produced in showering muon events at high energies, which
can be easily vetoed. Rejection of backgrounds associated with 8He will require more
statistics and further investigation.
Peripheral geometries of the detector and its in-situ environment pose a non-
negligible contribution to the cosmogenic backgrounds and a more accurate study
with these effects fully taken into account will need to be conducted in the future.
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Figure A5.13: Cosmogenic isotope production yield due to sea-level spectrum
µ´s passing through 10 m of EJ-254 plastic. 104 events were simulated for
this result. The number enclosed in brackets in the labels along the y-axis
is the excitation energy of the isotope in units of keV. 9Li and 8He were not
observed.
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Figure A5.14: Average yield per unit muon track length per unit medium
density of all non-photon secondary particles versus muon energy. The black
points show the result of a run of 103 sea-level spectrum muons. Superimposed
on the figure are eight specific muon events that had produced a 8He or 9Li
daughter depicted by the colored stars. These eight events were extracted
from a much larger ensemble with an increased statistics of 107 events in
order to produce the rare events.
Design and production of the shielding cave is currently underway and these back-
ground studies will be pursued in parallel as development continues.
Finally, with an mTC-type detector, it is straightforward to implement addi-
tional vetos to reject backgrounds if needed. This can be accomplished by installing
























Figure A5.15: High Purity Germanium (HPGe) gamma-ray spectrometer re-
sponse at the mTC location adjacent to the NIST reactor. HPGe spectrometer
is 55 mm in length and 62.5 mm in diameter. The observed Fe lines are from
neutron capture on surrounding shielding and structural materials.
A5.4.2 Backgrounds at the NIST Reactor Location
Detailed background studies must be performed at a particular reactor site,
since all venues differ and the backgrounds depend in detail upon local conditions. A
group preparing for the PROSPECT experiment carried out a detailed background
survey in the mTC location.(Ashenfelter et al., 2015)
Figure A5.15 shows the gamma spectrum at the proposed mTC location with-
out shielding. The difference between the reactor on/off spectra is readily visible.
The “reactor on” spectrum extends to relatively high energies due to prompt gam-
mas from neutron capture thus posing additional challenges for shielding.
Deployment of mTC as an antineutrino detector at the NIST reactor, where
the backgrounds are particularly high due to adjacent neutron scattering instru-
ments, requires shielding from various background signals that could overwhelm or
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Figure A5.16: CAD of the multi-layer shielding for the mTC.
create false events within the scintillating volume (e.g., high-energy gammas, ther-
mal neutrons, fast neutrons, cosmic ray induced muons and their decay products).
In most other anticipated deployment locations we do not expect shielding to be
critical.
Towards that effort a multi-layered shielding cave was designed to encase the
mTC and most of its associated electronics during the testing at the NIST reactor.
The mTC detector will be deployed inside this shielding cave and together they
will be placed against the face of the reactor biological shield. The shielding cave is
comprised of six nested cubes, with the outermost dimensions yielding a footprint of
„ 1.8 m ˆ 2 m ˆ 2.7 m and a total internal wall thickness of roughly 0.4 m. From
exterior to interior, the layers are as follows (Fig. A5.16):
1. 10 cm of 5% borated polyethylene sheet
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2. 1 cm of A36 steel plate
3. 15 cm of steel shot and paraffin wax mixture
4. 1 cm of A36 steel plate
5. 10 cm of 5% borated polyethylene sheet
6. Interior cavity for housing the mTC and associated electronics (dimensions
1 m ˆ 1.2 m ˆ 1.5 m)
Borated polyethylene was chosen for its neutron absorbing properties while the
layer of steel shot and wax acts as both a neutron and gamma absorber. All layers
serve to attenuate the muon flux, albeit less efficiently. The overlapping construction
removes potential line-of-sight and the hermetic design inhibits the penetration of
thermal neutrons, which exhibit gas like properties.
The shielding cave is 20 tons. The entire weight of the cave is supported on
rails already laid into the floor at the NCNR, which allows the cave to be moved
across different baselines.
The interior of the shielding cave will house the mTC, complete with its elec-
tronics rack containing high voltage power supplies and support electronics. The
system requires less than 2 kW of 115 VAC power, and has its own uninterruptible
power supply system. Accommodations for cooling of the electronics will be used,
with access for cooling and electricity through a floor tray. During mTC operation
access to the interior of the cave is expected to be infrequent.
We use GEANT4 to estimate effectiveness of the different shielding layers in
attenuating potential backgrounds. The modeled environment includes the shielding
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cave, a 0.5 m thick concrete roof above the area, and a concrete reactor bio-shield
next to the shielding cave.Three primary particles (muons, neutrons, and gammas)
and two particle sources (atmospheric and reactor), including their relevant energy
spectra and fluxes, were used.
Atmospheric gamma and muon energy spectra were calculated using the Cosmic-
RaY shower Library (CRY) (Hagmann et al., 2012b).We use the spectrum and flux
for atmospheric neutrons from Gordon et al. (2004c) A Maxwell-Boltzmann dis-
tribution at 600 K with an integrated flux of 3-4 neutrons cm´2 s´1 was used to
represent reactor neutrons outside the shielding cave. The integrated flux was chosen
to match energy-insensitive Bonner ball measurements taken in situ. Because the
neutron energy spectrum was not measured, a higher characteristic temperature (vs
298 K) allows the simulation to conservatively account for a portion of the reactor
neutrons not being thermalized. The reactor gamma spectrum and flux („200 cm´2
s´1 above 100 keV) comes from a measurement at NIST adjacent to the proposed
mTC site with the reactor on.
For the purposes of preliminary Monte Carlo work, atmospheric particles were
assumed to follow a cos2 θ angular distribution. Reactor particles were assumed to
be isotropic, although significant spatial variation coming from localized source has
been measured, and if needed will be incorporated in later work.
Preliminary estimates of the resultant particle fluxes through the mTC vol-
ume with and without the cave present are shown in Table A5.2. These include
secondaries produced within the shielding material itself. Measurements taken in
situ useful for Monte Carlo validation are planned and will be reported in a future
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publication.
Table A5.2: Particle fluxes through the mTC volume with and without the
shielding cave present. The neutron flux is dominated by near-thermal neu-
trons hence the large attenuation factor. Muons are incident on the mTC at
a rate of less than 3.5 Hz, and are not significantly affected by the shielding
cave.
normal shielded normal shielded attenuation
Type #/mTC/s #/cm2/s %
Neutron 3391 0.082 4.0 9.7ˆ 10´5 99.9%
Gamma 169015 325 2.0ˆ 102 3.8ˆ 10´1 99.8%
The Monte Carlo model of the mTC using the shielded fluxes in Table A5.2
shows a signal to background (for uncorrelated events only) of roughly 1:1. These
uncorrelated events are usually composed of two independent gammas entering the
detector within our 12 µs time window, the first creating a false prompt signal and
the second a false delayed signal. An order of magnitude less likely are uncorre-
lated backgrounds in which a neutron creates a false delayed signal instead of a
gamma. These simulation results indicate that accidental coincidences from un-
correlated backgrounds will likely not be our dominant background source, and we
are beginning to focus more on correlated secondaries originating from high-energy
cosmogenic neutrons and muons.
A5.5 Electronics
The mTC concept puts stringent requirements on the channel density, timing
performance, synchronization, and power consumption of the detector. In order to
fully utilize the spatial information provided by the pixelization of the 24 MCP-
PMTs, all 1536 channels must be separately instrumented. The readout for each
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pixel must preserve the Op100psq timing provided by the photodetector, and to avoid
further timing degradation the timing of all detector channels must be synchronized
to one another at a level significantly below the transit time spread of the MCP-
PMT. An online trigger system is required to isolate physics interactions of interest
from backgrounds.
A5.5.1 Front-end Electronics
The core of the front-end electronics functionality is provided by the IRS, a
family of application specific integrated circuits (ASICs) developed at the University
of Hawaii. The IRS has been used in a variety of projects that require fast sampling
and deep buffering (Dey et al., 2014; Bechtol et al., 2012; Allison et al., 2012).
Table A5.3: Operating parameters for the IRS family of ASICs, and nominal
ASIC operating conditions for the mTC. Full performance parameters will be
reported in a future publication.




Analog bandwidth ą 300 MHz
Digitization on-chip Wilkinson
Quantization 12(9)-bits logged(effective)
Dynamic range „ 2 V
Typical noise „ 1 mVRMS
Sampling rate 1–4 GSa/s 2.73 GSa/s
Master clock 8–31 MHz 21.3 MHz
Buffer time p8´ 32qµs 12.0 µs
Conversion time ą 2 µs 6.2 µs
The IRS ASIC architecture is shown schematically in Fig. A5.17, and a list
of operating parameters can be found in Table A5.3. The ASIC has 8 analog in-
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Figure A5.17: Block diagram of the IRS ASIC architecture. Eight channels
of analog input are received by a set of eight sampling arrays, with sampling
timing based on a common timing generator, driven by an external clock. This
timing generator also determines timing of transfers from the sampling arrays
to intermediate and storage arrays. The target location for the transfer from
the intermediate to storage array is controlled by the user with a 9-bit parallel
bus. A separate pin is used to start an internal voltage ramp, used to digitize
64-samples of the storage array for all eight channels in parallel. Selection
of the storage address to digitize is controlled through a serial interface. A
clock for the Wilkinson digitization process is generated internally (IRS3B) or
provided externally (IRS3D). Once data is digitized, the channel and sample
to readout are controlled by a second independent serial interface. Digitized
data is available on a parallel 12-bit bus. A number of DACs and internal
timing parameters are controlled by a third serial register interface.
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put channels, each with a sampling stage, intermediate and deep storage stages,
on-chip digitization, and per-channel threshold triggers. The sampling stage is a
multi-GSa/s switched capacitor array (SCA) waveform sampler, similar to other
ASICs, (Delagnes et al., 2006; Ritt et al., 2010; Oberla et al., 2014) in which a sam-
pling clock propagates down a delay line, with subsequent delay stages utilized to
create short, GHz-scale timing intervals to sample the input signal onto capacitors.
Unlike other SCA waveform samplers, this sampling array is connected to deeper
buffers to allow for higher trigger latencies and larger time records per-event. Buffer
amplifiers are used to drive the stored voltages from the sampling array into a deep
sampling array consisting of 32,768 storage capacitors per channel. This transfer
occurs via an intermediate storage array to accommodate the settling time of the
buffer amplifiers. Signals required to coordinate the intermediate transfers are pro-
vided by an internal timing generator, and the final location of the samples in the
deep storage array is provided by a parallel address bus that is driven by the user,
allowing for flexible and user-defined memory management schemes. The IRS in-
cludes 12-bit Wilkinson ADCs, which digitize 64-sample blocks of the storage array
for all 8 channels in parallel. Readout of the digitized data is done one sample at
a time through a 12-bit parallel bus. Selection of the channel and sample number
is provided by the user via a serial interface. A typical digitized MCP pulse in the
mTC system is shown in Fig. A5.18.
Analog inputs for each channel are also monitored by a comparator, with the
digital trigger bits available to the user. These bits can be used to monitor which
sections of analog memory have signals above a user-defined threshold, allowing the
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Figure A5.18: Example MCP pulse digitized with the IRS3B. Times for each
point are calculated based on a nominal sampling rate of 2.73 GSa/s. Voltages
are calculated based on a nominal conversion factor of 0.6 mV/ADC count,
and represent the signal after passing through an external amplifier.
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user to select only those windows which have signals of interest to be read out.
Further details on the IRS ASICs and their performance will be presented in an
upcoming publication.
One front-end electronics module, or “board stack,” shown in Fig. A5.19, in-
cludes 16 IRS ASICs (128 total input channels from 2 MCPs). Each analog input
is amplified by an RF amplifier before arriving at the IRS ASIC. The initial version
of the mTC was developed with the IRS3B ASIC, and an upgrade is in progress to
move to new board stacks using the IRS3D, a new revision of the ASIC that includes
improvements to reduce noise and improve timing stability. In both versions of the
front-end electronics, a single FPGA (Xilinx XC6SLX150T) on each board stack
provides all control signals necessary to operate and readout the ASICs and other
auxiliary devices. The FPGA interfaces to the back-end data acquisition system for
register control and data transmission via fiberoptic cable. To coordinate timing
between the 12 modules of the mTC, each board stack accepts a central distributed
clock via RJ45 connector. Another RJ45 connector is wired to the FPGA JTAG
interfaces, allowing remote programming of the FPGA firmware in-situ.
A5.5.2 Clock Distribution and Triggering
All 12 board stacks communicate with a custom PCB, designated Clock and
JTAG In PCI (CAJIPCI), over differential pairs of CAT7a cable. The CAJIPCI
provides a low jitter (σt ă 2 ps) clock to the front-end modules. Front-end board
stacks provide a module-level trigger to the CAJIPCI over another differential pair
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6 cm
Figure A5.19: A photograph of one of the twelve board stack assemblies.
The 128 MCP signals are input via connectors shown. Each board stack
instruments a pair of MCPs and is enclosed in an aluminum cage surrounded
by chiller plates.
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on the same cable, and the CAJIPCI responds with a system level trigger over a
third pair. The final differential pair can be used to perform flow control and limit
trigger rates to the front-end electronics.
Three separate trigger levels are defined for the experiment. The lowest level
trigger is a level 0 (L0) trigger, defined as a single channel trigger bit from an
IRS ASIC. Thresholds for these triggers can be set via adjustment of an on-chip
DAC. The 128 L0 triggers on a board stack are monitored by the FPGA. When
the number of coincident triggers falls between two user programmable thresholds,
a level 1 (L1) trigger is issued and sent to the CAJIPCI. The CAJIPCI, in turn,
monitors L1 triggers from the 12 front-end board stacks, and issues a level 2 (L2)
trigger to the front-end modules under user-defined conditions.
A basic L2 trigger can be calculated based on the number of coincident L1
triggers. This basic trigger is appropriate for signals that fall mainly in a narrow
time window (e.g., neutrons, gammas, and cosmic ray muons). A neutrino L2 trigger
must monitor for both a prompt and delayed signal, so it includes an initial ”arming”
period when it detects a prompt signal, and a second stage to issue a trigger upon
receipt of a delayed signal. This logic is shown in Fig. A5.20. The timeout for
the delayed trigger is typically set to „ 12 µs, the length of the IRS storage array.
Longer times between prompt and delayed signals are possible based on the analog
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Figure A5.20: State machine diagram of the neutrino trigger.
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A5.5.3 Data Acquisition and Software
Upon receipt of an L2 trigger, data from the front-end modules is digitized,
readout by the front-end FPGA, and sent over fiberoptic cables using a gigabit
Ethernet (1 GbE) interface. This data is received by commercial PCIe Ethernet
cards, running on a rack-mount server, which can be operated directly or via a net-
work connection. Operations from powering up to collecting data may be performed
remotely over this network, with an aim for full remote control.
Data acquisition is implemented primarily in C++, with a Python API to the
system that can be used for configuration as well as monitoring and slow control
of the detector. Several algorithms and programs have been developed to perform
automated startup, initialization, and real-time fine tuning of the electronics. Before
physics data acquisition begins, threshold scans and pedestals are collected for each
channel and stored in files for each board stack. Timing parameters for each chip
are taken, adjusted, and stored to ensure optimum calibration. Once this procedure
is completed, the files can be used for repeated data runs. For more detail on the
required electronics calibrations, see Section A5.6.
Once the detector is initialized and data is taken, the data can be observed
and analyzed with tools developed by the collaboration. Several event viewers have
been developed and analytical methods for analysis and event reconstruction are
being employed using packages such as MATLAB, C++, and ROOT.
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A5.5.4 Support Systems
Power is supplied by high voltage (HV) and low voltage (LV) units from modu-
lar power supplies. These are mounted in the rack underneath the mTC’s aluminum
enclosure and are operated remotely. The front-end power consumption is approx-
imately 330 W, so cooling of the electronics is crucial. Commercially available
hard-drive chiller plates are used and mounted on the electronics card cages with
deionized water as a coolant at a total flow rate of „ 2 GPM. When the detector
is operating, the temperature of the ASICs is monitored during operation to en-
sure the safety and stability of the electronics, and typically is stable in the range
„ 30–35 ℃, depending on ASIC position.
A5.6 Calibration
A number of calibrations are required to operate the detector and remove
systematic biases, including electronics effects (both amplitude and timing), MCP
efficiency and gain, and calibration with physics processes. We describe each in
more detail here.
A5.6.1 Electronics Calibrations
The architecture of the IRS ASIC utilizes individual capacitors and compara-
tors for each of the 32,768 storage cells of an input channel. Variations in the
fabrication process create sample-to-sample differences in threshold voltages for the
comparators, resulting in a fixed-pattern voltage structure that must be removed
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from digitized waveforms. These are known as “pedestals” and are evaluated by col-
lecting events with no signal input. This may be done, for example, with the MCP
high voltage turned off, or with the high voltage on but using software triggers that
are uncorrelated with any signal inputs. Pedestals are typically collected at the be-
ginning of a run period. Over 50ˆ 106 pedestals are required to run all channels of
the detector at their full sampling depth. An example waveform following pedestal
subtraction can be seen in Fig. A5.18.
Further feature extraction is performed on pedestal subtracted data, including
estimates of pulse height and pulse times. Pulse timing is estimated using an offline,
software-based, constant-fraction discrimination method, with time defined by the
crossing of the signal over a set percentage of the pulse height, typically around 50%.
Linear interpolation is used to determine this time with much higher granularity than
the 370 ps spacing of the individual samples. To achieve the best possible timing
resolution, further calibrations are necessary to remove ASIC fabrication effects. The
delay line used to generate the fast sampling signals within the ASIC is a current-
starved inverter chain. As with the storage cell comparators, process variations cause
threshold variations in these inverters, leading to non-uniform timing distributions
from sample-to-sample. This manifests as a fixed-pattern timing structure that is
unique to each ASIC, which we refer to as the “fine timing calibration.” A total of
128 timing offsets must be calculated for each ASIC, one for each stage of the delay
line. Typical spreads in timing values are 10-15% of the nominal sampling delay.
For example, in our standard operating mode with the IRS running at 2.7 GSa/s,
the mean timing delay is 370 ps, with a spread of roughly σt « 13´ 55 ps.
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To perform this timing calibration we inject MCP-like pulses into the elec-
tronics at known delays relative to the sampling clock. By stepping the delay of
these pulses in fine increments (as low as 15 ps) we can calculate a pulse time in
units of sampling cells and cross reference it against the known delay, allowing us to
map out the fine time structure within the ASIC. A total of 24,576 of these timing
values (128 sample delays ˆ 16 ASICs ˆ 12 board stacks) are stored for the full
detector.
Following these fine timing calibrations, we must then align all channels of
the mTC to a common time reference. Although all channels sample synchronously
based on the distributed master clock, various skews are introduced throughout
the system from the ASIC structure, PCB routing delays, cable lengths, etc. To
characterize these delays, we use a laser system, described below, to inject signal
at fixed times into each face of the detector. By aligning timing of pulses for all
channels relative to one another, we can measure these skews for each of the 1536
channels and remove them for any subsequent analysis.
A5.6.2 Laser Sources
A precision timing laser system (Advanced Laser Systems EIG1000D) can
inject signal into any of the 6 faces of the mTC through a ‘needle’ fiber connector
installed in the space between the MCPs. Variable neutral density filters can be
inserted between the laser diode output and the input to the fiberoptic connections
that inject into the mTC. This allows studies at adjustable light levels, from single
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PE and up. Stepper motors can be used to move optical elements and select the
injection point of the laser, or adjust the laser attenuation. The laser controller is
triggered by the timing distribution board, allowing optical pulses to be injected
at adjustable times relative to the master sampling clock. These features allow the
laser to be used as an automated in-situ calibration or validation source.
A5.6.3 MCP Gains
All 24 MCPs operate on independent high voltage channels, allowing selection
of gain independently for each tube. A specification from the manufacturer is pro-
vided for each MCP unit with HV settings at 105 gain. We have further measured
gain curves by observing the common-last-dynode of each MCP for laser and cosmic
ray muon signals. Specific HV settings vary by operating mode, as the expected
number of PE detected covers a very broad range from tens of thousands of PE
(e.g., for cosmic ray muons fully traversing the detector), to under 100 PE (for the
delayed neutron capture from IBD).
Since gain can vary considerably across the pixels of an MCP, we must further
calibrate the gains of each individual channel. This is typically done by measuring
single PE signals across the detector, either injected using the laser or by observing
MCP dark pulses, and normalizing their mean amplitudes to one another. This
further provides a conversion factor from digitized counts to an estimated number
of PE for each recorded pulse. Quantum efficiency can be similarly calibrated on a
pixel-by-pixel basis, using the calibration laser running in a mode where we collect
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primarily single PE pulses.
An example of a gain map obtained from laser data is shown in Fig. A5.21.
Figure A5.21: Display of a preliminary relative gain map obtained from laser
data. This includes electronics effects, such as variation in amplifier gain.
A5.6.4 Cosmic Muons
Cosmic ray muons provide one method for validating the calibrated perfor-
mance of the detector, as they have a known energy deposition and time-stable
rate. The fairly stable flux at sea level („ 1 Hz through the detector) has a mean
energy of about 2 GeV and is peaked near the vertical but falls off towards the
horizon gently with a cos2 of zenith angle. In typical running conditions one would
expect some variation due to the local overburden. The minimum ionizing energy
loss rate for polyvinyltoluene (Olive et al., 2014) (the plastic in the mTC’s scintil-
lator) is 1.956 MeV cm2/g with density 1.02 g/cm3, so the net (mean) energy loss
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rate in the cube should be about dE{dx “ 2.3 MeV/cm.
To acquire muon data, a low gain is set on the MCPs to avoid saturation, and
the trigger levels are changed accordingly. The previously determined electronics
and gain calibrations are used to analyze the resulting data, and muon tracks can
be fitted through the detector, as shown in Fig. A5.22. An example of reconstructed
muon parameters for a preliminary data set is shown in Fig. A5.23.
Figure A5.22: Event display for a muon measured in mTC (left) and the
expected light distribution for the best fit reconstructed path of the muon
(right).
A5.7 Reconstruction
The fast timing of the mTC’s electronics, coupled with the excellent spa-
tial resolution of the MCP channels, allows for high-quality reconstruction of sub-
atomic events. Reconstruction is generally subdivided into two categories: uncon-
strained and constrained. Unconstrained reconstruction techniques like simple back-
projection make possible the recovery in space and time of any arbitrarily-distributed
pattern of energy, while constrained reconstruction techniques – the simplest being
a single point-source fit – allow for the exploitation of a priori knowledge about the
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Figure A5.23: Preliminary distributions of reconstructed cosmic ray muon pa-
rameters using data collected with the mTC, showing reconstructed incident
angle (top left), energy deposition (top right), muon track length within the
mTC (bottom left), and muon energy deposition per unit track length (bot-
tom right). These distributions reflect a 500 event data sample. Results are
expected to improve as calibrations continue.
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event, and provide more accurate reconstructions as long as correct assumptions are
applied (Jocher et al., 2015).
In general, the likelihood of observing a single photo-electron (PE) z from a
single point-source θ is
p pz|θq “ ΛtPΩPγPTQ (A5.16)
where Λt is the temporal likelihood, PΩ is the solid angle probability, Pγ is the un-
attenuated energy probability, PT is the transmission (or non-reflecting) probability,
and Q is the PMT quantum efficiency. Equation A5.16 then forms the basis of our









where the likelihood ppzj|θq of measurement j with prior p pθq is simply an evaluation
of the measurement space created by θ at zj. Equation A5.17 extends to multiple











For point source i, the likelihood ppzj|θiq of measurement j given source i with
weight wi and prior p pθiq is simply an evaluation of the measurement space created
by θi at zj. This measurement space is defined by a point source position Pθ at time
tθ, and is a function of several detector and scintillator characteristics including:
• Scintillation spectrum, yield and decay constant(s)
• Cherenkov spectrum
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• Quenching factors for heavy particles
• Scintillator attenuation length
• Re-emission efficiency of attenuated photons
• Refraction indices of the scintillator and PMT glass
• PMT QE
• Time and energy calibrations
Equation A5.18 forms the basis for a variety of parameter estimators in the
mTC. Any number of complex shapes (i.e. muon tracks, neutron scatters, a complete
antineutrino event) can be built up by using a collection of these simple point
sources.
A5.7.1 Candidate Cuts
Measured events in the mTC pass through several candidate cuts before they
are considered as possible ν̄e candidates. These cuts, and their related candidate
efficiencies are shown in Fig. A5.24. The cuts are implemented to both improve the
quality of the ν̄e events and also to reduce the likelihood of backgrounds entering
into the ν̄e candidate dataset.
The 5 mm edge cuts reject events with either prompt or delayed vertices <5
mm from the wall. Since the mTC is a single volume detector, the MCPs are
directly adjacent to the scintillation volume. Points which are fit too close to the
wall tend to suffer from low reconstruction quality, and this cut serves to reject
these potentially unreliable fits. Another reason for the edge cut is to reduce the
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Figure A5.24: Simulated mTC ν̄e candidate efficiency vs. ν̄e energy.
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likelihood of a positron from leaving the detector volume, which could result in
severe underestimation of the ν̄e energy. This edge cut reduces the detector fiducial
volume by 20%, from 2.2 to 1.7 liters.
There are time cuts on the prompt-delayed dt as well; these are a 50 ns floor
and a 12 µs ceiling (hardware imposed). The floor is designed to prevent late prompt
PE’s from entering the delayed signal dataset.
We impose energy and PE cuts as well. For the prompt signal we accept
energies of 1-8 MeV and PE counts between 20 and 10,000 PEs. The delayed signal
has much stricter energy cuts, as it has a more consistent energy output; we accept
delayed candidates with between 20-400 PEs and 40-400 keV.
ν̄e candidates must meet all these requirements in order to be accepted into
the ν̄e candidate pool. In the mTC we find about 30% ν̄e candidate efficiency at
3-4 MeV. The dominant source of efficiency loss is neutrons leaving the detector
volume, which happens 45% of the time, and from neutrons leaving the 12 µs time
window, which happens 30% of the time. These two causes alone reduce the mTC
ν̄e candidate efficiency to <40%; the other cuts only have minor effect.
A5.7.2 Performance
While the mTC has not yet detected any real world antineutrinos, its perfor-
mance has been modeled through many GEANT and MATLAB Monte Carlo (MC)
simulations. Figure A5.25 shows the expected ν̄e energy resolution of the mTC
across the 2-10 MeV reactor ν̄e energy spectrum, which peaks at 3-4 MeV. Our
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mean energy resolution is about 11% 1σ, including outliers in the long tail, or as
low as 5% if outliers are ignored. Most outliers are due to higher energy positrons
leaving the detector, resulting in significant under-estimation of their true energy.
The prevalence of these occurrences decreases as the wall cuts are expanded.
Figure A5.25: Monte Carlo (MC) simulation results showing ν̄e energy reso-
lution in mTC (y axis) over the reactor antineutrino spectrum (x axis).
Figure A5.26 shows the corresponding energy resolution as a function of ν̄e en-
ergy rather than weighted by the reactor spectrum as in Fig. A5.25. A nice coinci-
dence is seen here: the best energy resolution is enjoyed at the peak of the reactor
288
spectrum, with the resolution suffering at lower energies due to lack of light, and
suffering at higher energies due to the high energy positron tracks leaving the de-
tector more frequently. Figure A5.27 shows the same energy resolution values vs.
vertex within the detector, indicating that resolution suffers near the detector walls.
Figure A5.26: Simulated mTC ν̄e energy resolution vs. ν̄e energy.
Figure A5.28 shows the prompt and delayed vertex resolution as a function
of ν̄e energy. In this context ‘vertex’ means the ν̄e interaction point for the prompt
signal (the start of the e` track), and the capture location of the neutron for the
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delayed signal. The prompt vertex fits tend to bias towards the center of the e`
track rather than its start, and both the prompt and delayed vertex location fits are
smeared by the spatially dispersed energy depositions of the prompt (2ˆ 511 keV)
and delayed (1ˆ 470 keV) gammas.
Figure A5.27: Simulated mTC ν̄e energy resolution vs. vertex location, aver-
aged over ν̄e energy with a flat input spectrum. The detector center is at 0
mm, and the detector wall is at 67 mm.
Figure A5.28 also shows that the prompt vertex resolution suffers at low ν̄e en-
ergies due to lack of light, and at higher ν̄e energies due to longer e
` tracks (as the
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center of the track distances itself from its start point). Figure A5.29 shows Monte
Carlo ν̄e angle reconstructions in the mTC and puts the mTC angular resolution in
context by comparison with the CHOOZ detectors (Abe et al., 2014) and hypothet-
ical 138 kT TREND detector (Jocher et al., 2013).
Figure A5.28: Simulated mTC ν̄e prompt and delayed vertex resolution vs.
ν̄e energy.
Figure A5.29 shows the angle error distributions of mTC, CHOOZ, and TREND
over the -1 to 1 cospθq range, where cospθq “ 1 corresponds to zero error and
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cospθq “ ´1 corresponds to 180˝ of angle error. The color maps on the unit sphere
represent several thousand reconstructions of Monte Carlo events, and serve as a
more intuitive measure of how well the mTC reconstructs direction. Though the
mTC hypothetically exceeds the ν̄e angular resolution of the CHOOZ detector, they
are both in reality extremely poor at directional determination from a single ν̄e, and
require great statistics to reduce the uncertainty on any angle fit.
The angular resolution metric we employ is the vector Signal to Noise Ratio
(vector SNR). The vector SNR is the magnitude of the vector mean divided by
the standard deviation in any of the 3 dimensions (which should all share similar
uncertainties) for a given population of vectors. In our application these vectors
are the reconstruction vectors connecting the delayed signal vertices to the prompt
signal vertices. Such a group of vectors should, with some uncertainty, point back
towards the ν̄e source.
We use this metric rather than the more common angle 1σ because the un-
certainty is so great as to wrap completely around the sphere, rendering simpler
1-dimensional methods meaningless. An alternative metric for directional statistics
is the von Mises–Fisher distribution, which provides a ‘concentration parameter’
that increases as the angular distribution decreases.
In the mTC, our mean reconstruction vector (from delayed vertex to prompt
vertex) is 10 mm long, and the 1σ standard deviation of these vectors is 32 mm,
giving us a vector SNR of 10 mm / 32 mm = 0.3. In the CHOOZ ν̄e detector, the
mean reconstruction vector is 17 mm long with a 190 mm 1σ uncertainty about each
axis, producing an SNR of 17 mm / 190 mm = 0.09. The simulated TREND SNR
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is 0.05. Figure A5.29 shows the angular distributions for these 3 detectors plotted
over the -1 to 1 cospθq range, as well as wrapped around a unit sphere on a common
colormap. Also, a hypothetical mTC-detector is shown with 1.5% 6Li-loaded plastic
scintillator.
Per Fig. A5.29, the chances of reconstructing a ν̄e as originating from the
correct hemisphere (i.e. forward or backward) is 62% in the mTC, 54% in CHOOZ,
and 52% in TREND. These values are obtained by simply integrating the 0-1 cospθq
probabilities in Figure A5.29.
The analytical equation defining the vector SNR distributions shown in Fig. A5.29
is Equation 44 in Jocher et al. (2013) This equation defines a proper analytical PDF
(one that normalizes to unity) over the -1 to 1 cospθq range, and was derived specif-
ically for the purpose of describing ν̄e directional resolution. We could not find
evidence of its use previously in the field of directional statistics.
A5.8 Conclusions
The compact size of the miniTimeCube gives it the potential for many novel
measurements. Preliminary results indicate the mTC should attain a 1:1 ν̄e signal-
to-noise ratio inside the shielding cave at the NIST reactor site. The mTC is designed
to exploit fast timing for event reconstruction. While the fiducial volume may
be smaller than desirable in certain aspects, the sizing, coupled with the fast „
100 ps electronics and high spatial resolution enable high levels of imaging and
reconstruction not attainable by larger detectors. Our modeled antineutrino vertex
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Figure A5.29: Angular ν̄e resolution comparison between mTC, CHOOZ and
TREND. CHOOZ and Double CHOOZ detectors both provide nearly identical
angular resolutions as a result of identical near and far detector designs.
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and angular resolutions (10 mm vector and 32 mm of noise) indicate that the mTC
should enjoy „3 times better directional resolution than existing large ν̄e detectors.
mTC energy resolution, at 11% (or 5% without outliers), is on par with other
large antineutrino detectors, despite the challenges faced by uncertain gamma energy
deposition from one IBD event to the next. The efficiency of the detector, at 30%,
may be improved significantly by the addition of higher levels of neutron capture
doping material, which would solve many of the current problems with neutron
retention in time and space.
One could scale the mTC concept up to a larger detector — as is planned
with NuLat — or build a networked array of such small detectors. These could be
used to perform in-depth studies ranging from neutrino oscillation with novel detec-
tor arrangements at very short baselines or to explore nuclear security applications.
Upgrades to the mTC are ongoing, with continuing calibration, electronics improve-
ments, and reactor tests planned. Ultimately we believe the mTC provides exciting
opportunities for fast timing exploitation, and we look forward to publishing future
results as they become available.
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S. Zhong (2013), Geophysical and geochemical constraints on geoneutrino fluxes
from Earth’s mantle, Earth and Planetary Science Letters, 361, 356–366,
doi:10.1016/j.epsl.2012.11.001.
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