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Abstract. We review the relation between homotopy algebras of conformal field theory and
geometric structures arising in sigma models. In particular we formulate conformal invariance
conditions, which in the quasi-classical limit are Einstein equations with extra fields, as
generalized Maurer-Cartan equations.
1. Introduction: target space symmetries of sigma-models revisited.
Sigma-models are among the most fruitful and puzzling objects in string theory. They can be
treated as two dimensional conformal field theories (CFT), describing movement of a string in the
curved background with extra fields. The corresponding conformal invariance conditions have
an interpretation of nonlinear equations of motion, like Einstein equations with extra fields [2],
[3]. In this article we will review some of the results of manuscripts [20], [21],[22], which describe
symmetries and conformal invariance conditions (nonlinear equations for the background fields)
from the point of view of intrinsic homotopy Gerstenhaber algebras of CFT. To do this we
have to reformulate the standard classical second order sigma-model using the special first order
action [13] and describe standard symmetries in this new language. This reformulation is given
in the first section. Then, in section 2, the homotopy algebras of chiral CFTs are described and
finally, in section 3, we formulate conjectures concerning the homotopical description of Einstein
equations with B-field and dilaton in this framework.
Let us consider a complex Riemann surface Σ, a complex manifold M of dimension d, and a
map ρ : Σ→M . Then one can write the following first order action functional:
S0 =
1
2piih
∫
Σ
(〈p ∧ ∂¯X〉 − 〈p¯ ∧ ∂X〉), (1)
where p and p¯ belong to ρ∗(Ω(1,0)(M))⊗Ω(1,0)(Σ) and ρ∗(Ω(0,1)(M))⊗Ω(0,1)(Σ) correspondingly,
Xi,X j¯ stand for the pull-backs of the coordinate functions on M with respect to ρ, and
〈·, ·〉 stands for standard pairing. This action has the following symmetries (we write them
in components in the infinitesimal form):
Xi → Xi − vi(X), pi → pi + ∂ivkpk; X i¯ → X i¯ − vi¯(X¯), pi¯ → pi¯ + ∂i¯vk¯pk¯. (2)
Here, the generators of the infinitesimal transformations v, v¯ are the elements of Γ(O(T (1,0)M))
and Γ(O(T (0,1)M)) correspondingly, i.e. vi (vi¯) are (anti)holomorphic. These symmetries
illustrate invariance under the holomorphic coordinate transformations. There is another
set of symmetries, induced by the (anti)holomorphic 1-forms. Let ω ∈ O(T ∗(1,0)M) and
ω¯ ∈ O¯(T ∗(0,1)M). Then the action (1) is invariant under the transformation of p, p¯:
pi → pi − ∂Xk(∂kωi − ∂iωk), pi¯ → pi¯ − ∂¯X k¯(∂k¯ωi¯ − ∂i¯ωk¯). (3)
We want to generalize the action (1) so that it would be invariant under the diffeomorphism
transformations and nonholomorphic generalizations of (3). In order to do that, one has to
introduce extra (perturbation) terms to the action (1), so that resulting action is as follows:
S˜ =
1
2piih
∫
Σ
(〈p ∧ ∂¯X〉 − 〈p¯ ∧ ∂X〉 − 〈µ, p ∧ ∂¯X〉 − 〈µ¯, ∂X ∧ p¯〉 − 〈b, ∂X ∧ ∂¯X〉),
where b ∈ Γ(T ∗(1,0)M ⊗T ∗(0,1)M). The resulting symmetry transformations generated by (v, v¯)
can be written as follows:
µi
j¯
→ µi
j¯
− ∂j¯vi + vk∂kµij¯ + vk¯∂k¯µij¯ + µik¯∂j¯vk¯ − µkj¯∂kvi + µil¯µkj¯∂kvl¯, (4)
bij¯ → bij¯ + vk∂kbij¯ + vk¯∂k¯bij¯ + bik¯∂j¯vk¯ + blj¯∂ivl + bik¯µkj¯∂kvk¯ + blj¯µ¯k¯i ∂k¯vl,
and the formula for the transformation of µ¯ can be obtained from the one of µ by formal complex
conjugation. This leads to the symmetry of the action S˜ if
Xi → Xi − vi(X, X¯), pi → pi + pk∂ivk − pkµkl¯ ∂ivl¯ − bjk¯∂ivk¯∂Xj , (5)
X i¯ → X i¯ − vi¯(X, X¯), p¯i¯ → p¯i¯ + p¯k¯∂i¯vk¯ − p¯k¯µ¯k¯l ∂ivl − bj¯k∂i¯vk∂¯X j¯ .
Therefore, the resulting action is invariant under the action of the infinitesimal diffeomorphism
group. The component formulas (4) were first discovered in [7]. Similarly, we obtain that the
transformations
bij¯ → bij¯ + ∂j¯ωi − ∂iωj¯ + µij¯(∂iωk − ∂kωi) + µ¯s¯i (∂j¯ωs¯ − ∂s¯ωj¯) + µ¯i¯jµsk¯(∂sωi¯ − ∂i¯ωs) (6)
accompanied with pi → pi−∂Xk(∂kωi−∂iωk)−∂r¯ωi∂X r¯− µ¯s¯k∂iωs¯∂Xk, pi¯ → pi¯− ∂¯X k¯(∂k¯ωi¯−
∂i¯ωk¯) − ∂rωi¯∂¯Xr − µsk¯∂iωs∂¯X k¯ leave S˜ invariant. Hereinafter, it is useful to consider µ, µ¯, b as
matrix elements of M˜ ∈ Γ((T (1,0)M ⊕ T ∗(1,0)M) ⊗ (T (0,1)M ⊕ T ∗(0,1)M), i.e. M˜ =
(
0 µ
µ¯ b
)
.
For simplicity of notation let us define E = TM ⊕ T ∗M , also E = T (1,0)M ⊕ T ∗(1,0)M and
E¯ = T (0,1)M ⊕ T ∗(0,1)M , so that E = E ⊕ E¯ .
Let α ∈ Γ(E), i.e. α = (v, v¯, ω, ω¯), where v, v¯ are the elements of Γ(T (1,0)M) and
Γ(T (0,1)M) correspondingly and ω ∈ Ω(1,0)(M), ω¯ ∈ Ω(0,1)(M). Next, we introduce an operator
D : Γ(E)→ Γ(E ⊗ E¯), such that Dα =
(
0 ∂¯v
∂v¯ ∂ω¯ − ∂¯ω
)
. Then the transformation of M˜ under
(4), (6) can be expressed by the following formula:
M˜→ M˜−Dα+ φ1(α, M˜) + φ2(α, M˜, M˜). (7)
The second operation φ1(α, M˜) can be described as follows. Let us consider
ξ ∈ J∞(OM )⊗ J∞(O¯(E¯))⊕ J∞(O(E)) ⊗ J∞(O¯M ), L ∈ J∞(O(E))⊗ J∞(O¯(E¯)), (8)
where J∞(E) for any bundle E over M stands for the corresponding ∞-jet bundle of E. In
other words, let ξ =
∑
J f
J ⊗ b¯J +∑K bK ⊗ f¯K , L =∑I aI ⊗ a¯I , where aI , bJ ∈ J∞(O(E)),
f I ∈ J∞(OM ) and a¯I , b¯J ∈ J∞(O¯(E¯)), f¯ I ∈ J∞(O¯M ). Then we can introduce an operation
φ1(ξ,L) as follows:
φ1(ξ,L) =
∑
I,J
[bJ , aI ]D ⊗ f¯J a¯I +
∑
I,K
fKaI ⊗ [b¯K , a¯I ]D, (9)
where [·, ·]D is a Dorfman bracket (see the definition in the next section). Completing the tensor
products in (8), we find that the operation φ1 can be induced on α ∈ Γ(E) and M˜ ∈ Γ(E ⊗ E¯).
One can explicitly check that (9) leads to the part of (4) and (6), linear in α and M˜. The last
part, bilinear in M˜, also has an algebraic meaning of a similar kind: returning back to the jet
notation, we find that on the jet counterparts of α, M˜, i.e. on ξ,L the expression for φ2 is:
φ2(ξ,L,L) =
1
2
∑
I,J,K
〈bI , aK〉aJ ⊗ a¯J(f¯ I)a¯K + 1
2
∑
I,J,K
aJ(f I)aK ⊗ 〈b¯I , a¯K〉a¯J , (10)
where a¯J(f¯ I), aJ(f I) correspond to the action of the differential operator, associated to the
vector field, on a function (a¯J(f¯ I), aJ(f I) are set to be zero if a¯J , aJ are 1-forms). At the same
time, the operation φ2 has the following simple description: φ2(α, M˜, M˜) = M˜ · Dα · M˜ if we
consider M˜ as an element of End(Γ(E)).
Let us notice that we could generalize M˜ in the following way: in the matrix expression for
M˜ let us fill in the empty spot, i.e. let us add extra element g ∈ Γ(T (1,0)M⊗T (0,1)M). Then the
modified M˜, i.e. M ∈ Γ(E ⊗ E¯) can be expressed as follows: M =
(
g µ
µ¯ b
)
. The corresponding
first order action functional is:
Sfo = (11)
1
2piih
∫
Σ
(〈p ∧ ∂¯X〉 − 〈p¯ ∧ ∂X〉 − 〈g, p ∧ p¯〉 − 〈µ, p ∧ ∂¯X〉 − 〈µ¯, p¯ ∧ ∂X〉 − 〈b, ∂X ∧ ∂¯X〉).
It turns out that the symmetries of this action functional can be described by the same formula
(7), where the algebraic meaning of operations on the jet level is given by the same formulas (9),
(10). One can easily reproduce explicit component formulas for the infinitesimal symmetries of
the action Sfo. The reason for introducing the g-term in the action functional is as follows. If
the matrix {gij¯} is invertible, then using elementary variational calculus, one can find that the
critical points for Sfo are the same as for the second-order action functional:
Sso =
1
4pih
∫
Σ
d2z(Gµν +Bµν)∂X
µ∂¯Xν , (12)
where G is a symmetric tensor and B is antisymmetric one, indices µ, ν run through the set
{i, j¯}. The expression for G and B via M is given by:
Gsk¯ = gi¯jµ¯
i¯
sµ
j
k¯
+ gsk¯ − bsk¯, Bsk¯ = gi¯jµ¯i¯sµjk¯ − gsk¯ − bsk¯, (13)
Gsi = −gij¯ µ¯j¯s − gsj¯µ¯j¯i , Gs¯¯i = −gs¯jµji¯ − gi¯jµ
j
s¯,
Bsi = gsj¯ µ¯
j¯
i − gij¯ µ¯j¯s, Bs¯¯i = gi¯jµjs¯ − gs¯jµji¯ ,
where {gij¯} stands for the inverse matrix of {gij¯}. Such parametrization of the second-order
action in the case whenM is a Riemann surface was first introduced in [15], [23]. The symmetries
of the action functional Sfo transform into infinitesimal diffeomorphism transformations and
the 2-form B symmetry G → G − LvG, B → B − LvB; B → B − 2dω, if α = (v,ω), so that
v ∈ Γ(TM), ω ∈ Ω1(M), i.e. the symmetries of Sso.
Let us formulate this as a theorem.
Theorem 1.1. Let M ∈ Γ(E ⊗ E¯), parametrized as above, so that its Γ(T (1,0)M ⊗T (0,1)M) part
is given by {gij¯}, which is invertible, then the infinitesimal diffeomorphism transformations of
the resulting symmetric and antisymmetric tensors G and B (see (13)), as well as the B-tensor
shift by exact 2-forms are encoded in the formula M→M−Dα+φ1(α,M)+φ2(α,M,M), where
α ∈ Γ(E) and operations φ1, φ2 are defined above.
Note that if {Gµν} is invertible and real, it gives rise to the metric tensor. Therefore, since
M parametrizes both G and B, and transforms according to (7) under diffeomorphisms, it is
analogous to Beltrami differential on the Riemann surface. So, from now on we will call the
elements of Γ(E ⊗ E¯) as Beltrami-Courant differentials, since, as we see in the following sections,
they are described by means of the Courant algebroid [12] structure on E , E¯ .
2. Vertex algebroids, G∞-algebra and quasiclassical limit
In this section, we describe the constructions of the article [21] with some modifications and refer
the reader to this article for some of the details. Namely, we discuss homotopy algebras of G∞-
and BV∞- type (see e.g. [16]), emerging from the vertex algebras associated with semi-infinite
complex (see e.g. [11]).
Each of the terms in the classical action S0 from which we started the previous section, leads
to the quantum theory which is well described locally on open neighborhoods of M by means
of vertex algebra generated by operator products Xi(z)pj(w) ∼ hδ
i
j
z−w , X
i¯(z¯)pj¯(w¯) ∼
hδi¯
j¯
z¯−w¯
and globally by means of gerbes of chiral differential operators on M [14]. Each of the
corresponding vertex algebras, which provide the local description, form a Z+-graded vector
space V =
∑+∞
n=0 Vn, so that it is determined (see [14]) by means of a vertex algebroid. In our
case, the vertex algebroid is described by means of the sheaf V = O(E) ⊗ C[h] ≡ O(E)h (resp.
O¯(E¯)h), of vector spaces V1, as well as the sheaf of V0 spaces, which coincides with the structure
sheaf OM ⊗ C[h] = OhM (resp. O¯hM ), with certain algebraic operations between them.
Let us define a vertex algebroid (see e.g. [14], [1]) and then study our concrete case in detail.
A vertex OM -algebroid is a sheaf of C-vector spaces V with a pairing OM ⊗C[h] V → V,
i.e. f ⊗ v 7→ f ∗ v such that 1 ∗ v = v, equipped with a structure of a Leibniz C[h]-algebra
[ , ] : V ⊗C[h] V → V, a C[h]-linear map of Leibniz algebras pi : V → Γ(TM), which usually is
referred to as an anchor, a symmetric C[h]-bilinear pairing 〈 , 〉 : V ⊗C[h] V → OhM a C-linear
map ∂ : OM → V such that pi ◦ ∂ = 0, which satisfy certain relations identical to the ones
satisfied between V1 and V0 subspaces of the nonnegatively graded vertex algebra V .
Let us concentrate on the case when V = O(E)h. Explicitly, if f ∈ OM , v, v1, v2 ∈ O(T (1,0)M),
ω, ω1, ω2 ∈ O(T ∗(1,0)M), then locally in the neighborhood with the coordinates {Xi}
∂f = df, pi(v)f = −hv(f), pi(ω) = 0, f ∗ v = fv + hdXi∂i∂jfvj , f ∗ ω = fω,
[v1, v2] = −h[v1, v2]D − h2dXi∂i∂kvs1∂svk2 , [v, ω] = −h[v, ω]D, [ω, v] = −h[ω, v]D,
[ω1, ω2] = 0, 〈v, ω〉 = −h〈v, ω〉s, 〈v1, v2〉 = −h2∂ivj1∂jvi2, 〈ω1, ω2〉 = 0, (14)
where 〈·, ·〉s is a standard pairing on E and [·, ·]D is the Dorfman bracket:
[v1, v2]D = [v1, v2]
Lie, [v, ω]D = Lvω, [ω, v]D = −ivdω, [ω1, ω2]D = 0. (15)
In [21], it was shown that given a holomorphic volume form on the open neighborhood U of
M , one can associate a homotopy Gerstenhaber algebra to the vertex algebroid on U (although
the main emphasis of [21] was on C∞ part of it). This was done by considering semi-infinite
complex associated to the vertex algebra [4]: due to the results of[11], [10], [9], [17], there is
a structure of G∞ algebra attached to it if the central charge of the corresponding Virasoro
algebra is 26. Using this fact and considering the subcomplex corresponding to the elements of
total conformal weight zero, we find out that the central charge condition can be dropped. The
resulting complex (F ·, Q) appears to be much shorter than original semi-infinite one:
V
✾
✾✾
✾✾
✾✾
✾✾
✾✾
✾✾
✾✾
✾✾
V
1
2
hdiv
✿
✿✿
✿✿
✿✿
✿✿
✿✿
✿✿
✿✿
✿✿
∂⊕ ⊕
−12hdiv
OhM
∂
DD✠✠✠✠✠✠✠✠✠✠✠✠✠✠✠✠
OhM
BB✆✆✆✆✆✆✆✆✆✆✆✆✆✆✆✆✆
id
// OhM OhM .
(16)
Here F0h ∼= OhM ∼= F3h , F1h ∼= OhM ⊕V ∼= F3h, and div stands for divergence operator with respect
to the nonvanishing volume form applied to sections of Γ(U, T (1,0)(M)). Appropriate analogue
of operator div in the case of general vertex algebroid is called Calabi−Y au structure on vertex
algebroid [14] (since e.g. in our case to be defined globally M should possess a nonvanishing
holomorphic volume form). According to [21], this complex has a bilinear operation (·, ·)h, which
satisfies the Leibniz identity with respect to Q, it is also homotopy commutative and associative,
and can be described via the operations from vertex algebroid.
We note that there is an operator b of degree -1 on (F ·h, Q) which anticommutes with Q:
V V−idoo⊕ ⊕
OhM OhMidoo OhM OhM
−idoo
(17)
This operator gives rise to the bracket operation
(−1)|a1|{a1, a2}h = b(a1, a2)h − (ba1, a2)h − (−1)|a1|(a1,ba2)h, (18)
satisfying quadratic relations together with (·, ·)h and Q, which follow from the properties of
vertex algebra [11]. On the cohomology of Q these relations turn into the defining properties of
Gerstenhaber algebra. Namely, the following Proposition holds.
Proposition 2.1.[21] Symmetrized versions of operations (·, ·)h together with (18) satisfy the
relations of the homotopy Gerstenhaber algebra, which follow from these relations:
Q(a1, a2)h = (Qa1, a2)h + (−1)|a1|(a1, Qa2)h, (19)
(a1, a2)h − (−1)|a1||a2|(a2, a1)h = Qmh(a1, a2) +mh(Qa1, a2) + (−1)|a1|mh(a1, Qa2),
Q(a1, a2, a3)h + (Qa1, a2, a3)h + (−1)|a1|(a1, Qa2, a3)h +
(−1)|a1|+|a2|(a1, a2, Qa3)h = ((a1, a2)h, a3)h − (a1, (a2, a3)h)h,
{a1, a2}+ (−1)(|a1|−1)(|a2|−1){a2, a1} =
(−1)|a1|−1(Qm′h(a1, a2)−m′h(Qa1, a2)− (−1)|a2|m′h(a1, Qa2)),
{a1, (a2, a3)h}h = ({a1, a2}h, a3)h + (−1)(|a1|−1)||a2|(a2, {a1, a3}h)h,
{(a1, a2)h, a3}h − (a1, {a2, a3}h)h − (−1)(|a3|−1)|a2|({a1, a3}h, a2)h =
(−1)|a1|+|a2|−1(Qn′h(a1, a2, a3)− n′h(Qa1, a2, a3)−
(−1)|a1|n′h(a1, Qa2, a3)− (−1)|a1|+|a2|n′h(a1, a2, Qa3),
{{a1, a2}h, a3}h − {a1, {a2, a3}h}h + (−1)(|a1|−1)(|a2|−1){a2, {a1, a3}h}h = 0,
where mh,m
′
h are some bilinear operations of degrees −1, −2 correspondingly and nh, n′h are
trilinear operations of degree -1, -2 correspondingly. There exist higher homotopies which turn
this homotopy Gerstenhaber algebra into G∞ algebra.
The last part of Proposition 2.1 follows from the results of [9], [17], [10] where it was show
that the symmetrized versions of (·, ·)h, {, }h can be continued to the G∞ algebra [16]. One
should also consult [5], [6] for a different proof in the case of positively graded topological vertex
algebras.
One of the central observations of [21] was that this G∞ algebra has quasiclassical limit,
which can be constructed as follows. Let V|h=0 = V0 (in our example V0 = O(E)), then consider
the subcomplex of (F ·h, Q), i.e. (F ·, Q) ∼= (F ·1, Q), which is:
V0
✿
✿✿
✿✿
✿✿
✿✿
✿✿
✿✿
✿✿
✿✿
hV0
1
2
hdiv
❀
❀❀
❀❀
❀❀
❀❀
❀❀
❀❀
❀❀
❀❀
∂⊕ ⊕
−12hdiv
OM
∂
CC✞✞✞✞✞✞✞✞✞✞✞✞✞✞✞✞✞
hOM
AA☎☎☎☎☎☎☎☎☎☎☎☎☎☎☎☎☎
id
// hOM h2OM
(20)
It is easy to see that
(·, ·)h : F i ⊗F j → F i+j[h], {·, ·}h : F i ⊗F j → hF i+j−1[h], b : F i → hF i−1[h], (21)
so that (·, ·)0 = limh→0(·, ·)h, {·, ·}0 = limh→0 h−1{·, ·}h, b0 = limh→0 h−1b are well defined.
The corresponding homotopy Gerstenhaber algebra is much less complicated: the corresponding
L∞ and C∞ parts are only L3 and C3-algebras. Let us have a look in detail. On the level of
the vertex algebroid of O(E)h, let us denote limh→0 h−1[v1, v2] = [v1, v2]0, limh→0 h−1pi =
pi0, limh→0 h
−1〈·, ·〉 = 〈·, ·〉0. Therefore, we can express the bilinear operations (·, ·)0 and {·, ·}0
on the complex
O(E)
✾
✾✾
✾✾
✾✾
✾✾
✾✾
✾✾
✾✾
✾
O(E)
1
2
div
✽
✽✽
✽✽
✽✽
✽✽
✽✽
✽✽
✽✽
✽
d⊕ ⊕
−12div
OM
d
CC✞✞✞✞✞✞✞✞✞✞✞✞✞✞✞✞
OM
BB✆✆✆✆✆✆✆✆✆✆✆✆✆✆✆✆
id
// OM OM
(22)
completely in terms of the operations of pure covariant parts of (14) (explicitly you can find it
in [21]). Let us summarize results about the quasi-classical limit via proposition.
Proposition 2.2.[21] The operations (·, ·)0, {·, ·}0 satisfy the relations (19) so that their sym-
metrized versions satisfy the relations of G∞ algebra which is the quasiclassical limit of G∞
algebra considered in Proposition 2.1. The resulting C∞ and L∞ algebras are reduced to C3 and
L3 algebras.
The classical limits for the corresponding homotopies mh = m0 + O(h) and nh = n0 +O(h)
are as follows. The commutativity homotopy m0 is nonzero iff its both arguments belong to
F1: m0 = −〈A1, A2〉0. The associativity homotopy n0 is nonzero only when all three elements
belong to F1 or one of the first two belongs to F2 and the other belongs to F1:
n0(A1, A2, A3) = A2〈A1, A3〉0 −A1〈A2, A3〉0, n0(A1, v˜, A2) = n0(v˜, A1, A2) = −v˜〈A1, A2〉0.
As we stated before in the quasiclassical limit we get rid of all noncovariant terms in the
expression for the product and the bracket: this is very close to the classical limit procedure
for vertex algebroid. Namely, using our limit procedure, one can obtain Courant algebroid from
vertex algebroid.
The definition of Courant algebroid is as follows (see e.g. [12], [1]). A Courant OM -algebroid
is an OM -module Q equipped with the structure of a Leibniz C-algebra [, ]0 : Q⊗C Q → Q, an
OM -linear map of Leibniz algebras (the anchor map) pi0 : Q → Γ(TM), a symmetricOM -bilinear
pairing 〈·, ·〉 : Q⊗OM Q → OM , a derivation ∂ : OM → Q, which satisfy
pi ◦ ∂ = 0, [q1, fq2]0 = f [q1, q2] + pi0(q1)(f)q2, 〈[q, q1], q2〉+ 〈q1, [q, q2]〉 = pi0(q)(〈q1, q2〉0),
[q, ∂(f)]0 = ∂(pi0(q)(f)), 〈q, ∂(f)〉 = pi0(q)(f) [q1, q2]0 + [q2, q1]0 = ∂(〈q1, q2〉0), (23)
where f ∈ OM and q, q1, q2 ∈ Q. In our case Q ∼= O(E), pi0 is just a projection on O(TM) and
[q1, q2]0 = −[q1, q2]D, 〈q1, q2〉0 = −〈q1, q2〉s, ∂ = d.
As we indicated earlier, both C∞ and L∞ parts of G∞ algebra appear to be short. We
expect this to happen with all the homotopies, i.e. it is natural to suggest that G∞- algebra of
Proposition 2.2 has only bilinear and trilinear operations, i.e. it is a G3 algebra. In the following,
since we are interested only in the quasiclassical algebra on the complex (F ·, Q), we will neglect
the 0 subscript for all multilinear operations of this algebra.
3. Homotopy Gerstenhaber algebra and Einstein equations
3.1. Nontrivial example. The homotopy Gerstenhaber algebra we studied in the previous
section, has a subalgebra based on the following complex (F ·sm,Q).
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It is just a Gerstenhaber algebra (with no higher homotopies), moreover it is a BV algebra [16],
since b operator also preserves (F ·sm, Q). Therefore, we have the following proposition.
Proposition 3.1. Bilinear operations (·, ·), {·, ·} together with operator b generate the structure
of BV algebra on (F ·sm, Q).
Let us consider the ∞-jet version of the complex (F ·sm, Q): we substitute OM , O(T (0,1)(M))
by J∞(OM ), J∞(O(T (0,1)(M)). We denote the resulting complex as (F ·sm,∞, Q). Then let us
introduce a completed tensor product F·sm,∞ = F ·sm,∞⊗ˆF¯ ·sm,∞, where (F¯ ·sm,∞, Q¯) is the complex
obtained from (F ·sm,∞, Q) by complex conjugation. Complex (F·sm,∞,Q), where Q = Q + Q¯,
is the jet version of the complex (F·sm,Q), such that e.g. F2sm = Γ(T (1,0)M ⊗ T (0,1)M) ⊕
O¯(T (0,1)M)⊕O(T (1,0)M)⊕OM ⊕O¯M ⊕C. Clearly, the complex (F·sm,Q) carries the structure
of BV algebra inherited from (F ·sm,∞, Q) and its complex conjugation, so that
(−1)|a1|{a1, a2} = b−(a1, a2)− (b−a1, a2)− (−1)|a1|(a1b−a2),
where b− = b− b¯. Note, that the elements closed under b− form a subalgebra in the differential
graded Lie algebra (DGLA), generated by Q, {·, ·}. It turns out that the Maurer-Cartan
equations of this DGLA and their symmetries have a very interesting meaning. To describe
them, let us define some extra algebraic operations for convenience.
Let g, h ∈ Γ(T (1,0)M ⊗T (0,1)M) so that their components are gij¯∂i⊗∂j¯, hij¯∂i⊗∂j¯ . Then one
can define the symmetric bilinear operation [13], [18]:
[[, ]] : Γ(T (1,0)M ⊗ T (0,1)M)⊗ Γ(T (1,0)M ⊗ T (0,1)M)→ Γ(T (1,0)M ⊗ T (0,1)M) (25)
written in components as follows: [[g, h]]kl¯ ≡ (gij¯∂i∂j¯hkl¯ + hij¯∂i∂j¯gkl¯ − ∂igkj¯∂j¯hil¯ − ∂ihkj¯∂j¯gil¯)
and looks much less complicated in the jet notation (see section 2). Namely, if ξ˜, η˜ ∈
J∞(O(T (1,0)M) ⊗ J∞(O(T (0,1)M), so that ξ = ∑I vI ⊗ v¯I , η = ∑J wJ ⊗ w¯J , where vI , wJ ∈
J∞(O(T (1,0)M), v¯I , w¯J ∈ J∞(O(T (0,1)M), then [[ξ, η]] =∑I,J [vI , wJ ]⊗ [v¯I , w¯J ].
As noted in [13],[18], if bilinear tensor g is such that one can associate a Ka¨hler metrics to
it, then the Ricci tensor Rij¯ associated with such metric tensor is proportional to [[g, g]], more
precisely Rij¯(g) = 12 [[g, g]]
ij¯ .
If the complex manifold M has a volume form Ω, such that in local coordinates Ω =
efdX1 · · ·∧dXn∧dX 1¯∧. . . dX n¯. Let us denote the volume form which determines the differential
Q as Ω′, so that f = −2Φ′0, then Φ′0 has to be locally a sum of holomorphic and antiholomorphic
functions, i.e. it satisfies equation ∂i∂j¯Φ
′
0 = 0.
We will refer to the vector field divΩg such that (divΩg)
j¯ = ∂ig
ij¯ + ∂ifg
ij¯ , (divΩg)
i =
∂j¯g
ij¯ + ∂j¯fg
ij¯ as the divergence of bivector field g with respect to the volume form Ω.
Now let the Maurer-Cartan element, closed under b−, namely the element of Γ(T (1,0)(M)⊗
T (0,1)(M))⊕O(T (0,1)(M)⊕O(T (1,0)(M)⊕OM ⊕O¯M be defined by its components in the direct
sum, i.e. as (g, v¯, v, φ, φ¯).
Then the following Theorem holds, which can be proven by direct calculation.
Theorem 3.1a. The Maurer-Cartan equation for the differential graded Lie algebra on
F·sm|b−=0 generated by Q and {·, ·} imposes the following system of equations on g, φ, φ¯ (v¯, v
turn out to be auxiliary variables):
1). Vector field divΩg, where Ω = Ω
′e−2φ+2φ¯ is determined by f ≡ −2Φ0 = −2(Φ′0+φ−φ¯) and
∂i∂j¯Φ0 = 0, is such that its Γ(T
(1,0)M), Γ(T (0,1)M) components are correspondingly holomorphic
and antiholomorphic.
2). Bivector field g ∈ Γ(T ′M ⊗ T ′′M) obeys the following equation: [[g, g]] + LdivΩ(g)g = 0,
where LdivΩ(g) is a Lie derivative with respect to the corresponding vector fields.
3). divΩdivΩ(g) = 0.
The infinitesimal symmetries of the Maurer-Cartan equation coincide with the holomorphic co-
ordinate transformations of the volume form and tensor {gij¯}.
The constraints 1), 2), 3) coincide with the equations studied in [18], where it was shown
that they are equivalent to Einstein equations, i.e. the following statement is valid.
Theorem 3.1b. If tensor {gij¯} parametrises Hermitian metric, then the conditions 1), 2), 3)
on g and Φ0 from Theorem 3.1a are equivalent to Einstein equations
Rµν =
1
4
HµλρHνλρ − 2∇µ∇νΦ, (26)
∇µHµνρ − 2(∇λΦ)Hλνρ = 0,
4(∇µΦ)2 − 4∇µ∇µΦ+R+ 1
12
HµνρH
µνρ = 0,
where H = dB is a 3-form, so that metric G, 2-form B and the dilaton field Φ ∈ C(M) are
expressed as follows: Gik¯ = gik¯, Bik¯ = −gik¯, Φ = log
√
g + Φ0, Gik = Gi¯k¯ = Gik = Gi¯k¯ = 0,
where by g under the square root we denote the determinant of {gij¯}.
Physically, the appearance of extra log(g) part in the dilaton corresponds to the fact that
passing from the first order action involves integration over pi, pj¯-variables, which leads to extra
contribution to the dilatonic term.
3.2. Main conjecture. Following the ideas of section 3.1, we want to repeat the construction
in the case of the complex (F ·,Q). Namely, we consider its jet version (F ·∞,Q) and its complex
conjugate (F¯ ·∞,Q), so that F·∞ = F ·∞⊗ˆF¯ ·∞.
It is the jet version of the complex (F·,Q), such that e.g. the subspace of degree 1
is as follows: F1 ∼= Γ(E) ⊕ C(M) ⊕ C(M). As in section 3.1, the divergence operator
which determines Q-operator, is based on the volume form, given in the local coordinates as
e−2Φ
′
0
(X)dX1 . . . dXn ∧ dX 1¯ . . . dX n¯, so that ∂i∂j¯Φ′0 = 0.
We can give F· the structure of the homotopy Leibniz bracket by means of the formula which
is the same as in subsection 3.1, however now we have higher homotopies. We also note that
F·|b−=0 ≡ F·− is invariant under {·, ·}. Let us formulate the first part of the main conjecture.
Conjecture 3.1a. The structure of homotopy Gerstenhaber algebra on F· can be extended to
G∞-algebra, so that the subcomplex F
·
− is invariant under L∞ operations.
Let us focus on the subcomplex (F·−,Q). The space of Maurer-Cartan elements, i.e. the sub-
space of the elements of degree 2 is: F2−
∼= Γ(E ⊗E¯)⊕Γ(E)⊕C(M)⊕C(M). The elements of this
space are defined by means of the components from the direct sum above, i.e. Ψ = (M, η, φ, φ¯).
We will denote the difference φ− φ¯ ≡ Φ′′0 and Φ0 ≡ Φ′0 +Φ′′0. Let us formulate the second part
of the main conjecture.
Conjecture 3.1b. Let Ψ = (M, η, φ, φ¯) be the solution of the generalized Maurer-Cartan (GMC)
equation for L∞-algebra on F
·
−, so that M =
(
g µ
µ¯ b
)
. Then the η-component is auxiliary and
is expressed via M and φ, φ¯. If {gij¯} is invertible, then G,B obtained from M via (13) together
with Φ = Φ0 +
√
g, where g is the determinant of {gij¯}, satisfy the Einstein equations (26).
The space of infinitesimal symmetry generators of GMC equation, i.e. F1 is given by
F1−
∼= Γ(E)⊕ C(M), so that any element can be written in components as Λ = (ξ, f).
The third part of the conjecture concerns the question how ξ, f are related to α ∈ Γ(E) in
the transformation formula M → M −Dα + φ1(α,M) + φ2(α,M,M) from section 1. First, to
justify the statement of Conjecture 3.1b, one can show the following via direct computation.
Proposition 3.2. Let Λ = (ξ, f) ∈ F1− be the generator of the infinitesimal transformation of
the solution of GMC equation. Then after the substitution ξ = α+ 12M ·α (where M is considered
as an element of End(Γ(E))) the transformation of M-component of the solution coincides with
(7) up to the second order in M.
We note, that the symmetry generated by f -part of F1 element does not affect metric B-field
or dilaton. It is easy to check that on the level of 0th order in M: the symmetry transformation
corresponds to the shift of φ and φ¯ by f . One can check, similar to Proposition 3.2, that this
symmetry remains redundant for the first and second order. We claim that these statements are
exact, namely the following Conjecture is true.
Conjecture 3.1c. Let Λ = (ξ, f) ∈ F1−, be the generator of the infinitesimal symmetries of
the GMC equation. The corresponding transformation of M-component of the solution of GMC
coincide with the diffeomorphism and B-field transformation if ξ = α+ 12M ·α. Under conditions
of Conjecture 3.1b these transformations reproduce infinitesimal diffeomorphism transformations
and shifts of B-field by exact 2-form, which are the symmetries of equations (26).
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