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 ABSTRACT 
 
Autonomous robot swarms may offer efficient and parallel task execution compared to 
single robot systems. They are also more robust than a single robot, but not free of 
failures. It is difficult for a human to monitor the swarm, because the state space grows 
exponentially with the number of robots presenting a very high cognitive load. 
Moreover, errors in robot swarms propagate non-intuitively and it becomes harder to 
monitor and debug the swarm. Previous works have looked into enabling control of 
robot swarms by a human user. We instead present a framework that allows a non-
expert user to support the robot swarm in the presence of errors by use of a GUI. It 
enables monitoring, verification and viewing analysis on both robot and swarm 
behavior. We believe that this framework is a step forward to moving swarms from lab 
settings to real-world scenarios. 
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1. INTRODUCTION 
 
Robot swarms (Fig. 1) are a group of simple robots that collaboratively work to 
achieve a user-specified goal. They achieve the collective behavior by local 
interactions with neighbors 
and interactions with the 
environment. They may 
achieve goals such as 
exploration, caging, and 
construction more 
efficiently than an 
individual robot because 
many can work on the same 
task in parallel. The 
emergence of complex 
global behavior from simple local interactions is called swarm intelligence. Such robot 
swarms are more robust than a single robot since there is no single point of failure that 
would totally break the system, in contrast to failure of a part in a single robot. 
However, the robots used in swarm robotics are often cheaper and therefore robustness 
of individual robots can become an issue. Robot swarms are scalable with the number 
of robots. They are flexible in terms of adaptability to changing conditions. The main 
characteristics of an autonomous robot swarm are as follows [1]: 
i) The robots cooperate to work on a user-specified task. 
ii) The robots are situated in an environment, which they can act upon. 
iii) The robots only sense and communicate locally. 
iv) The robots don’t need any centralized control or global knowledge. 
While robot swarms offer parallelism and better robustness, there are challenges 
involved with this approach. The system becomes harder to design and verify due to 
the lack of an intuitive mapping from local interactions to globally emergent behavior. 
Figure 1. A swarm of Kilobots from Harvard. Picture taken from: 
Bourque, Brad. "Harvard Researchers Have Created a Swarm of Learning 
Robots." Digital Trends. August 16, 2014. Accessed April 29, 2018. 
https://www.digitaltrends.com/cool-tech/harvard-kilobots-robot-swarm/. 
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While robot swarms are more robust than a single robot, they are not free of failures. 
A classic argument for autonomous robot swarms is that small deviations in 
electronics and mechanics averages out [2]. But the robots are prone to failures related 
to mechanics, electronics, lost messages and noisy sensors and the failure of a few 
robots may affect the performance of the swarm and, in many realistic settings, be a 
liability. Adding human support for autonomous robot swarms could prove helpful in 
achieving the swarm task as the human can alleviate rare but inevitable errors. This, 
however, is challenging due to several reasons. There is a very high cognitive load 
associated with observing a robot swarm. Moreover, the state information available to 
the human might not be accurate or the robots might have incorrect information, due 
to faulty sensors, for example. It also takes expertise in dealing with the robots and 
understanding the intent of the swarm. Moreover, errors might propagate in non-
intuitive or sometimes counter-intuitive ways and become amplified, clouding the root 
cause. These challenges hinder the process of moving robot swarms from lab to real-
world applications.  
 
We take a step forward in overcoming some of these challenges by proposing a 
decision support framework, OpenMind (Fig. 2), that uses a combination of statistical 
methods for analysis of data from the swarm. We present this analysis in an intuitive 
manner on a user-friendly interface that can be used by a non-expert user to evaluate 
and support the swarm. The name of the framework is chosen such to highlight its 
ability to reveal internal state of individual robots to the user. OpenMind framework 
contains: 
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i) a server to which the robots continuously communicate their internal state.  
ii) an observer supported by an overlooking camera, that estimates the robot 
positions and orientations using computer vision. 
iii) analysis tools, which models the robots and detects anomalies in the 
swarm. 
iv) a graphical user interface (GUI) targeted at a non-expert user, displaying 
information about robots and the swarm in an intuitive manner.  
We demonstrate the usefulness of the framework using a swarm of robots comprised 
of Elisa-3 robots from the K-team, that perform obstacle avoidance and flocking. 
 
As previously mentioned, identifying errors in a swarm of robots is a highly complex 
cognitive task [3, 4]. The size of the state space to be debugged increases with the 
number of robots in the swarm. It involves simultaneous monitoring of multiple 
robots, which can be spread out in a wide area. Moreover, humans have a limited 
working/short-term memory and can only remember seven plus or minus two items at 
a time [5]. The environment involving a robot swarm is cognitively much more 
complex. Some properties like the history of the robots are hard to remember, 
Figure 2. OpenMind Framework. 
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especially when all the robots look identical and when there are many robots. 
Interacting with robots also needs expertise in the domain. Thus, general operation and 
maintenance of autonomous robot swarms remain difficult, creating the need for 
integrated tools to augment the cognitive ability of humans to interact with collectives 
[6]. The work presented in this thesis contributes to solving this problem, by 
proposing a framework: OpenMind, to support robot swarms. It assumes little prior 
knowledge on the model of the robots. The framework enables the user to see 
discrepancies within the swarm and of the swarm over time, for example a robot out of 
battery or a misbehaving subset of robots. The user interface is designed keeping in 
mind a non-expert user and it is made highly intuitive and simple to use.  
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2. TAXONOMY OF ROBOT SWARMS AND RELATED WORK 
 
The strength of robot swarms has been utilized in a number of research works. Robot 
swarms have different characteristics that determine their application and method of 
support. One possible classification of robot swarms is given in [7], attempting to 
divide swarms by properties like:  
i) size in terms of number of robots. In tasks involving synchronization, 
speedups can be obtained using multiple robots, motivating a framework to 
support large number of robots. 
ii) communication — range limited, hierarchy limited, bandwidth limited. 
Communication is a function of robot distribution, thus making it 
important to monitor the spatial locations of the robots. 
iii) reconfigurability — speed with which swarm can reorganize, also related 
to the communication range. It can be looked at as the rate at which robots 
move with respect to other members of the swarm. 
iv) unit processing ability — computation model used by the robots in the 
swarm.  
v) composition — swarms may be composed of robots with different 
behavior and/or physical structure or of same type of robots.  
Knowing these characteristics of robot swarm is useful in designing a framework for 
the support of the swarm. Research on real implementations of robot swarms is 
increasing, although most work is restricted to simulation [1]. Demonstrations include 
assembly of furniture [8], collective construction [9], and self-assembly where robots 
become the structure [10]. Other applications include assistance, also mentioned later, 
of firefighters [3] and in battlefield [4], which are more challenging environments. 
Works focusing on swarm flocking [11], formation [12], exploration [13], consensus 
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[14], coverage [15], transport [16] and construction [9] are some real applications, 
utilizing the aforementioned robustness, scalability, parallelism and flexibility of 
swarm of robots.  
 
The field of swarm robotics also motivates the field of Human Swarm Interaction 
(HSI), focusing on how humans can interact with the robot swarms. Ability to 
integrate a human operator with a robot swarm becomes important for real-world 
applications of the swarms, especially for complex missions [17]. This is because the 
swarm can benefit by human operator even if the swarm is autonomous because the 
robot swarms are sensitive to failures. A faulty proximity sensor can confuse a robot, 
affecting the performance of the swarm. Similarly, a robot on a low battery might need 
to be replaced as soon as possible, to ensure efficiency. The human operator can [18]:  
i) identify and alleviate shortcomings. 
ii) make out-of-range information available, which can then be utilized to 
increase the performance. 
iii) convey any change of task information, for example the goal. The robots 
otherwise lack this higher-level knowledge. 
There are several challenges involved in human control of a robot swarm [17]:  
i) the cognitive load associated with observing the robot swarm scales poorly  
ii) the state information of the robots may not be accurate, due to faulty 
sensors 
iii) it’s difficult for a human to interpret the robots’ intent 
iv) the robots need to understand the intent of the human operator accurately 
 
Research work in controlling robot swarms fall into three categories:  
i) centralized control, allowing user to alter the overall goal of the swarm [6] 
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ii) intermittent control, allowing user to take over one or more robot in the 
swarm and thus affecting robots nearby [19-23] 
iii) environmental controls, allowing users to place beacons in the 
environment, which are acted upon by the robots [6, 21, 22, 24].  
There has also been research related to uncertainty and latency of feedback from the 
swarm, as well as execution error, delay, and stabilization time after reception of new 
commands by the robots [3, 17, 19, 25, 26]. In [26], it’s suggested that predictive 
display can alleviate effects of latency. 
 
There have been several works on control of robot swarms. Some of these use gesture-
based control [27, 28, 29], or hands-free visual, auditory, or tactile feedback [30, 31, 
32, 33], while others base the feedback and control on a graphical user interface [23, 
34]. Ability to control swarms using gestures or other sensory input, becomes 
necessary in hazardous missions such as firefighting [3, 31, 34], battles [4] and 
removal of dangerous materials [20]. This is due to the remote and safe nature of these 
methods for the user, which allows for interaction without physical contact with the 
robot. In other environments, user interfaces may well serve the purpose of providing 
missing information to the swarm. There are two ways to look at a swarm of robots, 
dictated by task or the environment in which they operate:  
i) a simple and confined environment, which can be monitored by an overhead 
camera and a GUI, with all the robots in the view.  
Example: a work on swarm robots involving simple robots uses virtual 
environment to overcome hardware limitations in providing information about 
the environment to the individual robots [35]. The information about location 
is communicated to robots via an overhead controller and a GUI is used to 
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provide users a means to configure the system and gain feedback on progress 
of experiments [35] (Fig. 3). 
 
ii) complex environments, in which only a part of the swarm is visible.  
Example: [27] takes a gesture-based approach to control the function of the 
swarm, focusing on applications to entertainment robotics (Fig. 4). They divide 
the control into two categories: a) controlling a subset of robots directly to 
complete a goal or trajectory, b) controlling the shape of the swarm. The user 
can control the position, movement and color of the robots using an interactive 
display. The applications of this approach also extend to search and rescue, as 
the user could direct individual robots to define teams for specific tasks like 
surveillance. It could also be extended to adjust parameters of coverage in real-
time.  
 
 
 
 
 
 
Figure 3. GUI used to control a robot swarm. Picture taken from [35]. 
Figure 4. Gesture based control of robot swarms. Picture taken from [27]. 
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In contrast to these, our focus is on enabling support of robot swarms, not control. We 
present a framework that automatically makes informed models about both the robots 
and the swarm. These models are not hardware specific, like most previous works on 
control, and assume little prior knowledge that the robots follow Markov decision 
process. While the OpenMind framework is more suitable for a simple environment, 
which can be observed by an overhead camera, it may also apply to more complex 
environments, where only part of the swarm is visible. Moreover, we target non-expert 
users, who can use the framework to support the robot swarm. 
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3. DESIGN OF OPENMIND 
 
3.1  SETUP 
 
To demonstrate the concept presented in this thesis, we used Elisa-3 (Fig. 5) robots by 
the K-Team.  
 
 
 
 
 
 
Here are some characteristics of these robots, which are also a good general model for 
robots used in swarms: 
• The robots are 50 mm in diameter, small enough for lab operation.  
• They have a small processing power (Atmel ATmega2560 @ 8MHz; 8 bit 
microcontroller) and memory (RAM of 8 KB, flash memory of 256 KB and 
EEPROM of 4 KB), which is representative for many robots used in swarm 
robotics. 
• They use differential steering. The maximum speed with which these robots 
can move is 60 mm/s.  
• IR sensors are used for local sensing and communication measuring ambient 
light and proximity of objects (8 IR sensors, measure upto 6 cm of proximity, 
placed 45 degrees apart). There are 3 IR emitters on the robot, 2 on the front-
side and 1 on the back-side of the robot.  
Figure 5. An Elisa-3 robot. Picture taken from: Elisa-3 Mobile Robot in Swarms - Génération 
Robots. https://www.generationrobots.com/en/203-elisa-3. 
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• The robots are also equipped with 4 ground sensors on the front, detecting the 
end of the viable surface.  
• For signaling the user, the robots have 1 RGB LED in the center and 8 green 
LEDs in the periphery, but it would take an expert to interpret the meaning and 
it doesn’t scale well either. We use it for debugging the system in progress. 
• The robots have wireless communication, with RF 2.4 GHz, using Nordic 
Semiconductor nRF24L01, which we use directly for updating the OpenMind 
database.  
• The robots can be programmed using C/C++ with AVR-GCC compiler. There 
is a 16-position rotating switch/selector for selecting appropriate programs. 
• The robots charge themselves using a charger station, which makes operation 
manageable. 
• The micro USB connector can be used for programming, debugging as well as 
charging the robots. 
 
 
The robots do have orientation sensor, but the data is very noisy. We utilize AprilTags 
(Fig. 6) in this work for extracting the position and 
orientation of the robots more accurately via an overhead 
camera. They are a type of visual fiducial to provide 
better localization accuracy. These visual fiducials have 
a small information payload and are designed to be 
automatically detected and localized even in low 
resolution, unevenly lit, oddly rotated, or cornered in a 
cluttered image conditions [36]. There are two components to it: detection and coding. 
The detector finds the quads having a darker interior compared to the exterior. The 
detection starts with detecting lines in the image. The coding system determines if the 
Figure 6. An AprilTag sample from 
36h11 family. Picture taken from: 
https://april.eecs.umich.edu/softwa
re/apriltag.html. 
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data decoded from the quad is valid or not. To facilitate system integration, we use the 
AprilTags C-library [36] to track the robots and wrap this in Python using ctypes. 
 
Visual feedback for the framework is obtained using a Logitech C920 HD webcam, 
which is mounted above a 1x1 m2 arena. The wireless ground station uses Crazyradio 
PA USB radio dongle, as it is supported by a C-library provided by GCTronic (Fig. 7).  
 
We modified the C-library for supporting transmission and reception of messages and 
wrapped it in a Python class. The arena is white in color, with black tapes for the 
boundaries, which provide contrast to detect the boundary. We used tapes because the 
robots would mistake physical barriers for other robots and get affected in 
performance. The arena is large enough for a swarm of 18 robots. For the purposes of 
Figure 7. Robot Arena. April tag sample obtained from 
https://april.eecs.umich.edu/software/apriltag.html. 
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demonstration, we used a platform where all the robots are observable by the overhead 
camera, but the framework is built to be easily adaptable to other types of robot 
platforms. As mentioned before, a full view of the arena of swarms is not assumed. 
The framework can support even a part of the swarm, which is visible. 
 
 
3.2 SYSTEM ARCHITECTURE 
 
We implemented the OpenMind framework on a MacBook Pro (13-Inch, 2017), 3.5 
GHz Intel Core i7, 16 GB 2133 MHz LPDDR3, Intel Iris Plus Graphics 650 1536 MB. 
We use Python for all the codes (with wrappers for C-libraries), because of its 
readability, flexibility and popularity. Python supports high quality libraries for data 
analytics and machine learning, for example Scikit-learn, Numpy. 
 
The OpenMind framework contains four entities:  
i) Data collection: The data collection is composed of visual feedback 
obtained using the overhead camera and wireless base radio station. The 
captured images are used by the base station to automatically find the 
AprilTags and thus the orientation and position of the robots. Other data 
like proximity and battery readings is then communicated to the base 
station over a radio. 
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ii) Data storing: The collected data is stored in a 
MongoDB database. We chose MongoDB for its 
user friendliness, Python support, and the 
absence of a defined database schema. The 
absence of a defined schema allows for the 
framework to be adaptable to addition of new 
information from different robot platforms, for 
example accelerometer data. This enhances 
applicability of the OpenMind framework 
towards a general collective of robots. Fig. 8 
shows a sample entry from the database. 
iii) Data analysis: The data stored is then analyzed by the data analysis 
module, using various statistical methods, described next. 
iv) Graphical User Interface (GUI): The final module is the GUI. For 
programming the GUI, we used PyQt5, which is a Python library for the 
multi-platform application and graphical user interface framework, Qt. The 
GUI contains a live video of the robot arena. It enables the user to select 
the relevant information to be overlaid on this live video. The information 
could be either of the swarm as a whole, or a subset of it. The information 
from the analysis module is presented on the GUI in a very intuitive 
manner, keeping in mind the cognitive complexity and a non-expert user. 
 
A key component of the OpenMind framework is the automated analysis, which 
removes some of the cognitive load for the user. This is an exploratory work and we 
only present a few methods to demonstrate the idea. More analysis can be added to 
provide useful insights. The user feedback can be divided into four modes: 
i) State Monitoring: The framework lets the user to have a quick visual 
assessment of the swarm parameters. For example, the user might want to 
Figure 8. A sample entry from the 
database. 
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know which robots need to be removed based on their battery levels. The other 
parameters are described in detail later, along with the GUI. 
ii) State Verification: We 
determine malfunctions 
by comparing belief and 
actual outputs of the 
components in the swarm. 
This is often related to 
bias and noise in the 
sensors. The data from 
proximity sensors is used 
to build a model, which is 
then compared to ground truth data, which is computed by using the visually 
observed robot positions (Fig. 9). The framework alerts the user by pointing 
out any sensor value which has output above two standard deviations from the 
mean. The model improves over time, as more data becomes available.  
iii) Modeling and Analysis of Robot Behavior: It is very difficult for a user to 
perceive if the robots are performing the task optimally. The robots that are 
causing problems, might not be very obvious to the user. The OpenMind 
framework uses the information from the database to build a stochastic 
behavioral model of the robot behavior and is able to highlight outliers. 
iv) Modeling and Analysis of Swarm Behavior: It’s difficult to monitor the 
performance of the swarm as a whole. Having performance measures for the 
collective is useful in determining if the swarm is working towards the task. 
Entropy is a measure of randomness in a system. Lower entropy means higher 
order in the system. Here our system is the swarm of robots, performing 
flocking. Inspired by [37], we use entropy as a measure of evaluation of the 
flocking task. We use locational entropy, which is calculated by first clustering 
robots within a certain distance. The scaled locational entropy is then 
calculated as follows: 𝑆 = 	− ∑ &' ()* &'+',-()* . , where k is the number of clusters and 
Figure 9. Distance of closest obstacle to a sensor can be measured by knowing the 
maximum sensing range of the robot and projecting a line from the center of the robot 
passing through the sensor. 
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pi	is the probability of a robot being in the cluster i,	𝑅	is	the	total	number	of	robots	in	the	swarm. The maximum possible entropy is log𝑅, which is when 
each robot is in a cluster of its own. Thus, maximum entropy is a function of 
just the number of robots. The denominator in the formula for scaled locational 
entropy is the maximum possible entropy. We use scaled locational entropy so 
that we can show it as a percentage, which is more intuitive for the user. 
 
To make the framework work in real-time, and display the live video in the GUI, we 
used MongoDB GridFS to store images captured by the overhead camera, and then 
fetched the corresponding images and the robot data. The GUI then displays the 
images with robot data overlaid. An average of 30 frames per second are processed in 
the current system. We empirically found that to avoid the lag while displaying the 
images as a live video in the GUI, using every 3rd frame is efficient. While a live 
video feed from camera could be used for the GUI, it’s not easy to implement, as the 
camera is also used for the detection of the AprilTags. 
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The GUI’s main features are its ease of use and intuitive nature.  It contains several 
display component options (Fig. 10) that can be overlaid on the live video. The GUI 
can display the information for the entire robot collective, or for just a subgroup, 
which can be selected by entering the desired robot Ids in a text field provided, 
separated by commas or spaces. If this field is left blank, then the information is 
shown for all robots in view. This only applies to Centroid, Path and Sensor. For the 
other components, it only makes sense to have the data for the entire collective. 
Alternatively, the information for all robots can be enabled or disabled by checking or 
unchecking its respective checkbox. The display components mentioned before can be 
enabled or disabled by checking or unchecking their respective checkboxes. 
 
 
 
Figure 10. GUI display components selection. 
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Here are examples showing the different components:  
i) Centroid of the robots 
selected (Fig. 11): this 
feature lets the user 
observe how a 
subgroup moves over 
time. Observing the 
centroid gives 
intuitive information 
about the emerging 
organization of the 
group. If the centroid 
jumps abruptly and 
looks flickering, it 
suggests that there is quite a lot of randomness in the group, while if the 
centroid moves smoothly, it suggests that there is some organization within the 
subgroup. 
Figure 11. Centroid of the robots. 
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ii) Path history of the 
robots (Fig. 12), 
which can be further 
specified by a drop-
down button with path 
lengths varying from 
1-10 seconds. The 
default is 1 second of 
path history. This is 
especially helpful for 
the user, as it is almost 
impossible to 
remember any path 
history for any robot at all, given the large number of robots. The GUI lets the 
user observe path histories for multiple robots, while also letting the user select 
the amount of history to show (in seconds). 
iii) Color coded IR sensor 
proximity readings 
(Fig. 13). The proximity 
readings are in the range 
of 0-1023; the higher 
the reading, the closer 
the object. The values 
are divided into three 
classes based on 
experimental results: 
None: 0-4, Far: 5-35, 
Near: 35-1023. The 
colors used for these classes on the GUI are shades of red, lighter to darker 
corresponding to lower to higher proximity values. This selection of the 
Figure 12. Path histories of the robots. 
Figure 13. Color coded proximity values. 
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representation lowers the cognitive load, as it’s not as important for the user to 
know the exact proximity reading, but just the range it falls in. The color 
coding allows the user to easily determine if a sensor is giving the expected 
proximity reading or not. As can be seen in the figure, some sensors are 
represented with gray color. These are the back sensors of the robots and are 
grayed out because they do not provide reliable readings, as will be mentioned 
later. 
iv) Battery: selecting this 
option highlights the 
robots with battery level 
lower than 20% (Fig. 14). 
This feature directs the 
user’s attention to the 
robots running on a 
critically low battery 
level, so that the user can 
remove the robots from 
the swarm if desired. As 
can be seen in the figure, 
the AprilTag detection is not perfect and some tags are not registered in a 
given frame. However, over 3 frames of data, almost all tags are present. We 
use the data over past three frames to get rid of such discrepancies. 
Figure 14. GUI displaying robot with low battery. 
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v) Hierarchical Clustering (Fig. 15) shows the 
robot clusters based on behavior. This feature 
lets the user see the robots that behave 
differently from the rest of the collective. 
Details on this are omitted as it was 
implemented by Ryan O’Hern, and only the 
big picture is mentioned. Each proximity 
sensor has 1024 possible values. As will be 
described later, the back three sensor values 
are ignored, as they are mostly zero. Thus, 
we have a total of (210 bits)5 sensors = 250 
possible input states. We manually restrict 
this to 27 input states by combining sensor 
values: three left-most sensor values are 
combined into one by taking their maximum, 
and three right-most sensor values are 
combined similarly. The forward-facing 
sensor is considered alone. The output values are separated into three bins: 
‘none’, ‘far’, and ‘near’. Turning is also discretized: ‘left’, ‘right’, ‘none’. 
Robot speed is combined into three classes as well: ‘slow’, ‘normal’, ‘fast’. 
Using this input-output model, the aggregate behavior of the robot as a 
combination of probability distributions over the output states is learned. The 
probability distribution matrices for the robots are collapsed into vectors, and 
cosine similarity is used to compare the behavior of two or more robots (Fig. 
15A). 
vi) Entropy selection starts the computation of the scaled entropy of the swarm as 
a whole (Fig. 16). Enabling this also shows the robots which have not been in 
any cluster for past 45 samples, which is about 4.5 seconds, determined 
empirically for this task. In addition, the clusters are shown with links and with 
robots in the same cluster colored with the same color. The GUI also provides 
Figure 15. Hierarchical clustering. A: similarity 
scores, B. dendogram, C. GUI. 
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an option to plot the entropy, through a button, which pops up a graph with the 
frame number on the X-axis and the Entropy % on the Y-axis.  
 
OpenMind framework is adaptable to the needs of a robot platform and can display 
more or less components. It would take someone with coding skills to modify the code 
and change the information displayed on the GUI. However, it should be noted that, 
the operation of the framework doesn’t require such a user. For that matter, we assume 
a non-expert user. To add a new component, one needs to add the corresponding 
checkbox, the corresponding method required to display that information, and to add a 
line in the main loop that determines whether or not to display the information based 
on the checkbox state. To add checkbox, add the relevant code in the method named 
‘checkboxes’ (Fig. 17). Then call the new method from the method ‘onStart’, after 
checking the state of the checkbox. Similarly, modifications to the color choices can 
be made as well. Buttons can be added for displaying more type of graphs, as desired. 
We keep our focus on the proposed idea, and don’t dive deep into different possible 
Figure 16. Entropy, showing the clusters used for calculation. 
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graphs such as battery levels over time, or centroid position over time, which can be 
used to perform more analysis on the data. 
 
  
Figure 17. Code snippet showing where to add more checkboxes. 
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4. EVALUATION 
 
4.1 ROBOT TASK 
 
For the development of the OpenMind framework, we implemented two types of 
algorithms on the robots as when it comes to evaluating a swarm performance, both 
individual and collective behaviors are crucial. To evaluate the use of the framework 
for collective behavior, we used flocking, which was implemented by Ryan O’Hern, 
and I integrated it with the framework. To evaluate the performance on individual 
behavior, we used obstacle avoidance.  
 
Obstacle avoidance is important in any swarm application, as the robots need to 
prevent collision with each other and with foreign bodies in the environment they are 
operating upon. Almost all robots, individuals or swarms, depend on obstacle 
avoidance. The proximity sensors have values ranging from 0-1023. We treat 
proximity values of less than 5 as noise.  Proximity values are combined and the speed 
of the motors is set according to the situation: if the obstacle is straight ahead, the 
robot stops, if it is on the right side, it turns left, if it is on the left side, it turns right.  
 
Flocking has been studied in the field of swarm robotics, inspired by flocks in nature, 
such as that of birds and fishes (Fig. 18).  
 
 
  25 
Flocking (Fig. 19) is comprised of three components:  
i) Repulsion: to prevent collisions between robots. 
ii) Cohesion: to attract robots toward the average center of all other robots in the 
view. 
iii) Alignment: to match the heading of a robot to its neighbors.  
 
Attraction and repulsion were generated by combining the values of forward five 
proximity sensors into one parameter, where the front facing sensor had the most 
weight. Alignment is achieved in reasonable time using the AprilTags detection. The 
robots get informed of the orientation of their neighbors (located within one robot 
diameter) over the radio, which they then use to adjust their flocking parameters 
accordingly. Use of AprilTags becomes especially important for the purpose of 
flocking because it allows for accurate sensing of neighbor orientations. This is 
because the location and orientation accuracy are important for an effective flocking 
of the swarm, as the robots rely on knowing the orientation and positions of their 
neighbors. 
Figure 18. A flock of birds. Picture taken from: "LIKE THE BIRDS." 
Positivity Practices. July 13, 2011. Accessed April 13, 2018. 
http://positivitypractices.com/like-the-birds/. 
Figure 19. Flocking performed by Elisa-3 robots. 
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Flocking is an emergent behavior, which ranges from fully ordered to disordered 
motions. It would put a high cognitive load on the user to monitor this behavior. The 
global behavior of the swarm may be altered by a large amount if there are errors in 
multiple robots due to low battery levels, proximity sensors, or faulty information 
regarding the positions of their neighbors. Noise in sensor readings could lead to 
oscillatory behavior over long time spans. In general, all the components are prone to 
failure in unexpected ways, which lead to counter-intuitive and non-obvious global 
behaviors. The robots that completely malfunction will be ignored by other robots in 
the swarm, not affecting the global behavior much. However, in the other more likely 
cases, mentioned above, OpenMind helps the user to support the swarm, and flocking 
is an interesting algorithm to look at when designing such a framework. 
 
 
4.2 PERFORMANCE 
 
In the initial stages of development, the analysis module of the OpenMind framework 
helped us discover an issue with the back-sensor proximity values by comparing it 
with actual states – distances, which can be measured as shown in Fig. 9. When we 
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looked at the 
plot of the 
proximity values 
vs. the distance 
(Fig. 21), we 
noticed that there 
is far more noise 
than expected. 
There were a lot 
of zero 
proximity values for lower 
distances, which is 
unexpected as closer obstacle should give higher reading. We determined that this was 
because the robots tilt towards the back while moving and therefore the proximity 
values for the back three sensors are almost always close to zero as the light emitted 
by the back emitter is reflected off the surface (Fig. 22). This is a good example of 
spurious errors that would have been hard to detect without the framework.  
 
 
 
 
 
 
Figure 21. Plot of proximity values (belief states) and distances (actual states). 
Figure 22. Back IR emitters emit light that is reflected away 
from the surface of the arena. 
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We ran the swarm to test the usability of the system. As shown in Fig. 10, the GUI 
highlights the robot with low battery level: less than 20%. The user just needs to select 
the battery checkbox to get notified about any robot that is running critically low on 
battery. User can then decide to remove that robot from the swarm. 
 
To test hierarchical clustering, we used a swarm of 12 robots, out of which the value 
of the left-most sensors of three robots were turned off and another three robots had 10 
added to the value of the right-most sensors, while the rest of them performed 
normally. As can be seen in Fig. 23, the GUI highlights the robots that perform 
differently from the rest of the collective. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 23. Hierarchical clustering shown on GUI. 
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The flocking performance can be 
measured in terms of how the 
swarm organizes over time and 
how long it takes for it to 
achieve a low entropy. Here is a 
sample of a graph from the GUI 
(Fig. 24). It represents about 120 
seconds of the flocking from the 
beginning. As can be seen from 
the graph, there is quite a lot of 
randomness associated with the 
emergent behavior. It’s not a smooth plot, even if some noise has been filtered out by 
using past frames. The swarm goes through varied degrees of randomness before 
achieving movement as a flock. It is difficult for a user to observe the state of the 
collective in such a condition. OpenMind framework assists the user to determine if 
the swarm is moving towards the goal of flocking by providing an intuitive graph, 
which gets updated as the swarm moves. 
 
 
Since OpenMind is designed for a swarm of robots, it’s important to look at scalability 
of the memory requirement, bandwidth, computation time and analysis. We use a 
swarm of 12 robots to discuss these parameters. 
 
• Memory: This is the MongoDB data that is accumulated by the robots. 12 
robots accumulate around 0.3 GB of data in 1 hour. Frames from the overhead 
Figure 24. Graph of entropy of the robot collective. 
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camera are not stored, but only used to get the position and orientation of the 
robots and to display the live feed for the user. The history of the frames from 
the camera is therefore not needed. Old data points could also be discarded to 
improve the memory requirement. 
• Computation: 
o Communication: This is dependent on the capability of the base-station. 
In current system, 20 updates per second are received from all the 12 
robots. Without the need for inter-robot communication, the number of 
transmitted messages decrease linearly with the number of robots, as in 
the case of flocking. With a larger number of robots, noise and 
interference may become a problem, but can be handled by adding 
more receivers. 
o Image Processing: The image processing time taken by AprilTag 
detection is dependent on the size of the swarm. As the number of 
robots increase, the frame rate will decrease as the processing of 
images for getting robot position and orientation will become slower, as 
more tags have to be detected. In the current system with 12 robots, we 
can process 30 frames per second on average, which is 3 times faster 
than what we need to present the live video. A single processor can 
handle between 18-36 tags to be able to process fast enough for live 
feed. But the detection can be parallelized to make the framework 
compatible with larger swarms. 
o Analysis:  
§ Accuracy: The accuracy of the analysis depends on the amount 
of available data. It improves with the number of robots and 
length of the execution. This is because the state verification 
and behavioral modeling analysis are based on statistical 
inference. Hence, with a very small collective or a short run, the 
model might not be useful.  
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§ Time complexity: The time complexity for both behavioral 
clustering and entropy calculation is O(n2) 
 
Scalability improvement would require more work in this area. For OpenMind, we 
don’t require a full view of the arena. Moreover, it can handle some missing frames. 
Scalability issues can thus be combated by only listening to and processing data for a 
part of the swarm. It may also be possible to apply OpenMind in scenarios where 
swarm operates in a large geographical area, where getting a view of the entire 
collective at once is impractical. Or it might also be applied to larger swarms, using 
multiple overlooking cameras. 
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5. DISCUSSION 
 
This work provides the building blocks for a non-expert user to support the robot 
swarm. Autonomous swarms are increasingly being studied for real world 
applications, but their operation and monitoring remains difficult. Human support will 
prove highly beneficial in aiding the swarm to goal completion. Due to the high 
cognitive load, it is difficult however for a user to monitor the swarm. OpenMind is a 
decision support system that helps the non-expert user in supporting the swarm by 
overlaying relevant information onto a live video of the swarm, while also 
automatically analyzing the data. The user can see the internal state of the robots, any 
discrepancies in the sensors and actuators, state level variances of the robots within the 
collective, and the performance of the collective over time. 
 
We leave user studies to determine the effectiveness of the system for future work. 
User studies would improve generalization and practicality of the framework. We aim 
for further improving the framework to help move robot swarms from lab to real 
world scenarios. Things we target for improvements are:  
i) automatic model generation for robots, sensors and actuators. 
ii) classification of a wider set of malfunctions and discrepancies. 
iii) analysis and prediction of more complex swarm behaviors on more 
complicated platforms. 
iv) prioritizing information shown to the user, further reducing the cognitive 
load. 
v) implementing the framework on a hand-held device so that the user can 
move amongst the collective while assessing its state.  
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In addition, we could also focus on making the GUI more user-friendly by conducting 
user studies on the choice of colors, fonts and layouts. For usability by a general non-
expert user, we could focus on picking colors that are friendly for color blind 
individuals. The choice of display components can be improved so that it’s easy to 
distinguish the different categories of information even when they are all selected 
together. More intuitive controls, instead of the checkboxes, can be used to show the 
information on the GUI. Enabling human support of robot swarms by overcoming 
cognitive limitations is a significant step towards aiding real world application of 
autonomous swarms. 
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