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1. INTRODUCTION
In the mathematical study of T-duality the notion of T-duality triples has
been introduced in [1]. A key feature of T-duality triples is that they come
with an isomorphism in twisted K-theory. In [2] T-duality over orbifolds
has been studied, and a corresponding isomorphism in Borel K-theory was
proven. However, they did not prove the corresponding isomorphism in
K-theory. At least partially, this work fills that gap.
In [10] it has been shown that the approach to T-duality of [1] using T-
duality triples is equivalent to the C∗-algebraic approach of [7]. In the latter
Connes’ Thom isomorphism [5] turns out to be the key tool to identify the
K-theories of T-dual objects. The application in K-theory given in this work
is also based on Connes’ Thom isomorphism, however, the techniques used
herein are quite different from [7].
In this work we study T-duality triples (we will call them topological
triples) over the singleton space equippedwith an action of a finite group Γ.
Let us start with its precise definition. A topological triple is a Γ-equivariant
commutative diagram of trivialisable principal fibre bundles
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where the structure groups of the bundles are as indicated. Here PU is
the projective unitary group of some separable Hilbert space, G is a locally
compact abelian group with discrete and cocompact subgroup N, and Ĝ is
the dual group of G containing N⊥, the annihilator of N. Moreover, the iso-
morphism on top of the diagram must satisfy a certain condition: By triv-
ialisability of the diagram, for a trivialisation the top isomorphism defines
a function G/N × Ĝ/N⊥ → PU, thus a class in Hˇ1(G/N × Ĝ/N⊥, U(1)).
The requirement is that there exists a trivialisation such that this class is
contained in the subgroup of Hˇ1(G/N × Ĝ/N⊥, U(1)) which is generated
by the Poincare´ class. The Poincare´ class is the class of the canonical line
bundle over G/N × Ĝ/N⊥. If for an integer L the class of the top isomor-
phism is L times the Poincare´ class, then we call L the order of the topolog-
ical triple.
To a topological triple we can associate two C∗-algebras C∗(E, P) and
C∗(Ê, P̂) which are the crossed product C∗-algebras of the group Γ with
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the C∗-algebras of sections of the associated C∗-bundles P×PUK→ E and
P̂×PUK→ Ê. HereK is the C∗-algebra of compact operators. It is the prin-
cipal aim of this paper to understand how the two C∗-algebras C∗(E, P)
and C∗(Ê, P̂) are related to each other. In particular, if the order of the
topological triple is L = 1, we establish an isomorphism in K-theory be-
tween K∗Γ,P(E) := K∗(C
∗(E, P) and K∗
Γ,P̂
(Ê) := K∗(C∗(Ê, P̂). These groups
are the equivariant twisted K-theories of E and Ê with twists given by P
and P̂, respectively. Alternatively, these are the twisted K-theories of the
transformation groupoids Γ n E and Γ n Ê with twists P and P̂, respec-
tively. Turning from a groupoid to the stack presented by it, one may also
take these groups as the twisted K-theories of the quotient stacks [E/Γ] and
[Ê/Γ] with twists P and P̂, respectively.
We give a short overview of this work.
We introduce the notion of pairs in section 3. A pair consists of princi-
pal fibre bundle over the singelton space with structure group G/N and a
projective unitary trivialisable principal bundle on its total space, where a
finite group Γ acts on all spaces by bundle automorphisms.
If on a pair there is an additional action of G, we call these data a dynami-
cal triple. A dynamical triple defines in a natural way a class in H2(N, U(1))
called the Mackey obstruction. If the Mackey obstruction of a dynamical
triple vanishes we call the triple dualisable (section 5), and we prove in
section 7 a classification theorem for dualisable dynamical triples. This is
the key tool for our first important result, namely, the existence of a natural
duality theory (section 9) of dualisable dynamical triples (on the level of
equivalence classes). The dual objects are given by replacing everything by
its dual in the sense of the duality theory of abelian groups (section 8).
In section 10 we show that the duality theory of section 9 is the same du-
ality theory which one obtains if one concerns the associated C∗-dynamical
systems and uses the duality theory of abelian crossed products.
In section 11 we introduce topological triples the objects of our main
interest. The second important result of this work, the classification theo-
rem of topological triples (section 12), enables us to point out the relation
between dynamical triples and topological triples: there is a natural bijec-
tion (section 14) between (the equivalence classes of) dualisable dynamical
triples and (the equivalence classes of) regular topological triples of order
1. Regular topological triples (section 13) are a subclass of all topological
defined by means of their classification.
The main result of this work is then stated in section 15, where all partial
results are puzzled together. If we fix the groups G = Rn and N = Zn,
then we show first that all topological triples are regular. Thus, there is
a natural bijection between topological triples of order 1 and dualisable
dynamical triples. By the duality theory of section 9 and Connes’ Thom
isomorphism, we then obtain the mentioned isomorphism in equivariant
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twisted K-theory.
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2. NOTATION
1. By Γ we will always denote a finite group. By G will always denote a
second countable, Hausdorff, locally compact abelian group which has a
discrete, cocompact subgroup N, i.e. the quotient G/N is compact. The
dual group Hom(G, U(1)) of G is denoted by Ĝ. It contains the cocompact
subgroup N⊥ := {gˆ ∈ Ĝ | gˆ|N = 1}. Recall the classical isomorphisms of
Pontrjagin duality [9]
G ∼= ̂̂G, N̂ ∼= G/N, Ĝ/N ∼= N⊥.
For all pairings between an abelian group H and its dual Ĥ we are going to
use the bracket notation
〈 , 〉 : Ĥ × H → U(1).
As an example, take g ∈ G which is mapped to z ∈ G/N by the quotient
map, and let n ∈ N⊥ ⊂ Ĝ. Then we have the identity
〈n, g〉 = 〈n, z〉,
where the first pairing is between Ĝ and G and the second is between
N⊥ ∼= Ĝ/N and G/N.
2. Once and for all we fix Borel sections σ : G/N → G and σˆ : Ĝ/N⊥ → Ĝ
of the quotient maps G → G/N and Ĝ → Ĝ/N⊥.
3. If M is an abelian group and module over the finite group Γ, we have the
group cohomological chain complex
· · · δ−→ Cn(Γ,M) δ−→ Cn+1(Γ,M) δ−→ · · ·
where Cn(Γ,M) is the set of all maps from Γn to M. We use the following
(non standard) convention for the boundary operator δ
(δm)(a0, . . . , an) := (a0)−1 ·m(a1, . . . , an)−m(a1a0, a2, . . . , an)
+m(a0, a2a1, . . . , an)− · · ·+ · · ·
+(−1)n−1m(a0, . . . , anan−1) + (−1)nm(a0, . . . , an−1)
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which fits better in our formulas than the usual one. We will write the
group law in M multiplicative whenever the moduls is U(1) (trivial mod-
ule structure) or a space of U(1)-valued functions on G/N or Ĝ/N⊥. In
the latter case the action of a ∈ Γ on a function f on G/N is of the form1
(a · f )(z) := f (−χ(a) + z), where χ : Γ → G/N is a homomorphism. Du-
ally, Γ acts on a space of functions on Ĝ/N⊥ by a homomorphism χˆ : Γ →
Ĝ/N⊥. The corresponding boundary operators are denoted δχ or δχˆ.
4. We will also consider modules over the groups G and Ĝ, then we use
the notation d and dˆ for the boundary operator which is given by the same
algebraic formula as δ above. On a space of functions on G/N the group G
acts in obvious way in the arguments of the functions by (the negative of)
the canonical homomorphism G → G/N. Similarly, Ĝ acts on functions on
Ĝ/N⊥.
5. U(H) is the unitary group of some separable Hilbert space H, it is
equipped with the strong operator topology. The quotient by its center
U(1) is the projective unitary group PU(H). We denote the quotient map
by
Ad : U(H) → PU(H).
The action of PU(H) on U(H) by conjugation is denoted by
PU(H)×U(H) → U(H)
(v,U) 7→ v[U] := VUV−1,
where V ∈ Ad−1(v) is some pre-image of v.
6. The action of PU(H) on the C∗-algebra of compact operators K(H) by
conjugation is also denoted with squared brackets: v[K], for K ∈ K(H), v ∈
PU(H). This defines an isomorphism between PU(H) and theC∗-automorphism
group of K(H).
7. A U(H)-valued or U(1)-valued Borel function on any of the groups
Γ,G,G/N, . . . gives rise to a unitary multiplication operator on the cor-
responding L2-space. By abuse of notation, we denote the function and
its multiplication operator by same symbol. E.g. consider G/N 3 z 7→
〈g, σ(z)〉 ∈ U(1), then
〈g, σ( )〉 : L2(G/N) → L2(G/N)
F 7→ (z 7→ 〈g, σ(z)〉F(z)).
1Observe that theminus sign of the action cancels theminus sign of (a0)−1 in the bound-
ary operator.
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To make the reader more familiar with that notation we note here that by
composition with Ad we obtain a map
G → PU(L2(G/N))
g 7→ Ad(〈g, σ( )〉).
3. PAIRS
Let Γ be any finite group, and letH be any separable Hilbert space.
Definition 3.1 A pair (P, E) (over the one point space ∗) with underlying
Hilbert spaceH is a Γ-equivariant sequence
Γ
""

P

	 PU(H)
E

	 G/N
∗

of trivialisable principal fibre bundles, where Γ acts (from the left) by bundle auto-
morphisms.
Due to the triviality condition on Pwe have a diagram of bundle isomor-
phisms
(1) G/N × PU(H) //

P

G/N

// E
∗ = // ∗.
We call any choice of such bundle isomorphisms a chart for the pair. Pull-
back of the Γ-actions along the chart induces Γ-actions on G/N and G/N×
PU(H) which are given by a homomorphism
(2) χ : Γ→ G/N
and a group cohomological 1-cocycle λ : Γ→ C(G/N, PU(H)), i.e.
(3) λ(ba, z) = λ(b, z+ χ(a)) λ(a, z),
for a, b ∈ Γ and z ∈ G/N. Equivalently, one can consider (χ,λ) as a single
homomorphism
χ× λ : Γ→ G/Nn C(G/N, PU(H)),
where G/Nn C(G/N, PU(H)) is the semi-direct product.
EQUIVARIANT T-DUALITY OF LOCALLY COMPACT ABELIAN GROUPS 7
It is obvious that any tuple (χ,λ)with these properties defines the struc-
ture of a pair on G/N× PU(H) → G/N → ∗, and in this sense we also call
such a tuple (χ,λ) a pair.
A morphism (ϕ, ϑ, θ) from a pair P→E → ∗ with underlying Hilbert
space H to a pair P′→E′ → ∗ with underlying Hilbert space H′ is a com-
mutative diagram of Γ-equivariant bundle isomorphisms
(4) P
ϑ //

ϕ∗P′

E
θ //

E′
∗ = // ∗,
where ϕ is the mod-U(1) class of a unitary isomorphism H → H′, and
ϕ∗P′ is the PU(H)-bundle P′×PU(H′) PU(H), where PU(H′) acts on PU(H)
via ϕ∗ : PU(H′) → PU(H). Pairs and their morphisms form a category;
composition of morphisms (ϕ, ϑ, θ) and (ϕ′, ϑ′, θ′) is just component-wise
composition (ϕ′ ◦ ϕ, ϑ′ ◦ ϑ, θ′ ◦ θ). The resulting category is a groupoid, i.e.
every morphism is an isomorphism.
IfH0 is a separable Hilbert space and P is a principal PU(H)-bundle, we
use the notation
PH0 := PU(H0)⊗ P
:= P×PU(H) PU(H0 ⊗H).(5)
for the associated (stabilised) bundle. We call two pairs (P, E) and (P′, E′)
with underlying Hilbert spacesH andH′ stably isomorphic if there exists
a separable Hilbert space H0 such that the pairs (PH0 , E) and (P
′
H0
, E′) are
isomorphic.
We call two pairs (P, E) and (P′, E′) outer conjugate if they are isomor-
phic up to a unitary cocycle, i.e. if there are morphisms of pairs
(6) P //

G/N × PU(H)

	 λ P′ //

G/N × PU(H)

	 λ′
E //

G/N

	 χ E′ //

G/N

	 χ′
∗ = // ∗, ∗ = // ∗,
then the induced pairs (χ,λ) and (χ′,λ′) satisfy χ = χ′ and λ′ = λ Ad(l),
where l : Γ × G/N → U(H) is a continuous function which satisfies the
unitary cocycle condition
l(ba, z) = λ(a, z)−1[l(b, z+ χ(a))] l(a, z).(7)
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We call two pairs (P, E) and (P′, E′) stably outer conjugate if there exists
a separable Hilbert space H0 such that the pairs (PH0 , E) and (P
′
H0
, E′) are
outer conjugate.
It is elementary to check that the notions of isomorphism, stable isomor-
phism, outer conjugation and stable outer conjugation are equivalence re-
lations which may be arranged in a diagram of implications
isomorphism
of pairs
+3

outer conjugation
of pairs

stable isomorphism
of pairs
+3 stable outer conjugation
of pairs .
Example 3.1 Let (χ,λ) be any pair with underlying Hilbert space H, and let
ρ : Γ → U(L2(Γ)) be the right regular representation, then (χ,λ ⊗ Ad(ρ)) is
a pair with underlying Hilbert space H ⊗ L2(Γ) and stably outer conjugate to
(χ,λ).
Proof : Firstly, (χ,λ) and (χ,λ⊗Ad(1L2(Γ))) are stably isomorphic, for let
H0 be another infinite dimensional Hilbert space, then we have an isomor-
phism of hilbert spaces L2(Γ)⊗H0 → H0 which induces an isomorphism
of pairs(
χ,
(
λ⊗Ad(1L2(Γ))
)⊗Ad(1H0))→ (χ,λ⊗Ad(1H0))
with underlying Hilbert spaces L2(Γ)⊗H0 andH0.
Secondly, (χ,λ⊗Ad(1L2(Γ))) and (χ,λ⊗Ad(ρ)) are outer conjugate, for
we can define
l(a, z) := 1H ⊗ ρ(a)
which clearly satisfies (7). 
Let us denote by Par the set valued contravariant functor that sends a
finite group Γ to the set of stable outer conjugation classes of pairs, i.e.
Par(Γ) := { pairs }/st.out.conj. ,(8)
and if f : Γ′ → Γ is a homomorphism of finite groups, then pullback defines
a map f ∗ : Par(Γ) → Par(Γ′).
Let (P, E) be a pair. We choose a chart to obtain an induced (χ,λ) pair.
Note that the homomorphism χ : Γ → G/N is independent of the choice
of the chart. So we obtain another set valued functor
Par(Γ,χ) := { pairs with fixed χ}/st.out.conj. ,(9)
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defined on the category of homomorphisms χ : Γ → G/N whose mor-
phisms are commutative diagrams of group homomorphisms
Γ′ //
χ′

Γ
χ

G/N G/N.
The set Par(Γ,χ) becomes an abelian group by tensor product and complex
conjugation of projective unitary bundles.
Let L ∈ Z be any integer. If (Lχ,λ) is a pair, then it is immediate that
also (χ, L∗λ) is a pair, where (L∗λ)(a, z) := λ(a, Lz). This leads to a natural
map
L∗ : Par(Γ, Lχ) → Par(Γ,χ)(10)
which we define by sending (Lχ,λ) to (χ, L∗λ).
4. PAIRS, THEIR C∗-ALGEBRAS AND K-THEORY
For any pair (P, E) we can consider the C∗-algebra of continuous sections
Γ(E, F) for the associated C∗-bundle F := P ×PU(H) K(H) with the com-
pacts as fibre. Naturally, this C∗-algebra together with its inherited ac-
tion α of Γ defines a C∗-dynamical system (Γ, α, Γ(E, F)). We denote by
C∗(E, P) := Γn Γ(E, F) the corresponding crossed product C∗-algebra [8].
As Γ is finite, we know by [6] that the equivariant K-theory of Γ(E, F) is
given by the K-theory of its crossed product,
KΓ∗(Γ(E, F)) ∼= K∗(Γn Γ(E, F)).
In this paper we take this last expression as definition for twisted equivari-
ant K-theory:
Definition 4.1 The twisted equivariant K-theory of a pair (P, E) is
K∗Γ,P(E) := K∗(C
∗(E, F)).
We also use the notation C∗(χ,λ) and K∗χ,λ(G/N) for the crossed product
C∗-algebra and the twisted equivariant K-theory of the pair (χ,λ), respec-
tively.
Now, consider two pairs (P, E) and (P′, E′) such that their classes match
in Par(Γ), i.e. they are stably outer conjugate. Then the C∗-dynamical sys-
tem (Γ, α′, Γ(E′, F′)) is Morita equivalent to (Γ, α, Γ(E, F)) [4], and therefore
we know in particular that there is an isomorphism in twisted equivariant
K-theory
K∗Γ,P(E) ∼= K∗Γ,P′(E′).
The sections Γ(G/N,G/N×K(H)) of a pair (χ,λ) can be identifiedwith
the continuous functions C(G/N,K(H)), and for a function f : G/N →
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K(H) the induced action of a ∈ Γ is given by
(α(χ,λ)(a) f )(z) = λ(a, z)
−1[ f (z+ χ(a))].
Now, let L ∈ Z be any integer, and let (Lχ,λ) be a pair. Then we have a
morphism of C∗-dynamical systems(
Γ, α(Lχ,λ),C(G/N,K(H))
)
→
(
Γ, α(χ,L∗λ),C(G/N,K(H))
)
(11)
f 7→ (z 7→ f (Lz))(12)
This map induces maps between the crossed products L∗ : C∗(Lχ,λ) →
C∗(χ, L∗λ) and in K-theory L# : K∗Lχ,λ(G/N) → K∗χ,L∗λ(G/N). For later
purpose we note that L# fits into the six term exact sequence
K1χ,L∗λ(G/N) // K0(C(L∗)) // K
0
Lχ,λ(G/N)
L#

K1Lχ,λ(G/N)
L#
OO
K1(C(L∗))oo K0χ,L∗λ(G/N)oo
(13)
which is induced by the exact sequence
1→ C0((0, 1),C∗(χ, L∗λ)) → C(L∗) → C∗(Lχ,λ) → 1,
where C(L∗) is the mapping cone of L∗ : C∗(Lχ,λ) → C∗(χ, L∗λ).
5. DYNAMICAL TRIPLES
Let (P, E) be a pair. The quotient map G 3 g 7→ gN ∈ G/N induces a right
G-action on E.
Definition 5.1 A decker is just a continuous (right) action ρ of G on P by
bundle automorphisms that lifts the induced G-action on E and commutes with
the Γ-action of P.
The existence of deckers can be a very restrictive condition on the bun-
dle P → E. (See e.g. Proposition 5.1 below.) In fact, they need not exist
and need not to be unique in general, but they play a central roˆle in what
follows, therefore we introduced an extra name.
Definition 5.2 A dynamical triple (ρ, P, E) (over the point) is a pair (P, E)
together with a decker ρ.
Equivalently, a dynamical triple is a Γ× G-equivariant sequence
Γ×G ""

P

	 PU(H)
E

	 G/N
∗

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of trivialisable principal fibre bundles where Γ × G acts from the left2 by bundle
automorphisms such that the restricted action of 1× G on E is the induced action.
Let (ρ, P, E) be a dynamical tripel. As soon as we have chosen a chart for
the pair, we see that the decker is given by a continuous 1-cocycle µ : G →
C(G/N, PU(H)), i.e. for g, h ∈ G and z ∈ G/N we have
(14) µ(g+ h, z) = µ(g, z+ hN) µ(h, z).
As the two actions of Γ and G commute, we directly obtain the relation
λ(a, z+ gN) µ(g, z) = µ(g, z+ χ(a)) λ(a, z)(15)
between µ and (χ,λ).
Conversely, if we are given a tuple (χ,λ, µ) satisfying (14), (2), (3) and
(15), we obtain the structure of a dynamical triple on G/N × PU(H) →
G/N → ∗. We therefore call such tuples also dynamical triples.
Equation (15) can be used to give a complete answer to the existence of
deckers in the case of N = 0, i.e. G = G/N.
Proposition 5.1 Assume N = 0. Let P→E p→ ∗ be a pair. Then a decker
exists if and only if there is a Γ-equivariant bundle isomorphism P ∼= p∗P′ for a
Γ-equivariant PU(H)-bundle P′ → ∗.
Proof : If P ∼= p∗P′ for some PU(H)-bundle P′ → ∗ we obtain a decker by
the G-action on the first entry of the fibered product p∗P′ = E× P′.
Conversely, we fix a chart by two isomorphisms E ∼= G/N and P ∼=
G/N × PU(H) to get an induced triple (µ,χ,λ). Then we define λ′ : Γ →
PU(H) by λ′(a) := µ(χ(a), 0)−1 λ(a, 0), for a ∈ Γ. This is well-defined
since G = G/N.
Claim 1 : λ′ is a homomorphism, i.e. a projective unitary representation.
Proof : Let a, b ∈ Γ, then
λ′(b) λ′(a)
= µ(χ(b), 0)−1 λ(b, 0) µ(χ(a), 0)−1 λ(a, 0)
(15)
= µ(χ(b), 0)−1 µ(χ(a),χ(b) + 0)−1︸ ︷︷ ︸ λ(b, 0+ χ(a)) λ(a, 0)︸ ︷︷ ︸
(14)
= µ(χ(a) + χ(b), 0)−1
(3)
= λ(ba, 0)
= λ′(ba).
Thus, P′ := PU(H) → ∗ becomes Γ-equivariant.
Claim 2 : P ∼= p∗P′.
Proof : The Γ-action on p∗P′ = E× PU(H) ∼= G/N × PU(H) is given by
the cocycle
Γ 3 a 7→ λ′(a) ∈ PU(H) ⊂ C(G/N, PU(H)).
2G is commutative so any right action is a left action.
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We define an isomorphism f : P → p∗P′ by use of the chart by
P
f−→ p∗P′
∼=↓ ↓∼=
G/N × PU(H) −→ G/N × PU(H)
(z,U) 7−→ (z, µ(z, 0)−1U).
This is in fact a Γ-equivariant isomorphism since from (15) it follows for
G = G/N and a ∈ Γ
µ(z, 0)−1 = λ(a, 0)−1 µ(z,χ(a))−1 λ(a, z)
= λ(a, 0)−1 µ(χ(a), 0) µ(z+ χ(a), 0)−1 λ(a, z)
= λ′(a)−1 µ(z+ χ(a), 0)−1 λ(a, z).
Thus the isomorphism f commutes with the action of Γ. 
We introduce the notions of (iso-)morphism, stable isomorphism, outer
conjugation and stable outer conjugation in the same way as we did for
pairs, we just have to replace the group Γ and its actions by Γ× G every-
where. We then have a similar diagram of implications
isomorphism
of dyn. triples
+3

outer conjugation
of dyn. triples

stable isomorphism
of dyn. triples
+3 stable outer conjugation
of dyn. triples
Wemake the notion of outer conjugationmore explicit in the next lemma.
Let (χ,λ, µ) be a dynamical triple. The joint action of Γ× G is described by
the cocycle ν(a, g, z) := λ(a, z+ gN)µ(g, z), and outer conjugate triples are
given by ν′(a, g, z) := ν(a, g, z) Ad(n(a, g, z)), wherein n : Γ× G× G/N →
U(H) is continuous and satisfies
n(yx, z) = ν(x, z)−1[n(y, z · x)] n(x, z),
for x, y ∈ Γ×G, and z · x := z+χ(a)+ gN if x = (a, g). We can characterise
outer conjugate triples in terms of the cocycles λ and µ:
Lemma 5.1 Two dynamical triples (χ,λ, µ) and (χ′,λ′, µ′) (with same under-
lying Hilbert spaceH) are outer conjugate if and only if (up to isomorphism)
χ = χ′, λ′ = λ Ad(l), µ′ = µ Ad(m),
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where l : Γ × G/N → U(H) and m : G × G/N → U(H) are continuous,
unitary functions such that the (joint) cocycle condition
l(ba, z) = λ(b, z)−1[l(b, z+ χ(a))] l(a, z)
m(g+ h, z) = µ(g, z)−1[m(h, z+ gN)] m(g, z)
λ(a, z)−1[m(g, z+ χ(a)] l(a, z) = µ(g, z)−1[l(a, z+ gN)] m(g, z)
is satisfied.
Proof : To obtain l and m from n one can define
l(a, z) := n(a, 0, z) and m(g, z) := n(1, g, z).
Conversly, if l and m are given, one can define
n(a, g, z) := µ(g, z)−1[l(a, z+ gN)] m(g, z).
It is then easily checked that the functions defined in this way satisfy the
corresponding cocycle conditions. 
We illustrate our notions by two examples.
Example 5.1 Let (χ,λ, µ) be a dynamical triple, and let λG : G → U(L2(G))
be the left regular representation of G, and let ρ : Γ → U(L2(Γ)) be the right
regular representation of Γ.
Then the two triples (χ,λ, µ) and (χ,λ⊗Ad(1L2(G))⊗Ad(ρ), µ⊗Ad(λG)⊗
Ad(1L2(Γ))) are stably outer conjugate.
Proof : The argument is the same as in Example 3.1. The triple (χ,λ.µ)
and its stabilisation (χ,λ ⊗ 1 ⊗ 1, µ ⊗ 1 ⊗ 1) are stably isomorphic, and
the triples (χ,λ⊗ 1, µ⊗ 1) and (χ,λ⊗Ad(1L2(G))⊗Ad(ρ), µ⊗Ad(λG)⊗
Ad(1L2(Γ))) are outer conjugate by
l(a, z) := 1L2(G) ⊗ ρ(a), m(g, z) := λG(g)⊗ 1L2(Γ)
which satisfy the conditions of Lemma 5.1. 
Example 5.2 Let (χ,λ, µ) be a dynamical triple and let (χ,λAd(l)) be an outer
conjugate pair to (χ,λ) which is also isomorphic to (χ,λ) by a morphism
λAd(l)

G/N × PU(H)

v // G/N × PU(H)

	 λ, µ
G/N = //

G/N
∗ = // ∗
which has vanishing class [v] = 0 ∈ Hˇ1Γ(G/N, U(1)) (see Appendix B for the
definition of [v]).
Then the triples (χ,λ, µ) and (χ,λAd(l), v∗µ) are outer conjugate.
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Proof : Because the class of v vanishes, we can assume without restriction
that it is implemented by continuous, unitary functions u : G/N → U(H)
such that λ(a, z)−1[u(z+ χ(a))] = u(z) l(a, z)−1. The pulled back cocycle
v∗µ is given by
(v∗µ)(g, z) = Ad(u(z+ gN)−1)µ(g, z) Ad(u(z))
= µ(g, z) Ad
(
µ(g, z)−1[u(z+ gN)−1]u(z)︸ ︷︷ ︸ ).
=: m(g, z)
We have to check that l and m satisfy the joint cocycle condition of Lemma
5.1. The first equality just involves l, and therefore holds by assumption.
We compute the other two
m(g+ h, z)
= µ(g+ h, z)−1
[
u(z+ gN + hN)−1
]
u(z)
= µ(g, z)−1
[
µ(h, z+ gN)−1
[
u(z+ gN + hN)−1
]]
u(z)
= µ(g, z)−1
[
µ(h, z+ gN)−1
[
u(z+ gN + hN)−1
]
u(z+ gN)
]
µ(g, z)−1
[
u(z+ gN)−1
]
u(z)
= µ(g, z)−1[m(h, z+ gN] m(g, z)
which proves the second equality; and
λ(a, z)−1
[
m(g, z+ χ(a))
]
l(a, z)
= λ(a, z)−1
[
µ(g, z+ χ(a))−1
[
u(z+ gN + χ(a))−1
]
u(z+ χ(a))
]
l(a, z)
(15)
= µ(g, z)−1λ(a, z+ gN)−1
[
u(z+ gN + χ(a))−1
]
λ(a, z)−1
[
u(z+ χ(a))
]
l(a, z)
[ν]=0
= µ(g, z)−1
[
l(a, z+ gN)u(z+ gN)−1
]
u(z)
= µ(g, z)−1
[
l(a, z+ gN)
]
m(g, z)
proves the last equality. 
By Dyn we denote the set valued functor that sends a finite group Γ to
the set of equivalence classes of stably outer conjugate dynamical triples,
i.e.
Dyn(Γ) := { dynamical triples }/st.out.conj..(16)
In the same manner as we did for the functor Par we can define a subfunc-
tor of Dyn by
Dyn(Γ,χ) := { dynamical triples with fixed χ}/st.out.conj..(17)
This yields a decomposition Dyn(Γ) = äχDyn(Γ,χ). For fixed χ, each
Dyn(Γ,χ) has the structure of an abelian group given by tensor product
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and complex conjugation of projective unitary bundles, and by Lemma 5.1
there are well-defined forgetful maps
Dyn(Γ,χ) → Par(Γ,χ), Dyn(Γ) → Par(Γ)
which extend to natural transformations
Dyn→ Par.
6. DUALISABLE DYNAMICAL TRIPLES
Fix a homomorphism
χ : Γ→ G/N.
We consider Lχ := L∞(G/N, U(1)) as a topological Γ-G-bimodule in a nat-
ural fashion: The action is given by shifting the argument of a function by
−χ(a) or −gN for a ∈ Γ or g ∈ G. The topology on Lχ is the strong (or
weak) operator topology, i.e. we consider Lχ as a a set of unitary multipli-
cation operators on the Hilbert space L2(G/N,H).
Let Bk,l(Γ,G, Lχ) be the group of all Borel functions Γk × Gl → Lχ, then
we find a double complex
...
...
...
B2,0(Γ,G, Lχ)
d //
δχ
OO
B2,1(Γ,G, Lχ)
d //
δχ
OO
B2,2(Γ,G, Lχ)
d //
δχ
OO
· · ·
B1,0(Γ,G, Lχ)
d //
δχ
OO
B1,1(Γ,G, Lχ)
d //
δχ
OO
B1,2(Γ,G, Lχ)
d //
δχ
OO
· · ·
B0,0(Γ,G, Lχ)
d //
δχ
OO
B0,1(Γ,G, Lχ)
d //
δχ
OO
B0,2(Γ,G, Lχ)
d //
δχ
OO
· · · ,
wherein d for the group G and δχ for Γ are the group cohomological bound-
ary operators. We denote the resulting total complex by
(
B•(Γ,G, Lχ), ∂χ
)
,
i.e.
Bp(Γ,G, Lχ) :=
⊕
p=k+l
Bk,l(Γ,G, Lχ)
and (if we write the group law in L additive for a moment)
∂χ|Bk,l(Γ,G,Lχ) := d+ (−1)lδχ.
We denote by H•Bor(Γ,G, Lχ) the corresponding cohomology groups.
The algebraic structure of a dynamical triple gives rise to a 2-cohomology
class as we explain now. Let (χ,λ, µ) be a dynamical triple. One should re-
alise at this point that when we suppress the non-commutativity of PU(H)
for a moment the cocycle conditions for λ and µ together with (15) are
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equivalent to ∂χ(λ, µ) = 1. Now, we lift the cocycles to unitary valued,
Borel functions which will define a 2-cocycle. In detail: Choose for both, µ
and λ, unitary lifts to Borel functions µ : G → L∞(G/N, U(H)) and λ : Γ→
L∞(G/N, U(H)) such that Ad(µ(g, z)) = µ(g, z) andAd(λ(a, z)) = λ(a, z).
Then we define (ψ, φ,ω) by
λ(b, z+ χ(a)) λ(a, z) = λ(ba, z) ψ(a, b, z),
λ(a, z+ gN) µ(g, z) = µ(g, z+ χ(a)) λ(a, z) φ(a, g, z),
µ(h, z+ gN) µ(g, z) = µ(g+ h, z) ω(g, h, z).(18)
Due to (3), (14) and (15), these three functions ψ, φ and ω are U(1)-valued
and satisfy the algebraic relations (written multiplicative)
δχψ = 1,
δχφ = dψ,
dφ = δχω−1,
dω = 1(19)
which is (again in additive notation) equivalent to
(20) ∂χ(ψ, φ,ω) = 0 ∈ B3(Γ,G, Lχ),
i.e. (ψ, φ,ω) is a 2-cocycle. Of course, one can verify this by direct computa-
tion, but indeed it is implicitly clear, because, informally3, we have defined
(ψ, φ,ω) := ∂χ(λ, µ).
Proposition 6.1 The assignment (χ,λ, µ) 7→ (ψ, φ,ω) constructed above de-
fines a homomorphism of groups
Dyn(Γ,χ) → H2Bor(Γ,G, Lχ).
Proof : We must check that the defined total cohomology class is indepen-
dent of all choices. This is simple to verify for the choice of the chart, and
the choice of the lifts of the transition functions and cocycles. It is also clear
that stably isomorphic triples define the same total cohomology class. By
Lemma 5.1 we can directly calculate the cocycle (ψ′, φ′,ω′) for an outer con-
jugate triple. This calculation is straight forward, and, in fact, for µ′ := µm
and λ
′
:= λl we find (ψ′, φ′,ω′) = (ψ, φ,ω). 
Note that we do not claim anything about the injectivity or surjectivity
of the map in Proposition 6.1. We do better in the next section, where we
consider dualisable triples only. For the definition of these consider the
forgetful map
H2Bor(Γ,G, Lχ) → H2Bor(G, L∞(G/N, U(1))) ∼= H2(N, U(1)).(21)
[(ψ, φ,ω)] 7→ [ω]
3 i.e. up to the non-comutativity of U(H)
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The corresponding class in H2(N, U(1)) is called the Mackey obstruction
of the dynamical triple. We will have our focus on those triples which have
a vanishing Mackey obstruction.
Definition 6.1 A dynamical triple is called dualisable if its Mackey obstruc-
tion vanishes.
There is the contravariant set valued sub-functor of Dyn which sends a
finite group to the stable outer conjugation classes of dualisable dynamical
triples. It is denoted by Dyn†, so
Dyn†(Γ) ⊂ Dyn(Γ), Dyn†(Γ,χ) ⊂ Dyn(Γ,χ).(22)
7. THE CLASSIFICATION OF DUALISABLE DYNAMICAL TRIPLES
We start similar to the previous section, but we stick to the continuous set-
ting rather than to the Borel setting. For a homomorphism
χ : Γ→ G/N
we consider the topological Γ-G-bimodule Mχ := C(G/N, U(1)), where
(a, g) ∈ Γ× G acts by shift with −χ(a)− gN in the arguments of the func-
tions. The topology onMχ is the compact-open topology. Let Ck,l(Γ,G,Mχ)
be the group of all continuous functions Γk × Gl → Mχ. Again we have a
double complex
...
...
...
C2,0(Γ,G,Mχ)
d //
δχ
OO
C2,1(Γ,G,Mχ)
d //
δχ
OO
C2,2(Γ,G,Mχ)
d //
δχ
OO
· · ·
C1,0(Γ,G,Mχ)
d //
δχ
OO
C1,1(Γ,G,Mχ)
d //
δχ
OO
C1,2(Γ,G,Mχ)
d //
δχ
OO
· · ·
C0,0(Γ,G,Mχ)
d //
δχ
OO
C0,1(Γ,G,Mχ)
d //
δχ
OO
C0,2(Γ,G,Mχ)
d //
δχ
OO
· · · ,
We denote the resulting total cohomology groups by H•cont(Γ,G,Mχ). For
the classification of dualisable dynamical triples we have to consider the
kernel of the forgetful map
H2cont(Γ,G,Mχ) → H2cont(G,C(G/N, U(1)))
which we denote by H2,†cont(Γ,G,Mχ).
Now, we can state the classification theorem of dualisable dynamical
triples.
Theorem 7.1 There is a natural isomorphism of groups
Dyn†(Γ,χ)
∼=→ H2,†cont(Γ,G,Mχ).
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The proof of Theorem 7.1 is the content of the remainder of this section.
Consider a dualisable dynamical triple (χ,λ, µ). As its Mackey obstruc-
tion vanishes, we can find a unitary Borel lift µ : G → L∞(G/N, U(H)) of
µ which satisfies again the cocycle condition
µ(g+ h, z) = µ(h, z+ gN) µ(g, z).(23)
The function µ(g, ) ∈ L∞(G/N, U(H)) is a multiplication operator which
acts by (µ(g, )F)(z) := µ(g, z)F(z) for F ∈ L2(G/N) ⊗H. We also may
consider µ( . , ) or µ( . , z) asmultiplication operators on L2(G)⊗ L2(G/N)⊗
H or L2(G)⊗H respectively.
As a matter of fact, the cocycle condition (23) implies some useful conti-
nuity properties of the functions mentioned. This is the content of the next
technical lemmata.
Lemma 7.1 The map
G → U(L2(G/N)⊗H)
g 7→ µ(g, )
is continous.
Proof : We consider 1⊗ µ(g, ) ∈ U(L2(G)⊗ L2(G/N)⊗H). Using the co-
cycle condition we have
1⊗ µ(g, ) = µ( . , + gN)−1 µ(g+ . , )
= λG/N (−gN)µ( . , )−1λG/N (gN) λG(−g)µ( . , )λG(g),
where λG/N and λG are the left regular representations of the groups G/N
and G respectively. As the left regular representations are (strongly) con-
tinuous the assertion follows. 
In the next lemma σ : G/N → G is a Borel section of the quotient map
G → G/N.
Lemma 7.2 The maps
G/N → PU(L2(G)⊗H)
z 7→ Ad(µ( . , z))
and
G/N → PU(L2(G/N)⊗H)
z 7→ Ad(µ(σ( ), z))
are continuous.
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Proof : Let zα → z be a converging net. Let xα := zα − z and choose gα →
0 ∈ G such that4 gαN = xα. Then
Ad(µ( . , zα)) = Ad(µ( . , z+ xα))
= Ad(µ( . + gα, z))Ad(µ(gα, z)−1)
= Ad(µ( . + gα, z)) µ(gα, z)−1
= Ad(λG(−gα)µ( . , z)λG(gα)) µ(gα, z)−1
→ Ad(µ( . , z)) µ(0, z)−1.
As µ(0, z) = 1, the continuity of the first map follows.
To prove the continuity of the second map we show first that
σ∗ : L∞(G, U(H)) → L∞(G/N, U(H))
ν( . ) 7→ ν(σ( ))
is continuous. Indeed, let f ∈ L2(G/N) and let ϕ be the characteristic
function of σ(G/N) ⊂ G, so g 7→ f (gN)ϕ(g) is a function in L2(G). Let
νn( . ) → ν( . ) ∈ L∞(G, U(H)) be a converging sequence. Then
‖νn(σ( )) f ( )− ν(σ( )) f ( )‖2 =
∫
G/N
|νn(σ(z)) f (z)− ν(σ(z)) f (z)|2 dz
=
∫
G
|νn(g) f (gN)ϕ(g)− ν(g) f (gN)ϕ(g)|2 dg
→ 0, for n → ∞.
Because Ad ◦ σ∗ is constant along the orbits of U(1) the dotted arrow in
L∞(G, U(H))
Ad

σ∗ // L∞(G/N, U(H))
Ad

PL∞(G, U(H)) σ
∗
// PL∞(G/N, U(H))
is well-defined and continuous by the universal property of the quotient
map.
This proves the Lemma. 
With these two lemmata at hand we can proof the following proposition.
Proposition 7.1 For each dualisable dynamical triple (χ,λ, µ) with underlying
Hilbert spaceH there exists a stably outer conjugate triple (χ,λ′, µ′) with under-
lying Hilbert spaceH′ := L2(G/N)⊗H such that the cocycles λ′ and µ′ permit
continuous lifts
U(H′)

Γ× G/N λ′ //
λ′
88rrrrrrrrrr
PU(H′)
and
U(H′)

G× G/N µ
′
//
µ′
88rrrrrrrrrrr
PU(H′)
,
4 Such gα exist – take a local section of the quotient G → G/N.
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where µ′ still satisfies the cocycle condition (23).
Proof : The triple (χ, 1⊗λ, 1⊗µ)with underlyingHilbert space L2(G/N)⊗
H is stably isomorphic to (χ,λ, µ). Let
G/N × PU(H′)

θ // G/N × PU(H′)

	 1⊗ λ, 1⊗ µ
G/N = //

G/N
∗ = // ∗
be the bundle isomorphismwhich is given by θ(z,U) := (z, Ad(µ(σ( ), z))−1U).
By Lemma 7.2 this is well-defined. We define
(χ,λ′, µ′) := θ∗(χ, 1⊗ λ, 1⊗ µ),
i.e.
µ′(g, z) := Ad
(
µ(σ( ), z+ gN)
)
µ(g, z) Ad
(
µ(σ( ), z)
)−1
= Ad
(
µ(σ( ), z+ gN) µ(g, z) µ(σ( ), z)−1
)
= Ad
(
µ(g+ σ( ), z+ gN) µ(σ( ), z)−1
)
= Ad
(
µ(g, z+ )
)
= Ad
(
λG/N (−z)µ(g, )λG/N (z)︸ ︷︷ ︸ )
=: µ′(g, z).
By Lemma 7.1 µ′ is continous, it is also clear that it satisfies (23).
It remains to show that λ′ also posesses a continous lift. But this follows
from equation (15) which implies for z = 0 that
λ′(a, gN) = µ′(g,χ(a)) λ(a, 0) µ′(g, 0)−1;
as Γ is discrete, the right-hand side has a continuous lift, hence the left-hand
side has. 
Proposition 7.1 enables us to define the classification map of Theorem
7.1. In fact, we define (ψ, φ, 1) as in equation (18), but with with the addi-
tional assumption, that λ and µ are continuous. This defines
Dyn†(Γ,χ) → H2,†cont(Γ,G,Mχ).(24)
To check that our definition is well-defined requires the same arguments as
in Proposition 6.1.
To show that (24) is an isomorphism we construct a map in opposite
direction. To do so, let (ψ, φ, 1) represent an element of H2,†cont(Γ,G,Mχ). We
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regard ψ(a, :, z) and φ(:, g, z) as unitary multiplication operators on L2(Γ).
Let ρ : Γ→ U(L2(Γ)) be the right regular representation, then we define
λψ(a, z) := Ad(ψ(a, :, z)ρ(a))
µφ(g, z) := Ad(φ(:, g, z)).
The cocycle condition ∂χ(ψ, φ, 1) = 1 is equivalent to
ψ(b, :, z+ χ(a)ρ(b) ψ(a, :, z)ρ(a) = ψ(ba, :, z)ρ(ba) ψ(a, b, z)︸ ︷︷ ︸,
∈ U(1)
ψ(a, :, z+ gN)ρ(a) φ(:, g, z) = φ(:, g, z+ χ(a)) ψ(a, :, z)ρ(a) φ(a, g, z)︸ ︷︷ ︸,
∈ U(1)
φ(:, h, z+ gN) φ(:, g, z) = φ(:, g+ h, z).
By taking Ad : U(L2(Γ)) → PU(L2(Γ)) on both sides of the equalities
above, it follows that (χ,λψ, µφ) is a dynamical triple which is mapped to
[ψ, φ, 1] under (24). In this way we obtain a map
H2,†cont(Γ,G,Mχ) → Dyn†(Γ,χ)(25)
such that the composition with (24) is the identity on H2,†cont(Γ,G,Mχ).
To conclude that (24) is an isomorphism we show that the composition
of (24) with (25) is the identity on Dyn†(Γ,χ). So take a triple (χ,λ, µ)
(with underlying Hilbert spaceH) which permits continuous lifts of λ and
µ, then define (ψ, φ, 1) as in (18) and λψ, µφ (with underlying Hilbert space
L2(Γ)) as above. We claim that (χ,λ, µ) and (χ,λψ, µφ) are stably outer
conjugate. In fact, (χ,λ, µ) and (χ,λAd(ρ), µ⊗ 1) (with underlying Hilbert
spaceH⊗ L2(Γ)) are stably outer conjugate. Now, note that (18) implies
λ(a, z)Ad(ρ(a)) = Ad
(
λ(:, z+ χ(a))−1 λ(: a, z) ψ(a, :, z) ρ(a)
)
= Ad
(
λ(:, z+ χ(a))
)−1
λψ(a, z) Ad
(
λ(:, z)
)
and
µ(g, z) = Ad
(
λ(:, z+ gN)−1 µ(g, z+ χ(:)) λ(: a, z) φ(:, g, z)
)
= Ad
(
λ(:, z+ gN)
)−1
µφ(g, z) Ad
(
µ(g, z+ χ(:))︸ ︷︷ ︸ )Ad(λ(: a, z)).
=: m(g, z)
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Thus, we see that there is an isomorphism of dynamical triples
1⊗ λψ, µφAd(m)

G/N × PU(HΓ)

θ // G/N × PU(HΓ)

	 λAd(ρ), µ⊗ 1
G/N = //

G/N
∗ = // ∗,
where HΓ := H ⊗ L2(Γ) and θ(z,U) := (z, Ad(λ(:, z))U). But the triple
(χ, 1⊗ λψ, µφAd(m)) is stably outer conjugate to (χ,λψ, µφ), becausem sat-
isfies the cocycle condition of Lemma 5.1. This shows that the composition
of (24) with (25) is the identity on Dyn†(Γ,χ).
We have just proven Theorem 7.1.
8. DUAL PAIRS AND TRIPLES
Of course, in the whole discussion we made so far the group G and its sub-
group N can be replaced by the dual group Ĝ := Hom(G, U(1)) and the
anihilator N⊥ := {gˆ|gˆ|N = 1} ⊂ Ĝ of N everywhere. This is meaningful as
N⊥ ∼= Ĝ/N is discrete, and Ĝ/N⊥ ∼= N̂ is compact.
Let Γ be a finite group andH be a separable Hilbert space.
Definition 8.1 (1) A dual pair (P̂, Ê) with underlying Hilbert spaceH is
a Γ-equivariant sequence P̂ → Ê → ∗, wherein Ê → ∗ and P̂ → Ê are
trivialisable principal fibre bundles with structure groups Ĝ/N⊥, PU(H)
respectively, and Γ acts by bundle automorphisms.
(2) A dual decker ρˆ is an action by bundle automorphisms of Ĝ on P̂ which
lifts the induced Ĝ-action on Ê and commutes with the given Γ-action of
the pair.
(3) A dual dynamical triple (ρˆ, P̂, Ê) is a dual pair (P̂, Ê) together with a
dual decker ρˆ
(4) A dualisable dual dynamical triple is a dual dynamical triple whose
Mackey obstruction vanishes.
It is clear how to define P̂ar(Γ), D̂yn(Γ) and D̂yn
†
(Γ), and for a homo-
morphism
χˆ : Γ→ Ĝ/N⊥
we also define P̂ar(Γ, χˆ), D̂yn(Γ, χˆ) and D̂yn
†
(Γ, χˆ) as before.
All statements we have achieved so far translate to the dual setting in
the obvious way. In particular we stress the classification theorem for du-
alisable dual dynamical triples (cp. Theorem 7.1):
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Theorem 8.1 There is a natural isomorphism of groups
D̂yn
†
(Γ, χˆ)
∼=→ H2,†cont(Γ, Ĝ,Mχˆ).
Here Mχˆ := C(Ĝ/N⊥, U(1)) is the dual counterpart of Mχ introduced in
section 7, i.e. it has the Γ-Ĝ-bimodule structure given by shift with−χˆ(a)−
gˆN⊥ in the arguments of the functions, for a ∈ Γ, gˆ ∈ Ĝ.
9. THE DUALITY THEORY OF DYNAMICAL TRIPLES
In this section we show that the two functors Dyn† and D̂yn
†
are naturally
isomorphic functors. To do so we construct an assignment (χ,ψ, φ) 7→
(χˆ, ψˆ, φˆ) and then use the classification theorems of dynamical and dual
dynamical triples, Theorem 7.1 and Theorem 8.1.
Let (χ,λ, µ) be a dualisable dynamical triple represented by (ψ, φ, 1). As
dφ = 1 we have
φ(a, g, hN) φ(a, h, 0) = φ(a, g+ h, 0)
= φ(a, h+ g, 0)
= φ(a, h, gN) φ(a, g, 0)
which implies for g = n ∈ N that φ(a, n, hN) = φ(a, n, 0) holds, hence
z 7→ φ(a, n, z) is a constant. Further, N 3 n 7→ φ(a, n, 0) is a continuous
homomorphism. Thus there exists a map χˆ : Γ→ Ĝ/N⊥(∼= N̂) such that
(26) 〈χˆ(a), n〉 = φ(a, n, 0)−1
Proposition 9.1 χˆ : Γ→ Ĝ/N⊥ is a homomorphism of groups.
Proof : We have δχφ = dψ, explicitely this reads for g ∈ G, a, b ∈ Γ
φ(b, g,χ(a))φ(ba, g, 0)−1φ(a, g, 0) = ψ(a, b, gN)ψ(a, b, 0)−1,
and for g = n ∈ N the right-hand side vanishes. 
We choose a lift χ of χ in
G

Γ
χ
==zzzzzzzzz χ // G/N
,
and then we define
ψˆ(a, b, zˆ) := ψ(a, b, 0) φ(b,χ(a), 0)−1
〈χˆ(ba) + zˆ,χ(ba)− χ(a)− χ(b)〉(27)
and
φˆ(a, gˆ, zˆ) := 〈gˆ,χ(a)〉−1,(28)
wherein the scalar product in the definition of ψˆ is the paring of Ĝ/N⊥ with
N, and paring in the definition of φˆ is between Ĝ and G.
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Proposition 9.2 (In multiplicative notation) the cocycle condition
∂χˆ(ψˆ, φˆ, 1) = 1
is satisfied, and the class
[ψˆ, φˆ, 1] ∈ H2,†cont(Γ, Ĝ,Mχˆ)
is independent of the choices of χ and the representative (ψˆ, φˆ, 1).
Proof : The proof is a straight forward calculation.
Firstly, the equality dˆφˆ = 1 is satisfied as Ĝ 3 g 7→ φˆ(a, gˆ, zˆ) is a homo-
morphism.
Secondly, we have dˆψˆ = δχˆφˆ as
(dˆψˆ)(a, b, gˆ, zˆ) = 〈gN,χ(ba)− χ(a)− χ(b)〉
= (δχˆφˆ)(a, b, gˆ, zˆ).
Thirdly, we show that δχˆψˆ = 1 which is the most lengthy equation to
check. The proof requires the cocycle condition δχψ = 1, dψ = δχφ, dφ = 1.
In fact, we have
(δχˆψˆ)(a, b, c, z)
= ψˆ(b, c, zˆ+ χˆ(a)) ψ(ba, c, zˆ)−1 ψˆ(a, cb, zˆ) ψˆ(a, b, zˆ)−1
= ψ(b, c, 0) ψ(ba, c, 0)−1 ψ(a, cb, 0) ψ(a, b, 0)−1
φ(c,χ(b), 0)−1 φ(c,χ(ba), 0) φ(cb,χ(a), 0)−1 φ(b,χ(a), 0)
〈χˆ(cb) + χˆ(a) + zˆ,χ(cb)− χ(b)− χ(c)〉
〈χˆ(cba) + zˆ,χ(cba)− χ(ba)− χ(c)〉−1
〈χˆ(cba) + zˆ,χ(cba)− χ(a)− χ(cb)〉
〈χˆ(ba) + zˆ,χ(ba)− χ(a)− χ(b)〉−1
= φ(c,χ(b), 0)−1 φ(c,χ(ba), 0) φ(c,χ(a),χ(b))−1
〈χˆ(c),χ(ba)− χ(a)− χ(b)〉
= φ(c,χ(b), 0)−1 φ(c,χ(ba), 0) φ(c,χ(a),χ(b))−1
φ(c,χ(ba)− χ(a)− χ(b), 0)−1
= 1.
Thus, we have shown that ∂χˆ(ψˆ, φˆ, 1) = 1.
To check that all choices involved do not change the class [ψˆ, φˆ, 1] is te-
dious and left to the reader. 
It follows that the assignment (χ,ψ, φ) 7→ (χˆ, ψˆ, φˆ) defines a duality map
̂ : Dyn†(Γ) → D̂yn†(Γ).(29)
Proposition 9.3 The duality map (29) is an isomorphism, and its inverse is
given by replacing everything by its dual counterpart.
EQUIVARIANT T-DUALITY OF LOCALLY COMPACT ABELIAN GROUPS 25
Proof : We compute the double dual ( ˆˆχ, ˆˆψ, ˆˆφ), show that ˆˆχ = χ, and that
( ˆˆψ, ˆˆφ, 1) defines the the same class in H2,†cont(Γ,G,Mχ) as (ψ, φ, 1).
Firstly, ˆˆχ = χ as according to (26)
〈 ˆˆχ(a), n⊥〉 := φˆ(a, n⊥, z)−1 = 〈n⊥,χ(a)〉 = 〈n⊥,χ(a)〉,
for n⊥ ∈ N⊥.
Secondly, we compute ˆˆφ. So let χˆ : Γ → Ĝ be a lift of χˆ : Γ → Ĝ/N⊥,
then according to (28)
ˆˆφ(a, g, z) := 〈χˆ(a), g〉−1
= 〈χˆ(a), g〉−1 φ(a, g, z)−1 φ(a, g, z)
= (dν)(a, g, z) φ(a, g, z)
where ν : Γ×G/N → U(1) is such that (dν)(a, g, z) := ν(a, gN+ z)ν(a, z)−1 =
〈χˆ(a), g〉−1φ(a, g, z)−1. Such ν exists as g 7→ 〈χˆ(a), g〉−1 φ(a, g, z)−1 factors
over G/N by definition of χˆ, and hence (g, z) 7→ 〈χˆ(a), g〉−1 φ(a, g, z)−1 is
a boundary.
Thridly, we have to compute ˆˆψ according to (27):
ˆˆψ(a, b, z) := ψˆ(a, b, 0) φˆ(b, χˆ(a), 0)−1
〈χˆ(ba)− χˆ(a)− χˆ(b),χ(ba) + z〉.
The calculation is rather lengthy, but straight forward. It only uses the
cocycle condition for (ψ, φ, 1) and the definitions of χˆ, φˆ, ψˆ. The details are
left to the reader, we just state the result, this is
ˆˆψ(a, b, z) = ψ(a, b, z) (δχν1)(a, b, z),
where ν1 : Γ× G/N → U(1) is defined by
ν1(a, z) := ν(a, z) ν(a,−χ(a))−1φ(a,−χ(a), 0)−1.
Note that dν1 = dν, therefore we have shown that (written multiplicative)
( ˆˆψ, ˆˆφ, 1) = (ψ,ψ, 1) · ∂χ(ν1, 1),
and thus the proposition follows. 
It is easily checked now that the duality map (29) is natural in Γ, and
therefore we even have constructed a natural equivalence of set-valued
functors
Dyn† ∼= D̂yn†.
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10. THE DUALITY THEORY, CROSSED PRODUCTS AND K-THEORY
In this section we show that the duality theory of dynamical triples coin-
cideswith theC∗-algebraic duality theory using crossed productC∗-algebras.
Let (χ,λ, µ) be a dualisable dynamical triple. As in section 7 we have con-
tinuous lifts λ, µ, where µ still satisfies the cocycle condition. Canonically,
we identify the C∗-algebra of sections of the associated C∗-bundle
(G/N × PU(H))×PU(H) K(H) → G/N
with the functions C(G/N,K(H)). It has an action of G which is given by
(g · f )(z) := µ(g, z)−1[ f (z+ gN)].
For this actionwe denote by GnC(G/N,K(H)) the corresponding crossed
product C∗-algebra [8]. In [10, Thm. 3.7] an isomorphism of C∗-algebras
Tµ : Gn C(G/N,K(H)) → C(Ĝ/N⊥,K(L2(N⊥)⊗H))
has been introduced which on the dense subspace of compactly supported
functions f ∈ Cc(G× G/N,K(H)) ⊂ Gn C(G/N,K(H)) is given by
(Tµ f )(gˆN⊥) := FG/N ◦ 〈−gˆ, σ( )〉 ◦ F−1G/N ◦ f µ(gˆ) ◦ FG/N ◦ 〈gˆ, σ( )〉 ◦ F−1G/N ,
where FG/N : L2(G/N) → L2(N⊥) is the Fourier transform and f µ(gˆ) ∈
K(L2(N⊥)⊗H) is the Hilbert-Schmidt operator whose integral kernel is
N⊥ × N⊥ 3 (m, n) 7→ FG×G/N( f · µ)(gˆ+ n, n−m) ∈ K(H).
The crossed product Gn C(G/N,K(H)) comes along with its natural ac-
tion of Ĝ, and because the actions of G and Γ on C(G/N,K(H)) com-
mute, the crossed product inherits also a Γ-action commuting with Ĝ. For
f ∈ Cc(G× G/N,K(H)) these actions are
(gˆ · f )(g, z) := 〈gˆ, g〉 f (g, z), (a · f )(g, z) := λ(a, z)−1[ f (g, z+ χ(a))].
So, the isomorphism Tµ induces two commuting actions of Ĝ and Γ on
C(Ĝ/N⊥,K(L2(N⊥)⊗H)). It is lengthy but straight forward to compute
these induced actions, namely, the following identities holds
Tµ(gˆ · f )(zˆ) = µˆ(gˆ, zˆ)−1[Tµ( f )(zˆ+ gˆN⊥)],
where µˆ(gˆ, zˆ) := Ad(FG/N ◦ 〈gˆ,−σ( )〉 ◦ F−1G/N ). For the action of Γ we find
Tµ(a · f )(zˆ) = λˆ(a, zˆ)−1[Tµ( f )(zˆ+ χˆ(a))],
where
λˆ(a, zˆ) := Ad
(
FG/N ◦ 〈χˆ(a) + zˆ, σ( + χ(a))− σ( )− σ(χ(a))〉
λG/N (−χ(a))λ(a,− )φ(a,−σ( ), 0)−1 ◦ F−1G/N
)
and χˆ is from (26). The doubtful reader is advised to have a look at section
3.4 of [10], where essentially the same calculations are done.
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We see from the structure of the induced actions, that (χˆ, λˆ, µˆ) is a du-
alisable dual dynamical triple with underlying Hilbert space L2(N⊥)⊗H.
Now, the following lemma links the C∗-algebraic duality theory to the du-
ality theory of the previous section.
Lemma 10.1 The class of (χˆ, λˆ, µˆ) in D̂yn
†
(Γ, χˆ) ∼= H2,†cont(Γ, Ĝ,Mχˆ) coincides
with the dual of the class of (χ,λ, µ) given by the duality map (29).
Proof : We have to compute the cocycle (ψˆ, φˆ, 1) of (χˆ, λˆ, µˆ) according to
(18) for continuous lifts λˆ, µˆ. In the definitions of λˆ and µˆ the arguments of
Ad are continuous functions and we define them to be λˆ and µˆ. Then the
calculation is again straight forward and leads to
λˆ(a, zˆ+ gˆN⊥)µˆ(gˆ, zˆ) = µ(gˆ, zˆ+ χˆ(a))λˆ(a, zˆ) 〈gˆ, σ(χ(a))〉−1︸ ︷︷ ︸,
=: φˆ(a, gˆ, z)
and (somewhat more lengthy to compute) we also find
λˆ(ba, zˆ−1λˆ(b, zˆ+ χˆ(a))λˆ(a, zˆ)
= ψ(a, b, 0)φ(b, σ(χ(a)), 0)−1〈χˆ(ba) + zˆ, σ(χ(ba))− σ(χ(b))− σ(χ(a))〉︸ ︷︷ ︸ .
=: ψˆ(a, b, z)
A comparison with (28) and (27) proves the lemma. 
Remark 10.1 Combining Lemma 10.1 and the Takai duality theorem (see [8])
we also obtain that the duality map (29) is an isomorphism. However, we obtained
that result completely independent of any theory about C∗-algebras.
If we fix the groups G := Rn, N := Zn we have a K-theoretic ap-
plication of Lemma 10.1. Namely, consider a dualisable dynamical triple
(ρ, E, P) and a dualisable dual dynamical triple (ρˆ, Ê, P̂) such that their
classes match under the duality map (29). Then there is an isomorphism
in twisted equivariant K-theory
K∗−nΓ,P (E) ∼= K∗Γ,P̂(Ê).(30)
In fact, by Connes’ Thom isomorphism K∗(Rn n A) ∼= K∗−n(A), for any
Rn-C∗-algebra A [5], we have a chain of isomorphisms
K∗Γ,P(E) ∼= K∗(Γn Γ(E, P×PU(H) K(H)))
∼= K∗+n(Rn n Γn Γ(E, P×PU(H) K(H)))
∼= K∗+n(ΓnRn n Γ(E, P×PU(H) K(H)))
∼= K∗+n(Γn Γ(Ê, P̂×PU(Ĥ) K(Ĥ)))
∼= K∗+nΓ,P (E).
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11. TOPOLOGICAL TRIPLES
In this sectionwe introduce themain objects of our interest – (Γ-equivariant)
topological triples. In case ofG/N = Rn/Zn = Ĝ/N⊥ their non-equivariant
version has been introduced first in [1] under the name T-duality triples.
For general compact abelian groups the name topological triples has been
used in [10].
There is a canonical U(1)-principal fibre bundle overG/N× Ĝ/N⊥which
is called Poincare´ bundle. We shortly recall its definition. Let
(31) Q :=
(
G/N × Ĝ×U(1))/N⊥,
where the action of N⊥ is defined by (z, gˆ, t) · n⊥ := (z, gˆ+ n⊥, t 〈n⊥, z〉−1).
Then the obvious mapQ → G/N× Ĝ/N⊥ is a U(1)-principal fibre bundle.
Dually, we may exchange G and Ĝ to find a second U(1)-bundle
R := (G× Ĝ/N⊥ ×U(1))/N → G/N × Ĝ/N⊥.
We denote the Cˇech classes in Hˇ1(G/N× Ĝ/N⊥, U(1)) defined by these
bundles by [Q] and [R].
Definition 11.1 The class pi := −[Q] constucted above is called the Poincare´
class of G/N × Ĝ/N⊥.
In fact, there is no proper choice for this definition as the following is
true.
Lemma 11.1 [Q] and [R] are inverses of each other, i.e.
[Q] + [R] = 0 ∈ Hˇ1(G/N × Ĝ/N⊥, U(1)).
Proof : See Lemma 2.2 of [10]. 
We now turn to the definition of topological triples. Let P → E → ∗ be a
pair and let P̂ → Ê → ∗ be a dual pair with same underlying Hilbert space
H. So we have the following diagram in the Γ-equivariant category
(32) P× Ê
$$H
HH
HH
HH
HH
}}{{
{{
{{
{{
{
E× P̂
!!C
CC
CC
CC
CC
zzvvv
vv
vv
vv
P
!!C
CC
CC
CC
CC
C E× Ê
$$H
HH
HH
HH
HH
H
zzvv
vv
vv
vv
vv
P̂
}}{{
{{
{{
{{
{{
E
$$J
JJ
JJ
JJ
JJ
JJ Ê
zzttt
tt
tt
tt
tt
∗ .
Assume that there is a Γ-equivariant PU(H)-bundle isomorphism κ : E×
P̂ → P× Ê (being the identity on the base E× Ê) whichmakes diagram (32)
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commute. We choose charts for the pair and the dual pair to trivialise (32).
This induces an automorphism of the trivial PU(H)-bundle over G/N ×
Ĝ/N⊥,
G/N × Ĝ/N⊥ × PU(H)
&&LL
LLL
LLL
LLL
LLL
LLL
LLL
LL
G/N × Ĝ/N⊥ × PU(H)oo
xxrrr
rrr
rrr
rrr
rrr
rrr
rrr
r
G/N × Ĝ/N⊥,
which is given by a function (which we also denote by)
κ : G/N × Ĝ/N⊥ → PU(H),
and this function defines a Cˇech class [κ] ∈ Hˇ1(G/N × Ĝ/N⊥, U(1)).
Definition 11.2 Let L ∈ Z be any integer. κ satisfies the Poincare´ condition
of order L if the equality [κ] = L · pi+ p∗1x+ p∗2y holds, for the Poincare´ class pi
and some classes x ∈ Hˇ1(G/N, U(1)) and y ∈ Hˇ1(Ĝ/N⊥, U(1)). Here p1, p2
are the projections from G/N × Ĝ/N⊥ on the first and second factor.
Note that in this definition the classes x, y are just of minor importance.
They are manifestations of the freedom to choose another chart. In fact, one
can always modify the given charts such that x and y vanish.
Definition 11.3 Let L ∈ Z be any integer. A (Γ-equivariant) topological
triple of order L (over the point),
(
κ, (P, E), (P̂, Ê)
)
, is a commutative diagram
(33) P× Ê
$$H
HH
HH
HH
HH
}}{{
{{
{{
{{
{
E× P̂
""E
EE
EE
EE
EE
zzuuu
uu
uu
uu
κoo
P
!!C
CC
CC
CC
CC
C E× Ê
$$I
II
II
II
II
I
zzvv
vv
vv
vv
vv
P̂
||yy
yy
yy
yy
yy
E
$$J
JJ
JJ
JJ
JJ
JJ Ê
yysss
sss
sss
sss
∗ ,
wherein (P, E) is a pair, (P̂, Ê) is a dual pair (with same underlying Hilbert space
H), and κ is an isomorphism that satisfies the Poincare´ condition of order L.
We call two topological triples
(
κ, (P, E), (P̂, Ê)
)
and
(
κ′, (P′, E′), (P̂′, Ê′)
)
(of same order, but with underlying Hilbert spacesH,H′ respectively) iso-
morphic if there is a morphism of pairs (ϕ, ϑ, θ) from (P, E) to (P′, E′) and
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a morphism of dual pairs (ϕˆ, ϑˆ, θˆ) from (P̂, Ê) to (P̂′, Ê′) such that the in-
duced diagram
(34) P× Ê
ϑ×θˆ

E× P̂κoo
θ× ϑˆ

ϕ∗P′ × Ê′ E′ × ϕˆ∗P̂′κ′oo
is strictly commutative. The triples are called stably isomorphic if the sta-
bilised triples
(
1⊗ κ, (PH1 , E), (P̂H1 , Ê)
)
and
(
1⊗ κ′, (P′H1 , E′), (P̂′H1 , Ê′)
)
are
isomorphic for some separable Hilbert spaceH1. The meaning of the index
H1 is stabilisation as in equation (5).
We call two topological triples
(
κ, (P, E), (P̂, Ê)
)
and
(
κ′, (P′, E′), (P̂′, Ê′)
)
(of same order, but with underlyingHilbert spacesH,H′ respectively) equiv-
alent if the pairs (P, E) and (P′, E′) and the dual pairs (P̂, Ê) and (P̂′, Ê′) are
outer conjugate and the joint equivariant Cˇech class (see Appendix C) of the
bundle isomorphisms κ and κ′ vanishes:
[κ, κ′] = 0 ∈ Hˇ1Γ(G/N × Ĝ/N⊥, U(1)).
The triples are called stably equivalent if for a separable Hilbert space H1
the stabilised triples
(
1⊗ κ, (PH1 , E), (P̂H1 , Ê)
)
and
(
1⊗ κ′, (P′H1 , E′), (P̂′H1 , Ê′)
)
are equivalent.
These notions can be arranged in a diagram of implications
isomorphism
of top. triples
+3

equivalence
of top. triples

stable isomorphism
of top. triples
+3 stable equivalence
of top. triples .
Stable equivalence will be the correct notion of equivalence for us, and we
introduce a set valued functor TopL which associates to a finite group Γ the
set of stable equivalence classes of topological triples of order L, i.e.
TopL(Γ) := { topological triples of order L}
/
st. equiv..
If we fix a homomorphism χ : Γ→ G/N-bundle, we can consider all topo-
logical triples for which (after a chart is chosen) the Γ-action on E is given
by χ. We define
TopL(Γ,χ) := {topological triples of order L with fixed χ}
/
st. equiv. ,
so there is a decomposition TopL(Γ) = äχ TopL(χ, Γ). We also let
TopL(Γ,χ, χˆ) := {topological triples of order L with fixed χ and χˆ}
/
st. equiv. ,
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for fixed χ : Γ → G/N and χˆ : Γ → Ĝ/N⊥ in the obvious way. This yields
a decomposition TopL(Γ) = äχ,χˆ TopL(Γ,χ, χˆ).
The notion of stable equivalence on topological triples is made such that
we have natural forgetful maps
TopL(Γ)
yyttt
ttt
ttt
t
%%KK
KK
KK
KK
K
Par(Γ) P̂ar(Γ).
There are also natural maps
TopL(Γ,χ, χˆ)× TopK(Γ,χ, χˆ) → TopL+K(Γ,χ, χˆ),
TopL(Γ,χ, χˆ) → Top−L(Γ,χ, χˆ)
induced by tensor product and complex conjugation of projective unitary
bundles. These maps turn Top0(Γ,χ, χˆ) into an abelian group, where the
class of (1, (χ, 1), (χˆ, 1)) is the unit. Each TopL(Γ,χ, χˆ) becomes a Top0(Γ,χ, χˆ)-
torsor, and Top•(Γ,χ, χˆ) := äL∈Z TL(Γ,χ, χˆ) becomes an abelian group
which fits into the short exact sequence
0 // Top0(Γ,χ, χˆ) // Top•(Γ,χ, χˆ) // Z // 0.
Remark 11.1 Note that the empty set is a torsor for any group, and that the
quotient of the empty set by any group is the one point space. Therefore the above
short exact sequence is meaningful even if TopL(Γ,χ, χˆ) = ∅ for all L 6= 0.
Top0(Γ,χ, χˆ) is never empty, as it contains at least its unit [1, (χ, 1), (χˆ, 1)].
By its very definition, the Poincare´ class pi has a geometric interpretation
by the Poincare´ bundle (31). However, what we need is an analytical de-
scription of pi which is more adequate for the analysis we are going to do.
So let σ : G/N → G and σˆ : Ĝ/N⊥ → Ĝ be Borel sections of the quotient
maps, then for each fixed (z, zˆ) ∈ G/N × Ĝ/N⊥ there are multiplication
operators
κσ(z, zˆ) := 〈σˆ(zˆ), σ( − z)− σ( )〉 ∈ L∞(G/N, U(1)) ⊂ U(L2(G/N)),
κˆ
σˆ(z, zˆ) := 〈σˆ(..− zˆ)− σˆ(..), σ(z)〉 ∈ L∞(Ĝ/N⊥, U(1)) ⊂ U(L2(Ĝ/N⊥)),
wherein for a U(H)-valued function f on G/N, or g on Ĝ/N⊥, we denoted
by f ( ) and g(..), respectively, the corresponding multiplication operator;
for example if F ∈ L2(G/N), then ( f ( )F)(x) := f (x)F(x). These operators
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give rise to the following projective unitary functions
κσ : G/N × Ĝ/N⊥ → PU(L2(G/N)),(35)
(z, zˆ) 7→ Ad(κσ(z, zˆ))
κˆσˆ : G/N × Ĝ/N⊥ → PU(L2(Ĝ/N⊥)).(36)
(z, zˆ) 7→ Ad(κˆσˆ(z, zˆ))
Lemma 11.2 The maps κσ and κˆσˆ are continuous, κσ is independent of σˆ and κˆσˆ
is independent of σ.
Moreover, the Cˇech classes [κσ], [κˆσˆ] ∈ Hˇ1(G/N × Ĝ/N⊥, U(1)), of the two
maps are independent of σ and σˆ and
pi = [κσ] = −[κˆσˆ].
Proof : See Lemma 2.3 and Lemma 2.4 of [10]. 
It is worth mentioning that κσ(0, zˆ) = 1 = κσ(z, 0). The first equality
is trivial, the second follows from σˆ(0) ∈ N⊥, so 〈σˆ(0), σ( − z)− σ( )〉 =
〈σˆ(0), σ(−z)〉 ∈ U(1). Clearly, the same is true for κˆσˆ. By similar reasoning,
we can prove the following Lemma.
Lemma 11.3 For integers K, L ∈ Z consider the map (K, L) : (z, zˆ) 7→ (Kz, Lzˆ).
Its induced map
(K, L)∗ : Hˇ1(G/N × Ĝ/N⊥, U(1)) → Hˇ1(G/N × Ĝ/N⊥, U(1))
maps the Poincare´ class pi to K · L · pi.
Proof : We show that κσ(Kz, Lzˆ) equals κσ(z, zˆ)KL up to a unitary function.
As 〈σˆ(Lzˆ), σ(z)〉 ∈ U(1) and σ( − z)− σ( ) + σ(z) ∈ N, we have first
κσ(z, Lzˆ) = Ad(〈σˆ(Lzˆ), σ( − z)− σ( ) + σ(z)〉)
= Ad(〈Lzˆ, σ( − z)− σ( ) + σ(z)〉)
= Ad(〈zˆ, σ( − z)− σ( ) + σ(z)〉)L.
Second, by use of σ( − Kz)− Kσ( − z) + (K− 1)σ( ) ∈ N, we have
κσ(Kz, zˆ) = Ad(〈σˆ(zˆ), σ( − Kz)− σ( )〉)
= Ad(〈σˆ(zˆ), σ( − Kz)− Kσ( − z) + (K− 1)σ( )〉)
Ad(〈σˆ(zˆ),Kσ( − z)− Kσ( )〉)
= Ad(〈zˆ, σ( − Kz)− Kσ( − z) + (K− 1)σ( )〉)
Ad(〈σˆ(zˆ), σ( − z)− σ( )〉)K.
Finally, note that
(z, zˆ) 7→ 〈zˆ, σ( − Kz)− Kσ( − z) + (K− 1)σ( )〉 ∈ U(L2(G/N))
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is continuous. In fact, the map
G/N × Ĝ 3 (z, gˆ) 7→ 〈gˆ, σ( − Kz)− Kσ( − z) + (K− 1)σ( )〉
factors over G/N× Ĝ/N⊥ and 〈gˆ, σ( − z)〉 = λG/N (z)〈gˆ, σ( )〉λG/N (z)−1 is
continuous by the same argument as in the proof of Lemma 7.2. 
By Lemma 11.3 we can define for any triple of integers K, L,M ∈ Z a
natural map
TopM(Γ,Kχ, Lχˆ) → TopKLM(Γ,χ, χˆ),(37)
namely, let (κ, (Kχ,λ), (Lχˆ, λˆ)) be a topological triple of order M, then
the isomorphism κ is given by a continuous function (also denoted by)
κ : G/N × Ĝ/N⊥ → PU(H) such that
λ(a, z)κ(z, zˆ) = κ(z+ (Kχ)(a), zˆ+ (Lχˆ)(a))λˆ(a, zˆ)
is satisfied. This implies that
(K∗λ)(a, z)((K, L)∗κ)(z, zˆ) = ((K, L)∗κ)(z+ χ(a), zˆ+ χˆ(a))(L∗λˆ)(a, zˆ)
is also satisfied, where (K∗λ)(a, z) := λ(a,Kz), (L∗λˆ)(a, zˆ) := λˆ(a, Lzˆ) and
((K, L)∗κ)(z, zˆ) := κ(Kz, Lzˆ). It is clear that (χ,K∗λ) is a pair and that
(χˆ, L∗λˆ) is a dual pair, and Lemma 11.3 implies that (K, L)∗κ satisfies the
Poincare´ condition of order KLM. Hence, ((K, L)∗κ, (χ,K∗λ), (χˆ, L∗λˆ)) is a
topological triple of order KLM. This construction defines (37).
In section 13 we introduce the notion of regular topological triples, and
we will see that the restriction of (37) to the set of regular topological triples
is an isomorphism. In particular, we will consider the special cases M =
K = 1 and M = L = 1, then (37) becomes
Top1(Γ,χ, Lχˆ) → TopL(Γ,χ, χˆ),(38)
Top1(Γ,Kχ, χˆ) → TopK(Γ,χ, χˆ).
This means that at least partial information of higher order triples is en-
coded in triples of order 1.
It is clear that the maps of (38) respect the structure of the underlying
pairs and dual pairs, i.e. we have commutative squares
Top1(Γ,χ, Lχˆ)

// TopL(Γ,χ, χˆ),

Top1(Γ,Kχ, χˆ) //

TopK(Γ,χ, χˆ).

P̂ar(Γ, Lχˆ)
L∗ // P̂ar(Γ, χˆ) Par(Γ,Kχ)
K∗ // Par(Γ,χ)
Here K∗ and L∗ are from (10), and the vertical maps are the natural forgetful
maps.
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12. THE CLASSIFICATION OF TOPOLOGICAL TRIPLES
In this section we give a description of Top•(Γ,χ, χˆ) in terms of group co-
homology.
Fix a pair of homomorphisms
χ : Γ→ G/N, χˆ : Γ→ Ĝ/N⊥,
and consider the Γ-module Mχ×χˆ := C(G/N × Ĝ/N⊥, U(1)) and its sub-
moduls Mχ := C(G/N, U(1)) and Mχˆ := C(Ĝ/N⊥, U(1)), where Γ acts by
shift with (the negative of) χ× χˆ in the arguments of functions. So we have
a diagram of Γ-moduls
Mχ  q
##G
GG
GG
GG
GG
U(1) Mχ ∩Mχˆ
+ 
88rrrrrrrrrrr
 s
&&MM
MMM
MMM
MMM
MχMχˆ 
 // Mχ×χˆ,
Mχˆ
- 
;;wwwwwwwww
which yield to two long exact sequences in group cohomology
(39)
...

H2(Γ,Mχ ∩Mχˆ)

H2(Γ,Mχ)⊕ H2(Γ,Mχˆ)
	

· · · // H1(Γ,Mχ×χˆ) // H1(Γ,Mχ×χˆ/MχMχˆ) B // H2(Γ,MχMχˆ) //
C

H2(Γ,Mχ×χˆ) // · · · ,
H3(Γ,Mχ ∩Mχˆ)

...
where the vertical sequence is the Mayer-Vietoris sequence of Appendix A,
and the horizontal sequence is the usual Bockstein long exact sequence.
Let us introduce two classes
χ ∪ χˆ ∈ H3(Γ, U(1)),
χ unionsq χˆ ∈ H2(Γ,MχMχˆ),
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namely, we define a map ∪ by the composition of either two consecutive
maps in the following commutative diagram
H1(Γ,G/N)× H1(Γ, Ĝ/N⊥) //

H2(Γ,N)× H1(Γ, Ĝ/N⊥)

H1(Γ,G/N)× H2(Γ,N⊥) // H3(Γ, U(1)).
(40)
Therein the upper horizontal and the left vertical maps are given by the
corresponding Bockstein homomorphisms in one factor and the identity in
the other. The twomaps to the right lower corner are given by the canonical
pairings of dual groups, e.g. a class ([ω], χˆ) ∈ H2(Γ,N)× H1(Γ, Ĝ/N⊥) is
mapped to the class of the 3-cocycle (a, b, c) 7→ 〈χˆ(a),ω(b, c)〉. The commu-
tativity of diagram (40) can be explicitly calculated; we give the argument
in Corollary 12.1 below.
For the definition of χ unionsq χˆ we first define a Borel function
β : Γ× G/N × Ĝ/N⊥ → U(1)(41)
by the explicit formula
β(a, z, zˆ) := 〈σˆ(zˆ+ χˆ(a))− σˆ(zˆ)− σˆ(χˆ(a)), σ(z+ χ(a))〉〈σˆ(zˆ), σ(χ(a))〉,
where σ : G/N → G and σˆ : Ĝ/N⊥ → Ĝ are chosen Borel sections of the
quotient maps. Let us also define
χ unionsq
σ,σˆ
χˆ := δχ×χˆβ.
Although β fails to be continuous, the following statement for χ unionsq
σ,σˆ
χˆ is true.
Lemma 12.1 The map χ unionsq
σ,σˆ
χˆ : Γ2 × G/N × Ĝ/N⊥ → U(1) is continuous,
and we have a decomposition
(χ unionsq
σ,σˆ
χˆ)(a, b, z, zˆ) = γ(a, b) 〈ηˆ(a, b), z〉−1 〈zˆ, η(a, b)〉,
wherein
γ(a, b) := 〈σˆ(χˆ(a)), σ(χ(b))〉 〈ηˆ(a, b),χ(ba)〉−1,
and
η(a, b) := σ(χ(b))− σ(χ(ba)) + σ(χ(a)) ∈ N ∼= ̂̂G/N⊥,
and
ηˆ(a, b) := σˆ(χˆ(b))− σˆ(χˆ(ba)) + σˆ(χˆ(a)) ∈ N⊥ ∼= Ĝ/N.
Proof : One computes
(δχ×χˆβ)(a, b, z, zˆ) = β(b, z+ χ(a), zˆ+ χˆ(a)) β(ba, z, zˆ)−1 β(a, z, zˆ)
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right from the definition. The resulting formula is
(δχ×χˆβ)(a, b, z, zˆ) = 〈σˆ(χˆ(a)), σ(χ(b))〉
〈σˆ(χˆ(ba))− σˆ(χˆ(a))− σˆ(χˆ(b)), σ(χ(ba))〉
〈σˆ(χˆ(ba))− σˆ(χˆ(a))− σˆ(χˆ(b)), σ(z)〉
〈σˆ(zˆ), σ(χ(b)) + σ(χ(a))− σ(χ(ba))〉
which directly implies the statements above. 
By its definition χ unionsq
σ,σˆ
χˆ is a Borel boundary, but by the above lemma, it is
even a continuous cocycle. So there is a well-defined class
χ unionsq χˆ := [χ unionsq
σ,σˆ
χˆ] ∈ H2(Γ,MχMχˆ),(42)
in fact, it is not difficult to check that the class χ unionsq χˆ is independent of the
choice of the sections σ and σˆ.
Corollary 12.1 (1) Diagram (40) commutes, so χ ∪ χˆ is well-defined, and
(2) the connecting homomorphism C in the vertical long exact sequence of (39)
maps the class χ unionsq χˆ to χ ∪ χˆ.
Proof : 1. By the lemma above we have
1 = (δχ×χˆχ unionsq
σ,σˆ
χˆ)(a, b, c, z, zˆ) = (δχ×χˆγ)(a, b, c) 〈ηˆ(b, c),χ(a)〉−1 〈χˆ(a), η(b, a)〉.
Thus, we see that the 3-cocycles
(a, b, c) 7→ 〈χˆ(a), η(b, a)〉 and (a, b, c) 7→ 〈ηˆ(b, c),χ(a)〉
are cohomologous, but they represent precisely the two compositions in
diagram (40).
2. The second statement follows from the definition of the connecting ho-
momorphism (see Appendix A) in the vertical long exact sequence of (39).

For any integer L ∈ Z, let
TL(Γ,χ, χˆ) :=
{
([w], [ψ], [ψˆ])
∣∣∣B([w]) + L · (χ unionsq χˆ) = [ψ]	 [ψˆ]}
⊂ H1(Γ,Mχ×χˆ/MχMχˆ)× H2(Γ,Mχ)⊕ H2(Γ,Mχˆ).
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The set TL(Γ,χ, χˆ) fits into diagram (39), for L = 0 only it is a pullback:
(43)
...

H2(Γ, U(1))

TL(Γ,χ, χˆ) //

H2(Γ,Mχ)⊕ H2(Γ,Mχˆ)
	

· · · // H1(Γ,Mχ×χˆ) // H1(Γ,Mχ×χˆ/MχMχˆ) B // H2(Γ,MχMχˆ) //
C

H2(Γ,Mχ×χˆ) // · · ·
H3(Γ, U(1))

...
The obvious maps
TL(Γ,χ, χˆ)× TK(Γ,χ, χˆ) → TL+K(Γ,χ, χˆ),
TL(Γ,χ, χˆ) → T−L(Γ,χ, χˆ)
turn T0(Γ,χ, χˆ) into an abelian group, and each TL(Γ,χ, χˆ) into a T0(Γ,χ, χˆ)-
torsor. Moreover, T•(Γ,χ, χˆ) := äL∈Z TL(Γ,χ, χˆ) becomes an abelian group
which fits into the short exact sequence
0 // T0(Γ,χ, χˆ) // T•(Γ,χ, χˆ) // Z // 0.
There is another short exact sequence induced by the previous,
0 // T0(Γ,χ, χˆ)/H1(Γ,Mχ×χˆ) // T•(Γ,χ, χˆ)/H1(Γ,Mχ×χˆ) // Z // 0,
where H1(Γ,Mχ×χˆ) acts in the first factor of each TL(Γ,χ, χˆ) via the map
H1(Γ,Mχ×χˆ) → H1(Γ,Mχ×χˆ/MχMχˆ).
Now, we state the classification theorem of topological triples.
Theorem 12.1 There is a natural isomorphism of short exact sequences
0 // Top0(Γ,χ, χˆ) //
∼=

Top•(Γ,χ, χˆ) //
∼=

Z //
=

0
0 // T0(Γ,χ, χˆ)/H1(Γ,Mχ×χˆ) // T•(Γ,χ, χˆ)/H1(Γ,Mχ×χˆ) // Z // 0.
Remark 12.1 As we already noted in Remark 11.1, the empty set is a torsor for
any group, and the quotient of the empty set by any group is the one point space.
Thus, Theorem 12.1 makes perfectly sense even if TL(Γ,χ, χˆ) = ∅ for all L 6= 0.
The proof of Theorem 12.1 is the content of the remainder of this section.
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We first show how one constructs the classes
[w] ∈ H1(Γ,Mχ×χˆ/MχMχˆ)/H1(Γ,Mχ×χˆ),
([ψ], [ψˆ]) ∈ H2(Γ,Mχ)⊕ H2(Γ,Mχˆ)
of a topological triple.
Let (κ, (P, E), (P̂, Ê)) be a topological triple of order L. We fix a chart
which defines the corresponding trivialised data (χ,λ′) and (χˆ, λˆ′) for the
pairs (P, E) and (P̂, Ê). Without restrictionwe can assume that Ĥ = L2(G/N)⊗
H is the underlying Hilbert space of the triple. The isomorphism κ is given
by a continuousmapwhichwe also denote by κ : G/N× Ĝ/N⊥ → PU(Ĥ).
It satisfies
λ′(a, z) κ(z, zˆ) = κ(χ(a) + z, χˆ(a) + zˆ) λˆ′(a, zˆ).
Due to the Poincare´ condition the map κ is of the form
κ(z, zˆ) = κx(z) κσ(z, zˆ)L Ad(u(z, zˆ)) κy(zˆ),
wherein κσ(z, zˆ) = Ad(〈σˆ(zˆ), σ( − z)− σ( )〉) is from Lemma 11.2, κx, κy
are some continuous projective unitary functions, and u : G/N× Ĝ/N⊥ →
U(Ĥ) is a continuous unitary function. We introduce some short hands to
get rid of κx and κy. We let
λ(a, z) := κx(χ(a) + z)−1λ′(a, z)κx(z),
and analogously
λˆ(a, zˆ) := κy(χ(a) + z)λˆ′(a, z)κy(z)−1.
Thus we have
λ(a, z) = κσ(χ(a) + z, χˆ(a) + zˆ)LAd(u(χ(a) + z, χˆ(a) + zˆ))
λˆ(a, zˆ)Ad(u(z, zˆ))−1κσ(z, zˆ)−L.(44)
Lemma 12.2 There exist continuous lifts
U(Ĥ)

Γ× G/N λ //
λ
99ssssssssss
PU(Ĥ)
and U(Ĥ)

Γ× Ĝ/N⊥ λˆ //
λˆ
99rrrrrrrrrr
PU(Ĥ)
.
Proof : Take zˆ = 0 in (44) which yields
λ(a, z) = κσ(χ(a) + z, χˆ(a))LAd(u(χ(a) + z, χˆ(a)))λˆ(a, 0)Ad(u(z, 0))−1.
Each single factor of the right hand side has a continuous lift, so λ has. By
taking z = 0 we conclude that λˆ has a continuous lift. 
By use of this lemma, we define
[ψ] ∈ H2(Γ,Mχ), [ψˆ] ∈ H2(Γ,Mχˆ)(45)
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by
λ(b, χˆ(a) + z)λ(a, z) = λ(ba, z) ψ(a, b, z)
and
λˆ(b, χˆ(a) + z)λˆ(a, zˆ) = λˆ(ba, zˆ) ψ(a, b, z).
Of course, κσ does not have a continuous unitary lift, but we take the
Borel lift
(z, zˆ) 7→ κσ(z, zˆ) := 〈σˆ(zˆ), σ( − z)− σ( )〉
to define
α : Γ→ L∞(G/N × Ĝ/N⊥, U(1))
to be the U(1)-valued perturbation in
λ(a, z) = κσ(z+ χ(a), zˆ+ χˆ(a))L u(z+ χ(a), zˆ+ χˆ(a))
λˆ(a, zˆ) u(z, zˆ)−1 κσ(z, zˆ)−L α(a, z, zˆ).(46)
By direct computation, it follows that
(47) (δχ×χˆα)(b, a, z, zˆ) = ψ(b, a, z)ψˆ(b, a, zˆ)−1,
for ψ and ψˆ as above.
The next lemma is the defining lemma of w.
Lemma 12.3 There is a continuous function w : Γ× G/N × Ĝ/N⊥ → U(1)
such that
α = βL w,
where β is from (41).
Proof : Equation (46) is equivalent to
α(a, z, zˆ)κσ(z, zˆ)−Lκσ(z+ χ(a), zˆ+ χˆ(a))L = κσ(z, zˆ)−L
[
λ(a, z)
]
u(z, zˆ)
λˆ(a, zˆ)−1 u(z+ χ(a), zˆ+ χˆ(a))−1,
but we observe that the right hand side consists of continuous terms only.
To explore the continuity properties of α we compute straightforwardly
κσ(z, zˆ)−1κσ(z+ χ(a), zˆ+ χˆ(a))
= 〈σˆ(zˆ),−σ( − z) + σ( )〉〈σˆ(zˆ+ χˆ(a)), σ( − z− χ(a))− σ( )〉
= 〈σˆ(zˆ+ χˆ(a))− σˆ(zˆ)− σˆ(χˆ(a)),−σ(z+ χ(a))〉〈σˆ(zˆ),−σ(χ(a))〉
〈σˆ(χˆ(a)), σ( − z− χ(a))− σ( )〉〈σˆ(zˆ), σ(χ(a)− σ( + χ(a))− σ( )〉
〈σˆ(zˆ),−σ( − z) + σ( ) + σ( − z− χ(a))− σ( − χ(a))〉,
and we see that the factor in the first line is precisely β(a, z, zˆ)−1 ∈ U(1),
and the factors in the second and third line are all continuous functions
Γ×G/N× Ĝ/N⊥ → L∞(G/N, U(1)). Therefore it follows that the product
map (a, z, zˆ) 7→ α(a, z, zˆ)β(a, z, zˆ)−L is continous. 
40 ANSGAR SCHNEIDER
Note thatw of the previous lemma defines a class [w] ∈ H1(Γ,Mχ×χˆ/MχMχˆ).
In fact, we have δχ×χˆw(a, b, z, zˆ) ∈ MχMχˆ as
δχ×χˆw(a, b, z, zˆ) = δχ×χˆα(a, b, z, zˆ) δχ×χˆβ−L(a, b, z, zˆ)
= ψ(a, b, z)ψˆ(a, b, zˆ)−1 (χ unionsq
σ,σˆ
χˆ)(a, b, z, zˆ)−L
This equation also states that B([w]) + L · χ unionsq χˆ = [ψ]	 [ψˆ]. Thus we have
defined a class
([w], [ψ], [ψˆ]) ∈ TL(Γ,χ, χˆ).
It is clear that this class is not changed if the topological triple is replaced by
a stable isomorphic one. However, if we replace the triple by an equivalent
one, we see that the cocycles ψ, ψˆ remain unchanged whereas α, hence w,
may be changed by 1-cocycle Γ→ Mχ×χˆ. This means that the construction
of the three classes leads us to a well-defined map
TopL(Γ,χ, χˆ) → TL(Γ,χ, χˆ)/H1(Γ,Mχ×χˆ),(48)
and we show how to construct an inverse.
Let ([w], [ψ], [ψˆ]) ∈ TL(Γ,χ, χˆ)/H1(Γ,Mχ×χˆ) be represented by the U(1)-
valued functions
w : Γ→ Mχ×χˆ, ψ : Γ2 → Mχ, ψˆ : Γ2 → Mχˆ.
By re-normalising ψ and ψˆwe can assumewithout restriction that δχ×χˆw δχ×χˆβL =
ψ ψˆ−1. We make the following definitions
λψ(a, z) := Ad
(
ψ(a, :, z)ρ(a)
) ∈ PU(L2(Γ)),
λˆψˆ(a, zˆ) := Ad
(
ψˆ(a, :, zˆ)ρ(a)
) ∈ PU(L2(Γ)),
κw(z, zˆ) := Ad
(
κσ(z+ χ(:), zˆ+ χˆ(:))L β(:, z, zˆ)L w(:, z, zˆ)
)
∈ PU(L2(Γ)⊗ L2(G/N)),
where ρ : Γ → U(L2(Γ)) is the right regular representation. We claim that
(κw, (χ,λψ), (χˆ, λˆψˆ)) is a topological triple which ismapped to ([w], [ψ], [ψˆ])
under (48).
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The first thing to note is that κw is continuous and satisfies the Poincare´
condition. In fact, we have
κw(z, zˆ) := Ad
(
κσ(z+ χ(:), zˆ+ χˆ(:))L β(:, z, zˆ)L w(:, z, zˆ)
)
= Ad
(
〈σˆ(zˆ+ χˆ(:)), σ( − z+ χ(:))− σ( )〉L
〈σˆ(zˆ+ χˆ(:))− σˆ(χˆ(:)), σ(z) + σ(χ(:))〉L
w(:, z, zˆ)
)
= Ad
(
〈σˆ(zˆ), σ( − z)− σ( )〉L
〈zˆ, σ( − z+ χ(:))− σ(χ(:))− σ( − z)〉L
〈σˆ(χˆ(:)), σ( − z+ χ(:))− σ( )〉L
w(:, z, zˆ)
)
,
where the first factor guaranties the Poincare´ condition (cp. Lemma 11.2),
and the remaining factors are already continuous as unitary functions.
The cocycle conditions for λψ, λˆψˆ follow from the cocycle conditions for
ψ, ψˆ which also imply that the classes defined in (45) are given by [ψ], [ψˆ].
In fact, (δχψ)(a, b, :, z) = 1 is equivalent to
ψ(b, :, z+ χ(a))ρ(b)︸ ︷︷ ︸ ψ(a, :, z)ρ(a)︸ ︷︷ ︸ = ψ(ba, :, z)ρ(ba)︸ ︷︷ ︸ ψ(a, b, z)︸ ︷︷ ︸ ∈ U(L2(Γ)),
λψ(b, z+ χ(a)) λψ(a, z) λψ(ba, z) U(1)
and the application of Ad : U(L2(Γ)) → PU(L2(Γ)) on both sides yields
the cocycle condition.
By similar means, the equality
(δχ×χˆw)(a, :, z, zˆ) (δχ×χˆβL)(a, :, z, zˆ) = ψ(a, :, z) ψˆ(a, :, zˆ)−1(49)
leads directly to the equality
λψ(a, z) κw(z, zˆ) = κw(z+ χ(a), zˆ+ χˆ(a)) λˆψˆ(a, zˆ)
∈ PU(L2(Γ)⊗ L2(G/N))
and also reproduces that βL w is the perturbation α in (46).
This proves that (κw, (χ,λψ), (χˆ, λˆψˆ)) is a topological triple and ismapped
to ([w], [ψ], [ψˆ]) by (48). If we choose another representative of ([w], [ψ], [ψˆ]),
the equivalence class of the constructed triple is not changed. Thus, our
construction defines a map
TL(Γ,χ, χˆ)/H1(Γ,Mχ×χˆ) → TopL(Γ,χ, χˆ)(50)
such that the composition with (48) is the identity on TL(Γ,χ, χˆ).
It remains to check that the composition of (48) with (50) is the identity
on TopL(Γ,χ, χˆ). So start with a triple of order L (κ
σLAd(u), (χ,λ), (χˆ, λˆ)),
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then take its class ([w], [ψ], [ψˆ]) and construct (κw, (χ,λψ), (χˆ, λˆψˆ)) as above.
We claim that the two triples are stably equivalent. In fact, (κσLAd(u), (χ,λ), (χˆ, λˆ)),
is stably equivalent to (κσLAd(u)⊗ 1, (χ,λ⊗Ad(ρ)), (χˆ, λˆ⊗Ad(ρ))), but
the definitions of ψ and ψˆ lead to
λ(a, z)Ad(ρ(a)) = Ad(λ(:, z+ χ(a)))−1︸ ︷︷ ︸ Ad(ψ(a, :, z)ρ(a))︸ ︷︷ ︸ Ad(λ(:, z))︸ ︷︷ ︸,
=: θ(z+ χ(a))−1 = λψ(a, z) =: θ(z)
and
λˆ(a, z)Ad(ρ(a)) = Ad(λˆ(:, zˆ+ χˆ(a)))−1︸ ︷︷ ︸ Ad(ψˆ(a, :, zˆ)ρ(a))︸ ︷︷ ︸ Ad(λˆ(:, zˆ))︸ ︷︷ ︸ .
=: θˆ(zˆ+ χˆ(a))−1 = λˆψˆ(a, z) =: θˆ(z)
Thus the latter triple is isomorphic to (θ(κσLAd(u))θˆ−1, (χ,λψ), (χˆ, λˆψˆ)).
Finally, the isomorphism θ(κσLAd(u))θˆ−1 can be computed using equation
(46) which leads to
θ(z)κσ(z, zˆ)LAd(u(z, zˆ))θˆ−1(zˆ) = κw(z, zˆ)Ad
(
u(z+ χ(:), zˆ+ χ(:))
)
.
This shows that the triple (θ(κσLAd(u))θˆ−1, (χ,λψ), (χˆ, λˆψˆ)) is equivalent
to (κw, (χ,λψ), (χˆ, λˆψˆ)).
This proves Theorem 12.1.
13. REGULAR TOPOLOGICAL TRIPLES
Having the classification of the previous section at hand we introduce the
notion of regularity of a topological triple. The motivation for consider-
ing regular topological triples comes from the fact that the underlying pair
and the underlying dual pair of a regular triple (of order 1) admit natural
extensions to dynamical triples in duality.
We will see in section 15 that in the important case of G = Rn, N = Zn
all topological triples are regular.
Definition 13.1 A topological triple of order L is called regular if the first com-
ponent of its class ([w], [ψ], [ψˆ]) ∈ TL(Γ,χ, χˆ)/H1(Γ,Mχ×χˆ) is zero:
[w] = 0 ∈ H1(Γ,Mχ×χˆ/MχMχˆ)/H1(Γ,Mχ×χˆ).
For a finite group Γ we denote by
Top†L(Γ) ⊂ TopL(Γ)
the set of all (equivalence classes of) regular topological triples, and simi-
larly,
Top†L(Γ,χ, χˆ) ⊂ TopL(Γ,χ, χˆ)
is the set of all regular topological triples with fixed homomorphisms χ, χˆ.
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Corollary 13.1 1. Let (κ, (χ,λ), (χˆ, λˆ)) be a regular topological triple of order
L ∈ Z, then
L · (χ ∪ χˆ) = 0 ∈ H3(Γ, U(1)).
2. If, conversely, for any two homomorphisms χ and χˆ we have that L · (χ ∪
χˆ) = 0, then there exists a regular topological triple of order L extending these
two homomorphisms.
3. Moreover, the set of regular topological triples of order L, Top†L(Γ,χ, χˆ), is a
H2(Γ, U(1))-torsor.
Proof : As C : χ unionsq χˆ 7→ χ ∪ χˆ in (43), all three statements of the corollary
follow immediately from the exactness of the vertical sequence in (43) and
the classification of topological triples. 
Now, take a regular topological triple in form of a class ([w], [ψ], [ψˆ]) ∈
TL(Γ,χ, χˆ). Choose representatives (w,ψ, ψˆ) satisfying equation (49). The
condition [w] = 0 ∈ H1(Γ,Mχ×χˆ/MχMχˆ)/H1(Γ,Mχ×χˆ) means for the
function w : Γ→ Mχ×χˆ that it has a decomposition
w(a, z, zˆ) = v(a, z, zˆ) v1(z) v2(zˆ),
where δχ×χˆv = 1. Thus, if we re-normalise ψ to ψ(a, b, z)v1(z+ χ(a))−1 and
ψˆ to ψˆ(a, b, zˆ)v2(zˆ+ χˆ(a)), then equation (49) turns into
(χ unionsq
σ,σˆ
χˆ)(a, b, z, zˆ)L = ψ(a, b, z)ψˆ(a, b, zˆ)−1.(51)
This equality together with the structure of χ unionsq
σ,σˆ
χˆ as stated in Lemma 12.1
give rise to a natural map
Lˆ∗ : Top†L(Γ,χ, χˆ) → Top†1(Γ,χ, Lχˆ)(52)
which we describe next. Putting z = 0 in (51) we see that
ψˆ(a, b, zˆ) = γ(a, b)−L〈Lzˆ, η(a, b)〉−1ψ(a, b, 0)
Thus we can define
(Lˆ∗ψˆ)(a, b, zˆ) := γ(a, b)−L〈zˆ, η(a, b)〉−1ψ(a, b, 0).
It follows from δχˆψˆ = 1 that δLχˆ(Lˆ∗ψ) = 1. We leave it to the reader to
verify the identity
(53)
ψ(a, b, z)(Lˆ∗ψˆ)(a, b, zˆ)−1(δχν)(a, b, z) = (χ unionsq
σ,σˆ
Lχˆ)(a, b, z, zˆ),
wherein ν(a, z) := 〈Lσˆ(χˆ(a)) − σˆ(Lχˆ(a)), z + χ(a)〉 and χ unionsq
σ,σˆ
Lχˆ is as in
Lemma 12.1 but with χˆ replaced by Lχˆ. Taking the cohomology on both
sides of (53) we find
[ψ]	 [Lˆ∗ψˆ] = χ unionsq (Lχˆ) ∈ H2(Γ,MχMLχˆ).
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In other words (1, [ψ], [Lˆ∗ψˆ]) is the class of a topological triple of order 1.
This defines (52).
Similarly, one defines a natural map
L∗ : Top†L(Γ,χ, χˆ) → Top†1(Γ, Lχ, χˆ),(54)
and it is straight forward to check that the maps defined are bijections
whose inverses are the restrictions of the two maps in (38) to regular topo-
logical triples. In fact, one can easily generalise this construction to give an
inverse of the restriction of (37) to regular triples.
We give another application of (51). Namely, applying therein the bound-
ary operator d we get
(dψ)(a, b, g, z) = ψ(a, b, gN + z)ψ(a, b, z)−1
= 〈ηˆ(a, b), gN〉−L
= φ(b, g, z+ χ(a))φ(ba, g, z)−1φ(a, g, z)
= (δχφ)(a, b, g, z),(55)
where φ(a, g, z) := 〈σˆ(χˆ(a)), g〉−L, and if we define φˆ(a, gˆ, zˆ) := 〈gˆ, σ(χ(a))〉−L,
we obtain similarly
(dˆψˆ)(a, b, gˆ, zˆ) = (δχˆφˆ)(a, b, gˆ, zˆ).(56)
These two equations determine two classes
[ψ, φ, 1] ∈ H2,†(Γ,G,Mχ), [ψˆ, φˆ, 1] ∈ H2,†(Γ, Ĝ,Mχˆ),
and hence, by the classification of dynamical triples, we obtain two maps
Top†L(Γ)
eL(Γ)
yyttt
ttt
ttt
t
eˆL(Γ)
%%KK
KK
KK
KK
K
Dyn†(Γ) D̂yn
†
(Γ)
(57)
which are natural in Γ.
The maps of (57), (52) and (54) behave well to each other:
Lemma 13.1 The diagrams
Top†L(Γ,χ, χˆ)
wwppp
ppp
ppp
ppp

Top†L(Γ,χ, χˆ)
&&NN
NNN
NNN
NNN

Dyn†(Γ) Top†1(Γ,χ, Lχˆ),oo Top
†
1(Γ, Lχ, χˆ) // D̂yn
†
(Γ)
commute.
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Proof : To prove the commutativity of the first diagram note that the bound-
ary operator d applied to (53) leads to
d(ψδχν)(a, b, g, z) = 〈ηˆL(a, b), gN〉−1
= 〈ηˆ(a, b), gN〉−L(dδχν)(a, g, z)
= δχ(φdν)(a, b, g, z),
with φ as in (55). So the cocycle (ψδχν, φdν, 1) = (ψ, φ, 1) · ∂χ(ν, 1) which
represents the composition in the first diagram is cohomologous to (ψ, φ, 1)
which represents the diagonal map.
The commutativity of the second diagram is proven by an analogous
argument. 
If we stick the constructed maps for different homomorphisms χ, χˆ to-
gether, then we obtain commutative diagrams
Top†L(Γ)
eL(Γ)
yyttt
ttt
ttt
t
Lˆ∗

zz
Top†L(Γ)
eˆL(Γ)
%%KK
KKK
KKK
KK
L∗

$$
Dyn†(Γ)
,,
Top†1(Γ)

e1(Γ)
oo Top†1(Γ)

eˆ1(Γ)
// D̂yn
†
(Γ),
rrPar(Γ) P̂ar(Γ)
wherein the maps ending at Par(Γ) or at P̂ar(Γ) are the natural forgetful
maps. Note that in contrast to (52) and (54) the assembled maps L∗, Lˆ∗ :
Top†L(Γ) → Top†1(Γ) are no isomorphisms in general, as they fail to be sur-
jective.
In the next section we show that e1(Γ) and eˆ1(Γ) are bijections and that
the composition e1(Γ)−1 ◦ eˆ1(Γ) is the duality map ̂ introduced in (29).
14. FROM DYNAMICAL TO TOPOLOGICAL TRIPLES
Consider a dualisable dynamical triple which is represented by a class [ψ, φ, 1] ∈
H2,†cont(Γ,G,Mχ). Let [ψˆ, φˆ, 1] ∈ H2,†cont(Γ, Ĝ,Mχˆ) be its dual according to
the duality map (29). By forgetting φ and φˆ we obtain a class ([ψ], [ψˆ]) ∈
H2(Γ,Mχ)⊕ H2(Γ,Mχˆ).
Proposition 14.1 In the Mayer-Vietoris sequence (39) the class ([ψ], [ψˆ]) is
mapped to χ unionsq χˆ by the subtraction map 	.
Proof : The class [ψ]	 [ψˆ] is represented by ψψˆ−1 which we can compute
using the definition of ψˆ in (27). Let us denote by σ : G/N → G and σˆ :
Ĝ/N⊥ → Ĝ Borel sections of the quotient maps G → G/N, Ĝ → Ĝ/N⊥.
We also let ϕ(a, z) := φ(a, σ(z), 0)〈σˆ(χˆ(a)), σ(z)〉 which is a well-defined
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continuous function due to the definition of χˆ. We have
ψ(a, b, z)ψˆ(a, b, zˆ)−1 = ψ(a, b, z)ψ(a, b, 0)−1φ(b, σ(χ(a)), 0)
〈χˆ(ba) + zˆ, σˆ(χ(b)) + σˆ(χ(a))− σˆ(χ(ba))〉.
Using the cocycle conditions dψ = δχφ, dφ = 1 and the definition of ϕ this
can finally be transformed to
ψ(a, b, z)ψˆ(a, b, zˆ)−1 = (δχϕ)(a, b, z) (δχs)(a, b)
〈σˆ(χˆ(a)), σ(χ(b))〉
〈σˆ(χˆ(ba))− σˆ(χˆ(a))− σˆ(χˆ(b)), σ(χ(ba))〉
〈σˆ(χˆ(ba))− σˆ(χˆ(a))− σˆ(χˆ(b)), σ(z)〉
〈zˆ, σ(χ(b)) + σ(χ(a))− σ(χ(ba))〉,
where s(a) := 〈σˆ(χˆ(a)), σ(χ(a))〉. If we compare this with the results of
Lemma 12.1, the proposition follows. 
By this proposition, the class ([ψ], [ψˆ]) ∈ H2(Γ,Mχ) ⊕ H2(Γ,Mχˆ) may
also be considered as a class (1, [ψ], [ψˆ]) ∈ T1(Γ,χ, χˆ)/H1(Γ,Mχ×χˆ), and
therefore we obtain (the class of) a regular toplological triple by the classifi-
cation of topological triples. Hence, the assignment (χ, [ψ, φ, 1]) 7→ (1, [ψ], [ψˆ])
defines natural maps
δ(Γ,χ) : Dyn†(Γ,χ) → Top†1(Γ,χ),(58)
δ(Γ) : Dyn†(Γ) → Top†1(Γ).
In the next three lemmata we point out the relation between δ(Γ,χ) and
the maps e1(Γ,χ), eˆ1(Γ,χ) constructed in the previous section.
Lemma 14.1 The composition e1(Γ,χ) ◦ δ(Γ,χ) is the identity on Dyn†(Γ,χ).
Proof : Start with a cocycle (χ, (ψ, φ, 1)) representing a dynamical triple. In
the course of the proof of Proposition 14.1we calculated ψ(a, b, z)ψˆ(a, b, zˆ)−1.
If we apply here the boundary operator d, we get after some steps
d(ψδχϕ−1)(a, b, g, z) = 〈σˆ(χˆ(b))− σˆ(χˆ(ba))− σˆ(χˆ(a)), gN〉−1
= δχ(φdϕ−1)(a, b, g, z).
Thus the cocycle (ψδχϕ−1, φdϕ−1, 1) = (ψ, φ, 1) · ∂χ(ϕ−1, 1) which repre-
sents the composition is cohomologous to (ψ, φ, 1). 
Lemma 14.2 The composition δ(Γ,χ) ◦ e1(Γ,χ) is the identity on Top†1(Γ,χ).
Proof : Let (ψ, ψˆ) satisfy (51) for L = 1, taking therein z = 0 we find
ψˆ(a, b, zˆ) = γ(a, b)−1〈zˆ, η(a, b)〉−1ψ(a, b, 0).
Now, let φ be defined according to (55), and then let ψˆ′ be defined by (27),
so
ψˆ′(a, b, zˆ) = ψ(a, b, 0)〈σˆ(χˆ(b)), σ(χ(a))〉
〈χˆ(ba) + zˆ, σ(χ(ba))− σ(χ(b))− σ(χ(a))〉.
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This may be transformed to
ψˆ′(a, b, zˆ) = ψˆ(a, b, zˆ)(δχν)(a, b, z)
where ν(a, z) := 〈σˆ(χˆ(a)), σ(χ(a))〉−1 (independent of z). Thus, we have
the equality [ψ, ψˆ] = [ψ, ψˆ′] ∈ H2(Γ,MχMχˆ) which proves the lemma. 
We have just proven that δ(Γ,χ) is the inverse of e1(Γ,χ). Even more is
true:
Lemma 14.3 The composition eˆ1(Γ) ◦ δ(Γ) is the duality map ̂ introduced in
(29).
Proof : Let (χ, (ψ, φ, 1)) represent a dualisable dynamical triple. Its dual is
represented by (χˆ, (ψˆ, φˆ, 1) according to (26), (27) and (28).
Now, forget φˆ, and compute ψψˆ−1 as in the course of the proof of Propo-
sition 14.1. Then apply the boundary operator dˆwhich defines φˆ′ according
to (56). We even have φˆ′ = φˆ, so the cocycles (ψˆ, φˆ′, 1) and (ψˆ, φˆ, 1) which
represent the composition eˆ1(Γ) ◦ δ(Γ) and the duality map ̂ coincide. 
Dually to the construction of δ(Γ), we have a natural map
δˆ(Γ) : D̂yn
†
(Γ) → Top†(Γ)
with analogous properties.
To summarise this section, we have a commutative diagram of natural
isomorphisms
Top†1(Γ)
Dyn†(Γ) ̂ //
δ(Γ)=e(Γ)−1
99tttttttttt
D̂yn
†
(Γ).
δˆ(Γ)=eˆ(Γ)−1
eeKKKKKKKKK
15. TOPOLOGICAL TRIPLES AND K-THEORY
In this section we fix a natural number n ∈ {1, 2, 3, . . . } and we let
G := Rn, N := Zn.
We identify the dual group ofRwith 2piR containing the dual lattice 2piZ.
The n-torus is Tn := Rn/Zn, and the dual n-torus is Tˆn := 2piR/2piZ
which should not be mixed up with the dual group T̂n = 2piZ of Tn.
Recall the classification of topological triples from section 12. There we
introduced the Γ-module M := C(Tn × Tˆn, U(1)) with its submodules
Mχ := C(Tn, U(1)) and Mχˆ := C(Tˆn, U(1)) on which Γ acts with (the
negative of) homomorphisms χ : Γ → Tn and χˆ : Γ → Tˆn. In the classifi-
cation of topological triples the group Hn(Γ,Mχ×χˆ/MχMχˆ)/H1(Γ,Mχ×χˆ)
occured, and as we saw in section 13, this group has an interpretation as an
obstruction group.
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However, in the case of G = Rn,N = Zn, the next lemma simplifies the
discussion essentially.
Lemma 15.1 If G = Rn and N = Zn, then Hk(Γ,Mχ×χˆ/MχMχˆ) = 0 for all
k > 0.
Proof : Let V := Cnull(Tn × Tˆn,R) denote the vector space of real valued,
null-homotopic and base point preserving functions on the product of the
torus and the dual torus. Let V1 := Cnull(Tn,R) and V2 := Cnull(Tˆn,R) be
the subspaces of those functions of V which only depend on one variable.
The groupV×U(1), respectivelyV1×V1×U(1), can be identified with the
subgroup of Mχ×χˆ, respectively MχMχˆ, consisting of all null-homotopic
functions. The crucial point is that the respective quotients, the homotpy
classes of maps, are isomorphic, namely
[Tn, U(1)]× [Tˆn, U(1)] ∼=−→ [Tn × Tˆn, U(1)].
([ f ], [g]) 7−→ [ f ( )g(..)]
This leads us to a diagram of short exact sequences of Γ-modules
0

0

0

0 // V1 ×V2 ×U(1) //

MχMχˆ //

[Tn, U(1)]× [Tˆn, U(1)] //
∼=

0
0 // V ×U(1) //

Mχ×χˆ //

[Tn × Tˆn, U(1)] //

0
0 // V/V1 ×V2 //

Mχ×χˆ/MχMχˆ //

0 //

0.
0 0 0
It follows that Mχ×χˆ/MχMχˆ is Γ-isomorphic to a vector space, and this
proves the lemma, because the cohomology of a finite group with values in
a vector space always vanishes. 
By definition of regularity (Def. 13.1), we have:
Corollary 15.1 If G = Rn and N = Zn, then every topological triple is regular.
In particular, if we focus our attention to topological triples of order 1,
then we have isomorphisms
Dyn†(Γ) ∼= Top1(Γ) ∼= D̂yn
†
(Γ).(59)
Now, let (κ, (E, P), (Ê, P̂)) be a topological triple of order L, and let us
denote by (L∗κ, (L∗E, L∗P), (Ê, P̂)) (a representative of) the image of the
triple (κ, (E, P), (Ê, P̂)) under L∗ (s. (54)). Let C(L∗) denote the mapping
cone of the pullback L∗ : C∗(L∗E, L∗P) → C∗(E, P) (cf. (11), p. 10). As
the topological triple (L∗κ, L∗(E, P), (Ê, P̂)) has order 1, we have by (59) an
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isomorphism K∗Γ,L∗P(L∗E)
∼= K∗+n
Γ,P̂
(Ê) as explained in (30). So if we replace
K∗Γ,L∗P(L∗E) by K
∗+n
Γ,P̂
(Ê) in the six term exact sequence (13), we find an exact
sequence
Kn
Γ,P̂
(Ê) // K0Γ,P(E) // K1(C(L∗))

K0(C(L∗))
OO
K1Γ,P(E)oo K
1+n
Γ,P̂
(Ê).oo
Dually, we also have an exact sequence
KnΓ,P(E) // K
0
Γ,P̂
(Ê) // K1(C(Lˆ∗))

K0(C(Lˆ∗))
OO
K1
Γ,P̂
(Ê)oo K1+nΓ,P (E),oo
where C(Lˆ∗) is the mapping cone of the pullback Lˆ∗ : C∗(Lˆ∗Ê, Lˆ∗P̂)) →
C∗(Ê, P̂). Here (L∗κ, (E, P), (Lˆ∗Ê, Lˆ∗P̂)) is (a representative of) the image of
(κ, (E, P), (Ê, P̂)) under Lˆ∗ (s. (52)).
In the special case of L = 1 these sequences reduce to the isomorphism
(30), namely:
Corollary 15.2 Let G = Rn and N = Zn, and let (κ, (E, P), (Ê, P̂)) be a
topological triple of order 1. Then there is an isomorphism in twisted equivariant
K-theory
K∗Γ,P(E) ∼= K∗+nΓ,P̂ (Ê).
Proof : For L = 1 we have 1∗ = idC∗(E,P) and 1ˆ∗ = idC∗(Ê,P̂). Thus, the
mapping cones C(1∗) and C(1ˆ∗) above are contractible and their K-theories
vanish. 
16. CONCLUSION AND OUTLOOK
In this work we considered topological (T-duality) triples over the single-
ton space ∗ with an action of a finite group Γ. In more learned terms, this
is a topological triple over the proper e´tale groupoid Γ ⇒ ∗. Topological
(T-duality) triples over a space B as as considered in [1, 3, 10] may be un-
derstood as topological triples over the proper e´tale groupoid B ⇒ B. In
a future work we are going to combine the methods of [10] and this work
to deal with topological (T-duality) triples over any proper e´tale groupoid
Γ1 ⇒ Γ0, that is a topological (T-duality) triple over Γ0 in the sense of
[1, 3, 10] equipped with an action of Γ1. We then will also derive the corre-
sponding isomorphism in K-theory (cf. Corollary 15.2), and, after proving
Morita invariance of the set-up, we also obtain the corresponding statement
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for topological (T-duality) triples over orbifolds, i.e. for stacks which have
presentations by proper e´tale groupoids.
APPENDIX A. A MAYER-VIETORIS SEQUENCE IN GROUP COHOMOLOGY
Let (M,+) be an abelian group and Γ-module. Assume that there are sub-
modules M1,M2 ⊂ M. Thus, there is a diagram of Γ-modules
M1  r
%%JJ
JJJ
JJJ
JJ
M1 ∩M2
+ 
88qqqqqqqqqqq
 s
&&MM
MMM
MMM
MMM
M1 + M2,
M2
, 
99tttttttttt
where M1 + M2 is the sub-module of M consisting of all m ∈ M such that
there exist xi ∈ Mi satisfying m = x1 + x2. These modules give rise to a
long exact sequence in group cohomology
· · · // Hn(Γ,M1 ∩M2)
diag
// Hn(Γ,M1)⊕ Hn(Γ,M2) EDBC 	
GF@A
..^^^^^ Hn(Γ,M1 + M2)
C // Hn+1(Γ,M1 ∩M2)
diag
// · · · .
Namely, the diagonal map diag is defined by diag([ω]) := ([ω], [ω]), and
the subtraction map 	 is defined by [ω1]	 [ω2] := [ω1−ω2]. The connect-
ing homomorphism C is given by C([Ω]) := [δω1] = −[δω2], where δ is the
boundary operator of the cochain complex C•(Γ,M), and Ω = ω1 + ω2 is
any decompositon such that ω1 : Γn → M1 and ω2 : Γn → M2.
It is left to the reader to to check that these maps are well-defined and
that the resulting sequence is exact.
APPENDIX B. THE EQUIVARIANT CˇECH CLASS [v]
For a homomorphisms χ : Γ → G/N consider a Γ-equivariant covering
V· := {Vi|i ∈ I} of the space G/N. This yields a double complex
...
...
...
C2,0(Γ,V·)
δχ //
δˇ
OO
C2,1(Γ,V·)
δχ //
δˇ
OO
C2,2(Γ,V·)
δχ //
δˇ
OO
· · ·
C1,0(Γ,V·)
δχ //
δˇ
OO
C1,1(Γ,V·)
δχ //
δˇ
OO
C1,2(Γ,V·)
δχ //
δˇ
OO
· · ·
C0,0(Γ,V·)
δχ //
δˇ
OO
C0,1(Γ,V·)
δχ //
δˇ
OO
C0,2(Γ,V·)
δχ //
δˇ
OO
· · · ,
(60)
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where Ck,l(Γ,V·) is the set of all continuous functions Γl ×äα∈Ik+1 Vα →
U(1), for Vα := Vi0 ∩ · · · ∩ Vik if α = (i0, . . . , ik). The boundary operators
δχ and δˇ are the usual boundary operators of group and Cˇech cohomol-
ogy. The corresponding total cohomology of this complex is denoted by
Hˇ•Γ(V·, U(1)), and we define the colimit over all Γ-equivariant coverings
Hˇ•Γ(G/N, U(1)) := colimV· Hˇ
•
Γ(V·, U(1)).
For an equivariant bundle isomorphism
λAd(l)

G/N × PU(H)

v // G/N × PU(H)

	 λ
χ

G/N = //

G/N

	 χ
∗ = // ∗
we are going to define its class [v] ∈ Hˇ1Γ(G/N, U(1)).
Let {Vi|i ∈ I} be a Γ-equivariant covering of G/N such that the isomor-
phism v is given by functions vi : Vi → PU(H) which permit unitary lifts:
U(H)

Vi
vi
77oooooooooooooo
vi
// PU(H).
We define cij : Vi ∩Vj → U(1) by
cij(z, zˆ) := vi(z)vj(z)−1.
Now, for the cocycles λ,λAd(l) : Γ× G/N → PU(H) we have
λ(a, z)vi(z) = vi(z+ χ(a))λˆ(a, z)Ad(l(a, z)),
for all i ∈ I. This equality can be used to define functions γi : Γ×Vi → U(1)
by
vi(z) = λ(a, z)−1[vi(z+ χ(a))]l(a, z)γi(a, z, zˆ).
A short calculation shows that (c..,γ.) is a 1-cocycle in (60), i.e.
δˇc·· = 1, δχ×χˆc·· = δˇγ·, δχ×χˆγ· = 1.
The class of (c..,γ.) in Hˇ1Γ(G/N, U(1)) is denoted by [v]. We leave it to the
reader to verify that the class is independent of the choices of vi, vi.
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APPENDIX C. THE EQUIVARIANT CˇECH CLASS [κ, κ′]
The definition of [κ, κ′] is essentially the same as the definition of [v], it just
concerns more free parameters.
For two homomorphisms χ : Γ→ G/N and χˆ : Γ→ Ĝ/N⊥ we consider
a Γ-equivariant coveringW· := {Wi|i ∈ I} of the space G/N× Ĝ/N⊥. This
yields a double complex
...
...
...
C2,0(Γ,W·)
δχ×χˆ //
δˇ
OO
C2,1(Γ,W·)
δχ×χˆ //
δˇ
OO
C2,2(Γ,W·)
δχ×χˆ //
δˇ
OO
· · ·
C1,0(Γ,W·)
δχ×χˆ //
δˇ
OO
C1,1(Γ,W·)
δχ×χˆ //
δˇ
OO
C1,2(Γ,W·)
δχ×χˆ //
δˇ
OO
· · ·
C0,0(Γ,W·)
δχ×χˆ //
δˇ
OO
C0,1(Γ,W·)
δχ×χˆ //
δˇ
OO
C0,2(Γ,W·)
δχ×χˆ //
δˇ
OO
· · · ,
(61)
where Ck,l(Γ,W·) is the set of all continuous functions Γl ×äα∈Ik+1 Wα →
U(1), for Wα := Wi0 ∩ · · · ∩Wik if α = (i0, . . . , ik). The boundary operators
δχ×χˆ and δˇ are the usual boundary operators of group and Cˇech cohomol-
ogy. The corresponding total cohomology of this complex is denoted by
Hˇ•Γ(W·, U(1)), and we define the colimit over all Γ-equivariant coverings
Hˇ•Γ(G/N × Ĝ/N⊥, U(1)) := colimW· Hˇ•Γ(W·, U(1)).
Consider two topological triples
(
κ, (P, E), (P̂, Ê)
)
and
(
κ′, (P′, E′), (P̂′, Ê′)
)
(with underlying Hilbert spacesH,H′ respectively) such that the underly-
ing pairs (P, E) and (P′, E′) and the dual pairs (P̂, Ê) and (P̂′, Ê′) are outer
conjugate. We are going to define the class
[κ, κ′] ∈ Hˇ1Γ(G/N × Ĝ/N⊥, U(1)).
Let {Wi|i ∈ I} be a Γ-equivariant covering of G/N × Ĝ/N⊥ such that
the isomorphisms κ, κ′ are given by functions κi, κ′i : Wi → PU(H) which
permit unitary lifts:
U(H)

Wi
κi , κ′i
77oooooooooooooo
κi , κ′i
// PU(H).
We define ki(z, zˆ) := κi(z, zˆ)κ′i(z, zˆ)−1 and cij : Wi ∩Wj → U(1) by
cij(z, zˆ) := ki(z, zˆ)k j(z, zˆ)−1.
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Now, if λ,λ′ : Γ× G/N → PU(H) and λˆ, λˆ′ : Γ× Ĝ/N⊥ → PU(H) are
the cocycles implementing the Γ-actions, we have
λ(a, z)κi(z, zˆ) = κi(z+ χ(a), zˆ+ χˆ(a))λˆ(a, zˆ),
λ′(a, z)κ′i(z, zˆ) = κ
′
i(z+ χ(a), zˆ+ χˆ(a))λˆ
′(a, zˆ),
for all i ∈ I. By use of the outer equivalence of the actions, λ′ = λAd(l), λˆ′ =
λˆAd(lˆ), we eliminate λˆ and obtain
κi(z, zˆ)κ′i(z, zˆ)
−1 = λ(a, z)−1κi(z+ χ(a), zˆ+ χˆ(a))κ′i(z+ χ(a), zˆ+ χˆ(a))
−1λ(a, z)
Ad(l(a, z))κ′i(z, zˆ)Ad(lˆ(a, zˆ))
−1κ′i(z, zˆ)
−1.
This equality can be used to define functions γi : Γ×Wi → U(1) by
ki(z, zˆ) = λ(a, z)−1[ki(z+ χ(a), zˆ+ χˆ(a))]l(a, z)κ′i(z, zˆ)[lˆ(a, zˆ))
−1] γi(a, z, zˆ).
A short calculation shows that (c..,γ.) is a 1-cocycle in (61), i.e.
δˇc·· = 1, δχ×χˆc·· = δˇγ·, δχ×χˆγ· = 1.
The class of (c..,γ.) in Hˇ1Γ(G/N × Ĝ/N⊥, U(1)) is denoted by [κ, κ′], and
we leave it to the reader to check that it is independent of the chosen charts
and the chosen lifts.
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