Quantitative hydrogeophysical studies rely heavily on petrophysical relationships that link geophysical properties to hydrogeological properties and state variables. Coupled inversion studies are frequently based on the questionable assumption that these relationships are perfect (i.e., no scatter). Using synthetic examples and crosshole ground-penetrating radar (GPR) data from the South Oyster Bacterial Transport Site in Virginia, USA, we investigate the impact of spatially-correlated petrophysical uncertainty on inferred posterior porosity and hydraulic conductivity distributions and on Bayes factors used in Bayesian model selection. Our study shows that accounting for petrophysical uncertainty in the inversion (I) decreases bias of the inferred variance of hydrogeological subsurface properties, (II) provides more realistic uncertainty assessment and (III) reduces the overconfidence in the ability of geophysical data to falsify conceptual hydrogeological models.
Introduction

1
A primary goal in hydrogeophysical studies is often to infer quantitative hy-2 drogeological models from geophysical and any available hydrogeological data. to discriminate among conceptual hydrogeological models will likely lead to over 27 confidence in the ability of geophysical data to falsify and discriminate between 28 alternative conceptual hydrogeological models (Linde, 2014) . Furthermore, it 29 also implies that ad hoc data weighting schemes are needed when jointly in-30 2 verting geophysical and hydrogeological data (e.g., Lochbühler et al. (2013) in 31 which each data type was given an equal weight in the objective function).
32
One approach to partly circumvent these issues is to avoid the use of explicit 33 petrophysical relationships altogether. For instance, this can be achieved using 34 structural approaches to joint inversion (Haber & Oldenburg, 1997) . The cross- 
109
In this study, we address the following research questions using a coupled 
The posterior pdf describes the state of knowledge about the model parameters
139
given the observed data and prior knowledge. 
The larger the likelihood, the lower is the data misfit between the simulated prior pdf (conceptual model), η, and it is defined as the (multidimensional)
148
integral of the likelihood function over the prior distribution,
Computing the evidence is challenging as, in general, the integral in Eq. (3) can 150 not be evaluated analytically and it must be approximated by numerical means.
151
The evidence is used to calculate Bayes factors and is, thus, the cornerstone 152 of Bayesian model selection (Kass & Raftery, 1995 Bayes factor of η 1 with respect to η 2 , or B (η1,η2) , is defined as 
where ε w = 81 [-] found for a given porosity model (Pride, 1994 ):
226
Step 1 :
then the petrophysical prediction errors, ∆p, describing the residual for each 227 model cell are added
228
Step 2 : ε = ε + ∆p,
and the corresponding GPR velocities are derived
229
Step 3 :
In the context of the field study (Section 4) at the South Oyster Bacterial Step 1 :
or 234
235
where a 0 , a 1 and a 2 are the polynomial coefficients. We then add ∆p:
236
Step 2 : We generally describe the petrophysical prediction uncertainty, ∆p, the 252 porosity, Φ, and the log-hydraulic conductivity, K, fields as multi-Gaussian ran-253 dom fields. The only exception is the illustrative synthetic example of Section 254 3.1, in which the Φ and ∆p fields correspond to independent horizontal layers.
255
We parameterise our multi-Gaussian fields using the method by Laloy et al. 
299
We obtain appropriate acceptance rates of 20% (with σ Y = 0.5 ns) and 22%
300
(with σ Y = 2.0 ns) when considering full MCMC (Table 1) For a given study area, geological facies and properties change in space (e.g.,
326
porosity, specific surface area, tortuosity) such that the optimal parameters de- ns. For the case of uncorrelated petrophysical prediction errors, we apply Eq.
347
(6), (7) and (8) and draw ∆p realizations from an uncorrelated Gaussian distri-348 bution with σ ∆p = 0.8. On the resulting simulated travel time data, we add the 349 same observational noise realization. This yields a RMSE of 0.64 ns (Fig. 2b) results. This is studied in the following section. inversion, see Table 2 ). As before, the standard deviation, σ ∆p , was set equal to 
We consider four cases: ∆p is not present in the data (i.e., it is not used 387 to generate the synthetic data) and it is not inferred in the MCMC inversion prediction uncertainty exists, but it is ignored).
395
All cases considered provide accurate estimates of the mean porosity ( Fig.   396   3a) , but only the consistent cases (Case 1 and 4) give significant probability to 397 the actual variance (i.e., sill) describing the porosity field (Fig. 3b) , with (as 398 expected) Case 4 providing less precise estimates (i.e., parameter uncertainty 399 is higher). For the inconsistent cases, we find for Case 2 that the standard 400 deviation of the porosity field is greatly underestimated, while it is overestimated 401 in Case 3 (Fig. 3b) . 
404
We now consider the resulting mean porosity fields and the standard devi-405 ations for the consistent cases. For Case 1, we find a mean porosity field (Fig.   406 4a) that is very close to the true field (Fig. 2a) . The standard deviation is low 407 (Fig. 4e) , the scatter between the mean model and the true model follows the 408 1:1 trend line (Fig. 4i ) and the correlation coefficient is high (0.9). For Case 409 4, we find a slightly less precise mean model (Fig. 4d) , which is reflected in 410 the standard deviation being twice as large (Fig. 4h) . Nevertheless, the corre-411 sponding scatter plot (Fig. 4l) indicates that there is no bias (the scatter falls 412 on the 1:1 trend line) and the correlation coefficient is 0.75.
413
We now turn our attention to the inconsistent cases. When considering Case 414 2, we find a less variable mean field (Fig. 4b) and standard deviations that are 415 18 in-between the two consistent cases (Fig. 4f) . The correlation coefficient is high
416
(0.88), but the estimates are biased as they do not follow the 1:1 trend line (Fig.   417 4j). For Case 3, we find an overly variable mean field (Fig. 4c) , rather small 418 standard deviations (Fig. 4g ) and a moderate correlation coefficient (0.75) with 419 a scatter plot above the 1:1 trend line (Fig. 4k) and that some of the estimated parameters might be biased. In each plot, from (j) to (l), the Pearson correlation coefficients, r, are reported and the red lines depict the theoretical 1:1 trend line (i.e., Pearson correlation coefficient equal to 1).
435
We now focus our attention on Bayesian model selection. For each of the 436 four cases, we also use the data to infer porosity fields assuming (erroneously) 437 a multi-Gaussian conceptual model with isotropy or vertical anisotropy. We 
444
We find that the ranking of the different conceptual models is the same for all Test cases the same "true" porosity field (Fig. 2a) . Here, the true petrophysical predic-492 tion uncertainty is a zero-mean isotropic multi-Gaussian field with σ ∆p = 0.8,
493
I ∆p =0.8 m, R ∆p =1, and ν ∆p =0.5. We then infer for the mean and variance of 
499
The inferred posterior distributions of the mean (Fig. 6a) and variance ( (Fig. 6c-g ). However, some of the parameters are poorly 505 recovered. For instance, the inferred standard deviation of ∆p is centered on 506 the value of 1 instead of 0.8 (Fig. 6c ) and the inferred shape parameter of the
507
Matérn variogram peaks on a value that is half of the corresponding "true" value 508 (Fig. 6g) . The anisotropy angle is poorly estimated, which is a consequence of 509 the "true" ∆p field being isotropic (Fig. 6e) . The integral scale along the major 510 axis of anisotropy and the ratio of the integral scales peak on the "true" values,
511
but their posterior distributions are relatively wide ( Fig. 6d and 6f ). The dominant structures in the reference porosity field (Fig. 7a) , such as 515 the low-porosity zones at a depth of 0.5 m, 4 m and 6 m, are well represented by 516 the posterior mean porosity field (Fig. 7b) . The posterior standard deviations 517 25 on the inferred porosity field span a range between 0.6% and 1% (Fig. 7c) . We 518 find that the inferred mean petrophysical prediction uncertainty field (Fig. 7d) 
519
and the "true" field (Fig. 7e) have a rather low correlation coefficient (0.55).
520
The posterior standard deviations of ∆p span a range between 0.6 and 1 (Fig.   521   7f) . These large uncertainties are also reflected in the ∆p posterior realizations 522 (Fig. 8 ) that appear to be rather isotropic but with integral scales that vary 523 significantly. Overall, the structural features of the GPR velocity field are well 524 inferred even if their values span a wider range than the reference field ( Fig.   525 7g-h). In particular, the high-velocity zone in the bottom right corner of the 526 model domain are enhanced and characterized by large uncertainties (Fig. 7i) . 
531
We performed also a test with the petrophysical prediction uncertainty field 532 conceptualized by a multi-Gaussian field with anisotropy at 45 • (not shown).
533
For this case, we find a significant improvement in the ability to infer for the 
552
We use the GPR data to infer the underlying log-hydraulic conductivity field, by a zero-mean multi-Gaussian field with prior distributions outlined in Table   563 5. The upper bound on the prior range of σ ∆p is chosen such that the resulting 564 correlation coefficient between GPR velocities and log-hydraulic conductivities 565 is equal or stronger than 0.68, which corresponds to the value reported by Chen (Table 5 ). The overall number of parameters subject 569 to inference is 211.
570 Table 5 : Parameters subject to inference at the South Oyster Bacterial Transport Site (first column), their respective units (second column), range (third column), prior distribution (fourth column), and number (last column). Dimensionality reduction variables, DR K , mean, K, and standard deviation, σ K , of the natural log-hydraulic conductivity field; dimensionality reduction variables, DR ∆p , standard deviation, σ ∆p , integral scale along the major axis of anisotropy, I ∆p , anisotropy angle, ϕ ∆p , ratio of the integral scales, R ∆p , and shape parameter of the Matérn variogram, ν ∆p , of the petrophysical prediction uncertainty field; standard deviation of the measurement errors on the travel time data, σ Y , and polynomial coefficients of the constant, a 0 , the linear, a 1 , and quadratic, a 2 , terms used to describe linear or a quadratic petrophysical relationships.
Parameter Units Prior range Prior No.
Results at the South Oyster Bacterial Transport Site
571
In Section 3, we considered a synthetic example and a known petrophysical 572 relationship. In the present field example, we only assume to know the para- 
581
After MCMC inversion, we obtain similar posterior distributions of the mean 582 log-hydraulic conductivity when using a perfect linear (-1.58 log(m/h)) and a 583 scattered linear (-1.57 log(m/h)) petrophysical relationship and a slightly lower 584 value (-1.68 log(m/h)) when using a scattered quadratic petrophysical relation-585 ship (Fig. 9a) . When ignoring ∆p, the inferred standard deviation of the (Fig. 9c) .
594
The parameters describing the three petrophysical relationships are well de-595 fined ( Fig. 9d-e-f) . The inferred standard deviation of the petrophysical pre-596 diction uncertainty peak on the upper bound of the prior range (Fig. 9g) . The petrophysical relationship is used (Fig. 9h-k) . In particular, we find that the 600 petrophysical prediction uncertainty field is characterized by an integral scale 601 along the major axis of anisotropy centred around 2.4 m (Fig. 9h) , an almost 602 horizontal anisotropy (Fig. 9i ) and a ratio of the integral scales of 0.30 (Fig.   603 9j). The posterior distribution of the Matérn shape parameter is truncated by 604 the upper bound, thereby, suggesting a smooth field (Fig. 9k) .
605
-2 -1.5 -1 (Fig. 10a-c) . When the petrophysical prediction uncertainty is 615 ignored, the inferred hydraulic conductivity (Fig. 10a ) and GPR velocity ( petrophysical prediction uncertainty is accounted for (Fig. 10d-f ).
619
We observe similarities between the corresponding posterior GPR mean ve-620 locities ( Fig. 10g-i) . For instance, they all show a low-velocity zone within (Fig. 11a) or accounted for together with 633 a quadratic petrophysical model (Fig. 11c) , while a scattered linear petrophysi-634 cal relationship (Fig. 11b) 361.00) (Fig. 12) . The Bayes factor for the "best" petrophysical model (Model 2) with respect to Model 1 and Model 3 is 10 100.80 and 10 9.38 , respectively. Petrophysical models efficiency compared to MC-within-MCMC (e.g., Bosch (1999 Bosch ( , 2016 4 (petrophysical prediction errors accounted for) in Fig. 5a and 
