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Laser-beschleunigte Teilchen:
Untersuchungen zu potenziellen Anwendungenen
in der Strahlentherapie
Zusammenfassung
Laser-Plasma-Beschleuniger bieten die Mo¨glichkeit der Erzeugung hochenergetischer Teilchen-
strahlen. Da sie im Gegensatz zu konventionellen Beschleunigern kompakter und kostengu¨nstiger
sind, wurden in dieser Arbeit potenzielle Anwendungen in der Strahlentherapie untersucht.
Zuna¨chst wurde die Aba¨ngigkeit der maximalen Protonenenergie von Laser- und Targetparam-
etern studiert. Die Ergebnisse zeigen, dass mit zuku¨nftigen Laser-Systemen klinisch relevante
Energien erreicht werden ko¨nnten. Zusa¨tzlich wurden Mo¨glichkeiten einer Modifikation des ty-
pischerweise exponentiell abfallenden Energiespektrums analysiert. Ein Ansatz bei dem das Spek-
trum durch elektrische Felder modifiziert wird, die an einem zweiten Target mittels eines zweiten
Lasers erzeugt wurden, zeigte unzureichende Ergebnisse. Bei den sogenannten Double-Layer-
Targets hingegen weist das Energiespektrum einer zu Beginn an ein Substrat gelagerten Proto-
nenschicht eine “quasi-monoenergetische” Struktur auf. Der Einfluss unterschiedlicher Targetpa-
rameter auf die Energieverteilung wurde analysiert und darauf basierend ein Vergleich mit IMRT
Prostata-Bestrahlungspla¨nen durchgefu¨hrt. Dieser zeigte fu¨r Protonenstrahlen mit einer endlichen
Energiebreite eine Steigerung der Planqualita¨t im Gegensatz zu einem Photonenplan. Im zweiten
Teil wurden zuna¨chst die dosimetrischen Eigenschaften laser-beschleunigter Elektronen untersucht.
Fu¨r 250 MeV Elektronen weist die Tiefendosiskurve ein breites Maximum bei Tiefen ≥ 20 cm
auf. Außerdem ist der Halbschatten eines Bestrahlungsfeldes in Tiefen < 10 cm geringer als der
eines Photonenfeldes. Diese Eigenschaften fu¨hren zu einer leichten Verbesserung der Qualita¨t von





Laser-plasma accelerators provide a new method to create energetic particle beams. Due to their
compactness and cost-efficiency the potential of an application to radiotherapy is studied in this
work. First, the scaling of the proton energy with laser and target parameters was analyzed. The
results imply that future laser systems might generate clinically relevant energies. Furthermore,
options of controlling the typically Maxwellian proton energy spectrum were investigated. The
approach of a modification by electric fields created at a second target with a second laser yielded
insufficient results. However double-layer targets (a proton layer initially attached to a substrate)
exhibit a “quasi-monoenergetic” part in the spectrum. Based on the studies of the effects of various
target parameters on the energy spectrum a comparison of prostate treatment plans was performed.
The increased plan quality for protons compared to photon beams varied with the assumed energy
spread. The second part analyzes the dosimetric properties of laser-accelerated electrons. For
250 MeV electrons the depth dose curve yields a broad maximum at depths ≥ 20 cm. Additionally
the penumbra of treatment fields is smaller compared to the one of photons at depths < 10 cm.
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The interaction of high-intensity lasers (intensity I0 ≥ 1018W/cm2) with matter provides
a new means to create energetic particle beams [1]. In so-called laser-plasma accelerators
the leading edge of a laser pulse instantaneously ionizes a gas or a solid target and the
interaction of the electro-magnetic wave with the plasma can generate large electric fields
which subsequently accelerate charged particles.
E.g. if the laser is focused onto a thin foil (e.g. an aluminum foil with thickness
d = 10 µm) the leading edge of the pulse ionizes the target atoms and the main pulse
is interacting with a highly ionized plasma at the front surface. A large fraction of the
laser energy is absorbed as kinetic energy of the electrons in the plasma. In the main
acceleration process, called target normal sheath acceleration (TNSA), the electrons
penetrate through the foil and create electric fields of extraordinary strength which
ionize atoms at the rear surface of the target. Furthermore, the strong electric field
accelerates protons which can reach energies up to 60 MeV with currently available
technology [2]. If the solid target is replaced by a helium gas jet, the electro-magnetic
wave excites a plasma wave. The corresponding electric fields can exceed ∼ 1010 V/m
which accelerates electrons to energies of up to 250 MeV [3].
A projected advantage of laser-acceleration of charged particles is the compactness
and cost efficiency of the devices compared to conventional accelerators. Furthermore,
currently available experimental laser-plasma accelerators create charged particle beams
with maximal energies close to the regime required by modern radiotherapy. Conse-
quently the potential usefulness of laser-plasma accelerators in radiation oncology has
been discussed within recent years [4, 5, 6, 7]. This is especially important for the rapidly
growing field of hadron therapy.
The advantages of e.g. proton beams compared to photons or electrons are indis-
putable. Protons clearly exhibit a superior depth dose curve compared to photons which
are used in the majority of radiation treatments [8]. Behind the entrance region with a
slowly rising dose a sharp increase, called Bragg peak, is following. This peak is located
near the end of the finite range of the protons and can be tuned by the proton energy
(e.g. 230 MeV protons yield a range of 32 cm). In contrast photons show a depth dose
characteristic with a maximum dose at a depth of only a few centimeters and an expo-
nential decrease afterwards. Consequently, proton therapy allows to reduce the integral
dose to healthy tissue by a factor 2-3 in comparison to photons without compromising
the therapeutic dose in the tumor.
However due to the tremendous building costs of hadron therapy facilities - the costs of
the installation of a new cyclotron and a new gantry at the PSI in Villigen, Switzerland,
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amount to about e 20 million [9] - the majority of cancer patients are still treated with
photons. Though it is hard to estimate the costs of a laser-driven proton accelerator
it is one hope that the costs for these accelerators are significantly lower, as todays
laser-systems are available for a few million euros.
Another restriction is the extended size of the particle accelerators and the beam
delivering system. To utilize the benefits of flexible beam angles a rotating gantry is
required. However these devices are very massive, e.g. the gantry at the PSI yields a
weight of more than 100 tons. With a laser-plasma accelerator one could think of redi-
recting the laser with mirrors onto the target which itself is rotating around the patient.
These potential advantages seem to make these devices to an attractive alternative to
conventional particle accelerators in radiotherapy.
However, besides these promising advantages one has to admit that the technology
and physical principles of laser-plasma accelerators are by far not as well established as
for conventional synchrotrons or cyclotrons. In this thesis I therefore investigate some
basic principles of laser-plasma accelerators and how these might be employed for the
creation and clinical application of therapeutic proton beams.
The first objection to the possible use of laser-accelerated protons in radiotherapy is
related to its currently achievable maximum energy. So far the maximum energy reached
is about 60 MeV [2] and does not exceed the energy required for the treatment of ocular
tumors (∼ 70 MeV and is far away from proton energies needed for deep-seated tumors
(∼ 200 − 250 MeV). Additionally the energy spectra of laser-accelerated protons show
typically a Maxwellian shape which is inadequate for the use in radiotherapy. Only,
recently the proposition [10] of double-layer targets to obtain “quasi-monoenergetic”
proton spectra was experimentally realized [11, 12].
Another potential application of laser-accelerated particle beams refers to radiotherapy
with electron beams. Conventional radiation therapy with electrons is restricted to
non-deep-seated tumors. The energies which are used are confined to the range of
5 − 50 MeV. However several groups [13, 14, 15] proposed the use of very high energy
electrons (150 − 250 MeV) in radiotherapy. The increase in energy compared to the
electron energies used so far, extends the possible use as the range increases. In part II
of this work the potential of a future use of laser-accelerated electrons in radiotherapy
is studied.
Thesis objectives and outline
In chapter 2 some general concepts and basics of laser and plasma physics are presented.
Next, in part I the potential of laser-accelerated protons for an application in radio-
therapy are investigated. At first the basic physics of proton acceleration is discussed
by means of models and simulations (chapter 3). The underlying physics of the main
acceleration process, the plasma expansion, is studied with a self-developed particle in
cell (PIC) simulation code (chapter 4).
To estimate which intensities are required to achieve adequate proton energies for
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radiotherapy, scaling laws of the maximum proton energy are investigated in chapter 5.
In the following, various methods to modify the typically Maxwellian proton energy
spectrum are investigated. In chapter 6 a laser-target configuration of two lasers and
two targets is studied by the means of PIC simulations1. Furthermore the properties
of laser-accelerated protons from double-layer targets are analyzed in chapter 7. These
studies include an analysis of treatment planning based on energy spectra expected for
higher laser intensities (leading to higher proton energies) which are not available today.
This part is completed by conclusions and a short outlook.
In part II the potential for a clinical use of laser-accelerated electrons is studied2. The
presentation of the underlying physics of electron acceleration in chapter 10 is followed by
an investigation of the dosimetric properties of these beams by Monte Carlo simulations
in chapter 11. Finally, in chapter 12 the obtained dose distributions are used as a basis
for a comparison of treatment plans for 6 MV photons and various electron beam set-ups.
At the end a short summary of all investigations is given.
1The PIC simulations in chapter 3, 5, 6 and 7 are performed with the electro-magnetic, fully relativistic
PIC code Calder [16] which was made available by Erik Lefebvre from the De´partement de physique
the´orique et applique´e at the Commissariat a` l’E´nergie Atomique (CEA), Bruye`res le Chaˆtel, France.






“A plasma is a quasi-neutral gas of charged and neutral
particles which exhibits collective behavior.” [18]
This definition requires in addition declarations of “quasi-neutral” and “collective behav-
ior”. The latter means that motions are not only depending on local conditions but are
also driven by long-range electromagnetic forces. E.g. as charges move around electric
fields can arise due to the charge displacement, a current is induced by the movement
and hence a magnetic field. These fields can affect other charged particles far away.
“Quasi-neutrality” denotes that the plasma is neutral on a macroscopic scale such that
for the electron and ion densities ne/i holds ni ' ne ' n, where n is called the plasma
density. However there still exist non-vanishing electromagnetic forces on a microscopic
scale. A criterion for this is that the length over which a charge is shielded by the plasma
is much smaller than the characteristical length of the plasma itself.
2.1.1 Debye shielding
The aforementioned shielding distance is the Debye length λD. To compute this length
one considers the following situation [18] in one dimension: At x = 0 the potential is
held at a value φ0 by a perfectly transparent grid (cf. figure 2.1). The Poisson equation
for the potential φ(x) reads
d2
dx2
φ = −e(ni − ne)
²0
(2.1)
with electron density ne and ion density ni. For infinitely heavy ions (the ions do not
move significantly due to their large mass) the electron density obeys the Boltzmann
distribution ne = ne,0 exp(eφ/kBTe) where ne,0 equals the ion density at infinity and Te
1
is the electron temperature. Substituting the electron density into 2.1 and expanding















Figure 2.1: Shielding of an electric potential at x = 0 in one dimension. The potential
decreases exponentially on the scale length λD.







The above derivation is only valid if there are enough particles in the Debye sheath, i.e.
the plasma parameter, ND = 4/3piλ
3
Dn, which represents the number of particles in the
Debye sphere, is much larger than one.
2.1.2 Plasma frequency
If the electrons are moved from their equilibrium position an electromagnetic reset force
draws the electrons back to balance the charge of the ions. To determine the corre-
sponding plasma frequency a fixed ion background and small oscillations are assumed.
Considering a slab displaced by δx which carries an areal charge density of σ = eneδx
















To describe an electromagnetic wave with wave vector k and frequency ω propagating
in a plasma the Maxwell equations have to be solved. Due to the high frequency of the
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waves the ions are supposed to be infinitely heavy. Assuming a dependence of the fields
and the current on exp(i(kr− ωt)) the dispersion relation yields
ω2 = ω2p + c
2k2. (2.6)
The vacuum relation is modified by the term ω2p which introduces a cut-off plasma
frequency where the wave vector k becomes imaginary. This means that the electromag-
netic wave cannot propagate into the plasma anymore but decreases exponentially. For












It defines the regimes of overcritical plasmas which are opaque for light waves and
undercritical plasmas which are transparent.
2.1.4 Collisions
A plasma created by the interaction of a high intensity laser with a solid or gas target
































with Λ ≈ (12pi/Z)nλ3d. For a hydrogen plasma with density n (in 1/cm3) and temper-
ature Te (in keV) the largest collision frequency is








For Te À 0.1 keV this frequency is much smaller than the corresponding plasma fre-
quency ωp of under- (∼ 1019 1/cm3) or overcritical (∼ 1021 1/cm3) laser-plasmas.
Because typical electron temperatures in laser induced plasmas are much larger than




When a high intensity laser interacts with charged particles the so called ponderomotive
force pushes them out of regions with high intensities in the direction of the intensity
gradient. A descriptive derivation of the ponderomotive force is given in [20]. An
electron which experiences the fields of an electro-magnetic wave (frequency ω0, electric
field amplitude Ex,0) oscillates in the transverse direction of the laser propagation. In










When the amplitude of the electric field is varying in space, the oscillating energy of
the electron also changes. As a free electron can neither emit nor absorb photons (it
can only scatter them), the change in energy leads to an in- or decrease in the kinetic
energy. The total energy Wtot = Wkin +Wosc remains of course constant. Hence the
electron feels the ponderomotive force




with the ponderomotive potential




The force pushes the electrons towards regions of lower intensities. This feature holds
also in the relativistic regime [21]. The energy of an electron oscillating in transverse
direction and hence the ponderomotive potential is given by [22]
φpond =
(√




with the normalized vector potential (cf. equation 2.19) a0 = 0.85λ/µm
√
I0/1018W/cm2
corresponding to the classical velocity of electrons oscillating in the transverse electric
field of an electro-magnetic wave.
2.1.6 Plasma creation
In the electric field of the pedestal (the so called pre-pulse which is described in section
2.2.2) of a high-intensity laser atoms are instantaneously ionized. For different inten-
sity regimes diverse ionization processes are dominant [23]. Keldysh’s model [24, 25]
distinguishes three regimes for simple atoms only. But numerical simulations as well as




For comparatively low intensities (I > 1010W/cm2) multi-photon ionization is pre-
dominant. An electron absorbs multiple photons before reaching an unbound state.
For higher intensities, I > 1014W/cm2, the Coulomb barrier is suppressed. This
establishes the possibility of tunneling the potential wall. This phenomenon is called
tunnel ionization.
For even higher intensities the Coulomb barrier is further suppressed. The electrons
are liberated by the so-called barrier suppression ionization.
The intensities of lasers used for particle acceleration by laser-plasma accelerators
exceed 1017W/cm2 and are accompanied by the so-called pre-pulse (see section 2.2.2)
whose intensity is 105− 1010 orders of magnitudes lower. These intensities are sufficient
for instantaneously creating a plasma. Subsequently the main pulse is interacting with
a plasma and provides the possibility of creating energetic particle beams.
2.1.7 Electron heating
When a laser interacts with a plasma, energy is absorbed. Electro-magnetic energy
is partially transformed into kinetic energy, mainly into the one of electrons. Various
mechanisms contribute to the absorption depending on laser parameters and experimen-
tal geometries. Because in this work absorption mechanisms are not studied in detail
only a very short overview on electron heating is given.
For moderate intensities, which appear e.g. under pre-pulse conditions (cf. section
2.2.2), collisional absorption by inverse bremsstrahlung [26], the anomalous skin effect
[27] and sheath inverse bremsstrahlung [28] participate in the absorption process.
As in the following phenomena of lasers with high intensities interacting with plasmas
are studied, only the dominant mechanism of laser absorption in this regime is described
in more detail. The central mechanism is ponderomotive heating. Electrons are expelled
from high intensity regions by the ponderomotive force which is proportional to the
intensity gradient (equation 2.14). At the critical density - where the laser light is
reflected - large intensity gradients occur and electrons are accelerated to relativistic
energies. Simulations [29] showed that the temperature of the heated electrons scales
with the ponderomotive potential,
kBTe ≈ φp = mec2
(√
1 + a20 − 1
)
. (2.17)
This scaling is in good agreement with later experimental results [30].
For oblique incident lasers two other mechanisms contribute to absorption. In the
case of vacuum heating [31] the part of the oscillating electric field which is normal to
the target surface (Ex) can accelerate electrons into vacuum. As inside the target the
electric fields vanish, a returning electron feels no decelerating force. It penetrates inside













Figure 2.2: Chirped pulse amplification: The pulse provided by the oscillator with a
pulse length of 40 fs and an energy of a few nJ is stretched by two opposed
gratings where the red wave lengths are crossing the stretcher faster than
the blue ones. Then the pulse is amplified by a factor 1010. After the
recompression to the original length by two parallel gratings the final pulse
yields an energy of a few Joule.
The so-called resonant absorption [32] occurs at the critical density. At this point the
frequency of an electron oscillating in the electro-magnetic wave matches the plasma
frequency and resonance phenomena arise.
2.2 Laser basics
2.2.1 Chirped pulse amplification
The invention of the Chirped Pulse Amplification (CPA) method [33, 34] provided the
possibility to reach laser intensities as they are used in present experiments. Before
that, an increase in laser intensity was limited by non-linear effects. At intensities of
the order of GW/cm2 the material index of refraction becomes linearly dependent on
the intensity. Therefore a laser with a Gaussian intensity profile sees different refraction
indices and the beam quality decreases significantly. The CPA (figure 2.2) avoids this
problem by stretching the basic laser pulse in time, then amplifying it and performing
a recompression at the end. The pulse is stretched by two opposed gratings by a factor
of 103 − 105. The positive group velocity dispersion leads to a temporal spread of the
frequency components. The resulting pulse intensity is decreased and amplification is
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possible. After the amplification of ∼ 1010 the pulse is recompressed by another pair of
gratings. Typical laser parameters achieved by these systems are (e.g. the “Salle jaune”
laser of the LOA [35])
• laser energy, Elas ∼ 0.8 J,
• pulse length, τlas ∼ 30 fs,
• intensity in a focal spot with a diameter of a few microns, I ∼ 6× 1019W/cm2,
• laser wavelength, λ = 820 nm, and
• repetition rate, f = 10 Hz.
Even higher intensities of the order of 4×1020W/cm2 have been achieved [36] with CPA
lasers.
2.2.2 Pre-pulse
An important property of these ultra-short high-intensity lasers is the so-called “pre-
pulse”. Amplified spontaneous emissions (ASE) in the amplifier lead to a laser pulse
accompanying the main pulse on a nanosecond time scale. The contrast between the
main pulse with peak intensity and the pre-pulse is between 105 and 1010. As the electric
fields of the pre-pulse are still large enough to ionize the target a “pre-plasma” is created.
The length of the pre-pulse and the contrast to the main pulse are of course influencing
the pre-plasma properties, temperature and density gradient, and hence the absorption
of the main pulse [37].
2.2.3 Laser parameters
To characterize the laser intensity the dimensionless normalized vector potential a0
is introduced. An electron oscillating classically in the transversal electric field of an













gives a criterion for the relativistic regime (I18 in 10
18W/cm2, λ(µm) in µm). For a0 & 1
the transversal velocity approaches c and the v×B part of the Lorentz force has to be
taken into account. Besides a0, the energy Elas, the pulse length τlas and the wave length
λ characterize the laser.
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2.3 Particle in cell simulations
The simplest way to study plasma phenomena would be to solve the equation of motion
for every single particle numerically. An overcritical plasma of 10 µm3 volume with an
electron density of ne ∼ 1021 cm3 consists of ∼ 1011 particles. The resolution in time
should resolve the plasma frequency with tpe ∼ 1 fs. Hence a simulation of 1 ps takes
∼ 1014 iterations. Assuming a computation time of 1 µs per iteration would lead to a
total simulation time of several years.
2.3.1 Kinetic theory and Vlasov equation
However in kinetic theory for plasmas (e.g. [18]) it is only necessary to know the dis-
tribution function fα(x,p, t) of a particle species α. The number of particles dN in
the phase space volume dΓ = dxdp around position x and momentum p is given by
dN = fαdxdp. The distribution function has to satisfy the Boltzmann equation
∂tfα + v∇xfα + F∇pfα = (∂tfα)coll, (2.20)
where the term on the right hand side describes collisions between particles. In a suf-
ficiently hot plasma collisions can be neglected (see section 2.1.4), the collision term
becomes zero and the force F is entirely electromagnetic. The equation results in the
Vlasov equation
∂tfα + v∇xfα + q(E+ v ×B)∇pfα = 0. (2.21)
In Particle in Cell (PIC) simulations [38] this equation is not solved directly but by
the method of characteristics. The distribution function is represented by a number of
macro-particles and for each particle the equations of motion
dp
dt




with m = γm0, γ = 1/
√
1− v2/c2 are solved.
2.3.2 Weighting and computational cycle
To determine the electric and magnetic fields a spatial grid is introduced. The particles
are accumulated by an interpolation scheme on the grid points resulting in a charge
and current density on the nodes. The first-order weighting scheme in one dimension
(figure 2.3) assigns a particle to the two nearest grid points. The charge and therefore
the current are split linearly depending on the distance to the nodes.
Then Maxwell’s equations can be solved on the spatial grid assuming specific, e.g.
periodic, boundary conditions. The obtained self-consistent electromagnetic fields are
12






Figure 2.3: A particle is assigned to the two nearest grid points. (∆x − ∆)/∆x of the
particle charge contributes to the (i− 1)th grid point. ∆/∆x is attached to
the ith node.
interpolated to the particle positions and the equation of motion for each macro-particle
can be solved. The full computational cycle is shown in figure 2.4.
2.3.3 “Natural” units
For convenience the physical quantities are transformed to dimensionless variables so
that Maxwell’s equations read
∇′E′ = ρ′ (2.24)
∇′ × E′ = −∂t′B′ (2.25)
∇′B′ = 0 (2.26)
∇′ ×B′ = j′ + ∂t′E′ (2.27)
with the dimensionless variables given in table 2.1.
Due to the dimensionless variables one simulation represents various physical situa-
tions. A common simulation set-up with laser intensity a0 = 3.7, laser pulse length
τlas = 200 1/ω0, target thickness d = 30 c/ω0 and plasma density n = 10 nc represents:
• for λ = 1 µm a laser of 1.9 · 1019W/cm2 and τlas = 106 fs incident on a 4.8 µm
thick target at 1.1 · 1022 cm3 or
• for λ = 0.5 µm a laser of 7.6 · 1019W/cm2 and τlas = 53 fs incident on a 2.4 µm
thick target at 4.4 · 1022 cm3.
In the following almost exclusively “natural” units are used and from time to time
examples in SI-units are given.
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(xi,vi)→ (ρj , jj)
Solving Maxwell’s
equations




Figure 2.4: After the initialization the computational loop starts. The particles are
assigned to the spatial grid. With the resulting charge and current densities
the Maxwell equations are solved. The fields are interpolated to the particles
positions and the equations of motion are solved for each particle.
2.3.4 Diagnostics
To analyze the simulation various means of diagnostics are available. As these occur in
the simulations on laser-accelerated protons (part I) a detailed description is set aside.
In general there are two different types of diagnostics. On the one hand there are “time
histories” like the total energy, kinetic energies of each particle species or the fraction
of absorption of an incident laser pulse. On the other hand periodic snapshots of the
system are stored. These are e.g. the xpx-phase space, energy distribution of a particle
species or the electric field at a certain time.
Physical quantity Dimensionless variable Units in SI-units(λ = 1 µm)
Distance x′ = x/(c/ω0) 0.159 µm
Time t′ = t/(1/ω0) 0.531 fs
Velocity v′ = v/c 3 · 108 m/s
Mass m′ = m/me 9.1 · 10−31 kg
Momentum p′ = p/(mec) 2.73 · 10−22 kg· m/s
Density n′ = n/nc 1.1 · 1021 1/cm3
Electric field E′ = E/(mecω0/e) 3.2 TV/m
Magnetic field B′ = B/(meω0/e) 10.7 kT
Table 2.1: Simulation units
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2.3.5 Choice of initial values
One important issue occurring in PIC simulations are of course numerical instabilities.
E.g. if the choice of the grid size ∆x, the time step ∆t or the number of initialized
particles per cell (NPC) is inappropriate, numerical heating can develop. This could
appear if non-physical forces due to the grid occur or the time step does not resolve
the largest frequency of a physical phenomenon. As a guideline [39] the following initial
values are chosen:
• the size of a grid cell is chosen to be ∆x ≤ λD,
• the time step is chosen to be ∆t ≤ ∆x/√2
• the number of particles per cell is chosen to be NPC ≥ 100 for one-dimensional
simulations
If a numerical instability occurred in a simulation, the parameters were varied by trial
and error. The main criterion was to ensure the conservation of the total energy.
2.3.6 PIC codes
In this work two different PIC codes are used. In chapter 4 one-dimensional plasma
expansions are investigated with a self-developed one-dimensional, electro-static PIC
code. All other simulations are performed with Calder, an electro-magnetic, fully rela-
tivistic PIC code [16] which was made available by Erik Lefebvre from the De´partement
de physique the´orique et applique´e at the Commissariat a` l’E´nergie Atomique (CEA),








3 Basics of proton acceleration
3.1 Basic mechanisms
In the interaction of a high-intensity laser with a solid target energetic protons are
produced. At first the two main acceleration mechanisms are described. On the one hand
an acceleration of protons at the target front surface is present where ponderomotively
expelled electrons leave a positively charged cavity behind. On the other side electrons
crossing the target form an electric sheath at the rear side leading to an acceleration of
protons at the back of the target.
Both mechanisms occur when a laser with an intensity I0 & 1018W/cm2 is focused
e.g. onto an aluminum foil with a typical thickness between a few and 100 µm (figure
3.1). The accompanying pre-pulse already ionizes the target surface (by definition the
front side) and creates the so-called pre-plasma.
3.1.1 Target front side acceleration mechanism
The target front side acceleration is based on ponderomotively expelled electrons. The
resulting electrostatic field accelerates the target surface into the target, called the “hole-
boring” mechanism [40, 29, 41]. Sentoku et al. [42] studied the phenomenon by means of
one-dimensional PIC-simulations. In front of the target a pre-plasma is assumed. When
the high-intensity laser reaches the critical density electrons are expelled out of the high
intensity region. This process lasts until the ponderomotive potential equals the arising
electric potential, Φel ∼ Φpond. The existence of this field is limited to the laser pulse
duration, τlas. As the acceleration time for the protons in the field, τacc, is shorter than
τlas [43], the protons can gain the maximum energy determined by the ponderomotive
potential. In addition simulations show that the accelerated sharp proton front explodes
due to repulsive forces leading to an additional acceleration. The maximum energy for
protons originating at the target front is estimated to [43]
Ep,front ∼ 2.25kBTe = 1.15 MeV
(√
1 + a20 − 1
)
. (3.1)
For typical intensities of I = 1019W/cm2 the estimation predicts a proton energy of
Ep,front ∼ 2.1 MeV.
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Figure 3.1: 1Inside the interaction chamber the laser is directed by several mirrors onto
an off-axis parabola. This focuses the beam onto the target leading to inten-
sities of up to 1019−1020W/cm2. Due to the formation of an electron sheath
at the rear surface protons are accelerated normal to the target rear side.
3.1.2 TNSA mechanism at the rear side
In the interaction of a high-intensity laser with a solid target electrons are heated. De-
pending on the intensity temperatures of around 1 MeV are obtained (section 2.1.7).
Due to their large energies electrons can penetrate through the target and leave it on
the back side forming an electron sheath. The corresponding electric field of this sheath,
which can reach several TV/m, ionizes parasitic hydrogen atoms stemming from con-
tamination layers at the target back. Afterwards these protons are accelerated normal to
the target surface to energies of several MeV (figure 3.2). This mechanism which is dom-






















































































































Figure 3.2: The incident laser heats electrons which form a sheath at the rear side.



























Figure 3.3: (a) Electron energy spectrum shortly after the arrival of the maximum of
the laser pulse at the target surface. The electron temperature is 1.1 MeV
(dashed line). (b) Kinetic energy of electrons (red) and protons (blue) versus
time.
(TNSA) [29, 44].
However the acceleration field is not homogeneous for all protons at the rear side.
At first due to the lateral inhomogeneity of the electron sheath the field is varying.
Secondly protons, which are not directly placed at the target surface, experience a
reduced acceleration field as the electric field is shielded by the outer protons. The
resulting energy spectrum yields a Maxwellian shape with a characteristic cut-off energy
(see figure (3.5 (b)) and section 3.2 for the underlying basic model).
For a long time experimental results provided a foundation for controversy on the
origin of the protons, the target front or rear side. While several groups proposed a
dominant front side acceleration mechanism [45, 46] other groups [2, 47, 48, 44] suggest
the rear side as the origin of the fastest protons. In the meantime the fastest protons
are supposed to stem from the rear side [49]. However for high laser intensities the front
side acceleration mechanism might become more dominant [39].
3.1.3 Exemplary two-dimensional simulation
To illustrate the proton acceleration process in more detail an exemplary two-dimensional
PIC simulation is performed. A laser with an intensity of I = 1020W/cm2, a pulse
duration of τlas = 36 fs and a transversal size of ly,FWHM = 5 µm is incident on a
3.5 µm thick plasma slab. The target consists of electrons and protons with a density
1By the courtesy of the Groupe Sources de Particules par Laser, Laboratoire d’Optique Appliqe´e,
CNRS, ENSTA, Palaiseau, France
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Figure 3.4: (a) Proton density map at 0.5 ps after the laser pulse has hit the target.
The density is given in units of the critical density. (b) Maximum energy of
protons propagating in laser direction which are originating from the target
front (blue) and rear (red) side respectively versus time.
of n = 10 nc and is placed at x = 32 µm.
The simulation box with a dimension of 100 µm in longitudinal and 25 µm in transver-
sal direction is divided into cells with side length ∆x = ∆y = 16 nm. The simulation is
lasting for 1.1 ps (∆t = 0.037 fs).
About 30% of the laser energy is absorbed by the plasma. The electrons are heated
and show a Maxwellian energy distribution with Te ∼ 1 MeV shortly after the arrival
of the maximum of the laser pulse at the target surface (figure 3.3 (a)). The electrons
form an electric sheath at the target front and rear side and protons are accelerated
(figure 3.4 (a)). In the course of time more and more kinetic energy of the electrons is
transferred to the protons via the electromagnetic forces (figure 3.3 (b)). At the end of
the simulation, i.e. after 1.1 ps approximately 80% of the kinetic energy is stored in the
kinetic energy of the protons.
Figure 3.4 (b) shows the temporal development of the maximum energies of the pro-
tons originating from the target front respectively the target rear side. The rear side
acceleration is leading to larger proton energies compared to the energy of front side
protons.
The xpx-phase space also shows the two different acceleration mechanisms (figure 3.5
(a)). At the rear side the acceleration is based on the expansion of the target due to
heated electrons. This expansion has a counterpart on the front side as of course the
expansion takes also place in the backward direction, i.e. in the direction of the laser
source. In addition at the front side forward accelerated protons are present. However




As in chapter 5 an extensive number of experiments is compared to a model scaling the
maximum energy, here just three exemplary experiments are presented. At the LOA
protons with energies of up to 10 MeV were generated [35]. A “table-top” laser which
provides a laser pulse of ∼ 1 J in ∼ 40 fs is focused onto plastic or aluminum foils
(thickness ∼ 6 µm) leading to intensities of up to 6× 1019W/cm2. The energy spectrum
shows the typical Maxwellian shape with a sharp cut-off at 10 MeV. The divergence
angle is around 15◦ at FWHM for 5 MeV protons.
Hegelich et al. [12] suppressed the dominant acceleration of parasitic protons by
resistive heating. The laser (I ∼ 5 × 1019W/cm2, τlas ∼ 500 fs) interacts with a 50 µm
aluminum foil coated with a 1 µm carbon layer at the rear side. When the target is
resistively heated the maximum proton energy is reduced from 25 MeV to 3 MeV and
their number is reduced by a factor of 10. On the other hand the maximum carbon ion
energy (up to 5 MeV/nucleon) and the number of accelerated ions (by a factor of 2.5)
are increased.
The highest proton energy reported so far was achieved by Snavely et al. [2]. Focusing
a ∼ 400 J, 500 fs laser, i.e. an intensity of 3× 1020W/cm2, onto a 100 µm thick CH foil













Figure 3.5: (a) Phase space of protons in arbitrary units at 0.2 ps after laser pulse has
reached the target surface in arbitrary units. Protons with positive momenta
propagate in the laser direction and are originating from the front as well as
from the rear side. Protons from the front with negative momenta propagate
in the direction of the laser origin. In experiments the corresponding energies
are lower as the pre-plasma (which is neglected in the simulations) changes
the density gradient at the front. (b) A typical energy spectrum of laser-
accelerated protons.
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Figure 3.6: Initial situation of the one-dimensional plasma expansion. The ions are at
rest and the electrons obey a Boltzmann distribution with a temperature Te.
3.2 Mora’s model
The TNSA mechanism is based on the heating of electrons by the laser-plasma interac-
tion and a following plasma expansion. Mora [50] developed a one-dimensional analytical
model of the expansion of a plasma. Though in laser-plasma experiments several un-
derlying conditions of the model (i.e. isothermal expansion, the plasma is filling the
negative half space) are not fulfilled, it provides a good insight into the acceleration
process.
At t = 0 the negative half space is filled with cold ions at a constant density ni.
The electrons are initialized with temperature Te and obey the Boltzmann distribution
(figure 3.6)
ne = ne0 exp(eφ/kBTe). (3.2)
The potential φ satisfies the Poisson equation ∂2xφ = e(ne − Zni)/²0. To determine the
initial electric field at the ion front Poisson’s equation is integrated from the position of








ne0kBTe/²0. Additionally the electric field for positive x is given by
(appendix A.2)










After initialization the system develops under the equations of continuity and motion.
The electrons are still assumed to be in equilibrium with the potential φ.
(∂t + vi∂x)ni = −ni∂xvi, (3.5)





When one assumes quasi-neutrality, ne = Zni, one obtains the self-similar solution (valid
for x+ cst > 0)











with the ion-acoustic velocity cs =
√
ZkBTe/mi and the ion plasma frequency ωpi =√
ne0Ze2/mi²0. Substituting equation (3.7) into equation (3.2) yields a constant electric





The self-similar solution is valid as long as the local Debye length λD is much smaller
than the scale length of the self similar solution cst, i.e. λD ¿ cst or ωpit À 1. The
equality of these two quantities leads to the breakdown of the above approximation and
gives a rough estimation of the ion front position and therefore for the ion front velocity,
xfront = cst(2 ln(ωpit)− 1) (3.10)
vfront = 2cs ln(ωpit). (3.11)





i.e. two times the electric field of the self similar solution.
In addition the self-similar model provides an expression for the ion energy spectrum.














with E0 = ZkBTe. The energy spectrum shows an Maxwellian shape which is typical of
laser-plasma experiments.
To determine the maximum cut-off energy at a given expansion time Mora solved
equations (3.5) and (3.6) numerically and obtained for the electric field at the ion front
Ex,front ' 2Ex,i0√
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This fit shows the correct behavior for t = 0 and ωpit À 1 (compare to (3.3) and (3.9)
respectively). Integrating the electric field results in the ion front velocity




τ 2 + 1
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(3.15)
with τ = ωpit/
√












τ 2 + 1
)]2
. (3.16)
Summing up the analytical model of an one-dimensional isothermal plasma expansion
gives expressions for the energy spectrum as well as for the maximum cut-off energy.
Recently Mora [51] extended the model by an adiabatic version which will be shortly
discussed in chapter 4. In the next section the relation of the model to laser-accelerated
protons is given.
3.3 Scaling laws for laser-accelerated protons
3.3.1 Analytical model
J. Fuchs et al. [52] developed an analytical model to describe the scaling of the maximum
kinetic energy achievable with laser-accelerated protons. The basis of this analysis is the
one-dimensional plasma expansion model of Mora [50] for a plasma with initially cold
ions and hot electrons with temperature Te (section 3.2). The plasma expansion model







τ 2 + 1
)]2
, (3.17)
with τ = ωpit/
√
2 exp(1) and ωpi =
√
ne0Ze2/mi²0. Hence the maximum energy de-
pends on the hot electron temperature Te, hot electron density ne0, and the expansion
time t:
Emax = Emax(Te, ne0, t). (3.18)
As these parameters cannot be controlled directly by the experimental set-up, they have
to be linked to the experimental parameters. These are the intensity I0, the laser wave-
length λ, the laser pulse length τlas, the spot size diameter d0 and the target thickness
d.
Hot electron temperature Te
Wilks et al. showed that the hot electron temperature can be estimated by the pon-
deromotive potential [29, 47]








3.3 Scaling laws for laser-accelerated protons
            
            
           




























r = d0/2 + d tanΘ
d0
(a) (b)
Figure 3.7: The volume over which the hot electrons spread in one (a) respectively two
and three (b) dimensions.
where the intensity I18 is given in 10
18W/cm2 and the wave length λµm in µm. Thus
the hot electron temperature is depending only on laser intensity and wavelength, Te =
Te(I, λ).
Hot electron density ne0
The hot electron density is computed by assuming that the created hot electrons spread
homogeneously through the target. Since in the following both one- and two-dimensional
simulations as well as data from experiments, i.e. three-dimensional situations, are
considered, the corresponding volume has to be computed differently in each case (cf.
figure 3.7).
1D simulations: In one dimension the volume is simply the target thickness d. If the
thickness is larger than the length of the created electron bunch cτlas the volume is
confined to this length:
V1D = min(d, cτlas). (3.21)
2D simulations: In two and three dimensions the opening angle Θ of the electron
bunch which is created at the target front side influences the volume the hot electrons
are distributed in. Assuming the electron bunch to be shorter than the target thickness
the volume in two dimensions is
V2D = cτlas2 (d0/2 + d tanΘ) . (3.22)
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3D experiments: In three dimensions one obtains
V3D = cτlaspi (d0/2 + d tanΘ)
2 . (3.23)
The opening angle was measured to be approximately Θ = 25◦ [53].
In conclusion the volume is a function of the target thickness d and the laser pulse
length τlas. In two and three dimensions it depends on the laser spot diameter d0 as well
as on the opening angle Θ.
To calculate the number of hot electrons the absorbed fraction of laser energy fElas





In simulations the absorption f can be easily measured while for experiments an esti-
mation is given by Key et al. [54] (IW/cm2 is specified in W/cm
2) :
f(I) = 1.2× 10−15I0.75W/cm2 . (3.25)
With relations (3.20) and (3.24) the number of hot electrons can be computed as a
function of the laser energy, i.e. it depends on the intensity, the laser wave length and
for simulations on the absorbed fraction of laser energy:
Ne = Ne (f, I, λ, τlas) . (3.26)
Hence the hot electron density ne0 = Ne/V can be obtained from experimental pa-
rameters:
ne0 = ne0(I, Elas, τlas, λ, d0, d,Θ). (3.27)
Expansion time
Mora’s model is based on an isothermal plasma expansion. A finite acceleration time is
chosen as in laser-plasma experiments the electrons transfer energy to ions and the ex-
pansion is adiabatic. Fuchs et al. [52] selected the acceleration time as a free parameter.
Fitting the model to a wide range of experimental laser and target parameters yielded
an acceleration time of t = 1.33× τlas. In section 5.1.4 the dependency of the maximum
energy on the acceleration time is studied in detail.
3.3.2 Scaling of the maximum energy
In the previous sections the parameters which determine the maximum energy of an
isothermal plasma expansion (equation 3.18) are linked to parameters which can be cho-
sen in experiments. In chapter 5 this model is compared to one- and two-dimensional
simulations as well as to experimental data from literature. To demonstrate the rela-
tion between the maximum energy and the experimental parameters already here some
examples based on the model are discussed. The laser wavelength is λ = 1 µm and the
intensity, the pulse duration and the target thickness are varied.
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Figure 3.8: (a) The maximum energy depending on the intensity for a laser of 50 fs. The
target thickness is varied between d = 5 µm and d = 50 µm (5 µm =̂ red,
10 µm =̂ blue, 25 µm =̂ dark green, 50 µm =̂ light green). (b) The maximum
energy versus the pulse duration for a 25 µm thick target (I = 1019W/cm2
(red), I = 1020W/cm2 (blue), I = 1021W/cm2 (green)).
Dependency on intensity. To show the dependence on intensity a typical experimental
set-up with an ultra-short pulse of 50 fs and a focal spot with diameter d0 = 10 µm is
chosen. Four exemplary target thicknesses between d = 5 µm and d = 50 µm are
selected. Of course the maximum energy increases with increasing intensity. An energy
of almost 200 MeV is predicted for a 25 µm foil at an intensity of 1022W/cm2 (figure 3.8
(a)). These intensities will be reached by the class of Petawatt lasers which will be in
use in the near future (e.g. [55]). However the choice of targets which should be as thin
as possible might be inadequate due to their potential destruction, e.g. by the pre-pulse.
Dependency on pulse duration. In figure 3.8 (b) for a target thickness of d = 25 µm
the maximum energy is plotted versus the pulse duration for various intensities. As the
intensity is constant, a gain in pulse duration means an increase in laser energy. This
results in an larger hot electron density and hence in an increase of the maximum proton
energy.
Dependency on target thickness. Due to the divergence of the hot electron bunch the
hot electron density is decreasing with increasing target thickness. From this a reduction
of the maximum energy is following (figure 3.9).
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Figure 3.9: Maximum energy versus target thickness. The pulse duration is 50 fs, the
red line represents I = 1020W/cm2, the blue one I = 1021W/cm2 and the
green one I = 1022W/cm2.
3.4 Double-layer targets
In the interaction of a high-intensity laser with a solid target the dominating TNSA-
mechanism (section 3.1.2) accelerates parasitic protons at the target rear side. However
the corresponding electric field which the protons experience is inhomogeneous resulting
in an exponential energy spectrum. On the one hand the inhomogeneity is based on the
laterally varying density of the electron sheath producing a field gradient. On the other
hand the field acting on protons which are not situated directly at the surface is shielded
by protons placed at the target edge. To overcome the problem of an exponential energy
spectrum which is inadequate for a lot of applications, Esirkepov et al. [10] proposed
so-called double-layer targets.
3.4.1 Basics
These targets are composed of a substrate foil consisting of high-Z material (charge
number ZI and mass mI) and a thin proton-rich dot on the rear side (charge number
Zi and mass mi) with limited transverse dimension. The lateral limitation confines the
dot to the homogeneous region of the electron sheath (figure 3.10). The thickness of the
layer will influence the energy spread. The energy spectrum is expected to be narrower
as the thickness of the coating is decreasing. In addition as the acceleration a = ZeE/m
is proportional to Z/m, the ratio mIZi/miZI should be sufficiently large. This ensures
that the light ion layer is accelerated more efficiently and can separate from the heavy
ion substrate.
Esirkepov et al. performed three-dimensional PIC simulations for a laser with an






































Figure 3.10: Hot electrons created at the front side penetrate through the target and form
a sheath at the rear side. Due to the lateral confinement of the proton-rich
dot all protons are located in the homogeneous region of the electric field.
The generated proton spectrum yields a quasi-monoenergetic peak.
at 65 MeV. The relative energy spread is ∆E/E < 5%.
Schwoerer et al. [11] and Hegelich et al. [12] succeeded in realizing the double-layer
target proposition experimentally. E.g. Schwoerer et al. used microstructured targets
consisting of a 5 µm thick titanium foil coated with a 0.5 µm layer of hydrogen-rich
polymethyl methacrylate (PMMA). This layer was microstructured by an ablation laser
producing PMMA dots of 20 × 20 µm2. The laser (I ∼ 3 × 1019W/cm2, τlas = 80 fs)
was incident exactly on the opposite side of the dot. The resulting energy spectrum
shows a peak at 1.2 MeV with a width of 0.3 MeV. By means of two-dimensional PIC
simulations Schwoerer et al. showed that for I = 1.2 × 1021W/cm2 microstructured
targets can produce an energy spectrum with a peak at 173 MeV and a relative energy
spread of 1%.
3.4.2 Albright’s model
To describe the dependency of mean energy and quality of the quasi-monoenergetic light-
ion layer on the target constituents Albright et al. [56] developed a one-dimensional
analytical model.
Basic model
Initially (figure 3.11 shows the situation of an already propagated layer) a light-ion layer
with negligible thickness and areal charge density Qi is attached to a substrate of heavy
ions at rest (density nI , charge number ZI and temperature TI ≈ 0). The electrons
consist of two populations. A hot component (ne,h, Te,h) and a cold component with
ne,c ' nIZI and Te,c, which both obey a Maxwellian energy distribution. Deep inside the
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II I
substrate, nI




Figure 3.11: A proton layer with negligible thickness which is initially attached to a
heavy ion substrate has propagated to position xL. In region IV the electric
field vanishes and boundary conditions (Te,h, Te,c, n¯e,h and n¯e,c) are defined.
To the right of the dashed line the cold electron population can be neglected.
The proton layer is accelerated by the electric field due to the hot electron
population.
substrate the electric field vanishes and the electron densities attain asymptotic densities














−Qiδ(x− xL)− ZIenI0ν(x) (3.28)
with position of the layer, xL, and the edge of the substrate at x = 0. ν(x) ≡ nI(x)/nI0
denotes the relative ion density of the substrate (initially ν(x) = H(−x), H is the
Heaviside function). For convenience the equation is rewritten in dimensionless variables
ξ = x/λD = x/
√
²0kBTe,h/n¯e,he2, ϕ = eφ/kBTe,h, q = Qi/n¯e,heλD and Θ = ZInI/n¯e,h.
In regions I-III (figure 3.11) the cold electron population may be neglected for sufficiently
large hot electron temperatures Te,h ¿ Te,c. Then the Poisson equation becomes
ϕ′′ = exp(ϕ)− qδ(ξ − ξL)−Θν(ξ) (3.29)
with the light-ion layer position ξL = xL/λD. This equation is solved in each region
(I-III) separately.
Solving Poisson’s equation
In region I the terms belonging to the light-ion layer and the substrate vanish, ϕ′′ =
exp(ϕ). Using ϕ = −∞ and ϕ′ = 0 as ξ → ∞ the potential and the electric field yield
(appendix B.1)












with the potential ϕL,I ≡ limξ↓ξL ϕ(ξ) at the right hand side of the ion layer.
In region II the same integration as before with boundary conditions ϕL,II = ϕL,I ≡




L,I + q, i.e. discontinuous electric field due
to the singularity in the light-ion charge, yields (appendix B.2)
ϕ = ϕL + ln(1 + γ








with a ≡ q [√2 exp(ϕL/2)− q/2], γ ≡ tan[(ξL − ξ)√a/2] and p = ±1 .
In region III (thickness ∆ξ) the ions shield the electric field of the sheath. As ΘÀ 1,
hot and cold electrons can be neglected and initially holds ϕ′′ = −Θ. Therefore the




ϕ′ = −Θ(ξ +∆ξ) (3.35)




First of all the propagation of the layer requires a > 0 as a is proportional to the
mean force acting on the light ion layer (F ∝ (∂xϕL,I + ∂xϕL,II) ∝ (∂xϕL,I + q/2) ∝
(−√2 exp(ϕL/2) + q/2)). In region I, i.e. on the right hand side of the propagating
layer, the electric field is always positive (figure 3.12, equation (3.31)) and decreasing
inversely with the distance to the layer. On the left hand side the characteristic of
the electric field is determined by the factor p = ±1 in equation (3.33). For early
times when the layer is accelerated p = −1 gives the right description. But if the layer






the potential yields a minimum as






(equation (3.33)). Inserting the minimum, ϕmin =
ln(a) (following from equation (3.33)), in equation (3.32) gives the minimum position,
ξmin = ξL−
√
2/a arctan (exp(ϕL)/a− 1). From 0 to ξmin the potential and electric field
are described by the p = −1 solution while for ξmin to ξL the p = +1 solution is valid
(figure 3.12). This means that a negative electric field is decelerating the ions at the
rear side of the ion layer.
A descriptive explanation of this feature is the following: If the proton layer propa-
gates far enough the hot electron density (which is decreasing with the distance to the
substrate) on the right hand side of the layer cannot balance the proton layer charge
anymore. Hence the resulting force which is acting on the left edge of the proton layer
is pointing in the direction of the substrate.
To compute the potential and the electric field for a given set of parameters, q and
Θ, ϕL at a given position ξL is determined. (If the layer has propagated far enough,
i.e. ϕL < 2 ln(q/
√
2), ϕmin at a given ξmin is determined. From that a, ϕL and ξL are
calculated). For this purpose the matching condition (3.36) is solved for ϕL/min. Then
the electric field (figure 3.12) and the potential can be easily computed.
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Figure 3.12: At early times, i.e. small ξL (red curve), the electric field is always positive
and accelerates the light-ion layer. The discontinuity at the position of the
layer is proportional to the charge. After the electric field has vanished at
ξL (green curve) the field at the rear side is negative (p = +1 solution) and
decelerates ions at the back surface (blue curve).
Energy spread
As in simulations and experiments the layer expands, the energy spread of the bunch
is estimated ([56] and appendix B.3). The expansion is driven by the repulsive forces
between the ions because the initial charge density of the ion layer is much larger than
the local charge density of the hot electrons. In the center of mass frame a uniform
slab expands until the density equals the local electron density, Zini ≈ n¯e,h exp(ϕL), and










In three dimensions the expansion is additionally limited by the three dimensional di-
vergence of the electric field. A layer with transverse dimension LÀ di, di is the initial
thickness, expands like an one-dimensional layer until d ∼ L. Then it expands more



















To study the characteristics of the main acceleration mechanism, the plasma expansion
(see section 3.2), a one-dimensional electrostatic PIC code has been developed. As the
principles of PIC codes are described in detail in section 2.3 here only the basic structure
of the code is presented.
The simulation box consists of a grid with NC cells of width cell size. nr species
number of particle species are initialized with properties stored in a list, the so-called
particle sort list. These characteristics are particle names, mass, charge, ini-
tial number of particles per cell, NPC, and dynamics, which indicates the kind of particle
pusher (classical, relativistic or immobile particles). In addition the center of the plasma
slab, center position, the length, its density and temperature have to be specified.
After initialization in the simulation loop the particles are assigned first-order weighting
to the grid points. The Maxwell equations are solved for periodic boundary conditions
by a simple algorithm which just adds up the charge on the grid points to determine
E(i=0) with grid index i (see appendix C.1). Then E(i+1) is given by E(i+1) = E(i)
+ 0.5 * cell size * (rho(i+1) + rho(i)). Afterwards the electric field is weighted
to the positions of the particles which are accelerated by the resulting force.
For all particle species after display timesteps iterations the particle densities (in
file density ***.dat), the energy spectrum (en dist ***.dat) as well as the electric
field (grid ***.dat) and the xpx-phase space (ph sp m ***.dat) are stored. *** is the
corresponding time and m the mass of the particle species. Additionally the electric,
kinetic and total energy is stored (energy.dat).
The code is used to investigate the main characteristics of plasma expansions. At first
the properties of a plasma slab with fixed ions is studied and compared to the analytical
model. Afterwards simulations are performed for various parameter sets and the results
are compared to the predictions of the theoretical approach. The electron density and
temperature as well as the foil thickness are varied.
4.1 Initial state
At first the stationary situation of a plasma slab of fixed ions and a hot electron pop-
ulation is studied. This corresponds to the starting point of Mora’s plasma expansion
model (section 3.2). However in the simulation the foil has a limited thickness d instead
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(a) d = 30 c/ω0 (b) d = 5 c/ω0
Figure 4.1: The comparison of the electric field for (a) a thick and (b) a thin plasma slab
with fixed ions. The electron temperature is T = 1 MeV and the density
n = 10 nc. The solid blue line shows the simulation result and the dashed
red one represents the analytical model.
The analytical model provides an expression for the electric field (equation (3.4)),












ne0kBTe/²0 and Debye length λD =
√
²0kBTe/ne0e2 for a hot electron
population with temperature Te and density ne0 for x→ −∞.
Two different set-ups are studied. At the beginning the electron population with
temperature Te = 1 MeV and density n = 10 nc is confined to a plasma slab with
thickness d = 30 c/ω0 and d = 5 c/ω0 respectively. The simulation is performed for
several hundreds of 1/ω0 and quickly reaching the stationary state with an exponential
decreasing electron density outside the original foil. Though the plasma slab in the
simulations yields a limited thickness the electric field matches the model predictions
(figure 4.1).
4.2 The expansion
In the next step the expansion of a plasma slab is studied. Mora’s model assumes an
isothermal expansion with an infinitely large reservoir of hot electrons. The maximum
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Figure 4.2: (a) The kinetic energy of electrons (red) and protons (blue) for an expanding
plasma slab with initial thickness d = 30 c/ω0, density n = 5 nc and electron
temperature T = 1 MeV. (b) The electron temperature is decreasing during
















ne0kBTe/²0, τ = ωpit/
√
2 exp(1) and ωpi =
√
ne0Ze2/mi²0. Hence the
maximum energy is diverging logarithmically for t → ∞. However the expansion of
a plasma foil is non-isothermal. The electrons transfer their energy to the ions and
therefore lose energy (figure 4.2). Thus the electron temperature is decreasing with
time.
To investigate the influence of the limited number of hot electrons the model is com-
pared to various PIC simulations. In addition the simulation results are compared to a
numerically obtained expression for the maximum energy of the expansion of thin foils,
proposed recently by Mora [51]




ZkBTe/mi and fitting constants α and β. which slightly vary with electron
temperature (e.g. for Te = 1 MeV: α = 0.49, β = 5.3). The effects of electron density,































Figure 4.3: (a) Comparison of the evolution of the maximum energy in simulations (solid
lines) with the analytical approach (dashed lines) (d = 30 c/ω0, Te = 1 MeV).
The plasma density is n = 0.1 nc (dark green), n = 1. nc (blue), n = 5. nc
(light green), n = 10. nc (red) respectively. (b) The evolution of the electric
field at the ion front for n = 10 nc. The dashed line represents the theoretical
approach.
Varying the density
First of all the density is varied. The plasma slab has an initial thickness of d = 30 c/ω0
and a temperature of Te = 1 MeV is assigned to the electron population. The plasma
density is n = 0.1, 1, 5 and 10 nc respectively. With increasing electron density the
electric field at the ion front increases (see equation 4.3). Hence the maximum energy
is also increasing with electron density. However the evolution of the maximum energy
agrees with equation (4.2) only at the very beginning (figure 4.3 (a)). After a short time
the increase of the maximum energy with time is weakened compared to the model.
In addition in the simulations the maximum energy approaches a limiting value as the
electrons are loosing more and more energy. The ratio of the maximum energy at a
given time predicted by the model and the corresponding energy in the simulations is
the same for all densities from 500 1/ω0 until the end of the simulations at 2500 1/ω0.
The evolution of the electric field (figure 4.3 (b)) also gives reasons for the lower energy
in the expansion of the foil. The shape of the curve is almost identical but the electric
field is always smaller in the case of the simulation compared to the model.
Varying the temperature
For a 30 c/ω0 thick plasma slab with a density of n = 5 nc the initial electron temperature




























Figure 4.4: Comparison of the maximum energy predicted by the model (dashed lines)
and the simulation results (solid lines). (a) For a plasma slab with d =
30 c/ω0 and density n = 5 nc the temperature is varied (T = 0.1 MeV
(blue), T = 0.5 MeV (green), T = 1 MeV (red)). (b) For T = 1 MeV and
density n = 5 nc green), d = 20 c/ω0 (blue) and d = 30 c/ω0 (dark red).
maximum energy agrees with the model only in the beginning (figure 4.4 (a)). For
increasing temperature the maximum energy increases. The deviation from the model is
also changing with temperature. With increasing temperature the ratio of the isothermal
and the non-isothermal maximum energy becomes larger.
Varying the foil thickness
For an electron temperature of Te = 1 MeV and a plasma density of n = 5 nc the foil
thickness is varied, d = 5, 10, 20 and 30 c/ω0. The deviation from the isothermal model
decreases with increasing thickness (figure 4.4 (b)). The thicker the target, the larger the
reservoir of hot electrons and hence the better the simulation agrees with the theoretical
approach.
Comparison to thin foil expansion
The comparison of the maximum energy with equation (4.4) shows a good agreement
for most set-ups (table 4.1). The fitting parameters α = 0.49 and β = 5.3 are chosen,
which are specified in [51] for an electron temperature of Te = 1 MeV.
As equation (4.4) is only valid for d ≥ λD, deviations are found for thin targets. Addi-
tionally differences in the maximum energy of the simulations and the model predictions
are observed for lower temperatures. This is due to the fact that the fitting parameters
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1. 30. 5. 20.1 22.5
1. 20. 5. 18.2 18.5
1. 10. 5. 16.6 13.2
1. 5. 5. 14.5 9.8
1. 30. 0.1 7.1 9.3
1. 30. 1. 14.2 15.2
1. 30. 10. 22.9 26.6
0.5 30. 5. 10.8 13.3
0.1 30. 5. 2.3 3.8
Table 4.1: The maximum energy after 2500 1/ω0 for varying density, foil thickness and
electron temperature. The simulation results are compared to equation (4.4).
α = 0.49 and β = 5.3 are chosen representing an electron temperature of
Te = 1 MeV.
in the above comparison are assumed to be independent of the temperature as the exact
variation with temperature is unfortunately not explicitly specified in [51].
4.3 Summary
The basic features of the main acceleration mechanism for laser-accelerated protons, the
plasma expansion, are studied with a self-developed one-dimensional electrostatic PIC
code. The maximum energy is increasing with increasing temperature, density and foil
thickness. This is due to the larger amount of energy in the plasma.
Mora [51] proposed an analytical expression for the maximum energy of expanding
thin foils (equation (4.4)). The comparison with the simulation results (table 4.1) shows
a good agreement. However deviations are found for lower temperatures and thin foils.
The latter can be explained by the fact that the analytical approach is only valid for
d ≥ 20λD which is violated for very thin targets. Additionally the constants α and β in
equation (4.4) depend on the electron temperature but the dependence is not explicitely
specified in [51].
The evolution of the maximum energy matches the isothermal model of plasma ex-
pansion [50] only at the very beginning. Afterwards due to the decreasing electron
temperature in the simulations the increase in energy is more moderate compared to the
model and approaching a limiting value.
In the next section the studies are extended to the situation where the interaction of
the laser with the foil is included.
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5 Scaling laws of laser-accelerated
protons
The use of protons in radiotherapy requires energies of at least 70 MeV with a range of
approximately 4 cm in water for the treatment of ocular tumors. However for deeper-
seated tumors higher energies are necessary. A range of 32 cm in water which corresponds
to a proton energy of 230 MeV would be suitable to treat most of the common tumors.
However the maximum kinetic energy of laser-accelerated protons so far is less than
60 MeV [2]. To investigate the potential of laser-accelerated protons, in this chapter
scaling laws of the maximum energy are studied.
The scaling of the maximum energy has been studied by PIC simulations [57] for
intensities from I = 1020W/cm2 to I = 1022W/cm2 and target thicknesses between
d = 0.1 µm and d = 5 µm. According to the resulting scaling, 200−300 MeV protons can
be obtained with a Petawatt laser with sub-picosecond duration. In addition analytical
models [52, 50, 58] are proposed which also give the same order of magnitude for the
intensity which would be necessary for suitable energies.
In this chapter one-dimensional PIC simulations in a wide range of currently available
laser (intensity I0 = 5. × 1018 − 1.1 × 1020W/cm2, i.e. a0 = 2. − 9., pulse duration
τlas = 53 − 531 fs, i.e. τlas = 100 − 500 1/ω0) and target parameters (thickness d =
0.8 µm−15.9 µm, i.e. d = 5−100 c/ω0) are performed. The results are compared to the
analytical model described in section 3.3 [52, 50]. In addition this model is compared
to an exemplary series of two-dimensional simulations and to experimental data from
literature. At the end the findings of the simulations and the model are used to roughly
estimate the parameter regime for which clinically usable energies can be generated.
5.1 1D simulations
5.1.1 Basic set-up
All one-dimensional simulations with regard to the determination of the scaling of laser-
accelerated protons are performed with the same basic set-up (figure 5.1). The laser is
incident at the left hand side and hitting the plasma slab in the middle of the simulation
box. The laser is characterized by the normalized vector potential a0 and the pulse
duration τlas. The target with thickness d is composed of electrons and protons with
densities of ne/i = 20 nc. The size of one cell is ∆x = 0.1 c/ω0 and the time step is
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Figure 5.1: The basic set-up for one-dimensional simulations.
∆t = 0.05 1/ω0. Initially there are 600 particles per cell. At the left side particles obey
reflecting boundary conditions while at the right hand side a combination of absorbing
and reinjecting conditions is applied (Protons are absorbed while an electron is only
absorbed if a proton is leaving the box in the same iteration step. Otherwise it is
reinjected to ensure neutrality of the plasma). Absorbing boundary conditions are chosen
for the electric fields.
Initial temperature
In the simulations only the interaction of the main pulse with the target is simulated.
As the pre-pulse ionizes the target front one assumes that the main pulse is interacting
with a plasma. However the influence of a pre-plasma will be neglected to keep the
simulations simple. Thus one starts with a plasma slab of electrons and protons.
If an initial temperature is assigned to the electrons the plasma slab of course starts
to expand. The expansion will affect the density gradient at the target front and back
and hence the absorption of the laser pulse. To investigate the impact of the expansion
prior to the interaction of the main pulse a series of simulations is performed for which
the duration of the expansion is varied.
The parameters of the laser pulse are a0 = 8.5 and τlas = 136 1/ω0. The target yields
a thickness of 4.3 c/ω0. The duration of the plasma expansion before the arrival of
the laser pulse is varied from tpre−exp = 50 1/ω0 to tpre−exp = 1440 1/ω0. Figure 5.2
shows the maximum energy and the absorption versus the expansion duration. The
longer the expansion lasts the larger is the absorption. From tpre−exp = 50 1/ω0 to about
tpre−exp = 600 1/ω0 it increases from around 10% to 23%. Afterwards it grows slightly.
The increase is due to the changing density gradient at the front surface. The steeper
the gradient is, the less laser energy is absorbed as the laser penetrates less deep inside





















Figure 5.2: The absorption (blue) and the maximum energy (red) versus the duration of
the expansion of the target before the laser pulse arrives.
The maximum proton energy however shows at first an increase, reaching a maximum
at 200 1/ω0 and then is decreasing. This is based on two competing phenomena. On
the one hand the absorption is increasing with increasing expansion duration leading to
higher maximum energies. On the other hand the density gradient at the rear surface
also changes. As the expansion takes longer the density profile at the back becomes
smoother and hence the built up electric field decreases. This leads to a decrease of
the maximum energy. In combination these two processes result in the above described
behavior of the maximum energy.
To suppress the effect of the pre-expansion the target should always be in the same
state when it is interacting with the laser. However the length of the simulation box is
adapted to the laser and target parameters since higher proton energies lead to an larger
extension of the protons. Hence the pre-expansion will change if an initial temperature
is assigned to the electrons. Therefore the particles are assumed to be at rest at the
beginning of the simulation.
How to measure the maximum energy?
Point in time: During the interaction of the laser with the plasma slab electro-magnetic
energy is absorbed mainly by electrons. The hot electron population thereby created
transfers energy to the protons on much longer timescales. Even for a very long ex-
pansion time (> 5000 1/ω0) the maximum energy still slightly increases. To compare
the maximum proton energies for different simulation set-ups a proper point in time
has to be chosen. As the temporal development is very similar for a wide spectrum of
parameters (figure 5.3) a point in time is chosen when the increase of proton energy in
time is negligible. For the simulations in the following sections the maximum energy is
determined at 4000 1/ω0 after the maximum of the laser pulse has arrived at the front
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Figure 5.3: The temporal development of the maximum energy for various simulation
set-ups. The point of origin of the time axis is the time when the maximum
of the laser pulse arrives at the target surface. The energy is normalized
to the maximum energy at 4000 1/ω0 after the arrival of the pulse. The
temporal development is very similar for a huge spectrum of parameters
(a0 = 2. =̂ red, a0 = 9. =̂ green, τlas = 100 =̂ light color, τlas = 500 =̂ dark
color, d = 15 c/ω0 =̂ solid line, d = 100 c/ω0 =̂ dashed line).
side of the target.
Determination of the maximum: A typical characteristic of one-dimensional simula-
tions is the existence of peaks in the energy spectrum (figure 5.4 (a)). These are due
to single macro particles which experienced a larger acceleration than most of the other
protons. By increasing the number of particles per cell, i.e. by representing less real
particles by one macro particle, the number of peaks can be reduced. In addition the
difference between the peak belonging to the most energetic proton (macro-particle)
and the maximum “bulk” energy decreases with increasing particle number (figure 5.4
(b)). Actually the maximum energy remains almost constant while the “bulk” energy is
increasing. Therefore the energy of the most energetic proton is chosen as the maximum
energy. In the following simulations the initial number of particles per cell is 600 which
is a compromise between saving computational time and reducing statistical noise.
5.1.2 Dependence on target thickness
At first the dependence on the target thickness is studied. The analytical model of the
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Figure 5.4: (a) The energy spectra for a laser pulse with a0 = 5., τlas = 100 1/ω0
interacting with a 5 c/ω0 thick target. Red corresponds to 100 particles per
cell and blue to 1600 particles per cell. (b) The maximum energy of the
most energetic proton (blue) and the maximum “bulk” energy (red) versus
the number of particles per cell for the aforementioned simulation set-up.









Hence the dependence on the thickness is included via the density of hot electrons which
spread over the target.
For typical hot electron densities of ne,hot ∼ nc, τ becomes larger than one and the












The target thickness dc/ω0 is specified in units of c/ω0. C1 is proportional to the hot
electron temperature and C2 is depending on the hot electron temperature, the fraction
of absorption, the laser energy and the expansion time. For a given laser pulse C1 and
C2 shall remain constant when varying the target thickness. Hence the maximum energy
shall decrease with increasing target thickness.
In the simulations the thickness is varied between 5 c/ω0 and 100 c/ω0 for laser pulses
with a0 = 2.−9. and τlas = 100−500 1/ω0. In all simulations a decrease of the maximum
energy with increasing target width is found (in fact all simulations are performed in the
non-transparent regime where no optimum target thickness is expected [59]). Figure 5.5
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(a) a0 = 9, τlas = 500 1/ω0 (b) a0 = 3, τlas = 100 1/ω0
Figure 5.5: The maximum energy for a high intensity, long pulse (a) and a low-intensity,
short pulse (b) simulation. Equation (5.3) is fitted to the data points. The
red lines represent the fit and the blue ones the simulation results.
shows the simulation results for a high intensity, long pulse case (a0 = 9., τlas = 500 1/ω0
and a low intensity, short pulse case (a0 = 3., τlas = 100 1/ω0). Equation (5.3) is
fitted to these two simulation cases yielding a good description of the dependence of the
maximum energy on the target width. The fitting results in C1 = 12 MeV, C2 = 4.2
for the long pulse and C1 = 1.9 MeV, C2 = 2.95 for the short pulse respectively. For
the latter, C1 is close to the expected value resulting from the hot electron temperature
(equation (3.20)), Cmod1 = 2mec
2(
√
1 + a20 − 1) = 2.2 MeV. For the high intensity pulse
however the prediction of the model, Cmod1 = 9.2 MeV, deviates more significantly from
the fitting result.
In general for lower intensities a0 ≤ 5 the values predicted by the model agree quite
well with the fitting results (figure 5.6 (a)). For higher intensities the deviations from
the model become larger. But nevertheless the model provides a good estimation of the
constant C1.
The second constant, C2 (figure (5.6) (b)), is in the range of 3 to 6. For shorter
pulses it is slightly increasing with rising intensity. For longer pulses however no clear
dependence on the intensity is visible.
5.1.3 Dependence on intensity
In a second step the dependency of the maximum energy on the laser intensity, char-
acterized by the normalized potential a0, is studied. The maximum energy (equation
(5.1)) is depending on the hot electron temperature Te and τ = ωpit/
√
2 exp(1). In the






















Figure 5.6: The constants C1 and C2 obtained by fitting the simulation results to equa-
tion (5.3) for various pulse lengths (100 1/ω0 (dark red), 200 1/ω0 (dark
green), 300 1/ω0 (blue), 400 1/ω0 (light green), 500 1/ω0 (red)). Addition-
ally in (a) the constant expected from the model is plotted (dashed blue).
by the ponderomotive potential for a wide range of parameters (figure 5.6 (a)). Hence
the maximum energy is
Emax = 1.022 MeV
(√




τ 2 + 1
]2
. (5.4)




e,hot is given in units of nc and t is the acceleration time. The
latter is assumed to be of the order of the laser pulse duration, t = R × τlas with the
characteristic acceleration time coefficient R, and will be determined in the following.
Before that the calculation of the hot electron density is analyzed in more detail. The





with absorption f , laser energy Elas and target thickness d. For a0 ≥ 3, inserting the





1 + a20 − 1
) nc (5.6)





where τ ′las and d
′ are given in units 1/ω0 and c/ω0 respectively.
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5 Scaling laws of laser-accelerated protons
However the absorption f is varying with laser intensity and pulse duration. But
an empirical characterization yields f = α(τlas, d)a
β(τlas,d)
0 (appendix D.1.1). Thus the
maximum energy is given by
Emax = 1.022 MeV
(√






















As the model describes an isothermal expansion a characteristic expansion time, t =
Rτlas, is assumed to take into account the adiabatic expansion in laser-plasma experi-
ments. Fuchs et al. suggest to use the acceleration time as a free parameter and fit it
for their experimental results to t = 1.33τlas, i.e. R = 1.33. Following the suggestion
of using the acceleration time as a free parameter the simulation results are fitted to
equation (5.10).
The normalized vector potential is varied between a0 = 3. and a0 = 9. for target thick-
nesses d = 10, 15, 20, 60 c/ω0 and pulse durations of τlas = 100, 200, 300, 400, 500 1/ω0.
The equation properly characterizes the dependence of the maximum energy on the
intensity (figure 5.7 (a)).
The characteristic acceleration time coefficient (figure 5.7 (b)) is of the order of one
and decreasing with the pulse length. For t = 100 1/ω0 it is about R ∼ 2. while it is
decreasing to R ∼ 0.55 for 500 1/ω0. Remarkably the target thickness is only slightly
influencing the parameter R. An overall fit gives the relation (τlas,1/ω0 is given in units
of 1/ω0)
R = (111.± 21.)× τ−0.86±0.035las,1/ω0 . (5.11)
5.1.4 Dependence on pulse duration
The time-dependent characteristic acceleration time coefficient R is obtained by fitting
the maximum intensity depending on the laser intensity. Here the resulting fit (equation
(5.11)) is validated for varying pulse duration. Figure 5.8 shows the results for (a) a small
thickness of d = 15 c/ω0 and (b) a large thickness of d = 60 c/ω0. The intensity is varied
between a0 = 3. and a0 = 10. and the pulse duration between τlas = 100 1/ω0 and τlas =
500 1/ω0. The simulation results are compared to the analytical prediction (equation
(5.1) where the characteristic acceleration time coefficient obeys equation (5.11). As
the absorption is varying with the pulse length the analytical prediction is given for the
maximum and the minimum absorption.
For the thin target a good agreement of the simulation results and the theoretical




















Figure 5.7: (a) Fit of maximum energy versus a0, equation (5.10), to the simulation re-
sults for three different sets of parameters. Red represents τlas = 100 1/ω0,
d = 15 c/ω0, light green τlas = 500 1/ω0, d = 15 c/ω0, blue τlas = 100 1/ω0,
d = 60 c/ω0 and dark green τlas = 500 1/ω0, d = 60 c/ω0. (b) The char-
acteristic acceleration time coefficient versus pulse duration for d = 10 c/ω0
(red), d = 15 c/ω0 (light green), d = 20 c/ω0 (blue) and d = 60 c/ω0 (dark
green).
energy for short respectively long pulse durations). In the case of the d = 60 c/ω0 target
the model is in agreement with the simulation results for short pulse durations. For
longer pulses, τlas ≥ 400 1/ω0 however the simulations yield an increased maximum
energy compared to the model.
5.1.5 Dependence on pulse duration at constant laser energy
In this subsection the fit of the characteristic acceleration time coefficient R (equation
5.11) is compared to an additional series of simulations. For a constant laser energy,
Elas ∝ a20τlas, simulations with varying pulse length between τlas = 100 1/ω0 and τlas =
1000 1/ω0 are performed. The reference pulse (i.e. the laser pulse which defines the
energy which in the following is kept constant) yields the normalized vector potential
a0 = 10. at a pulse duration of τlas = 100 1/ω0. Four different target thicknesses,
d = 5, 15, 40, 100 c/ω0, are studied.
For the two thinnest targets the model and the simulations agree for pulse durations
τlas . 500 1/ω0. For longer pulses however the maximum energy is further decreasing ac-
cording to the model while the simulations show a constant or even increasing maximum
energy. This deviation can be explained by a closer look at the expected hot electron
density. E.g. for τlas = 500 1/ω0 and d = 5 respectively 15 1/ω0 equation (5.7) yields
a hot electron density of ne,hot > 40 nc and 15 nc at an absorption of f = 15%. This
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Figure 5.8: The maximum energy versus laser pulse duration for (a) a thin target, d =
15 c/ω0, and (b) a thick target, d = 60 c/ω0. The red curves represent
(a) a0 = 10. / (b) a0 = 9., the light green ones a0 = 8./a0 = 7., blue
a0 = 6./a0 = 5. and dark green a0 = 4./a0 = 3.
means that the analytical hot electron density can exceed the initial electron density
of ne = 20 nc. In this case the absorbed energy will lead to an further increase of the
average electron energy as the total number of electrons is limited. Hence the hot elec-
tron temperature shall increase. As the maximum energy (equation (3.17) is depending
linearly on the hot electron temperature but only logarithmically on the corresponding
density an increase in the maximum energy is expected.
However for the thicker targets, d = 40 and 100 c/ω0, the simulations and the the-
oretical predictions show a quite different behavior of the maximum energy (figure 5.9
(b)). While the simulations show an increase in the maximum energy with increasing
pulse duration the model predicts a decrease.
5.1.6 Discussion
One-dimensional PIC simulations are performed for a wide range of parameters. The
normalized vector potential, a0 = 2.− 10., the pulse duration τlas = 100− 500 1/ω0 and
the target thickness d = 5. − 100. c/ω0 are varied. The simulation results are in good
agreement with the analytical model proposed by Fuchs et al. [52] when extending the
model by the introduction of a time-dependent characteristic acceleration time coefficient
R(τlas). Especially for short pulses and thin targets the simulation results agree well with
the model. Fitting of the simulation results to the analytical prediction yields a simple
relation of R on the pulse duration, R = (111. ± 21.) × τ−0.86±0.035las . This relation is























Figure 5.9: The maximum energy versus laser pulse duration at constant laser energy.
(a) For thin targets, d = 5 c/ω0 (red) and d = 15 c/ω0 (blue), the model
agrees with the simulations for short pulse durations. (b) For thicker targets,
d = 40 c/ω0 (red), d = 100 c/ω0 (blue) the model and the simulations show
conflicting results.
which takes into account the fact that the plasma is expanding non-isothermally, is of
the order of the pulse duration. This can be substantiated by the idea of a constant
temperature during the interaction of the laser pulse with the plasma. The fact that the
characteristic acceleration time coefficient is decreasing with increasing pulse duration
can be explained by the longer lasting expansion. As for a long pulse the plasma is
expanding much further while the laser is interacting with the target compared to a
short pulse, the hot electron density drops much stronger during the interaction. And
as the hot electron density is assumed to be constant in the model this is taken into
account by reducing the characteristic acceleration time coefficient.
To check if the model can also be applied in two and three dimensions in the following
section two-dimensional PIC simulations are performed. Subsequently experimental data
from literature is compared to the model.
5.2 2D simulations
As two-dimensional simulations are much more time-consuming only a a few set-ups are
chosen to study the scaling of the maximum energy. In subsection 5.1.5 the predictions
of the analytical model and the simulation results differ for a series of simulations with
constant energy and varying pulse durations. Though these deviations occur especially
at large thicknesses the two-dimensional simulations are performed for a thin target of
d = 7.7 c/ω0 to avoid excessive computational time.
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5.2.1 Dependence on pulse duration at constant laser energy
The simulations are performed in a 750. c/ω0×144. c/ω0 box consisting of grid cells with
∆x = ∆y = 0.16 c/ω0. 40000 time steps with ∆t = 0.08 1/ω0 are performed, resulting
in a total simulation time of T = 3200 1/ω0. The target (d = 7.7 c/ω0) is placed at
x = 200 c/ω0 and consists of 20 nc electrons and protons. Initially neither the proton
nor the electron population possess a temperature. In addition the electrons are placed
at the same positions as the protons to avoid an expansion before the arrival of the laser
pulse (see section 5.1.1 for more details). Both species are initialized with 30 particles
per cell.
The reference laser pulse with a cos2-shape is operating at intensity a0 = 10. and pulse
length1 τlas = 100 1/ω0. In y-direction the pulse is Gaussian shaped with a full width
at half maximum of d0 = 30 c/ω0. The pulse duration is increased to 1000 1/ω0 in steps
of 100 1/ω0 while keeping the total laser energy constant.
The simulations yield the same behavior like the one-dimensional simulations for thin
targets and short pulse durations (section 5.1.5). The maximum energy, which is mea-
sured 2500 1/ω0 after the arrival of the maximum at the target surface, is decreasing with
increasing pulse duration (figure 5.10 (a)). However in contrast to the one-dimensional
simulations the energy does not start to increase again. As in two dimensions the laser
is limited in transversal direction, “additional” electrons are located outside the focal
spot which can also be heated. Hence even for long pulses the number of electrons which
can experience heating is not exceeded. The electron temperature dose not increase and
the simulations show the same decrease as the model.
The simulation results are fitted to equation (3.17 (a)) postulating a time-depending
characteristic acceleration time coefficient, R = aτ blas. As the absorption is varying
between 27% and 31% an average absorption of 29% is chosen. Due to the small thick-
ness of the layer and the limited transversal dimension the electrons spread over the
whole target. Though apparently the electron density varies in y-direction it is assumed
that the hot electron population is distributed homogeneously. This results in the two-
dimensional volume V2D = 144. c/ω0 × 7.7 c/ω0. The fit shows a good agreement with
the simulation results (figure 5.10 (a)). The characteristic acceleration time coefficient
is given by
R = (113.± 9.1)× τ−0.93±0.019las . (5.12)
Like in the case of one-dimensional simulations, it is of the order of the laser pulse dura-
tion (figure 5.10). In addition the general shape and the order of magnitude agree with
the one-dimensional characteristic acceleration time coefficient. Actually the exponent
differs only by 7% from the exponent derived from one-dimensional simulations.
1Note that for cos2-shaped pulses the pulse duration denotes the total length of the pulse.
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Figure 5.10: (a) Maximum energy versus pulse duration for constant laser energy (at
τlas = 100 1/ω0 the normalized vector potential is a0 = 10.). The data
points are fitted to the analytical model, assuming a time-dependence of the
characteristic acceleration time coefficient. (b) The characteristic accelera-
tion time coefficient for one- (red) and two-dimensional (blue) simulations.
For this plot the two-dimensional pulse duration (i.e. the total length of
a cos2-shaped pulse) is mapped to the full width half maximum of a laser
pulse with the same maximum intensity and identical laser energy.
5.2.2 Discussion
The predictions of the analytical model agree well with the results of the two-dimensional
PIC simulations when a time-dependent characteristic acceleration time coefficient is as-
sumed. As only a limited number of simulations are performed, conclusions can be drawn
only to a certain extent. However the agreement of the exponent of the characteristic
acceleration time coefficient with the one-dimensional result seem to justify the appli-
cation of the model to predict maximum energies or various parameter sets. To study
if the model still holds in three dimensions it is compared to experimental results from
literature.
5.3 Comparison to experimental data from literature
The experiments are selected to represent a wide range of parameters. In addition only
data with exactly specified laser and target parameters are chosen. The intensity varies
from I = 1× 1017W/cm2 to I = 6× 1020W/cm2, the pulse duration from 40 fs to 500 fs
and the target thicknesses from 0.75 µm to 220 µm.
The comparison is divided into two groups in order to distinguish between a high and
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Reference I0/10
18W/cm2 τlas/ fs d/ µm λ/ µm d0/ µm
A. Maksimchuk et al. [45] 0.2 - 3.3 400 0.1 - 25 1.053 10.
A. Mackinnon et al. [60] 100. 100 3 - 100 0.8 3./5.
M. Allen et al. [48] 10.-50. 300 10./48. 1.058 9.4
M. Kaluza [37] 10. 150 0.75 - 85 0.790 5.
J. Fuchs et al. [52] 60. 320 20 - 220 1.057 6.
Table 5.1: Summary of experimental data from literature compared to the model with
a high pre-pulse contrast.
a low contrast of pre- and main pulse. At first experiments with a high contrast are
considered, Ipre/I0 < 10
−6, with Ipre/0 denoting the intensity of the pre- and the main
pulse respectively. In the second section low contrast experiments (Ipre/I0 ≥ 10−6) are
compared to the model. While in the aforementioned experiments the maximum mea-
sured energy is depending on another parameter (like e.g. target thickness or intensity)
at the end experiments with only one or a few data points are compared to the model.
5.3.1 Experiments with a high contrast pre-pulse
Table 5.1 summarizes the experiments compared to the model in this subsection. Mak-
simchuk et al. [45] measured the maximum proton energy depending on intensity and
target thickness respectively. For varying intensity the model is in good agreement with
the experimental results (figure 5.11 (a)). The increase as well as the absolute maximum
energy values are given by the analytical predictions. However in the case of the max-
imum energy dependence on the target thickness the experiments and the model give
conflictive results (figure 5.11 (b)). While the model yields a decrease of the maximum
energy with increasing target thickness the experimental data shows an increase up to
a thickness of 10 µm and a decrease afterwards.
Mackinnon et al. [60], Kaluza et al. [37] and Fuchs et al. [52] measured the maximum
proton energy for a wide range of target thicknesses (0.75 − 220. µm). The model as
well as the experiments show in general a decrease in the maximum energy with thicker
getting targets (figure 5.12 (a) and appendix D.2.1 for additional figures). With the
assumptions on the absorption and the opening angle of the electron beam of section 5
the absolute energy values of the model agree with the experimental data of Mackinnon
et al. and Fuchs et al.. However Kaluza et al. set the half-angle of the electrons beam
to 8◦ and got an absorption of 25%. With these values the model is again in good
agreement with the experimental results. In addition they observed an optimal target
thickness where the proton energy reaches a maximum. This thickness is depending on
the pre-pulse duration. The observations can be explained by the fact that the pre-pulse
can affect the density gradient on the rear surface by a shock wave or radiative heating.
Hence for thin targets the TNSA mechanism at the rear side becomes less important
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Figure 5.11: Data adapted from Maksimchuk et al. [45]. The increase in maximum
proton energy with increasing intensity is correctly described by the model
(a). For the dependence on the target thickness however the model yields
deviating results compared to experimental data.
Reference I0/10
18W/cm2 τlas/ fs d/ µm λ/ µm d0/ µm
I. Spencer et al. [61] 7. 60. 0.2 - 90. 0.790 2.5/5.
K. Nemoto et al. [62] 0.5 - 6. 400 6. 1.053 12.
Y. Oishi et al. [63] 2.13 - 12.39 55 - 400 5. -7. 0.800 6.6
Table 5.2: References of experimental data with a low pre-pulse contrast which are com-
pared to the analytical model. Oishi et al. specify a spot of 4 × 11 µm2 at
FWHM which yields the same surface as a spot with d0 = 6.6 µm.
and the less efficient front side acceleration of protons [42] is dominant. Therefore the
maximum energy starts to decrease at one point.
Allen et al. [48] determined the maximum proton energy for varying intensity (1. −
5.× 1018W/cm2). The predictions of the model agree well with the experimental results
although one has to note that an “appropriate” thickness could be chosen as it was not
exactly specified by the experiment (see figure 5.12 (b)).
5.3.2 Experiments with a low contrast pre-pulse
For experiments with a low contrast pre-pulse (Ipre/I0 ≥ 10−6) the corresponding ref-
erences are summed up in table (5.2). Spencer et al. [61] investigated the dependence
of the maximum energy on the target thickness as well as on the target material (fig-
ure 5.13 (a)). For the specified experimental parameters the model underestimates the
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d = 48 µm
(a) Kaluza et al. [37] (b) Allen et al. [48]
Figure 5.12: (a) Dependence of the maximum energy on the target thickness for a laser
pulse with I0 = 1.× 1019W/cm2, and τlas = 150 fs. The three experimental
curves are assigned to different pre-pulse durations. (b) As Allen et al. do
not specify exactly the target thickness for the measurement of the depen-
dence on the intensity, the scaling of the model prediction for both possible
thicknesses is given.
maximum proton energy. Besides the fact that the model predicts no maximum (com-
pare to Kaluza et al. in subsection 5.3.1) in the TNSA regime for thick targets the
energy predicted by the model is at least one order of magnitude smaller compared to
the experiments.
Nemoto et al. [62] studied the dependence of the maximum energy on the laser
intensity (figure 5.13 (b)). The model yields an increase in energy with intensity like
in the experiment. However again the model underestimates the maximum energy by
almost a factor of two.
The dependence of the maximum energy on the pulse duration is studied by Oishi
et al. [63]. For the specified experimental parameters the model underestimates the
proton energy (see appendix D.2.2) by at least a factor of 5. Though they compared their
experimental results to Mora’s model and found a good agreement, with the assumptions
of section 5 no consistency with the model is found. Especially Oishi et al. do not
explicitly specify the calculation of the plasma frequency which influences the maximum
energy (see equation 3.17). In addition they use the same ion plasma frequency for all
pulse durations, all target thicknesses and all intensities.
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(a) Spencer et al. [61] (b) Nemoto et al. [62]
Figure 5.13: Maximum proton energy versus target thickness and intensity respectively.
Spencer et al. (a) varied the target thickness between 2 µm and 90 µm for
I0 = 7×1019W/cm2 and a pulse duration of τlas = 60 fs. Aluminum, copper
and Mylar targets where used. Nemoto et al. (b) varied the intensity for a
400 fs laser incident on a 6 µm target.
5.3.3 Experiments with single data points
Experiments with only a few or a single data point are summarized in table (5.3). The
comparison of the model with the experimental results shows that the maximum energy
is always underestimated by a factor up to 5.
5.3.4 Discussion
The comparison of the model with experimental data from literature shows a good
agreement to some extent. Especially for experiments for which the contrast of main
and pre-pulse is large, various experiments are in line with the theoretical predictions.
The data of experiments with a low contrast yield larger deviations from the model.
The higher pre-pulse intensities naturally influence the pre-plasma as well as the tar-
get rear side. Therefore the initial situation when the main pulse reaches the target
deviates stronger from the initial situation in the model. In several experiments the
maximum energy is underestimated. In addition in the comparison to the experiments
the characteristic acceleration time coefficient is assumed to be constant, t = 1.3× τlas.
The main challenge is to estimate the hot electron density which subsequently deter-
mines the plasma frequency and thus the parameter τ in equation (3.17). The calculation
of the density is based on rough estimations regarding the number of electrons and the
volume they spread over. In contrast to the simulations the parameters entering this
calculation cannot be identified directly. But in spite of these deficiencies in many cases
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Ref. I18 τlas/ fs d/µm Ipre/I0 λ/µm d0/µm Emax/ MeV E
mod
max/ MeV
[64] 50. 300 50 10−7 1.053 8.15 25. 8.8
[2] 300. 500 100. 10−4 1. 9. 58 41.
[65] 7.3 450 100. 10−3 1.053 2.5 8.2 1.7
[66] 6. 50 5. 10−5 0.8 18. 1. 0.26
[35] 60. 40 6. 10−6 0.820 4. 10. 2.4
Table 5.3: Maximum energies adapted from Hegelich et al. [64], Snavely et al. [2],
Murakami et al. [65], Matsukado et al. [66], Fritzler et al. [35], various
experiments in comparison with the predictions of the theoretical model. The
intensities (I18 in 10
18W/cm2) cover a wide range, I0 = 6. × 1018W/cm2 up
to I0 = 3 × 1020W/cm2. For Hegelich et al. the spot radius is calculated
by assuming that 40% of the specified laser energy Elas = 30 J results for
τlas = 300 fs in an intensity of I0 = 5.× 1019W/cm2.
the model predicts the right dependency of the maximum energy on another parameter
and the order of magnitude.
5.4 Conclusions and outlook
The analytical model proposed by Fuchs et al. [52] is compared to one- and two-
dimensional PIC simulations as well as to experimental data from literature. For one-
dimensional simulations a good agreement is found for a wide range of parameters with
the extension of a characteristic acceleration time coefficient depending on the pulse
duration, t = Rτlas with R = (111.± 21.)× τ−0.86±0.035las . However for a few set-ups (e.g.
long laser pulses on thick targets) the model deviates from the simulation results.
In two dimensions a limited number of simulations is performed. A similar exponent
for the dependence of the characteristic acceleration time coefficient on the pulse duration
is found and the model agrees well with the simulation results.
The comparison of the model with experiments shows partly consistency and partly
deviations. This is based on the fact that the hot electron density which is essential for
prediction of the maximum energy, is calculated by rough estimations. But nevertheless
the model provides a general understanding of the scaling of the maximum energy.
Additionally the order of magnitude of the maximum energy is given.
To estimate the approximate intensity which is needed to obtain clinically usable
proton energies of more than 200 MeV, the model is applied to various parameter sets.
The full width at half maximum of the focal spot is d0 = 10 µm, the opening angle
is assumed to be Θ = 25◦ and the pulse length is τlas = 40 fs. E.g. for a target
thickness of 10 µm and a characteristic acceleration time coefficient R = 2 an intensity of
5×1021W/cm2, which only moderately exceeds the intensity of soon operating Petawatt
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laser systems [55], results in a maximum energy of 255 MeV. For R = 1 this reduces to
120 MeV. For a target thickness of 55 µm an intensity of 2.5× 1022W/cm2 is needed to
obtain 275 MeV (R = 2) and 100 MeV (R = 1) respectively.
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6 Set-ups with two lasers and two
targets
In general the energy spectrum of laser-accelerated protons shows a typical Maxwellian
shape with a maximum energy (see for instance figure 3.5). Hence the highest energy
conversion efficency is achieved to the lowest-energy particles. For applications, particu-
larly for the use in radiotherapy, a monochromatic proton beam or at least some degree
of control on the overall shape of the energy spectrum would be highly desirable. Ideally,
one would like to find a way to optimize the laser-to-proton energy conversion efficiency
into a finite proton energy range. But even if it is at the expense of a lower efficiency,
being able to tailor the proton spectrum “at the source” would be most useful. Most
notably, it may suppress the need to devise and use a particle energy selection appara-
tus [67, 68], a “macroscopic object” which may well destroy the otherwise interesting
properties of the proton beam that are its short duration and small source size.
The underlying idea is that large transient electric fields at the source are used to
control the spectrum. These fields are created by the interaction of a second laser with
a second target. Figure 6.1 shows the basic set-up. The first laser is incident from the
left and focused on a proton-electron target. The interaction drives the acceleration
of protons. A second target made of heavy ions is placed at a distance d behind the
first target. Protons accelerated in forward direction will cross the second target after
a certain time. Thereby the fastest protons will reach the second target first. When
these fastest protons have crossed the second target a second laser is hitting this foil.
The heating of the second target electrons will generate a large negative electric field at
the left hand side of the heavy ion target and a large positive electric field at the right
hand side. Hence the lower energetic protons will be reflected and the particles which
have crossed the target will experience an additional acceleration. In section 6.1.3 this
process will be depicted on the basis of simulation results.
6.1 1D PIC simulations
To investigate the above described mechanism one-dimensional simulations are per-
formed. The two lasers have both a cosine squared temporal shape with a total pulse
duration of τ Ilas = τ
II
las = 136 1/ω0. The first pulse is operating at an intensity with
aI0 = 8.5 while the second pulse, which is incident from the right end of the box, is more
intense and delivers aII0 = 12. The delay between the two lasers, ∆τ , is defined as the
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Figure 6.1: The basic two targets - two lasers set-up: The first laser with aI0 and τ
I
las,
is incident from the left onto the first target. The interaction of the laser
with this proton-electron plasma drives the acceleration of protons. When
the fastest protons have crossed the second heavy ion target, a second laser
(aII0 , τ
II
las) hits this target with a delay of ∆τ . The targets are separated by
distance d.
distance of the arrival of the maximum of the second laser at the second target and the
supposed arrival of the maximum of the first pulse at the second target.
The first target is consisting of hydrogen. It is dI = 4.3 c/ω0 thick and has a density
of nI = 40 nc. The second target is made of nII = 40 nc high atomic number material
(mII = 30 mp) with a thickness of dII = 6.3 c/ω0.
The simulations are performed in a simulation box with L = 9000 c/ω0, a mesh size
of ∆x = 0.1 c/ω0 and a time step length of ∆τ = 0.06 1/ω0. The number of particles
per cell is very large (NPC = 2000) as the simulations are long-lasting and features
of a small amount of particles (namely the fastest protons) are studied. The initial
electron, proton and ion temperature is chosen to be zero. Furthermore the positions
of the particles are initialized so that the charge density is zero throughout the whole
simulation box. These initial conditions are chosen to avoid that the plasma expansion
- due to an initial electron temperature - which takes place before the pulses arrive does
not influence the simulation, e.g. the absorption of the laser or the density gradient at
the rear surface (compare to section 5.1.1). Therefore it is possible to compare set-ups
with different time delays without any influence of the initial plasma expansion.
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Figure 6.2: (a) A second target placed behind the irradiated first one does not change the
energy spectrum (solid lines represent single target and dashed lines the two
target set-ups). With increasing intensity the maximum energy is increasing
(aI0 = 8.5 =̂ red, a
I
0 = 12. =̂ blue, a
I
0 = 14.7 =̂ green). (b) The energy
spectrum of a two lasers - one target set-up is changed by the delay between
the two pulses (light green: ∆τ = −120 1/ω0, dark green: ∆τ = 600 1/ω0,
blue: ∆τ = 1000 1/ω0, red: single pulse with a0 = 14.7 as reference).
6.1.1 One laser, one/two target(s)
To obtain reference spectra of single laser shots on single targets, simulations with aI0 =
8.5, the double intensity, aI0 = 12., as well as with the threefold intensity, a
I
0 = 14.7,
are performed. The energy spectra show the typical Maxwellian shape with a cut-off
energy (figure 6.2 (a)). For the lowest intensity 6.1 % of the laser energy are absorbed
by the plasma and the protons reach energies up to 27 MeV. For aI0 = 12./14.7 the
maximum energy increases to 57/80 MeV and the absorption also grows to 9.5/12.2 %.
When a second target is added, d = 120 c/ω0 behind the first one, the energy spectra
and absorption are hardly changed (figure 6.2 (a)). The electrons of the second target
are slightly heated and an expansion of the second target occurs. The energies of the
ions of the second target are below 1 MeV.
6.1.2 Two lasers, one target
To study the influence of a second laser, simulations with two lasers incident on a single
target are carried out (aI0 = 8.5, a
II
0 = 12.). The second laser (incident from the left)
which is hitting the target with a given delay ∆τ is then interacting with a target that
already performs a plasma expansion. Three different delays, ∆τ = −120 1/ω0 (the
“distance” to the second, absent target is set to d = 120 c/ω0, i.e. the second laser
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hits the target 120 1/ω0 after the first one), ∆τ = 600 1/ω0 and ∆τ = 1000 1/ω0, are
compared to a single pulse simulation. The Maxwellian shape of the spectra is still
present but the maximum energy as well as the number of particles accelerated to high
energies is changed (figure 6.2 (b)). Due to the interaction with the underdense part of
the expanding plasma the absorption is higher than for a single pulse (aI0 = 14.7) which
carries the same total energy. The absorption increases from 12.4 % in the single pulse
case, to 15.3 % (∆τ = −120 1/ω0), 33. % (∆τ = 600 1/ω0) and 39. % (∆τ = 1000 1/ω0)
respectively. The maximum energy for ∆τ = −120 1/ω0 and ∆τ = 600 1/ω0 is reduced
to 60 MeV and 70 MeV compared to 80 MeV in the single pulse case. For a delay of
∆τ = 1000 1/ω0 however the maximum energy increases to 100 MeV. In addition even
if the maximum energy is slightly reduced for ∆τ = 600 1/ω0 the number of particles
with high energies is enhanced.
6.1.3 Two lasers, two targets
To investigate the effect of two targets using two lasers two series of simulations are
performed. In the first one the distance is kept constant at d = 120 c/ω0. The delay
is varied between ∆τ = 0 1/ω0 and ∆τ = 1300 1/ω0. In a second series of simulations
the distance between the two targets is varied from 90 c/ω0 to 240 c/ω0. The respective
time delay is chosen so that for all distances the momentum of the protons at the second
target (due to the expansion of the first one) is the same when the maximum of the
second pulse hits the second target.
Basic mechanism
To illustrate the basic mechanism which affects the energy spectrum when the second
target is hit by a second pulse, here an exemplary simulation is presented. The delay is
chosen to be ∆τ = 800 1/ω0. In the beginning (figure 6.3 (a)) the qxpx-phase space of the
first target is showing the typical characteristics of an expanding foil. The fastest protons
have departed farthest from the target center leading to a slightly curved diagonal in
the phase space. When the second pulse hits the second target electrons are heated.
Hence a large electric field is created, negative at the left hand side and positive at the
right hand side. This field decelerates particles which just arrive at the second target
and gives an additional acceleration to protons which have crossed the foil (figure 6.3
(b)). In the further course of the simulation the low energy protons are reflected at the
second target and the high energy part is separated (part (c) and (d) of the figure).
However this “quasi-monoenergetic” feature does not hold in the long run. Due to the
reflection of the low energy protons an accumulation of density in front of the second
target occurs (figure 6.4 (a)). The corresponding sharp density gradient drives a second
expansion resulting in an energy gain of the low energy protons (figure 6.4 (b)). The
gap in the energy spectrum is getting narrower and narrower and closes at the end.
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(c) qxpx-phase space at 3900 1/ω0 (d) Energy spectrum at 3900 1/ω0
Figure 6.3: Phase spaces and energy spectrum for various simulation times (t = 0 1/ω0
corresponds to the arrival of the first pulse at the first target) of a two lasers
- two targets set-up. The first laser (aI0 = 8.5) is incident on the left target,
placed at x = 1480 c/ω0. The second laser (a
II
0 = 12.) is hitting the second
target (at 1600 c/ω0) with a delay of ∆τ = 800 1/ω0. The color scale is given
in arbitrary units.
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Figure 6.4: The reflection of low energy particles leads to a peak in the proton density
(a). This is driving a second expansion so that in the long run the gap in the
momentum is closed (b) (note the division of the phase space with negative
momentum into two parts indicating the second expansion).
Variation of time delay
The time delay for the above described set-up is varied between ∆τ = 0 1/ω0 and
∆τ = 1300 1/ω0. At first e.g. the energy spectra for ∆τ = 800 1/ω0 and ∆τ = 1300 1/ω0
show an increase in the maximum energy compared to the spectrum of a single pulse
(figure 6.5 (a)).
This is due to the re-heating of the electrons which drive the plasma expansion by the
second laser pulse. The reflection of particles at the second target leads to a reduction
of the number of low energy protons. For ∆τ = 800 1/ω0 the spectrum shows an
exponential decrease up to 7.5 MeV and an additional plateau up to the maximum
energy of around 50 MeV. In the case of ∆τ = 1300 1/ω0 the exponential decrease is
limited by a minimum at 3.4 MeV in the spectrum followed by a maximum at 7. MeV
and a further exponential decrease up to the maximum energy of 50 MeV.






f(E ′)E ′dE ′ (6.1)
is computed. This is characterizing how much of the total energy is stored in protons
with energies below a given value. Hence the “optimal” spectrum f(E) ∝ δ(E − E0)
would result in the step function F (E) = Θ(E − E0) for the relative cumulative energy
density.
Obviously for set-ups with two lasers and two targets more energy is stored in the
high energy region (figure 6.5 (b)). While in the single target case only 1. % of the total
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Figure 6.5: (a) Energy spectra and (b) cumulative relative energy density, F(E), for two
lasers - two targets set-ups compared to a single laser case.
energy is stored above 20 MeV for delays of ∆τ = 800 1/ω0 and ∆τ = 1300 1/ω0 15 %
respectively 20 % of the energy is stored in this range.
Variation of distance
In a second series of simulations the distance between the two targets is varied. The delay
between the two pulses is chosen in that way that the momentum of the protons crossing
the target at the moment of the arrival of the maximum of the second laser pulse is the
same for all distances. Two different delays, ∆τ = 800 1/ω0 and ∆τ = 1200 1/ω0, are
chosen as a reference for a distance of 120 c/ω0. This transfers into delays of 625/925 1/ω0
(d = 90 c/ω0), 970/1500 1/ω0 (d = 150 c/ω0) and 1475/2380 1/ω0 (d = 240 c/ω0) for
the respective delays.
In the case of the shorter delay the energy spectra and the relative cumulative energy
density show almost the same behavior for d = 90 c/ω0, d = 120 c/ω0 and d = 150 c/ω0
(figure 6.6). The energy spectrum is altered in the same way as the electric field arising at
the second target is “dividing” the phase space at the same “position”. For d = 240 c/ω0
this feature does not hold. As the delay is much longer the expansion is gone much
further and the absorption of the second pulse is changed.
The same trend (denoted by the curved shape of F (E)) is visible in the comparison
of the corresponding set-ups for the reference delay of ∆τ = 1200 1/ω0 for d = 120 c/ω0
(figure 6.7). But the correlation between the curves for d = 90 c/ω0, d = 120 c/ω0 and
d = 150 c/ω0 is by far not as close as in the case of the shorter delay. However the
shape of the curves looks almost the same. For d = 240 c/ω0 again the situation changes
(F (E) yields no curvature for low energies) as the absorption is increasing due to the
long-lasting expansion before the arrival of the second pulse.
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Figure 6.6: (a) Energy spectra and (b) cumulative relative energy density, F(E), for two
lasers - two targets set-ups for different target distances. The reference case
is d = 120 c/ω0, ∆τ = 800 1/ω0.
6.2 Conclusions
The possibility of controlling the normally Maxwellian shaped energy spectrum of laser-
accelerated protons by a set-up with two lasers and two targets is studied by one-
dimensional PIC simulations. Due to the generation of large transient electric fields by
the interaction of a second laser at the second target, the energy spectrum of protons
originating from the first one can be modified. Lower energy particles are reflected while
high energy particles gain an additional acceleration. Shortly after the interaction this
results in an proton energy distribution with a “quasi-monoenergetic” high energy part.
However due to the reflection at the second target a steep density gradient occurs which
drives a second expansion. This leads to an re-acceleration of the low energy particles
and the gap in the energy spectrum closes in the long run of the simulation.
However a modification of the energy spectrum still remains. The number of particles
with low energies is reduced while the number of high energetic particles is increased.
E.g. for a single target only 1% of the total proton energy is stored in protons with
energies larger than 20 MeV, while for a delay between the two pulses of ∆τ = 800 1/ω0
the fraction can be increased to 15% and for ∆τ = 1300 1/ω0 to 20%.
The variation of the distance between the two targets shows that the modification
of the energy spectrum is correlated to the “position” where the phase space of the
first protons is “divided” by the electric field at the second target. If this “position”
is equal for different target distances the resulting energy spectrum is the same. An
exception however is the situation of a long-lasting first plasma expansion as the electrons
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Figure 6.7: Cumulative relative energy density for different target distances. The refer-
ence case is d = 120 c/ω0, ∆τ = 1200 1/ω0.
completely changed.
The assumption of an easy and satisfactorily modification of the normally Maxwellian
energy spectrum by two lasers - two target set-ups couldn’t be confirmed. The efficiency
of laser-to-proton energy conversion is increased for high energy protons, but far away
from delivering “quasi-monoenergetic” proton beams. A further detailed investigation
of the phenomenon in two dimensions might be useful to evaluate if the effect of the
second expansion is more moderate. However first preliminary studies in two dimensions
were not promising as additional limitations arise. E.g. due to the transversal limitation
of the laser pulse the electric field at the second target is transversally inhomogeneous.
Hence as a result of the divergence of the proton beam originating from the first target,
protons with the same energy do not experience the same electric field. The energy
spectrum shows - even at early simulation times - no clear “quasi-monoenergetic” part.
A more promising way to tailor the spectrum “at the source” seems to be the so-called
double-layer targets presented in the next chapter.
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7 Double-layer targets
Typically laser-accelerated protons show a Maxwellian energy spectrum (e.g. figure
3.5 (b) in chapter 3). However these spectra are inadequate for radiotherapy as the low
energy part would deliver unacceptable dose at small depths when treating a deep-seated
tumor. To overcome this problem one might use a compact particle selection system
[67, 68]. Since this requires a macroscopic device a tailoring of the energy spectrum at
the source would be preferable. Esirkepov et al. [10] proposed the so-called double-layer
targets to overcome this problem. These were successfully realized by Schwoerer et al.
[11] and Hegelich et al. [12].
In this chapter1 the underlying physics and possible application to radiotherapy of
double-layer targets is studied. At the beginning the effect is studied by means of simple
plasma expansion simulations. The influence of various target constituents is studied
and compared to an one-dimensional analytical model [56]. Subsequently the studies
are extended to one- and two-dimensional PIC simulations of the interaction of a laser
pulse with a double-layer target (section 7.2). Afterwards the obtained findings are used
as a basis for a comparison of treatment plans for protons originating from double-layer
targets and conventional photon beams (section 7.3).
7.1 Plasma expansion of double-layer targets
To investigate the influence of various target parameters on the proton beam charac-
teristics at first plasma expansion simulations are performed. Instead of simulating the
interaction of a laser and a plasma, a hot electron population is initially assigned to
the double-layer. Hence absorbing and heating processes are neglected whereas it is
ensured that the system is always prepared with the same initial conditions (such as hot
electron temperature and hot electron density). This allows to study the effect of target
constituents on the proton beam characteristics independently of effects caused by the
laser-plasma interaction (e.g. change in the absorption due to varying the ion mass of
the front layer).
In section 7.2 the main characteristics found for the plasma expansion simulations are
investigated for various laser-plasma set-ups.
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Figure 7.1: The double-layer target with a total thickness of dtot = 30 c/ω0 consists
of two parts. The front layer is composed of ions (m = 1 . . . 48 · mp,∞)
with a density of nfront = 15 nc. The rear side with thickness dback is made
of protons with a density of n = 15 nc or n = 1.5 nc. The electrons are
initially divided into two components. A hot population with temperature
T = 1 MeV and density n = 1.5 nc and moreover a cold population whose
density is chosen such that the complete target is neutral in charge.
7.1.1 Simulation parameters
All simulations are performed for a double-layer target with a total thickness of dtot =
30 c/ω0 (figure 7.1). The density of the front layer is kept constant (nfront = 15 nc)
while the ions’ mass is varied, m = 1 . . . 8 ·mp, m = 27 mp (aluminum) and m = 48 mp
(titanium) as well as m = ∞ (i.e. fixed ions). Furthermore the density of the second
layer (n = 15 nc and n = 1.5 nc) as well as the thickness (dback = 0.05 . . . 5 c/ω0) is
changed. The electrons consist of a cold (T = 0 MeV) and a hot part with a temperature
of Te,hot = 1 MeV and a density of ne,hot = 1.5 nc. These are typical values for a hot
electron population created by a laser-plasma interaction with today’s laser intensities.
7.1.2 Proof of principle simulations
First of all the dependence of the energy spectrum on the thickness of the thin proton
layer at the back is studied. For this purpose the front as well as the back layer consist
of protons (n = 15 nc). Hence no separation will occur and the simulations only provide
information about the energies of protons placed at a given “depth” inside the target.
For this purpose the thickness of the rear layer is varied between 0.05 c/ω0 and 5 c/ω0.
The proton energy spectra (figure 7.2) of the rear layer show a clear separation from the
front layer. The minimum cut-off energy of the back side corresponds to the maximum
energy of protons in the front of the target. With increasing thickness of the layer at the
back the corresponding minimum energy is decreasing (figure 7.3 (a)). For the thinnest
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dback = 0.05 c/ω0 dback = 0.4 c/ω0
Figure 7.2: The energy spectra of forward going protons (i.e. in the direction of the laser
pulse) of the front side (blue) show a clear maximum energy cut-off. This
energy corresponds to the minimum energy of the rear side protons (red).
layer with a width of 0.05 c/ω0 the minimum energy is 3.7 MeV. It is decreasing to
0.6 MeV for 0.4 c/ω0 and vanishing for dback = 0.8 c/ω0. These results imply that the
“deeper” a proton is placed inside the target the smaller its final energy will be. Hence
for a narrower energy spectrum one selects thin proton layers.
7.1.3 Dependency on target constituents
In the previously studied simulations no separation of the target front and back layer
occurs. Following the idea of Esirkepov et al. [10] (see also 3.4.1) the mass of the front
layer ions is increased, m = 1 . . . 8, 27, 48 · mp,∞, to ensure separation and enhance
the acceleration efficiency of the rear layer. As the narrowest energy spectrum in the
simulations in the previous section is obtained for the thinnest proton layer, the following
simulations are confined to dback = 0.05 c/ω0.
Energy spectra
Unfortunately the resulting energy spectra show undesirable properties. The minimum
energy is actually decreasing with increasing ion mass (figure 7.3 (b)). For a front layer
consisting of protons a minimum energy cut-off of ∼ 4 MeV is obtained. This cut-off
decreases rapidly with increasing mass. For titanium a low cut-off is still present while
for fixed ions (m = ∞) the minimum energy is vanishing. In contrast the maximum
energy is slightly increasing with increasing mass.
The temporal development of the minimum and maximum energy (figure 7.4 (a))




























Figure 7.3: (a) The minimum energy cut-off for proton targets with a total thickness of
30 c/ω0 vs. the thickness of the rear proton layer. (b) The minimum energy
(dashed line) of the proton bunch is decreasing rapidly with increasing mass.
The maximum energy (solid line) is almost constant ∼ 21 MeV.
heavy ions in the front. After an initial increase of the minium energy in the case of
fixed ions the cut-off is decreasing with time in contrast to the proton case. At the end
of the simulation it is completely vanished. Additionally the maximum energy is slightly
enlarged for fixed ions.
Expansion of the proton bunch
The deceleration is due to an expansion of the proton bunch. The hot electrons accom-
panying the proton layer do not balance the local proton charge density. This is caused
by the fact that only a small amount of electrons can escape from the target while most
electrons are captured by the fixed substrate. Hence the propagating proton layer is
non-neutral and expanding in its center of mass frame. This results in a decrease of the
minimum energy as well as in an increase of the maximum energy.
To verify this explanation a simulation is carried out where the density of the thin
layer at the back is reduced to n = 1.5 nc. As the charge excess in the propagating layer
is reduced the minimum cut-off energy is not vanishing anymore and of the order of the
cut-off for the proton case (figure 7.4 (b)).
The comparison of the electric fields and electron as well as proton densities (figure
7.5) shows that in the case of fixed ions in the front and high density coating a decel-
erating field occurs on the left hand side of the propagating layer. The hot electrons
accompanying the propagating layer for fixed ions do not balance the charge of the layer
leading to a dip in the electric field (figure 7.5 (b)). In the case of free protons in the
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Figure 7.4: (a) The minimum proton energy for a double-layer target with infinitely
heavy ions at the front is at first increasing. In contrast to the double-
layer target with protons at the front the cut-off is decreasing with time and
vanishing at the end. (b) The minimum energy for a double-layer target
with a low density coating is decreasing more weakly compared to the high
density case. At the end of the simulation one ends up with a non-vanishing
cut-off.
front the electron cloud is traveling with the layer and able to balance the charge. Thus
no negative electric field occurs (figure 7.5 (a)).
The reduction of the density of the proton layer at the back reduces the size of the dip
(figure 7.6). In the case of a high density coating even at early times (part (a)) the dip
in the electric field is so large that negative and therefore decelerating fields appear. For
later times this feature still holds whereas the difference in the dip is decreasing (part
(b)).
7.1.4 Comparison to Albright’s model
The model of Albright et al. [56] (for details see section 3.4.2) describes the isothermal
propagation of a point-like proton layer initially attached to a heavy ion substrate. In
dimensionless variables the system is characterized by Poisson’s equation
ϕ′′ = exp(ϕ)− qδ(ξ − ξL)−Θν(ξ) (7.1)
with normalized potential ϕ, proton layer charge q, layer position ξL and substrate
density Θ. Starting from this equation the potential and therefore the electric field can
be computed (equations (3.30)-(3.35)). Though in the aforementioned simulations the




















































(a) Free ions (b) Fixed ions
Figure 7.5: The electric field as well as the proton layer and hot electron densities at
t = 900 1/ω0 for fixed and free protons in the front. The proton layer
density is nback = 15 nc. As the hot electrons do not balance the proton
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nback = 15. nc
nback = 1.5 nc
(a) t = 300 1/ω0 (b) 900 1/ω0
Figure 7.6: The electric fields for high and low density coatings at t = 300 1/ω0 and
t = 900 1/ω0. The “dip” in the electric field is smaller in the low density
case and no decelerating fields occur until 900 1/ω0.
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7.1 Plasma expansion of double-layer targets
Two representative simulations for fixed ions in the front layer are compared to the
model. One case of high density coating and one for a low density proton layer. The
previous simulation parameters, nfront = nback = 15 nc, ne,hot = 1.5 nc, dback = 0.05 c/ω0
translate into the dimensionless variables q ' 0.437 and Θ = 10 whereas for nback =
1.5 nc the proton layer charge reduces to q ' 0.044.
Comparison of electric fields
The electric fields of the simulations for an early and a late acceleration time (figure 7.7)
are in good agreement with the model. Especially in the low density case (part (b) and
(d)) the analytical electric field outside the layer matches the one of the simulation. The
appearance of decelerating fields at the target edges is also described. One difference is
of course the discontinuity of the electric field in the model due to the non-expanding
layer. The jump is proportional to the charge of the layer (∆E ∝ q) and constant for all
layer positions in the model. In the simulations however the discontinuity is “stretched”
on the whole expanded layer. Secondly in the simulations the difference between the
maximum and the minimum electric field at the layer edges is decreasing with time (more
evident in the high density case (part (a) and (c))). This is based on the second main
difference between the simulations and the model. Whereas in the model the layer is
propagating in an isothermal system, in the simulations the electrons cool down. Hence
the expanding layer can capture more easily electrons and the positive charge excess in
the layer is reduced.
Comparison of minimum and maximum energies
As the analytically determined electric fields at the target edges are in good agreement
with the simulations one can determine the energy of the left- and the rightmost proton
iteratively. Because these are the protons with the highest and the lowest energy the
model gives a prediction of the energy spread.
In the iterative process in each step the electric field for a point-like layer placed in
the middle of the left- and the rightmost proton, i.e. at position ξL = (xmax − xmin)/2,
is numerically computed (details in section 3.4.2 on page 33). The particles are moved
by the corresponding forces resulting in new positions and velocities. At the beginning,
for rapidly changing fields, the iteration step is δt = 1 1/ω0. When negative electric
fields occur the change in the electric fields is moderate and the time step is changed to
δt = 15 1/ω0.
Similar to the electric fields the energy spread predicted by the model is in good
agreement with the simulations (figure 7.8). The general temporal development and the
dimensions of the energies found in the simulations are also given by the model. The
maximum energies however are overestimated compared to the simulations. This likely
originates from the assumption of an isothermal expansion in the model. Hence the
















































































































(c) nback = 15 nc, t = 2100 1/ω0 (d) nback = 1.5 nc, t = 2100 1/ω0
Figure 7.7: The electric fields of the simulations compared to the one of the model at an
early and a late point in time. The left column shows the plots for a high
density layer and the right column for a low density case. Outside the proton























(a) nback = 15 nc (b) nback = 1.5 nc
Figure 7.8: The temporal development of the maximum and minimum energies is in
fairly good agreement for the simulations (red) and the model (blue) for pro-
ton layers of (a) nback = 15 nc and (b) nback = 1.5 nc considering the crude
approximations employed in the model. However all energies are overesti-
mated. This discrepancy is likely related to the isothermal characteristic of
the model. In addition in the high density case (a) the minimum energy
predicted by the model is not vanishing but starting to increase again.
model predicts no vanishing of the minimum energy in the high density case. Actually
it yields a reacceleration from 1000 1/ω0 on. This non-physical phenomenon is caused
by the expansion of the layer while the model is assuming a point-like proton bunch.
If the leftmost proton has departed far enough from the middle of the expanding layer
(i.e. the position of bunch in the model) the model predicts a positive electric field at
this position (see figure 7.7 (c)) and the particle is reaccelerated.
7.2 Laser-plasma set-ups
In the described simulations the laser-plasma interaction is neglected and the system is
initialized with a hot electron population. To verify if the effect of the second expansion is
only an intrinsic property of the plasma expansion, simulations for fixed ions including
the laser-plasma interaction are performed. In the next section basic studies in one






















(a) nback = 15. nc (b) nback = 1. nc
Figure 7.9: Temporal development (at t = 0 1/ω0 the laser hits the target) of minimum
and maximum energy for fixed ions in laser-plasma interaction simulations.
As for a pure plasma expansion the second expansion can be reduced by
reducing the density of the proton layer.
7.2.1 1D simulations
In principle the target set-up is identical to the plasma expansion simulations (figure
7.1) except for the hot electron population. Initially all electrons are at rest and later
on heated by a laser. The laser yields a normalized vector potential of a0 = 3.7 and a
pulse length of 190 1/ω0. Besides the density of the proton layer is reduced from 15. nc
to 1. nc (instead of 1.5 nc). The rear layer still has a thickness of dback = 0.05 c/ω0.
Minimum and maximum energy
For a high density coating (nback = 15 nc, figure 7.9 (a)) the simulations show the same
properties as in the case of a simple plasma expansion (compare to figure 7.4 (a)). After
an initial increase in the minimum energy cut-off it starts to decrease and vanishes
in the end. The reduction of the layer density to nback = 1 nc leads to a weakening
of the second expansion and hence a non-vanishing minimum energy (figure 7.9 (b)).
This enhancement is similar to the situation in the plasma expansion simulations where
lowering of the layer density also led to a non-vanishing minimum cut-off energy (figure
7.4 (b)).
In addition the dependence of the minimum energy on the mass of the substrate is
rediscovered (figure 7.10). The minimum energy is rapidly decreasing with increasing
mass of the front layer ions (compare to figure 7.3 (b)). The maximum energy also
tends to increase for heavier substrates but is fluctuating especially for substrates with

















Figure 7.10: The minimum energy (dashed line) of the proton bunch is decreasing rapidly
with increasing mass. The maximum energy (solid line) tends to increase
with increasing mass but fluctuates for small ion masses.
due to different masses. The absorption is sensitive to the density profile at the target
front during the laser-plasma interaction which is of course influenced by the inertia of
the ions. The absorption in the end affects the hot electron density and therefore the
maximum energy.
7.2.2 2D simulations
Two-dimensional PIC simulations are performed to study the basic process of proton
acceleration with double-layers in a more realistic set-up. As the computational time
increases significantly for two-dimensional simulations the investigations are restricted
to a limited number of set-ups. Like in the one-dimensional simulations the influence
of the thickness of the proton layer at the rear side is studied. In addition the lateral
extension of the proton dot is varied.
The simulations are performed for a 750 c/ω0 × 144 c/ω0 wide box divided into cells
with ∆x = ∆y = 0.16 c/ω0. The target is placed at x = 240 c/ω0 and consists of a
n = 10 nc, 9.6 c/ω0 thick layer of fixed ions and a proton layer with thickness dback.
The lateral dimension of the layer is L and its density nback = 1 nc. A temperature
of 5 keV is assigned to the electron population which equals the proton densities. At
the beginning of the simulation 50 particles per cell are initialized. The laser yields the
normalized vector potential a0 = 3.7 and Gaussian profiles in time with a FWHM of
τlas = 190 1/ω0 as well as in transversal direction (ly,FWHM = 40 c/ω0). 50000 time steps
with ∆t = 0.08 1/ω0 are performed resulting in a total simulation time of T = 4000 1/ω0.
The dimensions of the proton dot at the rear side are varied. For a thickness of
dback = 0.16 c/ω0 the lateral extension is L = 10, 20 and 40 c/ω0. Furthermore for the
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Figure 7.11: (a) Proton density at 800 1/ω0 after the laser has hit the target (the color
scale denotes the density in nc). (b) Energy spectra for dback = 0.16 c/ω0
and L = 10 c/ω0 (red), L = 20 c/ω0 (light green), L = 40 c/ω0 (blue) as well
as for L = 10 c/ω0 and dback = 0.8 c/ω0 (dark green) and dback = 1.6 c/ω0
(dark red).
1.6 c/ω0.
As in one dimension the proton dot, which is initially attached to the fixed pro-
ton layer, propagates in positive x-direction (figure 7.11 (a)). The energy spectra at
3060 1/ω0 after the maximum of the laser pulse has reached the target surface are
shown in figure 7.11 (b). The mean energy for all set-ups is around 7 MeV. The
smallest energy spread is found for dback = 0.16 c/ω0 and L = 10 c/ω0. For increasing
layer thickness the maximum energy increases while the minimum energy is decreasing
(table 7.1). However the expansion which is leading to an additional amplification of
the energy spread is more moderate compared to the situation in one dimension. E.g.
for a much thinner layer with dback = 0.05 c/ω0 the relative energy spread yields in
one-dimensional simulations already ∆E/E0 = 1.0 (see figure 7.9).
An increase of the lateral extension of the proton dot also scales up the energy spread.
Especially protons situated far away from the center of the dot contribute to the low
energy part of the spectrum.
The energy spread found in the two-dimensional simulations is compared to the ana-










which is valid in three dimensions. The simulation results are larger by a factor 3 − 4
compared to the analytical predictions (table 7.1). This reduction of the energy spread
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7.3 Treatment planning
L / c/ω0 dback / c/ω0 Emin / MeV Emax / MeV ∆E/E0 (∆E/E0)
theo
10. 0.16 4.7 9.5 0.68 0.19
20. 0.16 3.3 10.6 1.04 0.28
40. 0.16 2.1 11.8 1.39 0.39
10. 0.8 2.1 12.8 1.43 0.42
10. 1.6 1.2 14.5 1.68 0.58
Table 7.1: Minimum, maximum energy as well as the energy spread for various proton
dots. Additionally the energy spread calculated by equation (7.2) is given.
is due to the less intense repulsive Coulomb force in three dimensions.
7.3 Treatment planning
In the previous sections the possibility of generating “quasi-monoenergetic” proton spec-
tra was studied. Depending on laser and target parameters the energy spectrum varies.
In addition the dimension (1D, 2D or 3D) in which the process is investigated plays a
significant role. Here the potential of these proton beams for radiotherapy especially in
contrast to conventional intensity modulated γ-radiation therapy is studied.
7.3.1 Towards high energies
At first the characteristic energies have to be scaled to suitable energies. According
to the scaling laws of chapter 5 energies of more than 200 MeV can be obtained for
intensities of I ∼ 5 × 1021W/cm2 for proper parameters sets, the minimum energy is
simply assumed to be Emin = 200 MeV. Additionally based on the PIC simulation
results the energy spectra are assumed to show a constant shape with homogeneously
distributed protons with energies between Emin and Emax.
Furthermore a suitable dose rate is required which corresponds to a minimum current
of at least 1 nA. For a todays laser system with a repetition rate of f = 10 Hz and
assuming that the whole proton dot at the rear side is accelerated, a 1 nc proton layer of
size 2 µm× 2 µm and thickness 0.16 µm would be sufficient. If the minimum energy is
approximately equal to the mean energy the relative energy spread in three dimensions
(equation (7.2)) is ∆E/E0 ∼ 10%, i.e. ∆E = 20 MeV. The order of magnitude of the
energy spread is confirmed by two-dimensional PIC simulations by Schwoerer et al. [11].
For a 0.1 µm thick PMMA dot with a diameter of 2.5 µm a peak energy of 173 MeV is
found at an intensity of I = 1.2× 1021W/cm2. The corresponding relative energy width
is ∆E/E0 = 1%.
Besides this “optimal” proton beam a “worst-case” proton beam is studied. The two-
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Figure 7.12: Depth dose curves (a) and the full width at half maximum of the lateral
spread (b) of proton beams with a constant energy distribution. The
minimum energy is set to Emin = 200 MeV and the energy spread is
∆E = 0 MeV (red), ∆E = 10 MeV (green) and ∆E = 100 MeV (blue)
respectively.
compared to the model (section 7.2.2). Hence a “worst-case” relative energy spread of
50% is assumed, i.e. ∆E = 100 MeV.
7.3.2 Dosimetric properties
To integrate laser-accelerated proton beams into a treatment planning system the corre-
sponding depth dose curve (DDC) and the lateral spread in depth in water are calculated.
Depth dose curve
The DDC is calculated by an analytical proton pencil beam approach [70]. The calcula-
tions are slightly customized as constant energy spectra instead of Gaussian distributions
are considered. The spectra are sampled with a constant step size of 0.1 MeV and af-
terwards the resulting DDCs of monoenergetic pencil beams are added and normalized.
The maximum of the DDCs of the proton beams with relative energy spreads ∆E/E0 =
10% and ∆E/E0 = 50% is in both cases close to the position of the maximum for a
monoenergetic beam with the same energy as the minimum energy Emin = 200 MeV
(figure 7.12 (a)). In contrast to the steep dose fall-off behind the maximum in the case
of the monoenergetic beam, the dose vanishes not until 5 cm (∆E/E0 = 10%) respec-
tively more than 25 cm (∆E/E0 = 50%) behind the peak. In addition the entrance dose




To calculate the lateral spread in depth for the dose deposition in a water phantom the
quadratic parameterization found by Hong et al. [71] for monoenergetic proton beams
is used,










with standard deviation σw of a Gaussian distribution, depth in water z (in cm), initial
range of the monoenergetic proton beam R0 (in cm) and fit parameters ai. The latter
are given by a0 = 0.02275, a1 = 0.18 and a2 = 0.82. To approximate the standard
deviation of a proton beam with an energy spread, σw(z, Emin, Emax) at each depth z is
computed as the weighted composition of the individual contributions of the remaining
sampled energies. The weighting factors are given by the normalized dose deposition of
the sampled monoenergetic beams at the relevant depth2,




with wi = D(z, Ei)/
∑
D(z, Ek), E0 = Emin and En = Emax. D(z, Ei) represents the
dose delivered at depth z by a monoenergetic proton beam with energy Ei.
The full width at half maximum (figure 7.12 (b)) of the lateral spread is increasing
with depth. Compared to the monoenergetic proton beam it is slightly reduced.
7.3.3 Optimization and dose calculation
Before the comparison of treatment plans for laser-accelerated proton beams and con-
ventional photon IMRT is performed some details regarding optimization and dose cal-
culation are given.
Dij-matrix approach
The optimization is based on the Dij-matrix approach [72]. The starting point for
treatment planning is a three-dimensional data set from a computer tomograph (CT). It
is divided into so-called voxels which are small volume elements with a typical dimension
of 2×2×3mm3. These are assigned to volumes of interest like the tumor, i.e. the target,
organs at risk or normal tissue. Then the beam directions are chosen. Each beam is
divided into small elements. These so-called bixels are defined in the isocenter plane
and carry an individual weight wj which has to be optimized to obtain the optimal dose
2Be aware, that this dependence is only a phenomenological approximation, Nevertheless for energy
spectra in the range of Emin ' 110 MeV the results obtained by equation (7.4) are very well
reproduced by adequate Monte Carlo simulations.
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distribution. The matrix element Dij is the dose which is delivered by bixel j for unit





where Nj is the number of bixels.
Dose calculation
To calculate the Dij-matrix at first the radiological depth ηi of the voxel i is calculated,
ηi =
∑
r ρr∆xr. This calculation requires the relative electron densities ρr (compared to
water) of a voxel which is assigned to the Hounsfield units of the CT cube. Furthermore
the corresponding length ∆xr of the ray inside the voxel is needed. The dose at this
depth and at the corresponding lateral displacement of voxel i with regard to the central
axis of the beam is given by the pre-calculated dose distribution.
Optimization
The optimization of the bixel weights wj is done by minimizing the objective function


























sro [di − dmaxr ]2+ . (7.8)
(7.9)
[x]+ = xΘ(x) is the positive operator, Nt/r are the number of voxels in the target/organ
at risk. A minimum and maximum dose (d
min/max
t ) is specified for each target as well
as a maximum dose for all organs at risk. The corresponding penalties for over- and
under-dosage are stu/o for the target and s
r
o for the organs at risk respectively. An





Figure 7.13: The comparison between laser-accelerated proton and photon treatment
plans is based on a clinical approved seven-field 6MV photon plan (a). Part
(b) shows a sagittal slice.
7.3.4 Comparison of laser-accelerated proton and photon treatment
plans
The comparison is based on a clinical approved seven-field prostate treatment plan (figure
7.13) for 6 MV photons. The optimization parameters, such as beam directions and
penalty factors, are retained for the proton treatment plans. The prescribed dose to
the gross tumor volume (GTV) is 76 Gy. The spatial resolution of the photon bixels
is 5 × 5 mm2 while the distance between two proton beamlets is 3 mm. As scanning
mode distal edge tracking is chosen. Three proton beams are compared to the photon
plan, each with a minimum energy of 200 MeV. Two “laser-accelerated” beams with
∆ = 20 MeV and ∆E = 100 MeV respectively and one conventional monoenergetic
beam are chosen.
To compare the treatment plans the respective target coverage and dose sparing of
organs at risk are opposed. For that purpose minimum, maximum and mean doses
(normalized to the mean dose to the GTV) as well as dose-volume histograms (DVHs)
are consulted.
The target coverage for all proton plans is the same or even slightly improved (figure
7.14 (a)), except for the minimum dose to the planning target volume (PTV) of the
monoenergetic proton beam.
In addition the dose sparing of sensitive structures is improved by all proton beams
(see figure 7.14 (b) and table 7.2). The mean dose to the organs at risk and the remaining
normal tissue is reduced by all proton plans.






















Figure 7.14: (a) DVHs of the GTV (solid line), CTV (dashed line) and PTV (dashed-
dotted line). Photons are represented by red, protons by light green
(∆E = 0 MeV), blue (∆E = 20 MeV) and dark green (∆E = 100 MeV)
respectively. (b) The corresponding DVHs of bladder (solid line), rectum
(dashed line) and normal tissue (dash-dotted line).
compared to 39.6% for photons. For the two proton beams with non-monoenergetic
energy spectra the corresponding dose is 35.7% (∆E = 20 MeV) and 34.6% (∆E =
100 MeV) respectively.
For the normal tissue and the bladder the mean dose is simply decreasing with de-
creasing energy spread. E.g. the dose to the bladder is reduced from 39.1% (photons)
to 32.4% (∆E = 100 MeV), 26.4% (∆E = 20 MeV) and 20% (monoenergetic). The
However for the left and right femur the proton beam with the small energy spread,
∆E = 20 MeV, yields the lowest mean dose with 2% and 3.8% versus 11.8% and 17.2%
for photons respectively.
7.4 Conclusions and outlook
The principle of proton acceleration by double-layer targets consisting of a substrate
and a thin proton layer has been studied by means of PIC simulations. The underlying
process of generating “quasi-monoenergetic“ energy spectra is demonstrated by simu-
lating simple plasma expansions. The energy spread is strongly affected by the target
constituents. For increasing thickness and density of the proton layer and increasing
mass of the substrate the energy spread augments, leading to some extent to vanishing
minimum energies. This is based on a Coulomb expansion of the proton layer which has
separated from the substrate. The negative charge of the hot electron cloud does not
balance the positive charge of the layer and thus repelling forces arise. The simulation
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∆E = 0 MeV ∆E = 20 MeV ∆E = 100 MeV 6MV
Dmin 0.0 0.0 0.0 3.2
Rectum Dmean 29.1 35.7 34.6 39.6
Dmax 103.7 99.5 100.1 100.1
Dmin 0.0 0.0 0.0 3.4
Bladder Dmean 20.0 26.4 32.4 39.1
Dmax 98.9 97.9 97.2 98.6
Dmin 0.0 0.0 0.2 2.9
Femur (right) Dmean 4.6 3.8 11.2 17.2
Dmax 12.2 15.0 27.3 33.7
Dmin 0.0 0.0 0.0 1.9
Femur (left) Dmean 3.8 2.0 8.3 11.8
Dmax 13.0 17.4 30.6 41.5
Dmin 0.0 0.0 0.0 0.0
Normal tissue Dmean 6.3 8.2 12.2 16.7
Dmax 105.0 104.3 104.4 107.0
Table 7.2: Maximum, minimum and mean dose (normalized to the mean dose to the
GTV) of organs at risk and normal tissue for treatment plans of a monoener-
getic proton beam, proton beams with an energy spread and 6 MV photons.
results are more or less in agreement with the predictions of an analytical approach
[56]. Based on this model and additional two-dimensional simulations energy spectra of
proton beams with minimum energies suitable for radiotherapy are obtained. It turns
out that the expansion is much more moderate in three dimensions leading to energy
spreads of about 10%. Subsequently a comparison of treatment plans for protons origi-
nating from double-layer targets and conventional photon beams is carried out. Due to
the uncertainty of the exact energy width a “best” (∆E/E0 = 10%) and a “worst-case”
(∆E/E0 = 50%) as well as a monoenergetic proton beam are chosen. The results for a
clinical approved prostate plan show that compared to the photon plan the plan quality
improves by all proton plans. The target coverage is almost the same or even slightly
improved while the dose sparing of sensitive structures is superior in the case of the
proton plans. In general with decreasing energy width the proton plan quality improves.
Though the comparison is based on limited simulations - in the sense of low dimension
and “unrealistic” target set-ups - as well as on rough estimations the results are promis-
ing. As laser intensities increase the proton energy will become higher and energies will
be reached which are suitable for radiotherapy. Even if the resulting energy spectra do
not show a pure monoenergetic characteristic an improvement of treatment plan quality
compared to conventional photon beams is present. However to achieve this aim further




8 Conclusions and outlook
In this part of the work the potential of an application of laser-accelerated protons in
radiotherapy was investigated. Studies with regard to the maximum energy as well as
concerning the control of the energy spectrum were performed.
With respect to the maximum energy an analytical model describing the scaling of the
maximum proton energy [52] was compared to one- and two-dimensional PIC simulations
as well as to experimental data from literature. For the one-dimensional simulations a
good agreement of the model with the simulation results was found by extending the
model by a characteristic acceleration time coefficient R. This is taking into account
that the acceleration process in laser-plasma interactions is non-isothermal in contrast
to the model which assumes an infinitely large reservoir of hot electrons. It turns out
that the characteristic acceleration time coefficient depends on the pulse duration, R =
(111.± 21.)× τ (−0.86±0.035)las . With this assumption the model agrees with the simulation
results over a wide range of parameters. However in a few cases deviations from the
model are found (e.g. for thick targets).
Additionally, a series of two-dimensional simulations was performed. Again the char-
acteristic acceleration time coefficient depends on the laser pulse duration in a very
similar way as for the one-dimensional simulations, i.e. R = (113.± 9.1)× τ (−0.93±0.019)las .
Finally the model was also compared to experimental data from literature was per-
formed. In general one could state that for experiments with a high contrast of pre-pulse
and main laser pulse the model agrees well with the experimental data and therfore yields
reliable results. However for a low contrast the deviations between experimental results
and the predictions of the theoretical approach become quite pronounced.
But all the investigations demonstrate that even with the crude approximations of
the model an almost reliable scaling of the maximum energy can be predicted. Based
on these findings an estimation of the intensity which results in clinically usable proton
energies of more than 200 MeV is made. These energies might be obtained by lasers with
intensities of a few times 1021W/cm2 which will be available with future laser systems.
The second investigation concerned the achievable control of the energy spectrum re-
spectively the influence of a poly-energetic spectrum. Typically, laser accelerated protons
yield an exponentially decreasing energy spectrum which is inadequate for radiotherapy.
At first set-ups with two lasers and two targets were performed. The spectrum of pro-
tons originating from the first foil was manipulated by large electric fields at the second
foil. These fields were generated by the interaction of a second laser with this sec-
ond target. However, due to an additional expansion the early creation of a promising
“quasi-monoenergetic” high energy part vanishes again.
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The studies with regard to double layer targets [10] were much more encouraging.
The acceleration of a thin proton layer initially attached to a heavy ion substrate leads
to a “quasi-monoenergetic” spectrum. The basic mechanism was investigated in the
case of a simple plasma expansion and the simulation results show a good agreement
with an analytical model [56]. Besides the thickness of the proton layer a Coulomb
expansion of the propagating layer was basically responsible for the magnitude of the
energy spectrum and fairly well described by the theoretical approach. Based on these
results and additional two-dimensional PIC simulations the energy spread for clinically
relevant energies was estimated. The dimensions of the attached proton layer were always
chosen such that the number of protons is sufficient to provide a reasonable current of at
least 1 nA. These spectra were used as a basis for treatment planning of a prostate case.
Even in the “worst case” scenario (i.e. the largest energy spread) the laser-accelerated
protons led to an improvement of treatment plan quality compared to a conventional
photon plan. At a similar target coverage the dose sparing of critical structures was
improved by the protons. In general the plan quality naturally increases with decreasing
energy spread.
These results are encouraging that one might be able to exploit the advantages of
laser-plasma accelerators for proton radiotherapy. However, in the long run towards
clinical application various obstacles still have to be overcome. First, the experimental
verification of the scaling laws has to be established. Second, the probably most promis-
ing set-up of double-layered targets still has to be developed for clinically required higher
energies of 200− 230 MeV.
Furthermore, various general “technical” problems have to be solved. For any clinical
application a high reliability of the acceleration process has to be guaranteed. The
current systems, which are of course in an experimental state and therefore do not have
the ambition of being perfectly reliable, lack e.g. the reproducibility of generating the
energy spectra. For clinical use however the energy as well as the energy spread have
to be controlled within a few percent. Another challenge will be the dosimetry of the
proton bunches. As the temporal extension of the bunches is of the order of the laser
pulse duration (i.e. sub-picosecond) new ways of measuring dose have to be developed.
In addition the biological effects of this extremely short time dose application have to
be studied.
But nevertheless the above noted expectations regarding the maximum energy and
the control of the energy spread certainly justify further efforts to study the potential







Very high energy electrons (VHEE) in the range of 150− 250 MeV show advantageous
dosimetric properties compared to photon beams [13, 14, 15, 17]. For instance DesRosiers
et al. [13] studied the lateral spread and the penetration of these electron beams by
means of Monte Carlo simulations. They showed that the penumbra of a single VHEE
beam is somewhat less wide than the penumbra of single clinical photon beams for
depths below 5 cm and somewhat wider for depths above 10 cm. In contrast to low
energy electrons (5 − 50 MeV), which are currently used in radiotherapy, VHEE are
not restricted to non-deep-seated tumors because the practical range exceeds 40 cm.
Additionally the effects caused by nuclear reactions are analyzed. The increased dose due
to neutron production and induced radioactivity result in an increased relative biological
effectiveness (RBE) factor of < 1.03. Another aspect is the opportunity of electro-
magnetic scanning of the electron beams which is provided by the limited scattering in
air.
Yeboah et al. studied intensity modulated very high energy electron therapy (VHEET).
At first [14] they evaluated the potential of these electron beams for dose conformation
and identified those variables that influence optimized dose distributions for this modal-
ity for a prostate cancer phantom geometry. They found that energies above 100 MeV
are required to achieve acceptable dose conformation in the target and dose sparing
of sensitive structures. 250 MeV electrons showed the best plan quality with respect
to these quantities. A large number of fields in the range of 9-21 beams is required
to provide acceptable plans. For rotation therapy the modulation of beam energy had
no beneficial consequences on the optimized dose distributions. However when using a
small number (≤ 9) of beams minor improvements in VHEET plans may be achieved
if energy modulation is implemented. Based on these results they performed a com-
parison of intensity-modulated proton therapy (IMPT), intensity-modulated very high
energy electron therapy with 250 MeV electrons and intensity-modulated x-ray therapy
(IMXT) [15]. For a two-dimensional model for the geometry of a prostate case the best
plan quality was achieved by IMPT. The comparison of VHEET and IMXT shows that
they both provide almost the same target coverage. But the mean dose to bladder and
rectum was reduced by up to 10% of the prescribed target dose when applying VHEET.
Thus the greatest dose escalation would be possible with IMPT, then VHEET, and then
IMXT.
A major objection to VHEET is the lack of clinically available, compact and inexpen-
sive accelerators. This could be overcome by the use of compact laser-plasma accelerators
[73, 74, 75, 3] which provide “quasi-monoenergetic” electron energy spectra with peak
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energies between 50 MeV and 250 MeV.
The potential of laser-accelerated electron beams is analyzed in the next chapters.
At first the underlying physics is described in detail and recent experimental results are
presented (chapter 10). The dosimetric properties of these electron beams are studied by
means of Monte Carlo simulations (chapter 11) to find appropriate beam characteristics
for most conformal treatment plans. In a second step (chapter 12) the obtained dose
distributions are used as a basis for treatment planning. A clinical prostate plan for
6 MV photons is compared to plans for various electron beam set-ups.
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The experimental set-up of laser-plasma based electron accelerators is almost the same
as the one for accelerating protons. A high intensity laser with I ≥ 1018W/cm2 is focused
onto a target (see figure 3.1 in chapter 3). In contrast to proton acceleration the solid
target is replaced by a helium gas jet with a diameter of ∼ 2 mm. The density of the
gas is below the critical density and yields e.g. ne = 7.5× 1018 1/cm3 [3].
The front of the laser pulse ionizes the helium atoms such that the main pulse is inter-
acting with a plasma. The ponderomotive force, which is proportional to the intensity
gradient, expels electrons from the high intensity regions, creating a plasma wave [76]
(figure 10.1). The corresponding electric field exceeds strengths of 1 TV/m [77]. As they
travel with a velocity close to the speed of light, these fields are capable of accelerating
background electrons to relativistic energies. These are injected into the wake-field and
accelerated in “quasi-monoenergetic” bunches [73, 74, 75].
However the injection of electrons into the accelerating “bubble” is a highly non-linear
phenomenon. Hence from shot to shot large fluctuations regarding peak energy and
energy spread are observed. Recently [3] this problem was overcome by controlling the
injection with a second laser pulse. This counter-propagating “injection” pulse with the
same wave length and polarization but a more moderate intensity, I ∼ 4× 1017W/cm2,
collides with the “pump” laser (I ∼ 3.4 × 1018W/cm2). The generated standing wave
pre-accelerates electrons which in the end yield a quasi-monoenergetic spectrum (figure
10.2 (a)). The peak energy is e.g. Epeak = 170 MeV and the energy spread is 10%. In
addition the electron bunch is strongly collimated with a divergence angle of 6 mrad at
full width half maximum (FWHM).
This set-up with two laser pulses propagating in opposite directions allows to control
the point of electron injection. This results in an increased stability and reproducibility
of the electron beams. Furthermore it provides the potential to tune the peak energy by
varying the delay between the two pulses. If the collision takes place at the beginning
of the gas jet, i.e. close to the surface where the “pump” laser enters the gas jet, the
electrons are accelerated throughout the whole plasma leading to large peak energies.
However when the delay is chosen such that the pulses collide at the end of the gas
jet, only a short acceleration distance remains and the peak energy is much lower. The
electron energy can be tuned between 15 MeV and 250 MeV. As the energy spread
is almost constant, ∆E = 10 − 20 MeV, the relative energy spread is decreasing with
increasing electron energy (figure 10.2 (b)).
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Figure 10.1: Schematic view of electron acceleration
1The short laser pulse expels electrons out of high intensity regions leaving a positively
charged cavity behind. Electrons which are trapped in this “bubble” are accelerated to
relativistic energies.
The charge of the electron bunch is Q = 15 − 30 pC in the energy range between
100 MeV and 200 MeV and drops below 10 pC for energies > 200 MeV. Moreover by
turning the angle between the polarization of the two counter-propagating pulses the
charge can be tuned. For crossed polarizations no injection occurs and the peak in the
energy spectrum vanishes.
1By the courtesy of the Groupe Sources de Particules par Laser, Laboratoire d’Optique Appliqe´e,
CNRS, ENSTA, Palaiseau, France
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Figure 10.2: (a) Typical “quasi-monoenergetic” energy spectrum of laser accelerated
electrons. The peak energy is 170 MeV and the energy spread 10%. (b)
Dependence of electron peak energy (red) and energy spread (blue) on the
injection position. zinj = 0 µm corresponds to injection in the middle of
the gas jet whereas zinj = 500 µm denotes a collision of the two laser pulses
close to the entrance of the gas jet, i.e. the surface where the “pump” laser
is entering.
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11.1 Monte Carlo simulations
To study the dosimetric properties of laser-accelerated electron beams Monte Carlo
simulations are performed. In general the term “Monte Carlo” describes a method which
uses stochastic techniques to study the behavior of a physical system. For instance
instead of solving complex transport equations one follows the trajectories of single
particles and computes the energy deposited in a material. The simulation of a large
number of particle trajectories results in a distribution of a physical quantity, here the
dose distribution. The physical processes and interactions a single particle experiences
on a track are simulated by sampling the corresponding probability distributions.
To give a simple example bremsstrahlung is considered. The differential cross section
dσ(Z,E, k)/dk characterizes the probability for the production of a photon of energy
k by an electron with energy E in the field of an atom of charge Z. When a particle
undergoes the process of bremsstrahlung on its trajectory the new electron momentum
k′el and the wave vector k of the created photon are sampled from the corresponding
probability distribution.
To analyze the dose distribution of laser-accelerated electrons the Monte Carlo tool
GEANT4 [78] is used. To briefly introduce the basic terms of GEANT4 the rough course
of a simulation is sketched. The simulation (or a run) is the collection of a number of
events. One single event is starting with the generation of a primary particle which is
followed along its trajectory. The trajectory of the particles is performed step by step.
Along or past a step physical processes are included. Readout geometries are used to
observe physical quantities, for example the energy deposited in a material.
To study the dosimetric properties of laser-accelerated electrons the initial energy of
the primary particles is sampled by the energy distribution. The low energy part is
assumed to be removed, e.g. by a compact magnetic system (see figure 11.4). The
high energy part is characterized by a Gaussian distribution with peak energy Epeak and
FWHM ∆E. The source is presumed to be point like and the angular distribution of
the initial momentum is as well specified by a Gaussian distribution. At FWHM the
divergence angle is α = 6 mrad. It is assumed that all energies yield the same divergence
angle.
To analyze only the effects of several experimental set-ups on the dosimetric properties,
the beam is assumed to be propagating in vacuum before entering the water phantom
for most of the simulations. Thus scattering in air is neglected. At the end of section
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11.4 an exemplary simulation is given for which scattering in air is included.
Each simulation is performed with at least 5×106 particles which is only a fraction of
the real number of particles but sufficient to perform adequate statistics in reasonable
computational time. The electron beam is directed onto a water phantom of 40× 40×
80 cm3.
The integrated depth dose curve (DDC), DDC(z) =
∫∫
D(x, y, z)dxdy, with dose
D(x, y, z) at lateral distances x, y from the central axis and at depth z, and the FWHM
of lateral dose profiles are computed. To determine the FWHM the energy deposited in
a slab with a transversal side length of 15 cm is measured. The resolution of this slab
is 1 mm in lateral and 3 mm in longitudinal direction. The integration of the energy
deposited in lateral slices of the whole phantom with a distance of 3 mm results in the
depth dose curve. The maximum step length in the simulations is set to 0.1 mm. The
cut value, which determines the threshold range for which no secondary particles will be
generated, is also set to 0.1 mm.
At first an exemplary dose distribution is presented (section 11.2). The main dosi-
metric characteristics are presented on the basis of longitudinal and transversal profiles,
the dose distribution in the central plane as well as on the depth dose curve. In addition
the maximum dose deposited by a single electron bunch is calculated.
In section 11.3 dosimetric properties for different peak energies are compared. Fur-
thermore the characteristics of experimentally obtained energy spectra are compared to
electron beams with a sharp energy.
Additionally in section 11.4 the influence of the source to surface distance as well as
a refocusing set-up are studied.
11.2 Exemplary dose distribution
At first an exemplary dose distribution is presented to show the major dosimetric char-
acteristics of laser-accelerated high energy electron beams. The electron peak energy is
Epeak = 185 MeV, the energy spread is ∆E/Epeak = 8.0% at FWHM and the distance
to the water phantom is set to d = 100 cm.
The dose distribution in the central plane (figure 11.1 (a)) shows a forward peaked
pattern in depth with a slight broadening due to the electron scattering. The isodoses
remain almost parallel to the central axis and broaden only slightly for large depths due
to to multiple Coulomb scattering. E.g. the 50% isodose extends to a depth of 10.4 cm
and the 10% isodose to a depth of 21.0 cm at a maximum lateral spread of 1.5 cm.
The integrated depth dose curve (figure 11.1 (b)) shows a relatively flat characteristic
with a broad maximum at the large depth of 23.1 cm. The entrance dose is ∼ 70% and
the dose fall-off behind the maximum is almost symmetric to the dose increase in front
of it such that the exit dose at 40 cm is around 80%.
The central axis dose profile (figure 11.2 (b)) shows an exponential decrease. 10% of
the entrance dose are reached at a depth of ∼ 22.0 cm. The lateral profiles fit accurately
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Figure 11.1: (a) The dose distribution in the central plane for 185 MeV electrons at a
distance of 100 cm to the phantom surface. The color scale is indicating
the dose in arbitrary units. (b) The depth dose curve for the same electron
beam.
to Gaussian distributions (figure 11.2 (a)). At a depth of 5 cm the FWHM of the lateral
distribution is 6.8 mm, increasing to 13.3 mm at 15 cm and 25.6 mm and a depth of
25 cm.
The maximum dose which is located close to the phantom surface on the central axis
is 4.4 Gy/nC.
11.3 Variation of electron peak energy/energy spread
At first simulations for three different peak energies, Epeak = 150, 185, 250 MeV, are
performed. On the basis of the experimental results (figure 10.2, [3]) the energy spread
is chosen, ∆E/Epeak = 11.5, 8.0, 6.5% at FWHM. The distance to the phantom surface
is kept constant at d = 100 cm. The depth dose curves (figure 11.3 (a)) for the three
electron beams show the relatively flat characteristic with a broad maximum. The depth
of the maximum increases with peak energy. For Epeak = 150 MeV it is located at ∼
19 cm, for Epeak = 185 MeV at ∼ 23 cm and it increases to ∼ 29 cm for Epeak = 250 MeV.
The relative entrance dose however decreases with increasing peak energy. For the three
energies it decreases from 75% down to 65%. The dose fall-off behind the maximum is
also slightly changing with electron peak energy. E.g. 15 cm behind the maximum (i.e.
at total depth ∼ 35− 45 cm) the dose decreases to approximately 88% (250 MeV), 85%
(185 MeV) and 83% (150 MeV). This of course means that the exit dose decreases with
decreasing energy.
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Figure 11.2: (a) Lateral profiles for 185 MeV electrons with a SSD of 100 cm. Gaussian
distributions fit accurately to the measured profiles for depths of 5. cm (red),
15. cm (green) and 25. cm (blue). (b) The corresponding longitudinal profile
on the central axis.
determined by fitting the lateral profiles to Gaussian distributions (cf. figure 11.2 (a)).
At the phantom surface the FWHM yields the same value of 6 mm for all energies.
Inside the phantom it increases with depth (figure 11.3 (b)). For larger energies the
increase is less intense due to less scattering of the electrons. At 20 cm the FWHM has
increased to 22.5 mm, 18.9 mm and 15.1 mm for peak energies of 150 MeV, 185 MeV
and 250 MeV respectively. However the FWHM at the maximum of the depth dose
curve is increasing with increasing energy, from ∼ 21 mm for 150 MeV to ∼ 22 mm for
185 MeV and ∼ 24 mm for 250 MeV.
The comparison of the dosimetric characteristics for experimentally obtained electron
beams with monoenergetic beams of the same energy shows no difference neither for
the depth dose curve nor for the FWHM (figure 11.3). Regarding the depth dose curve
this can be substantiated by the fact that the DDC shows a broad maximum and e.g.
the depth of the maxima for 140 and 160 MeV electrons differ only by ∼ 1. cm. In
addition the scattering is only slightly affected in this energy range. Hence a further
reduction of the energy spread is not required to improve the dosimetric characteristics
of the electron beams.
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Figure 11.3: (a) The DDCs and (b) the FWHM of the lateral dose profiles for 150 MeV
(red), 185 MeV (green) and 250 MeV (blue) electrons. The curves for
electrons with no energy spread (dashed lines) fit almost exactly to the
ones with the experimentally observed energy spreads (solid line) and are
nearly completely covered by the latter.
11.4 Variation of source to surface distance and focused
beam
Due to the divergence of the beam the source to surface distance (SSD) influences the
intensity of the electron beam at the phantom surface and therefore the dosimetric
distribution inside (because of the small divergence angle of 6 mrad the depth dose
curve does not change).
To quantify the influence the SSD is varied between 1 cm and 100 cm for an electron
energy of 185 MeV. Moreover a refocusing set-up is investigated where it is assumed
that compact magnetic fields refocus the electron beam (figure 11.4, [17]). Chromatic
abberations due to the energy spread of the spectrum are neglected. The focal spot
position f is given by the corresponding depth in the water phantom. This definition
implies that the intensity of an unfocused electron beam with SSD d and a focused
electron beam with focal length f = d yield the same intensity profile on the phantom
surface.
Figure 11.5 shows the FWHM for various distances. The electron peak energy is
185 MeV and the energy spread 8%. At the phantom surface the lateral spread is
proportional to the distance to the source. Inside the phantom scattering leads to an
increase of the FWHM. In addition this increase is amplified by the divergence of the
1By the courtesy of the Groupe Sources de Particules par Laser, Laboratoire d’Optique Appliqe´e,
CNRS, ENSTA, Palaiseau, France
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Figure 11.4: 1Sketch of a compact device to remove low energy electrons and refocus
the electron beam. The laser is focused using an off-axis parabola onto a
gas jet to accelerate electrons. Dangerous radiation produced at the nozzle
is shielded. Low energy electrons are filtered by a monochromator. A
quadrupole triplet refocuses the electron beam.
electron beam. E.g. at a depth of 10 cm the FWHM yields 5.6 mm for d = 1 cm,
6.2 mm (d = 30 cm), 7.3 mm (d = 60 cm) and 9.1 mm (d = 100 cm). As the effect of
the divergence on the FWHM is of the same order as the effect of scattering the distance
between source and surface should be as small as possible.
Since it is unfeasible to apply source to surface distances of only a few centimeters,
refocused beams [17] are considered. The depth of the focal spot is varied for an electron
peak energy of 185 MeV. f = 15 cm and f = 30 cm are compared to an unfocused
beam with distance d = 30 cm (figure 11.5 (b)). The FWHM at the phantom surface
is slightly reduced for the focused beams but the overall shape is nearly the same for
all three set-ups. The advantage of the refocused beams is of course the possibility to
apply them with a larger SSD.
In the end an expample with included scattering in air is given. The lateral spread
of 250 MeV electron beams with d = 100 cm of course reduces by focusing. Figure 11.5
(b) shows a comparison of an unfocused beam propagating in vacuum and a focused
beam (f = 0 cm) propagating through air. The broadening due to scattering in air is
suppressed by focusing and the lateral spread is actually slightly reduced.
11.5 Comparison to 6MV photons
The depth dose curve of laser-accelerated electrons compares favorably with the one of
photons for deep-seated tumors. The maximum is placed at large depths and the depth
dose curve does not decrease exponentially behind the maximum. This means that in
case of electrons the high dose values penetrate deeper compared to photons.
To evaluate the possible advantages of electron beams in contrast to 6 MV photon
beams in more detail the lateral spread for various electron beam set-ups is compared
to the penumbra (distance of 90-10% dose) of a 6 MV photon treatment field. The
convolution of the Heaviside function with a lateral Gaussian profile gives an estimation
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Figure 11.5: (a) Comparison of the FWHM for variuos SSDs (d = 100 cm (red), d =
60 cm (light green), d=30 cm (blue), d = 1 cm (dark green)) of a 185 MeV
electron beam. (b) Comparison of focused electron beams (f = 30 cm
(green), f = 15 cm (blue)) an electron beam with a SSD of 30 cm (red) , a
250 MeV electron beam with d = 100 cm (red dashed line) and a 250 MeV
refocused beam (f = 0 cm, blue dashed line) for which scattering in air is
included.
of the penumbra of an electron treatment field.
For a distance of 100 cm the penumbra (table 11.1) of unfocused electron beams is
always larger than for the photon treatment field. For focused electron beams however
at a depth of 5 cm the penumbra is smaller. Depending on the peak energy, the depth
where the electron beam penumbra equals the one of the photon beam can exceed 10 cm.
When scattering in air is included this feature still holds. For depths below 5 cm the
penumbra for electron beams is still smaller than the one of a photon treatment field.
d = 100 cm f = 30 cm f = 0 cm
Depth 150MeV 185MeV 250MeV 150MeV 185MeV 250MeV 250MeV 6MV
1 cm 5.6 5.6 5.6 1.7 1.7 1.7 3.8 3.9
5 cm 6.3 6.1 6.0 2.6 2.3 2.0 4.3 4.5
10 cm 9.0 8.2 7.4 6.3 5.2 3.9 5.8 4.5
15 cm 13.8 11.9 10.0 11.8 9.5 7.1 8.7 4.5
Table 11.1: The estimated penumbra (90-10%, in mm) of unfocused (d = 100 cm) and
focused (f = 30 cm) electron beams as well as for 250 MeV electrons for
which scattering in air is included (f = 0 cm). The penumbra of focused
beams are smaller than the penumbra of 6 MV photons at small depths.
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11 Dosimetric properties
In conclusion laser-accelerated electrons demonstrate some advantageous dosimetric
properties compared to photons. Regarding deep-seated tumors the depth dose curves
show broad maxima and no exponential decrease. The lateral penumbra for some elec-
tron beam set-ups (e.g. 250 MeV, refocused beams) is smaller at shallow depths com-
pared to the one of photons. To check if these advantages result in an improvement
of treatment plan quality a clinically approved photon prostate plan is compared to
treatment plans with intensity modulated laser-accelerated electron beams.
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12 Treatment planning - comparison
to 6MV photons
To investigate if the dosimetric properties of laser-accelerated electrons compared to
photons result in an improvement of treatment plan quality a comparison of treatment
plans is made. The starting point is a clinical approved prostate intensity modulated
radiation therapy (IMRT) treatment plan (see section 7.3.4) which is compared to var-
ious set-ups of electron beams supposedly created by laser-plasma accelerators. The
electron beams are also intensity modulated at a fixed peak energy. Details regarding
optimization and dose calculation were already presented in section 7.3.3.
12.1 Comparison of electron and photon treatment
plans
The optimization parameters of the original photon plan, such as beam directions and
penalty factors, are retained for electron treatment plans. The prescribed dose to the
gross tumor volume (GTV) is 76 Gy. The spatial resolution of the photon bixels is
5 × 5 mm2 while the distance between two electron beamlets is 2.5 mm. To compare
the treatment plans the respective target coverage and dose sparing of organs at risk are
compared. For that purpose minimum, maximum and mean doses (normalized to the
mean dose of the GTV) as well as dose-volume histograms are investigated.
The electron beam set-ups are chosen as in table 11.1, i.e. the influence of the peak
energy (150 MeV, 185 MeV and 250 MeV), focusing the beam (d = 100 cm vs. f =
30 cm) and one exemplary case including scattering in air are studied.
Concerning the target coverage for electron beams at a constant SSD of d = 100 cm the
minimum dose to the GTV is almost independent of the electron energy. For 150 MeV
electrons the minimum dose to the GTV is 87.9%. For 185 MeV it is 88.2% and for
250 MeV it is again 87.9%. These values are similar to the minimum dose for the photon
plan of 87.8%. Focused electron beams show a slightly increased minimum dose: 88.0%,
88.3% and 88.0% are achieved for 150 MeV, 185 MeV and 250 MeV respectively. The
value for the set-up with included scattering in air, 88.3% also exceeds the minimum
dose for photons. In addition the maximum dose to the GTV for electron beams is
always smaller (103.4%-103.8%) than for the photon plan (105.%).
In the following the comparison is restricted to four exemplary electron beam set-ups
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Figure 12.1: Dose-volume histograms for GTV (solid line), CTV (dashed line) and PTV
(dashed-dotted line). Four electron beam set-ups - 150 MeV, d = 100 cm
(light green), 250 MeV, d = 100 cm (blue), 250 MeV, f = 30 cm (dark
green) and 250 MeV with scattering in air (dark red) - are compared to a 6
MV photon plan (red). For all 250 MeV electron plans the target coverage
is almost the same as for the photon plan.
because the trend observed for the GTV - electron plan quality improves with increasing
electron energy and focusing - holds for most plan properties. For a SSD of d = 100 cm
two electron peak energies, 150 MeV and 250 MeV, are chosen. Furthermore the focused
250 MeV electron beam as well as the electron beam with included scattering in air are
compared to the photon plan.
The dose values of the clinical target volume (CTV) show the same trend as for
the GTV (table 12.1). Focusing increases/reduces the minimum/maximum dose to the
CTV. In addition for all set-ups the minimum dose exceeds the one of photons while
the maximum dose for electron beams goes below the one of photons. In the planning
target volume (PTV) this trend is also visible for the maximum dose but it is reversed
for the minimum dose. But in all cases the minimum dose to the PTV is larger than in
the photon case.
Summing up the target coverage can be slightly improved by increasing peak energy
and focusing the electron beam. For 250 MeV the target coverage is almost the same as
in the case of photons (figure 12.1).
Regarding organs at risk and the remaining normal tissue the mean dose is slightly
reduced by all electron beam set-ups (except left femur 12.6%-13.7% for electrons com-
pared to 11.8% for photons). The maximum dose values differ only slightly from the
one of the photon plan for rectum, bladder and normal tissue. In case of the femurs the
maximum dose is slightly increased for electron beams.
The mean dose to bladder and rectum is again decreasing with electron energy and
focusing. For 250 MeV, focused beams it is reduced by 22% (bladder) and 14% (rectum)
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12.1 Comparison of electron and photon treatment plans
d = 100 cm f = 30 cm f = 0 cm
150 MeV 250 MeV 250 MeV 250 MeV 6MV
Dmin 87.9 87.9 88.0 88.3 87.8
GTV Dmean 100.0 100.0 100.0 100.0 100.0
Dmax 103.8 103.4 103.3 103.4 105.0
Dmin 69.8 69.8 71.0 70.3 67.8
CTV Dmean 97.4 97.2 96.9 97.2 96.8
Dmax 103.8 103.4 103.3 103.4 107.
Dmin 61.6 57.7 52.5 56.6 49.7
PTV Dmean 92.7 92.5 92.2 92.5 92.1
Dmax 103.8 103.4 103.3 103.4 107.
Dmin 0.1 0.0 0.0 0.0 3.3
Rectum Dmean 37.8 34.7 33.9 34.7 39.6
Dmax 97.5 99.1 99.8 99.5 100.1
Dmin 0.0 0.0 0.0 0.0 3.4
Bladder Dmean 35.8 32.7 30.6 32.1 39.1
Dmax 95.8 97.0 98.7 97.7 98.6
Dmin 1.9 0.7 0.3 0.5 2.9
Femur (right) Dmean 15.8 16.3 16.7 16.5 17.2
Dmax 36.3 36.1 42.0 38.3 33.7
Dmin 1.0 0.1 0.0 0.0 1.9
Femur (left) Dmean 12.6 13.0 13.7 13.3 11.8
Dmax 41.6 40.8 46.2 42.3 41.5
Dmin 0.0 0.0 0.0 0.0 0.0
Normal tissue Dmean 14.5 14.1 13.5 13.9 16.7
Dmax 103.8 103.4 103.3 103.4 107.0
Table 12.1: Maximum, minimum and mean dose (in %, normalized to the mean dose
to the GTV) of target volumes, organs at risk and normal tissue. Four
exemplary electron beam set-ups - 150 MeV and 250 MeV for a SSD of
d = 100 cm, 250 MeV focused at a depth of f = 30 cm and 250 MeV with
a SSD of d = 100 cm, focused at the surface with included scattering in air
- are compared to a 6 MV photon plan.
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Figure 12.2: Dose-volume histograms for organs at risk and normal tissue for 250 MeV
electrons (f = 30 cm (green) and scattering in air included (blue)) compared
to the photon (red) DVHs. The dose sparing of rectum (solid line (a)) and
bladder (dashed line (a)) is improved. The dose sparing of normal tissue
(dash-dotted line (a)) is improved between 20 % and 40% while the DVHS
of femurs ((b) right -solid line, left - dashed line) are slightly changed.
compared to the mean dose in the case of the photon plan. Even for the electron beam
with included scattering in air a reduction of 18% respectively 12% is achieved. However
the mean dose to the femurs (right/left) is increasing with peak energy and focusing,
from 15.8%/12.6% to 16.7%/13.7% compared to 17.2%/11.8% for photons. Concerning
the remaining normal tissue a reduction of the mean dose is achieved by all electron
plans compared to the photon plan. The largest reduction by 19% is obtained for the
250 MeV, focused set-up.
The dose-volume histograms show the improvement in plan quality for 250 MeV,
focused electrons (no scattering/scattering included) in more detail. The target coverage
(figure 12.1) is almost the same for electrons and photons. In case of rectum and bladder
the volume which receives a certain dose is reduced for almost all dose values (figure
12.2 (a)). The DVHs of the two electron plans differ only slightly.
The DVH of the right femur changes only slightly for the electron plans compared to
the photon plan (figure 12.2 (b)). For the left femur the volume which receives 20-40%
of the maximum dose is increased for the electron plans.
Summary
The observed moderate improvement of plan quality for 250 MeV can be explained at
first by the characteristics of the depth dose curve. For electrons the maximum is placed
at larger depths compared to photons. Furthermore the DDC decreases only slowly
behind the maximum. The smaller penumbra compared to the one of photons for small
depths (table 11.1) is also a basis for plan quality improvement.
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12.1 Comparison of electron and photon treatment plans
(a) Photons (b) Electrons
Figure 12.3: Transversal dose distribution (in % of the mean dose to the GTV) for (a)
photons and (b) 250 MeV, focused (f = 30 MeV) electrons.
Figure 12.4: The difference between electron dose and photon dose (in % of the mean
dose to the GTV), Del −Dph, in a transversal slice.
The dose distribution in a typical transversal CT slice (250 MeV, photons focused
versus; figure 12.3) illustrates the above noted results. The target coverage is almost
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12 Treatment planning - comparison to 6MV photons
the same in both cases. But one can observe that the dose sparing of the rectum and
normal tissue is better for electron beams. The difference of the two dose distributions
(figure 12.4) shows this more clearly. The dose to organs at risks as well as to most of
normal tissue is lower for the electron beam (except for the femurs). This exception is
due to the geometrical configuration of the beams (the femurs are placed in the tail of
electron beams number two and six (figure 7.13)).
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13 Conclusions and outlook
Laser-accelerated electrons with energies ranging from 150 − 250 MeV exhibit some
advantageous dosimetric characteristics compared to photons. Regarding deep-seated
tumors the depth dose curve shows a broad maximum at large depths (≥ 20 cm). The
lateral penumbra of treatment fields for focused electron beams is smaller compared
to 6 MV photons at depths smaller than 10 cm. These advantages result in a slight
improvement of the quality of selected clinical cases, e.g. for an IMRT prostate plan.
While the target coverage is almost the same for 250 MeV electrons compared to photons
the dose sparing of sensitive structures is improved. E.g. the mean dose to the bladder is
reduced by 22% for 250 MeV, focused electrons. These findings agree well with previous
results regarding very high energy electrons as a treatment modality [13, 14, 15]. The
lack of compact and cost-efficient electron accelerators could be overcome by laser-plasma
systems.
As laser-accelerated electrons can improve treatment plan quality one has to check if
laser-plasma accelerators can provide an electron beam with sufficient charge in reason-
able time. The maximum dose on the central axis of a laser-accelerated electron beam
yields e.g. 0.1 Gy per shot for 250 MeV, focused electrons with scattering in air included.
However, when delivering the dose in a pencil beam scanning mode, the maximum dose
of most of the optimized pencil beams is of the order of . 0.1 Gy and thus can be deliv-
ered by a laser-plasma accelerator. As the charge can be tuned continously by rotating
the polarization of the two laser beams, in principle every needed spot weight can be
performed by one single laser shot. At a distance of 2.5 mm between each spot a total
number of ∼ 5000 spots is required. Since the laser is operating at an frequency of 10
Hz, this results in ∼ 10 minutes “beam-on time”.
To study in more detail the influence of tissue inhomogeneities the dose distribution
should be recalculated via Monte Carlo simulations. In a next step the optimization
could be based on Dij-matrices which are calculated by Monte Carlo simulations. Fur-
thermore the dose deposition of an electron beam has to be characterized experimentally
to verify the Monte Carlo simulation results. In the long run the effect of the short time
of dose application (a single electron bunch is expected to deliver a maximum dose of
∼ 0.1 Gy in ∼ 100 fs) has also to be investigated.
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In this work basic characteristics of laser-accelerated particles and their potential ap-
plication to radiotherapy were studied. The work was divided into two parts analyzing
protons (part I) and electrons (part II) respectively.
At first the scaling of the maximum proton energy was studied. An analytical model
[50] was compared to one- and two-dimensional PIC simulations as well as to experimen-
tal data from literature. The model was extended by a characteristic acceleration time
coefficient R which takes into account that in laser-plasma experiments the expansion
is adiabatic in contrast to the isothermal theoretical approach. If a dependency of R
on the laser pulse duration is assumed, a good agreement of the model with one- and
two-dimensional PIC simulations was found for a wide range of parameters.
The comparison of the model to experimental data from literature shows in general
that for experiments with a high contrast of pre- and main pulse the theoretical approach
agrees well with the experimental results. However for low contrast experiments the
deviations between the model and the experimental results become larger.
But all investigations show that the model provides a quite reliable scaling of the
maximum proton energy. Therefore an estimation of the laser intensity needed for
clinically usable proton energies was made. It turns out that intensities of a few times
1021W/cm2 - which will be available with future laser systems - might result in proton
energies of more than 200 MeV.
As typical proton energy spectra yield a Maxwellian shape which is inadequate for
radiotherapy, set-ups to modify the proton spectra were studied. In a first approach the
proton bunch was manipulated by generating large electric fields at a second target by a
second laser to separate high and low energy protons. Unfortunately due to an additional
expansion the early creation of a “quasi-monoenergetic” high energy part does not hold
in the long run of the simulation. On the other hand studies of so-called double-layer
targets [10] were much more encouraging. The acceleration of a thin proton layer initially
attached to a heavy ion substrate leads to a separated high energy part in the proton
spectrum. One-dimensional PIC simulations describe the dependency of the width of the
energy spectrum on the target constituents and are in good agreement with an analytical
approach [56]. Based on this model and additional two-dimensional simulations the
energy spread for clinically relevant energies was estimated. Assuming that a minimum
current of 1 nA is ensured, prostate treatment plans of two hypothetic proton beams with
different relative energy spreads (10% and 50%) were used for comparative treatment
planning with conventional photon and proton plans. Even for the “worst case” scenario
the laser-accelerated protons led to an improvement of treatment plan quality compared
to the conventional photon plan.
These results raise hope that one might benefit from the advantages of laser-plasma
accelerators, i.e. their compactness and cost efficiency, in the future. However besides
the experimental validation of the scaling of the maximum energy and the creation of
119
“quasi-monoenergetic” proton beams with double-layer targets at high energies, addi-
tional “technical” obstacles have to be overcome. E.g. the reproducibility of the energy
spectrum (which the current laser systems do not ensure) has to be controlled within
a few percent for any clinical application. Another challenge will be the dosimetry of
the sub-picosecond proton bunches. Furthermore, the biological effects of this extremely
short time dose application have to be studied.
The other potential application of laser-accelerated particles is related to the use of
high-energy electrons (150− 250 MeV). In contrast to the maximum energy of protons
accelerated by laser-plasma interactions, the current laser systems are capable of electron
energies proposed by several groups [13, 14, 15] for the application in radiotherapy.
However, these studies were based on hypothetical monoenergetic electron spectra as
compact and cost efficient conventional accelerators to achieve these energies are not
available. This lack might be overcome by the use of laser-plasma accelerators. The
analysis of “quasi-monoenergetic” electrons obtained with laser-plasma accelerators in
part II of this work agrees well with the results of the previous studies. Monte Carlo
simulations show that regarding deep-seated tumors the depth dose curve of high energy
electrons compares favorably to the one of photons as it yields a broad maximum at
large depths (≥ 20 cm). In addition the lateral penumbra of treatment fields for focused
electron beams is smaller compared to 6 MV photons at depths smaller than 10 cm.
These advantages result in a slight improvement of the quality of an exemplary prostate
electron treatment plan compared to a conventional photon plan.
Moreover as laser-plasma accelerators provide a reasonable dose rate one might think
of an application in radiotherapy. But before finally evaluating the slight improvement
in treatment plan quality, additional investigations have to be performed. E.g. the
influence of inhomogeneities should be incorporated by Monte Carlo simulations, the
dose deposition of an electron beam has to be characterized experimentally and like
for protons the biological effects of the short time of dose application (a single electron
bunch is expected to deliver a maximum dose of ∼ 0.1 Gy in ∼ 100 fs) have to be
studied.
Concluding, though for laser-accelerated protons as well as for electrons various ob-
stacles have to be overcome before an application in radiotherapy might be realized,
the above findings motivate further efforts to study the potential of laser-accelerated
particles in more detail.
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A Mora’s model
A.1 Electric field at the ion front
























































































































































































B.1 Potential and electric field in region I
In region I holds ϕ′′ = exp(ϕ). Integrating from ξ to infinity yields (∂ξϕ(∞) = 0,













The negative square root is taken as the electric field is positive in region I. Further








exp(−ϕ/2)− exp(−ϕL,I/2) = (ξ − ξL)/
√
2 (B.5)
ϕ = −2 ln[exp(−ϕL,I/2) + (ξ − ξL)/
√
2] (B.6)
with ϕL,I ≡ limξ↓ξL ϕ(ξ). And therefore
∂xϕ =
−√2




B.2 Potential and electric field in region II
In region II holds ϕ′′ = exp(ϕ) with ϕL,II = ϕL,I ≡ ϕL, i.e. continuous potential, and
ϕ′L,II = ϕ
′
L,I + q, i.e. discontinuous electric field due to the singularity in the light-ion
charge. Integration from ξ to ξL as in B.1 gives
(∂xϕ)
2 = (∂xϕL,II)
2 − 2[exp(ϕL,II)− exp(ϕ)] (B.8)
Inserting the matching conditions and equation (B.3) results in
(∂xϕ)
2 = 2[exp(ϕ)− (
√










, p = ±1. Integrating from ξ to ξL gives (for a > 0)
√









































ϕ = ϕL + ln
(
1 + γ2
)− 2 ln(1 + pγ√exp(ϕL)/a− 1) . (B.14)
B.3 Energy spread
The energy spread of the beam is estimated in a rough way. In one dimension the
initial charge density of the proton layer (charge Q, initial width L0) is much larger
than the local hot electron density. Therefore the expansion is driven by the repulsive
forces between the protons. The rightmost proton, which feels the strongest electric




x = eE(x). (B.15)






















The equation of motion yields
d2
dt2




This results in the velocity v(t) = αt (the ion is initially at rest) and position x(t) =
αt2/2+L0/2. The expansion is stopped if the hot electron density equals the density of
the expanding proton layer, ni(t)







= n¯e,h exp(ϕL) (B.18)
Q
e(αt2 + L0)
= n¯e,h exp(ϕL) (B.19)
Q
en¯e,h exp(ϕL)










and gives the final velocity in the center of mass frame










































Therefore the difference in energy for the fastest and the slowest proton is





mi(v0 − v)2 (B.29)
= 2miv0v (B.30)


































In three dimensions a layer with finite transverse extent LÀ L0 has an upper bound
on the energy spread. As long as 2x(t) . L the layer expands as in one dimension. Then
the layer accelerates more slowly as it expands spherical [56]. The expansion time for
2x(t)
!≈ L is




resulting in the final velocity (LÀ L0)





































with Q = qn¯e,heλD and λD =
√
²0kBTe,h/n¯e,he2. Like in the one-dimensional case this

















C.1 Determination of E(0)





∂xφdx = 0 (C.1)
and hence on a grid with grid points i = 0, . . . , NC
NC−1∑
i=0
E(i) = 0. (C.2)
To determine the electric field at the origin of the grid E(i = 0) [38], ∂xE = ρ is
integrated from one grid point i to the next one,x i+ 1,







E(i+ 1)− E(i) = ρ(i) + ρ(i+ 1)
2
∆x (C.4)
E(i+ 1) = E(i) +
∆x
2






(ρ(j) + ρ(j + 1)) (C.6)














ρ(j) + ρ(j + 1)(C.8)
equ.(C.2)






ρ(j) + ρ(j + 1)(C.9)










D Scaling laws for laser-accelerated
protons
D.1 1D PIC simulations
D.1.1 Absorption
The absorption is fitted to f(%) = αaβ0 . The curves represent τlas = 100 1/ω0,d =
20 c/ω0 (red), τlas = 500 1/ω0,d = 10 c/ω0 (light green), τlas = 100 1/ω0,d = 60 c/ω0










The table specifies the corresponding values for τlas = 100, 200, 300, 400 and 500 1/ω0
and target thicknesses of d = 10, 15, 20 and 60 c/ω0.
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D Scaling laws for laser-accelerated protons
d / c/ω0
10 15
τlas / 1/ω0 α β α β
100 0.9± 0.15 1.27± 0.075
200 1.5± 0.35 1.1± 0.12 1.0± 0.18 1.25± 0.084
300 3.0± 0.50 0.79± 0.083 1.7± 0.21 1.01± 0.062
400 4.9± 0.31 0.61± 0.033 4.2± 0.60 0.63± 0.074
500 4.4± 0.52 0.73± 0.060 4.8± 0.45 0.59± 0.051
20 60
τlas / 1/ω0 α β α β
100 0.84± 0.98 1.29± 0.059 0.61± 0.038 1.39± 0.031
200 0.81± 0.10 1.34± 0.061 0.47± 0.074 1.47± 0.075
300 1.2± 0.15 1.16± 0.062 0.55± 0.096 1.41± 0.082
400 3.1± 0.25 0.75± 0.040 1.31± 0.13 1.10± 0.047
500 4.0± 0.37 0.65± 0.047 1.20± 0.14 1.2± 0.057
Fitting the absorption to f(%) = αaβ0 .
D.2 Comparison to experimental data













r0 = 1.5 µm














Figure D.1: Comparison of the analytical model with (a) data adapted from Mackinnon
et al. [60] and Fuchs et al. [49].
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D.2 Comparison to experimental data
The analytical model agrees well with the experimental data adapted from Mackinnon
et al. [60] and Fuchs et al. [52] (figure D.1). For Mackinnon et al. the exact spot
diameter is not specified.
D.2.2 Low contrast pre-pulse
The comparison of the maximum energy adapted from Oishi et al. [63] with the ana-
lytical approach yields deviations. The proton energy is underestimated by at least a


























Figure D.2: Maximum energy versus pulse duration from Oishi et al. [63] for (a) con-
stant laser energy, and (b) constant intensity, Ilas = 2.1× 1018W/cm2. For
constant energy the energy which results in 2.1×1018W/cm2 for τlas = 170 fs
is chosen and kept constant.
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