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Abstract
StarCraft II provides an extremely challenging platform for reinforcement learning due to
its huge state-space and game length. The previous fastest method requires days to train
a full-length game policy in a single commercial machine. Introduction of background
knowledge can accelerate the training of reinforcement learning. But how to effectively
introduce background knowledge is still an open question. In this paper, we incorporate the
background knowledge to reinforcement learning in the form of a thought-game. With the
thought-game, the policy is firstly trained in the thought-game fastly and is then transferred
to the real game using mapping functions for the second phase training. In our experiments,
the trained agent can achieve a 100% win-rate on the map Simple64 against the most diffi-
cult non-cheating built-in bot (level-7), and the training is 100 times faster than the previous
ones under the same computational resource. To test the generalization performance of the
agent, a Golden level of StarCraft II Ladder human player has competed with the agent.
With restricted strategy, the agent wins the human player by 4 out of 5 games. We also ap-
ply thought-game idea to another game which is “StarCraft: Brood War”, the predecessor
of StarCraft II. The thought-game approach might shed some light for further studies of
efficient reinforcement learning.
1 Introduction
In recent years, reinforcement learning (RL) (26) has received increasing attention, particularly
in learning to play games, e.g., (13, 27). The combination of deep reinforcement learning (12)
and Monte-Carlo tree search (3) has conquered the playing of the game of Go (23, 24), once a
holy grail of artificial intelligence for decades. After that, some researchers shifted the attention
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to other complex games. After paying huge computing resources and long training time, RL
has been applied to StarCraft I (31) & II (28), Dota2 (18), and King of Glory (30). However,
efficient reinforcement learning with normal computing resources on these games still remains
a challenge.
Large amount of computing resources and long training time limit the application and re-
search of reinforcement learning. For example, (25) uses 3840 CPU cores and (18) utilizes
128400 CPU cores, which is very costly. In addition, the cost of training time is hard to ignore.
For example, in (18), the average training time is calculated in months. In (28), a full training
takes two weeks. If researchers want to tune the parameters of the model, the time for each
tune is long. We argue that only efficient reinforcement learning methods can promote research
of RL on complex environments and applications of RL in the real world. Therefore, several
efficient reinforcement learning methods (8, 14) are explored, and we focused on model-based
reinforcement learning (MB-RL) (15).
As promised by the MB-RL, sampling efficiency can be improved if the model of the com-
plex environment can be learned. However, in a previous study (1), we found this road may
encounter many difficulties. Another way is to implement the full model of the environment.
Due to the complexity, such implementation may be costly. In this work, we present a third ap-
proach for the first time which is using a simplified model called thought-game to incorporate
the background knowledge to reinforcement learning to achieve an efficient method.
The key idea of our approach draws on the way human players think in RTS games. After
playing a lot of games, human players would build a simplified model of the game in their
minds. This model conveys several benefits. Firstly, it can be used to evaluate a tactic by walking
through it. Secondly, it can be used to make predictions in the original game. The better the
player is, the more accurate the model will be. Taking inspiration from this idea, a simplified
model called thought-game is built. We expect that our agent would get a better initial policy
through thought-game. Since thought-game is not the real game, e.g., the transition, time step,
and the game length are very different, we need a mapping function and transferring the policy
to the original environment for further training.
We propose a training framework to utilize thought-game. As described in Fig. 1, we first
train an agent in the thought-game. An adaptive curriculum reinforcement learning (ACRL)
is proposed to train the agent in the thought-game efficiently. Through mapping function and
transfer learning, a fine-grained training in the real game environment is then followed to obtain
the final agent.
In this work, we study whether the thought-game can bring performance and efficiency
improvements in the original game. Then we investigate whether the accuracy of the design
of thought-game is essential to improvements. After that, we considered the extensibility of
thought-game and tested it on different races, different maps and fighting with humans. Finally,
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we give the evaluation results on another game, to show the extensibility of the thought-game
idea. The main contributions of this paper can be summarized as follows:
• We analyzed why reinforcement learning agent is difficult to learn in complex RTS games.
We then validate the idea of using a thought-game in SC2 and achieve better results than
previous published works.
• We show that the thought-game approach can be robust. In our approach, we don’t need
to design a very accurate thought-game in order to achieve a significant boost.
• Our experiments show that the thought-game can lead to a nearly 100-times acceleration.
Then we show the thought-game idea can also be applied to different races, different
maps, fighting with humans, and another game.
Thought-Game Original Environment
Level-1 Level-2 Level-n
…
Curriculum Learning
Higher Level
Transfer Learning
Figure 1: Overall Framework.
2 Background
In this section, we first give the definition of reinforcement learning and model-based RL. Then
we discuss about transfer learning and curriculum learning in the context of reinforcement learn-
ing. Finally, previous studies on StarCraft I & II are introduced.
2.1 Reinforcement learning and Model-based RL
Reinforcement learning solves the problem of continuous decision making which can generally
be formulated as a Markov decision process (MDP). MDP can be represented by a 5-tuple as
〈S,A, P (·) = (s′|s, a), R(·), γ〉. The goal of the agent is to get the largest expect return G. The
state space of the agent is S and the action space of the agent is A. At each time step t, the agent
obtains the state st ∈ S, and selects the action at ∈ A. After that, the agent obtains a reward
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rt = R(st), and the environment transfers to the next state according to the state transition
function st+1 ∼ P (s′|st, at). The discount factor γ denotes the ratio of current rewards to future
rewards.
Transition functions P (·) are usually unknown in many MDPs. Therefore, depending on
whether the transition function is used, reinforcement learning can be divided into two cat-
egories, namely, model-free RL (22) and model-based RL (MB-RL) (9). The advantage of
model-free RL is that it is not necessary to learn the transition function, which is convenient,
but the disadvantage of it is that the sample utilization rate is low. In contrast, model-based
reinforcement learning methods tend to be high sample efficient but need to first learn a model.
Different from previous MB-RL methods, in this work, we use human knowledge to design a
model. Some previous works based on abstract models and hierarchical planning were applied
in StarCraft I (16). Unlike them, we use RL as our training algorithms and build a model from
scratch.
2.2 Transfer Learning and Curriculum Learning
Transfer learning (19) is the study of the transfer of knowledge from the source domain to the
target domain. In general, transfer learning assumes that the target domain has certain similari-
ties with the source domain. Transfer learning has certain applications in the field of reinforce-
ment learning (4).
In our approach, thought-game is the source domain. The real game of SC2 is the target
domain. We make state features and actions in the source domain be consistent with the target
domain. Then the goal of transfer learning is to transfer the policy from the adaptation to the
data distribution in the source domain to the adaptation to the data distribution in the target
domain.
Curriculum learning (2) is a series of algorithms that allow learning to grow incrementally
by designing a series of tasks. In the field of reinforcement learning, curriculum learning has
also been fully applied (7). Previous work (20) used the idea of curriculum learning, so that the
policy can be gradually optimized. However, the difficulty level of SC2 is not smooth (e.g., the
difficulty level-3 is obviously much more difficult than the difficulty level-2 and difficulty level-
1), which leads to a unsmooth curriculum. In our approach, since thought-game is designed, it
is possible to make a more smooth curriculum.
2.3 StarCraft I & II
In recent years, research on reinforcement learning in real-time strategy (RTS) games has re-
ceived more and more attention. The most famous game research environment in RTS games is
“StarCraft: Brood War” (SC1). Previous research methods on SC1 are mainly based on search
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and planning (17). There have been some studies (21) using reinforcement learning to solve
local battles or partial length games in SC1.
StarCraft II (29), the successor of SC1, has become a new platform for RL research. Most
previous works tackle the SC2 problem in the way of “divide and conquer”. For example,
in (25), researchers use the framework of Hierarchical Reinforcement Learning (HRL) (6) to
reduce the difficulty of learning and use manually designed macro actions to reduce the agents
action space. In addition, they exploited huge computing resources and hard coded a carefully
designed micro-action module. Using these, they beat the built-in cheating level AI on SC2.
Another work (20) uses a HRL architecture combined with macro actions. They introduces the
idea of using data mining to extract macro actions and tries several different combat models.
(11) handles SC2 with a modular architecture which consists of a script for the scouting and
micro-operations and several machine learning models.
Previous works all use hierarchic architectures and manual designed rewards to build agents
which need a lof of hand work. Their training also costs a lot of time. In this work, we restrict
our attention to using a simplified model which is called thought-game to promote reinforce-
ment learning on SC2, getting rid of the burden of designing complex architecture and manual
rewards.
Recently, a new program named AlphaStar (28) has made a great progress on SC2 which
employs a Transformer structure and multi-agent self-play reinforcement learning training.
However, its training resources are expensive, and the training lasts up to two weeks.
3 Methodology
In this section, we will first make an analysis of difficulties for RL on RTS games. Then we
give the definition of the thought-game. After that, we give the principle of how to build a
thought-game. Finally, the training procedure based on thought-game are presented.
3.1 Analysis of RTS Games
We first discuss why real-time strategy games, especially SC2, are difficult for reinforcement
learning. The previous works (17,29) pointed out that this is caused by four reasons: huge state
space, large action space, a long game horizon, and imperfect information. It can be seen that
RTS games are much more complicated than Go. RL has also been successful in Atari games,
but the Atari games are too simple. Applying the successful algorithm (13) on Atari games
directly to RTS games may face many difficulties. Some above problems may be alleviated.
Previous works (11,20,25,32) use certain techniques to make these problems simplified. How-
ever, RL algorithms are still difficult to train in these games. What is the real reason?
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In this paper, we argue that the essential reason for making RTS games difficult to train is
too many rules or dependencies. The rule means that if a soldier (such as a Zealot) needs to be
produced, we need a Gateway (a building which can produce Zealot), while a Gateway requires
a worker to build, and workers are usually produced by the main base. Under all preconditions,
the soldier still needs 19 seconds to be produced. Only after the production time has passed
can a soldier appear. Like the real world, unsatisfaction of any rule can lead to failure of the
production process. Dependency refers to the fact that many buildings and units in the game
rely on other buildings and technologies. For example, only if we have Building A we can build
Building B, or only if we have Technology C, we can produce Unit D. These dependencies
form a tree structure called TechTree in the game. These rules and dependencies constitute a
world that requires logic and reasoning to make decisions. Reasoning is still difficult for many
machine learning algorithms, e.g. see (5). To compare, there is an Atari game with dependencies
which is called “Montezuma’s Revenge” (MR). There are only a few rules and dependencies in
MR, while there are hundreds of such rules and dependencies in SC2. Because of these rules
and dependencies, the reinforcement learning algorithm must pay a lot of efforts for exploration
in order to discover them. A detailed analysis of the difficulty of the SC2 can be found in the
Appendix.
ss
sm
as
am 


sf af
ACRL
Fine tune

Thought-Game
Original Game

Figure 2: Though-Game Architecture.
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3.2 Thought-Game
The previous work (25) analyzed the difficulties caused by rules and dependencies. The solution
they gave was to hard-code TechTree into the logical judgment of the agent’s actions. In this
work, different from them, we build the TechTree into the thought-game, and expect the agent
to explore these rules in this thought-game. The advantage of this method is that through this
process of exploration, the agent’s policy may have an adaptability to the rules in the original
environment, which leads to better learning effect.
In short, thought-game is a simplified model of a deterministic environment which imple-
ments the basic rules of the environment while simplifies other complex parts. A definition of
thought-game based on Markov decision process is shown below.
Suppose we have the original environment, which is Ms = 〈Ss, As, Ps(·), Rs(·), γ, Ts〉. We
use subscript s for original domain and subscriptm for thought-game throughout the paper. Our
goal is to get the optimal policy piθ on the original MDP Ms. Due to some reasons, sampling
speed in Ms is slower, making training in original MDP needs huge time. We expect to get a
fast training method.
Consider there is a thought-game MDP as Mm = 〈Sm, Am, Pm(·), Rm(·), γ, Tm〉. The sam-
pling speed in thought-game is faster due to its simplicity. A mapping function fs(·) exits such
as sm = fs(ss), ss ∈ Ss, sm ∈ Sm. At the same time, there is a policy piφ in thought-game, then
am = piφ(sm). A mapping function fa(·) also exists such that as = fa(am), am ∈ Am, as ∈ As,
then an action in the original environment can be obtained from
as = fa(am) = fa(piφ(sm)) = fa(piφ(fs(ss))). (1)
Due to as = piθ(ss), then Equation 1 can also be written as
piθ(ss) = fa(piφ(fs(ss))). (2)
If we know fs(·), fa(·) and find the policy piφ, then piθ can be obtained which is shown in
Fig. 2. Let ϕ(Sm) ⊂ ϕ(Ss), in which ϕ(·) denotes the features of the state, then ss can be
mapped to sm simply. We can let Am = As, e.g., we can use designed macro-actions As of
original game. Then we make the actions Am defined in thought-game have the same semantics
with As, so that Am = As. Through that, fs(·) and fa(·) can be simplified. We can obtain piφ
through using RL algorithms on thought-game.
To run a RL algorithm means that we need to design all parts of thought-game which is as
follow:
Mm = 〈ϕ(Sm) ⊂ ϕ(Ss), Am = As,
Pm(·) ≈ Ps(·), Rm(·), γ, Tm〉. (3)
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We design Pm(·) ≈ Ps(·) and will show how to do it in the next subsection. Rm(·) use the
outcome reward. Tm is the max time steps for thought-game. After designing such an environ-
ment, we can use model-free RL or MB-RL to learn an optimal policy on it. Once the policy piφ
is obtained, we are able to operate the agent in the original environment through the mapping
function and has a good start to train the policy piθ.
3.3 Model Design
To model Pm(·) ≈ Ps(·) and accelerate sampling process, we design the thought-game. Thought-
game can be divided into two parts, one is the information of units and buildings extracted from
SC2, and the other is the rules and dependencies of SC2. The former can be automatically gen-
erated. For example, we can download from a public website and turn it into python classes.
The latter needs to be implemented manually. The complexity of SC2 comes from its graphical
interfaces and the mechanism of real-time combat. For example, the image resolution of SC2
is often around 1920× 1080 and there will be many units to interact with each other. Here, we
replace this complex part with a tabular turn-based strategy game. Therefore, we can think of
thought-game as a game similar to chess, but the pieces on the board are the units in SC2. The
design of thought-game can be seen in Fig. 3.
From another perspective, we can think of Ps(·) as being determined by the parameters ρ
and %. ρ includes information of units, buildings in SC2. % comes from hidden parameters in the
environment including rules of economics, battle, time flow and so on. The battle is designed
like a classic turn-based tactical game (10). The basis of this design is a fact that the combat rules
of SC2 are based on the war experiences of human own. The battle design of most games comes
from real-world rules so that some of the battle parts of the game can be shared. Specifically,
we build Pm(·) as
Pm(·) = Pm(s′|s, a, ρm = ρs, %m = %s − ). (4)
The model with Pm built in this way is similar to a model that mix SC2 with other games.
Hence,  becomes the main difference between thought-game and SC2. Is the difference a con-
straint on agent’s performance? The answer will be shown in the experiment section.
The main factors that determine whether our agent will win are build orders and attack
timing in both thought-game and original game. When we replace the module, the agent’s policy
learned in thought-game can benefit training in the original game. The principle of designing
a simplified game is to approximate the complex modules in the original game with a simple
module and ensuring that the actions of the agent have a common semantic in both modules.
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Figure 3: Design of the Thought-SC2 Model.
3.4 Training Algorithm
We can now give a training procedure based on thought-game. Our complete training process
is as follows. First, we use ACRL algorithm to train an agent on the thought-SC2 model from
scratch. The idea of ACRL algorithm is simple, i.e., automatically increase the difficult level of
the curriculum when monitoring that the win-rate exceeds a presupposed threshold. Thought-
game gives us the freedom to design a smooth curriculum. In a previous work (20), the curricu-
lum uses the difficulty levels of the SC2 game itself, so the improvement of difficulty of the
curriculum is not smooth. Thought-game gives us the possibility to design a smooth curriculum
which brings the stability of learning. Then, we map this policy back to the original environ-
ment and use the thought-game policy as the initial policy in the original SC2 environment for
continued training. The hyper-parameters of RL algorithm used in the thought-game environ-
ment and in the SC2 environment are the same. The complete implementation of our algorithm
can be found in Algorithm 1.
4 Experiments
In this section, we present our experiments. First, we qualitatively observe the performance of
the trained agent, then we carry out quantitative experiments.
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4.1 Effect of Training
Our work is to verify the effectiveness of thought-game and the training algorithm. In SC2, if
an agent wants to defeat the opponent, it needs to make reasonable arrangements of actions and
determine the appropriate attack timing. We train an effective Protoss agent through our training
procedure. Our training is taken on a common server which has 48 CPU cores and 4 GPUs. We
use a multi-process and multi-thread setting to accelerate training. To unleash the full power of
our method, we adopt PPO (22) as our base RL algorithm in both thought-game and original
game due to its simplicity and effectiveness. Other detailed training setting can be found in the
Appendix.
Firstly, we train a Protoss agent using ACRL algorithm from the easiest level to the hardest
level in the thought-SC2 model. We compare the training process of using ACRL and process
without it. This can be seen in Fig.4 (a).
After the agent was trained in the thought-game, we observed its performance from two per-
spectives. The first is the performance in thought-game. We found that the agent in the thought-
game will follow an action flow of “collecting resources→ building construction→ producing
soldiers → attack. This shows that the agent has basically learned the rules of how to win a
victory in the game. Then we observed the performance of the agent in the original game. We
found that the agent is still not efficient enough in the execution of each action, which is re-
flected in the construction of redundant buildings (such as Cybernetics Core) and the creation
of too many Pylons. For attack timing, the agent prefers to gather a lot of soldiers before attack-
ing. Although it gives the agent a higher winning percentage in the thought-game. But in the
original game, this is not the optimal attack strategy.
Then we transfer the agent to train against a level-7 Terran bot on SC2. As shown in Fig. 4
(b), our win-rate starts at around 0.5, and then goes to nearly 1. After training in the original
game, we found that although the agent’s learned action sequences remained basically the same,
the whole flow was optimized. For example, the extra buildings are nearly not recreated, and
pylons are controlled at a better number. A more important change is that when the agent pro-
duces the first soldier, it is more intended to attack the enemy’s base instead of hoarding them
at home. This brings a tactical style that suppresses the enemy which is called “Rush” on SC2.
The effectiveness of the rush tactic is confirmed on many bots (17, 25). Rush tactics can lead
to high winning percentages when the opponent uses a normal opening way. We found that the
order of actions of the learned agents is close to the order of actions of other bots which are
hard-coded but has a little difference. That is, in general, other bots will add some workers at
the beginning, such as expanding 8 workers to 12 or 16. Our agents tend to use only the first 8
workers, so that the first soldier was built at the maximum speed and sent to the enemy base for
attacking.
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4.2 Comparison with Other Methods
Method A
Race
O
Race
Map 1 2 3 4 5 6 7
(20) Protoss Terran S64 100% 100% 99% 97% 100% 90% 93%
Ours Protoss Terran S64 100% 100% 100% 100% 100
%
100% 100%
(11) Zerg Zerg AR 100% 100% 99% 95% 94% 50% 60%
Ours Zerg Zerg AR 98% 94% 97% 96% 95% 79% 69%
Table 1: Evaluation Results of Our Method. It is noted that we only train our agent in level-7
and tested in other six levels. Bolds are the results we perform better than or equal to previous
methods. A=Agent, O=Opponent, AR=AbyssalReef, S64=Simple64. Each evaluation run 100
games and be repeated for three times.
Method tµ1 tµ2 tµ3 Training time (in hours)
(20) 3d3h11m36s 9h59m21s 9h18m29s 94h29m 94.50
Ours 20m15s 21m50s 23m17s 65m 1.08
Table 2: Detailed Comparison of Training Time. For (20), tµ1 refer to training time in diffi-
culty level-2, tµ2 refer to training time in difficulty level-5, and tµ3 refer to training time in
difficulty level-7. For ours, tµ1 refer to training time in difficulty level-1 of thought-game. tµ2
refer to training time in difficulty level-2 to level-7 of thought-game. tµ3 refer to training time
in difficulty level-7 in the original environment. Bolds are the results using less time. h=hour,
m=minute, s=second.
We compare our method with (20). The setting in (20) is as follow. They train a Protoss agent
while the opponent is a Terran bot. They report the win-rate in the map Simple64. We can see in
Fig.4 (b), training of our method is better than (20). It is worth noting that the result of (20) is
pre-trained on difficulty level-2 and difficulty level-5. Evaluation results are in Table 1. We can
see that win-rate of our agent is nearly the same as their agent at low levels, but ours are better
than theirs at higher levels. In order to demonstrate the efficiency of our method, we compared
the training time of our method with the training time of the previous method in Table 2. When
two agents achieve the same win rate of 93% on difficulty level-7, training time of our method
is almost 1/100 of the previous method which is shown clearly in Fig.6.
All previous methods (11, 20, 25, 28) were tested on only one race. To show the generality
of our method, we tested the results of training two other races, namely Zerg and Terran which
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is shown in Fig.5 (c). We also trained our agent on other maps which can be seen in Fig.5 (a).
Detailed training results of races and maps can be seen in Appendix.
We then compare our method with (11). The setting in (11) is as follow. They trained a Zerg
agent, and the opponent is a Zerg built-in AI. They report the win-rate in the map AbyssalReef
from level-1 to level-7. It can be seen in Table 1 that the average performance of our method
level-4 to level-7 exceeds them, demonstrating the effectiveness of our method. Because (11)
did not report their precise training time, it is not convenient for us to compare with them. But
their training took a few days, while ours took a few hours.
4.3 Impact of Parameters in Thought-Game
Although our thought-game can promote reinforcement learning, one problem still exists. Do
we need to do a precise design of thought-game? As analyzed in the principle, the agent learns
the basic rules in the game by learning in the thought-game. These basic rules can be easily
obtained when designing thought-game. Beyond these rules, there are some values that need
to be designed. For example, if we simulate workers to increase the economy by collecting
resources, how many resources does a worker collect in each time-step in the thought-game? In
thought-game, these values are given in a heuristic manner. What we are testing here is whether
making changes to these values will affect the learning effect.
We modify two most important parameters affecting combat and economy. As can be seen
from Fig.4 (c) and Fig.4 (d), the impact of these parameters is small. We can still effectively
train an agent in the thought-game. We then transfer agents to original game. We found that
changes in these values do not affect the outcome of the training (detailed results in Appendix).
In fact, this conclusion is also in line with our assumptions. That is, through the thought-game,
the agent learns the rules in the SC2 game, not the specific values. At the same time, this is also
the reason why we must use transfer learning in the final step of our training. The performance
penalty caused by the inconsistency with the original game is mitigated by transfer learning.
4.4 Analysis of Performance and Time
Here we analyze why our agents get better performance and efficiency. We argue that this reason
may be due to the characteristics of machine learning, especially deep neural networks in which
a better initialization will result in a better final effect. Meanwhile, we moved the part of the
curriculum to the thought-game, in which the time cost for simulating is much smaller than in
the original environment. Hence, speed boost comes from the increase of simulation speed in
thought-game and the migration of the curriculum tasks from original game to thought-game.
Detail analysis can be seen in the Appendix.
12
4.5 Ablation Experiment
In order to provide an ablation experiment on the effectiveness of thought-game, we have given
a baseline, which is the effect of training without thought-game. The result is shown in Fig.5
(b), which compares the effects of using the thought-game model for pre-training and training
from scratch. The other settings are exactly the same. Each evaluation runs 3 times and the
results are averaged.
4.6 Extension Experiments
After we tested on multiple races and multiple maps, we made a match between the agent and
the human players. A Golden level of StarCraft II Ladder human player has competed with the
agent. With restricted strategy, the agent wins the human player by 4 out of 5 games. From this
result, we can see that although the tactics used by the agent are relatively simple, our agent’s
policy has been optimized to the level of an experienced player.
In order to verify that the thought-game idea is not just suitable for SC2, we tested it on
SC1. There are many differences between the SC1 and SC2. For example, their interfaces are
inconsistent, and the details of each action are different. We use the Protoss race and train the
agent against a Terran built-in bot on the map Lost Temple. We have found that our method is
also effective on SC1 which is shown in Fig.5 (d).
Our agent has better results than previously published works. The reason for why (25) is not
compared is as follow: First, they use much more resources than us, e.g., they use 3840 cores
while we use 48 ones; Second, they use much more handcrafted work than us, e.g., they build
the TechTree in their agent; Third, they use a micro-action module which is “hit-and-run”. The
micro-action module will greatly affect the results while our agent does not use these.
4.7 Discussion
Although our method brings many advantages, there are some shortcomings, e.g., mapping
function is still simple and transferring learning method is straight. Because the purpose of this
paper is to provide a general framework. Some problems can be put into the future research.
Another problem is that the game’s test setting is still simple, e.g., we use a limited number of
units. This is due to that this work is focused in studying the effectiveness of the method, rather
than to implement a full-featured agent.
Thought-game can also provide a planning capability, i.g., for games of which transition
function is unknown, we can achieve it through the mapping function. Planning has a promise
to make deeper decisions, but due to the conflicts with efficiency, e.g., MCTS-based planning
is slow, it could be put into future work.
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5 Conclusion
SC2 is very difficult for RL. The purpose of this work is to investigate an efficient RL approach
for complex games like SC2. This paper proposes a simple but effective method which gets
better results than previous methods with nearly 1/100 training time. In the future, we would
like to do self-play in thought-game and apply it to other games.
14
Algorithm 1 Training Algorithm
Input: Max episodes Ms and Mm, max iterations Is and Im, max game steps Ts and Tm
Param: Win-rate threshold V , max difficulty level in thought-game Z, target level U in SC2,
RL algorithm L
Output: piφ, piθ
Random initialize policy piφ. Let game difficulty d← 1.
for i = 1 to Im do
Set replay buffer Dm ← ∅.
while d < Z do
Let thought-game environment reset by d.
w ← 0
form = 1 to Mm do
for t = 1 to Tm do
Dm ← Dm ∪Dtm by using piφ .
end for
if R(sTm) == 1 then
w ← w + 1
end if
end for
if w/Mm > V then
d← d+ 1
end if
Use L to update piφ by Dm .
end while
end for
Let original-game environment set by U .
Map policy piφ to piθ by mapping functions.
for i = 1 to Is do
Set replay buffer Ds ← ∅.
form = 1 to Ms do
for t = 1 to Ts do
Ds ← Ds ∪Dts by using piθ .
end for
end for
Use L to update piθ by Ds.
end for
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Figure 4: (a) The process of training the agent in thought-game with ACRL. (b) Transfer learn-
ing on Simple64. (c) The effects of changing the bonus damage parameters (factors affected
by units’ attack range) in thought-game. (d) The effects of changing the economy parameters
(mineral income per step) in thought-game.
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Figure 5: (a) Using different initial policy transfer to AbyssalReef. (b) Comparing the effects
of using the thought-game model for pre-training and training from scratch on level-7 of SC2.
(c) Training process of Zerg and Terran in the original game. (d) Training processes in SC1.
17
020
40
60
80
100
T
ra
in
in
g 
T
im
e 
(i
n 
ho
ur
s)
94.50
1.08
Pang's
Ours
Figure 6: Comparison of Training Time.
18
References
1. Anonymous. Exploration of model-based methods on starcraft ii, 2019.
2. Y. Bengio, J. Louradour, R. Collobert, and J. Weston. Curriculum learning. In Proceedings
of the 26th Annual International Conference on Machine Learning, ICML 2009, Montreal,
Quebec, Canada, June 14-18, 2009, pages 41–48, 2009.
3. G. Chaslot, S. Bakkes, I. Szita, and P. Spronck. Monte-carlo tree search: A new framework
for game ai. In AIIDE, 2008.
4. F. L. da Silva and A. H. R. Costa. A survey on transfer learning for multiagent reinforce-
ment learning systems. J. Artif. Intell. Res., 64:645–703, 2019.
5. W. Dai, Q. Xu, Y. Yu, and Z. Zhou. Tunneling neural perception and logic reasoning
through abductive learning. CoRR, abs/1802.01173, 2018.
6. T. G. Dietterich. Hierarchical reinforcement learning with the MAXQ value function de-
composition. J. Artif. Intell. Res., 13:227–303, 2000.
7. P. Fournier, O. Sigaud, M. Chetouani, and P. Oudeyer. Accuracy-based curriculum learning
in deep reinforcement learning. CoRR, abs/1806.09614, 2018.
8. A. Guez, D. Silver, and P. Dayan. Efficient bayes-adaptive reinforcement learning using
sample-based search. In Advances in Neural Information Processing Systems 25: 26th An-
nual Conference on Neural Information Processing Systems 2012. Proceedings of a meeting
held December 3-6, 2012, Lake Tahoe, Nevada, United States., pages 1034–1042, 2012.
9. D. Ha and J. Schmidhuber. World models. CoRR, abs/1803.10122, 2018.
10. K. Jørgensen. Aporia & Epiphany in Context: Computer Game agency in Baldurs Gate ii
& Heroes of Might & Magic iv. Master’s thesis, The University of Bergen, 2003.
11. D. Lee, H. Tang, J. O. Zhang, H. Xu, T. Darrell, and P. Abbeel. Modular Architecture for
StarCraft II with Deep Reinforcement Learning. In Proceedings of the 14th AAAI Confer-
ence on Artificial Intelligence and Interactive Digital Entertainment (AIIDE), pages 187–
193, Edmonton, Canada, November 2018.
12. Y. Li. Deep reinforcement learning: An overview. arXiv preprint arXiv:1701.07274, 2017.
13. V. Mnih, K. Kavukcuoglu, D. Silver, A. A. Rusu, J. Veness, M. G. Bellemare, A. Graves,
M. A. Riedmiller, A. Fidjeland, G. Ostrovski, S. Petersen, C. Beattie, A. Sadik,
19
I. Antonoglou, H. King, D. Kumaran, D. Wierstra, S. Legg, and D. Hassabis. Human-level
Control through Deep Reinforcement Learning. Nature, 518(7540):529–533, 2015.
14. O. Nachum, S. Gu, H. Lee, and S. Levine. Data-efficient hierarchical reinforcement learn-
ing. In Advances in Neural Information Processing Systems 31: Annual Conference on Neu-
ral Information Processing Systems 2018, NeurIPS 2018, 3-8 December 2018, Montre´al,
Canada., pages 3307–3317, 2018.
15. A. Nagabandi, G. Kahn, R. S. Fearing, and S. Levine. Neural Network Dynamics for
Model-Based Deep Reinforcement Learning with Model-Free Fine-Tuning. In Proceedings
of IEEE Transactions on International Conference on Robotics and Automation (ICRA),
pages 7559–7566, Brisbane, Australia, 2018.
16. S. Ontano´n and M. Buro. Adversarial hierarchical-task network planning for complex real-
time games. In Twenty-Fourth International Joint Conference on Artificial Intelligence,
2015.
17. S. Ontan˜o´n, G. Synnaeve, A. Uriarte, F. Richoux, D. Churchill, and M. Preuss. A survey
of real-time strategy game AI research and competition in starcraft. IEEE Trans. Comput.
Intellig. and AI in Games, 5(4):293–311, 2013.
18. OpenAI. Openai five, 2018.
19. S. J. Pan and Q. Yang. A survey on transfer learning. IEEE Trans. Knowl. Data Eng.,
22(10):1345–1359, 2010.
20. Z.-J. Pang, R.-Z. Liu, Z.-Y. Meng, Y. Zhang, Y. Yu, and T. Lu. On Reinforcement Learning
for Full-length Game of StarCraft. arXiv:1809.09095, 2018.
21. P. Peng, Q. Yuan, Y. Wen, Y. Yang, Z. Tang, H. Long, and J. Wang. Multiagent
bidirectionally-coordinated nets for learning to play starcraft combat games. CoRR,
abs/1703.10069, 2017.
22. J. Schulman, F. Wolski, P. Dhariwal, A. Radford, and O. Klimov. Proximal Policy Opti-
mization Algorithms. 2017.
23. D. Silver, A. Huang, C. J. Maddison, A. Guez, L. Sifre, G. van den Driessche, J. Schrit-
twieser, I. Antonoglou, V. Panneershelvam, M. Lanctot, S. Dieleman, D. Grewe, J. Nham,
N. Kalchbrenner, I. Sutskever, T. P. Lillicrap, M. Leach, K. Kavukcuoglu, T. Graepel, and
D. Hassabis. Mastering the Game of Go with Deep Neural Networks and Tree Search.
Nature, 529(7587):484–489, 2016.
20
24. D. Silver, J. Schrittwieser, K. Simonyan, I. Antonoglou, A. Huang, A. Guez, T. Hubert,
L. Baker, M. Lai, A. Bolton, Y. Chen, T. Lillicrap, F. Hui, L. Sifre, G. van den Driessche,
T. Graepel, and D. Hassabis. Mastering the Game of Go without Human Knowledge.
Nature, 550(7676):354, 2017.
25. P. Sun, X. Sun, L. Han, J. Xiong, Q. Wang, B. Li, Y. Zheng, J. Liu, Y. Liu, H. Liu, and
T. Zhang. TStarBots: Defeating the Cheating Level Builtin AI in StarCraft II in the full
game. arXiv:1809.07193, 2018.
26. R. S. Sutton and A. G. Barto. Reinforcement Learning: An Introduction, volume 135. MIT
Press Cambridge, 1998.
27. H. van Hasselt, A. Guez, and D. Silver. Deep Reinforcement Learning with Double Q-
Learning. In Proceedings of 30th AAAI Conference on Artificial Intelligence, 2016.
28. O. Vinyals, I. Babuschkin, J. Chung, M. Mathieu, M. Jaderberg, W. M. Czarnecki,
A. Dudzik, A. Huang, P. Georgiev, R. Powell, T. Ewalds, D. Horgan, M. Kroiss, I. Dani-
helka, J. Agapiou, J. Oh, V. Dalibard, D. Choi, L. Sifre, Y. Sulsky, S. Vezhnevets, J. Molloy,
T. Cai, D. Budden, T. Paine, C. Gulcehre, Z. Wang, T. Pfaff, T. Pohlen, Y. Wu, D. Yogatama,
J. Cohen, K. McKinney, O. Smith, T. Schaul, T. Lillicrap, C. Apps, K. Kavukcuoglu,
D. Hassabis, and D. Silver. AlphaStar: Mastering the Real-Time Strategy Game StarCraft
II, 2019.
29. O. Vinyals, T. Ewalds, S. Bartunov, P. Georgiev, A. S. Vezhnevets, M. Yeo, A. Makhzani,
H. Ku¨ttler, J. Agapiou, J. Schrittwieser, J. Quan, S. Gaffney, S. Petersen, K. Simonyan,
T. Schaul, H. van Hasselt, D. Silver, T. P. Lillicrap, K. Calderone, P. Keet, A. Brunasso,
D. Lawrence, A. Ekermo, J. Repp, and R. Tsing. Starcraft II: A new challenge for rein-
forcement learning. CoRR, abs/1708.04782, 2017.
30. B. Wu, Q. Fu, J. Liang, P. Qu, X. Li, L. Wang, W. Liu, W. Yang, and Y. Liu. Hierarchical
macro strategy model for MOBA game AI. CoRR, abs/1812.07887, 2018.
31. S. Xu, H. Kuang, Z. Zhuang, R. Hu, Y. Liu, and H. Sun. Macro action selection with deep
reinforcement learning in starcraft. CoRR, abs/1812.00336, 2018.
32. V. F. Zambaldi, D. Raposo, A. Santoro, V. Bapst, Y. Li, I. Babuschkin, K. Tuyls, D. P.
Reichert, T. P. Lillicrap, E. Lockhart, M. Shanahan, V. Langston, R. Pascanu, M. Botvinick,
O. Vinyals, and P. Battaglia. Relational Deep Reinforcement Learning. arXiv:1902.08093,
2018.
21
