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Non-technical summary
The main objective of central banks around the world is to stabilise in ‡ation. Most recent macroeconomic research assumes that monetary policy has a delayed impact on in ‡ation because of nominal rigidities at the micro level; …rms adjust their prices infrequently and only a partial and delayed response to economic shocks is transmitted into prices. Almost all microeconomic empirical studies on price rigidity focus on consumer price-setting behaviour (Cecchetti (1986) , Bils and Klenow (2005) , Dhyne et al. (2006) ). One main explanation is that, in policy practice and in academic research, interest is focused on a unique in ‡ation measure, Consumer Price Index (CPI), whereas other measures are available like Producer Price Index (PPI). However, some macroeconomic research recently shows that a monetary policy which does not take into account PPI in ‡ation or PPI sector shocks, tends to generate larger welfare losses than a policy rule which targets a weighted sum of CPI and PPI in ‡ation (Huang and Liu (2005)) . At the micro level, evidence on producer price stickiness is rather scarce and most of the available empirical results were collected in the United-States in the thirties. Some new empirical evidence has been recently provided for European countries (Vermeulen et al. (2006) ) and the aim of this paper is to add some evidence on stickiness in French producer prices.
For this purpose, a unique large database is examined; it contains more than three million price quotes collected in order to compute the French Producer Price Index (PPI) and BusinessServices Price Index (BSPI). These price quotes are supposed to measure transaction prices, duty-free, without discount. The economy is widely covered: more than 90% of the PPI and almost 100% of the BSPI, and the time dimension is also considerable, from 1994:01 to 2005:06.
Contrary to consumer prices, producer prices can not be directly observed by the pollsters from statistical o¢ ces, …rst, because there is no speci…c outlet to observe transactions among …rms, and, second because it can only be reported if there is some transaction for this product between a seller and a buyer. The paper discusses important methodological issues raised by these data like "Which prices should be collected?" or "How to collect them?".
These data are used in order to evaluate the degree of ‡exibility of producer prices. Three questions can be of interest for macroeconomists who estimate models based on micro-level producers'optimization behaviour. How do producer prices change? Do they show some stickiness?
To which extent do data lend support to the predictions of various theories of price rigidity?
Our main conclusions are the following. First, French producer prices are modi…ed quite frequently, the weigthed average price duration is around 6 months. Price decreases are only
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December 2006 slightly less frequent than price increases in the industry. Prices are changed by rather small amounts, the median price change is around 2% and there is no asymmetry between price increases and price decreases. Second, there is a high degree of heterogeneity across sectors:
business-services prices are modi…ed less frequently and by larger amounts than industrial prices, and across industrial sectors, …nished products'prices remain constant longer than intermediate goods'prices.
Some evidence of both time-and state-dependence is found in the data. Some …rms change their prices every year or every two years, mostly in January, which is consistent with the theory of Taylor price contracts. Consistent with state-dependent models, price changes are also determined by sectoral in ‡ation, business-cycle phases, and prices of raw materials. VAT changes slightly a¤ect the probability of a price change even if producer prices are reported excluding VAT. Finally, the market structure plays a role in the transmission of shocks into prices: the less competitive market is, the less the shocks are transmitted into prices.
Finally, the Klenow-Kryvtsov in ‡ation decomposition leads us to conclude that time-dependent price models are the most relevant to replicate the aggregate producer price development. An augmented decomposition also shows that in ‡ation is highly correlated with the di¤erence between the share of price increases and the share of price decreases: the volatility of in ‡ation is mainly explained by the variability of the di¤erence between the share of price increases and the share of price decreases and not by the variability of the sizes of price increases and price decreases.
Introduction
The main objective of central banks around the world is to stabilise in ‡ation. Most recent macroeconomic researches assume that monetary policy has an impact on in ‡ation because of nominal rigidities at the micro level; …rms adjust their prices infrequently and only a partial and delayed response to economic shocks is transmitted into prices. Almost all microeconomic empirical studies on price rigidity focused on consumer price-setting behaviour (Cecchetti (1986) , Bils and Klenow (2005) , Dhyne et al. (2006) ). One main explanation is that, in policy practice and in academic research, interest is focused on a unique in ‡ation measure, Consumer Price Index (CPI), whereas other measures are available like Producer Price Index (PPI). However, some macroeconomic researches recently raise the issue of which price index should be stabilised by the central banks (Woodford (2003) ). Thus, Huang and Liu (2005) analyse the optimal monetary policy when the central banker ignores the exact sources of rigidities. They conclude that a monetary policy which does not care about PPI in ‡ation or PPI sector shocks tends to generate larger welfare losses than a policy rule which targets CPI and PPI in ‡ations. Basu (1995) also …nds that a moderate degree of rigidity in the intermediate goods sector can lead to large economy-wide rigidity; rigid producer prices can be considered as a multiplier for price stickiness. Consequently, it is crucial to provide empirical evidence on producer prices and to evaluate their degree of rigidity.
Evidence on producer price stickiness has been rather scarce over the last twenty years, only a few articles used micro-data to investigate the behaviour of producer price setting. However, the rigidity of producer prices was once an important …eld of research: between 1886 and 1935, three articles on rigid producer prices were published, fourteen between 1935 and 1939 , and twenty-…ve between 1954 and 1965 (Stigler, Kindahl (1970 To answer these questions, a unique large database is examined; it contains more than three million price quotes collected in order to compute the French Producer Price Index (PPI) and Business-Services Price Index (BSPI). These price quotes are supposed to measure transaction prices, duty-free, without discount. The economy is widely covered: more than 90 % of the PPI and almost 100% of the BSPI, and the time dimension is also considerable, from 1994:01 to 2005:06.
Our main conclusions are the following: French producer prices are modi…ed quite frequently and by rather small amounts. There is a high degree of heterogeneity across sectors: businessservices prices are modi…ed less frequently and by larger amounts than industrial prices, and across industrial sectors, …nished products' prices remain constant longer than intermediate goods' prices. Some evidence of both time-and state-dependence is found in the data, some …rms change their prices every year or every two years, mostly in January, which …ts the theory of the Taylor price contract. As supposed by state-dependent models, price changes are also 3 Caucutt et al. (1994 3 Caucutt et al. ( , 1999 characterize some determinants of producer price rigidity like durability and concentration but they use BLS micro indices and not producer price individual quotes. 4 Desplatz (2000) is the only study using micro French PPI data but the issue of price rigidity is not analysed.
Qualitative data were also examined by Loupias, Ricart (2004) and Loupias, Sevestre (2006) to provide some features on the price setting behaviour of French …rms. 5 This paper brings the main results obtained in Belgium (Cornille, Dossche (2006) ), France, Germany (Stahl determined by economic shocks and producer prices are more likely to increase (respectively decrease) when sectoral in ‡ation rises (respectively decreases). Finally, the Klenow-Kryvtsov in ‡ation decomposition leads us to conclude that time-dependent price models are the most relevant to replicate the aggregate producer price development.
The paper is organised as follows: Section 2 raises important methodological issues on how producer prices are collected and measured. In section 3, the main patterns of price behaviour of French …rms are described. Section 4 examines to which extent producer prices are rigid and what can be learnt from producer prices on the time-and state-dependent price behaviours.
Section 5 concludes by summarizing the main …ndings.
2 Measuring individual producer prices. For this purpose, the national statistical o¢ ce carries a quantitative survey to …rst select some representative …rms in each branch and secondly, to select in these …rms, several "control transactions" which are supposed to be the most representative of each …rm's transactions.
However, for practical purposes, …rms may …nd it di¢ cult to provide a given transaction for a customer or a product. This re ‡ects a trade-o¤ between the requirements of the statistical o¢ ce and the possibilities of the …rms' accounting services. As a consequence, the dataset contains heterogeneous types of prices, and some of them di¤er from the ideal de…nition of a transaction price. For this reason, along with data, a code is also reported to describe the nature or the type of the price. The "type of price" variable takes 7 values: actual transaction price, average price, billing price, estimated price, contract price, national price and price index.
Half of the prices contained in the French PPI dataset are either coded actual transaction prices or average transaction prices ( di¢ cult to use for our purposes. The recorded price may be an average price for a given product during a repeated identical transaction within a month, thus close to the former price measure, but it may also be an average price for all customers and for all products of a …rm. Though such an average price could be a good indicator to build the PPI, it can be considered as useless for our micro-study. Indeed, changes in an average price are not informative about the incidence of individual price changes. The …ve remaining types of prices are less numerous, representing around 15% of price reports contained in the dataset; their de…nition is often close to the "actual" transaction price, they are considered as informative on individual price changes 8 .
Which prices to analyse price rigidity?
Our aim here is to separate among all prices the presumably "average" prices from the actual transaction prices. One possible strategy is to restrict our sample to the …rst price category:
"actual" transaction prices. However, the qualitative information code on the nature of price quotes is not available for the business-services and the food consumer goods sectors. Consequently, the coverage rate of the sample is lowered to 75% of the PPI index in terms of weights and only two thirds of prices are reported along with this qualitative "type" code. Ultimately, less than 15% of prices are coded as "actual" transaction prices (Table 1) . Three reasons prevent us from using directly these codes to select our sample. First, some of the price quotes for which qualitative information is missing may be "actual"transaction price and would be unduly rejected from the sample with this strategy, implying substantial loss of valuable information.
Secondly, the natures of price are not precisely de…ned and some prices coded "average prices"
can contain useful information. For example, an "average price" for a speci…c product sold to several customers at the same price can be considered as an actual transaction price, whereas an "average price"calculated for all …rms'customers and for all its products is di¢ cult to analyse.
Finally, some measurement errors can be found in the reported codes. Therefore, this qualitative indicator is only used here as an ex post criterion to validate our procedure described below. The proportion of "actual"transaction price quotes in the selected dataset will be here an indicator of the e¢ ciency of the selection procedure.
Prices collected along with the qualitative code "average price"change more frequently than 8 "Billing price" is a price observed on the invoice, "Estimated price" is a …ctive price calculated by the …rm for a …ctive transaction, "Contract price" is determined by a contract between a …rm and its client, "National price" is settled at a national level, "Price index" is calculated by the …rm itself for a speci…c product.
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December 2006 other prices (the frequency of price change is 60% against less than 15% for actual transaction price). A straightforward explanation is that an average price is a sum of many prices and in case of staggered prices, the probability that the sum of several prices changes is higher than the probability that an individual price changes. For example, let us consider an average price of six independent individual prices, when the individual price change probability is equal to 0.15, the probability that the average price changes is 0.6 9 . The main criticism formulated by Stigler and Kindahl (1970) against Means (1935) was based on a similar methodological issue.
Stigler and Kindahl (1970) claimed that the prices used by Means (1935) were averages of several prices collected by di¤erent reporters for a speci…c product, so that the measure of price rigidity obtained mostly depended on the number of price reporters. Our strategy to identify "true" transaction prices is the following: we assume that a price trajectory is composed of average prices whenever it contains a large number of price durations equal to one period. Let T i the number of price durations equal to one period for the product i and N i the total number of price spells. For each product trajectory, we compute c i , the proportion of durations equal to one
. We de…ne a maximum value c max for c i . Whenever c i > c max , the spell is disregarded from the database, since it is considered as an average price spell. On the contrary, whenever c i < c max , the product spell is kept in our sample. The sample is de…ned as: 10
Our aim is then to choose an "optimal"c max : the sample should be as representative as possible of the PPI total dataset but it must also contain the smallest number of "average price"trajectories. Five datasets corresponding to four values of c max : 60%, 70%, 80% and 90% are built.
When c max is decreasing, some products are removed from the sample because the condition on c max may be too restrictive for these speci…c products. For example, only 12% of price quotes for the product "Lead, zinc and tin production" are contained in the sample "c max = 90%". Our assumption, for these speci…c products, is that individual prices are actually modi…ed at each period. It is also probably the case for oil and gas products or for food products like meat. We 9 Let P ( pi = 0) the probability that the individual price i does not change. P ( pi = 0) = 1 0:15 = 0:85 If the average price is calculated with n i.i.d. prices, the probability that none of these prices is modi…ed is equal to : P ( p1 = ::: = pn = 0) = (0:85) n , if n = 6, this is equal to 0:4 and the probability that the average price changes is equal to 0:6. 1 0 Only monthly and quarterly data are considered in this selection process, semi-annual and annual data are supposed to be properly reported.
December 2006 then assume that if more than 90% of price quotes for a product disappear from the database, the price of that product is actually modi…ed at each period 11 .
To choose the "optimal"c max , di¤erent statistics are calculated in each sample: the coverage rate of the dataset in terms of weights, the coverage rate of the total number of products, the share of prices coded by the INSEE as "transaction price" -which is interpreted as the risk of wrongly rejecting actual transaction data -and the share of prices coded by the INSEE as "average price"-which is interpreted as the risk of accepting wrongly "average price"data in the sample. This latter indicator decreases dramatically for the three …rst values of c max , then this proportion remains stable for the last two samples. Therefore, in the sample "c max = 70%", most of the "average prices"trajectories have been removed. Restricting the sample to "c max = 60%"
is unnecessary because the quality of the sample in terms of price reports type is not signi…cantly improved. The share of prices coded "transaction price" remains quasi-constant close to 95%
for the case "c max = 70%". Thus, few actual transaction prices are wrongly rejected with this procedure. The coverage rate of products is higher than 50% for most of the industrial sectors.
The dataset associated with the criterion "c max = 70%" is here considered as the baseline dataset.
Baseline dataset.
More than 1.5 million industrial price quotes and more than 100 000 business-services price quotes are contained in the selected baseline dataset. The additional information recorded along with the price can be divided into two parts:
A …rst piece of information relates to the product. An individual code provides us an identi…cation number for the …rms, and each product within a …rm is identi…ed by a number. The combination of these two codes provides us an identi…cation number for a speci…c product manufactured in a speci…c …rm. Each product is associated with a group of products at the level 4 of the Nace Rev 1.1 classi…cation. Each group of products is then contained in one of the following seven economic sectors: business-services, capital goods, intermediate goods, energy and consumer goods (divided in food, durables and non-food non-durables products). Almost
The following products are concerned: manufacture of other non-distilled fermented beverages, production and preserving of meat, manufacture of prepared animal feeds, manufacture of glass …bres, manufacture of plaster products for construction purposes, manufacture of basic iron and steel and of ferro-alloys, manufacture of bricks, tiles and construction products, manufacture of other inorganic basic chemicals, lead, zinc, and tin production, manufacture of industrial gases, cold forming or folding, manufacture of re…ned petroleum products.
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The second piece of information relates to the price. The year and the month of the record are collected. For each year, the dataset contains more than 100 000 industrial producer price quotes. Another available information is the periodicity of price collection: most prices (94%) are collected monthly and almost 6% are collected quarterly. The prices of some speci…c products are reported bi-annually, especially clothes. In the business-services sector, most price quotes are collected quarterly. A quality e¤ect coe¢ cient is also available; this coe¢ cient is quantitative and a quality adjusted price is calculated by combining the collected price and this qualitative e¤ect.
The weighted statistics presented hereafter are computed using PPI and BSPI weights. These weights are available at the level 4 of the NACE Rev. 3 How do producer prices change?
This section aims at providing the main features of price setting among French …rms: how long does a producer price last? How frequently and by which magnitude do prices change?
Main features.
How long does a price last? As noted by Baudry et al. (2005) , measuring price duration is not straightforward, and all micro based measures of price durations are based on statistical assumptions and de…nitions that should be emphasised. Price durations can be calculated in two di¤erent ways. An indirect approach consists in computing the frequency of price change and calculating the implied price duration from the inverse of frequency. A direct measure of price durations can also be computed by calculating the time elapsed between two price changes.
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December 2006 Censoring and truncating should in this case be taken into account 12 . Each month, around 25% of industrial producer prices are modi…ed (Table 4 ). An upper bound for this …gure is obtained with the frequency calculated from the sample where c max = 80%: 27.6% and a lower bound is obtained with the statistic associated to the sample where c max = 60%: 22.9%. The implied average price duration is around 7 months for industrial producer prices, which is lower than the average consumer price duration (8.4 months) for France (Baudry et al. (2005) ). This can be partly explained by the structure of the index. In the Consumer Price Index (CPI), the weight of Services (whose prices are the most rigid) is around one third whereas in PPI, no services prices are taken into account. Direct measures of price durations provide similar results. In
France, the weighted average producer price duration is 6.2 months (Tables 6, 7) against 7.2 months for consumer prices (Baudry et al. (2005) ). If we consider the censoring issue (Table 8) , price duration measures are quite consistent, for non-censored price spells, the weighted average price duration is 5.2 months and for right-censored spells it is equal to 7.8 months.
How large is a price change? The size of price changes is calculated as the amount of price variation between two dates of collection expressed as a percentage of the initial price 13 . The weighted average size of a price change is about 4% for an increase and -4% for a decrease (Table   5 ), the weighted median is quite lower: 2.3% for a price increase and -1.9% for a decrease. Small price changes are frequent and there is no downward price rigidity as far as the size of positive price changes seems equal to the size of negative ones. The distribution of price changes for all industrial prices is quite symmetric (Figure 3 ). Its skewness is equal to 0.04 and around 40% of price changes are price decreases (Table 5) .
3.2 Sectoral heterogeneity. Figure 1 shows that the distribution of the frequency of price change is nearly U-shaped across products, a pattern already described by Mills (1927 ) or Means (1935 . This re ‡ects a high sectoral heterogeneity. Three groups of sectors may be distinguished:
The …rst group gathers energy, food consumer goods and intermediate goods (Tables 4, 5 of respectively 4.4 and 7.4 months (respectively 4.4 and 6.4 months with a direct measure).
However, there is also a huge heterogeneity across products within the sector of intermediate goods. In these three sectors, the sizes of price changes are quite variable: in absolute value, the average size of price change goes from 3 to 6% depending on the variability of sectoral shocks.
More remarkably, the distributions of sizes of price changes show no asymmetry. The shares of price increases for these sectors are lower than the average for the whole industry and their skewness are slightly positive, close to 0 (0.44 for food, 0.12 for energy, 0.13 for intermediate goods). These distributions are also relatively spread out, the kurtosis calculated for these sectors are the lowest among all industry sectors, which implies that high price changes are not rare.
A second group of sectors can be distinguished; it contains durables, other consumer goods and capital goods whose prices change less often. Each month, respectively 13.4%, 12.0% and 9.9% of prices are modi…ed, which implies price durations larger than 9 months. The direct measures of price durations are quite smaller, around 8 months (Tables 4, 5, 7). The distributions of sizes of price changes for these sectors are highly concentrated around zero; for instance, for durables, the proportion of price changes ranged between 0 and 2% is close to 35%. Moreover, the distributions of the sizes of price changes are asymmetric: around zero, price increases are more frequent than price decreases; the skewness are negative (-0.08 for capital goods, -0.46 for other consumer goods and -0.71 for durables). It provides for these three sectors some evidence in favour of a mild downward rigidity.
Finally, the frequency of price change for the business-services sector is much smaller. Around 7 % of prices in this sector are changed each month, which implies price duration of more than one year (Figure 2 , Tables 4, 5, 7). The average size of price changes is larger than in industrial sectors, 6.3% for increases and -6.6% for decreases. The distribution of the sizes of price changes is asymmetric around zero and small price decreases are uncommon. Nonetheless, the skewness of the distribution of size of price changes calculated on the whole sample is rather close to zero (-0.1) but it is close to -1 when it is computed on the interval [-5;5] . This asymmetry around zero is larger than those observed in the industry. This distribution is also spread out because of quite frequent large price changes (Figure 4 ) and the kurtosis is lower than in the industry (around 3.8 versus 6.3 for the lowest sectoral value in industry).
This huge heterogeneity across sectors has been examined by Blanchard (1982) and more recently by Clark (1999) . Blanchard (1982) 
International comparisons.
To which extent can the observations on price adjustments in France be compared with the international evidence? Producer prices change more frequently in France than in the euro area (21% in the euro area (Vermeulen et al. (2006) ) versus 25% in France). However, the results are not easily comparable since the coverages of PPI are di¤erent among studies; for example, the sample used in the Belgian study does not contain energy prices which are the most volatile, whereas electricity prices which lower the frequency of prices change of energy are excluded from the Spanish study. Moreover, the industrial sector structure may also be distinct from a country to another. The comparison with the American results is even more di¢ cult: Carlton (1986) …nds that in the United States the average producer price duration is twice larger than those obtained for France whereas in Caucutt et al. (1999) , the producer price duration is slightly more than half of the French one. This can be largely explained by methodological and measurement issues; Caucutt et al. (1999) employ BLS micro price indices which can be considered as average prices. As mentioned in section 2, the probability that an average price changes is systematically larger. Carlton (1986) uses transaction prices but his dataset does not cover all American PPI and the prices were collected in the sixties.
The French results on the size of price changes are similar to the ones found in the other European countries such as Spain (nearly 5% on average in absolute value), Italy (4% on average in absolute value) or Germany (3.3% on average in absolute value). However, in Belgium or in Portugal the variability of price change seems to be slightly higher. More interestingly, some results found on the French data and on the American data are similar, like frequent small price changes and no downward price rigidity; the simple average size of price changes in absolute value in the U.S. is equal to 4.3% for all types of periodicity contracts and equal to 2.6% for the monthly contracts. Moreover, for most products, Carlton (1986) and Caucutt et al. (1999) …nd that the median size of price change in absolute value is equal to 2% or less which is close to
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The sectoral heterogeneity in the frequency of price change is also quite similar in France, in the euro area and in the United States. The prices of primary goods are frequently modi…ed. In the Portuguese energy sector, 66% of prices change each month; for the United States, Carlton (1986) …nds an average price duration of 2.7 months for monthly contracts of gasoline and Caucutt et al. (1999) …nd a truncated price duration of 2 months for butane gas. In the intermediate goods sector, some common features are also observed; for example, in France, the price of the product "Plywood" lasts on average 9 months whereas the price of "Cement" lasts on average 17 months. Carlton (1986) …nds quite similar durations for the same products (5 months for "Plywood" and 13 months for "Cement"). This result is quite striking because the former prices are reported in France in the nineties whereas the latter are collected in the United States in the sixties. Finally, the prices of the …nal products change less frequently in Europe and in the U.S. For instance, Caucutt et al. (1999) …nd that the prices of "industrial machinery and equipment"last on average 4.2 months, whereas for French PPI, they last around 10 months. However, for both datasets, the average price duration of this speci…c product is one of the largest.
4 Interpreting producer price stickiness.
A common feature of New Keynesian economics is to start from a micro-level …rms'optimization behaviour and then aggregate these decisions to replicate the in ‡ation process. These models suppose that at the micro level, prices are sticky and all economic shocks are not directly transmitted into prices. Two alternative hypotheses are often considered to model this price stickiness: the number of …rms modifying their prices at each period can be determined either exogenously (time-dependence) or endogenously (state-dependence). What can be learnt from French producer prices on the form of price stickiness?
Price contracts: some evidence of time-dependence.
According to the surveys led in di¤erent countries among industrial …rms 14 , implicit or explicit contracts are the main reasons why producers do not change their prices as often as they wish. First of all, a signi…cant proportion of …rms set their prices according to calendar time. The frequency of price change shows high seasonal peaks (Figures 7, 8) . Most of the …rms wait for January to change their prices; the frequency of industrial price change is equal to 39% in January against 25% in the others months 15 (Table 9) . For capital goods, durables and other consumer goods, the frequency of price change in January is on average three times higher than in the other months. This seasonal pattern was already observed by Means in the thirties in the U.S.: 16.8% of price changes of "metals and implement"goods occurred in January whereas around 8.3% would be expected in case of a perfect uniform distribution. The calculation with
French "core industry" data of this proportion gives striking similar results: 16.1% of price changes occur in January. Not only are prices set according to a calendar time but most of them last exactly one or two years. For the total industry, 15%, 3%, 1.3% of the prices beginning in January last respectively one, two and three year(s) against 5%, 0.8%, 0.3% of the prices beginning in other months (Table 11 ). For the core industry, nearly 25% of prices beginning in January last exactly one, two or three years. Almost 50% of business-services prices beginning in the …rst quarter last one or two years. This last hypothesis is reinforced when the proportion of price durations exactly equal to one year is calculated for each …rm. For almost 10% of …rms in some industrial sectors and for almost 20% of …rms in the business-services sector, the majority of the price durations observed last exactly one year (Table 10) .
Moreover, after having restricted the sample to the price durations exactly equal to one or two years, the distributions of sizes of price changes show some speci…cities. We plot on the same graphs (Figures 6a, 6b) , the distribution of the sizes of price changes when the price durations are exactly equal to 12 months together with the distribution when the duration is around one year (10, 11, 13 or 14 months) in the core industry and in the business-services sector. This way, we control the impact of elapsed duration on the size of price change. If there was nothing special about 12-month price contracts, we would expect both distributions to be similar. However, some signi…cant di¤erences appear: the distribution of sizes of price changes for 12-month durations shows high peaks between 2 and 3% and is asymmetric, skewed on the
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On the whole, the …rms changing their prices each year are more likely to increase mechanically their prices by 2 or 3% 16 .
Finally, we investigate the characteristics of the …rms which modify their prices each year by 2 or 3% by focusing our analysis on competition indicators; we use the four-…rm concentration ratio at the level 4 of the NACE classi…cation and an indicator of market power of each …rm calculated as the revenues of each …rm divided by the total revenues of a branch at the level 4 of the NACE classi…cation (Table 13 ). The industrial …rms which change their prices by 2 or 3% after 6, 12 or 24 months are in more concentrated markets, and their market power is slightly higher than the market power of other …rms. These latter can not set these price contracts and may react more quickly to the economic shocks.
Explaining price changes: some evidence of state-dependence.
The state-dependent model assumes that the …rm is more likely to change its price when it experiences large shocks. Evidence of state-dependence is here provided by estimating three logit models with …xed e¤ects explaining the …rms'decision of changing, increasing or decreasing their prices (Tables 14a, 14b cyclical changes. A sectoral indicator of the output gap is built by linearly detrending the sectoral production indices. First, the output gap weakly a¤ects the probability of price change, this is explained by its reversed impacts on price increase and price decrease. During expansions (respectively recessions), prices are less (respectively more) likely to decrease and are more (respectively less) likely to increase in the industry and in the business-services sectors. However, the marginal e¤ects of output gap evolutions are rather low, around 1% on average on the probability of price increase or price decrease.
Another potential variable explaining price changes is the sectoral monthly rate of in ‡ation;
the …rst theoretical state-dependent papers on price setting (Sheshinski and Weiss (1977)) but also their empirical counterparts (Cecchetti (1986) ) emphasised the role played by in ‡ation on the frequency of price change. An increase in the sectoral in ‡ation would decrease the relative price and then lead the …rm to increase its nominal price. The sectoral in ‡ation is sometimes interpreted as a measure of shocks transmitted into prices by other …rms; if many …rms change their price, a …rm is more likely to modify its own price. The empirical estimates are in line with these predictions. If the in ‡ation increases by 1%, the probability of a industrial price increase rises by more than 0.7%. On the contrary, if the in ‡ation decreases by 1%, the likelihood of observing a price decrease rises by almost 0.7%. This mechanism explains why the impact of the sectoral in ‡ation on the price change decision is quite null. Negative (respectively positive)
in ‡ation rates have a positive (respectively negative) e¤ect on the probability of price decrease and a negative (respectively positive) e¤ect on the probability of price increase.
Changes in costs should also have an impact on the price change decision. The raw material inputs'prices a¤ect the equilibrium output price, and shocks in the raw material prices should be transmitted into the producer prices. For instance, during the period 1999-2000, the frequency of price increase rises contemporaneously with the tough increase of the raw materials' prices ( Figure 7 ). The estimates con…rm this insight. Both industrial and food material raw prices a¤ect positively (respectively negatively) the likelihood of a price increase (respectively decrease).
However, their impacts are quite weak.
Producer prices are supposed to be reported excluding VAT. Nevertheless, the VAT increase in 1995 had a positive (respectively negative) impact on price increase (respectively decrease), which leads to a small peak in the frequency of price increase (Figure 7 ). The VAT decrease in April 2000 had a signi…cant positive e¤ect on the probability of price decreases and the frequency of price decrease rose from 5-6% to 12%. Moreover, the frequency of price change in January
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December 2006 2000 is smaller than in other years, one could suppose that …rms did not change their prices in January as usual and waited until the VAT change in April to modify their prices. The impact on the business-services prices of the VAT change in 2000 is not signi…cant. The last event is the euro-cash changeover, in January 2002, more than 60% of prices were modi…ed. Most of these price changes are due to rounding and are equally distributed between increases and decreases.
Finally, we test the impact of the market structure on the transmission of shocks into prices.
Theoretical models show that monopolistic …rms change their prices less often than oligopolistic …rms (Rotemberg, Saloner (1987) ) because the latter are more likely to change their prices in response to smaller perturbations. In our estimation, the market structure variable is introduced in the model in interaction with in ‡ation and output gap variables. Our estimates are consistent with the predictions of the model. An increase of the in ‡ation by 1% rises the likelihood of a price increase by 7%, but in the least competitive sectors this probability is weaker. The less competitive market is, the less the shocks are transmitted into prices.
Assessing the relevance of time-and state-dependent pricing rules.
Previous sections have shown that both the state-dependent model and the time-dependent model do capture some patterns of producer price setting. Using the Klenow-Kryvtsov decomposition of in ‡ation, the relative relevance of the di¤erent theories is here measured. This decomposition approximates the in ‡ation t as the product of the probability of a price change f t by the average size of price change dp t : t = f t dp t Two samples of industrial producer prices are considered: all items and core items (i.e. excluding energy and food products). The 12-month in ‡ation of total industry is on average less than 1%
from January 1994 to June 2005, it ranges from -2.7% to more than 5%, which implies a high standard deviation. Though the core in ‡ation is on average quite similar to the total in ‡ation, it is less volatile. The Klenow-Kryvtsov decomposition provides a good approximation of the actual in ‡ation in both cases. The average monthly in ‡ations obtained are close or equal to the actual averages. The standard deviations are well approximated but they are lower than those observed. The correlation between the actual in ‡ations and the approximate in ‡ation rates are large (Table 15) .
Computing the decomposition for business-services prices is more di¢ cult because no aggregate business-services price index is available. Consequently, we compute a "pseudo" business- To measure the relevance of time-and state-dependence price setting theories, we now turn to the decomposition of the in ‡ation's variance suggested by Klenow, Kryvtsov (2005):
22
2 V (dp t ) + dp 2 V (f t ) + 2dpf cov(dp t ; f t ) + o t where f is the average frequency of price change, dp is the average size of price changes, o t denotes second-order term.
The …rst term is interpreted as the time-dependent contribution to the in ‡ation variance; in fact, in the model of Calvo (1983) which is now commonly used for modelling time-dependent price-setting in macro models, the frequency of price change is supposed to be exogenous, as a consequence the ‡uctuations of in ‡ation are only explained by the variations of the size of price changes. The sum of the last terms is the state-dependent contribution to the in ‡ation variance.
The results with the di¤erent samples of industrial and services prices are in line with Klenow, Kryvtsov (2005) since the time-dependent contribution to the variance of in ‡ation is high, 92.2% for all items, 81.4% for core items and 82.3% for business-services (Table 16 ). The state-dependent contributions are quite low, ranging from 7.8% to 18.6%. The variance of producer price in ‡ation is badly explained by the variability in the frequency of price change, which suggests that that price-setting is consistent with a Calvo model. Moreover, the seasonality of the frequency of price change explains a signi…cant part of the state-dependent contribution.
After controlling for seasonality, the time-dependent contribution rises to almost 100% in all cases (Table 16 ). The …rst Klenow-Kryvtsov decomposition can lead to underestimate the timedependent contribution. The distribution of the frequency of price change over time is better approximated by an aggregation of (at least) two time-dependent price setters: Calvo agents would explain the constancy of frequency of price change and the peaks in the frequency of price change re ‡ect the behaviour of the Taylor price setters.
What drives the in ‡ation process? The in ‡ation is correlated with the size of price changes but does in ‡ation vary because of a volatility in the size of price increases and decreases or
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where ! + t (respectively ! t ) is the share of price increases (respectively decreases) and dp + t (respectively dp t ) is the average size of price increases (respectively decreases). The sizes of price decreases and price increases are observed to be quasi-constant over time in industry and business-services sectors (Figures 9 and 10) , which leads to the approximation: t = f dp 0 (!
where dp 0 = dp + = dp is the average sizes of price increases and decreases in absolute value which are equal and quasi-constant over time. The in ‡ation process is therefore only determined by the di¤erence between the share of price increases and the share of price decreases. In the industry, f is equal to 0.25 on average, and dp 0 equal to 4% on average (in absolute value).
Consequently, the correlation coe¢ cient between the producer price in ‡ation and this di¤erence between the shares of increases and decreases is larger than 0.75 for total industry and core industry (Figure 11 ) 19 . This link is relatively weaker for the business-services sector. In ‡ation rises because most of the …rms increase their prices and not because the size of price increases is higher.
Conclusion
Producer prices change quite frequently, each month, 25% of prices are modi…ed. The size of price changes is rather small, on average around 4%. Nevertheless, there is a high degree of sectoral heterogeneity, in the business-services sector, price durations are higher than in the industry sectors, and prices are modi…ed by larger amounts. The prices of energy, food, and intermediate goods are modi…ed more frequently than those of …nished goods. The frequency of price change in France is rather higher than in the euro zone but the sectoral heterogeneity is similar in most European countries. More surprisingly, some similarities are also found with the American results obtained with data collected in the sixties, prices are modi…ed by small amounts, and the ranking of sectoral price durations is the same. Are producer prices time-or state-dependent? This paper has provided some evidence of Taylor price contracts. A small but signi…cant fraction of …rms only modify their prices each year in January. Using a conditional logit model, the role of state-dependence in the price setting is also underlined. Sectoral variables play a key role in the price change's decision. A price increase (respectively decrease) is more likely to occur when sectoral in ‡ation is high (respectively low), producer prices are slightly cyclical, the probability of price change rises after a sharp increase of inputs prices. Finally, a Klenow-Kryvtsov decomposition of in ‡ation variance is used in order to assess the relevance of the di¤erent pricing rules. The variance of producer price in ‡ation is mostly explained by time-dependent price setting behaviours. Moreover, the in ‡ation process is almost entirely driven by the ‡uctuations in the di¤erence between the shares of price increases and price decreases, which may suggest some new research on the theoretical models of price rigidity.
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A price quote is de…ned as P j;k;t where 20 , j is an index for product at the level 4 of product classi…cation, j = 1; ::::; J, k is an index for the …rms which manufactures the product j, k = 1; ::::; K j , t is an index for time, t = 1; ::::; T , an individual product is identi…ed by the pair (j; k). ! j is the weight for product j at the level 4 of the Nace rev1 classi…cation.
Durations
A price spell is an episode of time during which the price of one product remains …xed. A price spell i can be fully characterised by the price P j;k;i set during this price spell, and the duration of the price spell D j;k;i . This duration can be computed as the di¤erence between two calendar dates : the date of the …rst observation of a price P j;k;i and its last observation. Let t j;k;i the calendar date associated with the …rst observation of price P j;k;i during the price spell i and N j;k the number of price spells for product j manufactured by …rms k. The duration of a price spell can be calculated as : D j;k;i = t j;k;i+1 t j;k;i where i = 1; :::; N j;k 1 and D j;k;N j;k = t j;k;N j;k +1 t j;k;N j;k +1
otherwise.
Product trajectory is de…ned as the sets of price spells for a speci…c product j produced in a …rm k, it is fully characterised by all its pairs (P j;k , D j;k ) i where i = 1; :::; N j;k it can be computed as the sum of spells prices durations :
The number of observed product trajectories corresponds to the total number of products :
The average trajectory length is the sum of all trajectory length divided by the number of
The total number of price spells :
The average number of price spells by product trajectory is the total number of price spells divided by the number of products : N =
N K
The average price duration for elementary product j is the sum of price durations on all spells of this product divided by the number of price spells :
The weighted average price duration by individual product is the weighted average of j average price durations
The weighted quantile of price duration is computed as : let (x 1 ; x 2 ; :::; x M ) a sequence of price durations sorted in an ascending order, where M is the total number of price durations, min(D j;k;i ) = x 1; x 2; :::; x M = max(D j;k;i ) and
!m
Nm weight associated to each x m (individual ordered price duration). The aggregate quantile of order y% is then de…ned as:
Frequency of price change
Let I j;k;t an indicator function for price change for …rm k at date t for elementary product j which means I j;k;t = 1 when P j;k;t 6 = P j;k;t 1 and = 0 otherwise, t = 1; :::; T k , the time index for …rm k and K j the number of individual products for elementary product j: Note that the …rst observation is missing. The average frequency of price change for elementary product j is the number of ones divided by the number of quotes for this elementary product
The weighted average frequency of price change :
The weighted average frequency of price change for elementary product j at date t: f j;t = 1 (K j 1)
The weighted average frequency of price change at date t:
Size of price change
Let I + j;k;t (respectively I j;k;t ) an indicator function for price change for …rm k at date t for elementary product j which means I j;k;t = 1 when P j;k;t > P j;k;t 1 (respectively P j;k;t < P j;k;t 1 ) and = 0 otherwise, t = 1; :::; T k , the time index for …rm k and K j the number of individual products for elementary product j:
The size of price increase 21 : dp + j;k;t = I + j;k;t : P j;k;t P j;k;t 1
:100
The weighted average size of price increases for elementary product j: dp
The weighted average size of price increases : dp
! j dp
The weighted average size of price increases for elementary product j at date t: dp
The weighted average size of price increases at date t : dp t + = J X j=1 ! j dp Total ---34.6 -9.6 -5.5 -3.5
Actual transaction price ---3.4 -1.1 -0.9 -0.9
Average price ---46.0 -14.8 -8.7 -4.8 "c" is the threshold above which some trajectories are disregarded as presumably "average price" trajectories; Qual.: this dataset contains price quotes reported along with the qualitative codes for "actual" transaction prices, billing prices and contract prices. This share is computed as the number of price durations equal to 12 months divided by the total number of price durations. Example : for 2.6% of …rms in total industry, more than 75% of price durations observed last exactly one year. Correlation with f dp f dp 0.09 0.14 0.13 seas. adj.: Seasonality, VAT changes, eurocash changeover controls are included. ; f : Frequency of price change; dp: Average size of price change; : Pseudo monthly in ‡ation; : Actual monthly in ‡ation. 
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