We study the transmission of correlated sources over discrete memoryless (DM) multiple-access-relay channels (MARCs), in which both the relay and the destination have access to side information arbitrarily correlated with the sources. As the optimal transmission scheme is an open problem, in this work we propose a new joint sourcechannel coding scheme based on a novel combination of the correlation preserving mapping (CPM) technique with Slepian-Wolf (SW) source coding, and obtain the corresponding sufficient conditions. The proposed coding scheme is based on the decode-and-forward strategy, and utilizes CPM for encoding information simultaneously to the relay and the destination, whereas the cooperation information from the relay is encoded via SW source coding. It is shown that there are cases in which the new scheme strictly outperforms the schemes available in the literature. This is the first instance of a source-channel code that uses CPM for encoding information to two different nodes (relay and destination). In addition to sufficient conditions, we present three different sets of single-letter necessary conditions for reliable transmission of correlated sources over DM MARCs. The newly derived conditions are shown to be at least as tight as the previously known necessary conditions.
I. INTRODUCTION
The multiple-access relay channel (MARC) is a multiuser network in which several sources communicate with a single destination with the help of a relay [1] , [2] . This model represents cooperative uplink communication in wireless networks. In this work, we study the lossless transmission of arbitrarily correlated sources over MARCs, in which both the relay and the destination have access to side information correlated with the sources.
It is well known [3] that a source can be reliably transmitted over a memoryless point-to-point (PtP) channel, if its entropy is less than the channel capacity. Conversely, if the source entropy is larger than the channel capacity, 1) We derive a novel JSCC achievable scheme for MARCs. The scheme uses CPM for encoding information from the sources to both the relay and the destination. The relay, on the other hand, uses SW source coding 1 for forwarding its cooperation information. Therefore, the sources and the relay send different types of information to the destination: the sources send source-channel codewords, while the relay sends binning information (SW bin indices). This is in contrast to the schemes of [6, Thm. 1, Thm. 2], and to [16] , in which the same type of information is sent to the destination from the sources as well as from the relay (either SW bin indices or source-channel codewords). The new scheme uses the DF strategy with successive decoding at the relay and simultaneous backward decoding of both cooperation information and source sequences at the destination.
This scheme achieves the best known results for all previously characterized special cases.
2) We show that, similarly to the capacity analysis for MARCs, also for JSCC simultaneous backward decoding of the cooperation information and source sequences at the destination, outperforms sequential backward decoding at the destination. We also show that simultaneous backward decoding at the destination outperforms the scheme derived in [6, Thm. 1] . Additionally, we show that there are cases in which simultaneous backward decoding at the destination strictly outperform the schemes derived in [6] . This is proved through an explicit analysis of the error probability for a specific MARC model.
3) We derive three new sets of single-letter necessary conditions for reliable transmission of correlated sources over DM MARCs. The first set of conditions is a "MAC-type" bound, considering the cut around the sources and the relay, while the other two sets are "broadcast-type" bounds, derived using the cut around the destination and the relay. The new sets of necessary conditions are shown to be at least as tight as previously known conditions, and in some scenarios, the new sets are strictly tighter than known conditions.
The rest of this paper is organized as follows: in Section II we introduce the notations and the channel model.
In Section III we briefly review the existing schemes and give motivation for a new JSCC scheme. In Section IV we present the new achievability scheme and derive it's corresponding set of sufficiency conditions. In Section V a comparison between the existing schemes and the new scheme is presented. Necessary conditions are presented in Section VI, and concluding remarks are provided in Section VII.
II. PRELIMINARIES

A. Notations
In this work, we denote random variables (RVs) with upper case letters, e.g. X, Y , and their realizations with lower case letters , e.g., x, y. A discrete RV X takes values in a set X . |X | is used to denote the cardinality of a finite, discrete set X . We use p X (x) to denote the probability mass function (p.m.f.) of a discrete RV X on X ; for brevity we may omit the subscript X when it is the uppercase version of the sample symbol x. We denote vectors with boldface letters, e.g. x, y, the i'th element of a vector x is denoted by x i , and we use x j i where i < j to denote (x i , x i+1 , ..., x j−1 , x j ); x j is a short form notation for x j 1 , and unless specified otherwise x x n . Matrices are denoted by doublestroke font, e.g. P. We denote the empty set with φ, and the complement of the set B by B c . We use H(·) to denote the entropy of a discrete RV and I(·; ·) to denote the mutual information between two RVs, as defined in [29, Ch. 2.2] . We use A * (n) ǫ (X) to denote the set of ǫ-strongly typical sequences with respect to (w.r.t.) the p.m.f p X (x) on X , as defined in [29, Ch. 6.1] . When referring to a typical set we may omit the RVs from the notation when these variables are obvious from the context. We use X ↔ Y ↔ Z to denote a Markov chain formed by the RVs X, Y, Z as defined in [29, Ch. 2.1] . Finally, we use X ⊥ ⊥ Y to denote that X is statistically independent of Y , N + is used to denote the set of positive integers, R is used to denote the set of real numbers and E{·} is used to denote stochastic expectation.
B. System Model
The MARC consists of two transmitters (sources), a receiver (destination) and a relay. Transmitter i observes the source sequence S n i , for i = 1, 2. The receiver is interested in a lossless reconstruction of the source sequences observed by the two transmitters, and the objective of the relay is to help the transmitters and the receiver in reconstructing the source sequences. The relay and the receiver each observes its own side information, denoted by W n 3 and W n , respectively, correlated with the source sequences. Figure 1 depicts the MARC with side information scenario. The sources and the side information sequences, {S 1,k , S 2,k , W k , W 3,k } n k=1 , are arbitrarily correlated at each sample index k, according to the joint distribution p(s 1 , s 2 , w, w 3 ) defined over a finite alphabet S 1 × S 2 × W × W 3 , and independent across different sample indices k. This joint distribution is known at all nodes. For transmission, a DM MARC with inputs X i ∈ X i , i = 1, 2, 3, and outputs Y, Y 3 over finite output alphabets Y, Y 3 , respectively, is available. The MARC is causal and memoryless in the sense of [30] : 
a set of causal encoding functions at the relay, {f 
and a decoding function at the destination
July 29, 2014 DRAFT Definition 2. LetŜ n i , i = 1, 2, denote the reconstruction of S n i , i = 1, 2, respectively, at the receiver, i.e., (Ŝ n 1 ,Ŝ n 2 ) = g (n) (Y n , W n ). The average probability of error, P
e , of a source-channel code for the MARC is defined as:
Definition 3. The sources S 1 and S 2 can be reliably transmitted over the MARC with side information if there exists a sequence of source-channel codes such that P (n) e → 0 as n → ∞.
C. The Primitive Semi-Orthogonal MARC
The DM semi-orthogonal MARC (SOMARC) is a MARC in which the relay-destination link is orthogonal to the channels from the sources to the relay and the destination. Let Y R denote the signal received at the destination due to the relay channel input X 3 , and Y S denote the signal received at the destination due to the transmission of X 1 and X 2 . The conditional distribution function of the SOMARC is:
A special case of the SOMARC, called the primitive SOMARC (PSOMARC), was considered by Tandon and Poor in [8] . In this channel the relay-destination link X 3 − Y R is replaced with a finite-capacity link whose capacity is C 3 . This model is depicted in Figure 2 . Observe that in the PSOMARC setup there is no side-information at either the relay or destination. 
D. Implementing JSCC via CPM
JSCC is implemented via CPM by generating the channel inputs (codewords) statistically dependent with the source sequences, thus, the channel codewords "preserve" some of the correlation exhibited among the sources. For example, if two sources (S 1 , S 2 ) are to be transmitted over a MAC with channel inputs (X 1 , X 2 ), then the CPM encoded channel codewords are generated according to n k=1 p(x 1,k |s 1,k ). The main benefit of the CPM technique is enlarging the set of possible joint input distributions, thereby improving the performance compared to separately constructing the source code and the channel code. For an illustrative example we refer the reader to the example presented in [4, pg. 649] , which demonstrates the sub-optimality of separate source-channel coding, compared to the CPM technique, for the transmission of correlated sources over a DM MAC.
III. PREVIOUS SCHEMES AND MOTIVATION FOR A NEW SCHEME
Before introducing the new coding scheme we motivate our work by briefly reviewing the two sets of sufficient conditions for reliable transmission of correlated sources over DM MARCs derived in [6] and in [9] . July 29, 2014 DRAFT
A. Previously Derived Joint Source-Channel Coding Schemes for DM MARCs
In [6] 
are satisfied for some joint distribution that factorizes as: 
are satisfied for some joint distribution that factorizes as:
Remark 1. Thm. 1 and Thm. 2 differ in both the decoding constraints and the admissible joint distribution chains, i.e., (8) and (10) . The main difference between Thm. 1 and Thm. 2 is the target nodes for CPM and SW coding:
In Thm. 1, CPM is used for encoding information from the transmitters to the relay and SW coding is used for encoding information cooperatively from the transmitters and the relay to the destination. Thus, in Thm. 1 the cooperation between the relay and the transmitters is based on the binning information. The RVs V 1 and V 2 in Thm. 1 carry the bin indices of the SW source code. In Thm. 2, SW coding is used for encoding information from the transmitters to the relay and CPM is used for cooperatively encoding information to the destination. Thus, in
Thm. 2 the cooperation between the transmitters and the relay is based on the sources S 1 and S 2 . Remark 2. The work [16] considered JSCC for the relay channel, in which one of the sources is available at the transmitter while the other is known at the relay. The authors presented a transmission scheme similar to Thm. 2,
where CPM is utilized to transmit the sources from the transmitters to the destination while the relay applies binning for cooperation.
Remark 3. In the multiple-access broadcast relay channel (MABRC) [9] , the relay also wants to reconstruct the sources in a lossless fashion. This channel model is depicted in Figure 3 . As both Thm. 1 and Thm. 2 use the DF protocol, the conditions of Thm. 1 and Thm. 2 are also sufficient conditions for reliable transmission over the MABRC. 
B. The Motivation for a New JSCC Scheme
Motivating observation 1: As stated in Remark 1, the achievability schemes of Thm. 1 and Thm. 2 use different combinations of the CPM technique with a SW source code paired with a channel code. The achievability scheme of Thm. 1 uses SW source coding for cooperatively encoding information from the transmitters and the relay to the destination while CPM is used for encoding information from the transmitters to the relay. In Thm. 2, CPM is used for cooperatively encoding information from the transmitters and the relay to the destination while SW source coding is used for encoding information from the transmitters to the relay. Since CPM can generally support the transmission of sources with higher entropies compared to separate source-channel coding, a natural question that arises is whether the CPM technique can be used for simultaneously encoding information to both the relay and the destination.
Motivating observation 2:
It was observed in [18] that for the relay channel, when decoding at the relay does not constrain the rate, DF as implemented in [18, 
Motivating observation 3:
The cooperative relay-broadcast channel (CRBC) model is a special case of the MABRC obtained by setting S 2 = X 2 = φ, such that there is a single transmitter [11] . Figure 4 depicts the CRBC model. 
for some input distribution p(s 1 , w 3 , w)p(x 1 , x 3 ). Conversely, if a source S 1 can be reliably transmitted over the CRBC then the conditions in (11a) and (11b) are satisfied with < replaced by ≤ for some input distribution
In [6, Remark 6] it is shown that for a CRBC, the conditions of Thm. 1 can be specialized to the conditions of [11, Thm. 3.1] , while the conditions obtained from Thm. 2 are generally more restrictive. The reason is that when specializing Thm. 2 to the case of a single transmitter, the set of joint distributions of the source and relay channel inputs which satisfy (10) does not exhaust the entire space of joint distributions, and in particular, does not include the optimal distribution according to [11, Thm. 3.1] . We conclude that the downside of using CPM for encoding information to the destination, as implemented in Thm. 2, is that it restricts the set of admissible joint distributions; thereby constrains the achievable coordination between the sources and the relay when cooperating to send information to the destination. This leads to the question whether it is possible to construct a scheme in which CPM is used for encoding information to the destination, while the constraints on the source-relay coordination imposed by the distribution chain (10) are relaxed or entirely removed.
In the next section a new JSCC scheme is derived which gives affirmative answers to the above three questions. 2 We note that in the channel coding problem for the relay channel, other schemes, e.g. the regular encoding schemes of [31] , [32] , achieve the DF-rate without binning, but these schemes are not directly applicable for this scenario, see also [9] . Note that in the schemes implemented in Thm. 1 and in Thm. 2 the same type of information is sent to the destination from both the relay and from the sources, while in the new scheme implemented in Thm. 3 different types of information are sent to the destination from the relay and from the sources. This is illustrated in Figure   5 . It can be observed that in Thm. 1 (Figure 5a ) both the relay and the sources send bin indices to the destination, while in Thm. 2 ( Figure 5b ) both the relay and the sources send source-channel codewords. However, this is not the case in Thm. 3 ( Figure 5c ), in which the relay sends bin indices while the sources send source-channel codewords. 
A. Sufficient Conditions for Simultaneous Backward Decoding at the Destination
Using simultaneous backward decoding the following sufficient conditions are obtained:
Theorem 3. A source pair (S 1 , S 2 ) can be reliably transmitted over a DM MARC with relay and receiver side information as defined in Section II-B if the conditions
are satisfied for some joint distribution that factorizes as"
Proof: The proof is given in Appendix A.
B. Discussion
Remark 4. The achievability schemes of Thm. 1 and Thm. 3 require the same joint distribution (cf. equations (8) and (13)). 
On the right-hand side (RHS) of (14) , the mutual information expression I(X 1 ; Y |S 2 , V 1 , X 2 , X 3 , W ) represents the available rate for encoding information on the source sequence S n 1 , in excess of the bin index conveyed by the sequence V n 1 . This is because S 2 , V 1 , X 2 , X 3 and W are known. The expression I(V 1 , X 3 ; Y |S 2 , V 2 , X 2 , W ) represents the rate of binning information on S 1 that can be utilized at the destination. Also the expression I(X 1 , X 3 ; Y |S 1 , V 2 , X 2 ), as S 1 and V 2 are known, represents the rate for sending the bin index of the source sequence S 1 , cooperatively from Transmitter 1 and the relay to the destination. The reason for the two possible binning rates is that I(V 1 , X 3 ; Y |S 2 , V 2 , X 2 , W ) represents the maximal rate increase that can be achieved due to the binning information available on the current message in the backward decoding scheme, while
represents the maximal rate for decoding the binning information for the next step in the backward decoding scheme. Therefore, decoding via simultaneous backward decoding results in two constraints on the binning rate. case of the MABRC model by letting X 2 = S 2 = φ. The sufficient conditions for the CRBC given in [11, Thm. 3.1] can also be obtained from Thm. 3 by letting V 1 = X 3 , S 2 = X 2 = V 2 = φ, and considering an input distribution independent of the sources. This is in contrast to Thm. 2 which specializes to more restrictive conditions (see Subsection III-B). We conclude that Thm. 3 allows more flexibility in the achievable coordination between the sources and the relay compared to Thm. 2.
Remark 10. Using successive backward decoding at the destination the following sufficient conditions are obtained:
Proposition 2. A source pair (S 1 , S 2 ) can be transmitted reliably over a DM MARC with relay and receiver side information as defined in Section II-B if,
Proof: The proof is given in Appendix B.
Remark 11. As the scheme of Thm. 3 applies simultaneous backward decoding at the destination, then the source vectors and the binning information are jointly decoded (see Appendix A-C). On the other hand, the scheme of Prop. 2 applies successive backward decoding at the destination, thus, first the binning information is decoded, and then, the source vectors are decoded (see Appendix B-B). Since in the latter scheme decoding the binning information uses only part of the available information, the sufficient conditions obtained for the scheme of Prop. 2 are more restrictive than those obtained for the scheme of Thm. 3 This is rigorously shown in the following section.
V. COMPARISON OF THE DIFFERENT ACHIEVABILITY SCHEMES
We now present a detailed comparison of the sufficient conditions established by Thm. 3, Thm. 1, Thm. 2 and Prop. 2. Specifically, we show the following:
• In Subsection V-A we show that for correlated sources and side information the scheme of Thm. 3 outperforms the schemes of Thm. 1 and Prop. 2.
• In Subsection V-B we show that there are scenarios for which the scheme of Thm. 3 strictly outperforms the schemes of Thm. 1 and Thm. 2.
A. Correlated Sources and Side Information
We now compare Thm. 1, Thm. 3 and Prop. 2 for the general input distributions (8), (13) and (16) . As stated in Remark 5, the decoding constraints at the relay in Thm. 3 are identical to the decoding constraints at the relay in Thm. 1 and Prop. 2. Therefore, in the following we compare only the decoding constraints at the destination. The conclusion is summarized in the following proposition:
Proposition 3. The scheme of Thm. 3 is at least as good as the schemes of Thm. 1 and Prop. 2.
Proof:
The proof is given in Appendix C.
Remark 12. We emphasize that Prop. 3 implies that the superiority of the scheme of Thm. 3 over the scheme of Thm. 1 and the scheme of Prop. 2 holds in general.
Proposition 3 implies that for JSCC for MARCs, simultaneous backward decoding outperforms sequential backward decoding. For the case of separate source and channel codes, [9, Thm. 1] presented a separation-based achievability scheme subject to the input distribution:
In this case, we have p( (8) and (13) specialize to the one in (17) , and the sufficient conditions of Thm. 1 and Thm. 3 specialize to the conditions of [9, Thm. 1].
Remark 13. When the source and side information sequences are independent, that is p(
, the joint distributions in (13) and (16) 
consider the deterministic channel mapping ( Table I .
TABLE I: A deterministic channel mapping (X1, X2) → (Y3, YS) for the PSOMARC. 3 The same observation holds when the side information is not present. This follows since when the side information is independent of the sources then it cannot help in decoding the sources. Thus, we can set W = W 3 = φ.
The sources (S 1 , S 2 ) are defined over the sets S 1 = S 2 = {0, 1} with the joint distribution specified in Table II .
The joint distribution of (S1, S2). The entry in the j th row and m th column, j, m = 0, 1, corresponds to Pr ((S1, S2) = (j, m)).
These sources can be reliably transmitted by letting X 1 = S 1 and X 2 = S 2 . The probability of decoding error at the relay is zero since there is a one-to-one mapping between the channel inputs from the sources and the channel output at the relay. The probability of decoding error at the destination can be made arbitrarily small by using the fact that each channel output at the destination corresponds only to two possible pairs of channel inputs. This ambiguity can be resolved using the relay-destination link whose capacity is 1 bit per channel use.
Next, consider the transmission via the schemes of Thm. Proposition 4. The sources defined in Table II cannot be reliably transmitted over the PSOMARC defined in Table   I , by using the schemes of Thm. 1 and Thm. 2.
Proof: First we make the following claim: . In particular it follows that if conditions (7) hold with opposite strict inequality, e.g.,
, then reliable transmission is not possible via the scheme of Thm. 1. These arguments also apply to Thm. 2, that is, if conditions (9) hold with opposite strict inequality, In contrast to Thm. 1 and Thm. 2, we have the following proposition for Thm. 3:
Proposition 5. The sources defined in Table II can be reliably transmitted over the PSOMARC specified in Table   I , by using the scheme of Thm. 3.
Conditions (12) can be specialized to the PSOMARC by letting
In particular, a specialization of the conditions of Thm. 3 which involve H(S 1 , S 2 ), i.e. (12c) and (12f), gives the following condition:
where the joint distribution (13) specializes to p(s 1 , s 2 )p(x 1 |s 1 )p(x 2 |s 2 )p(y 3 , y S |x 1 , x 2 ). Next, note that for the sources defined in Table II we have H(S 1 , S 2 ) = log 2 3. Moreover, as |Y 3 | = 3, |Y S | = 2 and C 3 = 1, the RHS of (18) is upper bounded by log 2 3, thus, the LHS of (18) equals to the RHS of (18) . However, as condition (18) requires strict inequality, the conditions provided in the statement of Thm. 3 do not imply that reliable transmission is possible in the present example. Note that this case is different than the case of Prop. 4, see Remark 14 below.
In Appendix E we specify an explicit p.m.f p(x i |s i ), i = 1, 2, for which we show, through an explicit calculation of the probability of decoding error, that reliable transmission is possible via the scheme of Thm. 3. have an equality between the LHS and the RHS quantities, we examine the situation in more detail in Appendix E.
VI. NECESSARY CONDITIONS FOR RELIABLE TRANSMISSION OF CORRELATED SOURCES OVER DM MARCS
In this section three sets of necessary conditions for reliable transmission of correlated sources over DM MARCs with side information are derived. These new converse results are based on the fact that only certain joint input distributions p(x 1 , x 2 ) can be achieved. Observe that from Def. 1 it follows that valid channel input distributions must obey the Markov chain:
In the following we use the technique introduced by Kang and Ulukus in [28] to constrain the achievable joint input distributions to take into account (19) . We start by reviewing some basic definitions and results from [28] and [33] .
A. Definitions and Known Results
The maximal correlation between the RVs X and Y is defined
}, where the supremum is taken over f :
, and with the convention that the supremum over the empty set equals to 0. The conditional maximal correlation ρ * XY |z is defined similarly.
Definition 5. (Matrix notation for probability distributions, [28, Eqn. (6) ]) Let X ∈ X , and Y ∈ Y, be two discrete random variables with finite cardinalities. The joint probability distribution matrix P XY is defined as
This marginal distribution can also be represented in a vector form denoted by p X . The i'th element of p X is p X (i) Pr (X = x i ). The conditional joint probability distribution matrix P XY |z is defined similarly. X stands for an element-wise square root of p X . The conditional distributionsP XY |z andp X|y are defined similarly.
Note that not every matrixP XY can correspond to a given joint distribution matrix P XY . This is because a valid joint distribution matrix P XY must have all its elements to be nonnegative and add to 1. [28, Thm. 1] gives a necessary and sufficient condition forP XY to correspond to a joint distribution matrix P XY :
Theorem. ([28, Thm. 1]) Let P X and P Y be a pair of marginal distributions. A nonnegative matrix P XY is a joint distribution matrix with marginal distributions P X and P Y if and only if the singular value decomposition (SVD) of the corresponding nonnegative matrixP XY satisfies:
where
Y , and
That is, all the singular values ofP XY are non-negative and smaller than or equal to 1. We sometime denote σ i = σ i (P XY ) to explicitly indicate the matrix for which the singular value is computed. The largest singular value ofP XY is 1, and its corresponding left and right singular vectors are p Next, we define the set of all possible conditional distributions p(x 1 , x 2 |s 1,1 , s 2,1 ) satisfying the Markov chain (19) :
Note that as n can be arbitrarily large, the set of all conditional distributions p X1|S n 1 (x 1 |s n 1 ) and p X2|S n 2 (x 2 |s n 2 ), for all positive integers n, is countably infinite. Therefore, we are interested in a characterization of the n-letter Markov chain (19) via a set which has a bounded and finite cardinality.
In order to achieve this, we first note that as p S1,S2 (s 1,1 , s 2,1 ) is given, p X1,X2 (x 1 , x 2 ), p X1,X2|S1 (x 1 , x 2 |s 1,1 ) and p X1,X2|S2 (x 1 , x 2 |s 2,1 ) are all uniquely determined by p X1,X2|S1,S2 (x 1 , x 2 |s 1,1 , s 2,1 ). Furthermore, in [33, Sec. 4] it is shown that σ 2 (P X1X2 ) = ρ * X1X2 . Therefore, ρ * X1X2 , ρ * X1X2|s1,1 , ρ * X1X2|s2,1 and ρ * X1X2|s1,1,s2,1 are all functions of p X1,X2|S1,S2 (x 1 , x 2 |s 1,1 , s 2,1 ) for a given p S1,S2 (s 1,1 , s 2,1 ). The following theorem characterizes constraints on these maximal correlations, and thereby gives a necessary condition for the n-letter Markov chain (19):
) be a pair of length-n independent and identically distributed (i.i.d.) sequences such that p S 1,k ,S 2,k (a, b) = p S1,S2 (a, b), ∀(a, b) ∈ S 1 × S 2 , ∀k ∈ {1, 2, . . . , n}, and let the variables X 1 and X 2 satisfy the Markov chain (19) . Let S 1,k and S 2,j be arbitrary elements of S n 1,1 and S n 2,1 , respectively, that is, k, j ∈ {1, 2, . . . , n}, then
Now, we define the set B ′ X1X2|S1S2 as follows: 7 of the matricesP X1X2 ,P X1X2|s1,1 ,P X1X2|s2,1 andP X1X2|s1,1,s2,1 . Therefore, while the set B X1X2|S1S2 has countably infinite dimensions, the set B ′ X1X2|S1S2 has finite and bounded dimensions.
B. A MAC Bound
Next, we derive a new set of necessary conditions which is a reminiscent of the so-called "MAC bound" for the relay channel, [34, Ch. 16] , that takes into account (19) .
Theorem 4. Any source pair (S 1 , S 2 ) that can be reliably transmitted over the DM MARC with receiver side information W , as defined in Section II-B, must satisfy the constraints:
for a joint distribution that factorizes as:
with |Q| ≤ 4, and for every q ∈ Q, it follows that: 6 Here we present a simplified version of [28, Thm. 4] . 7 Recall that σ 2 (P X 1 X 2 ) = ρ *
Proof: The proof is given in Appendix F-A.
Remark 15. This bound does not include W 3 because decoding is done based only on the information available at the destination, while the relay channel input is allowed to depend on X 1 , X 2 , S 1 and S 2 . Therefore, W 3 does not add any useful information for generating the relay channel input.
C. Broadcast Bounds
The next two new sets of necessary conditions are a reminiscent of the so-called "broadcast bound" for the relay channel, [34, Ch. 16] .
Proposition 6. Any source pair (S 1 , S 2 ) that can be reliably transmitted over the DM MARC with relay side information W 3 and receiver side information W , as defined in Section II-B, must satisfy the constraints:
for some joint distribution of the form:
with |V| ≤ 4.
Proof:
The proof is given in Appendix F-B. [28] to tighten Prop. 6. It is possible, however, to establish a different set of "broadcast-type" necessary conditions which benefits from the results of [28] . This is stated in Thm. 5.
Theorem 5. Any source pair (S 1 , S 2 ) that can be reliably transmitted over the DM MARC with relay side information W 3 and receiver side information W , as defined in Section II-B, must satisfy the constraints:
with |Q| ≤ 4, and for every q ∈ Q, it follows that:
Proof: The proof follows similar arguments to the proofs of Thm. 4 and Prop. 6, thus, it is omitted here.
D. Discussion
Remark 17. Note that the side information may affect the corresponding chain, see e.g., Thm. 5.
Remark 18. For independent sources (p(s 1 , s 2 ) = p(s 1 )p(s 2 )) and W = W 3 = φ, a combination of Thm. 4
and Thm. 5 specializes to the cut-set bound for the MARC derived in [7, Thm. 1] . To see this, note that in this case the RHSs of (27) are identical to the first term in the RHS of [7, Eqn. (7)], while the RHSs of (22) are identical to the second term in the RHS of [7, Eqn. (7)], for G = {1}, {2}, {1, 2}, respectively. Furthermore, we have that (23) and (28) are the same. Next, note that for independent sources, ρ * S1S2 = 0, which implies that
implies that H(S 1 , S 2 ) = R 1 + R 2 , and therefore for independent sources the combination of Thm. 4 and Thm. 5
coincides with [7, Eqn. (7)]. Moreover, the required Markov chain of (19) is not accounted for by the chain of Prop. 6, contrary to Thm. 4 and Thm. 5. Therefore, we conclude that when specialized to the MAC scenario, Thm. 4 and Thm. 5 give the same bound which is tighter then the one in Prop. 6.
Setting X 3 = Y 3 = W 3 = φ as well as W = φ, specializes our model to the MAC with no side information at the receiver. For this model, both Thm. 4 and Thm. 5 specialize to [28, Thm. 7] , which establishes necessary conditions for the MAC with correlated sources.
E. Numerical Examples
We now demonstrate the improvement of Thm. 4 and Thm. 5 upon the cut-set bound of [34, Ch. 18.1] . In order to simplify the arguments, we consider a scenario with no side information W = W 3 = φ, and focus on the bound on H(S 1 , S 2 ). In the following, we consider explicit PSOMARC and sources for which we show that the cut-set bound fails to indicate whether reliable transmission of the sources over the channel is possible, while a relaxed version of our outer bounds do indicate that reliable transmission of the sources over the channel is impossible.
Consider the PSOMARC defined by X 1 = X 2 = Y 3 = Y S = {0, 1}, the channel transition probabilities detailed in Tables III and IV , and let C 3 = 0.1. 
The maximum in (30) is achieved by Pr ((
51. This and the following optimizations are done numerically using an exhaustive search over all relevant parameters with a step size of 0.01 in each variable. Next, we consider the combination of the relaxed versions of (22c) and (27c), with W = W 3 = φ, specialized to the PSOMARC:
Note that (31) is less restrictive than (22c) and (27c), as the maximization in (31) includes only the restriction due toP X1X2 , while the restrictions due to the conditional distributionsP X1X2|S1 ,P X1X2|S2 andP X1X2|S1,S2 are ignored. Finally, we recall the sum-rate condition of Thm. 3 stated in (18) obtained by combining (12c) and (12f) and specializing the expressions to the PSOAMRC:
Let (S 1 , S 2 ) be a pair of sources such that S 1 = S 2 = {0, 1}, and their joint distribution is given in Table V . For this joint distribution we evaluate H(S 1 , S 2 ) ≈ 0.504, therefore, the cut-set necessary condition (30) does not indicate whether these sources can be transmitted reliably or not. Furthermore, for the joint distribution given 9 Note that the cut-set bound in (30) depends only on the channel transition probabilities and not on the joint distribution of the sources.
in Table V , the RHS of (32) is evaluated as I suff ≈ 0.274. This value is achieved by Pr (X 1 = 0|S 1 = 0) ≈ 0,
Pr (X 2 = 0|S 2 = 1) ≈ 0.02, Pr (X 2 = 1|S 2 = 0) ≈ 0.49, Pr (X 2 = 1|S 2 = 1) ≈ 0.51. Thus, the scheme of Thm. 3 cannot transmit these sources reliably since condition (32) is not satisfied.
In contrast to (30), which is larger than H(S 1 , S 2 ), for the joint distribution given in Table V Remark 22. In the above numerical example we assume that side information is not present. To see the effect of side information at the relay on (31) consider the PSOMARC and sources as defined in Tables III, IV and V, and let C 3 = 0.5. Here, I(X 1 , X 2 ; Y 2 |Y S ) ≈ 0.185, I(X 1 , X 2 ; Y S ) ≈ 0.329 and I new ≈ 0.514 12 . Therefore, in this case I(X 1 , X 2 ; Y 2 |Y S ) is the dominant term in the minimization on the RHS of (31). Now, let W 3 = (S 1 , S 2 ), which makes (27c) redundant. 13 In this case, the RHS of (31) becomes max Remark 23. We note that the necessary conditions presented in Thm. 4 and Thm. 5 are not tight in general.
For instance, consider the PSOMARC specified in Table I with C 3 = 1, and the pair of sources defined in Table II . Prop. 5 implies that the sources defined in Table II can be reliably transmitted over this PSOMARC by using the scheme of Thm. 3. Here, the maximal sum-rate sufficient condition which is evaluated using (32) is 10 This value was found via an exhaustive search over over all p(x 1 , x 2 ) and can be achieved by Pr ((X 1 , X 2 ) = (0, 0)) ≈ 0.26, Pr ((X 1 , X 2 ) = (0, 1)) ≈ 0.24, Pr ((X 1 , X 2 ) = (1, 0)) ≈ 0, Pr ((X 1 , X 2 ) = (1, 1)) ≈ 0.5.
11 This value was found via an exhaustive search over over all p(
, and can be achieved by Pr ((X 1 , X 2 ) = (0, 0)) ≈ 0.2, Pr ((X 1 , X 2 ) = (0, 1)) ≈ 0.36, Pr ((X 1 , X 2 ) = (1, 0)) ≈ 0.14, Pr ((X 1 , X 2 ) = (1, 1)) ≈ 0.3.
12 These value were found via an exhaustive search over over all p(
, and can be achieved by Pr ((X 1 , X 2 ) = (0, 0)) ≈ 0.04, Pr ((X 1 , X 2 ) = (0, 1)) ≈ 0.46, Pr ((X 1 , X 2 ) = (1, 0)) ≈ 0.03, Pr ((X 1 , X 2 ) = (1, 1)) ≈ 0.47. 13 When W 3 = (S 1 , S 2 ) the chains (23) and (28) are the same, and H(S 1 , S 2 |W, W 3 ) = 0.
14 This value is found via an exhaustive search over over all p(
, and can be achieved by Pr ((X 1 , X 2 ) = (0, 0)) ≈ 0.01, Pr ((X 1 , X 2 ) = (0, 1)) ≈ 0.47, Pr ((X 1 , X 2 ) = (1, 0)) ≈ 0.01, Pr ((X 1 , X 2 ) = (1, 1)) ≈ 0.51.
July 29, 2014 DRAFT I suff = log 2 3. For this combination of sources and channel, the sum-rate necessary condition due to the cut-set bound is evaluated via (30) as I cut-set = 2, which is achieved by setting Pr ((X 1 , X 2 ) = (0, 0)) = Pr ((X 1 , X 2 ) = (0, 1)) = Pr ((X 1 , X 2 ) = (1, 0)) = Pr ((X 1 , X 2 ) = (1, 1)) = 0.25. Furthermore, using the same p X1,X2 (x 1 , x 2 ) we also evaluate the newly derived sum-rate necessary condition (from either Thm. 4 or Thm. 5) via (31) as I new = 2. Thus, for this combination of channel and sources the RHSs of (30) and (31) are strictly larger than the RHS of (32).
On the other hand, there are sources and channels for which I cut-set = I new = I suff . As an example, consider a PSOMARC, defined by X 1 = X 2 = {0, 1, 2}, Y 3 = {0, 1, 2, 3, 4, 5} and Y S = {0, 1, 2}. Let C 3 = 1, and consider the deterministic channel mapping (X 1 , X 2 ) → (Y 3 , Y S ) specified in Table VI . The sources (S 1 , S 2 ) are defined over the sets S 1 = S 2 = {0, 1, 2} with the joint distribution specified in Table VII . The joint distribution of (S1, S2). The entry in the j th row and m th column, j, m = 0, 1, 2, corresponds to Pr ((S1, S2) = (j, m)).
Following the arguments presented in Appendix E, it can be shown that, using the scheme of Thm. 3 the sources defined in Table VII can be reliably transmitted over the PSOMARC defined in Table VI , with C 3 = 1. In particular,
we have H(S 1 , S 2 ) = I suff = log 2 6 (note that since |Y 3 | = 6, it follows from (32) that I suff ≤ log 2 6). For the channel mapping specified in Table VI , we also have I new ≤ log 2 6 and I cut-set ≤ log 2 6. This follows from the fact that |Y S | = 3 and from the fact that C 3 = 1. In fact, I cut-set = I new = log 2 6 is obtained by setting p(x 1 , x 2 ) = p(s 1 , s 2 ).
Hence, for this combination of channel and sources the RHSs of (30), (31) and (32) coincide and tightness in sum-rate is achieved. Furthermore, for every C 3 ≥ 1 we obtain I new = I suff . To understand this equality, first recall from the above discussion that I suff ≤ log 2 6 with equality obtained with the assignment p(x 1 , x 2 ) = p(s 1 , s 2 ). For evaluating I new , we recall the expression for I new given by (31), repeated here for ease of reference:
Now, since |Y S | = 3 we have that I(X 1 , X 2 ; Y S ) ≤ log 2 3, and this is achieved with equality by the assignment p(x 1 , x 2 ) = p(s 1 , s 2 ). For I(X 1 , X 2 ; Y 3 |Y S ) we write:
where (a) follows from the the fact that in the considered PSOMARC the mapping from (X 1 , X 2 ) to Y 3 is deterministic, and (b) follows from the fact that for every possible value of Y S there are only two possible values of Y 3 . An equality in (b) is achieved with the assignment p(x 1 , x 2 ) = p(s 1 , s 2 ). Hence, for C 3 ≥ 1 the active term in the minimization on the RHS of (31) is I(X 1 , X 2 ; Y 3 |Y S ), and we have I new = I suff , both maximized with the assignment p(x 1 , x 2 ) = p(s 1 , s 2 ). Finally, note that if C 3 < 1 then the necessary conditions (30) and (31) are not satisfied.
VII. CONCLUSIONS
In this work we studied JSCC for lossless transmission of correlated sources over DM MARCs. We derived a new DF-based JSCC scheme which uses the CPM technique for encoding the correlated source sequences for transmission to both the relay and the destination, while SW source coding is used for cooperation between the sources and the relay. This combination allows removing the constraints on the distribution chain required by a previously derived scheme which used CPM to the destination [6, Thm. 2] (quoted as Thm. 2 in this manuscript). The new scheme of Thm. 3 applies simultaneous backward decoding at the destination to simultaneously decode both source sequences and the cooperation information. As the scheme implements CPM-based encoding of the source sequences at the transmitters, both the relay and the destination benefit from the joint source-channel encoding.
This is in contrast to the JSCC schemes derived in [6] (quoted as Thm. 1 and Thm. 2 in this manuscript), in which either the relay or the destination benefits from the CPM encoding, but not both simultaneously.
We then provided a detailed comparison of the new scheme of Thm. 3 with the two JSCC schemes of [6] and with the scheme of Prop. 2 which apply sequential decoding of the source sequences and the cooperation information at the destination. We showed that the scheme of Thm. 3 is better than the scheme derived in [6, Finally, we derived three different sets of necessary conditions for reliable transmission of correlated sources over DM MARCs. We also showed that the newly derived sets are at least as tight as previously known results.
One of the new sets is in the spirit of the "MAC bound" for the classic relay channel, while the other two sets are in the spirit of the "broadcast bound" for the relay channel. Two of the new sets use the Markov relationship between the sources and the channel inputs to restrict the set of feasible distributions.
APPENDIX A PROOF OF THEOREM 3
A. Codebook Construction
• For each i = 1, 2, consider a set of 2 nRi bins and let U i {1, 2, . . . , 2 nRi }, i = 1, 2, be the corresponding set of bin indices. For i = 1, 2, assign every s i ∈ S n i to one of the 2 nRi bins independently according to a uniform distribution over the bin indices. Denote this assignment by f i : S n i → U i , i = 1, 2.
• For i = 1, 2, generate 2 nRi codewords v i (u i ), u i ∈ U i , by choosing the letters v i,k (u i ), k = 1, 2, . . . , n, independently according to the p.m.
. . , n. Finally, generate one relay codeword x 3 (u 1 , u 2 ) for each pair (u 1 , u 2 ) ∈ U 1 × U 2 , by choosing the letters x 3,k (u 1 , u 2 ) independently according to the p.m.f p X3|V1,V2 (x 3,k |v 1,k (u 1 ), v 2,k (u 2 )), k = 1, 2, . . . , n.
B. Encoding
Consider two source sequences each of length Bn, s 
Decoding at the destination is done via simultaneous backward decoding. Let α ∈ W n be an i.i.d sequence such that each letter α k is selected independently according to p W |S1,S2 (α k |a 1,k , a 2,k ), k = 1, 2, . . . , n. The destination node waits until the end of channel block B + 1. It first tries to decode (u 1,B , u 2,B ) using the received signal at channel block B + 1, y b+1 , and using a 1 , a 2 , and α. Going backwards from the last channel block to the first, 
and
D. Error Probability Analysis
Relay error probability: The relay error probability analysis follows the same arguments as the relay error probability analysis detailed in [9, Appendix B].
Destination error probability:
The average probability of error in decoding at the destination at block b,P Now, define two error events at block b:
• Joint-typicality fails:
• Simultaneous decoding of the bin indices (for the next step) and the source sequences fails:
, and we bound:
. By applying the properties of strong typicality, [29, Theorem 6 .9] we have that for n sufficiently large,
we consider the following error events:
. 15 As stated in Subsection A-B, at block B + 1, source terminal i transmits x i (a i , u i,B ), where a i ∈ S n i , i = 1, 2, is known to all nodes. Therefore, at block B + 1 we define
Following the same arguments as in the error probability analysis detailed in [9, Appendix B, Eqns. (B.37)-(B.45)], we have that the probability Pr E (m)
can be made arbitrarily small for m = 1, 2, 3, by increasing the block length n, if the following conditions are satisfied correspondingly:
The bounds for Pr E (m)
, follow similar arguments. We demonstrate the technique for m = 7. We begin by writing:
. We now bound:
where (a) follows from the conditioning on E c b,1 which implies that the sequences at block b are jointly typical, and from consistency of strong typicality [29, Theorem 6.7 
defined as:
Next, note that due to consistency
, and we therefore can restrict the summation overŝ 1 to the set A * (n) ǫ (S 1 |z b ).
Step (b) follows as whenŝ 1 ∈ A * (n) ǫ S 1 z b , then joint typicality is achieved when:
Next, we bound
where (a) follows from the properties of conditionally typical sequences, [29, Theorem 6.9] and [29, Theorem 6.10].
Thus, we have:
which implies that in order to get an arbitrarily small probability of error as n increases, it must hold that:
) can also be written as
where (a) follows form the independence S 1 and V 2 ; (b) follows from the Markov relationship (S 2 , X 2 , W ) ↔
Therefore, we conclude that as long as:
then Pr E 
A. Codebook Construction and Encoding
The codebook construction and encoding are identical to Thm. 3, see Appendix A.
B. Decoding
Decoding at the relay is identical to Thm. 3, see Appendix A. Decoding at the destination is done using successive backward decoding. Let α ∈ W n be an i.i.d sequence such that each letter α k is selected independently according (û 1 ,û 2 ) ∈ U 1 × U 2 such that:
Denote the decoded indices by (û 1,b−1 ,û 2,b−1 ). Next, the destination decodes (s 1,b , s 2,b ) by looking for a unique pair (ŝ 1 ,ŝ 2 ) such that: 2) and f 1 (ŝ 1 ) =û 1,b , f 2 (ŝ 2 ) =û 2,b . Denote the decoded sequences with (ŝ 1,b ,ŝ 2,b ).
C. Error Probability Analysis
Following arguments similar to those in Appendix A-D it can be shown that decoding the source sequences at the relay can be done reliably as long as (15a) First we compare (12d) and (7d). The first term on the RHS of (12d) can be written as:
where (a) follows from the Markov chains
and from the chain rule for mutual information. From the non-negativity of mutual information it follows that the second term on the RHS of (12d),
As the LHSs of (12d) and (7d) are the same, we conclude that (12d) is less restrictive than (7d). Using similar arguments it also follows that (12e) is less restrictive than (7e). Next, compare (12f) and (7f):
where (C.2) follows from the Markov chain (S 1 , S 2 ) ↔ (X 1 , X 2 , X 3 , W ) ↔ Y , and from the non-negativity of mutual information. As the LHSs of (12f) and (7f) are the same, we conclude that (12f) is less restrictive than (7f).
In conclusion: Thm. 3 is at least as good as Thm. 1.
B. Thm. 3 Vs. Prop. 2
First consider (12d) and (15d). We begin with the first term on the RHS of (12d):
where (a) follows from the chain rule for mutual information; and (b) follows from the Markov relationship
Next, consider the second term on the RHS of (12d):
As the LHS of (12d) and (15d) is the same, we conclude that (12d) is less restrictive than (15d). Using similar arguments it follows that (12e) is less restrictive than (15e). For the expressions involving H(S 1 , S 2 |W ), note that the RHS of (12f) equals to the RHS of (15f It is enough to show that if at least one of the conditions in (7) holds with opposite strict inequality, then reliable transmission is not possible via the scheme of Thm. 1. The same statement holds for (9) and Thm. 2.
Furthermore, note that for the deterministic PSOMARC specified in Table I , and for the pair of correlated sources specified in Table II , reliable transmission to the destination requires assistance from the relay. To see this note that H(S 1 , S 2 ) = log 2 3, while |Y S | = 2, which implies that the sources cannot be decoded at the destination without the help of the relay. In Appendix D-A we show that when the scheme of Thm. 1 is used, if the sources can be decoded at the relay then they cannot be decoded at the destination, i.e., condition (7f) holds with strict inequality.
In Appendix D-B we show that when the scheme of Thm. 2 is used, then the sources cannot be decoded at the relay, i.e., condition (9c) holds with strict inequality.
A. Transmission Using the Scheme of Theorem 1
We begin with specializing the conditions of Thm. 
subject to a joint distribution that factorizes as
Proof: We begin with the constraints due to decoding at the relay given by (7a)-(7c). For the RHS of condition (7a) (with W 3 = φ) we write:
where (a) follows from the definition of the PSOMARC which implies that the Markov chain (V 1 , X 3 ) ↔ (S 2 , X 1 , X 2 ) ↔ Y 3 holds; and (b) follows from the fact the conditioning reduces entropy. Similarly, for the RHS of conditions (7b)-(7c) we have:
Next, consider the constraints due to decoding at the destination given by (7d)-(7f), and recall that for the PSOMARC the channel output at the destination, Y , is replaced by the pair of channel outputs (Y R , Y S ). For the RHS of (7d) we write:
where (a) follows from the fact that Y S is uniquely determined by X 1 and X 2 , and therefore it follows that
rectly follows from the definition of the conditional distribution function of the SOMARC: p(y R , y S , y 3 |x 1 , x 2 , x 3 ) = p(y R |x 3 )p(y S , y 3 |x 1 , x 2 )), and from the Markov chain (S 1 , V 2 , X 1 , X 2 ) ↔ X 3 ↔ Y R ; and (c) follows from the arguments leading to (D.3a) and from the fact that conditioning reduces entropy. Similarly, for the RHS of conditions (7e)-(7f) we have: Note that conditions (D.1) are subject to the chain:
Furthermore, as (D.1) is independent of (V 1 , V 2 ) then the resulting chain is:
Lastly, note that the upper bounds (D.3)-(D.4), subject to the chain (D.5), are obtained by letting V 1 = V 2 = φ in (7) and (8) . Thus, V 1 = V 2 = φ maximizes the sufficient conditions of Thm. 1.
Next, note that the LHS of condition (D.1c), evaluated for the sources defined in Table II , equals log 2 3 bits.
Therefore, for successfully transmitting S 1 and S 2 we must have that the RHS of (D.1c) is greater than (or equals to) log 2 3. Now, consider the RHS of condition (D.1c) for these sources and the PSOMARC defined in Table I: finding the maximum of I(X 1 , X 2 ; Y 3 ) over all p(x 1 |s 1 )p(x 2 |s 2 ) we have:
which follows as the channel from (X 1 , X 2 ) to Y 3 is deterministic. As |Y 3 | = 3, it follows that max
H(Y 3 ) = log 2 3 if and only if Pr{Y 3 = j} = 1/3, j = 0, 1, 2. This requires that Pr{(X 1 , X 2 ) = (0, 0)} = Pr{(X 1 , X 2 ) = (1, 1)} = 1/3 and Pr{((X 1 , X 2 ) = (0, 1)) ∪ ((X 1 , X 2 ) = (1, 0))} = 1/3. Since the sources distribution is given, Pr{(X 1 , X 2 ) = (i, j)} depends only on p(x 1 |s 1 )p(x 2 |s 2 ), which consists of four unknowns. This corresponds to an algebraic equations system with three equations, four unknowns, and the constraint that all the variables are in the range [0, 1]. The two possible solutions of this system, solved using Mathematica 16 , are deterministic mappings from s i to x i . 17 The expression I(X 1 , X 2 ; Y S |S 1 , S 2 ) + C 3 , evaluated using each of these conditional distributions, equals 1 bit. Therefore, the RHS of condition (D.1c), when evaluated using these conditional distributions, is strictly smaller than log 2 3. This implies that for these sources and PSOMARC, condition (D.1c) holds with opposite strict inequality, and we conclude that reliable transmission via the scheme of Thm. 1 is impossible.
B. Transmission Using the Scheme of Theorem 2
Specializing the conditions of Thm. 2 in (9a)-(9f) to the PSOMARC by letting W 3 = W = φ and I(X 3 ; Y R ) = C 3 , results in the following sufficient conditions:
Consider maximizing the mutual information expression I(X 1 , X 2 ; Y 3 |S 1 , S 2 ) on the RHS of condition (D.7c) for the considered sources and PSOMARC, over all p(x 1 |s 1 )p(x 2 |s 2 ):
The following algebraic equations system is solved:
to obtain {{p00 = 0, p01 = 1, p10 = 0, p11 = 1}, {p00 = 1, p01 = 0, p10 = 1, p11 = 0}}.
17 This is also validated via an exhaustive search.
where (a) follows from the fact that Y 3 is a deterministic function of (X 1 , X 2 ); (b) follows from the definition of conditional entropy; (c) follows from the joint distribution of the sources in Table II and the fact that the maximum of a sum is less than the sum of the maximum of the summands; (d) follows from the Markov chain (S 1 , S 2 ) − (X 1 , X 2 ) − Y 3 ; (e) follows from the fact that sinces 1 ands 2 appear only in the conditioning of the conditional distributions p(x 1 |s 1 ), p(x 2 |s 2 ), the maximizing p(x 1 |s 1 )p(x 2 |s 2 ) is the same for any pair (s 1 ,s 2 ).
Thus, the maximizing p(x 1 |s 1 )p(x 2 |s 2 ) is independent of the value of (s 1 ,s 2 ); finally, (f) follows from [4] .
Recall that H(S 1 , S 2 ) = log 2 3 bits. Thus, H(S 1 , S 2 ) > max p(x1|s1)p(x2|s2) I(X 1 , X 2 ; Y 3 |S 1 , S 2 ), and (D.7c) holds with strict opposite inequality. Therefore we conclude that reliable transmission via the scheme of Thm. where (a) follows from the fact that conditioning reduces entropy, and from the fact that (Ŝ n 1 ,Ŝ n 2 ) is a deterministic function of (Y n , W n ); (b) follows from non-negativity of the entropy function for discrete sources. Constraint (22a)
is a consequence of the following chain of inequalities:
≥ nH(S 1 |S 2 , W ) − nγ(P 3,1 ) ↔ Y k (see [30] ); (b) follows from the fact that conditioning reduces 19 From the fact that ∀y ∈ Y : θ(y) = 2 it follows that resolving the ambiguity in θ(y) requires 1 bit per source pair, and therefore, this information can be transmitted from the relay via the relay-destination link with capacity C 3 = 1 bit.
entropy; (c) follows from the fact that X 2,k is a deterministic function of S n 2 ; (d) follows from the non-negativity of the mutual information; and (e) follows from the memoryless sources and side information assumption and from (F.1)-(F.2).
Following arguments similar to those that led to (F.3) we obtain: Note that the following three expressions, I(X 1,k , X 3,k ; Y k |S 2,k , X 2,k , W k ), I(X 2,k , X 3,k ; Y k |S 1,k , X 1,k , W k ), and I(X 1,k , X 2,k , X 3,k ; Y k |W k ), depend on the marginal conditional distribution:
p(x 1,k , x 2,k , x 3,k |s 1,k , s 2,k ) = p(x 1,k , x 2,k |s 1,k , s 2,k )p(x 3,k |s 1,k , s 2,k , x 1,k , x 2,k ), and on p(s 1,k , s 2,k , w k ) and p(y k |x 1,k , x 2,k , x 2,k ). Moreover, note that X 1,k is a function of S n 1 while X 2,k is a function of S Finally, note that for all k, the expressions and structural constraints on the distribution chain are identical. Thus, repeating the steps leading to (F.6) for (F.4a) and (F.4b), and taking the limit n→∞, leads to the constraints in (22) .
B. Proof of Proposition 6
First, define the auxiliary RV V k (W 
