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SPATIAL LOW-DISCREPANCY SEQUENCES, SPHERICAL CONE
DISCREPANCY, AND APPLICATIONS IN FINANCIAL MODELING
JOHANN S. BRAUCHART, JOSEF DICK AND LOU FANG
Abstract. In this paper we introduce a reproducing kernel Hilbert space defined on Rd+1
as the tensor product of a reproducing kernel defined on the unit sphere Sd in Rd+1 and
a reproducing kernel defined on [0,∞). We extend Stolarsky’s invariance principle to this
case and prove upper and lower bounds for numerical integration in the corresponding
reproducing kernel Hilbert space.
The idea of separating the direction from the distance from the origin can also be
applied to the construction of quadrature methods. An extension of the area-preserving
Lambert transform is used to generate points on Sd−1 via lifting Sobol’ points in [0, 1)d
to the sphere. The d-th component of each Sobol’ point, suitably transformed, provides
the distance information so that the resulting point set is normally distributed in Rd.
Numerical tests provide evidence of the usefulness of constructing Quasi-Monte Carlo
type methods for integration in such spaces. We also test this method on examples from
financial applications (option pricing problems) and compare the results with traditional
methods for numerical integration in Rd.
1. Introduction
We study numerical integration of functions defined in Rd+1 for d ≥ 0,
(1) I[ψ](f) : =
∫
Rd+1
f(x)ψ(x) dλd+1(x),
where ψ is a probability density function (pdf) (typically a normal or related distribution)
and λd+1 is the Lebesgue measure on R
d+1, by means of Quasi-Monte Carlo (QMC) methods
(2) Q[XN ](f) : =
1
N
N∑
j=1
f(xj).
These methods are exact for constant functions. The requirement that Q[XN ](f)→ I[ψ](f)
as N → ∞ for every continuous function defined in Rd+1 imposes the condition that
the quadrature nodes x1, . . . ,xN have limit distribution given by the pdf ψ. A standard
method for generating low-discrepancy sequences of quadrature points with the required
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distribution is by using low-discrepancy points in [0, 1)d+1 and mapping them to Rd+1 via
the inverse cumulative distribution function (cdf) of ψ, provided the inverse cdf is known.
Here we use the following approach: starting with a sequence of well-distributed point sets
on the unit sphere Sd : ={x ∈ Rd+1 : ‖x‖ = 1}, we then change the radii of the points such
that the resulting configurations in Rd+1 follow the required distribution.
The analysis of the performance of our integration strategy makes use of the reproducing
kernel Hilbert space framework by assuming that the functions to be integrated are from a
certain reproducing kernel Hilbert space H(K) defined over Rd+1. An essential tool will be
an explicit expression for the worst-case integration error of our QMC methods in terms of
the kernel K. Our kernel construction leads to a geometrical interpretation of the worst-
case error as an L2-discrepancy of the integration nodes with respect to test sets that are
truncated infinite (anchored at infinity) spherical cones. The underlying relation gives rise
to an invariance principle (cf. Theorem 1) similar to Stolarsky’s invariance principle for
the sphere; cf. [2, 3] and [22]. We define the reproducing kernel K geometrically as follows.
A spherical cap with center z∗ ∈ Sd and height t ∈ [−1, 1] is the set
C(z∗, t) : ={y∗ ∈ Sd : y∗ · z∗ ≥ t} .
Based on a spherical cap C(z∗, t) we define the truncated infinite spherical cone as the set
C(z∗, t;R) : ={ρy∗ ∈ Rd+1 : y∗ ∈ C(z∗, t), ρ ≥ R} .
For R = 0 the set C(z∗, t;R) is an infinite spherical cone and for R > 0 it is the intersection
of the infinite spherical cone with the complement of an open ball of radius R centered at
the origin. Let φ : [0,∞)→ [0,∞) be a probability density function. Then we set
K(x,y) : =
∫ ∞
0
∫ 1
−1
∫
Sd
1C(z∗,t;R)(x) 1C(z∗,t;R)(y) dσd(z
∗) d t φ(R) dR, x,y ∈ Rd+1,
where 1A is the indicator function of the set A. In Section 2.1 we derive this kernel as
a product of a kernel defined on [0,∞) × [0,∞) denoted by KR and a kernel KS defined
on Sd × Sd. Thus the corresponding reproducing kernel Hilbert space H(K) is a tensor
product of a reproducing kernel Hilbert space H(KS) defined on Sd and a reproducing
kernel Hilbert space H(KR) defined on [0,∞).
Note that K(x,y) assumes the value 0 whenever at least one of the arguments x,y is
0. Thus the kernel is anchored at 0. This implies that all functions in H(K) vanish at 0.
Assume now that we are given a function f with f(0) = C for some constant C ∈ R and
that f − C ∈ H(K). Then
Q[XN ](f)− I[ψ](f) = Q[XN ](f − C)− I[ψ](f − C),
since constant functions are integrated exactly by Q[XN ]. Thus results for the worst-case
error wce(Q[XN ];H(K)) apply also to functions f such that f − f(0) ∈ H(K). In other
words, the restriction that f(0) = 0 for all f ∈ H(K) can be removed when discussing
numerical integration using QMC methods.
Also note that, in general, φ and ψ are not related and can be chosen independently,
provided that (1) is well defined.
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To prove upper bounds on the integration error, we study the QMC mean, that is, the
average over all possible choices of quadrature points (which have the correct distribu-
tion). This shows that a typical QMC method with nodes that are selected at random
independently and identically ψλd+1-distributed in R
d+1 achieve an upper bound of the
order N−1/2 (Theorem 2).
To prove a lower bound for the worst-case error, we show that H(KS) and H(KR) are
isomorphically embedded in H(K). Thus, known lower bounds for numerical integration
in H(KS) provide lower bounds for numerical integration in H(K). The lower bound is of
order N−1/2−1/(2d) (Theorem 3).
We also present numerical results for a trial function on the sphere and three problems
from option pricing. We compare our method with standard Monte Carlo and Quasi-
Monte Carlo approaches. We observe that our method performs better than the Monte
Carlo simulation and on average marginally better than the QMC approach.
2. Spherical cone discrepancy
In the following let σd be the normalized surface area measure on the unit sphere S
d
in Rd+1. (The non-normalized surface of the sphere is then denoted by ωd.)
2.1. A reproducing kernel Hilbert space on Rd+1. In what follows we introduce a
reproducing kernel Hilbert space on Rd+1 as a tensor product space of two reproducing
kernel Hilbert spaces. The motivation comes from the fact that every point x ∈ Rd+1 \{0}
can be decomposed into a direction (represented by a point x∗ ∈ Sd) and the distance to
the origin (r > 0); that is, x = r x∗.
Let φ : [0,∞)→ R be a probability density function. We define the following kernel
KR : [0,∞)× [0,∞)→ R by
(3) KR(r, ρ) : =
∫ ∞
0
1[R,∞)(r) 1[R,∞)(ρ)φ(R) dR, r, ρ ≥ 0.
It can be verified that the function KR is symmetric and positive definite; i.e., for all
a1, . . . , aN ∈ C and all x1, . . . , xN ∈ [0,∞) we have
N∑
i=1
N∑
j=1
ai KR(xi, xj) aj ≥ 0.
By [1] it follows that KR is a reproducing kernel which uniquely defines a reproducing
kernel Hilbert space H(KR) with inner product (·, ·)KR . Set
(4) Φ(r) : =
∫ r
0
φ(R) dR, r ≥ 0.
Observe that Φ(∞) = ∫∞
0
φ(R) dR = 1. It can be readily seen that
(5) KR(r, ρ) = Φ(min{r, ρ}), r, ρ ≥ 0.
Note that KR(r, 0) = KR(0, ρ) = 0 for all r, ρ ∈ [0,∞).
4 J. S. BRAUCHART, J. DICK, AND L. FANG
Further, for x∗,y∗ ∈ Sd let the kernel KS be defined by
KS(x
∗,y∗) : =
∫ 1
−1
∫
Sd
1C(x∗,t)(z
∗) 1C(y∗,t)(z
∗) dσd(z
∗) d t, x∗,y∗ ∈ Sd.
The function KS is again symmetric and positive definite and therefore a reproducing kernel
which uniquely defines a reproducing kernel Hilbert space H(KS), see [3]. The latter also
gives the closed form representation
KS(x
∗,y∗) = 1− Cd ‖x∗ − y∗‖ , x∗,y∗ ∈ Sd,
where
(6) Cd : =
1
d
ωd−1
ωd
and
ωd−1
ωd
=
Γ((d+ 1)/2)√
pi Γ(d/2)
.
We remark that
W (KS) : =
∫
Sd
∫
Sd
KS(x
∗,y∗) dσd(x
∗) dσd(y
∗) =
∫
Sd
KS(x
∗,y∗) d σd(x
∗)
= 1− Cd
∫
Sd
‖x∗ − y∗‖d σd(x∗) = 1− CdW (Sd), y∗ ∈ Sd,
(7)
where
(8) W (Sd) : =
∫
Sd
‖x∗ − y∗‖d σd(x∗) = 2dΓ((d+ 1)/2) Γ((d+ 1)/2)√
pi Γ(d+ 1/2)
.
We define now a reproducing kernel Hilbert space on Rd+1 with reproducing kernel
K(rx∗, ρy∗) : =KR(r, ρ) KS(x
∗,y∗)
= Φ(min{r, ρ}) (1− Cd ‖x∗ − y∗‖) , r, ρ ≥ 0, x∗,y∗ ∈ Sd,
(9)
From [1] we obtain that K is a reproducing kernel with corresponding reproducing kernel
Hilbert space given by H(K) = H(KR)×H(KS), i.e., as the tensor product space of H(KR)
andH(KS). Note that K(x,y) = 0 for x = 0, which implies that for any function f ∈ H(K)
we have f(x) = 0, i.e. the functions are anchored at the origin.
Let 1C(z∗,t;R) be the indicator function for C(z∗, t;R). Since for ρ ≥ 0 and y∗ ∈ Sd
1C(z∗,t;R)(ρy
∗) = 1[R,∞)(ρ) 1C(z∗,t)(y
∗) = 1[R,∞)(ρ) 1[t,1](z
∗ · y∗) = 1[R,∞)(ρ) 1C(y∗,t)(z∗),
we have
(10) K(x,y) : =
∫ ∞
0
∫ 1
−1
∫
Sd
1C(z∗,t;R)(x) 1C(z∗,t;R)(y) dσd(z
∗) d t φ(R) dR, x,y ∈ Rd+1.
Let (·, ·)K denote the inner product in the reproducing kernel Hilbert space H(K).
Let us consider functions U : Rd+1 → R which have an integral representation
(11) U(x) =
∫ ∞
0
∫ 1
−1
∫
Sd
1C(z∗,t;R)(x)u(z
∗, t, R) dσd(z
∗) d t φ(R) dR, x ∈ Rd+1,
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where the function U is expressed in terms of a function u : Sd × [−1, 1]× [0,∞)→ R with
u ∈ L2(Sd × [−1, 1]× [0,∞);µd) and dµd(z∗, t, R) = dσd(z∗) d t φ(R) dR. Every func-
tion x 7→ K(x,y), y ∈ Rd+1 fixed, is of this type with potential function (z∗, t, R) 7→
1C(z∗,t;R)(y). The functions of type (11) form a linear function space U whereon one can
define an inner product by means of
(12) (U1, U2)K : =
∫ ∞
0
∫ 1
−1
∫
Sd
u1(z
∗, t, R)u2(z
∗, t, R) dσd(z
∗) d t φ(R) dR, U1, U2 ∈ U ,
and a corresponding norm
(13) ‖U‖K : =
{∫ ∞
0
∫ 1
−1
∫
Sd
|u(z∗, t, R)|2 d σd(z∗) d t φ(R) dR
}1/2
, U ∈ U .
These definitions yield that for U ∈ U with ‖U‖K <∞,
(U,K(·,y))K =
∫ ∞
0
∫ 1
−1
∫
Sd
u(z∗, t, R) 1C(z∗,t;R)(y) dσd(z
∗) d t φ(R) dR = U(y), y ∈ Rd+1.
We remark that K(·,y) ∈ U for all y ∈ Rd+1 and ‖K(·,y)‖2K = K(y,y) = Φ(‖y‖) < ∞.
Hence the uniqueness properties of the reproducing kernel and inner product and norm
defined by this kernel imply that all U ∈ U with ‖U‖K < ∞ are also in H(K) and the
inner product of such functions in H(K) can be written as (12). The reproducing kernel
Hilbert space H(K) is then the completion of {U ∈ U : (U, U)K <∞} with respect to (12).
In fact, we show in Appendix A that every f ∈ H(K) has an integral representation (11).
We make now the following observation, namely, that the reproducing kernel Hilbert
spaces H(KS) defined on the sphere Sd and H(KR) defined on [0,∞) are isomorphically
embedded in H(K). Indeed, let f ∈ H(K) be the potential function of u(z∗, t, R).
First, assume that u(z∗, t, R) = u(z∗, t) for all R ≥ 0; that is, u is independent of R.
Then, for r ≥ 0 and x∗ ∈ Sd we have
f(rx∗) =
[∫ ∞
0
1[R,∞)(r)φ(R) dR
] [∫ 1
−1
∫
Sd
1C(z∗,t)(x
∗)u(z∗, t) d σd(z
∗) d t
]
= Φ(r) g(x∗),
where the function g, given by the second square-bracketed expression, is in H(KS) as g is
the potential function of u(z∗, t) (cf. [3]). Hence, by (13),
(14) ‖f‖2H(K) =
[∫ ∞
0
φ(R) dR
] [∫ 1
−1
∫
Sd
|u(z∗, t)|2 d σd(z∗) d t
]
= 1× ‖g‖2H(KS) .
On the other hand, assume now that u(z∗, t, R) = u(R) for all z∗ ∈ Sd and t ∈ [−1, 1].
Then, for r ≥ 0 and x∗ ∈ Sd we have
f(rx∗) =
[∫ ∞
0
1[R,∞)(r)u(R)φ(R) dR
] [∫ 1
−1
∫
Sd
1C(z∗,t)(x
∗) d σd(z
∗) d t
]
= F (r),
where the second square-bracketed expression evaluates to 1 and the function F , given by
the first square-bracketed expression, is in H(KR) as F is the potential function of u(R)
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(the last statement follows by the same arguments as used in Appendix A). Again, by (13),
(15) ‖f‖2H(K) =
[∫ ∞
0
|u(R)|2 φ(R) dR
] [∫ 1
−1
∫
Sd
d σd(z
∗) d t
]
= ‖F‖2H(KR) × 2.
2.2. Worst-case error. The worst-case error of a QMC method
Q[XN ](f) =
1
N
N∑
j=1
f(xj)
with node set XN = {x1, . . . ,xN} in Rd+1 approximating the integral
I[ψ](f) =
∫
Rd+1
f(x)ψ(x) dλd+1(x)
with respect to the probability density function ψ : Rd+1 → R and the Lebesgue measure
λd+1 on R
d+1 for functions from the unit ball in the reproducing kernel Hilbert space
H(K) : =H(Rd+1; K) defined by the kernel (10) is given by
wce(Q[XN ];H(K)) : = sup
{
|Q[XN ](f)− I[ψ](f)| : f ∈ H(K), ‖f‖K ≤ 1
}
.
Using the integral representation (10), we have that
1
N
N∑
j=1
K(x,xj) =
∫ ∞
0
∫ 1
−1
∫
Sd
1C(z∗,t;R)(x)
[
1
N
N∑
j=1
1C(z∗,t;R)(xj)
]
d σd(z
∗) d t φ(R) dR
and∫
Rd+1
K(x,y)ψ(y) dλd+1(y)
=
∫ ∞
0
∫ 1
−1
∫
Sd
1C(z∗,t;R)(x)
[∫
Rd+1
1C(z∗,t;R)(y)ψ(y) dλd+1(y)
]
d σd(z
∗) d t φ(R) dR.
Thus, the “representer” of the numerical integration error of Q[XN ](f) for f ∈ H(K),
R[XN ](x) : = 1
N
N∑
j=1
K(x,xj)−
∫
Rd+1
K(x,y)ψ(y) dλd+1(y)(16a)
=
∫ ∞
0
∫ 1
−1
∫
Sd
1C(z∗,t;R)(x) δ[XN ](z
∗, t, R) dσd(z
∗) d t φ(R) dR,(16b)
is of the form (11), where the potential function is the local discrepancy function
(17) δ[XN ](z
∗, t, R) : =
1
N
N∑
j=1
1C(z∗,t;R)(xj)−
∫
Rd+1
1C(z∗,t;R)(y)ψ(y) dλd+1(y).
The name “representer” of the numerical integration error is justified because of
(18) Q[XN ](f)− I[ψ](f) = (f,R[XN ])K .
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Application of the Cauchy-Schwarz inequality gives the Koksma-Hlawka like inequality
|Q[XN ](f)− I[ψ](f)| ≤ ‖f‖K ‖R[XN ]‖K , f ∈ H(K).
Equality is assumed for f ≡ R[XN ]; cf., e.g., [5, Ch. 2] and [12].
Utilizing (12) and (16a) and the reproducing property of K, we obtain
[wce(Q[XN ];H(K))]2 = (R[XN ],R[XN ])K
=
1
N2
N∑
i=1
N∑
j=1
K(xi,xj)− 2
N
N∑
j=1
∫
Rd+1
K(x,xj)ψ(x) dλd+1(x)
+
∫
Rd+1
∫
Rd+1
K(x,y)ψ(x)ψ(y) dλd+1(x) dλd+1(y).
(19a)
Utilizing (13) and (16b), we obtain the “discrepancy form” of the squared worst-case error
[wce(Q[XN ];H(K))]2 = ‖R[XN ]‖2K
=
∫ ∞
0
∫ 1
−1
∫
Sd
|δ[XN ](z∗, t, R)|2 dσd(z∗) d t φ(R) dR.
(19b)
The last result motivates the definition of the spherical cone L2-discrepancy of an N -point
configuration XN = {x1, . . . ,xN} ⊆ Rd+1,
(20) DSCL2 (XN) : =
(∫ ∞
0
∫ 1
−1
∫
Sd
|δ[XN ](z∗, t, R)|2 d σd(z∗) d t φ(R) dR
)1/2
.
The right-hand side of (19a) does not change when a constant is added to the kernel K.
This enables us to write the worst-case error formula in a more compact way,
(21) [wce(Q[XN ];H(K))]2 = 1
N2
N∑
i=1
N∑
j=1
K(xi,xj)− 2
N
N∑
j=1
∫
Rd+1
K(x,xj)ψ(x) dλd+1(x),
where K : Rd+1 × Rd+1 → R is defined by
(22) K(x,y) : =K(x,y)−W (K), x,y ∈ Rd+1,
and
(23) W (K) : =
∫
Rd+1
∫
Rd+1
K(x,y)ψ(x)ψ(y) dλd+1(x) dλd+1(y).
In the following the use of the calligraphic symbol for the kernel K is reserved to indicate
the subtraction of the constant W (K) from K.
We summarize these observations in the following theorem.
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Theorem 1. Let H(K) be the Hilbert space uniquely defined by the reproducing kernel (10)
with closed form (9). Then for a method Q[XN ] with node set XN = {x1, . . . ,xN} ⊆ Rd+1,
wce(Q[XN ];H(K)) =
(
1
N2
N∑
i=1
N∑
j=1
K(xi,xj)− 2
N
N∑
j=1
∫
Rd+1
K(x,xj)ψ(x) dλd+1(x)
)1/2
= DSCL2 (XN),
where the spherical cone L2-discrepancy is defined in (20).
From (19a) it follows that an N -point configuration X∗N that minimizes
(24)
1
N2
N∑
i=1
N∑
j=1
K(xi,xj)− 2
N
N∑
j=1
∫
Rd+1
K(x,xj)ψ(x) dλd+1(x)
has smallest worst-case error wce(Q[X∗N ];H(K)) and, by (19b), smallest spherical cone L2-
discrepancy DSCL2 (X
∗
N). The kernel K(x,y) has the representation (9). The expression (24)
can be interpreted as the “energy” of the nodes x1, . . . ,xN subject to an external field
Q(y) : =−
∫
Rd+1
K(x,y)ψ(x) dλd+1(x), y ∈ Rd+1,
which prevents the nodes from escaping to infinity. (Indeed, by definition of the kernel K
(see (9)) the contribution to (24) (“point energy”) of a point xj0 tends to 0 as ‖xj0‖ → ∞.
On the other hand, the worst-case error goes to 0 as N → ∞ only if the energy (24)
becomes negative in order to compensate the positive double integral in (19a).)
A standard probabilistic argument yields the following result for the root mean square
error of a QMC method for a typical N -point node set.
Theorem 2. Let H(K) be the Hilbert space uniquely defined by the reproducing kernel (10)
with closed form (9). Then
√
E
[{wce(Q[{y1, . . . ,yN}];H(K))}2] = 1√
N
(∫
Rd+1
Φ(‖x‖)ψ(x) dλd+1(x)−W (K)
)1/2
,
where the points y1, . . . ,yN are independently and identically ψλd+1-distributed in R
d+1.
Proof. Consider the product probability measure
η(y1,y2, . . . ,yN) : =ψ(y1)λd+1(y1)ψ(y2)λd+1(y2) · · ·ψ(yN)λd+1(yN ).
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By Theorem 1, the expected value of the squared worst-case error is
E
[{wce(Q[{y1, . . . ,yN}];H(K))}2]
=
∫
· · ·
∫
Rd+1×···×Rd+1
{wce(Q[{y1, . . . ,yN}];H(K))}2 d η(y1,y2, . . . ,yN)
=
∫
· · ·
∫
Rd+1×···×Rd+1
[
1
N2
N∑
j=1
K(yj ,yj) + 1
N2
N∑
i=1
N∑
j=1
i 6=j
K(yi,yj)
]
d η(y1,y2, . . . ,yN)
− 2
N
N∑
j=1
∫
· · ·
∫
Rd+1×···×Rd+1
∫
Rd+1
K(x,yj)ψ(x) dλd+1(x) d η(y1,y2, . . . ,yN).
The measure η is the product of the probability measures ψ(yj)λd+1(yj), 1 ≤ j ≤ N .
Hence
E
[{wce(Q[{y1, . . . ,yN}];H(K))}2] = 1
N
∫
Rd+1
K(y,y)ψ(y) dλd+1(y)
+
[
N (N − 1)
N2
− 2N
N
] ∫
Rd+1
∫
Rd+1
K(x,y)ψ(x)ψ(y) dλd+1(x) dλd+1(y).
The double integral above is zero by definition of K, cf. (22). Therefore
E
[{wce(Q[{y1, . . . ,yN}];H(K))}2] = 1
N
∫
Rd+1
K(y,y)ψ(y) dλd+1(y).
The result follows from (see (9) and (22)) K(y,y) = Φ(‖y‖)−W (K) for ‖y‖ ≥ 0. 
2.3. A lower bound for the worst-case error. For our Hilbert spaces H = H(K),
H(KR), H(KS) let minwce(H;N) denote the infimum of the worst-case error of numerical
integration when extended over all integration algorithms that use N function evaluations.
Recall that the reproducing kernel Hilbert spaces H(KS) and H(KR) are both isomor-
phically embedded in H(K) with the constants given in (14) and (15). This implies that
minwce(H(K);N) ≥ max{minwce(H(KS);N),
√
2minwce(H(KR);N)}.
The Hilbert space H(KS) can be identified with a certain Sobolev space of smoothness
s = (d + 1)/2 (cf. [3]) and for such spaces [9, 10] obtained optimal lower bounds for the
worst-case error of order N−s/d; i.e., there is a constant C > 0 independent of N such that
minwce(H(KS);N) ≥ CN−1/2−1/(2d) for all N ≥ 1.
Thus we obtain the following theorem.
Theorem 3. There is a constant cd > 0 which depends only on d, such that the minimal
worst-case error for integration in H(K) is bounded by
minwce(H(K);N) ≥ cdN−1/2−1/(2d) for all N ≥ 1.
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2.4. Isotropic weight (or density) function ψ(x). From here on we assume that the
probability density function ψ(x) in the exact integral I[ψ] is isotropic; i.e., a radial function
(25) ψ(x) = h(‖x‖), x ∈ Rd+1,
for some function h : [0,∞)→ [0,∞), such that after a change to spherical coordinates,
(26) 1 =
∫
Rd+1
ψ(x) dλd+1(x) =
∫ ∞
0
fψ(r) d r.
Examples of such probability density functions will be considered in Section 2.5. We define
(27) fψ(r) : =ωd h(r) r
d, r ≥ 0, Ψ(ρ) : =
∫ ρ
0
fψ(r) d r, ρ ≥ 0,
and
(28) W (KR, fψ) : =
∫ ∞
0
∫ ∞
0
Φ(min{r, ρ}) fψ(r) fψ(ρ) d r d ρ.
Theorem 4. Let H(K) be the Hilbert space uniquely defined by the reproducing kernel (10)
with closed form (9) and the density ψ be isotropic satisfying (25) and (26). Suppose (27).
Then for a method Q[XN ] with node set XN = {x1, . . . ,xN} ⊆ Rd+1,
wce(Q[XN ];H(K)) =
(
1
N2
N∑
i=1
N∑
j=1
K(xi,xj)
− 2
N
N∑
j=1
[
Φ(‖xj‖)
∫ ∞
‖xj‖
fψ(r) d r +
∫ ‖xj‖
0
Φ(r) fψ(r) d r −W (KR, fψ)
]
W (KS)
)1/2
.
Proof. Let ρ = ‖y‖. A change to spherical coordinates, (9), (7) and (22) yields∫
Rd+1
K(x,y)ψ(x) dλd+1(x) =
∫ ∞
0
∫
Sd
KS(x
∗,y∗)Φ(min{r, ρ}) dσd(x∗) fψ(r) d r
=
[∫ ∞
0
Φ(min{r, ρ}) fψ(r) d r
][∫
Sd
KS(x
∗,y∗) dσd(x
∗)
]
=
[
Φ(ρ)
∫ ∞
ρ
fψ(r) d r +
∫ ρ
0
Φ(r) fψ(r) d r
]
W (KS)(29)
and (recall (23))
W (K) =
[∫ ∞
0
∫ ∞
0
Φ(min{r, ρ}) fψ(r) fψ(ρ) d r d ρ
] [∫
Sd
KS(x
∗,y∗) dσd(x
∗)
]
=W (KR, fψ)W (KS).(30)
Substitution into the worst-case error formula in Theorem 1 gives the desired result. 
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It can be easily seen that
W (KR, fψ) = 2
∫ ∞
0
Φ(ρ)
{∫ ∞
ρ
fψ(r) d r
}
fψ(ρ) d ρ(31)
= 1− 2
∫ ∞
0
(1− Φ(ρ))
{∫ ∞
ρ
fψ(r) d r
}
fψ(ρ) d ρ.(32)
For further references we record the following consequence of the proof of Theorem 4,
(33)
∫
Rd+1
[
Φ(‖y‖)
∫ ∞
‖y‖
fψ(r) d r +
∫ ‖y‖
0
Φ(r) fψ(r) d r −W (KR, fψ)
]
ψ(y) dλd+1(y) = 0.
Following our strategy to have a pre-scribed point set {y∗1, . . . ,y∗N} ⊆ Sd, we find suitable
radii ρ1, . . . , ρN by choosing them at random. The appropiate probability model is imposed
by the (radial) probability density function ψ. A “typical” N -point set {ρ1y∗1, . . . , ρNy∗N}
in Rd+1 obeying this model will have a worst-case error as follows.
Theorem 5. Under the assumptions of Theorem 4,
E
[{wce(Q[{ρ1y∗1, . . . , ρNy∗N}];H(K))}2]
=
1
N
[∫ ∞
0
Φ(ρ) fψ(ρ) d ρ−W (KR, fψ)
]
+W (KR, fψ)
[
1
N2
N∑
i=1
N∑
j=1
KS(y∗i ,y∗j )
]
.
(34)
where y∗1, . . . ,y
∗
N ∈ Sd are fixed and the radii ρ1, . . . , ρN are independently and identically
fψ λ1-distributed.
Proof. Let y∗1, . . . ,y
∗
N ∈ Sd be fixed. By assumption, the product measure
η(ρ1, . . . , ρN) : = fψ(ρ1)λ1(ρ1) fψ(ρ2)λ1(ρ2) · · · fψ(ρN)λ1(ρN),
formed by the probability measure fψ(ρ)λ1(ρ) supported on the interval (0,∞) is itself a
probability measure. Hence, by Theorem 4,
E
[{wce(Q[{ρ1y∗1, . . . , ρNy∗N}];H(K))}2]
=
∫
· · ·
∫
R×···×R
{wce(Q[{ρ1y∗1, . . . , ρNy∗N}];H(K))}2 d η(ρ1, . . . , ρN)
=
∫
· · ·
∫
R×···×R
[
1
N2
N∑
j=1
K(ρjy∗j , ρjy∗j ) +
1
N2
N∑
i=1
N∑
j=1
i 6=j
K(ρiy∗i , ρjy∗j )
]
d η(ρ1, . . . , ρN).
Note that the integral over the single sum in the worst-case error formula vanishes by (33).
Since (using K(y,y) = Φ(‖y‖)−W (K) by (9) and (22))∫
· · ·
∫
R×···×R
K(ρjy∗j , ρjy∗j ) d η(ρ1, . . . , ρN) =
∫ ∞
0
Φ(ρ) fψ(ρ) d ρ−W (K)
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and also (cf. (30) and (32))∫
· · ·
∫
R×···×R
K(ρiy∗i , ρjy∗j ) d η(ρ1, . . . , ρN)
=
[
1− Cd
∥∥y∗i − y∗j∥∥] ∫ ∞
0
∫ ∞
0
Φ(min{ρi, ρj}) fψ(ρi) fψ(ρj) dλ1(ρi) dλ1(ρj)−W (K)
=
[
1− Cd
∥∥y∗i − y∗j∥∥]W (KR, fψ)−W (KS)W (KR, fψ) = W (KR, fψ)KS(y∗i ,y∗j ),
it follows that
E
[{wce(Q[{ρ1y∗1, . . . , ρNy∗N}];H(K))}2]
=
1
N
[∫ ∞
0
Φ(ρ) fψ(ρ) d ρ−W (K)
]
+W (KR, fψ)
[
1
N2
N∑
i=1
N∑
j=1
i 6=j
KS(y∗i ,y∗j )
]
.
Rearrangement of terms gives the desired result. 
The expected value formula in (34) has two components. The first one is related to the
randomly chosen radii and is of order N−1. The second quantity measures the quality of the
N -point set Y ∗N = {y∗1, . . . ,y∗N}. It is the worst-case integration error of the QMC methods
with these N nodes for functions in the unit ball in the Sobolev space H(d+1)/2(Sd) provided
with the reproducing kernel KS (cf. [3]). This worst-case error satisfies the relations
[wce(Q[Y ∗N ];H(KS))]2 =
1
N2
N∑
i=1
N∑
j=1
KS(y∗i ,y∗j ) = Cd
[
W (Sd)− 1
N2
N∑
i=1
N∑
j=1
∥∥y∗i − y∗j∥∥
]
=
[
DCL2(Y
∗
N)
]2
: =
∫ 1
−1
∫
Sd
|δ[XN ](z∗, t, 1)|2 d σd(z∗) d t,(35)
where DCL2(Y
∗
N) is the spherical cap L2-discrepancy of Y
∗
N . It is known that N -point con-
figurations on Sd that maximize the sum of all mutual distances (and thus have minimal
worst-case error and minimal spherical cap L2-discrepancy) achieve optimal convergence or-
der N−1/2−1/(2d). Such sequences are one example of QMC design sequences for H(d+1)/2(Sd)
(cf. [4]). So-called low-discrepancy sequences on Sd allow order
√
logNN−1/2−1/(2d).
Evidently, there is a gap between the order of the lower bound N−1/2−1/(2d) (Theorem 3)
and what would be achievable on average by random selection processes (Theorems 2 and
5). In [4] it is observed that a compartmentalized random selection of points on the sphere
improves the decay of the mean square worst-case error. We follow the same stratifying
approach here. Consider the following partition of unity
1 =
∫
Rd+1
ψ(x) dλd+1(x) =
∫ ∞
0
∫
Sd
fψ(r) dσd d r
=
[∫
Sd
d σd
] [∫ ∞
0
fψ(r) d r
]
=
[
M∑
m=1
∫
Dm,M
d σd
][
K∑
k=1
∫ ρk
ρk−1
fψ(r) d r
]
.
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We require that D1,M , . . . , DM,M form an equal area partition of S
d into M subsets and
0 = ρ0 < ρ1 < · · · < ρK =∞ are such that
∫ ρk
ρk−1
fψ(r) d r = 1/K for all k = 1, . . . , K. This
defines a partition of Rd+1 into N =MK parts of equal mass (probability) 1/N given by
A
(M,K)
m,k : =
{
ρx∗ ∈ Rd+1 : x∗ ∈ Dm,M , ρ ∈ (ρk−1, ρk)
}
, 1 ≤ m ≤M, 1 ≤ k ≤ K.
Such a partition we call small-diameter equal mass partition if the sets D1,M , . . . , DM,M
satisfy for some positive constant c independent of j andM the small-diameter constraints
diamDj,M : = sup
{ ‖x− y‖ : x,y ∈ Dj,M} ≤ c
M1/d
, j = 1, . . . ,M,M ≥ 2;
that is, the diameter bound is at the same scale as the well-separation distance ofM points
on Sd.
Theorem 6. Under the assumptions of Theorem 4, let (A
(M,K)
m,k ) be a small-diameter equal
mass partition of Rd+1 into N =MK parts of equal mass 1/N . Then
E
[
sup
f∈H(K),
‖f‖K≤1
∣∣∣∣∣ 1MK
M∑
m=1
K∑
k=1
f(y
(M,K)
m,k )−
∫
Rd+1
f(y)ψ(y) dλd+1(y)
∣∣∣∣∣
2 ]
=
1
MK
[
1
K
K∑
k=1
(∫ ρk
ρk−1
Φ(r)
fψ(r) d r
1/K
−
∫ ρk
ρk−1
∫ ρk
ρk−1
Φ(min{r, ρ})fψ(r) d r
1/K
fψ(ρ) d ρ
1/K
)]
+
Cd
MK
[
1
K
K∑
k=1
∫ ρk
ρk−1
∫ ρk
ρk−1
Φ(min{r, ρ})fψ(r) d r
1/K
fψ(ρ) d ρ
1/K
]
×
[
1
M
M∑
m=1
∫
Dm,M
∫
Dm,M
‖x∗ − y∗‖ d σd(x
∗)
1/M
d σd(y
∗)
1/M
]
,
(36)
where y
(M,K)
m,k is chosen randomly from A
(M,K)
m,k with respect to the probability measure η
(M,K)
m,k
induced by the density function ψ (i.e., d η
(M,K)
m,k (ρy
∗) = KM d σd|Dm,M (y∗) fψ(ρ) d ρ|[ρk−1,ρk)).
Proof. Fix M and K. We simplify the notation by dropping the dependence on M and K.
Let
d η(y1,1, . . . ,yM,K) : =
M∏
m=1
K∏
k=1
d ηm,k(ym,k)
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define the probability product measure formed by probability measures supported on the
sets A1,1, . . . , AM,K. Using Theorem 4 and proceeding as in the proof of Theorem 5, we get
E[{wce(Q[YMK];H(K))}2] =
∫
· · ·
∫
A1,1×···×AM,K
{wce(Q[{y1,1, . . . ,yM,K}];H(K))}2 d η(y1,1, . . . ,yM,K)
=
∫
· · ·
∫
A1,1×···×AM,K
[
1
M2K2
M∑
m=1
K∑
k=1
K(ym,k,ym,k)
+
1
M2K2
M∑
m=1
K∑
k=1
M∑
m′=1
K∑
k′=1
(m,k)6=(m′,k′)
K(ym,k,ym′,k′)
]
d η(y1,1, . . . ,yM,K)
− 2W (KS)
MK
M∑
m=1
K∑
k=1
∫
Am,k
[
Φ(ρ)
∫ ∞
ρ
fψ(r) d r +
∫ ρ
0
Φ(r) fψ(r) d r −W (KR, fψ)
]
d ηm,k(ρy
∗).
The right-most double sum vanishes as can be seen by reversing the partition of unity and
using (33). After interchanging summation and integration, the completed quadruple sum
like-wise vanishes. These observations give the simpler form
E[{wce(Q[YMK ];H(K))}2] = 1
M2K2
M∑
m=1
K∑
k=1
∫
Am,k
K(y,y) d ηm,k(y)
− 1
M2K2
M∑
m=1
K∑
k=1
∫
Am,k
∫
Am,k
K(x,y) d ηm,k(x) d ηm,k(y).
Making use of the product forms of (9) and probability measures ηm,k and (22), we have∫
Am,k
K(y,y) d ηm,k(y) =
∫ ρk
ρk−1
Φ(r)
fψ(r) d r
1/K
−W (K)
and∫
Am,k
∫
Am,k
K(x,y) d ηm,k(x) d ηm,k(y) =
[∫ ρk
ρk−1
∫ ρk
ρk−1
Φ(min{r, ρ})fψ(r) d r
1/K
fψ(ρ) d ρ
1/K
]
×
[∫
Dm,M
∫
Dm,M
(1− Cd ‖x∗ − y∗‖) d σd(x
∗)
1/M
d σd(y
∗)
1/M
]
−W (K).
We observe that the second square-bracketed expression above tends to 1 as M → ∞
because of ‖x∗ − y∗‖ ≤ diamDm,M ≤ c/M1/d for x∗,y∗ ∈ Dm,M and σd(Dm,M) = 1/M .
Hence splitting up this expression and substitution into the last formula for the expected
value gives, after some straightforward rearrangement of terms, the result. 
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Remarks. (A) The small diameter constraints on D1,M , . . . , DM,M imply that
(37)
c′
M1/d
≤
∫
Dm,M
∫
Dm,M
‖x∗ − y∗‖ d σd(x
∗)
1/M
d σd(y
∗)
1/M
≤ diamDm,M ≤ c
M1/d
.
Thus, one has optimal order M−1−1/d in the second part of the right-hand side of (36).
(The lower bound follows from an argument in the proof of [4, Theorem 25].) (B) The
right-hand side of (36) is at least of order N−1 as all the square-bracketed expressions are
bounded (integration with respect to probability measures); also cf. Theorems 2 and 5.
(C) Note that
Gk,K : =
∫ ρk
ρk−1
Φ(r)
fψ(r) d r
1/K
−
∫ ρk
ρk−1
∫ ρk
ρk−1
Φ(min{r, ρ})fψ(r) d r
1/K
fψ(ρ) d ρ
1/K
=
∫ ρk
ρk−1
∫ ρk
ρk−1
[Φ(r)− Φ(min{r, ρ})] fψ(r) d r
1/K
fψ(ρ) d ρ
1/K
≥ 0,
since Φ(r) is a cdf. Hence both contributions to the expected value in (36) are non-negative.
(D) Application of the first mean value theorem for integration yields
1
K
K∑
k=1
Gk,K =
1
K
K∑
k=1
[Φ(ρ∗∗k )− Φ(ρ∗k)] ≤
1
K
K∑
k=1
[Φ(ρk)− Φ(ρk−1)]
=
Φ(ρK)− Φ(ρ0)
K
=
Φ(∞)− Φ(0)
K
=
1
K
,
where ρk−1 < ρ
∗
k < ρk and ρk−1 < ρ
∗∗
k < ρk for k = 1, . . . , K, but also ρ
∗
k ≤ ρ∗∗k by non-
negativity of Gk,K (see previous item). The estimate leading to the telescope sum and the
evaluations follow from the fact that Φ(r) is a cdf. (E) Thus, the improvement in the order
of convergence gained by compartmentalization depends on how fast the convergence is in
1
K
K∑
k=1
∫ ρk
ρk−1
∫ ρk
ρk−1
Φ(min{r, ρ})fψ(r) d r
1/K
fψ(ρ) d ρ
1/K
→
∫ ∞
0
Φ(r) fψ(r) d r as K →∞,
subject to the requirement that the numbers 0 = ρ0 < ρ1 < · · · < ρK−1 < ρK =∞ satisfy
(38)
∫ ρk
0
fψ(r) d r =
k
K
, k = 0, 1, . . . , K − 1, K.
For a qualitative estimate we may assume a rate of convergence ofK−βg(K) (β ≥ 1), where
g(K) may not grow faster than any power of K. The convergence rates of both contribu-
tions to the right-hand side of (36) are matched when K is of order M
1
β
1
d . This in turn
would imply that an upper bound of the expected value (36) has order g(N
1
1+βd )
/
N
1+ 1
d+1/β .
The lower bound has the same order, since no cancellation can take place by non-negativity
of the two contributions to the expected value (36).
The following assertion is a consequence of these remarks.
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Corollary 7. Under the assumptions of Theorem 4, let (A
(M,K)
m,k ) be a small-diameter equal
mass partition of Rd+1 into N =MK parts of equal mass 1/N . If∫ ∞
0
Φ(r) fψ(r) d r − 1
K
K∑
k=1
∫ ρk
ρk−1
∫ ρk
ρk−1
Φ(min{r, ρ})fψ(r) d r
1/K
fψ(ρ) d ρ
1/K
≤ C(φ, ψ)g(K)
Kβ
,
where ρ0, . . . , ρK satisfy (38), for sufficiently large K for some fixed β ≥ 1 and g(K) a
function not growing faster than any power of K, then K is of order M
1
β
1
d and
E
[
sup
f∈H(K),
‖f‖K≤1
∣∣∣∣∣ 1MK
M∑
m=1
K∑
k=1
f(y
(M,K)
m,k )−
∫
Rd+1
f(y)ψ(y) dλd+1(y)
∣∣∣∣∣
2 ]
≤ C ′(φ, ψ)g(N
1
1+βd )
N1+
1
d+1/β
,
where y
(M,K)
m,k is chosen randomly from A
(M,K)
m,k with respect to the probability measure η
(M,K)
m,k
induced by the density function ψ (i.e., d η
(M,K)
m,k (ρy
∗) = KM d σd|Dm,M (y∗) fψ(ρ) d ρ|[ρk−1,ρk)).
The expected value satisfies an analogue lower bound when the first inequality can be re-
versed.
We observe that the bound for the expected value above (that is, the worst case error of a
typical N -point sample chosen according to the compartmentalization strategy) approaches
the lower bound N−1−1/d (cf. Theorem 3) as β becomes large.
Theorem 6 for K = 1 provides the worst-case error behavior for a typical sample of M
points ρ1y
∗
1, . . . , ρMy
∗
M ∈ Rd+1 such that in each section
A(M)m : =A
(M,1)
m,1 : =
{
ρx∗ ∈ Rd+1 : x∗ ∈ Dm,M , ρ ≥ 0
}
, 1 ≤ m ≤M,
exactly one point is randomly selected. The radii are independently and identically fψ λ1-
distributed. The points y∗1, . . . ,y
∗
M are so-called randomized equal area points on S
d; i.e,
the mth point is selected at random from Dm,M with respect to uniform measure on Dm,M .
It is shown in [4] that (cf. (35))
β ′
M1+1/d
≤ [wce(Q[{y∗1, . . . ,y∗M}];H(KS))]2 ≤
β
M1+1/d
,
where β, β ′ > 0 depend on the H(KS)-norm, but are independent ofM , and β also depends
on the sequence of equal area partitions (DN) of Sd with small diameter. For the spatial
variant of randomized equal area points on Sd we have the following corollary of Theorem 6.
Corollary 8. Under the assumptions of Theorem 4, let (A
(M)
m ) be a small-diameter equal
mass partition of Rd+1 into M parts of equal mass 1/M . Then
E
[{wce(Q[{y(M)1 , . . . ,y(M)M }];H(K))}2] = 1M
[∫ ∞
0
Φ(r) fψ(r) d r −W (KR, fψ)
]
+
Cd
M
W (KR, fψ)
[
1
M
M∑
m=1
∫
Dm,M
∫
Dm,M
‖x∗ − y∗‖ dσd(x
∗)
1/M
dσd(x
∗)
1/M
]
,
(39)
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where y
(M)
m is chosen randomly from A
(M)
m with respect to the probability measure η
(M)
m
induced by the density function ψ (i.e., d η
(M)
m (ρy∗) =M d σd|Dm,M (y∗) fψ(ρ) d ρ).
From (37) (small-diameter constraints) we see that the second part of the right-hand
side of the above formula is of optimal order M−1−1/d.
We conclude this subsection by discussing a discrete randomized assignment process.
Given a collection of pairwise different radii {ρ1, . . . , ρN} and a configuration of N pairwise
different points {y∗1, . . . ,y∗N} on Sd, a sample of N points in Rd+1 can be obtained by
assigning to each point y∗j a radius ρπ(j) at random. In the “selection without replacement”
model this pi is a permutation uniformly chosen from the symmetric group SN .
Theorem 9. Let {y∗1, . . . ,y∗N} be collection of N pairwise different points on Sd and
{ρ1, . . . , ρN} a family of N pairwise different positive radii. Under the assumptions of
Theorem 4,
E
[{wce(Q[{ρπ(1)y∗1, . . . , ρπ(N)y∗N}];H(K))}2]
=
[
1
N(N − 1)
N∑
ℓ=1
N∑
m=1
ℓ 6=m
KR(ρℓ, ρm)
][
1
N2
N∑
i=1
N∑
j=1
KS(y∗i ,y∗j )
]
+
1
N
[
1
N
N∑
i=1
KR(ρi, ρi)− 1
N(N − 1)
N∑
ℓ=1
N∑
m=1
ℓ 6=m
KR(ρℓ, ρm)
]
[1−W (KS)]
+
[
1
N2
N∑
ℓ=1
N∑
m=1
KR(ρℓ, ρm)− 2
N
N∑
j=1
∫ ∞
0
KR(r, ρj) fψ(r) d r
]
W (KS),
(40)
where pi is a permutation uniformly chosen from the symmetric group SN .
Proof. Let |SN | denote the cardinality SN . By Theorem 4 (also cf. Proof of Theorem 4)
E
[{wce(Q[{ρπ(1)y∗1, . . . , ρπ(N)y∗N}];H(K))}2]
=
1
|SN |
∑
π∈SN
{wce(Q[{ρπ(1)y∗1, . . . , ρπ(N)y∗N}];H(K))}2
=
1
|SN |
∑
π∈SN
[
1
N2
N∑
j=1
K(ρπ(j)y∗j , ρπ(j)y∗j ) +
1
N2
N∑
i=1
N∑
j=1
i 6=j
K(ρπ(i)y∗i , ρπ(j)y∗j )
]
− 1|SN |
∑
π∈SN
2
N
N∑
j=1
[∫ ∞
0
KR(r, ρπ(j)) fψ(r) d r
]
W (KS).
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Collecting terms with the same pi(i) and pi(j), we arrive at
E
[{wce(Q[{ρπ(1)y∗1, . . . , ρπ(N)y∗N}];H(K))}2] = 1N 1N2
N∑
i=1
N∑
j=1
K(ρiy∗j , ρiy∗j )
+
1
N(N − 1)
1
N2
N∑
ℓ=1
N∑
m=1
ℓ 6=m
N∑
i=1
N∑
j=1
i 6=j
K(ρℓy∗i , ρmy∗j )−
2
N
N∑
j=1
[∫ ∞
0
KR(r, ρj) fψ(r) d r
]
W (KS).
Substituting (9) and (30), we have
E
[{wce(Q[{ρπ(1)y∗1, . . . , ρπ(N)y∗N}];H(K))}2] = 1N 1N2
N∑
i=1
N∑
j=1
KR(ρi, ρi)
+
[
1
N(N − 1)
N∑
ℓ=1
N∑
m=1
ℓ 6=m
KR(ρℓ, ρm)
][
1
N2
N∑
i=1
N∑
j=1
i 6=j
KS(y
∗
i ,y
∗
j )
]
− 2
N
N∑
j=1
[∫ ∞
0
KR(r, ρj) fψ(r) d r
]
W (KS) +W (KR, fψ)W (KS).
Rearranging terms, we get
E
[{wce(Q[{ρπ(1)y∗1, . . . , ρπ(N)y∗N}];H(K))}2] = 1N 1N
N∑
i=1
KR(ρi, ρi)
+
[
1
N(N − 1)
N∑
ℓ=1
N∑
m=1
ℓ 6=m
KR(ρℓ, ρm)
][
1
N2
N∑
i=1
N∑
j=1
KS(y∗i ,y∗j )−
1
N
+W (KS)
]
− 2
N
N∑
j=1
[∫ ∞
0
KR(r, ρj) fψ(r) d r
]
W (KS) +W (KR, fψ)W (KS)
=
[
1
N(N − 1)
N∑
ℓ=1
N∑
m=1
ℓ 6=m
KR(ρℓ, ρm)
][
1
N2
N∑
i=1
N∑
j=1
KS(y∗i ,y∗j )
]
+
1
N
1
N
N∑
i=1
KR(ρi, ρi)− 1
N
1
N(N − 1)
N∑
ℓ=1
N∑
m=1
ℓ 6=m
KR(ρℓ, ρm)
+
[
1
N(N − 1)
N∑
ℓ=1
N∑
m=1
ℓ 6=m
KR(ρℓ, ρm)− 2
N
N∑
j=1
∫ ∞
0
KR(r, ρj) fψ(r) d r
]
W (KS).
The result follows by rearrangement of terms. 
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We observe that the right-hand side of (40) consists of three non-negative parts: (A) The
first part contains the worst-case error (35) of a QMC method with nodes on Sd for
H(d+1)/2(Sd), (B) a connection term comparing the average values of the diagonal terms
and the non-diagonal terms of the kernel KR multiplied by 1/N , and (C) a worst-case
error as given in the following result.
Theorem 10. Let H(KR) be the Hilbert space uniquely defined by the reproducing kernel
(3) with closed form (5). Then the QMC method
Q˜[{ρ1, . . . , ρN}](g) : = 1
N
N∑
j=1
g(rj), g ∈ H(KR),
with positive radii ρ1, . . . , ρN approximating the exact integral
I˜[fψ](g) : =
∫ ∞
0
g(r) fψ(r) d r,
where the density function fψ is given in (27), has the following worst-case error represen-
tations
wce(Q˜[{ρ1, . . . , ρN}];H(KR)) =
(
1
N2
N∑
ℓ=1
N∑
m=1
KR(ρℓ, ρm)− 2
N
N∑
j=1
∫ ∞
0
KR(r, ρj) fψ(r) d r
)1/2
= DRL2({ρ1, . . . , ρN}).
Here, DRL2({ρ1, . . . , ρN}) denotes the L2-discrepancy
DRL2({ρ1, . . . , ρN}) : =
(∫ ∞
0
∣∣∣δ˜[{ρ1, . . . , ρN}](R)∣∣∣2 φ(R) dR)1/2
of the collection {ρ1, . . . , ρN} with local discrepancy function
δ˜[{ρ1, . . . , ρN}](R) : = 1
N
N∑
j=1
1[R,∞)(ρj)−
∫ ∞
R
fψ(ρ) d ρ
with respect to half-open infinite intervals [R,∞) as test sets.
Proof. The worst-case error forms can be derived similarly as in Section 2.2. We leave the
details to the reader. 
2.5. Normal and Nakagami distribution. The Nakagami distribution with shape pa-
rameter ν and spread Ω is used in engineering applications (cf., e.g., [14]). Its probability
density function is given by
(41)
2νν
Γ(ν)Ων
x2ν−1 exp(− ν
Ω
x2), x > 0,
and the corresponding cumulative distribution function is given by
P(ν,
ν
Ω
x2),
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where P(a, x) and Q(a, x) are the regularized incomplete gamma functions
P(a, x) : =
γ(a, x)
Γ(a)
, γ(a, x) : =
∫ x
0
e−t ta−1 d t,(42a)
Q(a, x) : =
Γ(a, x)
Γ(a)
, Γ(a, x) : =
∫ ∞
x
e−t ta−1 d t.(42b)
Suppose that the probability density function ψ in (25) is given by means of
(43a) fψ(r) = ωdh(r) r
d : =
2
Γ(ν)
( ν
B
)ν
r2ν−1 exp(− ν
B
r2), r > 0,
where ν > 0 and B > 0. Then
(43b)
∫ ∞
ρ
fψ(r) d r =
2
Γ(ν)
( ν
B
)ν ∫ ∞
ρ
exp(− ν
B
r2) r2ν−1 d r = Q(ν,
ν
B
ρ2).
Furthermore, we assume that for some µ > 0 and A > 0,
(43c) (1− Φ(ρ)) fψ(ρ) = 2
Γ(µ)
( µ
B
)µ
ρ2µ−1 exp(−µ
A
ρ2), ρ > 0,
or equivalently,
(43d) 1−Φ(ρ) =
∫ ∞
ρ
φ(r) d r =
Γ(ν)
Γ(µ)
( µ
B
)µ ( ν
B
)−ν
ρ2µ−2ν exp
(−(µ
A
− ν
B
)
ρ2
)
, ρ > 0.
By definition (4) the function Φ(ρ), ρ ≥ 0, is a cdf with non-negative probability density
function φ(R). Given that Φ satisfies (43d), by assumption (43c), we have the following
additional restriction on the positive parameters µ,A and ν, B; namely µ = ν and A < B.
In the following let ν = µ > 0 and 0 < A < B. Then
(43e) Φ(ρ) =
∫ ρ
0
φ(r) d r = 1− exp (− µ( 1
A
− 1
B
)
ρ2
)
, ρ > 0.
We need the following integral which appears in the worst-case error formula of Theorem 4∫ ρ
0
Φ(r) fψ(r) d r =
∫ ρ
0
fψ(r) d r −
∫ ρ
0
(1− Φ(r)) fψ(r) d r
= P
(
µ,
µ
B
ρ2
)− (A
B
)µ
P
(
µ,
µ
A
ρ2
)
.(44)
Consequently, it follows that (29) can be written as∫
Rd+1
K(x, ρy∗)ψ(x) dλd+1(x)
= W (KS)
[
Φ(ρ) Q(µ,
µ
B
ρ2) + P
(
µ,
µ
B
ρ2
)−(A
B
)µ
P
(
µ,
µ
A
ρ2
)−W (KR, fψ)
]
= W (KS)
[
1− (1− Φ(ρ)) Q(µ, µ
B
ρ2)−
(
A
B
)µ
P
(
µ,
µ
A
ρ2
)−W (KR, fψ)
]
.(45)
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Furthermore, (31) can be evaluated as follows:
W (KR, fψ) = 1− 2
∫ ∞
0
exp
(− µ( 1
A
− 1
B
)
ρ2
)
Q(µ,
µ
B
ρ2) fψ(ρ) d ρ
= 1− 4
Γ(µ)
( µ
B
)µ ∫ ∞
0
Q(µ,
µ
B
ρ2)ρ2µ−1 exp
(− µ
A
ρ2) d ρ
= 1− 2
Γ(µ)
∫ ∞
0
Q(µ, x) exp(−B
A
x) xµ−1 d x.
We then use [6, Eq. 8.14.6] to express the integral in terms of a Gaussian hypergeometric
function. We have
1
Γ(µ)
∫ ∞
0
Q(µ, x) exp(−B
A
x) xµ−1 d x =
1
Γ(µ)
Γ(2µ)
µ Γ(µ)
(
1 +
B
A
)−2µ
2F1
(
1, 2µ
1 + µ;
B/A
1 +B/A
)
.
On observing that the regularized incomplete beta function, defined by (cf. [6, Eq 8.17.2])
(46) Ix(a, b) : =
Bx(a, b)
B(a, b)
, 0 ≤ x ≤ 1 (a, b > 0)
where (cf. [6, Eq.s 8.17.1 and 8.17.3])
(47) Bx(a, b) : =
∫ x
0
ta−1 (1− t)b−1 d t, 0 ≤ x ≤ 1 (a, b > 0)
and
(48) B(a, b) =
Γ(a) Γ(b)
Γ(a+ b)
, a, b > 0,
has the hypergeometric function representation (cf. [6, Eq. 8.17.8])
(49) Ix(a, b) =
Γ(a+ b)
aΓ(a) Γ(b)
xa (1− x)b 2F1
(
1, a+ b
a + 1
; x
)
,
we arrive at
(50) W (KR, fψ) = 1− 2
(
A
B
)µ
I B/A
1+B/A
(µ, µ).
We summarize these observations as follows.
Theorem 11. Let H(K) be the Hilbert space uniquely defined by the reproducing kernel
(10) with closed form (9) and the density ψ be isotropic satisfying (25) and (26). Suppose
(43a). Further, we assume that Φ(ρ) is given by (43e); hence
K(rx∗, ρy∗) = (1− Cd ‖x∗ − y∗‖)
[
1− exp
(
− µ
( 1
A
− 1
B
)
min{r2, ρ2}
)]
,
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r, ρ ≥ 0, x∗,y∗ ∈ Sd, where the parameters µ, A and B satisfy µ > 0 and 0 < A < B. For
a method Q[XN ] with node set XN = {x1, . . . ,xN} ⊆ Rd+1 one has
wce(Q[XN ];H(K)) =
(
1
N2
N∑
i=1
N∑
j=1
K(xi,xj)
− 2
N
N∑
j=1
[
1− (1− Φ(‖xj‖)) Q(µ, µ
B
‖xj‖2)−
(
A
B
)µ
P
(
µ,
µ
A
‖xj‖2
)−W (KR, fψ)
]
W (KS)
)1/2
.
The functions P(a, x), Q(a, x) are the regularized incomplete gamma functions given in (42).
The root mean square error of the QMC method for typical node sets reads now as
follows.
Theorem 12. Under the assumptions of Theorem 11,√
E
[{wce(Q[{y1, . . . ,yN}];H(K))}2]
=
1√
N
(
1−
(
A
B
)µ
− [1− CdW (Sd)] [1− 2(A
B
)µ
I 1
1+A/B
(µ, µ)
])1/2
,
where the points y1, . . . ,yN are independently and identically ψλd+1-distributed in R
d+1.
Proof. Under the assumptions of Theorem 11, by (44),
(51)
∫
Rd+1
Φ(‖x‖)ψ(x) dλd+1(x) =
∫ ∞
0
Φ(r) fψ(r) d r = 1−
(
A
B
)µ
.
Hence, by Theorem 2, (30) and (50),∫
Rd+1
Φ(‖x‖)ψ(x) dλd+1(x)−W (K)
= 1−
(
A
B
)µ
− [1− CdW (Sd)] [1− 2(A
B
)µ
I 1
1+A/B
(µ, µ)
]
.
The right-hand side above is positive for µ/A > ν/B and µ ≥ ν. This can be seen from
the following observations: By (6) and (8) the sequence (ad) with ad = CdW (S
d) is strictly
decreasing and a2 = 1/3. Furthermore, the regularized incomplete beta function Ix(a, a) is
strictly increasing in x on (0, 1) and I 1
1+A/B
(µ, µ) ≥ 1/2. 
The analogue of Theorem 5 is the following.
Corollary 13. Under the assumptions of Theorem 11,
E
[{wce(Q[{ρ1y∗1, . . . , ρNy∗N}];H(K))}2]
=
1
N
(
A
B
)µ [
2 I 1
1+A/B
(µ, µ)− 1
]
+W (KR, fψ)
[
1
N2
N∑
i=1
N∑
j=1
KS(y∗i ,y∗j )
]
,
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where y∗1, . . . ,y
∗
N ∈ Sd are fixed and the radii ρ1, . . . , ρN are independently and identically
fψ(r)λ1-distributed. W (KR, fψ) is given in (50).
Proof. The result is a consequence of Theorem 5 and (50) and (51). 
When compartmentalizing the selection of random points, we get the following analogue
of Theorem 6. Here, we only provide an asymptotic relation giving the order of the dom-
inant term. For the statement of the result we make use of the notation an ≍ bn, which
means that there are numbers c1 and c2 such that c1an ≤ bn ≤ c2an for sufficiently large n.
Corollary 14. Under the assumptions of Theorem 11, let (A
(M,K)
m,k ), where K ≍ M1/d as
M →∞, be a small-diameter equal mass partition of Rd+1 into MK parts of equal mass.
Then
E
[
sup
f∈H(K),
‖f‖K≤1
∣∣∣∣∣ 1MK
M∑
m=1
K∑
k=1
f(y
(M,K)
m,k )−
∫
Rd+1
f(y)ψ(y) dλd+1(y)
∣∣∣∣∣
2 ]
≍ 1
(MK)1+1/(d+1)
,
where y
(M,K)
m,k is chosen randomly from A
(M,K)
m,k with respect to the probability measure η
(M,K)
m,k
induced by the density function ψ; that is,
d η
(M,K)
m,k (ρy
∗) = KM d σd|Dm,M (y∗)
2
Γ(µ)
( µ
B
)µ
ρ2µ−1 exp(− µ
B
ρ2) d ρ|[ρk−1,ρk).
Proof. This result follows from Theorems 6 using the explicit kernel given in Theorem 11.
Application of Euler-MacLaurin summation enables us to derive the leading order term of
the asymptotics for large N .
First observe, that the radii 0 = ρ0 < ρ1 < · · · < ρK−1 < ρK =∞ are defined by
1
K
=
∫ ρk
ρk−1
fψ(r) d r = Q(µ,
µ
B
ρ2k−1)−Q(µ,
µ
B
ρ2k), k = 1, . . . , K.
That is, we can write
(52) Q(µ,
µ
B
ρ2k) = 1−
k
K
,
µ
B
ρ2k = Q
-1(µ, 1− k
K
), k = 0, . . . , K,
where Q-1(µ, s) is the inverse regularized incomplete gamma function, which gives the
solution for z in s = Q(µ, z) (cf. (42)). Next, direct and straightforward computation
shows that (cf. (31) and (43b))
Fk,K : =
∫ ρk
ρk−1
∫ ρk
ρk−1
(1− Φ(min{r, ρ})) fψ(r) d r
1/K
fψ(ρ) d ρ
1/K
= K2 2
∫ ρk
ρk−1
(1− Φ(ρ))
{∫ ρk
ρ
fψ(r) d r
}
fψ(ρ) d ρ
= K2 2
∫ ρk
ρk−1
(1− Φ(ρ))
{∫ ∞
ρ
fψ(r) d r −Q(µ, µ
B
ρ2k)
}
fψ(ρ) d ρ.
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Hence, by (52) and using (44),
1
K
K∑
k=1
Fk,K = K
[
2
∫ ∞
0
(1− Φ(ρ))
{∫ ∞
ρ
fψ(r) d r
}
fψ(ρ) d ρ
− 2
(
A
B
)µ K∑
k=1
(
1− k
K
){
P
(
µ,
µ
A
ρ2k
)− P (µ, µ
A
ρ2k−1
)}]
.
By (32) and (50) and rearrangement of terms
1
K
K∑
k=1
Fk,K = K
[
2
(
A
B
)µ
I B
A+B
(µ, µ)− 2
(
A
B
)µ
1
K
K−1∑
k=0
P
(
µ,
µ
A
ρ2k
)]
= K
[
2
(
A
B
)µ
1
K
K−1∑
k=0
Q
(
µ,
B
A
Q-1
(
µ, 1− k
K
))− 2(A
B
)µ
I A
A+B
(µ, µ)
]
.(53)
Furthermore, from (44),
1
K
K∑
k=1
∫ ρk
ρk−1
(1− Φ(r)) fψ(r) d r
1/K
=
∫ ∞
0
(1− Φ(r)) fψ(r) d r =
(
A
B
)µ
.
These observations lead to
∆K : =
1
K
K∑
k=1
[∫ ρk
ρk−1
Φ(r)
fψ(r) d r
1/K
−
∫ ρk
ρk−1
∫ ρk
ρk−1
Φ(min{r, ρ})fψ(r) d r
1/K
fψ(ρ) d ρ
1/K
]
=
1
K
K∑
k=1
Fk,K − 1
K
K∑
k=1
∫ ρk
ρk−1
(1− Φ(r)) fψ(r) d r
1/K
= 2
(
A
B
)µ [K−1∑
k=0
Q
(
µ,
B
A
Q-1
(
µ, 1− k
K
))−K I A
A+B
(µ, µ)− 1
2
]
.
Application of the Euler-MacLaurin summation formula (see Appendix C) yields the up
to second order exact asymptotics
1
K
K−1∑
k=0
Q
(
µ,
B
A
Q-1
(
µ, 1− k
K
)) ∼ I A
A+B
(µ, µ) +
1
2
1
K
+
1
2
(
B
A
)µ
cd(A,B, µ)
K2
as K →∞
with cd(A,B, µ) = 1/6 and therefore the asymptotic formulas
∆K ∼ cd(A,B, µ)
K
as K →∞
and
1
K
K∑
k=1
Fk,K ∼
(
A
B
)µ
+
cd(A,B, µ)
K
as K →∞
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and
1
K
K∑
k=1
∫ ρk
ρk−1
∫ ρk
ρk−1
Φ(min{r, ρ})fψ(r) d r
1/K
fψ(ρ) d ρ
1/K
= 1− 1
K
K∑
k=1
Fk,K ∼ 1−
(
A
B
)µ
− cd(A,B, µ)
K
as K →∞.
Hence we get a first order asymptotic relation for the right-hand side of (36) of the form
(as K →∞)
1
MK
cd(A,B, µ)
K
+
Cd
MK
[
1−
(
A
B
)µ][
1
M
M∑
m=1
∫
Dm,M
∫
Dm,M
‖x∗ − y∗‖ d σd(x
∗)
1/M
d σd(y
∗)
1/M
]
.
Taking into account that the right-most square-bracketed expression is of optimal order
M−1/d as M →∞ (see part (A) of remarks after Theorem 6), we arrive at
cd(A,B, µ)
MK2
+
Cd
[
1− (A
B
)µ]
M1+1/dK
as M,K →∞.
The relation between M and K can be chosen such that MK2 ≍M1+1/dK a M,K →∞,
which implies that K ≍M1/d. Since N =MK, we get that MK2 ≍M1+2/d ≍ N1+1/(d+1).
The result follows. 
3. Numerical results
In this section we present numerical results for our quadrature method. In particular,
we apply it to option pricing problems. For our method the quadrature points are obtained
by generating uniformly distributed points on Sd−1 and then varying the distance of each
point from the origin such that the resulting point set emulates a normally distributed
point set in space. More concretely, we first generate Sobol’ points in the cube [0, 1]d.
The first d − 1 components of a Sobol’ point are used to generate a point on Sd−1 via an
area-preserving map whereas the d-th component provides the radial component after a
transformation that uses the χ distribution. In this way we obtain a uniformly distributed
point set on Sd−1 and (utilizing the radial components) a normally distributed point set in
space. We describe the details of this construction in the following subsection.
3.1. Construction of points for our method.
Construction of points on Sd−1. In the following we describe the mapping from the unit
cube [0, 1)d−1 to Sd−1. We need the regularized incomplete beta function given by
(54) Iz(a, b) = Bz(a, b)/B(a, b), B(a, b) = B1(a, b), Bz(a, b) =
∫ z
0
ua−1 (1− u)b−1 du.
For integers d ≥ 3 we define the function hd : [0, 1]→ [0, 1] by means of hd(x) : = Ix(d/2, d/2)
and denote its inverse function by h−1d . Then we define the mapping T : [0, 1)
d−1 → Sd−1,
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T (x) = y(d−1), inductively as follows: given x = (x1, x2, . . . , xd−1) ∈ [0, 1)d−1,
(55)
x1 7→ y(1) = (cos(2pix1), sin(2pix1)),
(x1, x2) 7→ y(2) =
(√
1− (1− 2x2)2 y(1), 1− 2x2
)
,
(x1, x2, x3) 7→ y(3) =
(√
1− (1− 2h−13 (x3))2 y(2), 1− 2h−13 (x3)
)
,
...
(x1, x2, . . . , xd−1) 7→ y(d−1) =
(√
1− (1− 2h−1d−1(xd−1))2 y(d−2), 1− 2h−1d−1(xd−1)
)
.
In Appendix B we show that the transformation T is area preserving. In particular, if x is
uniformly distributed in [0, 1)d, then T (x) is uniformly distributed on Sd−1.
Points in Rd. To obtain points in Rd which have standard normal distribution, we use the
mapping Φ : [0, 1)d → Rd given by
Φ(x) : =F−1d (xd) T (x1, . . . , xd−1), x = (x1, . . . , xd) ∈ [0, 1)d,
where F−1d : [0, 1) → [0,∞) is the inverse cdf of the χ-distribution with d degrees of
freedom. This χ-distribution is a special case of the Nakagami distribution with shape
parameter ν = d/2 and spread Ω = d, see (41), with probability density function
fd(x) =
21−d/2
Γ(d/2)
xd−1 ex
2/2
and cumulative distribution function
Fd(x) = P(d/2, x
2/2)
expressed in terms of the regularized incomplete gamma functions P(a, b) given in (42).
Sobol’ points. In order to obtain a point set in Rd with normal distribution, we first generate
Sobol’ points x1,x2, . . . ,xN ∈ [0, 1)d and then set yn = Φ(xn) for 1 ≤ n ≤ N .
3.2. A trial integral on the sphere. In the following we compare the performance of
our quadrature point construction (see (55)) with two standard constructions, namely:
Inverse normal cdf: It is well-known that the normalized random vector
(Z1, . . . , Zd)/
√
Z21 + · · ·+ Z2d
is uniformly distributed on Sd−1 for a collection of d random variables Z1, . . . , Zd
that are independent and identically standard normal distributed. Utilizing this
fact, a standard method to construct quadrature points on Sd−1 is by mapping a
well-distributed set in (0, 1)d to Rd using the inverse standard normal cdf for each
point coordinate and subsequently normalize each point so that it lies on Sd−1. For
our numerical result we use scrambled Sobol’ point sets [20] in (0, 1)d.
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Random points on Sd−1: A collection of random points in [0, 1)d is mapped to Sd−1
using the transformation T from Section 3.1. We use matlab functionality to gen-
erate pseudo random point sets in [0, 1)d and then map them to the sphere using T .
We numerically approximate the exact integral
I : =
∫
Sd
f(x) dσd(x)
using the equal weight quadrature rule
1
N
N∑
n=1
f(xn).
As trial function we choose f(x) = (x1 + x2 + · · ·+ xd)2. Then we have
I =
∫
Sd
(x1 + x2 + · · ·+ xd)2 d σd(x) =
∫
Sd
(
1 + 2
∑
1≤i<j≤d
xixj
)
d σd(x) = 1,
where the last step follows by symmetry and the fact that
∫
Sd
d σd = 1.
In Tables 1, 2 and 3 we present the integration error∣∣∣∣∣I − 1N
N∑
n=1
f(xn)
∣∣∣∣∣
for each of the three constructions: the first uses the inverse beta function and Sobol’
points from Section 3.1, the second uses a normalization of Sobol’ points transformed to
Rd via the inverse normal cdf, and the third uses random points on the sphere.
Table 1. d = 16
Inverse beta function Inverse normal cdf Random points
1024 1.95E-02 4.32E-02 4.65E-02
4096 5.67E-03 1.36E-03 1.36E-02
16384 3.82E-03 4.01E-03 1.51E-02
65536 8.89E-04 8.54E-04 2.67E-03
262144 1.25E-04 2.22E-04 1.76E-03
1048576 6.08E-05 4.35E-05 5.71E-04
Table 2. d = 32
Inverse beta function Inverse normal cdf Random points
1024 5.75E-02 7.05E-02 4.08E-02
4096 1.22E-02 2.99E-02 2.68E-02
16384 2.35E-04 5.27E-03 2.76E-02
65536 1.04E-03 1.07E-03 9.51E-03
262144 2.47E-04 7.85E-04 1.81E-03
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Table 3. d = 64
Inverse beta function Inverse normal cdf Random points
1024 1.86E-02 6.84E-03 3.11E-02
4096 2.23E-02 5.86E-03 3.11E-03
16384 1.05E-02 1.58E-02 8.61E-03
65536 2.16E-03 4.83E-03 3.56E-04
In these numerical approximations the first construction usually yields the best result
followed by the inverse normal cdf construction and the random points.
3.3. Option pricing problems. We use our numerical scheme now to approximate option
prices and compare it to standard Monte Carlo and Quasi-Monte Carlo approximations
(see for instance [7, 8, 15, 23, 24] for more background on the numerics of option pricing).
We consider the problem of pricing several types of options, where the underlying asset
price St is driven by a geometric Brownian motion with SDE
dSt = µSt d t+ σSt dBt,
where µ is the mean growth rate, σ the volatility and Bt is a standard Brownian motion.
For simplicity we assume that the asset prices are observed at equally spaces times tj = j∆t
for j = 1, 2, . . . , d with ∆t = T/d and where T is the time at the expiration date.
Arithmetic Asian Call Option. The payoff of a discrete arithmetic Asian call option is
(56) CA = max
{
S −K, 0},
where K is the strike price and
S =
1
d
d∑
j=1
Stj
is the arithmetic mean of equally time-spaced underlying asset prices at times tj = j∆t.
According to the principle of risk-neutral valuation, the price of such an option could be
presented as (see [13])
CA = EQ
[
e−µT max
{
S −K, 0}],
where EQ[·] is the expectation under the risk-neutral measure Q. Under Q, the asset price
at time tj is
(57) Stj = S0 exp
((
µ− σ
2
2
)
tj + σBtj
)
,
where µ is the risk-free rate, S0 is the asset price at time t = 0 and (Bt1 , . . . , Btd)
T ∼
N(0,Σ), where the components of the covariance matrix are given by Σ(i, j) = ∆tmin(ti, tj).
One way to generate the set of random variables Btj is by a random walk construction,
where Bt0 = 0 and
Btj =Btj−1 +
√
∆t Zj, for j = 1, . . . , d,(58)
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where Z1, . . . , Zd are independent standard normal random variables. Using (57) we can
randomly generate asset prices Stj for j = 1, 2, . . . , d and thus obtain an estimation of the
payoff (56).
There are also variations of the standard random walk construction (58), which often per-
form better in combination with deterministic sampling methods. To obtain other possible
constructions, we can view the vector (Bt1 , Bt2 , . . . , Btd) as a vector whose components are
normally distributed, each component having mean 0 and the vector of random variables
has covariance matrix
Σ = ∆t

1 1 1 . . . 1
1 2 2 . . . 2
1 2 3 . . . 3
...
...
...
. . .
...
1 2 3 . . . n
 .
Then if Z1, . . . , Zd ∼ N(0, 1) and A is a matrix such that AA⊤ = Σ, then the vector of
random variables
A
Z1...
Zd

has the same mean and variance as the vector (Bt1 , . . . , Btd)
⊤. The standard construction
chooses
A =
√
∆t

1 0 0 . . . 0
1 1 0 . . . 0
...
...
. . .
. . .
...
1 1 . . . 1 0
1 1 . . . . . . 1
 .
The Principle Component Analysis (PCA) construction on the other hand works the
following way. Let λ1 ≥ λ2 ≥ · · · ≥ λd ≥ 0 be the eigenvalues and v1, v2, . . . , vd ∈ Rd
be the corresponding normalized eigenvectors of Σ. Then in the PCA construction, one
chooses
A =
(√
λ1v1, . . . ,
√
λdvd
)
.
The traditional way to generate normal random variables Z1, Z2, . . . , Zd ∼ N(0, 1) is
by using the inverse normal cumulative distribution function Φ−1 and pseudo random
points in (0, 1)d, that is, zj = Φ
−1(uj), where uj ∈ (0, 1). We use this method as a
benchmark (termed MC (Monte Carlo) in the table below). For this method, there is no
noticeable difference between the standard construction and the PCA construction and
thus we only use the standard construction in this case. The Quasi-Monte Carlo approach
replaces the pseudo-random numbers with low-discrepancy point sets {x1, . . . ,xN}, where
xn = (x1,n, . . . , xd,n) ∈ (0, 1)d. In our case we use scrambled Sobol’ point sets [20] for the
numerical simulations. We generate vectors (z1,n, . . . , zd,n) ∈ Rd by setting zj,n = Φ−1(xj,n)
and using the vectors (z1, . . . , zd,n) in the standard or PCA construction. In this case
we perform the numerical simulations for both, the standard construction and the PCA
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construction. These results serve as a second benchmark. The third main construction
generates the points (z1,n, . . . , zd,n) ∈ Rd using the method described in Section 3.1. It
should be noted that except for the Monte Carlo method, we use scrambled Sobol’ points,
where we perform 128 independent scramblings (i.e., we choose a Sobol’ point set of size
N/128 and use 128 scramblings to generate N points altogether). Scrambling has been
introduced in [19] and simplified versions which are easier to implement have been discussed
in [11, 16, 21].
Table 4. Asian option
Inverse normal Sphere normal
N MC Sobol’ & Standard Sobol’ & PCA Sphere & Standard Sphere & PCA
32768 4.2E-02 1.4E-02 5.8E-03 1.5E-02 5.6E-03
65536 3.5E-02 1.0E-02 3.2E-03 1.1E-02 2.8E-03
131072 2.4E-02 4.9E-03 1.7E-03 5.2E-03 1.8E-03
262144 1.6E-02 2.8E-03 7.7E-04 3.2E-03 7.0E-04
524288 1.3E-02 2.1E-03 3.8E-04 1.7E-03 3.1E-04
In our numerical simulation, we assume that
S0 = 100, K = 100, T = 1, σ = 0.2, µ = 0.05, d = 30.
Table 4 shows the numerical results, which contains the standard deviation for each point
set and path construction method. We observe that our sphere normal generation achieves
a clear advantage over the crude Monte Carlo method with traditional normal vector gen-
eration. The results are largely similar to the Sobol’ point set using the inverse cumulative
distribution function (although often marginally better). We also observe that the PCA
construction significantly improves both constructions using Sobol’ point sets, the inverse
normal cumulative distribution function method and the spherical method. This may indi-
cate that our sphere construction, like the construction via the inverse normal cumulative
distribution function, has especially good uniform properties in the first few dimensions
compared to the latter ones. This property is intrinsic in the Sobol’ point set and may
thus be inherited from the Sobol’ point set.
Barrier Option and Digital Option. Now we turn to more complex financial derivatives such
as barrier options and digital options, both of which have discontinuous payoff functions at
the terminal time T . Consider an up-and-out barrier Asian option, whose terminal payoff
is
Cb = 1{Smax<b} max{S −K, 0},
where 1{Smax<b} is the indicator function of {Smax < b}, b is the knock-out barrier price
and Smax given by max{St1 , . . . , Std} denotes the maximum of the underlying asset during
this time period. This option behaves in every way like an Asian option, except when
the underlying asset price moves above the knock-out barrier, in which case the option
becomes invalid.
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A digital Asian option’s payoff is
CD = 1{S>K} .
The digital option is valid only if some condition is satisfied, and its payoff could only be
0 or 1, unlike the options we discussed above.
Under the Black-Scholes model, barrier options and digital options could also be priced
by applying the risk-neutral valuation principle. Using the same notation as above, the
prices of a barrier Asian option and a digital Asian option could be written as
Cb = EQ[e
−rT 1{Smax<b} max{Save −K, 0}],(59a)
CD = EQ[e
−rT 1{Save>K}].(59b)
We simulate the asset prices in the same way as in the Asian option application.
In our numerical simulation, we assume that
S0 = 100, K = 100, b = 130, T = 1, σ = 0.2, r = 0.05, d = 30.
The numerical results are presented in Tables 5 and 6.
Table 5. Barrier option
Inverse Normal Sphere Normal
N MC Sobol’ & Standard Sobol’ & PCA Sphere & Standard Sphere & PCA
32768 2.0E-02 1.8E-02 1.2E-02 2.1E-02 1.1E-02
65536 1.5E-02 1.2E-02 9.0E-03 1.4E-02 6.9E-03
131072 1.0E-02 9.7E-03 6.0E-03 9.0E-03 5.3E-03
262144 7.9E-03 6.7E-03 3.4E-03 6.9E-03 3.3E-03
524288 5.1E-03 4.4E-03 2.4E-03 4.1E-03 2.2E-03
Table 6. Digital option
Inverse Normal Sphere Normal
N MC Sobol’ & Standard Sobol’ & PCA Sphere & Standard Sphere & PCA
32768 3.0E-03 1.5E-03 6.1E-04 1.5E-03 6.1E-04
65536 2.0E-03 1.0E-03 4.3E-04 1.1E-03 3.9E-04
131072 1.4E-03 7.8E-04 2.7E-04 6.7E-04 2.3E-04
262144 8.8E-04 4.7E-04 1.8E-04 5.0E-04 1.6E-04
524288 6.6E-04 3.5E-04 1.3E-04 3.4E-04 1.0E-04
From the numerical results of these two applications we observe that the advantage of
the constructions based on low-discrepancy point sets is diminishing and the construction
based on the inverse normal distribution function performs similarly as the construction
based on points on the sphere. We also observe that the improvement brought on by
the PCA construction is not as large as in the previous Asian option application. This
is an expected phenomenon because the barrier and digital options involve discontinuous
payoffs, therefore the integrands in (59a) and (59b) are discontinuous as well. In order to
achieve an improved rate of convergence, the low-discrepancy methods generally require
smoothness of the integrand, which is not given in these examples.
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Appendix A. Integral representation for f ∈ H(K)
We show that every f ∈ H(K) has an integral representation (11). Let f ∈ H(K). Since
the linear forms
∑n
j=1 αj K(·,yj) lie dense in H(K), there exists a sequence of functions
Un(x) : =
n∑
j=1
αn,j K(·,yn,j) ∈ H(K), n = 1, 2, 3, . . . ,
such that ‖f − Un‖K → 0 as n→∞. From (11),
Un(x) =
∫ ∞
0
∫ 1
−1
∫
Sd
1C(z∗,t;R)(x)un(z
∗, t, R) dσd(z
∗) d t φ(R) dR, x ∈ Rd+1,
where the corresponding functions un are given by
un(z
∗, t, R) : =
n∑
j=1
αn,j 1C(z∗,t;R)(yn,j).
Elementary algebra shows that
‖Un − Um‖2K =
∫ ∞
0
∫ 1
−1
∫
Sd
|un(z∗, t, R)− um(z∗, t, R)|2 dσd(z∗) d t φ(R) dR.
The sequence (Un) converges in the Hilbert space H(K) and is, thus, a Cauchy sequence
satisfying ‖Un − Um‖K → 0 as m,n → ∞. Consequently, by the above relation, (un) is a
Cauchy sequence in L2(S
d×[−1, 1]×(0,∞);µd) where dµd(z∗, t, R) = dσd(z∗) d t φ(R) dR.
Hence (un) has a limit function u ∈ L2(Sd × [−1, 1]× (0,∞);µd). Set
U(x) : =
∫ ∞
0
∫ 1
−1
∫
Sd
1C(z∗,t;R)(x)u(z
∗, t, R) dσd(z
∗) d t φ(R) dR, x ∈ Rd+1.
Then as n→∞,
‖Un − U‖2K =
∫ ∞
0
∫ 1
−1
∫
Sd
|un(z∗, t, R)− u(z∗, t, R)|2 d σd(z∗) d t φ(R) dR→ 0.
Also, by the definition of Un, ‖f − Un‖K → 0 as n→∞. Hence the right-hand side in
0 ≤ ‖f − U‖K ≤ ‖f − Un‖K + ‖Un − U‖K , n = 1, 2, . . . ,
tends to 0 as n→∞. We conclude that ‖f − U‖K = 0, which shows the assertion.
Appendix B. Mapping via cylindrical sphere coordinates
We show that the mapping used in Section 3.1 is area preserving. We show this
result for elementary intervals [0,x]; i.e., subintervals of the form
∏d
j=1[0, xj ], where
x = (x1, . . . , xd) ∈ [0, 1)d. The result for general Lebesgue measurable sets then follows.
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By a slight abuse of notation, let T(q)(x) : =y(q) be the projection of x into level q of (55).
We compute the surface area of T(d)([0,x]). Set tq = 1− 2h−1q (xq) for 2 ≤ q ≤ d. We make
use of the ’cylindrical’ decomposition (cf. Mu¨ller [17])
d σ1(y(1)) =
dφ
2pi
, d σq(y(q)) =
ωq−1
ωq
(
1− τ 2q
)q/2−1
d τq d σq−1(y(q−1)), q = 2, 3, . . . , d
of the normalized surface area measure σq on S
q, where ωq denotes the surface area of S
q.
This gives the recursion σ1(T(1)([0, x1])) =
∫ 2πx1
0
dφ/(2pi) = x1 and
σq(T(q)([0,x])) =
ωq−1
ωq
∫ 1
tq
∫
T(q−1)([0,x])
(
1− τ 2q
)q/2−1
d σq−1(xq−1) d τq
= Ψq(tq) σq−1(T(q−1)([0,x])), q = 2, 3, . . . , d,
where Ψq(t) is in fact the surface area of a spherical cap {z ∈ Sq : z · a ≥ t},
Ψq(t) = 2
q−1ωq−1
ωq
∫ (1−t)/2
0
uq/2−1 (1− u)q/2−1 du = I(1−t)/2(q/2, q/2)
in terms of the regularized incomplete beta function (see (54)). Note that Ψ2(t) = (1−t)/2.
Thus
σd(T(d)([0,x])) = x1 x2
d∏
q=3
Ih−1q (xq)(q/2, q/2) =
d∏
q=1
xq = λd([0,x]),
which shows the result for all subintervals. (By convention, an empty product equals 1.)
Appendix C. Application of Euler-MacLaurin summation
In this appendix we prove the following (up to second order exact) asymptotic result.
Lemma 15. Let µ > 0 and c > 1. Then
ΛK : =ΛK(µ, c) : =
1
K
K∑
k=1
Q
(
µ, c Q-1
(
µ,
k
K
)) ∼ I 1
1+c
(µ, µ) +
1
2
1
K
+
1
2
cµ cd(µ, c)
K2
as K →∞, where cd(µ, c) = 1/6.
For µ > 0 and c > 1, we define the function
u(x) : =Q
(
µ, c Q-1
(
µ, x
))
, 0 ≤ x ≤ 1.
It can be readily seen that limx→0+ u(x) = 0 and limx→1− u(x) = 1. The function u is
strictly monotonically increasing on (0, 1). This can be seen from the derivative
u′(x) = cµ e−(c−1)Q
-1(µ,x)
which is positive on (0, 1) and has the value 0 at 0 and cµ at 1. We shall use the estimate
(60) Q(µ, c y) =
cµ
Γ(µ)
∫ ∞
y
e−cτ τµ−1 d τ = cµ e−(c−1)τ
∗
Q(µ, y) < cµ e−(c−1)y Q(µ, y),
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where the second equality follows from the mean value theorem for some τ ∗ > y. Then
(61) u(1/K) <
cµ
K
e−(c−1)Q
-1(µ,1/K) = o(K−1) as K →∞.
Lemma 16. Let µ > 0 and c > 1. Then∫ 1
1/K
u(x) d x = I1/(1+c)(µ, µ) + o(K
−2) as K →∞.
Proof. The substitution x = Q(µ, y), d x = −(1/Γ(µ)) e−y yµ−1 d y, and changing to an
integral representation gives∫ 1
0
u(x) dx =
1
Γ(µ)
∫ ∞
0
Q(µ, c y) e−y yµ−1 d y =
1
[Γ(µ)]2
∫ ∞
0
∫ ∞
cy
e−(t+y) (ty)µ−1 d t d y.
The change of variables v = t + y and w = ty with the Jacobian 1/
√
v2 − 4w and compu-
tation with the help of Mathematica gives∫ 1
0
u(x) dx =
1
[Γ(µ)]2
∫ ∞
0
∫ c
(1+c)2
u2
0
e−v wµ−1√
v2 − 4w d v dw
=
1
2
− Γ(µ+ 1/2)√
pi Γ(µ)
c− 1
c+ 1
2F1
(
1− µ, 1/2
3/2
;
(
c− 1
c+ 1
)2)
.
The Gauss hypergeometric function can be expressed in terms of an incomplete beta func-
tion ([6, Eq. 8.17.7]) which can be turned into its regularized form; i.e., using relations for
the regularized incomplete beta function (see [6, Sec. 8.17])∫ 1
0
u(x) d x =
1
2
− 1
2
I(c−1)2/(c+1)2
(1
2
, µ
)
=
1
2
I4c/(c+1)2
(
µ,
1
2
)
= I1/(1+c)(µ, µ).
Hence ∫ 1
1/K
u(x) dx = I1/(1+c)(µ, µ)− 1
Γ(µ)
∫ ∞
Q-1(µ,1/K)
Q(µ, c y) e−y yµ−1 d y.
Using the estimate (60) with y = Q-1(µ, 1/K), the subtracted integral can be bounded as
0 <
1
Γ(µ)
∫ ∞
Q-1(µ,1/K)
Q(µ, c y) e−y yµ−1 d y <
cµ
K
∫ ∞
Q-1(µ,1/K)
e−c yyµ−1 d y =
u(1/K)
K
= o(K−2)
as K →∞, where the last step follows from (61). 
Let B˜n(x) denote the periodic Bernoulli function of degree n given by B˜n(x) = Bn(x)
for 0 ≤ x < 1 and B˜n(x + 1) = B˜n(x) for x ∈ R, where Bn(x) are Bernoulli polynomials.
In particular, B0(x) ≡ 1 and B1(x) = x− 1/2.
Lemma 17. Let µ > 0 and c > 1. Then∫ 1
1/K
u′(x) B˜1(Kx) d x =
cµ
12K
+ o(K−1) as K →∞.
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Proof. By dividing the integration domain and using the periodicity of B˜1(Kx), we get∫ 1
1/K
u′(x) B˜1(Kx) d x =
K−1∑
k=1
∫ (k+1)/K
k/K
u′(x) B˜1(Kx) d x =
1
K
K−1∑
k=1
∫ 1
0
u′
(k + y
K
) B1(y) d y.
By symmetry of B1(y) = y − 1/2 about y = 1/2, we can write∫ 1
1/K
u′(x) B˜1(Kx) d x =
1
K
∫ 1/2
0
HK(y)
(
1
2
− y
)
d y,
where
HK(y) : =
K−1∑
k=1
[
u′
(k + 1− y
K
)− u′(k + y
K
)
]
= u′
(
1− y
K
)− u′(1− y
K
)−GK(y),
and
GK(y) : =
K−1∑
k=1
[
u′
(k + y
K
)− u′(k − y
K
)
]
.
For y ∈ [0, 1/2], the square-bracketed expressions in the last two displayed formulas are
non-negative as can be seen from the positivity of
u′′(x) = Γ(µ) (c− 1) cµ e−(c−2)Q-1(µ,x) [Q-1(µ, x)]1−µ .
A mean value theorem application yields
G(y) ≤
∫ K
1
[
u′
(k + y
K
)− u′(k − y
K
)
]
d y = K
(∫ 1−(1−y)/K
(1+y)/K
−
∫ 1−(1+y)/K
(1−y)/K
)
u′(x) d x
= K
∫ 1−(1−y)/K
1−(1+y)/K
u′(x) d x−K
∫ (1+y)/K
(1−y)/K
u′(x) d x
= 2yu′(z∗)− 2yu′(z∗∗) ≤ 2y cµ
for some z∗ ∈ (1− (1 + y)/K, 1− (1− y)/K) and some z∗∗ ∈ ((1− y)/K, (1 + y)/K). So
HK(y) ≥ u′
(
1− y
K
)− u′(1− y
K
)− 2y cµ ≥ cµ (1− 2y)−
(
cµ − u′(1− 1
K
)
+ u′
( 1
K
))
for 0 ≤ y ≤ 1/2. In a similar way (details are left to the reader), one can show that
HK(y) ≤ cµ (1− 2y) +
(
cµ − u′(1− 2
K
)
+ u′
( 3
K
))
, 0 ≤ y ≤ 1/2.
Hence∫ 1
1/K
u′(x) B˜1(Kx) d x =
cµ
K
∫ 1/2
0
(1− 2y)
(
1
2
− y
)
d y + o(K−1) =
cµ
12K
+ o(K−1)
as K →∞. 
We are ready now to prove Lemma 15.
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Proof of Lemma 15. By the Euler-MacLaurin summation formula we have
ΛK =
1
K
K∑
k=1
u
( k
K
)
=
∫ 1
1/K
u(x) dx+
1
2K
(
u
( 1
K
)
+ u
(
1
))
+
1
K
RK ,
where the remainder is given by (see Lemma 17)
1
K
RK = 1
K
∫ 1
1/K
u′(x) B˜1(Kx) d x =
cµ
12K2
+ o(K−2) as K →∞.
Furthermore, since u(1) = 1, the estimate (61) gives
1
2K
(
u
( 1
K
)
+ u
(
1
))
=
1
2K
+ o(K−2) as K →∞.
Finally, Lemma 16 gives∫ 1
1/K
u(x) dx = I1/(1+c)(µ, µ) + o(K
−2) as K →∞.
This completes the proof. 
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