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STRUCTURE OF BICENTRALIZER ALGEBRAS
AND INCLUSIONS OF TYPE III FACTORS
HIROSHI ANDO, UFFE HAAGERUP, CYRIL HOUDAYER, AND AMINE MARRAKCHI
Abstract. We investigate the structure of the relative bicentralizer algebra B(N ⊂M,ϕ) for
inclusions of von Neumann algebras with normal expectation where N is a type III1 subfactor
and ϕ ∈ N∗ is a faithful state. We first construct a canonical flow β
ϕ : R∗+ y B(N ⊂ M,ϕ)
on the relative bicentralizer algebra and we show that the W∗-dynamical system (B(N ⊂
M,ϕ), βϕ) is independent of the choice of ϕ up to a canonical isomorphism. In the case when
N = M , we deduce new results on the structure of the automorphism group of B(M,ϕ) and
we relate the period of the flow βϕ to the tensorial absorption of Powers factors. For general
irreducible inclusions N ⊂ M , we relate the ergodicity of the flow βϕ to the existence of
irreducible hyperfinite subfactors in M that sit with normal expectation in N . When the
inclusion N ⊂ M is discrete, we prove a relative bicentralizer theorem and we use it to solve
Kadison’s problem when N is amenable.
1. Introduction and statement of the main results
Let M be any σ-finite von Neumann algebra and ϕ ∈M∗ any faithful state. Following [Co80,
Ha85], we define the bicentralizer of M with respect to ϕ by
B(M,ϕ) = {x ∈M | xan − anx→ 0 strongly,∀(an)n ∈ AC(M,ϕ)}
where
AC(M,ϕ) =
{
(an)n ∈ ℓ∞(N, N) | lim
n
‖anϕ− ϕan‖ = 0
}
is the asymptotic centralizer of ϕ. One of the most famous open problems in the theory of type
III factors is Connes’ bicentralizer problem asking whether for any type III1 factor M with
separable predual and any faithful state ϕ ∈ M∗, we have B(M,ϕ) = C1. This question was
solved affirmatively by Haagerup in [Ha85] for amenable M , thus settling the problem of the
classification of amenable factors with separable predual (see [Co75b, Co85]).
Nowadays, the bicentralizer problem is still of premium importance. Indeed by [Ha85, Theorem
3.1], for any type III1 factor M with separable predual, M has trivial bicentralizer if and
only if there exists a faithful state ϕ ∈ M∗ with an irreducible centralizer, meaning that
(Mϕ)
′ ∩ M = C1. Then by [Ha85, Theorem 3.1] and [Po81, Theorem 3.2], M has trivial
bicentralizer if and only if there exists a maximal abelian subalgebra A ⊂ M that is the
range of a normal conditional expectation (see [Ta71, Question] where the problem of finding
such maximal abelian subalgebras is mentioned). For these reasons, Connes’ bicentralizer
problem appears naturally when one tries to use Popa’s deformation/rigidity theory in the
type III context (see for instance [HI15, Theorem C]). The bicentralizer problem is known to
have a positive solution for particular classes of nonamenable type III1 factors: factors with
a Cartan subalgebra; Shlyakhtenko’s free Araki–Woods factors ([Ho08]); (semi-)solid factors
([HI15]); free product factors ([HU15]). However, the bicentralizer problem is still wide open
for arbitrary type III1 factors.
2010 Mathematics Subject Classification. 46L10, 46L30, 46L36, 46L37, 46L55.
Key words and phrases. Bicentralizer algebras; Type III factors; Ultraproduct von Neumann algebras.
HA is supported by JSPS KAKENHI 16K17608.
CH and AM are supported by ERC Starting Grant GAN 637601.
1
2 H. ANDO, U. HAAGERUP, C. HOUDAYER, AND A. MARRAKCHI
In his attempt to solve the bicentralizer problem, Connes observed that for any type III1 factor
M , the bicentralizer B(M,ϕ) does not depend on the choice of the state ϕ up to a canonical
isomorphism. In around 2012–2013, Haagerup found out that the idea of Connes’ isomorphism
(denoted by βψ,ϕ below) can be enhanced to construct a canonical flow (u-continuous action)
βϕ : R∗+ y B(M,ϕ) with interesting properties. This flow was independently discovered by
Marrakchi and this was the starting point of our joint research.
Let N ⊂ M be any inclusion of σ-finite von Neumann algebras with expectation, meaning
that there exists a faithful normal conditional expectation EN : M → N . Following [Ma03,
Definition 4.1], we define the relative bicentralizer B(N ⊂ M,ϕ) of the inclusion N ⊂ M with
respect to the faithful state ϕ ∈ N∗ by
B(N ⊂M,ϕ) = {x ∈M | xan − anx→ 0 strongly,∀(an)n ∈ AC(N,ϕ)} .
Observe that we always have N ′ ∩M ⊂ B(N ⊂M,ϕ) ⊂ (Nϕ)′ ∩M . When N =M , we simply
have B(N ⊂M,ϕ) = B(M,ϕ).
Our first main result deals with the construction of the canonical flow on the relative bicen-
tralizer B(N ⊂M,ϕ).
Theorem A. Let N ⊂M be any inclusion of σ-finite von Neumann algebras with expectation.
Assume that N is a type III1 factor. Then the following assertions hold:
(i) For every pair of faithful states ϕ,ψ ∈ N∗, there exists a canonical isomorphism
βψ,ϕ : B(N ⊂M,ϕ)→ B(N ⊂M,ψ)
characterized by the following property: for any uniformly bounded sequence (an)n∈N
in N and any x ∈ B(N ⊂M,ϕ), we have
‖anϕ− ψan‖ → 0 ⇒ anx− βψ,ϕ(x)an → 0 ∗ -strongly.
(ii) There exists a canonical flow
βϕ : R∗+ y B(N ⊂M,ϕ)
characterized by the following property: for any uniformly bounded sequence (an)n∈N
in N , any x ∈ B(N ⊂M,ϕ) and any λ > 0, we have
‖anϕ− λϕan‖ → 0 ⇒ anx− βϕλ (x)an → 0 ∗ -strongly.
(iii) We have βϕ3,ϕ2 ◦ βϕ2,ϕ1 = βϕ3,ϕ1 for every faithful state ϕi ∈ N∗, i ∈ {1, 2, 3}, and
βψλ ◦ βψ,ϕ = βψ,ϕ ◦ βϕλ for every pair of faithful states ψ,ϕ ∈ N∗ and every λ > 0.
(iv) For every pair of faithful states ψ,ϕ ∈ N∗ and every λ > 0, we have
EψN ′∩M ◦ βψ,ϕ = EϕN ′∩M = EϕN ′∩M ◦ βϕλ
where EϕN ′∩M : M → N ′ ∩M is the unique normal conditional expectation such that
EϕN ′∩M (x) = ϕ(x)1 for all x ∈ N .
The proof of Theorem A uses ultraproduct von Neumann algebras [Oc85, AH12] and relies on
Connes–Størmer transitivity theorem [CS76] and the fact that any λ > 0 is an approximate
eigenvalue for the faithful state ϕ ∈ N∗ (see Lemma 3.4).
The meaning of the compatibility relations given in item (iii) is that the W∗-dynamical system
(B(N ⊂M,ϕ), βϕ) does not depend on the choice of ϕ ∈ N∗ up to the canonical isomorphism
βψ,ϕ. Thus, (B(N ⊂M,ϕ), βϕ) is an invariant of the inclusion N ⊂M . We call it the relative
bicentralizer flow of the inclusion N ⊂ M . When N = M , we simply call it the bicentralizer
flow of M . In this paper, we study this invariant and we relate it to some structural properties
of the inclusion N ⊂M .
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Self-bicentralizing factors. For any von Neumann algebra M and any faithful state ϕ ∈
M∗, we have B(B(M,ϕ), ϕ|B(M,ϕ)) = B(M,ϕ) and if M is a type III1 factor then B(M,ϕ)
is either trivial or a type III1 factor. Therefore, the bicentralizer problem reduces to the
following question: does there exist a type III1 factor M which satisfies M = B(M,ϕ) for
some faithful state ϕ ∈ M∗? We call such a state ϕ a bicentralizing state on M . If such a
factor exists, by [Ha85], it must be nonamenable and by [HI15], it must be McDuff, that is,
M ∼=M ⊗R where R is the hyperfinite type II1 factor. In our next result, we use Theorem A
to further understand the structure of these mysterious self-bicentralizing type III1 factors. We
show that the bicentralizing state is unique up to conjugacy by a unique approximately inner
automorphism. We also show that their automorphism group splits as a semi-direct product.
Finally, we relate the period of the bicentralizer flow to the tensorial absorption of Powers
factors.
Theorem B. Let M be any type III1 factor with separable predual and with a bicentralizing
state ϕ ∈M∗. Then the following properties hold:
(i) Let ∆(M) be the set of all bicentralizing states of M . Then the map
Inn(M) ∋ α 7→ α(ϕ) ∈ ∆(M)
is a homeomorphism and its inverse is given by
∆(M) ∋ ψ 7→ βψ,ϕ ∈ Inn(M).
(ii) Define Autϕ(M) = {α ∈ Aut(M) | α(ϕ) = ϕ} and consider the conjugation action
Autϕ(M)y Inn(M). Then the natural homomorphism
ι : Inn(M)⋊Autϕ(M) ∋ (g, h) 7→ g ◦ h ∈ Aut(M)
is an isomorphism of topological groups. In particular, σϕt /∈ Inn(M) for all t 6= 0.
(iii) For every 0 < λ < 1, we have
M ∼=M⊗Rλ ⇔ βϕλ = id ⇔ βϕλ ∈ Inn(M).
In particular, we have M ∼=M⊗R∞ if and only if the bicentralizer flow βϕ is trivial.
(iv) For every λ > 0, the automorphism βϕλ ⊙ id of M ⊙Mop extends to the C∗-algebra
C∗λ·ρ(M) generated by the standard representation of M ⊙Mop on L2(M).
In Connes’ strategy to prove the uniqueness of the amenable type III1 factor [Co85], a crucial
step was to show that σϕt ∈ Inn(M) for every t ∈ R. The amenability of M implies that
C∗λ.ρ(M) = M ⊗min Mop and so any automorphism of M satisfies the property (iv) above.
Connes conjectured [Co85, Section IV] that for any type III1 factor M , any automorphism
satisfying the property (iv) above must be approximately inner. It is in trying to prove this
conjecture that he encountered the bicentralizer problem. As we see from item (iii) and item
(iv) above, if this conjecture is true then the bicentralizer flow βϕ must be trivial.
Irreducible hyperfinite subfactors in inclusions of type III factors. Let N ⊂ M be
any irreducible inclusion of factors with separable predual and with expectation. In [Po81],
Popa proved that if N is semifinite, then there exists a hyperfinite subfactor with expectation
P ⊂ N such that P ′ ∩M = C1. We extend this theorem to the case when N is a type IIIλ
factor (0 < λ < 1) in Theorem 5.5. In the case when N is a type III1 factor, we relate this
question to the ergodicity of the relative bicentralizer flow.
Theorem C. Let N ⊂ M be any inclusion of von Neumann algebras with separable predual
and with expectation. Assume that N is a type III1 factor. Let ϕ ∈ N∗ be any faithful state.
The following assertions are equivalent:
(i) B(N ⊂M,ϕ)βϕ = N ′ ∩M .
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(ii) There exists a hyperfinite subfactor with expectation P ⊂ N such that P ′∩M = N ′∩M .
We can always choose P = R∞ to be the hyperfinite type III1 factor.
• We can moreover choose P = Rλ to be the hyperfinite type IIIλ factor (0 < λ < 1) if
and only if B(N ⊂M,ϕ)βϕλ = N ′ ∩M .
• We can moreover choose P = R to be the hyperfinite type II1 factor if and only if
B(N ⊂M,ϕ) = N ′ ∩M .
The proof of Theorem C generalizes the methods developed by Popa in [Po81, Theorem 3.2]
and Haagerup in [Ha85, Theorem 3.1].
Let us mention that by [Po83, Theorem 2] (see also [Lo83, Theorem 5.1] for the infinite case),
any factor M with separable predual possesses an irreducible hyperfinite subfactor that is
typically not the range of a normal expectation. In contrast, constructing an irreducible hyper-
finite subfactor that is the range of a normal expectation is a more subtle problem. In [Po85,
Corollaries 1.3 and 3.4], Popa shows that any type IIIλ factor M with separable predual with
0 ≤ λ < 1 possesses an irreducible hyperfinite subfactor with expectation. Our Theorem C
shows in particular that a type III1 factor M with separable predual possesses an irreducible
hyperfinite subfactor with expectation if and only if the bicentralizer flow is ergodic.
Following [Co72, Co74], a σ-finite von Neumann algebra Q is almost periodic if Q possesses
an almost periodic state, that is, a faithful normal state for which the corresponding modular
operator is diagonalizable. By [Co72, Co74], any σ-finite type IIIλ factor with 0 ≤ λ < 1 is
almost periodic. When N ⊂M is an irreducible inclusion of factors with separable predual and
with expectation, a sufficient condition for the relative bicentralizer flow βϕ : R∗+ y B(N ⊂
M,ϕ) to be ergodic is the existence of an almost periodic subfactor with expectation Q ⊂ N
such that Q′ ∩M = C1. Using Theorem C, we derive the following application that gives a
partial solution to [Po85, Problem 4].
Application 1. Let M be any III1 factor with separable predual. Assume that there exists an
irreducible almost periodic subfactor with expectation Q ⊂M .
Then there exists an irreducible hyperfinite subfactor with expectation P ⊂M .
We point out that it is unclear whether we can choose P as a subfactor of Q. We can do so if
Q possesses an almost periodic faithful state ϕ ∈ Q∗ such that its centralizer Qϕ is a type II1
factor (see Theorem 5.5). However, when Q is a type III0 factor, no such almost periodic state
exists on Q and so we really need to exploit the ergodicity of the relative bicentralizer flow to
construct the hyperfinite subfactor P ⊂ N .
A sufficient condition for an inclusion of factors N ⊂ M to be irreducible is the existence
of an abelian subalgebra A ⊂ N that is maximal abelian in M . One of Kadison’s well-
known problems in [Ka67] asks whether the converse is true. We will say that an irreducible
inclusion of factors with expectation N ⊂ M satisfies Kadison’s property if there exists an
abelian subalgebra with expectation A ⊂ N that is maximal abelian in M . Popa proved in
[Po81, Theorem 3.2] that any irreducible inclusion N ⊂ M with separable predual and with
expectation such that N is semifinite satisfies Kadison’s property.
Combining Theorem C with [Po81, Theorem 3.2], we obtain the following characterization:
Corollary D. Let N ⊂ M be any irreducible inclusion of factors with separable predual and
with expectation. Assume that N is a type III1 factor. Then the following assertions are
equivalent:
(i) B(N ⊂M,ϕ) = C1 for some (or any) faithful state ϕ ∈ N∗.
(ii) The inclusion N ⊂M satisfies Kadison’s property.
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In the case when N ⊂ M has finite index, Corollary D follows from [Po95, Theorem 4.2]. In
order to find new examples of inclusions N ⊂M that satisfy Kadison’s property, we will prove
a relative bicentralizer theorem for discrete inclusions.
Relative bicentralizers of discrete inclusions. Following [Po98, Definition 1.1], we say
that an inclusion of von Neumann algebras Q ⊂ P satisfies the weak relative Dixmier property
if for every x ∈ P , we have
KQ(x) ∩ (Q′ ∩ P ) 6= ∅
where KQ(x) = cow {uxu∗ | u ∈ U(Q)}. Recall that Q is amenable if and only if the inclusion
Q ⊂ B(H) satisfies the weak relative Dixmier property for some (or any) unital faithful normal
representation of Q on H (see [Sc63]). In particular, any inclusion Q ⊂ P with Q amenable
satisfies the weak relative Dixmier property.
In [Ha85], a connection was established between the bicentralizer problem and the weak relative
Dixmier property. Indeed, by [Ha85, Theorem 3.1], a type III1 factor with separable predual
has trivial bicentralizer if and only if the inclusion Mψ ⊂M satisfies the weak relative Dixmier
property for some (or any) dominant weight ψ onM . This solved in particular the bicentralizer
problem for amenable M .
Following [ILP96, Definition 3.7], an inclusion of von Neumann algebras N ⊂M with separable
predual and with expectation is discrete if the inclusion N ⊂ 〈M,N〉 = (JNJ)′ ∩B(L2(M)) is
with expectation (this is indeed equivalent to [ILP96, Definition 3.7] thanks to [Ha77, Theorem
6.6]).
Examples. Here are some fundamental examples of discrete inclusions of factors with separable
predual.
(i) The inclusion N ⊗C1 ⊂ N ⊗Q, where N,Q are any factors.
(ii) Any finite index inclusion N ⊂M (see [Jo82, PP84, Ko85]).
(iii) The inclusion N ⊂ N ⋊Γ, where Γ is any countable discrete group, N is any factor and
Γy N is any outer action (see [ILP96, Section 3]).
(iv) The inclusionMG ⊂M , whereG is any compact second countable group,M any factor
and α : GyM any minimal action, meaning that α is faithful and (MG)′ ∩M = C1
(see [ILP96, Section 3]).
For discrete inclusions of von Neumann algebras N ⊂ M where N is a type III1 factor, we
obtain the following relative bicentralizer theorem that generalizes Haagerup’s result [Ha85,
Theorem 3.1] (when N = M) and Popa’s result [Po95, Theorem 4.2] (when N ⊂M has finite
index).
Theorem E. Let N ⊂ M be any inclusion of von Neumann algebras with separable predual
and with expectation. Assume that N is a type III1 factor. Consider the following assertions:
(i) For some (or any) faithful state ϕ ∈ N∗, we have B(N ⊂M,ϕ) = N ′ ∩M .
(ii) For some (or any) dominant weight ψ on N , we have (Nψ)
′ ∩M = N ′ ∩M and the
inclusion Nψ ⊂M satisfies the weak relative Dixmier property.
Then (i)⇒ (ii). If the inclusion N ⊂M is discrete, then (ii)⇒ (i).
Let us point out that Theorem E gives a positive answer to [Po95, Further Remarks 4.9 (2)].
Moreover, by combining Theorem E with Corollary D and a generalization of Connes–Takesaki
relative commutant theorem (see Theorem 6.7), we solve Kadison’s problem for all discrete
irreducible inclusions N ⊂M where N = R∞ is the hyperfinite type III1 factor. This answers
a question raised in [HP17, Problem 6].
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Corollary F. Let N ⊂M be any discrete irreducible inclusion of factors with separable predual
and with expectation. Assume that N = R∞ is the hyperfinite type III1 factor. Then the
following assertions are equivalent:
(i) The inclusion of continuous cores c(N) ⊂ c(M) is irreducible, i.e. c(N)′ ∩ c(M) = C1.
(ii) The inclusion N ⊂M satisfies Kadison’s property.
We emphasize the fact that condition (i) in Corollary F can be concretely checked in many
situations. In particular, for crossed products by discrete groups, combining Corollary F with
[HS88, Proposition 5.4], we obtain:
Application 2. Let N = R∞ be the hyperfinite type III1 factor. Let Γ be any countable discrete
group and α : Γy N any outer action. Then the following assertions are equivalent:
(i) The automorphism α(g) ◦ σϕt is outer for all g ∈ Γ \ {e} and all t ∈ R.
(ii) The factor N ⋊ Γ is of type III1.
(iii) The inclusion N ⊂ N ⋊ Γ satisfies Kadison’s property.
In particular, the above conditions are satisfied by all Bernoulli actions Γy
⊗
Γ(R∞, φ) where
Γ is an arbitrary countable discrete group and φ ∈ (R∞)∗ is an arbitrary faithful state. This
result is new in the case when φ is ergodic, that is, when (R∞)φ = C1.
For minimal actions of compact second countable groups, combining Corollary F with [Iz01,
Corollary 5.14], we obtain:
Application 3. Let M = R∞ be the hyperfinite type III1 factor. Let G be any compact
connected semisimple Lie group and α : GyM any minimal action.
Then the inclusion MG ⊂M satisfies Kadison’s property.
Bicentralizers of tensor product factors. It is straightforward to see that if M and N
have trivial bicentralizer, then M ⊗N also has trivial bicentralizer (see Proposition 7.1). The
following result provides a partial converse.
Theorem G. Let M be any σ-finite type III1 factor. Suppose that there exists a σ-finite factor
N such that M ⊗N has trivial bicentralizer. Then M ⊗R∞ has trivial bicentralizer.
If N is a type IIIλ factor for 0 < λ < 1, then M⊗Rλ has trivial bicentralizer. If N is semifinite,
then M has trivial bicentralizer.
We already mentioned the importance of the bicentralizer problem in the framework of Popa’s
deformation/rigidity theory for type III factors. In this respect, Theorem G has a direct
application to Unique Prime Factorization results. Indeed, we can remove all the assumptions
on the unknown tensor product decomposition in [HI15, Theorem B] to obtain the following
W∗-rigidity result.
Application 4. Let m,n ≥ 1 be any integers. For each 1 ≤ i ≤ m, let Mi be a nonamenable
factor in the class C(AO). For each 1 ≤ j ≤ n, let Nj be any non type I factor and suppose that
M =M1 ⊗ · · · ⊗Mm = N1 ⊗ · · · ⊗Nn.
Then there exists a surjection σ : {1, . . . ,m} → {1, . . . , n}, a family of type I factors F1, . . . , Fn,
and a unitary u ∈M ⊗ F1 ⊗ · · · ⊗ Fn such that for all 1 ≤ j ≤ n, we have
u(Fj ⊗Nj)u∗ = Fj ⊗
⊗
i∈σ−1(j)
Mi.
In particular, for all 1 ≤ j ≤ n, the factor Nj is stably isomorphic to
⊗
i∈σ−1(j)Mi.
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Open question. Let N ⊂ M be any irreducible inclusion of factors with separable predual
and with expectation EN : M → N . Assume that N is a type III1 factor. On the one hand,
by Theorem A, one can associate with the inclusion N ⊂ M a canonical state preserving
W∗-dynamical system that we called the relative bicentralizer flow
(B(N ⊂M,ϕ), βϕ, (ϕ ◦ EN )|B(N⊂M,ϕ)).
This state preserving W∗-dynamical system does not depend on the choice of the faithful state
ϕ ∈ N∗ up to isomorphism. On the other hand, one can associate with the inclusion N ⊂ M
yet another canonical state preserving W∗-dynamical system that we call the relative flow of
weights
((Nψ)
′ ∩M,θψ,EN |(Nψ)′∩M )
where ψ is any dominant weight on N and θψ : R∗+ y (Nψ)
′ ∩ M is the flow given by
θψλ (x) = uxu
∗ for all x ∈ (Nψ)′ ∩M and any unitary u ∈ N such that uψu∗ = λψ, λ > 0. This
state preserving W∗-dynamical system does not depend on the choice of ψ up to isomorphism
and it is ergodic (see Subsection 2.4 for further details).
There is a striking analogy between the relative bicentralizer flow and the relative flow of
weights. Moreover, Theorem E shows that they are indeed closely related. Therefore, one is
naturally led to ask the following question.
Question. Are the relative bicentralizer flow and the relative flow of weights isomorphic? More
precisely, does there exist an isomorphism
π : B(N ⊂M,ϕ)→ (Nψ)′ ∩M
such that θψ = π ◦ βϕ ◦ π−1 and EN (π(x)) = ϕ(EN (x))1 for all x ∈ B(N ⊂M,ϕ)?
Note that the above question is equivalent to the bicentralizer problem when N = M . There-
fore, in this generality, it is out of reach at the present time. Nevertheless, in Proposition 6.11,
we provide examples for which the above question has a positive solution.
We also point out that since the relative flow of weights is always ergodic, it is reasonable to
think that the same is true for the relative bicentralizer flow. In particular, when N = M , we
have at the same time a good reason to believe that the bicentralizer flow is ergodic and we
also have a good reason to believe that it must be trivial (see the discussion after Theorem B).
In other words, we strongly believe that the bicentralizer problem has a positive solution for
all type III1 factors with separable predual.
Acknowledgments. Cyril Houdayer is grateful to Sorin Popa for thought-provoking discus-
sions that took place in Orsay in the Spring of 2017, and later inspired the idea of the relative
bicentralizer theorem for discrete inclusions (Theorem E). He also thanks him for mentioning
the reference [Po85] in connection with Theorem C.
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2. Preliminaries
2.1. Standard form. For any von Neumann algebraM , we denote by (M,L2(M), J,L2(M)+)
its standard form [Ha73]. Recall that L2(M) is naturally endowed with the structure of a M -
M -bimodule: we will simply write xξy = xJy∗Jξ for all x, y ∈M and all ξ ∈ L2(M). For any
positive functional ϕ ∈M+∗ , there exists a unique vector ξ ∈ L2(M)+ such that ϕ(x) = 〈xξ, ξ〉
for every x ∈ M . We denote this vector by ξϕ ∈ L2(M)+. We then have ‖x‖ϕ = ‖xξϕ‖ for all
x ∈M .
2.2. Ultraproduct von Neumann algebras. Let M be any σ-finite von Neumann algebra,
I any directed set and ω any cofinal ultrafilter on I (cofinal means that {j ∈ I | j ≥ i} ∈ ω for
every i ∈ I). Let A = (M, ‖ · ‖∞)ω be the ultraproduct Banach space of M with respect to ω.
Then A is naturally a C∗-algebra but it is not a von Neumann algebra in general. Let A∗∗ be
the bidual of A which is a von Neumann algebra. Let (M∗)
ω be the ultraproduct Banach space
of M∗. Then (M∗)
ω can be naturally identified with a closed subspace of A∗ via the embedding
(ϕi)
ω 7→
(
(xi)
ω 7→ lim
i→ω
ϕi(xi)
)
The orthogonal of (M∗)
ω in A∗∗ defined by
J = {x ∈ A∗∗ | ∀ϕ ∈ (M∗)ω, ϕ(x) = 0}
is a weak∗ closed ideal in the von Neumann algebra A∗∗ which means that the quotient MωGR =
A∗∗/J is a von Neumann algebra. It is called the Groh–Raynaud ultraproduct of M with
respect to ω. By construction, the predual of MωGR is exactly (M∗)
ω and MωGR contains the
ultraproduct Banach space A = (M, ‖ · ‖∞)ω as a dense C∗-subalgebra. The ∗-homomorphism
M → MωGR : x 7→ xω is not normal in general and so M is not a von Neumann subalgebra
of MωGR. The von Neumann algebra M
ω
GR is very large (not separable and not even σ-finite
in general). The main interest in this ultraproduct comes from the fact that, as explained in
[AH12], there is a natural identification L2(MωGR) = L
2(M)ω.
Choose a faithful state ϕ ∈M∗. Then we have ϕω ∈ (MωGR)+∗ but ϕω is not faithful in general.
Let e be the support of ϕω inMωGR. The projection e does not depend on the choice of ϕ and the
corner e(MωGR)e coincides with the Ocneanu ultraproduct ofM with respect to ω [Oc85, AH12].
It is simply denoted by Mω. For every x ∈ Mω, we can find (xi)ω ∈ (M, ‖ · ‖∞)ω such that
x = (xi)
ωe = e(xi)
ω, and in that case, when no confusion is possible, we will abuse notation
and write x = (xi)
ω. By construction, we have (Mω)∗ = e(M∗)
ωe and L2(Mω) = e(L2(M)ω)e.
We will need the following lemma which allows us to lift matrix units from the Ocneanu
ultrapower of a factor to the factor itself.
Lemma 2.1. Let M be any σ-finite factor. Let θ : F → Mω be any ∗-homomorphism where
F is a finite dimensional factor and ω ∈ β(N) \N is any nonprincipal ultrafilter. Then there
exists a sequence of ∗-homomorphisms θn : F →M such that θ = (θn)ω.
Moreover, if E : Mω → θ(F )′ ∩Mω is a conditional expectation, then for any faithful state
ϕ ∈ M∗ and any x = (xn)ω ∈ Mω, we have ϕω ◦ E = (ϕ ◦ En)ω and E(x) = (En(xn))ω, where
En : M → θn(F )′ ∩M is the unique conditional expectation such that En ◦ θn = E ◦ θ.
Proof. The first part of the lemma is proved in [Co75a, Proposition 1.1.3] for the asymptotic
centralizer Mω but the same proof also works for the ultrapower M
ω.
For the second part of the lemma, put ψ(x)1 = (E ◦ θ)(x) for every x ∈ F . Then ψ is a state
on F and the explicit formula for the conditional expectation E : Mω → θ(F )′ ∩Mω is given
by
∀x ∈Mω, E(x) =
∑
1≤i,j,k≤n
ψ(eij)θ(eki)xθ(ejk)
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where (eij)1≤i,j≤n is a matrix unit for F . Then we also have
∀x ∈Mω, En(x) =
∑
1≤i,j,k≤n
ψ(eij)θn(eki)xθn(ejk).
This finishes the proof. 
The following well-known fact about ultralimits will be used repeatedly.
Lemma 2.2. Let X be any Hausdorff space and (xn)
∞
n=1 any sequence in X. If there exists
x ∈ X such that limn→ω xn = x for every ω ∈ β(N) \N, then limn→∞ xn = x.
2.3. Iterated ultraproducts. We shall consider the iterated ultraproduct of von Neumann
algebras. We will see that this procedure helps us to show that some sequence in a von Neumann
algebraM , which defines an element in some ultrapowerMω, actually converges to an element,
which is independent of the choice of an ultrafilter ω. Let I, J be any directed sets and U ,V
any cofinal ultrafilters on I and J , respectively. Then the product ultrafilter, denoted by U ⊗V,
is a cofinal ultrafilter on I × J (with the partial ordering (i, j) ≤ (i′, j′) if and only if i ≤ i′ and
j ≤ j′) given by
U ⊗ V = {A ⊂ I × J | {i ∈ I | {j ∈ J | (i, j) ∈ A} ∈ V} ∈ U}.
Proposition 2.3. If (xi,j)(i,j)∈I×J is a doubly indexed net in a compact Hausdorff space X,
then
lim
(i,j)→U⊗V
xi,j = lim
i→U
lim
j→V
xi,j .
Proof. Put x = lim(i,j)→U⊗V xi,j and xi = limj→V xi,j (i ∈ I). Let W be an open neighborhood
of x in X. Since a compact Hausdorff space is regular, there exists an open neighborhood W1
of x such that x ∈ W1 ⊂ W1 ⊂ W . Then {(i, j) ∈ I × J | xi,j ∈ W1} ∈ U ⊗ V, whence I0 =
{i ∈ I | {j ∈ J | xi,j ∈ W1} ∈ V} ∈ U holds. Let i ∈ I0. Then B = {j ∈ J | xi,j ∈ W1} ∈ V.
If V is any open neighborhood of xi, then B
′ = {j ∈ J | xi,j ∈ V } ∈ V, whence B ∩ B′ ∈ V
holds. In particular, we can take j ∈ B ∩ B′. Then xi,j ∈ V ∩W1 6= ∅. Since V is arbitrary,
this shows that xi ∈ W1 ⊂ W . Therefore U ∋ I0 ⊂ {i ∈ I | xi ∈ W}, which shows that
{i ∈ I | xi ∈W} ∈ U . Since W is arbitrary, we have lim
i→U
xi = x. 
As a consequence of Proposition 2.3, we see that for any Banach space E, the natural isomor-
phism
ℓ∞(I × J,E) ∋ (xi,j)(i,j)∈I×J 7→ ((xi,j)j∈J)i∈I ∈ ℓ∞(I, ℓ∞(J,E))
induces an isomorphism of the ultrapowers
EU⊗V ∋ (xi,j)U⊗V 7→ ((xi,j)V)U ∈ (EV)U .
If we apply this to E = M∗ where M is a von Neumann algebra, we obtain the following
proposition which extends [CP12, Proposition 2.1] on iterated ultrapowers of II1 factors to
arbitrary σ-finite von Neumann algebras. We leave the details to the reader.
Proposition 2.4. Let M be any σ-finite von Neumann algebra. There exists a natural iso-
morphism of the Groh–Raynaud ultrapowers
πGR :M
U⊗V
GR → (MVGR)UGR
characterized by
πGR((xi,j)
U⊗V) = ((xi,j)
V)U for all (xi,j)(i,j)∈I×J ∈ ℓ∞(I × J,M).
Its predual map is the isomorphism
(πGR)∗ : (M∗)
U⊗V ∋ (ϕi,j)U⊗V 7→ ((ϕi,j)V)U ∈ ((M∗)V)U .
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In particular, πGR restricts to an isomorphism between the Ocneanu corners
π :MU⊗V → (MV)U .
Recall that ifN ⊂M is a von Neumann subalgebra with faithful normal conditional expectation
EMN : M → N , then we have a natural embedding NU ⊂ MU with faithful normal conditional
expectation EM
U
NU =
(
EMN
)U
: MU → NU and we have a commuting square
N ⊂ M
⊃ ⊃
NU ⊂ MU
where the conditional expectations satisfy
EM
U
M ◦ EM
U
NU = E
MU
NU ◦ EM
U
M = E
NU
N ◦ EM
U
NU = E
M
N ◦ EM
U
M .
By applying this to the inclusion M ⊂ MV with the canonical faithful normal conditional
expectation EM
V
M : M
V →M , we obtain the following result.
Proposition 2.5. Let M be any σ-finite von Neumann algebra. Then we have a commuting
square
M ⊂ MV
⊃ ⊃
MU ⊂ (MV)U =MU⊗V
where the canonical faithful normal conditional expectations satisfy
EM
U⊗V
M = E
(MV)U
MV
◦ E(MV)U
MU
= E
(MV )U
MU
◦ E(MV)U
MV
= EM
U
M ◦ E(M
V )U
MU
= EM
V
M ◦ E(M
V )U
MV
.
In particular, we have MU ∩MV =M .
2.4. The relative flow of weights. Let N ⊂ M be any irreducible inclusion of factors with
separable predual and with expectation EN : M → N . Assume that N is a type III1 factor.
By using [Ta03, Theorem XII.1.1], we can identify the inclusions
(N ⊂M) = (Nψ ⋊θ R∗+ ⊂Mψ ⋊θ R∗+)
where θ : R∗+ y Mψ is a trace-scaling action (τ ◦ θλ = λ−1τ for every λ > 0) that leaves
Nψ ⊂Mψ globally invariant. We denote by (vλ)λ>0 the canonical unitaries in N that implement
the trace-scaling action θ : R∗+ yMψ.
The relative flow of weights θψ : R∗+ y (Nψ)
′ ∩ M is defined by θψλ (x) = vλxv∗λ for every
x ∈ (Nψ)′ ∩M and every λ > 0. By Connes–Takesaki relative commutant theorem [CT76,
Chapter II, Theorem 5.1], EN |(Nψ)′∩M defines a faithful normal state on (Nψ)′ ∩M that is
invariant under the flow θψ.
We observe that the relative flow of weights θψ does not depend on the choice of the dominant
weight ψ on N since all dominants weights on N are unitarily conjugate[CT76, Chapter II,
Theorem 1.1]. We moreover observe that the relative flow of weights θψ is ergodic. Indeed, if
x ∈ (Nψ)′ ∩M is invariant under θψ, then x ∈ (Nψ ∨ {vλ | λ > 0})′ ∩M = N ′ ∩M and so
x ∈ C1.
2.5. Kadison’s property. We introduce Kadison’s property for arbitrary inclusions of von
Neumann algebras with expectation.
Definition 2.6. Let N ⊂M be any inclusion of σ-finite von Neumann algebras with expecta-
tion. We say that N ⊂M satisfies Kadison’s property if there exists an abelian von Neumann
subalgebra with expectation A ⊂ N ⊂M that is maximal abelian in M .
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For any inclusion N ⊂M that satisfies Kadison’s property, we have N ′∩M ⊂ A′∩M = A ⊂ N
and so there is a unique faithful normal conditional expectation EN : M → N (see [Co72,
The´ore`me 1.5.5]). In particular, the inclusion of continuous cores c(N) ⊂ c(M) is canonical.
We next prove the following useful observation.
Proposition 2.7. Let N ⊂ M be any inclusion of σ-finite von Neumann algebras with ex-
pectation EN : M → N . Assume that N ⊂ M satisfies Kadison’s property. Put M∞ =
M ⊗B(L2(R)) and regard M∞ = c(M)⋊θ R∗+ where θ : R∗+ y c(M) is the dual trace-scaling
action. Then we have
c(N)′ ∩M∞ = Z(c(N)).
In particular, if N is a type III1 factor, then so is M .
Proof. Let A ⊂ N ⊂ M be an abelian von Neumann subalgebra with expectation that is
maximal abelian in M . Choose a faithful state ϕ ∈ M∗ such that ϕ ◦ EN = ϕ and such that
A ⊂ Nϕ. Regard (c(N) ⊂ c(M)) = (cϕ(N) ⊂ cϕ(M)). Put c(A) = cϕ(A) = A⊗ L(R).
Since A ⊂ M is maximal abelian and since L(R) ⊂ B(L2(R)) is maximal abelian, c(A) =
A ⊗ L(R) ⊂ M ⊗ B(L2(R)) = M∞ is maximal abelian. Then we have c(N)′ ∩ M∞ ⊂
c(A)′ ∩M∞ = c(A) ⊂ c(N) and so c(N)′ ∩M∞ = Z(c(N)). 
3. Structure of relative bicentralizers
Following [Co80, Ha85, Ma03], we introduce the following terminology that we will use through-
out.
Definition 3.1. Let N ⊂M be any inclusion of σ-finite von Neumann algebras with expecta-
tion. Let ϕ ∈ N∗ be any faithful state. The relative bicentralizer B(N ⊂M,ϕ) of the inclusion
N ⊂M with respect to ϕ is defined by
B(N ⊂M,ϕ) = {x ∈M | xan − anx→ 0 strongly,∀(an)n ∈ AC(N,ϕ)}
where
AC(N,ϕ) =
{
(an)n ∈ ℓ∞(N, N) | lim
n
‖anϕ− ϕan‖ = 0
}
is the asymptotic centralizer of ϕ.
Observe that we always have N ′ ∩M ⊂ B(N ⊂M,ϕ) ⊂ (Nϕ)′ ∩M . When N =M , we simply
have that B(N ⊂M,ϕ) = B(M,ϕ) is the usual bicentralizer.
Let us point out that in the definition of B(N ⊂ M,ϕ), it is enough to consider sequences in
AC(N,ϕ) consisting of unitaries. Indeed, since AC(N,ϕ) is a C∗-algebra, every element is a
linear combination of at most four unitaries.
Remark 3.2. We note that B(N ⊂M,ϕ) is always with (canonical) expectation inM . Indeed,
extend ϕ to a faithful normal state on M by using any faithful normal conditional expectation
EN : M → N . Then σϕ leaves AC(N,ϕ) globally invariant and so B(N ⊂M,ϕ) is also globally
invariant under σϕ. Therefore, there exists a unique ϕ-preserving faithful normal conditional
expectation EϕB(N⊂M,ϕ) : M → B(N ⊂ M,ϕ). Since N ′ ∩M ⊂ B(N ⊂ M,ϕ) and since the
ϕ-preserving faithful normal conditional expectation EϕN ′∩M : M → N ′ ∩M does not depend
on the choice of EN , it follows E
ϕ
B(N⊂M,ϕ) does not depend either on the choice of EN and is
characterized by
EϕN ′∩M ◦ EϕB(N⊂M,ϕ) = EϕN ′∩M .
The relative bicentralizer B(N ⊂M,ϕ) has the following ultraproduct interpretation.
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Proposition 3.3. Let N ⊂M be any inclusion of σ-finite von Neumann algebras with expec-
tation. Let ϕ ∈ N∗ be any faithful state. For any nonprincipal ultrafilter ω ∈ β(N) \N, we
have
B(N ⊂M,ϕ) = (Nωϕω)′ ∩M
and
(Nωϕω)
′ ∩Mω ⊂ B(N ⊂M,ϕ)ω .
Proof. Extend ϕ to M by using any faithful normal conditional expectation from M to N .
Then for any x ∈M , we have x ∈ (Nωϕω)′ ∩M if and only if for every ε > 0, there exists δ > 0
such that for every u ∈ U(N) we have
‖uϕ− ϕu‖ ≤ δ ⇒ ‖ux− xu‖ϕ ≤ ε.
This is clearly equivalent to x ∈ B(N ⊂M,ϕ).
For the second part of the proposition, it is enough to show that for any x ∈ M such that
‖x‖∞ ≤ 1 and EϕB(N⊂M,ϕ)(x) = 0 and any δ > 0, we can find u ∈ U(N) such that ‖uϕ−ϕu‖ ≤ δ
and ‖uxu∗ − x‖ϕ ≥ ‖x‖ϕ. Let y be the element of minimal ‖ · ‖ϕ-norm in
Cδ(x) = co
w{uxu∗ | u ∈ U(N), ‖uϕ − ϕu‖ < δ}.
Let us show that y ∈ B(N ⊂M,ϕ). Take a sequence vn ∈ U(N) such that limn ‖vnϕ−ϕvn‖ = 0.
Put εn =
1
2 max(‖vnϕ − ϕvn‖, δ) for every n ∈ N. Take a sequence zn ∈ co{uxu∗ | u ∈U(N), ‖uϕ−ϕu‖ < δ− εn} such that ‖zn− y‖ϕ → 0. Then for every n ∈ N, we have vnznv∗n ∈
Cδ(x). Note that ‖vnznv∗n − vnyv∗n‖ϕ → 0 and ‖vnyv∗n‖ϕ → ‖y‖ϕ, thus ‖vnznv∗n‖ϕ → ‖y‖ϕ.
Since y is the element of minimal norm in Cδ(x), this forces ‖vnznv∗n − y‖ϕ → 0 and therefore
‖vnyv∗n − y‖ϕ → 0. This shows that y ∈ B(N ⊂M,ϕ). Therefore, we have
0 = ℜ(ϕ(y∗x)) ∈ co{ℜ(ϕ(ux∗u∗x)) | u ∈ U(N), ‖uϕ− ϕu‖ < δ}.
This implies that there exists u ∈ U(N) with ‖uϕ − ϕu‖ < δ such that ℜ(ϕ(ux∗u∗x)) ≤ δ/2.
Thus we obtain
‖uxu∗ − x‖2ϕ = ‖uxu∗‖2ϕ + ‖x‖2ϕ − 2ℜ(ϕ(ux∗u∗x)) ≥ 2‖x‖2ϕ − 2δ.
Hence if we suppose that 2δ ≤ ‖x‖2ϕ (which we can always do, without loss of generality), we
obtain ‖uxu∗ − x‖ϕ ≥ ‖x‖ϕ. 
To prove Theorem A, we use the ultraproduct technology. The crucial ingredient is Connes–
Størmer transitivity theorem [CS76] which shows that the ultrapower of a type III1 factor has a
strictly homogeneous state space [AH12, Theorem 4.20]. Namely, for any pair of faithful normal
states ϕ,ψ on Mω, we can find u ∈ U(Mω) such that uϕu∗ = ψ. To construct the bicentralizer
flow, we will also need the following lemma.
Lemma 3.4. Let M be any nontrivial factor with strictly homogeneous state space. Let ϕ ∈M∗
be any faithful state. Then Mϕ is a type II1 factor and for any λ > 0, we can find a finite
family v1, . . . , vn of partial isometries in M such that vkϕ = λϕvk for all k = 1, . . . , n and∑n
k=1 v
∗
kvk = 1. If λ ≥ 1, then we can take n = 1.
Proof. By [AH12, Proposition 4.24], we know that Mϕ is a type II1 factor and by the proof of
[AH12, Proposition 4.22], we know that if p, q ∈Mϕ are two nonzero projections, then we can
find v ∈ M such that v∗v = p, vv∗ = q and vϕ = ϕ(p)ϕ(q)ϕv. If λ ≥ 1, we can take p = 1 and
q ∈ Mϕ such that ϕ(q) = 1λ and we obtain an isometry v ∈ M such that vϕ = λϕv. If λ ≤ 1,
choose n ≥ 1 such that 1n ≤ λ. Then we can find a finite partition of unity p1, . . . , pn in Mϕ
and some projections q1, . . . , qn (not necessarily orthogonal) such that ϕ(pk) = λϕ(qk). Then
we can find a family vk ∈M such that v∗kvk = pk, vkv∗k = qk and vkϕ = ϕ(pk)ϕ(qk)ϕvk = λϕvk as we
wanted. 
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Proof of Theorem A. (i) Let ω1, ω2 ∈ β(N)\N be any nonprincipal ultrafilters. Let u ∈ U(Nω1)
(resp. v ∈ U(Nω2)) such that uϕω1u∗ = ψω1 (resp. vϕω2v∗ = ψω2). Then, inside Mω2⊗ω1 , we
have v∗u ∈ Nω2⊗ω1
ϕω2⊗ω1
. For every x ∈ B(N ⊂ M,ϕ), we have v∗ux = xv∗u which means that
uxu∗ = vxv∗. Since uxu∗ ∈ Mω1 and vxv∗ ∈ Mω2 , Proposition 2.5 shows that uxu∗ = vxv∗
is an element of M . Thus, we have shown that for every x ∈ B(N ⊂ M,ϕ), there exists
an element βψ,ϕ(x) ∈ M given by βψ,ϕ(x) = uxu∗ where u ∈ Nω is any unitary such that
uϕωu∗ = ψω and ω ∈ β(N) \N is any nonprincipal ultrafilter. In particular, if w is a unitary
in Nωψω , we can replace u by wu, so that we have βψ,ϕ(x) = wuxu
∗w∗ = wβψ,ϕ(x)w
∗. This
shows that βψ,ϕ(x) ∈ B(N ⊂ M,ψ). Now, if (an)n∈N is a uniformly bounded sequence in N
such that ‖anϕ − ψan‖ → 0, then it defines an element a = (an)ω ∈ Mω such that aϕω =
ψωa and so u∗a ∈ Nωϕω . This shows that u∗ax = xu∗a, that is, ax = uxu∗a = βψ,ϕ(x)a.
Since the nonprincipal ultrafilter ω ∈ β(N) \N is arbitrary, by Lemma 2.2, we conclude that
anx − βψ,ϕ(x)an → 0 ∗-strongly as n → ∞. It is straightforward to check that βψ,ϕ is a ∗-
homomorphism and that βϕ3,ϕ2 ◦ βϕ2,ϕ1 = βϕ3,ϕ1 for every faithful state ϕi ∈ N∗, i ∈ {1, 2, 3}.
This shows in particular that βψ,ϕ : B(N ⊂ M,ϕ) → B(N ⊂ M,ψ) is an isomorphism with
inverse βϕ,ψ. Let EN : M → N be any faithful normal conditional expectation and use it to
extend ϕ and ψ to faithful normal states on M . Then we clearly have ψ ◦ βψ,ϕ = ϕ. Since
N ′ ∩M is clearly fixed by βψ,ϕ, this implies that
EψN ′∩M ◦ βψ,ϕ = EϕN ′∩M .
(ii) Let ω1, ω2 ∈ β(N)\N be any nonprincipal ultrafilters and λ > 0. By Lemma 3.4, there exists
a family v1, . . . , vn of partial isometries in N
ω1 such that vkϕ
ω1 = λϕω1vk for all k ∈ {1, . . . , n}
and
∑n
k=1 vkv
∗
k = 1. Similarly, let w1, . . . , wm a family of partial isometries in N
ω2 such that
wlϕ
ω2 = λϕω2wl for all l ∈ {1, . . . ,m} and
∑m
l=1wlw
∗
l = 1. Then inside M
ω2⊗ω1 , we have
v∗kwl ∈ Nω2⊗ω1ϕω2⊗ω2 for all k ∈ {1, . . . , n} and all l ∈ {1, . . . ,m}. Then for all x ∈ B(N ⊂ M,ϕ),
we have
xv∗kwl = v
∗
kwlx
and so
vkxv
∗
k(wlw
∗
l ) = (vkv
∗
k)wlxw
∗
l .
By summing over k and l, we obtain
(3.1)
n∑
k=1
vkxv
∗
k =
m∑
l=1
wlxw
∗
l .
But the left hand side of (3.1) lies inMω1 and the right hand side of (3.1) lies inMω2 . Then they
are both in M by Proposition 2.5 and the element βϕλ (x) =
∑n
k=1 vkxv
∗
k ∈M is independent of
the choice of the nonprincipal ultrafilter ω ∈ β(N)\N and the family v1, . . . , vn ∈ Nω as above.
In particular, if u is a unitary in Mωϕω , then we can replace vk by uvk for all k ∈ {1, . . . , n}
and we obtain βϕλ (x) = uβ
ϕ
λ (x)u
∗. This shows that βϕλ (x) ∈ B(N ⊂ M,ϕ). Let (an)n∈N be a
uniformly bounded sequence in N such that limn ‖anϕ−λϕan‖ = 0. Then it defines an element
a = (an)
ω ∈ Nω such that aϕω = λϕωa. Then we have v∗ka ∈ Nωϕω for all k ∈ {1, . . . , n}. Thus,
for all x ∈ B(N ⊂M,ϕ), we have v∗kax = xv∗ka and so
ax =
n∑
k=1
vkv
∗
kax =
n∑
k=1
vkxv
∗
ka = β
ϕ
λ (x)a.
Since the nonprincipal ultrafilter ω ∈ β(N) \N is arbitrary, by Lemma 2.2, we conclude that
anx− βϕλ (x)an → 0 ∗-strongly as n→∞.
It is straightforward to check that βϕλ is a unital ∗-homomorphism for all λ > 0 and that
βϕλ ◦ βϕµ = βϕλµ for all λ, µ > 0. This shows that βϕ : λ 7→ βϕλ is a one-parameter group of
automorphisms of B(N ⊂ M,ϕ). Also, one checks easily that βψλ ◦ βψ,ϕ = βψ,ϕ ◦ βϕλ for all
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faithful normal states ϕ,ψ ∈ N∗. Extend ϕ to a state on M by using any faithful normal
conditional expectation from M to N . Then βϕ is ϕ-preserving. Indeed, for all λ > 0, we have
ϕ(βϕλ (x)) =
n∑
k=1
ϕω(vkxv
∗
k) =
n∑
k=1
λ−1ϕω(xv∗kvk) =
n∑
k=1
λ−1ϕ(x)ϕω(v∗kvk)
because x commutes with the factor Nϕ
ω
. Since ϕω(v∗kvk) = λϕ
ω(vkv
∗
k), we obtain
ϕ(βϕλ (x)) =
n∑
k=1
ϕ(x)ϕω(vkv
∗
k) = ϕ(x).
Thus βϕλ is ϕ-preserving and since β
ϕ clearly fixes N ′ ∩M , we obtain
EϕN ′∩M ◦ βϕλ = EϕN ′∩M .
At this point, we have proved all items (i), (ii), (iii) and (iv). It only remains to check that βϕ is
indeed a flow in the sense that it is continuous with respect to the u-topology on B(N ⊂M,ϕ).
Take a sequence λn ∈ R∗+ such that λn → 1 and λn ≤ 1. We have to show that βϕλn →
idB(N⊂M,ϕ) with respect to the u-topology. Since β
ϕ is ϕ-preserving, it is enough to show
that βϕλn(x) → x strongly for all x ∈ B(N ⊂ M,ϕ). Let ω1 ∈ β(N) \N be any nonprincipal
ultrafilter and pick, for every n ∈ N, a co-isometry vn ∈ Nω1 such that vnϕω1 = λnϕω1vn
(possible because λn ≤ 1). Let ω2 ∈ β(N) \N be any other nonprincipal ultrafilter. Since
λn → 1, then v = (vn)ω2 defines a co-isometry of Nω2⊗ω1 with vϕω2⊗ω1 = ϕω2⊗ω1v. Since
x ∈ B(N ⊂ M,ϕ), we get x = vxv∗ = (vnxv∗n)ω2 = (βϕλn(x))ω2 . Since the nonprincipal
ultrafilter ω2 ∈ β(N) \N is arbitrary, by Lemma 2.2, we conclude that βϕλn(x)→ x strongly as
n→∞. 
Remark 3.5. Although we strongly believe that the bicentralizer B(M,ϕ) should always be
trivial for all type III1 factors M with separable predual, we point out that the relative bicen-
tralizer (flow) need not be trivial in general.
(i) Let N be any type III1 factor with separable predual and with trivial bicentralizer
(e.g. N = R∞). Choose a faithful state ϕ ∈ N∗. Fix µ ∈ (0, 1), put T = 2π− log(µ) and
define M = N ⋊σϕ
T
Z. Extend ϕ to M by using the canonical conditional expectation
EN : M → N . Then M is a type IIIµ factor by [Co85, Lemma 1] and the inclusion
N ⊂ M is irreducible and with expectation. Since B(N,ϕ) = C1, a straightforward
argument using the Fourier expansion shows that B(N ⊂M,ϕ) = L(Z) and the relative
bicentralizer flow βϕ : R∗+ y B(N ⊂M,ϕ) is given by the action R∗+ y R∗+/µZ.
(ii) We can upgrade the example given in item (i) to obtain an irreducible inclusion of
type III1 factors with expectation and with nontrivial bicentralizer flow. Indeed, define
M = (M,ϕ) ∗ (R∞, ψ) to be the free product von Neumann algebra, where ψ ∈ (R∞)∗
is any faithful state. By [Ue10, Theorem 4.1],M is a type III1 factor. Moreover, [Ue10,
Corollary 3.2] shows that N ⊂M is irreducible and with expectation. Fix ω ∈ β(N)\N
any nonprincipal ultrafilter. Noticing that M⊂ (Mω, ϕω) ∗ (R∞, ψ), [Ue10, Corollary
3.2] implies that
B(N ⊂M, ϕ) = (Nωϕω)′ ∩M = (Nωϕω)′ ∩M∩Mω = (Nωϕω)′ ∩M = B(N ⊂M,ϕ).
The relative bicentralizer flow βϕ : R∗+ y B(N ⊂ M, ϕ) is still given by the action
R∗+ y R
∗
+/µ
Z.
4. Self-bicentralizing factors
To prove Theorem B, we use again the ultraproduct technology. We start by proving the
following result.
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Proposition 4.1. Let M be any factor with separable predual, θ ∈ Aut(M) any automorphism
and ω ∈ β(N) \N any nonprincipal ultrafilter. Consider the following properties:
(i) θ ∈ Inn(M).
(ii) There exists a unitary u ∈Mω such that θ(x) = uxu∗ for all x ∈M and θ(ϕ)ω = uϕωu∗
for some (or any) faithful normal state ϕ ∈M∗.
(iii) There exists a nonzero partial isometry v ∈ Mω such that θ(x)v = vx for all x ∈ M
and vϕω = θ(ϕ)ωv for some (or any) faithful normal state ϕ ∈M∗.
(iv) There exists a nonzero partial isometry v ∈Mω such that θ(x)v = vx for all x ∈M .
(v) The automorphism θ ⊙ id of M ⊙Mop extends to an automorphism of the C∗-algebra
C∗λ·ρ(M) generated by the standard representation λ · ρ of M ⊙Mop on L2(M).
Then we have (i)⇔ (ii)⇔ (iii)⇒ (iv)⇒ (v).
Proof. We only prove (iv)⇒ (v) since the other implications are well-known (for the implication
(iii)⇒ (ii), see the end of the proof of [Co85, Theorem 1] starting from Lemma 4). Let v ∈Mω
be a nonzero partial isometry such that θ(x)v = vx for every x ∈M . Note that vv∗ ∈M ′∩Mω
and so EM (vv
∗) = λ ∈ R∗+. Take T =
∑
i xi⊗yopi ∈M⊙Mop. For every unit vector ξ ∈ L2(M),
we have in L2(Mω) the following equalities:
‖
∑
i
θ(xi)ξyi‖ = 1
λ
‖v∗
∑
i
θ(xi)ξ
ωyi‖ = 1
λ
‖
∑
i
xiv
∗ξωyi‖.
Since
‖T‖C∗λ·ρ(M) = ‖T‖L2(M) = ‖Tω‖L2(Mω)
we obtain
‖
∑
i
xiv
∗ξωyi‖ ≤ ‖v∗ξω‖ · ‖T‖C∗λ·ρ(M) = λ‖T‖C∗λ·ρ(M).
Thus we have shown that
‖
∑
i
θ(xi)ξyi‖ ≤ ‖T‖C∗λ·ρ(M)
for all unit vectors ξ ∈ L2(M). This means that
‖(θ ⊗ id)(T )‖C∗λ·ρ(M) ≤ ‖T‖C∗λ·ρ(M).
By the same reasoning, replacing θ by θ−1 and T by (θ ⊗ id)(T ), we obtain
‖(θ ⊗ id)(T )‖C∗λ·ρ(M) = ‖T‖C∗λ·ρ(M)
as we wanted. 
Proof of Theorem B. (i) Let ψ be any bicentralizing state on M . Let ω ∈ β(N) \N be any
nonprincipal ultrafilter and u ∈ Mω any unitary such that uϕωu∗ = ψω. Then, with M =
B(M,ϕ) and M = B(M,ψ), the ∗-homomorphism βψ,ϕ : M → M satisfies βψ,ϕ(x) = uxu∗
for all x ∈ M . This shows that βψ,ϕ ∈ Inn(M) and we have βψ,ϕ(ϕ) = ψ. Conversely, if
α ∈ Inn(M), then we can find a unitary u ∈ Mω such that α(x) = uxu∗ for all x ∈ M and
uϕωu∗ = α(ϕ)ω . This shows that βα(ϕ),ϕ = α. Hence the map
Inn(M) ∋ α 7→ α(ϕ) ∈ ∆(M)
is a continous bijection with inverse
∆(M) ∋ ψ 7→ βψ,ϕ ∈ Inn(M).
It only remains to show that this inverse is continous. Let (ψn)n∈N be a sequence in ∆(M)
which converges to ψ ∈ ∆(M). Let θn = βψn,ϕ. We have to show that θn converges to βψ,ϕ.
Since (θn(ϕ))
ω = (ψn)
ω = ψω, θ = (θn)
ω defines an automorphism of Mω and we just have
to show that θ(x) = βψ,ϕ(x) for all x ∈ M . Let ω0 ∈ β(N) \ N be any other nonprincipal
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utltrafilter, and for every n ∈ N, take a unitary un ∈Mω0 such that unϕω0u∗n = ψω0n . Then we
have θn(x) = βψn,ϕ(x) = unxu
∗
n for all x ∈M and all n ∈ N. Let u = (un)ω ∈ Mω⊗ω0 . Then,
by construction, we have θ(x) = uxu∗ for all x ∈M . But we have u(ϕω0)ωu∗ = (ψω0n )ω = (ψω0)ω
and so uxu∗ = βψ,ϕ(x) for all x ∈ M . This shows that θ(x) = βψ,ϕ(x) for all x ∈ M , as we
wanted.
(ii) Since a continuous bijective homomorphism between Polish groups is automatically a
homeomorphism, we just need to show that the homomorphism ι is bijective. Let (g, h) ∈
Inn(M) ⋊ Autϕ(M) and assume that g ◦ h = id. Then h = g−1 is approximately inner. Since
h(ϕ) = ϕ, by item (i), we conclude that h = βϕ,ϕ = id. This shows the injectivity. For the
surjectivity, we just write every α ∈ Aut(M) as α = βα(ϕ),ϕ ◦
(
βϕ,α(ϕ) ◦ α
)
and we note that
βα(ϕ),ϕ ∈ Inn(M) by item (i) while βϕ,α(ϕ) ◦ α ∈ Autϕ(M). We conclude that ι is indeed an
isomorphism of topological groups. Moreover, it shows that σϕt ∈ Inn(M) if and only if σϕt = id
and so σϕt ∈ Inn(M) if and only if t = 0 because M is a type III1 factor.
(iii) Note first that βϕλ ∈ Autϕ(M) and so βϕλ ∈ Inn(M) if and only if βϕλ = id, thanks to
item (ii). If M ∼= M ⊗ Rλ for 0 < λ < 1, then we can find a co-isometry v ∈ M ′ ∩Mω
such that vϕω = λϕωv. This shows that βϕλ (x)v = vx = xv for all x ∈ M . Since v is a
co-isometry, we obtain βϕλ = id. Conversely, take v any nonzero partial isometry v ∈Mω such
that vv∗ + v∗v = 1 and vϕω = λϕωv. If βϕλ = id, then we have v ∈M ′ ∩Mω. This shows that
M satisfies Araki’s property L′λ and so M
∼=M ⊗Rλ by [Ar70, Theorem 1.3].
(iv) This follows from item (ii) in Theorem A and Proposition 4.1. 
Remarks 4.2. We observe that ∆(M) is a dense Gδ subset of the set of all faithful normal
states Snf(M). The density of ∆(M) follows of course from Connes–Størmer transitivity. Since
Inn(M) is a Polish space, so is ∆(M), and since Snf(M) is Polish as well, ∆(M) must be a Gδ
subset.
5. Irreducible hyperfinite subfactors in inclusions of type III factors
5.1. Proof of Theorem C. In this section, we prove Theorem C. We first need to prove a
few technical lemmas. The next result is a straightforward variation of [Po81, Lemma 2.3].
Lemma 5.1. Let M be any σ-finite von Neumann algebra and ϕ ∈M∗ any faithful state. Let
G ⊂ Autϕ(M) be any subgroup. Let x ∈ M be any element that satisfies EϕMG(x) = 0 where
Eϕ
MG
: M → MG denotes the unique ϕ-preserving conditional expectation on the fixed point
algebra MG. Then there exists α ∈ G such that ‖x− α(x)‖ϕ ≥ ‖x‖ϕ.
Proof. Without loss of generality, we may assume that x 6= 0. Denote by y the unique element
of minimal ‖ · ‖ϕ-norm in the weakly closed convex hull C of {α(x) | α ∈ G}. For every α ∈ G,
we have ‖α(y)‖ϕ = ‖y‖ϕ and α(y) ∈ C. By uniqueness of y ∈ C, we obtain α(y) = y for every
α ∈ G. This shows that y ∈MG. On the other hand, we have Eϕ
MG
(α(x)) = Eϕ
MG
(x) = 0 for all
α ∈ G. Thus, we also have Eϕ
MG
(y) = 0 and so y = 0. By contradiction, if ‖x−α(x)‖ϕ < ‖x‖ϕ
for every α ∈ G, then we have ‖x‖2ϕ − 2ℜ(ϕ(x∗α(x))) < 0 for every α ∈ G. By taking
convex combinations and weak limits and since y = 0, we conclude that ‖x‖2ϕ ≤ 0, which is a
contradiction. Therefore, there exists α ∈ G such that ‖x− α(x)‖ϕ ≥ ‖x‖ϕ. 
For all 0 < λ < 1, we denote by τλ the canonical periodic faithful normal state on the Powers
factor Rλ arising from the infinite tensor product decomposition
(Rλ, τλ) =
⊗
n∈N
(M2(C), ωλ)
where ωλ is the state onM2(C) given by ωλ(e11) = λωλ(e22) =
λ
1+λ and ωλ(e12) = ωλ(e21) = 0.
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Lemma 5.2. Let N be any factor and ϕ ∈ N∗ any faithful state such that Nϕ is a type II1
factor. If S is a finite subset of the point spectrum of ϕ, then we can find a subfactor P ⊂ N ,
globally invariant under σϕ, such that
(P,ϕ|P ) ∼=
⊗
λ∈S
(Rλ, τλ).
Proof. Let S = {λ1, . . . , λp}. Since Nϕ is a type II1 factor, we can find a partial isometry
v ∈ N such that vv∗ + v∗v = 1 and vϕ = λ1ϕv. Then v generates a finite dimensional factor
F1 that is globally invariant under σ
ϕ and such that (F1, ϕ|F1) ∼= (M2(C), ωλ1). Observe that
F ′1 ∩N ∼= eNe where e = vv∗ ∈ Nϕ and so (F ′1 ∩N)ϕ is again a type II1 factor and S is in the
point spectrum of ϕ|F ′
1
∩N . Thus, we can find F2 ⊂ F ′1 ∩N that is globally invariant under σϕ
and such that (F2, ϕ|F2) ∼= (M2(C), ωλ2). By repeating this procedure inductively, we obtain
a finite dimensional factor Q1 ⊂ N that is globally invariant under σϕ and such that
(Q1, ϕ|Q1) ∼=
p⊗
k=1
(M2(C), ωλk).
By repeating this procedure with Q′1 ∩ N , we contruct a sequence of mutually commuting
factors (Qn)n∈N that are all globally invariant under σ
ϕ and such that (Qn, ϕ|Qn) ∼= (Q1, ϕ|Q1)
for all n ∈ N. Then P = ∨n∈NQn provides the desired factor. 
Lemma 5.3. Let N be any factor and ϕ ∈ N∗ any faithful state such that Nϕ is a type II1
factor. If λ is in the point spectrum of ϕ, then we can find a sequence (an)n∈N in N with
anϕ = λϕan for all n ∈ N such that
∑
n∈N a
∗
nan = λ and
∑
n∈N ana
∗
n = 1.
Proof. Take a maximal subset A ⊂ N \{0} such that aϕ = λϕa for all a ∈ A and∑a∈F a∗a ≤ λ
and
∑
a∈F aa
∗ ≤ 1. Let s = λ −∑a∈F a∗a and t = 1 −∑a∈F aa∗. Observe that s, t are two
positive elements of Nϕ and that ϕ(s) = λϕ(t). Suppose that s 6= 0 and so t 6= 0. Since Nϕ is
diffuse, we can find ε > 0 and two nonzero projections p, q ∈ Nϕ such that εp ≤ s, εq ≤ t and
ϕ(p) = λϕ(q). Since λ is in the point spectrum of ϕ and Nϕ is a type II1 factor, we can find
a partial isometry v ∈ N such that vϕ = λϕv, v∗v = p and vv∗ = q. Then A′ = A ∪ {√εv}
contradicts the maximality of A. Thus, we have s = t = 0 and the set A, which is necessarily
countable, provides the desired sequence. 
We will prove Theorem C by using inductively the following key lemma. The last part of the
lemma will be useful to control the type of the hyperfinite subfactor we want to construct.
Lemma 5.4. Let N ⊂M be any inclusion of σ-finite factors and ϕ ∈M∗ any faithful state such
that N is globally invariant under σϕ. Denote by EϕN ′∩M : M → N ′∩M the unique ϕ-preserving
conditional expectation. Assume that N is a type III1 factor and that B(N ⊂M,ϕ)βϕ = N ′∩M .
Then for every ε > 0 and every x ∈M such that EϕN ′∩M (x) = 0, we can find a finite dimensional
subfactor F ⊂ N and a faithful state ψ ∈ F∗ such that
(i) ‖ϕ− ϕ ◦ EF ′∩M‖ ≤ ε
(ii) ‖EF ′∩M (x)‖ϕ ≤ (1− 2−13)‖x‖ϕ
where EF ′∩M :M → F ′ ∩M is the conditional expectation induced by ψ.
Moreover, for any given 0 < µ, ν < 1 such that µ/ν /∈ Q, we can choose (F,ψ) so that
(F,ψ) ∼= (M2(C), τ)⊗p ⊗ (M2(C), ωµ)⊗q ⊗ (M2(C), ων)⊗r
where p, q, r ∈ N. We can always take q, r ≥ 1. If B(N ⊂M,ϕ)βϕµ = N ′∩M , then we can take
q ≥ 1 and r = 0. If B(N ⊂M,ϕ) = N ′ ∩M , then we can take q = r = 0.
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Proof. Let S = {µ, ν}. If B(N ⊂M,ϕ)βϕµ = N ′∩M , take S = {µ}. If B(N ⊂M,ϕ) = N ′∩M ,
take S = ∅. In all cases, we have B(N ⊂M,ϕ)G = N ′∩M , where G is the subgroup generated
by βϕs for s ∈ S.
Fix ε > 0 and x ∈ M such that EϕN ′∩M (x) = 0. Write x = y + z where y = x− EϕB(N⊂M,ϕ)(x)
and z = EϕB(N⊂M,ϕ)(x). By Proposition 3.3, we know that E(Nωϕω )′∩Mω(y) = 0. Lemma 5.1
yields a unitary u ∈ Nωϕω such that ‖uyu∗ − y‖ϕω ≥ ‖y‖ϕ. Note that Nωϕω is a type II1 factor.
Thus, up to a small perturbation (approximate u by a unitary with finite spectrum and such
that all of its spectral projections have dyadic traces), we may assume that u is contained in
some finite dimensional factor M2p(C) ⊂ Nωϕω . Then, by Lemma 5.2, we can find a subfactor
Q ⊂M2p(C)′ ∩Nω that is globally invariant under σϕω and such that
(Q,ϕω|Q) ∼=
⊗
µ∈S
(Rµ, τµ).
Put P =M2p(C) ∨Q. Let us show that
‖EϕωP ′∩Mω(x)‖ϕω ≤ (1− 2−11)‖x‖ϕ.
Assume first that ‖y‖ϕ ≥ 2−4‖x‖ϕ. Since u ∈ P and u commutes with z, we have
‖x‖2ϕ − ‖Eϕ
ω
P ′∩Mω(x)‖2ϕω = ‖x− Eϕ
ω
P ′∩Mω(x)‖2ϕω
≥ 1
4
‖u(x− EϕωP ′∩Mω(x)) − (x− Eϕ
ω
P ′∩Mω(x))u‖2ϕω
=
1
4
‖ux− xu‖2ϕω
=
1
4
‖uy − yu‖2ϕω
≥ 1
4
‖y‖2ϕ.
Then ‖EϕωP ′∩Mω(x)‖2ϕω ≤ ‖x‖2ϕ − 14‖y‖2ϕ. Since ‖y‖ϕ ≥ 2−4‖x‖ϕ, this shows that
‖EϕωP ′∩Mω(x)‖2ϕω ≤ ‖x‖2ϕ −
1
4
‖y‖2ϕ ≤ (1− 2−10)‖x‖2ϕ
and so
‖EϕωP ′∩Mω(x)‖ϕω ≤
√
1− 2−10‖x‖ϕ ≤ (1− 2−11)‖x‖ϕ.
Assume next that ‖y‖ϕ ≤ 2−4‖x‖ϕ. By Lemma 5.1, since B(N ⊂M,ϕ)G = N ′ ∩M and since
EϕN ′∩M (z) = 0, we can find some λ ∈ 〈S〉 such that ‖z−βϕλ (z)‖ϕ ≥ ‖z‖ϕ. By construction, λ is
an eigenvalue of ∆ϕω |P and the centralizer of ϕ
ω|P is a factor. Thus, by Lemma 5.3, we can find
a sequence (an)n∈N in P with anϕ
ω = λϕωan such that
∑
n∈N a
∗
nan = λ and
∑
n∈N ana
∗
n = 1.
Then we have
‖z − EϕωP ′∩Mω(z)‖2ϕω =
1
λ
∑
n∈N
‖an(z − Eϕ
ω
P ′∩Mω(z))‖2ϕω
=
1
λ
∑
n∈N
‖(βϕλ (z)− Eϕ
ω
P ′∩Mω(z))an‖2ϕω
=
1
λ
∑
n∈N
ϕω(a∗n |βϕλ (z)− Eϕ
ω
P ′∩Mω(z)|2 an)
=
∑
n∈N
ϕω(ana
∗
n |βϕλ (z)− Eϕ
ω
P ′∩Mω(z)|2)
= ‖βϕλ (z)− Eϕ
ω
P ′∩Mω(z)‖2ϕω .
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Then, by the triangle inequality, we obtain ‖z−EϕωP ′∩Mω(z)‖ϕω ≥ 12‖z−βϕλ (z)‖ϕ ≥ 12‖z‖ϕ. This
implies that ‖EϕωP ′∩Mω(z)‖2ϕω ≤ 34‖z‖2ϕ and so ‖Eϕ
ω
P ′∩Mω(z)‖ϕω ≤ 78‖z‖ϕ. Since ‖y‖ϕ ≤ 116‖x‖ϕ,
this shows that
‖EϕωP ′∩Mω(x)‖ϕω ≤ ‖Eϕ
ω
P ′∩Mω(y)‖ϕω + ‖Eϕ
ω
P ′∩Mω(z)‖ϕω ≤ ‖y‖ϕ +
7
8
‖z‖ϕ ≤ 15
16
‖x‖ϕ.
Thus, in all cases, we have
‖EϕωP ′∩Mω(x)‖ϕω ≤ (1− 2−11)‖x‖ϕ.
Now, by construction, it is clear that we can write P as an increasing union of finite dimensional
subfactors (Fn)n∈N which are all globally invariant under σ
ϕω and such that
(Fn, ϕ
ω|Fn) ∼= (M2p(C), τ) ⊗
n⊗
k=1
⊗
µ∈S
(M2(C), ωµ)
 .
We have limn→∞ ‖Eϕ
ω
F ′n∩M
ω(x)‖ϕω = ‖Eϕ
ω
P ′∩Mω(x)‖ϕω ≤ (1 − 2−11)‖x‖ϕ. Thus, for n ∈ N large
enough, we have ‖EϕωF ′n∩Mω(x)‖ϕω ≤ (1− 2
−12)‖x‖ϕ. Finally, thanks to Lemma 2.1, we can find
a copy F = Fn inside N such that
(i) ‖ϕ− ϕ ◦ EF ′∩M‖ ≤ ε
(ii) ‖EF ′∩M (x)‖ϕ ≤ (1− 2−13)‖x‖ϕ.
where EF ′∩M :M → F ′ ∩M is the conditional expectation induced by ψ = ϕω|F . 
Proof of Theorem C. Denote by EϕN ′∩M : M → N ′ ∩M the unique ϕ-preserving conditional
expectation. Let X = {xn | n ∈ N} be a countable ∗-strongly dense subset in {x ∈ Ball(M) |
EϕN ′∩M (x) = 0}. Using Lemma 5.4, we can construct by induction a sequence (Fn)n∈N of
finite dimensional subfactors of N with faithful states ψn ∈ (Fn)∗ that satisfy the following
properties: F0 = C1, Fn+1 ⊂ (Rn)′ ∩N with Rn = F0 ∨ F1 ∨ · · · ∨ Fn, and
(i) ‖ϕ ◦ ER′n+1∩M − ϕ ◦ ER′n∩M‖ ≤ 2−(n+1)
(ii) ‖ER′n+1∩M (yn)‖ϕ ≤ (1− 2−13)‖yn‖ϕ
where ER′n∩M is the conditional expectation induced by ψ0 ⊗ ψ1 ⊗ · · · ⊗ ψn on Rn and yn =
ER′n∩M (xn)− EN ′∩M (ER′n∩M (xn)).
Thanks to the condition (i), we know that the sequence of states ϕn = ϕ ◦ER′n∩M is a Cauchy
sequence in M∗ and so it converges to some state ϕ∞ ∈M∗. For all n ∈ N, we moreover have
ϕ∞ = lim
k
ϕ ◦ ER′
k
∩M = lim
k
ϕ ◦ ER′
k
∩M ◦ ER′n∩M = ϕ∞ ◦ ER′n∩M .
Denote by e the support projection of ϕ∞ in M . Then for all n ∈N, we have e ∈ R′n ∩M and
so ϕn(e) = ϕ(e). Thus, by letting n→∞, we obtain 1 = ϕ∞(e) = ϕ(e). This means that e = 1
and so ϕ∞ is a faithful normal state on M . By construction, all the algebras Rn are globally
invariant under σϕ∞ . It follows that their union generates a hyperfinite factor P =
∨
nRn that
is also globally invariant under σϕ∞ and such that
(P,ϕ∞) ∼=
⊗
n∈N
(Fn, ψn).
Moreover, by the last part of Lemma 5.4, we can always make P of type III1. We can make P
of type IIIλ if B(N ⊂ M,ϕ)β
ϕ
λ = N ′ ∩M for some 0 < λ < 1. We can make P of type II1 if
B(N ⊂M,ϕ) = N ′ ∩M .
Now, let us show that P ′ ∩ M = N ′ ∩ M . Take x ∈ Ball(P ′ ∩ M) with EϕN ′∩M (x) = 0.
Then we can find a subsequence (xnk)k∈N such that xnk → x in the ∗-strong topology. Since
x ∈ R′nk ∩M and since ER′nk∩M is ϕ∞-preserving for all k ∈ N, we have ER′nk∩M (xnk) → x
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in the ∗-strong topology. Since EϕN ′∩M (x) = 0, we also have EϕN ′∩M (ER′nk∩M (xnk)) → 0 in
the ∗-strong topology. This shows that ynk → x in the ∗-strong topology. And again, since
x ∈ R′nk+1 ∩M , we obtain ER′nk+1∩M (ynk)→ x in the ∗-strong topology. Therefore, by taking
the limit in condition (ii), we obtain ‖x‖ϕ ≤ (1− 2−13)‖x‖ϕ. Thus, x = 0 as we wanted. 
Proof of Application 1. Denote by EQ : M → Q the (unique) faithful normal conditional ex-
pectation and choose a faithful state ϕ ∈ M∗ such that ϕ ◦ EQ = ϕ and such that ϕ|Q is
almost periodic. Then B(N ⊂ M,ϕ)βϕ ⊂ Q′ ∩ M = C1 and the conclusion follows from
Theorem C. 
Proof of Corollary D. This is a consequence of Theorem C and [Po81, Theorem 3.2]. 
5.2. A type IIIλ analogue of Theorem C. In this subsection, we prove a type IIIλ analogue
of Theorem C when 0 < λ < 1. Since the proof is similar (and easier), we only sketch it.
Theorem 5.5. Let N ⊂ M be any inclusion of von Neumann algebras with separable predual
and with expectation. Assume that N is a type IIIλ factor (0 < λ < 1) with a T -periodic faithful
state ϕ ∈ N∗ where T = 2π− log λ . Then there exists a hyperfinite type IIIλ subfactor P ⊂ N that
is globally invariant under σϕ and such that P ′ ∩M = N ′ ∩M .
We can find a hyperfinite type II1 subfactor with expectation P ⊂ N such that P ′∩M = N ′∩M
if and only if (Nϕ)
′ ∩M = N ′ ∩M . In that case, we can moreover take P ⊂ Nϕ.
The proof relies on the following analogue of Lemma 5.4.
Lemma 5.6. Let N ⊂M be any inclusion of von Neumann algebras with separable predual and
with expectation. Assume that N is a type IIIλ factor (0 < λ < 1) with a T -periodic faithful
state ϕ ∈ N∗ where T = 2π− log λ . Extend ϕ to M by using any faithful normal conditional
expectation on N . Denote by EϕN ′∩M : M → N ′ ∩ M the unique ϕ-preserving conditional
expectation.
Then for every x ∈M such that EϕN ′∩M (x) = 0, we can find a finite dimensional factor F ⊂ N
that is globally invariant by σϕ and such that
‖EϕF ′∩M (x)‖ϕ ≤ (1− 2−13)‖x‖ϕ.
Proof. Let B = (Nϕ)
′ ∩M . The algebra B will play the role of B(N ⊂ M,ϕ). There exists a
ϕ-preserving automorphism θ of B such that for all x ∈ B, all a ∈ N and all n ∈ Z, we have
aϕ = λnϕa ⇒ ax = θn(x)a.
Moreover, we have Bθ = N ′ ∩M .
Let x = y + z where y = x − EϕB(x) and z = EϕB(x). By Lemma 5.1, we can find a unitary
u ∈ Nϕ such that ‖uyu∗−y‖ϕ ≥ ‖y‖ϕ. Since Nϕ is a type II1 factor, up to a small perturbation
(approximate u by a unitary with finite spectrum and such that all of its spectral projections
have dyadic traces), we may assume that u is contained in some finite dimensional factor
M2p(C) ⊂ Nϕ. Then, by Lemma 5.2, we can find a subfactor Q ⊂ M2p(C)′ ∩ N that is
globally invariant under σϕ and such that
(Q,ϕ|Q) ∼= (Rλ, τλ).
Put P =M2p(C) ∨Q. Let us show that
‖EϕP ′∩M (x)‖ϕ ≤ (1− 2−13)‖x‖ϕ.
Assume first that ‖y‖ϕ ≥ 2−4‖x‖ϕ. Then, as in Lemma 5.4, we can show that
‖EϕP ′∩M (x)‖ϕ ≤ (1− 2−11)‖x‖ϕ.
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Assume next that ‖y‖ϕ ≤ 2−4‖x‖ϕ. By Lemma 5.1, since Bθ = N ′∩M and since EϕN ′∩M (z) = 0,
we can find k ∈ Z such that ‖z − θk(z)‖ϕ ≥ ‖z‖ϕ. By Lemma 5.3, we can find a sequence
an ∈ P with anϕ = λkϕan such that
∑
n∈N a
∗
nan = λ
k and
∑
n∈N ana
∗
n = 1. Then we conclude
as in Lemma 5.4 by showing that
‖z − EϕP ′∩M (z)‖ϕ = ‖θk(z)− EϕP ′∩M (z)‖ϕ.
This finishes the proof. 
Proof of Theorem 5.5. The proof of the first part of the theorem is the same as in Theorem C.
It is easier though because all the finite dimensional factors we construct are globally invariant
under σϕ and the sequence of states (ϕn)n∈N is constant.
For the second part, assume that P ⊂ N is a hyperfinite type II1 subfactor with expectation
such that P ′∩M = N ′∩M . Observe that P ′∩N = C1. Let ψ be a faithful normal state on N
such that P ⊂ Nψ. We have N ′ψ ∩N = C1. Since N is of type IIIλ, we know that σψT is inner
and so there exists a unitary u ∈ N such that σψT = Ad(u). Note that u ∈ (Nψ)′ ∩ N = C1.
This implies that ψ is T -periodic. We have (Nψ)
′ ∩M = N ′ ∩M and since ψ and ϕ are stably
unitarily conjugate (see [Co72, The´ore`me 4.3.2]), we also have (Nϕ)
′ ∩M = N ′ ∩M . 
We derive the following consequence of Theorem 5.5 that is related to [Po85, Problem 2].
Corollary 5.7. Let M be any type IIIλ factor (0 < λ < 1) with separable predual and with a
T -periodic faithful state ϕ ∈M∗ where T = 2π− logλ . Then there exists an irreducible hyperfinite
type IIIλ subfactor P ⊂M that is globally invariant under σϕ.
We end this subsection with a characterization of Kadison’s property for irreducible inclusions
of factors N ⊂ M with expectation and with separable predual where N is a type IIIλ factor
(0 < λ < 1).
Theorem 5.8. Let N ⊂ M be any irreducible inclusion of factors with separable predual and
with expectation. Assume that N is a type IIIλ factor (0 < λ < 1). Let ϕ ∈ N∗ be any
T -periodic faithful state where T = 2π− log λ and ψ any dominant weight on N .
The following assertions are equivalent:
(i) (Nϕ)
′ ∩M = C1.
(ii) (Nψ)
′ ∩M = Z(Nψ)
(iii) The inclusion N ⊂M satisfies Kadison’s property.
Proof. (i)⇒ (iii) This follows from [Po81, Theorem 3.2].
(iii)⇒ (ii) This follows from Proposition 2.7 and the fact that (N ⊂M) ∼= (N∞ ⊂M∞).
(ii)⇒ (i) Since N is a type IIIλ factor, σψT is an inner automorphism of N . Let u ∈ U(N) be a
unitary such that σψT = Ad(u). We have u ∈ (Nψ)′ ∩N and so u ∈ Z(Nψ) by Connes–Takesaki
relative commutant theorem [CT76, Chapter II, Theorem 5.1]. Choose a nonsingular positive
selfadjoint operator h affiliated with Z(Nψ) such that u = hiT . Define the faithful normal
semifinite weight φ on N by the formula φ = ψ(h−1 · ). Then we have σφT = Ad(h−iT )◦σψT = idN
and so φ is T -periodic. We moreover have Nψ ⊂ Nφ. Using the assumption, we have
(Nφ)
′ ∩M = (Nψ)′ ∩M = Z(Nψ) ⊂ Nφ.
Then [Co72, The´ore`me 4.2.6] shows that (Nφ)
′ ∩M = C1. Since φ and ϕ are stably unitarily
conjugate (see [Co72, The´ore`me 4.3.2]), we also have (Nϕ)
′ ∩M = C1. 
22 H. ANDO, U. HAAGERUP, C. HOUDAYER, AND A. MARRAKCHI
6. Discrete inclusions
6.1. Proof of Theorem E. Let N ⊂ M be any inclusion of von Neumann algebras with
separable predual and with expectation EN : M → N . Assume that N is a type III1 factor.
Using [Ta71], we may regard the standard form (N,L2(N), JN ,L
2(N)+) as a substandard form
of the standard form (M,L2(M), JM ,L
2(M)+) via the isometric embedding
L2(N)+ →֒ L2(M)+ : ξ 7→ (〈 · ξ, ξ〉 ◦ EN )1/2.
By this embedding, we have that L2(N) is an N -N -sub-bimodule of L2(M) and JM |L2(M) = JN
(see [Ta71, p. 317 Equation (8)]). Since no confusion is possible, we simply write J = JM .
Denote by eN : L
2(M) → L2(N) the corresponding Jones projection. Since eN ∈ 〈M,N〉 =
(JNJ)′ ∩B(L2(M)), for every x ∈M , every y ∈ N and every ξ ∈ L2(N)+, we have
(6.1) eN (xξy) = eN JyJ(xξ) = JyJ eN (xξ) = JyJ EN (x)ξ = EN (x)ξy.
We refer to [HI15, Proposition A.2] for further details.
Let ϕ ∈M∗ be any faithful state such that ϕ◦EN = ϕ. Since the inclusion N ′∩M ⊂M is glob-
ally invariant under σϕ, we denote by EϕN ′∩M : M → N ′∩M the unique ϕ-preserving conditional
expectation and we may regard the standard form (N ′∩M,L2(N ′∩M), JN ′∩M ,L2(N ′∩M)+) as
a substandard form of the standard form (M,L2(M), J,L2(M)+) via the isometric embedding
L2(N ′ ∩M) →֒ L2(M) : xξϕ 7→ xξϕ.
Observe that the corresponding Jones projection eϕN ′∩M : L
2(M) → L2(N ′ ∩ M) satisfies
JeϕN ′∩M = e
ϕ
N ′∩MJ and e
ϕ
N ′∩M (xξϕ) = E
ϕ
N ′∩M (x)ξϕ for every x ∈M .
Proof of Theorem E. (i) ⇒ (ii) By Theorem C, there exists a hyperfinite type II1 subfactor
with expectation P ⊂ N such that P ′ ∩M = N ′ ∩M . Take a faithful state ϕ ∈ N∗ such
that P ⊂ Nϕ. Put N∞ = N ⊗ B(L2(R)) and M∞ = M ⊗ B(L2(R)). Since N is a type
III factor, there is a canonical ∗-isomorphism π : M → M∞ such that π(N) = N∞ and
π ◦ EN ◦ π−1 = EN ⊗ idB(L2(R)). Choose a faithful normal semifinite weight ω on B(L2(R))
such that [Dω : DTr] = λt for every t ∈ R. Then ψ = ϕ⊗ ω is a dominant weight on N∞ (see
[CT76, Theorem 1.3]). The proof of [Po95, Theorem 4.2, page 57] shows that (N∞)′ψ ∩M∞ =
(N∞)′ ∩M∞ = N ′ ∩M (the argument does not use the facts that N ⊂M has finite index or
N ′ ∩M is finite dimensional). It remains to prove that the inclusion (N∞)ψ ⊂ M∞ satisfies
the weak relative Dixmier property.
Let x ∈ M∞ be any element. Denote by A = {λt : t ∈ R}′′ and observe that A ⊂ B(L2(R))
is maximal abelian. Then we have Q′ ∩M∞ = (N ′ ∩M) ⊗ A where Q = P ⊗ A. Since Q is
amenable, the inclusion Q ⊂ M∞ satisfies the weak relative Dixmier property. Therefore, we
have
KQ(x) ∩ (N ′ ∩M)⊗A 6= ∅.
Choose z ∈ KQ(x) ∩ ((N ′ ∩M)⊗A) and observe that K(N∞)ψ (z) ⊂ K(N∞)ψ(x) because Q ⊂
(N∞)ψ.
Regard (N ′ ∩ M) ⊗ A ⊂ (N ′ ∩ M) ∨ (N∞)ψ = ((N∞)′ ∩ M∞) ∨ (N∞)ψ. Since N∞ is a
factor with expectation, we have (N ′ ∩M) ∨ (N∞)ψ ∼= (N ′ ∩M) ⊗ (N∞)ψ. Since (N∞)ψ ⊂
(N ′ ∩M) ⊗ (N∞)ψ is a semifinite von Neumann subalgebra with expectation, the inclusion
(N∞)ψ ⊂ (N ′ ∩ M) ⊗ (N∞)ψ satisfies the weak relative Dixmier property (see e.g. [Po98,
Corollary 1.3]). Since (N∞)′ψ ∩ ((N ′ ∩M) ∨ (N∞)ψ) = N ′ ∩M , we have
K(N∞)ψ(z) ∩N ′ ∩M 6= ∅.
Therefore, we obtain K(N∞)ψ(x)∩N ′ ∩M 6= ∅ and so the inclusion (N∞)ψ ⊂M∞ satisfies the
weak relative Dixmier property.
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(ii) ⇒ (i) We divide the proof into a series of claims following the proof of [Ha85, Theorem
2.1].
Firstly, we observe that using the assumption in item (i), we obtain the following straightfor-
ward generalization of [Ha85, Lemma 2.7] (see also [Po95, Theorem 4.2, Step III]).
Claim 6.1. Let δ > 0, ϕ ∈M∗ any faithful state such that ϕ◦EN = ϕ and x ∈M any element
such that EϕN ′∩M (x) = 0. Then there exists a sequence (ai)i in Ball(N) such that the following
three properties hold:
(i) spσϕ(ai) ⊂ [−δ, δ] for every i ∈ N;
(ii)
∑
i∈N a
∗
i ai = 1;
(iii)
∑
i∈N ‖aix− xai‖2ϕ ≥ 12‖x‖2ϕ.
Next, using Claim 6.1 and the fact that the inclusion N ⊂M is discrete, we prove the following
generalization of [Ha85, Lemma 2.9]. Let us point out that this is the main technical novelty
of the proof of Theorem E compared to the proofs of [Ha85, Theorem 3.1] (where N =M) and
[Po95, Theorem 4.2] (where N ⊂M has finite index).
Claim 6.2. Let δ > 0, ξ ∈ L2(N)+ any unit M -cyclic vector and η ∈ L2(M) any unit vector
such that Jη = η and η ∈ ((N ′ ∩M)ξ)⊥. Then there exists a ∈ Ball(N) \ {0} such that
(6.2) ‖aξ‖2 + ‖aη‖2 < 8‖aη − ηa‖2 and ‖aξ − ξa‖2 < δ‖aη − ηa‖2.
Proof of Claim 6.2. Put ϕ = 〈 · ξ, ξ〉 ∈ M∗ and ψ = 〈 · η, η〉 ∈ M∗. Observe that ϕ ∈ M∗ is a
faithful state such that ϕ ◦ EN = ϕ.
Firstly, assume that ψ|N is not bounded by some multiple scalar of ϕ|N . Then the same
reasoning as in [Ha85, Lemma 2.9, page 113] shows that we may choose projections p, q ∈ N
such that ψ(p) > (16/δ)ϕ(p) and ψ(q) = (1/16)ψ(p). Since N is a type III factor, there exists
a partial isometry v ∈ N such that v∗v = p− q and vv∗ = q. Then the same calculations in the
standard form L2(M) as in [Ha85, Lemma 2.9, pages 113-114] show that a = v satisfies (6.2).
Secondly, assume that ψ|N is bounded by some multiple scalar of ϕ|N . Then the mapping
S0 : Mξ → L2(M) : xξ 7→ EN (x)η extends to well defined bounded operator S ∈ B(L2(M))
such that Sξ = η, SeN = S and S ∈ N ′∩B(L2(M)). Define T = JSJ ∈ (JNJ)′∩B(L2(M)) =
〈M,N〉. We have Tξ = JSJξ = JSξ = Jη = η and TeN = JSJeN = JSeNJ = JSJ = T .
Since the inclusion N ⊂ M is discrete in the sense of [ILP96, Definition 3.7], there exists
an increasing sequence of projections (pn)n in N
′ ∩ 〈M,N〉 such that ÊN (pn) ∈ M for every
n ∈ N and pn → 1 strongly. Observe that ÊN ((pnT )(pnT )∗) = ÊN (pnTT ∗pn) ≤ ‖T‖2∞ ÊN (pn)
and so (pnT )
∗ ∈ nÊN . Applying [ILP96, Proposition 2.2] to (pnT )∗ and taking the adjoint,
we obtain that ÊN (pnTeN )eN = pnTeN = pnT . Letting xn = ÊN (pnTeN ) ∈ M , we have
xneN = pnTeN = pnT . It follows that xnξ = xneN ξ = pnTξ = pnη. We then have
lim
n
‖xn‖ϕ = lim
n
‖xnξ‖ = lim
n
‖pnη‖ = ‖η‖ = 1
and
lim
n
‖EϕN ′∩M (xn)‖ϕ = limn ‖e
ϕ
N ′∩M (xnξ)‖ = limn ‖e
ϕ
N ′∩M (pnη)‖ = ‖eϕN ′∩M (η)‖ = 0.
Choose n ∈ N large enough so that ‖xn − EϕN ′∩M (xn)‖2ϕ ≥ (15/16)2 . Put
δ1 = min
{
(δ/8)1/2 , 2−9/2‖xn‖−1∞
}
.
Applying Claim 6.1 to x = xn − EϕN ′∩M (xn) with δ1, there exists a sequence (ai)i in Ball(N)
such that the following three properties hold:
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(i) spσϕ(ai) ⊂ [−δ1, δ1] for every i ∈ N;
(ii)
∑
i∈N a
∗
i ai = 1;
(iii)
∑
i∈N ‖aix− xai‖2ϕ ≥ 12
(
15
16
)2
.
Observe that item (i) implies that ‖aiξ − ξai‖2 ≤ δ21‖aiξ‖2 ≤ (δ/8)‖aiξ‖2 for every i ∈ N.
Since pn ∈ N ′ ∩ 〈M,N〉 and ai ∈ N , we have
pn(aiη − ηai) = ai pnη − pnη ai(6.3)
= ai xnξ − xnξ ai
= (aixn − xnai)ξ + xn(aiξ − ξai)
= (aix− xai)ξ + xn(aiξ − ξai).
The reasoning is now identical to the one in [Ha85, Lemma 2.9, page 112]. Using the triangle
inequality in
⊗
N
L2(M) and (6.3), we have(∑
i∈N
‖aiη − ηai‖2
)1/2
≥
(∑
i∈N
‖pn(aiη − ηai)‖2
)1/2
≥
(∑
i∈N
‖aix− xai‖2ϕ
)1/2
− ‖xn‖∞ ·
(∑
i∈N
‖aiξ − ξai‖2
)1/2
≥ 15
16
√
2
− δ1‖xn‖∞
≥ 15
16
√
2
− 1
16
√
2
=
7
8
√
2
.
On the other hand, we have∑
i∈N
(‖aiξ‖2 + ‖aiη‖2 + 8δ−1‖aiξ − ξai‖2) ≤ 1 + 1 + 1 = 3.
Since 8
∑
i∈N ‖aiη − ηai‖2 ≥ 49/16 > 3 and
∑
i∈N
(‖aiξ‖2 + ‖aiη‖2 + 8δ−1‖aiξ − ξai‖2) ≤ 3,
there exists i ∈ N such that
8‖aiη − ηai‖2 > ‖aiξ‖2 + ‖aiη‖2 + 8δ−1‖aiξ − ξai‖2.
Thus, a = ai ∈ Ball(N) \ {0} satisfies (6.2). 
Using Claim 6.2 and proceeding exactly as in [Ha85, Lemmas 2.10, 2.11, 2.12, 2.13], we obtain
the following straightforward generalization of [Ha85, Lemma 2.13] (see also [Po95, Theorem
4.2, Step VI]).
Claim 6.3. Let δ > 0, ξ ∈ L2(N)+ any unit M -cyclic vector and η ∈ L2(M) any unit vector
such that Jη = η and η ∈ ((N ′ ∩M)ξ)⊥. Then there exists a nonzero projection p ∈ N such
that
(6.4) ‖pξ‖2 + ‖pη‖2 < 27‖pη − ηp‖2 and ‖pξ − ξp‖2 < δ‖pη − ηp‖2.
Whenever K ⊂ H is a closed subspace of a Hilbert space H and η ∈ H is a unit vector such
that η /∈ K, we define the angle between η and K by the formula
∠K(η) = arccos(‖PK(η)‖)
where PK : H → K denotes the orthogonal projection.
Using Claim 6.3, we prove the following generalization of [Ha85, Lemma 2.14] (see also [Po95,
Theorem 4.2, Step VII]). Let us point out that unlike [Po95, Theorem 4.2, Step VII], N ′ ∩M
is not assumed to be finite dimensional. For that reason, we provide a detailed proof.
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Claim 6.4. Let δ > 0, ξ ∈ L2(N)+ any unit M -cyclic vector and η ∈ L2(M) any unit vector
such that Jη = η and η 6∈ (N ′ ∩M)ξ. Then there exists a nonzero projection p ∈ N such that
(6.5) ‖pξ‖2 + ‖pη‖2 < 2
10
sin2 θ
‖pη − ηp‖2 and ‖pξ − ξp‖2 < δ‖pη − ηp‖2
where θ = ∠
(N ′∩M)ξ
(η).
Proof of Claim 6.4. It is sufficient to consider δ < 1. Put ϕ = 〈 · ξ, ξ〉 ∈ M∗ and observe that
ϕ ◦ EN = ϕ. Since JeϕN ′∩M = eϕN ′∩MJ and Jη = η, we have JeϕN ′∩M (η) = JeϕN ′∩MJ(η) =
eϕN ′∩M (η).
Put θ = ∠L2(N ′∩M)(η) = arccos(‖eϕN ′∩M (η)‖). Put ζ =
η−eϕ
N′∩M
(η)
‖η−eϕ
N′∩M
(η)‖
and observe that ‖ζ‖ = 1,
Jζ = ζ, ζ ⊥ (N ′ ∩M)ξ and η = eϕN ′∩M (η) + sin θ ζ. By Claim 6.3, there exists a nonzero
projection p ∈ N such that
(6.6) ‖pξ‖2 + ‖pζ‖2 < 27‖pζ − ζp‖2 and ‖pξ − ξp‖2 < 1
4
δ sin2 θ ‖pζ − ζp‖2.
We have
(6.7) pη − ηp = peϕN ′∩M (η)− eϕN ′∩M (η)p + sin θ (pζ − ζp).
Since eϕN ′∩M (η) ∈ L2(N ′ ∩M) = (N ′ ∩M)ξ, we may choose a sequence (xn)n in N ′ ∩M such
that eϕN ′∩M (η) = limn xnξ. Note however that (xn)n need not be uniformly bounded. Since
p ∈ N and ξ ∈ L2(N) ⊂ L2(M), we have pξ − ξp ∈ L2(N) ⊂ L2(M). Then we obtain
‖peϕN ′∩M (η) − eϕN ′∩M (η)p‖2 = limn ‖p xnξ − xnξ p‖
2
(6.8)
= lim
n
‖xn(pξ − ξp)‖2 (since pxn = xnp,∀n ∈ N)
= lim
n
〈x∗nxn(pξ − ξp), eN (pξ − ξp)〉 (since pξ − ξp ∈ L2(N))
= lim
n
〈eN (x∗nxn(pξ − ξp)), pξ − ξp〉
= lim
n
〈EN (x∗nxn)(pξ − ξp), pξ − ξp〉 (using (6.1) with y = p ∈ N)
= lim
n
‖xnξ‖2 · ‖pξ − ξp‖2 (since EN (x∗nxn) = ϕ(x∗nxn)1,∀n ∈N)
= ‖eϕN ′∩M (η)‖2 · ‖pξ − ξp‖2
= cos2 θ ‖pξ − ξp‖2.
Likewise, we obtain
(6.9) ‖peϕN ′∩M (η)‖2 = cos2 θ ‖pξ‖2.
Combining (6.6),(6.7),(6.8), we obtain
‖pξ − ξp‖2 < 1
4
δ sin2 θ ‖pζ − ζp‖2(6.10)
≤ 1
2
δ
(‖pη − ηp‖2 + ‖peϕN ′∩M (η) − eϕN ′∩M (η)p‖2)
=
1
2
δ
(‖pη − ηp‖2 + cos2 θ ‖pξ − ξp‖2)
≤ 1
2
δ
(‖pη − ηp‖2 + ‖pξ − ξp‖2)
≤ δ‖pη − ηp‖2 (since δ ≤ 1).
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Using (6.9), we have
‖pη‖ ≤ ‖peϕN ′∩M (η)‖+ sin θ ‖pζ‖(6.11)
≤ cos θ ‖pξ‖+ sin θ ‖pζ‖
≤ (‖pξ‖2 + ‖pζ‖2)1/2 .
Combining (6.6),(6.7),(6.8),(6.10),(6.11) we obtain
‖pξ‖2 + ‖pη‖2 ≤ 2 (‖pξ‖2 + ‖pζ‖2)
< 28‖pζ − ζp‖2
≤ 2
9
sin2 θ
(‖pη − ηp‖2 + ‖peϕN ′∩M (η)− eϕN ′∩M (η)p‖2)
≤ 2
9
sin2 θ
(‖pη − ηp‖2 + ‖pξ − ξp‖2)
≤ 2
10
sin2 θ
‖pη − ηp‖2.
This finishes the proof of Claim 6.4. 
Using Claim 6.4, we prove the following generalization of [Ha85, Lemma 2.15] (see also [Po95,
Theorem 4.2, Step VIII]). Since our notion of angle is different from the one in [Ha85, Lemma
2.14], we provide a detailed proof and then explain how to use the proof of [Ha85, Lemma 2.15].
Claim 6.5. Let δ > 0, ξ ∈ L2(N)+ any unit M -cyclic vector and η ∈ L2(M) any unit vector
such that Jη = η and η ∈ ((N ′ ∩M)ξ)⊥. Then there exists a family of pairwise orthogonal
projections (ei)i in N such that
∑
i∈I ei = 1 and
(6.12) 2−18 ≤
∥∥∥∥∥η −∑
i∈I
eiηei
∥∥∥∥∥
2
and
∥∥∥∥∥ξ −∑
i∈I
eiξei
∥∥∥∥∥
2
≤ δ.
Proof of Claim 6.5. Following the proof of [Ha85, Lemma 2.15], we denote by F the nonempty
inductive set of all families of nonzero pairwise orthogonal projections (pi)i∈I in N that satisfy
‖ξ − pξp‖2 + ‖η − pηp‖2 ≤ 214
∥∥∥∥∥η − pηp−∑
i∈I
piηpi
∥∥∥∥∥
2
∥∥∥∥∥ξ − pξp−∑
i∈I
piξpi
∥∥∥∥∥
2
≤ δ
∥∥∥∥∥η − pηp−∑
i∈I
piηpi
∥∥∥∥∥
2
where p = 1−∑i∈I pi. Let (qi)i∈I be a maximal element in F and put q −∑i∈I qi. We show
that the family of pairwise orthogonal projections ((qi)i∈I , q) satisfies the conclusion of Claim
6.5. We have to show that
∥∥η − qηq −∑i∈I qiηqi∥∥2 ≥ 2−18.
Assume by contradiction that
∥∥η − qηq −∑i∈I qiηqi∥∥2 < 2−18. Since
‖ξ − qξq‖2 + ‖η − qηq‖2 ≤ 214
∥∥∥∥∥η − qηq −∑
i∈I
qiηqi
∥∥∥∥∥
2
< 214 · 2−18 = 1
16
,
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we have
max {‖ξ − qξq‖, ‖η − qηq‖} ≤ 1
4
(6.13)
min {‖qξq‖, ‖qηq‖} ≥ 3
4
.
Then q 6= 0. Denote by EqNq : qMq → qNq the faithful normal conditional expectation ob-
tained by restricting EN to qMq. We regard the standard form (qNq,L
2(qNq), JqNq ,L
2(qNq)+)
as a substandard form of the standard form (qMq,L2(qMq), JqMq,L
2(qMq)+) via the isometric
embedding
L2(qNq)+ →֒ L2(qMq)+ : ζ 7→ (〈 · ζ, ζ〉 ◦ EqNq)1/2.
Observe that
(
L2(qNq) ⊂ L2(qMq)) = qJqJ (L2(N) ⊂ L2(M)) and JqMq = J qJqJ where
J = JM .
Put ξq =
qξq
‖qξq‖ ∈ L2(qNq)+ and ηq = qηq‖qηq‖ ∈ L2(qMq). Observe that ξq ∈ L2(qNq)+ is a qMq-
cyclic vector in L2(qMq). Put ϕq = 〈 · ξq, ξq〉 ∈ (qMq)∗ and observe that ϕq ◦EqNq = ϕq. Since
the inclusion (qNq)′∩qMq ⊂ qMq is globally invariant under σϕq , we may regard the standard
form ((qNq)′∩qMq,L2((qNq)′∩qMq), J(qNq)′∩qMq,L2((qNq)′∩qMq)+) as a substandard form
of the standard form (qMq,L2(qMq), JqMq,L
2(qMq)+) via the isometric embedding
L2((qNq)′ ∩ qMq) →֒ L2(qMq) : xξq 7→ xξq.
Denote by e
ϕq
(qNq)′∩qMq : L
2(qMq)→ L2((qNq)′ ∩ qMq) the corresponding Jones projection.
We show that the angle ∠((qNq)′∩qMq)ξq (ηq) = arccos(‖e
ϕq
(qNq)′∩qMq(ηq)‖), which generalizes the
angle θ = arccos(〈ηq, ξq〉) that appears in [Ha85, Lemma 2.15], satisfies
cos(∠
((qNq)′∩qMq)ξq
(ηq)) = ‖eϕq(qNq)′∩qMq(ηq)‖ ≤
1
2
.
Since (qNq)′ ∩ qMq = (N ′ ∩M)q by [Po81, Lemma 2.1], we may choose a sequence (xn)n in
N ′∩M such that eϕq(qNq)′∩qMq(ηq) = limn xnq ξq. Note however that (xn)n need not be uniformly
bounded. Regarding ξq ∈ L2(qNq)+ ⊂ L2(N)+, for every n ∈ N, we have
‖xnq ξq‖2 = 1‖qξq‖〈xnξ, xnξq〉 (since qxn = xnq)(6.14)
=
1
‖qξq‖〈x
∗
nxnξ, eN (ξq)〉 (since ξq ∈ L2(N))
=
1
‖qξq‖〈eN (x
∗
nxnξ), ξq〉
=
1
‖qξq‖〈EN (x
∗
nxn)ξ, ξq〉
= ‖xnξ‖2 (since EN (x∗nxn) = ϕ(x∗nxn)1).
As before, since the inclusion N ′ ∩M ⊂ M is globally invariant under σϕ, we may regard
the standard form (N ′ ∩M,L2(N ′ ∩M), JN ′∩M ,L2(N ′ ∩M)+) as a substandard form of the
standard form (M,L2(M), J,L2(M)+) via the isometric embedding
L2(N ′ ∩M) →֒ L2(M) : xξϕ 7→ xξϕ.
Denote by eϕN ′∩M : L
2(M) → L2(N ′ ∩ M) the corresponding Jones projection. Regarding
ηq ∈ L2(qMq) ⊂ L2(M), we can compare ‖eϕq(qNq)′∩qMq(ηq)‖ and ‖eϕN ′∩M (ηq)‖ using (6.14).
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Indeed, we have
‖eϕq(qNq)′∩qMq(ηq)‖2 = |〈e
ϕq
(qNq)′∩qMq(ηq), ηq〉|
= lim
n
|〈xnq ξq, ηq〉|
= lim
n
1
‖qξq‖|〈xnξ, ηq〉| (since qxn = xnq,∀n ∈ N)
= lim
n
1
‖qξq‖|〈e
ϕ
N ′∩M (xnξ), ηq〉| (since xn ∈ N ′ ∩M,∀n ∈ N)
= lim
n
1
‖qξq‖|〈xnξ, e
ϕ
N ′∩M (ηq)〉|
≤ 1‖qξq‖ lim supn ‖xnξ‖ · ‖e
ϕ
N ′∩M (ηq)‖
≤ 1‖qξq‖ lim supn ‖xnq ξq‖ · ‖e
ϕ
N ′∩M (ηq)‖ (using (6.14))
=
1
‖qξq‖‖e
ϕq
(qNq)′∩qMq(ηq)‖ · ‖eϕN ′∩M (ηq)‖
and thus we obtain
(6.15) ‖eϕq(qNq)′∩qMq(ηq)‖ ≤
1
‖qξq‖‖e
ϕ
N ′∩M (ηq)‖.
Since by assumption we have eϕN ′∩M (η) = 0, combining (6.13) and (6.15), we obtain
‖eϕq(qNq)′∩qMq(ηq)‖ ≤
1
‖qξq‖ · ‖qηq‖‖e
ϕ
N ′∩M (qηq)‖(6.16)
=
1
‖qξq‖ · ‖qηq‖‖e
ϕ
N ′∩M (qηq − η)‖
≤ 1‖qξq‖ · ‖qηq‖‖qηq − η‖
≤ 1
4
(
4
3
)
<
1
2
.
Since N is a type III factor, there exists an isometry v ∈ N such that vv∗ = q. Then Ad(v∗) :
qMq → M is a ∗-isomorphism such that Ad(v∗)(qNq) = N and such that Ad(v∗) ◦ EqNq ◦
Ad(v) = EN . We can now use (6.16) in combination with Claim 6.4 applied to the inclusion
(qNq ⊂ qMq) ∼= (N ⊂M) and the vectors ξq ∈ L2(qNq)+ and ηq ∈ L2(qMq) with δ > 0, and
apply the rest of the proof of [Ha85, Lemma 2.15, pages 124-127] to obtain a contradiction. 
Using Claim 6.5, we obtain the following straightforward generalization of [Ha85, Lemma 2.16].
Claim 6.6. Let δ > 0, ξ ∈ L2(N)+ any unit M -cyclic vector and η ∈ L2(M) any unit vector
such that η ∈ ((N ′ ∩M)ξ)⊥. Then there exists a nonzero projection p ∈ N such that
(6.17) 2−21 ≤ ‖pη − ηp‖2 and ‖pξ − ξp‖2 ≤ δ.
We can now finish the proof of (ii)⇒ (i). Let ϕ ∈M∗ be any faithful state such that ϕ◦EN = ϕ.
Then the inclusions N ′ ∩ M ⊂ B(N ⊂ M,ϕ) ⊂ M are globally invariant under σϕ. Let
x ∈ B(N ⊂ M,ϕ) be any element such that EϕN ′∩M (x) = 0. We show that x = 0. Put
ξ = ξϕ ∈ L2(N)+ and η = xξ ∈ L2(M). Observe that η ∈ ((N ′ ∩M)ξ)⊥. For every n ≥ 1,
applying Claim 6.6, there exists a projection pn ∈ N such that
2−21‖η‖2 ≤ ‖pnη − ηpn‖2 and ‖pnξ − ξpn‖2 ≤ 1
n
.
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Then we have
lim inf
n
‖pnx− xpn‖ϕ = lim inf
n
‖pnxξ − xpnξ‖
≥ lim inf
n
(‖pnη − ηpn‖ − ‖x‖∞ · ‖pnξ − ξpn‖)
= lim inf
n
‖pnη − ηpn‖
≥ 2−21/2‖η‖.
Since x ∈ B(N ⊂ M,ϕ), we have limn ‖pnx − xpn‖ϕ = 0 and so ‖η‖ = 0. Therefore, we have
x = 0. This finally shows that B(N ⊂M,ϕ) = N ′ ∩M and finishes the proof of (ii)⇒ (i). 
6.2. A generalization of Connes–Takesaki relative commutant theorem. In the setting
of discrete irreducible inclusions with expectation, we prove a generalization of Connes–Takesaki
relative commutant theorem [CT76, Chapter II, Theorem 5.1] (see also [Po95, Theorem 4.3]
when N ⊂M is a finite index inclusion of type III1 factors).
Theorem 6.7. Let N ⊂ M be any discrete irreducible inclusion of factors with separable
predual and with expectation EN : M → N . Assume that N is a type III1 factor. Let ψ be any
dominant weight on N and extend it to a dominant weight on M by using EN .
Then we have (Nψ)
′ ∩M = (Nψ)′ ∩Mψ. If the inclusion N ⊂ M has finite index, then we
moreover have (Nψ)
′ ∩M = C1.
Proof. By using [Ta03, Theorem XII.1.1], we can identify the inclusions
(N ⊂M) = (Nψ ⋊θ R∗+ ⊂Mψ ⋊θ R∗+)
where θ : R∗+ y Mψ is a trace-scaling action that leaves Nψ ⊂ Mψ globally invariant. We
denote by (vλ)λ>0 the canonical unitaries in N that implement the trace-scaling action θ :
R∗+ yMψ.
Let us first prove that (Nψ)
′ ∩M = C1 when N ⊂ M has finite index. Observe that EN
sends (Nψ)
′ ∩M onto (Nψ)′ ∩N and (Nψ)′ ∩N = C1 by Connes–Takesaki relative commutant
theorem [CT76, Chapter II, Theorem 5.1]. Then the restriction of EN to (Nψ)
′ ∩M , which
is still of finite index, is in fact a faithful normal state. This means that (Nψ)
′ ∩M is finite
dimensional. In particular, this implies that the relative flow of weights is inner on (Nψ)
′ ∩M .
Since the relative flow of weights is also ergodic on (Nψ)
′ ∩M , this forces (Nψ)′∩M = C1 (see
[Ta03, Theorem XI.3.11]).
Now, we deal with the case when N ⊂ M is an arbitrary discrete irreducible inclusion. We
freely use the terminology and the notation of [ILP96, Section 3]. We let Ξ ⊂ Sect(N) to be
the set of all irreducible sectors of N which appear in the N -N -bimodule decomposition of
L2(M). Each ξ ∈ Ξ can be represented by a unital normal endomorphism ρξ : N → N such
that the inclusion ρξ(N) ⊂ N is irreducible, with expectation and has finite index. We denote
by Eξ : N → ρξ(N) the unique faithful normal conditional expectation. By [ILP96, Lemma
2.12 (ii)] and up to replacing each ρξ by ρξ ◦ Ad(u) where u ∈ U(N), we may assume that
ψ|N ◦ Eξ = ψ|N and ψ|N ◦ ρξ = ψ|N for every ξ ∈ Ξ. For every ξ ∈ Ξ, denote by
Hξ = {T ∈M | ρξ(x)T = Tx,∀x ∈ N}
the set of intertwiners inM between idN and ρξ. Since N
′∩M = C1, Hξ is a finite dimensional
Hilbert space with inner product given by 〈V,W 〉1 = V ∗W (see [ILP96, Theorem 3.3]). We let
nξ = dimHξ and we fix an orthogonal basis (V (ξ)i)1≤i≤nξ of Hξ.
Denote by Λ ⊂ Ξ the subset of sectors of the form ξ = [σψt ] for some t ∈ R. For every sector
ξ = [σψt ] ∈ Λ, we may and will take ρξ = σψt as a representing element. For every ξ ∈ Λ,
Hξ is one-dimensional and V (ξ)1 is a unitary in Mψ. Indeed, let ξ = [σψt ] ∈ Λ and simply
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write u = V (ξ)1 ∈ U(M) such that σψt (x) = uxu∗ for every x ∈ N . Since N ′ ∩M = C1,
[Co72, The´ore`me 1.5.5] implies that EN : M → N is the unique faithful normal conditional
expectation from M onto N . Then we have Ad(u) ◦EN = EN ◦Ad(u) and so ψ = uψu∗. This
shows that u ∈Mψ.
Let x ∈ (Nψ)′ ∩M be any element. For every ξ ∈ Ξ and every i ∈ {1, . . . , nξ}, denote by
x(ξ)i = EN (V (ξ)ix) ∈ N the corresponding ‘Fourier coefficient’ of x ∈ M . Fix ξ ∈ Ξ and i ∈
{1, . . . , nξ} such that x(ξ)i 6= 0. For every a ∈ Nψ, since ax = xa, we have ρξ(a)x(ξ)i = x(ξ)ia
and so x(ξ)∗i x(ξ)i ∈ (Nψ)′ ∩N . Since (Nψ)′ ∩N = C1, we have x(ξ)∗i x(ξ)i ∈ C1. We also have
x(ξ)ix(ξ)
∗
i ∈ ρξ(Nψ)′ ∩N . Since ρξ(N) ⊂ N is an irreducible inclusion of type III1 factors with
finite index, it follows from the first part, that ρξ(Nψ)
′∩N = (ρξ(N)ψ)′∩N = C1. This means
that we also have x(ξ)ix(ξ)
∗
i ∈ C1. This shows that x(ξ)i = µu for some µ > 0 and some
unitary u ∈ N . Then we obtain ρξ(a)u = ua for every a ∈ Nψ. Put π = Ad(u∗) ◦ ρξ so that
π(a) = a for every a ∈ Nψ. For every a ∈ Nψ and every λ > 0, since θλ(a)vλ = vλa, we also
have θλ(a)π(vλ) = π(vλ)a and so u
∗
λπ(uλ) ∈ (Nψ)′ ∩N = C1. The map χ : λ 7→ v∗λπ(vλ) ∈ T
is a character, that is, there exists t ∈ R such that χ(λ) = λit for every λ > 0. Since π(a) = a
for every a ∈ Nψ and since π(vλ) = λit vλ for every λ > 0, we conclude that π = σψt and so
[ρξ] = [σ
ψ
t ]. By assumption on the choice of ρξ, this forces ρξ = σ
ψ
t and u ∈ C1. We have shown
that if x(ξ)i 6= 0, then we must have ξ ∈ Λ and x(ξ)1 ∈ C. Observe that for every s ∈ R, we
have σψs (x) ∈ (Nψ)′∩M . Then for every s ∈ R, every ξ ∈ Ξ and every i ∈ {1, . . . , nξ}, we have
(σψs (x))(ξ)i = 0 = x(ξ)i if ξ /∈ Λ
and
(σψs (x))(ξ)1 = EN (V (ξ)1σ
ψ
s (x)) = EN (σ
ψ
s (V (ξ)1x)) = σ
ψ
s (EN (V (ξ)1x)) = x(ξ)1 if ξ ∈ Λ
since V (ξ)1 ∈ Mψ and x(ξ)1 ∈ C1. Since the Fourier coefficients uniquely determine x ∈ M
(see [ILP96, p. 45]), we have σψs (x) = x for every s ∈ R. This implies that x ∈ Mψ and so
x ∈ (Nψ)′ ∩Mψ. 
We give below a precise description of the relative commutant (Nψ)
′∩Mψ. We need to introduce
some more terminology. Let G be any discrete group, N any von Neumann algebra, α : Gy N
any action and c ∈ Z2(G,T) any scalar 2-cocycle. The twisted crossed product M = N⋊α,cG is
the von Neumann algebra generated byN and a family of unitaries (ug)g∈G that is characterized
by the following properties:
(i) ugxu
∗
g = αg(x) for all x ∈ N and all g ∈ G.
(ii) ugh = c(g, h)uguh for all g, h ∈ G.
(iii) There exists a faithful normal conditional expectation EN : M → N that satisfies
EN (ug) = 0 for all g ∈ G \ {e}.
When N = C1, we obtain the twisted group von Neumann algebra that we denote by Lc(G)
(see e.g. [Su79]). Observe that Lc(G) is a tracial von Neumann algebra with canonical faithful
normal tracial state τ that satisfies τ(ug) = 0 for all g ∈ G \ {e}.
We also need the following technical result that is probably known to specialists. We never-
theless include a proof for the reader’s convenience.
Lemma 6.8. LetM be any σ-finite von Neumann algebra and denote by (M,L2(M), J,L2(M)+)
its standard form. Let A ⊂M by any von Neumann subalgebra and ξ ∈ L2(M)+ any unit cyclic
separating vector such that the faithful state ϕ = 〈 · ξ, ξ〉 ∈ M∗ is tracial on A. Denote by Aξ
the closure of Aξ in L2(M).
Then for every element x ∈M such that xξ ∈ Aξ, we have x ∈ A.
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Proof. Let x ∈ M be any element such that xξ ∈ Aξ. We show that x ∈ A. Take a sequence
(xn)n of elements in A such that limn ‖(x− xn)ξ‖ = 0. Note that (xn)n need not be uniformly
bounded. Since ϕ|A is tracial and since xn ∈ A for every n ∈N, we have
‖x∗nξ − x∗mξ‖2 = ‖x∗n − x∗m‖2ϕ
= ϕ((xn − xm)(xn − xm)∗)
= ϕ((xn − xm)∗(xn − xm))
= ‖xn − xm‖2ϕ
= ‖xnξ − xmξ‖2
for all m,n ∈N. In particular, the sequence (x∗nξ)n is Cauchy in L2(M) and so is convergent in
L2(M). Let η ∈ L2(M) be such that limn ‖η−x∗nξ‖ = 0. Recall that the (possibly unbounded)
operator S0 : Mξ → L2(M) : xξ → x∗ξ is closable and denote by S its closure. Since
(xnξ, S(xnξ)) = (xnξ, x
∗
nξ) → (xξ, η) as n → ∞ and since the graph of S is closed, it follows
that η = S(xξ) = x∗ξ. This shows that limn ‖x∗ − x∗n‖ϕ = limn ‖x∗ξ − x∗nξ‖ = 0 and so
lim
n
‖x− xn‖♯ϕ = 0.
Then [EW76, Lemma 2] shows that x ∈ A. 
Under the same assumption as in Theorem 6.7, we obtain the following precise description of
the relative commutant (Nψ)
′ ∩Mψ.
Theorem 6.9. Let N ⊂ M be any discrete irreducible inclusion of factors with separable
predual and with expectation EN : M → N . Assume that N is a type III1 factor. Let ψ be any
dominant weight on N and extend it to a dominant weight on M by using EN .
Denote by G ⊂ R the subgroup of all the elements t ∈ R for which there exists ut ∈ U(M) such
that σψt (x) = utxu
∗
t for every x ∈ N . Then there exists a scalar 2-cocycle c ∈ Z2(G,T) such
that
N ∨ ((Nψ)′ ∩Mψ) = N ⋊σψ ,c G and (Nψ)′ ∩Mψ = Lc(G).
Moreover, EN |(Nψ)′∩Mψ = τ1 where τ is the canonical trace on Lc(G) and the relative flow of
weights on (Nψ)
′ ∩Mψ satisfies θψλ (ut) = λit ut for all λ > 0 and all t ∈ G.
Proof. Write W =
∨{ut ∈ U(M) | t ∈ G} ⊂ M . Write Q = N ∨W ⊂ M . Since σψ : G →
Aut(M) is a group homomorphism and since N ′ ∩M = C1, the map c : G×G→ T : (s, t) 7→
c(s, t) defined by us+t = c(s, t)usut is a scalar 2-cocycle, that is c ∈ Z2(G,T), such that
N ∨W = N ⋊σψ ,c G and W = Lc(G).
(Observe that we have EN (ut) = 0 for every t ∈ G \ {0} by [Co72, Lemme 1.5.6]). Since
Q ⊂M is globally invariant under σψ and since ψ|Q is semifinite, [Ta71, Theorem] implies that
there exists a ψ-preserving conditional expectation EQ : M → Q. Since N ′ ∩M = C1, [Co72,
The´ore`me 1.5.5] implies that EN ◦ EQ = EN .
We show that W = (Nψ)
′ ∩Mψ. Following the notation of the proof of Theorem 6.7, we have
Λ = {[σψt ] | t ∈ G} ⊂ Ξ. For every ξ = [σψt ] ∈ Λ, we may assume that V (ξ)1 = ut. We already
observed that for every t ∈ G, ut ∈ (Nψ)′ ∩Mψ. Thus, we have W ⊂ (Nψ)′ ∩Mψ. Let now
x ∈ (Nψ)′ ∩Mψ be any element. We proved in Theorem 6.7 that for every ξ /∈ Λ and every
i ∈ {1, . . . , nξ}, we have x(ξ)i = 0 and for every ξ ∈ Λ, we have x(ξ)1 ∈ C. Observe that
EQ(x) ∈ (Nψ)′ ∩Mψ. Then for every ξ ∈ Ξ and every i ∈ {1, . . . , nξ}, we have
(EQ(x))(ξ)i = 0 = x(ξ)i if ξ /∈ Λ
and
(EQ(x))(ξ)1 = EN (V (ξ)1EQ(x)) = EN (EQ(V (ξ)1x)) = EN (V (ξ)1x) = x(ξ)1 if ξ ∈ Λ
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since V (ξ)1 ∈ W ⊂ Q and EN ◦ EQ = EN . Since the Fourier coefficients uniquely determine
x ∈ M (see [ILP96, p. 45]), we have EQ(x) = x and so x ∈ Q. Choose any faithful state
ϕ ∈ M∗ such that ϕ ◦ EN = ϕ. Observe that ξϕ ∈ L2(N)+ ⊂ L2(Q)+. The result obtained in
Theorem 6.7 and [ILP96, p. 45] show that in the standard form L2(Q), we have the following
convergence
xξϕ =
∑
ξ∈Λ
x(ξ)1V (ξ)1ξϕ =
∑
t∈G
xtutξϕ ∈ Lc(G)ξϕ
where xt1 = x(ξ)1 ∈ C1 for ξ = [σψt ]. Since ϕ|Lc(G) is the canonical trace τ , Lemma 6.8 shows
that x ∈ Lc(G) =W .
It remains to compute the relative flow of weights on (Nψ)
′ ∩ Mψ. It is plain to see that
EN |(Nψ)′∩Mψ = τ1. By using [Ta03, Theorem XII.1.1], we can identify the inclusions
(N ⊂M) = (Nψ ⋊θ R∗+ ⊂Mψ ⋊θ R∗+)
where θ : R∗+ y Mψ is a trace-scaling action that leaves Nψ ⊂ Mψ globally invariant. We
denote by (vλ)λ>0 the canonical unitaries in N that implement the trace-scaling action θ :
R∗+ yMψ. For every λ > 0 and every t ∈ R, we have
utvλu
∗
t = σ
ψ
t (vλ) = λ
−it vλ
and so θψλ (ut) = vλutv
∗
λ = λ
it ut. 
We deduce the following interesting consequence from Theorem 6.9.
Corollary 6.10. Let N ⊂ M be any discrete irreducible inclusion of factors with separable
predual and with expectation EN : M → N . Assume that N is a type III1 factor. Let ψ be any
dominant weight on N and extend it to a dominant weight on M by using EN .
The following assertions are equivalent:
(i) (Nψ)
′ ∩M = C1.
(ii) Every intermediate subfactor N ⊂ P ⊂M is of type III1.
Proof. (i) ⇒ (ii) Let N ⊂ P ⊂ M be any intermediate subfactor. Observe that ψ|P is a
dominant weight on P and Pψ is a factor since Z(Pψ) ⊂ (Nψ)′ ∩M = C1. Thus, P is a type
III1 factor.
(ii)⇒ (i) By contraposition, if (Nψ)′ ∩M 6= C1, then by Theorem 6.9, there exists T > 0 and
a unitary u ∈M such that
∀x ∈ N, σψT (x) = uxu∗.
Then P = 〈N,u〉 is an intermediate subfactor such that P ∼= N ⋊σψ
T
Z (observe that we have
EN (u
n) = 0 for every n ∈ Z \ {0} by [Co72, Lemme 1.5.6]). Then [Co85, Lemma 1] implies
that P is a type IIIλ factor where λ = exp(−2πT ). 
The next proposition provides examples for which the open question from the introduction has
a positive solution.
Proposition 6.11. Let N be any type III1 factor with separable predual and with trivial bi-
centralizer. Let ι : G →֒ R be any injective homomorphism, where G is an abelian countable
discrete group and c ∈ Z2(G,T) any scalar 2-cocycle. Let ψ be any dominant weight on N and
define α = σψ ◦ ι : G y N and put M = N ⋊α,c G. Extend ψ to M by using the canonical
conditional expectation EN :M → N . Let ϕ ∈ N∗ be any faithful state.
Then N ⊂M is a discrete irreducible inclusion and there exists an isomorphism
π : B(N ⊂M,ϕ)→ (Nψ)′ ∩M
such that θψ = π ◦ βϕ ◦ π−1 and EN (π(x)) = ϕ(EN (x))1 for all x ∈ B(N ⊂M,ϕ).
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Proof. We know that N ⊂ M is a discrete irreducible inclusion. Write P = N ⋊σϕ◦ι,c G. By
Connes’ Radon–Nikodym cocycle theorem [Co72, Theorem 1.2.1], the actions σϕ ◦ ι : G y N
and σψ ◦ ι : G y N are cocycle conjugate and so the inclusions N ⊂ P and N ⊂ M are
isomorphic. We also denote by EN : P → N the unique faithful normal conditional expectation.
Since B(N,ϕ) = C1, a straightforward argument using the Fourier expansion shows that
B(N ⊂ P,ϕ) = Lc(G) ⊂ P and EN |B(N⊂P,ϕ) = τ1 where τ is the canonical trace on Lc(G).
Moreover, for every x ∈ B(N ⊂ P,ϕ), every λ > 0 and every (an)n ∈ ℓ∞(N, N) such that
limn ‖anϕ − λϕan‖ = 0, we have anx − βϕλ (x)an → 0 ∗-strongly. Since σϕt (an) − λ−itan → 0
∗-strongly for every t ∈ R, it follows that uganu∗g − λ−iι(g)an → 0 ∗-strongly for every g ∈ G.
This implies that βϕλ (ug) = λ
iι(g)ug for every g ∈ G. Combining this with the conclusion of
Theorem 6.9 and since B(N ⊂ P,ϕ) ∼= B(N ⊂M,ϕ), we obtain the desired isomorphism π. 
Remark 6.12. Let N be any type III1 factor with separable predual and with trivial bicentral-
izer. Put G = Z2 and let ι : G →֒ R be any injective homomorphism. Choose a scalar 2-cocycle
c ∈ Z2(G,T) such that Lc(G) ∼= R is the hyperfinite type II1 factor (realize R = L∞(T) ⋊ Z
where the action Zy T comes from an irrational rotation). Let ψ be any dominant weight on
N and define α = σψ ◦ ι : Gy N and put M = N ⋊α,c G.
By Theorem 6.9, since (Nψ)
′ ∩Mψ = Lc(G) ∼= R is a factor, it follows that Mψ is a factor
and so M is a type III1 factor. Then N ⊂ M is a discrete irreducible inclusion of type III1
factors. Proposition 6.11 implies that the relative bicentralizer flow (which coincides with the
relative flow of weights) is ergodic. We also point out that M has trivial bicentralizer. Indeed,
let ϕ ∈ M∗ be any faithful state such that ϕ ◦ EN = ϕ. By Proposition 6.11, we may identify
M = N ⋊σϕ◦ι,cG and we have B(N ⊂M,ϕ) = Lc(G). Since Lc(G) is a factor and Lc(G) ⊂Mϕ
and since B(M,ϕ) ⊂ B(N ⊂ M,ϕ) = Lc(G) and B(M,ϕ) ⊂ (Mϕ)′ ∩ M , it follows that
B(M,ϕ) = C1.
6.3. Proof of Corollary F.
Proof of Corollary F. (ii)⇒ (i) This follows from Proposition 2.7.
(i)⇒ (ii) Fix a dominant weight ψ on N . Since c(N)′ ∩ c(M) = C1, we have (Nψ)′ ∩M = C1
by Theorem 6.7. Since N is amenable, so is Nψ and thus the inclusion Nψ ⊂ M satisfies the
weak relative Dixmier property. By Theorem E, there exists a faithful state ϕ ∈M∗ such that
ϕ ◦EN = ϕ and (Nϕ)′ ∩M = C1. Finally, by [Po81, Theorem 3.2], there exists an abelian von
Neumann subalgebra A ⊂ Nϕ (with expectation) that is maximal abelian in M . 
Proof of Application 2. We canonically have c(N ⋊ Γ) = c(N) ⋊ Γ. Application 2 is now a
consequence of Corollary F and [HS88, Proposition 5.4]. 
Proof of Application 3. This is a consequence of Corollary F and [Iz01, Corollary 5.14] and its
proof where it is shown that c(MG)′ ∩ c(M) = C1. 
7. Bicentralizers of tensor product factors
We first prove a relation between the bicentralizer of a tensor product and the product of the
bicentralizers.
Proposition 7.1. Let M and N be any two σ-finite factors with faithful states ϕ ∈ M∗ and
ψ ∈ N∗. Then we have
B(M ⊗N,ϕ⊗ ψ) ⊂ B(M,ϕ) ⊗ B(N,ψ).
If M is a type III1 factor, then for all x ∈ B(M ⊗N,ϕ⊗ ψ) and all λ > 0, we have
βϕ⊗ψλ (x) = (β
ϕ
λ ⊗ id)(x).
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Proof. Let a ∈ B(M⊗N,ϕ⊗ψ) and write aξϕ⊗ψ =
∑
i∈I ξi⊗ηi where (ξi)i∈I is an orthonormal
basis of L2(M). Take (xn)n ∈ AC(N,ψ). Since a ∈ B(M ⊗N,ϕ⊗ψ), we have (1⊗xn)aξϕ⊗ψ−
aξϕ⊗ψ(1 ⊗ xn) → 0. Since (ξi)i∈I is orthonormal, this easily implies that xnηi − ηixn → 0 for
all i ∈ I. This shows that ηi ∈ B(N,ψ)ξψ and so a ∈M ⊗ B(N,ψ). Similarly, by decomposing
over an orthonormal basis of L2(N), we obtain a ∈ B(M,ϕ) ⊗ B(N,ψ). 
Now, we prove Theorem G. For this, we will need the following criterion which is extracted
from [Ha85, Theorem 2.3].
Theorem 7.2. Let M be any σ-finite type III1 factor. Assume that there exists κ > 0 such
that for every δ > 0, every faithful state ϕ ∈ M∗ and every x ∈ M such that xξϕ = ξϕx∗,
ϕ(x) = 0 and ‖x‖ϕ = 1, we can find a ∈M such that
‖a‖ϕ + ‖ax‖ϕ < κ‖xa− ax‖ϕ
and
‖aξϕ − ξϕa‖ < δ‖xa− ax‖ϕ.
Then M has trivial bicentralizer.
Proof. Note that in the proof of [Ha85, Theorem 2.3 (1) ⇒ (2)], Condition (1) is only used to
obtain the following claim [Ha85, Lemma 2.9]:
• There exists a constant κ > 0 such that for every δ > 0, every cyclic separating vector
ξ ∈ L2(M)+ and every unit vector η = η∗ ∈ L2(M) that is orthogonal to ξ, there exists
a ∈M such that
‖aξ‖+ ‖aη‖ < κ‖aη − aη‖
and
‖aξ − ξa‖ < δ‖aη − ηa‖.
Once this claim is obtained, the proof of [Ha85, Theorem 2.3] can be continued without any
other assumption on M . Moreover, a closer look at the proof of [Ha85, Lemma 2.9] shows that
one only needs to prove this claim when η is of the form η = xξ = ξx∗ for some x ∈M . Finally,
by writing ξ = ξϕ for some faithful state ϕ ∈M∗ and using the fact that
‖aη − ηa‖ = ‖a xξϕ − xξϕ a‖ ≤ ‖ax− xa‖ϕ + ‖x‖∞ · ‖aξϕ − ξϕa‖
we see that this claim can be reformulated as in our statement. 
Proof of Theorem G. Let N be any factor such that M ⊗ N has trivial bicentralizer. Put
P = R∞. If N is of type IIIλ (0 < λ < 1), put instead P = Rλ. If N is semifinite, then
M ⊗ pNp has trivial bicentralizer for any nonzero finite projection p ∈ N and so we may
assume that N is finite. In that case, put instead P = C1. We have to show that M ⊗ P has
trivial bicentralizer. In fact, since (M ⊗P )⊗N has trivial bicentralizer by Proposition 7.1, we
may assume that M ∼=M ⊗ P .
We use the criterion of Theorem 7.2. Let δ > 0 and ϕ ∈M∗ be any faithful state. Let x ∈M
be such that xξϕ = ξϕx
∗ with ‖x‖ϕ = 1 and ϕ(x) = 0. Let ψ ∈ N∗ be any faithful state (if N
is of type IIIλ with 0 < λ < 1, we let ψ to be a periodic state and if N is finite, we let ψ to be
the trace). Since M ⊗N has trivial bicentralizer, we can find an element b ∈ Ball(M ⊗N) such
that ‖bξϕ⊗ψ − ξϕ⊗ψb‖ ≤ δ and ‖b(x⊗ 1)− (x⊗ 1)b‖ϕ⊗ψ > 12 (see [Ha85, Lemma 3.2]). Use the
spectral theorem to identify L2(N) with L2(T, µ) for some probability space (T, µ) in a such a
way that ∆ψ is identified with a multiplication operator by a borel function f : (T, µ) → R∗+
(if N is of type IIIλ with 0 < λ < 1, then f takes its values in λ
Z and if N is finite then f is
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constant equal to 1). Identify ζ = bξϕ⊗ψ with a function t 7→ ζ(t) in L2(T, µ,L2(M)). Note
that
‖bξϕ⊗ψ − ξϕ⊗ψb‖2 = ‖(1−∆1/2ϕ⊗ψ)ζ‖2 =
∫
T
‖(1 − f(t)1/2∆1/2ϕ )ζ(t)‖2 dµ(t).
Therefore, ζ(t) is in the domain of ∆
1/2
ϕ for almost every t ∈ T and we have∫
T
‖(1− f(t)1/2∆1/2ϕ )ζ(t)‖2 dµ(t) ≤ δ2.
We also have
‖(x⊗ 1)b− b(x⊗ 1)‖2ϕ⊗ψ = ‖(x⊗ 1)ζ − ζ(x∗ ⊗ 1)‖2 =
∫
T
‖xζ(t)− ζ(t)x∗‖2 dµ(t).
Then we have ∫
T
‖xζ(t)− ζ(t)x∗‖2 dµ(t) > 1
4
.
Similarly, we also have∫
T
(‖ζ(t)‖2 + ‖ζ(t)x∗‖2) dµ(t) = ‖b‖2ϕ⊗ψ + ‖b(x⊗ 1)‖2ϕ⊗ψ ≤ 2.
Gathering all these inequalities, we obtain∫
T
(
‖ζ(t)‖2 + ‖ζ(t)x∗‖2 + 1
δ2
‖(1− f(t)1/2∆1/2ϕ )ζ(t)‖2
)
dµ(t) < 12
∫
T
‖xζ(t)− ζ(t)x∗‖2 dµ(t).
Therefore, there exists t ∈ T such that ζ(t) is in the domain of ∆1/2ϕ and
‖ζ(t)‖2 + ‖ζ(t)x∗‖2 + 1
δ2
‖(1 − f(t)1/2∆1/2ϕ )ζ(t)‖2 < 12‖xζ(t) − ζ(t)x∗‖2.
Recall that the graph of ∆
1/2
ϕ is the closure of {(cξ, ξc) | c ∈M}. Then we can find c ∈M such
that
‖cξ‖2 + ‖cξx∗‖2 + 1
δ2
‖cξ − f(t)1/2ξc‖2 < 12‖xcξ − cξx∗‖2.
Now, since M ∼= M ⊗ P , we can find a nonzero partial isometry v ∈ M ′ ∩ Mω such that
vξω = f(t)−1/2ξωv (note that f(t) ∈ λZ if N is of type IIIλ with 0 < λ < 1 and f(t) = 1 if N
is finite). Since EM (v
∗v) > 0 is a nonzero scalar, then in L2(Mω), we obtain
‖vcξω‖2 + ‖vcξωx∗‖2 + 1
δ2
‖vcξω − ξωvc‖2 < 12‖xvcξω − vcξωx∗‖2.
By letting a = vnc for n large enough where v = (vn)
ω, we obtain
‖aξϕ‖2 + ‖aξϕx∗‖2 + 1
δ2
‖aξϕ − ξϕa‖2 < 12‖xaξϕ − aξϕx∗‖2.
Since xξϕ = ξϕx
∗, this implies that
‖a‖2ϕ + ‖ax‖2ϕ < 12‖xa− ax‖2ϕ
and
‖aξϕ − ξϕa‖2 < 12δ2‖xa− ax‖2ϕ
Since δ > 0 is arbitrary, this finishes the proof. 
Proof of Application 4. It is enough to prove the theorem for n = 2. Also, it is enough to show
that we can find some i ∈ {1, . . . ,m} such that Mi M N1. Indeed, we can then use [HMV16,
Proposition 6.3 (v)] and conclude by induction over m ≥ 1.
We first note that Mi has trivial bicentralizer for all i ∈ {1, . . . ,m} by [HI15, Theorem C].
Proposition 7.1 implies that M has trivial bicentralizer. Therefore N1⊗R∞ and N2⊗R∞ also
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have trivial bicentralizer by Theorem G. Therefore, we can apply [HI15, Lemma 5.2] to the
decomposition
M = (R∞ ⊗R∞)⊗M1 ⊗ · · · ⊗Mm = (N1 ⊗R∞)⊗ (N2 ⊗R∞).
We obtain some i ∈ {1, . . . ,m} such that Mi M N1 ⊗ R∞. But this implies that Mi M N1
by [HMV16, Lemma 6.1]. 
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