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THE TWO-PHASE PARABOLIC SIGNORINI PROBLEM
MARK ALLEN AND WENHUI SHI
Abstract. We study solutions to a variational inequality that models heat
control on the boundary. This problem can be thought of as the two-phase
parabolic Signorini problem. Specifically, we study variational solutions to the
inequality ∫
ΩT
(∂tu)(w − u) +∇u∇(w − u) dxdt
+
∫
S
λ+(w
+ − u+) + λ−(w
− − u−) dHn−1dt ≥ 0
without any sign restriction on the function u. The main result states that the
two free boundaries (in the topology of S := ∂Ω× (0, T ))
Γ+ = ∂{u > 0} ∩ S and Γ− = ∂{u < 0} ∩ S
cannot touch. i.e. Γ+ ∩ Γ− = ∅, therefore reducing the study of the free
boundary to the parabolic Signorini problem. The separation also allows us
to show the optimal regularity of the solutions.
1. Introduction
1.1. Background and main results. In this paper we study a parabolic thin
obstacle type equation
∆u − ∂tu = 0 in ΩT := Ω× (0, T ),
− ∂νu ∈


λ+ if u > 0
[−λ−, λ+] if u = 0
−λ− if u < 0
on S := ∂Ω× (0, T ),(1.1)
u(·, 0) = u0(x) on Ω,
where Ω is a bounded domain in Rn (n ≥ 2) with C2 boundary, ν is the exterior
unit normal, λ+, λ− are positive constants and u0 is a given C
2 function.
This problem arises as a limiting case in modeling the heat control on the bound-
ary [8]. Specifically, consider the problem of maintaining the temperature on the
boundary ∂Ω in the fixed interval [h1, h2]. If the temperature rises above h2 or be-
low h1 at a point x ∈ ∂Ω we cool or heat the domain by injecting a fixed quantity of
heat at x. A similar problem was recently studied in [3]. Our problem formulated
in (1.1) corresponds to the limiting case when h1 = h2 with instantaneous heat
control.
There are several relevant reasons for studying the specific limiting case in which
h1 = h2. The problem in (1.1) can be seen as the “thin” version of the two-phase
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parabolic obstacle problem
(1.2) ∆u− ∂tu = λ+χ{u>0} − λ−χ{u<0} in ΩT ,
which arises as a limiting case for a model for heat control regulated through the
interior of the domain [8]. Then in both mathematical formulation and application,
(1.1) can be considered the “parabolic two-phase thin obstacle problem”.
In the two-phase problem, it is interesting to study the interaction between the
free boundaries coming from the two phases, i.e. Γ± = ∂{±u > 0} (or Γ± =
∂{±u > 0} ∩ S in the “thin” version). The “branch point” of the free boundaries
of (1.2) was studied in [11]. In this paper, we show that in the “thin” case there is
no “branch point” of the free boundaries. More precisely, we prove the following:
Theorem 1.1. Let u be a solution to (1.1). Then the free boundaries of the two
phases do not intersect, i.e. Γ+ ∩ Γ− = ∅.
The above theorem states that even if the positivity and negativity phases touch
at the initial time, there is an immediate separation of the free boundaries as
t > 0. We emphasize that such separation is in general not true in the classical
two-phase obstacle type problem (see [13], [12] for the stationary case and [11] for
the evolutionary case), where the free boundary is in the interior of the domain
and of codimension one.
Recently, the elliptic (time-independent) version of this problem was studied in
[1]. The authors in [1] showed that indeed the separation of the free boundaries is
preserved in the limiting case.
1.2. Consequences of separation. With the separation of the free boundaries
at hand, one can locally reduce (1.1) to the parabolic Signorini problem (also called
one-phase thin obstacle problem):
∆u − ∂tu = f in ΩT ;(1.3)
u ≥ ψ, ∂νu ≥ 0, (u− ψ)∂νu = 0 on S,(1.4)
where ψ is a given C2 function on ∂Ω and f is bounded.
The reduction can be done as follows. Let u be a solution to (1.1) and (x, t) ∈ Γ+
(or Γ−). Due to the separation of the two phases, there is a cylindrical neigh-
borhood Q of (x, t) such that u ≥ 0 on Q ∩ S. Let v = u − λ+d(x), where
d(x) = dist((x, t),Q ∩ S) for (x, t) ∈ Q. Since d(x) = 0, ∇d(x) = −νx on Q ∩ S,
then it easy to see that v is a local solution to the parabolic Signorini problem with
f = −λ+∆d and ψ = 0. Moreover, the free boundary remains the same under this
reduction.
The separation of the free boundary has two main consequences. The first conse-
quence is that the study of the local properties of the free boundaries of two-phase
boundary temperature control problem (1.1) is completely reduced to studying the
free boundary in the parabolic Signorini problem (1.3)-(1.4). For the latter problem,
when the free boundary is on a flat portion of ∂Ω× (0, T ), the optimal regularity of
the solution and the structure of the free boundary are studied in [7]. Therefore, as
a corollary to Theorem 1.1, when Γ± are contained on a flat portion of ∂Ω× (0, T ),
we obtain results for the structure of the free boundary.
The second consequence of the separation is that we obtain immediate optimal
regularity for the solutions (see Corollary 5.6) when ∂Ω× (0, T ) is flat, and Ho¨lder
continuity of spatial gradients when ∂Ω × (0, T ) is not necessarily flat. Ho¨lder
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regularity for solutions can be obtained through a standard argument (see section
3). However, obtaining higher regularity - namely, Ho¨lder continuity for the spa-
tial derivatives - is much more difficult and technical. For the parabolic Signorini
problem, the regularity of solutions was studied in [14] and [2] where a method for
obtaining Ho¨lder continuity of the gradient is given. Optimal regularity of solutions
to the parabolic Signorini problem was recently proven in [7]. Rather than attempt
to adapt and utilize the arguments in [14], [2], and [7] to a two-phase problem,
we obtain the same regularity results quickly by first proving the separation of the
phases and reducing the regularity problem to that of a one-phase problem.
1.3. Further remarks. One may notice that the separation of the positivity and
negativity phases would be an immediate consequence if the Ho¨lder continuity of
gradients was a priori known. One contribution of this paper is providing a method
for two-phase problems where a certain sufficient regularity of solutions would imply
a separation of the phases but proving such sufficient regularity could be lengthy
and difficult. By first proving a separation, one may reduce the problem (locally) to
a one-phase problem and thus not have to repeat the arguments for the two-phase
problem. Our paper presents a method for proving a separation of the phases that
is relatively short and simple and does not require first obtaining Ho¨lder continuity
of spatial derivatives.
Our method can be easily generalized to more general parabolic operators L =
−∂t + ∂i(aij∂j) + bi∂i + c with aij ∈ C0,1(Ω) positive definite, bi, c ∈ L∞(Ω) and
c ≥ 0. All the results before Theorem 5.5 will still hold true.
1.4. Outline of the paper. The outline of this paper is as follows.
- In section 2 we provide the notation that will be used throughout the paper.
- In section 3 we outline the existence, uniqueness and Lipschitz regularity of the
solutions in the sense of variational inequalites.
- In section 4 we prove a nondegeneracy estimate that states that solutions must
grow by a certain factor away from free boundary points.
- In section 5 we use the results from the previous sections in combination with
a monotonicity formula to provide a simple proof of Theorem 1.1. We also state as
a consequence results involving the optimal regularity and the free boundary.
2. Notation
We will follow the notation used in [7]. For a point x ∈ Rn we denote x = (x′, xn)
where x′ = (x1, . . . , xn−1). For r > 0, x0 ∈ Rn, t0 ∈ R we let
Br(x0) = {x ∈ R
n | |x| < r} (Euclidean ball)
B±r (x0) = Br(x0) ∩ R
n
± (Euclidean halfball)
B′r(x0) = Br(x) ∩ R
n−1 (“thin” ball)
Qr(x0, t0) = Br(x0)× (t0 − r
2, t0] (parabolic cylinder)
Q′r(x0, t0) = B
′
r(x0)× (t0 − r
2, t0] (“thin” parabolic cylinder)
Q±r (x0, t0) = B
±
r (x0)× (t0 − r
2, t0] (parabolic halfcylinders)
Q˜r(x0, t0) = Br(x0)× (t0 − r
2, t0 + r
2) (full parabolic cylinder)
Q˜′r(x0, t0) = B
′
r(x0)× (t0 − r
2, t0 + r
2) (full “thin” parabolic cylinder)
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For simplicity we omit the center if it is the origin.
For (x, t), (y, s) ∈ Rn+1, dp((x, t), (y, s)) = max{|x−y|, |t−s|1/2} is the parabolic
distance; dp(E1, E2) is the parabolic distance between two subsets E1, E2 ∈ Rn+1.
The parabolic Sobolev spaces W 2m,m2 (ΩT ), m ∈ Z
+, are the Banach spaces of
functions with a generalized derivative ∂αx ∂
j
t u ∈ L2(ΩT ) for |α|+ 2j ≤ 2m and the
norm
‖u‖W 2m,m
2
(ΩT )
=
∑
|α|+2j≤2m
‖∂αx ∂
j
tu‖L2(ΩT ).
Parabolic Sobolev spaces W 1,02 (ΩT ), W
1,1
2 (ΩT ) are the Banach spaces with
‖u‖W 1,0
2
(ΩT )
= ‖u‖L2(ΩT ) + ‖∇u‖L2(ΩT )
‖u‖W 1,1
2
(ΩT )
= ‖u‖L2(ΩT ) + ‖∇u‖L2(ΩT ) + ‖∂tu‖L2(ΩT ).
Parabolic Ho¨lder spaces Hα,α/2(ΩT ) for α ∈ (0, 1] is the set of continuous functions
which are Ho¨lder-α in space and Ho¨lder-α/2 in time.
3. Existence, Uniqueness and Lipschitz regularity
We first outline the existence and uniqueness of the weak solution of (1.1) in the
sense of variational inequalities (see [8] for more details). We say u ∈ W 1,12 (ΩT ) is
a solution of (1.1) if it satisfies
(3.1)
∫
ΩT
∂tu(w − u) +∇u∇(w − u) +
∫
S
B(w)− B(u) ≥ 0, ∀w ∈W 1,02 (ΩT ),
where B(s) = λ+sχ{s≥0} − λ−sχ{s<0}, u(·, 0) = u0.
Existence of solution to (3.1) can be shown by a standard approximation ap-
proach. For ǫ > 0, we consider the approximation problem (Pǫ):
∆uǫ − ∂tuǫ = 0 in ΩT
−∂νuǫ = βǫ(uǫ) on S
uǫ(·, 0) = u0 on Ω,
where βǫ ∈ C∞(R) is an approximation to B′, such that
βǫ(s) = λ+ if s ≥ ǫ; βǫ(s) = −λ− if s ≤ −ǫ; β
′
ǫ(s) ≥ 0; βǫ(0) = 0.
By [9], there exists a unique classical solution uǫ to (Pǫ). Moreover, uǫ is uniformly
bounded in W 1,12 (ΩT ) by using an energy estimate.
Proposition 3.1 (Existence). Along a sequence ǫj → 0, uǫj → u weakly in
W 1,12 (ΩT ), where u solves the variational inequality (3.1).
Proof. We only sketch the proof here. First it is not hard to verify that uǫ solves
the following variational inequality∫
ΩT
(∂tuǫ)(w − uǫ) +∇uǫ∇(w − uǫ) +
∫
S
Bǫ(w) − Bǫ(uǫ) ≥ 0, ∀w ∈ W
1,0
2 (ΩT ),
where Bǫ is the anti-derivative of βǫ with Bǫ(0) = 0. Here we crucially use the
convexity of Bǫ. Up to a subsequence, uǫj ⇀ u in W
1,1
2 (ΩT ) and uǫj → u in L2(S)
by the trace theorem (e.g. I.5.3 in [8]). Passing to the limit in the above inequality
and arguing as in section 5.6.1 of [8], we obtain that u solves (1.1). 
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Uniqueness of the weak solution is a consequence of the following comparison
principle.
Proposition 3.2 (Comparison Principle). Let u, v be two solutions with u ≤ v on
∂pΩT . Then u ≤ v in ΩT .
Proof. Let w1 = max{u, v} and w2 = min{u, v}. Then
(3.2) B(w1) + B(w2) = B(u) + B(v),
Taking w = w1 in (1.1) for v and taking w = w2 in (1.1) for u, we have∫
ΩT
∂tv(w1 − v) +∇v∇(w1 − v) +
∫
S
B(w1)− B(v) ≥ 0∫
ΩT
∂tu(w2 − u) +∇u∇(w2 − u) +
∫
S
B(w2)− B(u) ≥ 0.
Let θ := u − v. Note that w1 − v = θ+ and w2 − u = −θ+. Adding the above
two inequalities we have∫
ΩT
−(∂tθ)θ
+ −∇θ∇θ+ +
∫
S
B(w1) + B(w2)− B(v)− B(u) ≥ 0,
which taking account (3.2) yields∫
ΩT
(∂tθ)θ
+ +∇θ∇θ+ =
1
2
∫
ΩT
∂t[(θ
+)2] + |∇θ+|2 ≤ 0.
Notice that θ+(·, 0) = 0, then it is not hard to see from the above inequality that
θ+ ≡ 0 in ΩT . 
Next we show up to the boundary Lipschitz regularity of uǫ.
Proposition 3.3 (H1,1/2 regularity). Let uǫ be the solution of (Pǫ). Then uǫ ∈
H1,1/2(ΩT ) with the norm only depending on n, ‖u0‖W 1,2(Ω) and Ω. Hence, u ∈
H1,1/2(ΩT ) if u is a solution to (3.1).
Proof. The proof is standard. We only outline it here.
(1) By the L∞ − L2 estimate of the solution we have ‖uǫ‖L∞(ΩT ) is uniformly
bounded. Thus ‖Dkuǫ‖L∞(Ω˜T ) for any Ω˜ ⋐ Ω is bounded by the interior
gradient estimates for the heat equation.
(2) Since ∂Ω is C2, then for any x0 ∈ ∂Ω there exists a neighborhood U(x0)
and a C2 diffeomorphism T such that T (U(x0) ∩ Ω) = B+r and T (U(x0) ∩
∂Ω) = B′r. Moreover, let x˜ = T (x), then ∂ν = −∂x˜n on U(x0) ∩ Ω. Let
u˜(x˜, t) = u(T−1(x˜), t). In the new coordinates (Pǫ) reads
a˜ij∂
2
ij u˜ǫ + b˜k∂ku˜ǫ − ∂tu˜ǫ = 0 in B
+
r × (0, T );
∂x˜n u˜ǫ = βǫ(u˜ǫ) on B
′
r × (0, T ),
with a˜ij(x˜) ∈ C1(B+r ∪B
′
r) and b˜k(x˜) ∈ C
0(B+r ∪B
′
r).
(3) Take the test function ∂i[(∂iu˜ǫ)ξ
2], i 6= n, ξ ∈ C∞0 (B
+
r ∪ B
′
r) in the vari-
ational formulation of the above equation. Then ‖∂2ij u˜ǫ‖L2(K) ≤ C for
i 6= n and K ⋐ (B+r ∪ B
′
r) × (0, T ). Using the equation for u˜ǫ we get
‖∂2nnu˜ǫ‖L2(K) ≤ C . Next we take the test function ∂iu˜ǫ(∂ℓu˜ǫ − k)+ξ
with i, ℓ 6= n and k ≥ ‖Du0‖L∞(Ω). By the arguments in chapter II
of [9], we have ‖∂ℓu˜ǫ‖L∞(K˜) ≤ C‖D
2u˜ǫ‖L2((B+r ∪B′r)×(0,T ))
for ℓ 6= n and
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K˜ ⋐ (B+r ∪B
′
r)× (0, T ). By using the equation for ∂nu˜ǫ and the bounded-
ness of βǫ, we get ‖∂nu˜ǫ‖L∞(K˜) ≤ C. We remark here that the constant C
above is uniform in ǫ and we have used β′ǫ ≥ 0.
(4) From the maximum principle argument of Gilding, u˜ǫ is uniformly Ho¨lder-
1/2 in t on Br′ × (0, T ) for each r′ < r. The maximum principle argument
can be found in e.g. Chapter II of [10]. Since we are in a slightly different
situation, we reproduce the proof in the Appendix.

From now on, unless otherwise stated, we will work on the local solutions of (3.1)
with straightened boundary. That is, we consider the solution u to the following
variational inequality∫
Q+
1
(∂tu)v + a
ij(x)∂iu∂jv + b
i(x)u∂iv + c(x)uv +
∫
Q′
1
B(u+ v)− B(u) ≥ 0,
for any v ∈ {v ∈ W 1,02 (Q
+
1 ) : v = 0 a.e. on (∂B1)
+ × (−1, 0]},(3.3)
where the coefficient matrix (aij) ∈ C0,1 is positive definite and ain = 0 on Q′1 for
i 6= n, bi and c are bounded, c ≥ 0. We remark that the off-diagonal assumption,
i.e. ain = 0 on Q′1, it not restrictive, because it can always be achieved for positive
definite Lipschitz metric aij after performing a coordinate transformation (c.f [15]).
It is not hard to see that the existence and uniqueness results for solutions of (3.3)
are obtained via similar arguments as the constant coefficient case (i.e. Proposi-
tion 3.1 and Proposition 3.2). For compactness results we will later reference the
following assumption for the coefficients
(3.4) Λ−1|ξ|2 ≤ aijξiξj ≤ Λ|ξ|
2, ‖aij‖C0,1 ≤ Λ, ‖b‖L∞, ‖c‖L∞ ≤ Λ.
The next corollary is a consequence of Proposition 3.3, which provides us with the
existence of so called ”blow-ups”.
Corollary 3.4. Let u be a solution to (3.3). Let
(3.5) u(x0,t0)r (x, t) :=
u(rx+ x0, r
2t+ t0)
r
be a rescaling of u at (x0, t0). Then there exists a sequence u
(x0,t0)
rk → u0 such that
(1) u0 ∈ H
1,1/2(QR) for every R > 0
(2) u0 is a local solution to the constant coefficient variational inequality∫
Q+R
(∂tu0)v + a
ij(x0)∂iu∂jv +
∫
Q′R
B(u+ v)− B(u) ≥ 0,
∀v ∈W 1,02 (Q
+
R), v = 0 on (∂BR)
+ × (−1, 0] in Q+R for every R > 0.
Remark 3.5. It is a priori not obvious if u0 is zero.
4. Nondegeneracy
This section is devoted to proving a nondegeneracy property. This result states
that the sup (inf) of a solution must grow linearly from a free boundary point of
Γ+ (Γ−). In this section we will work on solutions with variable coefficients and
flattened boundary S. We will work over all of Q1 obtained by proper reflection,
i.e. we reflect u, aij with i, j ≤ n− 1 or i = j = n, bi with i ≤ n− 1 and c evenly
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about xn; reflect a
nj = ajn with j ≤ n−1 and bn oddly about xn. Note that by the
off-diagonal assumption, i.e. anj = 0 on Q′1, after the reflection a
ij is still Lipschitz
continuous.
Lemma 4.1. There exists δ > 0 depending only on λ±,Λ and n such that if u
δ is
the solution of (3.3) with constant boundary data δ on ∂pQ1, then
uδ(x′, 0, t) = 0 for all (x′, 0, t) ∈ Q′1/2
Proof. Suppose by way of contradiction that there exists δk → 0 and coefficients
aijk , bk, ck satisfying (3.4) and points (x
′
k, 0, tk) ∈ Q
′
1/2 such that
uδk(x′k, 0, tk) > 0
By the comparison principle (Proposition 3.2) for local solutions, we have uδk ≥ 0
in Q1. Hence from Section 1.2, u
δk − λ+xn is a solution to the parabolic Signorini
problem (1.3)-(1.4) (with variable coefficients) on Q+1 . Then by H
α,α/2 estimates
in Q3/4 for ∇(u
δk −λ+xn) independent of δ [2], we obtain that up to a subsequence
uδk → u0 and ∇uδk → ∇u0 for some u0 in Hα,α/2 in Q3/4 for α < 1/2. It is easy
to check that u0 ≡ 0 since the boundary data are zero, and solutions are unique.
Now
∂xnu
δk(x′k, 0, tk) = λ+
and for a subsequence (x′k, 0, tk)→ (x
′
0, 0, t0) ∈ Q
′
1/2, so that
∂xnu0(x
′
0, 0, t0) = λ+
which is a contradiction since u0 ≡ 0. 
Theorem 4.2 (Nondegeneracy). Let u be a solution to (3.3). There exists δ > 0
with δ depending only on λ±,Λ and n such that if u|∂pQr ≤ δr (u|∂pQr ≥ −δr) then
u(x) ≤ 0 (u(x) ≥ 0) for x ∈ (Q′r/2 ∩ΩT ).
Proof. First we note that by rescaling we only need to prove Theorem 4.2 on Q1.
By Lemma 4.1 uδ = 0 in Q′1/2 for δ sufficiently small. On the other hand, by
the comparison principle (c.f. Proposition 3.2, which is also true in the variable
coefficient case) if u ≤ δ on ∂pQ1, then u ≤ uδ. Combining the above two facts we
obtain that u ≤ 0 in Q′1/2 if u|∂pQ1 ≤ δ for δ sufficiently small. The case for which
u|∂pQr ≥ −δ is proven similarly. 
From Theorem 4.2 we immediately obtain the following corollary.
Corollary 4.3. If u is a solution to (3.3) and 0 ∈ Γ+ (0 ∈ Γ−), then
(4.1) sup
∂pQr
u ≥ Cr
(
inf
∂pQr
u ≤ −Cr
)
Where C depends only on λ+, λ− and n.
Remark 4.4. All of the results in this Section may be restated with Qr replaced by
the full cylinder Q˜r. The proofs will be identical.
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5. The Separation
We begin this section by stating a monotonicity formula for parabolic equations
that first appeared in [5]. Let
G(x, t) :=
1
(4πt)n/2
e−|x|
2/4t for (x, t) ∈ Rn × (0,∞)
be the heat kernel. Then for a function v and any t > 0 define
I(t, v) =
∫ 0
−t
∫
Rn
|∇v(x, s)|2G(x,−s)dxds
Theorem 5.1. Let u1 and u2 satisfy the following conditions in the strip R
n ×
[−1, 0)
(a) ∆ui − ∂tui ≥ 0, ui ≥ 0
(b) u1 · u2 = 0
(c) u1(0, 0) = u2(0, 0) = 0
Assume also that the ui have moderate growth at infinity, for instance∫
BR
u2i (x,−1) dx ≤ Ce
|x|2
4+ǫ
For R large and some ǫ > 0. Then
Φ(t;u1, u2) :=
1
t2
I(t;u1)I(t;u2)
is monotone increasing for 0 < t ≤ 1.
Remark 5.2. If ur is defined as in (3.5), then
Φ(tr2;u1, u2) = Φ(t; (u1)r, (u2)r).
We will also utilize the case of equality for the formula in Theorem 5.1.
Proposition 5.3. Let u1, u2 satisfy the assumptions in Theorem 5.1.
Then φ(t;u1, u2) is constant if and only if the ui are two complementary linear
functions, i.e., after a rotation u1 = αx
+
n and u2 = βx
−
n where α, β ≥ 0 are
constants.
Proof. The case of equality is determined by replacing all the inequalities with
equalities in the proof of Theorem 5.1. The fundamental inequality in the proof of
Theorem 5.1 relies on a convexity property of eigenvalues. By a result of Beckner-
Kenig-Pipher [4], equality is achieved in that instance when u1 and u2 are two
complementary half planes passing through the origin (see discussion in [6]). Thus if
φ(t;u1, u2) is constant, then on each time slice R
n×{−s}, ui are two complementary
linear functions. In the case of equality, each ui will also solve the heat equation
when positive. Then each ui is time independent, and the ui are therefore two
complementary linear functions. 
We now proceed with the proof of Theorem 1.1.
Theorem 1.1. Let u be a solution to (3.3) in Q+1 . We evenly reflect u across the
thin space Rn−1 × {0} and consider the solution in all of Q1. Suppose by way of
contradiction that there exists a point (x′0, 0, t0) ∈ Γ
+∩Γ− with t0 > −1. Moreover,
we may assume aij(x′0, 0, t0) = δ
ij by choosing a suitable coordinate chart. If t0 < 0,
we will use the results from Sections 3 and 4 as stated for Q˜ and the estimates that
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follow will be over Q˜. If t0 = 0 we will use the same results as stated for Q and the
estimates that follow would be stated for Q. We then proceed with the so called
“blow-up” procedure. We consider the rescalings u
(x′0,0,t0)
r as defined in (3.5). By
Corollary 3.4 we obtain a subsequence u
(x′0,0,t0)
r → u0 where u0 is a solution to (3.1)
on every compact set. We will relabel u0 = v. By Corollary 4.3 and Remark 4.4
(5.1) sup
∂pQ˜R
u ≥ CR and inf
∂pQ˜R
u ≤ −CR
for small R. Then in the limit, (5.1) will also hold for v for every 0 < R <∞. Also
by Proposition 3.3 and Corollary 3.4 we have
(5.2) |v(x, t)| ≤ C(|x| + |t|1/2).
v± will satisfy the hypotheses for Theorem 5.1. Next we perform a blow-up on v.
That is we consider the rescalings of v with again r → 0 and obtain a convergent
subsequence vr → v0. v0 will be a solution to (3.1) on every compact set and (5.1)
will hold for v0. By Theorem 5.1
Φ(t, v+, v−)
is monotone increasing for 0 < t ≤ 1. Then Φ(0+, v+, v−) is well defined and finite.
By Remark 5.2 we note that for 0 < t ≤ 1
Φ(t, v+0 , v
−
0 ) = limr→0
Φ(t, v+r , v
−
r ) = lim
r→0
Φ(tr2, v+, v−) = Φ(0+, v+, v−).
Thus Φ(t, v+0 , v
−
0 ) is constant. By Proposition 5.3 we conclude that v
±
0 are comple-
mentary linear functions. Since v0 is even in the xn variable and v0(x
′, 0, t) satisfies
∂xnv(x
′, 0, t) = λ+ when v(x
′, 0, t) 6= 0, it follows that v0 = c|xn| for t ≤ 0.
If (x′0, 0, t0) ∈ Γ
+ ∩ Γ− was such that t0 < 0, we must also show v0 = c|xn| for
t > 0. Since v0 is a solution to (3.1) it follows that −λ− ≤ c ≤ λ+. Consider
w1 = (v0 − c|xn|)+ and w2 = −(v0 − c|xn|)−. Now v0 + c|xn| is a solution to the
heat equation when xn 6= 0. Also since −λ− ≤ c ≤ λ+
∂xnwi(x
′, 0, t) ≥ 0.
Then by even reflection each wi is a subsolution to the heat equation with intial
condition wi(x
′, xn, 0) = 0. Also each wi will also satisfy the growth estimate (5.2).
It follows from the usual proofs of Tychonoff’s theorem (or by bounding subsolutions
from above by solutions and applying Tychonoff’s theorem) that wi ≡ 0, and so
v0 ≡ c|xn|. This is a contradiction to v0 satisfying (5.1). 
Remark 5.4. In the above proof we actually showed that if u is a solution to (3.3),
then there is no point (x′0, 0, t0) such that
(5.3) sup
∂pQ˜r(x′0,0,t0)
v ≥ Cr and inf
∂pQ˜r(x′0,0,t0)
v ≤ −Cr
for every 0 < r < r0 for some fixed r0.
As a consequence of Theorem 1.1 we may obtain a uniform separation of the free
boundaries based on a compactness argument.
Theorem 5.5. Let u be a solution to (3.3) in Q1 with
‖u‖H1,1/2(Q1) ≤ C
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Then there exists d > 0 depending on C such that
dp((Γ
+ ∩Q1/2), (Γ
− ∩Q1/2)) ≥ d
Proof. Suppose by way of contradiction that there exists a sequence of solutions uk
with
dp((Γ
+(uk) ∩Q1/2), (Γ
−(uk) ∩Q1/2))→ 0
Up to a subsequence uk → u0 in H
α,α/2 with u0 a solution to (3.3). Furthermore,
as a consequence of Corollary 4.3 it is clear that there would exist a point (x0, t0) ∈
Q1/2 and (x0, t0) would be a point satisfying (5.3) which is a contradiction to
Remark 5.4. 
Because of the uniform separation of the free boundaries, we are able to transfer
known results for solutions of (1.3)-(1.4) to solutions of (1.1). In particular we may
state results about the optimal regularity of solutions as well as the regularity of
the free boundaries.
Corollary 5.6. Let u be a solution to (1.1) in Q+1 with
‖u‖H1,1/2(Q1) ≤ C
Then
(5.4) ‖u‖
H
3
2
, 3
4 (Q+
1/2
∪Q′
1/2
)
≤ C1
where C1 is dependent on C, λ±.
Proof. We begin first by defining the coincidence set
Λ(u) := {(x′, 0, t) | u(x′, 0, t) = 0}
We now consider a point (x, t) ∈ Q1/2. Let d = dp((Γ
+∩Q1/2), (Γ
−∩Q1/2)). If the
distance from (x, t) to a free boundary in Q1/2 is greater than d/4 and (x, t) /∈ Λ(u),
then one may use regular interior estimates for solutions to the heat equation to
obtain the bound in (5.4) for u in the cylinder Qd/8(x, t). If (x, t) ∈ Λ(u), then if we
perform an odd reflection on u across the thin space Rn−1×{0}, then the reflected
function u˜ will be a solution to the heat equation in the cylinder Qd/4, and so again
we obtain (5.4) for u in the half cylinder Q+d/8(x, t) ∪ Q
′
d/8(x, t). If the distance
from (x, t) to a free boundary is less than or equal to d/4, then either u∓ λ±x+n is
a solution to (1.3)-(1.4) in Q+d/4(x, t) and we utilize the optimal regularity result in
[7] to conclude (5.4) for u in Q+d/8(x, t) ∪Q
′
d/8(x, t). Then by a covering argument
we may conclude the result. 
Remark 5.7. The above regularity result is optimal since Re(xn−1+ ixn)
3/2+λ+xn
is a time-independent solution to (1.1) in Qr(0, 0) for r sufficiently small and λ+
sufficiently large.
6. Appendix
In the Appendix, we use the maximum principle argument of Gilding to show
that if a solution to a parabolic equation is Lipschitz in x, then it is Ho¨lder-1/2 in t.
In the interior case, this is Theorem 2.13 in [10]. Since we are in a slightly different
situation (up to the boundary estimate with the Neumann boundary data), for the
completeness and the convenience of the reader we provide a proof.
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Proposition 6.1. Let u ∈ C2,1(Q+1 ∪Q
′
1) be a classical solution of
aij(x, t)∂2iju+ bi(x, t)∂iu− ∂tu = 0 in Q
+
1
∂nu = f on Q
′
1,
where aij is uniformly elliptic with
λ0|ξ|
2 ≤ aij(x, t)ξiξj ≤ Λ0|ξ|
2, for any ξ ∈ Rn and (x, t) ∈ Q+1
and it satisfies the off-diagonal condition ai,n(x′, 0, t) = 0 on Q′1; b
i(x, t), f(x, t) ∈
L∞(Q+1 ). Let C0 :=
∑n
i=1 ‖b
i‖L∞(Q+
1
) + ‖f‖L∞(Q+
1
). Assume that for each t ∈
(−1, 0],
‖∇u(·, t)‖L∞(Q+
1
) ≤ L,
for some L > 0. Then there exists C = C(n,C0, L, λ0,Λ0) such that for each
x0 ∈ B
+
1/2 ∪B
′
1/2,
|u(x0, t1)− u(x0, t0)| ≤ C|t1 − t0|
1/2, t1, t0 ∈ (−1, 0).(6.1)
Proof. We first show (6.1) for x0 ∈ B′1/2.
LetK = Λ0+2C0+2C
2
0 . Given t0 ∈ (−1, 0) and r ∈ (0, 1/2) with t0+r
2/(4nK) <
0, let
s := sup
t∈(t0,t0+r2/(4nK)]
|u(x0, t)− u(x0, t0)|.
We want to show that s ≤ Cr for some C > 0. If s < r, then we are done. If s ≥ r,
we consider
v±(x, t) =
2snK
r2
(t− t0) +
s
r2
|x− x0|
2 + (L + C0)r ± (u− u(x0, t0))− C0xn.
We will apply the maximum principle to v± in
Q̂+ := B+r (x0)× (t0, t0 + r
2/(4nK)].
A direct computation shows that
aij∂2ijv
± + bi∂iv
± − ∂tv
± = −
2snK
r2
+
2s
r2
aii +
2s
r2
bi(xi − (x0)i)− C0bn
≤ −
2snK
r2
+
2snΛ0
r2
+
2snC0
r
+ C20
Using the definition of K and s ≥ r we have
aij∂2ijv
± + bi∂iv
± − ∂tv
± ≤ 0 in Q̂+.
On Q̂′ = B′r(x0)× (t0, t0 + r
2/(4nK)] we have
∂nv
± = ±f − C0 ≤ 0.
On ∂pQ̂ ∩ {xn > 0}, if t = t0 then
v±(x, t) ≥ (L+ C0)r ± (u(x, t0)− u(x0, t0))− C0xn
≥ (L+ C0)r − Lr − C0r
≥ 0
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and if |x− x0| = r,
v±(x, t) ≥ s+ (L+ C0)r ± (u(x, t)− u(x0, t) + u(x0, t)− u(x0, t0))− C0xn
≥ s+ (L+ C0)r − Lr − s− C0r
≥ 0.
Hence by the maximum principle we have v± ≥ 0 in Q̂+. Evaluating the inequality
at x = x0 and taking the supremum over all t gives
s ≤
2snK
r2
r2
4nK
+ (L+ C0)r,
which yields
(6.2) s ≤ 2(L+ C0)r.
This implies (6.1) for x0 ∈ B
′
1/2.
For x0 ∈ B
+
1/2, depending on Br/2(x0)∩ {xn = 0} is empty or not, we either use
the same argument as above (with C0xn being replaced by C0(xn − (x0)n)), or use
Theorem 2.13 in [10]. 
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