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Abstract: Theories with spontaneously broken symmetry can give rise to
a specific class of solutions known as monopoles. In one such theory, being
tested in this paper, an antisymmetric two-tensor field that spontaneously
breaks Lorentz symmetry can form such monopole solutions. Very little is
known about the interactions of these monopoles; as the equations of motion
are nonlinear, simulational techniques are required. We present progress
towards creating a simulation of these time-dependent monopoles, seeing if
monopoles are still in existence today, and estimating their density in the
current universe. We simulate a subset of the equations of motion of the
antisymmetric two-tensor field. Our results show that the field stabilizes to
a non-uniform value over time.
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1 Introduction
1.1 Lorentz Symmetry
In 1632, Galileo Galilei first described the principle of Galilean invariance in
his Dialogue Concerning the Two Chief World Systems. Galilean invariance
states that the laws of physics are the same in all inertial frames of reference.
Within an inertial frame of reference, the physics of the system is not affected
by any factors outside the frame. Consider the following example:
A train is travelling at a constant velocity on earth. Assume there is no
friction between the train and its surroundings, i.e., the train is traveling
perfectly smooth and the train has no windows. In such a situation, anyone
inside the train would not be able to tell the difference between the train
traveling at constant velocity or the train standing still.
In this scenario, the two frames of reference are the train and the earth.
Since they are moving at constant velocity with respect to each other, we
can call them inertial reference frames.
In 1905, special relativity was proposed by Albert Einstein which was
based on the postulate that the speed of light in a vacuum is the same for all
observers, regardless of the motion of the light source. This postulate along
with the Galilean invariance postulate together form Lorentz Symmetry.
Being a cornerstone of Einstein’s Theory of Relativity, Lorentz symmetry
has been extensively tested and is thus accepted in the world of physics for
the past century. Several prominent theories in physics are built on the ideas
of special relativity and thus are built on Lorentz symmetry. One such theory
is Quantum Field Theory which is built on Special Relativity and Quantum
Mechanics. This theory is used as a framework for constructing quantum
mechanical models of subatomic particles. Quantum Field Theory provides
the framework for formulating the Standard Model of particle physics. This
model classifies all elementary particles in physics and has been very success-
ful in providing several experimental predictions.
Another such theory is the Theory of General Relativity. Introduced by
Albert Einstein in 1915, general relativity provides a geometric theory of
gravitation. It is currently considered as the best description of gravitation.
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The theory generalizes special relativity, describing gravity as a geometric
property of space and time. This theory predicted the existence of gravita-
tional waves and in 2016, gravitational waves were detected for the first time
validating one of several of this theory’s predictions.
It is always good science to test even the most accepted theories. There is
always the possibility that Lorentz symmetry is only an approximation and
not exact. This possibility gives rise to the prospect of discovering physics
beyond the Standard Model of particle physics. Over the past few years, we
have seen a good level of research interest in the area of Lorentz Symmetry
violation [1].
1.2 Symmetry Breaking in Physics
Often times, a physical system may exist in an unstable state. A small fluc-
tuation to the system can cause the system to cross some critical point that
eventually causes the system to end up in a random state that is more stable
than the original state. However, there may be more than one of these pos-
sible stable states that the system can end up in due to the small fluctuation
to the original unstable state. As the system randomly ends up in one among
many possible states, the resulting system is asymmetric. As a result, the
small fluctuation takes the system from a symmetric unstable state to an
asymmetric stable state. This is known as symmetry breaking.
There are numerous examples of symmetry breaking in physics. One the-
ory involving symmetry breaking has been experimentally proven to be quite
promising recently. The Higgs Mechanism, proposed in 1962, involves the
Higgs field that essentially gives mass to the W and Z bosons. There exists a
symmetry between two fundamental forces namely the electromagnetic force
and the weak interaction force. At high temperatures, the two forces are
indistinguishable and interchangeable. Under such circumstances, the two
forces are together known as the electroweak force. While the electroweak
symmetry remains unbroken, all elementary particles in the Standard Model
remain massless. However, as the temperature decreases, the Higgs field
breaks the symmetry spontaneously by condensation. Spontaneous symme-
try breaking is discussed further in Section 2.1.
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Another example of symmetry breaking in physics is in ferromagnetism.
Ferromagnetism is essentially the process by which materials form permanent
magnets such as iron. At high temperatures, specifically when the temper-
ature is above the constant Curie temperature, the dipoles in a magnetic
material are randomly aligned. As a result, the dipoles cancel each other
out and there is no net dipole in any direction. As the temperature drops
below the Curie temperature and continues to drop, the dipoles begin to
align. However, there is no preferred direction for alignment, so a random
direction is picked, i.e., we have a system that moves from a state of zero net
direction (symmetrical) to a state of random net direction (asymmetrical).
As the system moves from a symmetrical state to a random asymmetrical
state, the phase transition breaks the symmetry.
The laws of physics generally obey Lorentz symmetry, however this sym-
metry can spontaneously break under certain circumstances [2]. In this pa-
per, we will be performing numerical approximations of an antisymmetric
two-tensor field which has been theoretically proven to break Lorentz sym-
metry described in more detail in Section 2.3.2. The equations of motion
derived from this field are a set of partial differential equations. We attempt
to perform numerical approximations for a subset of these equations. By
simulating these numerical approximations, our goal is to check if the solu-
tions are uniform over time. We will be discussing more details of the field
being studied as well as an additional field in Section 2. In Section 3, we
provide details of our numerical approximations and simulation techniques.
Finally, we discuss the results of our calculations in Section 4.
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2 Theory
2.1 Spontaneous Symmetry Breaking
Spontoneous symmetry breaking refers to the symmetry breaking of a system
by some spontaneous process. Through this process, a system in a symmet-
ric state, usually also in a high-energy state, ends up in an asymmetric and
usually in the lowest energy state.
Figure 1: Goldstone’s “Mexican Hat” Potential Function
To illustrate this phenomenon using a simple example, consider the model
in Figure 1. Here we have a symmetrical dome with a trough around it at
the bottom. Imagine a small ball at the tip of the dome. The system is
then symmetrical with respect to rotation about the central axis. However,
because the ball could easily roll off a random side of the dome, the system
is unstable. The ball has a high probability of “breaking” this symmetry by
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rolling off the dome into the trough. Eventually the ball will come to rest at
some point in the trough. Now the system is stable however, the system is
now asymmetrical. Such spontaneous symmetry breaking is found in several
theoretical models.
At high enough temperatures, the particle may gain enough energy such
that it can pass over the potential “hill” fairly easily. Thus, the particle
may move to random locations on the potential easily allowing the average
location of the particle to be at the top center of the potential hill, i.e. the
expected value of the location of the particle is zero. Thus, at high enough
temperatures, the symmetry may be restored.
2.2 Lorentz-Violating Fields
Any field that violates Lorentz symmetry is known as a Lorentz-Violating
Field. Theoretical models that do violate Lorentz symmetry in particular
typically involve a tensor field that spontaneously breaks this symmetry. We
can design a dynamical Lorentz-Violating tensor field such that when the
tensor takes on a non-zero value, the potential energy of the tensor field is
minimized. Then, it is this non-zero value of the tensor that spontaneously
breaks the symmetry of the Lagrangian of the field. The set of non-zero field
values that minimize the potential energy is known as vacuum manifold of
the symmetry-breaking field.
Now at high enough temperatures, the system remains in symmetry. Ar-
bitrarily high temperatures were present in the early universe. Thus, at this
moment in time, the tensor field has a zero expectation value and can be
pictured as being at the top of the hat in Figure 1. As the temperature of
the universe gradually decreases, the field undergoes a phase transition into
a “less” symmetrical state.
Since the vacuum manifold of the field contains more than one non-zero
field value, different regions in the universe will end up with random vacuum
values during the symmetry breaking process. Regions near each other will
then try to minimize the gradient energy between them by trying to “align”
their field values. It is likely that some regions will will align their field
values with their neighbors. However, once in this configuration, without a
8
large input of energy, the different vacuum field values in different regions
of the universe may not all be able to align with each other. Regions where
alignment does not happen are known as topological defects [3]. Thus, such
configurations of different field values in different regions of the universe are
likely to give rise to topological defects. This mechanism by which topolog-
ical defects are likely to arise in the early universe is known as the Kibble
mechanism. [4]
These topological defect solutions can have zero, one, or two spatial di-
mensions. The zero spatial dimension solution describes the “monopole”, the
one spatial dimension solution describes “cosmic strings”, and the two spa-
tial dimension solution describes the “domain wall.” These topological defect
solutions can arise in theories that have tensor fields that break Lorentz sym-
metry. We will be focusing primarily on the zero spatial dimension solution
or the monopole. All monopoles require that the field configuration be stable
but not uniform and have spherical symmetry.
2.3 Field Equations
2.3.1 The Triplet-Scalar Monopole
A similar study as this one was done around two and a half decades ago
on a triplet-scalar field [5] by Bennett and Rhie. They performed numerical
simulations on this model to study the evolution of global monopoles. The
Lagrangian density of the field is,
L = −1
2
∂au
α∂auα − 1
4
λ
(
uαuα − η2)2 (1)
Here, we are using the Einstein summation convention where the repeated
indices are summed over and the sign convention is (−,+,+,+). We use
the units c = ~ = 1. The field uα is a triplet scalar field such that uα =
uα(x, y, z, t), with spatial variables x, y, and z, time variable t and α =
1, 2, or 3. The equations of motion for this action are,
uαtt −∇2uα + λ(u2 − η2)uα = 0 (2)
where u2 =
∑3
α=1 (u
α)2. Here, the time variable is t, and utt is notation
used to define ∂2u/∂t2. Writing out the spatial derivatives, and defining
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f(uα) = λ(u2 − η2) · uα we have
uαtt = u
α
xx + u
α
yy + u
α
zz − f(uα) (3)
2.3.2 Antisymmetric Two-Tensor Field
The field being studied in this paper is a antisymmetric two-tensor field [6].
The action of this tensor field is of the form,
SB =
∫
d4x
(
−1
6
F abcFabc − λ
2
(
BabBab − η2
)2)
(4)
Here, Bab is an antisymmetric two-tensor field and Fabc = 3∂[aBbc]. The
square brackets in this term represent the sum of all antisymmetrized permu-
tations of indices. An antisymmetric tensor field is one in which Bab = −Bba.
Deriving the equations of motion from this action, we get,
∂cFcab − 2λ
(
BcdBcd − η2
)
Bab = 0
where,
Fabc = 3∂[aBbc] = 3 · 1
3
[∂aBbc + ∂bBca + ∂cBab]
⇒ ∂cFcab = ∂c∂cBab + ∂c∂bBca + ∂c∂aBbc (5)
Breaking this down to time-space and space-space components, we get,
∂cFc0i =B0i + ∂0∂iB00 + ∂i∂iBj0 + ∂0∂0Bi0 + ∂i∂0Bij
=∂i∂jB0i − ∂i∂iB0j + ∂0[∂iBij] (6)
for a = 0, b = i. and,
∂cFcij = Bij + ∂0∂jB0i + ∂k∂jBki + ∂0∂iBj0 + ∂k∂iBjk (7)
for a = i, b = j.
Due to the structure of the equations, neither (6) nor (7) have any time
derivatives of B0i. This makes looking at the time evolution of the field dif-
ficult. In order to simplify the model, we will be looking at a special case
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of these equations where B0i = 0. We hope that simulating this simplified
model will give us some insight into how the field behaves over time.
If we set B0i = 0 to get a set of equations, (and for self-consistency, we
require ∂0[∂
iBij] = 0), we find for a = x, b = y,
∂cFcxy =− ∂2ttBxy + ∂2xxBxy + ∂2yyBxy + ∂2zzBxy
+ ∂2xyBxx + ∂
2
yyByx + ∂
2
zyBzx + ∂
2
xxByx
+ ∂2yxByy + ∂
2
zxByz
=∂2ttBxy + ∂
2
xxBxy + ∂
2
yyBxy + ∂
2
zzBxy
Substituting this into equation (5) , we get,
−∂2ttBxy + ∂2zzBxy + ∂2zyBzx + ∂2zxByz − 2λ(B2 − b2)Bxy = 0 (8)
Similarily calculating for ∂cFcyz and ∂
cFczx, we get
−∂2ttByz + ∂2xxByz + ∂2xzBxy + ∂2xyBzx − 2λ(B2 − b2)Byz = 0 (9)
−∂2ttBzx + ∂2yyBzx + ∂2yxByz + ∂2yzBxy − 2λ(B2 − b2)Bzx = 0 (10)
Where,
B2 = 2
[
(Bxy)
2 + (Byz)
2 + (Bzx)
2
]
(11)
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3 Methodology
In order to numerically approximate these equations, we can approximate
each of the derivatives in the equation using a method known as the Leapfrog
Integration method [7]. We approach the problem of solving these field equa-
tions by dividing the 3-dimensional space of the field into grid points. Let
i, j, and k represents the indices of the grid points of x, y, and z axes respec-
tively. We set the size of the 3-dimensional space by setting the number of
grid points in each direction. We set the distance between each grid point to
be the same, i.e. ∆x = ∆y = ∆z.
We essentially use the values of ui,j,k at time t to calculate the values
of ui,j,k at time t + 1 over some time interval [1, nt] to show how the field
changes over time. The time steps are denoted by ∆t.
3.1 The Triplet-Scalar Monopole
We can test the Leapfrog Integration method by adding a damping term βut
to equation (3) to get,
∂2uα
∂t2
=
∂2uα
∂x2
+
∂2uα
∂y2
+
∂2uα
∂z2
− f(uα)− β∂u
∂t
(12)
In order to approximate the first order partial derivative, we shall use a
Taylor series expansion of u(xi+∆x, y, z, t) which we will write in short form
as ui+1,j,k,t.
ui+1,j,k,t =ui,j,k,t +
∂ui,j,k,t
∂x
∆x+
1
2!
∂2ui,j,k,t
∂x2
∆x2 + · · ·
=ui,j,k,t +
∂ui,j,k,t
∂x
∆x+O(∆x2) (13)
Here O(∆x2) is the sum of all the terms except the first two. It represents
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the truncation error. This is essentially the error in our approximation of ∂u
∂x
.
⇒ ui+1,j,k,t − ui,j,k,t = ∂ui,j,k,t
∂x
∆x+O(∆x2)
⇒ ui+1,j,k,t − ui,j,k,t
∆x
=
∂ui,j,k,t
∂x
+O(∆x)
⇒ ∂ui,j,k,t
∂x
=
ui+1,j,k,t − ui,j,k,t
∆x
+O(∆x) (14)
This gives us the first order derivative (in the forward direction) of u with
respect to x. We can do a similar Taylor expansion of u(xi−∆x, y, z, t) which
we will write in short form as ui−1,j,k,t.
ui−1,j,k,t =ui,j,k,t − ∂ui,j,k,t
∂x
∆x+
1
2!
∂2ui,j,k,t
∂x2
∆x2 + · · ·
=ui,j,k,t − ∂ui,j,k,t
∂x
∆x+O(∆x2) (15)
⇒ ui−1,j,k,t − ui,j,k,t = −∂ui,j,k,t
∂x
∆x+O(∆x2)
⇒ ∂ui,j,k,t
∂x
∆x = ui,j,k,t − ui−1,j,k,t +O(∆x2)
⇒ ∂ui,j,k,t
∂x
=
ui,j,k,t − ui−1,j,k,t
∆x
+O(∆x) (16)
This gives us the first order derivative (in the backward direction) of u
with respect to x. In order to get a combination of both approximations, we
can add equation (14) and equation (16) together to get,
2
∂ui,j,k,t
∂x
≈ui+1,j,k,t − ui,j,k,t
∆x
+
ui,j,k,t − ui+1,j,k,t
∆x
=
ui+1,j,k,t − ui−1,j,k,t
∆x
⇒ ∂ui,j,k,t
∂x
≈ui+1,j,k,t − ui−1,j,k,t
2∆x
(17)
This is the “centered” derivative. The choice of the type of spatial deriva-
tive has effect on the final solutions of the numerical approximations. Since
the “centered” derivative is symmetric about the point for which we are cal-
culating the derivative, we prefer to use it in order to maintain the rotational
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symmetry of our numerical model which is discussd further at the end of this
section.
Similarily we can derive the y derivatives,
∂ui,j,k,t
∂y
≈ui,j+1,k,t − ui,j,k,t
∆y
(18)
∂ui,j,k,t
∂y
≈ui,j,k,t − ui,j−1,k,t
∆y
(19)
∂ui,j,k,t
∂y
≈ui,j+1,k,t − ui,j−1,k,t
2∆y
(20)
the z derivatives,
∂ui,j,k,t
∂z
≈ui,j,k+1,t − ui,j,k,t
∆z
(21)
∂ui,j,k,t
∂z
≈ui,j,k,t − ui,j,k−1,t
∆z
(22)
∂ui,j,k,t
∂z
≈ui,j,k+1,t − ui,j,k−1,t
2∆z
(23)
and the time derivatives,
∂ui,j,k,t
∂t
≈ui,j,k,t+1 − ui,j,k,t
∆t
(24)
∂ui,j,k,t
∂t
≈ui,j,k,t − ui,j,k,t−1
∆t
(25)
∂ui,j,k,t
∂t
≈ui,j,k,t+1 − ui,j,k,t−1
2∆t
(26)
Since we have three approximations for the first order time derivative, we
will denote it as,
∂ui,j,k,t
∂t
=
p(ui,j,k,t+1 − ui,j,k,t) + (1− p)(ui,j,k,t − ui,j,k,t−1)
∆t
By expressing the time derivative in this manner, we can now set the p
value to be 0 to use the backward direction, 1 to use the forward direction,
and 0.5 to use the centered approximation. This allows us to easily change
the approximation we would like to use.
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The expression can be further simplified,
∂ui,j,k,t
∂t
=
p(ui,j,k,t+1 − ui,j,k,t) + (1− p)(ui,j,k,t − ui,j,k,t−1)
∆t
=
pui,j,k,t+1 − pui,j,k,t + ui,j,k,t − ui,j,k,t−1 − pui,j,k,t + pui,j,k,t−1
∆t
=
−pui,j,k,t + ui,j,k,t − ui,j,k,t−1 − pui,j,k,t + pui,j,k,t−1
∆t
+
pui,j,k,t+1
∆t
=
(1− 2p)ui,j,k,t − (1− p)ui,j,k,t−1
∆t
+
pui,j,k,t+1
∆t
(27)
To derive the second-order derivatives, we use Taylor series expansion
again but this time we consider more terms.
ui+1,j,k,t = ui,j,k,t +
∂ui,j,k,t
∂x
∆x+
1
2!
∂2ui,j,k,t
∂x2
∆x2 +
1
3!
∂3ui,j,k,t
∂x3
∆x3 +O(∆x4)
(28)
And,
ui−1,j,k,t = ui,j,k,t − ∂ui,j,k,t
∂x
∆x+
1
2!
∂2ui,j,k,t
∂x2
∆x2 − 1
3!
∂3ui,j,k,t
∂x3
∆x3 +O(∆x4)
(29)
Adding the two equations together, we get,
ui+1,j,k,t + ui−1,j,k,t =2ui,j,k,t +
∂2ui,j,k,t
∂x2
∆x2 +O(∆x4)
⇒ ∂
2ui,j,k,t
∂x2
∆x2 =ui+1,j,k,t − 2ui,j,k,t + ui−1,j,k,t +O(∆x4)
⇒ ∂
2ui,j,k,t
∂x2
=
ui+1,j,k,t − 2ui,j,k,t + ui−1,j,k,t
∆x2
+O(∆x2)
⇒ ∂
2ui,j,k,t
∂x2
≈ui+1,j,k,t − 2ui,j,k,t + ui−1,j,k,t
∆x2
(30)
Similarily, we can derive,
∂2ui,j,k,t
∂y2
≈ ui,j+1,k,t − 2ui,j,k,t + ui,j−1,k,t
∆y2
+O(∆y2) (31)
∂2ui,j,k,t
∂z2
≈ ui,j,k+1,t − 2ui,j,k,t + ui,j,k−1,t
∆z2
+O(∆z2) (32)
∂2ui,j,k,t
∂t2
≈ ui,j,k,t+1 − 2ui,j,k,t + ui,j,k,t−1
∆t2
+O(∆t2) (33)
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Substituting these approximations into equation (12), we have,
⇒ u
α
i,j,k,t+1 − 2uαi,j,k,t + uαi,j,k,t−1
∆t2
=
∂2uα
∂x2
+
∂2uα
∂y2
+
∂2uα
∂z2
− f(uαi,j,k,t)
− β[(1− 2p)u
α
i,j,k,t − (1− p)uαi,j,k,t−1]
∆t
+
βpuαi,j,k,t+1
∆t
⇒ uαi,j,k,t+1 − 2uαi,j,k,t + uαi,j,k,t−1 =∆t2(
∂2uα
∂x2
+
∂2uα
∂y2
+
∂2uα
∂z2
− f(uαi,j,k,t))
− β[(1− 2p)uαi,j,k,t − (1− p)uαi,j,k,t−1]∆t
+ βpuαi,j,k,t+1∆t
⇒ uαi,j,k,t+1 − βpuαi,j,k,t+1∆t =2uαi,j,k,t − uαi,j,k,t−1 + ∆t2(
∂2uα
∂x2
+
∂2uα
∂y2
+
∂2uα
∂z2
− f(uαi,j,k,t))− β[(1− 2p)uαi,j,k,t
− (1− p)uαi,j,k,t−1]∆t
⇒ (1− βp∆t)uαi,j,k,t+1 =2uαi,j,k,t − uαi,j,k,t−1 + ∆t2(
∂2uα
∂x2
+
∂2uα
∂y2
+
∂2uα
∂z2
− f(uαi,j,k,t))− β[(1− 2p)uαi,j,k,t
− (1− p)uαi,j,k,t−1]∆t
Then,
uαi,j,k,t+1 =
2uαi,j,k,t − uαi,j,k,t−1 + ∆t2
(
∂2uα
∂x2
+ ∂
2uα
∂y2
+ ∂
2uα
∂z2
− f(uαi,j,k,t)
)
1− pβ∆t
− ∆tβ[(1− 2p)u
α
i,j,k,t − (1− p)uαi,j,kt−1]
1− pβ∆t (34)
where,
∂2uα
∂x2
≈ u
α
i+1,j,k,t − 2uαi,j,k,t + uαi−1,j,k,t
∆x2
∂2uα
∂y2
≈ u
α
i,j+1,k,t − 2uαi,j,k,t + uαi,j−1,k,t
∆y2
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∂2uα
∂z2
≈ u
α
i,j,k+1,t − 2uαi,j,k,t + uαi,j,k−1,t
∆z2
We use this equation to calculate uαi,j,k,t+1 for t = 2, 3, . . . nt. We set the
initial (t = 1 and t = 2) field values as random numbers in the interval
[−2η, 2η]. We set λ = 1, η = 2, β = 1, and p = 0.5. We set the dimensions or
number of grid points to be 16 in x, y, and z direction.
After calculating all the field values uαi,j,k,t for t = [3, nt], we create a
vector plot of the data for each time t and create a video of all the plots to
output the result as a simulation. In each plot for time t, at point (i, j, k),
the vector v = (u1i,j,k,t, u
2
i,j,k,t, u
3
i,j,k,t). The calculations and plots have all
been completed on MATLAB. The code for solving this field is provided in
Appendix A.
The field initially has three forms of energy namely, kinetic energy, poten-
tial energy, and gradient energy. Due to the presence of the damping term,
we expect all the energies to be minimized.
Now due to the random initial values, initially we expect to see a lot
of random vectors with random movements in our simulation. Due to the
minimization of the kinetic energy, we expect to see a gradually reduction in
movement of the vectors. Due to the minimization of the gradient energy,
we expect to see all the vectors eventually point in the same direction. Due
to the minimazation of the potential energy, we expect the direction all the
vectors eventually point towards to be random similar to how the location
the ball ends up in Figure 1 is random. Since f(uα) = λ(u2 − η2) · uα, we
expect the potential energy u2 to settle down to η2.
We detect monopoles by checking at which point (i, j, k), the value of
u2 =
∑3
α=1
(
uαi,j,k
)2
< (η/4)2. We also set our boundary conditions to be
periodic. We are assuming the universe does not have any specific boundary,
however, for our simulation, we still need a finite volume of space. Therefore,
we design our 3-D space such that opposing sides on our 3-D cubic space wrap
around to each other, i.e., uα1,j,k,t = u16,j,k,t, u
α
i,1,k,t = ui,16,k,t, and u
α
i,j,1,t =
ui,j,16,t.
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3.2 Antisymmetric Two-Tensor Field
In this section, we will approximate the two-tensor equations (8), (9), and
(10) introduced in Section 2.3.2. Notice that in these equations we also have
mixed derivatives. From equations (17) and (20), we have,
∂ui,j,k,t
∂x
=
ui+1,j,k,t − ui−1,j,k,t
2∆x
and
∂ui,j,k,t
∂y
=
ui,j+1,k,t − ui,j−1,k,t
2∆y
where i and j are indices of x and y. Then,
∂2ui,j,k,t
∂x∂y
=
∂
∂x
(
∂ui,j,k,t
∂y
)
=
∂ui+1,j,k,t
∂y
− ∂ui−1,j,k,t
∂y
2∆x
=
1
2∆x
[
ui+1,j+1,k,t − ui+1,j−1,k,t
2∆y
− ui−1,j+1,k,t − ui−1,j−1,k,t
2∆y
]
=
ui+1,j+1,k,t + ui−1,j−1,k,t − ui+1,j−1,k,t − ui−1,j+1,k,t
4∆x∆y
(35)
Similarily, we can approximate for
∂2ui,j,k,t
∂y∂z
and
∂2ui,j,k,t
∂z∂x
.
∂2ui,j,k,t
∂y∂z
=
ui,j+1,k+1,t + ui,j−1,k−1,t − ui,j+1,k−1,t − ui,j−1,k+1,t
4∆y∆z
(36)
∂2ui,j,k,t
∂z∂x
=
ui+1,j,k+1,t + ui−1,j,k−1,t − ui−1,j,k+1,t − ui+1,j,k−1,t
4∆z∆x
(37)
Before substituting these approximations into equations (8), (9), and (10),
lets define,
u1 = Byz u
2 = Bxz u
3 = Bxy (38)
and from (11),
B2 = 2
3∑
α=1
(uα)2 (39)
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to limit the number of subscripts after the substitution. Now substituting
the approximations in (8),
u3i,j,k,t+1 − 2u3i,j,k,t + u3i,j,k,t−1
∆t2
=(
∂2u3i,j,k,t
∂z2
+
∂2u2i,j,k,t
∂z∂y
+
∂2u1i,j,k,t
∂z∂x
− 2λ(B2 − b2)u3i,j,k,t)
+
β[(1− 2p)u3i,j,k,t − (1− p)u3i,j,k,t−1]
∆t
+
βpu3i,j,k,t+1
∆t
Similar to the derivation of (34) in Section 3.1, we get,
u3i,j,k,t+1 =
2u3i,j,k,t − u3i,j,k,t−1 + ∆t2(
∂2u3i,j,k,t
∂z2
+
∂2u2i,j,k,t
∂z∂y
+
∂2u1i,j,k,t
∂z∂x
1 + pβ∆t
. . .
−2λ(B2 − b2)u3i,j,k,t)−∆t[(1− 2p)u3i,j,k,t − (1− p)u3i,j,k,t−1]
1 + pβ∆t
In a similar way, we can approximate for u1i,j,k,t+1 and u
2
i,j,k,t+1.
u1i,j,k,t+1 =
2u1i,j,k,t − u1i,j,k,t−1 + ∆t2(
∂2u1i,j,k,t
∂x2
+
∂2u3i,j,k,t
∂z∂x
+
∂2u2i,j,k,t
∂x∂y
1 + pβ∆t
. . .
−2λ(B2 − b2)u1i,j,k,t)−∆t[(1− 2p)u1i,j,k,t − (1− p)u1i,j,k,t−1]
1 + pβ∆t
u2i,j,k,t+1 =
2u2i,j,k,t − u2i,j,k,t−1 + ∆t2(
∂2u2i,j,k,t
∂y2
+
∂2u1i,j,k,t
∂y∂x
+
∂2u3i,j,k,t
∂y∂z
1 + pβ∆t
. . .
−2λ(B2 − b2)u2i,j,k,t)−∆t[(1− 2p)u2i,j,k,t − (1− p)u2i,j,k,t−1]
1 + pβ∆t
The same calculation and simulation as in Section 3.1 is completed. The
calculations and plots have all been completed on MATLAB. The code for
solving this field is provided in Appendix B.
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4 Results
4.1 The Triplet-Scalar Monopole
In this section, we discuss the results of numerical approximations of the
model discussed in Section 3.1.
4.1.1 Vector Solutions
Figure 2 shows the field values, i.e. u2, at a representative point (8,8,8). As
expected, the field value stabilizes over time to 4, which is η2.
Figure 2: Change in Field Values over Time
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In Figure 3, we display the initial data at time t = 1. As you can see, the
vectors are all pointing in random direction.
Figure 3: Vector Field at t=1
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In Figure 4, at time t = 100, we see that the vectors are gradually starting
to align.
Figure 4: Vector Field at t=100
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In Figure 5 at time t = 130, the vectors are gradually starting to point
relatively in the similar direction.
Figure 5: Vector Field at t=130
23
In Figure 6, at time t = 500, we see that the vectors are all pointing in the
exact same direction as predicted in Section 3.1 and at this point the vectors
are all quite stable. Therefore, we can conclude that this field is uniform over
space and stable over time.
Figure 6: Vector Field at t=500
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4.1.2 Monopole Solutions
Monopoles are detected by the mechanism described in Section 3.1. We
performed the calculations for detecting monpoles 100 times for 100 different
random initial data. Figure 7 shows all 100 plots of number of monopoles
over time.
Figure 7: Monopole Solution
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We then took the mean and standard deviation of all 100 solutions. The
mean and standard deviation of the solutions are shown in Figure 8.
Figure 8: Monopole Solution
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For one of the 100 solutions, we will now display the location of the
monopoles in a 3-D plot at different time steps. In Figure 9, we display the
data at an early time, t = 10. The monopoles are displayed as little circles.
As you can see, the monopoles are in random positions and low in count.
Figure 9: Monopole Solution at t=10
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In Figure 10, at time t = 100, we see that the number of monopoles is
much higher.
Figure 10: Monopole Solution at t=100
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In Figure 11, at time t = 130, the monopoles are beginning to disappear.
Figure 11: Monopole Solution at t=130
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In Figure 12, by time t = 500, all monopoles have dissappeared.
Figure 12: Monopole Solution at t=500
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4.2 Antisymmetric Two-Tensor Field
In this section, we discuss the results of numerical approximations of the
model discussed in Section 3.2.
4.2.1 Vector Solutions
Figure 13 shows the field values, i.e., B2, at point (8,8,8). As expected, the
field value stabilizes over time to 4, which is η2.
Figure 13: Change of Field Values over Time
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In Figure 14, we display the initial data at time t = 1. As you can see,
the vectors are all pointing in random directions.
Figure 14: Vector Field at t=1
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In Figure 15, at time t = 100, we see that the vectors are still fairly
pointing in random directions.
Figure 15: Vector Field at t=100
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In Figure 16, at time t = 130, the vectors are not quite aligned.
Figure 16: Vector Field at t=130
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In Figure 17, at time t = 500, we see that the vectors have not changed
much since t = 130, so the field has been fairly stable over time since t = 130.
However, the field is clearly not uniform over space.
Figure 17: Vector Field at t=500
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4.2.2 Monopole Solutions
Monopoles are detected by the mechanism described in Section 3.1. We
performed the calculations for detecting monpoles 100 times for 100 different
random initial data. Figure 18 shows all 100 plots of number of monopoles
over time.
Figure 18: Change of number of monopoles over time
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We then took the mean and standard deviation of all 100 solutions. The
mean and standard deviation of the solutions are shown in Figure 19.
Figure 19: Change of number of monopoles over time
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For one of the 100 solutions, we will now display the location of the
monopoles in a 3-D plot at different time steps. In Figure 20, we display the
data at an early time, t = 10. The monopoles are displayed as little circles.
As you can see, the monopoles are in random positions and low in count.
Figure 20: Monopole Solution at t=10
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In Figure 21, at time t = 100, the density of monopoles is much greater
than at t = 10.
Figure 21: Monopole Solution at t=100
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The density continues to increase and reaches its peak value, according
to Figure 19, around t = 150 displayed in Figure 22
Figure 22: Monopole Solution at t=150
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The density then decreases and in Figure 23 for time t = 200, it is much
lower than at t = 150. The monopoles eventually all disappear as shown in
Figure 18.
Figure 23: Monopole Solution at t=200
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Figure 24 shows the mean number of monopoles of the triplet-scalar field
over time as well as the mean number of monopoles of the two-tensor field over
time. The two curves do tend to have the same shape, however the triplet
scalar field produces significantly more monopoles than the antisymmetric
two-tensor field. The number of monopoles takes longer to settle down for
the two-tensor field than it does for the triplet scalar case. Comparing Figure
8 and Figure 19, the standard deviation is a significantly larger for the triplet
scalar case than the standard deviation for the two-tensor field.
Figure 24: Average of Both Fields
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5 Conclusion
We will be primarily making qualitative conclusions of the results found. Our
work thus far has certain limitations. Since we are performing calculations
of only a subset of the equations of motion of the antisymmetric two-tensor
field, it is possible that the full equations may behave quite differently than
subset of equations we have worked on. At this point, it is also quite difficult
to associate a time-scale with our results. Therefore, it is difficult to say at
what point in time since the creation of the universe did these monopoles
appear and disappear. That being said, if the behaviour of the subset of
equations is indicative of the full equations, we can draw the following con-
clusions from the results obtained.
It is assumed that a Lorentz-violating tensor field is uniform over space
[2]. From our discussion in Section 4, we have shown by simulating a subset of
the equations of motion of the antisymmetric two-tensor field, that the field
is not uniform over space. Due to the presence of the damping term however,
the field values stabilize over time. Thus, the assumption of a unifrom field
over space is perhaps not realistic.
A key observations to note is that the monopoles for the triplet-scalar
field appear earlier in time than the monopoles for the two-tensor field and
disappear earlier in time as well [5]. Thus the monopoles from the two-tensor
field are more stable and are thus more likely to be found at the present day.
Observing the standard deviation of the number of monopoles for the two
fields, we notice that the triplet-scalar field is a more sensitive to initial data
as compared to the two-tensor field.
For future work, we would like to simulate the full equations of motion
of the antisymmetric two-tensor field and perform quantitive analysis of the
results. We would also like to model an expanding universe rather than a
static universe.
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A Triplet-Scalar Field
clear all
clc
%Parameters
L = 1; %lambda
m = 2; %eta
b = 1; %beta
p = 0.5; %deciding which derivative to take
%Initialize nx*ny*nz*nt*na matrix
na = 3; %Number of scalar fields
dim = 16;
nx = dim;
ny = dim;
nz = dim;
nt = 300; %time variable
r = 100; %number of runs
mono_num = zeros(r,nt);
for w = 1:r
u = zeros(nx,ny,nz,nt,na); %array for calculating field values
mp = zeros(nx,ny,nz,nt); %array for saving monopole locations
pe = zeros(nx,ny,nz,nt); %arry for saving field values
%initial values
for x = 1:nx
for y = 1:ny
for z = 1:nz
for a = 1:na
u(x,y,z,1,a) = (rand-0.5)*(4*m);
u(x,y,z,2,a) = (rand-0.5)*(4*m);
end
end
end
end
%number of coordinate points of spatial dimensions
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n = nx*ny*nz;
%square of speed of light
c2 = (3*10^8)^2;
%intervals and derivatives
xl = 0;
xu = 1;
yl = 0;
yu = 1;
zl = 0;
zu = 1;
tl = 0;
tu = 0.5;
dx = (xu-xl)./(nx);
dy = (yu-yl)./(ny);
dz = (zu-zl)./(nz);
dt = min([dx,dy,dz])/2;
dx2 = dx^2;
dy2 = dy^2;
dz2 = dz^2;
dt2 = dt^2;
%Matrix for saving field values
pe(:,:,:,1) = u(:,:,:,1,1).^2+u(:,:,:,1,2).^2+u(:,:,:,1,3).^2;
%Calculating the values
for t = 2:nt-1
clc
disp(t)
u_sq = (u(:,:,:,t,1)).^2+(u(:,:,:,t,2)).^2+(u(:,:,:,t,3)).^2;
pe(:,:,:,t) = u_sq; %Saving the field values
for x = 1:nx
for y = 1:ny
for z = 1:nz
for a = 1:na
u(x,y,z,t+1,a)=(2*u(x,y,z,t,a)-u(x,y,z,t-1,a)+(dt2)*(...
(u(mod(x,nx)+1,y,z,t,a)-2*u(x,y,z,t,a)...
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+u(mod(x-2,nx)+1,y,z,t,a))./dx2...
+(u(x,mod(y,ny)+1,z,t,a)-2*u(x,y,z,t,a)...
+u(x,mod(y-2,ny)+1,z,t,a))./dy2...
+(u(x,y,mod(z,nz)+1,t,a)-2*u(x,y,z,t,a)...
+u(x,y,mod(z-2,nz)+1,t,a))./dz2)...
-b*dt*((1-2*p)*u(x,y,z,t,a)-(1-p)*u(x,y,z,t-1,a))...
-dt2*L*(u_sq(x,y,z)-m^2).*u(x,y,z,t,a))./(1+p*b*dt);
end
u2 = u(x,y,z,t+1,1)^2+u(x,y,z,t+1,2)^2+u(x,y,z,t+1,3)^2;
%monopole detector
if u2 < (.2*m)^2
mp(x,y,z,t+1)=1;
mono_num(w,t) = mono_num(w,t)+1; %save number of monopoles
end
end
end
end
end
end
%Display Vector plot and monopole solution
i = 0:nx-1;
j = 0:ny-1;
k = 0:nz-1;
[X,Y,Z] = meshgrid(i,j,k);
u1 = zeros(nx,ny,nz);
u2 = zeros(nx,ny,nz);
u3 = zeros(nx,ny,nz);
pe(:,:,:,nt);
for t = 1:nt
clc
disp(t)
linearindex = find(mp(:,:,:,t));
[xi, yi, zi] = ind2sub([nx,ny,nz],linearindex);
u1(:,:,:) = u(:,:,:,t,1);
u2(:,:,:) = u(:,:,:,t,2);
u3(:,:,:) = u(:,:,:,t,3);
figure(1);
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clf
plot3(xi,yi,zi,’o’);
axis([0 nx 0 ny 0 nz])
title([’t = ’,num2str(t)])
F1(t) = getframe(gcf);
figure(2);
clf
quiver3(X,Y,Z,u1,u2,u3);
axis([0 nx 0 ny 0 nz])
title([’t = ’,num2str(t)])
F2(t) = getframe(gcf);
end
%saving data as a video file
myVideo = VideoWriter(’myfile1.avi’);
uncompressedVideo=VideoWriter(’file1.avi’,’Uncompressed AVI’);
myVideo.FrameRate = 15;
myVideo.Quality = 50;
open(myVideo);
writeVideo(myVideo, F1);
close(myVideo);
myVideo = VideoWriter(’myfile2.avi’);
uncompressedVideo=VideoWriter(’file2.avi’,’Uncompressed AVI’);
myVideo.FrameRate = 15;
myVideo.Quality = 50;
open(myVideo);
writeVideo(myVideo, F2);
close(myVideo);
%Display mean and standard deviation
mean_mono = mean(mono_num);
std_mono = std(mono_num);
figure(3)
errorbar(mean_mono,std_mono)
xlabel(’time (t)’)
ylabel(’Number of monopoles’)
figure(4)
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plot(transpose(mono_num))
xlabel(’time (t)’)
ylabel(’Number of monopoles’)
%Display field values at (8,8,8) over time
figure(5)
pe1(:) = pe(8,8,8,:);
plot(pe1(1:nt-1))
xlabel(’time (t)’)
ylabel(’Field Value’)
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B Antisymmetric Two-Tensor Field
clear all
clc
%Parameters
L = 1; %lambda
m = 2; %eta
b = 1; %beta
p = 0.5; %deciding which derivative to take
%Initialize nx*ny*nz*nt*na matrix
na = 3; %Number of scalar fields
dim = 16;
nx = dim;
ny = dim;
nz = dim;
nt = 300; %time variable
r = 100; %number of runs
mono_num = zeros(r,nt);
for w = 1:r
u = zeros(nx,ny,nz,nt,na); %array for calculating field values
mp = zeros(nx,ny,nz,nt); %array for saving monopole locations
pe = zeros(nx,ny,nz,nt); %arry for saving field values
%initial values
for x = 1:nx
for y = 1:ny
for z = 1:nz
for a = 1:na
u(x,y,z,1,a) = (rand-0.5)*(4*m);
u(x,y,z,2,a) = (rand-0.5)*(4*m);
end
end
end
end
%number of coordinate points of spatial dimensions
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n = nx*ny*nz;
%square of speed of light
c2 = (3*10^8)^2;
%intervals and derivatives
xl = 0;
xu = 1;
yl = 0;
yu = 1;
zl = 0;
zu = 1;
tl = 0;
tu = 0.5;
dx = (xu-xl)./(nx);
dy = (yu-yl)./(ny);
dz = (zu-zl)./(nz);
dt = min([dx,dy,dz])/2;
dx2 = dx^2;
dy2 = dy^2;
dz2 = dz^2;
dt2 = dt^2;
%Calculating the values
for t = 2:nt-1
clc
disp(t)
u_sq =2*((u(:,:,:,t,1)).^2+(u(:,:,:,t,2)).^2...
+(u(:,:,:,t,3)).^2);
pe(:,:,:,t) = u_sq; %saving field values
for x = 1:nx
for y = 1:ny
for z = 1:nz
u(x,y,z,t+1,3)=(2.*u(x,y,z,t,3)-u(x,y,z,t-1,3)+dt2.*((...
u(x,y,mod(z,nz)+1,t,3)-2*u(x,y,z,t,3)...
+u(x,y,mod(z-2,nz)+1,t,3))./dz2...
+(u(x,mod(y,ny)+1,mod(z,nz)+1,t,2)...
+u(x,mod(y-2,ny)+1,mod(z-2,nz)+1,t,2)...
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-u(x,mod(y-2,ny)+1,mod(z,nz)+1,t,2)...
-u(x,mod(y,ny)+1,mod(z-2,nz)+1,t,2))./(4*dz*dy)...
+(u(mod(x,nx)+1,y,mod(z,nz)+1,t,1)...
+u(mod(x-2,nx)+1,y,mod(z-2,nz)+1,t,1)...
-u(mod(x-2,nx)+1,y,mod(z,nz)+1,t,1)...
-u(mod(x,nx)+1,y,mod(z-2,nz)+1,t,1))./(4*dx*dz)...
-2*L*(u_sq(x,y,z)-m^2)*u(x,y,z,t,3))...
-b*dt*((1-2*p)*u(x,y,z,t,3)-(1-p)*u(x,y,z,t-1,3)))./(1+p*b*dt);
u(x,y,z,t+1,1) = (2*u(x,y,z,t,1)-u(x,y,z,t-1,1)+dt2*((...
u(mod(x,nx)+1,y,z,t,1)-2*u(x,y,z,t,1)...
+u(mod(x-2,nx)+1,y,z,t,1))./dx2...
+(u(mod(x,nx)+1,y,mod(z,nz)+1,t,3)...
+u(mod(x-2,nx)+1,y,mod(z-2,nz)+1,t,3)...
-u(mod(x,nx)+1,y,mod(z-2,nz)+1,t,3)...
-u(mod(x-2,nx)+1,y,mod(z,nz)+1,t,3))./(4*dx*dz)...
+(u(mod(x,nx)+1,mod(y,ny)+1,z,t,2)...
+u(mod(x-2,nx)+1,mod(y-2,ny)+1,z,t,2)...
-u(mod(x-2,nx)+1,mod(y,ny)+1,z,t,2)...
-u(mod(x,nx)+1,mod(y-2,ny)+1,z,t,2))./(4*dx*dy)...
-2*L*(u_sq(x,y,z)-m^2)*u(x,y,z,t,1))...
-b*dt*((1-2*p)*u(x,y,z,t,1)-(1-p)*u(x,y,z,t-1,1)))./(1+p*b*dt);
u(x,y,z,t+1,2) = (2*u(x,y,z,t,2)-u(x,y,z,t-1,2)+dt2*((...
u(x,mod(y,ny)+1,z,t,2)-2*u(x,y,z,t,2)...
+u(x,mod(y-2,ny)+1,z,t,2))./dy2...
+(u(mod(x,nx)+1,mod(y,ny)+1,z,t,1)...
+u(mod(x-2,nx)+1,mod(y-2,ny)+1,z,t,1)...
-u(mod(x-2,nx)+1,mod(y,ny)+1,z,t,1)...
-u(mod(x,nx)+1,mod(y-2,ny)+1,z,t,1))./(4*dx*dy)...
+(u(x,mod(y,ny)+1,mod(z,nz)+1,t,3)...
+u(x,mod(y-2,ny)+1,mod(z-2,nz)+1,t,3)...
-u(x,mod(y-2,ny)+1,mod(z,nz)+1,t,3)...
-u(x,mod(y,ny)+1,mod(z-2,nz)+1,t,3))./(4*dz*dy)...
-2*L*(u_sq(x,y,z)-m^2)*u(x,y,z,t,2))...
-b*dt*((1-2*p)*u(x,y,z,t,2)-(1-p)*u(x,y,z,t-1,2)))./(1+p*b*dt);
%Monopole detector
u2 = u(x,y,z,t+1,1)^2+u(x,y,z,t+1,2)^2+u(x,y,z,t+1,3)^2;
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if u2 < .5*(.2*m)^2
mp(x,y,z,t+1)=1;
mono_num(w,t) = mono_num(w,t)+1; %save number of monopoles
end
end
end
end
end
end
%Display Vector plot and monopole solution
i = 0:nx-1;
j = 0:ny-1;
k = 0:nz-1;
[X,Y,Z] = meshgrid(i,j,k);
u1 = zeros(nx,ny,nz);
u2 = zeros(nx,ny,nz);
u3 = zeros(nx,ny,nz);
pe(:,:,:,nt);
for t = 1:nt
clc
disp(t)
linearindex = find(mp(:,:,:,t));
[xi, yi, zi] = ind2sub([nx,ny,nz],linearindex);
u1(:,:,:) = u(:,:,:,t,1);
u2(:,:,:) = u(:,:,:,t,2);
u3(:,:,:) = u(:,:,:,t,3);
figure(1);
clf
plot3(xi,yi,zi,’o’);
axis([0 nx 0 ny 0 nz])
title([’t = ’,num2str(t)])
F1(t) = getframe(gcf);
figure(2);
clf
quiver3(X,Y,Z,u1,u2,u3);
axis([0 nx 0 ny 0 nz])
title([’t = ’,num2str(t)])
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F2(t) = getframe(gcf);
end
%saving data as a video file
myVideo = VideoWriter(’myfile1.avi’);
uncompressedVideo=VideoWriter(’file3.avi’, ’Uncompressed AVI’);
myVideo.FrameRate = 15;
myVideo.Quality = 50;
open(myVideo);
writeVideo(myVideo, F1);
close(myVideo);
myVideo = VideoWriter(’myfile2.avi’);
uncompressedVideo=VideoWriter(’file4.avi’,’Uncompressed AVI’);
myVideo.FrameRate = 15;
myVideo.Quality = 50;
open(myVideo);
writeVideo(myVideo, F2);
close(myVideo);
%Display mean and standard deviation
mean_mono = mean(mono_num);
std_mono = std(mono_num);
figure(3)
errorbar(mean_mono,std_mono)
xlabel(’time (t)’)
ylabel(’Number of monopoles’)
figure(4)
plot(transpose(mono_num))
xlabel(’time (t)’)
ylabel(’Number of monopoles’)
%Display field values at (8,8,8) over time
figure(5)
pe1(:) = pe(8,8,8,:);
plot(pe1(1:nt-1))
xlabel(’time (t)’)
ylabel(’Field Value’)
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