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Abstract—Mental illness has a deep impact on individuals,
families, and by extension, society as a whole. Social networks
allow individuals with mental disorders to communicate with
others sufferers via online communities, providing an invaluable
resource for studies on textual signs of psychological health
problems. Mental disorders often occur in combination, e.g., a
patient with an anxiety disorder may also develop depression.
This co-occurring mental health conditions provides the focus for
our work on classifying mental health-related communities with
an interest in depression. To do this, we have crawled a large
body of 620,000 posts made by 80,000 users in 247 online mental
health communities. We extracted the topics and psycho-linguistic
features expressed in the posts, using these as inputs to our model.
Following a machine learning technique, we formulated a joint
modelling framework in order to classify mental health-related
co-morbid communities of online users from these features.
Finally, we performed empirical validation of the model on the
crawled dataset where our model outperforms recent state-of-
the-art baselines.
I. INTRODUCTION
Mental health disorders are prevalent around the world.
Estimates from the World Health Organization (WHO) suggest
that the lifetime prevalence of disorders in the Diagnostic and
Statistical Manual of Mental Disorders (DSM) is between 18%
and 36%, or between 10% and 19% of a population within a
12-month period [15]. An estimated 350 million people are
affected by depression, and 800,000 people are thought to
die by suicide each year [26]. The Internet offers a range
of help-seeking options for individuals with a mental health
disorder, including online communications which can offer
peer-support.
Recent studies have shown that machine learning and data
mining techniques can be applied to online communities
related to mental health [4], [21], [25], [19], [27], [23]. Such
techniques can analyse the content and linguistic styles of
online discussions, and have been shown to differentiate com-
munities interested in different mental health conditions [22].
A learning paradigm used in our previous work [23], considers
each pair of outcomes to be modelled by a binary classifier.
However, this is a relatively simplistic approach considering
the relationship between topics and different communities. For
example, “depression” may be relevant as a clinical condition
in itself, may be present as a co-morbidity with another
disorder, or may reflect symptoms experienced as part of
another diagnosable disorder, such as bipolar disorder. To
reflect this, we formulate a joint learning framework where the
model parameters of specific online communities are learned
in an integrated manner. To achieve this, the cost function
is composed of a suitable loss function and a correlation
component that exploits the relatedness between these out-
comes through an appropriate regularization. The framework
jointly learns the relationship amongst related mental health
communities.
II. BACKGROUND
A. Social media as sensors for mental health
Social media is quickly becoming a tool for health care
analysis. Grajales et.al. [10] has presented a guideline for
clinicians, patients, and related stakeholders to use social
media effectively while mitigating the risk factors. The online
social media interventions have been used in the treatment
of depression with a moderate success [32]. Park et. al. [27]
found that the depressive patients often use Twitter as a tool
for social awareness and emotional interaction. The tweet
activity is also used to predict 20 of 27 health-related statistics,
including obesity and teen birth rates in USA [5]. Depression
screening is conducted by Facebook, where subscribers’ reveal
symptoms of major depressive episodes [20], [34]. Blogging
is found to improve maternal well-being [18] by helping new
mothers feel more connected to relatives and friends. Nu-
merous online communities interested in health problems are
found on the Live Journal blog site. Several studies on mood
classification using Live Journal data have been completed,
such as [19], [24], [12], [14], where the post content was used
to predict the mood tag. Live Journal communities interested
in mental health concerns have also been investigated, such as
in [25] for depression and in [21] for autism.
B. Textual features as cues for psychological health
Recent studies have explored textual features as cues for
mental health conditions [23], [21], [24], [25]. For this type of
cue, two main aspects have been popularly investigated: topics
and the language styles expressed in the text. Linguistic styles
such as an expression of sadness or the use of swear words
have been identified as the cues for depression [33]. Linguistic
Inquiry and Word Count (LIWC) [29] has been commonly
used to capture language characteristics. LIWC features are
considered to be powerful predictors of mental health and
depression related disorders [31], [35]. Topics are extracted
using popular Bayesian probabilistic modelling tools, such as
2Latent Dirichlet Allocation (LDA) [2]. LDA and its variants
have been used previously to discover several mental ailments
discussed in millions of tweets [28].
C. Joint Modelling of Multiple Problems
Recently, the joint modelling of multiple related problems
has drawn significant interest. These methods exploit the
commonality between related problems in order to learn
efficient models. For example, multi-task learning (MTL) is
a joint learning method where an independent problem is
considered to be a task and MTL computes parameters of
multiple tasks in an integrated framework. Let us assume we
have T supervised learning tasks and each task is associated
with a linear predictive model ft, where ft is expressed
as ft(x) = wTt xt, where wt and xt are parameters and
predictors of the task t. The MTL framework aims to enhance
predictive performance of a task by learning multiple related
tasks simultaneously. Following this, the predictive functions
ft, ∀t=1,. . . T are jointly learned by minimizing the following
regularized empirical risk function:
w∗t = min
wt
T∑
t=1
1
nt
nt∑
i=1
Li(wt,xit, yit) + λR(wt),∀t
where, Li is a loss function, R is a regularization function on
wt with regularization parameter λ and nt denotes the number
of predictors in task t. Assuming tasks are related, MTL
techniques enforce several types of constraints on the task
parameters W = [w1, . . . ,wT ] for modelling them jointly.
For example, the multi-variate distribution model [6] and multi
label classification [8] model capture the shared structure
amongst labels, while multi-outcome regression [30] methods
learn from the correlation between real valued responses. In
our work, we model mental health-related co-morbid com-
munities in a MTL paradigm by considering each community
as a task.
III. METHODS
A. Dataset
We consider the online communities sourced from Live
Journal where users can create and maintain a personal blog.
People with similar interests can also form an “online com-
munity”, a collective blog site in which multiple users can post
and read messages on a common topic of interest. We initially
identified communities with an interest in depression using
the ‘search communities by interest’ function on the website.
The other interests of these communities were examined, and
a subset of the most commonly occurring topics related to
“mental health with an interest in depression” were selec-
ted. These included risk specific mental health disorders, risk
factors, signs, symptoms and outcomes. Inactive communities,
those with fewer than 200 posts or no posts within the previous
month, were excluded. This resulted in 247 communities with
12 major interest categories: abuse, anorexia, anxiety, bipolar
disorder, cutting, death, drugs, eating disorders, insomnia,
pain, self-injury and suicide.
B. Feature Extraction
Two feature sets were extracted during the experiments:
language style, using the LIWC package [29], and topics, by
Latent Dirichlet Allocation (LDA) [2]. The extracted features
can be found here 1.
• The proportions of words in psycholinguistic categories
as defined in the LIWC package were examined [29].
These categories were: linguistic, social, affective, cog-
nitive, perceptual, biological, relativity, personal concerns
and spoken.2
• Topics: To extract topics, LDA [2] was used as a Bayesian
probabilistic modelling framework. LDA extracts the
probabilities p (vocabulary | topic) - that is, words in
a topic, and then assigns a topic to each word in a
document. A Gibbs inference detailed in [11] was then
implemented. The number of topics was set to 50 and the
inference run for 5000 samples. The final Gibbs sample
was then used to interpret the results.
C. A Framework for Classifying Online Communities
In this section, we provide a framework for the joint
modelling of mental health-related interest categories in an
integrated framework. Let us assume the feature matrix is
denoted by X = [x1,x2, . . . ,xn] where D is the dimension
of the feature space, i.e., xi ∈ RD. The matrix Y ∈ Rn×m
denotes m outcomes of n data points. Here, outcomes are
major interest categories and m = 12. The ith row of matrix
Y denoted by Y(i, :) represents the m outcomes of ith data
point whereas the kth row of matrix Y denoted by Y(:, k)
represents the kth outcomes for all data points. Due to the
prediction problem, elements of Y(i, k) take on a binary value
from the set {1,−1}. Following the linear regression model,
the relationship between input X and kth outcome Y(:, k) can
be expressed as
Y(i, k) = wTk xi + bk ∀i = 1, . . . , n, (1)
where, wk is the weight vector for kth outcome and bk
corresponds to a bias component. This is a single-task learning
model where the parameter of kth outcome learns independ-
ently without considering other outcomes. Since the interest
categories (outcomes) have some degree of correlations, for
all m outcomes, we can express equation (1) as:
Y(:, k) = wTk xi + bk ∀k = 1, . . . ,m, (2)
i = 1, . . . , n
Letting W = [w1, . . . ,wm] ∈ RD×m as a parameter matrix
for m outcomes, we assume that the parameters are related
through a prior distribution expressed as
p(W) =
m∏
i=1
N (wi|0, ID)MND×m(W|0D×m, ID⊗Ω) (3)
1http://bit.ly/1KS4CMr
2http://www.liwc.net/descriptiontable1.php, retrieved January 2015.
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Figure 1. Prevalence of 12 mental health-related interest categories in Live Journal.
Figure 2. Indices and word clouds for selected topics.
where N (w,Λ) denotes a multivariate normal distribution
with mean w and covariance matrix MND×m(A,B ⊗ C)
denotes a matrix-variate normal distribution with mean A ∈
RD×m, whereas B ∈ RD×D is the row-covariance matrix,
C ∈ Rm×m is column-covariance matrix and ⊗ denotes the
Kronecker product. The coefficient vectors W, and parameters
b and Ω are obtained by minimizing the maximum a posteriori
(MAP) formulation, expressed as:
min
W,b,Ω−1
n∑
i=1
[ m∑
k=1
Li(wk,xi, yki , bk) +
λ1
2
∑
k
wTk (4)
wk +
λ2
2
tr(WΩ−1WT ) +D log |Ω|
]
where, Li(wk,xi, yki , bk) = 12
(
yki −wTk xi − bk
)2
. λ1 and
λ2 are regularization parameters and Ω is a outcome-
by-outcome covariance matrix. The intrinsic relationship
amongst outcomes is captured through the regularization term
tr(WΩ−1WT ) in which the covariance matrix Ω combines
all outcomes in proportion to their correlations. We have
4chosen a common matrix-Normal prior for W as it can learn
both positive, negative and unrelated correlations amongst
outcomes. This is an advantage over other methods such as
Shared Gaussian Prior [3], Shared Low Dimensional Subspace
[1], [13] or Common Feature Set [7], [9] representations. By
assuming that both W and Ω are sparse, we add a `1− norm
regularization over both W and Ω respectively. The objective
function of the proposed formulation is expressed as following
min
W,b,Ω−1
n∑
i=1
[ m∑
k=1
Li(wk,xi, yki , bk) +
λ1
2
tr(WWT )+ (5)
λ2
2
tr(WΩ−1WT ) +D log |Ω|+ λ3||Ω||1 + λ4||W||1
]
The formulation in equation (5) is not jointly convex with
respect to all variables, however it is convex with respect
to each individual variable when the remaining variables are
fixed. We use an efficient Block Coordinate Descent method
[36] to find optimal solutions of W, b and Ω−1 respectively.
IV. RESULTS
In this section, we evaluate the performance of the proposed
model. The Live Journal data contains 620,060 posts from
78,647 users. We extracted LIWC and topic features from the
online posts, which are 68 and 50 dimensional respectively.
We represent each post as an input feature vector (LIWC
or Topics) and an outcome vector (interest categories) of
dimension 12. The element the outcome vector is 1 or -1
depending on the presence or absence of an interest category.
We have performed three experiments on the extracted data as
follows:
• Firstly, we train a model using the topic features as an
input and the 12 interest categories as outcomes;
• Secondly, we use the LIWC features as an input and the
12 interest categories as outputs;
• Finally, we combine the topics and LIWC features into a
single feature set and repeat the experiment as before.
The efficacy of this proposed model was then evaluated against
single-task (STL) logistic regression [17] and a multi-task
learning [16] framework. The results of these experiments and
comparisons are summarised in Tables I, II and III.
A. Classification of mental health-related “interest” categor-
ies using topic features
We randomly partitioned the topic features into training,
validation and test sets in the ratio 70:20:10. Using the training
set, we trained our model by pairing the input with expected
output. The validation set was used in order to estimate
how well the model has been trained and to estimate the
model parameters and properties. We then applied the newly-
developed model to the test data and recorded the results. We
repeated this experiment on 20 randomly partitioned datasets
and present the average results in Table I, which shows the
performance of the proposed model against state-of-the-art
baseline methods.
Mental
health-related
interest category
Single Task
Learning
Multi-Task
learning
Proposed
Framework
Abuse 0.818
(0.002)
0.820
(0.003)
0.820
(0.002)
Anorexia 0.882
(0.008)
0.884
(0.008)
0.901
(0.010)
Anxiety 0.827
(0.009)
0.829
(0.006)
0.829
(0.008)
Bipolar 0.874
(0.007)
0.878
(0.005)
0.887
(0.005)
Cutting 0.863
(0.004)
0.864
(0.008)
0.863
(0.005)
Death 0.909
(0.005)
0.921
(0.006)
0.930
(0.003)
Drugs 0.820
(0.007)
0.823
(0.006)
0.832
(0.005)
Eating Disorders 0.905
(0.008)
0.910
(0.007)
0.939
(0.010)
Insomnia 0.816
(0.009)
0.828
(0.009)
0.879
(0.005)
Pain 0.825
(0.007)
0.824
(0.006)
0.824
(0.006)
Self-injury 0.863
(0.008)
0.863
(0.004)
0.862
(0.007)
Suicide 0.840
(0.006)
0.839
(0.005)
0.838
(0.007)
Average 0.853
(0.007)
0.856
(0.006)
0.870
(0.006)
Table I
COMPARISON OF THE PROPOSED FRAMEWORK WITH BASELINES FOR
CLASSIFYING THE MENTAL HEALTH-RELATED “INTEREST” CATEGORIES
FROM TOPIC FEATURES. THE EVALUATION IS DONE IN TERMS OF MEAN
AUC. NUMBERS IN BRACKET DENOTES STANDARD DEVIATION. THE
HIGHEST PERFORMANCES ARE HIGHLIGHTED. NUMBERS IN BRACKET
DENOTES STANDARD DEVIATION.
The proposed model outperforms the single-task logistic
regression model (STL) for 9 out of 12 “interest” categories.
In case of multi-task learning (MTL), the proposed framework
performs better for 8 out of 12 categories. In particular, for
“Drugs”, the proposed model (AUC 0.832) improves by a
margin of 2% with respect to the STL model (AUC 0.820)
and 1.8% with respect to the MTL model (AUC 0.823); for
“Insomnia”, the proposed model (AUC 0.839) improves by a
margin of 3% with respect to the STL model (AUC 0.816)
and 2% with respect to the MTL model (AUC 0.828). For
all outcomes, the mean AUC of the proposed model (0.870)
improved by a margin of ≈ 2% and 1.9% with respect to the
single-task and multi-task model respectively.
Notably for “Pain”, “Self-Injury” and “Suicide”, the per-
formances are more or less similar to the single-task model
(STL). We have examined the correlations of these categories
with remaining others and we have found that these categories
have low correlations (0.09-0.15). This finding is consistent
with the properties of single-task models, which generally
perform better with low-correlated outputs.
B. Classification of mental health-related “interest” categor-
ies using LIWC features
Table II shows the results from the LIWC feature sets. For
“Drugs”, the proposed model (AUC 0.793) improves by a
margin of 4.5% with respect to the STL (AUC 0.758) and
3% with respect to MTL (AUC 0.770); while in the case of
“Insomnia”, the proposed model (AUC 0.781) improves by a
5Mental
health-related
interest
category
Single Task
Learning
Multi-Task
Learning
Proposed
Framework
Abuse 0.761
(0.009)
0.760
(0.010)
0.786
(0.006)
Anorexia 0.839
(0.010)
0.838
(0.004)
0.840
(0.008)
Anxiety 0.763
(0.011)
0.763
(0.009)
0.785
(0.008)
Bipolar 0.789
(0.008)
0.789
(0.008)
0.817
(0.012)
Cutting 0.818
(0.005)
0.818
(0.010)
0.823
(0.010)
Death 0.867
(0.010)
0.867
(0.008)
0.871
(0.009)
Drugs 0.758
(0.009)
0.770
(0.012)
0.793
(0.012)
Eating
Disorders
0.858
(0.008)
0.861
(0.010)
0.868
(0.006)
Insomnia 0.755
(0.008)
0.760
(0.011)
0.781
(0.013)
Pain 0.768
(0.005)
0.766
(0.007)
0.782
(0.010)
Self-injury 0.821
(0.006)
0.822
(0.005)
0.823
(0.005)
Suicide 0.800
(0.010)
0.800
(0.010)
0.805
(0.010)
Average 0.799
(0.008)
0.801
(0.008)
0.815
(0.011)
Table II
COMPARISON OF THE PROPOSED FRAMEWORK WITH BASELINES FOR
CLASSIFYING THE MENTAL HEALTH-RELATED “INTEREST” CATEGORIES
FROM LIWC FEATURES. THE EVALUATION IS DONE IN TERMS OF MEAN
AUC. NUMBERS IN BRACKET DENOTES STANDARD DEVIATION. THE
HIGHEST PERFORMANCES ARE HIGHLIGHTED.
margin of ≈ 3% with respect to the STL (AUC 0.755) and
2.76% with respect to MTL (AUC 0.760). The mean AUC
of the proposed model is improved by a margin of 2% and
1.75% with respect to single-task and multi-task model. Our
proposed model outperforms both STL and MTL models for
all 12 “interest” categories.
C. Classification of mental health-related “interest” categor-
ies using augmented topic and LIWC features
In this experiment, we augment both LIWC and Topic
features to a single dataset. The combined feature dimension is
118. Table III presents the performance of the proposed model
on the combined data. The proposed model is better for 10 out
of 12 interests with respect to single-task (STL) and multi-task
(MTL) model respectively. In particular, in case of “Abuse”,
the proposed model (AUC 0.848) improves by a margin of
2.17% with respect to the single-task model (AUC 0.838),
while in case of “Insomnia”, the proposed model model (AUC
0.845) improves by a margin of 2.5% with respect to the
single-task model (AUC 0.825). However, for “Bipolar” and
“Drugs”, the performance of the proposed model is same with
single task model.
Figure 3 shows the parameter matrix W of topic features
where each column of W denotes a weight vector related to an
outcome. For each interest category, the top three features are
shown in Table V. Notably, some features are common across
the categories. For example, “cut”, “blood” and “scars” are
important topics in “Abuse”, “Bipolar”, “Cutting” and “Pain”
categories; “hurt”, “care”, “trust” and “feelings” are mostly
discussed in “Abuse” and “Death” categories; “ingest” (i.e.
taking food into the body) is a strong feature in “Anorexia”,
“Eating Disorder” and “Suicide”.
Figure 4 shows the parameter matrix W for LIWC features.
The representative features across interest categories are indic-
ated by the down arrows. For example, “negemo” (negative
emotion) is strongly present in “Abuse”, “Anxiety”, “Bipolar”
and “Drugs” respectively; “ingest” is found in “Anorexia”,
“Cut”, “Eating Disorder”, ’Self-Injury” and “Suicide”.
Table VI shows a comparative performance of single-task
(STL) and the proposed framework on LIWC, Topics and
the augmented dataset respectively. The performance of the
single-task model (STL) significantly improves on augmented
dataset (mean AUC 0.864) with respect to LIWC (AUC 0.799)
and topic features ( AUC 0.853). We also observed that the
mean AUC of the proposed model for the augmented data
(0.870) outperforms the performance of LIWC features (AUC
0.799) and topic features (AUC 0.853) respectively. Hence, we
have demonstrated that the predictive power of the augmented
dataset is more than the LIWC and Topic features.
Figure 5 shows the mean correlation matrix of 12 outcomes.
In the case of the “Bipolar” and “Drugs”, the correlations
are low (0-0.15). Hence, the performance of the proposed
model is similar to a single-task (STL) model. Overall, the
multi-task model (MTL) with the mean AUC 0.866 is better
than the single-task model (STL) (mean AUC 0.864), however,
the proposed model (mean AUC 0.876) outperforms both of
them. Table IV shows the performance of the models in terms
of sensitivity and specificity. As before, the proposed model
outperforms the baselines.
V. DISCUSSION
In this work, we aimed at classifying mental health-related
communities with an interest in depression. We initially iden-
tified communities with an interest in depression using the
‘search communities by interest’ function on the website.
The other interests of these communities were examined,
and a subset of the most commonly occurring topics related
to mental health were selected. These included risk specific
mental health disorders, risk factors, signs, symptoms and
outcomes. The 12 identified categories are: Abuse, Anorexia,
Anxiety, Bipolar, Cutting, Death, Drugs, Eating Disorders,
Insomnia, Pain, Self-injury and “Suicide”.
Using machine learning and statistical methods, we focus on
the two most important aspects of mental health communities:
the content of the topics posted, and the psycho-linguistic
processes used in these topics. We captured this contextual
information using tools such as Bayesian LDA and then
selected the top 50 topics discussed in the communities. The
psycho-linguistic processes were extracted using the LIWC
package. We formulated our framework by considering the
topics and linguistic styles as input features while the mental
health-related communities (with an interest in depression)
6Figure 3. Parameter matrixW for topic features: Each column ofW denotes weight vector of an interest category. Representative topic features are shown.
Figure 4. Parameter matrixW for LIWC features: The columns ofW represent weight vectors of interest categories. Down arrows indicate the representative
features for a interest category. For example, negative emotion (“negemo”) is strongly found in “abuse”, “anxiety”, “bipolar” and “drugs” respectively.
7Depression
Co-morbidities
Single Task Learning Multi-Task Learning Proposed Framework
Sensitivity Specificity Sensitivity Specificity Sensitivity Specificity
Abuse 72.8 81.6 83.1 84.1 87.2 88.2
Anorexia 74.5 82.2 84.7 86.7 86.9 90.1
Anxiety 78.9 86.2 83.3 89.8 86.1 92.3
Bipolar 85.9 87.4 85.9 87.4 86.0 87.1
Cutting 77.7 87.5 83.3 92.4 84.4 95.1
Death 75.1 81.3 81.6 89.1 82.3 89.1
Drugs 79.9 88.3 79.7 90.6 80.0 90.6
Eating Disorders 73.3 83.5 78.1 91.7 81.5 93.4
Insomnia 75.9 80.4 80.2 87.1 81.1 88.4
Pain 80.1 87.7 84.5 95.9 84.5 96.6
Self-injury 79.6 86.1 81.8 90.2 83.1 92.5
Suicide 81.1 84.4 85.5 89.0 87.2 93.8
Average 77.9 84.7 82.6 89.5 84.2 91.4
Table IV
CLASSIFICATION OF DEPRESSION WITH CO-MORBIDITIES: SENSITIVITY AND SPECIFICITY ANALYSIS ON AUGMENTED DATASET (I.E. LIWC AND TOPIC
FEATURES). THE HIGHEST PERFORMANCES ARE HIGHLIGHTED.
Mental
health-related
interest category
Topic features LIWC features
Abuse hurt care trust feelings, cutting blood scars,
bitch hell act wrong shut funny bullshit
you, negation, negative emotion, wc (word
count)
Anorexia fast water diet, calories gym exercise,
weight lose lbs
ingest
Anxiety depression anxiety medication,
self suicide emotional, hurt care trust
feelings
positive emotion. negation, word count
(wc)
Bipolar cutting blood scars, depression meds
anxiety disorder, heart pain inside
sad, death
Cutting cutting blood scars, fat binge eat purge
food disgusting, eat food eating dinner
ingest, feel
Death miss remember heart, hurt care trust
feelings, mom dad family mother parents
sister brother died
social, you, we, affect, positive emotion
Drugs depression anxiety disorder medication,
heart pain inside tears, suicide emotional
thoughts
death, sad , negative emotion
Eating disorder eat food dinner lunch, calories low soup
dinner salad apple milk, eating recovery
disorder healthy food.
ingest, biological process (bio), work
Insomnia depression meds anxiety disorder, hurt care
trust feelings
word count (wc), you, she-he
Pain cutting blood arm deep pain razor wrist
hurt suicide knife blade, heart pain inside
tears, depression anxiety disorder
death, you, world count (wc)
Self-Injury calories gym exercise hour burn run,
eating recovery disorder healthy anorexia,
injest, feel, biological process (bio)
Suicide stay strong girls luck ladies, mum
christmas lots loads ages, seriously hell
crap sucks freaking horrible mood
injest, feel, biological process (bio)
Table V
SELECTED PREDICTIVE FEATURES FOR MENTAL HEALTH-RELATED INTEREST CATEGORIES.
were outputs. Effectively, each user/patient is represented by
a topics or LIWC feature vector and a 12-dimensional interest
categories (outcome). The entries of the outcome vector are 1
or -1 depending on the presence or absence of an interest
category. We have formulated a joint modelling approach
to estimate the parameters of the outcomes in an integrated
framework. We performed the empirical validation of the
model on the crawled dataset and evaluated the proposed
model against recent state-of-the-art baselines.
Results indicate that the distinct topics and linguistic styles
have a strong predictive power to classify mental health-
related communities with an interest in depression. The latent
topics are found to have a greater predictive power than
linguistic features. This can be seen by comparing the third
column in Table (III) and (II). Moreover, the performance
of the proposed model outperforms state-of-the-art single-task
(STL) and multi-task (MTL) learning method. In case of topic
features, the mean AUC of the proposed model is improved by
a margin of 2% and 1.9%, whereas, in the case of linguistic
features, the mean AUC is improved by 2% and 1,75% with
respect to STL and MTL respectively. The significant finding
of this work is that by augmenting both topics and linguistic
features into a single dataset, the classification performance
improves dramatically over state-of-the-art baselines.
This finding indicates that the topics discussed in a com-
munity are also relevant to other groups. This result confirms
8Mental
health-
related
interest
category
Single-
Task
Learning
(LIWC)
Single-
Task
Learning
(Topics)
Single-Task
Learning
(LIWC +
Topics)
Proposed
(LIWC)
Proposed
(Topics)
Proposed
Framework
(LIWC +
Topics)
Abuse 0.761
(0.011)
0.818
(0.008)
0.838
(0.008)
0.786
(0.010)
0.820
(0.011)
0.848
(0.008)
Anorexia 0.839
(0.008)
0.882
(0.007)
0.898
(0.006)
0.840
(0.006)
0.901
(0.009)
0.898
(0.010)
Anxiety 0.763
(0.006)
0.827
(0.006)
0.834
(0.007)
0.785
(0.006)
0.829
(0.006)
0.843
(0.008)
Bipolar 0.789
(0.005)
0.874
(0.006)
0.899
(0.007)
0.817
(0.007)
0.887
(0.007)
0.899
(0.006)
Cutting 0.818
(0.011)
0.863
(0.012)
0.886
(0.012)
0.823
(0.010)
0.863
(0.010)
0.899
(0.011)
Death 0.867
(0.012)
0.909
(0.011)
0.888
(0.015)
0.871
(0.015)
0.930
(0.012)
0.921
(0.014)
Drugs 0.758
(0.013)
0.820
(0.008)
0.846
(0.009)
0.793
(0.008)
0.832
(0.009)
0.846
(0.009)
Eating
Disorders
0.858
(0.016)
0.905
(0.010)
0.921
(0.012)
0.868
(0.012)
0.939
(0.011)
0.931
(0.010)
Insomnia 0.755
(0.013)
0.816
(0.008)
0.825
(0.013)
0.781
(0.014)
0.879
(0.011)
0.845
(0.013)
Pain 0.768
(0.011)
0.825
(0.009)
0.832
(0.010)
0.782
(0.014)
0.824
(0.015)
0.842
(0.016)
Self-injury 0.821
(0.021)
0.863
(0.020)
0.877
(0.018)
0.823
(0.017)
0.862
(0.011)
0.887
(0.009)
Suicide 0.800
(0.015)
0.840
(0.012)
0.844
(0.017)
0.805
(0.017)
0.838
(0.018)
0.854
(0.016)
mean AUC 0.799
(0.009)
0.853
(0.015)
0.864
(0.016)
0.815
(0.015)
0.870
(0.015)
0.876
(0.014)
Table VI
CLASSIFICATION PERFORMANCE OF MENTAL HEALTH-RELATED INTEREST CATEGORIES ON LIWC, TOPICS AND AUGMENTED FEATURES (LIWC +
TOPICS) RESPECTIVELY. THE EVALUATION IS DONE IN TERMS OF MEAN AUC. THE HIGHEST PERFORMANCES ARE HIGHLIGHTED. NUMBERS IN
BRACKET DENOTES STANDARD DEVIATION.
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Figure 5. The correlation matrix of 12 interest categories in augmented (LIWC and Topics) dataset.
9Mental
health-related
interest category
Single Task
Learning
Multi-Task
Learning
Proposed
Framework
Abuse 0.838
(0.008)
0.830
(0.007)
0.848
(0.005)
Anorexia 0.898
(0.007)
0.891
(0.007)
0.898
(0.007)
Anxiety 0.834
(0.006)
0.833
(0.007)
0.843
(0.008)
Bipolar 0.899
(0.008)
0.891
(0.007)
0.899
(0.008)
Cutting 0.886
(0.008)
0.886
(0.007)
0.899
(0.008)
Death 0.888
(0.010)
0.921
(0.007)
0.921
(0.006)
Drugs 0.846
(0.006)
0.846
(0.007)
0.846
(0.005)
Eating Disorders 0.921
(0.009)
0.918
(0.007)
0.932
(0.010)
Insomnia 0.825
(0.010)
0.825
(0.007)
0.845
(0.009)
Pain 0.832
(0.008)
0.842
(0.007)
0.842
(0.006)
Self-injury 0.877
(0.009)
0.871
(0.007)
0.887
(0.008)
Suicide 0.844
(0.005)
0.848
(0.007)
0.854
(0.005)
Average 0.864
(0.008)
0.866
(0.007)
0.876
(0.008)
Table III
CLASSIFICATION PERFORMANCE OF MENTAL HEALTH-RELATED
“INTEREST” CATEGORIES FROM AUGMENTED LIWC AND TOPICS
DATASET: THE EVALUATION IS DONE IN TERMS OF MEAN AUC. THE
HIGHEST PERFORMANCES ARE HIGHLIGHTED. NUMBERS IN BRACKET
DENOTES STANDARD DEVIATION.
that the discussion topics of online communities interested
in depression is extended beyond depressed feelings and can
be more specifically related to a range of other “interests”
like bipolar or eating disorders, emotional experience (death,
loss of a loved one), or behaviour (cutting, self-harm). The
results of the linguistic analysis are also consistent with
the topic analysis such that “self-injury” and “pain” have
similar performances for both topic and linguistic features
(see Tables (III) and (II)) as both have low-correlations with
other “interests”. From Table (V), we see that all co-morbid
“interests” are consistent with their discussion of topics and
linguistic process. For example, “Abuse”contains topic features
such as “hurt”, “care”, “trust”, and “feelings”, and linguistic
features such as “you”, “negation” and “negative emotion”.
VI. CONCLUSION
This study demonstrates that the linguistic features and
topics discussed amongst the online communities have the
potential to capture the mental status and presence of mental
health related communities. A number of significant examples
were found where these features have strong indicative powers
in the prediction of co-occurring communities. This result
shows the potential of social media and online communities
in the early screening and monitoring of mental health-related
communities with an interest in depression.
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