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ABSTRACT
Learning product representations that reflect complementary rela-
tionship plays a central role in e-commerce recommender system.
In the absence of the product relationships graph, which exist-
ing methods rely on, there is a need to detect the complementary
relationships directly from noisy and sparse customer purchase
activities. Furthermore, unlike simple relationships such as similar-
ity, complementariness is asymmetric and non-transitive. Standard
usage of representation learning emphasizes on only one set of
embedding, which is problematic for modelling such properties of
complementariness.
We propose using knowledge-aware learning with dual product
embedding to solve the above challenges. We encode contextual
knowledge into product representation by multi-task learning, to
alleviate the sparsity issue. By explicitly modelling with user bias
terms, we separate the noise of customer-specific preferences from
the complementariness. Furthermore, we adopt the dual embedding
framework to capture the intrinsic properties of complementariness
and provide geometric interpretation motivated by the classic sepa-
rating hyperplane theory. Finally, we propose a Bayesian network
structure that unifies all the components, which also concludes
several popular models as special cases.
The proposed method compares favourably to state-of-art meth-
ods, in downstream classification and recommendation tasks. We
also develop an implementation that scales efficiently to a dataset
with millions of items and customers.
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• Information systems → Collaborative filtering; Personal-
ization; Content ranking; Probabilistic retrieval models.
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1 INTRODUCTION
Modern recommender systems aim at providing customers with
personalized contents efficiently through the massive volume of
information. Many of them are based on customers’ explicit and
implicit preferences, where content-based [30] and collaborative
filtering systems [14] have been widely applied to e-commerce
[17], online media [28] and social network [13]. In recent years
representation learning methods have quickly gained popularity
in online recommendation literature. Alibaba [34] and Pinterest
[36] have deployed large-scale recommender system based on their
trained product embeddings. Youtube also use their trained video
embeddings as part of the input to a deep neural network [6]. Dif-
ferent frommany other use cases, e-commerce platforms often offer
a vast variety of products, and nowadays customers shop online
for all-around demands from electronics to daily grocery, rather
than specific preferences on narrow categories of products. There-
fore understanding the intrinsic relationships among products [38]
while taking care of individual customer preferences motivates our
work. A topic modelling approach was recently proposed to infer
complements and substitutes of products as link prediction task
using the extracted product relation graphs of Amazon.com [18].
For e-commerce, product complementary relationship is char-
acterized by co-purchase patterns according to customer activity
data. For example, many customers who purchase a new TV often
purchase HDMI cables next and then purchase cable adaptors. Here
HDMI cables are complementary to TV, and cable adaptors are com-
plementary to HDMI cable. We use→ as a shorthand notation for
’complement to’ relationship. By this example, we motivate several
properties of the complementary relationship:
• Asymmetric. HDMI cable→ TV, but TV ↛ HDMI cable.
• Non-transitive. ThoughHDMI cables→ TV, and cable adap-
tors→ HDMI cable, but cable adaptors↛ TV.
• Transductive. HDMI cables are also likely to complement
other TVs with similar model and brand.
• Higher-order. Complementary products for meaningful
product combos, such as (TV,HDMI cable), are often different
from their individual complements.
ar
X
iv
:1
90
4.
12
57
4v
3 
 [c
s.I
R]
  2
8 N
ov
 20
19
Although the above properties for complementary relationship
highlight several components for designing machine learning algo-
rithms, other manipulations are also needed to deal with the noise
and sparsity in customer purchase activity data. Firstly, the low
signal-to-noise ratio in customer purchase sequences causes diffi-
culty in directly extracting complementary product signals from
them. Most often, we only observe a few complementary patterns
in customer purchase sequences or baskets. We list a customer’s
single day purchase as a sequence for illustration:
{Xbox, games, T-shirt, toothbrush, pencil, notepad}.
Notice that among the fifteen pairs of possible item combina-
tions, only two paris can be recognized as complementary, i.e games
→ Xbox, notepad → pencil. The rest purchases are out of the cus-
tomer’s personal interest. As a solution to the noise issue, we intro-
duce a customer-product interaction term to directly take account
of the noises, while simultaneously modelling personalized pref-
erences. We use U to denote the set of users (customers) and I
to denote the set of items (products). Let U ∈ U be a user cat-
egorical random variable and {It−1, . . . , It−k } be a sequence of
item categorical random variables that represents k consecutive
purchases before time t . If we estimate the conditional probability
p(It+1 |U, It , . . . , It−k ) with softmax classifier under score function
S(.), then previous arguments suggest that S (It+1, (U, It , . . . , It−k ))
should consist of a user-item preference term and a item comple-
mentary pattern term:
S
(
It+1, (U, It , . . . , It−k )
)
= fU I (It+1,U) + fI (It+1, It , . . . , It−k ).
(1)
Now we have fU I (.) accounting for user-item preference (bias) and
fI (.) characterizing the strength of item complementary pattern.
When the complementary pattern of an purchase sequence is weak,
i.e fI (It+1, It , · · · , It−k ) is small, the model will enlarge the user-
item preference term, and vice versa.
On the other hand, the sparsity issue is more or less standard for
recommender systems and various techniques have been developed
for both content-based and collaborative filtering systems [12, 22].
Specifically, it has been shown that modelling with contextual
information boosts performances in many cases [1, 11, 19], which
also motivates us to develop our context-aware solution.
Representation learning with shallow embedding gives rises
to several influential works in natural language processing (NLP)
and geometric deep learning. The skip-gram (SG) and continuous
bag of words (CBOW ) models [20] as well as their variants includ-
ing GLOVE [23], fastText [5], Doc2vec (paragraph vector) [16] have
been widely applied to learn word-level and sentence-level rep-
resentations. While classical node embedding methods such as
Laplacian eigenmaps [3] and HOPE [21] arise from deterministic
matrix factorization, recent work like node2vec [10] explore from
the stochastic perspective using random walks. However, we point
out that the word and sentence embedding models target at seman-
tic and syntactic similarities while the node embedding models aim
at topological closeness. These relationships are all symmetric and
mostly transitive, as opposed to the complementary relationship.
Furthermore, the transductive property of complementariness re-
quires that similar products should have similar complementary
products, suggesting that product similarity should also bemodelled
explicitly or implicitly. We approach this problem by encoding con-
textual knowledge to product representation such that contextual
similarity is preserved.
We propose the novel idea of using context-aware dual embed-
dings for learning complementary products. While both sets of
embedding are used to model complementariness, product simi-
larities are implicitly represented on one of the embeddings by
encoding contextual knowledge. Case studies and empirical testing
results on the public Instacart and a proprietary e-commerce dataset
show that our dual product embeddings are capable of capturing
the desired properties of complementariness, and achieve cutting
edge performance in classification and recommendation tasks.
2 CONTRIBUTIONS AND RELATEDWORKS
Compared to the previously published work on learning product
representations andmodelling product relationships for e-commerce,
our contributions are summarized below.
Learning higher-order product complementary relation-
ship with customer preferences - Since product complementary
patterns are mostly entangled with customer preference, we con-
sider both factors in our work. And by directly modelling whole
purchase sequences fI (It+1, It , · · · , It−k ), we are able to capture
higher-order complementary relationship. The previous work of
inferring complements and substitutes with topic modelling [18]
and deep neural networks [37] on Amazon data relies on the ex-
tracted graph of product relationships. Alibaba proposes an ap-
proach by first constructing the weighted product co-purchase
count graph from purchase records and then implementing a node
embedding algorithm [34]. However, individual customer informa-
tion is lost after the aggregation. The same issue occurs in item-
based collaborative filtering [27] and product embedding [31]. A
recent work on learning grocery complementary relationship for
next basket predict models (item, item, user) triplets extracted from
purchases sequences, and thus do not account for higher-order
complementariness [33].
Use context-aware dual product embedding tomodel com-
plementariness - Single embedding space may not capture asym-
metric property of complementariness, especially when they are
treated as projections to lower-dimensional vector spaces where
inner products are symmetric. Although Youtube’s approach takes
both user preference and video co-view patterns into considera-
tion, they do not explore complementary relationship [6]. PinSage,
the graph convolutional neural network recommender system of
Pinterest, focus on symmetric relations between their pins [36].
The triplet model [33] uses two sets of embedding, but contextual
knowledge is not considered. To our best knowledge, we are the
first to use context-aware dual embedding in modelling product
representations.
Propose a Bayesian network structure to unify all compo-
nents, and conclude several classic models as special cases -
As we show in Table 1, the classic collaborative filtering models
for product recommendation [17], sequential item models such as
item2vec [2] and metapath2vec [7] for learning product represen-
tation, the recent triplet2vec model [33] as well as the prod2vec [9]
model which considers both purchase sequence and user, can all be
viewed as special cases within the Bayesian network representation
of our model.
Besides the above major contributions, we also propose a fast
inference algorithm to deal with the cold start challenge [15, 29],
which is crucial for modern e-commerce platforms. Different from
the cold-start solutions for collaborative filtering using matrix fac-
torization methods [4, 40], we infer from product contextual fea-
tures. The strategy is consistent with recent work, which finds con-
textual features playing an essential role in mitigating the cold-start
problem [8, 28]. We also show that cold-start product representa-
tions inferred from our algorithm empirically perform better than
simple context similarity methods in recommendation tasks.
3 METHOD
In this section, we introduce the technical details of our method. We
first describe the Bayesian network representation of our approach,
specify the factorized components and clarify their relationships.
We then introduce the loss function in Section 3.1. In Section 3.2,
we define the various types of embeddings and how we use them
to parameterize the score functions. We then discuss two ranking
criteria for recommendation tasks using embeddings obtained from
the proposed approach, in Section 3.3. The geometric interpretation
of using dual product embeddings and user bias term is discussed
in Section 3.4. Finally, we present our fast inference algorithm for
cold-start products in Section 3.5.
3.1 Probability model for purchase sequences
Special cases Proposed model
Item-item
CF models
[17]
Sequential
models
(item2vec
[2])
triplet2vec
[33]
prod2vec
[9]
Table 1: The Bayesian network representation of joint probability
distribution of observation, for our proposed approach (right panel)
and classic recommendation algorithms (left panels).
Let U be the set of N users and I be the set of M items. The
contextual knowledge features for items such as brand, title and
description are treated as tokenized words. Product categories and
discretized continuous features are also treated as tokens. With-
out loss of generality, for each item we concatenate all the to-
kens into a vector denoted by wi for item i ∈ I. We use W
to denote the whole set of tokens which has nw instances in to-
tal. Similarly, each user u has a knowledge feature vector of to-
kens xu and X denotes the whole set of nx user features. A com-
plete observation for user u with the first purchase after time t
and previous k (k may vary) consecutive purchases is given by
{u, it , it−1, . . . , it−k , xu ,wit ,wit−1 , . . . ,wit−k }.
Bayesian factorization. The model is optimized for predict-
ing the next purchase according to the user and the most recent
purchases. To encode contextual knowledge into item/user repre-
sentations, we consider the contextual knowledge prediction task:
• p(It |U, It−1, . . . , It−k ) - Predict next-to-buy item given user
and recent k purchases.
• p(WI |I) - Predict items’ contextual knowledge features. By
assuming the conditional independence of contextual fea-
tures, we adopt the factorization such that:
p(WI |I) =
∏
W∈WI
p(W|I).
• p(XU |U) - Predict users’ features. We also factorize this term
into
∏
X∈XU p(X|U).
To put together all the components, we first point out that the
joint probability function of the full observation has an equivalent
Bayesian network representation [32] (right panel of Table 1). The
log probability function now has the factorization (decomposition)
shown in (2). Since we do not model the marginals of p(I) and p(U)
with embeddings, we treat them as constant terms denoted by C in
(2).
logp(U, It , It−1, · · · , It−k ,XU ,WIt ,WIt−1 , · · · ,WIt−k )
= log
{
p(It |U, It−1, · · · , It−k )p(XU |U)
k∏
j=0
logp(WIt−j |It−j )
}
+C
= logp(It |U, It−1, · · · , It−k )
+
∑
X∈XU
logp(X|U) +
k∑
j=0
∑
W∈WIt−j
logp(W|It−j )︸                                                       ︷︷                                                       ︸
Contextual knowledge
+C .
(2)
Log-odds and loss function. As we have pointed out before,
several related models can be viewed as special cases of our ap-
proach under the Bayesian network structure. Visual presentations
of these models are shown in Table 1. Classic item-item collabora-
tive filtering for recommendation works on conditional probability
of item pairs p(It |It−1). Sequential item models such as item2vec
work on p(It |It−1, · · · , It−k ). The recently proposed triplet model
focus on (item, item, user) triplet distribution: p(It |It−1,U ), and
prod2vec models user purchase sequence as p(It |It−1, · · · , It−k ,U ).
In analogy to SG and CBOW model, each term in (2) can be
treated as as multi-class classification problem with softmax clas-
sifier. However, careful scrutiny reveals that such perspective is
not suitable under e-commerce setting. Specifically, using softmax
classification function for p(It |U, It−1, . . . , It−k) implies that given
the user and recent purchases we only predict one next-to-buy
complementary item. However, it is very likely that there are sev-
eral complementary items for the purchase sequence. The same
argument holds when modelling item words and user features with
multi-class classification. Instead, we treat each term in (2) as the
log of probability for the Bernoulli distribution. Now the semantic
for p(It |U, It−1, . . . , It−k ) becomes that given the user and recent
purchases, whether It is purchased next. Similarly, p(W|I) now
implies whether or not the item has the target context words.
Let s(i,u) models personalized preference of user u on item i
and s(it , tt−1:t−k )measures the high-order item complementariness
given k previously purchased items. A larger value of the two score
functions implies stronger user preferences and complementary
patterns, respectively. Following the decomposition (1), the log-
odds of next-to-buy complementary item is given by (3),
log
(P(It = it |U,Ut−1 . . . It−k )
P(It , it |U,Ut−1 . . . It−k )
)
= s
(
it ,u
)
+ s
(
it , tt−1:t−k
)
. (3)
Similarly, we define s(w, i) as the relatedness of item featurew
and item i , s(x ,u) as the relatedness of user feature x and user u.
Therefore, by treating the observed instance as the positive label
and all other instances as negative labels, the loss function for each
complete observation under binary logistic loss can be formulated
according to the log-likelihood function decomposition in (2):
ℓ = log
(
1 + e−s (it ,u)−s (it ,it−1:t−k )
)
+
∑
i˜∈I/it
log
(
1 + es (i˜,u)+s (i˜,it−1:t−k )
)
+
k∑
j=0
∑
w∈wit−j
{
log
(
1 + e−s (w,it−j )
)
+
∑
w˜
∈W\wit−j
log
(
1 + es (w˜,it−j )
)}
+
∑
x∈xu
{
log
(
1 + e−s (x,u)
)
+
∑
x˜∈X\x
log
(
1 + es (x˜,u)
)}
.
(4)
We notice that binary classification loss requires summing over
all possible negative instances, which is computationally impracti-
cal. We use negative sampling as an approximation for all binary
logistic loss terms, with frequency-based negative sampling schema
proposed in [20]. For instance, the first line in (4) is now approxi-
mated by (5) where Neg(I) denotes a set of negative item samples.
log
(
1+e−s(it ,u)−s(it ,it−1:t−k )
)
+
∑
i˜ ∈Neg(I)
log
(
1+es(i˜,u)+s(i˜,it−1:t−k )
)
(5)
3.2 Parameterization with context-aware dual
embeddings
In last sectionwe give the definitions of the log-odds function: s(i,u),
s(it , (it−1, . . . , it−k )), s(w, i) and s(x ,u). However, exact estimation
of all these functions is impractical as the their amount grows
quadratically with the number of items and users. Motivated by
previous work in distributed representation learning, we embed the
item i , useru, item featurew and user featurex into low dimensional
vector space and apply the dot product to approximate the log-odds
functions.
Item embeddings in dual space. Let Z I ∈ RM×P and Z˜ I ∈
RM×P be the dual item embeddings, such that s(i1, i2) = ⟨z˜Ii1 , zIi2 ⟩
and s(i2, i1) = ⟨z˜Ii2 , zIi1 ⟩. We refer to Z I as item-in embedding and
Z˜ I as item-out embedding. By employing the dual embeddings,
the model is able to capture the asymmetric and non-transitive
property. Notice that inner products with only one set of embed-
dings is inherently symmetric and transitive according to their
definition in the Euclidean space.
Knowledge-aware item embedding and user embedding.
LetZW ∈ Rnw×P be the set of word embeddings, such that s(w, i) =
⟨zWw , zIi ⟩. Similarly, let ZX ∈ Rnx×P be the set of discretize user
feature embeddings such that s(x ,u) = ⟨zXx , zUu ⟩. By imposing the
contextual constraints in the loss function (4), contextually similar
items and users are enforced to have embeddings close to each
other. Due to the transductive property of the complementariness
relationship, imposing the contextual knowledge constraints helps
alleviate the sparisty issue since unpopular items could leverage
the information from their similar but more popular counterparts.
User-item interaction term. Let ZU ∈ RN×P be the set of
embeddings for users and Z IU ∈ RM×P be the set of embeddings
for item-user context, such that s(i,u) = ⟨z˜Ii , zUu ⟩. By capturing the
user specific bias in the observed data, learning the user-item inter-
actions helps discover a more general and intrinsic complementary
pattern between items.
Higher-order complementariness. We then define the score
functionwhen the input is an item sequence, i.e s(it , (it−1, . . . , it−k )).
Making prediction based on item sequence has also been spotted
in other embedding-based recommender systems. PinSage has ex-
perimented on mean pooling and max pooling as well as using
LSTM [36]. Youtube uses mean pooling [6], and another work from
Alibaba for learning user interests proposes using the attention
mechanism [39]. We choose using simple pooling methods over
others for interpretability and speed. Our preliminary experiments
show that mean pooling constantly outperforms max pooling, so
we settle down to the mean pooling shown in (6).
s(it , it−1:t−k ) ≡ s
(
it , (it−1, . . . , it−k )
)
=
⟨z˜Iit ,
∑k
j=1 z
I
it−j ⟩
k
. (6)
It is now straightforward to see that s(i,u) and s (it , (it−1, . . . , it−k ))
meet the demand of a realization of fU I (.) and fI (.) in (1).
3.3 Ranking criteria for recommendation
In this section, we briefly discuss how to conduct online recommen-
dation with the optimized embeddings, where top-ranked items
are provided for customers based on their recent purchases and/or
personal preferences.
The first criteria only relies on the score function s(it , it−1:t−k )
given by (6), which indicates the strength of complementary signal
between the previous purchase sequence and target item.
The second criterion accounts for both user preference and com-
plementary signal strength, where target items are ranked accord-
ing to s(it ,u) + s(it , it−1:t−k ). According to the decomposition in
(1), the second ranking criterion can be given by:
S
(
It+1, (U, It , . . . , It−k )
)
= ⟨z˜Iit , zUu ⟩ +
⟨z˜Iit ,
∑k
j=1 z
I
it−j ⟩
k
. (7)
The advantage for the second criterion is that user preferences
are explicitly considered. However, it might drive the recommen-
dations away from the most relevant complementary item to com-
pensate for user preference. Also, the computation cost is doubled
compared with the first criterion. To combine the strength of both
methods, we use the first criterion to recall a small pool of candidate
items and then use the second criterion to re-rank the candidates.
3.4 Geometric Interpretation
Here we provide our geometric interpretation for the additional
item-out embedding Z˜ I and the user bias term. The use of dual item
embedding is not often seen in embedding-based recommender
system literature, but it is essential for modelling the intrinsic prop-
erties of complementariness. Suppose all embeddings are fixed
except Z˜ I . According to classical separating hyperplane theory, the
vector z˜j is actually the normal of the separating hyperplane for
item j with respect to the embeddings of the positive and negative
purchase sequences. In other words, for item j as a next-to-buy com-
plementary item, the hyperplane tries to identify which previous
purchase sequences are positive and which are not.
Consider the total loss function L =
∑n
q=1 ℓq , where n is the
number of observed purchase sequences and the subscript q gives
the index of the observation. In the loss function (4), item-out em-
beddings Z˜ I only appears in the first two terms. Since L is separable,
we collect all terms that involve the item-out embedding of item j
as shown in (8). For clarity purpose we let k = 1 in (8), i.e only the
most recent purchase is included.
Lj =
∑
(i,u)∈P
log
(
1 + e−bj,u−⟨z˜
I
j ,z
I
i ⟩ ) + ∑
(i˜,u)∈N
log
(
1 + ebj,u+⟨z˜
I
j ,z
I
i˜
⟩ )
.
(8)
In (8), P represents the whole set of item-user (i,u) pairs in the
observed two-item purchase sequences {j, i} for user u. N denotes
other (i˜,u) pairs where item j is used as one of the negative samples
in (5). The scalar bj,u ≡ s(j,u) is the preference of user u on item j.
It is then obvious that optimizing z˜Ij in (8) is equivalent to solving
a logistic regression with z˜Ij as parameters. The design matrix is
constructed from the fixed item-in embeddings {zIi }(i,u)∈P∪N . One
difference from ordinary logistic regression is that we have a fixed
intercept terms bj,u for each user. Analytically this means that we
use the user’s preferences on item j , i.e. s(j,u), as the intercept, when
using his/her purchase sequences to model the complementary
relationship between item j and other items. In logistic regressions,
the regression parameter vector z˜Ij gives the normal of the optimized
separating hyperplane. We provide a sketch of the concept in Figure
1.
When k ≥ 2, we replace zIi in (8) with mean pooling 1k
∑k
q=1 z
I
iq .
Geometrically speaking, we now optimize the separating hyper-
plane with respect to the centroids of the positive and negative
purchase sequences in item-in embedding space. The sketch in also
provided in Figure 1. Representing sequences by their centroids
helps us capturing the higher-order complementariness beyond
the pairwise setting.
Figure 1: Geometric illustration for the separating hyperplane
interpretation with k = 1, 2 and PI = 2. For adaptor as com-
plementary item, TV−, frame− are negative samples and cable+
is positive sample. Also, (TV1,cable)+ combo is positive sam-
ple and (TV2,frame)− is negative sample, where combo is rep-
resented by the centroid of the two items. z˜ Iadaptor is optimized
such that positive/negative samples have positive/negative dis-
tances to the separating hyperplane characterized by its normal
vector z˜ Iadaptor and intercept badaptor (not specified here).
3.5 Cold Start Item Inference
Another advantage of encoding contextual knowledge to item em-
bedding is that we are able to infer item-in embedding for cold-start
items using only the trained context embedding ZW . Therefore, the
model gives better coverage and saves us the effort of retraining
the whole model, especially for large e-commerce platforms, where
customers frequently explore only a tiny fraction of products.
Recall that ⟨Z˜ I ,Z I ⟩ measures complementariness and ⟨Z˜ I ,ZW ⟩
accounts for contextual relationship. The transductive property is
preserved on item-in embedding space because items with similar
complementary products and contexts are now embedded closer
to each other. Although there may not be enough data to unveil
the complementary patterns for cold-start products, we can still
embed them by leveraging the contextual relationship. For item i0
with contextual features wi0 , we infer the item-in embedding zIi0
according to (9) so that it stays closely to contextually similar items
in item-in embedding space. As a result, they are more likely to
share similar complementary items in recommendation tasks.
zˆ = arg max
z∈RP
∏
w ∈wi0
p(w |z), where p(w |z) ≈ e
s(w,i0)∑
w˜ ∈Neg(W) es(w˜,i0)
.
(9)
Inferring item-out embedding for cold-start item, however, is
not of pressing demand since the platforms rarely recommend cold-
start products to customers. We examine the quality of inferred
representations in recommendations tasks in Section 4.
4 EXPERIMENT AND RESULT
We thoroughly evaluate the proposed approach on two tasks: prod-
uct classification and recommendation using only the optimized
product representations. While the classification tasks aim at ex-
amining the meaningfulness of product representation, recom-
mendation tasks reveal their usefulness [33]. We then examine
the representations inferred for cold-start products on the same
tasks. Ablation studies are conducted to show the importance of
incorporating contextual knowledge and user bias term, and the
sensitivity analysis are provided for the embedding dimensions. We
present several case studies to show that our approach captures the
desired properties of complementariness from Section 1.
4.1 Datasets
We work on two real-world datasets: the public Instacart dataset
and a proprietary e-commerce dataset from Walmart.com.
• Instacart. Instacart.com provides an online service for same-
day grocery delivery in the US. The dataset contains around
50 thousand grocery products with shopping records of ∼200
thousand users, with a total of∼3million orders. All products
have contextual information, including name, category, de-
partment. User contexts are not available. Time information
is not presented, but the order of user activities are available.
• Walmart.com.We obtain a proprietary dataset of the
Walmart.com whose online shopping catalogue covers more
than 100 million items. The dataset consists of user add-to-
cart and transaction records (with temporal information)
over a specific time span, with ∼8 million products, ∼20 mil-
lion customers and a total of ∼0.1 billion orders. Product
contextual information, including name, category, depart-
ment and brand are also available. Also, user-segmentation
(persona) labels are available for a small fraction of users.
Data preprocessing.We follow the same preprocessing proce-
dure for Instacart dataset described in [33]. Items with less than
ten transactions are removed. Since temporal information is not
available, we use each user’s last order as testing data, the second
last orders as validation data and the other orders as training data.
For the Walmart.com dataset we also filter out items with less than
ten transactions. We split the data into training, validation and
testing datasets using cutoff times in the chronological order. To
construct purchase sequence, we use purchases made in past d1
days as purchase sequence, where d1 can be treated as a tuning pa-
rameter that varies for different use cases. For the Instacart dataset
we have to make the compromise of using past k purchases since
time is not provided. Here k can be treated as sliding window size.
4.2 Implementation
After observing that the loss function of the proposed approach is
separable and sparse, we adopt the Hogwild! [24] as optimization
algorithm and implement it in C++ for best performance.
Our implementation only takes 15 minutes to train on Instacart
dataset and 11 hours to train on the proprietary dataset, which
contains ∼2 billion observations from the ∼5 million users and ∼2
million items after filtering, in a Linux server with 16 CPU threads
and 40 GB memory.
4.3 Results on Instacart dataset
We compare the performance of the proposed approach on product
classification and with-in basket recommendation against several
state-of-the-art product representation learning methods: item2vec,
prod2vec, metapath2vec and triplet2vec. We also conduct ablation
studies and sensitivity analysis. In ablation studies, we report the
performances where item context or user bias term is removed. In
the sensitivity analysis, we focus on the dimensions of the item
and user embedding. Finally, we evaluate the proposed approach
for item cold-start inference. We randomly remove a fraction of
items from training dataset as cold-start items and infer their rep-
resentations after training with the remaining data. The inferred
representations are then evaluated using the same two tasks.
Tasks and metric. In product classification tasks we use items’
department and categories as labels to evaluate the product repre-
sentations under coarse-grained and fine-grained scenarios, respec-
tively. We apply the one-vs-all linear logistics regression with the
learned item embeddings as input features. The label fraction is 0.5
and l2 regularization term is selected from 5-fold cross-validation.
For this imbalanced multi-class classification problem, we report
the averagemicro-F1 andmacro-F1 scores. To prevent informa-
tion leaks, we exclude department and category information and
only use product name and brand for the proposed method.
For the within-basket recommendation task, we rank candidate
products according to their complementariness scores to the cur-
rent basket, by taking the average item-in embeddings as basket
representation. The Area Under the ROC Curve (AUC) [25] and
Normalized Discounted Cumulative Gain (NDCG) designed for
evaluating recommendation outcome are used as metrics. While
AUC examines the average performance without taking account
of exact ranking status, NDCG is top-biased, i.e. higher ranked
recommendations are given more credit. The classification and
recommendations performances are reported in Table 2.
First we take a look at how k (sequence length) influence the
performances in both tasks (Figure 2). For fair comparisons with the
baseline models reported in [33], we also set product embedding
dimension to 32. In Figure 2 we see that smaller window size leads
to better performances on classification tasks, and for the recom-
mendation task the performances are quite stable under all k . The
former result suggests that for grocery shopping on Instacart.com,
more recent purchases play major roles in fulfilling the mean-
ingfulness of product representation. However, the latter result
indicates that for the recommendation task, our approach is more
robust against the length of input sequences, even though longer
sequences may introduce more noise. Without further notice, we
use k = 2 in the following experiments and analysis.
FromTable 2we observe that the proposed approach (fullmodel)
outperforms all baselines, in both classification and recommenda-
tion tasks, which suggests that our model can better capture the
usefulness andmeaningfulness of product representations. By
taking out the user bias term, we observe a drop in performances
(no user in Table 2) that indicates the importance of explicitly mod-
elling with user preference. Although removing product context
leads to worse performance on product classification (no context
in Table 2), it gives similar or slightly better results in the rec-
ommendation task. We conclude the reasons as follow. Firstly, it
is apparent that including context information can improve the
meaningfulness of product representation since more useful in-
formation is encoded. Secondly, as we discussed before, the im-
pact of context knowledge on recommendation can depend on the
Figure 2: The performances of classification and recommendation
tasks under different window size k on Instacart dataset without
item context. The results are averaged over five runs.
sparsity of user-item interactions. Product-context interactions are
introduced to deal with the sparsity issue by taking advantage of
the transductive property, i.e. similar products may share com-
plementary products. As a consequence, context information may
not provide much help in the denser Instacart dataset which covers
only 50 thousand items. We show later that context information is
vital for recommendation performances in the sparse proprietary
dataset. Finally, the inference algorithm (9) of cold-start products
gives reasonable results, as they achieve comparable performances
with baseline methods in both tasks. It also outperforms the heuris-
tic method which assigns representations to cold start products
according to their most similar product (according to the Jaccard
similarity of the contexts).
Classification Recom.
Department Category In-basket
Method micro macro micro macro AUC NDCG
item2vec 0.377 0.283 0.187 0.075 0.941 0.116
prod2vec 0.330 0.218 0.106 0.030 0.941 0.125
m.2vec∗ 0.331 0.221 0.155 0.036 0.944 0.125
triple2vec 0.382 0.294 0.189 0.082 0.960 0.127
no context 0.509 0.470 0.452 0.438 0.964 0.166
no user 0.661 0.545 0.615 0.529 0.954 0.160
full model 0.666 0.553 0.619 0.535 0.965 0.151
cold start 0.301 0.207 0.304 0.214 0.846 0.114
-infer - - - - 0.801 0.084
Table 2: Performances onmultiple tasks on Instacart data.Methods
in bold fonts represents our method under several configurations.
The left 4 columns provide micro and macro f-1 scores for the prod-
uct classification tasks under coarse-grained (department) and fine-
grained (category) levels. The right two columns gives the AUC and
NDCG for within-basket recommendations. The ’-infer’ row gives
cold start recommendation results based only on context Jaccard
similarity without using inference algorithm. ∗m.2vec is the short-
hand formetapath2vec. The results are averaged over five runs.
Figure 3: Sensitivity analysis on embedding dimension for prod-
uct classification and within-basket recommendation tasks on In-
stacart dataset. The results are averaged over five runs.
4.4 Results on theWalmart.com dataset
We focus on examining the usefulness of our product representa-
tion learning method with the Walmart.com dataset. As we men-
tioned before, the availability of timestamps and the lack of con-
founding factors such as loyalty make the Walmart.com dataset
ideal for evaluating recommendation performances. This also en-
courages us to compare with baseline models such as collaborative
filtering (CF ) for recommendation. We also include state-of-the-art
supervised implicit-feedback recommendation baselines such as
factorizing personalized Markov chain (FPMC) [26] and Bayesian
personalized ranking (BPR) [25]. Last but not least, we further com-
pare with the graph-based recommendation method adapted from
node2vec [34]. On the other hand, without major modifications, the
aforementioned product embedding methods do not scale to the
size of the proprietary dataset. Still, we manage to implement a
similar version of prod2vec based on the word2vec implementation
for a complete comparison.
Tasks and metric. The general next-purchase recommenda-
tions (includes within-basket and next-basket ) are crucial for real-
world recommender systems and are often evaluated by the top-K
hitting rate (Hit@K) and top-K normalized discounted cumulative
gain (NDCG@K) according to customers’ purchase in next d2 days.
With timestamps available for the proprietary dataset we can carry
out these tasks and metrics.
The performance of the proposed approach under different d1
andd2 are first provided in Figure 4, where we observe that largerd2
and smaller d1 leads to better outcomes. We notice that different d1
gives very similar results, which is in accordance with the window
size in Instacart dataset. They both suggest that our approach is
robust against the input sequence length. The fact that larger d2
leads to better results is self-explanatory. Without further notice
we use d1 = 3 to construct input sequences and d2 = 7 to extract
target products for all models. For fair comparisons with baselines
which cannot take advantage of user context information, we also
exclude user contextual features in our model in all experiments.
The recommendation performances are provided in Table 3. The
proposed approach outperforms all baseline methods, both standard
recommendation algorithms and product embedding methods, by
significant margins on all metrics. Due to the high sparsity and
Figure 4: Sensitivity analysis for the d1 and d2, where purchases
up to d1 days before the current time are used as input sequences
and use the user’s purchases in next d2 days are used as labels, with
P = 100. The results are averaged over five runs.
Model Hit@10 Hit@5 NDCG@10 NDCG@5
CF 0.0962 0.0716 0.0582 0.0506
FPMC 0.1473 0.1395 0.1386 0.1241
BPR 0.1578 0.1403 0.1392 0.1239
node2vec 0.1103 0.0959 0.0874 0.0790
prod2vec 0.1464 0.1321 0.1235 0.1162
no context 0.1778 0.1529 0.1346 0.1198
no user 0.1917 0.1726 0.1485 0.1301
full model 0.2518 0.2336 0.2139 0.1919
cold start 0.1066 0.0873 0.0759 0.0562
-infer 0.0734 0.0502 0.0531 0.0428
Table 3: Comparision with baseline models under P = 100, d1 = 3
and d2 = 7. The results are averaged over five runs.
Figure 5: Sensitivity analysis for user and item embeddings dimen-
sions on the proprietary dataset averaged over five runs.
low signal-to-noise ratio of the Walmart.com dataset, the baseline
methods may not be able to capture co-purchase signals without
accounting for contextual information and user bias.
As expected, after removing product context terms the perfor-
mances drop significantly, which again confirms the usefulness
of contexts for large sparse datasets. Taking out user bias term
also deteriorates the overall performance, which matches what we
observe from the Instacart dataset. Besides, the representations in-
ferred for cold-start products give reasonable performances that are
comparable to the outcome of some baselines on standard products.
4.5 Sensitivity analysis
We provide a thorough sensitivity analysis on embedding dimen-
sions on both datasets in Figure 3 and 5. Specifically, for Instacart
dataset, after increasing product embedding dimension over 80,
the proposed model starts to lose classification accuracies. On the
other hand, the NDCG for recommendation task keeps improving
with larger dimensions (within the range considered), though the
AUC slightly decreases. For the Walmart.com dataset, we focus
on both user and product embedding dimensions. Increasing user
embedding dimension over 20 starts to cause worse performances.
Moreover, similar to the results on Instacart dataset, larger product
embedding dimensions give better outcomes.
In fact, recent work reveals the connection between embedding
size and the bias-variance trade-off [35]. Embedding with large
dimensions can overfit training data, and with small dimensions
it might underfit. It may help explain our results where a larger
product embedding dimension causes overfitting issues in classi-
fication tasks on Instacart dataset. For the Walmart.com dataset,
increasing user embedding dimension over the threshold may also
cause overfitted the user preferences in training data.
Anchor item Top recommended complementary items
Bath curtain Bath curtainhooks Bath curtain rod Bath mat
Bath mat Towels Mops Detergent
XBox Player Wirelesscontroller Video Game Controller stack
TV Protection plan HDMI cable TV mount frame
TV mount frame HDMI cable DVD hold withcable Cable cover
Round cake pan Straight spatula Cupcake pan Lever tool
Straight spatula Spatula set Wood spatula Steel spatula
Round cake pan
+ Cake carrier Cake decoratingset Icing smoother
Straight spatula
Sofa Sofa pillows Coffee table Sofa cover
Sofa
+ Floor lamp Area rug Sofa pillows
Coffee table
Table 4: Case studies for product recommendation.
4.6 Case study
We provide several case studies in Table 4 to show that the proposed
approach captures the desired properties of complementariness, i.e
asymmetric, non-transitive and higher-order. The transduc-
tive property has been explicitly modelled by including contextual
information, so we do not provide concrete examples here.
By virtue of the examples, we observe theAsymmetric property
via TV → TV mount frame but TV mount frame ̸→ TV. The Non-
transitive is also reflected by TV → TV mount frame, TV mount
frame → cable cover but TV ̸→ cable cover. As for the Higher-
order property, we first note that when round cake pan is combined
with straight spatula, the recommendations are not a simplemixture
of individual recommendations. Cake carrier and cake decorating
set, which complement the combo as a whole, are recommended.
Similar higher-order pattern is also observed for sofa and coffee
table combination. They provide evidence that our model captures
the higher-order complementary patterns.
5 CONCLUSION
In this work, we thoroughly investigate the properties of product
complementary relationship: asymmetric,non-transitive, trans-
ductive and higher-order. We propose a novel representation
learning model for complementary products with dual embeddings
that are compatible with the above properties. Contextual infor-
mation is leveraged to deal with the sparsity in customer-product
interactions, and user preferences are explicitly modelled to take
account of noise in user purchase sequences. A fast inference al-
gorithm is developed for cold-start products. We demonstrate the
effectiveness of the product representations obtained from the pro-
posed approach through classification and recommendation tasks
on Instacart and the proprietary e-commerce dataset.
Future work includes exploring populational contexts such as
product popularity as well as dynamic factors including trend and
seasonality. Furthermore, the idea of context-aware representa-
tion learning for complex relationships can be extended beyond
e-commerce setting for learning general event representations from
user-event interaction sequences.
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A RESEARCH METHODS
Since we optimize the embeddings with stochastic gradient descent,
we first present the gradients for the embeddings with respect to
the loss function on single complete observation
{u, it , it−1, . . . , it−k , xu ,wit ,wit−1 , . . . ,wit−k } presented in (4) un-
der negative sampling.
Let Qi,u,it−1:t−k = s(i,u) + s(i, it−1:t−k ), Qw,i = s(w, i) and
Qx,u = s(x ,u). The gradient for zUu can be computed by
∇zUu ℓ = − z
I
it
e−Qi,u,it−1:t−k
1 + e−Qi,u,it−1:t−k
+
∑
i˜ ∈Neg(I)
zI
i˜
e
Q i˜,u,it−1:t−k
1 + eQ i˜,u,it−1:t−k
−
∑
x ∈xu
zXx
e−Qx,u
1 + e−Qx,u
+
∑
x˜ ∈X\x
zXx˜
eQx˜,u
1 + eQx˜,u
.
(10)
The gradient for z˜Iit and z
I
it are given by
∇z˜Iit ℓ = −
(
zUu −
1
k
k∑
j=1
zIit−j
) e−Qi,u,it−1:t−k
1 + e−Qi,u,it−1:t−k
, (11)
and
∇zIit ℓ = −
∑
w ∈wit
zWw
e−Qw,it
1 + e−Qw,it
+
∑
w˜ ∈Neg(W)
zWw˜
e−Qw˜,it
1 + e−Qw˜,it
.
(12)
For zIit−j , j = 1, . . . ,k , we compute their gradients as:
∇zIit−j ℓ = −z
I
it
e−Qi,u,it−1:t−k
k
(
1 + e−Qi,u,it−1:t−k
) + ∑
i˜ ∈Neg(I)
zI
i˜
e
Q i˜,u,it−1:t−k
k
(
1 + eQ i˜,u,it−1:t−k
)
−
∑
w ∈wit−j
zWw
e−Qw,it
1 + e−Qw,it−j
+
∑
w˜ ∈Neg(W)
zWw˜
e
−Qw˜,it−j
1 + e−Qw˜,it−j
.
(13)
As for the embeddings for item contextual feature (word) tokenw
and users feature x that show up in the observation, their gradients
can be computed by:
∇zWw ℓ =
∑
i :w ∈i,
i ∈{it , ...,it−k }
−zIi
e−Qw,i
1 + e−Qw,i
(14)
and
∇zXx ℓ = −z
U
u
e−Qx,u
1 + e−Qx,u
. (15)
For the i˜ , w˜ and w˜ that are being sampled in (10) to (15), their
gradients can be calculated in similar fashion. We do not present
them here to avoid unnecessary repetition.
During training, we linearly decay the learning rate after each
batch update from the starting value α0 to 0. This practice is in
accordance with other widely-used shallow embeddingmodels such
as word2vec, doc2vec, fastText, etc. In our synchronous stochastic
gradient descent implementation, each observation constitutes its
own batch. Thereforewith e epochs andn observations, the adaptive
learning rate at step l is given by
αl =
l
n × e α0. (16)
Algorithm 1 Framework for learning embeddings
Input: Training dataset D with n observations, training epochs
e = 30;
Output: The embeddings Z I , Z˜ I , ZU , ZW and ZX ;
1: Shuffle D;
2: for epoch = 1, . . . , e do
3: for q = 1, . . . ,n do
4: Construct negative sample sets Neg(I), Neg(W) and
Neg(X) by (17);
5: Update item/user/word/user feature embedding of the
qth observation according to (10)-(15) with learning rate
αepoch×n+q in (16);
6: Update embeddings of the instances in the above negative
sample sets with same learning rate.
7: end for
8: end for
When implementing frequency-based negative sampling, the items
are sampled according to the probability computed by
p(i) ∝ 1 −
√
10−5
f (i) , (17)
where f (i) is the frequency of item i in training dataset [20]. Neg-
ative sampling for words and user features are conducted in the
same way. We set the number of negative samples to five under
all cases in training. The pseudo-code of our algorithm is given in
Algorithm (1).
