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IMPROVED CURRENT-VOLTAGE METHODS FOR
RF TRANSISTOR CHARACTERIZATION
Charles Passant Baylis II
ABSTRACT
In the development of a nonlinear transistor model, several measurements are used to
extract equivalent circuit parameters. The current-voltage (IV) characteristic of a transistor is one
of the measurement data sets that allows the nonlinear model parameters to be extracted. The
accuracy of the IV measurement greatly influences the accuracy of the large-signal model.
Numerous works have reported the inadequacy of traditional static DC IV measurements
to accurately predict radio-frequency (RF) behavior for many devices. This inaccuracy results
from slow processes in the device that do not have time to completely respond to the quick
changes in terminal conditions when the device is operating at high frequencies; however, these
slow processes respond fully to reach a new steady-state condition in the DC sweep
measurement. The two dominant processes are self-heating of the device and changes in trap
occupancy. One method of allowing the thermal and trap conditions to remain in a state
comparable to that of RF operation is to perform pulsed IV measurements to obtain the IV curves.
In addition, thermal correction can be used to adjust the IV curves to compensate for self-heating
in the case that the predominant effect in the device is thermal.
To gain a better understanding of pulsed IV measurement techniques, measurement
waveforms of a commercially available pulsed IV analyzer are examined in the time domain. In
addition, the use of bias tees with pulsed IV measurement is explored; such a setup may be
desired to maintain stability or to enable simultaneous pulsed S-parameter and pulsed IV
measurement. In measurements with bias tees, the pulse length setting must be long enough to
allow the voltage across the inductor to change before the measurement is made.
In many circumstances, it is beneficial to compare different sets of IV curves for a
device. The comparison of pulsed and static IV measurements, measured and modeled IV
measurements, as well as two measurements with identical settings on the same instrument (to
ascertain instrument repeatability) can be performed using the proposed normalized difference
unit (NDU). This unit provides a comparison that equally weights the two sets of data to be
compared. Due to the normalization factor used, the value of the NDU is independent of the size
of the device for which the IV curves are compared. The variety of comparisons for which this
unit can be used and its ability to present differences quantitatively allow it to be used as a robust
vii

metric for comparing IV curves. Examples of the use of the NDU shown include determination
of measurement repeatability, comparison of pulsed and static IV data, and a comparison of
model fits.
The NDU can also be used to isolate thermal and trapping processes and to give the
maximum pulse length that can be used for pulsed IV measurement without contamination by
each of these processes. Plotting the NDU comparing static and pulsed IV data versus pulse
length shows this maximum pulse length that can be used for each effect, while a plot of the NDU
comparing pulsed IV data for two quiescent bias points of equal power dissipation reveals only
differences due to trapping effects. In this way, trapping effects can be distinguished from
thermal effects.
Electrothermal modeling has arisen as a method of correcting for self-heating processes
in a device with predominantly thermal effects. A parallel RC circuit is used to model channel
temperature as a function of ambient temperature and power dissipated in the channel or junction.
A technique is proposed for thermal resistance measurement and compared with a technique
found in the literature. It is demonstrated that the thermal time constant can be measured from a
plot of the NDU versus pulse length, and the thermal capacitance is then obtained using the
thermal resistance and time constant.
Finally, the results obtained through the thermal resistance measurement procedures are
used to thermally correct static IV curves. Because trapping effects are negligible, it is shown
that IV curves corresponding to different quiescent bias points for a Si LDMOSFET can be
synthesized from three sets of static IV data taken at different ambient temperatures. The results
obtained from this correction process for two quiescent bias points are compared to the pulsed IV
results for these quiescent bias points and found to be quite accurate.
Use of the methods presented in this work for obtaining more accurate transistor IV data
data should assist in allowing more accurate nonlinear models to be obtained.
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CHAPTER 1: INTRODUCTION
Nonlinear models are important tools used by engineers to predict the operation of
transistors in wireless and microwave system applications. A nonlinear equivalent circuit model
is a circuit containing lumped and/or distributed circuit parameters and appropriate currentvoltage (IV) and capacitance-voltage (CV) equations that has approximately the same behavior as
the device or circuit to be predicted over the frequency and voltage-current range of operation.
Models obtained for circuit components are used in electronic design automation (EDA)
software, also known as computer aided engineering (CAE) software, to allow simulation of
circuit designs and accurate prediction of circuit results. In principle, a model can be created for
any device, whether active or passive. A model may be as simple as a couple of lumped
components or as complex as thirty to forty elements, some of which may be voltage- or currentdependent. The purpose of this thesis is to develop and demonstrate various methods of obtaining
more accurate current-voltage data to be used in nonlinear transistor modeling procedures.
At high frequencies, obtaining accurate models for active and passive components
becomes very critical to the ability to accurately simulate circuit operation. Even lumped passive
components require models as the frequency extends into the gigahertz (GHz) range. For
example, many inductors, instead of acting as an open circuit at high frequencies, actually return
to short-circuit behavior when the frequency is raised sufficiently high, due to parasitic
capacitances which exist in the physical part. Thus, the inductor model must include a shunt
parasitic capacitance if it is to accurately describe the inductor’s behavior at gigahertz
frequencies.
Similar parasitic capacitance and inductance can heavily influence transistor and diode
behavior at high frequencies and must be modeled carefully along with the IV behavior. While
both bipolar junction transistors (BJTs) and field-effect transistors (FETs) have fairly simple DC
IV models, the complexity increases when attempting to predict AC operation. As the frequency
increases into the RF range, more components are added to the models in an attempt to account
for some of the complexities in the response of the transistor at the high frequencies. As
frequency increases the IV characteristics, in general, differ from those measured at DC.
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Depending on the size and type of a signal, the transistor model used can be a smallsignal model or a large-signal model. A small-signal model can be used if the variation around
the transistor quiescent bias point is small enough that the behavior of the signal (AC)
characteristic appears linear. If the signal variation about the quiescent bias point is larger, a
nonlinear (large-signal) model must be used to accurately characterize the device. When in
nonlinear behavior, the slope of the input/output power characteristic of the transistor, for
example, is not constant. This is an example of many parameters in a nonlinear model. A linear
model can often be changed into a nonlinear model by adding an input-dependence to some of the
parameters.
In the creation of a model, the behavior of the circuit comprising the model is matched as
closely as possible to some measured characteristic through optimization and tuning of the
element values in the model circuit. Techniques of model optimization are important in obtaining
accurate models and have been carefully studied. In transistor modeling, many of the parameters
are dependent upon optimization of the model circuit to the measured DC current-voltage (IV)
characteristic [1]. Following the extraction of the DC model parameters, the capacitive circuit
parameters, which describe changes in the transistor behavior with frequency, are extracted
through the measurement of large-signal S-parameters (for a nonlinear model) and small-signal Sparameters (for a linear model).
It has been widely reported in the literature that the use of static DC IV curves in the
radio-frequency (RF) characterization of the devices is insufficient to accurately predict RF
behavior [2], [3]. This is because of thermal and trapping processes that are allowed to reach
steady state in the device when it is in static conditions [4]. Trapping processes (discussed in
more detail in Chapter 2) affect the availability of charge carriers for current flow and are voltage
and frequency dependent. However, in radio-frequency and microwave operation, these slow
processes do not have time to occur. Thus the IV characteristic is different for RF operation than
for DC operation. Because many of the model parameters are extracted from the DC IV curves
and are then used to predict RF IV behavior, the predicted results are often inaccurate. This is
especially true for larger devices where I2R heating within the device is significant, and for
devices where trapping effects are significant.
Ideally, it is desired to obtain a transistor model that accurately predicts both RF and DC
behavior. Many models are not equipped to account for the thermal and trapping effects, and it
may be the engineer’s desire to be able to use these models to predict RF performance without
having to include provision for these. A partial (and often adequate) solution to this problem is
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pulsed IV measurement. In pulsed IV measurement, pulses are taken from the quiescent bias
point to different (VGS, VDS) values (for a FET) or (IB, VCE) values (for a BJT), allowing the
processes to reach steady state only at the quiescent bias point. As long as the DC variation of the
quiescent bias point is minimal, the pulsed IV results can be used to accurately predict RF
operation. Chapter 2 presents much of the theory behind the pulsed IV measurement technique
and its implications on the accurate prediction of device nonlinear characteristics. Chapter 3
presents an analysis of pulsed IV measurement procedures and examines some practical
considerations to be used in pulsed IV analysis.
The use of pulsed IV to help improve a model’s prediction of RF performance suggests
that a standardized numerical method of comparing IV curves may be helpful in measuring the
benefit of using pulsed IV measurements over static IV measurements. A numerical metric to
perform this comparison is presented in Chapter 4. This metric has been used to compare two
sets of IV curves in a variety of applications, including finding the minimum effect time
constants, the determination of a best-fit model, and the comparison of thermally corrected IV
curves to pulsed IV results. Chapter 5 shows how this metric can also be used as a guide to
isolate certain time-constant-governed processes within the device.
While pulsed IV measurements provide a more accurate characteristic for RF prediction,
their accuracy in describing the DC and low-frequency IV characteristics of the device may
suffer. For devices with effects that are predominantly thermal in nature, the IV characteristics
and transconductance can be corrected by development of a model in which thermal effects are
taken into consideration. Such a model is called an electrothermal model. This model includes a
subcircuit that allows the temperature to be determined as a function of frequency through a
knowledge of the thermal resistance and capacitance values. Chapter 6 presents a method which
uses pulsed IV measurements to perform direct extraction of the thermal resistance and explains
how such methods can be used with a time constant measurement method to extract the thermal
capacitance. This procedure allows the thermal circuit parameters of the model to be found by
direct extraction (no thermal measurement is necessary).
In many cases, it is desired to have isothermal IV curves for a large transistor which has
an operating IV range that is beyond the capabilities of available pulsed IV measurement systems.
In Chapter 7, it is explained how a knowledge of the thermal resistance of a device can be used to
generate a set of pulsed IV curves corresponding to a desired quiescent bias point using only
static IV curves.
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The goal of this work is to present and demonstrate methods that can be used for more
accurate RF IV transistor characterization. In addition to the use of more accurate IV data,
measurement methods for S-parameters such as pulsed S-parameter measurement can be used to
improve modeling and are justified based upon many of the same principles [5]. While these
methods are beyond the focus of this work, it should be kept in mind that many of the principles
that can be used to improve IV measurement results can be applied to improving the accuracy of
large-signal S-parameter measurements for device characterization.
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CHAPTER 2: PULSED IV THEORY
In years past, it has been common to characterize transistors for RF operation by using
static IV curves, such as produced by legacy curve tracers. Static IV measurement consists of
setting each gate voltage or base current and sweeping or stepping the collector-emitter or drainsource voltage from its minimum to maximum value and measuring the current output at the
drain or collector. This method, however, is not accurate for high-frequency characterization due
to slow processes that affect the static IV results but do not actually play a part in RF operation.
Two types of slow processes which affect static DC IV measurements are discussed, and the
importance of obtaining accurate IV characteristics to the accuracy of nonlinear model
development is explored by mathematical analysis. The chapter includes an introduction of the
increasingly popular pulsed IV measurement solution, which is more rigorously explored in the
next chapter.
2.1. The Problem with Static IV Measurements
Static IV measurements performed on a transistor by a curve tracer or typical DC IV
analyzer are flawed in the characterization of RF device operation. In high-frequency operation
of the device, the voltage and current levels are altered so fast that slow processes which take
place in the semiconductor material are dependent only upon the steady-state voltage and current
of the waveform; they are not able to respond quickly enough to the fluctuating RF signal. The
quiescent bias voltage and current define the steady-state conditions in RF operation. Thus, the
slow processes are not dependent on the RF signal voltage but on the quiescent conditions.
Thermal and trapping processes are the most well-known and cited sources of discrepancy in IV
curves [4].
IV characterization that allows thermal and trapping conditions to occur in the same
manner in which they occur at RF and microwave frequencies should be used. Pulsed IV
measurements have become an acceptable method of obtaining accurate RF IV curves. In pulsed
IV measurements, a quiescent bias condition is set by the instrument for a time long enough for
steady-state conditions to be reached. Following this, pulsing is performed from this quiescent
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point to all (VGS, VDS) or (IB, VCE) points to be measured. If the pulse length is sufficiently short,
thermal and trapping processes will not have time to occur at the target settings and thus a
measurement is made which is dependent only upon the thermal and trapping that result from the
quiescent bias [8].
From this discussion, it can be seen that a different set of IV characteristics is obtained
for pulsed IV characterization from different quiescent bias points, as demonstrated in [3]. The
fact that thermal and trapping characteristics depend on the quiescent bias point leads to the
conclusion that the differences between pulsed IV results biased at different locations is larger for
devices with large amounts of thermal and trapping effects.
Analyzers which can perform pulsed (“dynamic”) IV analysis are commercially
available. A popular series, available to the author and used in this work, is the Dynamic i(V)
Analyzer (DiVA) series, manufactured by Accent Optical Technologies. Several models are
available for characterization of different devices. DiVA allows static IV measurements and
pulsed IV measurements from a user-selected quiescent bias point for FETs, HEMTs, and bipolar
devices. The range of pulse lengths available for static measurements are 0.1 µs to 1000 µs. Files
output from the DiVA software can be converted for use with software packages used to create
large-signal models.
An analysis of the physical nature of the thermal and trapping processes allows a better
understanding of how potential discrepancies in IV measurements can be overcome.
2.2 Thermal Processes
The behavior of semiconductor devices is temperature dependent. The three-dimensional
heat equation can be used to describe the behavior in a transistor [6]:

∂ 2T ∂ 2T ∂ 2T 1 ∂T
+
+
=
,
∂x 2 ∂y 2 ∂z 2 α ∂t

(2.1)

where α is a semiconductor property known as the thermal diffusivity, given by

α=

K TH
.
ρH v

(2.2)

KTH is the thermal conductivity of the semiconductor, ρ is the density, and Hν is the specific heat.
A thermal time constant is defined to give the time required for the device temperature to change
in accordance with a change in heat:

τ th =

( 2 h) 2

πα

,

(2.3)
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where h is the thickness of the semiconductor material. Abernathy gives a typical thermal time
constant for GaAs monolithic microwave integrated circuit (MMIC) devices as 156 µs for a
thickness of h = 100 µm [6]. Basically, this means that the device takes approximately 156 µs to
reach a steady-state temperature after application of a heat source.
Abernathy states that in static IV measurements, the approximate time at which the
device voltage and current remains at each point on the curve that is traced is substantially greater
than the thermal time constant [6]; thus the temperature of the device is dependent on the location
in the trace. The cutoff frequency of the thermal effect can be found from its time constant using
the well-known equation

f cth =

1
2πτ th

.

(2.4)

If the frequency is lower than fcth, the device channel temperature is dependent on the AC signal
voltage and current, but at frequencies greater than fcth, the device channel temperature is
dependent on the quiescent current and voltage. The temperature dependence can be found for a
signal with multiple frequency components based on an exponential modeling of the effect (see
Appendix A).
The temperature in the channel of a device TC at a bias point with a power dissipation of
PD is given by the equation

TC = Rth PD + T A ,

(2.5)

where TA is the temperature of the device’s surroundings, or “ambient” temperature, and Rth is the
thermal resistance of the device [4]. The power dissipated in the junction is given by

PD = VDS I D

(2.6)

PD = VCE I C

(2.7)

for a FET and by

for a bipolar device. The first term on the right-hand side of (2.5) represents the self-heating of
the device. Thus both ambient temperature and device self-heating contribute to the overall
device temperature. Since the IV curves are dependent on channel temperature, the self-heating
of the device that occurs due to the long dwell time of the static IV measurement sweep can cause
errors in using this type of measurement to predict RF IV operation, in which the signal level
changes so quickly that self-heating can only occur at the signal average (DC component), the
quiescent bias point.
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It follows from the above discussion that accurate RF IV characterization requires that
the self-heating occurring in the IV measurement is dependent only upon the quiescent bias point
to be used in RF operation. Such an RF IV characteristic can be developed through the use of
pulsed IV measurements or a thermal correction procedure known as thermal de-embedding [3].
Elaboration on both of these methods follows in subsequent chapters.
2.3. Trapping Processes
In semiconductor devices, conduction is based largely on the amount of available carriers
in the conduction and valence bands. The energy band structure of a semiconductor is given in
Figure 2.1 [5], [7]. Current in a semiconductor is composed of the movement of electrons in the
conduction band and holes (vacated electron positions) in the valence band. An intrinsic
semiconductor does not contain impurities. The Fermi-Dirac distribution function, given by

f (E) =

1
1+ e

(2.5)

( E − E F ) / kT

gives the probability that an energy state of energy E is occupied by an electron, where T is the
Kelvin temperature. EF is the Fermi level, defined as the energy at which the Fermi-Dirac
function takes a value of 0.5.

Ec

EF

Ev

Figure 2.1. Energy Band Structure of a Semiconductor with the Corresponding FermiDirac Function [5], [7]
In order to increase the conductivity of a semiconductor, impurities are added which can
supply electrons or holes to serve as carriers. In an n-type device, dopants are added which result
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in the creation of new energy levels within the semiconductor band gap. These energy levels are
relatively close to the conduction band and contribute electrons to the conduction band upon
ionization. Such “shallow levels” are usually ionized at room temperature [5]. Figure 2.2(a)
shows the energy band structure and Fermi-Dirac function of a typical n-type semiconductor. As
shown in the plot of f(E) and the energy-band diagram, the Fermi level is higher for a n-type
semiconductor due to the increased number of electrons near and in the conduction band resulting
from the addition of the donors. In a p-type device, the added dopants cause acceptor energy
levels to be added within the band gap that are close in energy to the valence band and contribute
holes to (receive electrons from) the valence band. Figure 2.2(b) shows that the Fermi level is
lower for a p-type device than for an intrinsic device due to the added acceptors.
In addition to shallow levels, other impurities can be found in semiconductors which also
affect conductivity and hence current-voltage behavior. Energy levels farther away from the
conduction and valence bands (nearer to the center of the band gap) can also become ionized if
the device is given enough heat energy. While shallow levels are typically ionized at room
temperature, deep levels are not ionized at room temperature [3]. However, if the channel
temperature of the device increases, enough energy is imparted to some electrons in deep levels to
jump into the conduction band; likewise, electrons in the valence band can jump to the deep
levels. Both of these processes increase the conductivity of the semiconductor.
Deep levels often serve as recombination centers. A recombination center allows the
extinguishing of an electron-hole pair, thereby decreasing the number of conductors available.
For example, a hole may jump from the valence band to a deep level (this is actually an electron
falling from the deep level to the valence band), which sits in the center of the band gap. If an
electron then falls from the conduction band, electron-hole recombination occurs and both
carriers are extinguished. In this case, the deep-level impurity is labeled a “recombination
center.” However, the time scale at which the electron and hole arrive at the deep level is critical.
If the hole arrives at the recombination center and becomes energized enough to return to the
valence band before an electron arrives, the effect is only a temporary loss of the hole as a
valence-band carrier; hence, recombination does not occur. In this case, the deep level is known
as a “trapping center” [7]. Both recombination and trapping centers affect current in transistors.
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Figure 2.2. Energy Band Structures and Fermi-Dirac Functions for (a) an n-Type
Semiconductor, and (b) a p-Type Semiconductor [5], [7]
There are basically four operations that can occur at a deep level. These are (1) electron
capture, (2) electron emission, (3) hole capture, and (4) hole emission. A typical definition for
the time constant (as given in the literature) of an emission process is the time required for the
number of empty deep levels to decrease to 1/e times the initial number of empty deep levels.
Likewise, the time constant for a capture process is usually defined as the time required for the
number of filled deep levels to decrease to 1/e times the initial number of filled deep levels [5]
and is here denoted by τTrapping,. This time constant can be thought of as the time necessary for
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trapping processes to respond to a change in voltage across the junction. As in the analysis of
thermal effects, the trapping effect cutoff frequency, fcTrapping, is defined by

f cTrapping =

1
2πτ Trapping

.

(2.6)

Winson describes three types of trap operation as trapping relates to measurement
conditions [5]. The first case of trap operation occurs when the cutoff frequency of the trapping
effect is higher than both the signal and bias frequencies. The bias frequency is the frequency of
change of the quiescent bias point, and this frequency is zero in sinusoidal operation about a fixed
quiescent bias point. However, in some large signal applications, the quiescent bias point can
actually move during operation. The first case of trap operation occurs in typical DC or lowfrequency conditions and in static DC IV measurements. In this situation, trapping processes
have time to respond both to changes in signal and bias level. In the second case, the trap
frequency is greater than the bias frequency but lower than the signal frequency. This represents
typical RF conditions, where the bias point is fixed and the signal has a high frequency. In this
case, trapping effects are totally dependent on the quiescent bias point. In the third case, the trap
frequency is below both the signal and bias frequencies. Because the signal and bias points are
moving so quickly that the traps do not have time to respond to either, the third case is a case in
which trapping processes have no effect on the signal [5]. However, such a situation could only
realistically occur in large-signal operation where the quiescent bias point was moving due to a
quick rotation of clipping/non-clipping signal level. In Class E and F amplifier applications,
where a clipped signal causes the quiescent bias point changes with time, the situation can either
fall into the second case (if the movement of the quiescent bias point is slow) or the third case (if
the quiescent bias point movement is faster than the cutoff frequency of the trapping effects.
Trapping can change the current output for a given input voltage. Barton and Ladbrooke
have documented incidents in which trapping has caused a change in the breakdown voltage of a
device [8]. When the electric field is raised due to a higher applied voltage, trap states can gain
enough energy to donate carriers to the conduction and valence bands. Thus a higher current can
be obtained for lower voltages in devices where trapping occurs. This causes the breakdown
voltage to be lower. Experiments have been performed to show that “identical” devices with and
without surface passivation produce differing IV curves.
The above discussion reveals that trapping is an important consideration in determining
how accurate IV characterization can be performed for radio frequencies.
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2.4. Transistor Modeling Implications
Transistors are complicated devices that in anything but simple small-signal, or low
power, amplifier operation exhibit nonlinear behavior. Increasingly it has become popular for
engineers to use non-linear equivalent circuit models in an attempt to explain and predict the
behavior of these devices. Such models contain passive elements representing loss and reactive
parasitic effects along with controlled voltage and current sources that ideally reproduce the same
behavior in the desired region of operation as the actual device under computer simulation.
A definition of linearity aids in an understanding of the difficulty in predicting nonlinear
operation. If, for a circuit or system, an excitation x1 produces an output y1 and an excitation x2
produces an output y2, the circuit or system is linear if an excitation

ax1 + bx 2
produces an output

ay1 + by 2
where a and b are constants [9].
Two basic types of models exist: small-signal and large-signal models. Small-signal
models predict operation for a small variation around a quiescent bias point. For a small-signal
model, the signal amplitude must be small enough for the device characteristics to be
approximated as linear. The parameters in a small-signal model are considered to be voltageindependent.
Large-signal models, often called “nonlinear” models, predict operation for larger
amplitude variations about the quiescent point. As the signal varies a larger distance from the
quiescent bias point, the device characteristic becomes distinctly nonlinear and the linear
approximation can no longer be used. Several of the large-signal model parameters change with
signal amplitude and must be expressed as functions of instantaneous voltage.
In a nonlinear situation, a second or higher order polynomial must be used to accurately
describe the device characteristic. The polynomial can be developed using a two-dimensional nth
order Taylor series centered at the quiescent bias point if the value of the output current
characteristic and the values of the first n derivatives of the characteristic are known at the
quiescent point [10]. The Taylor series for a polynomial describing the drain-source current of a
FET as a function of the two variables (VGS, VDS), where X1 centered at a point (VGS0, VDS0) is
given by the equation
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I DS (VGS ,VDS ) ≅ I DS (VGS 0,VDS 0 ) +

∂I DS (VGS 0,VDS 0 )
∂VGS

(VGS − VGS 0 ) +

∂I DS (VGS 0 ,VDS 0 )
(VDS − VDS 0 )
∂VDS

∂ 2 I DS (VGS 0 ,VDS 0 )
1  ∂ 2 I DS (VGS 0 ,VDS 0 )
2
+ 
(VGS − VGS 0 ) +
(VGS − VGS 0 )(VDS − VDS 0 ) +
2! 
∂VGS ∂VDS
∂ 2VGS

∂ 2 I DS (VGS 0 , V DS 0 )
(V DS − V DS 0 ) 2  + …
2
∂ V DS


(2.7)

The first partial derivatives for a FET IDS characteristic are given by

gm =

∂I DS
∂VGS

(2.8)

and

g ds =

∂I DS
.
∂V DS

(2.9)

Cgd

+

+

Ci
Ids

Vgs
_

Rds

Cds

Ri

Vds
_

Figure 2.3. A Typical Intrinsic FET Model [11]
A typical FET small-signal model is shown in Figure 2.3 [11]. This model can easily be
converted to a large-signal model by introducing a voltage-dependence in the parameters Rds, Cgs,
and Cgd, and the equation for the current source IDS. The drain- source resistance Rds is defined in
terms of the output conductance gds as follows:

Rds =

1
g ds

(2.10)
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Equations (2.8) and (2.9) describe how these model parameters are related to the IV
characteristics. In a large signal (nonlinear) model, gm, gds and capacitance values are dependent
on the instantaneous voltage.
Similarly, a small-signal model for bipolar transistors that is widely used is shown in
Figure 2.4 [11]. This model can also be converted to a large-signal model by introducing a bias
dependence in Rce, the equation for ICE, and some of the capacitive parameters. For a bipolar
transistor, the collector current is a function of the base current and the collector-emitter voltage:

I C ( I B ,VCE ) ≅ I C ( I B 0,VCE 0 ) +

∂IC ( I B 0,VCE 0 )
∂I B

(I B − I B0 ) +

∂I DS ( I B 0 ,VCE 0 )
(VCE − VCE 0 )
∂VCE

∂ 2 I C ( I B 0 , VCE 0 )
1  ∂ 2 I C ( I B 0 , VCE 0 )
2
+ 
(I B − I B0 ) +
( I B − I B 0 )(VCE − VCE 0 ) +
∂I B ∂VCE
2! 
∂2IB

∂ 2 I C ( I B 0 , VCE 0 )
(VCE − VCE 0 ) 2  + …
2
∂ VCE


(2.11)

with the first partial derivatives given by

β=

∂I CE
∂I B

(2.12)

and

g ce =

∂I CE
.
∂VCE

(2.13)
Rb'c

Cbc

Rb'b

+
Vbe

+
Rb'e

Ice
Cb'e

_

Rce

Vce
_

Figure 2.4. A Typical Intrinsic BJT Model [11]
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In a nonlinear situation higher order derivatives exist; that is, the first partial derivatives
are not constant over all inputs but change with IB and/or VCE (at least one of the second partial
derivatives is nonzero). Analogous to the FET, the BJT model parameter Rce, which is the BJT
output resistance is given by

Rce =

1
.
g ce

(2.14)

Bias-dependent S-parameter measurements and static DC IV measurements traditionally
have been used to find the values of the model parameters for different quiescent bias conditions
and signal levels. For many devices, a significant amount of inaccuracy is introduced by the use
of static DC IV measurements to predict RF behavior [5]. For bias-dependent S-parameter and
static IV measurements to accurately predict large-signal behavior, thermal and trapping
conditions would either have to be nonexistent or identical for all bias points. This is far from a
reasonable approximation for many devices. To obtain model parameters consistent with RF
operation, ideally both pulsed S-parameter and pulsed IV measurements should be used. Such
measurements have been performed on transistors and diodes using commercially available
systems from Texas Instruments [5], Agilent Technologies [12], and Accent Optical
Technologies [4]. In addition, many custom setups have been constructed for pulsed IV [5],[3]
and pulsed S-parameter measurements [5].
In pulsed S-parameter measurements, pulses are made to different voltages from a
quiescent bias point, with S-parameter measurements being taken during the pulses. This allows
the S-parameters to be given as a more accurate function of instantaneous voltage (vGS, vDS) for a
specific quiescent bias point. Contrary to the assumption of traditional bias-dependent smallsignal S-parameter characterization, the large signal model cannot be assumed to be simply a
combination of several small signal models taken at different quiescent bias points because
thermal and trapping effects in the large-signal operation are dependent on the quiescent bias
point.
The second type of measurement, which is further explored in this thesis, is pulsed IV
measurement, for which some of the motivations have already been discussed. Pulsed IV allows
the characterization to be accurate for RF operation. Because proper nonlinear device
characterization is dependent on the accuracy of IV and S-parameter measurements, the accuracy
of such results has a profound impact on the ability of the model to correctly predict nonlinear
characteristics such as third-order intermodulation terms and power-added efficiency.
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To examine the effect of accurate derivative prediction on nonlinear device
characteristics, a simplification is used. Suppose that the current I flowing through a nonlinear
device is a function of only one voltage V and is accurately described by a Taylor polynomial
centered at V = 0:

I (V ) = a + bV + cV 2

(2.15)

If a two tone signal

V = V1 cos ω1t + V2 cos ω 2 t

(2.16)

is input to the device, the output current is given by

I 1 (V1 cos ω1t + V2 cos ω 2 t ) = a + b(V1 cos ω1t + V2 cos ω 2 t )
+ c(V1 cos ω1t + V2 cos ω 2 t ) 2

(2.17)

This can be expanded to show the frequency content of the output current:

I (V1 cosω1t + V2 cosω 2 t ) = a + b(V1 cosω1t + V2 cosω 2 t )
2
 V12 V12

V2 V22

+ c
+
+
cos(2ω1t ) + V1V2 cos(ω1 + ω 2 )t +V1V2 cos(ω1 − ω 2 )t +
cos(2ω 2 t )  . (2.18)
2
2
2
 2


The derivatives of the characteristic are

∂I
= b + 2cV
∂V

(2.19)

∂2I
= 2c
∂V 2

(2.20)

∂3I
=0
∂V 3

(2.21)

From (2.18) it can be seen that the accuracy of DC prediction depends on a and c, the accuracy of
first order term prediction depends on b, and the accuracy of second order prediction depends on
c. In general, to accurately determine the generation of nth order terms, the nth derivative must
be properly evaluated at the center of the Taylor polynomial. This result can be expanded to
show that accuracy of the IV curves is critical for a model to correctly predict the non-linear
behavior of the transistor.
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2.5. Chapter Summary
Characterization with traditional DC IV static IV measurements can cause errors in
nonlinear model prediction accuracy due to thermal and trapping processes. Each effect is
associated with a time constant, which allows the approximate frequency-domain behavior of the
trap and thermal processes to be ascertained. The use of pulsed IV and pulsed S-parameter
measurement can enhance the ability of a model to accurately predict RF behavior.
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CHAPTER 3: TIME-DOMAIN ANALYSIS OF PULSED IV WAVEFORMS
As discussed in the previous chapter, pulsed IV measurements allow more accurate RF
IV characteristics to be obtained. A time-domain exploration of the waveforms used for these
measurements and their properties provides a useful insight into this IV characterization method.
Following the exploration of the waveforms, a method is given by which bias tees can be used
with pulsed IV measurements. This method has the potential to allow measurement of devices
that can become unstable during pulsed IV measurements by presenting a frequency-dependent
impedance to the gate and drain (or base and collector) of the transistor and could provide for
pulsed IV measurement in a system configured for S-parameter measurements.
In this chapter, the waveforms of the Accent Optoelectronics Dynamic i(V) Analyzer
(DiVA), which allows pulsed IV measurement with pulse lengths as low as 0.1 microseconds
(µs), are examined [13]. To allow users to better understand the method of pulsed IV
measurement, a study of the voltage waveforms at the gate and drain ports of a model D265
DiVA has been performed. The analysis is easily performed for any pulsed IV system by using
an oscilloscope with its two channels connected to the gate and drain channels of the pulsed IV
system.
The static measurement procedure on this instrument is similar to that of a traditional IV
analyzer. For each value of gate voltage, the drain voltage is swept linearly from its minimum to
maximum value. In pulsed measurements, the quiescent bias point is set for a long period of
time, and then pulses occur to each drain voltage at the drain and to the smallest gate voltage at
the gate. After the voltage at both ports is returned to zero, the process is repeated for each gate
voltage until the maximum gate voltage is reached. The pulse length and separation between
pulses are chosen by the user. By zooming in with the oscilloscope, a single 1 µs pulse was also
analyzed. The pulse rise, fall, and hold times were measured. After adding half of the rise time
and half of the fall time to the hold time, it was found that the measured pulse length was
approximately 1 µs, the pulse length setting.
IV analyzers that are equipped with averaging capabilities can provide more accurate and
repeatable measurement results. The number of pulses taken for each point is equal to a number
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entered by the user for averaging. The repeated pulses are clearly visible in time domain analysis.
The average is taken of the currents resulting from each measurement to yield the result that is
plotted.
In addition to examining voltage waveforms under pulsed and static instrument settings,
the sequence of measurements and the relationship between entered parameters and measurement
waveforms used by DiVA were examined. An operator with similar knowledge of the methods
of the measurement instrument is likely to be more successful at using the pulsed measurements
to properly predict large-signal IV characteristics exhibited by the transistor to be analyzed at RF
and microwave frequencies.
3.1. Experimental Setup
The setup used for the experiment is shown in Figure 3.1. The following is a list of
equipment used for the experimental setup:
•

Accent DiVA 265

•

Tektronix TDS 430A Two Channel Digitizing Oscilloscope

•

2 Short 50-Ohm SMA Cables

•

1 M-M SMA Adapter

•

2 SMA-BNC Adapters

•

Computer Running DiVA Software

•

RS232 Cable for Connection Between DiVA and Computer

TDS 430A Oscilloscope

G

D DIVA 265

Figure 3.1. Experimental Setup
The manufacturer specifications for the DiVA 265 are shown in Appendix B. A short
SMA cable was connected between the gate port of the DiVA and Channel 1 of the oscilloscope,
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while another short SMA cable was connected between the drain port of the DiVA and Channel 2
of the oscilloscope. This allowed simultaneous measurement of the gate and drain pulses. As a
result, the relative timing of the pulsing between ports could be measured in addition to the
voltage levels, pulse lengths, and pulse separation times.
To capture the quickly-occurring waveform, it was helpful to use the triggering feature of
the oscilloscope. The trigger settings used depended on the measurement being taken. With the
Tektronix TDS 430A Oscilloscope, edge triggering can be set to occur on a rising or falling edge
when the waveform crosses a certain voltage level. This trigger was set based on knowledge of
the resultant waveform. Following the time of triggering, data is retrieved for several screen
widths of the oscilloscope. The time for which data is taken is adjusted by changing the
horizontal (time axis) scale. However, for a lower seconds-per-division setting, the resolution is
smaller. It was necessary to make several different measurements with the scale and trigger
settings based on known waveform characteristics and the desired form of the output graph. If it
was desired to have a graph that zoomed in on the waveform, the seconds-per-division setting
was raised; however, to view the time-domain representation of an entire pulsed measurement, it
was necessary to drastically lower the time scale.
3.2. Static IV Measurement Waveform Analysis
In a traditional IV analyzer, an IV measurement is performed by setting the lowest value
of gate voltage and sweeping the drain voltage from the minimum to maximum value. The
process is then repeated for the next lowest value of gate voltage. This is also the process
determined to be used by the DiVA for static measurement. A static IV measurement was taken
with settings as follows:
•

VDS from 0 to 6 V

•

VGS from -1.5 V to -1 V in steps of 0.5 V

•

VDS maximum = 6 V

•

ID maximum = 500 mA

•

Instantaneous Power Limit = 1.4 W

•

Average over: 16 samples

•

Sweep Rate = 1 V/s
The drain and gate voltage waveforms are shown in Figure 3.2. A VDS sweep is

performed for the lowest VGS value (VGS = -1.5 V), followed by a VDS sweep for the second
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lowest value of VGS (VGS = -1.0 V). Since this is the maximum gate voltage for measurement
specified by the user, the data run ends following this measurement.
The desired sweep rate of 1 V/s appears to be in effect, as VDS goes from 0 V to 6 V in 6
seconds, a rate of 1 V/s. A pause of about 2 seconds occurs between the sweeps.
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Figure 3.2. Static Measurement Results for Drain and Gate Voltages
3.3. Pulsed IV Measurement Waveform Analysis
Analysis of the pulsed IV waveforms is best performed by limiting the number of (VDS,
VGS) points for which measurements are performed. This allows the order of operations to be
easily examined. The settings for an initial set of pulsed IV measurements performed with a
quiescent bias point of VGS = -1.6 V, VDS = 3 V were as follows:
•

VGS from -1 V to -1 V in steps of 0.1 V

•

VDS maximum: 6 V

•

ID maximum: 500 mA

•

Instantaneous Power Limit: 1.4 W

•

Bias Point VDS = 3 V

•

Bias Point VGS = -1.6 V

•

Average over: 16 samples

•

VDS step size = 1 V

•

Pulse Length (µs) = 1000

•

Pulse Separation (ms) = 1
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Note that the duty cycle is 50 percent for the settings given above. The pulse length of
1000 µs used is the largest available pulse length for pulsed measurement, but was used because
it allows the waveforms to be more easily viewed.
It was assumed that the first voltage change would be the change from 0 V to the
quiescent bias point. Therefore, a falling-edge trigger was applied to the oscilloscope channel
used to measure gate voltage, with the triggering level set to -1.20 V. A horizontal scale of 200
milliseconds per division (ms/div) was used.
Figure 3.3 shows the gate and drain voltages versus time for the pulsed measurement.
The gate and drain voltages begin at 0 V. Upon activation of the measurement run, these voltages
are set to create the quiescent bias point of VGS = -1.6 V, VDS = 3 V. The bias point is maintained
for a long time before pulsed measurements are performed. In this case, the bias point was held
for approximately 4.2 seconds before the onset of pulsing. This time, according to a typical
thermal time constant (given by Abernathy) of 156 µs [6] should be sufficient for the device
thermal and trapping conditions to reach steady-state at the quiescent bias point.

All pulsed

measurements occurred within about 0.5 second at the end of the cycle. Following the pulsed
measurements, the gate and drain voltages were immediately returned to 0 V.
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Figure 3.3. Measured Drain and Gate Voltages Versus Time (Zoomed Out)
To get a closer view of the portion of the waveform containing the actual pulsed
measurements, a rising trigger was applied to the drain, with a triggering level of 880 mV. The
horizontal scale was set to 10.0 ms/div. The resultant plot, shown in Figure 3.4, reveals that the
DIVA 265 pulses from a bias point of VGS = -1.6 V, VDS = 3 V as desired. A series of drain
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voltage measurements are taken at the lowest desired measurement voltage level (0 V in this
case) followed by a series of drain voltage measurements at a voltage increased by the step size (0
V + 1 V = 1 V). After each series, the voltage is increased by the step size until the maximum
voltage to be measured is reached. Only one value of gate voltage was used for this
measurement: VGS = -1.0 V. The gate voltage is pulsed from the quiescent gate voltage to this
level for each value of drain voltage. It is interesting to note that when the quiescent bias point
VDS (3 V) is the VDS value to be measured, the graph appears flat. This is because a pulse occurs
from the quiescent bias point to itself, which is ideally the same as if no pulse were occurring.
Because of the flatness, the temperature and trapping effects should be similar to those of a static
measurement at the quiescent bias point. From this vantage point, it is obvious that the pulsed
and static IV curves should intersect at the quiescent bias point of the pulsed measurement.
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Figure 3.4. Measured DiVA D265 Drain and Gate Voltages Versus Time (Zoomed In)
The “Average Over” setting, determined by the user before the measurement run,
determines the number of pulsed measurements to be taken at each point. The measurements at
each point are then averaged to provide the current value at that point to be used in the plot. In
the present example, an “Average Over” setting of 16 samples was used. Figure 3.5 displays the
first two series of drain voltage measured for the D265. Since an averaging of 16 samples was
set, 16 pulses are taken for each drain voltage to be measured. The plot shows that 16
measurements for the lowest value of VDS are taken as the first series with the given separation (1
ms), followed by a break. After the break, an additional measurement at the first voltage is
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followed by fifteen measurements at the next voltage. Another break ensues, with the sixteenth
measurement of the voltage determining the previous series being the voltage for the first
measurement of the next series. This pattern is continued throughout the remainder of the
measurement run. Thus seventeen measurements are made of the first drain voltage and sixteen
measurements are made at all other drain voltages. The measurement run concludes with a series
of 1 pulse (Figure 3.6), which must be taken to complete the 16 pulses at the final voltage.
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Figure 3.5. First Two Series of DiVA D265 Drain Voltage

Voltage
DrainDrain
Voltage
Versus Time
8
7

Voltage
Voltage(V)
(V)

6
5
4
3
2
1

Time(s)
(s)
Time

Figure 3.6. Final Measurement Pulses of DiVA D265 Drain Voltage
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In Figures 3.4 and 3.6, it can be seen that the final voltage, 7 V, is measured twice (32
samples). For some voltages, the DiVA repeats the measurement (an additional 16 samples).
This may be due to a failure of the first set of pulses to meet a specified tolerance. The double
series has been observed for all models of DiVA.
For the next measurement run, most of the settings were held constant. However, the
quiescent value of drain voltage was set to 4 V. The resultant gate and drain pulses are shown in
Figure 3.7. The difference between these results and those for a quiescent VDS of 3 V is that
pulsing is taken from VDS = 4 V instead of 3 V. The trends mentioned above all hold for the new
quiescent bias point.
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Figure 3.7. Gate and Drain Voltage Output for DiVA D265 Measurement with Quiescent
VGS = -1.6 V, VDS = 4 V
A measurement run was performed with the step in drain voltage changed to 0.5 V. The
settings used are given as follows:
•

VGS from -1 V to -0.5 V in steps of 0.5 V

•

VDS maximum = 4 V

•

IDS maximum = 500 mA

•

Instantaneous Power Limit = 1.4 W

•

Bias Point VDS = 3 V

•

Bias Point VGS = -1.5 V

•

Average over: 16 samples
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•

VDS step size = 0.5 V

•

Pulse Length = 1000 µs

•

Pulse Separation = 1 ms

The resultant waveforms measured at the DIVA drain and gate channels are shown in Figure 3.8.
The measurements still proceed in order from the lowest to highest drain voltage values, but it
can be seen that the step size is 0.5 V.
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Figure 3.8. DiVA D265 Measured Drain and Gate Voltages with VDS Step = 0.5 V,
Quiescent Bias Point: VGS = -1.6 V, VDS = 3 V
A measurement with two gate voltages was then taken. VGS was set to go from -1.5 V to
-1 V in steps of 0.5 V, with VDS maximum = 2 V, VDS step = 1 V, and a quiescent bias point with
VGS = -1.6 V, VDS = 1 V. It was observed that the first measurement was performed with VGS = 1.5 V, followed by the measurement for VGS = -1 V. From this it can be concluded that the
sequences of gate voltages for a measurement run is from lowest to highest.
A pulsed IV measurement using a quiescent VDS value that is not one of the VDS values to
be measured was also examined. Settings used were VDS step = 1 V and Bias Point VDS = 1.5 V.
The resultant gate and drain voltages are shown in Figure 3.9. In this plot, there is no flat region
in the center of the pulses because a pulse is never taken from the quiescent bias point to itself.
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Figure 3.9. Gate and Drain Voltage Waveforms for Settings of VDS Bias = 1.5 V, VDS Step =
1 V, VDS Maximum = 4 V
A close-up view of a pulse on the DiVA D265 was taken to examine the waveform
properties. A pulse length of 1 µs was used for this measurement. The pulse is shown in Figure
3.10. The drain voltage is pulsed from a quiescent point of 3 V to 0 V and the gate voltage is
pulsed from quiescent point of -1.6 V to 1 V. The drain voltage rise time (it is actually falling)
was measured from the oscilloscope as 70 ns (23.33 ns/V). The gate voltage rise time was also
70 ns (116 ns/V). The time for which the pulse maintained its value was 930 ns for the drain and
945 ns for the gate. If half of the rise and fall times are added to the hold times, the pulse length
is 1.0125 µs for the drain and 1.000 µs for the gate. These are both very close to the desired pulse
length of 1 µs. The drain voltage appeared to be removed shortly before the gate voltage. The
fall time of the drain voltage was measured as 95 ns (31.667 ns/V), while the gate fall time was
40 ns (66.67 ns/V).
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Figure 3.10. Drain and Gate Voltage Versus Time for Zoomed-In View of DIVA D265
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3.4. Use of Bias Tees in Pulsed IV Measurements
There are several situations where it may be desired to use bias tees in a pulsed IV
measurement. Devices can become unstable during IV measurement, causing the measured
characteristic to change [14]. It may be possible to avert such problems by changing the
impedance presented to the frequency of developing oscillation from an impedance in the
unstable region of the device to an impedance in the stable region. This may be attempted by
using bias tees (Figure 3.11) in conjunction with a pulsed IV analysis system; however, the time
constants of the inductor and capacitor in the bias tee must be such that the capacitor is seen as a
short circuit and the inductor as an open circuit at the frequency of oscillation, while the opposite
is true for the pulsed IV measurement waveform. Another situation arises when the device is
embedded in a test fixture with built-in bias tee networks and dc blocks on the input and output of
the fixture (potentially preventing pulsed IV measurement through RF ports). In this section,
pulsed IV waveforms taken through bias tees are examined. Finally, if pulsing through bias tees
can be achieved, it could be possible to perform both S-parameter and pulsed IV measurements
without changing the measurement setup.
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A time-constant analysis can be used on the bias tee circuit of Figure 3.11 to provide
insight to the situation. With each reactive element, there is a time constant that determines the
largest or smallest (depending on the configuration and element) rate of change in voltage level
that can occur. For a capacitor, this time constant is given by

τ C = RC

(3.1)

where R is the resistance seen by the capacitor terminals and C is the value of the capacitor.
Similarly, the equation for the time constant of an inductor is

τL =

L
R

(3.2)

with R being the resistance seen by the inductor terminals and L being the value of the inductor.
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Port
DC+RF
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C1

Port
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Figure 3.11. Bias Tee Circuit
One possible motivation for bias tee use in the present case is to attempt to place the load
impedance seen by the device-under-test (DUT) at the frequency of oscillation in a stable region
of the Smith Chart when the DiVA input impedance is in an unstable region at the frequency of
oscillation; without the bias tees, the load resistance is dependent upon the resistance presented
by the DiVA. The manufacturer specifications for the Accent DiVA 210 are given in Appendix
B [13].
As mentioned previously, another motivation behind the use of bias tees may be the
desire to perform pulsed IV and S-parameter measurements with the same system setup. In such
a measurement setup, the vector network analyzer would be connected to the RF port and the IV
analyzer and/or bias source would be connected to the DC port.
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Table B.2 in Appendix B shows that the impedance presented by the drain port of the
DiVA is 100 Ω if the drain current is less than 50 mA and is 10 Ω if the drain current is greater
than 50 mA [13]. If the bias tee is placed in the circuit, the resultant impedance will be frequency
dependent; that is, the AC impedance will be the impedance when the capacitor is seen as a short
circuit and the inductor is seen as an open circuit, while the DC impedance will be the impedance
when the capacitor is seen as an open circuit and the inductor is seen as a short circuit.
Referring to Figure 3.11, the DC + RF port is connected to the DUT, the RF port is
terminated in a 50 ohm load, and the DC port is connected to the pulsed IV analyzer. For
operation with this IV analyzer (no bias tees), the impedance seen by the device for AC and DC
is the 100 or 10 ohms presented by the instrument (potentially modified by the attenuation of the
cables and the electrical length of the cables). If bias tees are included with a 50 Ω termination
placed on the RF port, then the DC impedance remains as the 100 or 10 ohms, while the AC
impedance is 50 Ω, with the effects of cable length being added as necessary in the AC case. For
oscillations occurring at low frequencies, a lumped-circuit approximation can often be used to
calculate the impedances.
In DiVA pulsed IV measurements, pulses are simultaneously applied at the drain and gate
ports to the points of measurement from a user-defined quiescent bias point. The pulse length can
be chosen from a list of values ranging from 1000 µs to 0.1 µs. According to DiVA literature, the
sampling of the drain current takes place just before the end of the pulse. From this information
and the theory of reactive time constants, it can be concluded that the reactive discharge from the
inductor must be concluded before the drain current sampling occurs or the measurement could
be affected. The length of time needed for this reactive discharge to take place is determined
from (3.2). Thus, the usability of bias tees in pulsed IV measurement should be dependent on the
inductor value and on the pulse length.
An experiment using bias tees in conjunction with pulsed IV measurements was
performed in two parts. In the first part, the drain and gate waveforms were observed and
recorded for available pulse lengths. The main feature of these waveforms to be observed is the
relative length of time for the discharge as compared with the length of the pulse, a feature which
can be clearly seen. The second part of the experiment consisted of performing pulsed IV
measurements on a GaAs MESFET with bias tees included and comparing the results with
measurements performed for the same device without bias tees. The configuration for the first
part of the experiment is shown in Figure 3.12, while the configuration for the second part of the
experiment is shown in Figure 3.13.
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Figure 3.12. Setup for Oscilloscope Portion of Experiment
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Figure 3.13. Setup for GaAs FET Measurement
The equipment used for the experiment is given as follows:
•

Accent Optical Technologies DiVA 210

•

Tektronix TDS 430A Two Channel Digitizing Oscilloscope

•

50-Ohm SMA Cables

•

Bias Tee, Inmet Model Number 8800SFF2-06 (2.5 A Maximum) for use at Gate

•

Bias Tee, Inmet Model Number 8820SFF2-02 (7.0 A Maximum) for use at Drain

•

1 M-M SMA Adapter
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•

2 Female SMA 50 Ohm Terminations

•

1 Male SMA 50 Ohm Termination

•

2 SMA-BNC Adapters

•

Computer Running DIVA Software

•

RS232 Cable for Connection Between DIVA and Computer
It should be noted that the bias tees placed at the gate and drain terminals are different

model numbers, with different rated DC maximum currents. This indicates that the inductance
values (and hence the time constants of discharge) are likely different for the two models.
The DiVA settings used for the oscilloscope portion of the experiment are as follows:
•

VGS from -1 V to 1 V in steps of 0.1 V

•

VDS maximum:

•

ID maximum:

•

Instantaneous Power Limit:

•

Bias Point VDS = 3 V

•

Bias Point V = -1.6 V

•

Average over: 16 samples

•

VDS step size = 1 V

•

Pulse Length (µs) = 1000

•

Pulse Separation (ms) = 1

6V
500 mA
1.4 W

Figure 3.14 shows the first part of the experiment in graphical form. A progression of
plots of drain and gate pulses is shown as the pulse length is decreased.
An examination of the plots in Figure 3.14 shows that the waveforms for the
measurement with and without bias tees are similar when the pulse length is 1000 µs, with the
bias tee measurement showing only slight rounding. The measurement is made before any
rounding at the end of the pulse occurs because the pulse length is defined as distance from when
the voltage begins to change from quiescent to measurement level to the time at which the voltage
begins to return to quiescent level. Thus the effect that would destroy the measurement is the LR
effect in the change from the quiescent bias point to the voltage to be measured (the first LR
effect). The integrity of both drain and gate measurements appears to be preserved for a 1000 µs
pulse length.

32

Without Bias Tees

With Bias Tees
With Bias Tees, Pulse Length = 1000 us

4

4

3

3

2

2

Voltage (V)

Voltage (V)

Without Bias Tees, Pulse Length = 1000 us

1
0
-0.001

-0.0005

-1

0

0.0005

0.001

0.0015

0.002

1
0
-0.0002

-2

0

-1

0.0002

4

4

3

3

2
Series1

1

Series2

Voltage (V)

Voltage (V)

0.001

0.0012

With Bias Tees, Pulse Length = 50 us

4.00E- 6.00E- 8.00E- 1.00E05
05
05
04

2
1
0
-2.00E-05 0.00E+00 2.00E-05 4.00E-05 6.00E-05 8.00E-05 1.00E-04
-1
-2

Time (s)

Time (s)

With Bias Tees, Pulse Length = 20 us

Without Bias Tees, Pulse Length = 20 us
4

4

3

3

2

2

Voltage (V)

Voltage (V)

0.0008

Time (s)

Without Bias Tees, Pulse Length = 50 us

1
0
-1.00E- -5.00E- 0.00E+ 5.00E- 1.00E- 1.50E- 2.00E- 2.50E- 3.00E-1
05
06
00
06
05
05
05
05
05
-2

1
0
-2.00E-05 -1.00E-05 0.00E+00 1.00E-05 2.00E-05 3.00E-05 4.00E-05
-1
-2
Time (s)

Time (s)

Without Bias Tees, Pulse Length = 10 us

With Bias Tees, Pulse Length = 10 us

4

4

3

3

2

2

Voltage (V)

Voltage (V)

0.0006

-2

Time (s)

0
-2.00E- 0.00E+ 2.00E-1
05
00
05
-2

0.0004

1
0
-4.00E- -2.00E- 0.00E+ 2.00E- 4.00E- 6.00E- 8.00E- 1.00E- 1.20E-1
06
06
00
06
06
06
06
05
05
-2
Time (s)

1
0
-1.00E- -5.00E- 0.00E+0 5.00E-1
05
06
0
06
-2

1.00E05

1.50E05

2.00E05

2.50E05

Time (s)

Figure 3.14. Pulsed IV Waveforms Without Bias Tees (Left Side) and With Bias Tees
(Right Side) for Decreasing Pulse Length (Top Curves = Drain Voltage, Lower Curves =
Gate Voltage)
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The curves with bias tees appear more rounded for a pulse length of 50 µs. The LR
discharge time is the same for all pulse lengths but takes up a greater percentage of the pulse
length as the pulse length is decreased. Despite this rounding, it appears that the gate and drain
measurements should be accurate. For 50 µs, the drain voltage appears to be acceptable, but the
gate voltage may take too long to reach its desired value of -1 V and thus the curve entitled “-1
V” would actually have a lower voltage. The 20 µs curve shows substantial corruption in both
the gate and drain voltage waveforms, and for the 10 µs waveform neither the gate nor drain
voltage reaches its desired value. When measurement was attempted for pulse lengths below 5
µs, the time required to complete the measurement was substantially greater, likely because the
IV analyzer had a difficult time obtaining measurements at many of the voltages. The pulses are
not shown; the time constant of the LR effect was so long that not enough drop in the drain
voltage was accomplished to trigger the oscilloscope, meaning that the voltage was essentially
held at the quiescent bias point for both VGS and VDS.
From the RL discharge data obtained from the oscilloscope, the approximate values of
the inductors in the gate and drain bias tees can be calculated. Because a 50 Ω system was used
in conjunction with 50 Ω terminations at the AC ports of the bias tee, the resistance seen at the
inductor terminals in the gate bias tee is 50 Ω + 50 Ω = 100 Ω, while the resistance seen by the
inductor in the drain bias tee is 50 Ω (the oscilloscope path) + 10 Ω (the DiVA path) = 60 Ω. For
the gate, the time constant was measured by the oscilloscope as 12.2 µs. This leads to an inductor
value for the gate bias tee inductance, LG:

τ G = 1.22 × 10 −5 =

LG
R

LG = (1.22 × 10 −5 )(100) = 610 µH.
Using the same approach for the drain bias tee with the resistance of 60 Ω, where the RL
discharge time constant is estimated to be 14.2 µs, gives an inductance value of

LD = 852 µH.
The magnitude of the measured inductor values were verified through an independent
experiment. In this experiment, the cutoff frequency of the path between the DC+RF port and RF
port of each bias tee was measured. A waveform generator was used to generate a sinusoidal
signal with 3 V peak-to-peak and an oscilloscope was used to measure the amplitude of the output
signal. The frequency was varied from 10 Hz until the peak-to-peak voltage lowered to reach the
value of 1/√2 times the 10 Hz voltage (this is the 3 dB cutoff frequency). For the bias tee used on
the drain, the cutoff frequency was measured as 18.5 kHz, while for the bias tee used on the gate,
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a cutoff frequency of 17.1 kHz was observed. The formula relating cutoff frequency to the
inductance is

fc =

R
2πL

(3.3)

Use of this equation with the measured cutoff frequencies gives LD = 931 µH for the inductor of
the drain bias tee and LG = 860 µH for the inductor in the gate bias tee. These values possess the
same order of magnitude as the inductance values found from the oscilloscope experiment. The
difference observed between the gate values may be due to the fact that precise measurement of
the time constant for the gate was difficult in the DiVA experiment due to the small amplitude
excursion of the DiVA pulses.
In the second part of the experiment, pulsed IV measurements were performed on a
TriQuint CLY-5 GaAs MESFET for different pulse lengths with bias tees included in the
experiment, according to the diagram of Figure 3.13. The results were compared to
measurements taken for the same device taken without bias tees.
Figure 3.15 shows the pulsed IV measurement results taken with and without bias tees for
the CLY-5 device. The IV curves appear approximately the same for a pulse length of 50 µs. The
results for a 20 µs pulse length appear slightly affected, as the slope is greater for the curves with
bias tees for large VDS and low VGS. The difference in the IV characteristics is clear for the pulse
length of 10 µs, as the bias-tee curves resemble a set of straight lines with positive slope for large
VDS. For a pulse length of 5 µs, the plot is totally corrupted. The results are consistent with the
time constants estimated through the DiVA/oscilloscope experiment, which are on the order of 10
to 15 µs, and also match the time constants of 9.31 µs (drain bias tee) and 8.6 µs (gate bias tee)
calculated from the measured cutoff frequency of the bias tee inductive paths. Thus, a pulse of
longer than this time is necessary so that the measurement can be taken for an accurate setting of
gate voltage. The drain voltage is not as critical, because DiVA measures the drain voltage
actually present. However, the effect on IDS of the bias tee RL discharge could pose a problem if
a pulse of length lower than the time constant is applied at the drain.
It can be concluded from this experiment that performing pulsed IV measurements is
acceptable as long as the pulse length is significantly greater than the time constant produced by
the bias tee inductor. In the case of the Inmet bias tees used, a pulse length of 50 µs is the lowest
pulse length that can be used to provide unaffected results, while the results for 20 µs are only
slightly affected and could be used as long as the results for large values of Vds are not too
critical. However, the results for 10 µs pulse length and below were greatly corrupted.
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Figure 3.15. DiVA Pulsed IV Results With and Without Bias Tees
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While the full benefits of pulsed IV measurement cannot be obtained for pulse lengths
below 50 µs pulse length, this is likely to be short enough to avoid the full occurrence of thermal
processes for many devices [4], allowing the results to much more accurately predict RF behavior
than the alternative: static IV. Longer pulsed IV measurements may be sufficient in some cases
to eliminate thermal effects or determine a thermal resistance value to allow thermal correction of
the results. The best solution to the problem may be to use bias tees with lower inductor time
constants (on the order of 50 ns) if the frequency at which instability occurs is higher than the
cutoff frequency. Oscillations in transistors are often on the order of 1 to 5 MHz; therefore, the
cutoff frequencies of the inductor paths are sufficiently lower than this frequency range. Thus the
use of these bias tees may help to eliminate oscillation in many devices. For lower frequency
oscillations, it is possible that bias tees can be custom designed for an inductor-path cutoff
frequency that is below this frequency of oscillation to prevent instability, or a tunable bias tee
can be used. If this frequency is too low, however, the bias tees may affect the pulsed
measurement waveforms and a longer pulse length may be required for pulsed IV measurements.
However, long-pulse measurements may still provide better RF prediction than static
measurements.
3.5. Chapter Summary
Measurement waveforms at the drain and gate channels of a pulsed IV analyzer were
measured using an oscilloscope. The measurements indicate that the static measurement is
performed by ramping the VDS for each value of VGS. VGS values are applied in order from lowest
to highest. For pulsed IV measurement, the gate-source voltage is pulsed to its lowest value
while the drain-source voltage is pulsed to all its values in the order of minimum to maximum.
For each setting of VGS and VDS, the number of pulses taken is equal to the number entered by the
user in the “Average Over” category presented by the software. After the current has been
measured at all VDS values for the first value of VGS, the process is repeated for the next lowest
value of VGS. After all values of VDS have been measured for all values of VGS (or a power
compliance has been reached), the measurement is complete.
The pulse rise time, fall time, and hold time were measured for a pulse length of 1 µs.
Both the gate and drain waveforms seemed to approximately possess the pulse length entered by
the user.
Bias tees may be able to be used to allow pulsed IV measurements to be performed on
transistors in potentially unstable cases. To prevent oscillation, the cutoff frequency of the bias
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tee DC path must be below the frequency of oscillation. However, this puts a lower limit on the
pulse length that can be used without measurement corruption. In some cases, the necessary
pulse length for uncorrupted pulsed IV measurement may be longer than desired, but may still
allow improved results over static IV measurements. In addition to possibly solving instability
problems, the ability to pulse through bias tees could allow S-parameters and pulsed IV curves to
be measured with the same setup.
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CHAPTER 4: THE NORMALIZED DIFFERENCE UNIT
For many years, sets of transistor current-voltage (IV) curve data have been compared
qualitatively. The degree to which the sets of IV curves are correlated is often determined by an
“eyeball” inspection in which the engineer determines that the curves either match well or deviate
unacceptably. While comparisons have long been made between measured and modeled IV data,
the advent of pulsed IV measurements has intensified the need for a standardized metric for
transistor IV comparisons. It is desired that such a metric be applicable to devices of all sizes and
technologies and to IV comparisons of various types (pulsed versus static, measured versus
modeled, pulsed versus pulsed with different quiescent bias points, etc.). Such a metric would
allow numerous additional comparisons. Various error functions have been used to optimize
model fits to measured data. Several examples are given in the literature of such functions and
their uses [15], [16]. Some error functions have included weighted terms to allow a compromise
between different parameters, while others have focused on optimization of the output current
alone. The proposed new metric, however, can be utilized in a variety of ways and may possibly
be extended to diode IV analysis, a prospect which is beyond the scope of this work.
In this chapter, several examples are given of the use of the proposed normalized
difference unit (NDU), including the use of the unit to compare pulsed and static IV curves,
isolate effects in devices, determine a best-fit model, and compare repeatability between IV
analyzers. From these examples, it can be seen how the NDU can be of benefit in analyzing and
comparing IV curves.
4.1. Formulation
In searching for a metric to compare IV data, several sources were consulted. Error
functions have long been used within software programs to extract model parameters which
provide an optimal fit to measured data. Staudinger describes the error magnitude unit (EMU)
used to choose the best-fit model for a FET in [15] as the following:
N
N

g mmeasi − g m modi
g
−g
1  N I DSmeasi − I DS modi
EMU=
WIds +∑
Wgm + ∑ dsmeasi ds modi Wgds  , (4.1)
∑

3N  i =1
I DSmeasi
g mmeasi
g dsmeasi
i =1
i =1
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where IDSmeasi, gmmeasi, and gdsmeasi are the measured values of IDS, gm, and gds, respectively, and
IDSmodi, gmmodi, and gdsmodi are the modeled values of these parameters at the ith (VGS, VDS) point.
The EMU is a fractional discrepancy on a 0-to-1 scale with the weight coefficients WIds, Wgm, and
Wgds summing to 3. These weight coefficients are assigned values which are dependent upon the
level of compromise needed between DC IV characteristics and the value of gds at high
frequencies. N is the total number of points used to obtain the large signal model, typically about
30. Due to dispersion in gds, the DC IV data measured does not produce a value of gds that is
accurate for RF operation, so a compromise is obtained between values of IDS taken in DC IV
data and values of gds extracted from large signal S-parameter measurements. Miller states that
the compromise in the EMU is necessary because large signal models cannot accurately predict
the gds dispersion [16].
In a discussion concerning the fitting of a function to the IDS characteristic of a FET,
Kacprzak and Materka give a minimization function describing the error in the fit as

F=

N
1
( I mi − I ci ) 2
∑
N (max i I mi ) i =1

(4.2)

where N is the number of points used, the Imi are the measured points, and the Ici are the
calculated values using a set of parameters [17]. In the Kacprzak-Materka algorithm, the
parameters are adjusted until a minimum value of F is obtained. Notice that the square of the
difference is used and that a normalization is performed by the largest measured value. A
prominent feature of this number is that it is not unitless but is actually a current and has a unit of
amperes. Because no square root is used in the numerator, a comparison resulting in similar
percent differences for devices of different size may result in significantly different values of F.
Thus this unit lacks the ability to be compared for devices of different size.
In its model-fitting algorithm, software for the Accent DiVA minimizes the square of the
difference between the measured and modeled current value at each measured point, in a method
similar to the Kacprzak-Materka method. For IV fitting, gm and gds are not needed in the
minimization unit because no compromise between S-parameter and IV results is desired in this
case. The measured values of gm and gds, though perhaps accurate for RF IV characteristics,
would have to be obtained through estimation of the IV curve derivatives based upon measured
values for IDS, causing a redundancy in the unit.
A beneficial facet of the Kacprzak-Materka unit is that it only compares current values at
the points used in the evaluation and also because it includes a normalization that is dependent
upon device size. However, F values between different devices may not necessarily be
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comparable. Also, the sum-of-squares approach causes small differences (less than 1) to be
minimized (i.e. knee region misfits), whereas larger differences are “blown up”. The fact that the
result is not unitless leads to the conclusion that a different value of F is obtained for a device if
milliamps are used to evaluate the result than amperes; hence a unit of measure must be attached
to the result to avoid ambiguity.
A modification of the EMU for IV curve comparison could be obtained by setting WIds =
3 and Wgds = Wgm = 0 in equation (4.1) and changing the denominator to the average value
between the two results compared, resulting in an equation that could be coined the “fractional
difference unit” or “FDU”:

FDU =

1
N

 N I DS 1i − I DS 2 i
∑
 i =1
I DSmeani



,



(4.3)

where IDSmeani, is the arithmetic mean of the current values IDS1i and IDS2i:

I DSmeani =

I DS1i + I DS 2i
.
2

(4.4)

By substituting (4.4) in (4.3), the FDU expression becomes

FDU =

1
N

 N I DS 1i − I DS 2 i
∑ 2
 i =1 I DS 1i + I DS 2 i







(4.5)

This expression shows that if all drain current values are greater than or equal to zero (IDS1i ≥ 0
and IDS2i ≥ 0 for all i), then the value of the FDU is a number between 0 (in the case IDS1i = IDS2i)
and 2 (in the case IDS1i = 0 or IDS2i = 0). When this formulation is used, however, reasonably small
differences in regions where small values of current exist, such as in the knee region and for VGS
values near pinch-off can contribute significantly to the sum, while larger differences in regions
of high drain source current contribute smaller numbers to the sum. With this formulation, small
differences in regions of small drain-source current can cause the suppression of information
about differences in more critical areas of the IV plane that arise from critical temperature or
trapping processes. While the fractional-difference approach is beneficial because it gives a
result on a 0-to-1 scale and can be interpreted as an overall fractional difference, the development
of undesired dominating regions is unavoidable in many cases. However, a good feature of this
unit (and the EMU) is the use of absolute values of difference as opposed to taking the square of
the difference. In addition, the FDU is unitless.
While the FDU is not the unit that is sought, it does possess the desirable quality of being
independent of device size, due to the normalization current factor in its denominator. However,
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it is this normalization that causes the domination of the unit by regions where IDS is small.
Instead of this approach, however, an approach similar to that of Kacprzak and Materka can be
used (normalization by a size-dependent parameter). Normalization by a current allows the
metric to be unitless. The final desirable criterion, allowing the unit to be measurable on a 0-to-1
scale representing an overall fractional difference, can be preserved if the sum of the differences
is normalized by the overall average value of current (from both sets of data). The normalized
difference unit (NDU) is given by the following equation:

 N
 ∑ I − I DS 2
1  i =1 DS 1
NDU =
N
I DSmean





,




(4.6)

where in this case

I DSmean =

1
2N

N

∑ (I
i =1

DS 1i

+ I DS 2i ) .

(4.7)

The important difference between the NDU and the FDU is that each difference is equally
weighted in the NDU because it is divided by the same normalizing factor. This unit retains
many of the good features of the Staudinger and Kacprzak-Materka units. The NDU for a bipolar
device is obtained by substituting ICE for IDS in equations (4.6) and (4.7). Of potential
mathematical interest is that in the case that the average magnitude of difference is equal to the
mean current value, NDU = 1.
Among the applications of the NDU are providing a numerical comparison of pulsed and
static IV results, isolating effects in a device and their cutoff frequencies, determining a best-fit
model, and comparing the repeatability of IV analysis instruments. An example of each of these
applications follows.
4.2. Measurement Repeatability as an Uncertainty Level
For the NDU to be useful, it would be helpful to find an uncertainty level for its use.
This would determine a “noise floor”; that is, it would answer the question, “How large does the
NDU have to be to indicate a notable or significant difference in IV results?” In this example, the
repeatability for two different measurements of the IV curves for a TriQuint CLY-5 GaAs
MESFET was estimated using the NDU. The first measurement of the IV curves was a static IV
measurement on Instrument A with no averaging used and the second was a pulsed IV
measurement on Instrument B with an averaging setting of 64 samples. The measurements were
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performed over approximately the same ranges on both instruments for the FET. A “standard”
set of IV curves was first taken for each instrument, and then twenty subsequent sets of IV curves
were measured, with the NDU being taken between each of the twenty measurements and the
standard. For static IV measurement on Instrument A, the mean NDU was 0.028 with a standard
deviation of 0.0060. For pulsed IV measurement on Instrument B, the mean NDU was 0.0038,
with a standard deviation of 0.00059. This suggests that any NDU measured over 0.01 may not
be due to measurement repeatability, but could indicate a bona fide difference in the IV curves.
4.3. Comparing Pulsed and Static IV Results
The NDU can effectively be used to give a representation of the magnitude of overall
differences between static and pulsed IV curves. In this example, the NDU comparing static and
pulsed IV curves is given for two devices. The static and pulsed IV curves for a Sirenza
Microdevices SGA-9289 heterojunction bipolar transistor (HBT) are shown in Figure 4.1, while
the static and pulsed IV curves for a CLY-5 GaAs FET are given in Figure 4.2. The quiescent
bias point used for each measurement is shown as an “X” in the figures. The comparison for the
GaAs FET was performed between the static IV and the pulsed IV with a pulse length of 0.2 µs.
An analysis of the HBT gives an NDU of 0.136 between static and pulsed IV results,
while analysis of the CLY-5 GaAs MESFET gives an NDU of 0.222 between the static and
pulsed IV data. Both results are well above the measurement repeatability “noise floor”of 0.01,
so a definite difference is obtained by using pulsed IV measurement for each device. The fact
that the NDU value for the HBT is much lower than that for the FET indicates that there is less
difference between pulsed and static IV results for the HBT than for the MESFET. Because there
is a higher NDU value comparing pulsed and static IV measurements for the GaAs FET than for
the HBT, it could be concluded that a higher percentage of error would be incurred in using static
IV measurements to characterize the GaAs MESFET for RF large-signal operation than the HBT
in this case.
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X

Figure 4.1. Static IV (Solid Lines) and Pulsed (Quiescent Bias Point: IB = 1.5 mA, VCE = 3.0
V; Pulse Length = 0.2 µs) (Dashed Lines) IV for a SGA-9289 HBT

X

Figure 4.2. Static (Solid Lines) and Pulsed (Quiescent Bias Point: VGS = -0.9 V, VDS = 4.0 V;
Pulse Length = 0.2 µs) (Dashed Lines) IV Curves for a TriQuint CLY-5 GaAs MESFET
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4.4. Determination of a Best-Fit Model to IV Data
Another useful application of the NDU is the numerical determination of the best-fit
model from several candidate models to a set of IV data. The NDU is used to compare the
measured and modeled IV data for each model, and the model corresponding to the lowest value
of NDU may be said to provide the best overall fit in the (VGS, VDS) region of evaluation. In this
experiment, the model fitting capabilities of the DIVA software were used to perform a TOM1 fit
[18], an Angelov fit [19], and a Statz fit [20] for a selected PHEMT device from Agilent.
Full Angelov Fit (NDU = 0.018)

TOM1 Fit (NDU = 0.032)

Statz Fit (NDU = 0.062)

Figure 4.3. Angelov, TOM1, and Statz Fits to Pulsed IV Data for the Agilent ATF-35143
PHEMT (Measured IV Curves = Solid Lines, Modeled IV Curves = Dashed Lines)
The model fitting was performed for pulsed IV data measured on a DiVA 225 for a ATF35143 400 µm pseudomorphic high electron mobility transistor (PHEMT), manufactured by
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Agilent Technologies. The model fitting was carried out within the DiVA software, which uses a
routine to minimize the sum of the squares of the differences between the measured and modeled
IV results [13]. Figure 4.3 displays the measured and modeled data for the three fits used in the
experiment and the NDU values obtained for the fits. A qualitative examination of the plots
seems to show that, for the chosen device, the Statz model does a very poor job of modeling the
curves in the breakdown effect and also provides some discrepancies in the knee region. The
TOM1 model results seem to match the measured data better at breakdown and in the knee region
better than the Statz model, but not nearly as well as the Angelov model, which does an excellent
job of modeling in the knee region and provides significantly better results in the breakdown
region. Indeed, the NDU analysis confirms this qualitative examination, as the NDU value for
the Angelov fit (0.018) is significantly lower than that of the TOM1 (0.032) and Statz (0.062)
model fits.
To give information about the regions of fit of the different models, a set of normalized
difference functions with a structure similar to the NDU can be constructed. These functions give
the normalized difference as a function of one or both of the variables VGS and VDS. The
normalized difference function D(VGS, VDS) is defined as follows:

 I (V , V ) − I DS 2 (V GS , V DS )
D (V GS , V DS )=  DS 1 GS DS
I DSmean







(4.5)

producing a three-dimensional surface plot of the normalized difference as a function of the value
in the (VGS, VDS) plane. Two-dimensional plots often provide a less complicated graphical
analysis, and the functions D(VGS) and D(VDS) are often sufficient to show regional trends in the
curve differences. In this manner, the normalized difference is given as a function of one of the
variables while averaged over all values of the other variable. That is, D(VGS) is the normalized
difference averaged over all values of VDS and given as a function of VGS, while D(VDS) is the
normalized difference averaged over all values of VGS and given as a function of VDS. These
functions are formally defined as follows:
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(4.6)

(4.7)

Figure 4.4 gives plots of D(VGS) and D(VDS) for the Angelov, TOM1, and Statz fits.
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D(VGS)

D(VDS)
Angelov

TOM1

Statz

Figure 4.4. Plots of D(VGS) (left) and D(VDS) (right) for Three Model Fits to the ATF-35143
PHEMT
In the Figure 7 plots, it can be observed, because all plots are shown on the same scale,
that the normalized difference is greatest, in general, for the Statz fit (as given by the NDU
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values). The plots of D(VDS) all reach their maximum values for high values of VDS, indicating
that the poorest region of fit for all three models is the breakdown region. The D(VGS) function
for the Statz model shows that the Statz model fit is relatively poor for a gate voltage of -0.4 V.
An observation of the IV curves in Figure 6 verifies this (the VGS = -0.4 curve is the third from
the bottom), as the measured and modeled curves are greatly different in both the knee region and
the breakdown region. The poor Statz fit in the breakdown region causes the D(VDS) plot to
exceed 0.1 for VDS > 5.5 V.
It is proposed that the NDU is an excellent decision-making metric for model-fitting
applications. Provided the range of desired fit has been properly measured, the fits of the models
can be evaluated quantitatively instead of qualitatively. This example also shows how a graphical
analysis with the normalized difference functions D(VGS) and D(VDS) can be used to enhance the
NDU analysis of IV curve differences with the NDU by giving a numerical measure of the IV
curve correspondences in different regions.
4.5. Chapter Summary
The normalized difference unit is proposed as a metric for IV curve comparison. The
quantification of IV curve comparisons opens the door to numerous opportunities for analysis.
The repeatability of the measurement instrument being used for an IV experiment can be
quantified to set a “noise floor” for a comparison of curve sets. A comparison of pulsed and
static IV can be performed, with the difference between the sets of curves given by the NDU. As
the NDU becomes more widely used, the size of the NDU comparing pulsed and static IV curves
should provide a feel for the relative amount of error attained when using static IV results in
device modeling. Model fits can be quantitatively compared using the NDU, and the fit of
models in different regions can be successfully analyzed using the normalized difference
functions D(VGS) and D(VDS). The ability of the NDU to be used in a variety of applications, its
ability to compare any two sets of IV data pertaining to a device, and the fact that it is not
dependent upon device size should allow it to qualify as a robust figure of merit for IV curve
comparisons. Additional applications of the NDU used along with pulsed IV data are explored in
the following chapters.
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CHAPTER 5: ISOLATION OF PROCESSES
As previously mentioned, the inaccuracy of static DC IV measurements can be attributed
to trapping and thermal processes that occur at low frequencies [4], [7]. It is shown in this
chapter that the normalized difference unit (NDU) introduced in Chapter 4 can be used to isolate
processes in a device and the maximum pulse length allowed for avoidance of contamination (the
“minimum time constant”) by the thermal and trapping effects. Data is compared between static
IV measurements and pulsed IV measurements and then between pulsed IV measurements taken
from quiescent bias points of equal power dissipation using the NDU to discern the type of
process and its minimum time constant.
5.1. Strategy for Effect Isolation
In previous chapters, reasons for differences between pulsed and static IV results have
been explored. As discussed in Chapter 2, a different set of RF IV characteristics exists for each
quiescent bias point. Because the NDU allows the expression of IV differences by a number, the
difference between two sets of IV data can essentially be plotted against a desired parameter. The
NDU describing the difference between the static and pulsed IV curves can be plotted against the
pulse length used for the pulsed IV measurement. This plot provides information about
consequences of decreasing the pulse length on the IV curves. If the time constant of an effect
can be identified, then the effect cutoff frequency can be obtained. By definition, the time
constant of an effect is the time required for 63.2 percent of the change to occur (See Appendix
A). This time constant may not be easily identifiable for devices with multiple effects. However,
the maximum pulse length for which the effect will not have time to occur can be identified with
a NDU-versus-pulse-length plot. This pulse length is referred to within this work as the
“minimum time constant.” A sharp decrease in the NDU when plotted against pulse length
indicates that a significant difference in the IV results occurs from changing the pulse length only
slightly. An identification of the approximate pulse lengths of sharp change in the NDU yields
information about how short of a pulse must be used to avoid contamination of the results by
thermal and trapping effects .
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Trap and thermal effects, discussed earlier, are present in most devices. Trapping is due
primarily to surface and deep level states in the semiconductor material. The temperature of a
BJT junction or FET channel, which has an associated thermal resistance, is given by equation
(2.5), restated here for convenience:

TC = RTh PD + T A

(5.1)

where RTh is the thermal resistance, PD is the power dissipated in the junction, and TA is the
ambient temperature. The power dissipated in a junction is given for a FET or HEMT in (2.6)
and for bipolar devices in (2.7). These equations are restated here:

PD = VDS I DS

(5.2)

PD = VCE I C

(5.3)

(5.1) allows the conclusion that if two measurements are made under constant ambient
temperature and with identical power dissipation, the temperature at the junction of the device
(and hence the temperature effects) will be the same for both measurements.
If the minimum time constants of trapping effects can be isolated, the remaining
minimum time constants can be attributed to non-trapping effects. The isolation of trapping
effects is explained by Scott [21]. First, two bias points are selected such that PD is the same for
both points. Scott states that if two sets of IV data are obtained by pulsed measurement from two
bias points of equal power dissipation, then the thermal conditions and processes for these
measurements are the same, regardless of whether the pulse length is greater than or less than the
minimum thermal time constant. In addition, he proposes that thermal and trapping time
constants can be found through examination of a transient response to a step in gate and drain
voltage. Trapping time constants can be isolated by jumping from one bias point to a bias point
of identical power dissipation. Because power dissipation is constant across the step and the
thermal effects have reached steady state, the only responses to this step are due to trapping [21].
A similar analysis can be performed using the NDU. The NDU can be taken to compare
pulsed IV results from some quiescent bias point to static IV at different pulse lengths.
Theoretically, all thermal and trapping time constants can be observed from this plot of NDU
versus pulse length. In the second step, the NDU can be calculated to compare two sets of pulsed
IV curves taken from quiescent bias points of equal power dissipation. The NDU can be plotted
against pulse length or frequency and the time constants can be isolated from the NDU plot.
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5.2. Experimental Results
The NDU was used in an experiment in an attempt to estimate the minimum time
constants of major thermal and trapping effects present in the measurement of the CLY-5 GaAs
MESFET utilized in Chapter 4, manufactured by TriQuint Semiconductor. The effect isolation
was also performed for a Sirenza Microdevices SGA-9289 SiGe heterojunction bipolar transistor
(HBT). The isolated effects and associated time constants for the devices were then compared.
Current-voltage data was obtained for the CLY-5 GaAs FET using the DiVA D265
model for the purpose of exploring the full IV range of the FET. First, a static IV measurement
was performed for the device. Second, pulsed IV measurements were performed from a Class A
quiescent bias point of VGS = -0.9 V, VDS = 4.0 V for all pulse lengths available on the D265.
Third, pulsed IV measurements were performed for another bias point of power dissipation equal
to that of the point VGS = -0.9 V, VDS = 4.0 V. At this point on the static IV curves, the Ids value
is approximately 400 mA. Thus the dissipated power is

PD = V DS I DS = (4.0)(0.400) = 1.6 W
If a drain voltage of 5.5 V is selected for the second quiescent point, the current can be found
from the dissipated power:

I DS =

PD 1.6
=
= 0.291 A
VDS 5.5

A gate voltage of -1.2 V gives a drain current of 288 mA at VDS = 5.5 V, which is approximately
the desired 291 mA. Thus the point VGS = -1.2 V, VDS = 5.5 V was selected as the second
quiescent bias point for the thermally independent comparison.
Plots of static IV and pulsed IV results are shown in Figure 5.1. The two bias points used
for the pulsed IV results shown have identical dissipated power levels at the quiescent bias points.
A thermal droop is visible in the static and some of the pulsed IV results at high values of VDS
and Ids (high dissipated power). The curves have a negative slope in these regions. As in static
data shown in [4], the reduction in drain current in these areas is likely due to thermal effects. As
the pulse length is reduced from 100 µs to 10 µs, this effect disappears and the curves are no
longer negatively sloped. This is observed for both quiescent bias points.
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Static

VGS = -0.9 V, VDS = 4.0 V

VGS = -1.2 V, VDS = 5.5 V
Pulse Length = 100 µs

Pulse Length = 10 µs

Figure 5.1. Static IV and Pulsed IV Results for Quiescent Bias Points VGS = -0.9 V, VDS =
4.0 V (Left Column) and VGS = -1.2 V, VDS = 5.5 V (Right Column). In each plot VGS ranges
from -2.4 V to 0.3 V in steps of 0.3 V. Quiescent bias points are identified by circles.
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A qualitative examination of the pulsed IV curve results pertaining to the two quiescent
bias points of identical power dissipation reveals that the sets of curves are more similar to each
other for longer pulse lengths (as pulse length is reduced, they become more different). These
sets of IV data become noticeably different at and below a pulse length of about 10 µs. Intuitive
reasoning explains this nicely: for longer pulse lengths, trap effects have time to occur at each
location on the IV curves, and the trap effects are not dependent on the quiescent point. Hence
the curves are very similar, because temperature effects are the same at each point as well (and at
the quiescent point). As the pulse length is decreased, trapping effects are expected to depend
only upon the quiescent bias point [7]; hence, a difference in the two sets of curve results due to
their different bias points.
The normalized difference unit was used to compare the pulsed IV results with the
quiescent bias point at VGS = -0.9 V, VDS = 4.0 V with the static results for each pulse length
available from the DiVA 265: 1000, 500, 200, 100, 50, 20, 10, 5, 2, 1, 0.5, and 0.2 µs. A plot of
NDU versus pulse length for the CLY-5 GaAs FET is displayed in Figure 5.2 along with the
estimated instrument repeatability “noise floor” of NDU = 0.01. As long as the NDU plot is
above this level, a bona fide difference is indicated.
The goal of this set of measurements is to find the minimum time constant of each effect
present in a device. Each minimum time constant appears as the pulse-length value immediately
before a significant reduction in the slope of the NDU curve. This means that by pulsing with
slightly shorter pulse length, a negligible difference with the static curves is seen. Three distinct
minimum time constants are observed in the solid line in Figure 5.2: 0.5 µs, 50 µs, and 500 µs.
It cannot be determined from the top line in Figure 5.2 which type of effect is related to
each of these minimum time constants. The comparison of two sets of pulsed IV data with
quiescent bias points at (VDS, IDS) locations of identical power dissipation can give this
information. From this plot, the trapping minimum time constants can be estimated and it is
likely that these time constants correspond to those identified on the pulsed-versus-static NDU.
A plot of the NDU comparing the pulsed IV results corresponding to a quiescent bias point of
VGS = -0.9 V, VDS = 4.0 V to the pulsed IV results corresponding to a quiescent bias point of VGS
= -1.2 V , VDS = 5.5 V is shown as the dashed curve in Figure 5.2. In this line, jumps are seen to
level off at the two minimum time constants previously determined at 0.5 µs and 500 µs, but no
jump appears at 50 µs. Because thermal effects are excluded from the latter NDU, it is concluded
that the minimum time constant at 50 µs corresponds to a thermal effect. Thus

τ Th ,min = 50 µs
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This means that if a pulse length shorter than 50 µs is used for a pulsed IV measurement, then
variable self-heating of the device should not be a factor in the results, and the temperature of the
device should be set at the quiescent bias point chosen for the measurements.

Figure 5.2. NDU Versus Pulse Length Comparing Static and Pulsed (Quiescent Bias Point:
VGS = -0.9 V, VDS = 4.0 V) IV Measurements for the TriQuint CLY-5 GaAs FET Versus
Pulse Length (Solid Line) and Comparing Pulsed IV Results for Quiescent Bias Points of
Identical Power Dissipation (Dotted Line) , Plotted With Instrument Repeatability (NDU =
0.01, Dashed Line)
The two minimum time constants seen in the temperature-independent NDU seem to
indicate that two major trapping effects occur, which will here be labeled as “fast traps” and
“slow traps.” The idea of two trapping effects with vastly differing time constants is consistent
with the findings of Khorasani et. al., who state in the development of a dynamic model for
silicon wafers that two trapping processes exist, one on the order of microseconds and the other
on the order of milliseconds [22]. In this experiment, the slow traps have a minimum time
constant of 500 µs :

τ SlowTraps ,min = 500 µs
and the fast traps have a minimum time constant of

τ FastTraps,min = 0.5 µs
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This indicates that to perform IV measurements containing no effects from slow trapping, a pulse
length less than or equal to 500 µs should be used, while to eliminate the effects of fast traps, a
pulse length less than or equal to 0.5 µs should be used. These results are summarized in Table 3.
The minimum time constants of the effects were consistent with information obtained in
the literature. It has been stated that trap time constants have a magnitude of about 1 ms [4],
backing up the statement that the effect with a minimum time constant of 500 µs effect is due to
trapping. In addition, the minimum time constant of the fast traps (0.5 µs) is consistent with the
findings of Ladbrooke and Bridge [2]. The existence of multiple trapping processes with
different time constants has been documented in the literature [23].
The estimated minimum thermal time constant of 50 µs is consistent with a qualitative
analysis of the plots shown in Figure 5.1. It should be noted that a negative slope of the IV
curves can be viewed for large IDS values for the static IV measurement and for pulse lengths of
1000 µs and 100 µs, but that no droop in the curves is observed for a slope of 10 µs. This would
lead one to conclude that the minimum time constant for thermal effects causing this sag lies
between 100 µs and 10 µs, corresponding nicely with the estimate of 50 µs reached by NDU
analysis. The minimum thermal time constant of 50 µs seems to be consistent with a FET
example presented in [2], where it is concluded that time constants lie in the “tens of
microsecond” range.
A similar analysis was performed for the SGA-9289 SiGe HBT using the DiVA model
D210. Because effects in a silicon bipolar device are predominantly thermal [24], it is expected
that the only effects isolated by the NDU analysis on the HBT will be thermal, with the NDU
comparing pulsed IV results taken from quiescent points of equal power dissipation being flat
versus pulse frequency. Figure 5.3 shows the static IV and pulsed IV curves (1 µs) for the HBT,
while Figure 5.4 gives the NDU-versus-pulse-length plots with the estimated instrument
repeatability included. The NDU comparing pulsed IV results for the quiescent points of
identical power dissipation shows no cutoff frequency (it is basically flat, as expected) and lies
along the measurement repeatability line, indicating only minimal differences between the results.
One time constant is isolated from the static-versus-pulsed comparison, so it is attributed to a
thermal process with a minimum time constant of 100 µs. The results are summarized in Table
5.1.
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Figure 5.3. Static IV and Pulsed IV (Quiescent Bias Point: IB = 1.5 mA, VCE = 3.0 V, Pulse
Length = 0.2 µs) for SGA-9289 HBT

Figure 5.4. Plots of Normalized Difference Unit (NDU) Versus Pulse Length for the Sirenza
Microdevices SGA-9289 SiGe HBT Comparing Static and Pulsed (Quiescent Bias Point: IB
= 1.5 mA, VCE = 3.0 V, Solid Lines) IV Measurements and Pulsed Measurements from
Quiescent Bias Points of Equal Power Dissipation (Above Bias Point and IB = 2.1 mA, VCE =
2.0 V, Dotted Lines) Shown with the Estimated Instrument Repeatability (NDU = 0.01,
Dashed Line)
An NDU-versus-pulse length plot was also extracted for a GaN HEMT provided by GalEl, which has pulsed and static IV characteristics as shown in Figure 5.5 and a NDU-versus-pulse
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length characteristic as shown in Figure 5.6. The GaN HEMT, being a wide bandgap
semiconductor device, is expected to have a significant trapping process [25]. Indeed, this is
what is observed in Figure 5.6. A possible thermal effect has also been isolated, but this effect
appears to be minimal, as the comparison of pulsed IV results for quiescent bias points of
identical power dissipation yields NDU values that are very high, even higher than for the pulsedversus-static comparison. This tends to indicate that there is a strong bias dependence of the
trapping effects and that the NDU is extremely large even for points with identical temperature
characteristics. Table 5.1 includes the GaN results.
Finally, the experiment was performed for a Si LDMOSFET 1 Watt Cell provided by
Cree Microwave. Figure 5.7 shows the pulsed and static IV curves for the device, while Figure
5.8 shows the NDU-versus-pulse-length comparison. As in the case of the SiGe HBT measured
in this experiment, the Si LDMOSFET is expected to have very little trapping and a dominant
thermal effect. This is evidenced by the plot of Figure 5.8, which indicates that the minimum
thermal time constant for the LDMOS device is 0.2 µs. The NDU comparing pulsed IV results at
two quiescent points of identical power dissipation reveals that a trapping effect may be
occurring, but has nearly reached steady state at a time of 0.5 µs. Due to the small magnitude of
the pulsed-versus-pulsed NDU (it is near the measurement repeatability line), the trapping effect
for this device is assumed to play a very small role in the curve differences and is ignored. The
time constant of the trapping effect cannot be positively identified from this experiment; the only
conclusion that can be drawn is that it is less than 0.1 µs. This is because the curve enters the plot
on the left side with a downward slope; no flat region is observed for pulse lengths below the
sloped region.
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Figure 5.5. Static (Solid Lines) and Pulsed (Dashed Lines, Quiescent Bias Point: VGS = -4.5
V, VDS = 0 V) IV Results for the GaN HEMT

Figure 5.6. NDU Versus Pulse Length Comparing Static and Pulsed IV Measurements for
the GaN HEMT Versus Pulse Length (Solid Line) and Comparing Pulsed IV Results for
Quiescent Bias Points of Identical Power Dissipation (Dotted Line), Shown With Instrument
Repeatability (NDU = 0.01, Dashed Line)
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Figure 5.7. Static (Solid Lines) and Pulsed (Dashed Lines; Quiescent Bias Point: VGS = 3.5
V, VDS = 0 V) IV Results for the Si LDMOSFET (VGS = 4, 5, 6, 7, 8 V)

Figure 5.8. NDU Versus Pulse Length Comparing Static and Pulsed IV Measurements for
the Si LDMOSFET Versus Pulse Length (Solid Line) and Comparing Pulsed IV Results for
Quiescent Bias Points of Identical Power Dissipation (Dotted Line), Shown With Estimated
Instrument Repeatability (NDU = 0.01, Dashed Line)
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While the minimum thermal time constant is a useful number in determining the
shortness of the pulse length necessary to avoid contamination of the measurements, the actual
process time constant of an effect is also helpful. In Chapter 6, it is shown that the actual thermal
time constant of the LDMOS device is 0.789 ms, a substantially different number. It is this time
constant which is used to describe the exponential approximation of NDU versus pulse length.
These two values of time are both important, but have different meanings and should not be
confused. Furthermore, the process time constant may not be easily obtainable from the NDU
plot for devices with multiple effects.
This example shows how the NDU can be used to isolate the time constants of processes
for a FET and a BJT. This analysis can be used on practically any device to isolate (1) the
number of major effects causing static IV results to be inaccurate, and (2) the type of effect. The
use of NDU-versus-pulse-length plots to determine effects and necessary pulse lengths for
accurate RF IV measurements is an excellent example of how the NDU can be used to assist in
obtaining more accurate IV characterization for RF nonlinear models.
Table 5.1. Summary of Minimum Effect Time Constants
Effect

GaAs MESFET

SiGe HBT

GaN HEMT

Si LDMOSFET

Fast Trapping

0.5 µs

-

0.2 µs

< 0.1 µs

Thermal

50 µs

100 µs

50 µs

0.2 µs

Slow Trapping

500 µs

-

-

-

5.3. Chapter Summary
Isolation of effect time constants was performed using the NDU. A comparison of pulsed
IV results of different pulse lengths with the static IV results, expressed by a plot of NDU versus
pulse length, was used to isolate process minimum time constants. A process minimum time
constant is a pulse length immediately before a significant reduction in the slope of the NDU
curve. A second NDU-versus-pulse-frequency comparison was used to compare pulsed IV
results from quiescent bias points of equal power dissipation at each pulse frequency. By (5.1),
this plot reveals only the minimum time constants of non-thermal effects, which are assumed to
be due to trap effects. Processes which have visible minimum time constants in the first NDU
plot that were not seen in the second plot were identified as thermal processes.
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CHAPTER 6: THERMAL RESISTANCE AND CAPACITANCE MEASUREMENT
Pulsed IV measurements have already been explored as an improved solution to the
inadequacy of static DC IV measurements to predict RF behavior in many cases. However, in
some cases, even the pulsed IV measurements may not be sufficient to describe the complete
nonlinear behavior of a device. In this chapter, electrothermal modeling is addressed as an
important part of the solution for predicting IV results for devices which contain predominantly
thermal effects. It is shown that the electrothermal model parameters can be extracted through
direct measurement methods which make use of pulsed IV, allowing prediction of the IV results
for situations where the quiescent bias point is not fixed or the signal has multiple varied
frequency components.
6.1. Situations for Which Pulsed IV Measurements Alone Are Inadequate
While it has been shown in this work that static DC IV measurements are often
insufficient for use in the development of large-signal models at radio and microwave
frequencies, it is here explained why the use of pulsed IV results alone may not completely
explain the IV behavior of a transistor. In pulsed IV measurements, the thermal and trapping
characteristics are wholly dependent on the quiescent bias point from which pulsing is performed
[2], as well as the ambient or heat sink temperature. Pulsed IV measurements give an excellent
indication of the proper IV characteristics in applications for which the quiescent bias point is
known and constant throughout, and for which there is very little low-frequency content.
However, models utilizing pulsed IV measurements may not simultaneously provide a
satisfactory prediction of DC and low frequency IV characteristics. The ability to predict low
frequency characteristics may be critical in applications where the quiescent bias point changes in
large signal operation, such as in Class B amplifiers, or when a signal is composed of both high
and low frequency components. In these situations, both DC and RF IV characteristics must be
simultaneously predicted with accuracy.
An effective solution to this problem has been to introduce a dependence on channel
temperature into some of the model parameters [26], while using a thermal “circuit” to calculate
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the channel temperature from the power dissipated in the FET (the following development can
also be performed for bipolar devices with appropriate changes in terminology). Figure 6.1
displays the thermal circuit that is used to calculate the channel temperature as a function of
frequency. In this circuit, Rth is the thermal resistance, Cth is the thermal capacitance, TA is the
ambient temperature (the temperature of the back side of the device), PD is the power dissipated
in the channel of the FET, and TC is the channel temperature. In the thermal circuit analogy,
temperature is analyzed as voltage and power as current. The thermal subcircuit is very effective
because it allows thermal calculations to be performed by a circuit analysis software tool. As
given by (2.7),

PD = VDS I D ,

(6.1)

where VDS is the drain-source voltage and ID is the drain current.

+

Pd

Rth

Cth

Tc

Ta
-

Figure 6.1. Thermal Subcircuit Used In Electrothermal Models
It is to be shown in this chapter that the electrothermal model parameters can be
measured directly with the aid of pulsed IV measurements and the use of the NDU. First, the
thermal resistance is determined using pulsed IV techniques. Second, the thermal time constant
τth is found using the NDU with the method proposed in Chapter 5. Finally the thermal
capacitance is calculated from these values [27]:

C th =

τ th
Rth

(6.2)

.
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6.2. Thermal Resistance Measurement Using Proposed Method
From the circuit of Figure 1, the channel temperature at DC and low frequencies is
related to the power dissipated in the channel by

TC = Rth PD + T A ,

(6.3)

which is the result given by (2.5) the RthPD term accounts for the self-heating of the device. PD is
calculated using (6.1) with the signal drain voltage and current at DC and low frequencies, but the
quiescent bias point voltage and current are used for the calculation for operation at frequencies
significantly higher than the inverse of the thermal time constant [1]. For high frequencies where
the quiescent bias point has zero power dissipation, (3) reduces to

TC = T A .

(6.4)

Based on (4), for short-pulse IV measurements from a quiescent bias point where no
power is dissipated, the channel temperature is equal to the temperature of the thermal chuck on
which the device is placed [2]. In a short-pulse IV measurement from a quiescent bias point of
nonzero power dissipation, PD in (6.3) is calculated as the quiescent-point VDID product.
Using this theory, it was possible to measure the thermal resistance of a 1 Watt
LDMOSFET cell supplied by Cree Microwave, Inc., for which the static and pulsed IV results are
shown in Figure 2. The quiescent bias point for the pulsed IV curves is VGS = 3.5 V, VDS = 0 V, a
point of approximately zero power dissipation. The droop seen in the static IV results in the
region of high power dissipation is an indicator that this device exhibits significant thermal
effects [4]. The curves were measured using a Accent Dynamic i(V) Analyzer (DiVA) model
D225 [13]. A Cascade Summit 12000 Probe Station equipped with a temperature controller was
used to perform measurements for different ambient temperatures.
First, pulsed IV results were measured with a quiescent bias point of zero power
dissipation: VGS = 3.5 V, VDS = 0 V, for an ambient temperature TA1 = 75 ˚C. In this case, the
channel temperature is equal to the ambient temperature, as described by (6.4). Another
measurement was made with a quiescent point of nonzero power dissipation: VGS = 5 V, VDS = 5
V. For this measurement, the value of PD in (6.3) is determined by the power dissipated at the
quiescent bias point, calculated to be 0.3454 W. This measurement was repeated at different
ambient temperatures until an optimal match was eventually achieved between the curves at TA2 =
47 ˚C. Figure 3 shows the VGS = 8 V pulsed IV curve taken under three quiescent conditions:
(A) VGS = 3.5 V, VDS = 0 V; TA = 75 ˚C, (B) VGS = 5 V, VDS = 5 V, TA = 75 ˚C, and (C) VGS = 5
V, VDS = 5 V, TA = 47 ˚C. For setting (B), the curve is lower than the curve for setting (A),
demonstrating that device self-heating is occurring due to the quiescent power dissipated in the
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device channel that causes the channel temperature to rise above the ambient level. In setting (C),
the ambient temperature has been lowered to exactly compensate for the self-heating, and the
curve is indistinguishable from the curve obtained for setting (A).

Figure 6.2. Static (Solid Lines) and Pulsed (Dashed Lines) IV Results for the LDMOSFET
(VGS = 4, 5, 6, 7, 8 V)
As pointed out by Jenkins, in the case of identical (VGS, VDS) points where IDS values are
identical for two separate datasets (i.e. the IV curves cross), the device has roughly the same
channel temperature [28], [29]. Thus, the channel temperatures for measurements of the curves
with settings (A) and (C) are identical. The thermal resistance is obtained through use of (3) and
(4) and the power dissipated in the channel:

75 = 0.3454 Rth + 47
Rth = 81.06 ˚C/W
The match was checked at 45 degrees Celsius for three other bias points with a power
dissipation value of 0.345 W and found to be excellent, with the match within about +/- 5 mA at
all points.
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A,C
B

Figure 6.3. VGS = 8 V curves for (A) TA = 75 ˚C, Quiescent Point: VGS = 3.5 V, VDS = 0 V
(zero power dissipation) (solid line); (B) TA = 75 ˚C, Quiescent Point: VGS = 5 V, VDS = 5 V
(dotted line); and (C) TA = 47 ˚C, Quiescent Point: VGS = 5 V, VDS = 5 V (dashed lines,
indistinguishable from curve pertaining to setting (A))
Instead of adjusting the ambient temperature to provide a match between the curves, the
channel temperature can be changed by moving the quiescent bias point (and hence adjusting the
dissipated power). This second option to providing a match can also be used to extract a thermal
resistance value. The curve with the quiescent bias point of nonzero power dissipation is
measured at a fixed ambient temperature that is lower than the ambient temperature for the
measurement of the curve corresponding to the quiescent point of zero power dissipation. The
measurement used in the first part (from VGS = 3.5 V, VDS = 0 V) taken at 75 ˚C was again used
as the standard. The ambient temperature for measurement of the curve to be matched to the
standard was selected as 55 ˚C. A quiescent bias point of (VGS = 5 V, VDS = 5 V) was initially
used. The comparison of the VGS = 8 V curve resulting from this quiescent point to the standard
is shown in Figure 4. It can be seen that the chosen quiescent bias point results in a curve that is
too low, indicating that the channel temperature for this measurement is higher than the channel
temperature for the measurement chosen as the standard. To lower the channel temperature in an
effort to match the standard, a quiescent point of lower power dissipation was chosen.
Comparisons were performed until a match was obtained for the quiescent bias point (VGS = 5 V,
VDS = 4 V), as shown in Figure 5. The curves are nearly indistinguishable and appear as one
curve.
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Using measured current and voltage at the bias point as reported by the measurement data
file (VDS = 4.01563 V, IDS = 69.706 mA), the power dissipated was calculated using (3):

PD = VDS I DS = (4.01563)(0.069706) = 0.279914 W.
Thermal resistance was then calculated:

Rth =

T A1 − T A2
°C
75 − 55
.
=
= 75.87
PD
W
0.279914

Another similar experiment was performed: the ambient temperature was fixed at 55
˚C, while a matching curve was obtained by setting the quiescent bias point to VGS = 4 V, VDS =
11.5 V. The thermal resistance calculated from this experiment was

Rth = 71.45

°C
W

The average measured thermal resistance for a channel temperature of 75 ˚C is found to be 76.12
˚C/W.

Figure 6.4. Comparison of Pulsed IV (Pulse Length = 0.2, VGS = 8 V) Curves for Quiescent
Bias/Ambient Temperature Combinations (1)Top Curve: (VGS = 3.5 V, VDS = 0 V), 75 °C,
(2) Lower Curve: (VGS = 5 V, VDS = 5 V), 55 °C
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To examine the sensitivity of thermal resistance to temperature, two similar
measurements were performed for a channel temperature at 65 ˚C. A pulsed IV curve for VGS = 8
V was taken from a quiescent bias point of (VGS = 3.5 V, VDS = 0 V) with an ambient temperature
of 65 ˚C and used as the standard. A match was obtained for pulsed results from two different
quiescent bias points at an ambient temperature of 55 ˚C. For the quiescent point (VGS = 4 V, VDS
= 11 V), a thermal resistance of 81.079 ˚C/W was obtained, while for a quiescent bias point of
(VGS = 4.7 V, VDS = 3 V), a thermal resistance of 73.033 ˚C/W was measured. The results show
approximately the same level of variance as the results for the 75 ˚C channel temperature. The
average thermal resistance for a channel temperature of 65 ˚C is determined to be 77.056 ˚C/W.
This is less than 1 ˚C/W different from the average thermal resistance corresponding to a channel
temperature of 75 ˚C.

Figure 6.5. Comparison of Pulsed IV (Pulse Length = 0.2, VGS = 8 V) Curves for Quiescent
Bias/Ambient Temperature Combinations (1) Solid Curve: (VGS = 3.5 V, VDS = 0 V), 75 °C,
(2) Dashed Curve: (VGS = 5 V, VDS = 4 V), 55 °C.
The overall average measured thermal resistance is 75.69 ˚C/W. Because significant
variations are seen between thermal resistance measurements performed at identical channel
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temperatures, it is wise to take a large number of measurements and then average the results. It
will be shown in Chapter 7 that using the average result of 75.69 ˚C/W to thermally correct and
synthesize IV curves for the LDMOS device provides excellent results.
6.3. Thermal Resistance Measurement Using Jenkins Method
The thermal resistance value measured in the previous section was verified through use
of a method developed by Jenkins [28]. In this method, static and pulsed IV curve crossings are
examined for different temperatures. Using the estimation that the curves have identical channel
temperatures at crossing points, a plot comparing the power dissipated in the static IV curves at
the curve crossings and the channel temperature (determined by the temperature of the pulsed IV
curves at the crossing point) can be constructed. A line is fit to the points with the intercept
forced to be at 25 ˚C. The slope of this line is the thermal resistance, which describes the change
in channel temperature for a change in power dissipation. In this experiment, a static IV
measurement was performed at TA = 25 ˚C, along with pulsed IV measurements at 85 ˚C, 105 ˚C,
125 ˚C, 145 ˚C, and 165 ˚C, with the results for VGS = 8 V shown in Figure 6.6. The plot of
channel temperature versus power dissipation generated from the VGS = 7 V and VGS = 8 V
crossing points is displayed in Figure 6.7, with each measured point shown as an X. The line
which best fits this data is concluded to be the line

TC ( PD ) = 25 + 71.5PD .

(6.5)

The slope of this characteristic is the thermal resistance: 71.5 ˚C/W. This is close to the 75.7
˚C/W obtained from the method developed in this work.
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85 ˚C
165 ˚C

Figure 6.6. LDMOS Pulsed (85, 105, 125, 145, 165 ˚C, Quiescent Bias Point: VGS = 3.5 V,
VDS = 0 V, Dashed Lines) and Static (25 ˚C, Solid Line) IV Curves for VGS = 8 V

Figure 6.7. Channel Temperature Versus Power Dissipation Fit to Measured Points

6.4. Thermal Capacitance Measurement
In electrical circuits, capacitors are elements which store charge. In the thermal subcircuit, however, the thermal capacitance Cth represents heat storage [30]. To calculate thermal
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capacitance, the thermal time constant must be obtained [27]. In Chapter 5, the minimum thermal
time constant τThermal,min was found using the normalized difference unit. τThermal,min is the time
constant related to the cutoff frequency of the thermal effect and is thus the longest pulse length
for which no change due to thermal effects is seen. The time constant related to the capacitor is
defined by elementary circuit theory as the time required for 63.2 percent of the change due to
thermal effects to occur. This time constant is here denoted as τth and is defined in terms of the
thermal resistance and capacitance by (6.2). Because the method of plotting the NDU versus
pulse frequency or length shown in Chapter 4 essentially shows the change in the IV curves
versus time, the plot can be used to isolate τth.
As in Chapter 5, a static IV measurement and pulsed IV measurements (for all possible
pulse lengths available on the D225) were performed, with the quiescent bias point being the zero
power dissipation setting of VGS = 3.5 V, VDS = 0 V. The NDU was taken between pulsed IV
results of different pulse length and the static IV results and is shown as the solid line in Figure
6.8 (This is the same plot as shown in Figure 5.8). The dashed line is the NDU comparing pulsed
IV measurements for quiescent bias points of equal power dissipation, as in Chapter 5. The fact
that this line is very low indicates that the approximation that trapping effects are negligible is a
reasonable judgment.

Figure 6.8. NDU (Static Versus Pulsed: Solid Line, Equal Power Pulsed: Dotted Line,
Instrument Repeatability: Dashed Line) Versus Pulse Length for the LDMOSFET, with the
Estimated Thermal Effect Time Constant Indicated by an Arrow
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By definition, the thermal capacitance in the thermal circuit is the time for which the
temperature reaches 63.2 percent of its final value. If the NDU could be used to measure this
time constant, then a standard measurement method could be established for thermal capacitance.
If the change in NDU after a power dissipation step (the situation occurring in pulsed IV
measurement) can be related to the change in the channel temperature, then a formula can be
derived to find the time constant from the NDU-versus-pulse length plot. This, in fact, can be
performed by using a Taylor series approximation to derive current as a function of channel
temperature and then writing the NDU at the time constant in terms of the initial and final current
values at all (VGS, VDS) points of measurement.
In Appendix A, the differential equation governing the thermal circuit operation is solved
to give the following solution for the channel temperature as a function of time after the step in
PD (where the value of PD before the step is zero):

TC (t ) = T A + Rth PD (1 − e − t / RthCth ) .

(6.6)

The equation can be restructured as follows:

T C (t ) = R th PD + T A + [T A − ( R th PD + T A ) ]e − t / Rth C th .

(6.7)

Let

T∞ = Rth PD + T A

(6.8)

be the steady state temperature, and

T0 = T A ,

(6.9)

the temperature at t = 0. Then (6.7) can be rewritten as

TC (t ) = T∞ + (T0 − T∞ )e − t / τ th ,

(6.10)

where the definition of τth is given in (6.2). At t = τth, the channel temperature is given by

TC (τ th ) = T∞ + (T0 − T∞ )e −1 .

(6.11)

Rearranging gives

TC (τ th ) − T∞ = (T0 − T∞ )e −1

(6.12)

But (T0 - T∞) is the complete change in temperature from the time the pulse is applied until steady
state is reached. The left hand side of the equation represents the change from in temperature
from the time constant to steady state. Thus the change from the time constant to steady state is
e-1, or 0.368, of the complete temperature change, implying that the change in temperature from t
= 0 to the time constant is (1-e-1), or 0.632 of the complete temperature change.
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Since information has been obtained about the time variation of temperature in response
to a step in power dissipation, the next step is to relate the time variation of the current to the time
variation of the temperature. Generalizing the results presented by Abernathy, Neidert, and Scott
for a MESFET and by Sunde et. al for a MOSFET provides the relationship between drain
currents at two different Kelvin channel temperatures:
a

I DS (TC1 )  TC 2 
 ,
=
I DS (TC 2 )  TC1 

(6.13)

where a is a constant that is dependent upon the doping concentration and the intrinsic material
[6], [30], [31]. From Figure 6.3, it is evident that IDS is a decreasing function of temperature.
Therefore, a must be positive in (6.13). Streetman states that mobility is typically proportional to
T-3/2 [7], while Abernathy gives α values ranging from 2.02 to 0.47 for n-type GaAs. The average
value of a listed by Abernathy for eleven doping concentrations of GaAs is 1.17 [9]. Thus a is
likely a fairly small negative number in the case of a GaAs MESFET. For MOSFET devices,
Sedra and Smith indicate that increasing the temperature results in a decrease in IDS [32]. Here it
is assumed that (6.13) can be reasonably applied to the LDMOSFET device with some unknown
a.
From (6.13), it is possible to give IDS as a function of channel temperature:

K

I DS (TC ) =

TC

a

,

(6.14)

where K is a constant. Approximating the IDS(TC) function as a Taylor series centered at TC = T∞
(the steady-state temperature) results in the following:

I DS (TC ) = I DS (T∞ ) +

dI DS (T∞ ) 1 d 2 I DS (T∞ )
+
+ ...
2! dTC 2
dTC

(6.15)

Computing the value of the function and the derivatives at TC = T∞ from (6.14) gives

I DS (T∞ ) =

K
a
T∞

(6.16)

∂I DS (T∞ )
aK
= − a +1
∂TC
T∞
∂ 2 I DS (T∞ )
∂TC

2

=

(6.17)

a(a + 1) K
T∞

(6.18)

a+2
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Inserting these results into (6.15) provides

I DS (TC ) =

K
T∞

a

−

aK
T∞

a +1

(TC − T∞ ) +

a (a + 1) K
(TC − T∞ ) 2 + ...
2(T∞ ) a + 2

(6.19)

Because the temperature values are in Kelvins, the denominator of the second term will be very
large (near 300a+2 for most measurements of interest). a is a small positive integer value for FET
devices, so the exponent in the denominator is likely to cause the value of T∞a+2 to be much larger
than the difference (TC - T∞)2. In addition, the difference in TC and T∞ is expected to be no
greater than 100 K for most of the problems encountered, so the denominator will massively
outweight the numerator. This scenario becomes more exaggerated as the order of the terms
increases, so it is concluded that the second and higher order terms can be ignored in the
approximation, giving

I DS (TC ) ≈

K
T∞

a

−

aK
T∞

a +1

(TC − T∞ )

(6.20)

Substituting the value of TC(t) from (6.10) into (6.20) gives

I DS (t ) =

K
aK
− a +1 (T0 − T∞ )e− t / τ th
T∞ T∞

(6.21)

Define the constants

A=

K
,
T∞

B=−

(6.22)

aK
T∞

a +1

(T0 − T∞ ) ,

(6.23)

and (6.21) becomes

I DS (t ) = A + Be −t / τ th ,

(6.24)

which has the same form as (6.10) and relates current to the thermal time constant. In this case, A
is the steady-state value of IDS and A + B is the value of IDS at t = 0. Define

I DS 1 = I DS (t = 0) = A + B ,

(6.25)

I DS 2 = I DS (t = τ th ) = A + Be −1 ,

(6.26)

I DS 3 = I DS (t → ∞) = A .

(6.27)

I DS (t ) = I DS 3 + ( I DS1 − I DS 3 )e − t / τ th .

(6.28)

Then (6.24) becomes
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IDS2 is then defined in terms of IDS1 and IDS3 as

I DS 2 = I DS 3 + ( I DS1 − I DS 3 )e −1 .

(6.29)

Rearranging gives

I DS 2 − I DS 3 = ( I DS 1 − I DS 3 )e −1 ,

(6.30)

which indicates that the change in current between t = τth and t = ∞ is e-1 (or 0.368) times the
overall change that occurs between t = 0 and t = ∞, and that the change occurring between t = 0
and t = τth is 0.632 times the overall change. This is exactly the result achieved for temperature.
Thus the change in the current can be used to exactly measure the change in temperature (the
thermal time constant τth also serves as the current time constant).
It still remains to be shown that the NDU can be used to measure the current time
constant (which is the thermal time constant τth). While the discussion up to this point has
assumed all values of IDS pertain to one setting of (VGS, VDS), the NDU calculation involves IDS
values at multiple (VGS, VDS) points. Thus, a subscript i can be added to the equations (6.28)
through (6.30) to indicate the value of IDS at the ith (VGS, VDS) point. (6.29) is restated in this
form as follows:

I DS 2i = I DS 3i + ( I DS 1i − I DS 3i )e −1

(6.31)

IDS3i represents the IDS value at the ith (VGS, VDS) point at the shortest pulse length available and is
used to estimate the current value immediately after the PD step is applied. IDS1i is the current
value as time approaches infinity; in this case it simply is the IDS value measured by static IV at
the ith data point. It is assumed that as time goes to infinity (steady-state conditions), the pulsed
IV results approach the static IV results. IDS2i represents the drain-source current for a pulse
length equal to the thermal time constant τth. Three NDU values can be computed to allow the
necessary derivation. The NDU between the data sets IDS1 and IDS3 (the NDU comparing the
pulsed IV data for the shortest pulse length available and the static IV data) is here denoted by
NDU1,3 and found by use of (4.6) and (4.7) to be

NDU 1,3 =

1
N

I DS1i − I DS 3i

N

∑
i =1

1
2N

N

∑ (I
j =1

DS 1 j

which can be rearranged to the following:
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+ I DS 3 j )

,

(6.32)

N

2∑ I DS1i − I DS 3i

NDU 1,3 =

i =1

∑ (I
N

j =1

DS 1 j

+ I DS 3 j )

.

(6.33)

The NDU comparing the datasets IDS2 (the IV data at a time t = τth after application of the step)
and IDS3 (the static IV data or data as t approaches infinity after the step) is here denoted by
NDU2,3 and given as follows:

1
N

NDU 2,3 =

I DS 2i − I DS 3i

N

∑

1
2N

i =1

N

∑ (I
j =1

DS 2 j

,

(6.34)

+ I DS 3 j )

or
N

NDU 2,3 =

2∑ I DS 2i − I DS 3i
i =1

∑ (I
N

j =1

DS 2 j

+ I DS 3 j )

.

(6.35)

If NDU2,3 can be found, the pulse length for which the NDU plot takes this value can be identified
as the time constant. The goal is to write NDU2,3 in terms of the data values from IDS1 and IDS3 so
that it can be computed from the short-pulsed IV (IDS1) and static IV (IDS2) data. Furthermore, it
would be optimal if NDU2,3 could be expressed in terms of NDU1,3, as it would allow NDU2,3 to
be more easily calculated. Proceeding in this direction, (6.29) is used to give the following:
N

NDU 2,3 =

2∑ I DS 3i + ( I DS1i − I DS 3i )e −1 − I DS 3i
i =1

∑ (I
N

j =1

−1

DS 3 j

+ ( I DS1 j − I DS 3 j )e + I DS 3 j

)

,

(6.36)

which simplifies to
N

NDU 2,3 =

2∑ e −1 ( I DS 1i − I DS 3i )
i =1

∑ [e
N

j =1

−1

I DS1 j + (2 − e −1 ) I DS 3 j

]

.

(6.37)

(6.37) is a formula allowing computation of the NDU at the thermal time constant from the static
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IV data and pulsed IV data for the shortest pulse length available. This can be computed by a
computer package using the data from the IV measurements. For the LDMOSFET analyzed in
the experiment, the value of NDU2,3 was found to be 0.0848 using this method.
In continuing the attempt to find NDU2,3 in terms of NDU1,3, it is possible to express
NDU2,3 as
N

2∑ e −1 ( I DS 1i − I DS 3i )

NDU 2,3 =

i =1

N

∑ (I
j =1

.

N

DS 1 j

(6.38)

+ I DS 3 j ) − (1 − e −1 )∑ ( I DS 1 j − I DS 3 j )
j =1

Dividing the top and bottom by
N

∑ (I
m =1

+ I DS 3m )

DS 1m

gives
N

e −1
NDU 2,3 =

2∑ ( I DS 1i − I DS 3i )
i =1
N

∑ (I
m =1

N

∑ (I
j =1

DS 1 j

+ I DS 3m )

DS 1m

(6.39)
N

+ I DS 3 j )
−1

− (1 − e )

N

∑ ( I DS1m + I DS 3m )

∑ (I
j =1

− I DS 3 j )

DS 1m

+ I DS 3m )

N

∑ (I

m =1

DS 1 j

m =1

To proceed, it is helpful to make the reasonable assumption that
N

∑ (I
j =1

DS 1 j

+ I DS 3 j ) > 0 .

(6.40)

Using this assumption allows the first term in the denominator to become 1. Furthermore, the
term in the numerator is equal to e-1 NDU1, 3. The result is

NDU 2,3 =

e −1 NDU 1,3
N

1 − (1 − e −1 )

∑ (I
j =1

DS 1 j

− I DS 3 j )

DS 1m

+ I DS 3m )

N

∑ (I
m =1

.
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(6.41)

The second term has a form similar to that of NDU1,3, but its numerator does not have an
absolute value sign included inside the summation. To include this absolute value sign for each
term in the summation would require IDS1j > IDS3j for all values of j from 1 to N, equivalent to
stating that the pulsed IV current values must be greater than the static IV current values for the
entire measurement area. From an examination of Figure 6.2, the upper three pulsed IV curves
are higher than the corresponding static IV curves, but in the lower two curves, the pulsed IV
curves dip below the corresponding static IV results in some places. While this dip is only slight
and may be small enough that the assumption could still provide accurate results, it should be
realized that the next step is a result of an assumption that needs to be made after taking the IV
characteristics of the particular device under examination into consideration. For the LDMOS
device, making the simplifying (but not completely true) assumption that IDS1j > IDS3j for all
integer values of j from 1 to N gives

e −1 NDU 1,3

NDU 2,3 =

,

(6.42)

N

1
1 − (1 − e −1 )
2

2∑ I DS 1 j − I DS 3 j
j =1

N

∑ (I
m =1

DS 1m

+ I DS 3m )

leading to the much-anticipated result that

NDU 2,3 =

e −1 NDU 1,3
1
1 − (1 − e −1 ) NDU 1,3
2

.

(6.43)

While (6.43) results from an assumption that does not hold in all cases, its use is desired if
possible because it does not require use of all the data points from the static and short-pulse IV
measurements, but only the NDU between the short-pulse and static IV results. Because NDU1,3
for the LDMOSFET is 0.216 (from Figure 6.8 at a pulse length of 10-7 seconds, (6.43) becomes

NDU 2,3

e −1 (0.216)
=
= 0.0852
1
−1
1 − (1 − e )0.216
2

Comparing to the value NDU2,3 = 0.0848 calculated without the approximation in (6.37), it seems
that the difference in results by using the approximation is minimal and that the use of the
approximation in this case is acceptable. This can be justified by noticing that the difference
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between the approximated and exact NDU2,3 results is comparable in magnitude to the
repeatability “noise floor” NDU values presented in Chapter 4.
From the above discussion, the thermal time constant τth is the pulse length at which the
NDU value reaches NDU2,3 = 0.0848. From Figure 6.8, it can be seen that the pulse length for
which the NDU has a value of 0.0848 is τth = 0.697 µs (labeled with an arrow in Figure 6.8). It is
at this time that 68.2 percent of the change in temperature has been achieved. From (2), the
estimated thermal capacitance is

C th =

τ th
Rth

=

W sec
0.697 x10 −3
= 9.20 x10 −6
.
°C
75.69

The result is of the same order of magnitude as the value of thermal capacitance extracted by
Yang et. al. for a Si LDMOSFET (Cth = 35.5 x 10-6 W-sec/˚C) [26].
The cutoff frequency can also be calculated from the thermal time constant by using the
following result from Appendix A:

f cth =
f cth =

1

(6.44)

2πτ th

1
= 228 Hz
2π (0.697 x10 −3 )

Thus, it is concluded that for frequencies below 228 Hz, the channel temperature will be
dependent upon the power dissipated at the signal location; however, for frequencies above 228
Hz, the channel temperature will be dependent on the power dissipated at the quiescent bias point.
At this point, it is instructive to consider differences in the above derivation for a bipolar
device. For bipolar junction devices, ICE increases with increasing temperature. Thus a in (6.13)
and (6.14) is negative, assuming this functional form is applicable. The exponent of T∞ decreases
by 1 for each term, so it will eventually become sufficiently negative (likely by the third term) to
allow the higher-order terms to be removed. The linear approximation should still be reasonable.
Finally, the approximation leading to (6.42) would be changed to state that IDS3j < IDS1j for all j
from 1 to N. This results in

I DS 1i − I DS 3i ≈ − I DS1i − I DS 3i .

(6.45)

This would give the following approximation for BJT devices instead of (6.43):

NDU 2,3 =

e −1 NDU 1,3
1
1 + (1 − e −1 ) NDU 1,3
2
78

(6.46)

6.5. Chapter Summary
It is shown that the thermal resistance and capacitance can be extracted through pulsed IV
measurements in conjunction with analysis by the normalized difference unit. The adjustment of
the ambient temperature to compensate for self-heating at the nonzero power-dissipation
quiescent bias point is a simple operation and allows the determination of channel temperature,
which can be used to find thermal resistance. This type of curve matching should lend itself well
to minimization of a numerical metric such as the NDU. The use of a NDU-versus-pulse-length
plot to measure the thermal time constant is mathematically justified. The time constant can be
used to calculate the thermal capacitance and the thermal cutoff frequency. The ability to
measure the time constant is critical because it allows a frequency dependence to be added to the
thermal circuit. Electrothermal models containing a thermal subcircuit are advantageous over
models based on only static DC IV or pulsed IV measurements in that they can simultaneously
predict IV behavior at radio frequencies, low-frequency components, and DC. In addition,
measurement of these parameters allows the generation of thermally corrected IV results when
pulsed IV measurement is not available, as discussed in the next chapter.
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CHAPTER 7: THERMAL CORRECTION OF IV CURVES
In Chapter 6 it was shown how approximate thermal resistance and capacitance values
can be measured using pulsed IV measurements for devices with predominantly thermal effects.
This chapter helps to verify the Chapter 6 thermal resistance results by showing that static IV
characteristics can be thermally corrected to provide high-frequency results for a given quiescent
bias point if the thermal resistance is known. This method is presently applicable for devices in
which trapping effects are negligible. Because trapping effects do not exhibit the same
dependences as temperature, the trapping effects most likely would not allow the procedures
mentioned here to produce accurate results. These thermal correction methods may assist in
cases where a pulsed IV measurement system is not readily available, but the thermal resistance
of the device is known. One situation in which this method should prove particularly helpful is in
the measurement of large transistors with ranges of current and voltage for which pulsed IV test
systems are not readily available in a laboratory. It is likely that the results presented in this
chapter can be easily extended to allow thermal correction of multiple-bias S-parameter
measurements used in the creation of a nonlinear model.
7.1. Temperature Dependence of IV Results
The well-known equation giving channel temperature in terms of ambient temperature,
thermal resistance, and power dissipated in the device can be used in the IV curve correction
process known as thermal de-embedding. In static IV measurement, self heating occurs at each
point on the trace. In short-pulse IV measurement, the self-heating is dependent on the quiescent
bias point [2]. For pulsed IV measurements where no power is dissipated at the quiescent bias
point (VDS or ID is zero), the channel temperature is simply equal to the ambient temperature.
Using these considerations, a knowledge of thermal resistance allows the channel temperature to
be ascertained for each (VGS, VDS) point in a static IV measurement. Using the approximation
taken by Winson for many of the model parameters [34], it is assumed that IDS is a linear function
of temperature,

I DS (TC ) = mTC + b ,
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(7.1)

where m and b are the slope and intercept of the line, respectively, the value of IDS can be
corrected at each measured point to represent a different channel temperature. As previously
stated, thermal characteristics in RF operations are dependent on the quiescent bias point; hence,
each quiescent point exhibits its own set of RF IV and S-parameter characteristics [2]. Creating
IDS as a function of channel temperature by polynomial expansion (here a 2-term polynomial is
used, but the coefficients of a higher order polynomial can be extracted if measurements at
additional temperatures are made) allows correction to the thermal conditions given by any
quiescent bias point; an important step for RF prediction.
7.2. Thermal Correction of Static IV Curves
For the 1 Watt LDMOSFET cell measured in Chapter 6, a thermal resistance value of
75.69 ˚C/W was extracted. This value of thermal resistance was used to synthesize the IV curves
displayed in this chapter. The thermally corrected curves displayed in this chapter serve as
somewhat of a check for the thermal resistance result obtained in the previous chapter.
First, the coefficients of the first-order polynomial (linear) approximation were extracted
from static IV data taken at ambient temperatures TA1 = 25 ˚C and TA2 = 85 ˚C, chosen to provide
channel temperatures at the extremes of the range of interest. The linear approximation was then
performed by Mathcad™ [35], which extracted the coefficients m and b from (7.1) for each (VGS,
VDS) point used in the measurement. The static IV curves at these two temperatures are shown in
Figure 7.1. It is evident that the curves taken at lower temperatures are lower for the upper three
curves. A slight rise in the lower two curves is observed for the increase in temperature.
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Figure 7.1. LDMOSFET Static IV Curves (VGS = 4, 5, 6, 7, 8 V) at TA1 = 25 ˚C (Solid Lines)
and TA2 = 85 ˚C (Dashed Lines)
After extraction of the IDS(TC) characteristic from these results, the static IV results which
are to be corrected can be measured and input into the Mathcad™ worksheet for correction. In
this case, the data to be corrected is a set of static IV curves taken with an ambient temperature of
75 ˚C. First, these curves are corrected to a quiescent bias point of zero power dissipation
(meaning that the channel temperature is equal to the ambient temperature) at TA = 75 ˚C. The
corrected curves are shown with the initial static IV results in Figure 2 and with measured pulsed
IV results taken from a quiescent point of VGS = 3.5 V, VDS = 0 V (zero power dissipation) in
Figure 7.3. Some ripple can be noticed in the corrected IV results; this is due to the fact that the
IDS(TC) approximating function is calculated for each (VGS, VDS) point. As this may cause errors
in parameter extraction (gds, for example), it may be desired to alter the curves with a smoothing
function for improved results. The fit of the curves compared in Figure 7.3 is excellent; the
normalized difference unit (NDU) between the corrected static IV results and the pulsed IV
results is a mere 0.017, improved from 0.102 for the uncorrected results (Figure 7.2).
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As an

idea of the correction accuracy, it was shown in Chapter 2 that repeatability error may cause
NDU values as high as 0.013 between “identical” pulsed IV measurements.

X

Figure 7.2. Uncorrected Static IV Curves (Solid Lines) and Corrected IV Curves for Zero
Power Dissipation Quiescent Bias Point (Dashed Lines)
The next step in the thermal correction process is to synthesize the RF IV results for a
given quiescent bias point of nonzero power dissipation. As a first example, the curves are
corrected to the quiescent bias point VGS = 5 V, VDS = 5 V for TA = 75 ˚C . To correct the curves
to this point, the channel temperature is calculated using (1), with the value of PD calculated by
the VDSID product at the quiescent bias point. The power dissipated at this quiescent bias point is
353.mW. The measured pulsed IV curves and the corrected static IV curves for this quiescent
bias point are shown in Figure 7.4. The NDU of 0.015 (once again, just above the repeatability
NDU for the instrument) between these results shows that the process results in an accurate
match.
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X

Figure 7.3. LDMOS Thermally Corrected (Solid Lines) and Pulsed (Dashed Lines) IV
Results for Quiescent Bias Point of Zero Power Dissipation
The curves were also corrected to give RF IV results corresponding to a second quiescent
bias point with a higher value of power dissipation: VGS = 6 V, VDS = 10 V. In addition, the
ambient temperature of the corrected IV curves was set to be 45 ˚C. The power dissipated at the
quiescent bias point in this case is 1534 mW. In Figure 7.4, the corrected static IV results are
compared to the pulsed IV measurement taken for the same quiescent bias point and ambient
temperature. The NDU for this comparison is approximately 0.030, showing an error that is more
significant but still small.
It is proposed that a similar modification could be made to a multiple-bias small signal Sparameter measurement to obtain large signal S-parameters with thermal effects dependent only
on the quiescent bias point. At each frequency, for each bias point, the [S] matrix could be
modified to exhibit the correct temperature characteristics. First, it is necessary to assume that
each S-parameter is a function of channel temperature and extracting a polynomial (it is possible
that a linear approximation is sufficient) for S11, S12, S21, and S22. Finally, [S] could then be
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corrected at bias point and frequency by finding the values at the channel temperature that is
calculated using the quiescent power dissipation.

X

Figure 7.4. Corrected Static IV (Solid Lines) and Pulsed IV (Dashed Lines) Results for
Quiescent Bias Point VGS = 5 V, VDS = 5 V (Labeled with an X) at TA = 75 ˚C
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X

Figure 7.5. Corrected Static IV (Solid Lines) and Pulsed IV (Dashed Lines) Results for
Quiescent Bias Point VGS = 6 V, VDS = 10 V (Labeled with an X) at TA = 45 ˚C
The results of this experiment are important in that they show that the correct IV
characteristics for a device with dominant thermal effects can be synthesized from static IV
results at multiple temperatures if the thermal resistance is known. This allows thermally
corrected results to be generated without the use of pulsed IV measurements. In addition, it
intuitively leads to a method in which large-signal S-parameters might be corrected for some
devices where trapping effects are minimal without the purchase or setup of a pulsed S-parameter
system. The ability to measure at different temperatures and a knowledge of the thermal
resistance is all that is required to implement these procedures using a traditional IV analyzer
(and/or network analyzer).
In many cases, devices may have a normal operating range that is too large to be
measured by readily available pulsed IV analyzers. However, the thermal resistance could be
measured using the method of Chapter 6 in a region that is accessible with an available pulsed IV
analyzer. The static IV curves could then be taken over the full operating range by a traditional
static DC IV methods and converted to the desired thermally corrected “RF IV” results using the
thermal correction procedure presented in this chapter.
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In many cases, the thermal resistance is not constant for a device over the range of
measurement, but is a function of power dissipated and ambient temperature [36]. This issue may
be addressed by measuring the thermal resistance at various conditions and then using a thermal
resistance matrix to describe the temperature power relation for several regions in the plane, as
proposed by Maas [10].
The methods discussed above are applicable for devices with minimal or no trapping
effects. Quarch and Collantes address the application of electrothermal models to devices with
traps by including additional circuitry in the main circuit of the transistor model to describe a
back-charge effect on the gate [37]. Direct extraction of the trap circuit parameters in addition to
the thermal sub-circuit for high-trapping devices is an interesting application for future study
7.3. Chapter Summary
The thermal resistance value found through the experimental method presented in
Chapter 6 was used to thermally correct IV curves to possess the characteristics of a particular
quiescent bias point and ambient temperature. While a linear approximation of the IDS(TC)
characteristic was used, the results compared excellently with measured pulsed IV results for
three examples. The ability to synthesize accurate RF IV results from traditionally measured
static IV data allows devices with (VDS, VGS) ranges that are too large for pulsed IV measurement
to be accurately characterized for RF performance. The thermal resistance can be measured in a
low-power area of the device’s operating range with a pulsed IV analyzer. Static IV curves are
then measured with an IV analyzer possessing higher power capabilities and corrected using the
thermal resistance value and the quiescent conditions.
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CHAPTER 8: CONCLUSIONS AND RECOMMENDATIONS
This thesis has explored applications of IV measurements taken under short pulsed
conditions to non-linear modeling of radio frequency (RF) and microwave transistors. A key
contribution is the proposal of a new metric for comparing sets of IV curves called the normalized
difference unit (NDU). It has been shown herein that pulsed IV measurements can be used in
various ways to explore minimum time constants for thermal and electronic trapping processes
within different types of transistors. This study included a revealing analysis of devices for which
trapping effects were clearly present in compound semiconductor MESFETs and HEMTs, and
devices for which thermal effects were the dominant difference between pulsed and static IV
results, as in the case of silicon LDMOSFET and SiGe HBT devices considered. This latter class
of devices was used in a case study to demonstrate new and very practical methods for
determining eletrothermal models for transistors and to use the models to thermally correct IV
results. These contributions should be useful to engineers involved with modeling of microwave
transistors who seek ways to best utilize pulsed and static IV measurements for better
understanding of the devices they are trying to model and for extracting valid electrothermal nonlinear models for these transistors.
An examination of pulsed IV waveforms in the time domain has revealed some
interesting features and improved understanding about the pulsed IV measurement itself. First, it
is imperative that the quiescent bias point be set for a time long enough for the processes in the
device to reach steady state before pulsing is begun. Second, it is important to use a pulse length
and pulse separation for IV measurement that allow the process conditions to remain in steadystate at the quiescent bias point. Finally, it is seen that while bias tees may be able to increase the
stability of the device, the inductive response of the tee affects the shape of the pulse. However,
the measurement result should remain acceptable as long as the LR discharge reaches its final
value before the measurement is taken at the end of the pulse. This was shown to be a valid
hypothesis through examination of the IV plots taken from different pulse lengths along with a
time-domain representation of the pulsed waveforms taken through a set of commercial bias tees.
While the minimum pulse length that can be used while obtaining results that are unaffected by
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the bias tees may be large in some cases, pulsed IV measurements through bias tees can still
provide a significant improvement over static IV results for devices whose thermal or trapping
minimum time constants are larger than the minimum pulse width that can be utilized through the
bias tee. An understanding of how to validate this minimum pulse width may provide the ability
to design custom bias tees to allow pulsed IV measurement while providing device stability for
particular devices. This would also allow design of bias tees for a system that could perform
pulsed IV and pulsed S-parameter measurements with the same setup.
The aforementioned NDU has been shown to be a metric that can be used in a number of
situations to express IV curve differences. It can be used to compare pulsed and static IV results,
pulsed IV results for different quiescent bias points, and measured and modeled results.
Furthermore, the NDU can be computed to compare measurements taken with identical settings
on an IV analyzer to compute the “noise floor” for measurement repeatability. Computing the
repeatability basis allows real differences to be distinguished from variations due to measurement
non-repeatability. The NDU can also be used as a method of comparing the repeatability of
different instruments. While two instruments were compared in the test shown in this work,
multiple instruments could be compared under similar conditions and a conclusion could be
drawn regarding which instrument has the most optimal repeatability. Another very interesting
application of the NDU is the isolation of processes and the determination of the maximum pulse
length that can be used without contamination of the results from these processes. A comparison
of static and pulsed IV data is a method through which certain frequency-dependent IV effects
present in a device can be extracted. Because thermal effects are not dependent upon individual
bias point voltages but on power dissipation, a comparison of two sets of pulsed IV data taken
from quiescent bias points of equal power dissipation can be used to determine which effects are
bias-dependent trapping effects. The remaining effects are concluded to be thermal. The results
of the extraction for four different types of transistors were consistent with the expectations. It
was found that the GaAs MESFET contains a large amount of both trapping and thermal effects.
The SiGe HBT and Si LDMOSFET showed results that indicated the presence of dominant
thermal effects. The measurement of the GaN HEMT was consistent with the expectations for
wide bandgap semiconductor devices: a large amount of trapping was revealed.
It should be mentioned that the actual process time constants may not be discernable by
this NDU analysis for devices which have multiple effects. However, it is concluded that the
minimum effect time constant, which is the largest pulse length that is uncontaminated by the
effect, can be estimated by this analysis.
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Many models include a means to represent temperature dependence in an effort to take
self-heating effects into account. These electrothermal models contain a thermal subcircuit that
can be used to correct certain model parameters according to the channel temperature. It was
shown that the thermal circuit parameters can be estimated through use of the NDU and pulsed IV
measurements for devices with negligible trapping effects. The thermal resistance results
measured using a proposed method which uses only pulsed IV measurements compared well to
the value extracted using a method proposed in the literature [28].
It was shown mathematically that the NDU can be used to measure the thermal time
constant for devices with a single dominant thermal effect, such as the LDMOSFET used in this
experiment. After finding the time constant the cutoff frequency of the thermal effect was
computed. Using the thermal resistance and the time constant, the thermal capacitance was also
computed.
Finally, the thermal resistance measurement results shown in Chapter 6 were shown to be
quite accurate by thermally correcting static IV results. It was shown that accurate RF IV
characteristics for several quiescent bias points can be synthesized from static IV measurements
taken at multiple temperatures using the thermal resistance. It is likely that this routine could be
implemented in a marketable software program. The derivation of a thermal equivalent circuit
representing a device with multiple time constants may be the next step in obtaining the ability to
synthesize accurate RF IV curves for devices with multiple thermal effects [37]. In addition, the
widespread use of wide-bandgap semiconductors in power amplifiers for base stations increases
the demand for finding a way to synthesize RF IV curves for devices with trapping effects. The
ideal end to this pursuit would be the creation of an electrodynamic model (which takes both
thermal and trapping effects into account) which has parameters that are directly measurable and
that can be used to correct DC IV results for both thermal and trapping effects.
Several possibilities for further study have arisen from this work. Following this initial
study of the quiescent bias dependence of IV results, successful integration of the bias
dependence of IV results and large signal S-parameters into nonlinear models would help to
enable the practical use of the results. In addition, a consistent means of modeling trap effects
similar to the electrothermal modeling method and a procedure to extract the trap parameters
would be helpful in allowing correction of the IV curves of devices with both thermal and
trapping effects. The results of the exploration in this work into various methods of IV analysis
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and synthesis should provide a starting point toward the development of a method of obtaining
accurate IV and large-signal S-parameter measurement results for obtaining microwave nonlinear
transistor models.
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Appendix A: The Frequency Dependence of Transistor Channel Temperature
In Chapter 7, it is explained how the thermal time constant can be estimated through use of
the normalized difference unit (NDU) and pulsed IV measurements. In this Appendix, the
Fourier transform is used with linear system analysis techniques to give an indication of the
frequency dependence of channel temperature in a transistor. The objective is to highlight
inferences that can be made about the frequency dependence of temperature from the timedomain response to a step in channel temperature. The reason for this analysis is to provide a
framework for the use of thermal circuit techniques in providing a channel temperature frequency
dependence for nonlinear transistor models.
Figure 6.1 shows the thermal circuit used in many electrothermal models [26], [27]. The
thermal resistance can be measured through pulsed IV techniques, while the capacitance can be
extracted by approximating the time constant from a transient response. From circuit analysis,
the thermal time constant is given by

τ th = Rth C th

(A.1)

A knowledge of the resistance and time constant thus allows the capacitance to be found.
The theory behind finding the time constant, and the construction of the frequency
response through time-domain step response measurement techniques is explained in this
Appendix. Pulsed IV measurement can be considered as a sampling of the step response at each
(VGS, VDS) point at a value of time which is equal to the pulse length. It should be remembered
that channel temperature is the parameter examined, not voltage or current in this case. However,
the temperature is analyzed as a voltage in the thermal subcircuit. Because the thermal subcircuit
is a linear system, the Fourier techniques used in linear system analysis can be applied to the
thermal circuit. As shown in Chapter 6, the NDU can be used to measure the thermal time
constant τth.
A linear system receives an input f(t) and converts it to an output y(t), as shown in
Figure A.1 [39]. The impulse response of the system, h(t), is used to represent the device in the
time domain. The output y(t) is given by the convolution of the input with the impulse response:

y (t ) = f (t ) * h(t ) .

(A.2)

Figure A.1. System Overview [39]
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Appendix A (Continued)
The impulse response can be found by inputting an impulse to the system and viewing
the response. In this case, f(t) = δ(t) and y(t) = h(t). Another helpful tool for ascertaining the
impulse response of the system is to view the response to the unit step function u(t), which is
defined as

1, t ≥ 0
u (t ) = 
0, t < 0

(A.3)

[39]. The step response is here denoted as s(t) and is the response y(t) = s(t) to an excitation f(t) =
u(t) with the initial condition y(0) = 0 (the zero-state response). The step response is the integral
of the impulse response [40]:
t

s (t ) =

∫ h(k )dk

(A.4)

k = −∞

An equivalent expression to (4) is

s (t ) = ∫ h(t )dt + s (−∞)

(A.5)

Thus the value of s from its initial value is given by the indefinite integral of h(t), with
the constant of integration being the initial value of the step response. Because the system is
assumed to be in steady-state until the step is applied at t = 0+,

s (−∞) = s (0 − ) .

(A.6)

In considering sinusoidal excitation, the case in which the frequency, complex in general,
is strictly imaginary; that is, s = jω, the Fourier transform can be used to convert between the time
and frequency domain. In this case, the following time-frequency correlations are created
through use of the Fourier transform:
F
f (t ) →
F (ω )
F
h(t ) →
H (ω )
F
y (t ) →
Y (ω ) .

When working in the frequency domain, it is much simpler to analyze the response in
many cases due to the fact that the output can be found by multiplication instead of through
convolution [39]:

Y (ω ) = F (ω ) H (ω )

(A.7)

H(ω) is known as the frequency response of the system and is also called the “transfer function.”
97

Appendix A (Continued)
In analysis through the normalized difference unit, the step response of the thermal and/or
trap conditions to a step excitation is estimated through the NDU analysis of pulsed IV results at
different pulse lengths. The system variable is channel temperature for an analysis of thermal
effects. In trapping effects, a similar solution may be obtainable by considering trap occupancy
as the system variable; however, further research must be performed in the area to firmly reach
this conclusion. When a pulsed IV measurement is taken, the temperature or trap occupancy is
estimated through the overall current difference from a static (or other pulsed) IV measurement at
a particular time (the pulse length) after a step is applied. Thus, for each pulsed IV measurement
taken with a different pulse length, the temperature value at another time after application of a
step is estimated. The resultant plot is an estimation of the step response s(t).
The goal of this analysis is to be able to make an inference on the frequency response
H(ω) from the step response s(t). The method of attack is to solve (A.5) to find the impulse
response h(t) and then use Fourier transform techniques to get H(ω).
From circuit analysis, if PD (the dissipated power) is applied at t = 0+ and if the value of
PD is zero for t < 0, the thermal circuit in (1) can be described by the differential equation

dTC
TA
P
1
+
+ D .
TC =
dt
Rth C th
Rth C th C th

(A.8)

The complete solution to this equation is

TC = Rth PD (1 − e − t / Rth PD ) + T A .

(A.9)

How can this be placed into the system analogue? This is accomplished by letting TC - TA be the
system output y(t) and PD equal to the causal excitation f(t). This gives the step response

y (t ) = Rth (1 − e − t / RthCth ) f (t )u (t )

(A.10)

Assuming that the input is a unit step, the step response is obtained as

s (t ) = Rth (1 − e − t / τ th )u (t ) ,

(A.11)

where the thermal time constant τth is given by (A.1).
(A.11) is used in (A.5) to find the impulse response. The initial condition s(-∞) = 0 from
inspection of (A.11). Thus

s (t ) = ∫ h(t )dt

(A.12)

Rth (1 − e − t / τ th )u (t ) = ∫ h(t )dt

(A.13)
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Taking the derivative of both sides gives

h(t ) =
h(t ) =

d
( Rth − Rth e −t / τ th )u (t )
dt
Rth

τ th

(A.14)

e −t / τ th u (t )

(A.15)

A table of Fourier transforms [4] gives the transform pair
F
e − at u (t ) →

1
.
a + jω

(A.16)

Taking the Fourier transform of both sides of (15) gives

H (ω ) =

Rth
C th
1

τ th

.

(A.17)

+ jω

This gives the frequency response of the channel temperature. The system serves as a lowpass
filter with respect to temperature. Of interest is the frequency ω = 1/τth. At this frequency, (17)
becomes

 1
H 
 τ th

Rth
C th


 =
.
1
1

+ j

τ th

(A.18)

τ th

The magnitude of the frequency response is

 1
H 
 τ th


 =

 1

 τ th

Rth
C th
2

  1 
 +  
  τ th 

2

=

1
2

Rth2 C th =

1
2

H ( 0) .

(A.19)

This frequency, where the magnitude of the frequency response is 1/√2 times the magnitude in
the passband, is known as the thermal cutoff frequency:

ω cth =

1

τ th

.

(A.20)

Now that the temperature frequency response has been successfully found, the channel
temperature response to an arbitrary power dissipation excitation can be found. For example, if
the excitation is sinusoidal,
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f (t ) = PD (t ) = PD 0 sin ω1t

(A.21)

the Fourier transform of the input is

F (ω ) = PD (ω ) = jPD 0π [δ (ω − ω1 ) − δ (ω + ω1 )]

(A.22)

[39], yielding the channel temperature (as a function of frequency) given by

TC (ω ) = Y (ω ) = F (ω ) H (ω )

(A.23)

TC (ω ) = jPD 0π [δ (ω − ω1 ) − δ (ω + ω1 )]

Rth
C th
1

τ th

(A.24)

+ jω

This development shows that a temperature-versus-frequency characteristic can be
developed if an accurate method of channel temperature measurement is available. Two
assumptions are necessary to use the normalized difference unit (NDU) comparing pulsed and
static IV curves as a measure of channel temperature. The first is that the current IDS (or ICE) is a
linear function of temperature, a seemingly reasonable approximation [33]. The second is that the
normalized difference unit is linear with respect to the pulsed IV current used in the comparison.
This assumption is not as good but may be reasonable if the difference in the sets of IV curves
being compared is small compared to the current values. This may be reasonable if the NDU
value is less than 0.2.
The thermal subcircuit used in many models to approximate channel temperature as a
function of frequency provides the ability to ascertain the channel temperature of a device as a
function of frequency. This is important because it could provides for computer generation of
thermally accurate IV or large-signal S-parameter results pertaining to a given frequency from
typical DC-IV and multiple-bias S-parameter data, which may not be taken under thermal
conditions appropriate to large-signal operation. The mathematical, system-based development
presented above sets a foundation for such activities and provides boundaries for making
inferences on frequency-dependent behavior from a time-domain analysis. If channel
temperature can be approximately measured by NDU analysis, then a plot of channel temperature
versus frequency can be estimated.
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Appendix B: Accent Dynamic i(V) Analyzer Specifications
Three models of the Dynamic i(V) Analyzer (DiVA), manufactured by Accent Optical
Technologies, were used in the completion of this work: models D210, D225, and D265. The
specifications for each of these models is provided in Tables B.1 through B.6, as taken from the
Dynamic i(V) User Manual [13].
Table B.1. Accent DiVA 210 Specifications [13]
Pulse Duration
Gate Port

100 ns to 1 ms

Pulse
Separation
500 µs to 1 s

Drain Port

100 ns to 1 ms

500 µs to 1 s

Voltage Range

Current Range

-10 V to + 10 V

0 to 180 mA

-10 V to + 10 V

0 to 0.5 A

Table B.2. Current-Dependent Specifications for Accent DiVA 210 [13]
Drain Current Limit
Less than 50 mA
Greater than 50 mA

Gate Output
Impedance
50 Ω
50 Ω

Gate Current
Resolution
+/- 0.2 mA
+/-0.2 mA

Drain Output
Impedance
100 Ω
10 Ω

Drain Current
Resolution
+/- 0.1 mA
+/- 1 mA

Table B.3. Accent DiVA 225 Specifications [13]
Pulse Duration
Gate Port

100 ns to 1 ms

Pulse
Separation
500 µs to 1 s

Drain Port

100 ns to 1 ms

500 µs to 1 s

Voltage Range

Current Range

-15 V to + 10 V

0 to 180 mA

0 V to +25 V

0 to 1 A

Table B.4. Current-Dependent Specifications for Accent DiVA 225 [13]
Drain Current Limit
Less than 50 mA
Greater than 50 mA

Gate Output
Impedance
50 Ω
50 Ω

Gate Current
Resolution
+/- 0.25 mA
+/-0.25 mA

Drain Output
Impedance
100 Ω
10 Ω

Drain Current
Resolution
+/- 0.125 mA
+/- 1.25 mA

Table B.5. Accent DiVA 265 Specifications [13]
Pulse Duration
Gate Port

200 ns to 1 ms

Pulse
Separation
500 µs to 1 s

Drain Port

100 ns to 1 ms

500 µs to 1 s
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Voltage Range

Current Range

-15 V to +10 V

0 to 180 mA

0 V to +65 V

0 to 2 A

Appendix B (Continued)
Table B.6. Current-Dependent Specifications for Accent DiVA 265 [13]
Drain Current Limit
Less than 250 mA
Greater than 250 mA

Gate Output
Impedance
50 Ω
50 Ω

Gate Current
Resolution
+/- 0.25 mA
+/-0.25 mA
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Drain Output
Impedance
100 Ω
10 Ω

Drain Current
Resolution
+/- 0.325 mA
+/- 3.25 mA

