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We extend the method of W. Rzymowski (Method of construction of the evasion 
strategy for differential games with many pursuers, Disserfationes Math. CCXLVII 
(1986)) to the general case, i.e., to games governed by an equation of the form z’ = 
f(t, Z, U, u), where the terminal set is a finite union of linear subspaces of the state 
space. We prove a theorem providing a new sufficient condition for avoidance of 
many pursuers that is more general than previous ones, To apply this method to 
such a general case, we introduce a new strategy for the evader; however, use of 
similar strategies from Rzymowski is also possible. After obtaining this result, we 
find a similar condition concerning games governed by many differential equations. 
Last we consider games described by kth order differential inclusions. For such 
games (with many pursuers) we give a new sufficient condition for “evasion along 
each trajectory of a certain set.” 0 1989 Academic Press, Inc. 
NOTATION 
Throughout this paper we shall use the following notation. For any a, 
b E Rk, with k E fV, let (a, b) denote the Euclidean scalar product of the 
vectors a, b and let IJa(l = (a, u)“~. 
Next, let comp(Rk) denote the family of all non-empty and compact 
subsets of Rk. 
Moreover, for an arbitrary set A c II@, let 2A, A, Int A, and conv A 
denote, respectively, the family of all subsets of the set A, the closure of A, 
the interior of A, and the closed convex hull of A. 
Furthermore, for a E R“ and for an arbitrary linear subspace M c I?‘, let 
dim M denote the dimension of A4 and let 
dist(u, M) = min{ /Ia - bll: b E M}. 
Next, for t E [0, co), A c [t, co), and for an arbitrary function z defined 
on [t, co), let zIA denote the restriction of the function z to the set A. 
Finally, let ,U denote the Lebesgue measure on R. 
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1. STRATEGIES 
Fix numbers k, r^, ti E N. Assume that UE comp(R’), VE comp(R”) and 
f: [0, co ) x 58” x U x V--f Iw’ is a continuous function satisfying a Lipschitz 
condition with respect to the second variable; i.e., there is L > 0 such that 
Ilf(4 XI, u, u)-f(t, X2,% u)ll <L 11x1 -x*ll (1.1) 
for all t 2 0, x1, x2 E R”, u E U, and v E V. 
Next, for t 20 denote by U, the set of all measurable functions u: 
[t, 00) + U. Define the set V, analogously. Elements of the sets U, and V, 
we call controls, whereas elements of the sets U and V we will identify as 
constant controls. 
Now we denote by Z(t, a, a, u) the solution of the differential equation 
z’ = f(t, z, u, u) with the initial condition z(t) = a, where t B 0, a E R”, 
ME U,, and VE V,. 
Further, let Z(t, a) denote the set of all such solutions, for t 2 0 and 
a E R’. Sometimes we will use the notation Z(t, a, U,, V,) instead of Z(t, a). 
Finally, for each t 3 0 denote by 3, the family of all sequences { ti : i E N } 
such that to = t, ti < ti+ 1, for in N, and such that ti + 00 as i -+ co. 
Now let us fix to > 0 and a0 E R’. 
DEFINITION 1.1. A pair (e, #e) is said to be an evader’s strategy, if e: 
V, + U,,, #e: V,, +Et,,, and 
(ES) the equality u(s) =B(s) almost everywhere in [to, tj) implies 
[to, tj+ 11 n #e(u) = [to, tj+ 11 n #e(a) and e(u)1 ~to,,,+,~ = e(v’)l c,o,l,+,I, for 
all u, u”EV,,andjEN(, where {ti:iEN}=#e(u). 
The set of all such strategies will be denoted by E( U, V, ao, to). 
DEFINITION 1.2. We call p: U, -+ V,, a strategy of the pursuer P when 
(PS) for any t > to and u, ii E Uf,,, if u(s) = ii(s) almost everywhere on 
[to, t], then also p(u)(s) = p(C)(s) almost everywhere on the same interval. 
The set of all such strategies will be denoted by P( U, V, to). 
Remark 1.1. One can prove, as in the proof of Theorem 1 in [7], that 
each pair of strategies ((e, #e), p), where (e, #e) E E( U, V, ao, to) and 
p E P( U, V, to), determines a unique trajectory from the set Z(t,, a,). 
Such a trajectory will be denoted by z,,~. 
Suppose that q: [0, cc) x Iw’ -+ U,, and 6: [0, co] x KY’ -+ (0, co). 
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PROPOSITION 1.1. There exists a unique strategy (e, #e) E E( U, V, a,, to) 
such that for any u E V,. and tj E { ti : i E N } = #e(v) we have 
and 
tj+ I = 'j + s(t,, z(tj)), 
e(u)(s) = 4(ti, 4ti))(s), SE Ctj9 t,+l)3 
z(s) = z(tj3 z(tj)2 qttj3 z(tj)), u)(s), SE ctj, fj+l), 
where z = Z(t,, a,, e(u), u). 
The proof is similar to the proof of [7, Theorem I]. 
The function e from Proposition 1.1 will be denoted by [q, 6, a,, to] and 
we will say that the set #e(u) is determined by [q, 6, a,,, t,] and u, for 
u E v,,. In order to make the notation simpler we will also write 
Cq, 4 a o, toI EHU, K a,, to). 
Now denote by Z,(tO, ao) the set of all functions z, : [to, t] + R“ 
such that z((t,)= a, and there exists z~Z(t,, ao) satisfying the equality 
4 [t&r] = 2,. 
Suppose that for any t > 0 we have the functions q,: Z,(tO, a,) + U, and 
d,:Z,(tO, a,) + (0, a 1. 
PROPOSITION 1.1’. There exists a unique strategy (e, #e) E 
E(U, V, ao, to) such thatfor any UE V,, and tj E {tj: iE N} =e(u) we have 
tj+ I = tj + 6r,(zt,)Y 
e(u)(s) = 4z,(z,,)(sh SE Ctj9 tj+l) 
z(s) = z(tj3 z(tj)9 4,,(zt,)v u)(s)~ SE Ctj, tj+ I), 
where z = Z(t,, a,, e(u), u) and z,, = z( c,o.l,,. 
The proof is analogous to the proof of Proposition 1.1.. 
The set of all strategies as the pair (e, #e) from Proposition 1.1’ will be 
denoted by E(Z, a,, to). It is easy to note that [q, 6, ao, to] E E(Z, a,, to). 
Now we introduce the final definitions. Let us have the function cp: 
R” + [0, co) and the numbers d, T> 0. 
DEFINITION 1.3. We say that a strategy (e, #e)~ E(Z, a,, to) guaran- 
tees a result din the game (Z, a,, to; 9) on the interval Ito, to + T], if 
cpb,.,(s)) 2 d 
for all VE V,, and SE [to, to + T]. 
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DEFINITION 1.4. The evader E wins in the game (Z, a,, t,; cp) on the 
interval [t,, , t, + T] if there exists a strategy (e, # e) E E( Z, a,, to) guaran- 
teeing a result a> 0 in this game on the interval [to, t, + T]. 
DEFINITION 1.5. The evader E wins in the game (Z, cp) if for any (t, a) E 
[O, 00)x R” such that q(a) > 0 and any T> 0 he wins in the game 
(Z, a, t; cp) on the interval [t, t + T]. 
2. MAIN RESULT 
Let us fix f, l riz, n E N and assume that U E comp(R’), VE comp( R”), 
and f: [0, co)xRLx Ux V+R” is continuous and Lipschitzian with 
respect to the second variable. Moreover, for i = 1,2, . . . . n let Mi c R” be a 
linear subspace of [w’ with the dimension dim Mi < 12 - 2, let Wi be a two- 
dimensional linear subspace of the orthogonal complement of Mi in R’, 
and let 17, denote the orthogonal projection from R” onto Wi. 
Next, for any g: [0, cc] x [w’ x U x V + [WE having continuous partial 
derivatives with respect to both first variables, let 
for (t, a, U, u) E [0, cc ) x 88” x U x V. 
Now for each in { 1,2, . . . . n} let us fix a natural number k’ and assume 
that the function f is regular such that the following definitions are 
possible: 
(@f)(t, 4 u, u) = n,a, 
(&j-N, 4 4 u) = w-‘f)(t, 4 u, u), 
for (t, a, U, u) E [0, CC ) x [w’ x U x V and j = 1, 2, . . . . k’. 
Throughout this section we shall assume that for all i E ( 1,2, . . . . PZ} and 
jE (0, 1, . ..) k’ - 1 } the functions d{f have continuous partial derivatives 
with respect to both first variables and the sets (d{f)(t, u, U, V) consist 
only in single points, for (t, a) E [0, co) x [wk. 
Now, for simplicity, let us introduce the notation fi = A:$ Finally, let 
sj = {LIE w,: llclll = l}, i = 1, 2, . ..) n. 
2.1. Assumptions Guaranteeing Evasion 
Suppose that for all in { 1,2, . . . . n}, t 20, and aE Mi there exist non- 
empty and compact sets Si(t, a) c Si and Ui(t, a) c U with the following 
properties: 
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(A,) if i=l, then for each LXES, there exists p~S~(t,a) such that 
(c(, /I) > 0, whereas if is- 1, then S,(t, a) is a connected arc with length at 
least II; 
(A2) for each a~S,(t, a) there exists UE Uj(t, a) such that 
min (fi(f, a, U, u), or) > 0; 
VE v 
there exists N>O such that: 
(A3) if i<n and HEMP+, satisfies the inequality /la - hJI < N, then 
Ui(h a) c ui, I(& b); 
(A4) if i < n, u E Ui(t, a), and b E Mi+, satisfies the inequality 
I/a - 611 GN, then there exists BE Si+ I(t, b) such that 
tr,‘:, (fi+ ‘(t, a, 24, u), p) > 0. 
Moreover, let us suppose that 
(B) for each iE{1,2 ,..., n}, if k’>2, t>O, aEMi, and CUES;, then 
there exist u +, u - E U such that 
<S’(f, a, u + , 0 ) - j-q 2, a, u -- ) V), a > > 0, 
for all u, VE V. 
2.2. Formulation of the Main Result 
For i= 1, 2, . . . . n, t 3 0, a E RL, ii = (a;, . ..) af’)E WY, UE U,, and o E V,, 
let .Z;(t, G,, U, u) denote the system of trajectories (zj, . . . . zf’), where 
a! = JIia, z{(t) = a{, (z{)‘=z{+ *, j = 1, 2, . . . . k’ - 1, z;(r) = a:, and 
(Zk’)’ (3) = f’(S, z(s), u(s), u(s)) a most 1 everywhere in [t, a~), for z = 
at, 4 4 u). 
Next, denote by Zf(t, Gi) the set of all such systems of trajectories; i.e., 
ZY(t, ai)= ZT(i, aj, u,, V,). 
Now we set 
qt, a) g Z(t, a) x ZY(t, a,) x . . . x .qt, ii,) 
and 
p(a) = min(dist(a, M,): i= 1,2, . . . . n) 
for tB0, a~tK!‘, 5 = (a, Cs,, . . . . ii,) E R” x W:’ x . . x WY, where 6, = 
(af , . . . . uf’) E WY, I7,a = a:, i = 1, 2, . . . . it. 
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THEOREM 2.1. @-(A,), (A*), (A3), (Ad), and (B) hold, then the evader E 
wins in the game (2, cp). 
3. PROOF OF THEOREM 2.1 
3.1. Main Lemma 
In this section we will formulate a lemma of fundamental importance for 
the method presented in the proof of Theorem 2.1. The role of this lemma 
is analogous to that of [S, Lemma 2.11. 
Let us fix any to 2 0, T > 0, and a, E R”. For simplicity, throughout this 
section we will treat elements of [w’ x W’;’ x . . . x WY as elements of R”. 
Now for each t 2 to we denote by Z[to, a,; t] the set of all a E [w’ for 
which there exists z E Z(t,, a,,) such that z(t) = a. Thus, this symbol denotes 
the reachable set of the system Z from the state a, at the time to to the 
time t. 
Suppose that (e,, # e,) E ELJ, V, ao, to), T, q, H> 0, cp: [w’ -+ [O, co), 
and M: [to, to + T] x V,, + 2 . 
Assume that the following hypotheses are satisfied: 
(Hl ) There is a non-decreasing function w, : [0, 00) + [O, co ), wJr) -+ 0 
as r + 0, such that 
for all a, b E R”; 
(H2) to + TE #e,(v), for UE V,, and there is c> 0 such that 
‘j+ 1 -t, > c, for all tj E #e,(u) n [to, to + T] and UE I/,,; 
(H3) If u, t7 E VI,, tj E #e,(u) n [to, to + T), and u(s) = E(s) almost 
everywhere in [to, tj), then 
M( t, u) = M( t, 6) = M( tj, u), 
for all t E [t,, tj+ ,); 
(H4) There are 4 > 0 and a non-decreasing function 6: [0, co) --f [0, cc ) 
with the property that if u E V,,, t, E #eo(u)n [to, to + T), tE [tj, tj+l), 
aEZ[to, QO; t] n M(r, n), Ila - Z(to, a,, co(u), u)(t)11 < q, and p(a) -c 4, 
then 
cp(Z(t, 4 co(u), C)(s) 2 6(s - t) 
for all U”E V, and SE [t, t+H]n [t,, t,+,]; 
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(HS) There exists a non-decreasing function CT*: [0, 00) -+ [0, a ) 
such that for any h E (0, H] one can find ‘p* > 0 satisfying the condition 
that if UE V,,, tjE #eO(u)n IIt09 tO +T)~ tECt,3 tj+l), a~Z[~O~~0;~17 
Ila - Z(t,, a,, e,(u), u)(t)11 < r, a $ M(t, v), and cp(a) < ‘p*, then there exist 
h*(O, h] and u* E U, such that 
for 6~ V, and s~[t, t+h*]n[t,, t,+,], and, moreover, 
Z(t, a, u*, a)(t+h*)EM(t+h*, u), 
for all 6 E V, provided that t < r,+ , - h*. 
Now we give two essential remarks and introduce notation which will be 
needed to formulate the main lemma. 
Remark 3.1. Using the condition ( 1.1) and the well-known Gronwall’s 
inequality one can easily prove that for each E > 0 there exists [> 0 such 
that 
pL(s E [to, to + z-1: u(s) # iQ)f < 5 
implies 
IlZ(to, ao, u, u)(t) - Z(t,, a,, ii, o)(t)11 GE 
for all t E [to, to + T], 24, ii E U,,, and 0 E V,,. 
Remark 3.2. From the condition (1.1) and from the continuity of the 
function fit follows also that there exists w  >O such that 
lb(s) - z(t)11 6 w Is - tl 
for all z E Z(t,, ao) and S, t E [to, to + r]. 




Next, for h =min{c/2m*, &Pm*}, where c is chosen for E according to 
Remark 3.1, we take ‘p* according to (H5), and we define 
@ = min(@, (p*) 
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and 
j* =min{jE N: w,(w(T/jm*))<Cp/2}. 
Finally, for r > 0, we set 
Z(r) = rey$H, max(o*(s), r - w,(ws)} 
and 
f~(r)=~~y~~, max{B(s), 5(r)- w,(ws)}. 
LEMMA 3.1. Under the above assumptions there exists a strategy 
(e, #e)EE(U, V, a 0, to) such that if v E VfO, z = Z(t,, a,,, e(v), v), and 
#e(v)= (ti: ic N}, then 
to + TE #e(v), 
tj+l - tj 2 c/j*m* for tj E #e(v) n [to, to + T), 
lb(s) - Z(to, a,, e,(v), v)(s)ll < rl for SE [to, to + Tl, 
&z(s)) > min{4cp(ao)), G/2) for SE [to, t,l, 
cP(z(tj))~min{~(c/2m*), (p/2} 
for tj E #e(v) n (to, to + T], 
and 
cn(z(s))>,o(min(s(c/2m*), (p/2)) for SE [tl, to + T]. 
The proof is similar to the proof of [8, Lemma 2.1 J. 
Remark 3.3. From this proof it follows that, if we assume that 
(e,, #e,) E E(Z, a,, to) instead of assuming that (e,, #e,) E E( U, V, a,, to), 
then the strategy (e, #e) from Lemma 3.1 will also satisfy the condition 
(5 7%e) E E(Z, a,, to). 
3.2. Proof of the Theorem 
Let us tix any t,BO, T>O, and CiO=(ao,~,, ,..., ii,,)~IW~x Wt’x .‘. x 
Wr such that tioi = (a&, . . . . at:)E Wfi and {a’} =(A{-‘f)(t,, a,, U, V), for 
i = 1, 2, . . . . n and j = 1, 2, . . . . k’. 
Clearly, there are positive constants L, R such that 
lb(s) -a, II G R and Ilz(s)-4t)ll GL b-4, 
for all z E Z( t, a) and s, t E [to, to + T]. 
409/142/2-6 
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NOW for all i = 1, 2, . . . . n, t 3 to, a E R”, and CI E S,, define U,+ (t, u, G() to 
be the set of all u + E U such that 
min (f’(t, a, u+, v), LX) = max min (f”(t, a, U, u), cc). 
tE v UGU L.cv 
Similarly, define U jP (t, a, a) to be the set of ail u - E U for which 
max (f’(t, a, up, u), a) =min max (fi(t, a, 24, u), cc). 
C’s v u.su vtv 
From the assumptions (A,), (A4), (B), and from the continuity of the 
functions f’, i= 1, 2, . . . . n, it follows that there are positive constants p, y 
having the following properties: 
(1) for all i~{l,2 ,,.,, n}, tE[t,, t,+T], and aElI@, with 
J/a- a, /I 6 R and dist(a, Mi) < 2p, there exists bE M; such that for each 
c( E Si(t, b) there exists u E Ui(t, 6) satisfying the inequality 
(2) for all i E { 1, 2, . . . . n - 1 }, t E [to, to + 7’1, and a E R”, with 
(ICI-~, I) 6 R, dist(a, M;) 6 2p, and dist(a, Mi+ r) 6 2p, there exist b E Mj 
and HEMP+, such that, if u E Uj(t, b), then there exists /? E Si+ I(t, 6) 
satisfying the inequality 
min (fi+ ‘(t, a, 24, v), /I) 2 2~; 
CE v 
(3) if ie (1, 2, .,., n}, te [to, to + T], UER’, Ila-aoII <R, MESS, 
~+~U+(t,u,a), uP~Ui-(t,u,a), and d, 6~jW’ satisfy the conditions 
/Ici - all < p, 11% - all < p, dist(d, Mi) ,< p, and dist(& Mi) d p, then 
<.f(t, & u + 3 u)-ff’(t, 5, u-, V), cc) 227 
for all u, 06 V. 
Obviously, there exists do > 0 such that, if in ( 1, 2, . . . . n}, t E [to, to + T), 
a E [w’, Ila - a, (I <R, b E &Ii, (la - blj d 2p, and if 
min (fi(t, a, u, u), a) 3 27, 
“E v 
for some UE Ui(t, 6) and acSj(t, b), then 
tfl,‘; (f’k Z(J), u, ~1, a> 2 Y (3.1) 
for the same u and ~1, and for all z E Z(t, a, U, V,) and s E [t, t + So] A 
Cc to + n 
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Without loss of generality, we may assume from this position that 
60 E (0, p/=1. 
DEFINITION 3.1. For each in (1, 2, . . . . n> denote by Ei(Z, (I,,, t,; T) 
the set of all strategies (e, #e) E E(Z, a,, to) such that for any u E V,,, if 
tj E #e(u) n [to, to + T), then 
e(u)(s) = e(u)(t,) = u 
for s E [ tj, t, + r ), where u is defined as follows: 
(1) if dist(z( t,), Mi) < 2p, then u E Uj( tj, 6), where b E Mi satisfies the 
condition jlz(tj) -b/J = dist(z(t,), M;) (here and in the below conditions z = 
Z(to, Qo, e(u), u)); 
(2) if i < n and there exists k E {i + 1, . . . . n} such that dist(z(t,), Mi) > 
2P, . . . . dist(z(t,),M,_,)>2p, and dist(z(t,),M,)<2p, then u~U~(t,b”), 
where .8 E Mk satisfies the condition \lz( ti) - bll = dist(z(tj), M,); 
(3) in the remaining cases, i.e. 
dist(z(t,), Mi) > 2p, . . . . dist(z(t,), 44,) > 2p, 
u is taken arbitrarily from the set U. 
Now we set 
cp;(a)=max{dist(a, Mi), Ila~ll}, K = 1, 2, . . . . k’ 
and 
p,(C) = min(40~(ti): v = 1, 2, . . . . i), 
for ci = (a, a,, . . . . 2,) E [w’ x W:’ x . . . x Wr, where ~7, = (a!, . . . . a;‘) E WY, 
LIiu = u!, for i = 1, 2, . . . . n. 
LEMMA 3.2. If p(cS,) > 0, then there exist d > 0 and a strategy (e, #e) E 
E,(Z, ii,, to; T) guaranteeing the result d in the game (Z, a,, to; cp,) on the 
interval [to, to + T]. 
Proof. The proof will be carried out by induction. Assume that 
i E { 2, 3, . . . . n} and (eo, fe,) E Ei_ l(Z, Go, to; T) guarantee a result 
4-r >O in the game (Z, ziO, to; ‘pi- ,) on the interval [to, z, + T]. 
Moreover, assume that the above strategy satisfies the following condi- 
tions: there exists c E (0, So] such that if ZJ E V,, and tj E #e,(v) n 
[t,,z,+T), where #e,(u)={t,:m~fV}, then 
c<tj+l -tj<6, and to + TE #e,(v). 
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In the case i=2, the existence of a strategy [q, 6, &, to] E 
E, (Z, a,, to; T) satisfying the above conditions is easy to prove (see (A, ) 
and (A,)). 
Now we are going to show that there exists a strategy (e, #e)E 
Ei(Z, Cs,, 1,; T) guaranteeing a result di >O in the game (Z, a,, t,; cp,) on 
the interval [to, to + r]. In view of Lemma 3.1 and Remark 3.3, for this 
purpose it s&ices to verify Hypotheses (Hl )-(H5). 
Let us introduce the following notation. For any t E [to, t, + T] and G = 
(4 fi, > .-*> &) E [wk x wy x . . . x Wr satisfying the conditions /IQ-~, )I d R, 
dist(a, Mi_ , ) < 2p, and dist(a, Mj) < 2p, and for an arbitrary u E Ui- i( t, b), 
where b E M,-, and Ila - b(( = dist(a, M,- ,), let fli(t, a; U) denote the set of 
all /I E Si(t, 6) for which 
min (fi(4 Q, u, 01, P> > 2~ 
UEV 
where 5 E M, and I/u - all = dist(u, ML). 
Let us take the same notation for t E [to, to + T], a E R” satisfying the 
conditions [Ia - a, II < R and dist(u, Mi) < 2p, and for u E Ui(t, 6), where 
SE Mi and IJu - gII = dist(u, Mi). 
Next, let 
M(t, u) = {a = (a, a,, ..,, a,) E R” x wf’ x . . . x w:: cpr’(ii) 2 p 
or these exists j? E pi(ri, ~(2,); eO(a)) such that 
(4, P> 2 O}, 
for UE VIO, tj E #e,(u)n [t,, to + T), and TV [ti, ti+ ,), where z= 
Z(toy aoT eo(4, 0). 
From (A4) and the definition of pi it follows that for any t E [to, to + T] 
and u E V,, the set M(t, V) is non-empty. 
Finally, let q= imin{di_i, p}. Hypothesis (Hl), (H2), and (H3) are 
easy to verify. 
Verification of Hypothesis (H4). We set q = cp;, @ = p, and c?(t) = yt, 
for t > 0. Let u E V,, t, E #e,(u)n [to, to +r), te [ti, t,+,), and let 
cl = (a, ri,, . . . . 5,) E Z[t,, ii,; t] n M(r, a) be such that 
M- Z(t,, Go, e,(u), u)(tNI G rl and q$(ri) <(p. 
Set z = Z( t,, a,, e,(u), u). Then 
IlZ(tj)-U/l 6 Ilz(rj)-z(t)ll + lIz(t)-ull 
DIFFERENTIAL GAMES OF EVASION 381 
Hence, dist(z(rj), Mi) G 2~. Therefore, there exists /? E fli(tj, z(tj); e,,(u)) 
such that 
for all V”E Y,, Z=Z(t, a, e,(o), v”), and SE [t, tj+l]. As a result, 
cp~(z(s)) 2 llmll 2 Y(S - t), 
for s E [ tj, tj+ 1), where Z = Z( t, ci, e,(u), v). 
Verification of Hypothesis (H5). Set a*(t) = yt, for t 2 0. Next, let us fix 
arbitrarily h E (0, S,] and take 
‘p* = hL exp( - 2l7L/y) and z=qPJL. 
It is easy to note that cp* < p. Let u E I’,, tj E #e,,(u) n [to, t, + T), 
let ZE [tj, fj+l), and let a= (a, a,, . . . . ti,)~Z[t,, Go; t] be such that 
lIti--Z(t,, riO, e,(u), u)(t)11 <Y), ti#M(t, u), and cpf(ii)<cp*. Moreover, let 
z = Z(to, a,, co(u), u). 
We limit further consideration to the case when dist(z(tj), M,- 1) < 2~. In 
the second case the proof is analogous. 
Let b E Mi be such that Ilz(t,) - bll = dist(z(t,), Mi). From the fact that 
the length of the arc Si(fj, b) is not less than n (see (A,)) follows the 
existence of a0 E Si(t, b) satisfying the equality (a:, ao) = 0. Further- 
more, the vector a0 may be connected with the set pi(tj, z(t,); co(u)) by a 
connected arc r contained in Si( rj, b). 
Now we are going to define U* E U,. Let sk = t + kz, for k E N. Clearly, 
there exists a unique b, E Mi such that IJu - b, 11 = dist(u, Mi). From (A,) 
and (3.1) it follows that there exists u” E Ui(t, b,) such that 
min (f’(s, Z(s), u’, V), ao> 2 y, 
ve v  
for all s E [t, s, ] and i? E V,, where Z = Z( t, a, u’, v”). Let us fix such z.4’ and 
assume 
u*(s) = u” for SE [t, sl]. 
Now, for s E [t, si], denote by Z:[t, a; s] the set of all b E Wi for which 
there exists z E Z(t, a, a’, V,) such that z?(s) = b. Next, for the same s, let 
a(s) E Si and B(s) c ZF [t, a; s] be such that for each 6 E B(s) 
(1) (~,a(~))=min~.,.~~,~;~, <b,a(s))=Q 
(2) the pair (6, a(s)) has the same orientation as the pair (uf’, a,). 
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Further, for s E [t, s,], let z*(s) E B(s) be such that 
If u* has already been defined on the interval [l, s,], for some k E N, and 
on the same interval are defined ZT[t, a; s], a(s), B(s), and z*(s), and if 
a(sk) E I’, then we extend U* to the interval [t, sk+ ,] in the following way. 
Let bk cMi be such that jlz*(sk) -b, I/ =dist(z*(s,), 44,). Next, let us fix 
Uk E ui(sk, bk) satisfying the inequality 
for all sE(Sk,Sk+r] and V”EV,, where z=Z(t,a,&v”) and 
ii(s) = u*(s) for SE [t, Sk] 
Uk for SE (Sk, a). 
Finally, assume 
u*(s) = Uk for SE (Sk, Sk+ 11. 
Analogously, we also extend ZT[r, a; s], a(s), B(s), and z*(s) to the 
interval [t, Sk+ r]. 
Otherwise (a(sk) q! f) we assume u*(s) = 6 for SE (sk, co), where ti, is 
taken arbitrarily from the set U. 
Now, for SE [t, t,, + T], denote by f!?(s) an angle between the vectors uf 
and z*(s) calculated in the positive direction determined by the pair 
(4, ad. 
Next, as in the proof of [ 1, Lemma 2.41, we end the verification of this 
hypothesis. 
Thus, in view of assumption (A3), Lemma 3.1, and Remark 3.3, the proof 
of Lemma 3.2 has been finished. 
Now set 
$)lf(S) = min{cpy(G), min{cpy(ti): v = 2, 3, . . . . n}} 
for m=l,2 ,.,., k’, 
$m(G)=min(rp”(&), min{qt(a): v= 1,2, . . . . i-l}, 
min{ q:‘(a): v = i + 1, . . . . n} } 
for i=2, 3, . . . . n- 1 andm= 1, 2, . . . . k’- 1, 
e;(5) = min(r;p;(a), min(qoi(C): v = 1,2, . . . . n - 11) 
for m = 1, 2, . . . . k”, 
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for ij = (a, a,, . . . . ~7,) E l?@ x W:’ x . . . x WY, where tii = (a!, . . . . a:) E WY 
and ii’,a=af for i= 1, 2, . . . . n. 
Remark 3.4. It is easy to note that $‘;‘(a) = q,(C) and $,!,(a) < q(z), for 
all such Li: E Iw’ x Wf’ x . . . x WY. 
LEMMA 3.3. For iE (1, 2, . . . . n) and rnE (2, 3, . . . . k’}, if(p(&)>O and a 
strategy (e,, #e,)~ E(Z, G,, to) guarantees a result d>O in the game 
(Z, a,, t,; $7) on the interval [to, t, + T], then there exist a>0 and a 
strategy (e, #e)~ E(Z, a,, to) guaranteeing the result 2 in the game 
(Z, ti,, to; $T-‘) on the same interval. 
Remark 3.5. Obviously, for each i E { 1, 2, . . . . n - 1 }, if a strategy 
(e, #e)E E(Z,ii,, to) guarantees a result d>O in the game (Z,&,, to;$f) 
on the interval [t,, to + 7’1, then the same strategy guarantees at least the 
same result in the game (Z, &,, t,; Ii/f:‘:) on the same interval. 
Proof of the lemma. In view of Lemma 3.1 and Remark 3.3, it suffices to 
verify Hypotheses (H 1 )-(H5). Plainly, there exists K > maxi 2L, y } such 
that 
bb)ll G K 
for all z E Z(t,, a,) and s E (It,, to + r]. For simplicity, let us assume 
cp = I&+‘. Let 
v = min(p, 42, Y/K), H= min(1, q/4K}, 
and for arbitrary t E [to, to + T] and u E V,, let 
M(t, 0) = {ii = (a, a,, . . . . a,) E [w” x Wl;’ x . . . x Wr: 
dist(a, Mi)>q or (a;-‘, a:) >O}. 
Hypotheses (Hl), (H2), and (H3) are easy to verify. 
Verification of Hypothesis (H4). Set @ = q and 6(t) = qt/2, for t > 0. Let 
u E VI09 tj E #e,(u)n [to, to + T), tc [tj, tj+l), and let a= (a, a,, . . . . C~,)E 
Z[tO, (7,; t] n M(t, v) be such that 
IF- Z(b, 4, e,(v), v)(t)11 Q v and d4 < 6 
Next, let Z = Z(t, a, e,,(u), i?), for an arbitrarily fixed 6 E V,. 
Since cp(a)<#=q and tieM(t,u), dist(a,Mi)<q and (a:-‘,a;)>O. 
Also, llaT(I > q. Thus, as in [8, p. 241, we can state that 
for all 6 E V, and s E [t, t + H] n [t, t, + T]. 
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Verification of Hypothesis (HS). Choose arbitrarily h E (0, H]. Next, let 
h>O be such that 
and let 
q - 2Kh = (tj + 2Kh) Jw, 
cp* = min(q, q2h*/3K), 
where h* = min{h, fi, q2/12K2). 
We need the following lemmas. 
LEMMA 3.4. Assume TV [to, I, + T), ti= (a, ti,, . . . . ti,J~Z[t,, Go; t], 
UEU~, and UEV, such that t+h*<&+T, Ilayll>q, and (pm-‘(a)<cp*. 
Then 
where Zi = (z,!, . . . . 2;‘) = ZY(t, a;, u, u). 
The proof is similar to the proof of [8, Lemma 3.21. 
LEMMA 3.5. For any t E [to, t, + T) and Zi E Zp(t, a), where ti = 




x by- l(s) - zy- ‘(t)ll . Ilz~(t)ll 
for s E [t, to + T]. 
The proof is analogous to the proof of [8, Lemma 3.33. Now set 
Y t 
(k’ - m + 1) 
a*(t) = - 
4 (P-m + l)!’ 
for 220. 
Next, let UE V,,, TV [to, to + T), and let a= (a, til, . . . . a,,)~Z[t~, Go; t] 
satisfy the conditions I/a - Z( t,, ciO, e,(o), u)(t)11 < q, a $ M(t, u), and 
cp”-‘(a) < (p*. Thus, dist(a, Mi) < cp* < q and (a:“-‘, a?) < 0. Moreover 
lla7II 2 tl* 
Now, let us choose a E Si such that (a?, a) = 0 and fix u + E U t (t, a, a), 
U-~U;(t,a,a), s~[t,t+h*]n[t,t,+T], xi~Zq(r,Gi,u+, V,), and 
yi EZ;(t, a,, u-, V,). 
Then, using the same arguments as in [ 10, p. 931, we end the verification 
of Hypothesis (H5). Thereby, we also end the proof of Lemma 3.3. 
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Thus, in view of Lemma 3.2 and Remark 3.5 (see also Remark 3.4), the 
proof of Theorem 2.1 may be finished by induction. 
4. GAMES GOVERNED BY MANY DIFFERENTIAL EQUATIONS 
Fix ft, r^, n E FV, where f > 2, and rniE N, for i = 1, 2, . . . . n. Suppose that 
UEcomp(&), V’~comp(lR”“), and fi: [O,co)xlRLxUx Vi+&, i=l, 
2 3 . . . . n. Furthermore, assume that the functions fi, i = 1, 2, . . . . n, satisfy the 
same conditions as these fulfilled by the function f in Section 2. 
Let us consider a game governed by n equations 
where t >O, zi E [w’, UEU, and UEV’, i=l, 2 ,..., n. Let McR” be a 
terminal subspace with dim h4G f; - 2 and let W be a two-dimensional 
subspace contained in the orthogonal complement of M. 
Next, as in Section 2, for each in { 1,2, . . . . n} we can define a sequence 
A’fi, j= 1, 2, . . . . k’, and assume the same as has been done there about the 
functions A {f: 
Now suppose that for arbitrary in (1,2, . . . . n}, t > 0, and a E A4 there 
exist non-empty and compact sets Si( t, a) c Si and Ui( t, a) c U with the 
following properties: 
(A;) the condition (A,); 
(A;) for each M E Si(t, a) there exists u E Ui(t, a) such that 
min ( (Ak’fi)( t, a, u, u), cc) > 0; 
DE V’ 
(A;) if i<n, then Ui(t, a)c Uj+ l(t, a); 
(AL) if i< n and u E Ui(t, a), then there exists /I E Si+ ,(t, a) such that 
“FE+, Wk’+‘fi+ ,I(& a, u, ~1, B> >O. 
Moreover, let us suppose that 
(B’) for each ic (1, 2, . . . . n}, if k’a2, t>O, u~h4, and CRESS, then 
there exist u + , u - E U such that 
W%)(t, a, u +, v)-(Aklfi)(t,u,u-,C),cr)>O, 
for all u, VE Vi. 
Now, setting V= V’ x ... x I/“, z= (z,, . . . . z,), andf= (f,, . . . . f,), we get 
one equation of the form z’ = f( t, a, U, u). Then it is not difficult to observe 
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that (A;), (A;), (A&), and (B’) imply the fulfilment of the assumptions (A?). 
(A3), (Ad), and (B), respectively. 
Thus, the assumptions (Ai)- and (B’), taken together, guarantee the 
existence of an evasion strategy in the game considered in this section. 
EXAMPLE 4.1. Assume that for each in { 1, 2, . . . . n} there exist functions 
gi: [O,co)x[W”~V~IW~andh,: [O,co)xR”~V’+R~suchthat 
and 
(dk’hi)(ty a, Vi) C Int conv(P’g,)(t, a, V), 
for all t > 0, UE R”, UE V, and VE vi. Then it is easy to note that (A;)-(AI) 
and (B’) are satisfied. 
Thus Theorem 2.1 generalizes [8, Theorem 3.11. 
EXAMPLE 4.2. Fix k, n E N, where n 2 2. Suppose that t-E [d/2, l), 
V= {U E R2: Ilull 6 1 }, and V’ is an equilateral triangle on the plane UP 
such that its diameter is less than 2, V n P” # 0, and its vertices belong to 
Iw’\V. Moreover, let Vi= {ueR2: jlvll <r}, for i=2, 3, . . . . n. 
Let us consider a game governed by equations 
2:=(&z;, . . . . z;, u-u), 
where zi = (zj, . . . . z:) E RZk, UE V, and v E V’, i= 1, 2, . . . . n. Let M, = 
{zi = (zf , . . . . Z:)E RZk: z! =O}, i= 1, 2, .,,, n, be terminal sets. 
Setting Wi = (zi E IIZ~~: z{ =O, j= 2, 3, . . . . k), for i= 1,2, . . . . n, it is not 
difficult to note that the assumptions (Ai)- and (B’) are satisfied. 
Remark 4.1. The previous results (thereby, the results of [l-5, 8, 9, 11, 
121) do not guarantee the existence of an evasion strategy in the above 
example, even in the case k = 1. 
5. EVASION ALONG EACH TRAJECTORY 
Fix k, n E N. Let us have set-valued functions V, V’: [0, 00) x Iwz -+ 
comp(R2), i= 1, 2, . . . . n. Suppose that the function V is continuous (in the 
Hausdorff metric), whereas the functions V’, i= 1, 2, . . . . n, are upper semi- 
continuous. Moreover, assume that all functions mentioned above satisfy a 
Lipschitz condition with respect to the second variable. 
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It is well known (see, e.g., [6]) that under the above assumptions, for 
any (t, a), (t, ~JE [0, co] x R2k, where a= (a’, . . . . uk), bi = (b!, . . . . bf), uj, 
b{ E KY*, j= 1, 2, . . . . k, i= 1, 2, . . . . n, there exist absolutely continuous trajec- 
tories 
x= (xl, . . . . Xk), yj = (yi, . ..) yf): [t, al) --+ lP 
such that 
x(t) = a, .Yj(f)=bi, 
(xj)f = xj+ 1, (yj)‘= yi+*, for j= 1, 2, .,., k- 1, 
and 
W’ (s) E U(s, x1(s)), w (3) E 0.5 Yt (3)) 
almost everywhere in [t, co). 
Sets of all trajectories satisfying the above conditions we denote by 
X(t, a) and Yi(t, bi), respectively. X(t, a) denotes the set of all admissible 
trajectories of the evader E starting from the point a at the moment t. 
Analogously, Y,(t, bi) denotes the set of all appropriate trajectories of the 
pursuer Pi. 
In the described case, we can discuss a problem of “evasion along each 
trajectory of a certain set” (see [4]). 
Set 
s= {CIE R2: llall = l}. 
Suppose that for arbitrary ie { 1,2, . . . . n}, t B 0, and a E R* there exist 
non-empty and compact sets Si(t, a) c S and Uj(t, a) c U(t, a) with the 
following properties: 
(A;) Si(t, a) is a connected arc with length at least n, 
(A;) for each c1 E Si(t, a) there exists u E Ui(t, a) such that 
(A;) if i<n, then Ui(t, u)c Ui+,(t, a); 
(A;) ificnand u~U~(t,u), then thereexists /?~S~+,(t,u)such that 
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Moreover, let us suppose that 
(B”) for each i E { 1, 2, . . . . n}, if k > 2, then 
for all t&O, UER’ and aeS. 
Now we set 
da) = lb1 II for a = (a’, . . . . ak) E lRZk. 
THEOREM 5.1. Under the above assumptions, there exists a set-valued 
function X0, with 125 # X,,(t, a) c X(t, a) for all (t, a) E [O, 00) x LF*~, such 
that the evader E wins in the game (A’, Y, , . . . . Y,; cp) along each trajectory 
OfXcP 
The first step of the proof of Theorem 5.1 is very similar to the proof of 
[4, Theorem 1.11. The remainder of this proof is analogous to the proof of 
Lemma 3.3. 
Remark 5.1. It is not diflicult to note that Theorem 5.1 generalizes [4, 
Theorem 1.11. That is also more general than [S, Theorem 3.11, which 
deals with games governed by kth order differential equations. Moreover, 
for games considered in this section, Theorem 5.1 generalizes the relevant 
results of [ 11, 121, which deal with at most the case k = 2. 
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