The sparse matrix operation, y ← y+A t Ax, where A is a sparse matrix and x and y are dense vectors, is a widely used computing pattern in High Performance Computing (HPC) applications. The pattern poses challenge to efficient solutions because both a matrix and its transposed version are involved. An efficient sparse matrix format, Compressed Sparse Blocks (CSB), has been proposed to provide nearly the same performance for both Ax and A t x. We develop a multithreaded implementation for the CSB format and apply it to solve y←y+A t Ax. Experiments show that our technique outperforms the Compressed Sparse Row (CSR) based solution in POSKI by up to 2.5 fold on over 70% of benchmarking matrices. key words: sparse A t Ax, compressed sparse block, compressed sparse rows, multicore platform
Introduction
Sparse matrices are extensively used in HPC applications because they properly capture the natural properties of engineering and scientific problems [1] . Among various computation patterns, y← y+A t Ax is an essential one due to its usage in singular value decomposition [2] , [3] and other applications. Vuduc et al. [3] provide optimization strategies for the memory hierarchy as well as performance bounds of computing y←y+A t Ax. With multicore platforms becoming prevalent in the HPC community, the exploitation of increasing parallelism by designing efficient parallel algorithms will be the dominant means to attack the increasing problem size. However, there has been few works on developing parallel solution for y←y+A t Ax due to the lack of effective data structures supporting the computing of both Ax and A t x. Recently, an efficient sparse matrix format, Compressed Sparse Blocks (CSB) [4] , has been proposed to provide nearly the same performance on the above mentioned problems.
In this work, we develop an efficient parallel solution for the CSB data structure. Our techniques are tested on a multicore platform and compared with the Compressed Sparse Row (CSR) based techniques used in the latest Parallel Optimized Sparse Kernel Interface Library (POSKI) [5] . Our multicore parallel solution outperforms POSKI on over 70% of benchmark sparse matrices up to 2.5 fold.
Preliminaries
In this section, we briefly review the preliminaries of this work. First, the CSB data structure is explained. Then we explain the software and hardware configuration for the experiment as well as the benchmarking matrices used in this work.
CSB
Buluc et al. [4] introduced the CSB to store a sparse matrix to enable efficient computations of both Ax and A t x. As illustrated in Fig. 1 , a sparse matrix A is partitioned into β × β blocks designated as A i, j . Such a row (column) of blocks is coined as blockrow (blockcolumn). Inside each block of sub-matrix, the non-zeros are stored with their intra-block row and column coordinates. Because CSB provides better locality for vectors x and y, it offers roughly identical performance on both Sparse Matrix Vector Product (SMVP) and Sparse Matrix Transpose Vector Product (SMTVP) problems. Table 1 lists the software and hardware platform for our experiments. Our parallel implementation is built in Cilk multithreaded language [6] . Table 2 lists the benchmarking matrices, which were all used in [3] and downloaded from the University of Florida sparse matrices collection [7] . We compare our implementations with POSKI. 
Experimental Setup
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Implementation
In this section, we provide implementation details of the algorithms for computing CSB based y← y+A t Ax in Cilk and CSR based y← y+A t Ax in POSKI. Both algorithms are designed by first performing SMVP and then computing SMTVP which are supported by CSB [4] . Figure 1 lists the CSB based algorithm of ours in details and the CSR based algorithm used by POSKI. Figure 2 gives details of parallel computing SMVP or SMTVP. Fig. 3 Performance of CSB and POSKI on CPU for first twenty matrices (CSB is our implement for y← y+A t Ax in CSB format, and POSKI is in CSR format of POSKI for comparison). 
Experimental result
We evaluate the proposed techniques on an Intel i7-3770 CPU running 8 threads on 4 cores. We compare the performance of our approach with that of the latest POSKI package. Figures 3 and 4 show the experimental results. We use double precision data, which is the only supported data type by POSKI. Our implementation outperforms POSKI on over 70% of the benchmarking matrices. In addition, our implementation delivers a higher level of performance than POSKI on all matrices with over 36,000 rows and/or 36,000 columns.
The performance advantage of our techniques are mainly due to the better locality made possible by the CSB data structure in both vector x and vector y. CSB also allows accessing the non-zeros of sparse matrices in the same storage format and data layout when computing SMVP and SMTVP. Such a feature significantly saves communicating demand between memory and processor on multi-core platforms. One remaining problem of our work is that matrix A has to be loaded twice to compute y← y+A t Ax. In the future 
