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INTEGER-VALUED POLYNOMIAL RINGS, t-CLOSURE,
AND ASSOCIATED PRIMES
JESSE ELLIOTT
Abstract. Given an integral domain D with quotient field K, the
ring of integer-valued polynomials on D is the subring {f(X) ∈ K[X] :
f(D) ⊂ D} of the polynomial ringK[X]. Using the tools of t-closure and
associated primes, we generalize some known results on integer-valued
polynomial rings over Krull domains, PVMD’s, and Mori domains.
1. Introduction
1.1. Summary. For any integral domain D with quotient field K, any set
X, and any subset E of KX, the ring of integer-valued polynomials on E is
the subring
Int(E,D) = {f(X) ∈ K[X] : f(E) ⊂ D}
of the polynomial ring K[X]. One writes Int(DX) = Int(DX,D), one writes
Int(Dn) = Int(D{X1,X2,...,Xn}) for any positive integer n, and one writes
Int(D) = Int(D1) = Int(D,D). Integer-valued polynomial rings possess a
rich algebraic theory with strong connections to algebraic number theory,
and at the same time they provide an ample source of examples and coun-
terexamples in the theory of non-Noetherian commutative rings. For exam-
ple, the ring Int(Z) is a simple and natural example of a non-Noetherian
Pru¨fer domain of Krull dimension two contained in Q[X]. Moreover, the
prime ideals of Int(Z) containing a given prime number p are in bijective
correspondence with the p-adic integers, where α ∈ Zp corresponds to the
prime ideal mp,α = {f(X) ∈ Int(Z) : f(α) ∈ pZp}, and the prime ideal mp,α
has height 2 or 1 according as α ∈ Zp is algebraic or transcendental over Q
[1, Proposition V.2.7].
The study of integer-valued polynomial rings began around 1919 when
Po´lya and Ostrowski characterized those number rings O for which Int(O)
has a free O-module basis consisting of exactly one polynomial of each de-
gree. (This holds, for example, if O is a PID.) As with ordinary polynomial
rings, their study involves a wide range of techniques of commutative al-
gebra. However, unlike polynomial rings, integer-valued polynomial rings
tend to elude many of the standard techniques. For example, since Int(D)p
is not necessarily equal to Int(Dp) for a prime ideal p of an arbitrary domain
D, even the technique of localization has its limitations here. Consequently,
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there are numerous open questions concerning Int(D), regarding, for ex-
ample, its D-module structure, prime spectrum, and Picard group. It is
unknown, for instance, if there is a domain D for which Int(D) is not free
(or flat) as a D-module. Also, it is unknown whether or not Int(D) has
finite Krull dimension whenever D has finite Krull dimension.
Although many results about ordinary polynomial rings do not general-
ize to integer-valued polynomial rings, some tools from the theory of non-
Noetherian commutative rings have found application here. One such tool
is that of a star operation, and in particular the t-closure star operation.
A star operation on an integral domain D is a closure operator I 7−→ I∗
on the partially ordered set of nonzero fractional ideals of D that respects
principal ideals in the sense that I∗ = I and (IJ)∗ = IJ∗ for any nonzero
fractional ideals I and J such that I is principal. (The condition on prin-
cipal ideals is required to allow one to define the star class group Cl∗(D)
of “∗-invertible” ∗-closed ideals modulo principal ideals, which contains and
generalizes the Picard group of D.) The t-closure operation is one of the
most useful examples of a star operation. By definition it acts by I 7−→ It,
where It =
⋃
(J−1)−1, where the union ranges over the set of all finitely gen-
erated ideals J contained in I, and where J−1 denotes the fractional ideal
(D :K J), where K is the quotient field of D. One of its many uses is that
an integral domain D is a UFD if and only if the t-closure of any nonzero
fractional ideal of D is principal.
The articles [3, 7, 12, 14] have hinted at the applicability of the t-closure
star operation to the study of integer-valued polynomial rings. This paper
further advances that theme. In particular, we use the related tools of
t-closure and associated primes to generalize some known results on integer-
valued polynomial rings over Krull domains, PVMD’s, and Mori domains,
including [2, Proposition 2.1], [6, Theorem 1.3 and Propositions 6.8 and
6.10], and [7, Theorem 3.8 and Propositions 3.5 and 4.3].
A t-ideal of a domain D is a nonzero fractional ideal I such that I = It,
and a t-maximal ideal is an ideal that is maximal among the t-ideals properly
contained in D. Every t-maximal ideal is prime. Any invertible fractional
ideal, for example, is a t-ideal, and therefore any nonzero fractional ideal of
a Dedekind domain is a t-ideal; and the t-maximal ideals of a Krull domain
are precisely the prime ideals of height one. In Sections 1.2–1.4 we collect
some definitions and facts about t-ideals and associated primes, TV domains
[10], H domains [9], PVMD’s, and t-linked extensions. Few of the results in
those sections are new but are included for the uninitiated reader.
In Section 2, we give some results that highlight the importance of the
prime t-ideals and the weak Bourbaki associated primes with regard to
integer-valued polynomial rings. For example, we prove in Section 2 that
Int(S−1D) = S−1Int(D) for every multiplicative subset S of D if D is a
domain of finite t-character, that is, if every nonzero element of D is con-
tained in only finitely many t-maximal ideals of D. Note that Noetherian
domains, Krull domains, Mori domains, TV domains, and domains of Krull
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type, for example, are all of finite t-character. In Section 2 we also prove
the following more general result.
Theorem 1.1. Let D be a domain that is equal to
⋂
p∈S Dp for some subset
S of Spec(D) such that every nonzero element of D lies in only finitely many
p in S. Then Int(S−1D) = S−1Int(D) for every multiplicative subset S of
D.
We also give some evidence in Section 2 for the claim that Int(D) is not
flat over D if D = F2[[T
2, T 3]] or if D = F2 + TF4[[T ]].
Section 3 contains the main results of this paper. To state our main the-
orem we need to give a little more background on integer-valued polynomial
rings.
Unlike the situation with ordinary polynomial rings, if D and A are inte-
gral domains such that D ⊂ A, then it does not follow that Int(D) ⊂ Int(A).
This leads one to study various properties of extensions of domains with re-
gard to integer-valued polynomial rings. One of the most important of these
properties is the following. As in [6], we say that extension A ⊃ D of domains
is polynomially regular if Int(D,A) is generated by Int(D) as an A-module.
For example, it is well-known that every extension of a Dedekind domain
is polynomially regular. More generally, by [6, Corollary 3.14], every flat
extension of a Krull domain is polynomially regular, whereas the extension
Z[T/2] of the UFD Z[T ] is not, by [6, Example 7.3]. Several important
and well-known conditions regarding integer-valued polynomial rings can be
subsumed under the polynomial regularity condition. For example, one has
Int(S−1D) = S−1Int(D) for a given multiplicative subset S of D if and only
if S−1D is a polynomially regular extension of D.
A subsetE ofD is said to be a polynomially dense subset ofD if Int(E,D) =
Int(D). Various authors have sought to characterize the polynomially dense
subsets of a given domain (or class of domains). Alternatively, authors have
sought to characterize those domains containing a given domain as a polyno-
mially dense subset. In [6], we called such extensions polynomially complete
(for lack of a better term). Thus, an extension A of a domain D is polyno-
mially complete if and only if Int(D,A) = Int(A). This condition implies
but is not equivalent to Int(D) ⊂ Int(A). As in [6], if Int(D) ⊂ Int(A), then
we say that the extension A of D is weakly polynomially complete. It is easy
to verify that a polynomially regular extension is polynomially complete if
and only if it is weakly polynomially complete. Moreover, by [6, Proposition
2.4], the extension Int(DX) of D is the free polynomially complete extension
of D generated by X for any infinite integral domain D.
Generally, an extension A ⊃ D of domains is said to be t-linked if It = D
implies (IA)t = A for any nonzero ideal I of D, or equivalently if A =⋂
p∈t-Max(D)Ap, where t-Max(D) denotes the set of t-maximal ideals of D
[4]. For example, any flat extension of a domain D is t-linked, and the
extension Int(DX) of D is t-linked for any set X. (See Proposition 1.7 and
Lemma 2.19.) An extension A ⊃ D of domains is said to be unramified at
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p, where p is a prime ideal of D, if pAq = qAq and κ(q) = Aq/qAq is a
finite separable field extension of κ(p) = Dp/pDp for every prime ideal q of
A lying over p. Also, we say that A has trivial residue field extensions at p
if κ(q) = κ(p) for every prime ideal q of A lying over p. The following result
is our main theorem, proved in Section 3.
Theorem 1.2. Let D be an infinite domain such that pDp is principal and
Int(Dp) = Int(D)p for every t-maximal ideal p of D with finite residue field.
This holds, for example, if D is a TV PVMD, or more generally if D is an H
PVMD such that Int(Dp) = Int(D)p for all p. Then we have the following.
(a) Int(D) is locally free as a D-module.
(b) Int(S−1D) = S−1Int(D) for every multiplicative subset S of D.
(c) Every t-linked extension of D is polynomially regular.
(d) A t-linked extension of D is polynomially complete if and only if it is
unramified and has trivial residue field extensions at every t-maximal
ideal of D with finite residue field.
If D is a Krull domain, then t-Max(D) is equal to the set X1(D) of prime
ideals of D of height one, and therefore an extension A of D is t-linked if
and only if A =
⋂
p∈X1(D)Ap. Thus Theorem 1.2 generalizes [6, Theorem
1.3] and [7, Theorem 3.8].
Note that the integral domain D = k[[T 2, T 3]], where k is any finite field,
does not satisfy the hypotheses of Theorem 1.2, since the unique maximal
ideal (T 2, T 3) = (T 2 :D T
3) of D has residue field k and is t-maximal but
not principal. We conjecture that this domain does not satisfy statements
(a), (c), or (d) of Theorem 1.2.
By [1, Proposition XI.1.1], for any domain D other than a finite field,
one has Int(Int(DX)Y) = Int(DX∐Y) for any sets X and Y, in analogy
with ordinary polynomial rings. Likewise, for any domain D and any set X
there exists a canonical D-algebra homomorphism θX :
⊗
X∈X Int(D) −→
Int(DX), where the (possibly infinite) tensor product is over D. In analogy
with ordinary polynomial rings, one might hope, if not expect, that this
homomorphism be an isomorphism. However, no proof is known that θX
is always an isomorphism, nor is there a known counterexample. If D is a
domain such that the homomorphism θX is an isomorphism for any set X,
then we say that D is polynomially composite. For example, if statements
(a) and (b) of Theorem 1.2 hold, then D is polynomially composite by [6,
Proposition 6.10]. In Section 3 we also give an application of our results to
polynomial compositeness.
1.2. t-ideals and associated primes. For the remainder of Section 1 we
review some definitions and facts about t-ideals and associated primes, TV
domains, H domains, PVMD’s, and t-linked extensions. Throughout D is
an integral domain with quotient field K 6= D.
A D-submodule I of K is a fractional ideal of D if dI ⊂ D for some
nonzero d ∈ D. For any fractional ideal I of D let I−1 = (D :K I), let
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Iv = (I
−1)−1, and let It =
⋃
Jv, where J ranges over the set of nonzero
finitely generated fractional ideals contained in I. The operations I 7−→ Iv
and I 7−→ It are examples of closure operators ∗ : I 7−→ I∗ on the partially
ordered set of nonzero fractional ideals of D, in that I ⊂ I∗ and (I∗)∗ = I∗,
and I ⊂ J implies I∗ ⊂ J∗, for all I and J . Moreover, these two closure
operators respect principal fractional ideals in that I∗ = I and (IJ)∗ = IJ∗
if I is principal. A closure operator on the partially ordered set of nonzero
fractional ideals of D that respects principal fractional ideals is called a
star operation on D. For any star operation ∗ on D, one has I∗ ⊂ Iv for
any nonzero fractional ideal I of D. Thus the v-closure operation is the
“coarsest” of all star operations.
A fractional ideal I of D is said to be a t-ideal if I = It and a v-ideal
if I = Iv. Every invertible fractional ideal, for example, is a v-ideal. Also,
every v-ideal is a t-ideal, and every finitely generated t-ideal is a v-ideal. If
every t-ideal of D is a v-ideal, then D is said to be a TV domain.
An ideal I of D is t-prime if I is a prime t-ideal, and I is t-maximal if it
is maximal among the t-ideals properly contained in D. The v-prime and
v-maximal ideals are defined similarly. The t-maximal and v-maximal ideals
of a domain are all prime. By an application of Zorn’s lemma, every nonunit,
and in fact every proper t-ideal, of D is contained in some t-maximal ideal
of D. By contrast, a domain may have no v-maximal ideals. The set of t-
prime and t-maximal ideals of D will be denoted t-Spec(D) and t-Max(D),
respectively.
Unfortunately, t-closure does not in general commute with localization.
However, if I is a t-ideal of Dp for some prime ideal p of D, then I ∩D is a
t-ideal of D [11]. Thus, if a prime ideal p of D is t-localizing, that is, if pDp
is a t-ideal of Dp, then p is a t-ideal of D. Thus, for example, any nonzero
prime p such that pDp is principal is t-localizing.
A prime ideal p of D is said to be an associated prime (in the Bourbaki
sense) of a D-module M if p equals the annihilator of some element of M .
A prime ideal p is said to be a weakly associated prime of M if p is minimal
over the annihilator of some element of M . The sets of all such primes
p of D are denoted Ass(M) and wAss(M), respectively. If M 6= 0, then
wAss(M) 6= ∅, but Ass(M) may be empty. A conductor ideal of D is an
ideal of the form (aD :D bD) with a, b ∈ D and a 6= 0. A prime ideal p of D
lies in wAss(K/D) (resp., Ass(K/D)) if and only if p is minimal over (resp.,
equal to) some conductor ideal of D. Note that D =
⋂
p∈wAss(K/D)Dp for
any domain D.
A prime ideal p of D is said to be a strong Krull prime, or Northcott
attached prime, of a D-module M if for every finitely generated ideal I ⊂ p
there exists an m ∈M such that I ⊂ ann(m) ⊂ p [5]. We let sKr(M) denote
the set of all strong Krull primes of D. One has wAss(M) ⊂ sKr(M) for
any D-module M by [5, Proposition 2], and the finitely generated ideals of
Ass(M) and sKr(M) coincide.
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By [15, Proposition 1.1], a prime ideal p of D is t-localizing if and only if
p ∈ sKr(K/D), that is, if and only if for every finitely generated ideal I ⊂ p
there exists a conductor ideal J of D such that I ⊂ J ⊂ p. In particular,
one has
Ass(K/D) ⊂ wAss(K/D) ⊂ sKr(K/D) ⊂ t-Spec(D).
1.3. TV domains, H domains, and PVMD’s. An ideal I of D is said to
be t-invertible if (I−1I)t = D and v-invertible if (I
−1I)v = D. The following
result follows from [16, Theorem 2.2 and Proposition 4.4].
Proposition 1.3. Let D be an integral domain with quotient field K. Every
t-invertible t-prime of D is t-maximal and lies in Ass(K/D). Moreover, a
t-maximal ideal p of D is t-invertible if and only if pDp is principal and
p = Iv for some finitely generated ideal I of D.
Every t-invertible ideal of D is v-invertible. If the converse holds, then D
is said to be an H domain. We have the following implications: Noetherian
⇒ Mori ⇒ TV ⇒ H. By [16, Proposition 4.2], we have the following.
Proposition 1.4. For any domain D, the following conditions are equiva-
lent.
(1) D is an H domain, that is, every v-invertible ideal of D is t-invertible.
(2) Every t-maximal ideal of D is v-maximal.
(3) Every t-maximal ideal of D is a conductor ideal of D.
(4) For any nonzero ideal I of D, one has It = D if and only if Iv = D.
A domain D is said to be a Pru¨fer v-multiplication domain, or PVMD,
if every nonzero finitely generated ideal of D is t-invertible, or equivalently
(as is well-known) if Dp is a valuation domain for every t-maximal ideal
p of D. For example, any Krull domain or Pru¨fer domain is a PVMD. A
domain D is said to be of finite t-character if every nonzero element of D is
contained in only finitely many t-maximal ideals of D. By [10, Theorem 1.3
and Proposition 2.4], every TV domain is an H domain of finite t-character.
(We do not know if the converse is true.)
Proposition 1.5. A PVMD D is an H domain if and only if every t-
maximal ideal of D is t-invertible.
Proof. Suppose that D is an H domain, and let p be a t-maximal ideal of
D. Then p = (aD :D bD) = (D+
b
aD)
−1 for some nonzero elements a and b
of D. Since the fractional ideal D + baD of the PVMD is finitely generated,
it is t-invertible. It follows that p = (D + baD)
−1 is t-invertible as well.
The converse follows from the fact that every t-invertible t-prime ideal is a
conductor ideal, which follows from Proposition 1.3. 
1.4. t-linked extensions. As noted in the introduction, an extension A
(not necessarily an overring) of a domain D is said to be t-linked if It = D
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implies (IA)t = A for any nonzero ideal I of D. The proofs of [4, Propo-
sitions 2.1 and 2.13] yield the following equivalent characterizations of the
t-linked extensions of a domain D. (Alternatively, see [8, Propositions 3.4,
3.5, and 4.6].)
Proposition 1.6. For any extension A ⊃ D of domains, the following
conditions are equivalent.
(1) A is a t-linked extension of D.
(2) For every q ∈ t-Spec(A) one has q ∩D = 0 or (q ∩D)t 6= D.
(3) For every q ∈ t-Max(A) one has q ∩D ⊂ p for some p ∈ t-Max(D).
(4) A =
⋂
p∈t-Max(D)Ap.
Next, we note that flat extensions are t-linked. In fact, we have the
following.
Proposition 1.7. Let A be a t-linked extension of an integral domain D.
Then we have the following.
(a) If B is a t-linked extension of A, then B is a t-linked extension of
D.
(b) If B is a flat extension of D, then both B and A ⊗D B are t-linked
extensions of D.
Proof. Statement (a) is clear from Proposition 1.6. If B is a flat extension
of D, it follows from Remark (a) following [16, Proposition 2.6] that B is a
t-linked extension of D. Moreover, A ⊗D B is a flat and therefore t-linked
extension of A. Thus, since A is a t-linked extension of D, it follows from
(a) that A⊗D B is a t-linked extension of D. 
An extension A of a domain D is locally t-linked if Ap is a t-linked ex-
tension of Dp for every prime ideal p of D. For example, any flat extension
of domains is locally t-linked. By [8, Corollary 4.11], any locally t-linked
extension is t-linked. However, the converse is not true. For example, by
[8, Example 4.12], any valuation overring of the integral domain A = Q +
(X,Y,Z)Q(
√
2)[[X,Y,Z]] centered on the prime ideal (X,Y )Q(
√
2)[[X,Y,Z]]
is a t-linked but not a locally t-linked extension of A.
By [8, Corollary 4.11], we have the following.
Proposition 1.8. Let D be an integral domain with quotient field K. For
any extension A ⊃ D of domains, the following conditions are equivalent.
(1) A is a locally t-linked extension of D.
(2) For every t-localizing prime q of A, either q ∩D = 0 or q ∩D is a
t-localizing prime of D.
(3) Ap =
⋂
p⊃q∈sKr(K/D)Aq for every prime ideal p of D.
Moreover, these conditions imply that A =
⋂
p∈sKr(K/D)Ap and therefore
that A is a t-linked extension of D.
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2. Local properties of Int(D)
2.1. Int primes. A prime ideal p of a domain D is said to be a polynomial
prime of D if Int(D) ⊂ Dp[X], or equivalently if Int(D)p = Dp[X]; otherwise
p is said to be an int prime of D [3]. Let us say that a prime ideal p of D is a
strong polynomial prime of D if Int(Dp) = Dp[X]; otherwise we will say that
p is a weak int prime. For example, every prime ideal with infinite residue
field is a strong polynomial prime, by [1, Corollary I.3.7]. Note that p is a
strong polynomial prime of D if and only if pDp is a polynomial prime of
Dp. By [1, Proposition I.2.2] one has Dp[X] ⊂ Int(D)p ⊂ Int(Dp) for any
prime p. Thus every strong polynomial prime is a polynomial prime, but
the converse is not true, as shown by [3, Example 5.3]. Moreover, it follows
that p is a strong polynomial prime of D if and only if p is a polynomial
prime of D and Int(Dp) = Int(D)p. We therefore have the following.
Lemma 2.1. Let D be an integral domain, and let p be a prime ideal of D.
The following are equivalent.
(1) p is a strong polynomial prime of D.
(2) pDp is a polynomial prime of Dp.
(3) p is a polynomial prime of D and Int(Dp) = Int(D)p.
The following result follows from [7, Proposition 3.3] (the proof of which
was based on [13, Theorem 1.5] and [3, Proposition 1.2]).
Lemma 2.2. Let D be an integral domain with quotient field K. Then, for
any prime p of D with finite residue field, we have the following implications.
p principal

+3 pDp principal

p ∈ Ass(K/D) +3

pDp ∈ Ass(K/Dp)

p int prime of D

+3 p weak int prime of D

p ∈ wAss(K/D) +3

pDp ∈ wAss(K/Dp)

p ∈ sKr(K/D) ks +3

pDp ∈ sKr(K/Dp)
KS

p ∈ t-Spec(D) pDp ∈ t-Spec(Dp)ks
2.2. The condition Int(S−1D) = S−1Int(D). For some classes of domains
D, such as the Noetherian domains, and more generally the Mori domains,
by [2, Proposition 2.1], the equality Int(S−1D) = S−1Int(D) is known to
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hold for all multiplicative subsets S of D. The following result gives some
characterizations of those domains D for which the equality always holds.
First, recall that an extension A of a domain D is said to be polynomially
regular if Int(D,A) is generated by Int(D) as an A-module.
Proposition 2.3. For any integral domain D with quotient field K, the
following conditions are equivalent.
(1) Every flat overring of D is polynomially regular.
(2) Int(S−1D) = S−1Int(D) for every multiplicative subset S of D.
(3) Int(Dp) = Int(D)p for every prime ideal p of D.
(4) Int(Dp) = Int(D)p for every t-localizing t-maximal ideal p of D with
finite residue field.
(5) Int(Dp) = Int(D)p for every prime ideal p of D such that pDp is a
weakly associated prime of K/Dp with finite residue field.
(6) Int(Dp) = Int(D)p for every weak int prime p of D.
Proof. By [1, Corollary I.2.6] one has Int(D,S−1D) = Int(S−1D), from
which it follows that (1) implies (2). The implications (2) ⇒ (3) ⇒ (4) are
trivial. By Lemma 2.2 one has (4) ⇒ (5) ⇒ (6). Moreover, (6) implies (3)
by Lemma 2.1. Suppose that (3) holds. Let D′ be a flat overring of D, and
let p′ be a maximal ideal of D′. Then D′
p′
= Dp, where p = p
′ ∩D. Thus
we have Int(D,D′)p′ ⊂ Int(D,D′p′) = Int(D,Dp) = Int(Dp) = Int(D)p =
(D′Int(D))p′ , where D
′Int(D) denotes the D′-module generated by Int(D).
Therefore we have Int(D,D′)p′ = (D
′Int(D))p′ for every maximal ideal p
′
of D′. It follows that Int(D,D′) = D′Int(D) and thus D′ is a polynomially
regular extension of D. Thus (3) implies (1), and the six conditions are
equivalent. 
If the equivalent conditions of Proposition 2.3 hold, then we will say
that D is polynomially L-regular. Thus, for example, any Mori domain
is polynomially L-regular. We will generalize this in Proposition 2.4 and
Theorem 2.6 below.
A domain D is said to be of finite character if every nonzero element of
D lies in only finitely many maximal ideals. For example, any Dedekind
domain or semilocal domain is of finite character. A domain D is said to be
of finite t-character if every nonzero element of D lies in only finitely many
t-maximal ideals. For example, every TV domain is of finite t-character.
Proposition 2.4. Every domain of finite t-character, and in particular ev-
ery TV domain, is polynomially L-regular. Likewise, every domain of finite
character is polynomially L-regular.
Proof. By [14, Proposition 2.3], if D is of finite t-character, then condition
(4) of Proposition 2.3 holds, and if D is of finite character, then condition
(3) of Proposition 2.3 holds. 
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We may generalize both Proposition 2.4 and [14, Proposition 2.3]. First,
we prove the following somewhat surprising lemma, which holds even for
domains that are not polynomial L-regular.
Lemma 2.5. One has (Int(Dp))q = (Int(Dq))p for any prime ideals p and
q of an integral domain D, and in fact (Int(Dp))q = (Dp)q[X] if p 6= q.
Proof. The result is trivial if p = q. Suppose p 6= q, and let S be the set of
all primes of D contained in p ∩ q. Since no prime of S is maximal one has
Int(Dq) ⊂ Int(Dp′) = Dp′ [X] for each prime p′ ∈ S. Therefore
Int(Dq) ⊂
⋂
p′∈S
Dp′ [X] = (Dp)q[X] = (Dp[X])q ⊂ (Int(Dp))q,
hence (Int(Dq))p ⊂ (Dp)q[X] ⊂ (Int(Dp))q and the result follows by symme-
try. 
An intersection
⋂
i∈I Di of integral domainsDi each contained in the same
field is said to be locally finite if every nonzero element of the intersection
is a unit in Di for all but finitely many i ∈ I. For example, a domain D
is of finite t-character if and only if the intersection D =
⋂
p∈t-Max(D)Dp is
locally finite.
Theorem 2.6. Let D be a domain that is equal to a locally finite intersection⋂
p∈S Dp for some subset S of Spec(D). Then Int(S−1D) = S−1Int(D) for
every multiplicative subset S of D, or, in other words, D is polynomially
L-regular.
Proof. Let q be any prime ideal ofD. Since Int(D)q ⊂ Int(D,Dq) = Int(Dq),
we need only show Int(Dq) ⊂ Int(D)q. Let f ∈ Int(Dq), and write f = g/a,
where g ∈ D[X] and a ∈ D\0. Since the intersection ⋂
p∈S Dp is locally
finite, one has a /∈ p, and therefore f ∈ Dp[X], for all but finitely many p ∈ S,
say, p1, p2, . . . , pn. By Lemma 2.5, for each i one has Int(Dq) ⊂ (Int(Dpi))q,
so there exists si ∈ D\q such that sif ∈ Int(Dpi). Let s = s1s2 · · · sn. Then
s ∈ D\q and sf ∈ Int(Dpi) for i = 1, 2, . . . , n. But sf ∈ Dp[X] ⊂ Int(Dp)
for all p ∈ S\{p1, p2, . . . , pn}. Hence sf ∈ Int(Dp) for all p ∈ S. It follows
that sf ∈ Int(D), and thus f ∈ Int(D)q. This completes the proof. 
Note that a domain D is equal to a locally finite intersection
⋂
p∈S Dp,
where S is a subset of Spec(D), if and only if every nonzero proper conductor
ideal of D is contained in a finite and nonzero number of prime ideals in S.
Regarding PVMD’s, we record the following.
Lemma 2.7. Let D be an integral domain. Each of the following conditions
implies the next.
(a) D is a Krull domain.
(b) D is a TV PVMD.
(c) D is an H PVMD of finite t-character.
(d) D is a polynomially L-regular H PVMD.
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(e) D is a polynomially L-regular PVMD such that pDp is principal for
every t-maximal ideal p of D.
Proof. Clearly (a) implies (b) and (b) implies (c), and (c) implies (d) by
Proposition 2.4. Moreover, (d) implies (e) by Propositions 1.5 and 1.3. 
2.3. Int(D) as an extension of D. If p is a polynomial prime of D, then
Int(D)p = Dp[X] is free as a Dp-module. Thus by Lemma 2.2 we have the
following.
Lemma 2.8. Let D be an integral domain with quotient field K. Then the
following conditions are equivalent.
(1) Int(D) is locally free (resp., flat) as a D-module.
(2) Int(D)p is free (resp., flat) as a Dp-module for every t-localizing
prime p of D with finite residue field.
(3) Int(D)p is free (resp., flat) as a Dp-module for every p ∈ wAss(K/D)
with finite residue field.
(4) Int(D)p is free (resp., flat) as a Dp-module for every int prime p of
D.
Note that, by [1, Exercise II.16], if pDp is principal, then Int(Dp) is free
as a Dp-module. Therefore Lemma 2.8 implies the following.
Lemma 2.9. Let D be an integral domain such that pDp is principal and
Int(Dp) = Int(D)p for every t-localizing t-maximal ideal p of D with finite
residue field. Then Int(D) is locally free as a D-module.
Remarkably, there are no known examples of domains D such that Int(D)
is not free as a D-module. Below we make some progress on this problem
by providing some evidence for the following conjecture.
Conjecture 2.10. There exists a local, Noetherian, one dimensional, an-
alytically irreducible integral domain D such that Int(D) is not flat as a
D-module.
Lemma 2.11. Let A ⊃ D be a flat extension of integral domains. Then
(IA)−1 = I−1A for every finitely generated fractional ideal I of D.
Proof. This is well-known and follows readily from the fact that if M is a
flat module over a commutative ring R then IM ∩ JM = (I ∩ J)M for all
ideals I and J of R. 
For any fractional ideal I of an integral domain D, we define
Int(D, I) = {f(X) ∈ K[X] : f(D) ⊂ I},
where K is the quotient field of D. This is a fractional ideal of Int(D).
Lemma 2.12. Let D be an integral domain. Then (IInt(D))−1 = Int(D, I−1) =
(Int(D, I))−1 for any nonzero fractional ideal I of D.
Proof. This is [2, Lemma 4.1(a)]. 
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Proposition 2.13. Let D be an integral domain for which there exists a
finitely generated ideal I of D such that D′ = I−1 is an overring of D. If
Int(D) is flat over D, then Int(D,D′) = D′Int(D).
Proof. We have
Int(D,D′) = Int(D, I−1)
= (IInt(D))−1
= I−1Int(D)
= D′Int(D),
where the second equality holds by Lemma 2.12 and the third holds by
Lemma 2.11. 
Note, for example, that if D is a local domain with quotient field K
and maximal ideal I = M , then M−1 is an overring of D if and only if
M−1 = (M :K M) if and only if M is not principal.
Proposition 2.14. Let D′ = F4[[T ]], let M be the maximal ideal of D
′, and
let D = F2 +M . Each of the following statements implies the next.
(1) (X2 +X)/T /∈ D′Int(D), or equivalently X2 +X /∈MInt(D).
(2) Int(D,D′) 6= D′Int(D).
(3) Int(D) is not flat as a D-module.
Proof. Statement (1) implies statement (2) because (X2+X)/T ∈ Int(D,D′).
Next, M is a finitely generated ideal of D and one has M−1 = F4[[T ]] = D
′,
which is an overring of D. By Proposition 2.13, if Int(D) is flat over D, then
Int(D,D′) = D′Int(D), so statement (2) implies statement (3). 
Conjecture 2.15. We conjecture that statement (2) (or statement (1)) of
Proposition 2.14 holds and therefore Int(D) is not flat as a D-module if
D = F2 + TF4[[T ]].
Proposition 2.16. Let D′ = F2[[T ]], let D = F2[[T
2, T 3]], and let M be the
maximal ideal of D. Each of the following statements implies the next.
(1) (X2 +X)/T 2 /∈ D′Int(D), or equivalently X2 +X /∈MInt(D).
(2) Int(D,D′) 6= D′Int(D).
(3) Int(D) is not flat as a D-module.
Proof. The proof is similar to that of Proposition 2.14, since the maximal
ideal M = (T 2, T 3) of D is finitely generated and satisfies M−1 = D′. 
Conjecture 2.17. We conjecture that statement (2) (or statement (1)) of
Proposition 2.16 holds and therefore Int(D) is not flat as a D-module if
D = F2[[T
2, T 3]].
Since the domains F2 + TF4[[T ]] and F2[[T
2, T 3]] are local, Noetherian,
one dimensional, and analytically irreducible, we obtain the following.
Proposition 2.18. Conjecture 2.15 and Conjecture 2.17 each imply Con-
jecture 2.10.
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An extension A of a domain D is said to be v-linked if Iv = D implies
(IA)v = A for any nonzero ideal I of D. Every v-linked extension of a do-
main D is t-linked. An extension A of a domain D is said to be t-compatible
if It ⊂ (IA)t for every nonzero ideal I of D [16, Section 2]. The v-compatible
extensions are defined similarly. By [16, Proposition 2.6 Remark (a)], one
has the implications
v-compatible

+3 v-linked

flat +3 t-compatible +3 t-linked
for any extension A of a domain D. Although we conjecture that Int(D)
is not necessarily flat as a D-module, it is known that Int(D) is a v-
compatible (hence v-linked, t-compatible, and t-linked) extension of D [2,
Lemma 4.1(2)]. In fact, we have the following.
Lemma 2.19. Let D be an integral domain and let X be a set. Then we
have the following.
(a) Int(DX) is a v-compatible, hence v-linked, t-compatible, and t-linked,
extension of D.
(b) If D is polynomially L-regular, then D′Int(D) is a v-compatible ex-
tension of D′ for any flat overring D′ of D, and Int(D) is a locally
t-linked extension of D.
Proof. By [2, Lemma 4.1(2)], Int(D) is a v-compatible extension of D. The
proof may be easily adapted to show that Int(DX) is a v-compatible exten-
sion of D, and (a) follows. If D is polynomially L-regular and D′ is a flat
overring of D, then Int(D′) = Int(D,D′) = D′Int(D) by [6, Lemma 3.5],
and therefore D′Int(D) = Int(D′) is a v-compatible extension of D′ by (a).
It then follows that Int(D) is a locally t-linked extension of D. Thus (b)
also holds. 
If D is polynomially L-regular, then we do not know if Int(DX) is nec-
essarily locally t-linked over D for any set X. However, this does hold if
Int(DXp ) = Int(D
X)p for all X. By transfinite induction on |X|, the latter
equality holds if Int(D) is polynomially L-regular whenever D is. Moreover,
the equality holds if D is polynomially composite, as defined at the end of
Section 1.2, or if D satisfies the hypotheses of Theorem 2.6.
3. Polynomial completeness and regularity conditions
3.1. Proof of main theorem. In this section we prove Theorem 1.2 of the
introduction.
First, we note that the following theorem follows from [6, Theorem 1.4
and Proposition 3.6].
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Theorem 3.1. Let A be an extension of an infinite domain D such that
A =
⋂
p∈S Ap, where S is a set of prime ideals of D such that pDp is principal
and Int(Dp) = Int(D)p for every p ∈ S with finite residue field. Then
Int(D,A) =
⋂
p∈S(AInt(D))p, and the following conditions are equivalent.
(1) A is a polynomially complete extension of D.
(2) Ap is a polynomially complete extension of Dp for every p ∈ S with
finite residue field.
(3) A is unramified and has trivial residue field extensions at every p ∈ S
with finite residue field.
(4) A is a weakly polynomially complete extension of D.
(5) Ap is a weakly polynomially complete extension of Dp every p ∈ S
with finite residue field.
Applying Theorem 3.1 to the set S = t-Max(D) of t-maximal ideals of D,
we obtain the following.
Corollary 3.2. Let D be a domain such that every t-maximal ideal p of D
with finite residue field is locally principal and satisfies Int(Dp) = Int(D)p.
Then for any t-linked extension A of D, the following conditions are equiv-
alent.
(1) A is a polynomially complete extension of D.
(2) Ap is a polynomially complete extension of Dp for every t-maximal
ideal p of D with finite residue field.
(3) A is unramified and has trivial residue field extensions at every t-
maximal ideal of D with finite residue field.
(4) A is a weakly polynomially complete extension of D.
(5) Ap is a weakly polynomially complete extension of Dp for every t-
maximal ideal p of D with finite residue field.
A domain D is said to be absolutely polynomially regular if every exten-
sion of D is polynomially regular. For example, every Dedekind domain is
absolutely polynomially regular, while the unique factorization domain Z[T ]
is not, since the extension Z[T/2] of Z[T ] is not polynomially regular by
[6, Example 7.3]. Let us say that a domain D is polynomially F-regular if
every flat extension of D is polynomially regular. For example, every Krull
domain is polynomially F-regular, by [6, Theorem 1.3]. In this section we
prove several generalizations of this fact, namely, Theorems 3.4, 3.6, and
3.7.
If D is polynomially F-regular, then D is polynomially L-regular, that is,
one has Int(S−1D) = S−1Int(D) for every multiplicative subset S of D. In
fact, as remarked at the end of Section 3 of [6], one has the following.
Lemma 3.3. Let D be any integral domain. The domain Dp is absolutely
polynomially regular for every prime ideal p of D with infinite residue field,
and the following conditions are equivalent.
(1) D is absolutely polynomially regular (resp., polynomially F-regular).
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(2) D is polynomially L-regular and Dp is absolutely polynomially regular
(resp., polynomially F-regular) for every prime ideal p of D.
(3) D is polynomially L-regular and Dp is absolutely polynomially regular
(resp., polynomially F-regular) for every maximal ideal p of D with
finite residue field.
The following result shows that polynomial F-regularity is a t-local con-
dition.
Theorem 3.4. Let D be an integral domain. Then D is polynomially F-
regular if and only if D is polynomially L-regular and Dp is polynomially
F-regular for every t-localizing t-maximal ideal p of D with finite residue
field.
Proof. Necessity of the condition follows from Lemma 3.3. Suppose that
D is polynomially L-regular and Dp is polynomially F-regular for every t-
localizing t-maximal ideal p of D with finite residue field, and let A be a
flat extension of D. Then Ap is a flat extension of Dp for any p, and by
Proposition 1.8 one has A =
⋂
p∈sKr(K/D)Ap. One therefore has
Int(D,A) =
⋂
p∈sKr(K/D)
Int(Dp, Ap) =
⋂
p∈sKr(K/D)
(AInt(D))p.
Since A is flat as a D-module, we have AInt(D) = A ⊗D Int(D), by [6,
Proposition 3.9]. Therefore, since Int(D) is a locally t-linked extension of
D by Lemma 2.19, it follows from Proposition 1.7 that AInt(D) is a locally
t-linked extension of D. Therefore by Proposition 1.8 we have Int(D,A) =⋂
p∈sKr(K/D)(AInt(D))p = AInt(D). Thus A is a polynomially regular ex-
tension of D. This proves that D is polynomially F-regular. 
Note that the statement obtained from Theorem 3.4 by replacing poly-
nomial F-regularity with absolute polynomial regularity does not hold. For
example, the domain Z[T ] is a Krull domain, hence polynomially L-regular,
and every localization of Z[T ] at a t-maximal ideal is a DVR and therefore
absolutely polynomially regular. Nevertheless Z[T ] is not absolutely polyno-
mially regular. Thus, polynomially F-regularity is a t-local condition, while
absolute polynomial regularity is not.
Next, let us say that a domain D is polynomially t-regular if every t-linked
extension of D is polynomially regular. We also say that D is polynomially
L-t-regular if every locally t-linked extension of D is polynomially regular.
Since localizations are flat, flat extensions are locally t-linked, and locally
t-linked extensions are t-linked, we clearly have the following implications:
absolutely polynomially regular ⇒ polynomially t-regular
⇒ polynomially L-t-regular
⇒ polynomially F-regular
⇒ polynomially L-regular.
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Like flatness, local t-linkedness is a local property. We can thus derive
the following analogue of Lemma 3.3.
Lemma 3.5. For any integral domain D, the following conditions are equiv-
alent.
(1) D is polynomially L-t-regular.
(2) D is polynomially L-regular and Dp is polynomially L-t-regular for
every prime ideal p of D.
(3) D is polynomially L-regular and Dp is polynomially L-t-regular for
every maximal ideal p of D with finite residue field.
Proof. Suppose that D is polynomially L-t-regular, and let p be a prime
ideal of D. Let A be a locally t-linked extension of Dp. Then A is a lo-
cally t-linked extension of D, whence A is a polynomially regular exten-
sion of D. It follows, then, from [6, Lemma 3.5], that A is a polynomi-
ally regular extension of Dp. Thus Dp is polynomially L-t-regular. Thus
(1) implies (2), and clearly (2) and (3) are equivalent. Lastly, suppose
that (2) holds, and let A be a locally t-linked extension of D. Then for
any prime p of D the extension Ap of Dp is locally t-linked, whence Ap
is a polynomially regular extension of Dp for all p. Thus it follows that
Int(D,A) =
⋂
p∈Spec(D) Int(Dp, Ap) =
⋂
p∈Spec(D)(AInt(D))p = AInt(D),
whence A is a polynomially regular extension of D. Thus (2) implies (1). 
An analogue of Theorem 3.4 for polynomial L-t-regularity holds if Int(D)
is assumed flat as a D-module.
Theorem 3.6. Let D be an integral domain such that Int(D) is flat as a D-
module. Then D is polynomially L-t-regular if and only if D is polynomially
L-regular and Dp is polynomially L-t-regular for every t-localizing t-maximal
ideal p of D with finite residue field.
Proof. Necessity of the condition follows from Lemma 3.5. Suppose that
D is polynomially L-regular and Dp is polynomially L-t-regular for every
t-localizing t-maximal ideal p of D with finite residue field, and let A be
a locally t-linked extension of D. Then Ap is locally t-linked extension of
Dp for any p, and by Proposition 1.8 one has A =
⋂
p∈sKr(K/D)Ap. One
therefore has
Int(D,A) =
⋂
p∈sKr(K/D)
Int(Dp, Ap) =
⋂
p∈sKr(K/D)
(AInt(D))p.
Since by hypothesis Int(D) is flat as a D-module, we have AInt(D) = A⊗D
Int(D) by [6, Proposition 3.9]. Therefore, since A is a locally t-linked exten-
sion of D, it follows from Proposition 1.7 that AInt(D) is a locally t-linked
extension of D. Therefore we have Int(D,A) =
⋂
p∈sKr(K/D)(AInt(D))p =
AInt(D). Thus A is a polynomially regular extension of D. This proves that
D is polynomially L-t-regular. 
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Unlike flatness and local t-linkedness, t-linkedness is not a local property.
Thus we may prove only a partial analogue of Lemma 3.3 and Theorem 3.4
for the polynomially t-regular domains.
Theorem 3.7. Let D be an integral domain. Then the first condition below
implies the latter two conditions.
(a) D is polynomially t-regular.
(b) D is polynomially L-regular and Dp is polynomially t-regular for ev-
ery prime ideal p of D.
(c) D is polynomially L-regular and Dp is absolutely polynomially regular
for every t-maximal ideal p of D.
Moreover, if Int(D) is flat as a D-module, then conditions (a) and (c) are
equivalent.
Proof. Suppose that (a) holds. Let p be a prime ideal of D, and let A
be a t-linked extension of Dp. Now, Dp is a flat and therefore t-linked
extension of D. Thus, it follows from Proposition 1.7(a) that A is a t-linked
extension of D. Thus A is a polynomially regular extension of D, since D
is polynomially t-regular. Therefore, since Dp is a flat and polynomially
regular overring of D and A is a polynomially regular extension of D, it
follows from [6, Lemma 3.5] that A is a polynomially regular extension of
Dp. Thus Dp is polynomially t-regular, and (a) implies (b). Suppose, on the
other hand, that p is a t-maximal ideal of D, and let A be any extension of
Dp. Then A ⊂
⋂
q∈t-Max(D)Aq ⊂ Ap = A, whence A is a t-linked extension of
D. Therefore A is a polynomially regular extension of D. Again, it follows
that A is a polynomially regular extension of Dp. Thus Dp is absolutely
polynomially regular. Thus (a) implies (c).
Suppose now that Int(D) is flat as a D-module, suppose that (c) holds,
and let A be a t-linked extension of D. Then we have
Int(D,A) =
⋂
p∈t-Max(D)
Int(Dp, Ap) =
⋂
p∈t-Max(D)
(AInt(D))p.
Since Int(D) is flat as a D-module, we have AInt(D) = A ⊗D Int(D), and
therefore AInt(D) is a t-linked extension of D by Proposition 1.7. Thus we
have Int(D,A) =
⋂
p∈t-Max(D)(AInt(D))p = AInt(D). Thus A is a polyno-
mially regular extension of D. Thus (c) implies (a) and the two conditions
are equivalent in this case. 
Finally, we note that Theorem 1.2 of the introduction follows from Theo-
rem 3.7, Corollary 3.2, and Lemmas 2.7 and 2.9. In fact, a similar argument
yields the following result, which has a slightly weaker hypothesis and a
slightly weaker conclusion than Theorem 1.2.
Theorem 3.8. Let D be an infinite domain such that pDp is principal and
Int(Dp) = Int(D)p for every t-localizing t-maximal ideal p of D with finite
residue field. Then we have the following.
(a) Int(D) is locally free as a D-module.
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(b) Int(S−1D) = S−1Int(D) for every multiplicative subset S of D.
(c) Every locally t-linked extension of D is polynomially regular.
(d) A locally t-linked extension of D is polynomially complete if and only
if it is unramified and has trivial residue field extensions at every t-
localizing t-maximal ideal of D with finite residue field.
3.2. Stability of regularity conditions. Recall that an extension A ⊃ D
of domains is said to be polynomially complete if Int(D,A) = Int(A), and the
extension is said to be a weakly polynomially complete if Int(D) ⊂ Int(A).
As noted at the end of Section 3 of [6], the absolutely polynomially reg-
ular domains are stable under (weakly) polynomially complete extensions.
Thus, for example, if D is absolutely polynomially regular, then Int(DX) is
absolutely polynomially regular for any set X. The following result shows
that all of the regularity conditions we have studied are stable under the
appropriate polynomially complete extensions.
Lemma 3.9. If A is a weakly polynomially complete extension of a domain
D and B is a polynomially regular extension of D containing A, then B is
a polynomially regular extension of A. Moreover, we have the following.
(a) D is absolutely polynomially regular if and only if every (weakly)
polynomially complete extension of D is absolutely polynomially reg-
ular.
(b) D is polynomially t-regular if and only if every (weakly) polynomially
complete t-linked extension of D is polynomially t-regular.
(c) D is polynomially L-t-regular if and only if every (weakly) polyno-
mially complete locally t-linked extension of D is polynomially L-t-
regular.
(d) D is polynomially F-regular if and only if every (weakly) polynomi-
ally complete flat extension of D is polynomially F-regular.
(e) Every flat overring of D is polynomially complete, and D is polyno-
mially L-regular if and only if every flat overring of D is polynomially
L-regular.
Proof. The hypotheses on A and B mean that D ⊂ A ⊂ B and Int(D) ⊂
Int(A), and Int(D,B) = BInt(D). Thus we have
Int(A,B) ⊂ Int(D,B) = BInt(D) ⊂ BInt(A) ⊂ Int(A,B),
whence Int(A,B) = BInt(A). Thus B is a polynomially regular extension
of A. Statement (a) follows immediately. Statement (b) then follows from
Proposition 1.7(a), and statements (c) and (d) follows similarly. Finally, by
[6, Lemma 3.5], every flat overring of D is polynomially complete, and thus
(e) follows, since a flat overring of a flat overring is a flat overring. 
3.3. Application to tensor product decompositions. Recall that if
D is a domain such that the canonical D-algebra homomorphism θX :
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⊗
X∈X Int(D) −→ Int(DX), where the tensor product is over D, is an iso-
morphism (resp., surjective) for every set X, then we say that D is poly-
nomially composite (resp., almost polynomially composite). As of yet we do
not know an example of a domain that is not polynomially composite.
Proposition 3.10. Let D be any integral domain with quotient field K. The
domain Dp is polynomially composite for every strong polynomial prime p
of D, and the following conditions are equivalent.
(1) Dp is polynomially composite (resp., almost polynomially composite)
for every prime ideal p of D.
(2) Dp is polynomially composite (resp., almost polynomially composite)
for every t-localizing t-maximal ideal p of D with finite residue field.
(3) Dp is polynomially composite (resp., almost polynomially composite)
for every prime ideal p of D such that pDp is a weakly associated
prime of K/Dp with finite residue field.
(4) Dp is polynomially composite (resp., almost polynomially composite)
for every weak int prime p of D.
Moreover, if any of the above conditions holds and D is polynomially L-
regular, then D is polynomially composite (resp., almost polynomially com-
posite).
Proof. If p is a strong polynomial prime of D, that is, if Int(Dp) = Dp[X],
then Int(Dp) is free over Dp, and thus by [6, Proposition 6.8] the domain Dp
is polynomially composite. The four conditions are therefore equivalent by
Lemma 2.2. Finally, if condition (1) holds and D is polynomially L-regular,
then D is polynomially composite (resp., almost polynomially composite)
by [6, Corollary 6.6]. 
By the following result, polynomial t-regularity, polynomial L-t-regularity,
polynomial F-regularity, and polynomial L-regularity are all useful condi-
tions for studying (almost) polynomial compositeness.
Theorem 3.11. Let D be an integral domain. We have the following.
(a) If D is polynomially t-regular or polynomially L-t-regular, then D is
almost polynomially composite.
(b) If D is polynomially F-regular and Int(D) is flat as a D-module,
then D is polynomially composite.
(c) If D is polynomially L-regular and Int(D) is locally free as a D-
module, then D is polynomially composite.
Proof. We note first that (b) holds by [6, Proposition 6.8] and (c) holds
by [6, Proposition 6.10]. To prove (a), suppose that D is polynomially L-t-
regular. It follows that D is not a finite field. By Lemma 2.19, the extension
Int(D) of D is locally t-linked, and since Int(D) is a polynomially complete
extension ofD, it follows from Lemma 3.9(c) that Int(D) is also polynomially
L-t-regular. In particular, Int(D) is polynomially L-regular, and therefore
Int(D2) = Int(Int(D)) is a locally t-linked extension of Int(D) by Lemma
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2.19(b). It follows from Proposition 1.7 that Int(D2) is a locally t-linked
extension of D. By induction it follows that Int(Dn) is a locally t-linked,
hence polynomially regular, extension of D for every positive integer n.
Therefore, by [6, Proposition 6.3], D is almost polynomially composite. 
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