We show that if RP does not have p-measure zero then ZPP = EXP. As corollaries we obtain a zero-one law for RP in EXP, and that both probabilistic classes ZPP and RP have the same measure in EXP. We also prove that if NP does not have p-measure zero then NP = AM.
Both our proofs are inspired by the so-called "easy-witness" technique, that was first used in [7] to show an "easy or hard" result for RP, and that was consequently adapted in [10] to prove a similar result for NP. Further work along these lines can be found in [6, 3] .
A draft of this paper was published in [4] ; The proof given here is more direct, i.e. it does not not require van Melkebeek's zero-one law for BPP [14] , but relies on results on the completeness of various sets of random strings from [1] . For similar results in the Baire categories setting, see [15] .
Preliminaries
We use standard notation for traditional complexity classes; see for instance [17] . Let us fix some notations for strings and languages. Let s 0 , s 1 , . . . be the standard enumeration of the strings in {0, 1}
* in lexicographical order, where s 0 = λ denotes the empty string. For any string x, x − 1 denotes the predecessor of x. Denote by s . If w 1 is a string and w 2 is a string or a sequence extending w 1 , we write
, where L =n denotes the set of strings of size n contained in L. We sometimes write E 1 for E and E 2 for EXP.
Resource-bounded measure
In this section we describe the fragment of Lutz's measure theory for the class E and EXP that we will need. For a more detailed presentation of this theory we refer the reader to the survey by Lutz [13] .
µ(·|EXP)-measure is obtained by imposing appropriate resource-bounds on a game theoretical characterization of the classical Lebesgue measure.
A martingale is a function d :
This definition can be motivated by the following betting game in which a gambler puts bets on the successive membership bits of a hidden language A. The game proceeds in infinitely many rounds where at the end of round n, it is revealed to the gambler whether s n ∈ A or not. The game starts with capital 1. Then, in round n, depending on the first n − 1 outcomes w = χ A [0 . . . n − 1], the gambler bets a certain fraction w d(w) of his current capital d(w), that the nth word s n ∈ A, and bets the remaining capital (1 − w )d(w) on the complementary event s n ∈ A. The game is fair, i.e. the amount put on the correct event is doubled, the one put on the wrong guess is lost. The value of d(w), where w = χ A [0 . . . n] equals the capital of the gambler after round n on language A. The player wins on a language A if he manages to make his capital arbitrarily large during the game. We say that a martingale d succeeds on a language A, if This property is monotone in the following sense: If class D is contained in a class C of p imeasure zero, then D also has p i -measure zero. It is easy to see that if a class C has p 1 -measure zero, then it has p 2 -measure zero (the converse is not always true).
Definition 2 A class C has µ(·|E i )-measure zero (equivalently measure zero in E i or µ(C|E i ) = 0) if C ∩ E i has p i -measure zero. A class C has µ(·|E i )-measure one (equivalently measure one in E i or µ(C|E i ) = 1) if its complement has µ(·|E i )-measure zero.
Lutz showed in [11] that the classes E i do not have µ(·|E i )-measure zero, which he called the measure conservation property.
Lutz also proved in [11] that uniform infinite unions of null classes are null.
Theorem 1 (Lutz) Suppose {d j } j≥1 is a set of p-martingales, each succeeding on class C j ; where
It is known from [18] that for any closed under symmetric difference (or closed under finite union and intersection) class C, µ(C|E i ) = 1 implies that E i ⊆ C.
Pseudorandom generator
We need the following definition of the relativized hardness of a pseudorandom generator.
n , is defined as the minimal s such that there exists an n-input circuit C with oracle gates to A, of size at most s, for which:
Klivans and van Melkebeek [8] noticed that Impagliazzo and Widgerson's [5] pseudorandom generator construction relativizes; i.e. for any language A, there is a deterministic polynomial time procedure that converts the truth table of a Boolean function that is hard to compute for circuits having oracle gates for A, into a pseudorandom generator that is pseudorandom for circuits with A oracle gates. More precisely, Theorem 2 (Klivans-van Melkebeek [8] ) Let A be any language. There is a polynomial-time computable function F : {0, 1} * × {0, 1} * → {0, 1} * , with the following properties. For every > 0, there exists a, b ∈ N such that
and if r is the truth table of an (a log n)-variables Boolean function of A-oracle circuit complexity at least n a , then the function G r (s) = F (r, s) is a generator, mapping {0, 1} b log n into {0, 1} n , which has hardness H A (G r ) > n.
Resource-Bounded Kolmogorov Complexity
Let us give the basic notions on resource-bounded Kolmogorov complexity that we will need.
Definition 4 (Levin) [9] Let U be a universal Turing machine. Define Kt(x) to be min{|d|+log t :
It was shown in [1] (based on a result from [1] and an observation from Rahul Santhanam mentioned in [1] ), that the existence of a polynomially dense set in P that contains only strings of high Kt-complexity implies ZPP = EXP.
Theorem 3 [1] Let 0 < δ < 1, and suppose there is a set R ∈ P of polynomial density (for almost every length) such that r ∈ R implies Kt(r) ≥ |r| δ . Then ZPP = EXP.
3 A zero-one law for RP in EXP Theorem 4 Suppose RP does not have p-measure zero, then there exists a polynomially dense set R ∈ P, and 0 < δ < 1 such that for every r ∈ R, Kt(r) > |r| δ .
Proof. To prove Theorem 4, we need the following lemma.
Lemma 1
=m is non-empty
=m , every probabilistic witness t such that M (x, t) = 1 has large Kt complexity, i.e. Kt(t) > |x|/2.
Proof. Consider the following martingale d that allocates capital 2 −n to bet on strings of length n according to the following strategy (i.e. d total initial capital is i≥1 2 −i = 1). For every string's size n, d only bets on the n strings s 
It is easy to see that d can be computed in 2 O(n) steps. Consider the following martingale d that only bets on the n first n-sized strings s (n) 0 to s (n) n−1 , for every length n. Fix an enumeration of polytime probabilistic Turing machines so that M j on any input z always halts within |z| log j steps, and a deterministic universal Turing machine
with 0 ≤ i ≤ n − 1, d simulates the first log n probabilistic machines on all probabilistic witnesses for inputs of length at most log n. Let M j be the first such machine that agrees with L on all such inputs, making errors only when x ∈ L, and then on less than 1/4 of its probabilistic witness, i.e. decides L correctly (RP-wise) on all inputs smaller than log n. d simulates U on all programs p of size smaller than n/2, during 2 n/2 steps. For every string t output during U 's simulation, it checks whether M j (s 
otherwise.
Claim 1 Let C 2 be the set of languages L ∈ RP such that for the first probabilistic poly-time machine deciding L (denoted M j0 ), there are infinitely many lengths m, such that there exists x ∈ L (m) =m and a probabilistic witness t with Kt(t) < |x|/2, such that
Let L ∈ C 2 . After a finite amount of time d will always pick j = j 0 . Thereafter for each length m such that there exists x ∈ L (m) =m and a probabilistic witness t with low Kt complexity, such that M j0 (x, t) = 1, i.e. S(x) = 1 and there are log n machines to simulate on all inputs of size log n, where each machine runs in time smaller than (log n) log log n , i.e. takes time 2
(log n) log log n to be simulated by trying all probabilistic witnesses and taking a majority vote. Next d needs to simulate U on 2 n/2 programs during 2 n/2 steps. Thus d can be computed in time 2 O(n) . Let C = C 1 ∪ C 2 . By Theorem 1, C has p-measure zero. Therefore if RP does not have p-measure zero, RP ⊆ C, which proves Lemma 1. The proof of Theorem 4 then follows. Let L and M be as in Lemma 1 (denote by N the bound such that Lemma 1 holds for any length n > N ), and suppose M runs in time n k . Consider the set
Because L ∈ RP, we have R ∈ P and R =n k is polynomially dense for every integer n > N . Let m = n k + l be any integer with n k < m < (n + 1)
R is polynomially dense for every length m > N . Moreover if z ∈ R, (with z = tv, |t| = n k and |tv| < (n + 1)
=n , therefore Kt(t) > |x|/2 = n/2. Since Kt(tv) > Kt(t) − O(log n) (because any program for tv yields a program for t by producing tv and dropping v, with a extra complexity of at most O(log n)), we have (for n large enough) 
Derandomization of AM if NP is not small
Let us show our second main result, stating that if NP does not have p-measure zero, then AM can be fully derandomized.
Theorem 6 Suppose NP does not have p-measure zero. Then NP = AM.
Proof. In order to prove Theorem 6, we need the following lemma. n−1 , for every length n. Fix an enumeration of nondeterministic Turing machines so that M j on any input z always halts within |z| log j steps. On input L s
simulates the first log n nondeterministic machines on all nondeterministic witnesses for inputs of length at most log n. Let M j be the first such machine that agrees with L NP-wise on all such inputs, i.e. decides L correctly (NP-wise) on inputs smaller than log n. Next d constructs all circuits with oracle gates for SAT of size smaller than n 1/2 on log j log n inputs, and computes the truth table t for each. If M j (s 
Claim 2 Let C 2 be the set of languages L ∈ NP such that for the first nondeterministic poly-time machine deciding L (denoted M j0 ), there are infinitely many lengths m, such that there exists
=m and a nondeterministic witness t that when viewed as a function of log |t| inputs has SAT-oracle circuit complexity less than |x|
After a finite amount of time d will always pick j = j 0 . Thereafter for each length m such that there exists x ∈ L (m) =m and a nondeterministic witness t with small circuit complexity, such that The running time of d is less than 2
there are log n machines to simulate on all inputs of size log n, where each machine runs in time smaller than (log n) log log n , i.e.
takes time 2
(log n) log log n to be simulated by trying all nondeterministic witnesses. Next d needs to construct 2 n circuits of size at most n 1/2 and construct their truth table. Since evaluating a SAT gate of size at most n 1/2 takes time 2
i ) can be computed in time 2 O(n) . Let C = C 1 ∪ C 2 . By Theorem 1, C has p-measure zero. Therefore if NP does not have p-measure zero, NP ⊆ C, which proves Lemma 2.
The proof of Theorem 6 then follows, let L and M be as in Lemma 2, where M runs in time n d . Let L ∈ AM be any language and N a probabilistic nondeterministic Turing machine deciding it, and assume that on input of size n, N runs in time n c . For = 1 let a and b be as in Theorem 2 and pick m so that m 1/2 > n e , where e = ac. For every x among s m−1 nondeterministically guess a witness t for machine M on input x. Check whether M (x, t) = 1 − we know that there is at least one such witness for at least one such x, and every such witness has circuit complexity at least m 1/2 = n ac − if so use Theorem 2 to construct from t a pseudorandom generator from O(log n) bits to n c bits secure against circuits of size n c with oracle gates to SAT. Use the outputs of this pseudorandom generator to simulate the nondeterministic Turing machine N for L . This has expected nondeterministic polynomial time, and never errs for sufficiently large inputs, so L ∈ NP.
