This paper solves the image fusion problem by using a multi-object optimization strategy and a key energy function. The energy function mainly consists of two components. One ensures injection of more correlated detailed spatial information. The detailed information is extracted from gradient representation of the image to be fused. The other one guarantees that the spectral information is preserved by a data fitting term. By minimizing the proposed energy function, the fusion result can be obtained. Moreover, a key parameter is used in the energy function to adjust the weights of the spectral and spatial information during the image fusion. In this paper, a multi-object optimization is constructed to determine such a key parameter. The image fusion performance is evaluated through visional perception and some fusion indexes. Experimental results 
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Introduction
With the applicability of multi-source images in many application areas, image fusion has been an attractive and important technique in image processing and pattern recognition. The application areas of image fusion include remote sensing, 15, 20 medical imaging, 10 quality and defect detection. 7 Particularly in remote sensing, there is a strong desire to fuse the high spatial and the high spectral resolutions to obtain a better description and explanation about the sensed scene.
A variety of algorithms has been applied for image fusion. The most common procedures are the intensity-hue-saturation (IHS) transform based methods.
21,22
But only using the IHS method will bring spectral degradation. To solve the problem, Núñez et al. 16 fused a high spatial resolution panchromatic image (SPOT) with a low spatial resolution multi-spectral image (Landsat Thematic Mapper (TM)) using the Additive Wavelet (AW) algorithm. The atrous wavelet approximation of SPOT panchromatic image is substituted by the bands of TM image. Li et al. 13 proposed a Choose-Max Wavelet (CMW) fusion algorithm based on the wavelet transform. An algorithm based on Multi-scale First Fundamental (MFF) form was presented by Scheunders, 18, 19 which used a multi-valued image wavelet representation method to fuse image. Chen 9 improved a weighted multi-valued image wavelet representation method (WMFF) to avoid the problem that MFF enlarges the wavelet coefficients. However, image fusion methods based on wavelet techniques have three shortcomings: the first is that the predefined basis has to be selected; the second is how to select decomposition level probably; the third is that a multi-scale method preserves more spectral information and ignores some spatial information. In order to solve the above problems, the paper proposes a new image fusion framework to extract the detail information and injects the detail information into multi-spectral image. The novel proposed algorithm is inspired by some image recovery and decomposition algorithms.
23,14,1,4,2 The proposed algorithm constructs a fundamental energy function and a multi-object optimization strategy to inject the detailed information of the high resolution image while preserving the spectral information of the multi-spectral image. The algorithm employs some objective metric assessments 24 as the optimization goal with multi-object optimization.
The rest of the paper is organized as follows. Section 2 presents a detailed description of the proposed fusion algorithm based on energy minimization and Sec. 3 provides experimental results and discussions. In Sec. 4, concluding remarks are given.
Fusion Algorithm
In this paper, we propose a new method to process the image pan-sharpening problem. Traditional methods apply some image fusion evaluation indicators to judge the quality of fusion results. But we believe that the trade-off information between spatial and spectral information is important, we apply evaluation indicators to select weight between spatial and spectral information. Our proposed algorithm balances the relationship of the spectral and spatial information through constructing a new energy functional and a new multi-object optimization. We represent the main flowchart in Fig. 1 . The proposed algorithm consists mainly of three modules, namely fusion module, objective module and parameter selection module. The fusion module fuses the panchromatic and multi-spectral images based on the input parameter. The objective module applies some key fusion evaluation indicators to evaluate whether the input parameter is suitable to the images. The parameter selection module updates the key fusion parameter based on the previous result. The pseudocode of the three modules is detailed in the appendix. In the proposed algorithm, the color multi-spectral image is transformed into IHS color model. The intensity component is selected as the primary fusion variable.
Energy function construction
The fused image should have high-resolution and preserve the spectral information as well. The energy function mainly consists of two components. One extracts the detailed information from gradient representation based on Total Variation (TV) to be fused. The spectral information is preserved through L 1 norm based on data fitting term. The main feature of the fusion formulation is that it obtains more accurately spectral information through L 1 norm and directly injects the fused result with the spatial gradient information with TV.
Let PAN denotes a panchromatic image, RMI, RMH, RMS denote intensity, hue and saturation parts of multi-spectral image MO, respectively. The functional construction is based on PAN and the intensity part RMI.
We define the energy function as follows:
where λ is a weighted parameter, ∇ · 1 stands for a discrete TV norm. The above discrete TV is selected as the isotropic TV 8 and defined as: 2 where u is an image with size W × Q,
The TV preserves the sharp discontinuities and the L 1 data fidelity term retains spectral information. Equation (2.1) is balanced between the detailed information and the multi-spectral information. We could simplify the function form as:
where K = R − PAN. Equation (2.2) is a non-smooth problem, and some methods 5, 25 have been proposed to solve the problem. The one in [5] used a smooth function to approximate the non-smooth function, and the one in [25] used a dual method based on the decoupled method. This paper applies the decoupled method and the primal-dual method 26 to solve the image fusion problem. We introduce a new variable N and a new parameter ρ to rewrite the function (2.2) as
where ρ is a big constant, such that N could provide a high quality approximated to K. Since N is decoupled with p, we rewrite the function (2.3) as the alternative optimization 6 as follows:
Step 1.
Step 2. where i is the iterated step. If K i is given, the solver of the Step 1 is obtained by Proposition 1.
Proposition 1. The solution of the minimization task in
Step 1 is given by the following thresholding step:
Proof. Proposition 1 can be divided into the following three possible cases:
we solve the Step 1 as follows:
From the above equation, we obtain
In this case, we derive K i that satisfies the following formula:
and we obtain the first part of Eq. (2.4):
Case 2. Similarly, we could obtain the second part of the function (2.4):
The saddle-point formulation of Step 2 is obtained based on duality 26 as follows:
where p is the dual variable, the set P is given by
is the indicator function of the set P as follows
+∞, elseif. In order to express the algorithm clearly, we represent our algorithm as a threshold step, a dual step, a primal step and a color space conversion step as follows:
and we update N as
, apply one step of (projected) gradient acescent method to the maximization problem
where τ i is the dual stepsize and P X is the projection operator as follows:
and transform (2.10) into
so we update K as
where θ i is primal stepsize and div is divergence operator. (4) Color space conversion
The fused result R is solved by R = K O + PAN, where O is the maximum number of iterations. We convert IHS colormap to RGB colormap with the hue part, saturation part and R which is taken as the intensity part. We set our RGB result as R 1 .
Remark 1. P X could be simplified as: [24] metric is defined as follows
where s 
14)
(2.15)
Then, the edge strength and orientation preservation values are derived as
where Γ g , K g , σ g , Γ α , K α and σ α are constants and determine the exact shape of the sigmoid functions used to form the edge strength and orientation preservation values. Edge information preservation values are then defined as:
where
considers the amount of edge information transferred from the input images to the can reflect the total amount of information that fused image F contains about A and B. A larger value of mutual information measure indicates that the final fusion image contains more information from original images. In this paper, mutual information is used to measure the fusion quality of intensity of the result, high-resolution image and intensity of the multi spectral image.
Inverse Laplace Spectral Correlation metric: In order to quantitatively evaluate the fused result, three criteria are used as follows. We integrate a spectral correlation measure 16 and the inverse Laplace operator 3 to construct a new metric to evaluate the amount of spectral information. The new metric is named as Inverse Laplace Spectral Correlation metric (ILSC) and defined as follows:
where ·, · stands for the inner product and (·) is the image mean, F is Fourier transform, is a small constant, S is one channel of the multi-spectral image and T is one channel of the fused result. p and q are discrete Fourier sample points. As shown in Fig. 2 , ∆ −1 eliminates the pseudo-information for the next spectral correlation computation while retaining meaningful spectral information. Therefore, the ILSC is more suitable for measuring the spectral information of the fused image. In this paper, we simplify ILSC based on Proposition 2 as follows:
Proposition 2. Equation (2.21) can be simplified as follows: 
Proof. Proposition 2 can be proven if the following equation can be established:
We recall that the DFT of
as follows:
Based on the DFT, it is easy to obtain the following equation:
Based on the definition (2.21), we calculate F (∆ −1 S) as follows:
Therefore, we obtain
Based on the DFT, it is easy to obtain: According the above equation, we get:
Similarly, we obtain: be considered tending to reserve the spatial information. ILSC is based on the correlation between the fusion result with the intensity of multi spectral image, which measures the spectral information included in the fusion result. As described in Table 1 , we can see that choosing parameter λ is very critical to the fusion result.
Parameter selection based on Multi-objective optimization: Particle Swarm Optimization (PSO) was originally presented by Kennedy and Eberhart 12 and was first intended for simulating social behavior, 11 as a school stylized representation of the movement of organisms in birds.
PSO algorithm works by having a swarm of candidate particles. These particles move around in the search-space according to a few simple rules. The movements of the particles are directed by their own best known position in the searchspace as well as the entire swarm's best known position. When improved positions are being discovered, the local and global information is updated and will direct the movements of the swarm. The process is iterated until a satisfactory solution will eventually be discovered. PSO applies the following iteration to move the particles:
where x (i) is the position of particles i, t = 0, . . . , I is the iteration, I is the total number of iterative and v (i) is the velocity of particles i which is determined as the following:
where p (i) is the best position of particles i, g(t) is the global best position of all particles, r i 1 (t) and r i 2 (t) random number between 0 and 1, and c 1 , c 2 are constants. The PSO flowchart is presented in Fig. 3 . First, initialize the particle's position with a uniformly distributed random vector and velocity of particles with a same distributed random vector. Second, calculate the object function value for all particles. Third, compare the object function value and obtain the local best position and global best position, until a stop criterion is met (e.g. number of iterations). Fourth, update the particle's velocity with Eqs. (2.23) and (2.24) to renew particles' positions, and then go to the first step. In order to inject high frequency information while preserving the spectral information, we construct the multi-object program as follows: 25) where R 1 (:, :, i), i = 1, 2, 3 are corresponding to the red, green, blue channels of the image R 1 and the same as MO(:, :, i), i = 1, 2, 3. Our aim is to preserve the spectral information, as far as possible to inject high frequency information to maximize the visual effects. So we transform the correlation optimization into a constraint as follows:
where α i , i = 1, 2, 3 are parameters, which represent how much spectral information is maintained.
In this paper, we use PSO algorithm to solve the optimization problem. The model (2.26) emphasizes a viewpoint while maximizing the resolution of fusion result, to ensure that the spectral information is not distorted. In order to compute 
Fusion scheme
The proposed algorithm is a synthesized algorithm. It is composed of three parts: energy functional minimization, parameter selection based on PSO and multi-object optimization. In order to present the fusion scheme clearly, we summarize the flowchart in Fig. 1 . The modules are represented by some pseudocode in Algorithm 1. With the help of the flowchart and pseudocode, we express the main flowchart of our proposed algorithm simply. In our proposed algorithm, without any weighted parameters predefined, it is directed by some object indicators. There is another important parameter α in the model (2.26) and the paper determines α as follows: where i = 1, 2, 3 is corresponding to the RGB channels, AW result is AW fusion result, 16 CMW result is CMW fusion result, 13 MFF result is MFF fusion result 18, 19 and WMFF result is WMFF fusion result. 9 If we choose α i in this way, to retain the spectral information is not less than the AW, CMW, MFF and WMFF method. There are some other parameters used in PSO algorithm, and discrete parameters in energy minimization, which do not affect result but only consider algorithm convergence. the fused images which are obtained by AW, CMW, MFF, WMFF and the proposed method. The five methods have achieved good results as in these figures. But our method has better visual effect in blur elimination compared with WT based algorithms, which obtain better performance in detailed information through comparing the enlarged image. Spectral information simultaneously is also maintained, which supported by the visual effect and correlation metric in the tables.
In addition, we apply Q AB/F and the mutual information indicators to measure the amount of information fusion. The fourth rows in Tables 2 and 3 indicate that the mutual information obtained by the proposed method is larger than the other methods, which reflects the fused result obtained by proposed method contains more information than other methods. The fifth rows in Tables 2 and 3 reflect that the result of the proposed method has better image quality than other methods based on the gradient information. From both the visual effect and the objectively quantitative evaluation, it is concluded that the proposed algorithm not only improves the spatial details but also preserves spectral information of the multispectral image compared with the fusion image using the WT-based algorithms.
Conclusion
Maintaining spectral information of multi-spectral image and combining the high frequency of high-resolution image into the final fused image are very important for image fusion. The proposed method presents a new algorithm to solve the problem, which synthesized energy minimization, parameter selection and PSO algorithm. An energy function for image fusion is constructed for preserving spectral and high frequency information. Because parameters selection greatly affects the final result, we estimate an appropriate value for the key parameter through solving the multi-objective optimization. The proposed algorithm is tested by conducting some experiments on IKONOS and SPOT images. In conclusion, the algorithm obtains the better fusion results compared with the conventional fusion algorithm in terms of not only visual quality but also some fusion indicators.
