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Abstract-In general words, image spam is a type of e-
mail in which the text message is presented as a picture in an 
image file. This prevents the text based spam filters from 
detecting and blocking such spam messages. In our study we 
have considered the valid message as “ham” and the invalid 
message as “spam”. Though there are several techniques 
available for detecting the image spam (DNSBL, Greylisting, 
Spamtraps, etc.,) each one has its own advantages and 
disadvantages. On behalf of their weakness, they become 
controversial to one another. This paper includes a general 
study on image spam detection using some of the well-liked 
methods. The methods comprise, image spam filtering based on 
File type, RGB Histogram, and HSV histogram, which are 
explained in the following sections. The finest method for 
detecting the image spam from the above-mentioned methods 
can be determined from the above study. 
Keywords- File Type, HSV Histogram, Image Spam, RGB 
Histogram 
 
I. INTRODUCTION 
 
pam can be uttered as Unsolicited Bulk E-mail (UNBE). 
The most extensively predictable category of spam is e-
mail spam. Most UNBE is designed for elicitation, phishing, 
or advertisement. E-mail spam is the practice of sending 
unwanted e-mail message through junk mail, frequently 
with commercial content, in large quantities to an 
indiscriminate set of recipients. A Spam message also holds 
its hand with Instant Messaging System. This Instant 
Messaging spam, which is also known as “Spim”, makes use 
of instant messaging system. Mobile Phone Spam is directed 
at the text messaging service of a mobile phone. In the 
similar fashion spam targets on video sharing sites, real time 
search engines, online game messaging and so on. 
In the mid 1990s when the internet was opened up for the 
general public Spam in e-mail started to become a problem. 
In the following years the growth of spam was exponential 
and today it comprises some 80-85 percent of all the e-mail 
in the world, by conservative estimate [3]. Spam messages 
have its wings stretch into all kinds of applications in recent 
years. More techniques are adopted by several service 
providers to eliminate spam messages and not all are 
noteworthy. All these techniques are losing their potency as 
spammers become more agile. The spammers have turned 
their towards image spam in the recent years. 
The embedded image carries the target message and most 
email clients display the message in their entirety. Most of  
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them emails also have similar properties as image-based 
emails; existing spam filters are no longer capable of 
detecting between image-based spam and image ham [1]. 
This provides a way for the spammers to easily foil the spam 
filters. The text messages embedded in all image spam will 
convey the intent of the spammer and this text is usually an 
advertisement and often contains text, which has been 
blacklisted by spam filters (drug store, stock tip, etc).  
 
II. NEURAL NETWORKS 
 
This image spam can be identified using various methods. 
By using supervised and semi, supervised learning 
algorithms in neural networks image spam can be detected. 
A neural network is a computational model or mathematical 
model that tries to simulate the structure and/or functional 
aspects of biological neural networks. An artificial neural 
network is an adaptive system that change its structure based 
on external or internal information that flows through the 
network during the learning phase. Thus, neural networks 
are non-linear statistical data modeling tool. Different types 
of artificial neural networks that can be trained to perform 
image processing are feed forward neural networks, Self-
Organizing Feature Maps, Learning Vector Quantizer 
network. All these networks contain at least one hidden 
layer, with fewer units than the input and the output layers. 
In particular, the Back propagation neural network 
algorithm performs gradient-descent in the parameter space 
minimizing an appropriate error function. The Parameters 
like mode of learning, information content, activation 
function, target values, input normalization, initialization, 
learning rate, and momentum decide the performance of the 
back propagation neural networks. The back propagation 
neural network can be used for compression of various types 
of images like natural scenes, satellite images, and standard 
test images. In this paper, back propagation neural network 
is implemented to detect the image spam. Back propagation 
algorithm is a widely implemented learning algorithm in 
ANN. This algorithm implemented is based on error 
correction learning rule. The error propagation contains two 
passes through the different layers of the network, a forward 
pass and a backward pass. In the first case, the synaptic 
weights of the networks are fixed, whereas in the latter case, 
the synaptic weights of the network are adjusted in 
accordance with an error-correction tool. A neural network 
has wide range of applications. Their application areas 
include data processing including filtering, clustering, blind 
source separation and compression, classification including 
pattern and sequence recognition, novelty detection and 
sequential decision making and function approximation or 
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regression analysis, including time series prediction, fitness 
approximation and modeling. 
 
III. RELATED WORK 
 
Many discussions have been carried out previously on 
image spam detection. Under this section, we have an 
overview of the literature. 
Marco Barreno et al., in [2], explains the different types of 
attacks on the machine learning algorithms and the systems, 
a variety of defenses against those attacks, and the ideas that 
are important to secure the machine learning. This approach 
illustrates the methods that spammers handle to attack a 
system to design an image spam. The issue of machine 
learning security goes beyond intrusion detection systems 
and spam e-mail filters. The different measures of defenses 
involved in their discussion are robustness, detecting the 
attacks, disinformation, randomization for targeted attack, 
and cost of countermeasures.  
A modification of Latent Dirichlet Allocation (LDA), 
Known as multi-corpus LDA technique was introduced by 
Istvan Biro et al., in [4]. In their proposal, they created a 
bag-of-words document for every web site and run LDA 
both on the corpus of sites labeled as spam and as non-spam. 
This assisted them to collect spam and non-spam topics 
during their training phase. They implemented these 
collections on an unseen test site to detect the spam 
messages. This method in combination with web spam 
challenge 2008 public features, and the connectivity sonar 
features is used to test images. Using logistic regression to 
aggregate these classifiers, the multi-corpus LDA yields an 
improvement of around 11 percent in F-measures and 1.5 
percent in ROC. 
Spam web page detection through content analysis is put 
forth by Alexandros Ntoulas et al., in [11], which projected 
some earlier undefined techniques for automatic spam 
message detection. They also discussed the effectiveness of 
those techniques in isolation and when aggregated using 
some classification algorithms, which proved to be truth 
worthy in detecting the image spam.. 
 Bhaskar Mehta et al., in their paper [2], describe two 
solutions for detecting image-based spam after considering 
the characteristics of image spam. The first utilized the 
visual features for classification, and offers an accuracy of 
about 98 percent, i.e. an improvement of at least 6 percent 
on comparison with the existing solutions. Second, they 
used SVMs to train classifiers using judiciously decided 
color, texture, and shape features. This approach helped 
them in dtecting near duplication in images. The strategies 
for Image spam detection discussed in their work are near-
duplicate detection in images, visual features for 
classification, an algorithm for classification of visual 
features, optical character recognition (OCR). 
Clustering based spam detection is put forth by Chun Wei et 
al., in [23], which propagates a fuzzy-matching algorithm to 
group subjects found spam emails, which are generated by 
malware. The subjects similar to each other are found out 
using a dynamic programming. The main proposal is that 
the recursive seed selection strategy allows the algorithm to 
detect similar patterns even the spammer creates a variation 
of the original pattern. This proved to be an effective 
approach in detecting and grouping spam emails using 
templates. Clustering algorithm is utilized to find the 
similarity of strings, similarity of spam subjects and for 
clustering spam subjects. 
Seongwook Youn and Dennis McLeod in [24], describes the 
method of filtering gray e-mail using personalized 
ontologies. Their work in [24], explains a personalized 
ontology spam filter to make decisions for gray e-mail. Gray 
e-mail is a message that could reasonably be estimated as 
either spam or ham. A user profile has been created for each 
user or a class of users to handle gray e-mail. This profile 
ontology creates a blacklist of contacts and topic words.  
 
A. Image Spam Classification Based Of Text Properties 
 
Image Spam classification based on text properties includes 
finding the location of texts in images or videos. Texts are 
usually designed to attract attention and to reveal 
information. The Connected Component based (CC) and the 
texture-based approaches are the two leading approaches 
used in the past to extract the characteristics for the text 
detection task. These characteristics include coherence in 
space, geometry and color [5]. In CC-based methods [6], the 
image is segmented into a set of CCs and is grouped into 
potential text regions based on their geometric relation. 
These potential regions are then examined using some rule-
based heuristics, which makes use of the characteristics like 
size, the aspect ratio and the orientation of the region. The 
efficiency of this method becomes questionable when the 
text is multi-colored, textured, with a small font size, or 
overlapping with other graphical objects. 
In texture-based methods [7], it is assumed that the texts 
have distinct textural properties, and this can be used to 
distinguish then from the background. Even though this 
method perform well for images with noisy, degraded, or 
complex texts and/or background it seems to be time-
consuming as texture analysis is essentially computational 
intensive. 
An increase in the use of internet in the recent years, had led 
to tremendous growth in volumes of text documents 
available on internet. Accordingly, the management and 
organization of text has become an important task. So a set 
of predefined categories of these text documents known as 
Text Categorization is maintained. A number of machine 
learning algorithms such as K-nearest Neighbor, Centroid 
classifier, Naive Bayes (NB), Winnow and Support Vector 
Machines (SVM) are extensively used to deal with Text 
Classification. OCR technique is used to isolate text from 
image. Carrying out semantic analysis of text embedded into 
images attached to e-mails first requires text extraction by 
OCR techniques.  
Naïve Bayes is a simple classifier most commonly used in 
pattern recognition, while it has the assumption that the 
feature attributes are independent, the accuracy of the Naïve 
Bayes classification is typically high [8]. Support Vector 
Machine (SVM) has been widely applied to most practical 
applications because of its superiority in handling high 
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dimensional data. The parameter tuning [9, 10], and the 
Thresholding [11, 12], are the two common techniques that 
are applied prior and posterior to the SVM algorithms 
respectively.  
 
B. Image Spam Classification Based On Content 
 
One popular practice when creating spam pages is 
“Keyword Stuffing". [13] In Content based image spam 
detection we investigate whether an excessive number of 
words within a web page (excluding markup) is a good 
indicator spam. In the next step, have to determine whether 
there is excessive appearance of keywords in the title of a 
page. Uncommon practice that was observed in manually 
tagged data set is the use of “composite” words in spam 
pages. 
Content-based Naive Bayes (PGRAM) is another technique 
for the classification of Image spam. In [14], the task of 
spam detection has floated the idea of a partial Naïve Bayes 
approach, biased towards low false positive rates. It also 
uses word tokens, but filters out predefined common tokens. 
The content and the header of the incoming e-mail is mostly 
analyzed by the available anti-spam techniques [15]. They 
try to infer something about the kind of the material 
contained in the message by looking for specific pattern 
typical of a spam message. For these reasons, these filters 
are known as “content based.” There are many anti-spam 
techniques available that falls under this category. 
Blacklist and White list filters check whether the incoming 
message is from a known and trusted email address. Rule 
based filters correlate a score to every incoming email 
calculated according to a set of rules based on typical 
features of spam messages (fake SMTP components, 
Keywords, HTML formatting, etc) [16]. In case the score 
exceeds the given threshold value it is recognized to be a 
spam message. Major problem in this method is that, since 
its semantics are not well defined, it is difficult to aggregate 
rules and ascertains a threshold that limits the number of 
false positives. Spam Assassin [17], results from the 
successful implementation of the above-mentioned 
technique.  
 
IV. PROPOSED METHODOLOGY 
 
In this work, we proposed two new image spam classifiers 
based on file properties and histogram of an image. The 
proposed techniques can be explained in the following 
sections., 
 
A. Image Spam Detection Based On Their File Type 
 
One method of detecting the image spam is based on their 
file type. Image spam e-mails will mostly contain images in 
JPEG or GIF file types. The basic features (see table1.) that 
can be derived from an image at an extremely low 
computational cost are the width and the height denoted in 
the header of the image file, the image file type and the file 
size. In this study, we focus on the all file formats that are 
commonly seen in e-mail, which are the Graphics 
Interchange Format (GIF), and the Joint Photographic 
Experts Group (JPEG) format, Bitmap (BMP) and Portable 
Network Graphic (PNG). By parsing the image headers of 
the image files using a minimal parse a general idea of the 
image dimensions (width and the height), can be obtained; 
as this does not involve any decompression or decoding on 
any actual image data the dimensions can be obtained rather 
faster.  
In the case of GIF files there will be presence of virtual 
frames [18], which may be either larger or smaller than the 
actual image width. And this issue can be detected by 
decoding the image data. The problem imposed in the case 
of the corrupted images is that the lines near to the bottom 
of the image will not decode properly. Any further decoding 
of the image data from that point of corruption will be 
decisive. In order to obtain the amount of information that 
we gain from above features, the signal to noise ratio is 
defined. It is calculated as the distance of the arithmetic 
means of the spam and ham classes divided by the sum of 
corresponding standard deviation. 
 
 
 
Where, spam is the Mean value of the spam, 
            ham is the Mean value of ham, 
           spam  is the standard deviation of spam, 
          ham is the standard deviation of ham. 
Table 1. Image Features 
 
 
 
 
 
 
 
 
This feature analysis reveals a fact that the binary features 
reflect the percentage of images in the respective formats. 
The feature f6 is the most informative feature beyond the 
binary image format feature. Most legitimate images in e-
mails (“ham”) are JPEG images. The f3 is the aspect ratio of 
the image (i.e.) f1/f2. The feature f6 captures the amount of 
compression achieved by calculating the ratio of pixels in an 
image to actual image size. The compression is better if 
more number of pixels is stored per byte. This stimulates us 
to classify image spam with a similar supervised learning 
idea like Data Modeling. 
 
B. Image Spam Detection Rgb Histogram 
 
Image spammers implement different randomization 
techniques to introduce noise into spam images. This makes 
the single feature not able to detect all the variations 
introduced into an image. Hence, color histogram filter can 
be used to detect image spam in this case [19]. Spam image 
formation algorithms are intended to defeat well-known 
vision algorithms like OCR (Optical Character 
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Recognition). The color histogram is a trouble-free feature 
and can be calculated very effectively by one simple pass of 
the whole image. 
A 64-dimensional color histogram can be used in a RGB 
color space. The values in each of the color space (R, G, and 
B) can be divided into 4 bins of equal size resulting in 4X4X 
4 = 64 bins in total. For each bin, the amount of color pixel 
that falls into that particular bin is calculated. Finally, it is 
normalized so that the sum equals to one. The distance 
between the two color histogram features can be determined 
using L1 distance. For D-dimensional, real-valued feature 
vectors of an image, the L1 distance of the pair of points 
),....,( 1 DXXX   and ),....,( 1 DYYY   has to form 
[19]: 
 
 
Frankel et al in [20], quantifies color saturation as the 
fraction of total number of pixels in the image for which 
difference max(R, G, B) – min(R, G, B) is greater than some 
threshold value T. The threshold value can be set by the 
evaluator. This fraction is evaluated for both text and non-
text regions on the image. This leads to two color saturation 
features.  
 
C. Image Spam Detection Using Hsv Histogram 
 
The HSV color space is fundamentally different from the 
widely known RGB color space since it separates out the 
intensity from the color information. The HSV stands for the 
Hue, Saturation, and Value based color model. The Value 
represents intensity of a color, which is decoupled from the 
color information in the represented image.  
A three dimensional representation of the HSV color space 
is a hexacone, in which the central vertical axis represents 
the intensity [21]. Hue defines the angle relative to the red 
axis. Similarly, saturation is the depth or purity of the color 
and is measured from the radical distance from the central 
axis with value between 0 at the center to 1 at the outer 
surface. 
The intention of the spammers is that the spam messages 
designed by them should be easily noticeable by the users. 
Hence, it is obvious that the spammers use highly 
contrasting colors to design their spam messages. This 
property is defined as “Conspicuousness” meaning 
“Obvious to the eye”. This histogram is converted into three 
bins and passed into neural networks and their epoch value 
is set to 300 and the goal in BPNN is set to 0.001. 
 
V. EXPERIMENTAL RESULTS 
 
In order to design and evaluate our spam detection 
algorithms, we used a collection of 5000 random images 
from spam archive dataset. Accuracy (A), Precision (P), and 
Recall (R), are some of the well-known performance 
measures. If the value of precision is high, it obviously 
indicates that the false negative is high. In other words, the 
detector has misclassified many spam messages as ham 
message. On the other hand, a high recall indicates that the 
false positive is high, i.e. many legitimate messages (ham) 
are misjudged as spam. We concern about the trade-off that 
exists between the spam and ham when we consider 
precision and recall values. 
These measures are defined below and used in this study. 
 
 
 
 
 
 
 
 
TP is the number of e-mail that is spam and correctly 
predicted as spam; FP is the number of e-mail that is 
legitimate but predicted as spam; TN is the number of e-
mail that is legitimate and is truly predicted as legitimate 
(ham); and FN the number of e-mail that is spam but 
predicted as legitimate. 
 
Table 2. Confusion Matrix 
 
 
 
 
 
Table 3. Shows the comparison of the Accuracy (A), 
Precision (P), and Recall (R) for different approaches of 
spam detection. The approaches being spam detection based 
on file properties, RGB histogram, and HSV histogram.  
 
 
Approach 
Accuracy (A) Precision (P) Recall (R) 
Ham Spam Ham Spam Ham Spam 
File 
properties 
90.5
% 
86.6
% 
84.5
% 
80.6
% 
88.3
% 
85.7
% 
RGB 
histogram 
94.6
% 
92.1
% 
88.7
% 
84.1
% 
90.5
% 
89.6
% 
HSV 
histogram 
96.5
% 
95.4
% 
90.5
% 
88.7
% 
92.0
% 
91.4
% 
Combinatio
n of RGB 
and HSV 
histogram 
99.3
% 
99.1
% 
98.3
% 
95.5
% 
96.8
% 
95.9
% 
Table 3. Comparison of Accuracy, Precision, Recall 
Based on spam detection with the help of file properties, the 
signal to noise ratio of the GIF Images and the JPEG images 
are tabulated below. The Table. 4 [18] evidently illustrate 
the Signal to Noise ratio for calculated for spam and ham 
messages that were of GIF format. 
In the similar way Table. 5 [18], explains the calculation of 
Signal to Noise ratio for detecting the image spam for JPEG 
format only. This demonstrates the signal to noise ratio for 
different features that were mentioned in Table. 1. Based on 
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the Signal to Noise ratio obtained for different features of an 
image it is possible to isolate spam message from the ham 
message. This minimizes the rate of false positive obtained. 
Feature S2N spam  ham  spam  ham  
f1 0.188 519.2 257.0 176.4 1216.5 
f2 0.143 356.3 165.1 128.7 1208.7 
f3 0.043 1.76 53.8 4.58 1206.1 
f4 0.100 15269.6 29347.1 13459.1 127587.5 
f5 0.767 195339.6 42098.9 107180.16 92658.9 
f6 0.524 16.97 5.00 10.4 12.50 
 
Table 4. Feature Quality (GIF Only) 
 
 
Feature S2N spam
 
ham
 
spam
 ham  
f1 0.289 422.08 618.40 133.16 546.64 
f2 0.308 305.50 496.66 129.20 491.59 
f3 0.040 2.05 2.12 2.005 14.98 
f4 0.272 21601.06 203686.40 12787.30 655880.90 
f5 0.323 127524.60 539062.50 71339.82 1202866.95 
f6 0.265 6.70 4.82 3.90 3.15 
 
Table 5. Feature Quality (JPEG Only) 
Fig. 2 shows the comparison chart of different histogram 
based approaches in determining the image. The comparison 
of precision and recall value is shown below. 
 
 
 
 
 
 
 
 
 
 
Fig. 2 Comparison of precision and recall values for 
different types of HSV and RGB histogram generation. 
 
VI. CONCLUSION  
 
This paper reveals a general study on Image spam, 
classification of image spam on the basis of text properties 
and content properties, and some of the methodologies in 
detecting the image spam. The detection of image spam 
using their file properties seems to be an effective method in 
detecting the spam. This method eliminates only 80 percent 
of the spam messages and this makes the method not 
suitable for most of the cases. The spam messages need 
further filtering after the file type detector to completely 
eliminate the spam e-mails. The second approach of image 
spam detection using histogram seems to be advanced 
method of the first described. Since, this method implements 
the distance measurement it seems to be more convenient in 
detecting spam than the former approach. The latter 
discussed HSV histogram method of image spam detection 
is the most advanced method in eliminating the spam 
messages. This method utilizes the color moments to 
determine the saturation level of the contrasted colors. This 
seems to be effective in spam detection. This method 
minimizes the low false positive rate to minimum. HSV 
histogram approach provides improved performance in 
detecting the image spam than the methods of spam 
detection using their file type and color histogram. HSV 
based histogram provides better performance at varying 
brightness and contrast settings.  
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