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Well-known scalar results on the subdifferential of composite functions are 
extended to the framework of ordered topological vector spaces. This is done by 
using the sandwich theorem for convex operators which is derived from an 
extension of the Hahn-Banach theorem. 
0. INTRODUCTION AND PRELIMINARIES 
Here we are interested in vector optimization problems, and the paper is 
divided into three sections. Since separation theorems cannot be applied in 
that framework, we need new techniques. Also, in the first part of the article 
we give a topological version of the “sandwich” theorem, which is derived 
from an extension (8, 1 I ) of the Hahn-Banach theorem. The proof uses the 
infimal convolution of two sublinear operators, so that it differs esentially 
from that of Zowe 1211. 
The preceding theorem is essential for deriving an application to the 
subdifferential calculus in the second section. We improve a formula for the 
subdifferential of J’ 0 g, when f are convex and affine, respectively. The proof 
given seems to be new, even in the scalar case. It enables us to derive a 
formula for the subdifferential off 0 A, when f is convex and A is a linear 
operator densely defined. Then, it is a simple matter of extending a classical 
result on the subdifferential of the sum of two convex functions 
11, 3, 6, 9, 14 I. We can also easily derive a topological version of Strassen’s 
theorem for sublinear operators that involves those previously known of 
Levin (2 1, Saint-Pierre [ 151 or Valadier [ 191. Finally, under suitable 
assumptions we extend Ritter’s results on polar cones. 
In the last section, by using the homogenization procedure introduced in 
[ 16 1, we give some applications to polarity theory, and in particular, we 
establish a connection between the polar of the sum of two convex operators 
and the infimal convolution of their polars. Finally, in the lines of [ 1] or (6 1, 
;i’ l‘his work has been presented at the 10th International Symposium on Mathematical 
Programming, Montr6al. Canada. 27-3 I August 1979. 
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we can easily recapture the results of Zowe [ 201 on convex mathematical 
programming. 
Now we give the necessary definitions and notational conventions. In what 
follows, X and (Y, S) will denote Hausdorff locally convex spaces (1.c.s.) and 
S a closed convex cone in Y, which makes Y a partially ordered topological 
vector space (0.t.v.s.). Y stands for the set YU {+co }, where -too is a 
greatest element adjoined to Y. We extend in a natural way the addition and 
the scalar multiplication of Y to Y. (Y, S) will always be order complete, 
i.e., every nonempty subset of Y that is bounded above, has a least upper 
bound. Likewise, Y will often be normal, i.e., there exists a basis of 
neighbourhoods V of the origin such that I’= (V- S) n (V $ S). An 
operator f: X-P Y is said to be S-convex, if Q(x) + (1 - n)f(y) - 
f(J.x + (1 - n)y) E 5’ for each x,y E X and real 1 E [O, 11. Its effective 
domain is the set domf= {x E X If(x) E Y}. Recall that for every subset 
A c X, icr(A) denotes the intrinsic core of A. It consists of all points a E A, 
such that for each x in the aftine hull of A, we can find a scalar 1, :> 0, with 
a + 1x E A for ]A 1 < A,. As usual, 9(X, Y) (resp. L(X, Y)) will denote the 
set of linear (resp. continuous linear) operators between X and Y. 
1. THE SANDWICH THEOREM 
Before stating the main theorem of this section, we need the following 
result derived from the classical Hahn-Banach extension theorem [g, 111. 
THEOREM 1.1. Let X be a vector space, Y be an order-complete ordered 
vector space. Let X, be a subspace of X, and suppose g: X + Y’ is u convex 
operator such that 0 E icr(dom g). Then, every linear operator 
T, E 9(X,, Y) such that T, ,< g/x0 can be extended to an operator 
T E p(X, Y) majorized by g. 
Proof dom g is absorbent in the subspace X, = R, dom g generated by 
dom g. Then, for each x E X, , there exists some r > 0, such that tx IE dom g 
when ItI <r. 
Using the convexity of g we also have 
0 = To(O) <g(O) < $‘dtx> + & d-rx>, 
and therefore t-‘g(tx) > r-‘[ g(0) - g(-rx)], for each t > 0 with t < r. 
Hence, the sublinear operator defined by h(x) = Inf,,, g(tx)/t takes its 
values in Y when x lies in X, and h satisfies T,, < h <g. 
Using the Hahn-Banach extension theorem, T,, can be extended to an 
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operator T, E y(X,, Y) majorized by h. Since T, is also majorized by g, 
every extension T of T, to X is convenient. 1 
THEOREM 1.2. Let X be a vector space and let Y be an order-complete 
O.V.S. Let -g: X+ Y, f: X + Y be convex operators such that g < f. If the 
condition 0 E icr(dom f - dom(-g)) is fulfilled, then there exists some afine 
operator h with g < h ,< f: 
Proof. We define g’(x) = -g(-x). The convex operator k = g’ Vf, defined 
by k(x)=Inf{g’(x,)+f(x,)~x=x,+x,) satisfies 40) > 0, and 
0 E icr(dom k), since its effective domain is dom f - dom(-g). Hence, 
Theorem 1.1 provides an operator u E 9(X, Y) such that u < k. Then, we 
notice that b = Inf( f (x) - u(x) 1 x E X} exists, since {f(x) - u(x) 1 x E X) is 
bounded from below by u(a) -g’(a) for each a E dom g’ and Y is order 
complete. Clearly, for the affine operator h = u + b we have g < h < f, and 
the proof is complete. 1 
Now, we can derive a topological version of the “sandwich” theorem, 
which will be essential for the following. 
THEOREM 1.3. Let X be a Hausdorff l.c.s., and let Y be an order- 
complete 0.t.v.s. with a normal ordering cone. Suppose g is finite and 
continuous at some x,, E domf, where f: X-+ Y and -g: X+ Y are two 
convex operators with g <J 
Then, there exists some continuous afJne operator h such that g < h <f: 
Proof. Without loss of generality we can carry out the proof only for 
x,, = 0, g(0) = 0 and f(0) E Y: this simply translates the origins in X and in 
Y. Since g is continuous at 0, dom f - dom(-g) is absorbent and according 
to the preceding theorem, we can find an affine operator h = u + b with 
g < h <f: Let V, W be symmetric neighbourhoods of the origin in Y, with I’ 
order convex and W + W c I’. Let U be a symmetric neighbourhood of the 
origin in X with g(U) c a W, where (r > 0 is chosen small enough to have 
a-‘f (0) E W. Since, for each x E X, U(X) 2 g(x) -f(O), we get 
u(a-‘U)c w+ w+sc v+s, 
and therefore u(a- ‘U) c V. Hence, h is continuous. 1 
COROLLARY 1.4. Let X be a Hausdor- I.c.s., and let Y be an order- 
complete 0.t.v.s. with a normal ordering cone. Suppose fi X + Y is a convex 
(resp. sublinear) operator finite and continuous at x0 E X. Then, there exists 
a continuous aflne minorant h (resp. a continuous linear minorant T) off, 
such that h(x,) = f (x0) (resp. T(x,) = f (x0)). 
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ProoJ Let us define the convex operator g: X-+ Y’ by setting 
g(xJ = --j-(x,,) and g(x) = +co elsewhere. Then, -g ,<f and f is finite and 
continuous at x0 E dom g. According to Theorem 1.3, there exists a 
continuous affme operator h, such that 
-g(x) G h(x) <f(X)? for each x E X. 
In particular, f(x,) = -g(xJ < h(x,) < f(x,).. I 
2. SUBDIFFERENTIAL CALCULUS 
Let f: X+ Y be a convex operator. Following Valadier [ 18 ], by the 
algebraic subdifferential a,f(xJ off at x,, E domf, we mean the set 
af(x,) will stand for the set 3, f(xJ n L(X, Y), 
The following proposition extends one of the assertions of Theorem 6 [ 18 ] 
and relates the two sets af(x,) and a,f(x,). 
PROPOSITION 2.1. Suppose fi X+ Y’ is a convex operator continuous at 
some point x0 E dom f, and suppose the ordering cone S is normal. Then, for 
every x E dom f, we have a, f(x) = af(x). 
ProoJ: Without loss of generality we can suppose x,, = 0 and f(x,) = 0. 
Let x E domf and let T E a,f(x). Let V and W be neighbourhoods of the 
origin in Y, such that W + W c I’, with V symmetric and order convex. Let 
r > 0, be chosen small enough to have r[T(x) -f(x)] E W. Using the 
continuity off at 0, we can find a symmetric neighborhood U of the origin 
in X with f(U) c r-’ W. Hence, for each y E rU, we have for some u E II 
T(Y) = rlT(u -x) - T(--x)1 < rlf@> + UP) -f@)>l. 
Therefore, for each y E rU, T(y) E V- S, and T is continuous since S is 
normal. 1 
COROLLARY 2.2. Let X, (Y, S) be Banach spaces and suppose S is a 
normal ordering cone. Suppose f: X -+ Y is a convex operator whose 
epigraph is closed and whose efective domain has a nonempty interior. Then 
for each x E dom f, we have 
a&f(x) = wx>. 
ProoJ This follows from the preceding proposition and from 
[ 13, Theorem 11. More generally, according to [ 171 the preceding corolllary 
stays valid if X is a complete semi-metrizable I.c.s., and if Y is a barrelled 
space. 
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Now we can state our main result: 
THEOREM 2.3. Let X, Y be two vector spaces, and let (Z, Z,) be an 
order-complete vector space. Let f: X -+ Y and g: Y + Z’ denote affine and 
convex mappings, respectively, with f = A + c, where A E p(X, Y) and 
c E Y. 
If the condition 0 E icr(f(X) - dom g) is satisfied, then for every 
x,, E dom( g 0 f ), the following formula holds: 
a,(g 0 f )(x,, = {u 0 A I a E a,g(f(x,)). 
Proof We only have to prove the relation a,(g 0 f)(x,) c 
(U 9 A 1 u E 8, g(f (x0)), since the opposite inclusion follows immediately. 
Let v E a,( g 0 f )(x0). We observe that v lKerA = 0, since for every x E X, 
0 = g(f (x, + x)) - g(f(x,)) > v(x). Therefore, we can find an operator 
7’EP(Y,Z) with v=ToA. 
NOW, we define the concave operator p: Y -+ Z U { --oc, } and the convex 
operator q: Y -+ Z’ by setting, 
and 
p(y) = T(y) for JJ E A(X), p(y) = -CO elsewhere, 
4(Y) = g(f (x0) + Y) - g(f(x,)), 
respectively. 
We have dom p = A(x) = f (X) - f (x0), dom q = dom g - f (x0) and p < q, 
so that it follows from the assumption that 0 E icr(domp - dom q). Hence, 
the preceding sandwich theorem provides an operator u E .P(Y, Z), with 
p < u < q. Since u < q, we have u E 3, g(f (x,)), and since u IA Cx) = T IACXj, it 
follows that v = u o A, as claimed. 1 
Remark. Notice that the assumption 0 E icr(f(X) - dom g) is fulfilled as 
soon as the sets icr(f (X)) n icr(dom g) or int f (X) n dom g are nonempty. 
Suppose X, Y, Z are Banach spaces, (Z, Z,) is a normal order-complete 
0.v.t.s. Now, we are concerned with densely defined operators A, i.e., 
operators such that the domain of definition of A denoted by dom A is a 
dense subspace of X. We denote by C?? c L(Y, Z) the set of all u E L(Y, Z) 
such that u o A is continuous on dom A. The operator A*: 2 + L(X, Z) 
defined by A*(u) = v, where u is the unique extension of u 0 A to X, is linear 
and is called the adjoint of A. 
Then, the following corollary is closely related to the first part of 
Theorem 19 of [14]. 
COROLLARY 2.4. Let X, Y be Banach spaces and let (Z, Z, ) be a 
normal order-complete Banach space. Let g: Y -+ Z’ be a convex operator 
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and let A : dom A -+ Y denote a densely defined linear operator. We define 
h : X -+ Z’ by setting, 
h(x)= dA (xl>, for xEdomA, 
h(x) = +03 elsewhere. 
If one of the following conditions is fulflled: 
(i) Y is finite dimensional and 0 E icr[range A - dom g], 
(ii) g is finite and continuous at some point, g o A is somewhereflnite 
and continuous in dom A and 0 E icr [ range A - dom g]. 
Then, ?h(x) = A* ag(A(x)), for each x E dom h. 
Proof The relation A* ag(A(x)) c ah(x) can be easily seen. Now, if 
TE ah(x), then T E a,h(x), and therefore T],,,, E a,/?(x), where 
F’: dom A -+ Z’ is defined by /;= g 0 A. According to the fact that in each of 
the two cases (i) and (ii), a,g(A(x)) = ag(A(x)), the preceding theorem 
provides an operator u E ag(A(x)) such that Tldoma = u 0 A. Since T is 
continuous, u E dom A*, and therefore T= A*(u), as claimed. 1 
Remark 1. In particular, the preceding corollary holds when A E L(X, Y) 
if 
(1) g is somewhere finite and continuous in the range of A. 
(2) g has a closed epigraph, and int dom g is nonempty. 
Indeed, in the first case, A(dom A) - dom g is absorbent, since there exists a 
neighbourhood V of the origin in Y and x E dom A such that 
A(x) + VE domg. 
The second case follows from Corollary 2.2. 
Remark 2. If A is a continuous linear operator, it is not necessary to 
suppose that X, Y, Z are Banach spaces. 
COROLLARY 2.5. Let X be a topological vector space and let (F, F,) be 
a normal order-complete 0.tv.s. Suppose g, : X+ F’ and g,: X --* F’ are 
convex mappings such that g, is finite and continous at some point 
X E dom g, . Then, for every x E X 
3 g, + k!Jx) = %I (x) + &z(x). 
Proof Let Y = X x X and Z = F. Let us define the linear mapping 
A : X + Y and the convex mapping g: Y -+ Z’ by setting 
A(x) = (x, x> and &I 3 x2) = g,(xJ + g,cd, 
respectively. 
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Let V be a symmetric neighbourhood of the origin in X with 
X + VC dom g, . For every (x,, x,) E X X X, there exist t > 0, u E V and 
x E X such that, 
(It suffices to take L’ = -t-‘(x, -x2) and x = -(-‘x2 with t > 0 small 
enough to have v E I’). Hence (x, , x1) E ((A(X) - dom g), and 
A(X) - dom g is absorbent. Thus, the preceding theorem provides the 
following formula: 
a,(gl + g*)(x) = a,cg o A)(x) = iu o A I u E 8, dx9 xl\. 
It can be easily seen, that for every T E 3, g(x, x), there exist U, E 3, g,(x) 
and u, E 8, g*(x) with T(x, x) = u,(x) + uz(x). Hence a,( g, + g?)(x) = 
8, g,(x) + 3, g,(x). Since g, is continuous at some point, 3, g,(x) = ag,(x) 
according to proposition 2.1, and therefore a( g, + gJ(x) = as,(x) + 
&h(x). I 
COROLLARY 2.6 (Strassen). Let X be a 1.c.s. and let (F, F,) be a 
normal order-complete 0.t.v.s. Let A E L(X, F), and suppose there exist two 
sublinear mappings p, : X --+ F’ and pz : X + F’ such that A < pI + pz . If p, is 
finite and continuous at some point of domp,, then we can Jnd 
A,EL(X,F),A,EL(X,F),satisfyingA,~p,,A,~p,andA,+A,=A. 
ProoJ: A E @p, +p,)(O), since A < p, +pz. Hence, the preceding 
corollary provides two linear operators A, E ap,(O) and A, E 8pz(0) such 
that A=A, +A,. m 
For every convex cone K in X, if S is the ordering cone of Y, we define 
the convex cone KS = { T E L(X, Y) 1 T(K) c S ). KS is closed in L(X, Y) 
endowed with the topology of simple convergence. We denote by vy, the 
operator vK. X-+ Y defined by v,(x) = 0 if x E K and vK(x) = +co 
otherwise. Then the relationship @(O) = -KS holds, and in particular the 
following corollary extends Ritter’s results [ 121. 
COROLLARY 2.1. Suppose K, and K, are two convex cones in X such 
that (int K,) n K, # 0, and suppose (Y, S) is a normal order-complete 
0.t.v.s. Then. 
(K, n K# = Kf + K;. 
ProoJ It results from the formula a(~~, + y1,,)(0) = CJV/~,(O) + aw,,(O). I 
The following theorem extends a basic result about conjugate functions 
(3, 141. 
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THEOREM 2.8. Let X, Y be Banach spaces, and let (Z, Z,) be a normal 
order-complete Banach space. Let A : dom A + Y be a densely defined linear 
operator. For every convex operator f: Y--+ Z’, we define the operator 
h: X+ Z’ by setting 
h(x) = f o A(x) for x E dom A, 
h(x) = fco elsewhere. 
The formula h*(T) = min,,,,,,,,(f *(U) /A*(U) = T} holds for each 
T E L(X, Z), provided that one of the following conditions is fulfilled: 
(1) Y is finite dimensional and 0 E icr [ range A - dom f 1, 
(2) f is finite and continuous at some point, f o A is somewherejktite 
and continuous in dom A, and 0 E icr(range A - dom f 1. 
In particular, when A E L(X, Y), it suffices that f be Jnite and continuous 
somewhere in the range of A. 
We recall the following lemma whose proof can be found in [ 161. 
LEMMA 2.9. Let p= (Y x (0, +a~)) u { (0, 0)} be the pointed cone in 
Y x R generated by Y x { 1 }. We associate to every operator f: Y-+ Z’ the 
positively homogeneous operator $ Y x R -+ Z’ with domain included in P 
deftned as follows: we set T(O, 0) = 0, T( y, t) = tf(t- ‘y) for 
( y, t) E Y x (0, + 03 ), T( y, t) = + 03 elsewhere. 
(1) The correspondence f-f is one to one between the set of convex 
operators from Y to Z’ and the set of sublinear operators from Y x R to Z’ 
with domain included in I? 
(2) f is 1.s.c. (resp. continuous) at a E Y, zfl f’ is 1.s.c. (resp. 
continuous) at (ta, t) E Y X (0, +a), for every t > 0. 
(3) If moreover f is 1s.~. at a E dom f, then f’ is 1.s.c. at the origin. In 
particular, f is affine continuous iff f” is the restriction to p of a continuous 
linear operator u E L(Y X R, Z). 
Proof of the Theorem. Using the Young-Fenchel formula we have 
T(x) -fA(x) < h*(T) for each x E dom A and T E dom h*. 
Therefore using the homogenization procedure mentioned above, we deduce 
that @O, 0) is nonvoid since it contains the continuous linear operator L, 
defined by 
L(x, t) = T(x) - th*(T). 
Let k E L(dom A x R, Y x R) be defined by k(x, t) = (A(x), t). Then, 
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k(x, t) =To k(x, t) for each (x, t) E dom A X W and F(x, t) = fee elsewhere . 
Hence, accordi_ng both to the assumptions and to Corollary 2.4, L = k*(u) 
for some u E L?flO, 0). 
In particular, for each y E Y we have 
4P3 1) = U(Y, 0) + 40, 1) <T((y, 1) =f(y) 
and 
z@(x), 0) = I@(x), 1) - U(0, 1) =L(x, 1) - U(0, 1) 
= T(x) - h”(T) - u(0. 1). 
It follows that U E L(Y, Z) defined by U(y) = u(y, 0) satisfies 
U(Y) -f(Y) < 40~ 1) for each y E Y, 
I/A(x) = T(x) -h”(T) - u(0, 1) for each x E dom A. 
Hence, for each x E dom A, we have 
f*(u) - h”(T) < M(x) - T(x), 
and therefore as dom A is dense, U o A - T = 0. Thus, CT E dom A*, 
A*(U) = T and f*(U) < h*(T). Conversely, h*(T) < Inf~iEL(Y,zJ(f*(U) 1 
A*(U) = T), since 
< Sup(T(x) -A*(U)(x)} + i~~;f{~(Y)-f(Y)}. 1 
XEX 
3. APPLICATIONS 
In this section, we will show how duality results on convex mathematical 
programming follow from the preceding study. We begin to relate the polar 
of the sum of two convex operators and the infimal convolution of their 
polars. 
THEOREM 3.1. Let X be a real Hausdor- l.c.s., and let Y be a normal 
order-complete 0.t.v.s. Let f: X -+ Y’ and g : X + Y be convex operators such 
that f is finite and continuous somewhere in dom g. 
Then, (f + g)* = f *Vg* and the infimal convolution is exact, i.e., for each 
T E L(X, Y) there exist T, E L(X, Y), T, E L(X, Y) with T= T, + T, and 
f *Vg*(T) =f *CT,) + g*(T,). 
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ProoJ: We proceed as in the proof of Theorem 2.8. It follows from the 
Young-Fenchel formula that 
T(x) - (f + g)(x) < (f + g)* (r) for each T E dom(f + g)* and each 
x E dom(f + g). 
Therefore, by using the homogenization procedure, we can see that the 
continuous linear operator L, defined by 
qx, t) = T(x) - t(f + 8)” (T) 
lies in a(fx)(O, 0). 
for each (x, t) E X x R, 
Since f is finite and continuous somewhere in domg, the same result 
holds for 7 according to the Lemma 2.9 recalled above. Hence, using 
Corollary 2.5, we can find r?i E $(O, 0), iz E @(O, 0) such that 
T(x) - t(f+ g>* (T) = u’,(x, t) + l&(x, t) for each (x, t) E X x R. 
In particular, 
T(x) - (f + s>* m = u’, (-5 1) + w, 11, 
where 
c, (XT 1) < f(x), WY 1) < g(x) for each x E X. 
Let us notice that Gi(x, 1) = rii(x, 0) + ci(O, 1) = ui(x) + Gi(O, 1), with 
ui E L(X, R), G,(O, 1) < -f*(u,) and u’?(O, 1) < g*(u,). Thus, 
(f+g)* m > T(x) - u,(x) - u,(x) +f*(UI) + g*w for each x E X. 
Therefore, 
f”(uJ + g*w < (S+ g>* (0 and UI fu,=T. 
Since the inequality (f+ g)* (ZJ < Inf{f*(T,) + g*(T,) 1 T, + T, := T} can 
be proved as in the scalar case, the proof is complete. 1 
Now, we conclude by carrying over to the vector case a classical result on 
duality on convex programming. 
PROPOSITION 3.2. Let X, Y be real Hausdorfj l.s.c., and (Z, Z,) be a 
normal order-complete 0.t.v.s. Let f: X + Z’ and g: Y + Z’ be two convex 
operators, and A : X -+ Y’ a linear continuous operator between the spaces X 
and Y. Then, if the optimization problem 
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has a Jnite value, the optimization problem 
(,Y*) ,.$?z, I-f*(A*(u) - g*(-vl 
has an optimal solution U,, provided there exists x0 E dam f n dom g o A 
with g continuous at A(x,). 
Furthermore, the optimal solutions X and 0 (if they exist) of (9) and 
(.?*) are linked by the following relation 
A*@) E CT@), 
0 E -ag(A(I)). 
Proof If inf,,,(f(x) + gA(x)} = v is finite, then v = -(f + g o A)* (0). 
Hence, it follows from the assumptions and from the preceding results that 
v=(f*V(goA)*)(O) and (goA)*( min {g*(U)/UoA=T} 
i:Et.(Y,zJ 
therefore, v = -minLi,LcY,Z,{f*(A*(u)) + g*(-U)}. 
X is an optima1 solution of (Y), iff 0 E a(f+ g 0 A)(f). Using the 
Young-Fenchel formula we can write 
xsolves (Y) ifff(x)+goA(x)+(f+goA)*(O)=O. 
But the last equality holds iff 
(f(f) +f*(A*(@) + A*(u)(x)} + (g(A(X)) + g*(-il) - uA(X)) = 0. 
Since each factor lies in the cone Z, supposed to be pointed, this implies 
that they are equal to zero. 
Therefore if 2 and 0 solve (,V) and (9*), respectively, then X and 0 are 
linked by the relation 
as claimed. 1 
A*(U) E af(X), 
0 E -iYg(A (2)) 
COROLLARY 3.3 (Zowe [20]). Under the same assumptions if either f 
or g is continuous at some x E dom f n dom g, and if Inf,,,(f(x) + g(x)} is 
finite, then 
(.P*) L,cyg*, j-f *w> -P-VI 
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has an optimal solution OE L(X, Y) satisfying 
!;; {f(x) + g(x)1 = -fP> - g”W). 
4. APPENDIX 
We conclude by a general remark on densely defined operators. Suppose 
now that A is densely defined with closed graph. It is convenient to prove 
subsidiary results to assert that dom A * is dense in L( Y, Z) endowed with 
the topology of simple convergence. 
LEMMA 4.1. Let X and Y be normed spaces. The graph of an operator 
A E 9(X, Y) is closed, if and only if, A is continuous for some norm 
generating a topology coarser than the initial topology. 
ProoJ Let (1 /I denote the initial norm and let <Y be a norm generating a 
topology coarser than the initial topology. If A is .y’-continuous then its 
graph is closed in XX Y&and therefore is closed in XX Y,, 
Conversely, let us denote by B, and B, the open unit ball in X and Y, 
respectively. The set ~2 = B, + A(B,) is convex, symmetric and contains the 
origin. Suppose it contains any line, then there exists a # 0 and two 
sequences (x,),,~ = B,, (Y,A~~ c B, with y, + A(x,) = na. This contradicts 
the fact that the graph of A is closed. Hence, the gauge of R defines a norm 
%< in Y such that IIyll <Jv;(,u) f or each y E Y. For this norm A is clearly 
continuous. I 
In a first step we suppose Z = R”. The preceding lemma is useful to 
assert: 
PROPOSITION 4.2. Let X, Y be Banach spaces and let A : X+ Y be a 
linear operator densely defined with closed graph. Then dom A* is dense in 
L(X, R”) equipped with the topology of simple convergence. 
ProoJ By reasoning component by component, it is a simple matter of 
extending the result if it holds for Z = R. Let be f E Y’ and let y, ,..., y, be 
fixed in Y. We consider the subspace V generated by y,,..., y, and we define 
on V the linear operator g by setting g( y,) = f (y,),..., g( y,) = f (y,). 
Since the graph of A is closed, the preceding lemma provides a norm x, 
for which, the operator A: dom A -+ Y is continuous. All norms being 
equivalent on V, J V+ R is also continuous. Therefore, according to the 
Hahn-Banach theorem, we can extend g to a continuous linear form 
2: (Y, -fl-) + R. Since g o A is continuous on dom A and S IV = f IV, the proof 
is complete. 1 
Now we can state a more general proposition. 
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PROPOSITION 4.3. For every linear operator A densely defined and with 
closed graph, the subspace dom A” is dense in L(Y, Z) for the topology of 
simple convergence. 
ProojI Let u E L(Y, Z) and let y, ,..., y, be fixed in Y. Let V be the closed 
subspace of Z generated by u( y,),..., (y,), and let P be a projection from Z 
into V. Since the range of P o u is finite dimensional, we can find 
tiE L(Y, V) with U 0 A continuous on dom A. Since U(yr) = P o u(y,) = 
U(Y,),.... U( y,) = P 0 u( y,) = u( y,), the proof is complete. 1 
Now when X, Y, Z are Banach spaces and A is a densely defined linear 
operator with closed graph, we can define (A*)*: 7” + L,(L,(Y, Z), Z), 
where 2’ stands for the set of all v E L(L(X, Z), Z) such that v o A* is 
continuous on dom A*. As usual, we denote (A*)* by A**, and we identify 
dom A with a subspace of 7“ by setting x(u) = U(X) for each x E X and each 
u E ?’ ‘. Then, as easily seen A** IdomA = A. 
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