In an earlier paper 10], we studied a generalized Rao bound for ordered orthogonal arrays and (T; M; S )-nets. In this paper, we extend this to a coding-theoretic approach to ordered orthogonal arrays. Using a certain association scheme, we prove a MacWilliams-type theorem for linear ordered orthogonal arrays and linear ordered codes as well as a linear programming bound for the general case. We include some tables which compare this bound against two previously known bounds for ordered orthogonal arrays. Finally we show that, for even strength, the LP bound is always at least as strong as the generalized Rao bound.
The Ordered Hamming Scheme
In 1987, Niederreiter 13] introduced (T; M; S)-nets, which are low discrepancy point sets in the unit cube 0; 1) S . These are useful for quasi-Monte Carlo methods such as numerical integration and have received considerable attention in recent literature (see 2] for a survey). In 8], Lawrence gave a combinatorial characterization of (T; M; S)-nets in terms of objects he called generalized orthogonal arrays. Ordered orthogonal arrays (see, e.g., Edel and Bierbrauer 4] ) are equivalent to generalized orthogonal arrays. In this paper, we are interested in ordered orthogonal arrays and a new concept, ordered codes.
An ordered orthogonal array is an array A having s`columns, partitioned into s groups of size`and satisfying certain balance conditions (to be speci ed later) based on this partition. The rows of an ordered orthogonal array form a set C of s`-tuples over an alphabet of size v whose coordinates are partitioned into s groups of size`. In this initial section, we de ne an association scheme which, for xed v,`and s, contains each such set C as a subset of its vertices. Having done this, we will be able to apply Delsarte's theory of codes and designs in association schemes to derive new results about ordered orthogonal arrays and ordered codes.
Association schemes
Let X be a non-empty nite set. Let G 1 ; G 2 ; : : : ; G d be a set of undirected graphs whose edge sets partition the edge set of the complete graph on X. This gives an equivalent de nition of an association scheme. In this paper, we use graph and matrix language interchangeably. Let A denote the vector space spanned by A = fA 0 ; : : : ; A d g. The last condition above states that A is closed under matrix multiplication. This is called the Bose-Mesner algebra of the association scheme.
The algebra A has a basis, E 0 ; E 1 , : : : , E d say, of primitive idempotents.
These satisfy E i E j = i;j E i . As J 2 A , one of these is a multiple of J. By convention, we take E 0 = 1 n J where n is the dimension of the matrices A i .
(In graph language, n = jXj.) If we let denote entrywise multiplication of matrices, it is easy to see that A i A j = i;j A i . It follows that there exist constants q k ij such that
These are the Krein parameters of the association scheme.
The transition matrices between the bases fA 0 , : : : , A d g and fE 0 , : : : , E d g are important for us. The rst eigenmatrix, P, of the association scheme is de ned by the equations
The second eigenmatrix, Q, is de ned by the equations
and satis es PQ = nI.
All relevant background material on association schemes can be found in the references. See 1, Chapter 2], 3] and 5, Chapter 12].
The kernel scheme
Let V be an alphabet of size v. For our purposes, it is convenient to choose V = Z v , but the analysis can be done using any abelian group and most of the results will hold for any alphabet.
LetẐ v denote the group of characters of Z v . We will often use the isomorphism As the numbers p k ij are independent of the choice of vertices a and b, the next theorem follows immediately from the de nitions. ). This will allow us to extend concepts from linear coding theory to these schemes.
A subscheme of a product scheme
We now consider the s-fold product of the scheme (X; A) = ???! k(`; v). Let A denote the Bose-Mesner algebra of (X; A). Let ; a (2) ; : : : ; a 2 Ordered codes and ordered orthogonal arrays Let us brie y recall the classical concepts on which these extensions are based.
For codes, we are interested in the minimum distance. Let C be a v-ary code of length k having m elements. View these as rows of an m k array A. We say C has minimum distance d if d is the smallest number of columns of A we must delete in order that the resulting subarray has repeated rows.
Let A be an m k array over V . If R is a subset of the columns of A, we say A is balanced with respect to R if the subarray obtained by restricting to those columns in R contains every jRj-tuple of symbols exactly m=v jRj as a row. We say A is an orthogonal array of strength at least t if A is balanced with respect to any subset of t of its columns.
The following standard lemma will be useful to us. Observe that the classical objects reviewed at the start of this section are obtained by taking`= 1 in these de nitions. C (z) = 1 jCj W C (P z): 2 (We are using the fact that the association scheme (X; A) is formally self-dual and hence P ?1 = (1=v`)P .) Observe that, since x T E f x 0 for each shape f, the coe cients of the polynomial W ? C (z) must all be nonnegative. This is equivalent to the linear programming bound which will be investigated in the next section. 0 1 0 1 1 0 0 1 1 1 1 0 0 1 0 1 0 0 0 0 1 1 0 1 1 0 1 1 0 1 0 0 1 1 1 0 0 1 1 0 1 1 1 1 1 1 1 1 1 1 Since W C (z) involves no monomial of (non-zero) height less than seven, C has ordered distance seven (Lemma 3.3) . That is, we must delete seven or more right-justi ed columns in order to obtain repeated rows. Since W ? C (z) involves no monomial of non-zero height less than four, Theorem 3.4 guarantees that C has ordered strength 3. We have d = 7 and t = 3, so C achieves the bound t + d s`+ 1 with equality. Since the association scheme is formally self-dual,
where e and f are (`+ 1)-tuples of non-negative integers summing to s.
Putting Equations (5) and (6) together, we have the constraints for our linear program: aP 0;
a 0: The entries of P are computed using the formulas in Equations (3) and (4) . Now suppose one wishes to nd the largest ordered code with a given ordered distance d.. Then by Lemma 3.3, one has the additional constraints a e = 0 for all shapes e with 0 < height(e) < d: (8) If zero is used to denote the index e = s; 0; : : : ; 0] of the identity relation, one would then set a 0 = 1 and maximize jCj (i.e., the sum of the entries of a) subject to these constraints together with those in (7).
On the other hand, one might want to use (7) to obtain bounds on the size of an ordered orthogonal array with a given ordered strength t. In this case, Theorem 3.4 gives the additional constraints (aP) e = 0 for all shapes e with 0 < height(e) t: (9) One then sets a 0 = 1 and minimizes the sum of the entries of a.
We now present two new bounds that we proved using this linear programming approach. Then, for f 0 = 0 and e`= 0, we have P 0 f e = P fe :
As an example, we give the P matrix for This result tells us that we can use a smaller value of`to obtain a smaller (and hence easier to solve) LP, which in general will yield a weaker bound. For example, by reducing`to 1, we end up with the usual linear programming bound for (ordinary) orthogonal arrays. This approach was used to obtain the bounds in 2].
It is an interesting question to ask how the LP bounds vary as`is decreased. As an example relating to Theorem 4.1, we used MAPLE to show that LP (4; 9; 2; 3) = 245:25. Thus, it happens that LP (4; 9; 2; 3) = LP (4; 9; 4; 3), so the LP bound does not change when`is reduced from 4 to 2. Note that the smaller LP has only 54 variables and constraints, as compared to 714 in the larger one.
In Table 1 , we compare three lower bounds on the number of rows in an ordered orthogonal array. The rst bound is the one used in 2]; i.e., the LP bound for the orthogonal array formed by taking the rst column from each of the s groups. The second bound is the generalized Rao bound from 10]. The third column lists | where possible | the bound LP (t; s;`; v) developed above. (Restricting to computations which can be done in exact arithmetic in reasonable time, we have limited the number of variables to 200.) The inequality above show that the new bound is always at least as strong as the LP bound for OAs. As we shall prove below, the new bound is at least as strong as the generalized Rao bound when t is even. When`= 2, the generalised Rao bound gives mixed results, but for larger values such as`= 4, it outperforms the rst bound for the values computed with only four exceptions. This small data set suggests that, while the new bound is strongest, the generalized Rao bound remains valuable because it is a closed form expression and easy to compute.
Although the main motivation for developing these tools is their rele-vance to the study of (T; M; S)-nets, we have limited data for our new bound in these cases due to the large size of the linear programs involved. However, at least one entry in Table 1 Proof. Since the association scheme is formally self-dual we have p The rank of E f is equal to the number of tuples a = (a (1) ; : : : ; a Therefore, using the previous proposition, we have g = 0 for any composition g having height greater than t. Thus M also satis es condition (2). Now we may compute 0 = X f2E rank E f :
Observe that any tuple a of height less than or equal to bt=2c has shape f for some f 2 E. So 0 = jDj. As 0 is a lower bound on the optimal value of the linear program for our array, this gives the desired bound.
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