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We study the problem of estimating a time dependent magnetic field by continuous optical probing
of an atomic ensemble. The magnetic field is assumed to follow a stochastic Ornstein-Uhlenbeck
process and it induces Larmor precession of the atomic ground state spin, which is read out by the
Faraday polarization rotation of a laser field probe. The interactions and the measurement scheme
are compatible with a hybrid quantum-classical Gaussian description of the unknown magnetic field,
and the atomic and field variables. This casts the joint conditional quantum dynamics and classical
parameter estimation problem in the form of update formulas for the first and second moments of
the classical and quantum degrees of freedom. Our hybrid quantum-classical theory is equivalent
with the classical theory of Kalman filtering and with the quantum theory of Gaussian states. By
reference to the classical theory of smoothing and with the quantum theory of past quantum states,
we show how optical probing after time t improves our estimate of the value of the magnetic field
at time t, and we present numerical simulations that analyze and explain the improvement over the
conventional filtering approach.
I. INTRODUCTION
Quantum parameter estimation combines elements of
classical estimation theory with quantum measurement
theory to provide estimates of classical parameters or
signals conditioned on the outcome of measurements on
quantum systems [1]. In cases where probing is accom-
plished by measurements on a quantum probe, classi-
cal Kalman filter theory can thus be combined with the
density matrix formalism to describe hybrid quantum-
classical components, and yield the maximum likelihood
estimator of classical variables.
Estimation of a weak classical magnetic field, is of
both theoretical and practical interest in high-precision
metrology. Atomic gases are excellent magnetic probes
due to the Larmor precession of the atomic spin, which
can be probed by a laser field [2]. The same probing, in
turn, squeezes the collective atomic spin degree of free-
dom [3] and improves precision compared to the standard
counting statistics limits of independent probe atoms.
The problem can be treated by Kalman filter theory
[4, 5]. For a recent, combined theoretical and experi-
mental study, see [6]. In [7] and [8], a hybrid quantum-
classical Gaussian-state formalism was proposed where
the atomic and photonic degrees of freedom as well as an
unknown constant magnetic field, were treated as har-
monic oscillator quadrature variables. In the absence of
atomic dissipation, the effect of atomic spin squeezing led
to a 1/T 3 rather than 1/T time dependence of the vari-
ance of the estimate of a constant magnetic field. Atomic
dissipation can be included in the formalism [9] and lim-
its the degree of squeezing and prevents the long time
1/T 3 resolution.
In [7] and in [10], the theory was generalized to the
case of a magnetic field that fluctuates according to
an Ornstein-Uhlenbeck process, and for which a hy-
brid Gaussian quantum-classical distribution still ap-
plies. This Gaussian distribution function is fully deter-
mined by the quadrature expectation values and covari-
ances, which are conditioned on the interaction Hamilto-
nian and the measurement outcomes until time t. In [10]
it was speculated and proven that the use of measure-
ment data acquired also after time t could be employed
to improve, in hindsight, the estimate of the value of the
magnetic field at time t.
For continuously monitored systems, filtering refers to
the estimation of a classical signal at time t conditioned
upon observations until time t, while smoothing refers
to estimation of the same quantity based on observa-
tions both before and after t. In classical estimation
theory, smoothing is an integral part of Kalman filter
theory [4, 11]. In [12–16], Tsang showed how estimation
by both classical filtering and smoothing can be gener-
alized to the case of Gaussian quantum probes. In the
present article, we shall present an alternative derivation
with starting point in the theory of quantum measure-
ment theory, quantum trajectories and the past quan-
tum state. The two approaches yield identical results
when the systems are restricted to Gaussian phase space
distributions, while our quantum approach may be read-
ily adapted also to more general cases, which have their
classical counterparts in the so-called forward-backward
or α− β analysis of Hidden Markov Models [17–19].
The article is outlined as follows. In Sec. II, we briefly
describe the atomic magnetometer and show that its dy-
namics is captured by a few mode harmonic oscillator
description. In Sec. III, we present the Gaussian-state
description of the unknown magnetic field and the collec-
tive quantum state of the atoms subject to optical prob-
ing. In Sec. IV, we derive our main results, namely the
Gaussian state mean values and covariance matrix for
the filtering and smoothing analysis of the measurement
record. In Sec. V we present numerical results of our
scheme and address its performance in different limits.
Sec. VI summarizes the paper and provides an outlook.
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2II. AN ATOMIC ENSEMBLE
MAGNETOMETER
In this article we model a unidirectional time depen-
dent magnetic field B(t) by an Ornstein-Uhlenbeck pro-
cess, governed by a stochastic equation
dB(t) = −γbB(t)dt+√σbdW, (1)
where dW is an infinitesimal Wiener increment with
mean value 0 and variance dt. An example of B(t) is
shown by the green curve in Fig. 1. The associated prob-
ability distribution for the unknown value of the magnetic
field obeys a Fokker-Planck equation with constant fric-
tion and diffusion terms, and an initial Gaussian distri-
bution will remain Gaussian for later times.
An ensemble of spin polarized atoms permits real-time
tracking of an external time dependent magnetic field
B(t). We assume Nat identical two-level atoms described
by the Pauli spin matrices σi for the ith atom. We fur-
ther assume the atomic gas is dilute so that scattering
and interactions among the atoms are negligible. The
atoms are prepared by optical pumping in the same inter-
nal quantum state, spin polarized along the x direction.
Mathematically, this allows us to treat the collective
polarization along the x axis classically 〈Jx〉 = Nat/2,
(~ = 1), while the off-axis polarization components are
quantum degrees of freedom and satisfy the commuta-
tion relation [Jy, Jz] = iJx. This inspires us to introduce
the effective canonical coordinate and momentum vari-
ables xat = Jy/
√〈Jx〉, pat = Jz/√〈Jx〉 with the stan-
dard commutation relation [xat, pat] = i.
In the presence of an external magnetic field B, po-
larized along the y direction, the collective spin precesses
toward the z axis, which in terms of the canonical atomic
variables corresponds to the time evolution
pat 7→ pat − µτB, (2)
during each infinitesimal time interval τ where µ =
β
√〈Jx〉 is given by the magnetic moment β.
In addition, the atoms interact with a continuous, lin-
early polarized (along x) beam of light, for which we
adopt a simple description of the light-matter interac-
tion by discretizing the beam into a sequence of seg-
ments of light with duration τ . The Stokes operator
for each segment of light with Nph photons has an x
component which is effectively classical 〈Sx〉 = Nph/2,
while we may introduce the scaled canonical variables
for the other two Stokes vector components, xph =
Sy/
√〈Sx〉, pph = Sz/√〈Sx〉, satisfying the commutation
relation [xph, pph] = i. Following [8], the light-matter in-
teraction in the Heisenberg picture is given by the two
update rules
xat 7→ xat + κ
√
τpph, pat 7→ pat, (3)
xph 7→ κ
√
τpat + xph, pph 7→ pph, (4)
where we introduce the coupling constant κ =
d2ω/∆Ac0
√
NatNph/τ with d the atomic dipole mo-
ment, ω the photon frequency, ∆ the detuning from
atomic resonance, A the area of the cross section of the
light field and Φ = Nph/τ the photon flux [20]. The dy-
namics of the atom and field variables is thus described
by the effective Hamiltonian
Hτ = κ
√
τpatpph + µτBxat, (5)
where we recall that a new segment of light enters at each
new time interval of duration τ . Note that the atom-
light interaction term in (5) is of order
√
τ which ensures
appropriate decoherence and noise properties associated
with the detection of the light field after passage of the
ensemble.
III. GAUSSIAN-STATE FORMALISM FOR
ESTIMATING A TIME-DEPENDENT-NOISY
MAGNETIC FIELD
The Hamiltonian (5) and the Ornstein-Uhlenbeck pro-
cess (1) determine the evolution of the joint probability
distribution of the magnetic field and the atomic and
optical quadrature variables. This is accomplished by
a density matrix ρ(t) =
∫
dB|B〉〈B| ⊗ ρB(t), in which
the different candidate values B of the classical magnetic
field are treated as if they were eigenvalues of a quantum
observable with eigenstates populated in an incoherent
manner, and the atomic spin and probe field occupy the
unnormalized quantum states ρB(t) which are correlated
with the value of the B-field. The probability distribu-
tion of the magnetic field is then given by the expectation
value of the projection operator |B〉〈B|, and has the for-
mal expression P (B) = tr(ρB(t)).
We represent ρ(t) by an effective hybrid classical-
quantum Wigner function W (y) with the five arguments
y = (B, xat, pat, xph, pph)
T , for which the integral over all
but one variable yields the marginal distribution for that
variable. Due to the linear character of the problem, the
Wigner function is Gaussian, and hence it is fully charac-
terized by its mean values 〈y〉 and its covariance matrix
γ with elements γij = 2Re〈(yi − 〈yi〉)(yj − 〈yj〉)〉. We
shall now recall the evolution of those quantities under
the interactions and the measurement dynamics.
A. Evolution of mean values and covariance matrix
elements
We assume that the time dependent magnetic field is
not known by the observer, who will thus have recourse
to a probabilistic description of the magnetic field. I.e.,
the Ornestein-Uhlenbeck process is not represented by
a stochastic equation but by its effect on the first and
second moments of the Gaussian probability distribution
of the field and atomic variables.
Starting from the fully spin polarized state, the inci-
dent linearly polarized field, and prior Gaussian distribu-
tion for the magnetic field with zero mean and variance
3Vb, the joint Gaussian distribution is characterized by the
vector of mean values and matrix of covariances
〈y〉 = (0, 0, 0, 0, 0), (6)
γ = diag(2Vb, 1, 1, 1, 1). (7)
We partition the 5 × 5 covariance matrix γ and mean
value vector 〈y〉 into blocks
γ =
(
A C
CT B
)
, (8)
〈yT〉 = (mT,nT). (9)
Here m and A denote the mean value vector and the
3 × 3 covariance matrix for the B-field and the atomic
variables (B, xat, pat)T , while n and B denote the mean
value vector and the 2× 2 covariance matrix for the field
variables (xph, pph)T , and C denotes the covariances be-
tween the optical field observables and the atoms and the
B-field.
To describe the continuous probing, we note that each
light segment approaching the atomic ensemble is not yet
correlated with the atoms and the B field, and hence we
assume the values
B→ 12×2, (10)
C→ 03×2, (11)
n→ 02×1, (12)
which we insert together with the current covariance ma-
trix A and mean values m in (8) and (9), respectively.
The mean value of B is damped by a rate γb, which
affects also all covariance matrix elements involving B,
and the variance of B is furthermore subject to diffusive
spreading with rate σb. The Hamiltonian (5) similarly
causes a linear mixing of the mean values, and a corre-
sponding mixing of the covariance matrix elements.
This leads to the following update rules during a small
time interval τ .
〈y〉 → S〈y〉, (13)
γ → SγST + L, (14)
where
S =

1− γbτ 0 0 0 0
0 1 0 0 κ
√
τ
−µτ 0 1 0 0
0 0 κ
√
τ 1 0
0 0 0 0 1
 (15)
and L = diag(2σbτ, 0, 0, 0, 0).
After the interaction, the atoms and the light segment
have become correlated, which implies that the covari-
ance matrix has nonvanishing entries between their cor-
responding components.
The light segment subsequently moves away from the
atoms, and we may either disregard it, in which case the
remaining components are merely described by a Gaus-
sian distribution with mean values m and covarance ma-
trix A, or, we may perform a projective measurement
of the photonic quadrature xph with a random measure-
ment outcome xms (Gaussian distributed with variance
1/2 [21]). Due to the correlations in the Gaussian state,
the projective measurement on the optical field updates
the mean values and the covariances of the B-field and
atomic variables according to
A→ A−Cγ(piBpi)−CTγ , (16)
m→m+Cγ(piBγpi)−((xms − n1), 0)T , (17)
where pi = diag(1, 0) designates that we measure the
first of the two light quadratures, and (. . . )− denotes
the Moore-Penrose pseudoinverse. To lowest order
(piBpi)− = diag(1, 0).
As each segment of the light beam interacts only infinitesimally with the atomic system, the field variables can be
eliminated, and to first order in the time increment τ , the dynamics can be expressed in a closed set of equations for
the mean values and the covariances of the B-field and atomic variables alone. Denoting the matrix elements of A
by aij , we get the deterministic update rule for A,
A→
(1− 2γbτ)a11 + 2σbτ (1− γbτ)a12 (1− γbτ)a13 − µτa11(1− γbτ)a21 a22 + κ2τ a23 − µτa21
(1− γbτ)a31 − µτa11 a32 − µτa12 a33 − µτ(a31 + a13)
− κ2τ
 a213 a13a23 a13a33a13a23 a223 a23a33
a13a33 a23a33 a
2
33
 . (18)
The expected mean outcome of the field measurement
is 〈xms〉 = n1 = κ
√
τm3, and the mean values for the
magnetic field and atomic observables, conditioned on a
given outcome xms is given by
m→
(1− γbτ)m1 + κ√τa13(xms − κ√τm3)m2 + κ√τa23(xms − κ√τm3)
m3 − µτm1 + κ
√
τa33(xms − κ
√
τm3)
 . (19)
Propagating these equations in subsequent steps of du-
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FIG. 1: The green curve shows a simulated field B(t), fluctu-
ating according to the Ornstein Uhlenbeck process (1) with
parameters γb = 1.0×103s−1, σb = 1.0×103pT 2/s. The field
is monitored by the atomic ensemble coupled with strengths
µ = 2.0×105s−1 to the magnetic field and κ2 = 104s−1 to the
optical probe. The simulated detection record yields the blue
curve Bf (t) by conventional forward filtering and the orange
curve BPQS(t) by the PQS (smoothing) scheme.
ration τ , we acquire or simulate the detection record and
determine the conditional dynamics of the atomic quan-
tum state and the estimate of the current value of the
magnetic field B(t). The dynamics of the covariance ma-
trix is deterministic and reaches a steady state irrespec-
tive of the measurement outcomes. The collective atomic
spin and the B-field are correlated and the conditional
probability distribution for B has a Gaussian variance
given by half of the first diagonal element of A, around
the first component of the vector of mean values, which
in turn depends on the detection record.
In Fig. 1 we show a simulated realization of the noisy
B(t) (green curve). The blue curve shows our estimated
B(t) by the procedure outlined above. We observe an
overall good agreement, but we also note that individual
spikes in B(t) are not reproduced, while other spikes ap-
pear. This reflects that the data acquisition is not fast
enough to resolve rapid changes of B(t), while the mea-
surement shot noise may cause erroneous variations in
the magnetic field estimate. Notably, the time depen-
dence of the blue curve lags behind the green one. This
is because changes in B(t) are accumulated over time in
the value of the spin precession angle and are only re-
liably discerned after a suitable optical signal has been
obtained.
IV. RETRODICTION OF THE MAGNETIC
FIELD AND ATOMIC STATE
In the previous section, we determined the joint Gaus-
sian probability distribution of the magnetic field and the
atomic collective spin at time t, conditioned on the prob-
ing data obtained until time t. In the quantum theory of
measurements, each interaction and probing event with
outcome mi is formally described by a POVM element,
and the full optical detection process of our scheme is
described by applying a sequence of operators Mmi , in-
cluding both the deterministic time evolution of the state
and the evolution conditioned on the measurement out-
comes mi. The joint probability for the occurrence of the
full sequence of measurement outcomes is the trace of the
corresponding operator product, P (m1,m2, . . .mN ) =
tr(MmN . . .Mm1ρ(0)M
†
m1 . . .M
†
mN ), while the joint prob-
ability of all measurement outcomes and a projective
measurement of the magnetic field yielding the value B at
an intermediate time t reads, P (m1,m2, . . . Bt, . . .mN ) =
tr(MmN . . . |B〉〈B| . . .Mm1ρ(0)M†m1 . . . |B〉〈B| . . .M†mN ).
Note that if the optical probing stops just before
time t, the conditional quantum state at this time reads
ρ(t) ∝ MmN . . .Mm1ρ(0)M†m1 . . .M†mN and the inferred
conditional probability agrees with the conventional
Born rule, P (B) = tr(|B〉〈B|ρ(t)). In the case of
continued probing after t, we can use the cyclic property
of the trace and reorganize terms to write the joint
probability distributions as P (m1,m2, . . . Bt, . . .mN ) =
tr(|B〉〈B|(. . .Mm1ρ(0)M†m1 . . .)|B〉〈B|(. . .M†mNMmN . . . )).
Since the outcomes mi are the ones actually measured,
we infer the probability that the magnetic field would
have been projectively measured to have the value B,
conditioned on all prior and posterior detection events
to be proportional to tr(|B〉〈B|ρ(t)|B〉〈B|E(t))[22],
with ρ(t) = (. . .Mm1ρ(0)M†m1 . . .) and E(t) =
(. . .M†mNMmN . . . ) where the . . . in the expressions for
ρ(t) and E(t) represent the sequences of POVM elements,
until and after the time t, respectively.
A. Backward evolution of the effect operator
The POVM operators for optical probing can be deter-
mined as integrals with Gaussian kernels, see, e.g., [23],
but we shall have recourse to a simplified argument that
utilizes the more convenient representation of the opera-
tors ρ(t) and E(t) in tems of Gaussian mean values and
covariance matrices. This representation applies because
both operators are evolved by Gaussian preserving ele-
ments and hence both have Gaussian Wigner functions
(any operator on an effective position and momentum
operator phase space has a Wigner function representa-
tion, and being a hermitian and positive operator, E(t)
has a Wigner function with similar properties as the one
of a conventional quantum state ρ(t). Indeed, the time
evolution of the ρ and the E operators are equivalent ex-
cept that E(t) evolves from the later towards the earlier
times. As a consequence, E(t) is described by a Gaus-
sian Wigner function, and its first and second moments
evolve with similar factors as the moments for ρ(t).
We describe E(t) by a covariance matrix γE(t) and a
vector of mean values 〈yE〉 = (mE ,nE), for which the
evolution from t+ τ to t yields,
〈yE〉 → SE〈yE〉, (20)
γE → SEγESTE + L, (21)
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SE =

1 + γbτ 0 0 0 0
0 1 0 0 −κ√τ
µτ 0 1 0 0
0 0 −κ√τ 1 0
0 0 0 0 1
 , (22)
and L = diag(2σbτ, 0, 0, 0, 0).
Going through the matrix multiplications and elimi-
nating the optical field components, we obtain the de-
terministic evolution of the magnetic field and atomic
components covariance matrix, backward in time from
t+ τ to t for the operator E(t).
Denoting the matrix elements of AE by aij , we get the deterministic update rule for AE ,
AE →
(1 + 2γbτ)a11 + 2σbτ (1 + γbτ)a12 (1 + γbτ)a13 + µτa11(1 + γbτ)a21 a22 + κ2τ a23 + µτa21
(1 + γbτ)a31 + µτa11 a32 + µτa22 a33 + µτ(a31 + a13)
− κ2τ
 a213 a13a23 a13a33a13a23 a223 a23a33
a13a33 a23a33 a
2
33
 . (23)
The centroid of the Gaussian Wigner function for E(t)
depends on the measurement outcome xms and is given
by
mE →
(1 + γbτ)m1 + κ√τa13(xms + κ√τm3)m2 + κ√τa23(xms + κ√τm3)
m3 + µτm1 + κ
√
τa33(xms + κ
√
τm3)
 ,
(24)
where we emphasize that in these equations, the matrix
and vector elements aij , mi are the ones pertaining to
AE andmE and not to Aρ ≡ A andmρ ≡m in (18,19).
B. Past quantum state estimate of the time
dependent magnetic field
Given the first and second moments of Gaussian states,
we have the information needed to construct the ρ(t) and
E(t) matrices, and may thus, in principle, determine the
probability distribution for the outcomes of any measure-
ment process at time t conditioned on all previous and
later measurements. The evaluation of arbitrary opera-
tor expressions from Wigner functions is, however, not a
trivial one, and to avoid a cumbersome translation be-
tween operator expressions and their Wigner function
phase space equivalents, we shall employ arguments to
arrive at the desired result directly in terms of the con-
ditional mean values and covariance matrices.
First, we note that trB(|B〉〈B|ρ) = 〈B|ρ|B〉 and
trB(|B〉〈B|E) = 〈B|E|B〉, where trB denotes the partial
trace over the B degree of freeedom, are operators on the
atomic spin Hilbert space. This leads to the observation
that
PPQS(B) ∝ tr(|B〉〈B|ρ|B〉〈B|E)
∝ trr〈B|ρ|B〉〈B|E|B〉, (25)
where trr denotes the reduced trace over the atomic col-
lective spin (oscillator) variables. The trace of a product
of operators (a scalar product on the space of operators)
equals 2pi times the phase space integral of the product
of the corresponding Wigner functions for a harmonic
oscillator system. Hence, we obtain
PPQS(B) ∝
∫
dxatdpatWρ(B, xat, pat)WE(B, xat, pat).
(26)
We now use the fact that the Wigner functions are Gaus-
sian distributions and write their product explicitly as
Πρ,E(B, xat, pat) = Wρ(B, xat, pat)WE(B, xat, pat)
∝ e−(y−mρ)TA−1ρ (y−mρ)e−(y−mE)TA−1E (y−mE)
(27)
where y = (B, xat, pat)
T
, mρ(E) denote the displaced
mean values, and Aρ(E) the 3× 3 covariance matrices of
the magnetic field and atomic spin components of y, in
the Gaussian distributionsWρ(E). After elementary alge-
bra, we can rewrite the product Πρ,E in a single Gaussian
form
Πρ,E ∝ e−(y−mρ,E)
TA−1ρ,E(y−mρ,E) (28)
with the new covariance matrix Aρ,E and mean value
mρ,E given by
A−1ρ,E = A
−1
ρ +A
−1
E , (29)
mρ,E = Aρ,E(A
−1
ρ mρ +A
−1
E mE). (30)
Therefore in the PQS framework the estimated magnetic
field and variance of its conditional distribution are given
by the first vector component and matrix elements
BPQS = [(A
−1
ρ +A
−1
E )
−1(A−1ρ mρ +A
−1
E mE)]1, (31)
VarPQS(B) =
1
2
[(A−1ρ +A
−1
E )
−1]11. (32)
Eqs.(31,32) together with the equations to determine
their constituents are the main results of this article.
Given the probing record, they yield a Bayesian estimate
of the time dependent magnetic field strength in form
6of a Gaussian distribution. In the next section we shall
address the performance of the estimation and, in par-
ticular the difference between usual filter estimation and
the Past Quantum State estimation.
V. RESULTS
We have applied the PQS formalism to the estimation
of a time-dependent stochastic magnetic field using an
atomic ensemble and a light field as probes. In Fig. 1
we show a simulated magnetic field B(t) generated by
the OU process (1) (green curve) and the results of the
the quantum filtering and PQS estimation schemes. It
is clear that the estimates Bf , BPQS follow the real field
B(t) approximately for both methods. However, for the
quantum filtering scheme (blue line) we observe a time
lag between the estimated field and its real value, whereas
no visible lag can be observed for the PQS scheme (orange
line). We also observe that BPQS is smoother than Bf .
While causing back action on the mean value vectors mρ
andmE , as time passes from t to t+τ , the contribution of
the photon shot noise in the intervening interval merely
passes from E(t + τ) to ρ(t + τ), which suppresses its
effect on the estimate (31). Neither Bf (t) nor BPQS(t)
are capabale of resolving rapid fluctuations in the true
magnetic field B(t).
In parameter estimation, a major measure is the pre-
cision of the estimator. Following the literature we have
tacitly assumed that the width of the forward and PQS
Gaussian probability distributions are indicators of the
precision of the estimate. Indeed, for a given record
theses widths do provide the Bayesian probability dis-
tribution of the actual value, but this is not the same
as the distribution over many runs of the difference be-
tween the inferred, maximum likelihood value (the mean
value of the conditional Gaussian distribution) and the
true value. To characterize the error of our estimator,
we evaluate the mean squared error (MSE) over an en-
semble of M = 2000 independent realizations of the real
magnetic field B(t), which is defined by
varB(t) =
1
M
M∑
k=1
(Best,k(t)−Bk(t))2, (33)
where Bk(t) is the kth realization of the magnetic field
and Best,k(t) is the corresponding estimated result with
our filter and PQS schemes. Fig. 2, displays the nu-
merically calculated variances from (33) and the vari-
ances of the Gaussian distributions (16) and (32). We see
that the variance by the PQS scheme is approximately
4 times smaller than by the filter scheme, whether we
compare the Bayesian widths of every individual realiza-
tion (dashed curves) or the statistical deviation of the
maximum likelihood estimate from the true value (solid
curves).
This is an interesting results. Due to the doubling
of experimental data available to the PQS field esti-
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FIG. 2: Time dependence of the variance of the estimated
magnetic field Bf (t), Bpqs(t). Parameters we used here are
identical to those in Fig. 1. The dashed blue and orange
lines indicate the variances of the conditional Gaussian B-
distributions for the forward quantum filter and the PQS anal-
ysis, respectively. The solid blue and orange curves show the
squared deviation of the maximum likelihood estimator (33)
from the true simulated value. The error of PQS scheme is
reduced by an approximate factor of 4 compared to quantum
filtering.
mate at time t (probing both before and after t), one
might have expected an approximate factor of two im-
provement, cf., the sum of the inverse ρ and E covari-
ance matrices in Eq.(32). This expression, however, in-
volves the full covariance matrices and not only the a11-
components representing the variances of the B-field. In-
deed, VarPQS(B) 6= 12 ((A−1ρ )11 + (A−1E )11)−1. The fact
that our B-field estimate is correlated with the unmea-
sured atomic spin components, and these components
appear with the same arguments inside both Gaussian
functions Wρ and WE , narrows the range of B values by
another factor of two.
A second important observations is the slightly less
than factor two disagreement between the variance of
the deviation between the maximum likelihood estima-
tor and the true value and the variance of the individu-
ally filtered or smoothened B-distributions. While they
are often treated as equivalent, those quantities are not
generally expected to be identical. Since calculation of
the variance of the maximum likelihood estimator, the
Cramér bound, is typically quite cumbersome, further
examination of its relationship with the variance of the
Bayesian filter could provide important insights and lead
to more efficient estimates.
Finally, let us note that the advantage of the PQS
scheme changes under variation of parameters, and for
example a very rapidly fluctuating magnetic field may
neither be estimated by the filter nor the PQS theory,
and its value is ultimately only restricted by the steady
state distribution of the (unobserved) process with vari-
ance σb/2γb. To illustrate this, we show in Fig. 3 the
theoretically predicated variances of the estimated fields
by the filter and PQS analyses as functions the Ornstein-
Uhlenbeck rate parameter γb and the probing strength
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FIG. 3: The theoretically predicated conditional variances of
B(t) in steady state as a function of γb and κ2 in Fig. 3 (a)
and (b) respectively. The blue curves represent filtering pro-
cess while the orange curves describe the PQS scheme. Dots
indicate numerical data and lines are guides to the eyes. (a)
Plot of the conditional variance of B(t) as a function of γb
for a fixed value of κ2 = 10−2ms−1 (dashed blue and or-
ange lines) and κ2 = 10ms−1 (solid blue and orange lines) .
(b)Conditional variance of B(t) as a function of κ2 for a fixed
value of γb = 1.0ms−1 (dashed blue and orange lines) and
γb = 50.0ms
−1 (solid blue and orange lines). We fix the ratio
σb/γb = 1pT
2 and µ = 200ms−1 here.
κ2. With a given, finite probing strength κ2, the time
evolution of the magnetic field is tracked progressively
better by both methods when γb < κ2. And it is in the
same regime that the PQS advantage over forward filter-
ing is maximal.
VI. DISCUSSION
In this paper, we have developed a theory for the es-
timation of a time-dependent magnetic field generated
by an Ornstein-Uhlenbeck process based on the quan-
tum filtering and PQS schemes. Our numerical results
confirm and explain an enhanced precision of the esti-
mate of the time dependent magnetic field by full mea-
surement records over the conventional quantum filtering
approach. Our hybrid quantum-classical theory is equiv-
alent with the classical theory of Kalman filtering and
smoothing on the one hand, and with the quantum the-
ory of quantum trajectories and past quantum states on
the other hand. We believe that the combined insight
from these two domains of precision metrology may play
a crucial role and may point to the use of further theo-
retical methods in the very active field of high precision
measurements and hypothesis testing with quantum sys-
tems.
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