Tableaux and chains in a new partial order of Sn  by Edelman, Paul H
JOURNAL OF COMBINATORIAL THEORY, Series A 51, 181-204 (1989) 
Tableaux and Chains in a New 
Partial Order of S, 
PAUL H. EDELMAN* 
School of Mathematics, University of Minnesota, 
Minneapolis, Minnesota 55455 
Communicated by the Managing Editors 
Received October 1, 1987 
We define a new poset on the symmetric group S,. It is a subposet of the weak 
ordering of S, with the property that every interval is a distributive lattice. For each 
principal ideal we explicitly compute the poset of join-irreducibles and use this to 
get an expression for the number of maximal chains in these intervals. In the case 
of certain principal ideals the number of maximal chains is given by the number of 
shifted tableaux of a certain shape. In particular, in the principal ideal generated by 
the reverse permutation the number of maximal chains is given by the number of 
shifted tableaux of staircase shape. We relate this to similar results for the weak 
ordering and show how bijections that work in that case restrict to this new poset. 
This new poset arises naturally from the study of convex geometries. We detail 
these connections and give an alternative definition for this poset in this context. 
0 1989 Academic Press, Inc. 
1. INTRODUCTION AND PRELIMINARIES 
There has been considerable interest recently in the chain structure of the 
weak ordering of the symmetric group S,. Much of this was prompted by 
the theorem of Stanley [St21 that the number of maximal chains in this 
order is the same as the number of Young tableaux of staircase shape. 
For reasons completely unrelated to the weak ordering (detailed in Sec- 
tion 5 of this paper) we were led to consider a suborder of the weak order- 
ing. Surprisingly this new partial order has a nice combinatorial structure. 
More surprisingly the number of maximal chains in certain intervals is 
counted by certain types of tableaux. In particular, the number of maximal 
chains from the identity to the reverse permutation equals the number of 
shifted tableaux of staircase shape. The purpose of this paper is to intro- 
duce this new order, to detail its poset structure, and to discuss the 
enumeration of maximal chains in it. We will also relate this enumeration 
* This work supported in part by NSF Grants DMS-8612446 and DMS-8700995. 
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to previous work on the enumeration of chains in the weak order where a 
bijective proof of Stanley’s result is given [EG]. 
The paper is organized as follows: In the next section we define the new 
order, prove that every interval in this order is a distributive lattice, and 
then, for the principal ideals, compute the poset of join-irreducibles. 
Following that we consider the interval between the identity and the 
reverse permutation and show that the number of maximal chains in this 
interval equals the number of shifted tableaux of staircase shape. We also 
show that bijections introduced in [EG] restrict nicely to this new setting. 
As a corollary to our techniques, a new fact about the Schiitzenberger S 
operator is proved. 
In Section 4 we consider the case of Ferrers permutations and show how 
enumeration of maximal chains in the principal ideals they generate is 
related to the number of right-adjusted tableaux. Finally in Section 5 we 
discuss what led us to consider this poset in the first place, as a natural 
partial order on the atoms of a certain lattice. 
We now review some terminology and elementary definitions. By S, we 
mean the symmetric group on the set [n] = { 1,2, . . . . n}. If o E S, then I(a), 
the inversion set of O, is the collection of ordered pairs 
I(o)= ((j, i)lj>i, o-‘(j)<a-l(i)}. 
Let i(a) = ll(a)l. If (T E S, then a number j E o is called a left-right maximum 
(l-r maximum) if it is larger than any number preceding it in 6, i.e., j is a 
l-r maximum in c if for all ke [n], a-‘(k) <a-‘(j) implies that k < j. By 
id we mean the identity permutation in S, and rev E S, is the permutation 
such that rev(i) = n + 1 - i for all ie [n]. 
The weak ordering of S,, W(S,), is the partial order on S, where for 
~,~ES?l, 
Equivalently, c < z if and only if there is a sequence of adjacent transposi- 
tions, each moving the larger number to the left, that takes o to z. 
Let 1= (A,, I,, . . . . A,) be a partition of n, i.e., 1, + ;/* + . . . + I, = IZ and 
i,2i,& ... 2 ,I,. The Ferrers diagram of I is a left-justified array of cells, 
with Iz, cells in the first row, A2 in the second row, etc. We will identify this 
diagram with .the collection of ordered pairs 
If the parts of I are distinct, i.e., 1, > A, > . . . > A,,, then the shified diagram 
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is the array of cells gotten from the Ferrers diagram by displacing the ith 
row by i- 1 cells to the right. A shifted diagram will correspond to the set 
Finally, we will consider the R-diagram of 1 where we choose the array of 
cells to be right-justified, i.e., 
We will partially order these sets by the product order. 
A tableau T on a diagram associated with the partition 1 is a map from 
the cells of the shape to the integers [n]. The image of the cell (i, j) will 
be denoted to. A tableau with n cells is said to be standard if the labels t, 
form a permutation of [n] and are increasing along rows and columns, i.e., 
for (i, j) and (k, I) in the diagram tg < tkl if i < k and j< 1. If we consider 
the shapes as being their related collection of ordered pairs ordered under 
the product ordering, then standard tableaux are exactly the linear exten- 
sions of the related partially ordered set. A standard tableau on a Ferrers 
diagram of shape R we call a Young tableau of shape I, one on a shifted 
diagram we call a shifted tableau and on an R-diagram an R-tableau. 
Figure 1.1 illustrates the standard tableaux of each type for L = 3, 1. 
Let ,7 be a partition with distinct parts. If S is a shifted tableau on shape 
/z then the tableau Y of shape il defined by 
Yij= Sijt i- 1 for 1 Qjd&, 1 Gidm 
is a Young tableau of shape 1. We will say Y is gotten by unshzj’ting S. Thus 
12 3 w 4 
R-Tableaux 
FIG. 1.1. Tableaux on the shape 3, 1. 
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unshifting S corresponds to left-adjusting the rows of 5’. A Young tableau 
obtained by unshifting a shifted tableau will be called a shifttable tableau. 
The shape il = n - 1, n - 2, . . . . 1 will be denoted A[“] and is called the 
staircase shape. If Q is a poset and x, y E Q then we denote that y covers 
x in Q by x < y. We indicate that Q is order isomorphic to another poset 
Q’ by Q z Q’. Any undefined terminology can be found in [Stl]. 
2. ELEMENTARY PROPERTIES 
In this section we define a new poset on the symmetric group S, and 
prove the basic structural properties for it. The principal result is that every 
interval of this poset is a distributive lattice. 
DEFINITION. Let P, be the partial order on S, defined by 0 <z if and 
only if I(r) 2 I(o) and if (j, i) E Z(z) -I(o) then j is a left-right maximum 
of 0. 
THEOREM 2.1. In P, , o < z if and only if z differs from o by an adjacent 
transposition which moves a left-right maximum to the left. 
ProoJ: Certainly if z differs from (T as described in the theorem then 
i(z) = i(a) + 1, and 0 <z hence, 0 <r. 
Suppose a<z. Let j be the smallest number such that for some i, 
(j, i) E I(z) - I(a). It follows from the definition that j is a left-right maxi- 
mum. For those j let k be the integer furthest to the right in CJ so that 
(j,k)EZ(T)--I(a). W e c aim 1 that k immediately precedes j in (T. If not then 
there is some r, r < j, and r immediately precedes j in rr. 
There are two cases to consider. If r < k then, by transitivity, 
(j,r)EI(T)-4 1 h h 0 w  ic contradicts the choice of k. On the other hand if 
r> k then either (r, k) EI(z) -I(o) which contradicts the choice of j or 
(j,r)EI(T)--I( ) h h 0 w  ic contradicts the choice of k. Hence, z differs from g 
by an adjacent transposition moving a left-right maximum to the left. 1 
COROLLARY 2.2. P, is a ranked poset where rk(a) = i(a). 
COROLLARY 2.3. The cover relations of P, are a subset of the cover 
relations of W(S,). 
THEOREM 2.4. The maximal elements of P, are those 0 ES, such that 
o( 1) = n. Thus P, has (n - 1 )! maximal elements. 
Proof, This follows immediately from the definition of P, since the only 
permutations with only one left-right maximum are those where 
a(l)=n. 1 
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In Fig. 2.1 we show the Hasse diagram of the poset P4. We now will 
show that every interval in the poset P, is a distributive lattice. We do this 
by first showing that it has certain local lattice-like properties. It then will 
follow that these properties extend. 
LEMMA 2.5. Let [a, 71 be an interval in P,z and suppose that 
(61, (T2, ‘..) Ok} E {T’E [a, z] lo--+‘). 
Then there exists a permutation w E [a, z] so that 
Z(o)= i, Z(oJ 
l=l 
ProoJ: For each i, 1 < i < k, let Z(o,) - Z(o) = ((ai, bj)). We wilI show 
that 
It then follows that the transpositions producing the inversions (q, bj) can 
be made in any order and the theorem follows. 
Suppose that aj = b, for some pair of integers i and j. Then in (T the con- 
secutive triple bjajai must appear with aj> aj> bj. So ((ai, aj), (aj, b,)) s 
Z(r) -Z(a). We also have (aj, bj) E Z(z) - Z(a,), but in r~,, uj is not a left-right 
maximum, since ai precedes it. Therefore oi 6 z which is a contradic- 
tion. 4 
LEMMA 2.6. Let [o, 71 be an interval in P, and suppose that 
{ 01 2 02, .a-, .,}G{z’E[b,z]~z>z’}. 
FIGURE 2.1. 
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Then there exists a permutation o E [a, z] so that 
I(o)= h f(cTi). 
i=l 
ProoJ: This is just a dual version of Lemma 2.5 and it has a similar 
proof. 1 
The proof of the following lemma is by induction and appears in [BEZ]. 
THEOREM 2.7. Let Q be a bounded poset of finite rank such that for any 
x and y in P if x and y both cover z then x v y exists. Then P is a lattice. 
THEOREM 2.8. Every interval [o, z] in P, is a distributive lattice. 
ProoJ From Lemma 2.5 we have that every pair of permutations cover- 
ing a common permutation has a join. It then follows from Theorem 2.7 
that the interval [a, z] is a lattice. 
Lemmas 2.5 and 2.6 further show that the interval [o, z] is both meet- 
distributive and join-distributive. By a result of [GM] this implies that the 
interval is in fact distributive. 1 
Since the intervals in P, are distributive lattices, it follows from 
Birkhoffs theorem that every interval is isomorphic to the lattice of order 
ideals of some poset. For the case of lower intervals in P, we can explicitly 
produce this poset. Fix a permutation D and let L, = {z E S, 1 z Q o}. 
Construction 2.9. For each inversion (j, i) E I(a) we produce a permuta- 
tion ou, i] by the following means: Let X = [n] - {i, j} and define a five 
block partition of X by 
A= {kEXlk<i, (i, k)El(o)) 
A’= {kEXIk<i, (i,k)#l(cr)} 
B= (keXlj>k>i, (k, i)$l(o)} 
B’={k~Xlj>k>i, (k,i)EI(o)} 
C= {kEXlk> j}. 
Let P be the permutation of the set A’ u B’ such that the numbers are in 
increasing order. Let V be the permutation of the set A u B which orders 
those elements in the same way that (T does and let V’ be the permutation 
of the set C in increasing order. Define o[j, i] to be the permutation 
o[j, i] = PjiVV. 
TABLEAUX AND CHAINS 187 
EXAMPLE. Let G = 2489657 10 1 3 and (j, i) = (8,5). Then we have 
A={l,3) 




P= 246, V= 713, and I”= 910. Thus 
~[8,5] = 24685713910. 
The following theorem presents some elementary observations about this 
construction. The proof is left to the reader. 




Moreover, if (a, b) E I(o) and {a, b} c {j, i} u V then (a, b) E I(o[j, i]). 
LEMMA 2.11. For every (j, i) E I(a) the permutation a[j, i] is a join- 
irreducible in L,. Moreover, it is the unique join-irreducible of L, that con- 
tains the inversion (j, i) while the permutation it covers does not contain the 
inversion (j, i). 
ProoJ: The descent j > i is the unique descent in o[j, i J with a l-r maxi- 
mum on the left. Hence a[j, i] is a join-irreducible, and the permutation 
it covers does not contain the inversion (j, i). What is left to show is that 
no other join-irreducible has this property. 
Suppose that n is another join-irreducible with the above properties. 
Then certainly j immediately precedes i in rc. In what follows we refer to the 
decomposition described in Construction 2.9. We break up the proof into 
a number of claims: 
CLAIM I. All the numbers in the set A v B must appear to the right of i 
in n. 
Proof of Claim I. Since z d CT, and i is not a l-r maximum of 71, all 
inversions of the form (i, k) E I(o) must already appear in 7~ and so all of 
A must appear to the right of i. 
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Since B is the set of numbers which do not produce inversions with i, 
that set must succeed i as well. 1 
CLAIM II. All the numbers in A’ v B’ must appear to the left of j in z 
Proof of II. The claim is obvious for A’. If k E B’ appears to the right 
ofj (and hence i as well) then the inversion (k, i) is not in rc and k is not 
a l-r maximum. Hence n C rr which is a contradiction. 1 
CLAIM III. All of C appears to the right of i in 71. 
Proof of III. If some number in C appeared to the left of j, then j would 
not be a l-r maximum and hence rc would not cover a permutation without 
the inversion (j, i). 1 
From Claims I through III we see that the positions of sets A, A’, B, B’, 
and C relative to i and j in rc is the same as in a[j, i]. What is left to do 
is show that the exact arrangement of these sets is forced as well. 
CLAIM IV. The set A’ v B’ must appear in increasing order to the left of 
j in 7c. 
Proof of IV. If A’ u B’ did not appear in increasing order then there 
would appear some descent at a l-r maximum other than j and thus 71 
would not be a join-irreducible. 1 
CLAIM V. The set C must appear in increasing order at the end of x. 
Proof of V. If C did not appear in increasing order then there would be 
some descent at a l-r maximum other than j and thus 71 would not be a 
join-irreducible. 
CLAIM VI. The set A u B appears in 71 to the right of i and to the left of 
every element of C, in the order in which they appear in o. 
Proof of VI. Since j appears to the left of all terms in A u B, no element 
in A u B is a l-r maximum. Thus, in order for x < (T, every inversion 
between terms in A u B appearing in (T must already be in n. That com- 
pletely determines the order of these numbers. 1 
Claims IV through VI show that the permutation n must equal a[j, i]. 
Thus e[j, i] is unique and the proof is complete. i 
LEMMA 2.12. For (T E P,, in L, we have o[ j, i] 2 a[k, l] if and only if 
ja k and o-‘(i) <o-‘(l). 
ProojI Suppose that a[j, i] > a[k, I]. Then I(o[j, i]) 2 I((o[k, I]) and 
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hence (k, I) E Z(ob, i]). If k >j then k E C of ob, i], where C is defined in 
Construction 2.9. It then follows from Lemma 2.10 that (k, E)$I(o[j, i]), 
which is a contradiction. Thus k 6 j. 
Since (k, I) E Z( a[j, i] ), by Lemma 2.10 we must have I E I/. If E > i then 
I E V implies that (1, i) $ Z( ) c and thus a-‘(Z)>o-‘(i). If I< i then ZE V 
implies that (i, I) EZ(CJ) and then a-‘(i) < o-‘(Z). Hence, o-‘(i) <c~-l(Z). 
We now must show that if j3 k and o-‘(i)<~-‘(1) then 
a[j, i] > o[k, I]. We begin with the case i = 1 and j> k. Let Pi and Vj be 
the sets P and V for o[j, i] and P, and V, be the sets P and V for o[k, I]- 
It then is easy to see that I/i? V, and Pjz P,. Thus, by Lemma 2.10, 
Z(a[j, i]) 2 Z(a[k, i]). Moreover, the inversions ((I, b) E Z(a[j, i]) - 
Z(o[k, i] ) must have form (1) of Lemma 2.10 and hence will be a l-r 
maximum. Thus from the definition, a[j, i] B o[k, i]. 
It now suffices to consider the second case where j= k and i is the 
number in c furthest to the right in B such that 
(1) iis to theleft ofl 
(2) (j, i) E Z(c). 
The result will then follow by induction. Similar to before, we let Vi( V,) 
and P,(PJ be the V and P associated with ofi, i](o[j, I]). 
We begin by showing that V/E Vi. There are, alas, a number of cases to 
consider: 
Case 1. Suppose Z < i, and hence (i, I) E Z(D). If a E V,, a < 1, and 
(I, a) E Z(o) then by transitivity, (i, a) E Z(o) and so a E Vi. 
If aE V,, a> Z, and (a, I) #Z(o) then we see that (a, i)$Z(a). Either a>i 
and (a, i) $Z(CJ) which implies that a E Vi or a < i. In this instance, since 
(4 Of44 1 . ~1 P im ies that o-‘(Z)<o-‘(a) and hence o-‘(i) <o-‘(a) we 
must have (i, a) E Z(a). Thus a E Vi as claimed. 
Case 2. If I> i then similar arguments to those in Case 1 show that 
Viz V, also. Since V/G Vi and Vi = Vj, it follows that P,s P,. By applying 
Lemma 2.10 we see that Z(o[j, i]) 2 Z(o[j, I]). As in the earlier argument, 
if (a, b) E Z(o[j, i]) - Z(0l-j I]) then a E P, and so a is a l-r maximum. Thus 
a[j, i] 2 c~[j, Z] and the proof is complete. # 
Given c E S, partially order Z(a) by 
(j, i)>(k,Z)-+=-j2k and o--‘(i) < a-‘(Z). 
We can now completely characterize the lower intervals in P,. Recall that 
if Q is a poset then J(Q) is the lattice of order ideals of Q ordered by 
inclusion. 
THEOREM 2.13. For every CJE P,, L,wJ(Z(o)). 
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Proof Since rk(a) = i(o), Lemmas 2.11 and 2.12 show that the poset of 
join-irreducibles of L, is isomorphic to I(o). It then follows from Birkhoff’s 
theorem (see [Stl, Theorem 3.4.11) that L,EJ(I(o)). i 
The next two facts follow from general results about the relationship 
between maximal chains in distributive lattices and linear extensions of 
their poset of join-irreducibles. See [Stl, Theorem 3.5.21. 
COROLLARY 2.14. The number of maximal chains in L, equals the 
number of linear extensions of I(a). 
THEOREM 2.15. Suppose that Ext: I(a) + [i(o)] is a linear extension of 
I(a) and 
id = o(O) < a(‘) < . . . < o(i(g)) = 0 
is the corresponding maximal chain of L,. If Ext( (j, i)) = k, then aCk) differs 
f rom ack+ I) by the introduction of the inversion (j, i). 
In the following sections we will use Corollary 2.14 and Theorem 2.15 to 
analyze the chain structure of L, for certain specific permutations 6. 
3. MAXIMAL CHAINS IN THE INTERVAL [id, rev] 
In this section we consider the problem of enumerating the maximal 
chains of P, in the interval [id, rev]. We show that the number of such 
chains is equal to the number of shifted tableaux of staircase shape. We 
then prove that the bijection given in [EG] between chains in W(S,) and 
Young tableaux of staircase shape when restricted to shiftable tableaux 
produces a bijection to chains in this interval in P,. As a corollary to our 
techniques we are able to deduce some facts about Schiitzenberger’s 
operator S when applied to shiftable shapes. 
LEMMA 3.1. The number of maximal chains in the interval [id, rev] in 
P, equals the number of linear extensions of the poset 
I(rev)= {(j, i)In>j>i> 1) 
under the product order. 
Proof By Corollary 2.14 the number of maximal chains in [id, rev] 
equals the number of linear extensions of I(rev), where I(rev) has the order 
(j,i)<(k,Z)-j<k and rev-‘(I) 6 rev-‘(i). 
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It is clear that 
I(rev)= {(j, i)In>j>ia l> 
and that rev-‘(Z)=n-I+ 1. It then follows that I(rev) has the product 
order and the Lemma is proven. 1 
THEOREM 3.2. The number of maximal chains in the interval [id, rev] in 
P, equals the number of shifted tableaux of staircase shape. 
ProoJ: The map @: I(rev) --f 5’(ncn1) given by 
@((j,i))=(i,j-1) 
is an order isomorphism, and hence any linear extension of 1(rev) 
corresponds to one for ,S(ncnl). As noted before, a linear extension of 5’(n) 
is exactly a shifted tableau, and the theorem is proven. 1 
COROLLARY 3.3. The number of maximal chains in the interval [id, rev] 
in P, equals 
(3 
(n- l),-l(n),-z ..*(2n-3),’ 
Proof This follows from the hook formula for shifted tableaux (see 
CThl). I 
COROLLARY 3.4. The number of maximal chains in the interval [id, rev] 
in P, equals the number of shiftable Young tableaux of staircase shape. 
We now digress to discuss a bijection given in [EG] between Young 
tableaux of staircase shape and chains of permutations in W(S,). It will 
turn out that this bijection, when restricted to shiftable staircase tableaux, 
will also produce a bijection to maximal chains in [id, rev]. We will follow 
the development in [EG, Section 51 and begin by defining an operation on 
tableaux introduced by Schiitzenberger in [SC]. 
Let T be a standard tableau with n cells. We will assume temporarily 
that T has as its labels k + 1, k + 2, . . . . k + II for some integer k. Let (p, q) 
be the cell in T such that tp4= k+ n. Define the evacuation path 
1T = [z,, 3-r*, . ..) 71 p + q] of T to be a sequence of cells (i, j) in T constructed 
as follows: 
(1) xl=(P*q) 
(2) if zi= (a, b) then rti+l is the cell (a’, b’) adjacent to (a, b) such 
that 
t afbs=max{ta-lb, L-,1 
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for i= 1, 2, . . . . p + q - 1, using the convention that tii = 0 for all cells (i, j) 
above and to the left of T. 
Define a new tableau Ta by 
(1) removing label n + k from cell rrn, 
(2) shifting labels downward along the evacuation path 
t,, +- t,, +- . . . + tns, 
where n, is the upper leftmost cell in T 
(3) setting tns= k. 
Thus Ta has labels {k, k + 1, . . . . k + n - 1 }. 
We will, refer to a single application of operator d as an elementary 
promotion of T. Based on the operator a we define a new tableau TS by 
setting 
t;=qot;<k but t;-’ > k. 
Call S the evacuation operator. It is convenient to think of TS as follows: 
each time a is applied to T, a new label is introduced and these labels are 
all less than k. If the new labels are suppressed, the remaining labels deter- 
mine a nested sequence of skew shapes, each one obtained from its prede- 
cessor by deleting a single cell on the inner border. Such a sequence of 
shapes always determines (and is determined by) a standard tableau, by 
numbering the deleted cells in order. 
Using the operator 8 we now define a map I? from Young tableaux of 
staircase shape to maximal chains in W(S,). Let T be a Young tableau of 
shape At”]. Let 8 act on T until all of the original labels have been 
evacuated, that is L = (‘;) times. For k = 1,2, . . . . L let rrn(k) denote the 
evacuation path for the kth iteration and let (pk, qk) denote the intitial cell 
7cjk) in 71 ck) Define a sequence I’(T) of permutations a(‘), a(‘), . . . . ocL) by .
setting 
(1) o(O) = 12... n 
(2) ack+ ‘) is the permutation obtained from 0(k) by transposing 
positions qk and qk+ 1 in o@). 
THEOREM 3.5 [EG, Theorem 5.41. The sequence a(‘), a(‘), . . . . dL) is a 
maximal chain in W(S,). Furthermore the mapping 
T-+ r(T) 
is a bijection from the set of Young tableaux of staircase shape to the set of 
maximal chains in W(S,). 
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The principal result of this section is that the bijection I?, when restricted 
to shiftable Young tableaux of staircase shape is a bijection to maximal 
chains in [id, rev] in P,. We will then use this correspondence to compute 
TS when T is a shiftable Young tableau of staircase shape. 
LEMMA 3.6. Let T be a shiftable Young tableau of shape A[“‘. Then for 
every cel2 (i, j), j > 1, 
tkj- 1 > tii for all k > i 
and hence 
Proof. Since T is shiftable, for every (i, j) in T, j > 1 we have 
tij<ti+lj-l and the lemma follows by transitivity. [ 
Let T be a shiftable tableau of shape I[“] and let T’= TaU, where 
Q<u< L. Then the maximum entry in T’ is L-u. Suppose tpq= L-u, 
where p + q = IZ, and let 7~ = [zl, n2, . . . . z,] be the evacuation path of T. 
LEMMA 3.1. In the evacuation path of T’ = Tax where 0 d u GL, we have 
for l<i<p 
for p+l<i<n; 
i.e., the evacuation path is vertical until reaching the top of the tableau, then 
it is horizontal. 
ProoJ: We proceed by induction on u. For u=O it is easy to see that 
tn- 1 I = n and hence the evacuation path must be as claimed. 
Suppose for all u < k the evacuation paths are as claimed. Consider the 
evacuation path for T’ = Tak. Suppose tbq = n -k. 
CLAIM 3.8. Forpai>2, t:+l,>t;,-l. 
Proof of Claim 3.8. By Lemma 3.6 and using the inductive fact that all 
the evacuation paths have been vertical so far, there has been one more 
elementary promotion starting in cell (p + 1, q - 1) than from (p, q). Thus 
at the time immediately prior to the last promotion from (p + 1, q - 1) the 
term tiq _ 1 was in position (i - 1, q - 1) and hence must have been less 
than tip,,. 1 
Now applying the claim and using the definition of the evacuation path, 
the Lemma is proven. B 
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COROLLARY 3.9. If T is a shiftable tableau of staircase shape and tii = k, 
then in Tanmk, we have t,-ji = k. 
Proof The corollary follows directly from Lemma 3.7 for all (i, j) such 
that i > 1. What is left is to show that for every 1 <j< n - 1 there must be 
an elementary promotion from the cell (n-j+ 1, j- 1) before there is one 
from (n - j, j). This follows from Lemmas 3.6 and 3.7. Thus the first time 
a cell (1, j) appears in an evacuation path it is the successor to (2, j). This 
finishes the proof. 1 
Using Corollary 3.9 we can deduce exactly what the chain T(T) is for a 
shiftable tableau T. 
THEOREM 3.10. Let T be a shiftable tableau of staircase shape and 
I-(T) = G(O), o(l), . . . . a(‘). Fix k, l<k<L, and let X={(i,j)~TIt~>k). 
Then CJ(~-‘) is the permutation such that 
I(0 (L-k))={(n+l- i,n+l-i-j)I(i,j)EX}. 
Proof We proceed by induction on L - k. Suppose tij = k, and assume 
c#~-~+‘) is as stated. From Corollary 3.9, k appears in cell (n-j, j) in 
TaLmkt’. We must show that r~=o(~-‘+l) has oj=n+l-i-j and 
oj+ i = n + 1 - i. The theorem then follows from the definition of I. We will 
locate the positions of n + 1 - i - j and n + 1 - i in e by using induction to 
see what inversions are in I(o). This will force the relative positions of all 
the terms with respect to n + 1 - i-j and n + 1 - i. We break up the proof 
into a set of four claims: 
CLAIM I. In o the numbers 
(kln+l-i>k>n+l-i-j} 
appear to the left of n + 1 - i-j and the numbers 
{kIkan+l-i}u{kIk<n+l-i-j} 
appear to the right of n + 1 - i-j. 
Proof of Claim I. In a shiftable tableau we have 
tiic li+sj-s for all s< j- 1. 
Hence 
I(a)I>((n+l-i-s,n+l-i-j)Is<j-1). 
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We also have tii> ti--sj+s for s<i- 1 and thus 
{(n+l-i+s,n+l-i-j)Il<s<i-l)nI(o)=@. 
Finally, we know tii< tj+js for any s, 1 <sdn-i-j, and thus 
~((a)~~(n+1-i-j,s)11~s<n3-1-ii--j). 
This finishes the proof. 1 
CLAIM II. oj=n+ 1-i-j. 
Proof of Claim II. By Claim I there are exactly j - 1 numbers to the left 
ofn+l-i-jhencen+l-i-j=oj. 1 
CLAIM III. In (T the numbers 
{kIldk<n+l-i-j)u(k~n>k>n$l-i} 
appear to the right of n + 1 - i and the numbers 
{kln+l-k>k$n+l-i-j} 
appear to the left of n + 1 -i. 
Proof of Claim III. This follows by the same arguments as in 
Claim I. 1 
CLAIM IV. oitl =n+ 1 -i. 
Proof of Claim IV. From Claim III there are exactly j terms to the left 
ofn+l-i, henceaj+,=n+l-i. 1 
This completes the proof of Theorem 3.10. 1 
LEMMA 3.11. Suppose T is a shiftable tableau of shape A’“] and I(rev) is 
the set of inversions in the permutation rev under the product order. Then the 
map Ext(T): I(rev) + [L] given by 
Ext(T)((j, i))=L+ l-t,+l-yj-i 
is a linear extension of I(rev). 
Proof: Suppose that (j, i) < (k, 1) in I(rev). Then j < k and i < 1. Let 




we have t,, > t,, and thus Ext( T)((j, i)) c Ext(T)((k, E)). 1 
582a/51/2-4 
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THEOREM 3.12. If T.is a shiftable tableau of shape AC”’ then l?(T) is a 
maximal chain in the interval [id, rev] in P,. 
Prooj From Theorem 3.10 we have that in I(T) o(~-~) is the permuta- 
tion introducing the inversion (J i), where t, + I -ij- i = k. This means that 
l?(T) is exactly the chain corresponding to the linear extension Ext(T) 
given in Lemma 3.11. 1 
We now have the following circle of ideas: Let c be the maximal chain 
g(O) < ($1) < . . . < (J(=) 
in the interval [id, rev] in P,. Suppose that for 1~ k < L, cr@+r) differs 
from 0(k) by the introduction of the inversion (ak, bk). Then c corresponds 
to the linear extension Ext, of I(rev), where Ext;‘(k) = (ak, bk). 
By Theorem 3.2, Ext, corresponds to a shifted tableau S of shape AC”’ 
where, for 1 < k d L, s& ak- 1 = k. By unshifting S we arrive at a Young 
tableau T of staircase shape where tbk nk--bk = k. 
If we now apply the operator I? to T we produce a new maximal 
chain c’, 
c’=p<p< . . . <r(L) 7 
where by Theorem 3.10 we have that ~(~-‘+l) differs from PPk) by the 
inclusion of the transposition (n + 1 -b,, n + 1 - ak). 
There is a somewhat more aesthetic description of this #relationship. To 
each maximal chain c = o(O) < a(‘) < . . . < cr(‘), we can uniquely assign a 
string of adjacent transpositions 
with the property that o(‘) = o1 o2 . . . oi for all i, 1 < i < L. 
THEOREM 3.13. Let c be a maximal chain in the interval [id, rev] in P, 
and c’ be the maximal chain gotten by the above process. If 
o(c) = WlW~ ...oL then o(c’)=co~o~-~ ...ol. 
ProoJ The proof is an easy induction and is left for the reader. i 
LEMMA 3.14 [EG, Corollary 7.221. If I’(T) = c’ then r( T’) = c with c 
and c’ defined as above. 
Hence using this lemma we can explicitly construct TS from T. 
THEOREM 3.15. Let T be a shiftable tableau of shape AC”’ such that for 
(a,, bk), naak>bka 1 We have t&+&= k. Then TS is the tableau satisfy- 
ing tf+l-akak-bk=L+ 1 -k. 




ProoJ: From Lemma 3.14, TS is the tableau such that I?( T’) = c, i.e, 
such that the inversion (ak, bk) is introduced in aCkJ. Then applying 
Theorem 3.10 finishes the proof. B 
EXAMPLE. Let c be the maximal chain 
1234 i 2134 < 2314 < 3214< 3241< 3421<4321 
in the interval [id, rev] in P,. Then c corresponds via Theorem 3.2 and 
Corollary 3.3 to the shiftable staircase tableaux given in Fig. 3.la and to the 
string of adjacent transpositions 
w(c) = (12) (23) (12) (34) (23) (12). 
Applying IY to T we produce the chain c’, 
1234<2134<2314<2341<3241<3421<4321, 
which corresponds to TS shown in Fig. 3.lb and to the string 
w(c’)= (12) (23) (34) (12) (23) (12) 
which is the reverse of o. 
4. FERRERS PERMUTATIONS 
There is another class of permutations where we can analyze the chain 
structure of the intervals L, in P,. This is a class of permutations which we 
call Ferrers permutations and are characterized by their inversion tables. 
We will show that for a Ferrers permutation B the number of maximai 
chains in L, is equal to the number of R-tableau of a certain shape. 
For rr E S, and i E [n] define 
a,(a) = 1 {jj i>j and o-‘(j) 2 o-‘(i)}/. 
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We call the vector (a,, a2, . . . . a,) the inversion table for cr. Call (r E S, a 
Ferrers permutation of shape I if A= a,(a), a,-,(a), . . . . al(o) is a partition 
of i(a). We will need one property of Ferrers permutations which is well 
known (see [Wa, Proposition 2.11). We include the proof for completeness. 
LEMMA 4.1. If c is a Ferrers permutation and (j, i) E I(a) then for all 
k>j, (k, i)~I(o). 
ProoJ The proof is by induction on k - j. Certainly the theorem is true 
for k - j = 0. Suppose the lemma is true for all t, j < t < k. Then in (r the set 
(j, . . . . k - 1 } appears to the left of i. Suppose k appears to the right 
of i. Then the set (~1 (k, s) E I(o)) is strictly contained in the set 
(4 (k- l,s)Nd) since i is in the latter and not in the former. Hence 
a,,- 1(~) > ~~(0) which contradicts the assumption that (T is a Ferrers 
permutation. 1 
THEOREM 4.2. Suppose (T is a Ferrers permutation of shape 
A = A,, A,, . ..) 1,. Let P’ be the poset 
P’= ((i,j)I 1 <i<n, 1 <j<A,+,-i}, 
where the elements of P’ have the product order. Then L, w J(P’). 
ProoJ We know from Theorem 2.11 that L, w J(I(a)), where 
I(o)= ((j, i)lj> i, K’(j) < a-‘(i)} 
under the partial order 
(j,i),<(k,Z)ok>j and a-‘(i) 2 a-‘(l). 
We will show that I(o) w  P’. 
Consider the map 4: I(o) + P’, where 
4((J i)) = (.i t) 
and 
t= I{sl(j, S)E1((5), a-‘(s)+-‘@)}I; 
i.e., t is the number of numbers less than j that lie to the right of i in D. We 
now show that 4 is an order-isomorphism. 
Suppose that (j, i) GIcO, (k, I). Then 
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is a subset of 
{S’I(k,S’)EI(b), a-‘(s’)>o-“(1)) 
and thus &j, i)) + d((k, I)). 
On the other hand, suppose that (j, s) <Pz (k, t). We will show that 
4-‘(U? s)) G(o) 4-‘((k, t)). Let (j, i)=#-‘((j,s)) and (k, I)=#-‘((k, t)). 
Since j < k and (j, i) E I(a), we must have (k, i) E I(o) by Lemma 4.1. Sup- 
pose that (j, i) G&,, (k, I). Then o-‘(i)<o-‘(l). Also by Lemma4.1 we 
know that no number to the right of I is bigger than j, since (j, i) E 1(o) and 
(t, i) +! I(o). Thus we see that 
(r 1 (k, r) E I(a), g-l(r) > o-‘(Z)) 
is a proper subset of 
{r 1 (j, r) E I(o), Cl(r) > o-‘(i)}. 
The containment is proper since i # 1. Thus s > t and so (j, s) & (k, I) which 
is a contradiction. So the map 4 is an order-isomorphism, and thus 
I(o) M P’ which proves the theorem. 1 
Theorem 4.2 shows that I(o) has a particularly nice structure if e is a 
Ferrers permutation. In fact, much like in Theorem 3.2, we can identify 
maximal chains in L, with a certain class of tableaux. 
THEOREM 4.3. If CJ is a Ferrers permutation of shape 2 then the number 
of maximal chains in L, equals the number of R-tableaux of shape A’, where 
1’ is the conjugate of 1. 
ProoJ By Corollary 2.12 and Theorem 4.2 we have that maximal 
chains in L, are in one-to-one correspondence with linear extensions 
Ext: P’ -+ [i(o)], where P’ is as described in Theorem 4.2. For each such 
Ext we construct an R-tableau on the shape R(A’), where rii= Ext((j, i)). It 
is clear from the construction that this is a bijection. j 
Unfortunately there is no theory of enumeration for R-tableaux like 
those for Young or shifted tableaux. There are instances when R-tableaux 
are shifted tableaux, such as when i = AC”‘. There is also the following 
curious situation: 
THEOREM 4.4. Suppose that o E S, is a Ferrers permutation of type A = k’ 
for some k > 1. Then the number of maximal chains in L, equals the number 
of maximal chains in the interval [id, o] in W(S,). 
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Proof: It follows from [St, Corollary 4.21 (see also [EG, 
Theorem 8.11) that if (r is a Ferrers permutation of type ;1 then the number 
of maximal chains in the interval [id, o] in W(S,) equals the number of 
Young tableaux of shape b 
If I = k’, then an R-tableau is a Young tableau. Also, the number of 
Young tableaux of shape 1’ is the same as the number of Young tableaux 
of shape 1. So, by Theorem 4.3, the number of maximal chains in L, in P, 
equals the number of Young tableaux of shape 1 and we are finished. 1 
5. CONVEX GEOMETRIES AND P, 
In this section we discuss another approach to the partial order P, based 
on convex geometries. This is, in fact, the way that P, was first defined. 
Our standard reference for convex geometries is [EJ]. We will briefly 
summarize the relevant definitions now. 
Let X be a finite set. Suppose 9 is a collection of subsets of X satisfying 
the conditions 
(2) C,KEY*CCKKEZ 
(3) Ce.9, C#X, then there exists xEX-Csuch that CUXE~. 
Then 9 will be called a convex geometry. This is one of many definitions 
of a convex geometry. Convex geometries are an attempt to com- 
binatorially axiomatize the notions of convexity. 
If 9 and .H are convex geometries over the same set X define 9’ v & 
to be the collection 
THEOREM 5.1 [EJ, Theorem 5.11. If 9 and J%! are convex geometries 
then 9 v A? is one as well. 
Let CG(X) be the collection of all convex geometries on the set X 
Partially order CG(X) by containment. 
THEOREM 5.2 [EJ, Corollary 5.51. CG(X) is a ranked join semi-lattice 
with the join operator v as defined in Theorem 5.1. 
The minimal elements of CG(X) are collections {C,, C,, . . . . C,} such 
that lCil = i and Cjc Ci+ r for all i, 0 < i< 1x1 - 1. We can use the structure 
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of CG(X) to partially order the atoms of CG(X) in the following way: Fix 
an atom d and for every pair of atoms ~2~ and ~4~ define 
THEOREM 5.3. The order orz the atoms of CG(X) defined above is a 
partial order. 
ProoJ It is clear that this order is reflexive and transitive so all that has 
to be shown is that it is anti-symmetric. Let &’ = (C,, C,) . . . . C,> and 
&3$= {C& ci, . . . . CL} for i = 1,2 and &, < J?&. We must show that 
d2 $2 dvd,. 
Choose C f to be the maximal set in A$ - ,Qe,. Thus C i = C’,Z n Ck, for 
some j and k. By the choice of i we have C:+ , - C:, 1 and thus 
We will show that C: # & v ~2~ and thus &, < &. 
If C:E& v &i then Cf=CjnC,. We first claim that CUE&,--&’ for 
otherwise C z E d and this easily implies that C: = C: which contradicts 
the choice of i. If Cjl E& - d then Cjl = Cj by the choice of i and so we 
have that 
We also have from before that C: = C:, I n Ck. So, depending on the 
relative sizes of k and I, either C: E C f orC i 5 Cf, either way presenting 
a contradiction. Thus C f $ d v &i and hence dZ < &i. 1 
We now make the connection between the atoms of CG(X) and per- 
mutations. For the rest of this section we will choose X= [n] and let 
CG( [n]) = CG(n). There is a natural bijection between the atoms of CG(n) 
and permutations of S,. If 71 E S,, rc = 7c1 rcn, . . . X, let d(n) be the convex 
geometry 
JQn)= WV% . ..7ci)jl<idn)u(@.l) 
It is clear that this is a bijection. Choose d = d(id). Then we can partially 
order S, by 
The following lemma relates the inversions of a permutation to the struc- 
ture of the related convex geometry. Its proof is easy and is left to the 
reader. 
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LEMMA 5.4. If j > i then the inversion (j, i) E I(z) if and only if there 
exists a CE &(rc) such that jE C and i# C. 
LEMMA 5.5. If 7~ <co cr then I(n) G I(o). 
Proof Suppose (j, i) E I(rc) and let C E Oe(rr) be a set such that je C and 
i $ C. Then since rc <o. CJ, C=KnI, where KE&‘(cJ) and I~zzZ(id). Since 
(j, i) $ I(id) we have that {j, i} G I. Thus we must have j E K and i 4 K 
which by Lemma 5.4 implies that (j, i) E I(a). 1 
For Jo [n] and cr E S, let C,(j) be the set CE -Pe(rr) which is of smallest 
cardinality such that jE C. The following lemma shows how a left-right 
maximum appears in the structure of the related convex geometry. The 
proof is left to the reader. 
LEMMA 5.6. The number j is a left-right maximum in CJ if and only ifj is 
the largest element of C,(j). 
LEMMA 5.7. If CJ 6cc 7~ and (j, i) E I(n) - I( G) then j is a left-right maxi- 
mum in 0. 
ProoJ Suppose j is not a l-r maximum in (r. Then there is a number Z, 
I> j, appearing to the left of j in O. We also know that i appears to the left 
of j in cr. Since (1, j) E I(o) and o <oG rc, we have from Lemma 5.5 that 
(I, j) E I(n). This together with (j, i) E I(rc) implies that (I, i) E Z(n). 
The first case is where 1 is to the left of i in 0. Then I E C,(i) and j $ C,(i). 
Since 0 < oG 7c, 
C,(i) = Kn I, 
where KE &(rc) and IE d(id). By Lemma 5.4 and since i E K, we see that 
je K. Also since 1 E C,(i), 1 E I and thus j E I. Hence j E K n I= C,(i), which 
is a contradiction. 
The remaining case is when i is to the left of 1 in cr. Then i E C,(Z), 
j# C,(Z), and for K’~zzZ(rr) and I’ E &(id), we have C,(i) = K’nI’. By 
similar arguments as in the first case, we get jo C,(l), which is a contradic- 
tion. Hence j must be a l-r maximum in 0. 1 
LEMMA 5.8. If CE&(Q) v &(id) then C= C,(r)n C,(t), where 
t=max{slsEC) and r is such that z-l(r)=max(z-l(s)IsEC}. 
ProoJ The proof follows easily from the definitions and is left to the 
reader. 1 
LEMMA 5.9. If Z(a) c I(z) and (j, i) E Z(n) - I(o) implies that j is a left- 
right maximum of 0 then (T <<cc 71. 
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ProoJ: For each CE J&‘(O) we must show that CE &‘(lz) v d(id). We 
proceed by induction on 1 Cl. The case 1 Cl = 0 is trivial. Suppose that for 
C’ E d(o) C’ E d(n) v d(id). Let C be the unique set in d(b) such that 
ICI=IC’I+l andlets=C-C’. 
By Lemma 5.8 we have that 
c’ = C,(r) A C,(t) 
with Y and t defined as above. Consider the case where s < t. We claim that 
C = c’ LJ {S} = C,(S) n Cid( t). 
If this were not the case then there is some number a < t such that 
a E C,(s) n Cid(t) - C. 
If a <s, then the inversion (a, s) E Z(a) -Z(n) which contradicts that o < 71. 
If a > s then (s, a) E Z(rc) -Z(a) but s is not a l-r maximum, which is also 
a contradiction. Thus a cannot exist and C= C,(s) n Cid(t). 
Suppose s > t and n-‘(s) < n-r(r). Then 
C = C,(r) n Cid(S). 
If this were not true then there is a number a, s > a > t, such that 
a E C,(r) n C,(t) - C. 
Then (s, a) E Z(o). If a < r then (r, a) E Z(o) - Z(z) which is a contradiction. 
If a> Y then (a, r) ~Z(rc) - Z(o), but a is not a l-r maximum in G since s 
precedes it. Thus a can not exist and C = C,(r) n Cid(S). 
The final case to consider is if s > t and rc-l(s) > n-‘(r). Then we claim 
that 
C= C,(S) n Cid(S). 
If not, then there is an a E C,(s) n Cid(t) - C such that a < s. Then 
(s, a) E Z(a), but a E C,(s) implies that (s, a) .$ Z(rc) which is a contradiction 
again. 
We have shown that C E s(e(rc) v &(id) for every C E z&‘(rr) and hence 
o<c..Tc. I 
THEOREM 5.10. The partial order <Cc of S, is the same as the partial 
order P, of S,. 
Proof: This follows immediately from Lemmas 5.5, 5.6, and 59. fl 
It is surprising to us that a partial order on S, derived in this way has 
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such a nice combinatorial structure. We know of no other interesting 
partial orders which are defined on atoms of a lattice in this way, but we 
think the idea might bear more investigation. 
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