A computational algorithm is presented for the extraction of an optimal single linear feature from several Gaussian pattern classes. The algorithm minimizes the increase in the probability of misclassification in the transformed (feature) space. The general approach used in this procedure was developed in a recent paper by R. ft. P. de Figueiredo. ~1) Numerical results on the application of this procedure to the remotely sensed data from the Purdue C1 flight line as well as LANDSAT data are presented. It was found that classification using the optimal single linear feature yielded a value for the probability of misclassification on the order of 30 ~ less than that obtained by using the best single untransforrned feature. The optimal single linear feature gave performance results comparable to those obtained by using the two features which maximized the average divergence. Also discussed are improvements in classification results using this method when the size of the training set is small.
INTRODUCTION
Let there be given M pattern classes, where M ~> 2, distributed normally in a real n-dimensional Euclidean space E ". Specifically, let the probability density function in E ~ conditioned on pattern class H j, j = ( 1 ) where x = col(x 1 ,..., x,~), the n • 1 vector ~J, and the n • n symmetric positive definite matrix/~J are the mean and covariance of He in E'~; the superscript T denotes the transpose operation; and [(~J)4 denotes the determinant of k s. Furthermore, assume that the a priori probabilities _Pj for H r are given forj = 1 ..... M. Endowed with these density functions and apriori probabilities, the space E = is called the measurement or data space.
In the linear feature extraction problem, m given an integer m such that 1 ~< m ~< n, a linear transformationA of rank m from E '~ to an m-dimensional feature space Era(A) is sought so that the Bayes risk (and in particular, the probability of
misclassification) in E'~(A) is minimized over a class X of all such transformations A: E ~ --+ E'~(A) satisfying a suitable constraint.
Let y = Ax (2) .fJ = a~ ~ (3) RJ = A~A r (4) With these formulas, the probability density functions in Era(A) conditioned on pattern class Hi, j = 1,..., M, may be written as
fr(y/H j, A) = (2rr) -m/2 I(R~)1-1/2 exp[-89 -y0%a0-*(y -Y0] (5)
Thus, the Bayes risk in E"(A) can be expressed as M M
BR(A) = Z • Pr fo fr(y/H j, A) dy
where g2i(A) is the Bayesian decision region in E~(A) for H i, and the nonnegative numbers Ci; are the elements of the Bayes cost matrix. If Cij =
--
31j, where 3ij is the Kronecker delta, the expression for BR(A) becomes that of the probability of error in Era(A).
The constraint that we impose on A is of the form g(A) = 89 trace (AA r) = a 
where A is the Lagrange multiplier associated with the constraint on A.
We use an iterative method in determining the extremum of (8). For this purpose, an expression for the gradient of Qm(A, A) with respect to the elements of A is required. This expression is 
and I is the m • rn identity matrix. A detailed derivation of this expression exists in the literature, a) In the present paper, the case in which the dimensionality of the feature space is unity, i.e., m = 1, is considered. As a result, R J and y~, j = 1,..., M, are scalars, and g)i(A), i = 1,..., M, consist of one or more intervals of the real line defined by
D~(A) = (y ~ EI(A):P~fr(y/H ~, A) > Pjfr(y/H ~, A) Vj # i} (13)
The boundaries of O~(A) are chosen from among the roots of (13), where the inequality sign is replaced by an equality sign. In the one-dimensional case, formulas (10), (11), and (12) have closed form solutions, thus yielding the following expression for the gradient:
+ PA(R0 -1 k;AT(~0~ --yJ) + xqfy(~o~dgJ, A) + tA (14) where Li is the number of distinct intervals that compose QdA), and ~ik and (P~k are, respectively, the upper and lower endpoints of the kth interval of t2i(A). We have used expression (14) for the gradient of QI(A, h) in an appropriate iterative algorithm to be described in Section 2. This algorithm is implemented in the form of a FORTRAN computer program that generates the optimal linear transformationA. Figure 1 shows the algorithm that we have just mentioned for computing a 1 • n linear transformation A and its corresponding Lagrange multiplier ;~ that minimize the criterion functional QI(A, ,~) with ~ = 89 One of the features of this algorithm is that, at each iterafive step, the value of the Lagrange multiplier is updated by a procedure proposed by Tapia. ~ It should be noted that in Fletcher-Powell unconstrained minimization procedure is performed by leaving the n components of the transformation A free to vary and holding A fixed. More precisely,
BASIC ALGORITHM
where Kk denotes the step size at the kth step of the algorithm. In Fig. l f, the Lagrange multiplier is updated by a method adapted to the particular problem at hand(2):
where (., .} denotes the inner product in E ~, II'11 represents the Froboenius norm in E ~, and
OPTIMAL SINGLE LINEAR GAUSSIAN FEATURE PROGRAH
The above algorithm was implemented in a double precision FORTRAN procedure consisting of a main program and several subroutines. All software with the exception of the IBM FORTRAN SSP double precision version of the Davidon-Fletcher-Powell algorithm (a) was derived by the authors. The only inputs necessary for the operation of the program are the number of pattern classes, the dimension of the measurement space, initial values for A and 3, (if desired), and various control parameters (such as the maximum number of iterations of the basic algorithm to be performed, an estimate on the value of the criterion function at the minimum, etc.).
NUMERICAL RESULTS
A procedure was developed for testing the validity of the optimal single linear Gaussian feature algorithm on remotely sensed data. This procedure utilizes the program LhRSYS (developed at the Laboratory for Applications of Remote Sensing, Purdue University). The test procedure is outlined in Fig. 2 . It should be noted from this figure that the data set is divided into two mutually exclusive subsets: the training subset A, and the classification subset B. These two subsets consist of data from alternate columns of the same data fields. As the figure shows, the subset A is used to generate the statistics used in finding the optimal single linear Gaussian feature. Once the optimal single linear Gaussian feature is found, the subset A is transformed accordingly, and statistics for classification in the reduced space are generated. The subset B is used solely for classification purposes. The test procedure has been applied to seven test cases. Five cases employed 12-channel data pertaining to eight pattern classes from the C1 flight line, and the remaining two employed 12-channel data belonging to four pattern classes from the LANDSAT. A typical C1 flight line data set is given in Table I . The 12-dimensional statistics computed by LARSVS for this data set are given in Table II . The resulting optimal single linear transformation~ is also listed in Table I [. For comparison purposes, in addition to determining the performance of the optimal single linear Gaussian feature, the performances of the best (as computed by utilizing the average interclass Bhattacharyya distance criterion) single feature, the best (as computed utilizing the average divergence criterion) two untransformed features, and all 12 untransformed channels were computed. The corresponding results are listed in Table III .
It should be noted that in the test cases considered, the two untransformed features that maximized the average divergence also were the two features that maximized the average interclass Bhattacharyya distance. Although the two features optimizing these two criteria are not necessarily the two features minimizing the Bayes risk of misclassification, feature extraction methods based on the Bhattacharyya distance and the average divergence criteria are the most commonly used techniques. Thus, we feel that the comparison of the performance results obtained by using the present technique with those obtained using the two best features by the abovementioned divergence and Bhattacharyya distance techniques is most worthy of consideration.
It is readily noted that the optimal single linear Gaussian feature gave performance results markedly superior to those obtained by using the single Test case In all test cases, the initial guess for the transformation A was made in the following manner. The single feature yielding the highest value for the average interclass Bhattacharyya distance was found. The component of A corresponding to this feature was then set to a value of one, and the remaining components of A were set to .zero. Typically, for a 12-channel, eight-class problem, the optimal single linear Gaussian feature program converged within 10 iterations and required approximately 90 seconds of CPU time.
The C1 flight line and LANDSAT data as well as the LARSYS program were provided by NASA-JSC. Numerous hypothetical cases were tested and all yielded similar results, but these findings are not listed here.
THE CASE OF SMALL TRAINING SETS
The reduction of dimensionality (feature extraction) assumes special significance when the sizes of training sets, from which the class conditional densities are to be retrieved by estimation, are small. This is because, for a fixed number of training samples in a given set, the smaller the dimensionality of the space the higher is the accuracy in estimation. Thus, while reduction of dimensionality of the data space results in loss of information, there is a competing effect caused by a gain in accuracy in estimation of the required densities. This fact is strongly noticeable when the training sets are very small.
With this in mind, our technique was tested in the following manner. A number of pseudorandom data vectors of dimension n = 4 representing two Gaussian pattern classes were generated. A number N of these data vectors from each class were randomly selected to compose the training set. The data of the training set were used to obtain estimates for the class conditional statistics ~J and kJ. These estimates were used to find the optimal single linear Gaussian feature. Classification using the Bayes decision scheme of the remaining random data generated was conducted by using all four available features. In addition, the same data were transformed using,,{ and classified in the reduced space. Performance results were calculated and are listed in Table IV for various values of N.
Clearly, as N approaches infinity, classification using all available features is optimal. From the results obtained for the test case considered, it is readily noted that for small values of iV, the classification performance executed by transforming the data using .~ exceeds the performance obtained by conducting the classification in E 4 by as much as 11 ~. In addition, it is seen that for even higher values of N, the performance of the classifier using both methods is comparable. However, by performing the described dimensionality reduction, one realizes a savings in both mathematical computation and computer storage.
CONCLUSIONS
The algorithm presented yields encouraging results. A method for finding an optimal n to m transformation, where 1 < m < n, requires a different algorithmic procedure, and the results from this effort will be available in the near future, t4~ Additional extensions are discussed in Ref. 5 .
