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THE SUBALGEBRA OF GRADED CENTRAL POLYNOMIALS
OF AN ASSOCIATIVE ALGEBRA
GALINA DERYABINA AND ALEXEI KRASILNIKOV
Abstract. Let F be a field and let F 〈X〉 be the free unital associative F -algebra on the free generating
set X = {x1, x2, . . . }. A subalgebra (a vector subspace) V in F 〈X〉 is called a T -subalgebra (a T -
subspace) if φ(V ) ⊆ V for all endomorphisms φ of F 〈X〉. For an algebra G, its central polynomials form
a T -subalgebra C(G) in F 〈X〉. Over a field of characteristic p > 2 there are algebras G whose algebras
of all central polynomials C(G) are not finitely generated as T -subspaces in F 〈X〉. However, no example
of an algebra G such that C(G) is not finitely generated as a T -subalgebra is known yet.
In the present paper we construct the first example of a 2-graded unital associative algebra B over a field
of characteristic p > 2 whose algebra C2(B) of all 2-graded central polynomials is not finitely generated
as a T2-subalgebra in the free 2-graded unital associative F -algebra F 〈Y,Z〉. Here Y = {y1, y2, . . . } and
Z = {z1, z2, . . . } are sets of even and odd free generators of F 〈Y,Z〉, respectively. We hope that our
example will help to construct an algebra G whose algebra C(G) of (ordinary) central polynomials is not
finitely generated as a T -subalgebra in F 〈X〉.
1. Introduction
Let F be a field and let F 〈X〉 be the free unital associative F -algebra on the free generating set
X = {x1, x2, . . . }. Recall that a two-sided ideal I in F 〈X〉 is called a T -ideal if φ(I) ⊆ I for all
endomorphisms φ of F 〈X〉. Similarly, a subalgebra (a vector subspace) U in F 〈X〉 is called a T -subalgebra
(a T -subspace) if φ(U) ⊆ U for all endomorphisms φ of F 〈X〉.
Let G be a unital associative algebra over F . Recall that a polynomial f(x1, . . . , xn) ∈ F 〈X〉 is called
a polynomial identity in G if f(g1, . . . , gn) = 0 for all g1, . . . , gn ∈ G. One can easily check that, for a
given algebra G, its polynomial identities form a T-ideal T (G) in F 〈X〉. The converse also holds: for
every T-ideal I in F 〈X〉 there is an algebra G such that I = T (G), that is, I is the ideal of all polynomial
identities satisfied in G.
A polynomial f(x1, . . . , xn) ∈ F 〈X〉 is a central polynomial of G if, for all g1, . . . , gn ∈ G, f(g1, . . . , gn)
is central in G. Clearly, f = f(x1, . . . , xn) is a central polynomial of G if and only if [f, xn+1] is a
polynomial identity of G. For a given algebra G its central polynomials form a T -subalgebra C(G) in
F 〈X〉. However, not every T -subalgebra in F 〈X〉 coincides with the T -subalgebra C(G) of all central
polynomials of any algebra G.
Let I be a T -ideal in F 〈X〉. A subset S ⊂ I generates I as a T -ideal if I is the minimal T -ideal in
F 〈X〉 containing S. The T -subalgebra and the T -subspace of F 〈X〉 generated by S (as a T -subalgebra
and a T -subspace, respectively) are defined in a similar way. Clearly, the T -ideal (T -subalgebra, T -
subspace) generated by S is the ideal (the subalgebra, the vector subspace) in F 〈X〉 generated by all
polynomials f(a1, . . . , am), where f = f(x1, . . . , xm) ∈ S and ai ∈ F 〈X〉 for all i.
We refer to [7, 10, 17, 19] for further terminology and basic results concerning T -ideals and algebras
with polynomial identities and to [1, 6, 11, 12, 16, 17] for an account of results concerning T -subspaces
and T -subalgebras.
Let F be a field of characteristic 0. Then for each associative F -algebra G (unital or not) its ideal
of polynomial identities T (G) is a finitely generated T -ideal and its subalgebra of central polynomials
C(G) is a finitely generated T -subspace (and thus a finitely generated T -subalgebra). This is because,
by Kemer’s solution of the Specht problem [18], over a field F of characteristic 0 each T -ideal in F 〈X〉
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is finitely generated (as such). Moreover, over such a field F each T -subspace (and, therefore, each
T -subalgebra) in F 〈X〉 is finitely generated; this has been proved more recently by Shchigolev [22].
On the other hand, over a field F of characteristic p > 0 there are associative algebras G such that
their ideals of polynomial identities T (G) are not finitely generated as T -ideals in F 〈X〉. This has been
proved by Belov [3], Grishin [13] and Shchigolev [20] (see also [4, 14, 17]).
Over a field F of characteristic p > 2 there are also associative algebras G such that their subalgebras
C(G) of central polynomials are not finitely generated as T -subspaces in F 〈X〉. In fact, the infinite
dimensional Grassmann algebra E over an infinite field F of characteristic p > 2 is such an algebra: its
vector space C(E) of central polynomials is a non-finitely generated T -subspace in F 〈X〉 (see [1, 6, 15]).
However, C(E) is finitely generated as a T -subalgebra in F 〈X〉. To the best of our knowledge the
following problem is still open.
Problem 1. Let F be a field of characteristic p > 0. Find an associative (unital) F -algebra B such that
its subalgebra of central polynomials C(B) is not finitely generated as a T -subalgebra in F 〈X〉.
Note that over an infinite field of characteristic p > 2 many T -subalgebras in F 〈X〉 are known to
be non-finitely generated, see [12, 21]. Moreover, such non-finitely generated T -subalgebras exist in
F 〈x1, . . . , xn〉, where n > 1 (see [12, 21]). However, these non-finitely generated T -subalgebras do not
coincide with the subalgebra C(G) of all central polynomials of any algebra G.
It is worth to mention that if R is a Noetherian unital associative and commutative ring then each
T -ideal in R〈x1, . . . , xn〉 (n ≥ 1) is finitely generated; this has been proved recently by Belov [5].
Recall that if H is an additive group and G is an F -algebra then G is H-graded if G = ⊕h∈HGh where
Gh are vector subspaces of G and GhGh′ ⊆ Gh+h′ for every h, h
′ ∈ H. Note that G0 is a subalgebra of
G. In this paper, unless otherwise stated, we fix H = Z/2Z so G = G0 ⊕G1. We refer to the elements
of G0 as even ones and to those of G1 as odd ones; the adjective 2-graded will stand for (Z/2Z)-graded.
Let Y = {y1, y2, . . . }, Z = {z1, z2, . . . }. Let A = F 〈Y,Z〉 be the free unital associative algebra over
F with a free generating set Y ∪ Z. Define a 2-grading on A by setting yi ∈ A0, zj ∈ A1 for all i, j.
It is clear that A0 is the linear span of all monomials in variables yi, zj that contain even number of
variables zj ∈ Z and A1 is spanned by the monomials that contain odd number of variables zj . We have
A = A0 ⊕A1; A0A0, A1A1 ⊆ A0; A1A0, A0A1 ⊆ A1.
A two-sided ideal I in A is called a T2-ideal if φ(I) ⊆ I for all 2-graded endomorphisms φ of A, that is,
for all endomorphisms φ such that φ(A0) ⊆ A0, φ(A1) ⊆ A1. Similarly, a subalgebra (a vector subspace)
U in A is called a T2-subalgebra (a T2-subspace) if φ(U) ⊆ U for all 2-graded endomorphisms φ of A.
Let G = G0 ⊕ G1 be a 2-graded unital associative algebra over F . Recall that a polynomial
f(y1, y2, . . . ; z1, z2, . . . ) ∈ A is called a 2-graded polynomial identity in G if f(g1, g2, . . . ; g
′
1, g
′
2, . . . ) = 0
for all g1, g2, · · · ∈ G0, g
′
1, g
′
2 · · · ∈ G1. One can easily check that, for a given 2-graded algebra G, its
2-graded polynomial identities form a T2-ideal T2(G) in A. The converse also holds: for every T2-ideal I
in A there is a 2-graded algebra G such that I = T2(G), that is, I is the ideal of all 2-graded polynomial
identities satisfied in G.
A polynomial f(y1, y2, . . . ; z1, z2, . . . ) ∈ A is a 2-graded central polynomial of G if, for all g1, g2, · · · ∈ G0
and all g′1, g
′
2, · · · ∈ G1, f(g1, g2, . . . ; g
′
1, g
′
2, . . . ) is central in G. For a given 2-graded algebra G its 2-
graded central polynomials form a T2-subalgebra C2(G) in A. However, not every T2-subalgebra in A
coincides with the T2-subalgebra C2(G) of all 2-graded central polynomials of any algebra G.
Let I be a T2-ideal in A. A subset S ⊂ I generates I as a T2-ideal if I is the minimal T2-ideal in
A containing S. A T2-subalgebra and a T2-subspace of A generated by S (as a T2-subalgebra and a
T2-subspace, respectively) are defined in a similar way.
Graded identities is a powerful tool for studying PI algebras. They play an essential role in the
structure theory of the T -ideals developed by Kemer, see [18]. Soon after Kemer’s achievments graded
identities became object of extensive studies. We refer to [10] for further terminology, basic results and
reference concerning T2-ideals, graded polynomial identities and graded central polynomials.
The aim of our paper is to solve the following (simpler) graded analog of Problem 1.
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Problem 2. Let F be a field of characteristic p > 0. Find a 2-graded associative (unital) F -algebra B
such that its subalgebra of 2-graded central polynomials C2(B) is not finitely generated as a T2-subalgebra
in A.
We hope that our example will help to solve Problem 1, that is, to construct an algebra G whose
algebra C(G) of (ordinary) central polynomials is not finitely generated as a T -subalgebra in F 〈X〉.
Let T be the (two-sided) ideal in A generated by all polynomials [a1, a2, a3] (ai ∈ A). Clearly, T is a
T -ideal and, therefore, a T2-ideal in A.
Let A(k) (k = 0, 1, 2, . . . ) be the linear span of all monomials in variables yi ∈ Y, zj ∈ Z that are of
degree k in the variables zj (j = 1, 2, . . . ). For example, y1z2y3z4z5 ∈ A
(3). Then A = ⊕∞i=0A
(i). Define
Ik =
∑
i≥k A
(i) (k = 1, 2, . . . ). It is clear that, for each k, Ik is a T2-ideal in A.
Define U = (T ∩Ip)+Ip+1. Let B = A/U . Since U is a 2-graded ideal in A, the quotient algebra B is a
2-graded unital associative algebra with the 2-grading inherited from A, B = B0⊕B1, B0 = (A0+U)/U ,
B1 = (A1 + U)/U . Our main result is as follows.
Theorem 1. Let F be an infinite field of characteristic p > 2. Then the algebra C2(B) of all 2-graded
central polynomials of B is not finitely generated as a T2-subalgebra in A = F 〈Y,Z〉.
The idea of the proof is as follows. We will prove that the image (C2(B)+U)/U of the algebra C2(B)
of the central polynomials of B is not finitely generated as a T2-subspace in A/U . To prove this we
will make use of the description of the central polynomials of the unital infinite-dimensional Grassmann
algebra E over an infinite field F of characteristic p > 2 obtained in [1, 6, 15].
On the other hand, we will check that, up to a scalar term, (C2(B) + U)/U is an algebra with
null multiplication. It follows that any set containing the unity 1 that generates (C2(B) + U)/U as a
T2-subalgebra also generates it as a T2-subspace. Since (C2(B) + U)/U is not finitely generated as a
T2-subspace, (C2(B) +U)/U is not finitely generated as a T2-subalgebra in A/U as well. It follows that
C2(B) is not finitely generated as a T2-subalgebra in A, as required.
The paper is organized as follows. In Section 2 we state and prove some results about (ordinary)
central polynomials of the Grassmann algebra E that we need to prove the main result. In Section 3 we
give a proof of Theorem 1.
2. The central polynomials of the Grassmann algebra
Let F be an infinite field of characteristic p > 2. Define X = Y ∪ Z, x2i−1 = yi, x2i = zi (i ∈ N).
Then X = {x1, x2, . . . } and A = F 〈X〉 is the free unital associative F -algebra on the free generating set
X.
Let E be the infinite-dimensional unital Grassmann algebra over F . Then E is generated by elements
ei (i = 1, 2, . . . ) such that eiej = −ejei, e
2
i = 0 for all i, j and the set
{ei1ei2 . . . eik | k ≥ 0, i1 < i2 < · · · < ik}
forms a basis of E over F . Let T (E) be the T -ideal of all (ordinary) polynomial identities of E. Then
T (E) = T (see, for instance, [9]).
The T -subspace C = C(E) of all (ordinary) central polynomials of E was described in [1, 6, 15]. Let
q(x1, x2) = x
p−1
1 [x1, x2]x
p−1
2 and let, for each n ≥ 1,
qn = qn(x1, . . . , x2n) = q(x1, x2)q(x3, x4) . . . q(x2n−1, x2n).
The T -subspace C(E) is generated (as a T -subspace in A) by the polynomial x1[x2, x3, x4] together with
the polynomials xp0, x
p
0q1, x
p
0q2, . . . , x
p
0qn, . . . (see [1, 6, 15]).
Let M ⊂ A be the set of monic (non-commutative) monomials in xi (i ∈ N),
M = {xi1xi2 . . . xiℓ | l ≥ 0, is ∈ N for all s}.
The following lemma can be deduced, for instance, from [6, Proof of Theorem 2].
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Lemma 2. The vector subspace C is spanned (as a vector space over F ) by all polynomials g1[g2, g3, g4]
and [g1, g2] (gi ∈M) together with the polynomials
(1) xpm1i1 x
pm2
i2
. . . xpmkik x
p−1
j1
[xj1 , xj2 ]x
p−1
j2
xp−1j3 [xj3 , xj4 ]x
p−1
j4
. . . xp−1j2ℓ−1 [xj2ℓ−1 , xj2ℓ ]x
p−1
j2ℓ
where k, ℓ ≥ 0, i1 < i2 · · · < ik, j1 < j2 < · · · < j2ℓ, mi > 0 for all i.
Sketch of proof. It is clear that all polynomials g1[g2, g3, g4] and [g1, g2] (gi ∈ M) belong to C; it is
well known and straightforward to check that the polynomials of the form (1) also belong to C. Thus,
to prove Lemma 2 it suffices to check that each polynomial f ∈ C belongs to the linear span of the
polynomials g1[g2, g3, g4] and [g1, g2] (gi ∈M) and the polynomials of the form (1).
It is well known (see, for example, [6, Proposition 9]) that the vector space A/T over F has a basis
formed by the elements
xn1i1 x
n2
i2
. . . xnkik [xj1 , xj2 ][xj3 , xj4 ] . . . [xj2ℓ−1 , xj2ℓ ] + T
where k, ℓ ≥ 0, i1 < i2, · · · < ik, j1 < j2 < · · · < j2ℓ, ni > 0 for all i.
Let f ∈ C be an arbitrary element of C. Since the field F is infinite, the T -subspace C is spanned by
multi-homogeneous polynomials so we may assume without loss of generality that f is multi-homogeneous.
For all i, let di be the degree of f with respect to xi, di = degxi f . If, for some i, p does not divide di
then, by [6, Lemma 12], f+T belongs to the vector space of A/T spanned by the polynomials [g1, g2]+T
where gj ∈ A or, equivalently, where gj ∈ M . If, on the other hand, p divides di for all i then one can
check that f + T = g + T for some linear combination g of polynomials of the form (1). It follows that
C/T is spanned by the polynomials [g1, g2] + T (gj ∈ M) and the polynomials h + T where h is of the
form (1). Since T is spanned by the polynomials g1[g2, g3, g4] (gj ∈M), the result follows. See [6, Proof
of Theorem 2] for details. 
Let Dn be the vector subspace of A generated by all polynomials g1[g2, g3, g4] and [g1, g2] (gi ∈ A)
together with all polynomials
(2) gpm11 g
pm2
2 . . . g
pmk
k h
p−1
1 [h1, h2]h
p−1
2 h
p−1
3 [h3, h4]h
p−1
4 . . . h
p−1
2ℓ−1[h2ℓ−1, h2ℓ]h
p−1
2ℓ (gi, hj ∈ A)
such that k ≥ 0, 0 ≤ ℓ ≤ n. It is clear that, for each n ≥ 0, Dn is a T -subspace in A. Note that, for
each n, Dn ⊂ C. Indeed, each polynomial (2) is a homomorphic image of a polynomial (1). By Lemma
2, each polynomial (1) belongs to C; since C is a T -subspace, all homomorphic images of polynomials
(1) also belong to C. Hence, all polynomials (2) belong to C. It follows that, for each n, Dn ⊂ C, as
claimed. On the other hand, it is clear that C ⊆
⋃
n≥0Dn and, therefore, C =
⋃
n≥0Dn.
The following lemma is an immediate corollary of Shchigolev’s result [21, Lemma 13] (see also [6,
Proposition 13]). It is worth to mention that this result of [21] has been used in [3, 20] (see also [4, 17])
to construct the first examples of non-finitely generated T -ideals in F 〈X〉 over a field of characteristic
p > 2.
Lemma 3. For each n ≥ 0, qn+1 /∈ Dn.
Note that from the statement of [21, Lemma 13] one can deduce only a weaker assertion: for each
n ≥ 0, there exists k(n) > n such that qk(n) /∈ Dn. However, it follows from the proof of [21, Lemma 13]
that one can choose k(n) = n+ 1.
Since D0 ⊂ D1 ⊂ · · · ⊂ Dn ⊂ . . . , Lemma 3 implies he following.
Corollary 4. For each n ≥ 0 and each k > n, qk /∈ Dn.
Let S(n) be the set of all polynomials
xpm1i1 x
pm2
i2
. . . xpmkik x
p−1
j1
[xj1 , xj2 ]x
p−1
j2
xp−1j3 [xj3 , xj4 ]x
p−1
j4
. . . xp−1j2ℓ−1 [xj2ℓ−1 , xj2ℓ ]x
p−1
j2ℓ
such that 0 ≤ ℓ ≤ n, k ≥ 0, i1 < i2, · · · < ik, j1 < j2 < · · · < j2ℓ, mi > 0 for all i. The following lemma
follows immediately from [16, Theorem 2.1]. However, we will deduce it here from Corollary 4 in order
to have the paper more self-contained.
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Lemma 5. For each n ≥ 0, the vector subspace Dn is spanned (as a vector space over F ) by the set S
(n)
together with all polynomials g1[g2, g3, g4] and [g1, g2] (gi ∈M).
Proof. It is clear that all polynomials of S(n) and all polynomials g1[g2, g3, g4] and [g1, g2] (gi ∈ M)
belong to Dn. Therefore, it suffices to check that each polynomial f ∈ Dn can be written as a linear
combination of these polynomials.
Suppose, in order to get a contradiction, that f ∈ Dn can not be written as a linear combination
of elements of S(n) and polynomials of the forms g1[g2, g3, g4] and [g1, g2] (gi ∈ M). Since the field
F is infinite, we may assume without loss of generality that f is multi-homogeneous. By Lemma 2,
f = f1 + f2 + f3 where f1 is a linear combination of polynomials of the forms g1[g2, g3, g4] and [g1, g2]
(gi ∈ M), f2 is a linear combination of polynomials of the form (1) with ℓ ≤ n and f3 is a linear
combination of polynomials of the form (1) with ℓ > n. Since f1, f2 ∈ Dn, we may assume that f = f3.
Hence, f =
∑s
t=1 αtht where αt ∈ F \ {0} for all t and each ht is a polynomial of the form (1) with
ℓ > n, that is,
ht = x
pmt1
it1
. . . x
pmtk(t)
itk(t)
xp−1jt1 [xjt1 , xjt2 ]x
p−1
jt2
. . . xp−1jt(2ℓ(t)−1) [xjt(2ℓ(t)−1) , xjt(2ℓ(t))]x
p−1
jt(2ℓ(t))
where ℓ(t) > n for all t.
Suppose (renumerating the terms ht if necessary) that ℓ(1) ≤ ℓ(t) for all t. Let φ be the endomorphism
of A such that φ(xj1r) = xr for r = 1, . . . , 2ℓ(1) and φ(xq) = 1 for all other xq. Then
φ(h1) = x
pm1
1 . . . x
pm2ℓ(1)
2ℓ(1) x
p−1
1 [x1, x2]x
p−1
2 . . . x
p−1
2ℓ(1)−1[x2ℓ(1)−1, x2ℓ(1)]x
p−1
2ℓ(1)
for some mi ≥ 0 (i = 1, . . . , 2ℓ(1)). On the other hand, φ(ht) = 0 for all t > 1 because, for each t > 1,
there is jtq such that φ(xjtq) = 1 and, therefore,
φ
(
xp−1jt1 [xjt1 , xjt2 ]x
p−1
jt2
. . . xp−1jt(2ℓ(t)−1) [xjt(2ℓ(t)−1) , xjt(2ℓ(t)) ]x
p−1
jt(2ℓ(t))
)
= 0.
Thus, φ(f) = α1h1. Since Dn is a T -subspace in A and α1 6= 0, we have h1 ∈ Dn.
Let ψ be the automorphism of A such that ψ(xi) = xi+1 for all i. Then ψ(h1) ∈ Dn. One can check
that
ψ(h1) + T = (x
p
1 + 1)
m1 . . . (xp2ℓ(1) + 1)
m2ℓ(1)
× (x1 + 1)
p−1[x1, x2](x2 + 1)
p−1 . . . (x2ℓ(1)−1 + 1)
p−1[x2ℓ(1)−1, x2ℓ(1)](x2ℓ(1) + 1)
p−1 + T.
Note that the multi-homogeneous component h′+T of ψ(h1)+T of degree p in all variables x1, . . . , x2ℓ(1)
coincides with qℓ(1) + T ,
h′ + T = xp−11 [x1, x2]x
p−1
2 . . . x
p−1
2ℓ(1)−1[x2ℓ(1)−1, x2ℓ(1)]x
p−1
2ℓ(1) + T = qℓ(1) + T.
Since ψ(h1) + T ∈ Dn/T , we have h
′ + T ∈ Dn/T , that is, qℓ(1) + T ∈ Dn/T so qℓ(1) ∈ Dn. This
contradicts Corollary 4 because ℓ(1) > n. The result follows. 
3. Proof of Theorem 1
Let 1 · F denote the linear span of unity 1 ∈ A.
Lemma 6. The vector space C2(B) is a direct sum of the vector spaces 1 · F , C ∩A
(p) and Ip+1,
(3) C2(B) = 1 · F ⊕ (C ∩A
(p))⊕ Ip+1.
Proof. Since 1·F+A(p)+Ip+1 = 1·F⊕A
(p)⊕Ip+1, it suffices to prove that C2(B) = 1·F+(C∩A
(p))+Ip+1.
Suppose that f ∈ 1 · F + (C ∩A(p)) + Ip+1. Since the algebra B is generated by the elements yi + U ,
zi + U (i ∈ N), to prove that f ∈ C2(B) it suffices to check that [f, yi], [f, zi] ∈ U for all i ∈ N. Since
f ∈ Ip, we have [f, zi] ∈ Ip+1 ⊂ U for all i. Hence, it remains to check that [f, yi] ∈ U for all i.
Let f = f (0) + f (1) + f (2), where f (0) ∈ F , f (1) ∈ (C ∩ A(p)) and f (2) ∈ Ip+1; then [f, yi] =
[f (1), yi] + [f
(2), yi]. Since f
(2) ∈ Ip+1, we have [f
(2), yi] ∈ Ip+1 ⊂ U . On the other hand, f
(1) ∈ C
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so [f (1), yi] ∈ T . Since f
(1) ∈ A(p), we have [f (1), yi] ∈ A
(p) so [f (1), yi] ∈ (T ∩ A
(p)) ⊂ U . Hence,
[f, yi] ∈ U for each i.
Thus, if f ∈ 1 · F + (C ∩A(p)) + Ip+1 then f ∈ C2(B), that is, 1 · F + (C ∩A
(p)) + Ip+1 ⊆ C2(B).
Now suppose that f ∈ C2(B), that is, [f, yi], [f, zi] ∈ U for all i ∈ N.
Let f = f0 + f1 + · · · + fp + fp+1, where fj ∈ A
(j) (j = 0, 1, . . . , p), fp+1 ∈ Ip+1. Then [f, yi] =
[f0, yi]+ · · ·+[fp, yi]+ [fp+1, yi] ∈ U . Since U ⊂ Ip and [fℓ, yi] ∈ A
(ℓ) (ℓ = 0, 1, . . . , p), we have [fℓ, yi] = 0
for all i ∈ N and all ℓ, 0 ≤ ℓ < p. It is clear that if g ∈ A and [g, yi] = 0 for all i ∈ N then g ∈ 1 · F ;
hence, f0 ∈ 1 · F and fℓ = 0 if 0 < ℓ < p, that is, f = f0 + fp + fp+1, where f0 ∈ 1 · F , fp ∈ A
(p) and
fp+1 ∈ Ip+1. It follows that to prove that f ∈ 1 · F + (C ∩A
(p)) + Ip+1 it suffices to check that fp ∈ C.
Let g = g(x1, . . . , xk) ∈ A. We claim that to check that g ∈ C it suffices to check that [g, xj ] ∈ T for
some j > k. Indeed, g ∈ C if and only if [g, xi] ∈ T for all i. If [g, xj ] ∈ T then ψ([g, xj ]) = [ψ(g), ψ(xj)] ∈
T for each endomorphism ψ of A because T is a T -ideal in A. For any i, take ψ such that ψ(xℓ) = xℓ
for all ℓ = 1, 2, . . . , k and ψ(xj) = xi; then [g, xi] = [ψ(g(x1, . . . , xk), ψ(xj)] ∈ T so g ∈ C, as claimed.
Now let fp = fp(y1, . . . , yk; z1, . . . zk). Take j > k. Since f ∈ C2(B), we have
[f, yj] = [fp, yj ] + [fp+1, yj] ∈ U.
Since fp+1 ∈ Ip+1, we have [fp+1, yj] ∈ Ip+1 ⊂ U and therefore
[fp, yj ] ∈ U = (T ∩A
(p))⊕ Ip+1 ⊂ A
(p) ⊕ Ip+1.
Since [fp, yj] ∈ A
(p), we have [fp, yj ] ∈ (T ∩ A
(p)) ⊂ T . By the observation made in the previous
paragraph this implies that [fp, xi] ∈ T for all free generators xi of A, that is, fp ∈ C. It follows that
f ∈ 1 · F + (C ∩A(p)) + Ip+1 and, therefore, C2(B) ⊆ 1 · F + (C ∩A
(p)) + Ip+1.
This completes the proof of Lemma 6. 
Let Wn = 1 ·F +(Dn ∩ Ip)+ Ip+1 (n ≥ 0). Since Dn is a T -subspace (and therefore a T2-subspace) in
A and Ip, Ip+1 are T2-ideals (and thus T2-subspaces), Wn is a T2-subspace in A. On the other hand, Wn
is a subalgebra in A because
(
(Dn ∩ Ip) + Ip+1
)
·
(
(Dn ∩ Ip) + Ip+1
)
⊂ Ip+1 so Wn ·Wn = Wn. Hence,
Wn is a T2-subalgebra in A.
Lemma 7. For each n ≥ 0, the vector subspace Wn of A is a direct sum of the vector subspaces 1 · F ,
Dn ∩A
(p) and Ip+1,
(4) Wn = 1 · F ⊕ (Dn ∩A
(p))⊕ Ip+1.
Proof. Note that Dn is spanned over F by all polynomials (2) together with all polynomials g1[g2, g3, g4]
and [g1, g2], where all gi ∈M are monic monomials in xi (i ∈ N). Since each of these polynomials belongs
to A(s) for a suitable s ∈ N, we have
Dn = (Dn ∩A
(0))⊕ (Dn ∩A
(1))⊕ · · · ⊕ (Dn ∩A
(ℓ))⊕ . . .
It follows that Dn ∩ Ip = (Dn ∩A
(p))⊕ · · · ⊕ (Dn ∩A
(ℓ))⊕ . . . so (Dn ∩ Ip) + Ip+1 = (Dn ∩A
(p))⊕ Ip+1.
Thus,
Wn = 1 · F + (Dn ∩ Ip) + Ip+1 = 1 · F ⊕ (Dn ∩A
(p))⊕ Ip+1,
as required. 
Now we are in a position to complete the proof of Theorem 1. Since C =
⋃∞
n=0Dn, we have C∩A
(p) =⋃∞
n=0(Dn ∩A
(p)) so, by (3) and (4),
(5) C2(B) =
∞⋃
n=0
Wn.
Note that D0 ∩A
(p) & D1 ∩A(p) & · · · & Dn ∩A(p) & . . . because, by Lemma 3,
qn(z1, y2, . . . , y2n−1, y2n) = z
p−1
1 [z1, y2]y
p−1
2 y
p−1
3 [y3, y4]y
p−1
4 . . . y
p−1
2n−1[y2n−1, y2n]y
p−1
2n
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belongs to (Dn ∩A
(p)) \ (Dn−1 ∩A
(p)). Hence,
(6) W0 &W1 & · · · &Wn & . . . .
By (5) and (6), the T2-subalgebra C2(B) is not finitely generated (as a T2-subalgebra in A). This
completes the proof of Theorem 1.
Remark. Theorem 1 and most of its proof remain valid if F is a finite field of characteristic p > 2.
In this case the T -subspace C of A in Section 2 should be defined by C = C(A/T ). Note that for a finite
field F we have T 6= T (E) and C 6= C(E), see [2].
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