Let K be a complete, algebraically closed, non-Archimedean valued field, and let φ ∈ K(z) with deg(φ) ≥ 2. In this paper we consider the functions ord Res φ n (x) that measure the resultant of φ at points in P 1 K and find that these functions, sufficiently normalized, converge locally uniformly to the diagonal values of the Arakelov-Green's functions g µ φ (x, x) attached to the invariant measure of φ. Following this, we are able to prove an equidistribution result for a family of measures each supported at finitely many points whose weights are determined by the dynamics of φ at that point.
Introduction
Let (K, |·|) be a complete, algebraically closed, non-Archimedean valued field, O K its ring of integers, and m K its maximal ideal. Denote byk its residue fieldk = O K /m K . We normalize the absolute value on K so that log v (|x|) = − ord m K (x).
This paper is concerned with the dynamics of a rational map φ ∈ K(z) of degree d ≥ 2 on the Berkovich projective line over K, which we denote P 1 K . In particular, we consider two ancillary objects associated to φ: the first is the family of functions {ord Res φ n (x)} n∈N , defined on Berkovich space and which carry information about the resultant of φ at a given point. The second is the family of crucial measures {ν φ n } associated to φ; these are sums of point masses whose weights are assigned based on the local dynamics of φ. These two objects were introduced and studied in [7] , [8] .
Let [F, G] denote a normalized lift of φ to A 2 ; thus, F, G ∈ O K [X, Y ], and at least one coefficient a unit. The function ord Res φ (x) is defined to be ord Res φ (x) := ord (Res(φ γ )) , where x = γ(ζ Gauss ) for some γ ∈ PGL 2 (K) and Res(φ γ ) is the homogeneous resultant of a normalized lift of φ γ = γ −1 • φ • γ. That the function ord Res φ (x) is well-defined on type II points in P 1 K is a consequence of the fact that K × GL 2 (O K ) is the stabilizer of ζ Gauss ; that the extension to all of P 1 K is well-defined is the main theorem in [7] . The crucial measures were introduced in [8] where they were defined in terms of the Laplacian of ord Res φ (x) on a particular subtree of P 1 K ; by considering the Laplacian of ord Res φ n (x), one obtains the family {ν φ n }. Concretely, these measures are given ν φ n := 1 d n − 1
Outline of the Paper
The rest of the paper is divided into four main sections. In Section 2, some conventions and notations concerning Berkovich space and dynamics on Berkovich space are developed. In Section 3 we prove Theorem 3, which is a more explicit version of Theorem 1. Here the primary tool is a decomposition of ord Res φ n (·) into terms which approach the various terms of g φ (x, x) given in [1] , Equation (10.21).
In Section 4 we set out to show the weak convergence of the family of crucial measures. For this we develop formulae similar to those given in [8] , Propositions 5.2-5.4 for the slopes of ord Res φ n (x) on subtrees in H 1 K . Taken together, the formulae in that section and those in [8] allow us to compute explicitly the Laplacian of f n (x) = ord Res φ n (x)+ log(δ(x, x) ∞ ) on an arbitrary graph. To show weak convergence, we first prove Theorem 4, which gives an explicit (geometric) convergence estimate for test functions that are continuous, piecewise affine functions on fixed finite graphs Γ ⊆ H 1 K . An approximation theorem for arbitrary continuous functions (see [1] Proposition 5.4) allows this result to be extended as needed to show weak convergence.
Finally, in Section 5 we define the barycenter of a probability measure ν on P 1 K and prove several fundamental results relating the barycenter of ν to the diagonal values of its associated Arakelov-Green's function g ν (x, x). Both the definition of the barycenter and these fundamental results are due to Rivera-Letelier, though their proofs are not yet published. Having established these preliminary properties, we apply the results of the preceeding sections to show that the sets MinResLoc(φ n ) lie in an ǫ neighborhood of the barycenter of µ φ for n sufficiently large. If [F, G] is a normalized lift of φ, we define its reductionφ =F (z, 1)/G(z, 1) ∈k(z), which is a map on P 1 (k). It carries information about how φ acts on the Berkovich tangent space at a point (the tangent space is discussed below). In general, the degree ofφ may be less than the degree of φ, a reflection of the fact thatF ,G may have factors in common that were not common to F and G. The map φ is said to have good reduction ifφ has the same degree as φ. The map φ is said to have potential good reduction if, after a change of coördinates by γ ∈ PGL 2 (K), φ γ = γ −1 • φ • γ has good reduction. If neither of these cases hold, we say that φ has bad reduction.
Resultants and Reductions
We can, more generally, speak of the reduction of a map φ at a point P as follows: choose σ 1 , σ 2 ∈PGL 2 (K) so that σ 1 (ζ Gauss ) = P and σ 2 (ζ Gauss ) = φ(P ). Then the reduction of φ at P is defined to be the reduction of the map σ −1 2 • φ • σ 1 . We denote the reduction of φ at P again bỹ φ, letting the context determine the point at which the reduction is being considered. Following the definition above, we say that φ has good reduction at P if the reduction of φ at P has degree equal to deg(φ).
In [8] the author introduced a further deliniation of the reduction type of a map in the case thatφ has degree 1: such points are necessarily fixed and are called an 'indifferent' points of φ. More specifically, if, after some change of coördinates on P 1 (k) the reduction has the formφ = z, we say that φ is id-indifferent; if it has the formφ(z) = az for some a = 0, 1 we say that φ has multiplicative reduction, while ifφ(z) = z +b for some b = 0 we say that it has additively indifferent reduction. The reduction type of indifferent points affects the behaviour of φ nearby those points; see [8] Sections 9 and 10.
A way to measure whether or not two homogeneous polynomials F (X, Y ), G(X, Y ) have a factor in common is by looking at the resultant. It is a polynomial in the coefficients of F and G that vanishes precisely when F and G have a common factor. Formally, it is defined as follows: let [F, G] be a normalized lift of φ. Then
It is well defined up to scaling of [F, G] to [cF, cG] , which would introduce a factor of 2d · ord(c). [7] and Section 3 below.
Topology on P

K
The space P 1 K carries two natural topologies. The first is the weak, or Berkovich, topology. In this topology, P 1 K is locally compact and Hausdorff, but in general will not be metrizable. The second topology, called the strong topology, is generated by a metric ρ, but P 1 K is not locally compact in this topology.
In both topologies, P 1 K is path connected, and in fact it is uniquely path connected. This is most readily seen by observing that P 1 K can be given the structure of a tree. We denote the unique segment joining P, Q by [P, Q], and the metric ρ mentioned above is a measurement of the length of this path. We will denote by B r (P ) the collection of points Q such that ρ(P, Q) < r. If V is a subset of P 1 K that is closed in the strong topology, we will let B r (V ) = {x ∈ P 1 K : inf v∈V ρ(x, v) < r}; in a similar manner, ρ(x, V ) = inf v∈V ρ(x, v) is distance between x and the nearest point of V .
The tree structure of P 1 K allows us to introduce the notion of a tangent space at a point P ∈ P 1 K , which we will denote T P . Formally, the tangent space at P is collection of equivalence classes of paths (P, Q 0 ], where two paths are equivalent if they share a common initial segment.
The tangent directions v ∈ T P at type II points P are in one-to-one correspondence with the points of P 1 (k) (this is canonical only up to a choice of coördinates for P 1 (k)). For type III points, T P contains two directions (one towards infinity, the other away from infinity), while for type I and type IV points P, T P is a single direction pointing into H 1 K . The tangent directions can also be used to parameterize connected components of P 1 K \ ζ for points ζ ∈ H 1 K ; we will denote by B ζ ( v) − the connected component of P 1 K \ {ζ} containing the points ζ + t v for small values of t > 0. This should not be confused with B ρ (P, r) introduced above, which instead denotes the ball of ρ-radius r about P .
If v ∈ T P , we write P + t v to denote the point Q lying along some path (P, Q 0 ] equivalent to v with ρ(P, Q) = t. As v ∈ T P is defined in terms of equivalent paths, this notation is well-defined when used in limiting expressions (with t → 0) or in specifying certain connected components of P 1 K \ {P }. Other situations requiring a more specific choice of path will be handled individually.
Frequently we will study finite, connected subgraphs Γ of H 1 K or P 1 K . We can extend the notion of T P above to the notion of the tangent space at P in Γ, the collection of those equivalence classes of paths having an initial segment lying in Γ. We denote this space by T P Γ. An important class of functions defined on such graphs are those which are continuous and piecewise affine along the branches of Γ; that is, for such f there exists a finite set {s 1 , ..., s n } ⊆ Γ such that Γ \ {s 1 , ..., s n } is finite collection of segments each isometric to an open interval in R, and f is continuous on Γ and affine on the components of Γ \ {s 1 , ..., s n }. We denote the space of such functions by CPA(Γ).
By the unique path connectedness of P 1 K , one can also introduce the notion of a retraction map from one subset to another. If U, V ⊆ P 1 K are path connected subsets, and V is closed (in either the weak or the strong topology), then we can define a retraction r U,V : U → V by fixing v ∈ V and sending each point x ∈ U to the first point on [u, v] that intersects V . That this map is well defined (independent of choice of v ∈ V ) follows from the unique path connectedness of P 1 K . Most often we will consider retractions r P 1 K ,Γ where Γ is a finite, connected subgraph of P 1 K ; these maps we will denote simply by r Γ . The retraction maps will be of fundamental importance in constructing the Laplacian of a map on P 1 K .
Laplacians and Potential Theory on P
K
The theory of Laplacians on P 1 K is based on the theory of Laplacians for finite connected subgraphs of Γ ⊆ H 1 K . For such Γ, let f ∈CPA(Γ). Fix P ∈ Γ and a direction v ∈ T P Γ. We can define the slope of f at P in the direction v as
For f ∈ CPA(Γ), this limit always exists, though it may not exist for more general functions. The Laplacian of f on Γ is then defined to be the measure
This notion can be extended, both to more general classes of functions and to more general subsets of P 1 K . On a domain U ⊆ P 1 K , the largest class of functions on which a Laplacian can be defined is called the space of functions of 'bounded differential variation', which is denoted BDV(U ); intuitively, these functions to do not 'wiggle' more than they should along a given path. A fundamental property is that Laplacians defined on larger spaces must be compatible with the retraction; namely, if U ⊆ P 1 K is closed, Γ ⊆ U , and f ∈ BDV(U ), then
where (r U,Γ ) * denotes the pullback of the Laplacian on U .
Let ν be a probability measure on P 1 K : a positive Borel measure with total mass 1. Necessarily such a measure on P 1 K must be Radon, and hence possesses nice approximation properties (see [1] , Lemma 5.6). We can associate a potential function to ν, which we define as
We say that ν has continuous potentials if for some fixed ζ ∈ H 1 K , the function u ν (z, ζ) is continuous in the weak topology. Necessarily if u ν (z, ζ) is continuous for one ζ ∈ H 1 K , then it is continuous for any fixed ζ 0 ∈ H 1 K (see the discussion following Definition 5.40 in [1] ). We will say that ν has bounded potentials if, for some fixed ζ ∈ H 1 K , the function u ν (z, ζ) is bounded. Since P 1 K is compact, a measure with continuous potentials necessarily has bounded potentials. See [1] , Chapter 5 for a detailed discussion of the Laplacian and [1] , Chapter 6 for a rigorous development of potential functions on P 
Arakelov-Green's Functions
Let ν be a probability measure on P 1 K . The Arakelov-Green's function attached to ν is given
where C is a constant chosen to ensure
When ν = µ φ is the invariant measure associated to a rational map φ, and x, y ∈ H 1 K , a fundamental result (see [1] , Theorem 10.21 and the discussion following) is that g µ φ (x, y) admits a decomposition as
Here, δ(x, y) ∞ denotes the Hsia kernel relative to infinty (see [1] , Chapter 4) andĥ φ is the Berkovich canonical height attached to φ (see [1] , Chapter 10). We will be interested in the diagonal values of this function, and so we will mostly consider
2.6 Convergence of Closed Subsets of P 1 K Let X be any Hausdorff topological space, and let
) is a metric space, we can equip CL(X) with the Hausdorff metric: for A, B ∈ CL(X), let
Note that the Hausdorff metric need not be finite, but its restriction to closed and bounded subsets will be finite. The metric space (CL(X), H d ) is complete if and only if (X, d) is complete. See [2] for a more thorough discussion of the Hausdorff metric and the topology it generates on CL(X).
The motivation for the proof is a similarity between the decomposition of g µ φ (x, x) given above in (2) and a decomposition of ord Res φ (x) given in [7] . The similarity is summarized in Table 1 below. The lemmas that follow make explicit the similarities between the terms in the table.
Decompositions of ord Res
We begin with the decomposition of ord Res φ (x) as given in [7] . Let ζ ∈ H 1 K be a type II point, and let γ ∈ P GL 2 (K) be an element such that γ(ζ Gauss ) = ζ. As above we let Φ be a lift of φ to
In a similar manner let F γ , G γ denote the components of a normalized lift of φ γ . By direct computation of the resultant, we have
where ord(F ) = min 0≤i≤d (ord(a i )) and similarly for G, F γ , G γ (this is [7] Formula (8)). For our purposes, we record an iterated version of this equation. Let
We recall also a decomposition of the Arakelov-Green's function g µ φ (x, y) attached to φ given in [1] . Assuming that x = y are points in H 
There is a correspondence between the terms appearing in the decompositions (4), (5) that is summarized in the following table: The results that follow will show that as n → ∞, the terms in the left hand column converge to the respective terms in the right hand column.
Preparatory Results
We now present a series of lemmas which make precise the relationship between the terms of these decompositions. The most straightforward is the relationship between the terms in the first row of Table 1 : Lemma 1. For every n, we have
Proof. Using the formula in [9] , Exercise 2.12, we obtain:
Applying this inductively,
Now taking the ord and normalizing, we obtain the result
The terms on the second line of Table 1 are also readily related by the following lemma:
Lemma 2. If x is the type II point ζ a,r ∈ H 1 K , then the transformation γ ∈ PGL 2 (K) given γ(z) = bz + a, where |b| = r, sends ζ Gauss to x, and we have
Proof. Clearly x = γ(ζ Gauss ). Since x corresponds to a disk of radius r and δ(x, x) ∞ = diam ∞ (x) = r, we have
Note that det(γ) = b, and so ord(det(γ)) = ord(
It remains to compare the terms
Let |F (X, Y )| = max 1≤i≤d |a i | denote the absolute value of the largest coefficient. We can rewrite the above expression in terms of a log max of the absolute values:
The next proposition gives explicit estimates of the effect of conjugating by an affine map γ(z) = bz + a; for the moment we will work in terms of arbitrary (normalized) F and G, though we have in mind the iterates F (n) , G (n) . The expression for the conjugate is given by
We note here that [F γ , G γ ] may not be normalized. However, this is no problem: the error estimates given below are in terms of [F, G] , which is normalized, and the map γ.
We will address the relation between the coefficients of [F γ , G γ ] and [F, G] in two steps, first looking at the effect of postcomposition by Adj(γ), and then the effect of precomposition.
Proof. The result follows from explicit estimates on the coefficients, making precise the computations laid out in the proof of [9] Theorem 3.11.
By the ultrametric inequality, we obtain estimates towards the lower bound by:
Similarly, for the upper bound, we have
Combining (8) and (9), taking logs, and doing som algebra yields the result:
We now have a lemma that makes explicit the effect of precomposition of [F, G] by γ:
where [F (T, 1)] x denotes the (semi)norm corresponding to x.
Proof. First recall that the norm induced by the Gauss point is indeed the Gauss norm: [F (T, 1)]
, and since the division by Y does not affect the maximum of the coefficients, we have
The similar statement holds for G(X, Y ), and so the result follows.
We can combine the two preceeding lemmas to obtain a result that expresses the effect of conjugation by an affine map γ on the size of the coefficients of a pair [F, G]:
K be of type II, and let γ(z) = bz + a be the affine map sending ζ Gauss to x. Letĥ (n) φ,v (x) denote the convergent of the canonical height given in [1] :
Proof. We first apply the result of Lemma 4 to find
Now applying Lemma 3 we find that
The above proposition shows that the terms log max F (n) γ , G (n) γ behave very similarly to the convergents ofĥ φ,v given in [1] , Equation (10.9), and indeed by normalizing appropriately, they will converge toĥ φ,v (x). We make this explicit in the following proposition.
There exists a constant C φ depending only on φ such that:
Remark: There is a seemingly 'extra' term
appearing in the left side of the inequality (10); this term both cleans up the proof below and facilitates the proof of Theorem 1.
Proof. To ease notation, letk
The statement of Lemma 5 tells us that
and so it will suffice to show that for some C φ
We can rewrite the left side in two pieces and estimate with the ultrametric inequality:
By the construction ofĥ φ,v (x) on P 1 K (see [1] , Section 10.1), there is a constant C φ depending only on φ so that the term (12) is bounded above:
Note that by Corollary 4.2 in [1] we have [T ] x = δ(x, 0) ∞ , and so
hence by standard estimates (outlined in [1] Section 10.1) we bound (13) by
Note that the bound in (15) is worse than the one appearing in (14), and so by the ultrametric inequality the result follows.
Remark: Before proceeding to the proof of convergence, we note that Proposition 1 gives an effective, geometrically convergent algorithm for approximating the Berkovich canonical height h φ,v,(∞) (x) by using the convergentsk
The advantage of these new convergents is that they require only taking the maximum over the coefficients of (F (n) ) γ , (G (n) ) γ rather than the supremum of their values on discs.
Proof of Convergence
We are now ready to show the convergence of the normalized function
Proof of Theorem 3. Let x = γ(ζ Gauss ), where γ(z) = bz + a. Using the decompositions in Table 1 above we have
By Lemma 1, the term (16) is identically zero. Using Lemma 2, the term (17) above is
Thus the terms in (17) and (18) are precisely the terms bounded in Proposition 1, and so we have
This establishes both pointwise convergence on type II points and uniform convergence in the sets B ρ (ζ Gauss , R) for fixed R > 0.
We note the following corollary to the convergence:
K and is Lipschitz continuous with Lipschitz constant 1. For brevity of notation, let g(z) = g µ φ (z, z). Fix t ∈ [x, y]; we need to show
By Theorem 1, choose n sufficiently large so that
, and
Since our choice of ǫ > 0 was arbitrary, we conclude that g(t) is convex up on [x, y]. To see that g µ φ (x, x) is Lipschitz continuous, fix x, y ∈ H 1 K , and let 0 < ǫ < ρ(x,y)
2 . Choose n sufficiently large so that
Additional properties of the function g ν (x, x) for arbitrary probability measures ν will be given in Section 5 below.
Weak Convergence of the Measures
The results of the preceeding section are sufficient to show the weak convergence of the family of measures ν φ n to the invariant measure µ φ . The measures ν φ n are associated to the dynamics of φ. In [8] a ground-up approach is given for constructing these measures, which arise naturally when computing the Laplacian of ord Res φ (x).
The proof of Theorem 2 will follow from the more explicit theorem
K is a finite connected subgraph and f is a continuous piecewise affine map on Γ, then there exist a constant C φ > 0 depending only on φ, and constants R Γ , D Γ > 0 depending only on Γ so that
We prove Theorem 4 in Section 4.5 below, and after we give the proof of Theorem 2.
Outline Of This Section
We briefly recall the outline of the arguments in this section. In the first section we expand on the slope formulae for ord Res φ (x) developed in [8] to include arbitrary graphs Γ ⊆ H 1 K . It turns out, however, that the more convenient function to study is
Not only does this function give cleaner slope formulae, it also has the property that
These results will allow us to compute the Laplacian of f n (x) on arbitrary subgraphs Γ, first by joining such a graph to Γ F R,n and then computing the retraction of the Laplacian on the larger graph. We prove weak convergence on an (arbitrary) fixed subgraph Γ ⊆ H 1 K , and then using an approximation theorem for continuous functions on P 
Notation For This Section
We fix some notation for the remainder of the section; it will be consistent with the notation developed in [8] . In general, Γ will denote an arbitrary finite connected subgraph of H 1 K . To a given map φ ∈ K(z) we associate Γ F R , which is the tree spanned by the classical fixed points and the Berkovich repelling fixed points (see [8] ). In a similar way we let Γ F R,n denote the corresponding tree associated to φ n . As is necessary, we may consider a truncated version of Γ F R,n , which we will denote by Γ F R,n ; to obtain this graph, one excises segments (Q, Q 0 ] from Γ F R,n , where Q 0 is a classical n-periodic point and Q is taken 'sufficiently close' to Q 0 , as determined by the context. Thus Γ F R,n is a finite subtree of H 1 K . A more detailed construction will be given below. To any tree Γ ∈ H 1 K there is associated a 'branching' measure given
Here, v Γ (P ) denotes the valence of P in Γ. Details of this measure can be found in [3] ; there it is called the 'canonical measure' attached to the graph Γ and is denoted µ Can,Γ . Given that this conflicts with the notion of a canonical measure attached to a map φ, we have chosen here to call it the branching measure.
We also need to introduce the definition of the crucial measures, whose convergence we study in this section. The crucial measures attached to a map φ ∈ K(z) are probability measures that are supported at finitely many points P i , whose weights are determined by the dynamics of φ at P i . They were first defined and studied in [8] . We recall the definition of the weights given there: Definition 1. For each P ∈ P 1 K , the weight w φ (P ) is the following non-negative integer:
If P ∈ H
1 K and P is not fixed by φ, let v(P ) be the number of directions v ∈ T P such that B P ( v) − contains a type I fixed point of φ, and define w φ (P ) = max(0, v(P ) − 2).
Here, deg φ (P ) is the degree of the reduction of φ at P , and, for a fixed point P , N Shearing (P ) is the number of directions v ∈ T P such that B P ( v) − contains a classical fixed point but for which φ * ( v) = v. It is shown in [8] that only finitely many points carry weight and that the weights satisfy the formula
Hence we may define the crucial measure ν φ attached to φ to be
In an analagous manner we define the family of crucial measures attached to the iterates to be
where w φ n (P ) is the weight function attached to φ n . A key fact about these measures is that they are supported entirely in the (respective) trees Γ F R,n .
Slope Formulae Revisited
Here we compute the slope of the functions f n (x) above on connected subgraphs Γ ∈ H 1 K that share at most one point in common with the respective Γ F R,n ; in the following section these results will be used to give explicit formulae for ∆ Γ (f n ) for such Γ. The parallel result for graphs Γ ⊆ Γ F R,n is found in [8] Corollary 6.5, which will be discussed in the next section. Lemma 6. Let Γ ⊆ P 1 K be a finite tree. Let µ Br,Γ be the branching measure attached to this tree. Then
where r Γ (∞) is the retraction of ∞ to Γ.
Proof. This is a straightforward computation. Let w = r Γ (∞). Note that log(δ(x, x) ∞ ) is the arclength parameterization for a segment of Γ; thus for all P ∈ Γ \ {w} we have
For P = w:
Now let Γ be a finite, connected subgraph of H 1 K that intersects Γ F R,n in at most one point. For fixed n, let w n denote the point of Γ that is nearest to Γ F R,n .
Proof. We begin with the case of φ n (P ) = P . Here we use the formula from Proposition 5.4 in [8] , together with the fact that the term log(δ(P, P ) ∞ ) is the arclength parameterization. Let v w be the direction at P pointing towards w n . Note that #F φ n (P, v) = 0 for any v = v w , and #F φ n (P, v w ) = d n + 1.
In the case φ n (P ) = P , we need to separate into the cases where P is id-indifferent and where it is not.
In the case where P is not id-indifferent, we refer to Proposition 5.2 in [8] , along with the First Identification Lemma ( [8] , Lemma 2.1) which tells that, for all directions v ∈ T P Γ \ { v w }, we have s φ n (P, v) = 0 and (φ n ) * ( v) = v, while for v = v w we have s φ n (P, v) = d n − 1 and (φ n ) * ( v) = v. Therefore
The proof when P is id-indifferent is similar; the same assertions about s φ n (P, v) hold, and using [8] Proposition 5.3 we have
Note that the above formulae hold even for P an endpoint of Γ. Thus we are left to consider the case of P = w. Notice that in this case, s φ n (w, v) and #F φ n (w, v) are zero for all directions v pointing into Γ; this follows from the identification lemmata and the fact that Γ shares at most one point in common with Γ F R,n . Lemma 8. For P = w n ∈ Γ, we have
w n is an id-indifferent fixed point,
Proof. Here again the proof splits into three cases. If w n is not fixed, then
If w n is fixed by φ n but is not id-indifferent, we find
Finally, if w n is fixed by φ n and is id-indifferent, we have
Applications To Laplacians
In this section we use the slope formulae described above to relate the Laplacian of f n to both the crucial measure and the canonical measure; these relations will be key in the estimates that give weak convergence. Recall that Γ F R,n is the tree in P 1 K spanned by the classical fixed points and the type II repelling fixed points. In [8] it was shown that this is spanned by finitely many points. Fix n. Fix also an arbitrary tree Γ ⊆ H 1 K . Take R Γ > 0 sufficiently large so that Γ ⊆ B ρ (ζ Gauss , R Γ ). We work with a truncated version of Γ FR,n , which we denote by Γ F R,n . It is constructed as follows: for each classical fixed point α i of φ n , choose a point Q i ∈ H 1 K sufficiently near to α i so that [Q i , α i ] contains no branch points of Γ F R,n , and that the slope of ord Res φ n (·) is constant on the same segment (see [8] ). We further extend these branches if necessary so as to ensure that Γ F R,n ⊆ B ρ (ζ Gauss , R Γ ).
We consider now the tree Γ (n) = Γ ∪ Γ F R,n ∪ [w n , Γ F R,n ], where [w n , Γ F R,n ] is the unique path connecting Γ to Γ F R,n . Note that if Γ intersects Γ F R,n then this segment is superfluous. The tree Γ (n) can be partitioned into components: Γ We have first a lemma that shows that the number of these connected components is uniformly bounded in terms of Γ:
Lemma 9. There is a constant K(s) such that for any finite tree Γ ⊆ H 1 K having exactly s edges, and any connected subtree Γ 0 ⊆ Γ, the number of connected components of Γ \ Γ 0 is bounded by K(s).
Proof. We claim K(s) = 2s. To show this, we proceed by induction on the number of edges of Γ. If Γ has one edge, then Γ is an interval and any connected subset is again an interval, so by removing a subinterval we form at most 2 connected components. Thus K(1) = 2. Now let Γ be a tree with s edges, and let Γ 0 ⊆ Γ be a connected subtree. Let e be an edge of Γ such that Γ \ e is connected, and letΓ be the tree formed by removing e from Γ. Similarly, letΓ 0 be the tree formed by removing from Γ 0 any part that intersects e. By induction,Γ \Γ 0 has at most K(s − 1) = 2s − 2 components. If we consider the edge e alone, then it will have at most two components in e \ (e ∩ Γ 0 ); thus by adding e back intoΓ andΓ 0 we will add at most two components toΓ \Γ 0 (in general, only one, unless Γ 0 ⊆ e), thus K(s) = K(s − 1) + 2 = 2s will suffice.
In particular, the preceeding lemma shows that the number of components of Γ (n) i is bounded above by K(s), where s is the number of edges of Γ.
In the following two subsections, we compute the Laplacian of f n on each of the Γ (n) i ; the results are combined to give the Laplacian on Γ (n) (Lemma 12) and finally the Laplacian of
Here we derive a formula for ∆ Γ (n) 0 (f n ), which is given below in Proposition 2. As a first step in this direction we recall:
This is easily generalized to higher iterates, and combined with Lemma 6 above we obtain the result:
Lemma 10. If Γ F R,n is as defined above, then
Proof. This is a straightforward computation:
And finally we apply this to the Laplacian on Γ (n) 0 by taking restrictions:
Proof. The formula given here is the retraction of the expression in Lemma 10 to the tree Γ
We now aim to compute ∆ Γ (f n ) on the graphs Γ (n) i ; these graphs share precisely one point in common with Γ F R,n , hence we can apply the results of Section 4.3. Our first result shows that the Laplacian decomposes into a contribution from the branching of Γ i ∩ Γ F R,n . We have 1. Every fixed point in Γ that is not id-indifferent is additively indifferent. If A Γ is the number of such fixed points in Γ, and E Γ is the number of edges of Γ, then
2. The Laplacian of f n on Γ is
and
. are measures depending only on Γ and φ.
If
Proof. For (1), note that by [8] , Corollary 10.6 and the definition of Γ F R,n , all of the multiplicatively indifferent and repelling fixed points of φ n lie in Γ F R,n ; hence any fixed point of φ n in Γ that is not id-indifferent must be additively indifferent. If P is an additively indifferent point, it has a unique fixed direction v a with multiplier 1. By the Second Persistence Lemma ( [8] , Lemma 9.5), it follows that there is a segment (P, P 0 ) in B P ( v a ) − on which φ is id-indifferent. Hence P sits on the boundary of the locus of id-indifference; since there are finitely many components in the locus of id-indifference, there can be only finitely many additively indifferent fixed points.
Moreover, by Corollary 10.2 of [8] , the closure of the component of the locus of id-indifference which P bounds must contain at least two classical fixed points. Hence there can be no other additively indifferent fixed points in the segment (P, w i n ). The number of additively indifferent fixed points in Γ is therefore bounded by the number of edges E Γ in Γ. This completes (1) .
The proof of (2) is a straightforward application of the definition of the Laplacian on a finite subgraph along with the slope formulae derived in Lemmas 7 and 8.
For (3), the contribution from each fixed point P to ∆ Γ (f n ) is at most v(P ), and by parts (1) and (2) above there are at most E Γ additively indifferent fixed points in Γ. The term for non-fixed points is evidently bounded above by P ∈Γ (v(p) − 2). This, together with the v(P ) term that bounds Ω n δ w n i , gives the result.
Applying the previous proposition to each of the trees Γ
, Ω n,i be the measure and the constant from Proposition 3. There is a constant
Remark: The constant D Γ in this Lemma depends only on Γ, and not on Γ (n) or its partitions.
and Ω n,i be as in the statement of Proposition 3 for the respective Γ (n) i . To obtain the constant D Γ , note that the constant in Proposition 3, part 3 depends only on the maximum valence and number of edges in Γ (n) i ; the valence is certainly no more than max P ∈Γ v(P ), and similarly E Γ (n) i ≤ E Γ . Therefore we can take
where K(Γ) is the constant from Lemma 9.
By our choice of decomposition of Γ (n) , we have
To see this, note that while the various components Γ
at a point P , the collection T P Γ (n) is accounted for by taking the Laplacians on all of the components. We can therefore compute the Laplacian of f n on Γ (n) :
Lemma 12. We have that
where Λ n is a measure supported on Γ (n) such that |Λ n | < D Γ .
Proof. Combine Proposition 2 and Lemma 11, together with the decomposition of the Laplacian given in (22).
Finally we have
Note that a retraction from P 1 K to Γ can be accomplished by first retracting to Γ (n) and then to Γ. Observe also that by our choice of truncation of Γ F R,n , the points of Γ F R,n \ Γ
From these results we obtain the proposition that will facilitate the weak convergence.
Taking Laplacians on Γ, we obtain
Proof of Convergence
We are now ready to prove Theorem 4, after which we readily obtain the proof of Theorem 2.
Proof of Theorem 4. Let Γ be a finite graph in H 1 K , and f ∈CPA(Γ). Let R Γ be chosen so that Γ ⊆ B(ζ Gauss , R Γ ). We are interested in estimating
From the previous Proposition, we can express the measure as
Thus we can decompose our integral and estimate:
Using the explicit estimate from Theorem 3, we find
With this we are able to prove Theorem 2, that the measures {ν φ n } converge weakly to µ φ . In order to show weak convergence, we will need that for all choices of F ∈ C(P 1 K ), we have
Here is the proof.
Proof of Theorem 2. Let ǫ > 0. Choose F ∈ C(P 1 K ). By Proposition 5.4 in [1], we know that there exists a finite graph Γ and a function f ∈ CPA(Γ) such that
Since both µ φ and ν φ n have total mass 1, we have that
Since f and Γ are fixed, Theorem 4 tells us that for n sufficiently large, the remaining integral term can be made smaller than ǫ 2 . This establishes weak convergence. By the weight formula, it is the only weighted point.
We now look to preimages of ζ Gauss under φ. The set φ −1 (ζ Gauss ) is a collection of disjoint discs D (a 1 , r 1 ) , ..., D(a p , r p ) where a i lie in the various directions towards fixed points, and the r i can all be taken to be 1/p. To see this, note that the preimages of zero are the points satisfying a p i − a i = 0; in the reduction modulo m K these are the same as the classical fixed points ζ i above. For the radii, one checks that |φ(a i + p) − φ(a i )| = 1, which establishes that r i = |p| for each i. It follows from these two facts that the discs are disjoint.
More generally, we claim that a point in the n th preimage of ζ Gauss is a disc D(a ′ i , r ′ i ) with r ′ i = p −n , and the reduction a ′ i lies in one of each of the directions towards the ζ i . To see this, let D(a, r) be a point in φ −(n−1) (ζ Gauss ); the points a ′ i mapping to a are those satisfying (a ′ i ) p −a i = pa; hence in the reduction these points lie among the directions from ζ Gauss towards the respective ζ i . The statement about the radii r ′ i = p −n follows by noting that the point a ′ i + p n maps to a point lying at distance p 1−n from a.
Taking a union over all preimages, we find that the points {Q i } of ∪ n−1 i=0 φ −i (ζ Gauss ) form the branch points in Γ FR,n , each having p + 1 branches (the p directions 'down' plus one direction towards infinity). Each such point is moved, hence w φ (n) (Q i ) = p − 1. There are
such points, and by summing the corresponding weights, we get a contribution of p n − 1 points. As this is deg(φ n ) − 1, these are the only points which bear weight.
It follows from the above remarks that the points φ −n (ζ Gauss ) distribute themselves equally among the representatives of O K /(m n K ), and so as n tends to infinity these points converge to the points of Z p . The 'points along the way', that is, those in φ −k (ζ Gauss ) for a fixed k, will have weight p−1 p n −1 , and hence they do not contribute weight to the limit measure. Thus we have that the limit measure is the one taking weight uniformly distributed across the points of lim ← − O K /(m n ) = Z p , i.e., to the invariant measure µ φ .
Barycenters
Notation and Summary of Results
In this section we establish results relating the sets MinResLoc(φ n ) to the barycenter of the set µ φ . Recall that:
Definition 2. (Rivera-Letelier, [6] ) Let ν be a finite, positive Radon measure on P 1 K . The barycenter of ν, denoted Bary(ν), is the collection of points
Here, we will restrict our attention to probability measures ν on P 1 K . There are several important facts about the barycenter proved in Section 5.2 below; in particular, the barycenter is always nonempty (Lemma 15), it is always a point or a segment (Lemma 15), and the associated ArakelovGreen's function g ν (x, x) attains its minimum precisely on the Bary(ν) (Proposition 5). These results are all due originally to Benedetto and Rivera-Letelier, but have not yet been published. As they are essential to the proof of the main theorem below, we include proofs here.
Having established these preliminary properties about the Arakelov-Green's functions, we apply them to results that relate Bary(µ φ ) to the sets MinResLoc(φ n ). Our two main results are Proposition 6, which asserts that Bary(µ φ ) ⊆ Γ F R,n for n ≫ 0, and Proposition 7 which asserts that the sets MinResLoc(φ n ) can be made arbitrarily close to Bary(µ φ ) for n ≫ 0. While this suggests that the sets MinResLoc(φ n ) converge in the Hausdorff metric, an explict example shows that this cannot be the case.
Some Preliminary Results about Arakelov-Green's Functions
We begin with several results about the Arakelov-Green's function g ν (x, y) attached to a probability measure ν. In particular we are interested in the values of this function on the diagonal of P 1 K ; we will let g ν (x) = g ν (x, x).
Lemma 14. Let ν be a probability measure on P 
2. If Q is a type I point with c = ν({Q}), then for any ǫ > 0 there exists a type II point Q 0 sufficiently close to Q such that if v ∈ T Q 0 denotes the direction towards Q, we have
In particular, if ν does not charge Q, then
Here, the constant C Q differs from the one given in (1), but only by a constant amount determined by Q, which we are regarding as fixed. Explicitly, we have
Note in particular that g ν (Q) = C Q . Now fix v ∈ T Q . We can evaluate the integral in (23) 
We first estimate the quantity
. By regularity of ν, for every t 0 > 0 there is a constant
Inserting this into Equation (23), we have
Regarding the integral in the above equation, we have
And so for t 0 sufficiently small,
Rewriting the left side with the explicit value of c 1 we have
Letting t 0 → 0, we have
as asserted. Now let Q be a type I point. Let c = ν({Q}), and fix ǫ > 0. By the regularity of ν, we can find a type II point Q 0 so that, if v ∈ T Q 0 is the direction towards Q, then 0 ≤ ν(
If Q ∈ supp(ν) this reduces to
With the above lemma, we can prove the following result about the geometry of the barycenter of a probability measure. This result is due originally to Benedetto and Rivera-Letelier, though it has not yet been published. We provide here a statement and its proof.
Lemma 15. (Rivera-Letelier, [6] ) Let ν be a probability measure on P Proof. Since ν has continuous potentials, the function g ν (x) is lower semi-continuous on P 1 K . Also, ν does not charge any type I points: if ν({Q}) > 0 for some type I point Q, then we can decompose the potential function as
But then lim z→Q u ν (z, ζ Gauss ) = −∞, contradicting that u ν (z, ζ Gauss ) is continuous as a function to R.
Since P 1 K is compact in the weak topology and g ν (x) is lower semicontinuous, it must assume a minimum. Moreover, the points at which g ν (x) attains its minimum lie in H 1 K : if it contained a type I point Q, then necessarily ν({Q}) = 0 and by Lemma 14 there exists a type II point
If Q is a point at which g ν (x) is minimized, then ∂ v (g ν )(Q) ≥ 0 for every v ∈ T Q . In particular, it follows from Lemma 14 that ν(B Q ( v) − ) ≤ 1 2 for every v ∈ T Q ; thus the barycenter of ν is nonempty. Further, it is closed in the weak topology, being the pre-image of (−∞, α] under the lower semicontinuous map g ν , where α = min x∈P
Suppose there are two points P, Q in the barcyenter of ν, and let R ∈ [P, Q]. Then R is also in the barycenter of ν, since for any v ∈ T R we have either
where v R is the direction towards R originating at P or Q, as is appropriate. Thus
for each v ∈ T R . In particular, the barycenter of ν is connected.
Again let P ∈ Bary(ν), and suppose that Q is any other point in the barycenter. Let v Q ∈ T P be the direction towards Q; then ν(
In a similar way let w P ∈ T Q be the direction at Q towards P . We have that ν(B Q ( w P ) − ) ≤ 1 2 and moreover 1 2
For fixed x ∈ Bary(ν), we can compute this integral by looking at the retraction of ν to [Q, x]. We have:
Since we are assuming that ν(
Moreover from the definition of the barycenter we have that any segment (Q, x 0 ] ⊆ (Q, x] must carry (r (Q,x] ) * ν-mass. Fix such an x 0 and let ν * = (r (Q,x] ) * ν. We have:
Inserting (27) into (26) gives g ν (x) > C Q as desired.
Applications to MinResLoc(φ n )
In this section we apply the results of the previous section to the functions g µ φ (x, x) and the sets MinResLoc(φ n ). Note that the invariant measure µ φ has continuous potentials ([1] Proposition 10.7), hence the results of Lemma 15 and Proposition 5 apply. We first have:
Proposition 6. Let φ ∈ K(z) be a rational map of degree d ≥ 2. Then there exists an N = N (φ) such that, for every n ≥ N , we have
Proof. If φ has potential good reduction, then Bary(µ φ ) = MinResLoc(φ n ) for every n and there is nothing to prove. So we suppose that φ has bad reduction. In particular, µ φ does not charge points (see [5] , Théorème E). We first prove the result when Bary(µ φ ) is a single point. Let Bary(µ φ ) = {A}. Necessarily we can find two directions v, w ∈ T A so that µ φ (B A ( v) − ), µ φ (B A ( w) − ) > 0; let
Note that ∂(B A ( v) − ) = ∂(B A ( w) − ) = {A}. Since µ φ does not charge points, and since the measures ν φ n converge weakly to µ φ , we may apply the Portmanteau theorem ( [1] , Theorem A.13) to find an N sufficiently large so that ν φ n (B A ( v) − ), ν φ n (B A ( w) − ) > ǫ 2 > 0 for n ≥ N . In particular, there is a point of Γ F R,n in each of B A ( v) − , B A ( w) − for n ≥ N , and since Γ F R,n is connected, it follows that Bary(µ φ ) = {A} ⊆ Γ F R,n whenever n ≥ N .
A similar argument will address the case that Bary(µ φ ) is a segment. Let A, B be the endpoints of segment, and choose v ∈ T * A , w ∈ T * B with µ φ (B A ( v) − ), µ φ (B B ( w) − ) > 0. Again we let
The same argument as above ensures that there is an N so that, for n ≥ N , we have
Thus there is a point of Γ F R,n in each of B A ( v) − , B B ( w) − for n ≥ N . By connectedness, it follows that Bary(µ φ ) = [A, B] ⊆ Γ F R,n .
We now give a technical lemma that is essential in proving Proposition 7:
Lemma 16. For every ǫ > 0, there exists δ = δ(φ, ǫ) < 1 2 so that for every x ∈ H 1 K with ρ(x, Bary(µ φ )) = ǫ and every v ∈ T x pointing away from Bary(µ φ ), we have
Proof. In the case that Bary(µ φ ) is a segment [A, B], for any Q ∈ (A, B) and any direction v ∈ T Q pointing away from Bary(µ φ ), it follows from (25) that µ φ (B Q ( v) − ) = 0. Thus, regardless of whether Bary(µ φ ) is a point or a segment, it suffices to prove the assertion for the end point(s) of Bary(µ φ ). Let A be an endpoint of Bary(µ φ ), and let x ∈ H 1 K be any point with ρ(x, A) = ǫ and for which A is the point in Bary(µ φ ) that is nearest to x. We must consider two cases. First, suppose that there are no directions v ∈ T * A with µ φ (B A ( v) − ) = Then for any v ∈ T * A and any x ∈ B A ( v) − with ρ(x, A) = ǫ, we have µ φ (B x ( v x ) − ) ≤ s A < δ A < 1 2 for each v ∈ T * x . Now suppose that, for some v ∈ T * A , we have µ φ (B A ( v) − ) = 
In particular, at most countably many x ǫ have directions v ∈ T * xǫ that carry mass. Let
Note that it is impossible to have some x ǫ and a direction v ∈ T * xǫ with µ φ (B xǫ ( v) − ) = 1 2 ; if this were the case, then any y ∈ [A, x ǫ ] would also be in the barycenter, contradicting A is an endpoint of Bary(µ φ ). This, together with (28), implies that δ A < 1 2 , and so we have µ φ (B xǫ ( v) − ) < δ A for every v ∈ T * xǫ . If Bary(µ φ ) is a single point A, then δ A is the constant asserted in the lemma. Otherwise, if Bary(µ φ ) = [A, B], it suffices to take δ = min(δ A , δ B ).
We are now ready to prove our main convergence result for the sets MinResLoc(φ n ).
Proposition 7. Let φ ∈ K(z) be a rational map of degree d ≥ 2. For any ǫ > 0, there exists an N such that for every n ≥ N we have MinResLoc(φ n ) ⊆ B ǫ (Bary(µ φ )) .
Proof. Fix ǫ > 0 and let δ = δ(φ, ǫ/2) be the constant arising from Lemma 16. Note that here we are using the constant attached to ǫ 2 rather than the one attached to ǫ. Observe that we can interpret the conclusion of Lemma 16 as a statement about the slope of g φ (x, x), namely, if x ∈ H 1 K with ρ(x, Bary(µ φ )) = ǫ 2 and v ∈ T * x , then
Fix R large enough so that B ǫ (Bary(µ φ )) ⊆ B ρ (ζ Gauss , R). Choose any y with ρ(y, Bary(µ φ )) = ǫ, and let x be the unique point on the path joining y to Bary(µ φ ) satisfying ρ(x, Bary(µ φ )) = By the convexity of g φ , we have 2s < g φ (y, y) − g φ (x, x) .
Equivalently, g φ (x, x) + s < g φ (y, y) − s .
By Theorem 1 above, we may choose N so that for n ≥ N , we have As a consequence, we have a result that gives an interpretation of the minimal value that g φ (x, x) takes on P 
