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1. INTRODUCTION 
In this paper we study the one-dimensional free boundary problem 
us(x, t) = t ~"~*(x' t), 0 < x < ,(0, 
tbu~(x, t), s(t) < x < 1, 
u(O, t) = f~(t), o <~ t ~ T, 
u(1, t) = f2(t), 0 <~ t <~ T, 
u(x, O) = Uo(X), 0 <~ x <~ 1, 
u-(s(t), t) = u+(s(t), t), 0 < t < T, 
aux-(s(t), t) = bu~+(s(t), t), 0 < t < T, 
s(O) = s. ,  
g(t) = --au~-(s(t), t), 0 < t < T; 
0<t<T,  
0<t  < T, (1.1) 
(1.2) 
(1.3) 
(1.4) 
(1.5) 
(1.6) 
here T > 0, 1 > s o > 0, a > 0 and b > 0 are given constants, a =/= b, fl(t), 
f~(t) and Uo(X) are given functions, and the unknowns are u(x, t) and s(t). (The 
superscripts q- and --  denote, respectively, the right and left hand limits with 
respect o the spatial variable x.) These equations form a simplified model of 
the one-dimensional flow within a porous medium of two slightly compressible, 
immiscible fluids. In this situation x = s(t) is the point of contact between the 
liquids at each time t >~ O, u(x, t) denotes the pressure, and --au~ (resp. --bu~) 
is the velocity to the left (resp. right) of the interface. Equation (1.6) is the 
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observation that s moves according to the common velocity of the fluids at that 
point. 
In two previous papers [1] and [2], Evans proved an existence and (rather 
weak) regularity assertion for a solution of (1.1)-(1.6), the main result being 
a bound on the W ~,~ norm of the curve s for any time T by which the free 
boundary has not hit the fixed sides x = 0, 1 ([2, Lemma 3.21). Left unanswered 
however were several questions as to the uniqueness, additional regularity, and 
asymptotic behavior of the solution. The present paper resolves these problems: 
we prove that the solution is unique, that s and u are infinitely differentiable, 
and that, under various assumptions on f~ and f~, the curve s(t) has certain 
asymptotic properties. In addition we present here a considerable simplification 
and refinement of the awkward calculations in Sections 4 and 5 of [2]. 
The plan of the paper is this. In Section 2 we review and improve slightly 
certain a priori bounds obtained in [21 and then use these to start a bootstrap 
argument proving the infinite differentiability of s and u (in the regions on 
either side of the curve). Once these facts are established, a method of Fulks 
and Guenther [3] can be modified to prove uniqueness. Sections 3 and 4 comprise 
asymptotic results. In Section 3 we prove that if the left-end boundary pressure 
f~(t) approaches as t 7 oo a finite limit different from that approached byf~(t), 
then the interface s(t) must exit from (0, 1) at some finite time. We show further- 
more that if the asymptotic limits of f~ and f~ are equal, and if s(t) does not 
happen to exit at some finite time, then l imihs ~ s(t) exists. 
Section 4 introduces quite different techniques to study the asymptotic 
behavior of s(t) for a problem similar to (1.1)-(1.6), but now set in the domain 
0 < x < oo. Under certain assumptions which imply that s(t) is monotone 
increasing, we show that the curve grows like #/2 for all time. 
2. REGULARITY AND UNIQUENESS 
Let us first of all recall the main results of [1], [2J, stated here under somewhat 
more restrictive hypotheses: 
THEOREM 2.1. Let T > 0 be given, and assume that 
Uo ~ c°,~[o, 11, A ,A  ~ c°'1[o, T], 
uo(O ) .-- f~(O), no(1 ) = f2(O). 
Then there exist 0 < T* ~ T and two functions s(t): [0, T* 1 ~ [0, 11, u(x, t): 
[0, 11 x [0, T* 1 --+ ~ such that 
(i) s(t) ~ wi.3(o, T*), s(0) = So ; 
(ii) u(x, t) is uniformly H$lder continuous in x with exponent y, and in t 
with exponent y/2, for some 0 < Y < l; 
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(iii) 
(iv) 
for a.e. t; 
(v) 
(vi) 
(vii) 
u assumes the boundary values (1.2); 
u(', t) ~//1(0, I) for all 0 < t ~ T*, u(', t) c Hz(O, s(t) t~ H~(s(t), 1) 
for a.e. t, Ux~(S(t), t) exist and satisfy (1.4); 
for a.e. t, ~(t) exists and satisfies (1.6); 
either T* = T, or else limt/T* s(t) exists and equals 0 or 1. 
The solution {u, s} therefore xists until such time as the interface hits the fixed 
sides x = 0 or I (when the problem is considered ended). 
The key to the proof of Theorem 2.1 is a certain a priori estimate, a modifica- 
tion of which we now record: 
LEMMa 2.2. Under the assumptions of Theorem 2.1, there exists a constant C, 
depending only on a, b, ]] u o Ilco.t , lift ]]co,1 (i = 1, 2), such that 
 upf I s; ux(x, t) 2 dx + u~s(x, 0 2 dx dt + t ~(t)l 3 dt • C + CT (2.1) 
o~t<r ~0 
for any time T < oo, with 0 < s(t) < 1 for 0 < t < T. In addition 
I] u [IL ~ ~ max(I  u 0 HL ~ , Ilfi IIL~ (i : 1, 2)). (2.2) 
Proof. The proof is a modifieation of Lemma 3.2 in [2], with attention 
paid to the behavior of the constants on T. We note in particular that C is 
selected independently of the distance of s to x = 0 or I. Indeed, a careful 
rereading of [2] leads to the inequality 
supf  i f~f~ fro I a us2 dx + u~,~ dx dt + I ~ dt 
o4t4r  Jo 
T 
C + CT + C f0 [I us(0, t)[ + I us(l, t)[] dt. (2.3) 
The last term can now be estimated by noting that one of the intervals determined 
by s(t), for definiteness ay [0, s(t)], is of length greater than or equal to one-half. 
Therefore 
2 [ us(0, t)[ ~ II u~ ]]L®(o,s(m ~ e [I u {4H~(O,s.)) + C .  (2.4) 
On the other hand 
i 
I us(l, t)[ ~ f [ us* I dx + l u~+(s(t), t)l 
Js (t) (2.5) 
<~ ~ us~ dx + G + ~ I u~-(s(t), t)l 
(t) 
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by (1.4), 
2 E Ii u HH~0,1~ ÷ C 
by (2.4). We substitute (2.4) and (2.5) into (2.3), and then choose E > 0 small 
enough to obtain (2.1). | 
Remark 2.3. In view of the bound on the W a,3 and therefore the C°,~/3 norm 
of s, independently of the distance of s to x ~ 0, 1, statement (vii) of Theorem 2.1 
is clear; and the "local estimates" in Section 4 of [2] are unnecessary. 
Remark 2.4. From (2.0, (1,6), and the Sobolev inequality 
]]f]}L ® ~ ]If ling l]f]l~/2 (2.6) 
applied to f  = u~, we have 
for[ ~(t)[ adt ~ C ÷ CT 2. (2.7) 
In Theorem 2.6 to follow we present an argument proving that s and u are 
infinitely differentiable. The next lemma provides an auxiliary estimate needed 
to start this bootstrap roof. 
L~MMA 2.5. Suppose in addition to the other hypotheses of Theorem 2.1 that 
~ min {s(t), 1 --  s(t)} > 0. (2.8) 
O<t<~T 
Then there exists a constant C depending only on a, b, I; Uo Hco.1,1ff/Ifco.* (i = 1, 2), 
T and 3 such that 
sup f l  u~(x, t) 4 dx ~ C. (2.9) 
o<t<r ~o 
Proof. We will carry out the calculations under the assumption that s and u 
are smooth; an approximation technique discussed in [1, Section 2] can be 
used to make these considerations rigorous. Let us first calculate 
f f  d ( f~'" a -~- wo a~u,~ dx ÷ f~(o b~u~ dx) dt 
j r  ° i(t)[a3us(s(t), t) a -- b3u~+(s(t), t) 4] at 
+ fo~ (f["' 4a'~u2u*~dx+ f~., 4b~u2u~*dx) 
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We integrate by parts in x, and simplify the resuIting boundary terms along 
s(t) by (1.4) and the identity 
.,-(s(t), t) + t) = u / (#) ,  t) + t) 
obtained by differentiating (1.3). These calculations yield the identity 
fo (r) aau~(x, T) 4 dx + L 1 baud(x, T) ~ dx 
(r) 
+12 ~ ~ dx+ "~ ~ a u~ u~ o u~ ux~ dx dt 
-~o (t) 
dx + £ bau~x dx 
o 0 S 0 
- -  3 ~(t)[aau~-(s(t), 4 -- bau~+(s(t), t)a] at 
ff [4bauza(l, t) f ; (t)  -- 4aauza(0, t)f{(t)] dt. 
(2.10) 
by the inequality 
sup(  1 f : fo  f :  II a~ u~ 4 + ux~u~ ~ dx dt <~ C + C Il ux ~ L 
O<~t<T Vo 
<~ C~ + e u~ u~ 
and 
applied to v ~= (ux) ~, and by Lemma 2.2. | 
Let us for the rest of this section assume that T > 0 is some time by which 
the curve s(t) has not exited the region (0, I). In this situation we introduce 
the notation 
Qr ~ (0, 1) × (0, T), 
ST- ~ {(x, t) f O < x <~ s(t), 0 < t < T}, 
Sr + =- {(x, t) Is(t) ~< x < 1, 0 < t < T}. 
Since u solves heat equations in the strips [0, 8] × [0, T] and[1 --  8, 1] × [0, TJ, 
u~ along x = 0 and x = 1 can be estimated by standard methods. Employing 
this observation and the fact that T can be replaced by any smaller T ~ T in 
the preceding calculation, we see that 
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THEOREM 2.6. Under the assumptions of Theorem 2.1, 
(i) s(t) is infinitely differentiable on (0, 7'] and 
(ii) u(x, t) is infinitely differentiable in St -  and in St+. 
Proof. By the standard parabolic regularity theory, u has continuous 
derivatives of all orders in any region bounded away from the curve s(t) and 
from the fixed sides x --  0, 1, t = 0. It  therefore suffices to prove regularity in 
a neighborhood of the free boundary, for t > 0. 
Choose ~ > 0 so small that the region 
R~{(x , t )  ls(t ) -S  <x  < s( t )+ a,O < t < T} 
lies in QT. We map R onto R' ~ (--a, 3) × (0, T) by the change of variables 
~--- x -- s(t). 
Now set 
~(~, t) ~ u(¢ + s(t), t) 
and calculate that v satisfies 
v~(¢, t) = a~(~, t) + ~(t) v~(~, t), 
~(~, t) = bv~(~, t) + ~(t) v~(¢, t), 
v+(O, t) = Y-(O, t), 
ave-(O, t) : bve+(O , t) : --i(t), 
For definiteness, we will assume 
a>b.  
for (f, t )eR' ,  
- -a<~<0,  
0<~<~,  
O<t<T 
0<t<T.  
Now define on 
R" - -  (--a, 0) X (0, T) 
the two auxiliary functions 
w(~, t) _= ~(~, t) - ~( -c~,  t) 
~(~, t) =_ v(~, t) + cv( -c~,  t) 
for 
C= <1.  
From (2.13)-(2.15) it follows that w and N satisfy 
wt(¢, t) - -  aw¢¢(¢, t) = f (~,  t), 
w(o, t) = o, 
(~, t) e R" 
O<t<T,  
(2.11) 
(2.12) 
0<t<T 
(2.13) 
O<t<T,  
(2.14) 
(2.15) 
(2.16) 
(2.17) 
(2.18) 
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~,(¢, t) - , ,~-.(¢, t) - -  f (¢ ,  t), (¢, t) e R" 
~e(0, t) =0 ,  0 <t  < T, 
f(~, t) ~ g(t)[%(~, t) - -  re( - -C( ,  t)], 
](~, t) ------- ~(t)[~(¢, t) + C~,(--C~, t)], 
We claim now that 
indeed 
(2.19) 
((, t) ~ R" (2.20) 
(~, t) e R". (2.21) 
f, fer4(R"); (2.22) 
J[f  " l f [~+ l f iadxdt <~ C o I~[~[%ladxdt 
<~ C ( sup f~ l u~ l" dx) f :  I g l~ dt <~ 
by (2.7) and Lemma 2.5. 
According to the local parabolic L ~ estimates for Dirichlet and Neuman 
boundary conditions (see, for example, Ladyzenskaja et al. [5, Chapter IV]), 
we have 
II z0 IIw~.liR,-) ~ C IIfIIL4(R-) 
and 
ii ~lly~,l(R,,,) <~ C IlftlL,~R.) 
for any interior domain R", the boundary of which contains a segment of the 
= 0 axis. 
These estimates in turn imply (by Lemma 3.3 in Ladyzenskaja et al. [5, p. 80]) 
that 
we, ~e E C~.~/2(R ") (2.23) 
for some 0 <: a < 1 (c~ = 1/4 will work). 
Next we conclude from (2.16) and (2.17) that 
v(~, t) = Cw($, t) + ~(~, t) (2.24) 
C+I  
v(--C~, t) = ~(~' t) -- w(~, t) . (2.25) 
C+I  
and hence 
% ~ C~,~/2(S ') v0 C~,~/~(S*), (2.26) 
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where S is a domain of the form (--3', 0) X (e, T) and S* is its reflection 
through the line s ~ = 0. Now by (2.15) and (2.26) we have 
i(t) ~ C~/e(O, T), 
and so the definitions o f f  and ] now imply 
f, f e C~.~/~(S). (2.27) 
This puts us in a position to invoke the parabolic Schauder estimates for 
Eqs. (2.18) and (2.19). Therefore 
w, ~ ~ C2+"'1+~/2(S'), 
where S' is an interior domain the boundary of which contains a segment of 
the ~: = 0 axis; and so 
we,  e (2.28) 
Again using (2.20), (2.2 0 , (2.24), (2.25) and (2.13), we now discover that 
f , f  ~ Cl+c~,(l+cQ/2(St). (2.29) 
The bootstrap rocess which led us from (2.27) to (2.29) may now be con- 
tinually repeated, each time to derive better estimates on the derivatives of w, 
and therefore of s(t), v(~, t), v(--C~, t), all the way up to the s e = 0 axis for 
any t > 0. 
Hence s is infinitely differentiable, as is v in the regions to the left and right 
of ~ = 0. The definition (2.12) gives the corresponding statements for u(x, t) 
in the original variables. | 
Remark 2.7. The last part of the preceding argument is based on Schaeffer 
[7]. It would be interesting to determine whether s(t) is analytic for t > 0. 
Now that s(t) and u(x, t) are known to be smooth, we can employ a device 
of Fulks and Guenther [3] to prove uniqueness: 
THEOREM 2.8. Assume, in addition to the hypotheses of Theorem 2.1, the 
compatibility conditions 
f i (0)  = au0  (0), G(0)  = bu0,,(1) 
auo (so) = buL(So). 
(2.30) 
Suppose also that Uo ~ C~([0, So]) C3 Cb([So, 1]), f~ ,f~ e C~([0, TJ). Then the pair 
{s(t), u(x, t)} is the unique solution of (1.1)-(1.6). 
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Proof. The full details of the method in [3] are too complicated to reproduce 
here. Briefly, Fulks and Guenther recast (1.1)-(1.6) in terms of the velocity 
v(x,t)=--- --au~(x,t), 0 < x < s(t), O < t < T 
=bu~(x, t), s(t) < x < 1, 0 < t < I" 
and then convert he problem into a nonlinear integral equation of the form 
S/* ~-/z for 
~(t) =_ ~(s(t), t) = ~(t). 
(Actually the authors in [3] consider the problem set on the full line 
--oo <x < ~,  but the appropriate modifications for the case 0 <x < I 
present no difficulties). As proved in [3, Theorem 4.N] S is a strict contraction 
in an appropriate Banach space, if u0 and the f i  are smooth and T > 0 is small 
enough. This proves local existence (by a method different from that in [1]) 
and, more to the point, establishes local uniqueness. The global estimates 
provided by Theorem 2.6 imply uniqueness (and existence) for all T > 0. | 
Remark 2.9. A direct proof of uniqueness, eliminating the very complicated 
calculations in [3], would be very desirable3 
Remark 2.10. We conclude this section with some comments on several 
previous papers on problems imilar to (1.1)-(1.6): 
(a) Theorem 4Q in [3], asserting lobal existence in time by iterating 
the local existence result, is not justified, as there are no global a priori estimates 
presented in [3] to allow this procedure. 
(b) A similar objection applies to Rubinstein's conversion of (1.1)-(1.6) 
into a system of integral equations [6, pp. 287-29@ 
(c) In [4] L. I. Kamynin claims to solve a free boundary problem similar 
to (1.1)-(1.6), but his proof of the gradient bound (Lemma 1) is incorrect. 
(The auxiliary function w (defined in [4, p. 961]) does not necessarily have 
continuous derivatives and so the maximum principle is not applicable to w~ .) 
3. ASYMPTOTIC BEHAVIOR ON A BOUNDED DOMAIN 
In this section we will describe the large time behavior of the interface curve 
,(t), under certain assumptions as to the asymptotic properties of the boundary 
data f l  and f2 : 
THEOREM 3.1. Assume that f l(t)  and f2(t) are smooth and bounded for all 
t >~O. 
i Note added in proof. Such a proof will appear in a forthcoming paper (in this journal) 
by C. Baiocchi, L. C. Evans, L. Frank and A. Friedman. 
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and 
(a) xf 
l im 1 ~ro k ( t  ) _ f~(t) dt t > O (3.1) 
lf~(t)], ]f~(t)] = o(1) as t--~ ~,  (3.2) 
then the curve S(t) must exit in finite time; that is, there exists some 0 < T* < 
for which 
lira s(t) = 0 or 1. 
t zT*  
lim f~(t) = lim fz(t) - - - f~, (3.3) 
tTo~ tToo 
[fl(t)[, [f;(t)l ~ for all large t and some 8 > 3, (3.4) 
(b) ~f 
and if 0 < s(t) < 1 for all t ~ O, then 
and 
lira s(t) ~ s,  exists 
t f c~ 
lim u(x, t) ~ f® , uniformly in 0 ~ x ~ 1. 
t foo  
COROLLARY 3.2. Suppose that 
f l ( t )  =- A ~ and A( t )  - -  f2 ~ 
for all t sufficiently large. 
(a') I f  fx ~ @ f o~, the curve s(t) must exit infinite time. 
(b') I f  f l  ~ =f~% and if s(t) does not happen to exit at some finite time, 
then s(t) and u(x, t) approach limits at infinity. 
Our conclusions (a) and (a') are motivated by the observation that the formal 
"limit problem" (obtained from (1.1)-(1.6) by setting all t-derivatives to zero) 
has no solution if the boundary values of u at x = 0 and x ~ 1 differ. We 
interpret (a) and (a') to mean physically that if the boundary pressures of the 
fluids are concistently maintained at different values, then one liquid must 
completely displace the other from any bounded region in a finite time. 
The proof of assertion (a) will be based on an integral identity: 
LEMIV~ 3.3. Suppose that 0 < s(t) < 1 for all 0 ~ t ~ T. Then 
as T--~oo. (3.5) 
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Proof. We multiply Eq. (1.1) by x/a on the left of s(t), by (1 -- x)/b on the 
right, and integrate over the regions St:'-'. This procedure yields the identities 
.,(r) xu(x_ T) dx -- dx 
a a 
= f ;  [~U(s ( t ) ,  t)+ S(t) UZ(S(t), t)] dt-~- f~ ( f l ( t ) -  U(s(t), t))dt 
(3.6) 
and 
f f  (1 -- x) 1 (1 - -  x) u(x, T )  dx - -  b Uo(X) dx 
(r) b ~o 
= f r  o (--g(t) (1--bS(t))) u(s(t), t ) -  (1 -  s(t))ux+(s(t), t) dt 
T 
q- ~o (f2(t) -- u(s(t), t)) dt. (3.7) 
Now subtract (3.7) from (3.6), and simplify the resulting expressions using 
(1.3), (1.4), (1.6) and (2.2) to derive (3.5). | 
For definiteness let us henceforth assume 
a > b. (3.8) 
We collect in the next lemma the key estimates on the asymptotic behavior of 
where 
LEMMA 3.4. 
and 
I(t) ~-- 7[u~(x, t)]~_ dx, (3.9) 
if X ~>0 [x]+ = ]~ (3.10) 
if x < O, ~u 
~rt if 0 X s(t) 
= t )= (3.11) 
if s(t) < x <1.  It/ 
Suppose that 0 < s(t) < l for all t > O. Then (a) assuming (3.2), 
I(t) = o(1) as t---~ oo; (3.12) 
and (b) assuming (3.3) and (3.4), 
C 
I(t) <~ t~-~) for t sufficiently large. (3.13) 
Proof. 
~(x) = 0 
U >~O. 
Then we calculate for 
that 
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First choose a smooth function ~ = ~(x) with the properties 
iff x=0,  0~<~<1,  0~<~'~<1 
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(3.14) 
1 
I~(t) ~ ~o ~'g(u~)2 dx 
d I~(t) =- i(t)[ag(u~-(s(t), - -  t)) ~ b~(u~+(s(t), t)) 2] 
s(t} f[. + 2 f ag'(u~) ~(u~) u~t dx + 2 b~'(u~) ~(u~) u~t dx. 
oo (t) 
Next integrate by parts with respect o x in the last two integrals. We collect 
together the boundary terms at x ~ O, 1, s(t), omit as nonnegative the integrals 
involving [" >~ 0, and simplify using (1.1) to obtain 
where 
and 
d I~(t) ~ R~(t) + S~(t) --  2 y2~(u~)~ 
dt " ' 
R~(t) ~ 2[b~'(Ux(1, t)) ~(u~(l, t))f~(t) -- a~'(ux(O, t)) ~(u~(0, t))f~(t)J 
(3.15) 
S~(t) ~ i(t)[a~(ux-(s(t), t)) ~ --  b~(u~+(s(t), ) ~] 
+ 2[a~'(u~-(s(t), t)) ~(u~-(s(t), t)) u~-(s(t), t)) 
- -  b~'(u~+(s(t), )) ~(u~+(s(t), t)) u~+(s(t), t))]. 
Now select a sequence ~ ~ ~(x) of smooth functions, each satisfying (3.14), 
so that 
~(x) -+ Ix]+ for each x ~ ~, 
~(x) -+0 if x ~0,  ~(x) -+ l  if x >0.  
We set ~ = ~ in (3.15) and then send n to infinity to obtain 
d I(t) ~ R+(t) + S+(t) -- 2 f f  7~([u~]+)~ dx; (3.16) 
in this expression the derivative of I(t) is taken in the sense of distributions, 
and R+, S+ are defined like Re, S~ above, but with [']+ in place of ~('). 
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Now we must estimate each term on the right hand side of (3.16). First of 
all, we claim 
S+(t) <~ --C[~(t)] ~ _
for some C > 0 (and [x]_ ~ [x]+--x).  Indeed, 
S+(t) = 0; and if ux+-(s(t), t) > 0, we have 
S+(t) = g(t)[au~-(s(t), t) 2 --  bu~+(s(t), t) 2] 
by (2.10) 
(3.17) 
if u~±(s(t), t) ~ O, then 
q- 2[au~-(s(t), t) u,-(s(t), t) --  b%+(s(t), t) u,+(s(t), t)] 
= ~(t)[buz+(s(t), t) z --  au~-(s(t), t) 2] 
according to (1.4) and (1.6) 
= -c [~( t ) ]  ~_ 
by (3.8) and (1.6) again. This proves (3.17). 
Next we estimate the remaining two terms in (3.16) and for this provide 
somewhat different arguments depending on the hypotheses: 
(a) Let us assume that (3.2) holds. Then 
I R+(t)l <~ 71 vZ([ux]+)~ dx ÷ o(1)[~(t)]_ + o(1) (3.18) 
for each ~7 > 0. To see this, let us calculate 
I R+(t)l ~< C(If;(t)l [%(0, t)]+ + If6(t)] [u~(1, t)]+ 
~< o(1)(f~ ,([u~]+)~ d, + [u~(,(t), t)]+) 
1 
~< 7/f0 Y2([ux]*)~ dx + o(1)[g(t)]_ + o(1) 
by (1.6). 
Finally we note that 
7[u&, t)]+ = (~) 7( [u~]& dx + 7[.2~(s(t), t)]+ 
and so, squaring both sides and integrating in x, 
C 11 V2([u~]+)~ dx + C[~(t)]2_. (3.19) l (t)  
Jo 
REGULARITY AND ASYMPTOTIC BEHAVIOR 379 
Now combine estimates (3.16), (3.17) and (3.18) to obtain 
I(t) @ C ([u~]+)~ dx <~ o(1) -- C[i(t)]3_. (3.20) 
We replace the constant C on the left by any smaller e > 0, and then substitute 
in (3.19) to obtain 
~ I(t) @ d(t) ~ o(1)  - -  + C[~(t)] 3 _
Hence 
d I ( t )  + d(t) <~ o(1) + any e > (3.21) CE 3 for 0. 
For each fixed E > 0, (3.21) implies that 
I(t) ~ CE 2 for all t sufficiently large; 
(3.12) is proved. 
(b) Now let us suppose that f l  andf~ satisfy assumptions (3.3) and (3.4). 
In this case we claim 
f~ c~ (3.18)' 1 R+(t)] ~ ~7 72([ux]+)x dx ~- t z (~_ l  ) . 
To prove this, note that by (3.3) 
[R+(t)l <~ ~ ([u~(0, t)]+ + [u~(1, t)]+). 
If  
there exists a point x* = x*(t) such that u~±(x *, t) < 0, (3.22) 
then for x = 0 or 1, 
7[.~(x, t)]+ = 7([ux]+)~ ax
and (3.18)' is immediate. Otherwise we recall the Poincard-type inequality 
and apply it to f -~ 7[ux]+ -- 7u~. This gives 
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As ux > 0 and a > b, the second term on the right is dominated by 
; au~dx = C ] f : (t) - - fz(t)[  2 ~ tz(~_x I 
by (3.3) and (3.4). The last two inequalities together yield (3.18)'. 
Finally we have 
I(t) ~< c r~([u~]+)~ d. + t~-~ ; (3.19)' 
this follows immediately by the same argument as above, using (3.22) or (3.23). 
Combining now (3.16), (3.17), (3.18)', and (3.19)', we see that 
and so 
C 
l'(t) @ C[(t) ~ t~(~_l ) 
C 
I(t) ~ t2(~_1 ) ; 
(3.13) is proved. | 
The estimates on I(t) now at hand, the proof of Theorem 3.1 is relatively 
simple. 
Proof of Theorem 3.1(a). We will assume that 0 < s(t) < 1 for all t >/0  
and derive a contradiction from the integral identity (3.5). Recall that by 
Lemma 3.4(a), 
I(t) = o(1) as t~ oo. (3.24) 
Now from (1.6) we have 
~(t) > -7[u±(s(t), t)]+ > - IL r[u~(', t)]+ IIL~. 
Therefore 
] ~(t)l dt ~ (~(t) q- 2 H Y[%(', t)]+ IILo~) dt 
fT ° 1/2 ru l ~/~ dt ~< s(T ) - - s  o + C II[u~]+ ~ k ~J+ L~ 
(3.25) 
<~ C q- C (fro H u I!~ dt) 1/4 ( f r  o I(t) 1/a dt) a/4 
< C q- CT1/a(To(1)) a/" = o(T); 
in the next to last step we used Lemma 2.2 and (3.24). In view of this calculation 
we see that the right hand side of the identity (3.5) is o(T) as T ~ oo; whereas 
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assumption (3.1) asserts that the left hand side is not o(T). This contradiction 
proves that s cannot remain between 0 and 1 for all time. | 
Proof of Theorem 3.1(b). We again estimate the integral of l ~ ] and begin 
as in (3.25): 
lot f :  l/~ i t i/4 dt I$(t) ldt<~C+C {lullH, ( )  
~ c @ c f :  [] u 1/~ dt H ~ t(~-l)/2 
by Lemma 3.4(b). Integrating by parts in t, we obtain 
T C r 1:z dt + C II u lIu2 d~ t(O+l)/~ I g(t)l dt <~ C + T(~71)/~ Ii u n' 
By Lemma 2.2, 
hence 
fl (f~ xl/4 
f I g(t)[ dt ~ CT (a-~)/2 + C t (1-a)/2 dt-~ O(1) 
since 8 > 3. Therefore 
and so lim~z ~ s(t) exists. 
f :  [ ~(t)[ at < 
That limu(x, t) ~f~,  uniformly in 0 ~ x ~ 1, 
follows from the next lemma. | 
LE•MA 3.5. Suppose that f1(t),f2(t ) ~ k. Then, for some C > O, c ~ O, 
(i) f~ [u(x, t) - k]+ dx ~< Ce-o' 
(ii) H[u(', t) -- k]+ IIz~(oa) ~< Ce-". 
Proof. We select a sequence $~ of smooth approximates to $(x) -~ Ix -- k]+ 
and prove (cf. Proof of Lemma 3.4) that 
for 
This implies (i). 
r ( t )  < -c I ( t )  
so ' I (0  - [u(~, ¢) - k]~_ d~. 
5o5]z ~ ]3-7 
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Estimate (ii) follows from (i), Lemma 2.2, and the Sobolev inequality 
Ill- - k]+ I I~ ~< Ill- - k]+ ii~,'; ~ If[- - k]+ll..1/~ I 
Remark 3.6. Various other estimates on the asymptotic decay of I(t) in 
terms of that for ]f~(t)[ can be proved by methods like those with proof of 
Lemma 3.4. For example, if 
then 
for some 0~<0<2 (3.26) 
C I(t) <~ 7 for all t sufficiently large. 
Here we replace the constant C on the right hand side of (3.20) by a smaller 
¢ -~ ¢(t) = t-°l ~, and then substitute (3.19) to obtain 
Hence if (3.26) and 
T 
f01K t)l dt = O(T 1-~°/4) 
1~ 1 r 
T.~ ~ [fo f l (t)  -- f2(t) dt [ > :0 
are assumed, our conclusions of Theorem 3.1(a) are still valid. | 
4. ASYMPTOTIC ESTIMATES ON A HALF-INFINITE DOMAIN 
Let us now turn our attention to a physical situation in which the immiscible 
fluids lie in the half infinite interval [0, or): we seek u(x, t) and s(t), solving 
Sau~,(x, t), 
u,(x, t) = lbu=(x, t), 
u(O, t) = f (t), 
u(x, 0) = u0(x), 
u-(s(t), t) = u+(s(t), t), 
aux-(s(t), t) = bux+(s(t), t), 
s(0) = So > 0 
~(t) = --aug(s(t) ,  t), 
o < x < s(t), 
s(t) < x < oo, 
t >~O 
x >~O 
t>0 
t>0 
t>O.  
t>0 
t > o (4.1) 
(4.2) 
(4.3) 
(4.4) 
(4.5) 
(4.6) 
The existence, uniqueness, and regularity of u and s follow by appropriate 
modifications of the techniques in [1], [2], [3], and this paper, assuming that 
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u 0 and f are sufficiently smooth and satisfy (2.30). We will notpresent these 
arguments, and will instead address ourselves tothe question of the asymptotic 
behavior of the curve s, for the special situation that s is monotone increasing. 
More precisely, we will prove 
THEOREM 4.1. Assume that 
(i) Uo(X ) >/O, Uo,(X ) <~ O yor x >~ O, Uo~(0 ) < 0, 
(ii) if(t) >/O for t ~ O, f'(t) ~ C/#+" for some ~ > 0 and t > O, and 
(iii) fo Uo~(x) dx < ~.  
Then s(t) is monotonically increasing and there exist two positive constants C 
and C' such that 
CT1/~ < s(T) <~ C'T1/~ (4.7) 
for all T sufficiently large. 
Remark 4.2. Estimate (4.7) is suggested by an explicit solution of (4.1)-(4.6) 
constructed by Rubinstein [6, p. 62]. It is perhaps worth remarking here that 
such a known solution cannot be used as a tool to prove (4.7) as we have no 
comparison theorem for solutions of (4.1)-(4.6). We must instead rely on various 
rather ad hoc comparison and energy estimates, the precise nature of which 
depends very strongly on the sign of b -- a. 
First let us prove that s is monotone: 
LEMMA 4.3. Under the assumptions of Theorem 4.1, 
~(t) >~ O, t > O. 0.8)  
Proof. For the moment, assume in addition to (i)-(iii) that 
U~o~(X) < 0 for all x > 0. (4.9) 
We will prove that 
u~(x , t )<O for all x>0,  t~>0. 
Indeed by assumption (ii) and the strong maximum principle, 
u~(O, t) < o, t > o. (4.1o) 
Therefore if (4.10) were false, there must exist a first time t o for which there 
exists a point x o so that 
u~-(x o,to) :0  if xo~<s(to) or u .+(xo, to)=0 if x o>/s(to). (4.11) 
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Since u~ satisfies heat equations in the regions to the left and right of s, and 
ux < 0 on the fixed side x = 0, we must have 
Hence, by (4.11) and (4.6), 
Xo - -  S(to). 
~(to) ~ O; 
and therefore the identity (2.10) becomes 
Ut-(s(to), to) = ut+(s(to), to). (4.12) 
Now by assumption u~ -+ attains a minimum at x o = S(to). The strong maximum 
principle (applicable since s is known to be smooth) implies 
auZ~(S(to), to) < o, buL(s(to), to) > o, 
a contradiction to (4.1), (4.12). Thus ux -+ < 0 always and so $(t) > 0. 
In general we may approximate the initial function u o satisfying (i) by a 
sequence u0 n satisfying in addition (4.9). The corresponding free boundary 
curves sn(t) are monotone by the preceding argument. Furthermore the integral 
equation formulation of (4.1)-(4.6) due to Fulks and Guenther [3] (cf. proof of 
Theorem 2.8) implies that the free boundary depends continuously on the 
initial data. Hence s is the limit of the monotone curves s" and s is itself mono- 
tonically increasing. | 
Remark 4.4. This argument is a bit more subtle than may appear at first 
reading. We note in particular that if a > b, we cannot exclude the possibility 
that u~ -+ attains on s a negative minimum smaller than that attained on the 
fixed parabolic boundary (cf. [1, Section 4]). 
Next we require an estimate on the integral of ux along the fixed boundary 
~X ~ 0: 
LEMMA 4.5. 
and so 
Suppose that s and u solve (4.1)-(4.6). Then for each T > O, 
. T s o ~s(T) 
--Jo au~(O, t)dt = -- fo Uo(X) dx + Jo u(x, T)dx 
f :  8(t) u(s(t), t) at + s(T) s o (4.13) 
u (o, t)d  I c + cs(r). (4.14) 
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Proof. 
- -  - -  au~ dx at - aua- (s ( t ) ,  t )  dt 
~0 ~0 
= u t dx dt -/ ~(t) dt 
~0 
fTO d l~sit) \ T f = (Jo ' ( ' ) * ( ' ) '  ') + s( )-so Q 
Carrying out the t-integration in the first term on the right, we obtain (4.13); 
(4.14) follows from this, the monotonicity of s, and the bound (2.2) on u. | 
Proof of Theorem 4.1. 
(1) Let us first prove (4.7) assuming 
a > b; (4.15) 
as noted above the opposite case (see (2) below) entails quite different arguments. 
We introduce the auxiliary function 
v(x, t) ~ f(O) e -~/ab d~, x >/O, t >/O. (4.16) 
It is not difficult to cheek by explicit calculation that 
va(x, t) -~ bv,~(x, t), 
~(o, t) - f (o )  > o, t > o; 
v~ ~ O, v~ ~> O, 
We now may calculate that 
x>0,  t>O,  (4.17) 
v( . ,  o) = o, x > o (4.1s) 
x>O,  t>O.  (4.19) 
di 4 Iv -- u]2+ dx dt = 2 [v -- u]+ (b% -- 7u~)~ dx dt 
(where y = y(x, t) is defined to be a for x < s(t), b for x > s(t)) 
<~ 2 ~ fo [v- -u]+(Y%--Yu' )~dxdt  
since v~m ~> O, a > b 
f~fo" u~ 
= - 2 ~,([v - ]÷L dx at 
+ 2(a - -b )  fo r [v(s(t), t) -- u(s(t), t)]+ %(s(t), t) dr. 
386 EVANS AND FR IEDMAN 
According to (4.15) and (4.19) the last term is nonpositive. Since u >/v for 
t = 0, this calculation implies 
that is, 
fo [V(x, T) -- u(x, T)]~ dx = 0 for each T />0;  
u(x, t) > ~(x, t), x > o, t>  o. (4.20) 
Next, let us calculate 
T co T : 
= --2 Ji fo 7(u*)=- 2 fo f(t)au.(O, t)dr. 
Therefore 
fo ~° u(x, T) 2 dx <~ f f  Uo(X)" dx + C [ f r  o u.(O, t)at [ <~ C q- Cs(T) (4.21) 
by assumption (iii), (4.10), and Lemma 4.5. Using (4.20) to estimate from 
below the left hand side of (4.21) we discover that 
--CT"2f;(ff e-"/'°dg)~dz=CT" ~. 
This proves the left hand part of inequality (4.7). 
To obtain an estimate on s(T) from above we introduce a new auxiliary 
function w(x, t) solving 
u,(x, t) = bw~x(x, t), x > 0, t > 0 
w(x, 0) = 0, x > 0 
w(O, t) = f(t), t > O. 
We have w x ~. 0, w0ex >/0; and so, as before, 
u(x, t) > ~(x, t), x > o, t > 0,. 
so that 
u.(0, t) > w~(0, t), t > 0. 
(4.22) 
(4.23) 
(4.24) 
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Now by the Green's formula representation, w has the form 
for 
Then for x > 0, t > 0 
L 
~ 
w(x, t) -~  f (s) G~(x, t -- s) ds  
G(x, t) 7-- e-~/"l(4zrt) li2. 
tf(s) ~(x ,  t) = fo f (O  O=(x,~ - s) a, = - fo  O,(x, t - ,) a, 
c c 
>~ - -  t-f7 ff + f ' ( s )  G(x,  t - -  s) ds >/ t l /2 .  
Hence (4.24) implies 
C 
0 >~ u~(0, t) >~ w~(0, t) >~ tl/~ 
and so 
[ f: u.(O, t) at { <~ CT.~. (4.25) 
Now let us calculate, for each integer n ~ 1, 
ff•(t) u(~(t), t)" at 
- ~ fo  n ~- 1 (.(s(t), t)"% at 
n ~1 fro fo ~"' (u(x, t)~+x)~ dx - -n  ~1 fro (u(O, t)~+l), dt 
~.~--anf;~oS(°un-luz'dxd,--af:fo'(t)unuzcdxdt -~cnrl/, 
by (4.25), 
<. ~ 1 ( ["" (..+~), <l,, d, + c . r , , '  
n + 1 *o "o 
n+l  d-i. o 
l T 
+ ~ fo ~(t) u(s(t), t) n+l dt @ CnT1/2; 
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hence 
f:a,(,(t), t). dt 
Cn 4- CnT 1/2 ÷ ~ ~(t) u(s(l), t) n+l dt 
Now choose N ~ Nf]IL~ ; then 
u(s(t), t) ~ N 
and therefore (4.26) implies 
that is, 
for n = 1,2,3, . . . .  
(4.26) 
r N r 
fo ~(s(t), t)~ dt <~ C,~ ÷ C~TI/~ + ~ ~o f ~(t) u(s(t), t)~ at, 
f :  ~(t) u(s(t), t) z~ at <~ c + CT 1/2. 
We may now iterate estimate (4.26) for n = 1, 2,..,  N -  1 and then use the 
preceding inequality to obtain 
ffo~(t) u(s(t),t) ~ + dt C CTI/2. 
Finally this estimate, (4.25), and the identity (4.13) give 
fo s(T) ~ C --  a u~(O, t) dt ÷ g(t) u(s(t), t) dt < C -}- CT ~/2. 
This completes the proof of (4.7) for the case a > b. 
(2) We now assume 
b>a (4.27) 
and again consider explicit solutions v of vt = by,z, this time to lie above u. 
We first note by our assumption (i) and the smoothness of u 0 that there 
exist ~7, E > 0 such that 
(Uo(X))~ <~ --E < O, 0 <~ x <~ ~1 (4.28) 
Uo(X ) <~ f(O) -- E~I =~ C1 for x >~ ~. (4.29) 
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Now define for each T > 0 the auxiliary functions 
Vr(X, t) - (21 + ( f (T )  --  C1) foo e -~/~b d~, 
(~'b) 1t2 x/¢t+~)ll~ 
where a > 0 is to be selected. A direct calculation shows 
vt = b%, ,  v~ <~ O, v~, >~ O, 
v(0, t) = f(T),  
v~(o, t) = -c t ( t  + ~)~/~ for 
Now we claim that for a sufficiently large, 
Indeed, 
and 
x > 0, t > 0, 
t>0,  C>0.  
v(x, o) > Uo(X), x > o. 
v(O, O) ~- f (T )  /> f(0) = Uo(0), 
(v(x, O) -  uo(x))~ = --Ce-X~lb/oY 2 - (Uo)~ 
>~ --Ce-~/b/~ 1/2 ÷ e > 0 
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(4.30) 
(4.31) 
(4.32) 
(4.33) 
for 0 ~ x ~ 7, by (4.28). For x ~> 7, we have v(x, O) ~- C 1 >~ u0(x ) by (4.29). 
This proves (4.33). 
By a comparison argument like that in the preceding section (but now using 
(4.27)) we conclude from (4.30), (4.31), (4.33) that 
v(x, t) > u(x, t), 0 <~ t <~ T, x > O. 
Since v(x, T) -- f (T )  -~ u(x, T), we have 
Zlx(O , T )  ~ vx(O , T )  = - -C / (T - -~ cx) 1/2 -~ 0, 
By Lemma 4.5, therefore, 
C + Cs(T) >/ - -a us(O , t) dt >/ - -C  dt/(t @ (X) 1/2 ) CT 1/2 - -  C. 
This proves the left hand part of (4.7) for the ease b > a. 
The other estimate is somewhat more difficult. For this we calculate an 
"energy" inequality similar to that in [1] and [2]: 
f :  d [fo ® tTu~ 2dx] dt = f :  t,(t)[au~-(s(,), t) 2 - bu~+(s(t), t)) 2] dt 
T oo T co 
÷ 2fo fo tY"~u**dxdt+fofor"~=dxdt" 
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We now integrate by parts in x in the second term on the right and simplify 
the boundary terms along s in the standard manner. This yields (after the 
omission of various terms of known sign) 
fft~[aux-(s(t), t) 2 -- bu~+(s(t), t) 2] doe 
7u~ ~ dx dt -- cu~( O, t ) f ' ( t ) t dt. 
By (4.6) the left hand side above is 
the coefficient of which is positive according to (4.27). On the other hand the 
calculation leading to (4.21) shows 
u~ 2 dx dt ~ - -C  u~(O, t) dt + C. 
Hence by Lemma 4.5 and assumption (ii) 
f f  t~3(t) dt ~ -k Cs(T). (4.34) C 
Therefore 
r ((r  at ~/3 
s(T)-~ fo ~(t)dt ~ ( f f  ~a(t) t dt) '/3 \Jo t--i~-! 
<~ (c + s(T))l/~ (T1/~)2/~; 
this proves the right hand part of (4.7) and completes the proof of Theorem 4. I. | 
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