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Abstract
As one of the most popular linear subspace learning methods, the
Linear Discriminant Analysis (LDA) method has been widely studied
in machine learning community and applied to many scientific appli-
cations. Traditional LDA minimizes the ratio of squared `2-norms,
which is sensitive to outliers. In recent research, many `1-norm based
robust Principle Component Analysis methods were proposed to im-
prove the robustness to outliers. However, due to the difficulty of
`1-norm ratio optimization, so far there is no existing work to utilize
sparsity-inducing norms for LDA objective. In this paper, we propose
a novel robust linear discriminant analysis method based on the `1,2-
norm ratio minimization. Minimizing the `1,2-norm ratio is a much
more challenging problem than the traditional methods, and there is
no existing optimization algorithm to solve such non-smooth terms
ratio problem. We derive a new efficient algorithm to solve this chal-
lenging problem, and provide a theoretical analysis on the convergence
of our algorithm. The proposed algorithm is easy to implement, and
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converges fast in practice. Extensive experiments on both synthetic
data and nine real benchmark data sets show the effectiveness of the
proposed robust LDA method.
1 Introduction
As an important machine learning technique, Fisher linear discriminant anal-
ysis (LDA) has been successfully applied to many scientific applications in the
past few years. As a subspace analysis approach to learn the low-dimensional
structure of high-dimensional data, LDA seeks for a set of vectors that max-
imize Fisher Discriminant Criterion. LDA is designed to find a projection
maximizing the class separation in a lower dimension space, i.e. it simulta-
neously minimizes the within-class scatter and maximizes the between-class
scatter in the projective feature vector space.
The traditional LDA uses the ratio-trace objective and has closed form
solution as an eigenvalue problem. However, its solution requires the in-
version of the within-class scatter matrix. Hence, a singular within-class
scatter matrix results in an ill-conditioned LDA formulation. It is common
to encounter rank-deficient within-class scatter matrices for high-dimensional
feature spaces or for feature spaces that have highly correlated features, such
as classifications for image/video, gene expression. Usually the Principal
Component Analysis (PCA) is employed as pre-processing step to discard
the null space of the overall scatter matrix before the LDA is used. To solve
the null space problem, many variations of LDA methods have been proposed
[1, 2, 3, 4, 5, 6, 7, 8] in machine learning communities. More recently, the
trace-ratio LDA objective has been studied and shown with promising results
[9, 10, 11]. Although the trace-ratio objective is more difficult to optimize
than the ratio-trace LDA objective, it can naturally avoid the singularity
problem of scatter matrix. Our work focuses on the trace-ratio objective.
It is well known that the traditional PCA and LDA use the least squares
estimation objectives (based on squared `2-norm), which are prone to the
presence of outliers, because the squared large errors can dominate the sum.
From a statistical point of view [12], the robustness of a method is defined
as the property of being insensitive to outliers. For example, in Fig. (1), we
plot two groups of data sampled from two different Gaussian distributions
with a few of outliers. The projection directions obtained by LDA and robust
LDA (will be introduced later in this paper) are calculated and visualized.
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Although we only have a small number of outlier data points (three outliers in
each group), the projection direction of LDA (green line) has been deviated
a lot from the optimal one (such as the projection direction of the proposed
robust LDA – purple line) that can separate the non-outlier data points under
the projection.
In literature, several LDA methods [13, 14, 15, 16] were proposed to
improve the robustness of projection subspaces by using data re-sampling
and subspace searching ways. In [14], the authors assume the class means
and class covariances of data are uncertain in the binary class case, and
try to find an optimal projection for the worst-case means and covariances
without directly handling outliers. However, all these methods didn’t re-
place the traditional LDA objectives by the new robust formulation, hence
they didn’t solve the objective function deficiency of sensitivity to outliers.
It is well-known in machine learning community, to fundamentally improve
the robustness of methods, the squared `2-norm in loss functions should be
changed to the correct sparsity-inducing norms. Based on this idea, many
previous works have been done to improve the robustness of PCA via using
the sparsity-inducing norms in the objectives [17, 18, 19, 20, 21, 22, 23].
Although there exist some methods using the `1-norm to improve the
robustness of LDA [24, 25, 26, 25], but it is very difficult to solve the opti-
mization problems brought by the `1-norm based objectives. Wherein, sev-
eral existing `1-norm based LDA algorithm [27] calculate the projections
one by one, which is time-consuming. Because all LDA objectives (either
ratio or subtraction) have to simultaneously minimize the within-class scat-
ter and maximize the between-class scatter, all current optimization meth-
ods in sparse learning, such as Gradient Projection, Homotopy, Iterative
Shrinkage-Thresholding, Proximal Gradient, and Augmented Lagrange Mul-
tiplier methods, cannot be utilized to solve the `1-norm based LDA objec-
tives.
In this paper, we propose a new robust LDA formulation that utilizes the
`1,2-norm in the objective to directly improve the robustness of LDA. Our
new robust LDA objective imposes the `1-norm between data points and the
`2-norm between features. The `1-norm reduces the effect of outliers in the
objective. Thus, the robustness of LDA is improved. The existing optimiza-
tion algorithms cannot be applied to solve our objective. We derive a novel
and efficient algorithm with rigorous theoretical analysis. In our extensive
experiments, the new robust LDA outperforms other state-of-the-art related
methods on the benchmark data sets with different levels of outliers.
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Figure 1: Two groups of data points sampled from two different Gaussian
distributions are plotted with a few of outlier points. The projection direc-
tions obtained by traditional LDA and proposed robust LDA (rLDA) are
calculated and visualized.
Notation. Given a matrix X ∈ Rd×n, its i-th column are denoted as
xi. The `p-norm of a vector v ∈ Rn is defined as ||v||p = (
∑n
i=1 |vi|p)
1
p . The
`1,2-norm of matrix X is defined as ||X||1,2 =
∑
j ‖xj‖2. The identity matrix
is denoted by I, the trace operator of matrix is denoted by Tr(·).
2 A New Robust Formulation of Linear Dis-
criminant Analysis
Given the training dataX = [x1, · · · , xn] ∈ Rd×n, we denoteXi = [xi1, · · · , xini ] ∈
Rd×ni(1 ≤ i ≤ c) as the matrix of data belonging to the i-th class and can
write X = [X1, · · · , Xc] ∈ Rd×n. LDA learns a projection matrix W ∈ Rd×m
from training data points by minimizing the distances of data points within
the same class and maximizing the distances of data points between different
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classes simultaneously:
max
WTW=I
c∑
i=1
∥∥W T (µi − µ)∥∥22
c∑
i=1
ni∑
j=1
∥∥W T (xij − µi)∥∥22 , (1)
where µi =
∑ni
j=1 x
i
j is the mean of data points in class i, and µ =
∑n
i=1 xi
is the mean of all training data points. Eq. (1) can be written as the matrix
form as
max
WTW=I
Tr(W TSbW )
Tr(W TSwW )
, (2)
where Sw and Sb are the within-class scatter matrix and between-class scatter
matrix, and defined as follows:
Sw =
c∑
i=1
ni∑
j=1
(xij − µi)(xij − µi)T , (3)
Sb =
c∑
i=1
ni(µi − µ)(µi − µ)T . (4)
The trace-ratio problem in Eq. (2) is somewhat difficult to be solved,
traditional LDA turns to solve the following simpler ratio-trace problem:
max
WTW=I
Tr
(
W TSbW
W TSwW
)
. (5)
where A
B
denotes B−1A for simplicity.
The problem in Eq. (5) has a closed form solution, i.e., the m eigenvectors
of S−1w Sb corresponding to the m largest eigenvalues. Because of the rank defi-
ciency problem of within-class scatter matrix Sw for high-dimensional feature
spaces or for feature spaces that have highly correlated features, researchers
usually use the pseudo inverse S+wSb or discard the null space by other sub-
space method (e.g. PCA) first. However, this problem doesn’t exist in the
trace-ratio LDA objective defined in Eq. (2). Recently, several efficient iter-
ative algorithms were proposed to directly solve the problem in Eq. (2), and
have shown promising performance compared to traditional LDA [10, 11].
Thus, in this paper, we focus on the trace-ratio problem as Eq. (2).
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The objective function in Eq. (2) uses the squared `2-norms. It is widely
recognized that the objective using squared `2-norm is sensitive to the out-
liers. In recent sparse learning and compressive sensing techniques, the `1-
norm has been widely studied and applied to replace the squared `2-norm in
many traditional methods, such as PCA [17, 18, 19, 20, 21, 22]. However, the
robust formulation of LDA is not straightforward and is difficult to optimize.
So far, there is no principled `1-norm based LDA method.
In general, when the objective is to minimize the data distance or error
loss, the `1-norm objective is more robust than the squared `2-norm objective.
Therefore, to impose the robustness on LDA, it is better to reformulate
Eq. (2) as a distance minimization objective.
Using the total scatter matrix St =
n∑
i=1
(xi − µ)(xi − µ)T , and with the
relationship St = Sw + Sb, Eq. (2) is equivalent to:
min
WTW=I
Tr(W TSwW )
Tr(W TStW )
, (6)
which can be written as:
min
WTW=I
c∑
i=1
ni∑
j=1
∥∥W T (xij − µi)∥∥22
n∑
i=1
‖W T (xi − µ)‖22
. (7)
Without loss of generality, we assume the data are centered, that is, µ = 0.
The problem in Eq. (7) can be simplified as:
min
WTW=I
c∑
i=1
ni∑
j=1
∥∥W T (xij − µi)∥∥22
n∑
i=1
‖W Txi‖22
. (8)
Now we still cannot simply replace the squared `2-norm terms by `1-
norm terms in Eq. (7) or Eq. (8) to improve the robustness. Although the
numerator of Eq. (8) minimizes the projection distance, the denominator of
Eq. (8) still maximizes the projection distance. Thus, we have to reformulate
the denominator of Eq. (8). Notice the constraint W TW = I in the problem,
so
n∑
i=1
∥∥W Txi∥∥22 = n∑
i=1
‖xi‖22 −
n∑
i=1
∥∥xi −WW Txi∥∥22, (9)
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and Eq. (8) is equivalent to the following problem:
min
WTW=I
c∑
i=1
ni∑
j=1
∥∥W T (xij − µi)∥∥22
n∑
i=1
‖xi‖22 −
n∑
i=1
‖xi −WW Txi‖22
. (10)
Note that given the training data,
∑n
i=1 ‖xi‖22 is a constant.
∑n
i=1
∥∥xi −WW Txi∥∥22
is the reconstruction error. Eq. (10) minimizes the projection distance in the
numerator, and minimizes reconstruction error in the denominator. Thus,
we can replace the squared `2-norms in both of them by `1,2-norms. To be
consistent, we also replace the norm in
∑n
i=1 ‖xi‖22. Because we want to re-
duce the effect of data outliers (not features) in LDA calculation, instead
of using `1-norm in objective, we use the `1,2-norm, which was also used for
robust principal component analysis [20, 23]. Such `1,2-norm improves the
robustness via using the `1-norm between data points. The effects of out-
liers are reduced by the `1-norm. Thus, we propose to solve the following
optimization problem:
min
WTW=I
c∑
i=1
ni∑
j=1
∥∥W T (xij − µi)∥∥2
n∑
i=1
‖xi‖2 −
n∑
i=1
‖xi −WW Txi‖2
, (11)
which can be written as the matrix form as:
min
WTW=I
c∑
i=1
∥∥W T (Xi − µi1Ti )∥∥1,2
‖X‖1,2 − ‖X −WW TX‖1,2
. (12)
where 1i is a ni-dimensional vector with all elements as 1.
Further, note that µi =
∑ni
j=1 x
i
j is the optimal mean under the squared
`2-norm, but is not the optimal mean under the `1,2-norm. Therefore, in this
paper, we also optimize the mean µi|ci=1 for each class. The optimization
problem (12) becomes:
min
WTW=I,µi|ci=1
c∑
i=1
∥∥W T (Xi − µi1Ti )∥∥1,2
‖X‖1,2 − ‖X −WW TX‖1,2
. (13)
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Algorithm 1 The algorithm to solve the problem (14).
Initialize v ∈ C.
repeat
1. Calculate λ = f(v)
g(v)
.
2. Update v by solving the following problem:
v = arg min
v∈C
f(v)− λg(v) (15)
until Converges
Note that the `1,2-norm is not a smooth function and the problem in
Eq. (13) is highly non-convex. It is mentioned before that minimizing the ra-
tio of the smooth squared `2-norm function in Eq. (7) is not an easy problem,
thus solving the problem in Eq. (13) is much more challenging. Because we
should minimize the ratio of the non-smooth `1,2-norm function, the existing
`1 minimization algorithms, such as Gradient Projection, Homotopy, Itera-
tive Shrinkage-Thresholding, Proximal Gradient, and Augmented Lagrange
Multiplier methods, cannot work here. To solve this difficult problem, in
next section, we will propose a novel and efficient algorithm to optimize the
ratio of `1,2-norm formulations. Meanwhile, the convergence of our algorithm
is theoretically guaranteed.
3 Optimization Algorithm
3.1 Algorithm to A General Problem
Before solving the problem in Eq. (13), let’s consider a more general problem
as follows:
min
v∈C
f(v)
g(v)
, (14)
We suppose the problem (14) is lower bounded. The algorithm to solve
Eq.(14) is described in Algorithm 1. In the following we will prove the
algorithm converges to the globally optimal solution to the problem (14),
and the convergence rate is quadratic.
Theorem 1. Algorithm 1 decreases the objective value of the problem (14)
in each iteration.
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Proof. In each iteration of Algorithm 1, suppose the updated v in step 2 is
v˜. Then we have f(v˜)−λg(v˜) ≤ f(v)−λg(v). According to step 1, we know
f(v)− λg(v) = 0. Thus f(v˜)− λg(v˜) ≤ 0, which indicates f(v˜)
g(v˜)
≤ λ = f(v)
g(v)
as
g(v˜) ≥ 0.
Since the problem (14) is lower bounded, the Algorithm 1 will converge
according to Theorem 1. The following two theorems reveal that the Algo-
rithm 1 will converge to the globally optimal solution with quadratic conver-
gence rate.
Theorem 2. The converged v in Algorithm 1 is the globally optimal solution
to the problem (14).
Proof. Suppose v∗ is the converged solution v in Algorithm 1, and λ∗ is the
converged objective value. According to step 1, the following holds:
f(v∗)
g(v∗)
= λ∗. (16)
Thus according to step 2, we have, ∀ v ∈ C,
f(v)− λ∗g(v) ≥ f(v∗)− λ∗g(v∗) = 0. (17)
Note that g(v) ≥ 0, Eq.(17) means ∀ v ∈ C, f(v)
g(v)
≥ λ∗. That is to say,
f(v∗)
g(v∗)
= λ∗ = min
v∈C
f(v)
g(v)
. (18)
So v∗ is the globally optimal solution to the problem (14).
Theorem 3. The convergence rate of Algorithm 1 is quadratic.
Proof. Define a function as follows:
h(λ) = min
v∈C
f(v)− λg(v). (19)
According to Algorithm 1 we know, the converged λ∗ is the root of h(λ), that
is, h(λ∗) = 0.
In each iteration of Algorithm 1, suppose the updated v is v˜ in step 2.
According to step 2, h(λ) = f(v˜)− λg(v˜). Thus h′(λ) = −g(v˜).
In Newton’s method, the updated solution should be λ˜ = λ − h(λ)
h′(λ) =
λ − f(v˜)−λg(v˜)−g(v˜) = f(v˜)g(v˜) , which is exactly the step 1 in the next iteration in
Algorithm 1. Namely, Algorithm 1 is a Newton’s method to find the root of
function h(λ), and thus the convergence rate is quadratic.
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Theorem 3 indicates that Algorithm 1 converges very fast, i.e., the dif-
ference between the current objective value and the optimal objective value
is smaller than 1
c2t
(c > 1 is a certain constant) at the t-th iteration.
From the above analysis we know, if we can find the globally optimal
solution to the problem (15) in step 2 of Algorithm 1, we can find the globally
optimal solution to the problem (14) by Algorithm 1. In some cases, it is
difficult to find the globally optimal solution to the problem (15).
Before analyzing the property of Algorithm 1 in these cases, let’s recall
the method of Lagrange multipliers for the following constrained problem:
min
v∈C
f(v). (20)
First, suppose the constraint v ∈ C can be written as p(v) ≤ 0 and q(v) = 0,
where p(v) and q(v) are vector output function to encode multiple con-
straints. Thus the problem (20) is equivalent to
min
v
max
α≥0,β
f(v) + αTp(v) + βT q(v), (21)
and the Lagrange function of problem (20) is defined as L(v, α, β) = f(v) +
αTp(v) + βT q(v), where (α, β) is called the Lagrange multipliers. The nec-
essary condition for v being an optimal solution to the problem (20) is that,
there exists a (α, β) such that (v, α, β) is a stationary point to the Lagrange
function L(v, α, β).
Theorem 4. If the updated v in step 2 of Algorithm 1 is a stationary point
of the problem (15), the converged solution in Algorithm 1 is a stationary
point of problem (14).
Proof. The Lagrange function of problem (15) is
L1(v, α1, β1) = f(v)− λg(v) + αT1 p(v) + βT1 q(v). (22)
Suppose the converged solution in Algorithm 1 is v∗. If v∗ is a stationary
point of the problem (15), we have
f ′(v∗)− f(v
∗)
g(v∗)
g′(v∗) + αT1 p
′(v∗) + βT1 q
′(v∗) = 0, (23)
which can be written as
g(v∗)f ′(v∗)− f(v∗)g′(v∗)
g2(v∗)
+
αT1
g(v∗)
p′(v∗) +
βT1
g(v∗)
q′(v∗) = 0.
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Algorithm 2 An efficient iterative algorithm to solve the rLDA optimization
problem (13).
Input: X = [x1, x2, · · · , xn] = [X1, X2, · · · , Xc] ∈ Rd×n, where Xi =
[xi1, x
i
2, · · · , xini ] ∈ Rd×ni(1 ≤ i ≤ c) is the data matrix belongs to the i-th
class, X is a centered data matrix with zero mean.
Output: The projection matrix W ∈ Rd×m.
Initialize W ∈ Rd×m such that W TW = I.
Initialize µi =
∑ni
j=1 x
i
j for each i.
repeat
1. Calculate λ =
c∑
i=1
‖WT (Xi−µi1Ti )‖1,2
‖X‖1,2−‖X−WWTX‖1,2 .
2. Calculate the diagonal matrix Di(1 ≤ i ≤ c) ∈ Rni×ni , where the
j-th diagonal element is 1
2‖WT (xij−µi)‖2 .
3. Calculate the diagonal matrix D ∈ Rn×n, where the i-th diagonal
element is 1
2‖xi−WWT xi‖2 .
4. Calculate the matrix A by
A =
c∑
i=1
Xi(Di − 11Ti Di1iDi1i1
T
i Di)X
T
i − λXDXT .
5. Update µi(1 ≤ i ≤ c) by µi = 11Ti Di1iXiDi1i.
Update W by W = minWTW=I Tr(W
TAW ), i.e., W is formed by the m
eigenvectors of A corresponding to the m smallest eigenvalues.
until Converges
Let α2 =
α1
g(v∗) and β2 =
β1
g(v∗) , then we have(
f(v)
g(v)
)′∣∣∣∣
v=v∗
+ αT2 p
′(v∗) + βT2 q
′(v∗) = 0. (24)
Note that α1 ≥ 0 and g(v∗) ≥ 0, so α2 ≥ 0. Therefore, v∗ is a stationary
point to the Lagrange function of problem (14) as follows:
L2(v, α2, β2) = f(v)
g(v)
+ αT2 p(v) + β
T
2 q(v), (25)
which completes the proof.
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3.2 Algorithm to the robust LDA problem (13)
In order to solve the robust LDA problem (13), we need to solve the following
problem according to the Algorithm 1:
min
WTW=I,µi|ci=1
c∑
i=1
∥∥W T (Xi − µi1Ti )∥∥1,2
−λ
(
‖X‖1,2 −
∥∥X −WW TX∥∥
1,2
)
,
(26)
which is equivalent to
min
WTW=I,µi|ci=1
c∑
i=1
∥∥W T (Xi − µi1Ti )∥∥1,2
+λ
∥∥X −WW TX∥∥
1,2
.
(27)
Using the re-weighted method as shown in [28, 23], we can iteratively solve
the following problem to obtain a stationary point to the problem (27):
min
WTW=I,µi|ci=1
c∑
i=1
Tr(W T (Xi − µi1Ti )Di(Xi − µi1Ti )TW )
+λTr((X −WW TX)D(X −WW TX)T ),
where Di(1 ≤ i ≤ c) is a diagonal matrix with the j-th diagonal element as
1
2‖WT (xij−µi)‖2 , and D is a diagonal matrix with the the i-th diagonal element
as 1
2‖xi−WWT xi‖2
1. The above problem is equivalent to
min
WTW=I,
µi|ci=1
c∑
i=1
Tr(W T (Xi − µi1Ti )Di(Xi − µi1Ti )TW )
−λTr(W TXDXTW ).
(28)
The problem (28) can be solved with closed form solution. For each i, by
taking the derivative of Eq.(28) w.r.t. µi to zero, we have
µi =
1
1Ti Di1i
XiDi1i. (29)
1In practice[28], 12‖v‖2 can be calculated as
1
2
√
‖v‖22+ε
(ε→ 0), and the derived algorithm
is to minimize
√
‖v‖22 + ε instead of ‖v‖2.
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By replacing the µi in Eq.(28) with Eq.(29), the problem (28) becomes
min
WTW=I
Tr(W TAW ), (30)
where A =
c∑
i=1
Xi(Di − 11Ti Di1iDi1i1
T
i Di)X
T
i −λXDXT . The optimal solution
W to the problem (30) is formed by the eigenvectors of A corresponding to
the smallest eigenvalues.
Based on Algorithm 1, we propose an algorithm to solve the robust LDA
problem (13), which is described in Algorithm 2. From Algorithm 2, we
can see that our algorithm can be easily implemented without using any
other additional optimization toolbox. We will prove that the algorithm
decreases the objective value in each iteration and thus the convergence is
guaranteed. The algorithm has closed form solution in each iteration, and
the algorithm converges very fast. In our extensive empirical studies on nine
benchmark data sets, the algorithm always converges within 20 iterations
(convergence criterion: the objective function value difference between two
iterations less than 10−6). More importantly, according to Theorem 4, the
converged solution is a stationary point of problem (13) since we find a
stationary point of problem (27) in each iteration of the algorithm. Therefore,
the quality of the solution found by Algorithm 2 is theoretically guaranteed.
3.3 Convergence Analysis of Algorithm 2
To prove the convergence of the above algorithm, we first prove two lemmas.
Lemma 1. For any column-orthogonal matrix W such that W TW = I, we
have the following inequality:
‖X‖1,2 −
∥∥X −WW TX∥∥
1,2
≥ 0.
Proof. For every xi, according to W
TW = I, we have
‖xi‖22 −
∥∥xi −WW Txi∥∥22 = Tr(W TxixTi W ) ≥ 0.
So we have
n∑
i=1
(‖xi‖2 − ∥∥xi −WW Txi∥∥2) ≥ 0. That is to say, ‖X‖1,2 −∥∥X −WW TX∥∥
1,2
≥ 0.
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Lemma 2. For any vectors vi and v˜i, we have:∑
i
‖v˜i‖22
2 ‖vi‖2
≤
∑
i
‖vi‖22
2 ‖vi‖2
⇒
∑
i
‖v˜i‖2 ≤
∑
i
‖vi‖2.
Proof. Obviously, for every i we have − (‖v˜i‖2 − ‖vi‖2)2 ≤ 0, which indicates
‖v˜i‖2 − ‖vi‖2 ≤ ‖v˜i‖
2
2
2‖vi‖2 −
‖vi‖22
2‖vi‖2 for every i, and thus
∑
i ‖v˜i‖2 −
∑
i ‖vi‖2 ≤∑
i
‖v˜i‖22
2‖vi‖2 −
∑
i
‖vi‖22
2‖vi‖2 . Then if
∑
i
‖v˜i‖22
2‖vi‖2 ≤
∑
i
‖vi‖22
2‖vi‖2 , we have
∑
i ‖v˜i‖2 −∑
i ‖vi‖2 ≤ 0, which completes the proof.
Now we prove the main result as the following theorem:
Theorem 5. The Algorithm 2 decreases the objective value of problem (13)
in each iteration until converges.
Proof. In each iteration of Algorithm 2, suppose the updated W and µi(1 ≤
i ≤ c) in step 5 are W˜ and µ˜i(1 ≤ i ≤ c), respectively. According to the
analysis in Section 3.2, we know W˜ , µ˜i(1 ≤ i ≤ c) is the optimal solution to
the problem (28). So we have
c∑
i=1
Tr(W˜ T (Xi − µ˜i1Ti )Di(Xi − µ˜i1Ti )T W˜ )
− λTr(W˜ TXDXT W˜ )
≤
c∑
i=1
Tr(W T (Xi − µi1Ti )Di(Xi − µi1Ti )TW )
− λTr(W TXDXTW ).
Note that the following equality holds: Tr(W TXDXTW ) = Tr(XDXT ) −
14
Tr((X −WW TX)D(X −WW TX)T ). Then we have
c∑
i=1
Tr(W˜ T (Xi − µ˜i1Ti )Di(Xi − µ˜i1Ti )T W˜ )
+ λTr((X − W˜W˜ TX)D(X − W˜W˜ TX)T )
≤
c∑
i=1
Tr(W T (Xi − µi1Ti )Di(Xi − µi1Ti )TW )
+ λTr((X −WW TX)D(X −WW TX)T )
⇒
c∑
i=1
ni∑
j=1
∥∥∥W˜ T (xij − µ˜i)∥∥∥2
2
2
∥∥W T (xij − µi)∥∥2 +
n∑
j=1
∥∥∥λ(xj − W˜W˜ Txj)∥∥∥2
2
2 ‖λ(xj −WW Txj)‖2
≤
c∑
i=1
ni∑
j=1
∥∥W T (xij − µi)∥∥22
2
∥∥W T (xij − µi)∥∥2 +
n∑
j=1
∥∥λ(xj −WW Txj)∥∥22
2 ‖λ(xj −WW Txj)‖2
.
According to Lemma 2, we have the following inequalities:
c∑
i=1
ni∑
j=1
∥∥∥W˜ T (xij − µ˜i)∥∥∥
2
+
n∑
j=1
∥∥∥λ(xj − W˜W˜ Txj)∥∥∥
2
≤
c∑
i=1
ni∑
j=1
∥∥W T (xij − µi)∥∥2 + n∑
j=1
∥∥λ(xj −WW Txj)∥∥2
⇒
c∑
i=1
∥∥∥W˜ T (Xi − µ˜i1Ti )∥∥∥
1,2
+ λ
∥∥∥X − W˜W˜ TX∥∥∥
1,2
≤
c∑
i=1
∥∥W T (Xi − µi1Ti )∥∥1,2 + λ∥∥X −WW TX∥∥1,2 ,
which is equivalent to
c∑
i=1
∥∥∥W˜ T (Xi − µ˜i1Ti )∥∥∥
1,2
+
λ
∥∥∥X − W˜W˜ TX∥∥∥
1,2
− λ ‖X‖1,2
≤
c∑
i=1
∥∥W T (Xi − µi1Ti )∥∥1,2+
λ
∥∥X −WW TX∥∥
1,2
− λ ‖X‖1,2 . (31)
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According to step 1 in Algorithm 2, we know that
λ =
c∑
i=1
∥∥W T (Xi − µi1Ti )∥∥1,2
‖X‖1,2 − ‖X −WW TX‖1,2
, (32)
which indicates that
c∑
i=1
∥∥W T (Xi − µi1Ti )∥∥1,2
+λ
∥∥X −WW TX∥∥
1,2
− λ ‖X‖1,2 = 0.
(33)
According to Eq. (31) and Eq. (33), we arrive at
c∑
i=1
∥∥∥W˜ T (Xi − µ˜i1Ti )∥∥∥
1,2
+λ
∥∥∥X − W˜W˜ TX∥∥∥
1,2
− λ ‖X‖1,2 ≤ 0.
(34)
Note that ‖X‖1,2−
∥∥∥X − W˜W˜ TX∥∥∥
1,2
≥ 0 according to Lemma 1, So Eq. (34)
results in the following inequality:
c∑
i=1
∥∥∥W˜ T (Xi − µ˜i1Ti )∥∥∥
1,2
‖X‖1,2 −
∥∥∥X − W˜W˜ TX∥∥∥
1,2
≤ λ. (35)
Based on Eq. (32) and Eq. (35), we arrive at
c∑
i=1
∥∥∥W˜ T (Xi − µ˜i1Ti )∥∥∥
1,2
‖X‖1,2 −
∥∥∥X − W˜W˜ TX∥∥∥
1,2
≤
c∑
i=1
∥∥W T (Xi − µi1Ti )∥∥1,2
‖X‖1,2 − ‖X −WW TX‖1,2
. (36)
Note that the equalities in the above equations hold only when the algorithm
converges. Therefore, the Algorithm 2 will decrease the objective value in
each iteration until the algorithm converges.
On the other hand, the denominator in Eq. (13) is not smaller than 0
according to Lemma 1, thus the problem (13) has a lower bound 0. Therefore,
Algorithm 2 will converge.
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3.4 Computational Complexity Analysis of Algorithm
2
The main computational burden of Algorithm 2 is from step 4 and step 5.
Calculating A costs O(d2n), and calculating Wt+1 costs O(d
3). Therefore, the
computational complexity of Algorithm 2 is O(d2pT ), where p = max(d, n)
and T is the iteration number. Note that the computational complexity is the
same as that of the trace-ratio LDA method [11], thus the proposed algorithm
does not increase computational burden while improving robustness of the
trace-ratio LDA method. In practice, we find that the proposed algorithm
always converges within 5-20 iterations.
4 Experimental Results
In this section, we will evaluate the proposed Robust Linear Discriminant
Analysis (rLDA) method by nine benchmark data sets, and compared it
with the state-of-the-art methods.
4.1 Demonstration Using Synthetic Data
First, we use a synthetic data to verify the effectiveness of our rLDA method.
The toy data include data sampled from two different Gaussian distributions,
and also include a few data that are not sampled from the two distribution
and acted as noise data. The projection direction found by LDA and our
rLDA are drawn in Fig. (1). It is known that LDA is optimal if the data
of classes come from Gaussian distributions with a single shared covariance.
From the result of Fig. (1), we can see that LDA can not find the optimal
direction when there exist noise data in the data, which is consistent with the
analysis in the paper that LDA is sensitive to outliers. The result in Fig. (1)
shows that the proposed rLDA can find the optimal direction in this noise
case, which indicates that the proposed rLDA is more robust to outliers than
traditional LDA.
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Table 1: Data sets used in our experiments.
Data set Number Dimension Classes
Vehicle 946 18 4
Dermatology 366 34 6
Coil-20 1440 1024 20
ORL Face 400 1024 40
Yale Face 165 1024 15
PIE Face 3329 1024 68
Reuters21578 8293 1599 65
TDT2 Corpus 9394 3157 30
20Newsgroups 18744 4480 20
4.2 Experimental Results on Real Benchmark Data
Sets
Data sets descriptions. We evaluate the proposed method on nine widely
used benchmark data sets in machine learning and pattern recognition. The
data descriptions are summarized in Table 1. The first three data sets are
obtained from UCI machine learning data repository. The three face data
sets are AT&T face data set [29], YALE face data set [30], and CMU PIE
(Face Pose, Illumination, and Expression) face data set [31]. All face images
are resized to 32× 32 following standard computer vision experimental con-
ventions (reducing the misalignment effects). For the document data sets,
following previous studies, for Reuters21578 data set, we remove the key-
words appearing less than 50 times and end up with 1599 features; for TDT2
corpus data set, we remove the keywords appearing less than 100 times, and
end up with 3157 and 4480 features, respectively.
Experimental setups. We compare the proposed rLDA method against
the following related supervised methods. (1) linear discriminant analysis
(LDA) [32], (2) supervised LPP (LPP-Supervised) [33], (3) maximum margin
criterion (MMC) [34], (4) trace-ratio LDA (trLDA) [11], and (5) discriminant
Laplacian embedding (DLE) [35] methods. In addition, as baselines, we also
report the classification results by (6) k-NN and (7) support vector machine
(SVM) in the original feature space.
For LDA and DLE methods, we reduce the data dimensionality to c− 1,
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which is usually the maximum rank of Sb. Because our approach is super-
vised, in order for a fair comparison, we implement DLE as a supervised
method, i.e., construct the data graph only using labeled data points. Fol-
lowing [11], for trLDA and our rLDA method, we empirically select the re-
duced dimensionality to be 3c. Once the projection matrix is obtained by
the dimensionality reduction methods, k-Nearest Neighbor (k-NN) method
(k = 1 is used in this work) is used to classify the unlabeled data points in
the projected space. In k-NN, we use the most widely used Euclidean dis-
tance. We implement SVM by LIBSVM2 package, in which Gaussian kernel
(i.e., K (xi,xj) = exp
(−γ ‖xi − xj‖2)) is used and the parameters γ and C
are fine tuned by searching the range of {10−5, 10−4, . . . , 104, 105}.
Results. Because the main advantage of the proposed rLDA method is its
robustness against noise, we evaluate it on noisy data and study the impact of
noise on the classification performance of the proposed method. We conduct
standard 5-fold cross validations by all compared methods on every data set.
We randomly pick a certain percentage of the training data in each of
the 5 trials, and give them incorrect labels to emulate noise. We vary the
amount of noise imposed in training data in each of the 5 trials of 5-fold cross
validation, and show the average classification accuracies of the compared
methods on all nine data sets in Figure 2. As can be seen, the performances
of the proposed rLDA method with respect to noise on all data sets are
considerably stable, whereas those of all other methods drop quickly with
the increases of noise. These results confirm the robustness of the proposed
rLDA method when input data are corrupted by outliers.
5 Conclusions
We proposed a robust LDA method based on `1,2-norm ratio minimization
which imposes the `1-norm between data points and makes the method more
robust to outliers. However, the new objective brings the much more chal-
lenging optimization problem than the traditional one. We introduced an
efficient algorithm to solve the challenging `1,2-norm ratio minimization prob-
lem and provided the rigorous theoretical analysis on the convergence of our
algorithm. The new algorithm is easily to be implemented and fast to con-
verge in practice as we have closed form solution in each iteration. We per-
2http://www.csie.ntu.edu.tw/~cjlin/libsvm/
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formed extensive experiments on both synthetic data and real data, and all
results clearly shown that the proposed method is more effective and robust
to outliers than traditional methods.
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(a) Vehicle data set.
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(b) Dermatology data set.
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(c) Coil-20 data set.
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(d) ORL face data set.
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(e) Yale face data set.
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(f) PIE face data set.
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(g) Reuters data set.
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(h) TDT2 corpus data set.
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(i) 20Newsgroups data set.
Figure 2: Classification accuracy of compared methods on all nine data sets
when imposed noise in training data varies. The performance of our method
is considerably stable against the variations of noise.
24
