Under suitable assumptions we prove, via the Leray-Schauder fixed point theorem, the existence of a solution for quasilinear elliptic boundary value problem in
Introduction
Let G be a bounded, open and not empty subset of R N with C 2,α boundary, N ≥ 2, 0 < α < 1 and let Ω := R N \Ḡ. In this paper we consider quasilinear elliptic boundary value problems of the form, (x, u, Du) in Ω u = 0 on ∂Ω These problems have been investigated by many authors under various assumptions ( see [3] , [8] , [10] and references mentioned there). Our aim is to establish, using the Leray-Schauder fixed point theorem, the existence of smooth solutions for (P), under the assumptions listed below:
(A1) The function g(x, z, p) :
where ϕ is a positive increasing function.
(A2) Suppose that all eventual solutions of the problem (P) in the space C 2 (Ω) tending to zero at infinite are a priori bounded in L ∞ (Ω).
for all x ∈ Ω , z ∈ IR and ξ ∈ IR
. where ν and µ are positive constants and ψ is an increasing function.
(A4)
We suppose that 2µ
where R is the radius of the largest ball contained in G = R N \Ω.
Remarks 1.1 a. The assumption (A2) is satisfied if one of the following conditions holds:
(A'2) f is continuously differentiable with respect to the p and z variables. Furtheremore, for some constant λ > −1 we have,
(A"2) There exists a constant Λ such that , zf(x, z, 0) > −z 2 , for all x ∈ Ω and | z |≥ Λ b. By a further translation of the domain we assume, without loss of generality, that the ball
c. Our results can be generalized for general unbounded subdomains of R N with smooth boundary.
The main result of this paper is stated as follows : Theorem 1.1 If the assumptions (A1); (A2); (A3) and (A4) are satisfied, then for any q > N, the problem (P) has a solution u in the space C 2,α (Ω)∩W 2,q (Ω).
be fixed. From now on we suppose that the assumptions (A1); (A2); (A3) and (A4) are satisfied.
A priori estimates
The purpose of this section is to establish the following theorem,
Theorem 2.1
There exists a constant c > 0 such that any solution
Where, here and in the following, we use the notations:
By a standard regularity argument it is easy to verify that any solution of (P) in the space
. Before proving the theorem 2.1, we establish the following lemmas:
Proof:
The technique used here is similar to the one used in the first part of [9] . Letx ∈ ∂Ω , q ≥ 0 and ζ be a real-valued function in 
Where Ω r := Ω ∩ B r (x). On the other hand by [6, theorem 1 ] , there exist a constant r 1 < 1 depending only on ∂Ω, and two constants c > 0 and β ∈ (0, 1) depending only on ν, µ, M, r 1 and
According to (A3), (2.1), (2.2) and the triangle inequality, we may choose r 2 ≤ r 1 small enough so that for any r ≤ r 2 we have,
By differentiation we obtain,
A1) and (A3) , it is easy to verify that for any r ≤ r 2 we have,
and,
Combining the identities (2.4), (2.5) and (2.6) with the following interpolation inequality [9] , [7] :
where, δ := u − u(x) 0,0,Ωr we obtain for any r ≤ r 2 the inequality,
Then, from (2.2) and (2.7), we get forr small enough,
This inequality is valid for any nonnegative real q then, by induction we deduce the estimate, (2.9)
Combining the identities (2.4), (2.8) and (2.9) we obtain, 
Lemma 2.3
There exists a constant c > 0 such that any solution u of (P) in the space
Proof:
The desired estimate will be obtained by the construction of suitable comparaison functions in bounded subdomains Ω of Ω. Precisely let us set,
where K is a positive constant to be specified later. By differentiation we have,
By a direct calculation we obtain,
But by (A1) we have,
where,
. Then, for havingL(w ± u) ≤ 0 in Ω it suffies to have,
If we seek K in ]M 1 , +∞[, the last condition holds if the following inequality is satisfied,
by (A4) this inequality is equivalent to the choice,
for this choice we have,
It then follows from the weak maximum principle that,
∀x ∈ Ω Consequently, letting Ω −→ Ω, we obtain the desired estimate.
Proof of the theorem 2.1
Let us set
Using (2.12), we obtain by a direct calculation,
Now, we show that,
By the assumption (A3) we have,
And for x, x ∈ Ω we have,
Then, by virtue of the assumption (A2) and the lemma 2.2 , the inequalities (2.16) and (2.17) imply the estimates (2.14). In the other hand by the lemma 2.2 and the assumptions (A1)-(A2) we have,
The estimate (2.15) is then established. So, using the estimates (2.14)-(2.15) and the identity (2.13), we deduce the estimate,
We apply now the Schauder estimate in unbounded domain [5] , [2] to obtain,
Hence, by virtue of the lemma 2.3, the estimates (2.18) and (2.19) imply,
The first assertion of the theorem 2.1 is then established. Let now Ω be arbitrary subdomain of Ω. Using the estimate (2.20) we obtain,
The theorem 2.1 is then proved
Proof of the main theorem
LetĒ andF be the closures of the sets,
and u = 0 on ∂Ω } and
respectively in the Hölder spaces C 2,α (Ω) and C 0,α (Ω).
Let v be arbitrary and fixed in W 2,p (Ω) ∩ W 1,p 0 (Ω) and define the linear operators :
Using the Schauder estimate in unbounded domains ( see [5] , [2] ) the maximum principle and the fact that the elements ofĒ vanish on ∂Ω and tend to zero at infinite we obtain the estimate :
On the other hand it is well known that for any function f ∈ F , the linear equation
(Ω) ( see [2] ). By a standard regularity argument this solution belongs in fact to the space E. Consequently, by the density of F inF and the estimate (3.1) it is easy to see that L 0 is onto from the Banach spaceĒ intoF . So, the method of continuity and the estimate (3.1) ensure that the linear operator L 1 is onto fromĒ intoF . By a standard regularity argument it is easy to see that L 1 restricted to E is onto from E into F . In the other hand the assumption (A1) asserts that f(., v, Dv) belongs to F . Then, the linear problem, 
