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We discuss the use of a region of uniform and constant magnetic field in order to implement
a two-state atomic polarizer for an H(2S) beam. We have observed that a device with such field
configuration is capable of achieving an efficient polarization for a wide range of magnetic field
intensities and atomic velocities. In addition, we establish a criterion that must be met to confirm a
successful polarization. That is possible due to a specific beating pattern for the Lyman-α radiation
expected for the outgoing two-state atomic beam.
1. INTRODUCTION
Atomic structures are sensitive to the presence
of external fields. For instance, light shifts may sig-
nificantly alter the frequencies obtained in optical
atomic clock [1]. Spectral line widths are also sen-
sitive to applied fields. Recently, it has been shown
that the lifetime of hydrogen metastable state can
be influenced not only by the field intensity, but
also by the chosen geometry of the electromagnetic
fields [2]. This paper focuses on the use of external
fields to filter specific atomic states.
The atomic polarizer, which filters specific
atomic states, is an essential component of matter-
wave interferometers based on a multiple-state
atomic source [3, 4] such as hydrogen Stern-
Gerlach interferometers [5–7]. In the present work,
we are interested in exploring the filtering of two
specific metastable hyperfine structure states of
the hydrogen atom. An implementation of this
particular atomic polarizer can be obtained with of
a region of static and uniform magnetic field. The
role of the polarizer’s magnetic field is twofold: it
is used to tune the energy levels of the metastable
hydrogen and also to generate the commoving elec-
tric field responsible for the decay, as shown in the
classical references [8, 9]. The couplings between
2S1/2 and 2P1/2 atomic states dressed by the mag-
netic field filter out two specific 2S1/2 hyperfine
structure states. We analyse the Lyman-α radi-
ation rate associated with these decays and show
that a specific pattern is obtained. This pattern
by itself can be seen as an indication of a success-
ful polarization process. However, a more robust
pattern can also be observed if, after the desired
polarization, we add an external electric field and
observe the resulting Lyman-α emission, this time
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coming from the states transmitted by the initial
polarization stage.
The paper is organized as follows. Section 2
reviews the influence of the magnetic field on
the 2S1/2 and 2P1/2 hyperfine structure states of
the hydrogen atom. We then derive the time-
dependent probabilities to find the hydrogen atom
in a specific 2S1/2 or 2P1/2 hyperfine structure
state. These expressions are used in Section 3 to
propose a polarizing device consisting in a region
of uniform and constant magnetic field. Finally,
we discuss a criterion of effectiveness for the po-
larizer based on the Lyman-α radiation patterns
produced by the decay of the atomic states of in-
terest.
2. THEORETICAL DESCRIPTION
2.1. Zeeman effect in hyperfine H states
We review here the Zeeman effect in the hy-
perfine structure states 2S1/2 and 2P1/2 of the
hydrogen atom. As usual, we use decomposition
on a basis of orbital angular momentum, electron
spin, and nucleus spin eigenstates (Appendix A)
to analyse the Zeeman effect. For this purpose, we
use a decomposition on the hyperfine eigenstates
|2LJ , F,MF 〉, where ~F = ~J+ ~I = (~L+ ~S)+ ~I, with
~L standing for the orbital angular momentum, ~S
the electron spin and ~I the spin of the nucleus. We
consider the following hyperfine structure states:∣∣∣2S 1
2
, 0, 0
〉
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〉
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.
The 2P3/2 states were not considered in this
study for being about ten times further from the
2S1/2 states, regarding energy intervals. For that
reason, the influence of the
∣∣2P3/2, F,MF 〉 states
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2in the
∣∣2S1/2, F,MF 〉 states lifetimes is much less
significant than the influence of the
∣∣2P1/2, F,MF 〉
states.
We will consider the total Hamiltonian operator
Hˆ = Hˆ0 + HˆB . Hˆ0 is the non-perturbed Hamil-
tonian expressed in terms of hyperfine structure
states [10]. HˆB = (Lˆz + geSˆez − g˜pSˆpz)µBB/~ de-
scribes the atom-magnetic field interaction, where
µB is the Bohr magneton, ge is the gyromagnetic
factor of the electron, g˜p = gpµN/µB = gpme/mp
is the gyromagnetic factor of the nucleus multi-
plied by the ratio between the electron mass and
the proton mass.
The eigenvalues of the Hamiltonian Hˆ in the
subspace spanned by the
∣∣2S1/2, F,MF 〉 states can
be easily determined. The same can be done for
the
∣∣2P1/2, F,MF 〉 states. The expressions for the
mentioned Hamiltonian eigenvalues are displayed
in Appendix B and Fig. 1 shows them as a func-
tion of the magnetic field intensity. We take as
reference the energy of the fine state 2P1/2 in the
absence of magnetic field.
FIG. 1. Zeeman splitting of the 2S1/2 and 2P1/2 hy-
perfine structure states. The energy eigenvalues repre-
sented are h1 to h8 for increasing energy at low mag-
netic field intensities.
As expected, the energy eigenvalues associated
to the angular momentum projections MF = ±1,
Eqs. (B2,B4,B6,B8), behave linearly with the
magnetic field intensity, while the energy eigen-
values associated to the angular momentum pro-
jections MF = 0, Eqs. (B1,B3,B5,B7), be-
have quadratically with the magnetic field in-
tensity when (ge + gp)
2µ2BB
2  A21 and (4 −
ge + 3gp)
2µ2BB
2  9A22, respectively, or B 
63G. This behaviour is related to the mixture be-
tween the states
∣∣2S1/2, 0, 0〉 and ∣∣2S1/2, 1, 0〉 and
between the states
∣∣2P1/2, 0, 0〉 and ∣∣2P1/2, 1, 0〉
caused by the external magnetic field. The
new states can be written with respect to the∣∣2S1/2, F,MF 〉 and ∣∣2P1/2, F,MF 〉 states as fol-
lows:
|1〉 = m1(B)
∣∣∣2P 1
2
, 0, 0
〉
+ n1(B)
∣∣∣2P 1
2
, 1, 0
〉
(1)
|2〉 =
∣∣∣2P 1
2
, 1,−1
〉
(2)
|3〉 = m3(B)
∣∣∣2P 1
2
, 0, 0
〉
+ n3(B)
∣∣∣2P 1
2
, 1, 0
〉
(3)
|4〉 =
∣∣∣2P 1
2
, 1, 1
〉
(4)
|5〉 = m5(B)
∣∣∣2S 1
2
, 0, 0
〉
+ n5(B)
∣∣∣2S 1
2
, 1, 0
〉
(5)
|6〉 =
∣∣∣2S 1
2
, 1,−1
〉
(6)
|7〉 = m7(B)
∣∣∣2S 1
2
, 0, 0
〉
+ n7(B)
∣∣∣2S 1
2
, 1, 0
〉
(7)
|8〉 =
∣∣∣2S 1
2
, 1, 1
〉
(8)
In the absence of an external magnetic field, we
have n1(0) = m3(0) = n5(0) = m7(0) = 0 while
m1(0) = n3(0) = m5(0) = n7(0) = 1. That
means that all states are given in terms of only
one state
∣∣2S1/2, F,MF 〉 or ∣∣2P1/2, F,MF 〉. For
strong magnetic fields, on the other hand, we have
m1(B) = n1(B) = n3(B) = m5(B) = n5(B) =
n7(B)→ 1/
√
2, while m3(B) = m7(B)→ −1/
√
2.
This means that, for high values of the magnetic
field intensity, the states |5〉 and |7〉 are perfect
mixtures of the states
∣∣2S1/2, 0, 0〉 and ∣∣2S1/2, 1, 0〉
and the states |1〉 and |3〉 are perfect mixtures of
the states
∣∣2P1/2, 0, 0〉 and ∣∣2P1/2, 1, 0〉.
Figure 1 reveals crossings between some of the
2S1/2 and 2P1/2 levels for well-defined values of the
magnetic field. A strong coupling between certain
states can be achieved by the motional electric field
3in the vicinity of the crossing regions. Selection
rules impose ∆ml = ±1 with the motional electric
field perpendicular to the quantization direction
(See Appendix C).
Since the 2P1/2 states have short lifetime, of the
order of 10−9s, it is possible to induce the de-
cay of the 2S1/2 metastable states by creating a
channel to the ground state through the unstable
2P1/2 states. Even a small external magnetic field
may significantly enhance the decay probability of
a moving atom in a 2S1/2 state. We study below
how external fields affect the lifetimes of hyperfine
states.
2.2. Time-dependent evolution of the atomic
states
The quenching process will be described using
time dependent perturbation theory taking γ2s ≈
7s−1 and γ2p ≈ 6× 108s−1 as the 2S1/2 and 2P1/2
decay constants, noting that γ2s  γ2p. The ex-
pressions below give the temporal variation of the
probability amplitude of the atom to be observed
in a certain state considering external perturbation
and spontaneous decay
d
dt
cj(t) = −1
2
γ2scj(t) +
∑
k∈P
Vjk
i~
eiωjktck(t) (9)
d
dt
ck(t) = −1
2
γ2pck(t) +
∑
j∈S
Vkj
i~
eiωkjtcj(t) (10)
where the sets P = {1, 2, 3, 4} and S = {5, 6, 7, 8}
corresponds to the 2P1/2 and 2S1/2 states, respec-
tively. The indices j and k denote 2S1/2 and 2P1/2
states, respectively. cj(t) and ck(t) are the corre-
sponding time-dependent probability amplitudes.
As discussed later, each state of the set S(P ) is
coupled to two states of the set P (S). However,
as discussed in Appendix C, only one of these two
couplings will be relevant for the quantum evolu-
tion. The relevant coupling depends on the electric
field induced in the atomic frame as well as on the
magnetic field.
Since these states are separated by an energy
∆εjk = hj−hk = ~ωjk, being those states coupled
by an electric field ~E, the matrix elements Vkj are:
Vkj = 〈k| e ~E · ~r |j〉 = V ∗jk. (11)
See Appendix C.
The solutions cj(t) and ck(t) can be found by
decoupling (9) and (10) through differentiation.
We take the atom initially in the 2S1/2 level so
that cj(0) = 1 and ck(0) = 0. The solutions can
then be written as:
cj(t) =
(λ+2 + 12γ2s
λ+2 − λ+1
)
eλ
+
1 t −
(λ+1 + 12γ2s
λ+2 − λ+1
)
eλ
+
2 t (12)
ck(t) = −
( (i~)−1Vkj
λ−2 − λ−1
)
eλ
−
1 t+
( (i~)−1Vkj
λ−2 − λ−1
)
eλ
−
2 t (13)
with λ+1,2 = −γ+/2 ±
√
γ2+/4− ω20+ and λ−1,2 =
−γ−/2 ±
√
γ2−/4− ω20− and where γ± = (γ2s +
γ2p)/2 ± iωkj , ω20+ = |Vkj |2/~2 + γ2sγ2p/4 +
iγ2sωkj/2 and ω
2
0− = |Vkj |2/~2 + γ2sγ2p/4 −
iγ2pωkj/2. γ± and ω0± are dependent of the en-
ergy difference ∆εjk, but that dependence is not
explicitly expressed for the sake of simplicity.
The considered probabilities are then:
|cj(t)|2 = e
−Re(γ+)t
|2β+|2
{{
γ22s
4
− γ2s Re
(γ+
2
+ β+
)
+
∣∣∣γ+
2
+ β+
∣∣∣2}e2Re(β+)t+{γ22s
4
−γ2sRe
(γ+
2
−β+
)
+
∣∣∣γ+
2
− β+
∣∣∣2}e−2Re(β+)t −{γ22s
4
− γ2s Re
(γ+
2
)
+
∣∣∣γ+
2
∣∣∣2 − |β+|2}(e2i Im(β+)t + e−2i Im(β+)t)
− 2i
{
Re
(γ+
2
)
Im(β+)− Im
(γ+
2
)
Re
(
β+
)
− 1
2
γ2s Im
(
β+
)}(
e2i Im(β+)t − e−2i Im(β+)t
)}
,
(14)
and
|ck(t)|2 = |Vkj |
2e−Re(γ−)t
~2|2β−|2
{
e2Re(β−)t+
+ e−2Re(β−)t − 2 cos (2 Im(β−)t)} (15)
where β± =
√
γ2±/4− ω20±.
Eq. (14), although seemingly complicated, falls
for small values of the electric field, |Vkj |2 
~2(γ22p + 4ω2kj), into the well-known expression [8]
|cj(t)|2 ≈ e−γEt, (16)
where γE = γ2p|Vkj |2/
(
~2(γ22p/4 + ω2kj)
)
is the re-
sulting decay rate of the state 2S1/2 due to the
action of an external electric field.
2.3. Decay for a resonant coupling
When the energy difference between the two cou-
pled states cancels, for a specific magnetic field
4intensity, a simpler interpretation of Eq. (14) is
possible. With this condition, the parameters
ω0+ and γ+ turn real and can be interpreted as
a frequency of oscillation and the damping con-
stant, respectively, of a damped harmonic oscilla-
tor. Thus, γ± = γ = (γ2p + γ2s)/2 and ω20± =
ω20 = |Vkj |2/~2 + (γ2sγ2p)/4.
Besides, Eq. (14) presents three different regimes
depending on whether γ2/4 < ω20 , γ
2/4 > ω20 or
γ2/4 = ω20 , corresponding to the under-damped,
over-damped and critically damped regimes, re-
spectively.
In the under-damped regime, we can write
Eq. (14) as:
|cj(t)|2 =
{
γ¯2
4
+ ω2 −
(
γ¯2
4
− ω2
)
cos(2ωt)
+ γ¯ω sin(2ωt)
}
e−γt
2ω2
,
(17)
where γ¯ = (γ2p − γ2s)/2 and ω =
√
ω20 − γ2/4.
For a sufficiently strong damping, meeting the
condition γ2/4 > ω20 , condition in which the decay
happens without oscillations, we have that:
|cj(t)|2 =
{(
β +
γ¯
2
)2
e2βt +
(
β − γ¯
2
)2
e−2βt
+ 2β2 − 1
2
γ¯2
}
e−γt
4β2
,
(18)
where β =
√
γ2/4− ω20 .
In the critically damped regime, we can write:
|cj(t)|2 =
{
1 + γ¯ +
1
4
γ¯2t2
}
e−γt. (19)
The three different regimes of decay can be
achieved by varying the atom’s speed or with the
addition of an external electric field.
3. RESULTS AND DISCUSSION
In this Section, we apply the previous analysis
of the Zeeman energy levels to discuss the working
principle of an atomic polarizer. We also analyse
the Lyman radiation rate emitted by the selected
atomic fragments. This rate exhibits a character-
istic pattern.
3.1. The atomic polarizer
We consider the decay rate of 2S1/2 atoms (state
|6〉 = ∣∣2S1/2, 1,−1〉) propagating in a region of
constant magnetic field with a velocity orthogo-
nal to the field. In particular, we investigate the
behaviour of this decay in the vicinity of the mag-
netic field B3,6 = 597G corresponding to the cross-
ing between states |3〉 and |6〉. The probability of
the atom being in the corresponding 2S1/2 state as
a function of time (given by Eq. (14)) is presented
on Figure 2. The relevant coupling in this region
occurs between the states |3〉 and |6〉. Indeed, the
couplings between |6〉 and |4〉 as well as |6〉 and |2〉
are forbidden by the selection rules. On the other
hand, the coupling between |6〉 and |1〉 is strongly
non-resonant and also suppressed by the asymp-
totic form of the eigenstate |1〉 for strong magnetic
field values (as detailed in Appendix C).
FIG. 2. a) Probability, |c6(t)|2, for a magnetic field in-
tensity of 300G (dotted line), 400G (dashed line), 500G
(dot-dashed line) and B3,6 = 597 G (solid line) for an
atomic speed v = 100 km/s. b) Probability |c6(t)|2
for the magnetic field B3,6 and with the atomic veloci-
ties: 100 km/s (solid line) and 200 km/s (dashed line),
corresponding to the underdamped regime; 17.7 km/s
(dot-dashed), corresponding to the critically damped
regime; and 8 km/s (dot-dot-dashed), corresponding
to the overdamped regime. The dotted line shows the
envelope e−
1
2
(γ2s+γ2p)t.
Fig. 2a) shows that the decay depends strongly
on the magnetic field intensity and is enhanced in
the vicinity of the crossing value B3,6. Fig. 2b) dis-
plays the time-dependent probability in the differ-
ent regimes, Eqs.( 17-19), at the crossing magnetic
field B3,6 for four atomic velocities, with ~v ⊥ ~B.
In the underdamped regime, the probability of
decay has an exponential envelope e−
1
2 (γ2s+γ2p)t.
This can be interpreted as follows: the atom un-
dergoes Rabi oscillations between states |6〉 and
|3〉 and spends on average an equal time in both
states. Since one of these states (2S1/2) has a much
smaller decay rate, the lifetime of the moving atom
is approximately twice that of the 2P1/2 state. The
maximum decay is obtained at the crossing mag-
netic field value B3,6.
The discussion above can be extended to the
state |5〉 (coupled to state |4〉). The remaining
52S1/2 states (|7〉 , |8〉) do not exhibit energy cross-
ings and are thus not resonantly coupled. Indeed,
their lifetimes (less affected by the presence of
the magnetic field) are orders of magnitude larger
than that of the states |5〉 and |6〉. This fact en-
ables one to build a device which quenches two
of the four 2S1/2 Zeeman states, i.e., which fil-
ters out the states |5〉 and |6〉 and preserves the
states |7〉 and |8〉, consisting of a region of uni-
form and constant magnetic field with appropriate
length through which the atomic beam must travel,
as further discussed in Appendix D.
3.2. Detection signal with Lyman-α radiation
and Criterion for testing a polarizing device
Detection can be done by sensing the Lyman-α
radiation emitted by the propagating fragments.
Since the probability of emission of Lyman-α ra-
diation is 108 times higher when the atom is in a
2P1/2 state when compared to a 2S1/2 state, the
radiation rate may be taken as proportional to the
probability of the atom being in one of the 2P1/2
states:
RLyman−α ∝
4∑
k=1
|ck(t)|2, (20)
where the probabilities |ck(t)|2 are given by
Eq.(15).
Let us consider a non-polarized H(2S) beam
(with four equally populated 2S1/2 Zeeman states),
propagating in the x-direction through a region
with an orthogonal magnetic field yielding near-
resonant energy levels |3〉 , |4〉 , |5〉 , |6〉.
Figure 3a) shows the profile of a joint Lyman-
α emission rate produced by the quenching of the
four 2S1/2 Zeeman states. The dominant contribu-
tion to the Lyman-α radiation pattern comes from
the coupling between the states |5〉 and |4〉, and |6〉
and |3〉, respectively, while the contribution from
states |7〉 and |8〉 is negligible. For a magnetic field
of 565 G we have an optimal value for a clear pat-
tern, since the oscillations in the Lyman-α emission
rate for the states that contribute the most get in
phase, but significant variations in the magnetic
field intensity still result in a similar pattern.
After roughly t ' 20 ns (corresponding to a
path of a few mm at the considered velocity v =
100 km/s), most atoms that were initially in the
states |5〉 and |6〉 are in the ground state, and the
resultant beam is almost completely composed by
atoms in states |7〉 and |8〉, since the latter present
a very low Lyman-α emission rate when compared
to the former.
Although states |7〉 and |8〉 have a similar be-
haviour in the presence of external fields, regarding
FIG. 3. a) Joint Lyman-α emission originated by the
quenching of the four 2S1/2 states when a H(2S) beam
of velocity ~v = vxˆ with v = 100km/s travels through a
region with a magnetic field of ~B = Bzˆ (B = 565G). b)
Joint Lyman-α emission originated by the quenching of
states |7〉 and |8〉 in presence of an identical magnetic
field and an additional external electric field ~Eext =
Eextyˆ with Eext = 600 V/cm.
Lyman-α radiation emission, their simultaneous
presence in the resulting beam drastically changes
the radiation pattern in presence of an additional
external electric field (fundamental to increase
their decay rate). This can be seen in Figure 3b),
which shows the Lyman radiation in presence of
an additional external electric field for an atomic
beam containing initially only equally populated
|7〉 , |8〉 states. One notes an oscillatory pattern
with a beat frequency ∆ω =
(√
∆ε281 + 4|V81|2 −√
∆ε272 + 4|V72|2
)
/~, that can be calculated from
~v, ~B and the external electric field ~Eext.
In theory, a polarizer consisting of a region of
approximately constant magnetic field with ade-
quate intensity and extension should be able to
filter two of the four states of hyperfine structure,
6FIG. 4. a) Proposed setup for testing polarization
with a fully working polarizer. A non-polarized H(2S)
beam enters a region of constant magnetic field. In
this regime, states |5〉 and |6〉 suffer quenching and the
resulting Lyman-α radiation is detected by detector A.
Upon leaving this first region, the beam is composed
exclusively of states |7〉 and |8〉. It then travels to a
second region with a constant magnetic field and an
additional external electric field that quenches the re-
maining states. The Lyman-α radiation is then sensed
by detector B. b) Testing setup with no polarizer. A
non-polarized H(2S) beam travels through the appa-
ratus until it gets to a region of constant electric and
magnetic fields. Those fields cause intense quenching
of the four hyperfine structure states and the result-
ing Lyman-α radiation is detected by detector B. The
magnetic field is only present in two specific regions for
illustrative purposes, it may remain constant through-
out the setup.
as discussed. However, inherent limitations in the
apparatus construction, such as resulting inhomo-
geneities of the external magnetic field, can com-
promise the efficiency of the device. The study pre-
sented here leads to a simple and robust criterion
for testing a polarizer after its construction and
verify if the desired polarization has been achieved.
This technique could be used prior to inserting the
polarizing device into a more complex apparatus.
Figure 4 shows a sketch of a setup for that ver-
ification. Fig. 4a) shows an initially non-polarized
beam containing equal parts of the four hyperfine
structure states. The beam then enters a region
of constant magnetic field that causes quenching
of two of the four states preferentially. The two
surviving states then enter a region with an addi-
tional external electric field strong enough to cause
a decay within a few millimetres of propagation,
corresponding to a few nanoseconds. Detectors A
and B should capture spectrums like the ones indi-
cated in Fig. 4a). In the absence of a polarizer, the
detection patterns would be as shown in Fig. 4b).
The pattern obtained by detector A in Fig. 4a)
can be seen as an indication of a successful polar-
ization process. However, the pattern from detec-
tor B is much more robust, as it is little affected
by the atomic speed. See Appendix D. Indeed,
the quenching of the two remaining states relies
mostly on the external electric field, and not on
the motional electric field as previously. Neverthe-
less, the speed still influences the detection time
of the radiation, but this effect can be minimized
by shortening the path and by using an atomic
beam of narrow velocity distribution. The beating
pattern does not depend on the specific polarizing
process, as long as it delivers a beam with similar
proportions of states |7〉 and |8〉.
4. CONCLUSION
In this work, we have discussed how a tuning of
the metastable hydrogen energy levels by a mag-
netic field can enable the realization of a two-state
polarizer. This is apparent from the expressions of
the time-dependent probability amplitudes for the
2S1/2 and 2P1/2 states. We have particularly inves-
tigated the effects of near-resonant coupling of the
metastable states dressed by the magnetic field.
We have also analysed the Lyman-α radiation rate,
used in most detection schemes, for typical quench-
ing conditions. The simultaneous presence of two
2S1/2 states after the polarization leads to a radia-
tion pattern with beat notes that can be seen as an
indication of successful polarization. We have es-
tablished a simple and robust criterion for checking
the effectiveness of a magnetic polarizer in atom-
interferometers setup. Perspectives for this work
include the design of specific electric and magnetic
field geometries enabling the hydrogen polarization
along a single atomic state instead of a two-state
multiplicity.
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Appendix A: Decomposition of |2LJ , F,MF 〉 in
|L,ML〉 |Me〉 |Mp〉
As usual, the decompositions of the states un-
der study in terms of orbital angular momentum,
electron spin, and nucleus spin are performed, for
L and J fixed, as follows:
|F,MF 〉 =
∑
ML,Me,Mp
CL,e,p |L,ML〉 |Me〉 |Mp〉 ,
(A1)
where Me and Mp are the projections of the elec-
tron and nucleus spin in the z axis, respectively,
and can assume the values ±~/2, here represented
as |↑〉 and |↓〉. The CL,e,p are Clebsch-Gordan co-
efficients. The results of the decompositions are
the following:∣∣∣2S 1
2
, 0, 0
〉
= − 1√
2
|0, 0〉L |↑〉e |↓〉p+
1√
2
|0, 0〉L |↓〉e |↑〉p∣∣∣2S 1
2
, 1,−1
〉
= |0, 0〉L |↓〉e |↓〉p∣∣∣2S 1
2
, 1, 0
〉
=
1√
2
|0, 0〉L |↑〉e |↓〉p +
1√
2
|0, 0〉L |↓〉e |↑〉p∣∣∣2S 1
2
, 1, 1
〉
= |0, 0〉L |↑〉e |↑〉p∣∣∣2P 1
2
, 0, 0
〉
=
1√
3
|1, 1〉L |↓〉e |↓〉p −
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Appendix B: Hamiltonian eigenvalues
The equations bellow express the energy eigen-
values of the 2S1/2 and 2P1/2 Zeeman states.
h1 = −A2
4
− 1
6
√
9A22 +
(
4− ge + 3gp
)2
µ2BB
2
(B1)
h2 =
A2
4
− 1
6
(4− ge − 3gp)µBB (B2)
h3 = −A2
4
+
1
6
√
9A22 +
(
4− ge + 3gp
)2
µ2BB
2
(B3)
h4 =
A2
4
+
1
6
(4− ge − 3gp)µBB (B4)
h5 = −A1
4
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2
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h6 =
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4
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2
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√
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A1
4
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1
2
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Appendix C: Coupling between the states |k〉
and |j〉
The states |j〉 and |k〉 can be written in terms
of the states
∣∣2S1/2, F,MF 〉 and ∣∣2P1/2, F,MF 〉,
respectively, as shown by Eqs. (1-8). There-
fore, to determine the coupling between states |j〉
and |k〉 it is worth analysing the matrix elements〈
2P1/2, F,MF
∣∣ e ~E · ~r ∣∣2S1/2, F,MF 〉.
Considering the electric field in the y-direction
in our particular case of study (the velocity of the
atoms was considered to be in the x-direction and
the magnetic field in the z-direction), the matrix
elements of interest can be calculated. The non-
zero matrix elements obtained were:〈
2P 1
2
, 0, 0
∣∣∣ e ~E ·~r ∣∣∣2S 1
2
, 1,−1
〉
= −
√
6
2
a0ieE (C1)
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2
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2
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2
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〈
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2
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2
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2
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〈
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2
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2
, 1, 0
〉
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2
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2
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From those results and from Eqs. (1-8) it is pos-
sible to see that the state |6〉 only couples with
states |1〉 and |3〉. To calculate 〈1| e ~E · ~r |6〉 and
〈3| e ~E · ~r |6〉, for example, we do:
〈1| e ~E · ~r |6〉 = m1(B)
〈
2P 1
2
, 0, 0
∣∣∣ e ~E · ~r ∣∣∣2S 1
2
, 1,−1
〉
+ n1(B)
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2
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2
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〉
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√
6
2
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and
〈3| e ~E · ~r |6〉 = m3(B)
〈
2P 1
2
, 0, 0
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2
, 1,−1
〉
+ n3(B)
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2
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2
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〉
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2
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Although the analysis of how the probability
of the atom being in state |6〉 changes with time
seems to depend on its interaction with states |1〉
and |3〉, the interaction of state |6〉 with state
|1〉 has very little effect on its lifetime. That’s
due to two main reasons. The first one is that
state |3〉 is closer to state |6〉, concerning to en-
ergy, for magnetic field intensities lower than 800
G and, therefore, has stronger influence in its life-
time. But even more important is the fact that
|V16|2 = (n1 − m1)23a20e2E2/2 is negligible when
compared to |V36|2 = (n3 − m3)23a20e2E2/2 for
most magnetic field intensities. That happens be-
cause (n1−m1)2 goes fast to zero with the increase
of the magnetic field intensity while (n3−m3)2 goes
to two, as shown in Figs. 5 and 6.
In order to plot |c6(t)|2, Figs. 2-4, we have cal-
culated γ+ = (γ2s + γ2p)/2 ± iω36 and ω20+ =
|V36|2/~2+γ2sγ2p/4+iγ2sω36/2, as mentioned pre-
viously.
Determining ω36 is even simpler than determin-
ing |V36|2, since we already know how the energies
of the states of interest vary with the magnetic
field.
ω36(B) =
h3(B)− h6(B)
~
(C9)
FIG. 5. The dashed line represents the coefficient
m1(B), the dotted line represents the coefficient n1(B)
and the solid line represents |n1(B)−m1(B)|2.
FIG. 6. The dashed line represents the coefficient
m3(B), the dotted line represents the coefficient n3(B)
and the solid line represents |n3(B)−m3(B)|2.
Similarly to what was done for state |6〉, we can
study the probability of the atom being in any of
the Zeeman states by considering its coupling, by
the electric field, with only one other state. Each
state |j〉 couples with only two states |k〉 and one
of these coupling is much stronger than the other.
The determination of |Vkj |2 and ωkj are all what
is necessary, taking that we already know γ2s and
γ2p, to calculate γ± and ω20± and, therefore, to
study the probability of the atom being in any of
the states (1-8), given that it occupies the corre-
sponding 2S1/2 Zeeman state at t = 0.
Appendix D: Effects of magnetic field intensity
and atomic velocity
As mentioned in Section 3, the magnetic field
of the polarizer is capable of preserving states |7〉
and |8〉 while completely quenching states |5〉 and
9|6〉. This is true for a wide range of magnetic field
intensities as can be seen in Fig. 7. We can see that
the desired filtering is possible for all considered
magnetic field intensities.
FIG. 7. a) Represents the Lyman-α radiation rate of
an H(2S) beam travelling through a magnetic field re-
gion, with velocity 100 km/s perpendicular to the field,
for five different values of magnetic field intensity: 460
G, 495 G, 530 G, 565 G, 600 G. The dotted and dashed
lines represent the contribution from atoms originally
in state |5〉 and |6〉, respectively. The solid line repre-
sents the Lyman-α radiation rate from all four states.
Contributions from states |7〉 and |8〉 are not repre-
sented here due to their negligible influence on the to-
tal emission. b) Represents the populations of states
|5〉, |6〉, |7〉 and |8〉 for the same atomic velocity and
magnetic field intensities represented in a). The dis-
tinction between the populations of states |7〉 and |8〉
are not intended to be perceived from the image, it is
only important to observe that they suffer little loss.
Fig. 7a) allows us to see that, as mentioned, the
Lyman-α emissions from states |5〉 and |6〉 get in
phase for the magnetic field of 565 G allowing a
clearer pattern. Fig. 7b) shows how the popula-
tions of the |j〉 states change with time for differ-
ent magnetic field intensities, corresponding to the
ones in Fig. 7a). We have chosen to represent the
populations up to 40 ns (corresponding to 4 mm
for the chosen atomic speed) because it better rep-
resents the selective filtering of the polarizer and
helps distinguish between a low rate of Lyman-α
emission and a low associated population. From
Fig. 7b) we can notice that the decrease in the
population happens in a significantly different rate
for states |7〉 and |8〉 than it does for states |5〉 and
|6〉. This difference is what allows the polarizer to
work. The mentioned difference in decay rate hap-
pens for a wide range of magnetic field intensities.
For a few centimetres long polarizer it is possible
to use a much weaker magnetic field. However, as
the field gets weaker, the polarization gets less effi-
cient, meaning that less of states |7〉 and |8〉 remain
when states |5〉 and |6〉 are completely extinct. It is
important to adjust adequately the magnetic field
intensity in the polarizer and its length so that we
guarantee that states |5〉 and |6〉 are completely
quenched. That adjustment must be done consid-
ering experimental convenience.
FIG. 8. a) Lyman-α radiation rate from the polarizer,
with a perpendicular magnetic field of 565 G, for four
atomic velocities: 10 km/s, 40 km/s, 70 km/s and 100
km/s. b) Lyman-α radiation rate from quenching of
states |7〉 and |8〉 in the presence of a magnetic field of
565 G and an external electric field of 600 V/m for the
velocities: 10 km/s, 40 km/s, 70 km/s and 100 km/s.
Here, ~v, ~B and ~Eext are perpendicular to each other.
The polarizer and its testing criterion are also ro-
bust to variations in the atomic velocity. As men-
10
tioned previously, the pattern from detector B in
Fig. 4a) is much more robust to changes in atomic
velocity than the patten from detector A. That dif-
ference can be noticed from Fig. 8. However, the
polarizer’s operation is robust to wide variations
in beam velocity, including a wide velocity distri-
butions, despite the pattern from detector A being
easily lost.
The effects of magnetic field intensity and ve-
locity changes shown in Fig. 7a) and Fig. 8a) are
somewhat related but not equivalent. Although
they both influence the electric field in the atom
frame, the magnetic field has an important effect
on states energies that ultimately allows the filter-
ing.
Fig. 8a) shows, for atomic velocities varying
from 10 km/s to 100 km/s, the Lyman-α radia-
tion rate emitted from a non-polarized H(2S) beam
propagating perpendicular to a magnetic field of
565 G. The patter of emission changes with atomic
velocity, but the desired polarization should occur
if the beam propagates long enough through the
field region. From Fig. 8b), we see that the pro-
posed pattern for validating the polarizer’s effec-
tiveness, for ~Eext = 600 V/m, remains almost un-
changed for atomic velocities varying from 10 km/s
to 100 km/s. This means it can be used to vali-
date the polarizer’s effectiveness for a wide range
of atomic velocities. However, this pattern may
not be observed, even for a successful polarization,
if the beam either has a wide velocity distributions
or has to travel a long way to the detection region,
because those two factors affect the moment of de-
tection.
From the understanding of how atomic velocities
and field intensities affect the lifetimes of our states
of interest, we can determine the relations between
atomic velocity, magnetic field intensity and length
of the field region required for a two-state polarizer
as well as a criterion for validating its effectiveness.
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