0. Introduction. With regard to the maximum principle, elliptic systems have been treated as a particular case of parabolic systems (see, for example, [W] ). Therefore, the smallest set (that this approach can offer) which localizes pointwise the steady states is necessarily positively invariant with respect to the flow that the associated parabolic system induces. It turns out that one can do better for the elliptic system and this for a very simple reason: by multiplying through by the inverse of the coefficient matrix corresponding to the highest derivatives, the system is reduced to one with equal diffusion coefficients. Thus, whenever this can be performed, we improve the rectangle to an inscribed ellipsoid. This observation, apparently not noticed before, has an interesting implication in the case that the parabolic system is gradient: the set that localizes the steady states as well as the family of its congruent sets that circumscribe it will not, in general, be positively invariant. Yet any solution corresponding to the initial condition lying in any of these sets has eventually to return to the set and stay in it. In a sense, in this case, the elliptic sets are eventually positively invariant for the parabolic system.
We choose to illustrate these observations in terms of an example. We have not made any effort to identify the most general circumstances where our approach is applicable. The system we have in mind is
8" -0, (uj,..., uN) , D, A symmetric positive definite, ( , ) inner product in R^, £2 c R", bounded, smooth, connected. Equation (1) is related to some models in superconductivity [AT] , It was introduced from the point of view of invariant regions in [CCS] for the choice D = A = /, TV = 2. In [BDG] the asymptotic behavior was investigated for the [CCS] choice of (1) and under a smallness hypothesis on £2 stabilization of every solution was established.
To understand the meaning of these hypotheses, let D = diag(j'1, v2), e, positive constant, and A = I. The set Mc = {(zl5 z2)/zf + z\ < c2, c > 1} is positively invariant iff vl = v2 (cf. [CCS] ) and so it is only for the choice of equal diffusion coefficients that the results [CCS] , [W] imply that the steady states are in A/1, a piece of information crucial in the analysis in [BDG] . If v1 ¥= v2 the best set that [CCS] provides is the rectangle circumscribing A/1. See [SM] for more information. The effect of the small domain ( = large diffusion) is to make all the steady states constants. It should be remarked, however, that the stabilization question even under all these restrictive hypotheses is not straightforward since the set of equilibria is connected. In the present paper we establish that the steady states are in Mc for any choice of diagonal D and that all solutions stabilize without any smallness hypotheses on £2.
With regard to stabilization we note that compactness of the orbits of solutions corresponding to integrable initial data is easily established (proof of Theorem 4), and in the event that AD = DA, a natural Liapunov functional exists which via LaSalle's Invariance Principle renders that the co-limit sets consist of steady states. However, this is far from establishing stabilization since the set of equilibria (= steady states) has a complicated structure and contains nontrivial connected components. It is at this point that we need to appeal to a recent result in [SI] (the finite-dimensional version of a result that goes back to Lojasiewicz [L] ) which asserts the stabilization of bounded solutions to analytic gradient systems.
1. By a steady state we mean a time independent solution of system (1) that is in C2 + a(£2) for some a in (0,1). Our first result localizes pointwise the set of steady states.
Theorem 1. Let DA + AD be positive definite. Then all the steady states of (1) take values in
Moreover the nonconstant ones lie strictly in M1. 
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Assume that maxG(n(jc)) = G(u(x)) > 1. Case (i). x e £2. It follows that AG(u(x)) < 0. The convexity of G implies via (2) that at x Am,. < 0.
(3) i Case (ii). x e 9fi. By continuity G(u(x)) > 1 on some subdomain c £2. Therefore, £G"Am;>0 on (by (5)),
and so
The Hopf lemma gives AG > 0 onfl1(by(2)).
(9/0/i)(G(«(3c))) > 0,
which contradicts 9m/9«|30 = 0. So far we have established G(u(x)) < 1. By (2) A(1 -G) +(1 -G)(Bu,u) > 0.
The strong maximum principle applies to give the result. □ 
Therefore, fiJ|Vw|2<J w2 < J | Vw| from which we conclude that w> is zero and so w, is a constant. For the second part it will be sufficient to establish the statement for the scalar equation 
The associated functional is E{u)=V-j |v«| 2-\fu2 + \ju< considered on w1,2(S2). First take n < 4 so that E is C1. We show later by a standard device how to circumvent this. We apply Ljusternik-Schnirelmann, specifically Theorem 3.1 in [R] , and obtain the solutions to (12) as critical points of E. In [R] the applications are for homogeneous Dirichlet problems. The Neumann case is only slightly more complicated for the specific problem at hand.
Step 1. Check the Palais-Smale condition. P-S: If {«"} c W1,2 such that E(un) < 0, E(un) bounded from below, E'(un) -> 0, then {w"} contains a convergent subsequence, IvmJ2 -\j < + < < 0.
Note that the hypothesis of boundedness from below is redundant in ( U(Q) = |m e Wl2(i2) I J udx = oj.
Then on Wl2(Sl), E'(un) = un -wn and so by the hypothesis, un -wn -* 0 in Wl'2{Sl) and a posteriori in ff1,2(B). Choosing in (16) p = § and making use of the bound for ||m"||L4 we obtain a bound for ||wj|wi.P and so we are set by the compactness of the imbedding. To avoid restrictions on the dimension, extend /(z) = (1 -z2)z smoothly for |z| > 2 so that /(z)z < 0 for |z| > 1 and so that / grows at infinity like |z|1+£. By the maximum principle the solutions to
are in |z[ < 1 and so coincide with those of (12). By choosing e small enough we guarantee the smoothness of E(u). Finally (13) will be altered at essentially one point, /u* will be replaced by / |w"|2 + e. The rest of the argument is identical.
Step 2. There exists a set A in with genus k + 1 on which E is negative. [A] that if 1 /vt < \2 the ;th coordinate of any solution converges to a constant and if this constant is nonzero the solution converges to a vector on SN~l. The second part in Proposition 3 is established in [BDG] (actually it is shown that there are exactly k pairs) in the case 0 is an interval. See also [BB] for related results.
Under the additional hypothesis that the matrices A and D commute it can be shown that the system (1) is gradient-like. This point together with other relevant information can be found in [A] , Combining the gradient structure with the fact that the steady states are in M1, we get the interesting phenomenon that even though Mc (c 3* 1) is not positively invariant for general D (see [SM] ), yet any solution corresponding to an initial condition taking values in Mc returns back to Mc after some time and stays there after.
The stabilization is the content of It we obtain an L2 bound for solutions corresponding to L2 initial conditions. Well-known regularity theory [H] implies that solutions corresponding to Lp initial conditions (p > 1) enter L2 immediately and so the bound above holds eventually for the class of initial conditions we consider. An extra bootstrap argument [A] establishes a uniform L°° bound and by further regularity one concludes precompactness of the orbits in the setting of Xa spaces, X = Lp, X1 = W2,p and so in C(£2) X ••• XC(U) (see [H] ). The Invariance Principle renders that the co-limit sets are subsets of the set of steady states. Finally, exploiting the analyticity of E, we obtain stabilization of each solution to a steady state (i.e., lim,_0M(x, t) = ■?(.*)) by appealing to the relevant result in [SI] . □
