This paper introduces an intermediate virtual representation, called ideal fisheye image, which obeys the ideal simple projection without camera distortion. By using a look-up-table from the ideal fisheye image to the input fisheye image with distortion, a view-direction-free perspective display can be generated fast in comparison with the method of solving a set of nonlinear equations of camera distortion parameters.
Introduction
A fisheye image may have a wider FOV (Field Of View) than a hemisphere, and it is useful for visual surveillance and immersive virtual environment construction. When an objected in a fisheye image is focused on, the region around the object is usually displayed with an object-centered perspective image, called a perspective display in this paper.
To generate a perspective display we need to carry out the transform from a region of a fisheye image to a perspective image. For interactive tasks this transform must be completed quickly.
A conventional method of fast generation of a perspective display is to use a LUT (Look-Up- Table) which maps a pixel of a perspective display to that of a fisheye image. A fisheye image is divided into several regions, and, for each region a LUT is computed beforehand. According to the object position at the fisheye image, the appropriate region is selected and the corresponding perspective display is generated in terms of the LUT. An example is shown in Fig. 1 . However, the above approach cannot acquire an objectcentered perspective display for a moving object because the perspective displays are fixed beforehand. To generate a VDF (View-Direction-Free) perspective display, we cannot use a LUT mapping a pixel of the perspective display to that of the fisheye image. On the other hand if we compute directly the mapping of every pixel from a perspective display to a fisheye image, a set of nonlinear equations must be solved due to fisheye camera distortion. The computation costs a lot of time, and it results in a slower generation of a perspective display.
In this paper we discuss this problem and propose a method of fast generation of VDF perspective display from a distorted fisheye image. tation, called IFI (Ideal Fisheye Image), is introduced, which obeys the ideal simple projection without camera distortion. By using a LUT from the IFI to the distorted fisheye image, a faster generation of a VDF perspective display is achieved. The experimental results show the effectiveness of this approach. The rest of this paper is organized as follows. In the next section, we introduce the related research. Section 3 describes the method of fast generation of view-directionfree perspective display from a distorted fisheye image. The experimental results are given in Sect. 4. Finally, we conclude in the last section.
Related Research

Fisheye Camera and Projection Types
A fisheye camera has a wide FOV. Let the ray direction of a scene point P at the camera coordinate system be represented by spherical coordinate (θ, φ), and the coordinates of the projection onto the image plane be (r i , φ i ), as shown in Fig. 2 . The following types of projection are used in ordinary fisheye lenses [1] .
(equisolid angle projection) (1)
General Distortion Model
For a physical camera, it does not obey the ideal projection model correctly. The optical axis may not pass through the image center; the vertical and horizontal sizes of a pixel may not be equal; especially, there may be radial and decentering distortion for a real lens [2] , [3] . For a camera of the above projection types including perspective projection, a general camera distortion model can be used to calibrate the camera distortion parameters [4] , [5] . In this paper we use the camera distortion model of [5] which is described as follows.
Where (θ, φ) is the ray direction of a scene point P(X, Y, Z), (r i , φ i ) is the polar coordinates of the projection point of P at the image, as shown in Fig. 2 , and (k 1 , k 3 , k 5 , P 1 , P 2 ) is the parameters of the radial and decentering distortion. By using the parameters of the shift of optical center and aspect ratio, we can further map (r i , φ i ) to (x f , y f ) which is the coordinates of the projection point at the orthogonal coordinate system of an input fisheye image (more detailed information can be found in [5] ). Thus, the correspondence of a scene point P(X, Y, Z) to an image point (x f , y f ) is described as follows.
In the above process, computing (r i , φ i ) from (θ, φ) requires to solve a set of nonlinear equations, as shown in (2) and (3), and it costs a lot of time.
Fast Generation of VDF Perspective Display
The Process of the Generation of VDF Perspective Display
A VDF perspective display is a perspective image which has the same focal point with the fisheye image as shown in Fig. 3 . This means that the origin of the camera coordinate systems of the VDF perspective display and the fisheye image is the same. To generate a VDF perspective image, we need to determine the pixel value of the VDF perspective image from the fisheye image. The computation is carried out as follows.
Where P(x p , y p , f p ) is the coordinates of point P at the coordinate system of the virtual perspective camera, and f p is the focal length of the virtual perspective camera.
To generate fast a VDF perspective image, we cannot use a LUT between (x p , y p ) to (x f , y f ). One solution to this problem is that we first compute (θ, φ) for (x p , y p , f p ) and then find the corresponding pixel from the fisheye image by a LUT between (θ, φ) and (x f , y f ) as follows.
To make the LUT between (θ, φ) and (x f , y f ), we need to digitize the spherical surface. However, digitizing a spherical surface into equal size pixels is difficult [6] .
Fast Generation of VDF Perspective Display by Virtual Ideal Fisheye Image
Remember that the complicated computation of the mapping from (θ, φ) to (r i , φ i ) is caused by the camera distortion (seeing (4), (2) and (3)). If we have an ideal fisheye image which has not distortion, the mapping can be computed fast because the ideal projection is simple as shown in (1). For example, for a popular equidistance projection the mapping of (5) can be revised as (7); (7) can be computed fast without solving the set of nonlinear equations in comparison with (5) .
Where (x i , y i ) is the coordinates of the projection point at the orthogonal coordinate system of the ideal fisheye image. Here, we introduce an intermediate representation called IFI to speed up the generation of VDF perspective display from a distorted fisheye image. The idea is shown in Fig. 4 . To determine the pixel value of the VDF perspective display, we first compute the corresponding position, p i , of P at the IFI and then find the corresponding position, p, of P at the distorted image via the LUT ((x i , y i ) → (x f , y f ) ) between the IFI and the distorted fisheye image. Since the IFI has the same size as the distorted fisheye image the pixel information in the both is almost the same.
The LUT ((x i , y i ) → (x f , y f )) is computed as follows.
In this way we can compute the corresponding posi- Fig. 4 Generation of VDF perspective display via the IFI. p i is the projection point of P at the IFI, and p is the projection point of P at the distorted fisheye image. tion of a pixel of a VDF perspective display at the distorted fisheye image by the following processing.
Since we need not to solve the set of nonlinear equations by (9), the generation of a VDF perspective display can be completed quickly.
Experiment
We test our algorithm by a fisheye image captured by a Sony digital handycam mounted with a fisheye lens. The distortion parameters of the camera are computed by the method of [5] . The size of the captured fisheye image and the generated VDF Perspective Display are 720 × 480 and 300 × 300 pixels, respectively. The algorithm is tested by a desktop PC with a 2.8-GHz Intel Pentium D central processing unit and 512-MB memory.
For a pixel of a VDF Perspective Display, we first compute its corresponding position at the IFI. Usually, this position is not an integer. Here, the four neighboring points of the computed position are used to interpolate by the bilinear interpolation algorithm. Then, for every point of the four neighboring points at the IFI we find their corresponding position at the distortion fisheye image via the LUT ((x i , y i ) → (x f , y f )) by the nearest neighbor interpolation algorithm.
Several image examples are shown in Fig. 5 . Figure 5 (a) is the distorted fisheye image. Figure 5 (b) is the perspective display generated by directly solving the nonlinear equations of the distortion model; a pixel of the perspective display is interpolated by the four neighboring points of the computed position of the distorted fisheye image in terms of the bilinear interpolation algorithm. Figure 5 (c) is the perspective display generated by the proposed method; since a pixel of the VDF perspective display is actually interpolated by the corresponding four neighboring points of the distorted fisheye image via the IFI, there is not distinguished visual difference between the perspective displays generated by the two methods.
We compare the computation time of the generation of a VDF perspective display via the virtual IFI with the computation time by solving the nonlinear equations of the distortion model, and the result is given in Table 1 . For generating a VDF perspective display, the time of our method is about 1/11 in comparison with the method of solving nonlinear distortion model directly.
A continuous VDF Perspective Display is generated by panning and tilting a virtual perspective camera from a fisheye image to show the effectiveness of our algorithm (The video data can be found in [7] ). By the proposed method, a much more smooth perspective display is acquired.
Conclusions
The conventional method of using a fixed LUT from a perspective display to a fisheye image is difficult to generate a VDF perspective display. In this paper we propose a method of fast generation of a VDF perspective display from a fisheye image via a virtual IFI. In comparison with the method of generating a VDF perspective display by solving a set of nonlinear equations, the computation time of our algorithm is only about 1/11. Although the fps (frame per second) of generation of the VDF perspective display does not amount to the real-time rate (30 fps), the proposed method achieves much more smooth VDF perspective display as shown in the experimental results. The proposed algorithm is useful for the interactive tasks, such as visual surveillance, netmeeting systems and immersive virtual environment construction, where a fisheye camera is widely utilized.
