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On présente dans cette thèse plusieurs méthodes de simulations multi-échelles
dédiées aux problèmes de diffusion dans les matériaux cimentaires, ainsi que leurs
implémentations informatiques efficaces. Les méthodes numériques classiques sont
inadaptées au cas des matériaux cimentaires, à cause de l’écart entre l’échelle gros-
sière de travail, de l’ordre du mètre, et l’échelle fine de la description du milieu,
de l’ordre du micromètre. Les méthodes de simulations multi-échelles résolvent
le problème de diffusion par une méthode de Galerkin à l’échelle grossière, tout
en remplaçant les fonctions analytiques habituelles par les solutions de problèmes
locaux, résolus à l’échelle fine sur une portion du domaine. Dans ces travaux, les
problèmes fins sont résolus par des méthodes de Volumes Finis, plus stables vis-à-
vis des fortes discontinuités et de l’anisotropie des matériaux cimentaires.
La première méthode développée couple une méthode d’Éléments Finis Q1 à
l’échelle grossière avec la méthode de Volumes Finis VF9 à l’échelle fine. Elle a
fait l’objet d’une implémentation indépendante dans un cadre 2D. Le but principal
de cette maquette étant de prendre conscience des divers aspects du problème, on
a réduit les contraintes techniques au strict minimum, par exemple en utilisant des
maillages quadrangulaires réguliers. Si cette méthode convergeait bien sur les cas
théoriques, elle avait tendance à stagner sur les exemples de matériaux cimentaires
à cause des forts sauts de diffusivité du milieu.
Plusieurs modifications ont été apportées afin d’améliorer ces résultats. Tout
d’abord, la précision de la discrétisation a été améliorée afin de permettre une cap-
ture plus fine des effets de couches limites. L’augmentation de la taille des systèmes
qui en a résulté a motivé le changement du cadre d’implémentation pour une inter-
face plus robuste. On a également étendu le cadre de travail, l’ambition affichée
étant de pouvoir traiter des matériaux cimentaires 2D et 3D. Le choix s’est porté
sur le code parallèle MPCube, basé sur le noyau de calcul Trio-U.
Afin de modéliser au mieux les matériaux cimentaires, les maillages quadran-
gulaires réguliers sont remplacés par des maillages adaptées aux géométries du
milieu. Les outils permettant de construire efficacement et automatiquement ces
maillages, nécessaires aux simulations MPCube, ont été développés au sein de la
plate-forme SALOME.
À l’échelle fine, on préfère à la méthode VF9 la méthode VFDiam, une méthode
Volumes Finis utilisée par le CEA pour travailler sur des milieux à forts contrastes
et/ou à fortes anisotropies tels les matériaux cimentaires. Deux méthodes multi-
échelles ont été implémentées au sein du code MPCube : la première issue des
Éléments Finis Q1/VFDiam, la seconde apparentée aux méthodes de Galerkin dis-
continues GD/VFDiam. Un soin particulier a été apporté à la parallélisation de la
méthode : distributions des tâches, solveurs parallèles . . .
On a appliqué la chaîne de calcul SALOME-MPCube à plusieurs échantillons de
4matériaux cimentaires, notamment des modèles de mortiers et de pâtes cimentaires.
Les résultats de ces simulations ont permis de déterminer une diffusivité numérique
équivalente, ainsi que de reconstruire une solution à l’échelle fine.
5Abstract.
This thesis presents multiscale resolution methods for diffusion problems on
cement media, along with their efficient implementations. In cement media, two
scales must be taken into account : a fine scale, which describes the micrometer
wide microstructures present in the media, and a work scale which is usually a few
meters long. Direct numerical simulations are almost impossible because of the
huge computational resources (memory, CPU time) required to assess both scales
at the same time.
To work out these limitations, multiscale methods use a Galerkin method to
solve the diffusion problem on a coarse scale, but substitute solutions of fine scale
problems to classical analytical functions. In previous works on this subject, a Ga-
lerkin method was used on both the fine and coarse grids, whereas, in this work,
the fine scale problems are solved by Finite Volumes methods. Thus we expect to
increase the stability of the method in view of strong discontinuities and anisotropy
of the cement media. This way we also keep the advantages of the multiscale Ga-
lerkin method (no geometric assumptions on the media, easy parallelization of the
computation).
The first method we present uses a Q1 Finite Element method on the coarse
scale and a VF9 Finite Volume method on the fine scale. We implemented it into a
standalone Python program and used it to assess the various aspects of multiscale
problems. With this aim in view, we reduced technical constraints as much as pos-
sible, using quadrangular regular meshes on 2D simulations. The method converges
smoothly for academic benchmarks, but the error tends to stall in the cement media
cases because of thier large contrasts of diffusivity.
To improve these results, we have worked in several directions. First, we discre-
tized our domains more precisely, in order to grant the oversampling method more
accuracy in capturing the boundary layer effects. Using such a precision would ex-
ceed the computational capacities of our first implementation. Consequently, our
method was integrated into the parallel numerical code MPCube which relies upon
the calculus kernel Trio-U. We took advantage of this change of implementation to
extend our work to 3D cement media.
To improve the cement media modelling, we replaced quadrangular regular
meshes by meshes fitting the microgeometries in the media. Using the platform
SALOME, we developped tools to automatically and efficiently build these meshes
needed to perform MPCube simulations. The platform SALOME is also used to
post-process data.
We no longer solve the fine scale problems with a VF9 method, instead we
use the VFDiam method. The CEA uses it to work on porous media, like the ce-
ment ones, where strong anisotropies or/and contrasts of diffusivity occur. We im-
plement two multiscale method on MPCube : the first one using Finite Element
6on the coarse scale Q1/VFDiam, the last one using discontinuous Galerkin method
GD/VFDiam. Parallel structure of computer clusters can be use to dispatch the most
time-consuming tasks.
We presents numerical experiments on various cement media samples, e.g.
mortar and cement paste. From these results, we manage to compute a numerical
effective diffusivity of our cement media and to reconstruct a fine scale solution.
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Principales notations.
Problème de diffusion.
d dimension de l’espace de travail
Ω domaine de travail
Γ frontière du domaine Ω
D diffusivité du domaine
C solution du problème
f terme source
gD, ΓD fonction et lieu des conditions aux limites de Dirichlet
gN , ΓN fonction et lieu des conditions aux limites de Neumann
n vecteur normal unitaire extérieur à Ω.
Méthode multi-échelle.
D division du milieu
ρ taux de sur-échantillonnage
(D ,ρ) découpage du milieu
h taille caractéristique de l’échelle fine
H taille caractéristique de l’échelle grossière
α rapport h sur H
CH,h Solution fine reconstruite
Problème fin.
K macroélément
Kˆ cellule construite à partir de K
n nombre de problèmes de cellules de K
(Sl)1≤l≤n sommets du macroélément
(Sˆl)1≤l≤n sommets de la cellule
Th(Kˆ) maillage fin de Kˆ
k élément de Th(Kˆ)
f face de Th(Kˆ)
(Ψl
Kˆ
)1≤l≤n solutions des problème de cellule
(ΦlK)1≤l≤n base locale de K
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Problème grossier.
TH(Ω) maillage grossier du domaine Ω.
K élément de TH(Ω) ou macroélément
F face de TH(Ω)
VH espace de Galerkin
I ensemble des degrés de liberté de VH
(ΦI)I∈I base de l’espace VH
CH solution grossière
K, M, Mb matrices de raideur, de masse et de masse de bord
T, Y matrice de saut, de pénalité
µ terme de pénalité
Géométrie du domaine.
I ensemble des inclusions du domaine Ω





∂A frontière du domaine A
O() notation de Landau




1.1 Contexte de l’étude.
La loi du 30 décembre 1991 sur la gestion des déchets radioactifs de haute ac-
tivité et à vie longue a confié à l’Andra, l’Agence nationale pour la gestion des
déchets radioactifs, la tâche d’évaluer la possibilité d’un stockage réversible des
déchets en formation géologique profonde, notamment par la construction d’un
laboratoire souterrain. Cette même loi confie deux autres axes de recherche au
Commissariat à l’Énergie Atomique ; devenu depuis le Commissariat à l’Énergie
Atomique et aux Énergies Alternatives (CEA) : d’une part la séparation des élé-
ments à vie longue, associée à la réduction de la durée de vie des plus toxiques
d’entre eux (transmutation), et d’autre part le conditionnement et l’entreposage de
longue durée en surface ou en faible profondeur. Sont également associés à cette
mission l’Autorité de sûreté nucléaire et son appui technique, l’Institut de Radio-
protection et de Sûreté Nucléaire (IRSN), afin d’examiner les résultats de recherche
sous l’angle de la sûreté.
En 2005, un rapport global d’évaluation des recherches a été publié à l’inten-
tion du Parlement, afin de nourrir le débat parlementaire de 2006 [24]. Ce dernier,
par la loi-programme du 28 juin 2006 sur la gestion durable des matières et déchets
radioactifs, a élargi le rôle de l’Andra. Sa mission est désormais de trouver, mettre
en œuvre et garantir des solutions de gestion sûres, sur le long terme, pour tous les
déchets radioactifs français. Dans ce cadre, elle a mis en place, en collaboration
avec le CEA et l’IRSN, d’importants programmes de Recherche et Développement
concentrés sur deux points. Il s’agit d’une part de concevoir les technologies néces-
saires à l’entreposage temporaire et au stockage réversible des déchets et d’autre
part d’effectuer des études scientifiques précises pour garantir la pérennité, à très
long terme, des solutions de stockage et de la protection que celles-ci apportent
à l’homme et à l’environnement. C’est sur ce second point que le Laboratoire de
Simulation des Écoulements et Transports (LSET) a été saisi, notamment dans le
cadre de la réalisation de la plate-forme de simulation Alliances [23, 44].
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Le LSET développe également des solutions de simulations (méthodes numé-
riques, applications) dédiées aux matériaux cimentaires comme le béton. Les bé-
tons et ciments interviennent en effet à tous les niveaux du processus de stockage,
à commencer par la réalisation des structures du futur centre de stockage en milieu
géologique. Se pose alors la question de la durabilité de ces ouvrages, un problème
récurrent dans le domaine du génie civil. La question est d’autant plus importante
que les durées relatives à la gestion des déchets sont longues.
Le béton, de part ses propriétés de confinement, joue également un rôle impor-
tant dans le traitement des déchets de moyenne activité à vie longue, dit déchets
B. Il s’agit principalement de déchets technologiques issus du processus de trai-
tement des combustibles usés ou d’activité de recherche. En 2005, les déchets B
représentaient 4.6% du volume des déchets nucléaires français, pour environ 8%
de la radioactivité totale. Ils représentent donc une composante charnière des dé-
chets radioactifs, à mi-chemin entre les déchets A de faible activité (95% du volume
pour 0.068% de la radioactivité totale), et les déchets C de haute activité (0.2% du
volume pour 91.7% de la radioactivité totale). Cette position de transition explique
pourquoi les colis de déchets B prennent une grande variété de forme : poudre mé-
tallique, bloc de bitume ou, dans la majorité des cas, de béton. Les solutions de
stockage des déchets B prévoient en outre d’enchasser plusieurs colis de déchets
dans un surconteneur, lui aussi en béton [25].
On suppose généralement que ces surconteneurs sont perméables à l’eau, et
qu’ils subissent de cette façon un important processus de corrosion. De plus, en
présence d’eau, la radioactivité contenue dans les colis est relachée, même si le flux
de radionucléides est limité, au sein du béton, par des phénomènes de précipitation
et de sorption. La question est donc de prédire au mieux, à partir d’expériences
pratiques de corrosion et de simulations numériques, d’une part le devenir du béton
au cours du temps ; ainsi que l’évolution associée des propriétés mécaniques et de
confinement ; d’autre part le transport des radionucléides dans le béton en fonction
de son niveau de dégradation.
En partie mené par le LSET, le projet IOLS, Infrastructure et Outils Logiciel
pour le Simulation [45], a ainsi permis de développer la chaîne de calcul ChaCalBe
pour la prédiction de l’évolution des propriétés effectives des bétons (performances,
durabilité), plus précisément pour la description de la dégradation physique et chi-
mique à long terme en milieu saturé des matériaux cimentaires. La finalité de cet
outil est de décrire et prédire numériquement l’évolution des matériaux, c’est-à-
dire d’explorer le lien entre la corrosion et l’évolution des propriétés mécaniques et
diffusives des bétons. Il est à noter que la chaîne de calcul ChaCalBe fait intervenir
le code de calcul MPCube [61], un outil également utilisé au cours de cette thèse.
Une partie des travaux de cette thèse s’inscrit dans le cadre du projet EHPOC
(Environnement Haute Performance pour l’Optimisation et la Conception [93]) qui
a fait suite au projet IOLS. Il s’agit d’une mise en œuvre de la chaîne de calcul
ChaCalBe sur des volumes représentatifs de matériaux cimentaires, en réalisant des
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FIGURE 1.1 – La structure apparente du béton change en fonction de l’échelle d’ob-
servation. À gauche, des blocs de béton de 50 cm de côté, mélange solide de ciment
et de graviers (Image Wikimedia Commons). À droite, une vue microscopique d’un
ciment Portland hydraté : cristaux de portlandite Ca(OH)2 dans une matrice de si-
licates de calcium hydratés nanocristallisés C−S−H (Image CEA).
calculs relatifs à la dégradation chimique de ceux-ci. Ils ont d’ailleurs fait l’objet
d’un rapport interne CEA par Chomat et al. [70].
Les travaux de cette thèse se sont concentrés sur le phénomène de diffusion. Soit
Ω le domaine d’étude, le transport d’un élément chimique par diffusion au sein d’un
milieu poreux comme le béton est modélisé, en l’absence de réactions chimiques,
par le problème aux limites suivant [81] :
−∇ · (D∇C) = f dans Ω,
C = gD sur ΓD,
D∇C ·n = gN sur ΓN ,
(1.1)
où (ΓD,ΓN) est une partition de Γ = ∂Ω la frontière du domaine Ω. D est la
diffusivité du milieu. Il s’agit d’une matrice symétrique définie positive de taille
d×d, où d est la dimension du problème (d = 2 ou d = 3). f est un terme source,
gD et gN sont respectivement la condition aux limites de Dirichlet et de Neumann.
L’équation (1.1) en elle-même est un problème modèle bien connu en analyse
numérique [50, 71, 94, 104, 157]. La pierre d’achoppement tient ici dans l’appli-
cation de cette équation aux matériaux cimentaires, qui possèdent une structure
physique très complexe. On doit ici résoudre un problème à plusieurs échelles en
ce sens que, pour étudier des ouvrages en béton d’un ou plusieurs mètres de long,
il est nécessaire de prendre en compte des structures minérales de quelques micro-
mètres de diamètre. La Figure 1.1 illustre ces deux échelles de travail.
Dans ce contexte, les méthodes numériques normalement utilisées pour obtenir
une approximation de la solution de (1.1) sont inadaptées, voire tout simplement
18 CHAPITRE 1. INTRODUCTION.
inutilisables. En effet, elles requerraient de discrétiser très finement le domaine
de travail, au moins jusqu’à la taille des microstructures du ciment, et si possible
en dessous. Les maillages ainsi obtenus atteindraient alors des tailles défiant toute
résolution numérique, même sur les plus récents supercalculateurs. Il existe donc
bel et bien un besoin important de méthodes numériques multi-échelles dédiées aux
matériaux cimentaires, et c’est dans ce cadre que s’inscrivent ces travaux de thèse.
1.2 Les matériaux cimentaires.
Le béton est un matériau de construction constitué de granulats, généralement
du sable et des gravillons, agglomérés en un tout unique par un liant, le ciment. La
poudre de ciment est un mélange complexe de silice, d’alumine, de carbonate de
chaux que l’on a traité chimiquement et mécaniquement. C’est le mélange de l’eau,
de la poudre de ciment et des granulats qui forme, une fois séché, le béton. On parle
de mortier quand les granulats utilisés sont très fins, se réduisant généralement à
du sable. Dans le présent ouvrage, les matériaux cimentaires regroupent les pâtes
de ciment, c’est-à-dire un ciment hydraté puis séché, mais aussi tous les bétons et
mortiers que l’on a pu façonner avec le ciment.
Le ciment est un matériau très ancien et de nombreuses preuves de son utilisa-
tion au cours de l’Histoire Antique sont avérées. Les Egyptiens utilisaient déjà un
mélange de chaux, d’argile, de sable et d’eau près de 2600 ans avant notre ère, pour
la construction de leurs pyramides [59]. Les Romains employaient l’opus caemen-
ticium de manière quasi-systématique dans leurs constructions, ce qui explique la
longevité de nombre de leurs œuvres [22]. On considère généralement que l’usage
du béton s’est perdu pendant la période du Moyen-Âge, avant d’être redécouvert
au XVe siècle. La reconstruction, par Fra Giovanni Giocondo, du quai d’escale du
Pont de Notre Dame à Paris est la première utilisation reconnue du béton à l’époque
moderne [100].
Il faudra cependant attendre la seconde moitié du XVIIIe pour que des re-
cherches scientifiques précises sur le ciment [66, 117] permettent l’essor indus-
triel des ciments, et par là-même, une généralisation de l’utilisation du béton dans
la construction. En France, la découverte du ciment est attribuée à l’ingénieur des
Ponts et Chaussées Louis Vicat, qui fut le premier à fabriquer de manière artificielle
et contrôlée, des chaux hydrauliques dont il détermina les composants et leurs pro-
portions [172]. C’est cependant l’industriel Joseph Aspdin qui déposa en 1824 le
premier brevet qui crée la marque ciment de Portland. Les premières usines fran-
çaises de ciment Portland artificiel datent de 1850, celles de ciment de grappier de
1870. La fabrication de ciment de laitier date de 1890. On peut également citer, en
1908, la découverte du Ciment Fondu c© par Jules Bied, directeur du laboratoire de
recherche de la société Pavin de Lafarge, un ciment à base de calcaire et de bauxite,
qui résiste aux agressions et aux hautes températures.
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De part leurs constructions, les matériaux cimentaires, ciments et mortiers, sont
le siège de très grandes hétérogénéités. Leurs propriétés physiques, comme la diffu-
sivité, varient fortement sur le domaine d’étude, non seulement d’un point à l’autre,
mais aussi en fonction de l’échelle à laquelle on observe le milieu. Par exemple, à
l’échelle du béton, où un volume élémentaire représentatif (VER) est de l’ordre
du centimètre, la pâte cimentaire est considérée comme homogène et enchasse des
agrégats (graviers, sable, poussières). Si on se place à l’échelle microstructurale
de la matrice cimentaire (VER inférieur à 100µm), on est obligé de prendre en
compte des microstructures minérales dont la taille varie entre 1 et 30µm environ.
C’est pourquoi on parle de problèmes multi-échelles.
1.3 La théorie de l’homogénéisation.
Dans le cadre d’un problème multi-échelle, la description du milieu dépend de
l’échelle à laquelle on se place. Plutôt qu’un unique problème à résoudre, on dis-
pose en fait d’une famille de problèmes dépendant d’un paramètre ε caractérisant
l’échelle à laquelle on se trouve. Par exemple, dans le cadre du béton, on peut choi-
sir une taille, en-deça de laquelle les structures minérales sont ignorées, et consi-
dérées comme faisant partie du fond homogène. Pour chaque ε > 0, on peut donc
résoudre un problème du type suivant :
−∇ · (Dε ∇Cε) = f dans Ω,
Cε = gD sur ΓD,
Dε ∇Cε ·n = gN sur ΓN ,
(1.2)
où ΓD, ΓN , f , gD et gN ont été définis plus haut.
L’étude mathématique de la limite des problèmes (1.2) et de la suite (Cε)ε>0
quand ε tend vers 0 relève de la théorie de l’homogénéisation. Il s’agit d’une stra-
tégie courante pour aborder les problèmes multi-échelles, qui est abondamment
décrite dans la littérature scientifique [26, 27, 34, 46, 72, 132, 145, 164, 170].
On ne citera ici que le résultat principal de la théorie qui stipule que, quand ε
tend vers 0, sous certaines conditions sur Dε et à l’extraction d’une sous-suite de




En outre C? est la solution du problème homogénéisé :
−∇ · (D?∇C?) = f dans Ω,
C? = gD sur ΓD,
D?∇C? ·n = gN sur ΓN ,
(1.5)
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Le point important de ce théorème est que D? ne dépend ni du terme source f
ni des conditions aux limites gD et gN du problème. Le terme D? ne dépend que de
la suite (Dε)ε>0.
Ces limites sont à comprendre au sens faible [54] ou, en d’autres termes, au













On se reportera aux ouvrages précédemment cités pour une description plus précise
de ces convergences et des espaces fonctionnels impliqués.
En un sens physique, D? représente la diffusivité d’un matériau équivalent, dit
homogénéisé, qui ne dépend que de la description faite du milieu à chaque échelle,
indépendamment des transformations qu’on lui impose. Disposer de la version ho-
mogénéisée du domaine, c’est donc connaître la réponse globale, macroscopique
du milieu aux actions extérieures : une réponse qu’il est généralement facile de
déterminer, théoriquement ou numériquement, puisque D? varie seulement à une
échelle macroscopique. Les réponses locales, c’est-à-dire dépendant de l’échelle
fine ε , peuvent être calculées par le biais d’un développement limité :
Cε ≈C?+Cε1 (1.6)
où Cε1 est la solution d’un problème dérivé de (1.2), dit de cellule (cf (1.9) dans
le cas périodique). Cε1 , qu’on appelle généralement terme correcteur, tend vers 0
avec ε mais son gradient ∇Cε1 contribue fortement aux variations de C
ε quel que
soit ε . Le terme correcteur joue donc un rôle fondamental dans l’estimation des
fluctuations locales de la solution Cε . On trouvera plus de détails sur ce point dans
[132, 145].
Dans le cadre périodique, c’est-à-dire où Dε = d( xε ) avec d une matrice pério-
dique de cellule de périodicité Y , il est possible d’itérer le processus et de réaliser
des développements limités de Cε à des ordres supérieurs en ε [53]. On peut alors
expliciter la dépendance en ε des différents termes sous la forme suivante :
Cε ≈C?+ εC1+ ε2C2 (1.7)
Malheureusement, si on sait caractériser D?, il n’est possible de connaitre expli-
citement cette valeur que dans certains cas très particuliers. Par exemple, si on se






d(ei+∇wi)(e j +∇w j) (1.8)
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où (ei)1≤i≤d sont les vecteurs cardinaux de Rd , et (wi)1≤i≤d les solutions des
problèmes, dits de cellule :{ −∇y · (d (ei+∇ywi)) = 0 sur Y .
wi périodique sur ∂Y .
(1.9)
En dimension 2, il est par exemple possible d’obtenir explicitement le coef-
ficient homogénéisé correspondant à un matériau laminé ou en échiquier [132].
Certains exemples non périodiques existent aussi : on peut décrire explicitement
l’homogénéisation d’un milieu empli de sphères concentriques de différentes tailles
[143]. Il s’agit cependant de cas particuliers et, en général, on ne peut accèder aux
valeurs de D? que par le calcul numérique [106, 107, 108].
1.4 Déterminer la diffusivité équivalente.
Dans le cas pratique étudié ici, Dε n’est pas une fonction périodique, et on ne
peut déterminer explicitement D? ni même la caractériser par une formule similaire
à (1.8). A fortiori, on ne peut espérer déterminer explicitement C? pour un milieu
comme le béton. Du reste, on ne dispose pas de la suite complète (Dε)ε>0, mais
seulement de la description du milieu en un nombre limité d’observations, généra-
lement parce qu’il n’est pas possible d’accéder aux informations plus fines (limites
des instruments de mesures).
Quitte à s’écarter du cadre mathématique strict de l’homogénéisation, on va
donc plutôt chercher à déterminer la diffusivité équivalente D∗ de Dε , c’est-à-dire
une diffusivité qui rendrait compte, à l’échelle macroscopique, des structures fines
présentes à l’échelle d’observation. Dans le cas des matériaux cimentaires, il s’agit
par exemple de déterminer la diffusivité de la pâte de ciment (que l’on utilisera lors
de simulations sur le béton, à l’échelle du centimètre) à partir de sa description fine
de celle-ci (à l’échelle du micromètre).
La diffusivité équivalente est liée à la définition d’un Volume Élémentaire Re-
présentatif (VER). Il s’agit d’un échantillon type du matériau, dont on suppose
qu’il renferme toutes les structures, toutes les informations nécessaires pour pré-
dire correctement le comportement macroscopique du matériau. À l’échelle ma-
croscopique, un volume quelconque du matériau pourra donc être remplacé par un
assemblage de ses VER sans affecter les résultats des simulations.
La diffusivité équivalente D∗ doit être cohérente avec la définition du VER du
milieu et avec le comportement attendu à l’échelle supérieure. Par exemple, la pâte
de ciment se comporte comme un matériau homogène isotrope à l’échelle du béton
et la valeur de D∗ calculée à partir du VER doit donc l’être aussi.
On peut calculer D∗ de plusieurs façons. Une première méthode est de résoudre
(1.9) sur le domaine Ω complet, qui serait donc assimilé à la cellule de périodicité
Y de notre diffusivité. D∗ serait ensuite calculée via l’équation (1.8) avec Y =Ω.
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On peut également résoudre numériquement un problème copié sur les mesures
expérimentales de diffusivité équivalente [48, 49, 63, 73] :
−∇ · (D∇C) = 0 sur Ω= [0,Li]d
C(0,y,z) = 1
C(Lx,y,z) = 0
D∇C ·n = 0 sur les autres bords,
(1.10)
On calcule ensuite D∗x , une valeur équivalente selon la direction x, à partir des







En répétant le processus pour chaque dimension du domaine, on obtiendra une
matrice équivalente D∗ diagonale.
Ce problème a déjà été abordé par les laboratoires du CEA sous les angles de
l’analyse physique et de la modélisation mathématique. La piste de l’homogénéi-
sation analytique [41, 42, 84, 135] peut s’avérer difficile à mettre en œuvre, no-
tamment à cause de la variation continue et de la distribution spatiale aléatoire des
inclusions (agrégats ou phase minérale selon l’échelle) dans le milieu. Reste donc la
modélisation directe en trois dimensions [21, 36, 43, 70] qui se heurte malheureu-
sement à l’explosion des temps de calculs. Afin de poursuivre plus en avant cette
approche du problème, il est donc nécessaire de développer des méthodes spéci-
fiques de résolution numérique multi-échelles, et c’est dans ce sens que les travaux
de cette thèse ont été effectués.
1.5 Les méthodes de simulation multi-échelles.
On considère le problème (1.2), défini sur le domaine Ω et dépendant du para-
mètre ε . Pour le résoudre par une méthode de simulation numérique, par exemple
les Éléments Finis ou les Volumes Finis, il est nécessaire de discrétiser le domaine
Ω afin d’obtenir un maillage Th(Ω) de pas h. Comme ε est la longueur caracté-
ristique du milieu, il faut choisir h < ε , sous peine d’ignorer entièrement la des-
cription fine du milieu. En conséquence de quoi, le nombre d’éléments composant
Th(Kˆ) augmente très rapidement quand ε diminue, jusqu’à dépasser les capacités
de résolution actuellement disponibles.
Plusieurs axes de recherches ont été étudiés afin de s’affranchir de ce problème.
Ainsi, les méthodes de décomposition de domaine résolvent le problème portion du
domaine par portion du domaine, itérant le processus jusqu’à obtenir une solution
globale correcte [133]. Une autre approche, dans laquelle s’inscrivent ces travaux
de thèse, a été de développer des méthodes de simulation multi-échelles. Le prin-
cipe est de résoudre le problème (1.2) sur un maillage grossier TH(Ω), avec H > ε ,
mais de calculer tous les termes de la méthode numérique choisie (fonctions de
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bases et matrices des Éléments Finis, flux des Volumes Finis) sur une portion d’un
maillage fin Th(Ω) du domaine. De cette manière, on intègre au problème grossier
les informations locales, c’est-à-dire issues de l’échelle fine du problème. À partir
de la solution du problème grossier et des termes fins, par exemples les fonctions
de bases, on parvient ensuite à reconstruire une solution fine sur tout ou partie du
maillage Th(Ω).
Historiquement, la méthode des Éléments Finis fut la première à être adaptée au
contexte multi-échelle [28, 86, 120, 121, 140, 141]. Dans ce cas, le maillage fin
permet de déterminer une base d’Éléments Finis adaptée à notre milieu. On doit
pour cela résoudre plusieurs problèmes locaux sur des portions du domaine. Ces
problèmes sont généralement résolus par une méthode d’Éléments Finis.
On a vu depuis apparaître des méthodes multi-échelles centrées sur les Élé-
ments Finis non-conformes [69, 90], les Volumes Finis [111, 125, 127] ou encore
les méthodes de Galerkin Discontinues [3, 16, 58, 122, 124]. Ces méthodes multi-
échelles feront l’objet d’une étude plus détaillée au chapitre §2. La justification
théorique et les estimations d’erreurs des méthodes de simulation multi-échelles se
font généralement dans le cadre de l’homogénéisation périodique.
Les applications des méthodes de simulation multi-échelles ont surtout porté
sur les problématiques de l’industrie pétrolière (transport eau-huile en milieu po-
reux) [1, 4, 120, 125, 126] et ceux du stockage géologique du dioxyde de carbone
[112, 138, 177] mais très peu, du moins à notre connaissance, sur les matériaux
cimentaires [88].
On a développé au cours de ces travaux de thèse de nouvelles méthodes multi-
échelles couplant, à l’échelle grossière, une méthode d’Éléments Finis ou de Ga-
lerkin discontinue avec des méthodes de Volumes Finis à l’échelle fine. Ces mé-
thodes s’appuient sur les précédents travaux sur le sujet dans le cadre Éléments
Finis [28, 120], mais utilisent des méthodes de Volumes Finis à l’échelle fine au
lieu des méthodes d’Éléments Finis. On compte ainsi augmenter la stabilité des
méthodes multi-échelles face aux fortes discontinuités et à l’anisotropie des maté-
riaux cimentaires, d’autant plus que les méthodes de Volumes Finis utilisées VF9
[97] et VFDiam [20, 79] ont été développées dans ce but. Le couplage de ces mé-
thodes est détaillé au chapitre §3.
1.6 Plan du manuscrit.
Cette introduction terminée, le lecteur trouvera dans le chapitre suivant un état de
l’art dédié aux méthodes multi-échelles (§2). Le chapitre suivant est consacré aux
nouvelles méthodes multi-échelles développées au cours de ces travaux de thèse
(§3). On y présente en détail les caractéristiques originales de ces méthodes, no-
tamment le couplage entre les méthodes de Volumes Finis à l’échelle fine et celles
d’Éléments Finis à l’échelle grossière.
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La suite du manuscrit s’articule autour des deux implémentations réalisées au
cours de la thèse. En effet, la première méthode développée, que l’on appelle
Q1/VF9, a fait l’objet d’une implémentation indépendante en Python, dans un cadre
2D. Cette implémentation, et les résultats que l’on a obtenus grâce à elle, sont
présentés au chapitre §4. Cette maquette avait pour but principal de prendre rapi-
dement conscience des diverses problématiques du sujet de thèse. C’est pourquoi
on s’est affranchi autant que possible des contraintes techniques, en imposant des
hypothèses fortes sur le problème, comme d’utiliser uniquement des maillages qua-
drangulaires réguliers.
On a ainsi appliqué la méthode Q1/VF9 à plusieurs cas théoriques et à celui,
plus complexe, d’une pâte cimentaire 2D. Plusieurs problèmes ont ainsi été mis
à jour. En effet, si la méthode converge bien sur les cas théoriques, en pratique
l’erreur a tendance à stagner pour le cas de la pâte cimentaire. La responsabilité
en revient aux forts sauts de diffusivité du milieu, sauts dont l’ordre de grandeur
peut atteindre 108. Il semble difficile, voir impossible, de choisir optimalement
les différents paramètres de la méthode dans un cas aussi raide. En conséquence
de quoi, la méthode de recouvrement [79], qui permet normalement de corriger
certains défauts de la méthode, est ici inefficace.
On a proposé plusieurs modifications afin d’améliorer les résultats de la méthode.
Tout d’abord, la taille des sytèmes étudiés a été augmentée. Augmenter la précision
de la discrétisation permet en effet une capture plus fine des effets de couche limites
via la méthode de recouvrements. Comme les calculs présentés au chapitre §4 at-
teignent les capacités maximales d’un ordinateur séquentiel, il a été nécessaire de
changer le cadre d’implémentation de cette méthode (programme Python sur un or-
dinateur) pour une interface plus robuste. Le choix s’est porté sur le code MPCube
[61], basé sur le noyau de calcul Trio-U [171].
Le cadre de travail a été considérablement élargi, l’ambition affichée étant de
pouvoir traiter des matériaux cimentaires 2D et 3D. Le chapitre §5 présente ainsi
les deux méthodes implémentées au sein du code MPCube, la première issue des
Éléments Finis Q1/VFDiam, la seconde apparentée aux méthodes de Galerkin dis-
continues GD/VFDiam.
Afin de mieux modéliser les géométries des matériaux cimentaires, la contrainte
sur les maillages a été supprimée. Les maillages seront maintenant quelconques et
devront être générés avant toute simulation. Le chapitre §6 décrit l’important tra-
vail réalisé au sein de la plate-forme SALOME [163] afin de pouvoir discrétiser ra-
pidement et automatiquement les domaines de travail. Il décrit ainsi comment l’on
obtient, à partir d’une description du matériau cimentaire, les maillages nécessaires
aux simulations MPCube.
On présente au chapitre §7 les simulations effectuées par le biais de la chaîne de
calcul SALOME-MPCube. Certaines simulations sont théoriques (§7.1), tandis que
d’autres concernent des exemples de matériaux cimentaires (§7.2). En particulier, la
section §7.2.3 présente un exemple représentatif des différents ordres de grandeur
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que l’on rencontre en travaillant sur des matériaux cimentaires. Le milieu présente
en effet de multiples sauts de diffusivité d’un facteur 1× 1011, conséquences de
l’existence de plusieurs dizaines de milliers de microstructures. La discrétisation
complète de ce milieu demande près de 100 millions de tétrahèdres, ce qui exclut
toute résolution d’un problème de diffusion par une méthode numérique classique.
Enfin, le chapitre §8 fait le bilan des capacités de la chaîne de calcul multi-
échelle SALOME-MPCube. On y reprend notamment les remarques ponctuelles
que l’on a faites au cours des trois précédents chapitres sur les forces et faiblesses
des méthodes développées pendant ces travaux de thèse. Des pistes de travails sont
proposées pour améliorer la chaîne de calcul et pour en étendre les applications.
Les résultats présentés dans ce manuscrit de thèse ont été partiellement rédigés
dans deux rapports internes CEA [9, 70] et un article [14], reproduit à l’Annexe
§C. Ils ont également fait l’objet de communications orales [10, 12, 13] et écrites
[7, 8, 11] lors de conférences nationales et internationales.








Ce chapitre présente une synthèse des différentes méthodes multi-échelles que
l’on peut trouver dans la littérature scientifique, afin de résoudre numériquement le
problème suivant, ou une de ses généralisations :
−∇ · (D∇C) = f dans Ω,
C = gD sur ΓD,
D∇C ·n = gN sur ΓN ,
(2.1)
où (ΓD,ΓN) forme une partition de Γ = ∂Ω la frontière du domaine Ω. f , gD et
gN sont respectivement le terme source, la condition aux limites de Dirichlet et la
condition aux limites de Neumann du problème.
On suppose que ce problème comporte deux échelles. Il y a d’une part l’échelle
globale qui correspond à la taille du domaine Ω, et d’autre part il y a l’échelle fine,
qui correspond à la taille caractéristique des fluctuations du milieu. On suppose que
la taille de ces fluctuations, intégrées au problème par le biais de la matrice D, est
très petite par rapport à la taille du domaine. Il y a donc un véritable écart entre les
deux échelles.
L’échelle fine représente bien entendu une information plus précise que l’échelle
globale, et dans la mesure du possible, c’est à cette échelle que l’on souhaiterait ré-
soudre (2.1). Cependant, compte tenu de l’écart entre les deux échelles, on suppose
qu’une telle résolution est techniquement impossible, du moins par une méthode
numérique classique. On va donc présenter des méthodes numériques permettant
d’obtenir une approximation de la solution fine, à partir de calcul à une échelle
intermédiaire, dite grossière.
Comme l’illustre la Figure 2.1, les méthodes ici présentées s’appuient sur deux
discrétisations des quantités du problème (2.1) : une fine, de taille caractéristique h,
et une grossière, de taille caractéristique H, avec h < H. Dans tout ce qui suit, on
indice donc d’un h les grandeurs numériques liées à l’échelle fine, microscopique.
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FIGURE 2.1 – Le domaine Ω est discrétisé grossièrement par le maillage TH(Ω)
(à gauche). On fait intervenir un maillage fin Th(Kˆ) (à droite) pour obtenir des
informations locales sur une zone de travail précise Kˆ (en rouge).
et d’un H les grandeurs liées à l’échelle grossière, macroscopique. On note ainsi
TH(Ω) une discrétisation grossière du milieu Ω, respectivement Th(Ω) une discré-
tisation fine. De même, un problème numérique résolu sur TH(Ω), respectivement
Th(Ω), est dit grossier, respectivement fin.
On répartit les méthodes de simulations multi-échelles en trois grandes catégo-
ries les méthodes de Galerkin directes, qui comprennent les méthodes développées
au cours de ces travaux de thèse, les méthodes de Galerkin approchées et les mé-
thodes de Volumes Finis.
2.1 Présentation des méthodes multi-échelles.
On considère une discrétisation grossière TH(Ω) du domaine de travail Ω. On
appelle méthode de simulation multi-échelle toute méthode numérique respectant
le schéma algorithmique décrit par l’Algorithme 2.1 :
Algorithme 2.1 Algorithme d’une méthode de simulation multi-échelle.
1: Choix d’un schéma grossier sur TH(Ω).
2: Calcul, à l’échelle fine, des informations nécessaires au schéma grossier.
3: Résolution du problème grossier.
4: Reconstruction d’une solution CH,h à l’échelle fine.
La seconde étape de l’Algorithme 2.1 (Alg. 2.1 L.2) est la clé de toute méthode
de simulation multi-échelle. Il s’agit en effet de calculer les éléments nécessaires
à l’assemblage du problème grossier ; comme les matrices de rigidité dans le cas
des méthodes Éléments Finis, ou des transmibilités dans le cas des méthodes Vo-
lumes Finis ; en y intégrant autant que possible les informations dont on dispose à
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l’échelle fine. Pour ce faire, on résout généralement une série de problèmes fins sur
des parties du domaine Ω. Ces problèmes doivent eux aussi être discrétisés et réso-
lus, le choix de la méthode numérique étant généralement libre. Très souvent, ces
problèmes sont indépendants les uns des autres et on peut les résoudre en parallèle.
La dernière étape (Alg. 2.1 L.4) de la méthode consiste à reconstruire une so-
lution à l’échelle fine CH,h à partir de la solution grossière CH . Cette étape n’est
souvent appliquée qu’à une portion restreinte du domaine Ω, pour des raisons de
taille mémoire, les méthodes multi-échelles ayant justement été développées pour
résoudre des problèmes de très grandes tailles. Selon la méthode, elle peut être très
simple, ou au contraire demander de résoudre un nouveau problème fin.
Cette définition regroupe un ensemble assez disparate de méthodes, que l’on
peut répartir en trois grandes catégories : les méthodes de Galerkin directes, les
méthodes de Galerkin approchées et les méthodes de Volumes Finis.
Les deux premières catégories de méthodes permettent de résoudre, à l’échelle
grossière, une forme faible du problème (2.1). Il s’agit alors de résoudre un pro-
blème linéaire de Galerkin de la forme :
Trouver CH ∈VH tel que :
∀vH ∈VH BH(CH ,vH) = aH(vH) (2.2)
où VH est un espace vectoriel «bien choisi», BH une application bilinéaire sy-
métrique de VH ×VH dans R, et aH une application linéaire de VH dans R.
La manière de résoudre le problème (2.2) diffère d’une catégorie à l’autre. Dans
le cas des méthodes de Galerkin directes, on cherche à déterminer VH , BH et aH de
manière à ce qu’ils tiennent compte des informations disponibles à l’échelle fine.
Cela passe généralement par la détermination d’une famille de fonctions (ΦI)I∈I ,
solutions de problèmes de cellules, qui sert de base à l’espace VH .
Au contraire, les méthodes de Galerkin approchées s’appuient sur un schéma
grossier, et donc un triplet (VH ,BH ,aH) a priori indépendant de l’échelle fine. On
peut choisir, par exemple, une méthode Éléments Finis d’ordre 1 classique. L’uti-
lisation de ce schéma grossier nécessite cependant le calcul et l’assemblage de
termes matriciels qui, eux, sont liés aux données fines du problème (2.1), notam-
ment la diffusivité D. Dans une méthode de Galerkin approchées, ces termes sont
alors approximés à partir de solutions locales du problème (2.1).
Comme leur nom l’indique, les méthodes de Volumes Finis multi-échelles per-
mettent de résoudre le problème (2.1) par une méthode de Volumes Finis. Dans ce
cas, l’assemblage du problème numérique correspondant nécessite de calculer des
transmissibilités, c’est-à-dire d’exprimer des flux à travers les arêtes du maillage
grossier TH(Ω). Ceux-ci seront exprimées à l’aide des solutions de problèmes de
cellules définis sur le maillage dual T˜H(Ω) du maillage TH(Ω).
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2.2 Méthodes de Galerkin directes.
2.2.1 Présentation de la méthode.
Cette catégorie de méthodes multi-échelles est la plus ancienne historiquement
parlant, puisqu’elle comprend la première méthode multi-échelle, construite à par-
tir d’une méthode d’Éléments Finis. Elle fut introduite par deux publications : tout
d’abord Hou et Wu [120], qui présenta la méthode numérique ainsi que quelques
exemples d’applications, puis Hou et al [121] qui en établit la convergence théo-
rique.
Le principe de la méthode est relativement simple, puisqu’il s’agit de résoudre
le problème grossier (2.1) par une méthode d’Éléments Finis d’ordre 1. Cependant,
la base d’Éléments Finis (ΦI)1≤I≤p n’est pas composée de fonctions analytiques,
mais à partir de solutions de problèmes de cellules.
Sur chaque macroélément K ∈ TH(Ω), on résout donc :
−∇ · (D∇ΦIK) = 0 (2.3)
Le problème (2.3) nécessite des conditions aux limites sur ∂K pour être bien
posé. On choisit d’imposer à ΦIK d’être linéaire sur ∂K, et de prendre pour valeur
1 en le noeud I, et 0 aux autres noeuds. Ces problèmes sont résolus numérique-
ment sur des maillages fins Th(K). La fonction ΦI est ensuite définie morceaux par
morceaux à partir des fonctions ΦIK correspondantes. Dans le cas d’une discrétisa-
tion grossière en rectangle, on doit ainsi résoudre quatre problèmes de cellules par
noeud du maillage TH(Ω).
Une fois la famille (ΦI)1≤I≤p obtenue, on peut assembler la méthode d’Éléments











On résout donc numériquement le problème (2.2) afin d’obtenir une solution
CH , un vecteur disposant d’une valeur par sommet I de TH(Ω).
La construction à l’échelle fine de CH,h ne demande pas de résoudre un pro-
blème supplémentaire. En effet, pour obtenir CH,h, il suffit de pondérer les fonctions
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Cette construction demande cependant une manipulation informatique des fonc-
tions fines {ΦIK} pour réaliser les opérations de sommation et de multiplication. À
cela s’ajoute un problème d’interpolation entre maillages si, pour un même ma-
croélément K, les fonctions {ΦIK} ont été résolues sur des maillages fins Th(K)
différents.
On trouvera à la Figure 2.2 (en haut) une illustration de l’ensemble des problèmes
fins qu’il est nécessaire de résoudre pour utiliser cette méthode. En bleu autour du
sommet I apparaissent les quatre problèmes de cellules. Pour obtenir la solution sur
l’élément K (trait gras rouge), aucun problème supplémentaire n’est nécessaire.
2.2.2 Améliorations.
Depuis son introduction, la méthode d’Éléments Finis multi-échelle de Hou et
Wu a fait l’objet de plusieurs améliorations. Sur le plan théorique notamment, elle
a été intégrée à un cadre plus général de méthodes d’Éléments Finis multi-échelles
d’ordre quelconque par les travaux de Babuška et al. [33, 32] et Matache et al.
[140]. Deux sources d’erreurs ont de plus été identifiées et corrigées.
La première et plus importante, est un phénomène de couche limite. En effet,
compte tenu des conditions aux limites imposées aux problèmes de cellules (2.3),
on impose à la solution CH ∈VH d’être linéaire sur les frontières des macroéléments
K ∈ TH(Ω), ce que n’est pas C. Pour résoudre ce problème, une méthode de sur-
échantillonnage a été proposée dès l’article originel de Hou et Wu, même si son
apport réel n’a pu être quantifié que quelques années plus tard [90].
Une autre méthode consiste à remplacer les conditions linéaires par des condi-
tions oscillantes [28, 120]. Le principe est d’utiliser la solution d’un problème de
cellule à la dimension d−1 comme conditions aux limites des problèmes de cellule
en dimension d. Cette technique est très efficace, et on constate une disparition to-
tale du phénomène de couche-limite. Elle est cependant difficile à mettre en œuvre,
surtout dans un contexte 3D, puisqu’elle nécessite alors de résoudre, non pas un
problème par sommet, mais un problème par arête, par face et par sommets de K.
La seconde source d’erreur est un problème de résonance de cellule, qui ap-
paraît dès que K ∈ TH(Ω) n’est pas une cellule de périodicité du problème. Pour
limiter cette erreur, Hou et al. [119] ont introduit une méthode multi-échelle de
Petrov-Galerkin. Dans cette méthode, l’espace des solutions Vect{(ΦI)1≤I≤p} reste
inchangé, mais les fonctions tests vh sont choisis dans un espace d’Éléments Finis
classique.
Dans [28], Allaire et Brizzi proposent un nouveau jeu de problèmes de cellules.
Sur chaque macroélément K ∈ TH(Ω), on ne résout en fait que d problèmes, où d
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est la dimension du domaine. Les fonctions (ΦI)1≤I≤p sont alors définis par com-
position d’une fonction d’Éléments Finis classique par les solutions des problèmes
de cellules. De cette manière, le nombre de problèmes de cellules est indépendant
de l’ordre de la méthode d’Éléments Finis multi-échelle choisie, au contraire de la
méthode introduite par Hou et Wu. Plus récemment, Owhadi et Zhang [152, 153]
ont utilisé une approche similaire, en utilisant cette fois-ci des problèmes correc-
teurs au lieu de problèmes de cellules.
2.2.3 Extensions et applications.
Les méthodes d’Éléments Finis multi-échelles ont été étendues à d’autres pro-
blèmes linéaires. Par exemple, Efendief et Wu ont présentée une analyse détaillée
de la méthode des Éléments Finis multi-échelles pour un nombre d’échelles quel-
conque [92]. On applique dans Hou et al. une méthode d’Éléments Finis multi-
échelles à un problème de saut aux interfaces [119].
Les méthodes de simulations multi-échelles ont été appliquées à la formulation
mixte du problème (2.1) par Chen et Hou [69]. Il s’agit de déterminr (q,C) solutions
de : {
∇ ·q = f dans Ω,
q = −D∇C dans Ω. (2.8)
On construit alors une base d’Éléments Finis mixtes multi-échelles en s’ap-
puyant sur les méthodes d’Éléments Finis mixtes classiques [55, 156]. On obtient
alors une méthode de Galerkin directe très similaire à la méthode originale de Hou
et Wu. Les différences ne tiennent, au final, qu’au choix des termes sources et des
conditions aux limites des problèmes de cellule. Les Éléments Finis mixtes multi-
échelles ont notamment été appliqués au transport incompressible d’un mélange
eau-huile à travers un milieu poreux par Aarnes [1] et Aarnes et al. [4].
En 2008, Aarnes et al. [2] ont étendu cette formulation à un cadre plus général
permettant notamment l’étude du transport diphasique en milieu poreux. Une ana-
lyse mathématique rigoureuse y est décrite, prouvant la convergence de la méthode.
On peut également citer l’existence d’une méthode multi-échelle de Galerkin dis-
continue, qui combine les travaux de Aarnes et al. sur les Éléments Finis mixtes et
ceux de Hou et Wu sur les Éléments Finis [3].
La méthode des Éléments Finis multi-échelles a été appliquée au cas général
des équations elliptiques non linéaires par Efendiev et al. dans [91]. Le problème à
résoudre est alors :
−∇ · (D(x,C,∇C))+a(x,C,∇C) = f dans Ω (2.9)
La méthode semble bien s’adapter aux non-linéarités du problème, et on ob-
serve les mêmes forces et faiblesses que dans la cadre linéaire. En particulier, on
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peut montrer que le phénomène de couche limite est la plus grande source d’erreur
de la méthode. Comme dans le cadre linéaire, une méthode de sur-échantillonnage
permet cependant de réduire efficacement ce phénomène.
Enfin, on peut citer les travaux de Chen [67] puis Chen et al. [68] qui, par le biais
de réécritures précises du problème de Galerkin (2.2), ont grandement amélioré les
estimations d’erreurs liant CH,h et C, que la méthode soit conforme ou non.
2.3 Méthodes de Galerkin approchées.
On présente dans cette section les méthodes multi-échelles de Galerkin appro-
chées, qui ont été introduites par E et Engquist sous le nom de Heterogeneous
multiscale methods [86]. Deux composants articulent la méthode : d’une part la
sélection d’un solveur macroscopique, correspondant à l’étape (Alg. 2.1 L.1), et
d’autre part l’estimation des données nécessaires à ce schéma par la résolution de
problèmes locaux, correspondant à l’étape (Alg. 2.1 L.2). Contrairement aux mé-
thodes de Galerkin directes, le choix de la méthode macroscopique ne dépend pas
des informations dont on dispose à l’échelle fine. C’est la mise en œuvre de cette
méthode, c’est-à dire le calcul de termes matriciels ou de flux à l’étape (Alg. 2.1
L.2), qui fait intervenir l’échelle fine du problème.
La méthodologie multi-échelle hétérogène présentée par E et Engquist est en
fait une méthodologie générale permettant de construire des algorithmes multi-
échelles économes. Les échelles du problème étant séparées, on peut notamment
travailler sur des modèles différents d’une échelle à l’autre.
2.3.1 Présentation de la méthode.
Dans le cadre du problème de Galerkin (2.2), la méthode proposée par E et al.
dans [87] s’appuie, à l’échelle grossière, sur une méthode d’Éléments Finis d’ordre
1. On note (ΦI)1≤I≤p la base d’Éléments Finis correspondante.










où DH représente la valeur effective de D à l’échelle grossière. En effet, on ne
peut utiliser ici la valeur fine Dh, puisque le schéma grossier doit être indépendant
de l’échelle fine.
Afin d’assembler le schéma grossier, il est nécessaire de calculer les différents
termes (B(ΦI,ΦJ))1≤I,J≤p de la matrice de rigidité. Ces termes peuvent être évalués



















FIGURE 2.2 – Illustration des méthodes de Galerkin directes (en haut), de Galerkin
approchées (au milieu) et de Volumes Finis multi-échelles (en bas) sur un maillage
grossier. En bleu, les problèmes fins relatifs au noeud I ou à la face F , selon la
méthode. En rouge, les problèmes à résoudre a posteriori pour obtenir une solution
fine sur l’élément grossier K (en rouge, trait épais).
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par une formule de quadrature. Soit K ∈ TH(Ω) un élément du maillage grossier
TH(Ω), de volume |K|. On note xm les points de quadratures appartenant à K et pm










DH étant une quantité grossière, on ne dispose pas de sa valeur en xm. On va donc
déterminer une valeur de (DH∇ΦI ·∇ΦJ) en xm par le biais de problèmes locaux.
Soit ω(xm)⊂ K un domaine cubique centré en xm, on résout pour chaque ΦI le
problème suivant : { −∇(Dh∇φ Im) = 0 sur ω(xm),
φ Im = ΦI sur ∂ω(xm).
(2.13)





Dh∇φ Im ·∇φ Jm
Une fois les termes (B(ΦI,ΦJ))1≤I,J≤p calculés, on peut assembler et résoudre
le problème matricielle grossier, afin d’obtenir la solution grossière CH .
Soit Ωh ⊂Ωµ deux sous-domaines de Ω, vérifiant dist(∂Ωh,∂Ωµ)> 0. Si l’on
souhaite obtenir une valeur fine CH,h sur le domaine Ωh, la méthode de E et al.
propose de résoudre :{ −∇(Dh∇CH,h) = f sur Ωµ ,
CH,h = CH sur ∂Ωµ .
(2.14)
On restreint ensuite la solution CH,h au seul domaine Ωh. Le problème (2.14)
n’est pas résolu directement sur Ωh afin de s’affranchir d’un phénomène de couche
limite.
On illustre à la Figure 2.2 (au milieu) l’ensemble des problèmes fins qu’il est
nécessaire de résoudre pour utiliser cette méthode. En bleu autour du sommet I
apparaissent les 4×4 problèmes fins utilisés pour calculer les {φ Im}, chacun sur un
domaine ω(xm) distinct. Pour obtenir la solution sur l’élément K (trait gras rouge),
il est nécessaire de résoudre le problème (2.14) sur un domaine légèrement plus
grand (en rouge).
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2.3.2 Extensions et applications.
De nombreuses analyses théoriques ont été réalisées sur la méthode proposée par
E et al. [86, 87].
Outre les éléments présentés dans l’article originel, on peut citer par exemple
les travaux de Abdulle [15]. Celui-ci analyse l’influence des problèmes locaux
(2.13) sur la méthode. Il présente notamment des estimations d’erreurs a priori
liant la taille des domaines ω(xm) et les erreurs de résolution de (2.13) à la conver-
gence de la méthode.
Ohlberger [151] propose une interprétation du problème de Galerkin appro-
chée (2.10-2.12) comme la formulation variationnelle d’un problème homogénéisé
limite, au sens de la convergence double-échelle [26]. Cette nouvelle formulation
permet de retrouver les estimations d’erreurs a priori de E et al.et de Abdulle, mais
aussi de construire des estimations d’erreurs a posteriori. Les travaux d’Ohlberger
s’appuie cependant sur des hypothèses fortes de régularité, et des recherches pour
déterminer des estimations d’erreurs a posteriori dans le cas général sont en cours
[17].
L’influence des conditions limites imposées aux problèmes locaux (2.13) a fait
l’objet de travaux par Yu et E [175]. Trois types de conditions limites sont étu-
diées : les conditions de Dirichlet, les conditions de Neumann et les conditions
périodiques. À partir de plusieurs simulations numériques, les auteurs concluent
que les conditions périodiques sont plus efficaces. Les conditions de Dirichlet, res-
pectivement de Neumann, semblent surestimer, respectivement sous-estimer, la dif-
fusivité effective.
La méthode de E et al. a également fait l’objet d’adaptation afin de pouvoir traiter
une plus large gamme de problèmes. Selon l’article originel de E et al., l’étude des
problèmes elliptiques non linéaires ne pose pas de difficultés, :
−∇ · (D(x,C)∇C) = f dans Ω
La justification théorique et les estimations d’erreurs a priori de la méthode de-
mandent cependant un travail particulier [87].
Dans [18], Abdulle et Schwab cherchent à résoudre le problème (2.1) sur un
domaine Ω dont la surface comprend de fortes oscillations à l’échelle fine. Par le
biais de transformations géométriques, les auteurs se ramènent à un problème sur
un domaine de référence, en transférant les perturbations fines sur le terme source
f . En plus de BH , il s’agit donc de construire une approximation de aH et la méthode
de Galerkin approchée est adaptée en conséquences.
On peut également citer une adaptation de la méthode au cas des problèmes
d’homogénéisation paraboliques [144], et une méthode multi-échelle s’appuyant
sur une méthode de Galerkin discontinue [16].
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FIGURE 2.3 – Le maillage dual T˜H(Ω) (tiret) est construit à partir des barycentres
des éléments du maillage primal TH(Ω) (trait continu). Chaque élément du maillage
dual contient un unique noeud de TH(Ω) (points noir).
2.4 Méthodes des Volumes Finis multi-échelles.
2.4.1 Présentation de la méthode.
La méthode de Volumes Finis multi-échelles fut introduite par Jen et al. [125],
dans le cadre d’un travail sur le transport en milieu poreux ; plus précisément celui
d’eau et d’huile au sein d’un réservoir pétrolifère. Il s’agissait de résoudre numéri-
quement le problème (2.1) tout en s’assurant de calculer des flux conservatifs, d’où
l’idée de développer une méthode multi-échelle s’appuyant sur les Volumes Finis.
Outre la solution C, il était également important de pouvoir disposer d’une valeur
précise du champs −D ·∇C. Ce sont en effet deux grandeurs essentielles, sous les
noms de pression et vitesse, aux simulations de l’industrie pétrolière. Les aspects
théoriques ont été étudiés par Ginting [105].
Afin de présenter la méthode des Volumes Finis multi-échelles, il est nécessaire









où nK est le vecteur normal à la face F , sortant de K.
On suppose CH constant par morceaux sur chaque élément K ∈ TH(Ω). Le prin-
cipe des méthodes de Volumes Finis est de construire un schéma numérique en





Afin d’approximer LK,F en fonction des CH(K), on va faire intervenir T˜H(Ω) le
maillage dual de TH(Ω). Comme le montre la Figure 2.3, les noeuds de ce maillage
sont les barycentres des éléments du maillage TH(Ω). Deux noeuds de T˜H(Ω) sont
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reliés si les éléments correspondant de TH(Ω) sont voisins. Construit de cette ma-
nière, chaque élément K˜ du maillage dual T˜H(Ω) contient un noeud de TH(Ω). On




Pour une méthode Volumes Finis classique, les (ΦKK˜) sont des fonctions analy-
tiques. Dans le cas d’une méthode multi-échelle, on les choisit solutions des pro-
blèmes de cellules duaux :
−∇ · (D∇ΦKK˜) = 0 dans K˜. (2.18)
Les conditions aux limites du problème (2.18) sont celles employées par la
méthode Éléments Finis multi-échelles de Hou et Wu : linéaires ou oscillantes.
Dans le cas des conditions limites linéaires, cela signifie qu’on impose à ΦKK˜ d’être
linéaire sur ∂ K˜ et d’avoir pour valeurs 1 en le sommet correspondant au barycentre
de l’élément K, et 0 en les autres sommets. Pour plus de détails à ce sujet, on peut
se reporter à [125] .
Ces problèmes sont résolus numériquement à l’échelle fine, sur des maillages
fins Th(Kˆ). Les équations (2.15), (2.16) et (2.17) permettent ensuite d’assembler un
système linéaire liant les valeurs de CH .
Une fois obtenue la solution grossière CH , il est possible d’utiliser la base duale




Cepenant, si l’on procède ainsi, la vitesse D∇CH,h ainsi obtenue est discontinue
le long des frontières ∂K, et le champs n’est plus à divergence nulle.
Pour remédier à cela, on introduit un second jeu de problèmes locaux. Pour
chaque K ∈ TH(Ω), on résout sur chaque élément K1 partageant un sommet avec
K, le problème suivant :
−∇ · (D∇ΨK1K ) = fK dans K1, (2.20)
ΨK1K = ∑
K˜,K1∩K˜ 6= /0
ΦK1K˜ sur ∂K1 (2.21)
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On trouve à la Figure 2.2 (en bas) une illustration de l’ensemble des problèmes
fins qu’il est nécessaire de résoudre pour utiliser cette méthode. En bleu autour de
la face F apparaissent les deux problèmes de cellules duaux (2.18), chaque pro-
blème portant sur une maille du maillage dual T˜H(Ω). Pour obtenir la solution sur
l’élément K (trait gras rouge), il est nécessaire.de résoudre neuf problèmes (2.21),
un par élément jouxtant K (en rouge).
2.4.2 Extensions et applications.
La problématique du transport diphasique eau-huile fut la première extension de
la méthode des Volumes Finis multi-échelles [126, 127]. La méthode n’intervient
en fait que sur une partie du problème, afin de résoudre l’équation de pression. La
seconde moitié du problème, l’équation de transport, est résolue à l’échelle fine
explicitement [126] ou implicitement [127].
L’équation de pression est similaire à l’équation (2.1), mais la mobilité D est
dans ce cadre une fonction de la saturation. Elle évolue donc dans le temps avec
la répartition des différentes phases et il devient nécessaire de recalculer les pro-
blèmes locaux correspondants, duaux et fins, à chaque pas de temps. En pratique, ce
recalcul est restreint aux zones où la mobilité a été modifiée significativement. Les
seuils sont définis de manière arbitraire, en accord avec la physique du problème
à résoudre. Dans le cas d’un transport diphasique, modélisant le déplacement de
pétrole suite à l’injection d’eau, il suffit de concentrer le recalcul sur les fronts de
saturation, et de laisser le reste du domaine en l’état.
Une version itérative de la méthode des Volumes Finis multi-échelles a été ré-
cemment développée, afin d’améliorer ses résultats sur les milieux fortement hété-






où ΘtK˜ est un terme de correction calculée sur chaque volume K˜ j du maillage
dual ˜TH(Ω).
−∇ · (D∇Θt+1K˜ ) =R(S nt (Ct)) (2.24)
R est un opérateur différentiel qui découle naturellement de l’injection de
(2.23) dans (2.1). S est une fonction de lissage, que l’on applique un nombre nt
de fois à la fonction Ct . Son rôle est fondamental dans la convergence de la mé-
thode. Utilisée correctement, elle permet en effet de distribuer dans K˜ j l’erreur de
la solution habituellement concentrée le long des frontières ∂ K˜.
Cette méthode permet de s’affranchir du calcul des problèmes locaux (2.21), le
terme de correction ΘtK˜ permettant d’assurer la continuité de C et de D∇C. On se
reportera à [111] pour plus de détails sur ce point.
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D’autres améliorations ont depuis été introduites, afin de prendre en compte les
différents aspects du transport d’un ou plusieurs fluides au sein d’un réservoir pétro-
lifère. Sur le plan phénoménologique, on peut par exemple citer la prise en compte
de la compressibilité des fluides [134, 137] et de la capillarité [138]. D’un point de
vue plus pratique, le cas de répartitions complexes des termes sources ; modélisant
puits, injecteurs, etc ; a fait l’objet d’études récentes [128, 174].
Chapitre 3
Méthodes multi-échelles pour les
matériaux cimentaires.
Introduction.
On présente dans ce chapitre les méthodes multi-échelles qui ont été dévelop-
pées durant ce travail de thèse. Elles sont au nombre de trois et appartiennent à la
catégorie des méthodes multi-échelles de Galerkin directes, telle que caractérisée à
la section §2.2.
Dans tout ce qui suit, Ω est soit un domaine rectangulaire (dimension d = 2)
ou parallélépipédique (dimension d = 3). On cherche à résoudre un problème de
diffusion sur Ω. 
−∇ · (D∇C) = f dans Ω,
C = gD sur ΓD,
D∇C ·n = gN sur ΓN ,
(3.1)
où (ΓD,ΓN) est une partition de Γ= ∂Ω la frontière du domaineΩ. f , gD et gN sont
respectivement le terme source, la condition aux limites de Dirichlet et la condition
aux limites de Neumann.
Ce problème est approché par un problème linéaire de Galerkin, que l’on ap-
pelle problème grossier et qui prend la forme suivante :
Trouver CH ∈VH tel que :
∀vH ∈VH BH(CH ,vH) = aH(vH) (3.2)
où VH est un espace vectoriel «bien choisi», BH une application bilinéaire sy-
métrique de VH ×VH dans R, et aH une application linéaire de VH dans R.
Chacune des méthodes présentées suit le processus multi-échelle décrit à l’Al-
gorithme 3.1, qui reprend les étapes de l’Algorithme 2.1. Le domaine de travail est
tout d’abord discrétisé par le biais d’un maillage grossier TH(Ω) (Alg. 3.1 L.1).
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Ensuite, afin de résoudre le problème (3.2), on détermine l’espace vectoriel VH qui
est construit à partir des solutions des problèmes de cellules. Il s’agit de problèmes
particuliers de diffusion définis sur chaque élément K ∈ TH(Ω), que l’on résout sur
un maillage fin (Alg. 3.1 L.2). Le problème grossier est ensuite assemblé, une opé-
ration qui demande de calculer plusieurs termes à l’échelle fine, et résolu (Alg. 3.1
L.3). Enfin, on calcule une solution fine CH,h à partir de la solution grossière CH de
(3.2) (Alg. 3.1 L.4).
Algorithme 3.1 Étapes des méthodes multi-échelles.
1: Découpage du domaine Ω.
2: Résolution des problèmes de cellules. . Alg. 2.1 L.2
3: Construction et résolution du problème grossier sur VH . . Alg. 2.1 L.3
4: Reconstruction d’une solution CH,h à l’échelle fine. . Alg. 2.1 L.4
La spécificité des méthodes ici présentées tient en partie dans la résolution des
problèmes de cellules. En effet, on utilise ici des méthodes Volumes Finis pour
résoudre tous les problèmes fins, alors que ceux-ci sont généralement résolus, dans
ce contexte multi-échelle, par des méthodes de Galerkin. En effet, coupler deux
types différents de méthodes aux échelles fine et grossière introduit des difficultés
supplémentaires, ne serait-ce que pour construire le schéma grossier. Ce choix a
cependant été motivé par plusieurs études sur les matériaux cimentaires [5, 47,
96] qui ont montré la supériorité, notamment en termes de stabilité, des méthodes
Volumes Finis sur les problèmes à forte anisotropie et forts sauts de diffusivité.
De plus, des méthodes d’Éléments Finis conformes, d’Éléments Finis non-
conformes et de Galerkin discontinues sont utilisées à l’échelle grossière. Si les
deux premières ont déjà fait l’objet de nombreux travaux [28, 120, 121], l’utilisa-
tion dans ce contexte d’une méthode de Galerkin discontinue est, à notre connais-
sance, inédite.
On décrit, dans la suite du chapitre, chaque étape de l’Algorithme 3.1. Les mé-
thodes numériques utilisées sont donc présentées au moment où elles interviennent
dans le processus multi-échelle, c’est-à-dire lors de la résolution des problèmes lo-
caux pour les méthodes Volumes Finis, et lors de la construction du schéma grossier
pour les méthodes de Galerkin.
La première méthode développée utilise un schéma de Volumes Finis à neuf
points au niveau fin, et un schéma Éléments Finis Q1 à l’échelle grossière. Cette
méthode a fait l’objet d’une implémentation sur une maquette indépendante, dont
on présentera l’architecture et les résultats numériques au chapitre §4.
Les seconde et troisième méthodes utilisent un schéma de Volumes Finis dit
VFDiam au niveau fin. Au niveau grossier, il s’agit respectivement d’un schéma
d’Éléments Finis Q1 et d’une méthode de Galerkin Discontinue à pénalité intérieure
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[82]. Elles ont été implémentées au sein du code de calcul MPCube [61]. On en
présente les résultats au chapitre §5.
La dernière partie §3.6 de ce chapitre est consacrée aux matériaux cimentaires.
On y présente le modèle, dit par inclusions, choisi pour décrire les matériaux ci-
mentaires au cours de ces travaux de thèse. La modélisation des phénomènes de
dégradation, de vieillissement, est également présentée.
3.1 Découpage du domaine Ω.
Définition 3.1 On appelle division du milieu Ω ; et on note D ; un d−uplet d’en-
tiers strictement positifs. Le domaine Ω est alors uniformément divisé en D(i) élé-
ments parallélépipédiques selon chaque direction i. Cette division construit donc
une discrétisation grossière TH(Ω) de Ω.
Définition 3.2 On appelle macroélément ; et on note K ; un élément de la discréti-
sation grossière TH(Ω). En appliquant l’ordre lexicographique aux barycentres des
éléments de TH(Ω), chaque macroélément K se voit attribuer un d−uplet d’entiers
positifs. Ce d−uplet représente les coordonnées de K au sein de TH(Ω). Généra-
lement, on assimile le macroélément à ses coordonnées, que l’on note tous deux
K.
Dans le cas 3D, chaque macroélément K est un parallélépipède rectangle dont
les arêtes suivent les axes des coordonnées. En posant mK = (xm,ym,zm) et MK =
(xM,yM,zM), on a l’égalité suivante :
K =]xm,xM[×]ym,yM[×]zm,zM[. (3.3)
Définition 3.3 On définit un ordre partiel≤ sur les macroélements Ka et Kb par la
relation suivante :
Ka ≤ Kb ⇔ ∀1≤ i≤ d Ka(i)≤ Kb(i). (3.4)
La Figure 3.1 (partie gauche) présente un exemple de division du domaine Ω,
pour lequel on a choisi D = (2,2).
Définition 3.4 On appelle taux de sur-échantillonnage ; et on note ρ ; un réel po-
sitif. On appelle découpage le couple (D ,ρ). On appelle cellule ; et on note Kˆ ;
l’union du macroélément K et d’une fraction ρ de ses voisins.
Par définition, la cellule Kˆ empiète sur les macroéléments connexes de K,
comme l’illustre la Figure 3.1 (droite). Dans le cadre 3D, on a l’égalité suivante :
















FIGURE 3.1 – Le domaineΩ (en gras) est divisé en macroélements rectangulaires K
(ligne solide). La cellule Kˆ (en pointillé), construite à partir de K et d’une fraction
ρ de ses voisins, est maillée finement (traits fins gris).
Kˆ =]xm−ρ(xM− xm),xM +ρ(xM− xm)[×
]ym−ρ(yM− ym),yM +ρ(yM− ym)[×
]zm−ρ(zM− zm),zM +ρ(zM− zm)[. (3.5)
La méthode multi-échelle n’utilise pas nécessairement le sur-échantillonnage :
on peut choisir ρ = 0 et retrouver alors Kˆ = K.
Remarque 3.1 Il est important de noter que, en pratique, pour des raisons de ges-
tion de la mémoire, le milieu n’est jamais créé entièrement puis découpé. En ef-
fet, même si l’on dispose bien d’une description globale du milieu (diffusivités,
positions et formes des inclusions, etc.), la construction du milieu (création des
géométries, maillage) se fait directement cellule par cellule. Il est cependant par-
faitement possible de fusionner tout ou partie des macroéléments pour obtenir une
vision d’ensemble du milieu. Les détails pratiques de la construction des cellules
(champs de diffusivités, génération de maillages, etc.) sont décrites à la section
§4.3, pour la première méthode, et au chapitre §6, pour les deuxième et troisième
méthodes.
3.2 Résolution des problèmes de cellules.
3.2.1 Problèmes de cellules et Volumes Finis.
3.2.1.1 Problèmes de cellules.
Soit n = 4 (dimension 2) ou n = 8 (dimension 3), on appelle (Si)1≤i≤n les som-
mets du macroélément K et (Sˆi)1≤i≤n les sommets de la cellule Kˆ correspondante.
Ces notations sont illustrées à la Figure 3.1 (droite).
Sur chaque cellule Kˆ, pour chaque 1 ≤ i ≤ n on doit résoudre un problème de
cellule :
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{ −∇ · (D∇Ψi
Kˆ
) = 0 dans Kˆ,
Ψi
Kˆ
= β i sur ∂ Kˆ. (3.6)
β i est une fonction linéaire continue sur chaque face de ∂ Kˆ. En notant δ le
symbole de Kronecker, on la définit univoquement par les conditions suivantes :
∀1≤ j ≤ n β i(Sˆ j) = δ i, j. (3.7)
Remarque 3.2 Les conditions aux limites utilisées ici sont des conditions aux li-
mites linéaires mais d’autres possibilités existent. En particulier, on présente dans
[28, 120] l’impact positif de conditions oscillantes sur la méthode. Le principe
est d’utiliser la solution d’un problème de diffusion à la dimension d− 1 comme
conditions aux limites des problèmes de cellule en dimension d. Ces conditions sont
cependant difficiles à mettre en œuvre, surtout dans un contexte 3D, puisqu’elles
nécessitent alors de résoudre, non pas un problème par sommet, mais un problème
par arête, par face et par sommets de Kˆ. Même si l’intérêt des conditions oscil-
lantes est certains ; voir à ce sujet la section §3.3.1.1 ; on s’en tient donc, au cours
de ces travaux, aux conditions linéaires.
3.2.1.2 Principe des méthodes de Volumes Finis.
Pour résoudre les problèmes de cellule, deux méthodes numériques appartenant
à la famille des Volumes Finis ont été utilisées : les méthodes VF9 et VFDiam.
On présente ici le principe général des méthodes de Volumes Finis, tandis que les
spécificités des méthodes VF9 et VFDiam sont l’objet des sections suivantes.
On quitte, pour le reste de la section, le cas particulier des problèmes de cel-
lules, pour travailler sur un problème elliptique général. Soit ∆ un domaine de Rd
et soit à résoudre le problème elliptique suivant :{ −∇ · (A∇u) = 0 dans ∆,
u = uD sur ∂∆.
(3.8)
Soit Th(∆) une discrétisation du domaine ∆. Pour tout élément k ∈ Th(∆), en






−A∇u ·n f = 0 (3.9)
où n f est le vecteur normal à la face f , sortant de k.
Le principe des méthodes de Volumes Finis est de construire un schéma numé-




(A∇u ·n f ) (3.10)
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Pour cela, on suppose généralement que uh, la solution approchée de u, est
constante sur chaque élément k de Th(∆). On réalise ensuite une approximation
L˜k, f de Lk, f à partir de points caractéristiques du milieu, comme les barycentres de
k et f . Certaines des inconnues introduites par l’approximation sont supprimées en
utilisant la continuité du flux à travers la face f :
∀ f ∈ ∂k1∩∂k2 Lk1, f +Lk2, f = 0 (3.11)
Pour chaque méthode des Volumes Finis, il faut donc présenter l’approximation
L˜ f utilisée. Il est également nécessaire, pour la suite du processus multi-échelle, de
déterminer une valeur uh( f ) pour chaque face f de Th(∆). Cette quantité n’étant pas
naturellement calculée par les méthodes de Volumes Finis, on l’interpole à partir
des valeurs connues de uh.
Plus de détails sur les méthodes de Volumes Finis, ainsi qu’un grand nombre
d’exemples, sont disponibles dans [95].
3.2.2 La méthode de Volumes Finis à neuf points VF9.
La première méthode que l’on présentera est la méthode de Volume Finis dite
à neuf points ou VF9 introduite par Faille [97]. Cette méthode s’applique dans
un cadre bidimensionnel uniquement, et permet de résoudre des problèmes sur un
maillage quadrangulaire irrégulier où A est un tenseur discontinu.
Comme on le voit dans la suite, l’approximation de L f fait intervenir quatre
éléments du maillage. Utilisée tour à tour sur les quatres cotés d’un élément du
maillage, on lie ainsi les valeurs de neuf éléments, d’où le nom de la méthode.
Si l’on suppose A diagonal, et que le maillage est rectangulaire «parallèle aux
axes», cette méthode est équivalente à la méthode classique des Volumes Finis à
cinq points [95].
3.2.2.1 Approximation du flux à travers une face.
On considère deux éléments (k-,k+) adjacents du maillage fin Th(∆), et on ap-
pelle f leur arête commune, comme l’illustre la Figure 3.2. On note G f , h f et n+f
respectivement le barycentre, la longueur et la normale extérieure à E+ de l’arête f .
On suppose la matrice A constante sur chaque élément, de valeurs respectives








(∇u · tA+n+f )












FIGURE 3.2 – Principaux points et droites introduits par le schéma VF9 afin d’ap-
proximer le flux à travers la face f = S0S1 (en rouge).
.
Soit δ+ la demi-droite d’origine G f et de vecteur directeur −tA+n+f . Parmi les
éléments voisins de f , il existe alors deux éléments adjacents k+a et k
+
b , de bary-
centres G+a et G
+
b , tel que δ






. Nécessairement, k+ est l’un
de ces deux éléments.






. On introduit uX+ et uG f
les valeurs de u en X+ et G. On approxime alors le flux à travers f par :




où on a posé a+ = ‖tA+n+f ‖2 la norme du vecteur tA
+n+f et d
+
f la distance entre
les points G f et X+.On peut écrire une formulation similaire pour Lk-, f . En utilisant









On peut donc s’affranchir de uG f pour approximer Lk+, f . Il ne reste plus qu’à
exprimer uX+ et uX - en fonction de valeurs aux barycentres des éléments de Th(∆).






, on note d+a la distance entre G
+
a et X
+, et on définit













En utilisant (3.13) et (3.14), on obtient finalement l’approximation :
50 CHAPITRE 3. MÉTHODES MULTI-ÉCHELLES.


























3.2.2.2 Valeurs aux faces.
Soit f une face du maillage fin Th(∆). Si f est une face intérieure à Th(∆), on
définit u f la valeur en la face f par le biais de l’équation (3.13). Par définition,
cette valeur permet de garantir la continuité des flux à travers f . Si f appartient à
la frontière du domaine de travail ∆, on connait explicitement la valeur de u, par
le biais des conditions aux limites de Dirichlet du problème (3.8). On choisit de









si f = ∂k+∩∂k-,
uD(G f ) si f ⊂ ∂∆.
(3.16)
3.2.3 La méthode de Volumes Finis VFDiam.
Décrite en premier lieu par Coudière et al. dans [79], la méthode de Volumes Fi-
nis VFDiam est utilisée par le CEA pour résoudre des problèmes de diffusion dans
des milieux où siègent de fortes anisotropies ou de forts contrastes de diffusivités
[20], ce qui est le cas, notamment, des matériaux cimentaires.
Contrairement à de nombreuses méthodes de Volumes Finis, dont la méthode
VF9, la méthode VFDiam s’applique aussi bien en deux qu’en trois dimensions
et indépendamment de la forme des éléments du maillage (triangles, tétraèdres,
quadrangles ou hexaèdres). On se concentre dans cette section sur le cadre bidi-
mensionnel, où l’on travaille sur un maillage triangulaire. la description du cas 3D
est disponible à l’annexe §A.
3.2.3.1 Approximation du flux à travers une face.
On considère deux éléments adjacents k+ et k- du maillage fin Th(Kˆ), et on note
f = S0S1 leur face commune. On note G f le barycentre de f . Les inconnues, respec-
tivement u+ et u-, sont situées aux barycentres G+ et G- des éléments. On suppose la
matrice A constante sur chaque élément, de valeurs respectives A+ et A-. La Figure
3.3 illustre les notations employées.
La méthode VFDiam s’appuie sur la construction d’un volume autour de la face
f , que l’on appelle le volume VFDiam. Il s’agit de l’union des deux demi-élementss
diamant k+f = S0S1G
+ et k-f = S0S1G
-, de volumes respectifs V - et V +. On introduit
ensuite G f , le barycentre de f , et les inconnues intermédiaires uSi localisées sur les
noeuds Si.















FIGURE 3.3 – À gauche : un élément VFDiam (en gris) est défini le long de la face
commune de deux éléments adjacents. À droite : l’ensemble S0 (en gris) regroupe
tous les éléments contenant le noeud SO.
Afin de construire une approximation L˜k+, f de Lk+, f , on va tout d’abord moyen-
ner la quantité A∇u sur k+f et k
-
f . Cette moyenne permet d’obtenir un premier lien
entre les inconnues principales u+ et u-, les inconnues intermédiaires uSi et uG f , la
valeur en G f . On élimine ensuite la valeur en G f en imposant la continuité sur f
des flux moyens, sur le modèle de l’équation (3.11).





























où n désigne le vecteur normal unitaire extérieur à k+f . Sur chaque face de k
+
f ,
on approxime u par la moyenne des valeurs aux sommets correspondants. On note
de plus respectivement n+0 , n+1 et n+f les vecteurs normaux à G
+S0, G+S1 et S0S1,
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où on a tenu compte du fait que n+0 +n+1 +n+f = 0. De même, on peut calculer




















On suppose maintenant que ces deux approximations vérifient la continuité des
flux à travers la face f , c’est-à-dire que l’on a :
< A∇u >k+f n
+
f+< A∇u >k-f n
-
f = 0 (3.20)
On pose a+ = A+/(2V +), t+0 = n+0 +n+f /2 et t
+
1 = n+1 +n+f /2, ainsi que des quan-
tités similaires sur k-. On pose également n f = n+f =−n-f pour alléger les notations.
En rapportant (3.18) et (3.19) dans (3.20), il est possible d’obtenir une expression
de uG f :
uG f =
u+(a+n f ) ·n f +u-(a-n f ) ·n f +uS0 [(a-t-0) ·n f − (a+t+0) ·n f ]
(a+n f ) ·n f +(a-n f ) ·n f
+uS1
(a-t-1) ·n f − (a+t+1) ·n f
(a+n f ) ·n f +(a-n f ) ·n f (3.21)
En reportant (3.21) dans (3.18) ou (3.19), on dispose de l’approximation de flux
suivante :
L˜k+, f =< A∇u >k+f ·n+f
L˜k+, f =
(a-n f ) ·n f (a+n f ) ·n f
(a+n f ) ·n f +(a-n f ) ·n f (u
-−u+)
+
(a-n f ) ·n f (a+t+0) ·n f +(a+n f ) ·n f (a-t-0) ·n f
(a+n f ) ·n f +(a-n f ) ·n f uS0
+
(a-n f ) ·n f (a+t+1) ·n f +(a+n f ) ·n f (a-t-1) ·n f
(a+n f ) ·n f +(a-n f ) ·n f uS1
(3.22)
Pour obtenir cette approximation, on a introduit les inconnues intermédiaires
{uSi}. Pour que le problème reste bien posé, il devient donc nécessaire d’imposer
une relation supplémentaire liant nos inconnues. On utilise pour cela une méthode
d’interpolation par moindres carrés sur Si, l’ensemble des éléments incidents au
noeud Si (cf. Figure 3.3, partie droite). On suppose que u est linéaire sur Si, et qu’il
existe donc des coefficients (wi, j)0≤ j≤d tels que :
u(x) = wi,0+ ∑
1≤ j≤d
wi, jx j sur Si (3.23)
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En appliquant (3.23) aux barycentres {G j} des éléments composants Si, on
obtient un système linéaire liant les coefficients (wi, j)0≤ j≤d aux inconnues princi-
pales {u j}. Ce système est ensuite résolu par décomposition en valeurs singulières
[19, 40, 61]. Par le biais de (3.23), uSi est alors exprimé comme combinaison li-
néaire des inconnues principales {u j}.
3.2.3.2 Valeurs aux faces.
Afin de déterminer une valeur approchée de u en la face f , on utilise les incon-
nues intermédiaires {uSi} introduites par le schéma VFDiam. Une fois le problème
(3.8) résolu, il est facile de calculer ces valeurs à partir des inconnues principales
{ui}. On calcule alors sur la face f = {Si} intérieure au maillage fin, la moyenne
des valeurs {uSi} correspondantes. C’est cette valeur que l’on choisit comme valeur
de u˜ f .
Si f appartient à ∂∆, la frontière du domaine ∆, on connait explicitement la
valeur de u par le biais des conditions aux limites de Dirichlet du problème (3.8).
On choisit de prendre la valeur en G f .
On a donc :
u f =








où n f est le nombre de sommets de la face f .
3.3 Résolution du problème grossier.
Au cours de ces travaux, deux schémas grossiers ont été étudiés.
Tout d’abord, le problème grossier a été résolu par une méthode d’Éléments Fi-
nis. On a choisi de garder la méthode conforme, c’est-à-dire de ne pas tenir compte
des discontinuités créées par la méthode de sur-échantillonnage. En effet, les pré-
cédents usages en la matière donnaient à penser que ces discontinuités resteraient
faibles et ne pénaliseraient pas la méthode [90]. Comme on le verra au chapitre §4,
cela n’a pas été le cas pour les exemples d’applications de ces travaux de thèse, où
les contraintes de diffusivités sont très fortes.
C’est pourquoi on a implémenté une seconde méthode grossière, qui prend cette
fois-ci en compte la non-conformité de l’espace discret grossier VH . Le choix s’est
porté sur une méthode discontinue de Galerkin à pénalité intérieure [29].
On rappelle que Ω est un domaine rectangulaire, respectivement parallélépipé-
dique, et TH(Ω) sa discrétisation grossière en rectangles, respectivement parallélé-
pipèdes, issue de la définition 3.1.
On suppose en outre que le maillage TH(Ω) est cohérent avec la partition de
la frontière ∂Ω en (ΓD,ΓN), les surfaces où s’appliquent respectivement les condi-
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tions aux limites de Dirichlet et de Neumann du problème (3.1). À partir des faces
de TH(Ω), on peut donc définir TH(ΓD) et TH(ΓN) les discrétisations de ΓD et ΓN .
3.3.1 Méthode des Éléments Finis Q1.
La première méthode grossière que l’on a testé fut une méthode d’Éléments
Finis Q1 [50, 94]. Elle a tout d’abord été implémentée dans une maquette Python
indépendante (§4) puis intégrée au sein du code de calcul MPCube (§5).
3.3.1.1 L’espace de discrétisation VH .
Sur chaque macroélément K ∈ TH(Ω), on construit les fonctions (ΦiK)1≤i≤n
par combinaison linéaire des fonctions (Ψi
Kˆ
)1≤i≤n, les solutions des problèmes de
cellules (3.6). On détermine les coefficients ai,l en imposant, pour tout 1≤ i≤ n :
∀1≤ j ≤ n ΦiK(S j) = ∑
1≤l≤n
ai,lΨlKˆ(S j) = δi, j. (3.25)
Soit I l’ensemble des nodes du maillage grossier TH(Ω), et NI le cardinal de
I . On définit la fonction ΦI , associée au noeud I ∈I , morceau par morceau sur





On définit alors l’espace de discrétisation VH par :
VH =Vect((ΦI)I∈I ). (3.26)
À cause du sur-échantillonnage des cellules, les fonctions (ΦI)I∈I ne sont pas
nécessairement continues à travers les frontières ∂K des macro-éléments K. La
méthode Q1 est donc non-conforme. En pratique cependant, on suppose que cette
non-conformité est négligeable, et on n’en tient pas compte dans l’implémentation
de la méthode.
Il est à noter que sur-échantillonner les macroéléments n’est pas strictement né-
cessaire à la méthode multiéchelle. On peut choisir un découpage du milieu où
ρ = 0 et donc avoir Kˆ = K. Dans ce cas, cette étape de la méthode devient triviale,
puisque l’on a :
∀K,∀1≤ i≤ n ΦiK =ΨiKˆ
Cependant, quand ρ est nul, la méthode multi-échelle est moins efficace. En
effet, de part les conditions aux limites (3.7) imposées aux problèmes de cellules
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(3.6), les fonctions (Ψˆl
Kˆ
)1≤l≤n sont linéaires sur les frontières ∂ Kˆ. Sans recouvre-
ment, il en est alors de même des fonctions (ΦI)I∈I , et donc également de la so-
lution au problème (3.2). Imposer ainsi une linéarité artificielle sur une partie du
milieu pénalise la méthode en créant des effets de bords le long des frontières des
macroéléments K. Ce problème a été identifié très tôt dans l’histoire de la méthode
d’Éléments Finis multi-échelles, dès l’article originel de Hou et Wu [120]. Les au-
teurs ont alors proposé deux techniques pour résoudre ce problème : utiliser des
conditions limites oscillantes (cf. §3.2.1) ou une méthode du sur-échantillonnage.
Les apports qualitatifs et quantitatifs du sur-échantillonnage ρ n’ont cependant été
démontrés que plus tard [90].
FIGURE 3.4 – Méthode d’Éléments Finis : un élément ΦI de la base de VH a pour
support tous les macroélément K ∈ TH(Ω) contenant le noeud I.
3.3.1.2 Problème discret.











C =gD sur ΓD
On note TH(ΓD) et TH(ΓN) les discrétisations respectives de ΓD et ΓN . Le pro-
blème grossier (3.2) est alors défini par les fonctions BH et aH suivantes :











Sur ΓD CH = gD. (3.29)
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3.3.1.3 Forme matricielle.
Soient I , I N et I D les ensembles des noeuds du maillage grossier TH(Ω)
décrivant respectivement Ω, ΓN et ΓD. On suppose les termes source, de Neumann











Résoudre le problème discrétisé (3.2) revient alors à résoudre le problème ma-
triciel suivant :
LD(K)CH =SD (MF +MbGN) , (3.33)
où LD et SD représentent un traitement particulier permettant d’imposer les
conditions aux limites de Dirichlet au système linéaire. Il est décrit plus bas, à la
section §3.3.1.4. Les matrices de raideur K, de masse M et de masse de bord Mb
sont définies par :












Ces trois matrices sont assemblées à partir de leurs versions locales KK , MK
et Mb,F , où K ∈ TH(Ω) et F ∈ TH(ΓN). Cela permet d’une part de distribuer le
calcul fin sur plusieurs processeurs, et d’autre part de s’affranchir des sauts aux
interfaces ∂K que peuvent présenter les fonctions (ΦI)I∈I . De cette manière, on
n’utilise qu’une seule méthode que les Éléments Finis soient conformes (ρ = 0) ou
non (ρ 6= 0), méthode dont la stabilité est prouvée [169].
∀1≤ i, j ≤ n KK(i, j) =
∫
K
D∇ΦiK ·∇Φ jK (3.37)
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Matrice de raideur K. On calcule, à l’échelle fine, les versions locales KK de la
matrice de raideur.
Pour tout macroélément K ∈ TH(Ω), les fonctions (ΦiK)1≤i≤n sont combinai-
sons linéaires des (Ψi
Kˆ
)1≤i≤n, les solutions des problèmes de cellules (3.6). Sur K,
elles vérifient donc :
−∇ · (D∇ΦiK) = 0.
En utilisant la formule de Green sur (3.37), et en supposant D symétrique, il
vient :
























où n est le vecteur normal sortant de ∂K. ΦiK( f ) est une valeur interpolée de
ΦiK en l’arête f d’un microélément de K. Ces interpolations dépendent de la mé-
thode Volumes Finis utilisée pour résoudre les problèmes de cellules. Elle ont été
définies à la section §3.2 par les équations (3.16) pour la méthode VF9 et (3.24)
pour la méthode VFDiam. De la même façon, les flux des (ΦiK)1≤i≤n sur les faces
f sont calculés grâce à l’approximation des flux réalisée par les méthodes des Vo-
lumes Finis, voir l’équation (3.15) pour la méthode VF9 et l’équation (3.22) pour
la méthode VFDiam.
Matrice de masse M. MK est construit à partir des valeurs, à l’échelle fine, des
fonctions (ΦiK)1≤i≤n. On a :









Matrice de masse de bord Mb. Le calcul de Mb se décompose très simplement
en un ensemble de calculs locaux sur les faces F ∈ TH(ΓN). Compte tenu des sup-











où K est l’unique macro-élément vérifiant F ∈ ∂K, et χ(K, I) = j si le noeud I
coïncide avec le sommet S j de K. Cette nouvelle intégrale est alors approximée, au
niveau fin, de la manière suivante :







| f |ΦiK( f )Φ jK( f ). (3.41)
3.3.1.4 Construction du second membre :LD etSD.
On impose maintenant les conditions aux limites de Dirichlet au problème dis-
crétisé. Pour cela, on élimine du problème linéaire, d’une certaine façon, les noeuds
I D de ΓD,H . On s’affranchit ainsi du besoin de calculer un relèvement g˜D de gD
sur le domaine Ω.
Ce traitement calcule également LD(K) à partir de K, rendant le problème
linéaire bien posé. En effet, la matrice K élaborée directement à partir des matrices
locales Kk n’est pas inversible.
On pose T = MF +MbGN . La construction de LD(K) et SD(T ) suit alors
l’Algorithme 3.2, extrait de [50] :
Algorithme 3.2 Application des conditions aux limites de Dirichlet.
1: LD(K)←K.
2: SD(T )← T −KGD.
3: Pour tout I ∈I D faire
4: SD(T )(I)←K(I, I)GD(I)
5: Pour tout I ∈I \{I} faire
6: LD(K)(I,J)← 0
7: LD(K)(J, I)← 0
8: Fin Pour
9: Fin Pour
10: RenvoiLD(K) etSD(T ).
3.3.2 Méthode discontinue de Galerkin.
3.3.2.1 Choix de la méthode.
La première méthode discontinue de Galerkin a été introduite par Reed et Hill
[158] dans le cadre des équations hyperboliques. Durant la même période, des mé-
thodes de Galerkin, utilisant des Éléments Finis discontinus, ont été développées
dans le cadre des équations paraboliques et elliptiques, par exemple par Babuška
et Zlámal [31]. Les méthodes de Galerkin discontinues ont depuis été utilisées sur
un grand nombre d’équations différentielles. Pour un état de l’art sur ce sujet, on
pourra se référer aux travaux de Cockurn [74] ou à ceux de Ern et Guermond [94].
En 2002, Arnold et al. [30] ont réalisé une analyse unifiée des méthodes dis-
continues de Galerkin pour les problèmes elliptiques, reprenant les méthodes de
Babuška et Zlámal [31], Arnold (méthode Interior Penalty ou IP) [29, 82], Bassi et
Rebay [37], Bassi et al. [38], Cockburn et Shu [75] (méthode Local Discontinuous
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Galerkin ou LDG) , Baumann et Oden [39], Rivière et al. [160] (méthode Non Sy-
metric Interior Penalty Galerkin ou NIPG) et Brezzi et al. [56, 57]. Ce travail a
ensuite été complété par Castillo [64] qui a évalué les performances numériques de
ces méthodes en termes de stabilité, taux de convergence, de précision et de coût
stockage.
On s’est concentrés ici sur les méthodes symétriques, comme IP et LDG, qui ap-
paraissent, dans cette étude, plus stables. Leur taux de convergence, notamment, est
peu volatile aux fluctuations du terme de pénalisation. À choisir entre les méthodes
LDG et IP, c’est cette dernière qui l’a emporté, pour plusieurs raisons.
Tout d’abord, le seul avantage de la méthode LDG vis-à-vis de la méthode IP
semble être sa plus grande stabilité. En effet, le terme de pénalisation LDG ne dé-
pend ni du maillage grossier ni de l’ordre des polynômes utilisés. Le schéma gros-
sier étant particulièrement simple (éléments quadrangulaires réguliers, polynomes
d’ordre 1), il est peu probable que cette stabilité soit réellement utile.
De plus, la méthode IP ne nécessite qu’un stencil peu étendu, chaque macroélé-
ment n’interagissant qu’avec ses voisins directs. La méthode LDG, au contraire, à
un stencil bien plus grand, puisque chaque macroélément interagit avec ses voisins
et les voisins de ceux-ci. Le calcul des termes matriciels est l’étape la plus com-
plexe à mettre en œuvre dans les méthodes multi-échelles. il est donc intéressant de
les limiter autant que possible.
3.3.2.2 Problème discret.
On considère les fonctions (ΦiK)1≤i≤n définies par (3.25) sur chaque macroélé-
ment K ∈ TH(Ω). On les renumérote par macroélément et sommet i croissant, en
l’ensemble de fonctions (ΦI)I∈I . On appelle VH l’espace vectoriel engendré par
les fonctions (ΦI)I∈I , qui est donc de dimension 2d×Card(TH(Ω)). La Figure 3.5
présente un exemple de fonction ΦI . Dans tout ce qui suit, soit I ∈I , on note K(I)
et s(I), le macroélément et le sommet tel que :
ΦI =Φs(I)K(I) (3.42)
On rappelle que si TH(Ω) est la discrétisation du milieu Ω, on note TH(ΓD) et
TH(ΓN) les discrétisations respectives de ΓD et ΓN . On note Γ0H l’ensemble des faces
intérieures à la discrétisation, c’est-à-dire commune à deux éléments de TH(Ω).
Pour tout vH ∈ VH , en utilisant la formule de Green sur chaque macroélément
















où nK,F est le vecteur normal à la face F sortant de K.
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FIGURE 3.5 – Méthode Discontinue de Galerkin : un élément ΦI de la base de VH
a pour support un unique macroélément K ∈ TH(Ω).
Définition 3.5 Soit F ∈ Γ0H l’arête commune aux deux éléments K1 et K2 de TH(Ω).
Soit ζ une fontion continue par éléments, dont on note ζ1 et ζ2 la trace sur F suivant
les éléments K1 et K2. On définit le saut Jζ K et la moyenne {ζ} d’une quantité ζ à
travers F par :
Jζ K= ζ1nK1,F +ζ2nK2,F {ζ}= 12(ζ1+ζ2).
Il est à noter que Jζ K est un vecteur si ζ est une valeur scalaire et vice-versa.
On étend ces définitions au cas des faces F ∈ K de TH(ΓD) en posant :
Jζ K= ζnK,F {ζ}= ζ .
En tenant compte de la condition limite de Neumann, on peut alors réécrire



















Pour rendre symétrique cette équation, on soustrait un terme
∫
F {D∇vH} · JCK,
qui est nul sur toutes les faces de Γ0H , puisque C est continue. En tenant compte de
la condition limite de Dirichlet, on a donc :
























Enfin, on ajoute un terme de pénalisation sur chaque face F qui impose faible-
ment la continuité à notre solution approchée CH . De la forme
∫
F µFJCK · JvHK , il
est, comme le terme de symétrie, nul sur toutes les faces de Γ0H car C est continue.
On pose µF = µh−1F , où µ > 0 est un terme de pénalisation indépendant de la taille

































Finalement, le problème grossier (3.2) est défini par les fonctions BH et aH
suivantes :

































µFJgDK · JvHK. (3.45)
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3.3.2.3 Forme matricielle.
Comme pour la méthode des Éléments Finis, on suppose les termes source,
de Neumann et de Dirichlet suffisamment réguliers, et on les assimile alors à leur
projection sur VH . Les formules de projection (3.30), (3.31) et (3.32) sont donc
valides.
Résoudre le problème discrétisé (3.2) revient alors à résoudre le problème ma-
triciel suivant :
(K−T+Y)CH =MF +MbGN−TbGD+YbGD (3.46)
où les matrices de raideur K, de masse M et de masse de bord Mb ont été
précédemment définies par les formules (3.34), (3.35) et (3.36). Les matrices de
saut T, de pénalisation Y, de saut Dirichlet Tb et de pénalisation Dirichlet Yb sont
quant à elles définies par :










} · JΦIK) , (3.47)




µFJΦIK · JΦJK, (3.48)










Les matrices K, M et Mb sont assemblées à partir de leurs versions locales,
que l’on a calculées sur chaque K ∈ TH(Ω). L’assemblage est légèrement différent
du cas des Éléments Finis ; la numérotation des noeuds n’étant pas la même ; mais
respecte le même principe. On a :






Une formule similaire existe pour M et Mb.
Les autres matrices intervenant dans le problème matriciel (3.46) nécessitent de
calculer des termes de saut et de moyenne à travers les arêtes des macroéléments.
Compte tenu des supports des fonctions (ΦI)I∈I , bon nombre des termes de saut
et des moyenne sont nuls. Soit F une face de Γ0H ∪TH(ΓD), pour tout (I,J) ∈I 2,
on pose :
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ε(I,J,F) =

1 si K(I) = K(J),
−1 si ∂K(I)∩∂K(J) = F ,
0 sinon,











les autres termes des matrices de saut et de pénalité se réécrivant de façon iden-
tique.
3.3.2.4 Calcul des termes matriciels.
Soit F une face de Γ0H ∪TH(ΓD), on suppose disposer d’une discrétisation fine
Th(F) de F sur laquelle des valeurs de ΦI et de D∇ΦI ont été interpolées des deux
côtés K1 et K2. En pratique, cela suppose que les maillages fins Th(K1) de K1
et Th(K2) de K2 coïncident sur F . On approxime alors les termes de saut et de
pénalisation de la manière suivante :
∫
F
µFJΦIK · JΦJK≈ε(I,J,F)µF ∑
f∈Th(F)
| f |Φs(I)K(I)( f )Φ
s(J)
K(J)( f )
Remarque 3.3 Le calcul des termes des matrices de sauts et de pénalisation est
représentatif des avantages et inconvénients de la méthode discontinue de Galerkin.
En effet c’est l’existence de ces termes qui permet de controler plus efficacement les
discontinuités créées par la méthode de sur-échantillonnage. En contrepartie, ils
demandent d’imposer des contraintes fortes sur les maillages des macro-éléments,
afin que ceux-ci coïncident sur les faces de calculs. Les moyens techniques mis en
œuvre pour obtenir un tel résultat sont décrits à la section §6.3.
Remarque 3.4 Compte tenu de la forme des matrices de saut et de pénalisation,
il n’est pas possible de calculer les termes macroélément par macroélement, puis
d’assembler les résultats, comme on le fait pour la matrice de rigidité. On peut
cependant utiliser un procédé similaire qui fonctionne face par face : les calculs
de saut sont en effet techniquement indépendants et on pourrait ainsi distribuer le
travail sur plusieurs processeurs.
Cependant, pour des raisons pratiques, cette idée n’a pas été implémentée car
elle est difficilement applicable au contexte de simulation MPCube. En effet, de tels
calculs nécessitent de lancer une nouveau jeu de simulations, non plus macroélé-
ment par macroélément, mais face par face. Bon nombre de valeurs, calculées au
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cours des premières simulations mais non stockées, seraient perdues d’une simula-
tion à l’autre, demandant ainsi au programme d’effectuer un travail redondant. Il
nous a donc paru préférable de calculer, macroélément par macroélément, les va-
leurs de chaque fonction élémentaire sur les bords de chaque macroélément, puis
de stocker ces valeurs. Le calcul des matrices de saut et de pénalisation se fait donc
séquentiellement lors de la résolution du problème grossier.
3.4 Reconstruction de la solution et du flux au niveau fin.
La dernière étape de l’algorithme calcule, au niveau fin, la solution CH,h, en




Par principe, on cherche à résoudre des problèmes de très grandes tailles pour
lesquels une résolution classique est techniquement irréalisable, soit parce que le
système prend trop de temps à résoudre, soit parce que la place mémoire exigée
pour la résolution et le stockage de la solution est trop importante. Il est donc géné-
ralement impossible de stocker et, à plus fortes raisons, de visualiser la concentra-
tion (ou le gradient, la densité de flux ‖D∇C‖) d’un seul tenant. Par contre, il peut
être intéressant de reconstruire la solution sur une zone déterminée, par exemple au-
tour d’une singularité. On ne manipule ainsi que des blocs de tailles raisonnables,
qui n’excèdent pas les capacités informatiques disponibles.
Pour reconstruire la solution sur une zone, il est nécessaire de fusionner les
champs solutions sur des macroéléments adjacents. Cette tâche est plus élégante
quand les maillages concernés coïncident le long des frontières des macroéléments
mais, à ce stade de la méthode, ce n’est pas une obligation. En effet, deux ou-
tils seulement demandent une solution fine : la visualisation et les calculs des taux
d’erreur, et tout deux n’utilisent que les volumes des maillages, non les faces. Avoir
deux discrétisation disparates des ∂K est donc sans réelle importance.
De plus, ni la méthode des Éléments Finis, ni la méthode de Galerkin Disconti-
nue n’étant conformes, aucune forme de continuité n’est imposée à la solution le
long des ∂K, quand bien même les maillages y coïncideraient.
3.5 Estimation du coût de calcul.
On présente maintenant une estimation du coût en temps de calcul des mé-
thodes multi-échelles. On divise le domaine en M macroéléments, et chaque macro-
élément en N microéléments. Compte tenu du recouvrement, chaque cellule dis-
pose donc d’environ (1+2ρ)dN microéléments. SoitF (N ) une fonction estimant
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le coût, en termes de calcul, de la résolution d’un problème linéaire de tailleN , le
Tableau 3.1 reprend le coût approché des diverses parties de la méthode.
Étapes Coût
Division du domaine M×O(N)
Problèmes de cellules M×F ((1+2ρ)dN)
Calcul de la base M×O(N)
Calcul de K, M et Mb M×O(N)+O(M)
Problème grossier F (M)
Recalcul à l’échelle fine M×O(N)
Total M× (F ((1+2ρ)dN)+O(N))+O(M)+F (M)
TABLE 3.1 – Coût calcul des méthodes multi-échelles.
Il s’agit ici d’une approximation des coûts de la méthode, et certaines étapes ont
été ignorées. Par exemple, obtenir la base (ΦI)I∈I nécessite la résolution de M
problèmes linéaires à 2d inconnues ; résolution dont le coût est négligeable devant
celui de la sommation des (ΨsˆK)sˆ∈Sˆ qui en résulte.
Le coût total d’une méthode multi-échelle peut-être donc être estimée par :
C tot = M×F ((1+2ρ)dN)︸ ︷︷ ︸
Problèmes de cellule
+ F (M)︸ ︷︷ ︸
Problème grossier
+M×O(N), (3.53)
où on utilise la notation de Landau O(N) pour désigner une fonction d’ordre N
à l’infini.
Ce résultat est à comparer à celui d’une résolution directe par la méthode des
Éléments Finis ou des Volumes Finis, qui est de F (MN). Généralement, nous
avonsF (MN) = O(M3N3) si on utilise une méthode de résolution directe sur une
matrice pleine, ouF (MN) =O(M2N2) pour une méthode itérative sur une matrice
creuse. Les méthodes directes sont donc beaucoup plus coûteuse que la méthode
multi-échelle.
À ce coût en temp calcul s’ajoute le coût en termes de place mémoire qui de-
vient rédibitoire pour les grands et très grands problèmes. La méthode multi-échelle
est dans ces cas beaucoup plus économique, car les problèmes résolus sont petits.
Bien entendu, ce gain de calcul et de mémoire a un prix et les résultat obtenus
par des méthodes multi-échelles sont, par principe, moins précis qu’une résolution
directe.
D’autre part, il est bon de souligner le second avantage des méthodes multi-
échelles sur une résolution directe : leur parallélisme. La plupart des étapes de
ces méthodes peuvent en effet être effectuées en parallèle (les termes de la forme
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M× ...). Seules les étapes d’assemblages des matrices globales et la résolution du
problème grossier ne peuvent être effectuées de front.
En supposant qu’on dispose de suffisament de processeurs, de l’ordre de M, on
peut donc espérer un coût en temps de calcul très bas :
C tot =F ((1+2ρ)dN)+F (M)+O(N). (3.54)
3.6 Modélisation des matériaux cimentaires.
3.6.1 Description générale.
Définition 3.6 Dans cette thèse, sont dits cimentaires les deux ensembles de maté-
riaux suivants :
– les pâtes de ciment, c’est-à-dire une poudre de ciment hydraté puis séché.
– les bétons et les mortiers.
On fabrique un béton en mélangeant des granulats, généralement du sable et des
gravillons, avec de la poudre de ciment et de l’eau. Ce mélange, une fois homogé-
néisé et séché, forme un tout solide, la poudre de ciment servant de liant. On parle
de mortier quand les granulats utilisés sont très fins, se réduisant généralement à
du sable. Ces trois processus, hydratation, brassage et séchage, n’affectent pas chi-
miquement les granulats en tant que tels [150]. Puisque chaque granulat conserve
ses caractéristiques individuelles (forme, taille, diffusivité, résistance), il est alors
possible de déterminer précisement celles-ci par des mesures industrielles indépen-
dantes [89].
On ne peut utiliser une telle méthode pour la pâte de ciment, qui est affectée
par la présence des granulats. En effet, lors de la fabrication du béton, on observe
que la pâte de ciment adopte une structure particulière au voisinage des granulats.
Ces structures jouent un rôle fondamental dans le comportement macroscopique du
béton [166, 176]. On peut par exemple citer, dans les mortiers, la formation d’une
auréole de transition, de très haute diffusivité, autour des grains de sables [52].
Alors que les grains de sables sont nécessairement séparés les uns des autres, les
auréoles de transition correspondantes peuvent fusionner les unes les autres. Au
delà d’une certaine concentration de sable, de véritables chemins de haute diffu-
sivité apparaissent à travers le milieu, un phénomène appelé percolation [168] et
illustré à la Figure 3.6.
Lors de l’étude d’un béton, l’échelle de travail choisie est généralement de
l’ordre du centimètre, voire du millimètre. À cette échelle, on considère que la
pâte de ciment est homogène. Il est alors possible de représenter le béton comme
un ensemble d’inclusions, modélisant les gravillons et les grains de sable, enchâs-
sés dans un milieu homogène, la pâte de ciment. Les structures particulières de la
pâte de ciment sont alors considérées comme des agglomérats, et non plus comme
de la pâte. Dans le cas du mortier décrit plus haut, les inclusions représentant le
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sable possèdent alors un noyau (modélisant le grain de sable) entouré d’une fine
couche (l’auréole de transition).
FIGURE 3.6 – Illustration du phénomène de percolation dans le béton. La pâte de ci-
ment (en blanc) forme une auréole de transition (en bleu) autour des grains de sable
(en noir). Quand le nombre de grain de sable augmente, ces auréoles fusionnent (au
milieu), jusqu’à former des voies très diffusive dans le béton (à droite).
La composition de la poudre de ciment est bien connue : il s’agit d’un mélange de
silice, d’alumine, de carbonate de chaux que l’on a broyé et cuit à environ 1450˚C.
Les proportions de ce mélange, ainsi que l’ajout de composants en très faible quan-
tité, varient en fonction du ciment que l’on souhaite obtenir [148].
Pour autant, l’étude précise de la pâte de ciment en elle-même est plus ardue
que celle du béton dans son ensemble. En effet, le processus permettant de passer
de la poudre à la pâte de ciment (hydratation, brassage puis séchage) est le siège
de nombreuses transformations chimiques [115, 150] : hydratation et précipitation
des espèces chimiques, migration et réarrangement des composés en de nouvelles
structures. . . Le résultat final, c’est-à-dire la pâte de ciment, n’a alors plus grand
chose de comparable avec la poudre de ciment originelle.
Il est donc nécessaire d’analyser chaque structure de la pâte de ciment pour
en déterminer les caractéristiques physico-chimiques, une analyse compliquée par
l’échelle des tailles caractéristiques mises en jeu. En effet, si on se place à l’échelle
microstructurale de la pâte cimentaire, la taille des microstructures minérales étu-
diées varie entre 1 et 30µm environ. Il est relativement aisé de différencier vi-
suellement ces micro-structures, par exemple par microscopie optique [83] ou mi-
croscopie électronique à balayage [165]. Identifier la composition et estimer les
caractérisitiques mécaniques et diffusives de chaque phase est par contre un travail
de longue haleine. Généralement, une fois identifiée la composition d’une structure
par spectrométrie, on recherche un minéral naturel composé de cette unique phase.
On supposera alors que les caractéristiques mécaniques de cette phase dans la pâte
de béton sont celles du composé «pure». On se reportera aux travaux de Constan-
tinides et Ulm [78] et Haecker et al. [110] et aux références associées pour de plus
amples détails à ce sujet.
Quatre composés principaux sont identifiables dans la pâte de ciment durcie
[159]. Les résidus anhydres n’ont pas été chimiquement liés lors de l’hydratation
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du ciment. Même s’ils sont agglomérés au sein de la pâte, ils ne participent pas au
processus de diffusion. La portlandite est la seule phase qui se présente sous une
forme relativement pure. Elle s’organise en plaquettes hexagonales. L’ettringite et
ses dérivées, qui forment des structures en aiguilles. Enfin, les silicates de calcium
hydratés ou C− S−H forment généralement un gel aforme au sein de la pâte.
Au voisinage d’autres composés, notamment les résidus anhydres, ils peuvent ce-
pendant s’organiser en couches de différentes densités (Low Density C−S−H ou
High Density C− S−H). L’espace de la pâte de ciment qui n’est pas occupé par
ces structures est généralement appelé porosité capillaire [102].
On voit donc que ces matériaux, bien qu’agissant à des échelles différentes, pos-
sèdent en fait une structure semblable. Pour les modéliser, on place, au sein d’un
milieu homogène que l’on nomme la matrice, une série d’inclusions représentant
les structures importantes. Le nombre, la forme et la diffusivité associés à ces in-
clusions dépendent bien entendu de la phase représentée.
Dans le cas du béton, la matrice représente la pâte de ciment, tandis que les
gravillons, les grains de sables et les auréoles de transitions sont représentés par
des inclusions.
Dans le cas de la pâte de ciment, le C− S−H compose la matrice et les an-
hydres, la portlandite et l’ettringite sont des inclusions. Si on veut différencier les
deux types de C−S−H, la matrice représente la porosité capillaire, et les anhydres,
la portlandite, l’ettringite, le LD C−S−H et le HD C−S−H sont des inclusions.
Le Tableau 3.2 résume ces informations et cite quelques publications ayant utilisées
une telle modélisation.
Milieu homogène Inclusions Références
Béton Pâte de ciment Gravillons [52, 166, 176]
Sable
Auréoles de transition
Pâte de ciment I C−S−H Anhydres [36, 70]
Portlandite
Ettringite





TABLE 3.2 – Tableau récapitulatif de la modélisation des matériaux cimentaires
sous la forme d’inclusions enchâssées dans un milieu homogène. On référence à
droite quelques publications ayant utilisées ces modélisations.
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3.6.2 Dégradation des matériaux cimentaires.
La dégradation des matériaux cimentaires par une solution agressive, générale-
ment de l’eau, conduit à la mise en place de deux phénomènes physico-chimique
[159]. Les gradients de concentration entre la solution interstitielle, c’est-à-dire
initialement présente dans le béton, et la solution agressive initie tout d’abord un
transport de matière par diffusion. Les variations de concentrations résultant de la
diffusion favorisent ensuite des réactions chimiques de dissolution-précipitation.
Ces phénomènes physico-chimiques modifient les propriétés des différentes
phases des matériaux cimentaires. Certaines inclusions disparaissent tout simple-
ment du milieu, d’autres voient leurs propriétés évoluer.
Du point de vue de la simulation numérique, cette dégradation se traduit soit
par un changement du champ de diffusivité, soit par une extension du domaine de
travail. Le cas de l’évolution du champ de diffusivité est simple à gérer : il suf-
fit d’effectuer une nouvelle simulation avec les valeurs adéquates. L’extension du
domaine de travail demande un effort supplémentaire, au sens où il affecte la dis-
crétisation des milieux correspondants, et non plus un simple paramètre numérique
de la simulation.
Si on considère par exemple une composante non-diffusive du milieu, modéli-
sant une espèce anhydre. Au sein de cette composante, il n’y a pas lieu de résoudre
une équation de diffusion. Le domaine de travail tient donc compte de cette zone,
et impose des frontières non-diffusives aux frontières des inclusions appartenant
à cette phase. Cependant, une fois dissoute la composante, la zone correspondante
est, schématiquement, vide. Elle est alors diffusive et elle joue donc un rôle dans les
phénomènes de diffusion. On doit donc l’inclure dans les simulations de diffusion
et d’homogénéisation.
Dans le cadre de ces travaux de thèse, on souscrit à l’hypothèse de l’équilibre
chimique local, communément admise dans le cas de la dégradation des matériaux
cimentaires, qui stipule que les cinétiques chimiques réactionnelles sont beaucoup
plus rapides que le transport diffusif. L’étude du phénomène de dégradation prend
donc ici la forme de plusieurs simulations de diffusion stationnaire sur des maté-
riaux cimentaires à différents stades de dégradation. On considère de plus que les
phénomènes de dégradation agissent globalement sur le milieu : il n’y a pas de front
de dégradation [159] et les inclusions sont dégradées par jeux complets.
Au cours d’un processus de dégradation, on travaille donc sur une succession de
domaines qu’il faut discrétiser. On suppose ici que cette succession de dégradations
est connue à l’avance, par exemple grâce à des observations physiques. Le milieu à
un instant donné ne dépend donc pas de simulations effectuées sur le domaine à des
instants antérieurs comme c’est le cas entre autres pour les problèmes de frontières
mobiles [99, 118].
Ce processus de dégradation a été mis en œuvre dans le cadre de la chaîne de
calcul SALOME-MPCube. On présente ainsi à la section §6.4 les solutions tech-
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niques permettant de générer efficacement les discrétisations associées aux étapes
d’un processus de dégradation.
Deuxième partie




Implémentation de la méthode
Q1/VF9 en dimension deux.
Introduction.
On présente dans ce chapitre une implémentation indépendante de la méthode
multi-échelle, réalisée durant la première année du travail de thèse. L’objectif pre-
mier de la réalisation de cette maquette est de pouvoir prendre conscience des di-
verses problématiques associées à ce sujet de thèse. C’est pourquoi on s’affranchit
autant que possible des contraintes techniques en imposant des hypothèses fortes
au problème, pour se concentrer sur la méthode multi-échelle proprement dite.
En particulier, le domaine de travail est dans ce chapitre considéré comme un
ouvert rectangulaire deR2 exclusivement. Il est découpé en macro-éléments K eux-
aussi rectangulaires. Au niveau grossier, le problème est résolu par une méthode
d’Éléments Finis Q1, décrite à la section §3.3.1.
Au niveau fin, les problèmes de cellules sont résolus par le biais d’une méthode
de Volumes Finis VF9 [97], décrite à la section §3.2.2, sur des maillages fins qua-
drangulaires réguliers. Ce dernier choix pertmet de laisser de côté le problème de la
discrétisation du milieu qui demande une attention particulière dans un cadre plus
étendu et qui est l’objet du chapitre §6.
Le travail se fait ici séquentiellement, la parallélisation des travaux étant repor-
tée à l’implémentation MPCube décrite au chapitre §5.
Le chapitre s’articule autour de deux axes. On présente tout d’abord l’implémen-
tation des différentes étapes de la méthode, ainsi que sa validation par le biais d’un
ou plusieurs exemples. On utilise ensuite cette maquette pour réaliser une simula-
tion de diffusion au sein d’un cas pratique de matériaux cimentaires. Les résultats
présentés dans ce chapitre ont été partiellement rédigés dans un rapport CEA [9].
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4.1 Implémentation.
L’implémentation de la méthode Q1/VF9 a été réalisée en language Python (ver-
sion 2.4 et supérieure) [155]. Comme on l’a décrit dans le chapitre précédent, la
méthode multi-échelle se découpe en plusieurs étapes (génération du milieu, ré-
solution des problèmes de cellules, assemblage de la base d’Éléments Finis, etc.),
chaque étape utilisant les résultats de la précédente.
Ce type de chaîne de calcul peut s’avérer très vulnérable aux erreurs, surtout si
le travail est fait à la volée, c’est-à-dire sans stockage de résultats temporaires. En
effet, si on ne stocke que les résultats finaux, i.e la solution reconstruite fine CH,h,
une erreur intervant à la dernière étape de la chaîne de calcul entraînera la perte de
toutes les données précédemment calculées. Il sera alors nécessaire de reprendre le
travail sur la chaîne de calcul depuis le début.
De plus, travailler à la volée réduit considérablement l’intérêt de la méthode
multi-échelle. En effet, les problèmes de cellules et le problème grossier sont dé-
couplés : une fois les problèmes de cellules résolus, n’importe quel problème gros-
sier peut être résolu. Il est donc vital de stocker les solutions des problèmes de
cellules, ainsi que les données associées que sont les matrices locales Éléments
Finis.
Dans cette optique, chaque étape de la méthode multi-échelle a été implémentée
dans un module indépendant des autres. Ces modules sont ensuite liés par le biais
du script Python SIMULATION.PY, qui joue donc le rôle de superviseur. À chaque
lancement du script, les paramètres entrés permettent de spécifier quelle étape de
la méthode on souhaite effectuer. Les résultats sont ensuite stockés pour un usage
ultérieure, c’est-à-dire pour l’étape suivante de la méthode multi-échelle.
Les modules développés sont :
– FCTMILIEU permet de construire les milieux modélisant les matériaux ci-
mentaires. Il utilise le module COMBS, développé par Erwan ADAM.
– FCTVF9 permet de résoudre les problèmes de cellules par la méthode VF9.
Une fois le système linéaire construit, il fait appel à la librairie NUMERICAL
PLATON [167] pour la résolution proprement dite.
– FCTBASE construit la base d’Éléments Finis à partir des solutions des pro-
blèmes de cellules.
– CREMK calcule les matrices locales de rigidité et de masse.
– CREASSEMBLAGE assemble et résout le problème grossier par une méthode
d’Éléments Finis. La résolution du système linéaire se fait par le biais de la
librairie NUMERICAL PLATON.
– CALSOLUTIONMICRO reconstruit, à partir de la solution grossière, la solu-
tion fine sur tout ou partie du domaine de travail Ω.
– CALHOMOGENE regroupe plusieurs routines permettant de calculer la diffu-
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La Figure 4.1 présente l’organigramme liant ces modules. Y apparaissent en
jaune les modules développés spécifiquement pour la méthode multi-échelle. Les
modules indépendants, fruits d’un travail extérieur à ces travaux de thèse, sont re-
présentés en rouge.
Dans la suite de cette section, on s’applique à valider l’implémentation de la mé-
thode Q1/VF9. On se concentre sur trois modules en particulier : FCTVF9, CREMK
et CREASSEMBLAGE. Le module FCTMILIEU est explicité en détail à la section
§4.3, en même temps que la modélisation des matériaux cimentaires. L’implémen-
tation des autres modules ne révèle pas de difficultés particulières.
4.1.1 Qualification du module FCTVF9.
On valide dans cette section l’implémentation du schéma VF9. On résout pour
cela plusieurs exemples du problème (3.8), que l’on reporte ici :{ −∇ · (A∇u) = 0 dans ∆,
u = uD sur ∂∆.
(4.1)
∆ est ici le domaine ]0,1[×]0,1[. uD représente les conditions de Dirichlet du
problème.
Pour chaque exemple, on travaille sur une série de discrétisations (Th(∆))h>0,
où Th(∆) désigne un découpage du domaine ∆ en carrés de côté h. On présente
alors l’erreur L2 discrète entre uh la solution du problème approchée sur Th(∆) et
u la solution exacte du problème (4.1). Si on note xk le barycentre de l’élément






Pour exprimer les taux de convergence, on utilise la notation de Landau O(h)
pour désigner une fonction d’ordre h quand h tend vers 0.
La résolution des systèmes linéaires s’effectue via la librairie Numerical Platon
[167], elle-même appelant la bibliothèque PetsC [154]. Plus précisement, on utilise
le solveur itératif GMRES [161, 162] assorti d’un préconditionneur ILU [65].







où a et b sont des réels strictements positifs. La solution du problème est alors :
u = xy
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Le schéma VF9 étant linéaire exact, on retrouve ici la solution exacte, à la
précision machine près.


















FIGURE 4.2 – Exemple 4.2 : représentation de e2(uh) en fonction de h.
Les résultats de ce test sont présentés à la Figure 4.2. Ils montrent une conver-
gence en O(h2), soit un ordre au-dessus de la convergence théorique de la méthode
Volumes Finis VF9. Cette super convergence est habituelle lors de l’utilisation des
Volumes Finis VF9 sur un milieu homogène [97]. Il ne s’agit cependant pas d’une
particularité de la méthode VF9 mais plutôt des Volumes Finis en général. Le phé-
nomène de super convergence est en effet observable chez un grand nombre de
méthodes Volumes Finis [114].
























FIGURE 4.3 – Exemple 4.3 : représentation de e2(uh) en fonction de h.
Les résultats de ce test sont présentés à la Figure 4.3. Il y apparaît clairement
que la solution approchée converge vers la solution théorique, et ce avec un taux
d’erreur en O(h).
En conclusion des bons résultats obtenus sur ces trois exemples, on peut consi-
dérer que la méthode VF9 a été correctement implémentée au sein du module
FCTVF9.
4.1.2 Qualification du module CREMK.
On valide dans cette section l’implémentation du module CREMK qui calcule
les différents termes des matrices locales Éléments Finis : la matrice de raideur
KK , la matrice de masse MK et la matrice de masse de bord Mb,F , pour un élément
K ∈ TH(Ω) et une face F ∈ ΓN,H donnés. Ces quantités sont définies par :











∀1≤ i, j ≤ 4 MK(i, j) = ∑
k∈K
|k|ΦKi(k)ΦK j(k) (4.4)
∀1≤ i, j ≤ 4 Mb,F(i, j) = ∑
f∈F
| f |ΦiK( f )Φ jK( f ) (4.5)
où (ΦiK)1≤i≤4 est la base d’Éléments Finis construite à partir des fonctions
(ΨiK)1≤i≤4, solutions sur Kˆ des problèmes de cellules. Une description précise
de ces équations et un rappel des différentes notations est disponible à la section
§3.3.1.
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Sur une face f ∈ ∂K, le calcul de la matrice de raideur et la matrice de masse
de bord fait intervenir deux quantités : (ΦiK( f ))1≤i≤4 les valeurs interpolées en f
et (
∫
f D∇ΦiK ·n)1≤i≤4 les flux à travers f . La définition de ces deux quantités est
étroitement liée à la position de f vis-à-vis de la cellule Kˆ, le domaine de résolution
des problèmes de cellules. Il est donc nécessaire de tester l’implémentation de ce
module dans le cas où f est une face de la frontière ∂ Kˆ, c’est-à-dire quand le taux
de sur-échantillonnage ρ est nul, et dans le cas où f est une face intérieure à la
cellule Kˆ, i.e. ρ est strictement positif.







F = {y = 0}
où a et b sont des réels strictements positifs. Dans ce cas, les fonctions (ΦiK)1≤i≤4
sont explicitement connues, et ce pour toute valeur de ρ :
Φ1K = (1− x)(1− y)
Φ2K = x(1− y)
Φ3K = (1− x)y
Φ4K = xy
Les matrices KK , MK et Mb,F sont symétriques. Étant donnée la symétrie des
fonctions (ΦiK)1≤i≤4, on a de plus :
KK(1,1) =KK(2,2) =KK(3,3) =KK(4,4),
KK(1,2) =KK(1,3) =KK(2,4) =KK(3,4),
KK(1,4) =KK(2,3),
des formules semblables existant pour les matrices MK et Mb,F . Les matrices
locales n’ont donc que trois éléments différents, correspondant aux coefficients
(1,1), (1,2) et (1,4).
Les Figures 4.4, 4.5 et 4.6 présentent l’erreur entre les valeurs théoriques et nu-
mériques des matrices locales sur ces trois coefficients. Il apparaît des simulations
que les erreurs décroissent en O(h2). Le calcul de la base locale (ΦlK)1≤l≤n à partir
des fonctions (Ψl
Kˆ
)1≤l≤n étant linéaire exact, l’erreur est indépendante de ρ .












FIGURE 4.4 – Exemple 4.4 : erreur de calcul, en fonction de h, des coefficients
KK(1,1) ( ), KK(1,2) ( ) et KK(1,4) ( ). L’erreur décroît en O(h2) et est












FIGURE 4.5 – Exemple 4.4 : erreur de calcul, en fonction de h, des coefficients
MK(1,1) ( ),MK(1,2) ( ) etMK(1,4) ( ). L’erreur décroît enO(h2) et est














FIGURE 4.6 – Exemple 4.4 : erreur de calcul, en fonction de h, des coefficients
Mb,F(1,1) ( ) etMb,F(1,2) ( ). L’erreur décroît enO(h2) et est indépendante
de ρ .







F = {y = 1}
β = sin(pix)sinh(piy)
La solution du problème est alors :
Ψ= sin(pix)sinh(piy)
On peut alors calculer les termes (4.3)-(4.5) en posant ΦiK =Φ
j
K =Ψ. On pré-
sente à la Figure 4.7 l’erreur entre valeurs théoriques et numériques de ces trois
termes en fonction de h. Les coefficients K(Ψ,Ψ) etM(Ψ,Ψ) convergent respecti-
vement en O(h) et O(h2). Le coefficient Mb(Ψ,Ψ) est calculé de manière exacte.
4.1.3 Qualification du module CREASSEMBLAGE.
On valide dans cette section l’implémentation du module CREASSEMBLAGE qui
assemble et résout le problème d’Éléments Finis grossier. Il ne s’agit pas ici de
tester la méthode multi-échelle Q1/VF9 dans son intégralité, mais seulement d’as-
surer que la méthode d’Éléments Finis a été correctement implémentée. Pour cela,
on suppose que la diffusivité D est égale à la matrice Identité, ce qui correspond au
cadre de l’Exemple 4.4 avec (a,b) = (1,1). La base (ΦI)I∈I est alors explicitement
connue, et correspond aux Éléments Finis Q1 classiques.
On va maintenant résoudre plusieurs exemples du problème de diffusion sui-
vant :










FIGURE 4.7 – Exemple 4.5 : erreur de calcul, en fonction de h, des coefficients
K(Ψ,Ψ) ( ), M(Ψ,Ψ) ( ) et Mb(Ψ,Ψ) ( ) pour ρ = 0.

−∆C = f dans Ω,
C = gD sur ΓD,
D∇C ·n = gN sur ΓN ,
(4.6)
où (ΓD,ΓN) est une partition de Γ= ∂Ω la frontière du domaineΩ. f , gD et gN sont
respectivement le terme source, la condition aux limites de Dirichlet et la condition
aux limites de Neumann.
Dans tout ce qui suit, on suppose que Ω=]0,1[×]0,1[. La discrétisation TH(Ω)
de Ω se compose de macroéléments carrés de longueur H.




La solution du problème est alors :
C = sin(pix)sinh(piy)
Exemple 4.7 On considère dans cet exemple que :
f = 0
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La solution du problème est alors :
C = sin(pix)sinh(piy)
On choisit volontairement de se restreindre en n’imposant les conditions de
Neumann qu’en deux bords disjoints de Ω afin de s’affranchir des problèmes infor-
matiques liés aux coins du domaine.









Le critère de validation choisit ici est l’erreur maximale entre valeurs calculées




Il ne s’agit pas du maximum de l’erreur entre solution théorique et calculée car
on ne recalcule pas la solution CH,h au niveau fin. De cette manière, la discrétisation
des macroéléments K n’influence le résultat que par le biais des matrices de raideurs
et de masses, influence que l’on néglige dans cette partie.
On présente à la Figure 4.8 les courbes d’erreurs des Exemples 4.6, 4.7 et 4.8
en fonction de H.
4.2 Validation de la méthode Q1/VF9 sur un exemple théo-
rique.
4.2.1 Convergence théorique.
On se place dans cette section dans le cadre de l’homogénéisation théorique
périodique. Soit d une fonction périodique sur Y = [0,1]2, et ε > 0 un paramètre





Le problème de diffusion à résoudre est alors :













FIGURE 4.8 – Erreur e∞(CH) en fonction de H pour les Exemples 4.6 ( ), 4.7
( ) et 4.8 ( ).

−∇ · (Dε ∇Cε) = f dans Ω,
Cε = gD sur ΓD,
Dε ∇Cε ·n = gN sur ΓN ,
(4.8)
Comme on l’a définit au chapitre §3, (ΓD,ΓN) forme une partition de Γ= ∂Ω la
frontière du domaine Ω. f , gD et gN sont respectivement le terme source, la condi-
tion aux limites de Dirichlet et la condition aux limites de Neumann du problème.
Dans ce cadre, il est possible d’estimer l’erreur entre Cε , la solution théorique du
problème (4.8) et CεH,h, la solution numérique obtenue par la méthode multi-échelle
Q1/VF9 [28, 90, 120, 121].
Pour h < ε < H, on a :










si ρ = 0, (4.9)









si ρ > 0. (4.10)
A1 et A2 sont des constantes ne dépendant d’aucun des paramètres H, ε et h.
L’influence du taux de sur-échantillonnage ρ sur A2 est mal connu. Les travaux
de Efendiev et al. [90] donnent à penser qu’on peut réécrire (4.10) sous la forme :









mais le problème reste le même, puisque la dépendance en ρ des constantes
A2,1, A2,1 et A2,1 n’est pas connue. Au vu des simulations numériques sur le sujet,
il semble cependant que A2,1, A2,1/ρ et A2,1 tendent vers des constantes non nulles
quand ρ augmente [90, 120, 121].
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Pour étudier la convergence de la méthode Q1/VF9, il est donc nécessaire de faire
tendre H, ε et h vers 0, tout en supposant que l’on a :
h ε  H (4.12)
Il est très difficile de remplir numériquement l’ensemble de ces conditions.
C’est pourquoi les résultats présentés dans les sections suivantes se concentrent
sur l’évolution de l’erreur quand un seul paramètre tend vers 0, les autres étant
constants. Les courbes présentées ne sont donc en aucun cas des courbes de conver-
gence.
4.2.2 Validation.
On présente ici les résultats de la méthode Q1/VF9 sur un exemple théorique
simple. Le but premier est ici de retrouver le comportement attendu de la méthode
des Éléments Finis multi-échelles, tel que décrit à la section précédente. C’est pour-
quoi le milieu étudié ne présente qu’une variation modérée de la diffusivité : il n’est
pas question ici de tester la robustesse de la méthode.
Exemple 4.9 On résout sur Ω= [0,1]2 le problème suivant :{ −∇(D∇C) = f dans Ω,
C = 0 sur ΓD = ∂Ω.
(4.13)
f est une fonction en créneau, c’est-à-dire égale à 1 au sein de la sphère de
centre (x0,y0) = (0.2,0.4) et de rayon 0.05 et nulle partout ailleurs.
Avec p = 50, on pose :
D(x,y) = (1.1+ sin(2pi px)sin(2pi py)) Id (4.14)
Le champs de diffusivité est représenté sur une portion du domaine Ω à la
Figure 4.9 (à gauche).
On divise le milieu Ω en M =m×m macro-éléments K carrés de côté H = 1/m,
formant la discrétisation grossière TH(Ω). Chaque macro-élément K est ensuite
divisé en N = n×n micro-éléments carrés de côté h = 1/(mn), formant la discréti-
sation Th(K). Avec ρ le taux de sur-échantillonnage, la discrétisation Th(Kˆ) d’une
cellule Kˆ comporte alors (1+2ρ)2n2 micro-éléments.
Afin d’obtenir une solution de référence Cr, on résout le problème (4.13) via
une méthode directe de Volumes Finis à 4 millions d’éléments. En posant hr =
5.10−4, la discrétisation Thr(Ω) du milieu Ω comporte donc 2000× 2000 micro-
éléments. Une représentation de Cr est présentée à la Figure 4.9 (à droite).
On compare ensuite les solutions numériques CH,h de l’Exemple 4.9, compor-
tant m2× n2 micro-éléments, à Cr. Soit kr ∈ Thr(Ω), pour tout h > hr, on définit
ϒh(kr) l’ensemble des éléments k ∈ Th(K) ayant une intersection non-vide avec kr :
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FIGURE 4.9 – Champs de diffusivité (zoom) et solution de référence Cr pour
l’Exemple 4.9.
ϒh(kr) = {k ∈ Th(K),K ∈ TH(Ω),k∩ kr 6= /0} (4.15)


















La Figure 4.10 présente les courbes d’erreurs sur la concentration CH,h et la den-
sité de flux D∇CH,h en fonction de h, pour différentes valeurs fixées de H. On note
que les deux erreurs stagnent rapidement. Diminuer sans fin le pas de résolution des
problèmes locaux est donc inutile si le nombre de degré de liberté du maillage gros-
sier (i.e m = 1/H) est limité. Dans les deux cas présentés, on note que h = 1e−3
suffit amplement à atteindre la zone limite.
Bien que les erreurs en elles-mêmes augmentent avec ρ , le comportement gé-
nérale de l’erreur reste lui pratiquement inchangé. .
Sur la Figure 4.11, on montre cette fois l’évolution de l’erreur quand H diminue,
en imposant h = 0.02H (à gauche) ou h = 0.01H (à droite). Il apparaît que l’erreur
n’est pas une fonction décroissante de H, mais qu’elle passe par un minimum avant
de remonter. En effet, si H devient trop petit, la taille des problèmes de cellules
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FIGURE 4.10 – Exemple 4.9 : évolution des erreurs e2(CH,h) (en haut) et
e2(D∇CH,h) (en bas) pour H = 0.01 (gauche) et H = 0.05 (droite). Sur chaque
courbe, on a tracé l’erreur en fonction de h pour quatre valeurs de ρ : 0 ( ), 0.05
( ), 0.10 ( ) et 0.20 ( ).
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FIGURE 4.11 – Exemple 4.9 : évolution des erreurs e2(CH,h) (en haut) et
e2(D∇CH,h) (en bas) pour h = 0.02H (gauche) et h = 0.01H (droite). Sur chaque
courbe, on a tracé l’erreur en fonction de h pour quatre valeurs de ρ : 0 ( ), 0.05
( ), 0.10 ( ) et 0.20 ( ).
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devient trop petite par rapport aux oscillations du milieu et l’homogénéisation de la
cellule n’est plus possible. Il faut en effet que chaque cellule englobe 4 à 5 cellules
périodiques du milieu pour que la méthode soit efficace. Dans le cas de l’Exemple
4.9, cela revient à choisir H supérieur à 0.08.
Remarque 4.1 Comme on l’a expliqué à la section §4.2.1, les courbes présen-
tées ici ne sont pas des courbes de convergence de la méthode Q1/VF9, mais des
courbes d’évolution de l’erreur en fonction d’un paramètre (h, H ou α = h/H), les
autres étant fixés.
Ces simulations valident correctement l’implémentation Python de la méthode
Q1/VF9. Si on fait varier l’une ou l’autre des deux valeurs h et H, l’erreur diminue
jusqu’à atteindre un minimum qui dépend du second paramètre resté fixe. Le sur-
échantillonnage ρ , quant à lui, permet de diminuer les valeurs maximales des er-
reurs, mais au prix d’une moins bonne précision, surtout lorsque le milieu est gros-
sièrement discrétisé («grandes» valeurs de H et h.) Lorsque H et h sont suffisament
petits,par contre, les résultats sont légèrement en faveur du sur-échantillonnage.
4.3 Application aux matériaux cimentaire.
4.3.1 Génération d’un matériau cimentaire via le module COMBS.
Comme on l’a décrit à la section §3.6, les matériaux cimentaires sont modélisés
dans le cadre des travaux de cette thèse par un ensemble d’inclusions de formes
diverses enchâssées dans un milieu homogène. Pour construire un échantillon d’un
matériau cimentaire, il est donc nécessaire de placer ces inclusions dans le milieu.
Un algorithme spécifique, le module COMBS a été développé par Erwan Adam afin
de s’acquitter de cette tâche.
Soit une liste détaillée, précisant la taille, la forme et le nombre des inclusions
voulues, le module COMBS va placer aléatoirement ces inclusions au sein du do-
maine. En sortie du module, on obtient un fichier décrivant chaque inclusion et sa
position. À chaque inclusion est également associé le nom de la phase à laquelle
elle appartient.
Il est possible de préciser plusieurs options, en fonction du milieu que l’on
souhaite générer. On peut ainsi demander au module de construire un milieu pério-
dique ; les inclusions débordant d’un coté du domaine réapparaîssant de l’autre ; ou
au contraire interdire aux inclusions d’approcher les frontières du domaine. Il est
de plus possible de paramétrer la distance minimale séparant deux inclusions.
Enfin, il arrive que le module n’arrive pas à placer toutes les inclusions voulues,
soit parce que le domaine est plein, soit parce que la place libre est «difficile» à
trouver. Dans ce dernier cas, l’expérience montre que l’on peut espérer atteindre un
taux de remplissage de près de 80% en volume si on laisse suffisament de temps à
l’algorithme (généralement plus de 12h).
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FIGURE 4.12 – Pour un milieu donné (à gauche), deux méthodes d’attribuer une
diffusivité aux éléments du maillage fin : par dichotomie (au milieu) et par moyenne
(à droite).
La première version de ce module ne permettait que de placer des inclusions
sphériques à une ou plusieurs couches [21]. C’est cette version qui est utilisée,
dans le cadre 2D, pour générer les milieux utilisés par l’implémentation présentée
dans ce chapitre. Les dernières versions, en faisant appel à la plate-forme SALOME
[163], permettent maintenant de placer des formes quelconques en deux et trois
dimensions [70].
4.3.2 Discrétisation du milieu.
4.3.2.1 Principes.
Comme on l’a précisé au début de ce chapitre, la maquette Python présentée ici
travaille exclusivement avec des maillages rectangulaires réguliers en dimension
deux aux deux niveaux : grossier et fin. A l’échelle fine, une cellule Kˆ rectangu-
laire est donc découpée en rectangles k et une unique valeur de diffusivité est attri-
buée à chaque rectangle. Cette discrétisation du milieu est très pratique, puisque les
connectivités entre les divers éléments (sommets/éléments, éléments/éléments, arê-
tes/éléments . . .) sont explicitement connus. Un problème se pose cependant dans
le cas où l’on veut discrétiser des inclusions sphériques ou en couronne par un en-
semble de rectangles. La question est de savoir quelle valeur de diffusivité attribuer
aux rectangles à cheval sur la matrice et une, voire plusieurs, inclusions.
Dans un premier temps, on a choisi de départager le maillage par dichotomie :
seuls les rectangles inclus dans une inclusion se voyant attribuer la diffusivité
de l’inclusion. Les autres, partiellement dans l’inclusion ou non, sont considérés
comme appartenant à la matrice, et recoivent la diffusivité correspondante. Un
exemple de milieu discrétisé par dichotomie est visible à la Figure 4.12, au milieu.
Cette caractérisation a pour elle le mérite de la simplicité, mais ne permet
qu’une description grossière du milieu. En effet, cette méthode découpe les in-
clusions, les réduisant à leurs seuls rectangles internes, ce qui entraine une perte
de masse. C’est particulièrement flagrant dans le cas des petites inclusions, dont
la taille est de l’ordre du pas du maillage. Les inclusions se retrouvent alors mo-
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délisées par un simple rectangle, ou encore, pour la taille juste supérieure, par une
croix.
Il est également impossible de représenter correctement deux inclusions très
proches l’une de l’autre. Quelle que soit la distance réelle entre deux inclusions,
cette méthode impose une distance effective égale au pas h du maillage fin Th(Kˆ).
Pour toutes ces raisons, une discrétisation par moyenne a été développée. On
attribue, pour chaque microélement k, une valeur de diffusivité au prorata des aires
des différentes phases (matrice, inclusions) le traversant.
Soit (φi)1≤i≤p l’ensemble des phases d’un rectangle k, (Di)1≤i≤p les diffusivités
correspondantes, et (ai)1≤i≤p l’aire occupée par ces phases au sein du rectangle. On







Un exemple de milieu discrétisé par filtrage est visible à la Figure 4.12, à droite.
Il est à noter que cette méthode n’est utilisable que dans le cadre particulière-
ment avantageux où l’on se trouve. Il suffit ici de déterminer les aires d’intersec-
tions entre des sphères et des rectangles, ce qui est explicité dans la suite de cette
section. Le problème est autrement plus difficile en 3 dimension, ou si la forme des
inclusions n’est pas aussi simple. C’est pour cette raison que cette technique n’est
pas utilisée au sein de l’implémentation MPCube, comme on l’explique au chapitre
§6.
4.3.2.2 Caractérisation de l’intersection d’une sphère et d’un rectangle.
Soit C un cercle de rayon r, R un rectangle de dimensions (hx,hy) et I(R,C) leur
intersection éventuellement vide, dont on cherche à calculer l’aire. On décompose
S (R), l’ensemble des sommets du rectangle R, enSi(R) etSe(R), sous-ensembles
des sommets intérieurs stricts, respectivement extérieurs large, au cercle C. On note
A (R) l’ensemble des arêtes de R, et I (a) l’ensemble, éventuellement vide, des
points d’intersection de l’arête a ∈A (R) et du cercle C.
On pose :
q =Card(Si(R)) (4.19)
On caractérise alors l’intersection I(R,C) en fonction des valeurs de q. Dans
le cas où q = 0, c’est-à-dire quand le cercle C ne contient aucun sommet de R,
on distingue deux cas, selon que le centre de C soit dans R ou non. Au total, on
distingue donc six types d’intersection qui sont présentés à la Figure 4.13.
Chaque intersection est ensuite découpée en un ensemble de triangles rectangles,
de trapèzes et de cordes. Les aires de ces figures géométriques sont facilement
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q= 0, c /∈C q= 0, c ∈C
q= 1 q= 2
q= 3 q= 4
FIGURE 4.13 – Intersections d’un cercle C et d’un rectangle R en fonction du
nombre q de sommets R à l’intérieur de C. Les zones délimitées par l’Algorithme
4.1 afin de calculer l’aire d’intersection apparaissent en différentes teintes de rouge.
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calculables et sont rappelées à la Figure 4.14. Finalement, l’aire de l’intersection
I(R,C) s’obtient par sommation, ou retranchement, des aires des zones concernées.
Algorithme 4.1 Aire d’intersection entre le cercle C de rayon r et le rectangle R de
côté (hx,hy).
1: Si q = 0 alors
2: Si C ∈ R alors
3: Aire← pir2−∑a∈A (R)Cr(r, li(a)).
4: sinon
5: Aire← ∑aCr(r, li(a)).
6: Fin Si
7: sinon Si q = 1 alors
8: Aire← T (li(a1)), li(a4))+Cr(r,L)−Cr(r, li(a2))−Cr(r, li(a4)).
9: sinon Si q = 2 alors
10: Aire← Tr(li(a1), li(a3), li(a4))+Cr(r,L)−Cr(r, li(a2)).
11: sinon Si q = 3 alors
12: Aire← hxhy−T (le(a1), le(a2))+Cr(r,L).
13: sinon Si q = 4 alors
14: Aire← hxhy.
15: Fin Si
D’un point de vue algorithmique, afin de calculer proprement ces surfaces, on
commence par ordonner les sommets et les arêtes de R selon le sens trigonomé-
trique. On fait ensuite ensuite de même avec les points (I (a))a∈A (R), en prenant
pour comme origine l’arête sortante de C, c’est-à-dire l’arête a = [S1S2] ∈ A (R)
telle que :
S1 ∈Si(R) et S2 ∈Se(R) (4.20)
Dans les cas n = 0 et n = 4, aucune arête ne satisfait cette condition. L’origine
dans ces deux cas est sans importance et n’importe quelle point de départ convient
donc. On définit et calcule ensuite les quantités suivantes :
– L : distance entre le premier et le dernier point d’intersection.
– li(a), respectivement le(a), est la longueur de la portion de a à l’intérieur,
respectivement à l’exterieur, de C.
On calcule alors l’aire de I(R,C) en suivant l’Algorithme 4.1.
4.3.3 Un exemple de pâte cimentaire.
4.3.3.1 Définition de l’exemple.
On considère ici un milieu reprenant la physionomie de la pâte cimentaire.On
a essayé de respecter au mieux les caractéristiques réelles (proportions, valeurs de











Cr(R, l) = R2
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FIGURE 4.14 – Aires de surfaces élémentaires. On note T (l,h), Tr(l,h) et Cr(R, l)
les aires respectives du triangle, du trapèze et de la corde représentés ici.
diffusivité, tailles et formes des inclusions) de la pâte cimentaire, mais certaines
valeurs ont été adaptées au cas bidimensionnel. C’est le cas notamment du taux
de remplissage qui est inférieur à la normale. Quoi qu’il en soit, l’intérêt de cette
expérience reste entier : tester la robustesse de la méthode sur un cas réaliste.
On travaille sur l’espace Ω = [0,1]× [0,1], qui représente un carré d’1mm2 de
pâte cimentaire. Cet espace se compose d’un milieu homogène représentant la po-
rosité capillaire, de diffusivité D0 = 2.2.10−9m2.s−1, dans lequel on place plusieurs
milliers d’inclusions réparties de la façon suivante :
– 1900 Sphères homogènes (d3 = 9.10−12m2.s−1, r3 ∈ [0.001,0.013]) en LD
C-S-H (Low Density C-S-H).
– 1700 Sphères homogènes (d2 = 1.10−12m2.s−1, r2 ∈ [0.001,0.013]) en HD
C-S-H (High Density C-S-H).
– 3500 Sphères homogènes (d1 = 1.10−20m2.s−1, r1 ∈ [0.001,0.013]) repré-
sentant la portlandite, les aluminates et les anhydres.
– 200 Sphères multi-couches (rayon r4 ∈ [0.013,0,028]) composées d’un coeur
de portlandite (ou d’aluminates, d’anhydre) occupant 40% du rayon, et de
deux coquilles une de HD C-S-H (de 0.4r4 à 0.9r4) et une de LD C-S-H (de
0.9r4 à r4).
Ces inclusions sont placées aléatoirement dans le domaine Ω par le module
COMBS, décrit à la section §4.3.1.
Exemple 4.10 On résout le problème grossier suivant :
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FIGURE 4.15 – Représentation de la pâte cimentaire modélisée : porosité capillaire
(blanc), LD C-S-H (gris clair), HD C-S-H (gris foncé), portlandite, aluminates et
anhydres (noir).

−∇(D∇C) = 0 dans Ω,
C = δ{x=0} sur ΓD = {0,1}× [0,1],
D∇C ·n = 0 sur ΓN = [0,1]×{0,1}.
(4.21)
où δ représente le symbole de Kronecker.
Dans le milieu, on impose donc à la concentration d’être égale à 1 en x = 0 et
à 0 en x = 1. Le flux à travers les parois verticales est nul et il n’y a pas de terme
source. Si on note L = 1mm la longueur entre les deux parois horizontales de Ω et







Le problème grossier et le calcul de la diffusivité équivalente imitent les me-
sures expérimentales de diffusivité équivalente [48, 49, 63, 73].
4.3.3.2 Simulations.
On résout numériquement l’Exemple 4.10 pour plusieurs jeux de maillages gros-
siers et fins. On reprend les notations de la section §4.2 : on divise le milieu Ω en
M = m×m macro-éléments K carrés de côté H = 1/m, formant ainsi la discréti-
sation grossière TH(Ω). Chaque macro-élément K est ensuite divisé en N = n× n
micro-éléments carrés de côté h = 1/(mn), formant la discrétisation fine Th(K).
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Avec ρ le taux de sur-échantillonnage, la discrétisation fine Th(Kˆ) d’une cellule Kˆ
comporte alors (1+2ρ)2n2 micro-éléments.
Afin d’obtenir une solution de référence Cr, on résout l’Exemple 4.10 via une
méthode directe de Volumes Finis à 4 millions d’éléments. En posant hr = 5.10−4,
la discrétisation Thr(Ω) du milieu Ω comporte donc 2000×2000 micro-éléments.
On compare ensuite les solutions numériques CH,h de l’Exemple 4.10, compor-
tant m2×n2 micro-éléments, à Cr. On utilise pour cela les définitions des erreurs L2
discrètes (4.16) et (4.17), portant respectivement sur les quantités CH,h et Dh∇CH,h.
Remarque 4.2 Comme pour l’Exemple 4.9, les courbes présentées ici ne sont pas
des courbes de convergence de la méthode Q1/VF9, mais des courbes d’évolution
de l’erreur en fonction d’un paramètre (h, H ou α = h/H) donné, les autres étant
fixés. On se reportera à la section §4.2.1 pour plus de détails à ce sujet.
4.3.3.3 Influence de la discrétisation fine Th(Kˆ).
Les courbes présentées à la Figure 4.16 montrent l’évolution des erreurs L2 dis-
crètes sur la concentration (e2(CH,h), en haut), le gradient (e2(∇CH,h), au milieu)
et le flux (e2(Dh∇CH,h), en bas) quand h diminue, pour différentes valeurs fixées
de H. Deux valeurs de m sont ici représentées : H = 0.1 (à gauche) et H = 0.02 (à
droite).
Pour les deux valeurs faibles du recouvrement, ρ = 0 (en bleu) et ρ = 0.05 (en
rouge), les erreurs sont sensiblement égales. Tout au plus le recouvrement non nul
donne-t’il des résultats légèrement meilleurs sur le gradient et le flux. Ces erreurs
diminuent jusqu’à atteindre un seuil minimum qui dépend de H.
Par contre, un recouvrement plus élevé comme ρ = 0.10 (en marron) et surtout
ρ = 0.20 (en noir), a une influence très négative sur la méthode. Tout d’abord,
quand H est grand, les résultats sont moins bons que ceux de la méthode classique.
Mais surtout l’erreur diverge quand H tend vers 0 : la méthode est instable.
4.3.3.4 Influence de la discrétisation grossière TH(Ω).
On représente à la Figure 4.16 l’évolution des erreurs L2 discrètes sur la concen-
tration (e2(CH,h), en haut), le gradient (e2(∇CH,h), au milieu) et le flux (e2(Dh∇CH,h),
en bas) quand h diminue, pour un rapport α = h/H fixés. Deux rapports sont ici
représentées : α = 0.02 (à gauche) et α = 0.01 (à droite).
On note que, pour la concentration et le gradient, le cas sans recouvrement (en
bleu) stagne très rapidement à un niveau minimum dépendant de α . Le cas ρ = 0.05
(en rouge) suit la même allure, mais avec des valeurs légèrement inférieures. Le
cas ρ = 0.10 (en marron) donne un résultat mitigé, précurseur des très mauvais
résultats du cas à fort recouvrement ρ = 0.20 (en noir). Dans ce dernier cas en
effet, la méthode diverge.
Si on se penche maintenant sur le flux, on note que la méthode stagne, et ce
quel que soit le taux de sur-échantillonnage.







































































FIGURE 4.16 – Exemple 4.10 : e2(CH,h) (haut), e2(∇CH,h) (milieu) et e2(D∇CH,h)
(bas) pour H = 0.1 (gauche) et H = 0.02 (droite). Sur chaque courbe, on a tracé
l’évolution de l’erreur en fonction de h pour quatre valeurs de ρ : 0 ( ), 0.05
( ), 0.10 ( ) et 0.20 ( ).













FIGURE 4.17 – Exemple 4.10 : évolution de la diffusivité équivalente D∗ pour H =
0.1 (gauche) et H = 0.02 (droite). Sur chaque courbe, on a tracé l’évolution de
D∗ en fonction de h pour quatre valeurs de ρ : 0 ( ), 0.05 ( ), 0.10 ( ) et
0.20 ( ). La courbe verte correspond au coefficient calculé à partir de la solution
directe.
















FIGURE 4.18 – Exemple 4.10 : évolution de la diffusivité équivalente D∗ pour h =
0.02H (gauche) et h= 0.01H (droite). Sur chaque courbe, on a tracé l’évolution de
D∗ en fonction de h pour quatre valeurs de ρ : 0 ( ), 0.05 ( ), 0.10 ( ) et
0.20 ( ). La courbe verte correspond au coefficient calculé à partir de la solution
directe.
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FIGURE 4.19 – Exemple 4.10 : erreurs e2(CH,h) (haut), e2(∇CH,h) (milieu) et
e2(D∇CH,h) (bas) pour h = 0.02H (gauche) et h = 0.01H (droite). Sur chaque
courbe, on a tracé l’évolution de l’erreur en fonction de h pour quatre valeurs de ρ :
0 ( ), 0.05 ( ), 0.10 ( ) et 0.20 ( ).
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4.3.3.5 Évolution de la diffusivité équivalente du milieu.
Les diffusivités équivalentes D∗ issues des solutions calculées par la méthode
MsFEM sont présentées à la Figure 4.17 (évolution en fonction de h à H fixé)
et à la Figure 4.18 (évolution en fonction de h à α = h/H fixé). On note que la
diffusivité suit la même évolution quelle que soit la valeur choisie pour le taux de
sur-échantillonnage ρ . Par contre, si à la Figure 4.17 cette évolution correspond
bien à celle des valeurs obtenues par résolution directe (en vert sur les courbes), ce
n’est pas le cas de la Figure 4.18. On ne peut donc réellement considérer qu’il y a
convergence de la diffusivité équivalente, même si, au final, l’écart entre les valeurs
calculées ne dépasse pas 10%.
Cet écart est sans doute dû aux erreurs dans l’évaluation du flux évoquées dans
les paragraphes précédents.Le coefficient D∗ étant en effet calculé à partir du flux,
il est logique qu’une erreur sur l’un se reporte sur l’autre.
4.3.3.6 Repartition locale de l’erreur.













FIGURE 4.20 – Coupe de la densité de flux à travers le domaine Ω : différence
entre la solution méthode multi-échelle Dh∇CH,h ·n pour (H,h) = (0.1,5.10−4), et
la solution de référence Dr∇Cr ·n.
La Figure 4.20 présente une coupe de l’erreur, sur le flux D∇C, entre le cas
(H,h) = (0.1,5.10−4) et la solution de référence. On note que l’erreur est trois à
quatre fois plus importante le long des frontières de macro-éléments.
Ce phénomène de couche limite, décrit dans [90], devrait normalement être
limité par le sur-échantillonnage, ce qui n’est pas le cas ici. Choisir ρ = 0.05 permet
bien de réduire les valeurs maximales de l’erreur d’environ 30%, mais augmente
aussi la valeur minimale de l’erreur, si bien, qu’en moyenne, l’erreur augmente.
Quand aux cas ρ = 0.1 et ρ = 0.2, ils donnent de moins bons résultats sur tous les
tableaux.
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Le phénomène de couche limite n’étant pas limité ici, il est compréhensible que
l’erreur sur la densité de flux augmente avec le nombre de frontières, c’est-à-dire,
en pratique, avec le nombre M de macro-éléments.
4.4 Conclusions.
Ce chapitre présente une implémentation autonome de la méthode multi-échelle,
réalisée durant la première année du travail de thèse. Cette maquette Python, une
fois validée, a été utilisée pour résoudre des problèmes de diffusion : un cas théo-
rique et un autre, plus complexe, modélisant une pâte cimentaire 2D. De ces résul-
tats,on a pu mettre en lumière plusiers problèmes.
Tout d’abord, il apparait sur les cas théoriques que l’erreur de la méthode dimi-
nue avec H, c’est-à-dire quand le nombre de cellules augmente. Une plus grande
division du domaine permet donc d’obtenir de meilleurs résultats. Même s’il ne
s’agit pas à proprement parler d’une convergence de la méthode Q1/VF9, comme
expliqué à la section §4.2.1, c’est toutefois un bon résultat
La méthode de recouvrement [79] permet normalement de corriger certains
défauts des méthodes multi-échelles. Ses avantages dans le cadre de l’homogénéi-
sation théorique sont bien connus. En reprenant les notations de la section §4.2.1,
on a :










si ρ = 0, (4.23)









si ρ > 0. (4.24)
Le lien théorique entre la convergence de la méthode multi-échelle et la valeur
du taux de sur-échantillonnage ρ est cependant mal connu, car on ne sait expliciter
la dépendance de A2 en ρ . Tout au plus sait-on qu’augmenter ρ au-delà d’un certain
point ne fait pas ni converger ni diverger la méthode multi-échelle, la constante A2
se stabilisant rapidement à une valeur constante non nulle.
En pratique cependant, lorsque H diminue, l’erreur à tendance à stagner pour
le cas de la pâte cimentaire. Les forts sauts de diffusivité du milieu, dont l’ordre de
grandeur peut atteindre 108, sont sûrement à l’origine de ces problèmes. Il semble
difficile, voir impossible, de choisir optimalement les différents paramètres de la
méthode dans un cas aussi raide. En conséquence de quoi, la méthode de recouvre-
ment est ici inefficace. Pire un recouvrement trop important déteriore considérable-
ment les résultats.
Plusieurs pistes ont été considérées pour tenter de régler ce problème.
Tout d’abord, on a augmenté la taille des sytèmes étudiés. Augmenter la préci-
sion de la discrétisation permet en effet une capture plus fine des effets de couche-
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limites via la méthode de recouvrement. Comme les calculs présentés dans ce cha-
pitre atteignent les capacités maximales d’un ordinateur séquentiel, il a été néces-
saire de changer le cadre d’implémentation de la méthode Q1/VF9 (programme
Python sur un ordinateur) pour une interface plus robuste. Le choix s’est porté sur
le code MPCube [61], basé sur le noyau de calcul Trio-U [171]. Cette nouvelle
implémentation est présentée au chapitre §5.
Profitant de ce changement d’implémentation, on a considérablement élargi le
cadre de travail, l’ambition affichée étant de pouvoir traiter des matériaux cimen-
taires 2D et 3D. Afin de modéliser au mieux les géométries des matériaux cimen-
taires, la contrainte sur les maillages a été supprimée. Les maillages fins ne sont
plus quadrangulaires réguliers, mais quelconques. Ils doivent donc être générés
avant toute simulation. Le chapitre §6 contient les méthodes développées au sein
de la plate-forme SALOME [163] afin de pouvoir discrétiser rapidement et automa-
tiquement les domaines de travail, c’est-à-dire l’ensemble des cellules Kˆ. Il décrit
ainsi comment l’on obtient, à partir d’une description d’un matériau cimentaire, les
maillages nécessaires aux simulations MPCube.
Afin de faire face à l’importante raideur des problèmes de diffusion au sein des
matériaux cimentaires, on a remplacé, à l’échelle fine, la méthode des Volumes
Finis VF9 par la méthode des Volumes Finis VFDiam. Introduite par Coudière et
al. [79], cette méthode est depuis utilisée par le CEA pour travailler sur des milieux
à forts contrastes et/ou à fortes anisotropies comme les matériaux cimentaires. Elle
est décrite à la section §3.2.3.
Il apparaît qu’une non-conformité trop importante des Éléments Finis pénalise
les résultats de la méthode Q1/VF9, en particulier au niveau de la résolution du
problème grossier. Il semble donc judicieux de remplacer, à l’échelle grossière, la
méthode d’Éléments Finis classique par une méthode plus adaptée aux fonctions
non-conformes. Le choix s’est portée sur une méthode discontinue de Galerkin,
plus précisement une méthode de pénalité intérieure, ou IP [29, 82]. Elle est décrite
à la section §3.3.2.
De ces deux choix de méthodes, on a construit deux couplages grossier/fin :
le couplage Éléments Finis et VFDiam, que l’on note Q1/VFDiam, et le couplage
Galerkin discontinu et VFDiam, noté GD/VFDiam. Les résultats obtenus avec ces
deux couplages sont présentés au chapitre §7.
Troisième partie




Mise en œuvre dans le cas 3D :
simulations MPCube.
Introduction.
Ce chapitre est consacré à la chaîne de calcul multi-échelle SALOME-MPCube,
développée dans le cadre de cette thèse. Cette chaîne regroupe tous les outils né-
cessaires à la réalisation de simulations numériques par les méthodes Q1/VFDiam
et GD/VFDiam. Une description précise de ces deux méthodes est disponible au
chapitre §3. La chaîne de calcul utilise principalement deux outils : la plate-forme
SALOME [163] et le code de calcul MPCube [61].
La plate-forme SALOME, présentée à la section §6.1, intervient tout d’abord au
début de la chaîne de calcul, afin de construire les maillages nécessaires aux futurs
calcul MPCube. Cette partie de la chaîne de calcul est l’objet du chapitre §6.
Le code MPCube, basé sur le cœur de calcul Trio-U [171], intervient dans un
second temps. Il résout les problèmes locaux, puis assemble et résout le problème
grossier. Ces fonctionnalités, liées aux méthodes multi-échelles, n’existent pas dans
le code originel de MPCube. Elles ont donc fait l’objet de développements spéci-
fiques.
En fin de chaîne, SALOME intervient à nouveau, par le biais de ses outils MED-
SPLITTER et VISU. La plate-forme permet d’effectuer des opérations de postraite-
ment sur les champs solutions : calcul de la solution fine CH,h, extraction et fusion
des champs solutions, etc.
La chaîne de calcul multi-échelle SALOME-MPCube a été utilisée pour ré-
soudre différents problèmes de diffusion au sein de matériaux cimentaires, que l’on
présente au chapitre §7.
Dans un premier temps, on décrit les étapes de la chaîne de calcul multi-échelle
SALOME-MPCube. On s’attache en particulier à présenter les possibilités de pa-
rallélisme étape par étape.
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La seconde partie du chapitre est consacrée aux détails techniques de l’implé-
mentation dans le code MPCube de la chaîne de calcul. On y présente tout d’abord
les codes de calculs Trio-U et MPCube (§5.2.1) avant de détailler les différents
objets ajoutés au code MPCube originel par la méthode multi-échelle (§5.2.2 et
§5.2.3). On présente en outre une série de simulations ayant permis de qualifier
l’implémentation de ces objets.
5.1 La chaîne de calcul multi-échelle SALOME-MPCube.
On peut espérer disposer de deux types de parallélisme au sein de la chaîne de
calcul multi-échelle SALOME-MPCube.
Il y a tout d’abord le parallélisme intrinsèque aux méthodes multi-échelles,
dit extra-cellulaire. La grande majorité du travail à effectuer sur les cellules du
domaine, par exemple leurs discrétisations et la résolution des problèmes locaux,
peut en effet s’effectuer indépendamment d’une cellule à l’autre. On peut donc
traiter plusieurs cellules de front.
Il est également possible d’utiliser un second type de parallélisme, dit intra-
cellulaire. Il s’agit de profiter des fonctionnalités de SALOME et MPCube qui per-
mettent d’assigner plusieurs processeurs à une unique tâche. MPCube dispose en
effet de solveurs parallèles, qui permettent de répartir l’effort de calculs de gros et
très gros problèmes sur plusieurs cœurs de calculs. De même, SALOME peut faire
appel à des mailleurs parallèles.
La Figure 5.1 présente un organigramme simplifié de la chaîne de calcul SA-
LOME-MPCube. Sont également représentés les degrés de parallélisme, théoriques
et implémentés, disponibles pour chaque module de l’organigramme.
Il est à noter que les étapes les plus coûteuses ont été parallélisées : résolution
des problèmes locaux, construction des fonctions de bases et calcul des matrices
associées. Comme on le détaille un peu plus bas, la génération des maillages est
partiellement parallélisée dans la mesure où on construit chaque maillage de cel-
lule indépendamment des autres. Pour des raisons techniques, cette construction
s’effectue cependant séquentiellement, c’est-à-dire une cellule après l’autre.
5.1.1 Génération des maillages.
La première étape de la chaîne de calcul SALOME-MPCube consiste à discrétiser
l’ensemble des cellules du découpage multi-échelle. Plus précisement, il s’agit,
partant d’une description de la géométrie du domaine, d’obtenir un jeu de maillages
exploitables par le code de calcul MPCube. Cette tâche est dévolue à la plate-forme
SALOME et le chapitre §6 décrit les fonctionnalités spécifiquement développées
dans ce but.
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Du point de vue du parallélisme, la génération de maillages dispose d’un paral-
lélisme extra-cellulaire presque total. En effet, une fois les informations géomé-
triques attribuées aux cellules, c’est-à-dire une fois les inclusions réparties (cf. Alg.
6.7 L.1), les travaux de construction géométrique et de discrétisation sont indé-
pendants d’une cellule à l’autre. Dans le cas de la construction de maillages coïnci-
dents pour la méthode GD/VFDiam, décrite à la section §6.3, il faut cependant tenir
compte de la construction du maillage de référence (cf. Alg. 6.9 L.2), une tâche qui
ne peut se faire que séquentiellement.
L’implémentation de ce module a été réalisée de manière à profiter de ce pa-
rallélisme. Ainsi, la fonction discrétisant une cellule ne requiert que la liste des
inclusions correspondantes en entrée, et est appelée une fois par cellule. L’implé-
mentation est donc indépendante d’une cellule à l’autre. Malgré cela, en pratique la
discrétisation des cellules se fait séquentiellement. En effet, travailler de front sur
plusieurs cellules demande de manipuler plusieurs instances de SALOME, ce qui
est techniquement complexe car de nombreuses ressources sont partagées. Par le
biais du module YACS, il est théoriquement possible de lancer une seule instance
de SALOME qui piloterait les constructions paralléles. Cependant, cette option n’a
pas été mise en place, le temps manquant pour maîtriser ce module.
La génération des maillages dispose d’un parallélisme intra-cellulaire. En effet,
si la construction géométrique de la cellule ne peut que se faire séquentiellement,
il n’en est pas de même de la discrétisation du domaine. SALOME dispose en effet
d’un mailleur parallèle GHS3D PARALLEL [103] pouvant tirer partie de la dispo-
nibilité de plusieurs processeurs.
L’utilité de cette option reste cependant confinée à la création de très gros
maillages, dépassant la dizaine de millions de volumes. Au contraire, le principe
premier des méthodes multi-échelles est de travailler sur une série de problèmes de
tailles raisonnables. Cette forme de parallélisme n’a donc pas été mise en œuvre.
5.1.2 Préparation des calculs.
Une fois les maillages obtenus, la chaîne de calcul SALOME-MPCube prépare
les fichiers nécessaires aux simulations MPCube.
Le code de calcul MPCube, tout comme le code Trio-U sur lequel il est basé,
fonctionne grâce à des jeux de données, nommés fichiers data. Ces fichiers défi-
nissent les caractéristiques des simulations à résoudre : termes sources, conditions
aux limites, schéma Volumes Finis utilisé, solveurs, etc. Pour chaque cellule du
domaine, un dossier de travail est construit, et un script Python génère ensuite au-
tomatiquement le fichier data correspondant aux problèmes de cellules et au calcul
des matrices locales. Un exemple commenté de jeu de données est disponible à
l’annexe §B.2.1.
L’appel à la commande MAKE_PAR.DATA achève la préparation de la simula-
tion. Cette commande native de Trio-U construit les fichiers nécessaires à la réso-
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lution parallèle du problème. En particulier, elle répartit le domaine de travail, ici
le maillage d’une cellule, sur un nombre donné de processeurs et adapte les fichiers
data en conséquences.
La Figure 5.2 présente un état du dossier de travail consacré à la cellule (0,0,0),
une fois terminée la préparation de la simulation.
1 l s work / x0 / y0 / z0 :
CELLULE3D_0_0_0_0000 . Zones E lémen t s l i é s au p r o c e s s e u r $0$ .
CELLULE3D_0_0_0_0001 . Zones E lémen t s l i é s au p r o c e s s e u r $1$ .
DEC_data_ce l lu le3D_0_0_0 . d a t a La r é p a r t i t i o n du m i l i e u s u r l e s p r o c e s s e u r s .
6 DEC_data_ce l lu le3D_0_0_0 . e r r
DEC_data_ce l lu le3D_0_0_0 . l o g
DEC_data_ce l lu le3D_0_0_0 . o u t
I n t F o n d . f i l e F i c h i e r s d é c r i v a n t l e s zones ( fond , i n c l u s i o n s )
I n t F o n d . s s z du m i l i e u .
11 I n t I n c l u s i o n D 0 . f i l e I l y a un f i c h i e r . f i l e e t . s s z p a r zone .
I n t I n c l u s i o n D 0 . s s z
I n t I n c l u s i o n D 1 . f i l e
I n t I n c l u s i o n D 1 . s s z
PAR_da ta_ce l lu le3D_0_0_0 . d a t a Jeu de données pour l a r é s o l u t i o n p a r a l l è l e .
16 SEQ_da ta_ce l lu le3D_0_0_0 . d a t a Jeu de données pour l a r é s o l u t i o n s é q u e n t i e l l e .
c e l l u l e 3 D _ 0 _ 0 _ 0 . geom R é e c r i t u r e du m a i l l a g e au f o r m a t geom .
c e l l u l e 3 D _ 0 _ 0 _ 0 . med M a i l l a g e o r i g i n a l .
d a t a _ c e l l u l e 3 D _ 0 _ 0 _ 0 . d a t a Jeu de données o r i g i n a l .
s s z . geo P a r a m è t r e s Tr io−U.
21 s s z _ p a r . geo P a r a m è t r e s Tr io−U.
FIGURE 5.2 – Liste des fichiers nécessaires à une simulation MPCube. Le domaine
cellule3D_0_0_0, qui contient trois zones de diffusivités (le fond et deux types
d’inclusions), a été préparé pour une résolution parallèle sur 2 processeurs.
La préparation des fichiers de simulation est une tâche indépendante d’une cel-
lule à l’autre. On dispose donc théoriquement d’un parallélisme extra-cellulaire.
En l’état actuel des choses, celui-ci n’a pas été implémentée, et les cellules sont
préparées les unes après les autres.
La commande MAKE_PAR.DATA est séquentielle, son rôle étant justement de
préparer un futur travail parallèle. Il n’y a donc pas de parallélisme intra-cellulaire
possible pour cette étape de la chaîne de calcul.
5.1.3 Résolution des problèmes de cellules.
La résolution des problèmes de cellules s’effectue par la méthode des Volumes
Finis VFDiam, via le code de calcul MPCube. En effet, une fois les fichiers data
correctement préparés, les problèmes de cellules deviennent des problèmes de dif-
fusion classiques. Il n’est donc pas nécessaire d’implémenter de nouvelles fonc-
tionnalités au code MPCube.
On dispose donc d’un code de calcul parallèle performant, dont l’implémenta-
tion a été qualifiée dans de précédents travaux [61]. D’un point de vue technique, on
choisit d’utiliser le solveur BICGSTAB et le préconditionneur multi-grille BOO-
MERAMG [113] par le biais de la librairie PETSC [154]. Ces solveurs se sont
révélés adaptés à la résolution de problèmes de diffusions au sein des matériaux
cimentaires [70].
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Sur une cellule donnée, on résout les problèmes de cellules les uns après les
autres, c’est-à-dire que l’on détermine Ψ1Kˆ , puis Ψ
2
Kˆ , et ainsi de suite. On profite
alors du parallélisme intra-cellulaire du code de calcul MPCube en faisant appel
à des solveurs parallèles pour résoudre les problèmes de cellule. En assignant plu-
sieurs processeurs à cette tâche, on s’assure ainsi que chaque problème est résolu
efficacement.
Les problèmes de cellules étant indépendants d’une cellule à l’autre, on dis-
pose ici d’un parallélisme extra-cellulaire total. Afin de l’exploiter, on fait appel à
la fonction Trio-U native Execute_parallel. Cette fonction permet d’exécuter plu-
sieurs instances de Trio-U, et donc de MPCube, en parallèle, tout en précisant le
nombre de processeurs à allouer à chaque instance.
Ainsi la Figure 5.3 présente un jeu de données permettant de lancer la résolution
des problèmes sur trois cellules différentes, chaque cellule se voyant attribuer deux
processeurs. Il est possible d’assigner un nombre différent de cœurs de calculs aux
différentes instances, ce qui peut être utile si l’une des cellules a une discrétisation
plus fine par exemple.
E x e c u t e _ p a r a l l e l
{
l i s t e _ c a s 3 . / T r a v a i l / work / x0 / y0 / z0 / PAR_da ta_ce l lu le3D_0_0_0
4 . / T r a v a i l / work / x1 / y0 / z0 / PAR_da ta_ce l lu le3D_1_0_0
. / T r a v a i l / work / x2 / y0 / z0 / PAR_da ta_ce l lu le3D_2_0_0
n b _ p r o c s 3 2 2 2
}
9 FIN
FIGURE 5.3 – En exécutant MPCube avec ce jeu de données, on lance trois nou-
velles instances de MPCube qui traiteront les problèmes d’une cellule chacune. On
a alloué deux cœurs de calcul à chaque instance.
5.1.4 Construction de la base locale et calcul des matrices locales.
Comme décrit à la section §3.3.1, les solutions (Ψl
Kˆ
)1≤l≤n des problèmes de
cellules ne forment pas une base de l’espace VH des solutions du problème grossier
(3.2). On construit donc, sur chaque cellule, la base locale de Galerkin (ΦlK)1≤l≤n
par combinaison linéaire des (Ψl
Kˆ
)1≤l≤n (3.25). C’est à partir de ces bases locales
que l’on construit une base de Galerkin lors de la résolution du problème grossier.
Une fois les fonctions (ΦlK)1≤l≤n obtenues, on calcule les matrices locales de
masse, de raideur, de saut, etc. Lors de la résolution du problème grossier, ces ma-
trices sont assemblées, l’assemblage dépendant du schéma choisi pour résoudre le
problème grossier : méthode des Éléments Finis (cf. §3.3.1) ou méthode de Galer-
kin discontinue (cf. §3.3.2).
Le calcul des fonctions (ΦlK)1≤l≤n et des matrices locales associées est réalisé
par le biais de MPCube. La Figure 5.4 présente la liste des instructions MPCube uti-
lisées pour effectuer ce travail. Ces commandes doivent être exécutées à la suite de
5.1. LA CHAÎNE DE CALCUL MULTI-ÉCHELLE SALOME-MPCUBE. 111
la résolution des problèmes de cellules, qui sont notés probleme0 à probleme7
à la Figure 5.4.
Il ne s’agit pas d’une fonctionnalité native du code de calcul, mais de dévelop-
pements réalisés au cours de ces travaux de thèse. On a développé une série d’ob-
jets qui couvre toutes les opérations informatiques nécessaires à l’assemblage du
problème grossier. Cela comprend la restriction au macroélément K des fonctions
définies sur la cellule Kˆ, l’interpolation des solutions pour obtenir des valeurs sur
les faces et sommets du maillage fin Th(Kˆ), etc. Ces développements sont présentés
en détail à la section §5.2.2.
1 C o l o r a t i o n _ c o o r d o n n e e C o l o r a t i o n _ m a c r o e l e m e n t
Lire C o l o r a t i o n _ m a c r o e l e m e n t
{
e x p r e s s i o n ( x_ge_ ( 0 . 0 0 0 0 0 0 ) ) _and_ ( x _ l e _ ( 1 . 0 0 0 0 0 0 ) )
_and_ ( y_ge_ ( 0 . 0 0 0 0 0 0 ) ) _and_ ( y _ l e _ ( 1 . 0 0 0 0 0 0 ) )
6 _and_ ( z_ge_ ( 0 . 0 0 0 0 0 0 ) ) _and_ ( z _ l e _ ( 1 . 0 0 0 0 0 0 ) )





v a l e u r _ r h o 0 . 0
p r e f i x e c e l l u l e 3 D _ 0 _ 0 _ 0 _
c o l o r a t i o n C o l o r a t i o n _ m a c r o e l e m e n t
16 t y p e _ s a u v e g a r d e ALL
sommets_macroelement 2 8 3 24
0 . 0 0 . 0 0 . 0
1 . 0 0 . 0 0 . 0
0 . 0 1 . 0 0 . 0
21 1 . 0 1 . 0 0 . 0
0 . 0 0 . 0 1 . 0
1 . 0 0 . 0 1 . 0
0 . 0 1 . 0 1 . 0
1 . 0 1 . 0 1 . 0
26 g e s t i o n n a i r e
{
d o s s i e r _ c h a m p s / home / s i m u l a t i o n / B a s e s _ l o c a l e s /
d o s s i e r _ m a t r i c e s / home / s i m u l a t i o n / M a t r i c e s _ l o c a l e s /
t y p e _ s a u v e g a r d e ALL













C o n s t r u i r e _ b a s e _ l o c a l e Phi_K
46 Calculer_matr ices_EF Phi_K
FIGURE 5.4 – Commandes MPCube permettant la construction de la base locale
(ΦlK)1≤l≤n et le calcul des matrices locales associées. Ces commandes doivent être
exécutées à la suite de la résolution des problèmes de cellules, notés probleme0,
probleme1, etc.
La construction de la base locale et le calcul des matrices locales de raideur KK
(3.38), de masse MK (3.39) et de masse de bord Mb,F (3.41) sont indépendants
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d’une cellule à l’autre. On dispose donc pour ces opérations d’un parallélisme ex-
tra-cellulaire total.
Cependant, si l’on souhaite utiliser une méthode discontinue de Galerkin pour
résoudre le problème grossier, on doit également calculer les matrices de saut T
(3.47), de pénalisation Y (3.48), de saut Dirichlet Tb (3.49), et de pénalisation
Dirichlet Yb (3.50). Les termes de ces matrices sont les résultats de calculs d’in-
tégrales sur les faces F du maillage grossier TH(Ω). Ces calculs font intervenir les
valeurs des fonctions de bases sur les deux éléments K+ et K- ayant F pour fron-
tières. Les cellules correspondantes Kˆ+ et Kˆ- ne sont donc pas indépendantes.
Pour conserver un parallélisme extra-cellulaire complet, on calcule les valeurs
des fonctions élémentaires sur les faces de chaque macroélément, puis on stocke
ces valeurs. Le calcul proprement dit des matrices de saut et de pénalisation est
réalisé séquentiellement lors de l’assemblage du problème grossier.
Pour des raisons techniques, l’objet MPCube GESTIONNAIRE_PROJET qui ap-
paraît à la Figure 5.4 nécessite d’avoir en mémoire les objets MPCube correspon-
dants aux problèmes de cellules. Pour cette raison, cette étape de la chaîne de calcul
doit être réalisée au sein de la même instance MPCube que les résolutions des pro-
blèmes de cellules. Les choix concernant le parallélisme de cette étape sont donc
effectués à l’étape précédente de la chaîne de calcul (cf. §5.1.3). En particulier, la
possibilité que plusieurs cœurs de calculs soient affectés à une même cellule (pa-
rallélisme intra-cellulaire) doit être pris en compte.
Remarque 5.1 Les besoins de l’objet GESTIONNAIRE_PROJET forment une rai-
son supplémentaire de ne pas calculer les termes des matrices de sauts et de péna-
lisations à cette étape de la chaîne de calcul. En effet, si on souhaite les calculer
maintenant, il est nécessaire de réarranger le travail sur les cellules, non plus ma-
croélément par macroélément, mais face par face. Pour chaque face, la méthode
devra alors résoudre les problèmes des deux cellules correspondantes avant de
pouvoir calculer les termes matriciels. Au final, chaque problème de cellule aura
été résolu quatre fois en dimension deux et six fois en dimension trois. Face à ce
gaspillage colossal de ressources, l’idée a donc été abandonnée.
5.1.5 Mise en forme des résultats locaux.
La résolution des problèmes de cellules à l’étape précédente de la chaîne de
calcul SALOME-MPCube conduit à la création de nombreux fichiers. Outre les
fichiers temporaires créés par MPCube, on trouve les enregistrements de la base
locale (ΦlK)1≤l≤n, ainsi que les matrices locales correspondantes. Il est également
possible de stocker le flux de la base locale (D ·∇ΦlK)1≤l≤n.
La base locale (ΦlK)1≤l≤n est sauvegardée au format LATA. Il s’agit du format le
plus simple à manipuler au sein du code de calcul MPCube, ce qui en a fait le format
privilégié des outils MPCube développés durant ces travaux de thèse. Le format
LATA sauvegarde cependant chaque fonction ΦlK dans un fichier indépendant, ce
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qui entraîne la création d’un grand nombre de fichiers lors de la résolution des
problèmes locaux.
Afin d’économiser les ressources informatiques, on convertit les fichiers LATA au
format MED. Ce format permet de conserver dans un seul fichier la discrétisation
de la cellule Th(Kˆ) et les valeurs des fonctions (ΦlK)1≤l≤n sur ce maillage. Cette
conversion se déroule en deux étapes.
Tout d’abord, il y a la conversion proprement dite, c’est-à-dire la création d’un
fichier MED à partir des fichiers LATA. Cette conversion est le fait d’une fonction
native de MPCube, la méthode Lata_To_Med. Il suffit donc de lancer une instance
de MPCube avec le jeu de données adéquat pour obtenir le résultat voulu. La Figure
5.5 présente un exemple d’un tel jeu de données.
Le fichier MED ainsi créé contient, outre les valeurs des fonctions (ΦlK)1≤l≤n,
la discrétisation de la cellule Th(Kˆ). Cependant, la numérotation de cette discréti-
sation, sommets et volumes, n’est pas celle du maillage d’origine fournit par SA-
LOME, mais une numérotation automatiquement construite par Lata_To_Med. On
renumérote donc le maillage du fichier MED pour le faire correspondre à la numé-
rotation originale. Cette renumérotation s’effectue par le biais de MPCube, le jeu
de données correspondant étant reproduit à l’Annexe §B.2.2.
d imens ion 3
Lata_To_Med / home / s i m u l a t i o n /wX0/wY0/ wZ0 / c e l l u l e 3 D _ 0 _ 0 _ 0 _ S o l u t i o n . l a t a
4 / home / s i m u l a t i o n /wX0/wY0/ wZ0 / c e l l u l e 3 D _ 0 _ 0 _ 0 _ S o l u t i o n . med
FIN
FIGURE 5.5 – Commandes MPCube permettant la conversion d’un ensemble de
fichiers LATA en un fichier MED.
La fonction Lata_To_Med ne fonctionne que séquentiellement : il n’est pas pos-
sible d’assigner plusieurs cœurs de calcul à cette tâche. De même, la renumérota-
tion ne peut s’effectuer que séquentiellement, puisque le cœur de calcul a besoin
de la discrétisation complète du milieu pour travailler, et non pas seulement d’une
portion. Les problèmes MPCube de conversion et de renumérotation doivent donc
tous deux être réalisés séquentiellement. La mise en forme des résultats ne dispose
donc pas de parallélisme intra-cellulaire.
Cependant, cette mise en forme est indépendante d’une cellule à l’autre. On dis-
pose donc d’un parallélisme extra-cellulaire complet, que l’on peut exploiter grâce
à la fonction MPCube Execute_parallel. La Figure 5.6 présente un jeu de données
permettant de mettre en forme simultanément les résultats de deux cellules. Ce jeu
de donnée est très proche de celui permettant de résoudre les problèmes sur plu-
sieurs cellules simultanément, présentés à la Figure 5.3. Contrairement à ce dernier
cependant, on ne peut allouer ici qu’un seul cœur de calcul à chaque cellule.
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d imens ion 3
E x e c u t e _ p a r a l l e l
5 {
l i s t e _ c a s 2 / home / s i m u l a t i o n /wX0/wY0/ wZ0 / c e l l u l e 3 D _ 0 _ 0 _ 0 _ c o n v e r s i o n
/ home / s i m u l a t i o n /wX1/wY0/ wZ0 / c e l l u l e 3 D _ 1 _ 0 _ 0 _ c o n v e r s i o n
n b _ p r o c s 2 1 1
}
10
E x e c u t e _ p a r a l l e l
{
l i s t e _ c a s 2 / home / s i m u l a t i o n /wX0/wY0/ wZ0 / c e l l u l e 3 D _ 0 _ 0 _ 0 _ p r o j e c t i o n
/ home / s i m u l a t i o n /wX1/wY0/ wZ0 / c e l l u l e 3 D _ 1 _ 0 _ 0 _ p r o j e c t i o n
15 n b _ p r o c s 2 1 1
}
FIN
FIGURE 5.6 – En exécutant MPCube avec ce jeu de données, on met en forme les
résultats des cellules (0,0,0) et (1,0,0). On ne peut allouer ici qu’un seul cœur de
calcul à chaque instance.
Remarque 5.2 À ce stade de la chaîne de calcul SALOME-MPCube, tous les cal-
culs préliminaires à la résolution du problème grossier sont terminés. On dispose
non seulement d’une base de Galerkin, mais également des matrices locales, qui
permettront d’assembler, puis de résoudre, le problème grossier (3.2). Ces calculs
dépendent entre autres de la diffusivité D et du découpage choisi mais sont indé-
pendants du problème grossier à résoudre. À domaine de travail Ω et maillage
grossier TH(Ω) fixés, on peut donc résoudre n’importe quel problème grossier.
5.1.6 Assemblage et résolution du problème grossier.
Au sein de la chaîne de calcul SALOME-MPCube, deux méthodes sont dispo-
nibles pour résoudre le problème grossier (3.2) : la méthode des Éléments Finis,
présentée à la section §3.3.1, et la méthode de Galerkin discontinue, décrite à la
section §3.3.2. Une fois le problème matriciel assemblé et résolu, on dispose de
CH , la solution grossière du problème.
Aucune des méthodes grossières, Éléments Finis ou Galerkin discontinue, n’est
disponible nativement dans le code MPCube, celui-ci se concentrant sur les mé-
thodes Volumes Finis. Au cours de ces travaux de thèse, on a donc implémenté
ces méthodes dans MPCube. Cette extension n’est pas indépendante mais conçue,
au contraire, pour s’interfacer aux méthodes multi-échelles. Ainsi l’assemblage du
problème matriciel fait appel aux matrices locales précédemment calculées. La ré-
solution proprement dite du problème matriciel fait cependant appel aux solveurs
disponibles dans MPCube.
La Figure 5.7 présente un jeu de donnés permettant de résoudre un problème
grossier. L’implémentation des méthodes grossières et les exemples permettant de
qualification sont détaillés à la section §5.2.3.
Par sa nature même, l’assemblage et la résolution du problème grossier ne de-
mande aucun travail local. Les notions de parallélismes intra-cellulaire et extra-
5.1. LA CHAÎNE DE CALCUL MULTI-ÉCHELLE SALOME-MPCUBE. 115
d imens ion 3
2 P r o b l e m e _ g r o s s i e r _ E F P 1 m o n _ p r o b l e m e _ g r o s s i e r
Lire m o n _ p r o b l e m e _ g r o s s i e r
{
decoupage 3 5 5 5
e x t r e m i t e s 2 2 3 6 0 . 0 0 . 0 0 . 0 5 . 0 5 . 0 5 . 0
7 d o s s i e r _ t r a v a i l / home / s i m u l a t i o n / T r a v a i l /
d o s s i e r _ m a t r i c e s _ l o c a l e s / home / s i m u l a t i o n / M a t r i c e s _ l o c a l e s /
t e r m e _ s o u r c e 0
c o n d i t i o n s _ l i m i t e s
{
12 zm D i r i c h l e t 1




17 xp Neumann 0
}
s o l v e u r gen
{
s e u i l 1e−13
22 impr
s o l v _ e l e m b i c g s t a b p recond i l u
{
t y p e 2




Resoudre_probleme_gross ier m o n _ p r o b l e m e _ g r o s s i e r
FIN
FIGURE 5.7 – Jeu de données permettant de résoudre un problème grossier. Les
paramètres decoupage et dossier_matrices_locales permettent de lier
le problème grossier au reste de la chaîne multi-échelle SALOME-MPCube.
cellulaire n’ont donc pas de ce sens à ce stade la chaîne de calcul.
Il est cependant possible d’assigner plusieurs cœurs de calculs à la résolution
du problème grossier, et de profiter ainsi des capacités des solveurs parallèles de
MPCube. Ce parallélisme s’apparente au parallélisme intra-cellulaire, au sens où
plusieurs cœurs de calculs sont utilisés pour résoudre une tâche. Le parallélisme ex-
tra-cellulaire, au contraire, permet de résoudre de front plusieurs tâches distinctes.
En pratique cependant les problèmes grossiers sont de tailles réduites : ils ne
dépassent que rarement la centaine de milliers d’inconnues. L’intérêt d’une résolu-
tion parallèle du problème grossier est donc limité et n’a pas été poursuivi.
5.1.7 Reconstruction de la solution fine.
La dernière étape de la chaîne SALOME-MPCube calcule au niveau fin la solu-
tion CH,h, en pondérant les fonctions (ΦI)I∈I par les valeurs de la solution grossière
CH (3.52).
Cette reconstruction n’intervient généralement que sur une portion restreinte du
domaine. En effet, on résout ici des problèmes de très grandes tailles pour lesquels
une résolution classique est techniquement irréalisable. Il est donc généralement
impossible de sauvegarder, et à plus fortes raisons de visualiser, la solution fine
CH,h d’un seul tenant, tant la somme des discrétisations fines (Th(K))K∈TH(Ω) est
immense. Il peut cependant être intéressant de reconstruire la solution sur une zone
déterminée, par exemple autour d’une singularité. On ne manipule ainsi que des
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blocs de tailles raisonnables, qui n’excèdent pas les capacités informatiques dispo-
nibles.
Sur le plan technique, la reconstruction de la solution fine se déroule en trois
étapes. Dans un premier temps, le solution est calculée sur chaque macroélément
K à partir des valeurs des fonctions (ΦlK)1≤l≤n, sauvegardées au format MED. On
utilise pour cela les librairies SMESH et MEDMEM de la plate-forme SALOME qui
permettent de manipuler les données contenus dans un fichier MED : visualisation
de la discrétisation, opérations arithmétiques sur les champs de données solutions,
etc.
En théorie, les fonctions (ΦlK)1≤l≤n sont définies sur le macroélément K. En
pratique cependant, elles sont stockées sur la même discrétisation que les fonctions
(Ψl
Kˆ
)1≤l≤n qui ont servi à les calculer, c’est-à-dire sur la discrétisation fine Th(Kˆ)
de la cellule. Il est donc nécessaire de restreindre les fonctions (ΦlK)1≤l≤n à la seule
discrétisation Th(K) du macroélément sous-jacent. On fait appel pour cela à MED-
SPLITTER, un outil de la plate-forme SALOME. MEDSPLITTER permet, comme son
nom l’indique, de diviser un maillage, et les champs associés, en plusieurs blocs.
Enfin on fusionne les solutions fines, maintenant disponibles macroélément par
macroélément, en une seule discrétisation. Pour cela, on fait à nouveau appel à
MEDSPLITTER. Il est en effet possible, avec le paramétrage adéquat, d’utiliser cette
commande pour agréger des maillages. Schématiquement, les maillages, ainsi que
les champs associés, sont placés côte à côte, puis renumérotés par blocs. MED-
SPLITTER ne se soucie pas de relier les maillages entre eux, ni de fusionner des
sommets ou des faces qui seraient confondues. Au terme de cette opération, on dis-
pose cependant d’un unique fichier MED contenant le champ solution sur un patch
de macroéléments.
5.2 Implémentation et qualification.
On détaille dans cette section l’implémentation de la chaîne de calcul multi-
échelle au sein du code de calcul MPCube, en commençant par présenter MPCube
et le noyau Trio-U (§5.2.1).
Compte tenu des outils disponibles dans la version native de MPCube, il n’est
pas nécessaire de développer un outil spécifique pour résoudre les problèmes de
cellules et on peut obtenir les fonctions (Ψl
Kˆ
)1≤l≤n par le biais des jeux de données
appropriés.
La construction des bases locales (ΦlK)1≤l≤n et le calcul des matrices locales
associées demandent par contre un important travail d’implémentation, que l’on
décrit à la section §5.2.2.
Enfin, on présente à la section §5.2.3 la structure encadrant la résolution des
problèmes grossiers par les méthodes d’Éléments Finis et de Galerkin discontinue.
Chaque partie comprend les résultats d’un ou plusieurs exemples de simulations
qui permettent de qualifier les implémentations.
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5.2.1 Le code de calcul multi-physique MPCube.
À l’origine du code de calcul MPCube se trouve le noyau Trio-U [171]. Trio-U
est un logiciel de simulation numérique en mécanique des fluides (code CFD pour
Computational Fluid Dynamics). Il est développé au Laboratoire de Modélisation
et de Développement Logiciels (LMDL) de la Direction de l’Énergie Nucléaire
(DEN) du Commissariat à l’Énergie Atomique et aux Énergies Alternatives (CEA).
Ce noyau est implémenté en C++ [80] selon une approche objet. Il propose un
cadre de travail générique pour le développement de codes de calculs, notamment
par la définition de notions élémentaires communes : problème, équation, opérateur,
schéma en temps, discrétisation, etc. Le noyau Trio-U dispose d’une interface vers
différentes bibliothèques de solveurs linéaires, telles que HYPRE [123] ou PETSC
[154].
Trio-U fournit également les structures de données et les fonctionnalités néces-
saires à la conception de codes de calculs parallèles. Il permet ainsi une gestion
de la mémoire et des entrées sorties parallèles, des opérations distribuées sur les
vecteurs et les matrices et des algorithmes de résolution distribuée des systèmes
linéaires. Ces outils parallèles sont internes au code et prêts à l’emploi.
Outre le code de calcul MPCube, le noyau Trio-U est utilisé par un autre code
du CEA/DEN : le code Flica-Ovap [130].
Le code de calcul multi-physique MPCube est développé au Laboratoire de
Simulation des Écoulements et Transports (LSET) du CEA Saclay. Il a été ini-
tialement développé pour la simulation des écoulements multi-phasiques en mi-
lieux poreux mais de manière plus générale est adapté aux problèmes de diffusion-
convection dans les milieux poreux : hydraulique, transport d’espèces, écoulements
multi-phasiques, etc. Une importante phase de qualification a été récemment réali-
sée, notamment une vérification de l’ordre des schémas et une analyse de la scala-
bilité [19, 60, 62].
MPCube implémente notamment la méthode de Volumes Finis VFDiam [20].
Cette méthode, qui est détaillée à la section §3.2.3, a la particularité d’être utili-
sable en dimension deux et trois, et ce quelle que soit la forme des éléments de
la discrétisation : triangle ou quadrangle en 2D, tétraèdre ou héxahèdre en 3D. Ce
schéma est bien adapté au traitement des discontinuités des paramètres physiques.
On l’utilise dans ces travaux de thèse pour résoudre les problèmes de diffusion au
sein des matériaux cimentaires.
5.2.2 Construction des fonctions locales de Galerkin.
On présente maintenant les outils mis en place au sein du code de calcul MPCube
afin de construire, sur chaque macroélément K du maillage grossier TH(Ω), la base
locale (ΦlK)1≤l≤n à partir des solutions des problèmes de cellules (ΨlKˆ)1≤l≤n, puis
de calculer les matrices locales associées.
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Il s’agit de l’implémentation de l’étape §5.2.2 de la chaîne multi-échelle SA-
LOME-MPCube. Elle a été réalisé en C++, et utilise le cadre de travail générique
de Trio-U.
5.2.2.1 Présentation de l’objet COLORATION.
Le taux de sur-échantillonnage ρ est un paramètre important des méthodes multi-
échelles développées au cour de ces travaux de thèse. Quand ρ est strictement po-
sitif, la chaîne de calcul doit manipuler deux domaines distincts : la cellule Kˆ, sur
laquelle sont définies les solutions des problèmes de cellules (Ψl
Kˆ
)1≤l≤n, et le ma-
croélément K, sur lequel est définie la base locale (ΦlK)1≤l≤n. Par définition, le
macroélément K est inclus dans la cellule Kˆ.
On dispose d’une discrétisation fine Th(Kˆ) de la cellule Kˆ, qui a permis la réso-
lution numériques des problèmes de cellules. Afin de disposer, au sein de l’instance
MPCube, d’une discrétisation Th(K) du macroélément K, on doit identifier les élé-
ments k de Th(Kˆ) qui appartiennent à K. C’est le rôle de l’objet COLORATION.
L’objet COLORATION permet de peindre les volumes d’une discrétisation selon
un critère donnée, dans le cas présent l’appartenance au macroélément K. Il est
possible de peindre des volumes en fonction de leur groupe MED (cf. §6.2.2.4)
mais aussi des coordonnées de leurs sommets ou de leur barycentre.
L’objet COLORATION permet également de construire la frontière de la zone
peinte. Pour une face f de Th(Kˆ) si un, et un seul, des volumes auxquels appartient
f est coloré, alors f appartient à la frontière de la zone peinte. Cette fonctionnalité
permet d’identifier la discrétisation Th(∂K) de la frontière ∂K du macroélément K.
Remarque 5.3 Afin de pouvoir colorer le macroélément K dans la discrétisation
Th(Kˆ) de la cellule Kˆ, il est nécessaire que cette discrétisation soit adaptée au ma-
croélément. On rappelle qu’un maillage est dit adapté si tout élément du maillage ;
volume, face ou sommet ; appartient à un unique objet physique : le macroélément,
la zone de recouvrement, une interface du domaine, etc. Cette contrainte est prise
en compte lors de la génération des maillages de cellules, voir à ce propos le cha-
pitre §6 et notamment la section §6.1.1.
5.2.2.2 Présentation de l’objet GESTIONNAIRE_PROJET.
Lors d’une simulation MPCube, chaque problème de cellule est contenu dans un
objet MPCUBE_PROBLEME_BASE indépendant des autres. On a développé l’ob-
jet GESTIONNAIRE_PROJET afin de pouvoir manipuler ces problèmes d’un seul
tenant. Par le biais cet objet, on peut accéder aux valeurs des fonctions (Ψl
Kˆ
)1≤l≤n,
ainsi qu’aux propriétés de la discrétisation de la cellule, comme par exemple les
volumes des éléments.
De manière générale, le rôle de l’objet GESTIONNAIRE_PROJET est de faire
le lien entre les problèmes de cellule et l’objet BASE_LOCALE qui, lui, construit
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la base locale (ΦlK)1≤l≤n. Dans cette optique, GESTIONNAIRE_PROJET permet no-
tamment d’interpoler les valeurs des fonctions (Ψl
Kˆ
)1≤l≤n aux faces et aux sommets
du maillage, via les équations (3.23) et (3.24). Il permet également d’accéder aux
valeurs des flux (D ·∇Ψl
Kˆ
)1≤l≤n calculées par le schéma Volumes Finis VFDiam
selon l’approximation (3.22).
5.2.2.3 Calcul des fonctions (ΦiK)1≤i≤n par l’objet BASE_LOCALE.
L’objet BASE_LOCALE permet de calculer les fonctions (ΦiK)1≤i≤n sur chaque
macroélément K ∈ TH(Ω). Du point de vue informatique, il possède un objet GES-
TIONNAIRE_PROJET, qui lui donne accès aux problèmes de cellule et leurs solu-
tions, et un objet MPCubeColoration, qui lui permet de distinguer le macroélément
K au sein de la discrétisation Th(Kˆ) de Kˆ.
On peut trouver à la Figure 5.4 le jeu de données MPCube permettant d’effec-
tuer cette opération, tandis que l’Algorithme 5.1 résume les différentes étapes de
travail.
Algorithme 5.1 Objet BASE_LOCALE : construction de la base locale (ΦlK)1≤l≤n.
1: Déterminer les sommets (Si)1≤i≤n de K.
2: Interpoler les fonctions (Ψi
Kˆ
)1≤i≤n en les points (Si)1≤i≤n.
3: Résoudre le problème linéaire (5.1).
4: Calculer la base locale (ΦiK)1≤i≤n.
5: Sauvegarder la base locale au format LATA.
La base locale (ΦiK)1≤i≤n est identique que l’on utilise une méthode d’Éléments
Finis ou de Galerkin discontinue à l’échelle grossière. Les fonctions (ΦiK)1≤i≤n
sont combinaisons linéaires des fonctions (Ψi
Kˆ
)1≤i≤n, les solutions des problèmes
de cellules (3.6). On détermine les coefficients ai,l en imposant, pour tout 1≤ i≤ n :
∀1≤ j ≤ n ΦiK(S j) = ∑
1≤l≤n
ai,lΨlKˆ(S j) = δi, j, (5.1)
où on a repris les notations de la section §3.2.3, i.e on a noté (Si)1≤i≤n les
sommets du macroélément K et δ le symbole de Kronecker. On fournit à MPCube
les coordonnées des points (Si)1≤i≤n par le biais du jeu de données.
Avant de résoudre le problème linéaire (5.1), il est nécessaire d’obtenir les va-
leurs des fonctions (Ψi
Kˆ
)1≤i≤n en chacun des sommets (Si)1≤i≤n. La méthode VF-
Diam étant une méthode Volumes Finis centrée, la résolution numérique des pro-
blèmes de cellule permet d’obtenir une valeur sur chaque volume k de Th(Kˆ), et non
sur les sommets. Lors de l’assemblage du schéma, elle approxime cependant les va-
leurs aux sommets, utilisant pour cela une méthode des moindres carrés (3.23).
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Sur le plan informatique, les problèmes de moindres carrés ont été résolus pen-
dant la résolution des problèmes de cellules, puis conservés en mémoire au sein
de l’objet MPCUBE_PROBLEME_BASE correspondant. Les coefficients permet-
tant de calculer Ψi
Kˆ
(S j) en fonction des valeurs de ΨiKˆ sur les éléments voisins de
S j sont donc disponibles sans besoin d’un travail supplémentaire. On accède donc
à ces coefficients par le biais de l’objet GESTIONNAIRE_PROJET, ce qui permet
d’assembler le problème linéaire (5.1).
Le problème (5.1) assemblé et résolu, on calcule la base locale (ΦiK)1≤i≤n. Ces
fonctions, bien que définies en théorie sur le macroélément K, sont calculées sur
la cellule Kˆ. En effet, au sein de MPCube, les manipulations des champs solutions
(multiplication par un scalaire, addition) sont aisées si les champs sont définis sur
un même domaine. Le passage de la cellule au macroélément s’effectue en pratique
lors de l’étape de mise en forme des résultats, que l’on a décrite à la section §5.1.5.
Les fonctions (ΦiK)1≤i≤n sont ensuite sauvegardées au format LATA. Elles sont
ensuite mises en formes au format MED pour être utilisées plus loin dans la chaîne
de calcul SALOME-MPCube, lors du recalcul de la solution fine CH,h (cf. §5.1.7).
Remarque 5.4 Contrairement au format MED, le format LATA stocke les infor-
mations à travers plusieurs fichiers. La sauvegarde de la base locale conduit ainsi
à la création de n+1 fichiers : un pour le maillage Th(Kˆ) et un par champ solution
ΦiK . Le format LATA étant de plus incompatible avec la plate-forme SALOME, il
n’apparaît pas comme un choix judicieux de format de stockage.
Il s’agit en fait d’un choix d’implémentation. La sauvegarde au format LATA
est en effet très facile à implémenter au sein d’un objet MPCube. Au contraire, le
format MED qui aurait été ici le choix évident, est étroitement lié aux mécaniques
et objets fondamentaux de Trio-U. Il est donc difficile de le manipuler hors du cadre
précis pour lequel il a été implémenté à l’origine.
5.2.2.4 Calcul des matrices locales par l’objet BASE_LOCALE.
Afin de résoudre le problème grossier par une méthode d’Éléments Finis, on doit
calculer les différents termes des matrices locales de raideur KK (3.38), de masse
MK (3.39) et de masse de bordMb,F (3.41) pour un élément K ∈ TH(Ω) et une face
F ∈ TH(∂Ω) donnés. Ces quantités sont définies par :
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∀1≤ i, j ≤ n MK(i, j) = ∑
k∈Th(K)
|k|ΦiK(k)Φ jK(k) (5.3)
∀1≤ i, j ≤ n Mb,F(i, j) = ∑
f∈Th(F)
| f |ΦiK( f )Φ jK( f ) (5.4)
Une description précise de ces équations et un rappel des différentes notations est
disponible à la section §3.3.1.
Algorithme 5.2 Objet BASE_LOCALE : calcul des matrices locales.
1: Coloration du macroélément K et de sa frontière.
2: Interpolation des fonctions (ΦiK)1≤i≤n aux faces de Th(∂K).
3: Calculer le flux des fonctions (ΦiK)1≤i≤n aux faces de Th(∂K).
4: Calculer les matrices locales.
5: Sauvegarder les matrices locales.
6: Sauvegarder les valeurs interpolées et le flux aux faces de Th(∂K).
Ces matrices sont calculées par l’objet BASE_LOCALE en suivant les étapes
de l’Algorithme 5.2. On commence par identifier les éléments k de Th(Kˆ) consti-
tuant une discrétisation Th(K) de K, ainsi que les faces f de Th(Kˆ) qui discrétisent
Th(∂K). Cette tâche est dévolue à l’objet COLORATION que l’on a décrit à la sec-
tion §5.2.2.1.
Pour calculer les matrices locales de raideur KK et de masse de bord Mb,F , il est
nécessaire d’obtenir les valeurs des fonctions (ΦiK)1≤i≤n en chacune des faces de
Th(∂K). La méthode VFDiam étant une méthode Volumes Finis centrée, la réso-
lution numérique des problèmes de cellule permet d’obtenir une valeur sur chaque
volume k de Th(Kˆ), et non sur les faces. Au cours de la construction théorique du
schéma VFDiam, une valeur au barycentre G f de la face f est calculée afin d’im-
poser l’égalité des flux à travers la face (3.21).
On utilise l’équation (3.21) pour interpoler les valeurs des fonctions (ΦiK)1≤i≤n
aux faces f ∈ Th(∂K). Les valeurs aux faces sont des combinaisons linéaires de
valeurs aux éléments, que l’on connaît, et des valeurs aux sommets, dont on a ex-
pliqué l’interpolation à la section précédente §5.2.2.3.
Les coefficients de ces combinaisons linéaires font intervenir la diffusivité D
du milieu et les propriétés géométriques (surface, orientation) des faces. Sur le
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plan informatique, ils ont été calculés pendant la résolution des problèmes de cel-
lules, puis conservés en mémoire au sein des objets MPCUBE_PROBLEME_BASE
correspondants. On obtient donc ces coefficients par le biais de l’objet GESTION-
NAIRE_PROJET sans besoin de travail supplémentaire.
La seconde quantité nécessaire au calcul de la matrice locale de raideurKK est le
flux des fonctions (ΦiK)1≤i≤n à travers les faces f de Th(∂K). Le flux des fonctions
(Ψi
Kˆ
)1≤i≤n est calculé par le schéma VFDiam lors de la résolution des problèmes de
cellules (cf. (3.22)). Par le biais de l’objet GESTIONNAIRE_PROJET, on récupère
les valeurs de ces flux, puis on calcule le flux des fonctions (ΦiK)1≤i≤n par somma-
tion, les fonctions (ΦiK)1≤i≤n étant combinaison linéaire des fonctions (ΨiKˆ)1≤i≤n.
Une fois que l’on dispose de toutes les quantités nécessaires, on calcule les ma-
trices locales. On les sauvegarde ensuite afin de pouvoir les utiliser lors de la réso-
lution du problème grossier.
Si on souhaite utiliser une méthode de Galerkin discontinue pour résoudre le
problème grossier, on doit disposer des matrices de saut TK (3.47), de pénalisation
YK (3.48), de saut Dirichlet Tb,F (3.49), et de pénalisation Dirichlet Yb,F (3.50).
Une description précise de ces matrices est disponible à la section §3.3.2.3.
Comme on l’a expliqué à la section §5.1.4, et plus précisément à la Remarque
5.1, ces matrices ne sont pas calculées ici, mais lors de l’assemblage du problème
grossier. En effet, la définition de ces matrices s’appuie sur le saut et la moyenne des
fonctions (ΦiK)1≤i≤n à travers les faces F de TH(Ω). Le saut et la moyenne sur une
face F , définis par la Définition 3.5, font appel aux valeurs issues des deux côtés
de F , en l’occurence les valeurs des fonctions (ΦiK)1≤i≤n sur deux macroéléments
voisins.
Afin de pouvoir paralléliser la résolution des problèmes de cellules, chaque ins-
tance MPCube ne contient les informations relatives qu’à un unique macroélément.
Il n’est donc pas possible d’accéder aux fonctions de bases d’un macroélément voi-
sin. On ne peut par conséquent pas calculer les matrices locales TK , YK , Tb,F , Yb,F
à ce stade de la chaîne de calcul.
On sauvegarde donc les valeurs interpolées aux faces et le flux des fonctions
(ΦiK)1≤i≤n pour pouvoir calculer ces matrices lors de l’assemblage du problème
grossier.
5.2.2.5 Qualification de l’objet BASE_LOCALE.
On valide dans cette section l’implémentation de l’objet BASE_LOCALE et des
objets COLORATION et GESTIONNAIRE_PROJET.
Le calcul de la base locale (ΦiK)1≤i≤n à partir des solutions des problèmes de
cellules (Ψi
Kˆ
)1≤i≤n est simple à valider. Il suffit en effet de vérifier que les fonctions
(ΦiK)1≤i≤n valent bien 1 ou 0 sur les sommets (Sl)1≤l≤n.
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On se concentre donc sur le calcul des termes matriciels qui, outre les fonctions
de bases (ΦiK)1≤i≤n, fait intervenir les formules d’interpolations aux sommets et
aux faces des éléments et la coloration des éléments du maillage Th(Kˆ).
Exemple 5.1 On considère dans un premier temps, le cas linéaire définit par :
D =




F = {x = 0}
où a, b et c sont des réels strictements positifs. Dans ce cas, les fonctions (ΦiK)1≤i≤n
sont explicitement connues, et ce pour toute valeur de ρ :
Φ1K = (1− x)(1− y)(1− z) Φ5K = (1− x)(1− y)z
Φ2K = x(1− y)(1− z) Φ6K = x(1− y)z
Φ3K = (1− x)y(1− z) Φ7K = (1− x)yz
Φ4K = xy(1− z) Φ8K = xyz
Les matrices KK , MK et Mb,F sont symétriques. De plus, étant donnée la symé-
trie des fonctions (ΦiK)1≤i≤n, de nombreux termes de ces matrices sont identiques.
On a ainsi :
MK(1,2) =MK(1,3) =MK(1,5),
MK(1,4) =MK(1,6) =MK(1,7),
des formules semblables existant pour les matrices KK et Mb,F . Les Figures
5.8, 5.9 et 5.10 présentent le maximum de l’erreur entre les valeurs théoriques (KK ,
MK et Mb,F ) et numériques (K˜K , M˜K et ˜Mb,F ) des matrices locales :
e∞(A) = sup
1≤i, j≤n
|A˜(i, j)−A(i, j)| (5.5)
Il apparaît des simulations que les erreurs décroissent en O(h2).
Exemple 5.2 Le second exemple que l’on considère est le suivant :
D =




F = {x = 0}
β = cos(pix)cos(piy)cosh(piz)










FIGURE 5.8 – Exemple 5.1 : maximum de l’erreur de calcul, en fonction de h, des










FIGURE 5.9 – Exemple 5.1 : maximum de l’erreur de calcul, en fonction de h, des











FIGURE 5.10 – Exemple 5.1 : maximum de l’erreur de calcul, en fonction de h, des
coefficients de Mb,F pour ρ = 0 ( ), ρ = 0.05 ( ) et ρ = 0.1 ( ).
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FIGURE 5.11 – Exemple 5.2 : erreur de calcul, en fonction de h, des coefficients
KK(Ψ,Ψ) ( ),MK(Ψ,Ψ) ( ) etMb,F(Ψ,Ψ) ( ) pour ρ = 0 (trait), ρ = 0.5
(pointillé) et ρ = 0.1 (tiret).
On peut alors calculer les termes (5.2)-(5.4) en posant ΦiK = Φ
j
K = Ψ. On
présente à la Figure 5.11 l’erreur entre valeurs théoriques et numériques de ces
trois termes pour différentes valeurs de ρ . Pour ρ = 0, les coefficients K(Ψ,Ψ) et
M(Ψ,Ψ) et Mb(Ψ,Ψ) convergent en O(h2). Quand le sur-échantillonnage est non
nul, la convergence varie entre O(h1) et O(h2) selon les termes.
5.2.3 Résolution du problème grossier.
5.2.3.1 L’objet PROBLEME_GROSSIER.
Le code MPCube natif n’implémente aucune méthode d’Éléments Finis ou de
Galerkin discontinue, y préférant les méthodes de Volumes Finis comme le schéma
VFDiam par exemple. Même dans le cas contraire, il aurait été fort peu probable
que ces méthodes soient compatibles avec la chaîne de calcul multi-échelle SA-
LOME-MPCube. En effet, le principe même des méthodes multi-échelles est d’uti-
liser, pour résoudre le problème grossier, de fonctions issues des problèmes de cel-
lules, et non d’une base usuelle comme les polynômes de Legendre.
Afin de pallier à ce manque, l’objet PROBLEME_GROSSIER a donc été ajouté
au code MPCube. Il est déclinable en deux versions, respectivement les objets
PROBLEME_GROSSIER_EFP1 et PROBLEME_GROSSIER_GAP1, qui permettent
de résoudre un problème grossier dans un contexte multi-échelle par les méthodes
d’Éléments Finis (cf. §3.3.1) et de Galerkin discontinue à pénalité intérieure (cf.
§3.3.2) respectivement.
126 CHAPITRE 5. SIMULATIONS MPCUBE.
On trouve à la Figure 5.7 le jeu de données commandant la résolution d’un
problème grossier par une méthode Éléments Finis. L’Algorithme 5.3 récapitule
les étapes de cette résolution.
Algorithme 5.3 Objet PROBLEME_GROSSIER : résolution du problème grossier.
1: Assembler le problème grossier à partir des matrices locales.
2: Résoudre le problème grossier via un solveur de MPCube.
3: Sauvegarder la solution CH .
Afin de résoudre le problème grossier, on assemble le problème matriciel cor-
respondant à partir des matrices locales. Les matrices locales de raideur KK (3.38),
de masse MK (3.39) et de masse de bord Mb,F (3.41) ont été calculées lors de
la résolution des problèmes de cellules, un processus décrit à la section §5.2.2.4.
L’implémentation de l’assemblage de la matrice globale ne pose pas de problème
particulier, car il s’agit avant tout d’un réarrangement de termes qui a été détaillé
aux sections §3.3.1 pour la méthode d’Éléments Finis et §3.3.2, pour la méthode
Galerkin discontinue.
Les matrices locales spécifiques à la méthode de Galerkin discontinue, i.e les
matrices de saut TK (3.47), de pénalisationYK (3.48), de saut Dirichlet Tb,F (3.49),
et de pénalisation Dirichlet Yb,F (3.50), n’ont pas été calculées à lors de la résolu-
tion des problèmes de cellules. Les quantités nécessaires, valeurs et flux aux faces,
ont cependant été stockées. Lors de la résolution du problème grossier, l’instance
MPCube peut accéder à l’ensemble de ces quantités, tous macroéléments compris,
et calculer les matrices.
Une fois le problème matriciel assemblé, il est résolu par le biais d’un des
solveurs de MPCube et la solution grossière CH est sauvegardée.
Remarque 5.5 Le seul véritable lien entre le problème grossier et le code de calcul
MPCube est l’utilisation d’un des solveurs de MPCube pour la résolution. On dis-
pose d’une autre gamme de solveurs via la librairie NUMERICAL PLATON [167],
utilisée au sein de la maquette Python autonome décrite au chapitre §4.
Toute cette partie de la chaîne de calcul SALOME-MPCube peut donc être
implémentée au sein d’une maquette indépendante de MPCube. On a cependant
préféré l’y intégrer pour des raisons de cohérence, afin de minimiser le nombre de
codes de calcul nécessaires à la chaîne SALOME-MPCube.
5.2.3.2 Qualification de l’implémentation.
On valide dans cette section l’implémentation des objets qui assemblent et ré-
solvent le problème grossier, c’est-à-dire les objets PROBLEME_GROSSIER_EFP1
et PROBLEME_GROSSIER_GAP1. Il ne s’agit pas ici de tester les méthodes multi-
échelles Q1/VFDiam et GD/VFDiam dans leurs intégralités, mais d’assurer que les
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méthodes d’Éléments Finis et de Galrkin discontinue ont été correctement implé-
mentées.
Pour cela, on suppose que la diffusivité D est égale à la matrice Identité et
que le recouvrement est nul. On retrouve ainsi le cadre de l’Exemple 4.4 avec
(a,b) = (1,1) pour la dimension 2 et celui de l’Exemple 5.1 avec (a,b,c) = (1,1,1)
pour la dimension 3. Les fonctions (ΦiK)1≤i≤n sont alors explicitement connues sur
chaque macroélément, et on peut déterminer précisément tous les termes matriciels
nécessaires aux deux schémas grossiers.
On résout donc plusieurs exemples du problème de diffusion suivant :
−∆C = f dans Ω,
C = gD sur ΓD,
D∇C ·n = gN sur ΓN ,
(5.6)
où (ΓD,ΓN) forme une partition de Γ = ∂Ω la frontière du domaine Ω. n designe
le vecteur normal unitaire extérieure au domaine. f , gD et gN sont respectivement
le terme source, la condition aux limites de Dirichlet et la condition aux limites de
Neumann.
Dans tout ce qui suit, on suppose que Ω =]0,1[d , où d est la dimension de
travail. La discrétisation TH(Ω) de Ω se compose de macroéléments carrés ou cu-
biques de longueur H.
Exemples en dimension 2.
Exemple 5.3 Afin de tester l’implementation des conditions aux limites de Diri-




La solution du problème est alors :
C = sin(pix)sinh(piy).
Exemple 5.4 On note Γy,m et Γy,p les faces du domaine Ω pour lesquelles on a
{y = 0} et {y = 1} respectivement. Afin de tester l’implémentation des conditions







ΓD = ∂Ω\ΓN ,
gD = sin(pix)sinh(piy)..
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La solution du problème est alors :
C = sin(pix)sinh(piy)
Exemple 5.5 Afin de tester l’implémentation du terme source, on considère dans
cet exemple que :
f = 2(x(1− x)+ y(1− y)),
ΓD = ∂Ω,
gD = 0.
La solution du problème est alors :
C = x(1− x)y(1− y).
Le critère de validation choisit ici est l’erreur normalisée maximale entre valeurs





Il ne s’agit pas du maximum de l’erreur entre solution théorique et calculée car on
ne recalcule pas la solution CH,h au niveau fin. De cette manière, la discrétisation
des macroéléments K n’influence le résultat que par le biais des matrices de raideurs
et de masses, influence que l’on néglige dans cette partie.
La Figure 5.12 présente l’évolution de l’erreur e∞(CH) en fonction de H lors de
la résolution par la méthode d’Éléments Finis (cercle) et de Galerkin discontinue
(carré) des exemples précédents : Exemple 5.3 ( et ), Exemple 5.4 ( et
) et Exemple 5.5 ( et ).
Que ce soit pour la méthode d’Éléments Finis ou celle de Galerkin discontinue,
tous les exemples convergent en O(H2) quand H tend vers 0. L’implémentation de
ces méthodes est donc validée pour la dimension 2.
Exemples en dimension 3.
Exemple 5.6 Afin de tester l’implementation des conditions aux limites de Diri-





















FIGURE 5.12 – Erreur e∞(CH) en fonction de H pour les Exemples 5.3 ( ), 5.4
( ) et 5.5 ( ) pour les méthodes d’Éléments Finis ( ) et de Galerkin dis-
continue ( ).
Exemple 5.7 On note Γz,m et Γz,p les faces du domaine Ω pour lesquelles on a
{z = 0} et {z = 1} respectivement. Afin de tester l’implémentation des conditions




















Exemple 5.8 Afin de tester l’implémentation du terme source, on considère dans
cet exemple que :
f = 3pi2 sin(pix)sin(piy)sin(piz),
ΓD = ∂Ω,
gD = 0.
La solution du problème est alors :
C = sin(pix)sin(piy)sin(piz).
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On utilise pour critère de validation le taux d’erreur définit en (5.7).
La Figure 5.13 présente l’évolution de l’erreur e∞(CH) en fonction de H lors de
la résolution par la méthode d’Éléments Finis (cercle) et de Galerkin discontinue
(carré) des des exemples précédents : Exemple 5.6 ( et ), Exemple 5.7 (
et ) et Exemple 5.8 ( et ).
Tous les exemples convergent en O(H2) quand H tend vers 0, que ce soit pour
la méthode d’Éléments Finis ou celle de Galerkin discontinue. L’implémentation











FIGURE 5.13 – Erreur e∞(CH) en fonction de H pour les Exemples 5.6 ( ), 5.7
( ) et 5.8 ( ) pour les méthodes d’Éléments Finis ( ) et de Galerkin dis-
continue ( ).
Chapitre 6
Mise en œuvre dans le cas 3D :
générations et opérations sur les
maillages.
Introduction.
En quittant le cadre de la maquette Python indépendante pour intégrer les mé-
thodes multi-échelles Q1/VFDiam et GD/VFDiam au sein du code de calcul MP-
Cube, on a laissé de côté de facto l’utilisation de maillages quadrangulaires ré-
guliers à l’échelle fine. Compte tenu de leurs propriétés, ces maillages n’avaient
pas besoin d’une structure informatique complexe. En effet, une fois un ordre de
numérotation des noeuds et des volumes choisi, les connectivités entre éléments
(volumes à noeuds et volumes à volumes) sont explicitement connues. Nul besoin
donc de générer ou de stocker ces informations. De même, le support des champs
de diffusivité et des solutions des problèmes de cellules est connu. Il suffit donc de
stocker les seules valeurs des champs pour pouvoir les reconstruire à volonté.
Ce n’est plus le cas au sein des simulations MPCube : les maillages y sont
quelconques et peuvent contenir plusieurs types de discrétisations (tétraèdres, héxa-
èdres). MPCube ne s’occupe en aucun cas de la construction de ces maillages, son
rôle se concentrant sur la résolution des problèmes de diffusion. Pour chaque do-
maine de simulation Λ, on doit donc fournir un maillage fin Th(Λ) au logiciel MP-
Cube.
Dans tout ce chapitre, on reprend les notations du chapitre §3, notamment les
Définitions 3.1, 3.2 et 3.4. Le domaine de travail Ω suit donc un découpage D qui
forme le maillage grossier TH(Ω). On appelle macroéléments les éléments cubiques
de TH(Ω). À partir d’un macroélément K, on construit la cellule Kˆ associée en
ajoutant à K une fraction ρ de ses voisins. La Figure 3.1 présente l’exemple d’un
macroélement et de sa cellule. Pour chaque macroélement de TH(Ω), on doit donc
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discrétiser la cellule Kˆ pour obtenir un maillage Th(Kˆ).
Ce chapitre présente l’ensemble des opérations et solutions techniques mises en
œuvre afin de construire les maillages de milieu nécessaires à MPCube. La mise
en œuvre des méthodes multi-échelles Q1/VFDiam et GD/VFDiam au sein du code
MPCube est l’objet du chapitre précédent §5.
On détaille tout d’abord les différents outils et fonctionnalités nécessaires à
la bonne génération des maillages. On présente ensuite la plate-forme SALOME
[163], l’outil utilisé pour construire et manipuler les maillages dans ces travaux de
thèse.
Les sections suivantes traitent de la construction automatique des maillages
Th(Kˆ) des cellules. La section §6.2 se focalise sur la construction rapide et la dis-
crétisation d’une cellule Kˆ. On décrit à la section §6.3 un cas plus complexe où
l’on souhaite que les maillages de cellules voisines coïncident sur les frontières des
macroéléments correspondant. Ces maillages coïncidents sont en effet nécessaire à
l’utilisation, à l’échelle grossière, des méthodes de Galerkin discontinues, décrites
à la section §3.3.2.
Enfin, on présente à la section §6.4 un algorithme permettant de construire
plusieurs maillages dérivés les uns des autres, ceci afin de modéliser facilement les
phénomènes de dégradation d’un matériau cimentaire.
6.1 La plate-forme SALOME.
6.1.1 Description des besoins d’une chaîne de calcul multi-échelle.
6.1.1.1 Maillages.
La vocation première de ces travaux de thèse est de concevoir et d’implémenter
des méthodes multi-échelles dédiées aux matériaux cimentaires. Toute implémen-
tation de ces méthodes est donc tenue de pouvoir mailler différentes modélisations
de ces matériaux. Comme on l’a décrit à la section §3.6, on représente ici les ma-
tériaux cimentaires par une distribution complexe d’objets géométriques, que l’on
nomme inclusions dans un milieu homogène, la matrice. À la section §4.3.2, on
a présenté deux méthodes pour représenter ces matériaux dans le cadre de travail
de la maquette Python : un milieu plan, des inclusions sphériques et des maillages
quadrangulaires réguliers. On travaille ici dans un cadre plus général qui apporte
des nouvelles contraintes, le milieu est de dimension 2 ou 3 ; les inclusions ont des
formes quelconques ; mais aussi de nouvelles libertés : les maillages fins ne sont
pas réguliers.
La première méthode de modélisation, par dichotomie, n’est pas plus efficace
dans ce contexte élargi. En effet, la forme de la discrétisation ne règle pas le pro-
blème majeur de cette méthode puisqu’il n’y aura toujours qu’un très faible nombre
de volumes strictement à l’intérieur des petites inclusions. Le milieu sera donc au-
tant déformé que dans le cadre 2D régulier. La seconde méthode, par moyenne pour-
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rait théoriquement être utilisée ici. Elle demanderait cependant un important tra-
vail sur les intersections entre les géométries des inclusions, de forme quelconque,
et des éléments du maillage (quadrangles ou tétraèdres). Sa mise en application
semble donc difficilement réalisable.
On a donc décidé de changer de philosophie et de travailler sur une approche
de type Conception Assistée par Ordinateur (ou CAO), couramment utilisée pour
travailler sur des géométries complexes aussi bien dans le milieu de la recherche
(Code_Aster [77], Cast3M [76], etc.) que dans le monde industriel (Abaqus FEA
[6], Nastran [146]). Il s’agit de constuire une représentation géométrique du milieu,
puis d’en calculer un maillage adapté. Tout élément du maillage, face ou volume,
appartient alors à un unique objet physique : la matrice, une inclusion, un bord du
domaine. La disposition générale des mailles respecte les frontières entre les objets,
aux erreurs de discrétisation près.
6.1.1.2 Automatisation.
La méthode multi-échelle suppose de découper le domaine de travail en cellules.
Pour un domaine donné, ce n’est donc pas un maillage qu’il faut générer, mais
autant de maillages que de cellules, qui sont généralement très nombreuses. On
rappelle, pour l’exemple, qu’une simple division d’un domaine 3D en dix parties
selon chaque direction de l’espace conduit à la création d’un millier de cellules,
pour un maillage grossier de seulement 113 degrés de liberté. Il devient donc vital
de pouvoir automatiser la création des maillages, sous peine de ne pouvoir appli-
quer les méthodes multi-échelles qu’à de très petits découpages.
6.1.1.3 Parallélisme.
Au sein d’un milieu, les cellules sont physiquement liées les unes aux autres par
les frontières des macroéléments sous-jacents. Le reste de la cellule est indépendant
de ses voisins et il en est de même pour les maillages associés. Une fois discrétisées
les frontières des macroéléments, mailler les cellules peut donc être effectué en
parallèle, tout un jeu de maillages de cellules étant réalisé en même temps. Pour
profiter de cette possibilité, il est donc important que les outils utilisés soit capable
de travailler dans un cadre parallèle.
6.1.1.4 Post-traitement.
Une fois les maillages générés, d’autres problèmes restent à résoudre. En effet,
la majeure partie des traitements qui s’avéraient triviaux sur des maillages réguliers
deviennent plus complexes à mettre en œuvre dans un cadre quelconque. C’est le
cas notamment du recollement des maillages qui va demander une renumérotation
complète des maillages à fusionner. De même l’accès aux solutions et aux erreurs
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ne se fait plus automatiquement : une coupe de la solution demandera ainsi de cou-
per géométriquement le maillage par le plan de coupe, puis de projeter les valeurs
de la solution sur ce plan. Sans être rédhibitoires, ces problèmes demandent l’utili-
sation d’outils particuliers qu’il faudra donc mettre en place.
6.1.2 Présentation de la plate-forme SALOME.
On a choisi de générer les maillages par le biais de la plate-forme SALOME
[163], développée par le consortium Open CASCADE en collaboration avec le
CEA et EDF. Il s’agit d’un logiciel libre, distribué sous licence publique générale
limitée GNU (ou GNU LGPL [109]), qui fournit une plate-forme générique pour
les travaux en amont et en aval des simulations numériques.
En amont, SALOME peut être utilisée en tant que logiciel de CAO afin de
construire des géométries complexes, ou encore modifier des géométries impor-
tées d’autres logiciels. Ces géométries peuvent ensuite être discrétisées en utilisant
des mailleurs libres (NETGEN [147]) ou commerciaux (GHS3D [103], GHS3D
parallel, BLSURF [131], Hexotic [116]).
En aval des simulations, SALOME permet de réaliser de nombreuses opérations
sur les maillages (fusion, découpage), et sur les champs solutions (visualisations,
coupes).
SALOME a été développée dans l’optique d’être pilotable via des commandes
Python [155]. La version graphique de l’interface utilisateur (GUI Graphic User
Interface) ne permet d’ailleurs pas d’accéder à toutes les fonctionnalités, et il faut
donc utiliser l’interface texte utilisateur Python (TUI Text User Interface) pour pro-
fiter pleinement de certains outils.
Il est à noter que la plate-forme SALOME contient le module YACS. Il s’agit
d’un module d’interfaçage permettant de piloter des programmes externes à SA-
LOME, ou dépendant d’autres modules. En particulier, il permet de paralléliser la
construction des maillages de cellules. Cette fonctionnalité n’a cependant pas été
utilisée dans le cadre de ces travaux de thèse, faute de temps pour la maitriser.
Remarque 6.1 Dans le cadre de cette thèse, deux versions de SALOME ont été
utilisées : la version 4.1.3 sous Mandriva 2006, puis la version 5.1.4 sous Man-
driva 2008. Le développement, la correction et l’amélioration de SALOME étant
très actifs, il se peut que certaines des solutions décrites dans la suite de ce chapitre
ne soient plus correctes, ou soient inutilement complexes. Elles méritent néanmoins
d’être présentées, car leur valeur pédagogique reste intacte. En effet, il s’agit de
solutions originales à des problèmes survenant régulièrement en CAO : automati-
sation (§6.2), optimisation de routines (§6.2.3), gestion de cas critiques (§6.2.4),
etc. Elles font en outre appel à de très nombreuses routines natives de SALOME,
et représentent donc une source précieuse d’informations pour toute personne dé-
sirant utiliser intensivement SALOME. À charge au lecteur motivé d’adapter les
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solutions présentées à la dernière version du logiciel, en s’appuyant par exemple
sur leurs codes sources, reproduits à l’Annexe §B.
6.1.3 Composants utilisés en amont des simulations numériques.
On présente maintenant les principes généraux qui régissent le fonctionnement
de SALOME en amont des simulation numériques, c’est-à-dire l’ensemble des opé-
rations qui permettent de passer d’une information sur le milieu (géométrie, diffu-
sivité) à un maillage exploitable par le solveur MPCube.
Ce travail s’appuie sur deux modules, les modules GEOM et MESH, qui gèrent
respectivement la géométrie du milieu et les maillages. Chacun va permettre de
créer une représentation du domaine, respectivement une géométrie et un maillage,
qui seront intrinsèquement liés.
La première étape de tout travail est de créer la représentation géométrique du
milieu. SALOME permet de créer facilement toutes sortes d’objets, soit grâce à l’in-
terface graphique (GUI), soit via des commandes Python. Cette dernière solution
étant d’ailleurs la seule utilisable si on souhaite travailler sur des formes complexes
ou automatiser certaines tâches, elle est à privilégier autant que possible. L’objectif
de cette étape est d’obtenir, au fil des manipulations, un unique objet représentant le
domaine, dans lequel chaque zone caractéristique (frontières, faces de bords, diffé-
rentes zones de diffusivités) est représentée par un groupe géométrique. Du point de
vue CAO, chaque groupe peut contenir un ou plusieurs objets, mais il ne représente
qu’une seule réalité physique.
Une fois cet objet créé, on peut le discrétiser via le module MESH qui construit
un objet maillage lié à l’objet géométrique. Il suffit ensuite de choisir et lancer
les algorithmes mailleurs (NETGEN, etc.) pour obtenir un maillage. À partir des
groupes géométriques, on peut alors former des groupes d’éléments : groupes de
volumes pour les solides, groupes de faces pour les bords. Ceux-ci sont indispen-
sables à tout travail de simulation sur le maillage, puisqu’ils servent notamment à
marquer les éléments du maillages concernés par les conditions aux limites.
Il est important de noter que l’objet géométrique est indispensable au bon fonc-
tionnement de l’objet maillage. Si on s’avisait de supprimer la géométrie associée,
toute opération au-delà de l’affichage et du stockage du maillage courant devien-
drait impossible. Notamment, on ne pourrait ni recalculer le maillage, ni former
des groupes ni supprimer des éléments du maillage autrement qu’à la main. Sur ce
dernier point, on pourra se reporter à la section §6.4 pour avoir plus de détails.
Par expérience personnelle, l’étape de création géométrique est de loin la plus
importante des deux. En effet, même si créer le maillage fait intervenir des algo-
rithmes complexes, gourmands en mémoire et en temps, leur mise en œuvre est
aisée au sein de la plate-forme SALOME. La création géométrique, elle, demande
une réflexion beaucoup plus importante, notamment pour la création des groupes
géométriques si utiles pour la division du maillage en familles. De plus, certaines
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routines natives de SALOME ne tiennent pas compte des besoins spécifiques liés à
la modélisation des matériaux cimentaires et demandent à être adaptées. Plus loin
dans ce chapitre, on présente en détail la construction de la géométrie d’une cellule
où les inclusions sont groupées par type (§6.2), ainsi qu’un exemple concret où l’on
a dû adapter une routine SALOME (§6.2.3).
6.1.4 Composants utilisés en aval des simulations numériques.
La plate-forme SALOME dispose de plusieurs outils utilisés pour post-traiter les
simulations numériques MPCube. L’outil MEDSPLITTER, par exemple, permet de
manipuler des fichiers au format MED. Comme son nom le laisse supposer, sa
fonction première est de diviser les maillages en plusieurs morceaux, par exemple
pour effectuer des simulations en parallèle.
MEDSPLITTER est utilisé à deux étapes de la chaîne de calcul multi-échelle SA-
LOME-MPCube. Tout d’abord, il permet d’extraire le maillage Th(K) d’un macro-
élément K du maillage Th(Kˆ) de la cellule associée. Les champs solutions associés
sont extraits en même temps.
Ensuite, une version adaptée de MEDSPLITTER permet de fusionner plusieurs
maillages ensemble, et non plus de les diviser. Cette nouvelle fonctionnalité permet
d’obtenir un unique fichier contenant la solution d’un problème multi-échelle sur
un patch de macroéléments.
SALOME contient également le module POST-PRO qui permet entre autres de
manipuler les champs solutions contenus dans un fichier MED. Il est donc utilisé
pour afficher les solutions, tracer des coupes et calculer des taux d’erreurs.
6.2 Génération automatique des maillages de cellules.
6.2.1 Notations.
Soit d la dimension de l’espace Rd de travail, où d = 2 ou d = 3. Dans tout
ce qui suit, on utilise un vocabulaire et des notations liés à la dimension 3 : on
parle de volumes et de faces pour désigner les éléments de dimension d et d− 1
d’un maillage, les coordonnées sont des triplets, etc. Les notations sont cependant
facilement adaptables au cas de la dimension 2.
Tout au long de ce chapitre, on travaille sur une domaine Ω parallélépipédique,
l’ouvert ]0,H(1)[×]0,H(2)[×]0,H(3)[ où H est un triplet de réels strictement posi-
tifs. On reprend les notations introduites à la section §3.1, notamment le découpage
(D ,ρ) deΩ (Def. 3.1) en macroéléments K (Def. 3.2), construisant ainsi le maillage
grossier TH(Ω). On utilise également la construction et la numérotation des cellules
Kˆ (Def 3.4) associées aux éléments K de TH(Ω).
À cet aspect topologique, on va maintenant ajouter des définitions plus géomé-
triques, nécessaires à la construction des objets géométriques de SALOME.
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Définition 6.1 Soit O un objet borné. On définit le point inférieur mO et le point
supérieur MO de O par les relations suivantes :
∀1≤ i≤ d mO(i) = inf{x(i),x ∈ O} (6.1)
∀1≤ i≤ d MO(i) = sup{x(i),x ∈ O} (6.2)
Définition 6.2 On appelle inclusion, et on note I, un ouvert borné régulier de R3
situé tout ou partie dans Ω. On note ∂ I sa frontière telle qu’on la définit en topo-
logie générale [51]. On note {I le complémentaire de I unionsq ∂ I dans R3. I, ∂ I et {I
vérifient donc :
Iunionsq∂ Iunionsq{I = R3. (6.3)
En pratique, les inclusions modélisent une réalité physique, concrête, et sont
donc des solides : polyhèdres, sphères, etc. On suppose donc les inclusions suffisa-
ment régulières pour que des opérations de coupe et d’union restent dans la géomé-
trie usuelle. En particulier, on suppose que la frontière ∂ I, qui représente la surface
de l’inclusion, est une variété compacte sans bord [98] et que les complémentaires
vérifient la propriété suivante :
∀A,B {(A∩B) = {A∪{B. (6.4)
Définition 6.3 On noteI l’ensemble des inclusions du milieu, et on les supposera
disjointes les unes des autres. Deux inclusions peuvent cependant être tangentes,
c’est-à-dire partager tout ou partie de leurs frontières.
Définition 6.4 On appelle macroélément homogène ; et on note K0 ; un parallé-
lépipède rectangle issu du découpage grossier de notre domaine de travail Ω.
Ses segments suivent les axes des coordonnées et on pose mK0 = (xm,ym,zm) et
MK0 = (xM,yM,zM). Il s’agit en fait du macroélément K privé de ses inclusions.
Définition 6.5 On appelle cellule homogène ; et on note Kˆ0 ; l’homothétie du ma-
croélément homogène, de rapport 1+2ρ et de centre C = 12(mK0 +MK0) de K0. Il
s’agit donc de la cellule Kˆ dont on a ôté les inclusions.
Définition 6.6 On appelle couronne homogène, et on note Kc0 ; le solide s’étendant
entre les faces du macroélément homogène K0 et de la cellule homogène Kˆ0. Il
occupe donc la zone de recouvrement de la cellule Kˆ.
Définition 6.7 On noteI K l’ensemble des inclusions d’intersection non vide avec
la cellule Kˆ.
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6.2.2 Principes généraux.
On suppose disposer d’une description du milieu précisant la forme et la position
de l’ensemble I des inclusions s’y trouvant. Cette description peut reproduire un
échantillon physique d’un matériau cimentaire, à partir d’une image obtenue par
microscopie optique [83], microscopie électronique à balayage [165] ou microto-
mographie [101, 129, 136].
Elle peut également être générée par le logiciel COMBS que l’on a décrit à la
section §4.3.1.
On choisit alors un découpage (D ,ρ) du domaine. Celui-ci fixe le nombre
de macroéléments selon chaque direction physique, construisant ainsi le maillage
grossier TH(Ω). Le taux de sur-échantillonnage ρ permet de construire la cellule Kˆ
pour chaque macroélement K ∈ TH(Ω).
L’Algorithme 6.1 présente la manière dont on obtient les maillages Th(Kˆ) des
cellules à partir de ces seules informations, les différentes étapes étant décrites par
la suite. Cet algorithme est illustré à la Figure 6.1. On laisse pour l’instant de côté
les problèmes de raccordement le long des frontières des macroéléments, qui font
l’objet d’une étude détaillée à la section §6.3.
Algorithme 6.1 Génération des maillages de cellules Th(Kˆ).
1: Répartir les inclusions entre les cellules. . cf. §6.2.2.1







, les zones homogènes de la cellule. . cf. §6.2.2.2
4: Créer les inclusions I ∈I K de la cellule.
5: Assembler la cellule géométrique Kˆ. . cf. §6.2.2.3
6: Marquer les groupes d’inclusions au sein de la cellule. . cf. §6.2.2.4
7: Marquer les groupes de bords au sein de la cellule.
8: Mailler la cellule Kˆ. . cf. §6.2.2.5
9: Marquer les familles d’éléments à partir des groupes correspondants.
10: Exporter le maillage au format MED.
11: Fin Pour
6.2.2.1 Répartition des inclusions.
La première étape de l’Algorithme 6.1 consiste à déterminer quelles inclusions
se trouvent dans, ou à proximité, de chaque cellule. L’important est de réduire la
liste complète I des inclusions du domaine, qui peut-être très grande, au nombre
beaucoup plus faible des inclusions I K liées à une cellule donnée. Cette sélec-
tion n’a pas besoin d’être parfaite, mais seulement de reconnaître correctement les
inclusions de chaque cellule, c’est-à-dire de vérifier la propriété suivante :
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FIGURE 6.1 – Illustration du travail de l’Algorithme 6.1 sur une cellule. En haut, de
gauche à droite, les objets indépendants : le macroélément homogène, la couronne
homogène et les inclusions. En bas, de gauche à droite, la cellule assemblée en
un unique objet, le marquage des groupes d’objets (chaque couleur représente un
groupe, les faces de bords étant en rouge) et le maillage de la cellule.
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∀I ∈I ,∀Kˆ I∩ Kˆ 6= /0⇒ I ∈I K (6.5)
On peut donc se permettre d’intégrer en plus certains éléments à la liste des in-
clusions de la cellule. Ces inclusions surnuméraires sont naturellement écartées lors
de la construction de la cellule. Elles ne nuisent donc pas au bon fonctionnement
de l’algorithme.
L’Algorithme 6.2 présente la construction, pour chaque cellule Kˆ du découpage,
de l’ensemble des inclusions I K . On rappelle que Ω est un domaine parallélépi-
pédique ∏di=1]0,H(i)[ où H est un triplet de réels strictement positifs. bc et de sont
les symboles usuels respectifs de la partie entière par défaut et de la partie entière
par excès.
La Définition 3.2 attribue à tout macroélément K des coordonnées dansNd , que
l’on note également K. On utilise ici la relation d’ordre partiel ≤ sur les macroélé-
ments ; et donc sur les cellules associées ; définie par la Définition 3.3.
Algorithme 6.2 Répartition des inclusions I par cellule.
Entrée: L’ensemble I des inclusions du domaine.
Sortie: Les ensembles (I K)K∈TH(Ω).
1: Pour tout macroélément K, on pose I K = /0.
2: Pour chaque inclusion I ∈I faire
3: Calculer mI et MI . . cf. Déf. 6.1














8: Pour toute cellule Kˆm,I ≤ Kˆ ≤ KˆM,I faire
9: Ajouter I à I K .
10: Fin Pour
11: Fin Pour
Preuve de la correction de l’Algorithme 6.2:
Soit I ∈I , et Kˆ une cellule, tel que I∩ Kˆ 6= /0. Soit x ∈ I∩ Kˆ, x vérifie :
∀1≤ i≤ d mI(i)≤ x(i)≤MKˆ(i).
Or on connaît explicitement la géométrie de la cellule Kˆ en fonction de ses
coordonnées entières dans le maillage grossier TH(Ω). Il vient donc :
∀1≤ i≤ d MKˆ(i) = (Kˆ(i)+1+ρ)H(i).
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On a donc :
∀1≤ i≤ d mI(i)
H(i)
−1−ρ ≤ Kˆ(i).
Les coordonnées de Kˆ étant à valeur entière, il vient par passage à la partie
entière par excès :
∀1≤ i≤ d Kˆm,I(i)≤ Kˆ(i).
Et donc, par définition de l’ordre partiel ≤ (cf. Définition 3.3) sur les macro-
éléments et les cellules, on a :
Kˆm,I ≤ Kˆ.
De même, on montre que :
Kˆ ≤ KˆM,I.
L’Algorithme 6.2 place donc I dans l’ensembleI K , ce qui prouve la correction
de l’algorithme.
6.2.2.2 Construction des objets élémentaires.
On peut maintenant travailler sur chaque cellule indépendamment des autres.
Le travail suit les grandes lignes de la philosophie SALOME telle qu’énoncée à la
section §6.1.3.
On crée tout d’abord les objets géométriques correspondant aux différents élé-
ments de la cellule. En reprenant les notations de la section §6.2.1, il y a tout
d’abord les zones homogènes de la cellule, c’est-à-dire K0, le cube délimitant le
macroélément, et Kc0 la couronne délimitant la zone de sur-échantillonnage. Il y
a ensuite l’ensemble I K des inclusions de la cellule. Les inclusions de formes
simples (sphères, cubes, etc.) sont créées par des routines natives de SALOME,
tandis que les plus complexes sont l’œuvre de routines spécifiques.
6.2.2.3 Assemblage de la cellule.
On assemble ensuite la cellule via une commande SALOME native portant le
nom de MAKEPARTITION. Celle-ci a pour rôle de découper les zones homogènes
de la cellule, les objets sources selon la terminologie SALOME, en fonction des
inclusions, que SALOME nomme objets outils.
On obtient alors une unique géométrie, celle de la cellule Kˆ, ayant intégrée les
informations des deux ensembles d’objets, c’est-à-dire possédant les surfaces et
arêtes des zones homogènes et des inclusions I K , comme on peut le voir sur la
Figure 6.1 (en bas, à gauche).
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6.2.2.4 Marquage des objets.
On marque ensuite les formes élémentaires composant la cellule pour former des
groupes géométriques. Le classement des inclusions en fonction de leurs propriétés
physiques (tailles, diffusivités) est ainsi appliqué aux solides correspondants. De
même les surfaces composant les bords de la cellule sont regroupées.
6.2.2.5 Génération du maillage.
La dernière étape du travail consiste à discrétiser l’objet cellule pour obtenir
le maillage Th(Kˆ). On appelle pour cela un des mailleurs interfacés à SALOME,
par exemple NETGEN. Si l’objet cellule a été correctement construit, le mailleur
en construira un maillage adapté. Cependant, il est à noter qu’en fonction de la
complexité de la cellule, les ressources nécessaires en temps et en mémoire peuvent
être extrêmement importantes, sans garantie sur la qualité du maillage obtenu.
Une fois le maillage Th(Kˆ) obtenu, on marque les différentes groupes d’élé-
ments à partir des groupes géométriques correspondants : groupes de volumes pour
les solides, groupes de faces pour les bords.
SALOME peut exporter les maillages qu’il créé sous plusieurs formats : MED
[142], UNV (I-DEAS 10) [149] et DAT (Nastran) [146]. On a retenu pour ces tra-
vaux de thèse le format d’échange MED car, d’une part, il est facilement lu par
MPCube, et d’autre part parce qu’il permet de stocker dans un unique fichier un
maillage et les champs discrétisés associés.
On exporte donc le maillage Th(Kˆ) au format MED. Le fichier ainsi obtenu
contient alors toutes les informations nécessaires à une simulation MPCube : la
discrétisation (éléments et connectivités), les groupes d’éléments (exportées en tant
que familles) et les bords de la cellule.
6.2.2.6 Validation de Algorithme 6.1.
Afin de valider l’Algorithme 6.1, on génère les maillages fins correspondant à
l’exemple suivant :
Exemple 6.1 On se place dans Ω = [0,1]3. Pour (i, j,k) ∈ N3 , on définit l’inclu-





Pour tout entier n, on définit le domaine Ωn comme le milieu Ω ajouté de l’en-
semble des inclusions I n :
I n = {Ii, j,k,0≤ i, j,k ≤ n} (6.7)
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On ne divise pas le milieu Ωn et on prend un sur-échantillonnage ρ nul. Une
unique cellule s’étendra donc sur tout Ωn, contenant N = (n+ 1)3 inclusions. On
maille le milieuΩn avec BLSURF et GHS3D. La Figure 6.3 présente des captures
d’écran de la plate-forme SALOME des étapes de travail de l’Algorithme 6.1 sur le
domaine Ω2.
La Figure 6.2 présente le temps nécessaire à la génération des maillages Th(Ωn),
pour 0≤ n≤ 9. Les différentes courbes permettent de jauger la répartition du temps
parmi les étapes de construction : sélection des inclusions, création des objets, as-
semblage de la cellule et marquage des groupes de cellules. Il apparaît clairement
que c’est l’assemblage de la cellule qui prend le plus de temps, loin devant les
autres étapes de la construction géométrique.



















FIGURE 6.2 – Temps de génération, en secondes, des maillages Th(Ωn) en fonction
de n. Les barres présentent la répartition du temps total sur les différentes étapes de
construction. L’étape d’assemblage apparaît clairement comme étant la plus chro-
nophage.
6.2.3 Adaptation de la fonction native MAKEPARTITION.
6.2.3.1 Description de la fonction native MAKEPARTITION.
La première implémentation de l’Algorithme 6.1 n’utilise que des fonctions na-
tives de SALOME, notamment lors de l’assemblage de la géométrie de la cellule
(cf. Alg. 6.1 L.5). Or, les différents essais de génération de cellule, en particulier
l’Exemple 6.1, montrent que cette étape consomme la plus grande partie du temps
CPU consacré à la méthode. Le temps nécessaire augmente en effet de manière
exponentielle avec le nombre d’inclusions par cellule.
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FIGURE 6.3 – Captures d’écran de la plate-forme SALOME lors du travail de l’Al-
gorithme 6.1 sur l’Exemple 6.1 pour n = 2. L’assemblage de la géométrie de la
cellule a été détaillée afin d’illustrer le travail de l’Algorithme 6.3. De gauche à
droite et de bas en haut : la zone homogène de macroélément K0, l’ensemble des
inclusions I (zoom), la zone homogène et les inclusions coupées (zoom), la géo-
métrie de la cellule et enfin le maillage Th(Ω2). Une partie du maillage Th(Ω2) est
invisible sur l’image, afin de mettre en valeur la discrétisation des inclusions.
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On a donc décidé de réécrire cette étape de la méthode, en évitant cette fois
l’appel à la méthode MAKEPARTITION. Cette méthode est très puissante mais ef-
fectue un traitement général quelles que soient les inclusions présentes au sein de
la cellule. Or la grande majorité de ces inclusions ne requière qu’un traitement très
simple. C’est le cas des inclusions strictement à l’intérieur du macroélément ou de
la zone de sur-échantillonnage, qui n’ont pas d’interactions avec les parois de la
cellule.
On a donc décomposé les fonctionnalités de la routine MAKEPARTITION en





CE sont définis à la section §6.2.3.2. En pratique, il est peu pro-
bable que le fonctionnement de la routine suive ce découpage. Il ne s’agit là que
d’une description des effets apparents de la méthode MAKEPARTITION, c’est-à-
dire d’une manière, en partant des mêmes objets, d’arriver au même résultats. Cha-
cune de ces étapes a ensuite été implémentée en tenant compte des spécificités du
travail sur les matériaux cimentaires.
Algorithme 6.3 Assemblage de la géométrie d’une cellule.







Entrée: L’ensemble I K des inclusions à placer dans la cellule.
Sortie: La géométrie de la cellule Kˆ.
1: Répartir les inclusions I K en fonction de leur position dans la cellule.
2: Pour chaque inclusion I ∈I KMC faire . cf. Algorithme 6.4.
3: Calculer IMC = I∩K0.
4: Calculer ICM = I∩Kc0 .
5: Fin Pour
6: Pour chaque inclusion I ∈I KCE faire . cf. Algorithme 6.4.
7: Calculer ICE = I∩Kc0 .
8: Fin Pour




MC. . cf. Algorithme 6.5.






CE . . cf. Algorithme 6.5.
11: Coller les objets coupés en conservant leurs frontières pour obtenir Kˆ.
12: Renvoi Kˆ.
L’implémentation de cet algorithme s’est inspirée des travaux d’Erwan ADAM
pour le développement du module COMPS (cf. §4.3.1). Deux idées principales sont
appliquées. Tout d’abord, traiter simplement les inclusions strictement à l’intérieur
de la cellule, et réserver les traitements complexes à la frange minoritaire des in-
clusions coupant les parois de la cellule. Ensuite, travailler sur ce que SALOME
appelle les shells des solides, plutôt que directement sur les solides. Il s’agit des
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FIGURE 6.4 – Illustration de l’assemblage de la géométrie d’une cellule par l’Algo-
rithme 6.3. Seul le travail sur le macroélément est ici représenté, la zone de recou-
vrement étant traitée de manière similaire. De gauche à droite et de haut en bas :
la zone homogène de macroélément K0 (en gris), les ensembles des inclusionsI M
(en rouge) et I MC (en bleu), la zone homogène et les inclusions coupées et la
géométrie du macroélement.
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surfaces délimitant les solides, d’où leur noms de «coquilles» dans la terminologie
SALOME. Il s’agit en fait de la frontière de l’inclusion, telle qu’on l’a définie à la
section §6.2.1.
Travailler sur les frontières plutôt que sur les solides permet d’économiser un
temps considérable. En effet, les opérations géométriques comme l’intersection ou
la coupe sont moins gourmandes et moins complexes en dimension 2 (opérations
frontière à frontière) ou en couplage 2D-3D (opérations frontière à solide) qu’en
3D complet (opérations solide à solide).
Cette façon de faire nécessite deux fonctionnalités supplémentaires : le passage
du solide à sa frontière et vice-versa. Le coût d’utilisation de ces deux fonction
est réduit en limitant le nombre de leurs appels au strict minimum. Inutile en ef-
fet de reconstruire un solide à partir de sa frontière si l’on doit encore effectuer
des opérations dessus. C’est dans cette optique qu’on a développé les algorithmes
d’intersection (Algorithme 6.4) et de coupe (Algorithme 6.5) présentés plus bas.
Remarque 6.2 Dans le cas général, la construction d’un solide A à partir de sa
frontière ∂A est un problème complexe, qui n’est pas toujours bien posé. En pra-
tique, il est ici le fait d’une fonction SALOME native nommée MAKESOLID. Dans
tout ce qui suit, on supposera que la correction de cette fonction est assurée, sous
réserve que la frontière passée en paramètre possède une orientation cohérente. Ce
point particulier, bien que passé sous silence dans les algorithmes de ce chapitre,
est attentivement vérifié par les implémentations des méthodes correspondantes,
disponibles en annexe §B.1.
6.2.3.2 Répartition des inclusions dans la cellule.
Définition 6.8 Pour toute inclusion I ∈ I K , en utilisant les quantités mI et MI
définies à la Définition 6.1, on définit la boîte encadrante B(I) par ses sommets
S =∏1≤ j≤n{mI( j),MI( j)}.
En fonction de la position de B(I) vis-à-vis des zones homogènes de la cellule
Kˆ, on attribue alors toute inclusion I ∈I K à l’un des ensembles suivants :
– I KM : ensemble des inclusions strictement intérieures au macroélément.
I KM =
{
I ∈I K ,B(I)⊂ K0
}
– I KMC : ensemble des inclusions à cheval sur le macroélément et la couronne.
I KMC =
{
I ∈I K ,B(I)∩K0 6= /0,B(I)∩Kc0 6= /0
}
– I KC : ensemble des inclusions strictement intérieures à la couronne.
I KC =
{
I ∈I K ,B(I)⊂ Kc0
}









FIGURE 6.5 – Intersection (à gauche) et coupe (à droite) de deux ensembles A et B.
On distingue les différentes surfaces caractéristiques utilisées par l’Algorithme 6.4
et l’Algorithme 6.5.




I ∈I K ,B(I)∩K0 = /0,B(I)∩Kc0 6= /0,B(I)∩{Kc0 6= /0
}
Remarque 6.3 Dans certains cas, il peut s’avérer difficile de déterminer à quel
ensemble appartient une inclusion. C’est le cas par exemple si une inclusion sphé-
rique est incluse dans le macroélément, mais où sa frontière est tangente à la fron-
tière du macroélément. De plus, à cause des erreurs d’arrondis lors des calculs
de placement, le même problème peut se poser si l’inclusion est très proche de la
paroi.
Cette répartition a pour but de séparer les inclusions faciles à traiter de celles
pouvant poser problème. Pour cette raison, les cas limites sont systématiquement
placés dans un des deux ensembles à traitement complexe I KMC ou I
K
CE .
6.2.3.3 Intersection d’un grand nombre d’objets avec un unique objet.
L’Algorithme 6.4 détaille la manière dont on obtient rapidement les restrictions à
un objet de référence O d’une série de petits objets (ai)1≤i≤n. Au sein de la méthode
améliorée de construction de la géométrie de la cellule, il assure les étapes (Alg.
6.3 L.2) et (Alg. 6.3 L.6). Cette méthode a été implémentée en Python dans le cadre
de ces travaux de thèse sous le nom MAKEINTERSECTIONBYSHELLS, disponible
à l’annexe §B.1.1.
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Algorithme 6.4 Intersection d’un grand nombre d’objets avec un unique objet.
Entrée: L’objet de référence O.
Entrée: L’ensemble des objets (ai)1≤i≤n à traiter.
Sortie: L’ensemble des objets (O∩ai)1≤i≤n.
1: Obtenir ∂O.





7: Construire le solide Ti associé à si∪ ti∪ui.
8: Fin Pour
9: Renvoi (Ti)1≤i≤n.
Preuve de la correction de l’Algorithme 6.4:
Pour tous ensembles A et B, en utilisant la propriété de partition (6.3), on a :
∂ (A∩B) =(∂ (A∩B)∩A)unionsq (∂ (A∩B)∩∂A)unionsq (∂ (A∩B)∩{A) . (6.8)
En utilisant (6.4), il vient :










⇔ x ∈ A∩∂B,
et





⇔ x ∈ /0.
En distribuant selon B le second ensemble de (6.8), il vient :
∂ (A∩B)∩∂A = (∂ (A∩B)∩∂A∩B)
unionsq (∂ (A∩B)∩∂A∩∂B)unionsq (∂ (A∩B)∩∂A∩{B) .
On a alors :









x ∈ B ⇔ x ∈ ∂A∩B,
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ainsi que,









x /∈ B∪{B ⇔ x ∈ ∂A∩∂B,
et






⇔ x ∈ /0.
Finalement, il vient :
∂ (A∩B) =(A∩∂B)unionsq (∂A∩B)unionsq (∂A∩∂B) . (6.9)
Appliquée aux objets O et ai, l’équation précédente permet d’assurer :
∂ (O∩ai) = si∪ ti∪ui = ∂Ti, (6.10)
ce qui assure la correction de l’Algorithme 6.4.
6.2.3.4 Coupe d’un objet de référence par un grand nombre d’objets.
L’Algorithme 6.5 permet de couper un objet de référence O par un ensemble de
petits objets (ai)1≤i≤n que l’on suppose disjoints. Au sein de la méthode améliorée
de construction de la géométrie de la cellule, il assure les étapes (Alg. 6.3 L.9) et
(Alg. 6.3 L.10). Cette méthode a été implémentée en Python dans le cadre de ces
travaux de thèse sous le nom MAKECUTBYSHELLS, disponible à l’annexe §B.1.2.
Algorithme 6.5 Coupe d’un objet de référence par un grand nombre d’objets.
Entrée: L’objet de référence O.
Entrée: L’ensemble des objets disjoints (ai)1≤i≤n à ôter de O.
Sortie: L’objet coupé T = O\∪1≤i≤nai.
1: t← ∂O.
2: Pour chaque objet ai faire
3: si← O∩∂ai.
4: t← (t \ai)∪ si.
5: Fin Pour
6: Construire le solide T associé à t.
7: Renvoi T .
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Preuve de la correction de l’Algorithme 6.5:
Soit A et B deux solides, on va tout d’abord préciser la définition du solide A\
B. Du point de vue strictement ensembliste et en utilisant la propriété de partition
(6.3), on a :
A\B =((A\B)∩∂B)unionsq ((A\B)∩{B) . (6.11)













⇔ x ∈ A∩{B.
En appliquant (6.9) à A et {B et compte tenu du fait que ∂{B = ∂B, il vient :
∂ (A∩{B) =(∂A∩{B)unionsq (A∩∂B)unionsq (∂A∩∂B) . (6.12)
On voit donc que l’ensemble A \B est composé d’un solide (A∩ {B) et d’une
surface (A∩∂B) qui fait partie de la frontière de ce solide. Le solide correspondant
à l’opération A\B est donc le solide A∩{B, et on a :
∂ (A\B) =(∂A∩{B)unionsq (A∩∂B)unionsq (∂A∩∂B) . (6.13)
Par un raisonnement similaire, l’ensemlbe ∂A \B est composé d’une surface
(∂A∩{B) et d’une courbe (∂A∩∂B), d’où :
∂ (A\B) =(∂A\B)unionsq (A∩∂B) . (6.14)
Appliquée aux objets O et a0, l’équation précédente permet d’assurer :
∂ (O\a0) = (∂O\a0)unionsq s0, (6.15)
ce qui assure la correction de l’Algorithme 6.5 dans le cas où l’objet de réfé-
rence O est coupé par un unique objet a0. Le cas général s’obtient naturellement
par récurrence sur le nombre n d’objets disjoints à ôter de O.
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6.2.4 Gestion des points de tangence.
6.2.4.1 Origine des points de tangence.
Comme on l’a défini à la section §6.2.1, les inclusions présentes dans le domaine
Ω sont disjointes les unes des autres. On peut donc définir une distance dmin telle
que toute inclusion soit distante d’au moins dmin de ses voisines. En exigeant d’un
mailleur qu’il génère des éléments de taille inférieure à dmin, on obtiendra nécessai-
rement une discrétisation du domaine de travail Ω ou des cellules Kˆ, sans préjugé
de la dimension d’une telle discrétisation.
Un problème peut cependant survenir lors de la discrétisation des cellules Kˆ. En
effet, la séparation du domaine en cellules nécessite l’ajout à la géométrie du do-







La position de ces plans ne dépend que du nombre de cellules désirées à travers le
domaine, et nullement de sa géométrie. Nombres d’inclusions sont donc coupées
par les plans de découpe, et se retrouvent ainsi réparties sur plusieurs cellules. On
crée ainsi artificiellement une complexité géométrique supplémentaire.
Généralement, la prise en charge de ces inclusions tronquées est assurée lors de
la construction de la géométrie de la cellule. Si les sections d’inclusions présentes
sur les parois des zones homogènes sont intégrées à la géométrie de la cellule,
le mailleur en tiendra compte lors de la discrétisation des faces de la cellule. Le
maillage fin Th(Kˆ) est ensuite obtenu en générant une discrétisation volumique co-
hérente avec cette discrétisation surfacique.
Un problème survient quand une inclusion et un plan n’ont pour intersection
qu’un ensemble de points isolés. On dit dans ce cas que l’inclusion est tangente
au plan et les points d’intersection sont appelés points de tangence. Ce cas limite
empêche la génération automatique du maillage de la cellule, et ce quelle que soit la
méthode utilisée pour assembler la géométrie de la cellule. Dans le premier cas (cf.
Algorithme 6.1 §6.2.2), la méthode MAKEPARTITION n’arrive pas à assembler la
cellule. Quant à la seconde méthode (cf. Algorithme 6.3 §6.2.3), si elle arrive bien
à construire une cellule, SALOME ne parvient pas à la mailler. Il n’est pas possible
en effet, au mailleur de tenir compte d’un point qui ne lui a pas été explicitement
décrit dans la géométrie, ce que ne fait pas la méthode.
Comme on l’a écrit plus haut, la création de points de tangence ne dépend que
du découpage choisi par l’utilisateur de la méthode (nombre de cellules, taux de
sur-échantillonnage) et non du domaine. On peut donc envisager d’adapter le do-
maine au découpage, en déplaçant légèrement les inclusions tangentes. On résou-
drait ainsi le problème, tout en conservant un milieu très proche à l’original. Cette
implémentation de la méthode multi-échelle a cependant été développé dans l’op-
tique de pouvoir réaliser des simulations extensives sur les matériaux cimentaires.
Chaque milieu fera alors l’objet de plusieurs simulations, avec des découpages dis-
tincts. Adapter le milieu au cas par cas créera alors autant de domaines distincts,
sur lesquels il sera difficile de comparer des résultats.
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On a donc retenu une autre solution : ajouter explicitement les points de tan-
gence à la géométrie des cellules.
6.2.4.2 Résolution du problème.
Pour une cellule donnée, et pour chaque paroi des zones homogènes, on suppose
connu l’ensemble des points de tangence P à cette paroi. On cherche à intégrer
cette information à la géométrie de la cellule, tout en minimisant les contraintes
imposées aux parois.
Algorithme 6.6 Ajout d’un ensemble de points à un rectangle.
Entrée: Le rectangle O à corriger.
Entrée: Les pointsP à intégrer à O.
Sortie: L’ensemble T des segments courant sur le rectangle.
1: Initialiser T aves les arêtes du rectangle O.
2: Pour chaque point p deP faire
3: Déterminer sh(p) et sv(p) dans T .
4: Ajouter {sh(p),sv(p)} à T .
5: Fin Pour
6: Renvoi T .
Au sein de SALOME, il n’est pas possible d’intégrer un point isolé à un solide.
Pour palier à ce défaut, on procéde de la manière suivante, résumée à l’Algorithme
6.6 : à chaque point p ∈P , on associe deux segments du plan, un horizontal sh(p)
et un vertical sv(p) se coupant en p. Ces segments s’étendent jusqu’à couper un
segment de direction perpendiculaire ; c’est-à-dire couper un segment vertical pour
sh(p) et un segment horizontal pour sv(p). Chaque point est ainsi placé au sein
d’une découpe hiérarchique du milieu construit par les précédents points.
La Figure 6.6 présente une illustration de l’Algorithme 6.6. Cette méthode a été
implémentée en Python dans le cadre de ces travaux de thèse sous le nom MAKE-
CONFORMTOTANGENTOBJECTS, disponible à l’annexe §B.1.3.
Cette méthode de placement s’inspire de techniques développées pour les simu-
lations astronomiques [35], où il est nécessaire de pouvoir traiter rapidement un
très grand nombre de points. Normalement, il ne sera pas nécessaire de gérer au-
tant de points, les points de tangence devant être, statistiquement, l’exception et
non la règle. Cette méthode a cependant été retenue car elle limite la taille des seg-
ments générés. Les contraintes artificiellement ajoutées aux faces des cellules en
sont limitées d’autant.
Remarque 6.4 Il n’existe pas de méthode simple pour connaître, via SALOME,
les points de tangences entre une inclusion de forme quelconque et un plan donné.








FIGURE 6.6 – Ajout de points à une face par l’Algorithme 6.6. On ajoute d’abord
le premier point de tangence (à gauche), puis le second (au milieu), jusqu’à obtenir
l’ensemble des points (à droite).
L’application de cet algorithme de correction a donc été restreint aux seules in-
clusions sphériques, pour lesquelles il est possible de calculer explicitement les
éventuels points de tangence.
Remarque 6.5 L’expérience montre qu’il est nécessaire d’introduire une certaine
tolérance dans le calcul des points de tangence, et donc de traiter les inclusions
très proches des parois de la cellule. On ajoute dans ces cas un point de quasi-
tangence, i.e le point de la paroi le plus proche de l’inclusion. Cependant, cette
tolérance ne résout pas tous les problèmes et certaines cellules restent très difficiles
voire impossibles à discrétiser en l’état.
6.2.5 Test de l’algorithme complet.
Algorithme 6.7 Génération des maillages de cellules Th(Kˆ).
1: Répartir les inclusions entre les cellules. . cf. Algorithme 6.2.







, les zones homogènes de la cellule.
4: Créer les inclusions I ∈I K de la cellule.






. . cf. Algorithme 6.6.
6: Assembler la cellule géométrique Kˆ. . cf. Algorithme 6.3.
7: Marquer les groupes d’inclusions au sein de la cellule.
8: Marquer les groupes de bords au sein de la cellule.
9: Mailler la cellule Kˆ.
10: Marquer les familles d’éléments à partir des groupes correspondants.
11: Exporter le maillage au format MED.
12: Fin Pour
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On reprend l’Exemple 6.1 présenté à la section §6.2.2.6.
La Figure 6.7 présente le temps nécessaire afin de générer les géométries des
domaines Ωn, pour 0≤ n≤ 9. Le domaine Ωn comporte N = (n+1)3 inclusions.



















FIGURE 6.7 – Temps nécessaires à la génération de la géométrie du milieu Ωn, en
fonction du nombre d’inclusions N = (n+1)3. Les temps présentés ont été moyen-
nés sur 10 construction et on a choisi le temps moyen nécessaire à l’Algorithme 6.1
pour générer Ω0 comme unité de référence.
La méthode native SALOME obtient de meilleurs résultats pour un petit nombre
d’inclusions. Très rapidement cependant, la seconde méthode devient compétitive,
jusqu’à obtenir un temps de génération sensiblement identique pour N = 64. Au-
delà de cette valeur, l’Algorithme 6.7 est de plus en plus efficace. Pour l’exemple le
plus complexe, le milieu Ω9 à 1000 inclusions, le facteur de gain de temps atteint
presque 9. Même s’il est peu probable qu’une cellule contienne un nombre aussi
important d’inclusions, ces bons résultats confortent l’intérêt de travailler en détail
la génération des géométries, en lieu et place de la simple utilisation des routines
natives SALOME.
6.3 Génération de maillages coïncidents.
6.3.1 Problématiques et idées de solutions.
6.3.1.1 Besoin en maillages coïncidents.
Selon le principe de la méthode multi-échelle, une fois le milieu divisé en cel-
lules, celles-ci sont indépendantes. Le seul lien d’une cellule à l’autre est la paroi
des macroéléments sous-jacents. Même s’il s’agit d’une seule réalité physique, il
n’est pas indispensable d’assurer que le maillage sur ces plans soit identique d’une
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FIGURE 6.8 – Maillages coïncidents : on construit les cellules Kˆ- (en rouge) et





) sont distinctes, et certaines zones du milieu ont donc deux discrétisa-
tions. Cependant la discrétisation de ∂K- ∩ ∂K+ (en noir) est la même dans les
deux maillages.
cellule à l’autre.
Ainsi les méthodes multi-échelles Q1/VF9 et Q1/VFDiam, présentées au cha-
pitre §3, n’en ont pas besoin pour fonctionner. Tout au plus l’unicité de ce maillage
permet-il d’obtenir un maillage continu lors des opérations de post-traitements
(§3.4), comme le recalcul de la solution fine CH,h sur une portion du domaine
Ω. Le recollement des solutions en un seul maillage est cependant plus affaire de
confort que d’intérêt. Il est en effet tout aussi facile, sinon plus, d’afficher huit petits
maillages au lieu d’un seul gros, ou de calculer les taux d’erreur cellule par cellule
plutôt que sur le domaine complet.
Cependant, si l’on souhaite utiliser un schéma de Galerkin discontinu à l’échelle
grossière, par exemple dans le cadre de la méthode multi-échelle GD/VFDiam (cf.
§3.3.2), la donne change considérablement. En effet, ce schéma demande de calcu-






où ∂K = ∂K-∩∂K+ représente la frontière commune aux deux cellules voisines
Kˆ- et Kˆ+, que on a pu en représenter à la Figure 6.8.
a- et b+ sont des fonctions définies respectivement sur Kˆ- et Kˆ+. Dans les mé-
thodes de Galerkin Discontinues, il s’agit de combinaisons linéaires de la solution,
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de son gradient et de son flux. Ces trois quantités sont calculées lors de la résolution
des problèmes de cellules, et donc discrétisées au niveau fin.
Si l’on dispose d’une discrétisation fine Th(∂K) de ∂K, on peut aisément cal-
culer une approximation A˜ de A :
A˜ = ∑
f∈Th(∂K)
| f |ah-( f )bh+( f ) (6.17)
Si on ne dispose pas d’une unique discrétisation de ∂K, il existe d’autres possi-
bilités pour calculer une approximation du terme A. On peut par exemple construire
une méthode d’Éléments Finis Mortiers [85, 139, 173] sur ∂K à partir des maillages
des cellules adjacentes. On peut également projeter, ou interpoler, les valeurs d’une
discrétisation sur l’autre.
Ces méthodes risquent cependant de s’avérer très complexes à mettre en œuvre,
puisque les maillages fins des cellules ne sont pas réguliers. La mise en relation
d’un maillage à un autre est en effet une tâche algorithmiquement lourde à effectuer.
6.3.1.2 Utilisation de mailleurs déterministes.
Pour obtenir un maillage coïncident sur les frontières des macroéléments, une
première solution est de recourir à des mailleurs déterministes. Comme leurs noms
l’indique, pour le même jeu de paramètres (domaine, pas du maillage, etc), ces
mailleurs construient un unique maillage, quel que soit le nombre de fois où l’on
fait appel à eux. En appliquant spécifiquement ce mailleur à la frontière ∂K du
macroélément, celle-ci sera discrétisée de manière identique dans les deux cellules
concernées.
Deux obstacles s’opposent cependant à l’utilisation des mailleurs déterministes.
En premier lieu, il en existe très peu : parmi les mailleurs 2D fournis avec SALOME,
seul NETGEN est déterministe.
Le second problème survint après la discrétisation de la frontière, une fois
Th(∂K) obtenu. Le mailleur 3D va alors discrétiser la cellule, afin d’obtenir Th(Kˆ),
en tenant compte de Th(∂K). Cependant ces mailleurs 3D modifient généralement
le maillage 2D au cours de leur travail. Ces modifications sont généralement mi-
nimes : points déplacés, mailles divisées ou fusionnées, etc. mais suffisent à rendre
chaque maillage de frontière Th(∂K) dépendant de la cellule Kˆ.
6.3.1.3 Méthode des jeux successifs.
On a ensuite envisagé de mailler les cellules Kˆ dans un ordre précis. Il s’agit en
fait de mailler en premier lieu une unique cellule Kˆ-, par exemple celle d’indice
(0,0,0), qui servira de référence. Ensuite, on travaille sur les cellules Kˆ+ voisines
de Kˆ-, en tenant compte de Th(Kˆ
-
). On projette tout d’abord la discrétisation de ∂K
provenant de Th(Kˆ
-
) sur les parois correspondantes de Kˆ+, puis on maille le reste
de la cellule, parois et solide, à partir de ce début de maillage.




FIGURE 6.9 – Maillages coïncidents par la méthode des jeux successifs. Pour ob-
tenir des maillages fins coïncidents, les cellules sont traitées de proche en proche à
partir de la cellule (0,0,0) (en gris). Le maillage de chaque cellule est construit en
tenant compte des surfaces maillées dans les jeux précédents. On représente ici les
cellules par leurs macroéléments (cubes) sous-jacents, les jeux successifs apparais-
sant de différentes couleurs.
Cette méthode de projection permet de verrouiller les sous-maillages corres-
pondants aux faces : le mailleur 3D ne peut donc les modifier lors de son travail.
De proche en proche, on obtient ainsi un ensemble de maillages coïncidents sur les
cellules du domaine.
Cette solution a cependant été écartée pour plusieurs raisons, notamment liées au
parallélisme de la méthode multi-échelle. En premier lieu, compte tenu de la ma-
nière dont SALOME fonctionne, cette méthode a besoin des objets GEOM et MESH
d’une cellule Kˆ-, ainsi que de l’étude associée, pour pouvoir mailler les voisins
de Kˆ-. Projeter une partie d’un maillage sur un autre nécessite en effet de dispo-
ser des deux objets géométriques et des deux sous-maillages concernés. À chaque
étape, il est donc nécessaire de stocker l’étude complète correspondante, avant de
la transmettre au processeur chargé du travail sur Kˆ+.
En second lieu, cette solution limite le nombre de cellules que l’on peut dis-
crétiser en même temps, puisqu’elle établit un ordre de traitement. Au mieux, on
peut espérer traiter les cellules par jeu {X +Y +Z = cst}, comme on l’a illustré à
la Figure 6.9. Cette limitation n’est donc un véritable problème que si le nombre
de processeurs alloués à la discrétisation des cellules est important. Dans le cas
contraire, le travail peut être efficacement réparti, même si on ne dispose pas de la
totale indépendance des cellules que l’on pouvait normalement espérer.
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Kˆ- Kˆ+
I
FIGURE 6.10 – Maillages coïncidents par la méthode des jeux successifs.
En haut : deux cellules voisines Kˆ- (à gauche) et Kˆ+ (à droite), pour lesquelles on a
pris ρ = 0, et une inclusion I de Kˆ+ située près de ∂K = ∂K-∩∂K+ (en rouge).
En bas : discrétiser Kˆ+ sera difficile car la discrétisation Th(∂K) de ∂K, héritée de
Th(Kˆ
-
), n’est pas adaptée à la présence d’une inclusion si proche.
Enfin, cette méthode impose des contraintes aux mailleurs qui pourraient se révé-
ler incompatibles avec la géométrie de la cellule. En effet, par ce biais, jusqu’à trois
des six faces d’un macroélément ont hérité un maillage de précédentes discrétisa-
tions. Or, si les nouvelles faces présentent une géométrie beaucoup plus complexe
que les faces projetées, il n’est pas sûr que les mailleurs puissent discrétiser la cel-
lule.
Considérons par exemple le cas décrit à la Figure 6.10, dans lequel on confond
cellule et macroélément (ρ = 0) pour simplifier. Une unique inclusion I coupe la
face à mailler d’une cellule Kˆ+ (à droite), et cette coupe est très proche d’une autre
face, celle-ci héritée d’une précédente cellule Kˆ- (à gauche). La face projetée ne
présentant aucune inclusion, le mailleur n’a aucune raison de la discrétiser fine-
ment lors de son travail sur Kˆ-. Le maillage Th(Kˆ
-
) (en bas, à gauche) est donc
très grossier. Lors de son travail sur Kˆ+, le mailleur doit donc discrétiser l’espace
entre ∂ Kˆ+ et l’inclusion I, qui est très petit, en partant d’un maillage grossier qu’il
ne peut modifier, puisque le maillage projeté depuis Th(Kˆ
-
) est verrouillé. Dans
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6.3.1.4 Méthode du maillage de peau.
Finalement, on a choisi de mailler séparément les frontières de macroéléments
et les cellules. Dans un premier temps, on construit un objet SALOME regroupant
les plans de découpes du milieu, c’est-à-dire l’ensemble des frontières de macro-
éléments ∂K et les inclusions les coupant. Cet objet est alors maillé puis stocké
en mémoire, géométrie comprise. Même dans le cas de très grands domaines, le
nombre de mailles nécessaires à la discrétisation d’un tel objet reste raisonnable,
puisqu’il ne s’agit que d’un maillage 2D.
Lors du travail sur une cellule, cette étude de référence est chargée en mémoire.
La construction de la géométrie de la cellule reste inchangée par rapport aux mé-
thodes précédentes (cf. Algorithme 6.7 §6.2.3), la seule différence intervenant lors
de la génération du maillage proprement dit. Comme dans la méthode décrite à la
section précédente, chaque sous-objet SALOME appartenant à la paroi du macroé-
lement est alors identifié à son équivalent sur la géométrie de référence, comme
l’illustre la Figure 6.11. Le maillage de référence est alors projeté sur le nouvel ob-
jet, puis on demande au mailleur global de terminer la discrétisation de la cellule.
6.3.2 Description algorithmique.
6.3.2.1 Génération de l’étude de référence.
L’Algorithme 6.8 décrit la construction de la géométrie de référence et de son
maillage 2D. La première étape Alg. 6.8 L.1 consiste à déterminer l’ensemble des
inclusionsIMC ayant une intersection non nulle avec les parois des macroéléments.
On peut calculer cet ensemble lors de la répartion des inclusions au sein des cel-





La suite de l’algorithme ne récèle pas de difficultés particulières. L’assemblage
de l’objet de référence utilise la routine native MAKEPARTITION et non pas une im-
plémentation adaptée comme on le propose à la section §6.2.3. En effet, on travaille
ici en 2D, et le coût de MAKEPARTITION reste donc raisonnable.
6.3.2.2 Algorithme complet de génération des maillages coïncidents.
L’Algorithme 6.9 décrit la génération complète de l’ensemble des maillages
coïncidents de cellule. Une fois l’étude SALOME de référence construit via l’Algo-
rithme 6.8, le travail sur chaque cellule reprend les étapes décrites à l’Algorithme
6.7 : construction des zones homogènes et des inclusions de la cellule, assemblage
de la cellule, puis marquage des groupes d’éléments.
Avant de générer le maillage, chaque sous-objet appartenant à la paroi du ma-
croélement est lié à son alter-ego de l’objet de référence. Le mailleur discrétise
6.3. GÉNÉRATION DE MAILLAGES COÏNCIDENTS. 161
FIGURE 6.11 – Maillages coïncidents par maillage de peau : captures d’écran de la
plate-forme SALOME.
En haut : le maillage de référence pour le découpage (D ,ρ) = ({3,3,3},0) et le
maillage de la cellule Kˆ = (2,0,0). La frontière ∂Ω du milieu Ω n’est pas repré-
sentée afin de montrer la discrétisation de l’ensemble des frontières ∂K.
En bas : les discrétisations de ∂K issues du maillage de référence (en bleu) et de
Th(Kˆ) (en rouge) sont identiques.
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Algorithme 6.8 Génération du maillage 2D de référence.
Entrée: Le découpage du milieu.
Entrée: La liste I des inclusions.
Sortie: Une étude SALOME de référence.
1: Déterminer IMC.
2: Créer les plans de coupe du domaine Ω.
3: Créer les inclusions IMC.
4: Assembler la géométrie de référence.
5: Mailler la géométrie de référence.
6: Sauvegarder l’étude SALOME de référence.
ensuite le domaine en tenant compte des éléments déjà existant, en l’occurence la
discrétisation Th(∂K) des frontières du macroélément K.
6.4 Évolution des maillages avec la dégradation du milieu.
6.4.1 Présentation de la méthode.
La présence d’une solution agressive modifie considérablement les propriétés
des matériaux cimentaires (cf §3.6.2). En particulier, certaines espèces chimiques
peuvent disparaître, modifiant ainsi le domaine de travail. On modélise dans cette
section un processus de dégradation par le biais d’une succession de domaines
(Ωi)0≤i≤n représentant le milieu à différents stades de dégradation. On suppose ces
domaines explicitement connus, ce qui signifie que que le milieu à un instant donné
ne dépend pas de simulations effectuées sur le domaine à des instants antérieurs. On
considère par convention que le domaine Ω0 est sain et que Ωn est le plus dégradé.
Compte tenu du fait que le phénomène de dégradation ne peut que rendre le
milieu plus diffusif, les domaines dégradés vérifient la propriété d’irréversibilité
suivante :
∀0≤ i < n Ωi ⊂Ωi+1 (6.19)
Afin de résoudre le problème de diffusion sur les domaines (Ωi)0≤i≤n, il est né-
cessaire de déterminer leurs discrétisations (Th(Ωi))0≤i≤n. Il est bien sûr possible
de générer indépendamment chacune de ces discrétisations, mais cette tâche est
d’autant plus coûteuse que le nombre de domaines est important. De plus, cette
approche directe n’utilise pas la relation qui lient les différents domaines dégradés.
Les domaines dégradés étant inclus les uns dans les autres, il paraît naturel de
créer leurs discrétisations de proche en proche. Cependant, pour des raisons tech-
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Algorithme 6.9 Génération des maillages de cellules Th(Kˆ) coincidents.
1: Répartir les inclusions entre les cellules. . cf. Algorithme 6.2.
2: Construire l’étude SALOME de référence. . cf. Algorithme 6.8.
3: Pour chaque cellule Kˆ faire







, les zones homogènes de la cellule.
6: Créer les inclusions I ∈I K de la cellule.






. . cf. Algorithme 6.6.
8: Assembler la cellule géométrique Kˆ. . cf. Algorithme 6.3.
9: Marquer les groupes d’inclusions au sein de la cellule.
10: Marquer les groupes de bords au sein de la cellule.
11: Lier ∂K à son équivalent sur l’objet de référence.
12: Mailler la cellule Kˆ, en tenant compte des éléments déjà existants.
13: Marquer les familles d’éléments à partir des groupes correspondants.
14: Exporter le maillage au format MED.
15: Fermer l’étude SALOME de référence.
16: Fin Pour
niques, il n’est pas facile d’ajouter des éléments à un maillage. Il est en revanche
relativement aisée d’en ôter, et c’est dans cette optique que le problème a été abordé
à rebours.
Pour réaliser le jeu de domaines dégradés, on discrétise tout d’abord Ωn, le der-
nier milieu, le plus dégradé, celui donc qui a le domaine de travail le plus étendu.
Cette discrétisation tient compte des diverses géométries du milieu, de sorte que
toutes les zones à dégrader soient identifiables. Dans cette optique, un groupe ras-
semble des inclusions aux caractéristiques physiques communes ; c’est la définition
de la section §6.2.2.4 ; et qui subiront de plus le processus de dégradation ensemble.
Les domaines dégradés sont ensuite créés de proche en proche, en suivant le proces-
sus de dégradation à rebours. Au fur et à mesure que l’on remonte le processus de
dégradation physique, les zones dégradées redeviennent imperméables et on sup-
prime les éléments correspondants du maillage.
À chaque étape de dégradation, une fois construit le maillage Th(Ωi), il est né-
cessaire de déterminer quelles faces du maillage décrivent les frontières du milieu
Ωi. La construction de Th(∂Ωi) ne suffit cependant pas : on doit également répartir
ces faces frontières en plusieurs groupes, en fonction de leur origine.
Il s’agit en fait de distinguer les anciennes faces frontières, c’est-à-dire appar-
tenant également à Th(∂Ωi+1), des nouvelles, celles issues de la suppression d’élé-
ments de Th(Ωi+1). En effet, ces faces discrétisent une interface particulière, et on
peut vouloir, lors des simulations de diffusion, leurs appliquer des conditions aux
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limites en conséquence. À charge donc, lors de la constuction des maillages, de
tenir compte de ce besoin et de distinguer précisement les contributions de chaque
dégradation à la frontière du domaine.
6.4.2 Description algorithmique.
Pour tout 0≤ i < n, on nomme zones de dégradation et on note ω i+1 le domaine
libéré par la disparition de composantes entre les étapes i et i+ 1. (Ωi)0≤i≤n et
(ω i)0<i≤n vérifient donc les relations suivantes :
∀0≤ i < n, Ωi =Ωi+1 \ω i (6.20)
∀0 < i≤ n, ω i ⊂Ωi (6.21)
∀0 < i < j ≤ n, ω i∩ω j = /0 (6.22)
Dans tous ce qui suit, on notera Ah la discrétisation Th(A) de l’objet A, afin
d’alléger les notations.
On suppose que les zones de dégradation (ω i)0<i≤n admettent chacune une
discrétisation ω ih. On suppose en outre disposer de Ω
n
h, une discrétisation du milieu
entièrement dégradé Ωn tenant compte des discrétisations (Th(ω i))0<i≤n, i.e :
∀0 < i≤ n ω ih ⊂Ωnh (6.23)
On note Γi = ∂Ωi et γ i = ∂ω i. On suppose que Γn est composé des ensembles
disjoints (Γn, j)0≤ j≤qn . Ces ensembles représentent, par exemple, les supports de
différentes conditions aux limites du problème de diffusion à résoudre. Ils sont
compatibles avec la discrétisation Γnh de Γ
n, au sens où l’on suppose que :
∀0 < j ≤ qn Γn, jh ⊂ Γnh. (6.24)
Définition 6.9 Pour 0 < i ≤ n, on définit plusieurs ensembles de faces, qui per-
mettent de construire la partition de Γih :
∀0≤ j ≤ qi δ i, jh = Γi, jh ∩ γ ih (6.25)
∀0≤ j ≤ qi Σi, jh = Γi, jh \δ i, jh (6.26)




∪0≤ j≤qiδ i, jh
}
(6.27)
L’Algorithme 6.10 présente la construction du maillage Ωih à partir du maillage
Ωi+1h . Il construit la discrétisation de Γ
i+1 sous la forme de frontières disjointes
(Γi, jh )0≤ j≤qi en mettant à jour les frontières déjà existantes et en identifiant la nou-
velle frontière. On présente à la Figure 6.12, un jeu de maillages générés par cette
méthode.
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Algorithme 6.10 Discrétisation d’un domaine Ωi à partir de la discrétisation Ωi+1h
du domaine dégradé Ωi+1.
Entrée: Les maillages Ωi+1h et ω
i+1
h .
Entrée: Les maillages (Γi+1, jh )0≤ j≤qi+1 et γ
i+1
h .
Sortie: Les maillages Ωih et (Γ
i, j
h )0≤ j≤qi .
1: Ωih←Ωi+1h \ω i+1h .
2: σ ih← γ i+1h .
3: Pour 0≤ j ≤ qi+1 faire
4: δ i+1, jh ← Γi+1, jh ∩ γ i+1h .
5: Σi+1, jh ← Γi+1, jh \δ i+1, jh .
6: σ i+1h ← σ i+1h \δ i+1, jh .
7:





h ← σ i+1h .
Preuve de la correction de l’Algorithme 6.10:
On va montrer que les discrétisations construites par l’Algorithme 6.10 per-
mettent de décrire correctement le domaine Ωi et ses frontières. Etant donné la
définition des domaines de dégradation (6.20) et de leurs discrétisations (6.23), il
est clair que Ωih est bien une discrétisation de Ω
i.
Reste donc à montrer que les ensembles de faces correspondent. On rappelle
tout d’abord une propriété fondamentale de la discrétisation (∂A)h de la frontière
∂A d’un objet A : un élément de (∂A)h est la face d’un unique élément de Ah. Toute
face appartenant à deux éléments distincts de Ah est donc intérieure à A.
(∂A)h ≡ { f face de Ah, ∃!k ∈ Ah, f ∈ ∂k} (6.28)
Si les ensembles (Γi+1, jh )0≤ j≤qi+1 sont deux à deux disjoints, alors les ensembles
(Σi+1, jh )0≤ j≤qi+1 et σ
i+1
h sont deux à deux disjoints par construction.
Pour tout 0 ≤ j ≤ qi+1, soit f une face de Σi+1, jh , alors f appartient à Γi+1, jh .
Il existe donc un unique élément k de Ωi+1, jh tel que f ∈ ∂k. Or f /∈ γ i+1h , donc
nécessairement k /∈ ω i+1h . k est donc un élément de Ωih. Puisque Ωih est inclus dans
Ωi+1h , k est l’unique élément de Ω
i
h contenant f . Donc f appartient à Γih.
Soit f une face de σ i+1h , alors f n’appartient pas à Γ
i+1
h . Il existe donc exac-
tement deux éléments disctincts k+ et k- de Ωi+1h contenant f . Un seul de ces deux
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l’unique élément de Ωih contenant f . Donc f appartient à Γih.
Soit f une face de Γih, alors il existe un unique élément k de Ω
i
h contenant f .
Si il existe 0 ≤ j ≤ qi+1 tel que f appartienne à Γi+1, jh , alors k est unique
dans Ωi+1h . Or k n’est pas un élément de ω
i+1
h , par construction de Ω
i
h. Donc f
n’appartient pas à γ i+1h . D’après (6.26), f appartient donc à Σ
i+1, j
h .
Sinon, il existe un second élément k+ dans Ωi+1h contenant f . k
+ appartient
nécessairement à ω i+1h , puisqu’il n’appartient pas à Ω
i
h. Donc f appartient à γ
i+1
h .
D’après (6.27), f appartient donc à σ i+1h .
On vient de montrer que les ensembles (Σi+1, jh )0≤ j≤qi+1 et σ
i+1
h réalisent une















FIGURE 6.12 – Adaptation de la discrétisation d’un milieu au cours de sa dégrada-
tion. À partir de la discrétisation Ω3h, correspondant au milieu le plus dégradé, l’Al-




h en suivant le processus de
dégradation à rebours. On a fait ici apparaître en couleurs les différents ensembles
utilisés par l’Algorithme 6.10.
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Chapitre 7
Mise en œuvre dans le cas 3D :
simulations.
Introduction.
Dans les deux précédents chapitres, on a présenté la chaîne de calcul multi-
échelle SALOME-MPCube (§5) et les méthodes mises en œuvre afin de construire
des maillages adaptés aux matériaux cimentaires (§6). On a de plus effectué des
tests de l’implémentation des méthodes multi-échelles, qui ont été présentés à la
section §5.2.
Ce chapitre présente des simulations effectuées par le biais de la chaîne de
calcul SALOME-MPCube complète. Il s’agit d’exemples particuliers du problème
de diffusion général que l’on rappelle ici :
−∇ · (D∇C) = f dans Ω,
C = gD sur ΓD,
D∇C ·n = gN sur ΓN ,
(7.1)
où (ΓD,ΓN) forme une partition de Γ= ∂Ω la frontière du domaine de travail Ω. n
designe le vecteur normal unitaire extérieure au domaine. f , gD et gN sont respec-
tivement le terme source, la condition aux limites de Dirichlet et la condition aux
limites de Neumann.
Ce chapitre se décompose en deux parties. On présente en premier lieu des
exemples théoriques où la solution C du problème est connue, à commencer par
une série de problèmes en milieu homogène qui permettent de vérifier l’implé-
mentation du couplage entre les parties locale (problèmes de cellules, calcul des
matrices locales) et globale (méthodes d’Éléments Finis et de Galerkin disconti-
nue) de la chaîne de calcul (§7.1.1). Un exemple de milieu périodique est étudié à
la section suivante §7.1.2. La section §7.1.3 présente la réponse de la chaîne de cal-
cul à un découpage fin du domaine de travail Ω, quand le maillage grossier TH(Ω)
comporte un grand nombre de macro-éléments.
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Dans une seconde partie, on présente des simulations effectuées sur des ex-
emples de matériaux cimentaires, comme un échantillon de mortier (§7.2.1), une
pâte cimentaire périodique (§7.2.2) et un échantillon aléatoire de pâte cimentaire
(§7.2.3). Ce dernier exemple en particulier est représentatif des simulations que
l’on souhaite réaliser sur les matériaux cimentaires : plusieurs dizaines de milliers
d’inclusions, des sauts de diffusivité d’un facteur 1×1011 et une discrétisation du
domaine Ω en près de 100 millions de tétrahèdres.
7.1 Exemples théoriques.
7.1.1 Qualification de la chaîne de calcul SALOME-MPCube.
Au chapitre §5, l’implémentation de chaque partie de la chaîne de calcul SA-
LOME-MPCube a été qualifiée séparemment. La partie locale de la chaîne (résolu-
tion des problèmes de cellules, calcul des matrices locales) a ainsi été testée par le
biais des Exemples 5.1 et 5.2, présentés à la section §5.2.2.5. À la section §5.2.3.2,
les Exemples 5.3 à 5.8 valident l’implémentation des méthodes d’Éléments Finis et
de Galerkin discontinue en dimension 2 et 3.
On présente maintenant plusieurs exemples du problème de diffusion (7.1) per-
mettant d’assurer que le couplage entre les parties locale et globale de la chaîne de
calcul SALOME-MPCube a été correctement implémenté.






où a est un réel strictement positif. On choisit ici a = 2.
Dans ce cas, les fonctions (ΦiK)1≤i≤n sont explicitement connues car elles cor-
respondent aux fonctions d’Éléments Finis classiques Q1, et ce pour toute valeur
de ρ :
Φ1K = (1− x)(1− y) Φ3K = (1− x)y
Φ2K = x(1− y) Φ4K = xy
On étudie trois problèmes de diffusion distincts sur le domaine Ω, inspirés des
Exemples 5.3 à 5.5.
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où q est un réel strictement positif. On choisit ici q = 3/4.
La solution du problème est alors :
C = sin(2qpix)sinh(qpiy).
Exemple 7.1.2 On note Γy,m et Γy,p les faces du domaine Ω pour lesquelles on a







ΓD = ∂Ω\ΓN ,
gD = sin(2qpix)sinh(qpiy),
où q a été défini à l’exemple précédent.
La solution du problème est alors :
C = sin(2qpix)sinh(qpiy)
Exemple 7.1.3 On considère dans cet exemple que :
f = 8aq2pi2 sin(2qpix)sin(qpiy),
ΓD = ∂Ω,
gD = sin(2qpix)sin(qpiy)
La solution du problème est alors :
C = sin(2qpix)sin(qpiy).
On résout ces problèmes par les deux méthodes multi-échelles Q1/VFDiam et
GD/VFDiam, en suivant les étapes de la chaîne de calcul SALOME-MPCube pré-
sentée au chapitre §5.
On discrétise tout d’abord le domaine Ω en un maillage TH(Ω) composé de
macroéléments carrés de longueur H. Une fois fixé le taux de sur-échantillonage ρ ,
chaque cellule Kˆ est construite puis discrétisée via SALOME en un maillage Th(Kˆ)
de pas h = αH, avec α = 1/20.
On traite ensuite chaque cellule Kˆ du domaine : résolution des problèmes lo-
caux, détermination de la base locale (ΦiK)1≤i≤n et enfin calcul des matrices locales.
On rappelle que cette étape ne dépend que du milieu Ω où l’on travaille, et non des
problèmes de diffusion à résoudre. Cette tâche est donc effectuée une seule fois
pour les trois exemples.
Remarque 7.1 Le domaine étant homogène, les résultats (base et matrices lo-
cales) sont identiques d’une cellule à l’autre. Il n’est donc pas nécessaire de traiter
toutes les cellules Kˆ. Il est en effet plus simple et plus économique de travailler sur
une unique cellule puis de reporter les résultats sur les autres cellules. Cette astuce
de calcul est utilisée à nouveau dans l’Exemple 7.5, décrit à la section §7.2.2.
172 CHAPITRE 7. SIMULATIONS.
Une fois les exemples résolus à l’échelle grossière, on dispose de leur solution
grossière CH . L’erreur normalisée maximale entre valeurs calculées et théoriques

























FIGURE 7.1 – Erreur e∞(CH) en fonction de H pour les Exemples 7.1.1 ( ),
7.1.2 ( ) et 7.1.3 ( ) pour les méthodes d’Éléments Finis ( ) et de Galerkin
discontinue ( ). Deux cas sont représentés : ρ = 0 (en haut) et ρ = 0.5 (en bas).
La Figure 7.1 présente l’évolution de l’erreur e∞(CH) en fonction de H lors de
la résolution par la méthode d’Éléments Finis (cercle) et de Galerkin discontinue
(carré) des exemples précédents : Exemple 7.1.1 ( et ), Exemple 7.1.2 (
et ) et Exemple 7.1.3 ( et ). Deux valeurs du sur-échantillonnage ρ sont
représentées ρ = 0 (en haut) et ρ = 0.5 (en bas).
On retrouve ici des résultats similaires à ceux obtenus sur les exemples de qua-
lification de l’implémentation du problème grossier, présentés à la Figure 5.12. En
effet, que ce soit pour la méthode d’Éléments Finis ou celle de Galerkin disconti-
nue, tous les exemples convergent en O(H2) quand H tend vers 0.
Il est à noter que la méthode de Galerkin discontinue est plus sensible que la
méthode d’Éléments Finis au choix du taux de sur-échantillonnage ρ , Comme on
l’a présenté à la section §3.3, le calcul des termes matriciels des méthodes gros-
sières dépend de la valeur de ρ . Si le sur-échantillonage est nul, les matrices sont
calculées à partir des conditions aux limites des problèmes de cellules, qui sont
explicitement connues. Dans le cas contraire, on interpole des valeurs aux faces
de la frontière ∂K du macroélément K à partir des valeurs de la base locale sur la
cellule Kˆ correspondante. La méthode de Galerkin discontinue faisant intervenir
plusieurs matrices supplémentaires par rapport à la méthode d’Éléments Finis, no-
tamment les matrices de saut T et de pénalité Y, il est logique que l’influence du
sur-échantillonage soit plus marqué.
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Aux vues de ces résultats, on peut considérer que le couplage entre les parties
locale et globale de la chaîne de calcul SALOME-MPCube est correctement implé-
menté.
7.1.2 Cas d’un milieu périodique.
7.1.2.1 Description du milieu.
On étudie maintenant les résultats des méthodes multi-échelles Q1/VFDiam et
GD/VFDiam sur un exemple théorique où le milieu D est périodique et oscillant.






où n est un entier strictement positif. On choisit ici n = 7.
On résout le problème définit par :
f = 2npi (sin(2npix)cos(2npiy)− cos(2npix)sin(2npiy)) ,
ΓD = ∂Ω,
gD = x− y.
La solution du problème est alors :
C = x− y.
Comme dans la section précédente, on discrétise le domaine Ω en un maillage
TH(Ω) composé de macroéléments carrés K de longueur H. Les cellules Kˆ sont
ensuites construites puis discrétisées via SALOME pour obtenir les maillages Th(Kˆ)
de pas h = αH.
On traite ensuite chaque cellule Kˆ du domaine : résolution des problèmes lo-
caux, détermination des bases locales (ΦiK)1≤i≤n et enfin calcul des matrices lo-
cales. Cette étape achevée, on résout le problème par les méthodes d’Éléments
Finis ou de Galerkin discontinue pour obtenir la solution grossière CH . Le terme de
pénalité µ de la méthode de Galerkin discontinue vaut ici 100.
À partir CH et de la base (ΦI)I∈I , on reconstruit ensuite la solution fine CH,h.
7.1.2.2 Base locale.
La Figure 7.2 présente la différence entre la fonction de base locale Φ0K issue de
la cellule Kˆ = (0,0) et la fonction (1− x/H)(1− y/H), le polynôme de Lagrange
correspondant à la méthode d’Éléments Finis Q1 classique. On a choisit ici H =
1/5 et α = 1/20. Trois valeurs de sur-échantillonnage sont illustrées : ρ = 0 (en




FIGURE 7.2 – Exemple 7.2 : différence entre la fonction de base locale Φ0K issue de
la cellule Kˆ = (0,0) et la fonction de référence (1−x/H)(1−y/H). Pour H = 1/5,
α = 1/20, trois cas sont représentés : ρ = 0 (en haut à gauche), ρ = 0.1 (en haut à
droite) et ρ = 0.5 (en bas). On a tracé en noir la frontière ∂K du macroélément.
haut à gauche), ρ = 0.1 (en haut à droite) et ρ = 0.5 (en bas). Les fonctions sont
représentées sur la cellule Kˆ entière, le macroélément K étant délimité d’un trait
noir.
L’influence du taux de sur-échantillonnage ρ est très visible sur cette illustra-
tion. Dans le cas où ρ est nul, la fonction de base Φ0K ne présente que peu d’écart
avec la fonction polynômiale classique. Elle n’est donc pas adaptée au milieu os-
cillant.
Au contraire, pour ρ = 0.1 et ρ = 0.5, on distingue nettement les oscillations de
la fonction Φ0K . Comme on l’avait escompté, la technique de sur-échantillonnage
remplit donc son rôle, en permettant de s’affranchir des contraintes de linéarités
imposées par les conditions aux limites des problèmes de cellule, le phénomène de
couches limites décrit à la section §3.3.1.1.
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7.1.2.3 Erreurs à l’échelle fine.
Afin d’estimer l’erreur entre la solution fine CH,h et la solution théorique C, on








où xk est le barycentre de l’élément k du maillage fin Th(K).
Dans tous ce qui suit, on note CEFH,h et C
GD
H,h les solutions fines obtenues respec-
tivement par les méthodes multi-échelles Q1/VFDiam et GD/VFDiam.
La Figure 7.3 présente les erreurs e2(CEFH,h) (cercle) et e2(C
GD
H,h) (carré) en fonction
de H. Chaque figure présente les erreurs pour trois valeurs de α : α = 1/5 ( et
) α = 1/10 ( et ), et α = 1/20 ( et ). Trois valeurs de ρ sont ici
représentées : ρ = 0 (en haut), ρ = 0.1 (au milieu) et ρ = 0.5 (en bas).
La Figure 7.4 présente les erreurs e2(CEFH,h) (cercle) et e2(C
GD
H,h) (carré) en fonc-
tion de H lorsqu’on impose α = 1/10. Trois valeurs de ρ sont représentées : ρ = 0
( et ), ρ = 0.1 ( et ) et ρ = 0.5 ( et )
Remarque 7.2 Comme on l’a expliqué à la section §4.2.1, les courbes présen-
tées ici ne sont pas des courbes de convergence des méthodes Q1/VFDiam et
GD/VFDiam, mais des courbes d’évolution de l’erreur en fonction d’un paramètre
(h, H ou α = h/H), les autres étant fixés.
Il apparaît sur ces courbes que les méthodes Q1/VFDiam et GD/VFDiam ont
sensiblement le même comportement. Les deux erreurs e2(CEFH,h) et e2(C
GD
H,h) dé-
croissent globalement en O(H
3
2 ) quand H diminue. On peut toutefois signaler que
la méthode Galerkin discontinue donne de meilleurs résultats dans le cas d’un dé-
coupage très grossier (H = 1/5).
Pour les deux méthodes, l’évolution de l’erreur avec H n’est que peu influencée
par les différents choix de α et de ρ . Comme on l’a expliqué à la section §3.3.1.1,
le rôle du sur-échantillonnage dans les méthodes multi-échelles est d’éviter que les
conditions aux limites des problèmes de cellules imposent leur linéarité sur les fron-
tières des macroéléments K. La solution du problème étudié ici étant linéaire, cette
linéarité artificielle ne pose pas problème. La technique de sur-échantillonnage est
donc sans effet, puisqu’il n’y a pas de couche limite à corriger.
On présente à la Figure 7.5 une visualisation de l’écart |C−CH,h| entre la solution
théorique C et la solution fine recalculée CH,h sur l’ensemble du domaine Ω. Pour
un taux α fixé (α = 1/20), on a représenté les écarts à l’échelle logarithmique pour
H = 1/5 (en bas) et H = 1/20 (en haut) et pour deux valeurs de ρ : ρ = 0 (première
et troisième lignes en partant du bas) et ρ = 0.5 (seconde et quatrième lignes). Les




























FIGURE 7.3 – Exemple 7.2 : erreurs e2(CEFH,h) (cercle) et e2(C
GD
H,h) (carré) en fonction
de H. Chaque figure présente ici les erreurs pour trois valeurs de α : α = 1/5
( et ) α = 1/10 ( et ), et α = 1/20 ( et ). Trois cas sont
représentés : ρ = 0 (en haut), ρ = 0.1 (au milieu) et ρ = 0.5 (en bas).










FIGURE 7.4 – Exemple 7.2 : erreurs e2(CEFH,h) (cercle) et e2(C
GD
H,h) (carré) en fonction
de H, à α = 1/10 fixé. On présente ici les erreurs pour trois valeurs de ρ : ρ = 0
( et ), ρ = 0.1 ( et ) et ρ = 0.5 ( et ).
deux méthodes grossières sont illustrées : Éléments Finis (à gauche) et Galerkin
discontinue (à droite).
Dans le cas H = 1/5, on aperçoit les avantages qualitatifs de la méthode de
Galerkin discontinue sur la méthode Éléments Finis. Le maximum de l’erreur est
plus faible, et l’erreur en elle-même est mieux répartie. En particulier, dans le cas
où le sur-échantillonnage ρ vaut 0.5, les sauts de discontinuités sont plus amortis
par la méthode de Galerkin discontinue. Ce lissage des discontinuités se retrouve
également quand H vaut 1/20, même si son intérêt est moindre car les sauts de
discontinuités y sont naturellement plus faible qu’au cas précédent.
7.1.3 Réponse de la chaîne de calcul à un grand nombre de macroélé-
ments.
Exemple 7.3 On considère le problème suivant :{ −∆C = 0 dans Ω=]0,1[3
C = xyz sur Γ= ∂Ω. (7.4)
La solution du problème est alors :
C = xyz
On divise le domaine en 50 macroéléments dans chaque direction et on utilise
un sur-échantillonnage de 10%. On a donc D = (50,50,50) et ρ = 0.1.
L’intérêt de l’Exemple 7.3 ne réside pas dans la résolution proprement dite du
problème. La solution étant linéaire, les méthodes multi-échelles permettent de dé-
terminer la solution à la précision machine près.
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FIGURE 7.5 – Exemple 7.2 : écart entre solution théorique C et solution fine re-
calculée CH,h pour les méthodes Éléments Finis (à gauche) et Galerkin discontinue
(à droite). On a fixé α = 1/20 et représenté les écarts à l’échelle logarithmique
pour H = 1/5 (en bas) et H = 1/20 (en haut) et pour deux valeurs de ρ : ρ = 0 et
ρ = 0.5.
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Le but de cet exemple est de tester la réponse de la chaine de calcul SALOME-
MPCube à une division importante du milieu. Les méthodes multi-échelles sont en
effet conçues pour résoudre des problèmes de grandes et très grandes tailles, et il
est donc important que l’architecture informatique implémentant ces méthodes soit
robuste.
Avec D = (50,50,50), on construit un maillage grossier TH(Ω) de 125000 élé-
ments. Il est donc nécessaire de construire 125000 maillages fins Th(Kˆ) de cellules,
puis de résoudre un million de problèmes de cellules (8 par cellule).
7.1.3.1 Stockage et manipulation de fichiers.
Un problème concernant la gestion des capacités de stockage a été révélé par
cette simulation. Elle a mis en évidence la nécessité d’utiliser une arborescence de
fichiers à plusieurs niveaux afin de sauvegarder les données manipulées. En effet,
le nombre de fichiers et de répertoires que peut contenir un répertoire est limité, les
chiffres exacts dépendant du système de fichiers choisi (ext3, ext4, Reiser4, FAT32,
exFAT, etc.).
Ces limites sont en deça des besoins de l’Exemple 7.3, même pour les plus
récents des systèmes de fichiers. Par exemple, au sein d’un système de fichier ext4
le nombre maximal de sous-répertoires d’un même répertoire est 64000. Le nombre
maximal de fichiers par répertoire au sein d’un système exFAT est de 2796202, ce
qui permet dans cet exemple un maximum de 22 fichiers par cellule.
Afin de s’affranchir de ces limites, les cellules se voient attribuer une arbores-
cence unique en fonction de leur numéro. Pour la cellule Kˆ numérotée (p,q,r),
l’arborescence choisie est ./wXp/wYq/wZr. Cette arborescence est ajoutée aux ré-
pertoires de travail ; utilisé lors de la résolution des problèmes de cellules ; et de sto-
ckage, où l’on enregistre la base et les matrices locales. Ainsi, si on nomme ./Work
et ./Data les répertoires de travail et de stockage, le travail sur la cellule (2,1,5)
utilise le répertoire ./Work/wX2/wY1/wZ5. Les résultats sont ensuite stockés dans le
répertoire ./Data/wX2/wY1/wZ5.
7.1.3.2 Génération des maillages.
On construit les maillages Th(Kˆ) des cellules Kˆ issues des macroéléments K de
TH(Ω). Les maillages sont générés les uns après les autres au sein de SALOME. Ils
ne sont pas coïncidents (cf. §6.3) et se composent d’environ 4000 tétrahèdres. Ce
nombre peut paraître peu élevé, mais on rappelle que le but de cet exemple n’est pas
d’obtenir une simulation précise, mais d’étudier la réponse de la chaîne de calcul à
une division importante du milieu.
On présente à la Figure 7.6 le temps nécessaire à la génération des maillages.
On utilise pour cela un noeud du serveur de calcul pax, un biprocesseur AMD Opte-
ron 252 (cadence 2.6Ghz, mémoire vive 16Go). Seuls les 8000 premiers maillages
ont été représentés.
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FIGURE 7.6 – Exemple 7.3 : temps de génération de huit mille maillages fins Th(Kˆ)
en seconde. Le temps moyen augmente au fur et à mesure du nombre de maillages
à cause de fuites mémoires dans SALOME. Quand la mémoire est saturée, le temps
de génération peut être multiplié par 5 par les opérations de swap et de nettoyage
mémoire.
Le temps de génération augmente au fur et à mesure du nombre de maillages,
passant de 2.5s à 5s, pour une moyenne de 4.39s. Cette augmentation est causée
par des fuites mémoires au sein de SALOME déclenchées par les routines Python de
génération de maillages. Un travail conséquent a été fourni pour rendre ces routines,
décrites en détail au chapitre §6, neutres du point de vue de la mémoire. Cependant,
la plate-forme SALOME a des difficultés de gestion de mémoire, et les ressources
allouées à un objet ne sont pas nécessairement libérées quand l’utilisateur demande
la destruction de l’objet.
Quand la mémoire disponible commence à manquer, la génération du maillage
est interrompue, le temps que le serveur de calcul utilisent ses fonctionnalités de
nettoyage mémoire, ou procède au swap de données. Le temps de génération peut
ainsi être multiplié par 5 ou plus. Plus la mémoire est saturée, plus ces générations
«interrompues» sont fréquentes, jusqu’à devenir la règle plutôt que l’exception. À
terme, le travail s’interrompt faute de mémoire.
Afin de pallier ce problème, il suffit de quitter périodiquement l’instance SA-
LOME en cours pour en lancer une nouvelle. Le travail de génération peut alors
reprendre. Les routines Python de génération des maillages ont été adaptées en ce
sens : elles peuvent travailler sur un nombre limité de cellules plutôt que sur l’en-
semble des cellules. Il revient cependant à l’utilisateur de décider de la valeur de ce
nombre en fonction des ressources informatiques disponibles.
Cette solution mise en place, le gain de temps est important. Si on génère les
maillages par groupe de 1000, le temps moyen de construction est de 3.23s, contre
4.39s précédemment.
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7.1.3.3 Résolution des problèmes locaux.
Pour traiter les cellules, on utilise un cluster de calcul, nommé awa, composé
d’un noeud maître quadiprocesseur AMD Opteron 852 (cadence 2.6Ghz) et de six
noeuds esclaves, chaque noeud étant un biprocesseur AMD Opteron 250 (cadence
2.4Ghz, mémoire vive 4Go).
On traite les cellules cinq par cinq, chaque cellule se voyant attribuer un noeud,
et donc deux cœurs, de calcul. Comme expliqué à la section §5.1.3, une instance
MPCube est lancée pour chaque quintuplet de cellules. Sur chaque cellule, on ré-
sout les huit problèmes de cellules, puis on calcule les matrices locales correspon-
dantes.











Groupe 1 Groupe 2 Groupe 3 Groupe 4 Groupe 5
FIGURE 7.7 – Exemple 7.3 : temps de résolution des problèmes locaux et de calcul
des matrices locales, en seconde. La majorité des cellules est traitée entre 1s et 2s.
On présente à la Figure 7.7 la durée en seconde de ces opérations. 200 traite-
ments, soit 1000 cellules au total réparties en 5 groupes, sont représentés. Le temps
de travail oscille dans la très grande majorité des cas entre 1s et 2s. On peut en
conclure qu’il n’y a pas de pertes mémoires lors de ces opérations.
Certaines cellules sont traitées en un temps anormalement élévé, de l’ordre de
quelques dizaines de secondes. Dans la majorité des cas, ces écarts se retrouvent
sur plusieurs cellule d’un même groupe. Ils ne dépendent donc pas des cellules trai-
tées proprement dites, mais du quintuplet en entier, et donc de l’instance MPCube
correspondante. On attribue donc ces écarts à une utilisation des noeuds de calcul
par des programmes tierces, extérieurs à la chaîne de calcul multi-échelle.
7.1.3.4 Mise en forme des résultats.
Telle qu’on l’a décrite à la section §5.1, la chaîne de calcul SALOME-MPCube
met en forme les résultats locaux (base locale (ΦiK)1≤i≤n, flux) une fois terminé le
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travail sur les cellules : résolution des problèmes de cellules (§5.1.3) puis construc-
tion de la base locale et calcul des matrices locales (§5.1.4). La mise en forme
des données, détaillée à la section §5.1.5, permet de concentrer les résultats sur
un seul fichier, tout en supprimant les fichiers temporaires crées plus tôt dans la
chaîne de calcul. On ne peut attribuer qu’un seul cœur de calcul par cellule à cette
tâche, mais plusieurs cellules peuvent être formatées en même temps (parallélisme
extra-cellulaire).
Afin de limiter le nombre de fichiers temporaires et les besoins en matière de
stockage, la chaîne de calcul a été modifiée afin d’alterner les étapes de travail et de
mise en forme. Ainsi, si on attribue p cœurs de calcul à la résolution des problèmes
locaux, une étape de mise en forme est effectuée après p étapes de travail. Dans
l’Exemple 7.3, on traite donc 2 jeux de 5 cellules avant de mettre en forme les
résultats des 10 cellules correspondantes.
7.2 Applications aux matériaux cimentaires.
7.2.1 Application à un échantillon de mortier.
7.2.1.1 Description du milieu.
On s’intéresse dans cette section aux mortiers. Il s’agit de mélanges de poudre
de ciment, de sable et d’eau que l’on a laissé reposé et séché. La présence ou non
de grains de sables au sein de la pâte de ciment a une forte influence sur la diffusion
des ions au sein du matériau. En effet, lors de la fabrication du mortier, on observe
la formation d’une auréole de transition, de très haute diffusivité, autour des grains
de sables [52, 176]. Alors que les grains de sables sont nécessairement séparés les
uns des autres, les auréoles de transition correspondantes peuvent fusionner les unes
les autres. Au delà d’une certaine concentration de sable, de véritables chemins de
haute diffusivité apparaissent à travers le milieu, un phénomène appelé percolation
[168].
Les mortiers et les matériaux cimentaires en général sont détaillés à la section
§3.6. En particulier la Figure 3.6 illustre le phénomène de percolation.
Les résultats présentés dans cette section ont été partiellement rédigés dans un
article [14], reproduit à l’Annexe §C.
Exemple 7.4 On considère un domaine cubique Ω= [0,L]3, avec L= 5, représen-
tant un échantillon de 125mm3 de mortier. Il est composé d’une matrice, modélisant
la pâte de ciment, de diffusivité adimensionnée Dm = 5. Cette matrice intègre des
inclusions sphériques, les grains de sable, de diffusivité Ds = 1. Chaque sphère est
enveloppée d’une couche de 30µm d’épaisseur, de diffusivité Dt = 15, modélisant
l’auréole de transition.
Les diffusivités ont été mesurées par porosimétrie au mercure sur un échantillon
de mortier avant d’être adimensionnées [52]. Le sable occupe 35% du volume total
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du domaine, soit environ 2600 inclusions. La répartition des tailles des grains de
sable est issues de mesures industrielles par granulométrie [89]. Elle est détaillée à
la Figure 7.8.
Les fonctionnalités SALOME développées au cours de ces travaux de thèse tra-
vaillent sur des jeux d’inclusions disjointes les unes des autres. Pour ces raisons
techniques, on suppose donc que les auréoles de transition sont distinctes les unes
des autres, ainsi donc que les grains de sable correspondants, bien que ce soit phy-
siquement peu probable étant donnée le volume relativement important occupé par
le sable.


















FIGURE 7.8 – Exemple 7.4 : distribution de la taille des grains de sable dans le
ciment, calculée à partir des courbes granulométriques du sable. On a exclu les
plus grandes tailles, de 1.2mm à 4mm, car le domaine de travail est long de 5mm
seulement.
7.2.1.2 Résolutions de problèmes.
Le domaine est divisé en 5 macroéléments dans chaque direction de l’espace,
D = (5,5,5) pour un total de 125 macroéléments. On n’a pas utilisé la technique
de sur-échantillonnage : ρ est nul.
Chaque cellule est discrétisée en utilisant les outils de maillage BLSURF et
GHS3D via la plate-forme SALOME, comme on l’a présenté au chapitre §6. Les
maillages obtenus comportent entre 1×105 et 5×105 volumes tétrahédriques. Cet
écart est du aux spécificités locales de la géométrie de la cellule. Par exemple, la
présence de points de tangences entre les inclusions sphériques et les frontières de
la cellule augmente énormément le nombre de tétrahèdres nécessaires à une dis-
crétisation appropriée de la cellule. On discute ce point plus en détails à la section
§6.2.4.
Sur l’ensemble du domaine Ω, la discrétisation totalise approximativement 2×
107 éléments. La Figure 7.9 présente la maillage d’une cellule, comportant près de
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2×105 éléments.
FIGURE 7.9 – Exemple 7.4 : maillage d’une cellule du domaine. La pâte de ciment
(en bas) n’est que partiellement représentée afin de montrer les grains de sable
sphériques et leurs auréoles de transition (en surbrillance, invisibles dans la partie
supérieure de la cellule).
Exemple 7.4.1 On note Γx,m et Γx,p les faces du domaine Ω pour lesquelles on a
{x = 0} et {x = L} respectivement. On définit de même les faces Γy,m, Γy,p, Γz,m,
Γz,p.
Sur l’échantillon de mortier, on résout le problème de diffusion suivant :
−∇(D∇C) = 0 dans Ω,
C = 1 sur Γx,m,
C = 0 sur Γx,p,
D∇C ·n = 0 sur les autres faces,
(7.5)
où n désigne le vecteur normal extérieur à Ω.
Avec les même notations, on définit deux exemples similaires à l’Exemple 7.4.1,
la différence tenant dans les faces du domaine Ω où l’on impose les conditions
limites de Dirichlet.
Exemple 7.4.2 
−∇(D∇C) = 0 dans Ω,
C = 1 sur Γy,m,
C = 0 sur Γy,p,
D∇C ·n = 0 sur les autres faces.
(7.6)
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Exemple 7.4.3 
−∇(D∇C) = 0 dans Ω,
C = 1 sur Γz,m,
C = 0 sur Γz,p,
D∇C ·n = 0 sur les autres faces.
(7.7)
On résout les problèmes des Exemples 7.4.1, 7.4.2 et 7.4.3 par la méthode multi-






On présente à la Figure 7.10 la solution CxH,h et le gradient longitudinal ∇xC
x
H,h.
On représente des coupes des coupes des solutions pour les valeurs de x allant de
1 à 3, les coordonnées (y,z) étant fixées. Les sauts de concentration, et surtout de
gradient, identifient le passage de la solution à travers les auréoles de transition.
7.2.1.3 Calcul de la diffusivité équivalente.
Les problèmes que l’on résout ici reproduisent les mesures expérimentales de
diffusivité équivalente [48, 49, 63, 73]. L’Exemple 7.4.1 permet ainsi de calculer
D∗x , une diffusivité équivalente du milieu D∗ selon la direction x, à partir des flux

















La notion de diffusivité équivalente est liée à la définition d’un Volume Élémen-
taire Représentatif (VER). Il s’agit d’un échantillon type du matériau, dont on sup-
pose qu’il renferme toutes les structures, toutes les informations nécessaires pour
prédire correctement le comportement macroscopique du matériau. À l’échelle ma-
croscopique, un volume quelconque du matériau pourra donc être remplacé par un
assemblage de ses VER sans affecter les résultats des simulations.
La diffusivité équivalente D∗ doit être cohérente avec la définition du VER
du milieu et avec le comportement attendu à l’échelle supérieure. On considère
généralement dans la littérature que le mortier se comporte comme un matériau
homogène isotrope [52]. Les valeurs de D∗ calculées à partir du VER doivent donc
l’être aussi.













































FIGURE 7.10 – Exemple 7.4.1 : concentration CxH,h et gradient longitudinal ∇xC
x
H,h
à travers le domaine Ω. Les coupes s’étendent de x = 1 à 3, les coordonnées (y;z)
étant constantes. On reconnaît facilement les auréoles de transition par les sauts
qu’elles provoquent sur les profils de concentration.





TABLE 7.1 – Exemple 7.4 : diffusivités équivalentes D∗ calculées selon les deux
directions des trois axes de l’espace. Les diffusivités sont différentes les unes des
autres, l’échantillon choisi du milieu n’est donc pas représentatif.




H,h, on calcule six diffusivités équiva-
lentes, que l’on présente au Tableau 7.1.
Selon les directions y et z, l’écart entre les diffusivités D∗.,m et D∗.,p est faible
(moins de 5%). L’écart est en revanche très net selon la direction x (25%). De
plus le milieu homogénéisé n’est pas isotrope, les diffusivités équivalentes n’étant
pas identiques selon chaque direction. L’échantillon ici considéré n’est donc pas
représentatif du mortier.
Ces résultats peuvent être imputés d’une part à la petite taille physique de l’échan-
tillon par rapport à celles des inclusions et au découpage grossier du domaine gé-
néré d’autre part.
En effet, on considère ici un échantillon de 5mm de coté, alors que certains
grains de sables font jusqu’à 4mm de long. Par conséquent, le plus grand grain de
sable présent dans cet échantillon a un diamètre de 1.2mm, et seuls 6 grains de
sable sur 2600 ont un diamètre supérieur ou égal à 1mm. Compte tenu de leurs vo-
lumes respectifs, la structure des macroéléments change donc du tout au tout selon
qu’ils possèdent ou non l’un de ces «grands» grains de sable. Cette variété des ma-
croéléments se transmet naturellement aux fonctions de bases locales (ΦiK)1≤i≤n,
aux matrices locales et aux flux sortants.
Cependant, on a ici découpé le domaine en 5 macroélément selon chaque direc-
tion. Compte tenu des conditions limites de Dirichlet, le nombre réel de dégrés de
liberté du problème grossier est très faible, trop pour que les variations des matrices
locales se retrouvent dans la solution grossière. La solution grossière CH décroît
donc uniformément, sans tenir compte des différences entre les macroéléments.
Lorsqu’on reconstruit la solution fine CH,h on pondère donc les fonctions oscil-
lantes (ΦI)I∈I par des coefficients qui ne tiennent pas compte de leurs spécificités.
Toute différence sur la structure des macroéléments se répercute alors sur la solu-
tion fine, et sur son flux, sans aucune contrepartie. En particulier, puisqu’un des
grands grains de sable, et son auréole de transition, occupe une importante portion
de la face Γx,p, le flux de CH,h sur cette face du domaine est anormalement élevé,
ce qui explique l’écart de valeur de D∗x,p. Cette différence ne se retrouve pas sur les
autres faces de Ω.
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En conclusion, on a montré par le biais de cet exemple l’utilité de la méthode
multi-échelle Q1/VFDiam, en permettant de réaliser facilement plusieurs simula-
tions sur un domaine nécessitant une discrétisation fine (environ 2×107 éléments).
L’échantillon modélisé n’est cependant pas représentatif du mortier. Pour cela,
il conviendrait de travailler sur un domaine plus large, de l’ordre de 20mm ou 50mm
de côté, afin de prendre en compte toute l’étendue des tailles de grains de sable.
7.2.2 Application à un échantillon périodique de pâte de ciment.
7.2.2.1 Description du milieu.
Cet exemple se concentre sur un échantillon de pâte de ciment qui sera reproduit
périodiquement pour former le domaineΩ. Ici, le macroélément K n’est pas défini à
partir d’un découpage du domaineΩ, mais c’est l’échantillonΩ qui est construit par
assemblage périodique du macroélément K, que l’on peut donc considérer comme
un VER. En ce sens, on travaille donc a contrario de l’ordre habituel.
On appelle pâte de ciment une poudre de ciment qui a été hydratée, brassée
puis séchée. Pendant ces opérations, de nombreuses transformations chimiques ont
lieu, ce qui entraîne l’apparition de nouvelles espèces chimiques, ainsi que le réar-
rangement de composés en de nouvelles structures [115, 150]. On peut trouver plus
de détails sur la pâte de ciment et ses principaux composés à la section §3.6.1.
Exemple 7.5 On considère un macroélément cubique K = [0,L]3, avec L= 50µm,
représentant un échantillon de 125µm3 de pâte cimentaire. Il est composé d’une
matrice, modélisant la porosité capillaire, de diffusivité D0 = 2.24×10−9m2.s−1.
Cette matrice intègre des inclusions sphériques modélisant les composés prin-
cipaux de la pâte de ciment. Les phases non diffusives (résidus anhydres, portlan-
dite, ettringite et hydrogrenats) sont fixées à une valeur basse (diffusivité Da = 1×
10−20m2.s−1). Les silicates de calcium hydratés ou C−S−H sont répartis en deux
densités différentes : Low Density C−S−H (diffusivité Dl = 9×10−12m2.s−1) et
High Density C−S−H (diffusivité Dh = 1×10−12m2.s−1).
La majorité des inclusions sont de petites tailles (rayon r inférieur à 5µm),
mais il existe aussi des inclusions plus grandes (r > 6µm) possédant une structure
multi-couche : un coeur de portlandite (ou d’aluminates, d’anhydre) occupant 40%
du rayon, une coquille de HD C− S−H (de 0.4r à 0.9r) et une coquille de LD
C−S−H (de 0.9r à r).
La minéralogie de la pâte de ciment et la diffusivité des différentes phases corres-
pondent à une pâte de ciment CEMI [42, 43, 45]. On présente à la Figure 7.11 (cas
ρ = 0) la distribution de la taille des inclusions dans le macroélément K. Les barres
présentent la répartition des inclusions sur les différentes phases considérées.
Ces inclusions sont placées aléatoirement au sein du macroélément K par le
module COMBS, décrit à la section §4.3.1.





























FIGURE 7.11 – Exemple 7.5 : distribution de la taille des inclusions dans la cellule
périodique en fonction de ρ . Les barres présentent la répartition des inclusions sur
les différentes phases considérées.
7.2.2.2 Travail sur le macroélément K.
Les différentes étapes de la chaîne de calcul SALOME-MPCube sont appliquées
au macroélément K.
Soit ρ un taux de sur-échantillonage donné, on construit et on discrétise la cel-
lule Kˆ correspondante par le biais de la plate-forme SALOME. Les méthodes utili-
sées pour obtenir Th(Kˆ), la discrétisation de la cellule Kˆ, ont été décrites en détails
au chapitre §6, et plus précisément à la section §6.3. De légères modifications ont
cependant été effectuées afin d’assurer que les faces opposées du macroélément K
soient discrétisées de manière identique.
Le Tableau 7.2 présente, pour quatre valeurs de ρ , le nombre d’inclusions pré-
sentes dans la cellule Kˆ et le nombre de tétrahèdres des maillages Th(Kˆ) corres-
pondants. Une visualisation du maillage du macroélément K dans le cas ρ = 0 se
trouve à la Figure 7.12.
ρ Nombre d’inclusions Nombre de tétrahèdres
0 594 1 110 928
0.01 594 1 217 065
0.1 1115 1 889 902
0.5 5486 8 877 141
TABLE 7.2 – Exemple 7.5 : nombre d’inclusions de la cellule Kˆ et nombre de
tétrahèdres du maillage Th(Kˆ) pour plusieurs valeurs de ρ .
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FIGURE 7.12 – Exemple 7.5 : visualisation via SALOME du maillage du macro-
élément K, dans le cas ρ = 0. Seul le maillage des inclusions est ici représenté, la
matrice ayant été rendue invisible. Chaque couleur correspond à une phase diffé-
rente.
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Remarque 7.3 Pour des raisons techniques, on doit ignorer les inclusions qui
touchent l’une ou l’autre des faces du macroélément K. Les chiffres présentés au
Tableau 7.2 sont donc inférieurs à ceux présentés à la Figure 7.11, qui corres-
pondent aux nombres d’inclusions générées par le module COMBS. On revient plus
en détails sur ce problème à la Remarque 7.4.
Une fois la cellule Kˆ discrétisée, on résout les problèmes de cellules par le biais
de MPCube. On calcule ensuite la base locale (ΦiK)1≤i≤n et les matrices locales
associées, ce qui achève le travail sur la cellule Kˆ.
7.2.2.3 Résolution de problèmes grossiers.
Soit p un entier strictement positif, on note Ωp le domaine cubique [0, pL]3 com-
posé de l’assemblage de p3 exemplaires du macroélément K décrit ci-dessus.
Compte tenu de sa périodicité, la résolution d’un problème sur le milieu Ωp par
une méthode multi-échelle a un coût très faible. En effet, les résultats des calculs
locaux (base et matrices locales) sont ici identiques d’une cellule à l’autre. Une
fois effectués ces calculs sur l’unique cellule Kˆ de référence, il suffit donc de les
reporter sur les autres cellules pour pouvoir assembler le problème grossier.
On résout sur Ωp les trois problèmes d’homogénéisation précédemment décrit à
la section §7.2.1.2 sous les noms des Exemples 7.4.1, 7.4.2 et 7.4.3. Ce problème
est définit, pour la direction x, par :
Exemple 7.5.1 
−∇(D∇C) = 0 dans Ωp,
C = 1 sur Γpx,m,
C = 0 sur Γpx,p,
D∇C ·n = 0 sur les autres faces,
(7.10)
où n désigne le vecteur normal extérieur à Ωp et où on a noté Γpx,m et Γpx,p les faces
du domaineΩp pour lesquelles on a {x= 0} et {x= pL} respectivement. On définit
de même les faces Γpy,m, Γpy,p, Γpz,m, Γpz,p.
Par le biais des équations (7.8) et (7.9), on construit six diffusivités équivalentes
à partir des solutions des problèmes d’homogénéisation. On présente au Tableau
7.3 l’évolution de ces valeurs en fonction de p pour les deux méthodes d’Éléments
Finis et de Galerkin discontinue. Deux valeurs de ρ sont représentées : ρ = 0 et
ρ = 0.1.
Étant donné la périodicité des milieux Ωp, leurs diffusivités équivalentes ne
doivent pas évoluer avec p, mais correspondre aux diffusivités équivalentes du ma-
croélément K de référence. De plus, on considère dans la littérature que la pâte
cimentaire se comporte comme un matériau homogène isotrope [42, 43]. Les va-
leurs de D∗ calculées ici doivent donc l’être aussi.
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Dans le cas où on n’utilise pas de sur-échantillonnage (ρ = 0), les diffusivités
calculées varient très peu avec p, que ce soit pour la méthode Éléments Finis ou
celle de Galerkin discontinue. En outre, elles sont très proches les unes des autres.
En effet, que ce soit selon les directions (D∗.,m et D∗.,p), selon les axes (D∗x,., D∗y,. et
D∗z,.) ou bien selon les méthodes, l’écart entre les valeurs de diffusivité ne dépasse
pas 5%.
Le milieu homogénéisé est donc homogène et isotrope. On peut donc considé-
rer que le macroélément de référence K est un Volume Élémentaire Représentatif
(VER) de pâte de ciment.
Pour ρ = 0.1, l’évolution des coefficients D∗ en fonction de Ωp est visible, sur-
tout pour le coefficient D∗y,m qui atteint un écart de 9% avec D∗y,p dans le cas de la
méthode Éléments Finis et de 15% pour la méthode Galerkin discontinue. On attri-
bue cette évolution à un problème d’approximation des flux numériques : l’erreur
dans le calcul du flux sur la cellule de référence Kˆ se répercute et se multiplie avec
le nombre de macroéléments p.
Dans le cas ρ = 0, le calcul du flux s’appuie sur les conditions aux limites des
problèmes de cellules, qui sont connues explicitement. Pour ρ = 0.1, le flux est
calculé à partir des valeurs numériques des fonctions de bases locales ΦiK . Si la
discrétisation de la couronne Kˆ \K est trop grossière, le flux n’est pas approximé
correctement. Quel axe est le plus influencé par cette erreur d’approximation ne
dépend alors que de la position des inclusions de la couronne, qui conditionnent la
génération du maillage Th(Kˆ).
On note de plus que les valeurs calculées par le biais de la méthode de Galerkin
discontinue sont systématiquement inférieures à leurs équivalentes par la méthode
Éléments Finis. On a vu à l’Exemple 7.2 que la méthode de Galerkin discontinue
permet généralement d’obtenir une solution plus lisse, où l’erreur de résolution est
répartie au sein du domaine au lieu d’être concentrée le long des frontières des
macroéléments. Pour cette raison, on conjecture que les valeurs de diffusivités de
la méthode de Galerkin discontinue sont plus justes, plus proches de la réalité,
que leurs contreparties Éléments Finis. Faute de simulations ou d’expérimentations
de référence à l’heure actuelle, il n’est cependant pas possible d’infirmer ou de
confirmer ce point.
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Méthode Éléments Finis, ρ = 0.
p D∗x,m D∗x,p D∗y,m D∗y,p D∗z,m D∗z,p
5 2097.46 2035.23 2071.56 2082.11 2054.37 2068.02
10 2096.89 2034.67 2071.00 2081.54 2053.80 2067.45
20 2094.57 2032.42 2068.71 2079.24 2051.54 2065.17
Méthode Éléments Finis, ρ = 0.1.
p D∗x,m D∗x,p D∗y,m D∗y,p D∗z,m D∗z,p
5 2116.06 2067.39 2105.23 2106.16 2080.85 2093.43
10 2120.40 2066.18 2166.11 2099.90 2081.80 2090.98
20 2129.40 2063.68 2292.32 2086.93 2083.78 2085.90
Méthode Galerkin discontinue, ρ = 0.
p D∗x,m D∗x,p D∗y,m D∗y,p D∗z,m D∗z,p
5 2005.43 1943.91 2043.39 1946.57 1965.16 1985.57
10 2004.91 1943.38 2042.86 1946.04 1964.65 1985.07
20 2003.89 1942.40 2039.72 1942.90 1962.39 1982.80
Méthode Galerkin discontinue, ρ = 0.1.
p D∗x,m D∗x,p D∗y,m D∗y,p D∗z,m D∗z,p
5 2022.63 1978.32 2074.75 1976.12 1990.09 2005.36
10 2028.75 1975.82 2136.04 1968.25 1991.22 2002.12
20 2035.91 1972.93 2242.98 1956.03 1994.96 1996.40
TABLE 7.3 – Exemple 7.5 : diffusivités équivalentes D∗ calculées selon les deux
directions des trois axes de l’espace pour différents domaines Ωp. Les valeurs sont
exprimées en µm2.s−1.
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7.2.3 Application à un échantillon aléatoire de pâte de ciment.
7.2.3.1 Description du milieu.
On étudie ici un milieu semblable à celui décrit à la section §7.2.2, puisqu’il
s’agit d’un échantillon de pâte de ciment de type CEMI [43, 42, 45]. Cependant,
contrairement à l’Exemple 7.5 le milieu n’est pas construit périodiquement à par-
tir d’un unique macroélément, mais généré aléatoirement par le biais du module
COMBS (cf. §4.3.1).
Il s’agit d’un exemple représentatif des différents ordres de grandeur que l’on
rencontre lors de simulations réalistes sur les matériaux cimentaires. On travaille
en effet avec plusieurs dizaines de milliers d’inclusions qui provoquent des sauts
de diffusivité d’un facteur 1× 1011 au sein du milieu. La discrétisation complète
du domaine Ω demande près de 100 millions de tétrahèdres, ce qui exclut toute
résolution d’un problème de diffusion par une méthode numérique classique.
Exemple 7.6 On considère un domaine cubique K = [0,L]3, où on a posé L =
250µm. Cet échantillon de pâte cimentaire occupe donc un volume de 15.625×
106µm3.
La structure de ce milieu est semblable à celle de l’Exemple 7.5. Le milieu est
donc composé d’une matrice, modélisant la porosité capillaire, de diffusivité D0 =
2.24×10−9m2.s−1, qui intègre des inclusions sphériques modélisant les composés
principaux de la pâte de ciment :
– Résidus anhydres, portlandite, ettringite et hydrogrenats de diffusivité Da =
1×10−20m2.s−1.
– Low Density C−S−H de diffusivité Dl = 9×10−12m2.s−1.
– High Density C−S−H de diffusivité Dh = 1×10−12m2.s−1.
Au contraire de l’Exemple 7.5, cet échantillon de pâte cimentaire ne comporte
pas d’inclusions multi-couches.
Environ 42000 inclusions sont placées au sein du domaine Ω. On présente à la
Figure 7.13 la distribution de la taille des inclusions, les barres illustrant la réparti-
tion des inclusions sur les différentes phases considérées.
7.2.3.2 Partie locale de la chaîne de calcul.
On prépare le milieu Ω afin de pouvoir y résoudre des problèmes par les mé-
thodes multi-échelles Q1/VFDiam et GD/VFDiam. On divise Ω en 10 macroélé-
ments dans chaque direction de l’espace, D = (10,10,10). Le maillage grossier
TH(Ω) correspondant comprend donc 1000 macroéléments K.
Pour des raisons techniques décrites à la Remarque 7.4, on doit s’assurer ici que
les inclusions ne touchent pas les faces des macroéléments K. Seules 60% des in-
clusions générées sont donc placées au sein du domaine Ω, soit en moyenne 25 par
macroélément. Deux valeurs du taux de sur-échantillonnage ρ sont considérées :
ρ = 0 et ρ = 0.2.





















FIGURE 7.13 – Exemple 7.6 : distribution de la taille des inclusions dans le domaine
Ω. Les barres présentent la répartition des inclusions sur les différentes phases
considérées.
Afin de pouvoir utiliser la méthode GD/VFDiam, chaque face F du maillage
grossier K doit disposer d’une unique discrétisation Th(F), indépendamment de la
cellule considérée. En d’autre termes, si F est la face commune aux macroélements




) doivent être identiques.




) coïncident sur F .
Cette problématique est détaillée à la section §6.3, qui présente notamment
l’Algorithme 6.9 utilisé pour construire les maillages de cellules coïncidents. On
discrétise tout d’abord l’ensemble des faces Fde TH(Ω), en imposant un rapport
α = h/H valant 1/20. Le maillage TDh (Ω) de référence 2D ainsi obtenu comporte
près de trois millions de faces.
Dans un second temps, et pour chaque valeur de ρ , on construit et on discrétise
l’ensemble des cellules Kˆ, en imposant la discrétisation issue de TDh (Ω) sur les
faces ∂K correspondantes. En moyenne, chaque maillage Th(Kˆ) possède 100000
éléments tétrahèdriques (ρ = 0) ou 268000 éléments (ρ = 0.2). On présente à la
Figure 7.14 un exemple de maillage de cellules, dans le cas où ρ = 0 (à gauche) et
ρ = 0.2 (à droite).
Remarque 7.4 On doit s’assurer ici que les inclusions ne touchent pas les faces
du macroélément K. En effet, les surfaces des inclusions sont maillées au sein de
chaque cellule par un algorithme 2DD spécifique, généralement BLSURF. L’in-
tersection d’une inclusion et de la face du macroélément se voit donc assigner deux
algorithmes de discrétisation : d’une part la discrétisation imposée par le maillage
2DD de référence TDh (Ω) et le mailleur 2DD de la cellule d’autre part. Ces deux
algorithmes se perturbent l’un l’autre et le maillage obtenu ne coïncide pas sur les
faces du macroélément K.
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FIGURE 7.14 – Exemple 7.6 : visualisation via SALOME du maillage de la cellule
Kˆ = (1,2,3) pour ρ = 0 (gauche) et ρ = 0.2 (droite). Le maillage de la matrice
a été rendue invisible à partir d’une certaine hauteur afin de faire apparaître les
inclusions. Chaque couleur correspond à une phase différente.
Une fois les maillages générés, les problèmes de cellules ont été résolus sur un
cluster de calcul nommé eris. Il est composé de deux serveurs contenant chacun
quatre cartes-mères. Une carte-mère contenant deux processeurs quadricoeurs In-
tel(R) Xeon(R) X5667 (cadence 3GHz, 48Go de mémoire vive par carte), on dispose
au total de 64 cœurs de calcul. 40 d’entre eux ont été utilisés pour cette opération.
À chaque cellule ont été attribués 2 (cas ρ = 0) ou 4 cœurs de calcul (cas ρ = 0.2).
Selon les cas, 20 ou 10 cellules ont donc été traitées de front.
On présente à la Figure 7.15 les temps de résolution des problèmes locaux en
seconde, pour les cas ρ = 0 () et ρ = 0.2 (). Le temps moyen nécessaire pour
résoudre un problème local est respectivement de 19s et 18s, auquel il faut ajouter
1s environ pour le traitement et le formatage des résultats. Construire la base locale
et calculer les matrices locales demandent en moyenne 56s, respectivement 61s,
portant à 216s, respectivement 213s, le temps total des opérations liés à une cellule.
Compte tenu des capacités de calculs disponibles, l’ensemble des cellules a
donc été traité en 3h00 pour le cas ρ = 0, et 5h55 pour le cas ρ = 0.2, dont en-
viron 2h15, respectivement 4h12, consacré à la résolution des 8000 problèmes de
cellules.
7.2.3.3 Résolution de problèmes grossiers.
On résout sur Ω les trois problèmes d’homogénéisation précédemment décrit à
la section §7.2.1.2 sous les noms des Exemples 7.4.1, 7.4.2 et 7.4.3. Ce problème
est définit, pour la direction x, par :
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FIGURE 7.15 – Exemple 7.6 : temps de résolution des problèmes locaux en seconde,
pour les cas ρ = 0 () et ρ = 0.2 (). Les temps moyens sont respectivement de 19s.
et 18s.
Exemple 7.6.1 
−∇(D∇C) = 0 dans Ωp,
C = 1 sur Γpx,m,
C = 0 sur Γpx,p,
D∇C ·n = 0 sur les autres faces,
(7.11)
où n désigne le vecteur normal extérieur à Ωp et où on a noté Γpx,m et Γpx,p les faces
du domaineΩp pour lesquelles on a {x= 0} et {x= pL} respectivement. On définit
de même les faces Γpy,m, Γpy,p, Γpz,m, Γpz,p.
La Figure 7.16 visualise la solution fine CH,h du problème (7.11), pour la mé-
thode Éléments Finis sans recouvrement (ρ = 0). On a ici reconstruit la solution
fine sur la portion {100 ≤ y,z ≤ 125} du domaine Ω. Ce volume correspond aux
macroéléments numérotés (i,4,4)0≤i<10.
À gauche, a représenté la solution fine proprement dite, sur laquelle on a fait
ressortir la discrétisation du milieu. À droite, on présente les surfaces d’iso-valeurs
de CH,h, qui illustent l’influence des inclusions sur la diffusion au sein du milieu..
Les couleurs s’étalonnent du rouge (en haut x = 0, CH,h = 1) au bleu (en bas x = 1,
CH,h = 0).
7.2.3.4 Calcul de la diffusivité équivalente.
Par le biais des équations (7.8) et (7.9), on construit six diffusivités équivalentes
à partir des solutions des problèmes d’homogénéisation. On considère dans la litté-
rature que la pâte cimentaire se comporte comme un matériau homogène isotrope
[42, 43]. Les diffusivités équivalentes D∗ calculées ici doivent donc l’être aussi.
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FIGURE 7.16 – Exemple 7.6.1 : visualisation de la solution fine CH,h (méthode
Éléments Finis, ρ = 0) sur les macroéléments numérotés (i,4,4)0≤i<10, c’est-à-dire
sur la portion {100≤ y,z≤ 125} du domaine Ω. À gauche, on présente la solution
fine proprement dite, sur laquelle on a fait ressortir la discrétisation du milieu. À
droite, on présente les isosurfaces de CH,h. Les couleurs s’étalonnent du rouge (en
haut x = 0, CH,h = 1) au bleu (en bas x = 1, CH,h = 0).
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On présente au Tableau 7.4 ces valeurs de diffusivité pour les deux méthodes
d’Éléments Finis et de Galerkin discontinue et pour les deux valeurs de ρ considé-
rées : ρ = 0 et ρ = 0.1.
Dans le cas où on n’utilise pas de sur-échantillonnage (ρ = 0), les diffusivités
calculées par la méthode d’Éléments Finis sont très proches les unes des autres,
l’écart entre les six valeurs étant de 1.5%. Dans le cas où ρ est non nul, l’écart entre
les valeurs diminue encore, pour ne pas dépasser 0.6%. Le milieu homogénéisé est
donc homogène et isotrope et on peut considérer que le domaine Ω est un Volume
Élémentaire Représentatif (VER) de pâte de ciment.
La méthode de Galerkin discontinue donne des résultats moins homogènes.
Pour chaque axe, l’écart selon les directions (D∗.,m et D∗.,p) est très faible, de l’ordre
de 0.9%, si ρ est nul, et 0.5% sinon. Il y a cependant une disparité d’environ 14%
entre les axes, un pourcentage trop élévé pour qu’on considère le milieu homo-
généisé isotrope. Selon la méthode de Galerkin discontinue, Ω n’est donc pas un
VER.
On peut attribuer cette différence d’homogénéité entre les deux méthodes à
la suppression des inclusions coupant les frontières des macroéléments K (cf. Re-
marque 7.4). Cette opération modifie radicalement le domaineΩ aux bords des ma-
croéléments, mais laisse leurs centres intactes. Cette suppression influence chaque
axe de l’espace selon des degrés divers, en fonction de la position des inclusions
supprimées. Quel axe est le plus influencé ne dépend alors que de la part d’aléatoire
dans la génération du domaine Ω par le module COMBS.
Au contraire de la méthode d’Éléments Finis, la méthode de Galerkin discon-
tinue s’appuie sur de nombreux termes calculées sur les faces des macroéléments
(termes de saut, de pénalité). Il est donc logique que la solution du problème, et les
coefficients équivalents correspondants, soient plus influencés par une modification
artificielle du milieu autour de ces faces.
On note également que les valeurs calculées par le biais de la méthode de Galer-
kin discontinue sont systématiquement inférieures à leurs équivalentes par la mé-
thode Éléments Finis, un phénomène déjà observé à l’Exemple 7.5. Par le même
argument soulevé à l’Exemple 7.5, on suppose que les valeurs de diffusivités de la
méthode de Galerkin discontinue sont plus justes, plus proches de la réalité, que
leurs contreparties Éléments Finis.
En effet, la méthode de Galerkin discontinue permet généralement d’obtenir
une solution plus lisse (cf. Exemple 7.2), où l’erreur de résolution est répartie au
sein du domaine au lieu d’être concentrée le long des frontières des macroéléments.
Cependant, il n’est pas possible d’infirmer ou de confirmer cette hypothèse, faute
de simulations ou d’expérimentations de référence à l’heure actuelle.
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TABLE 7.4 – Exemple 7.6 : diffusivités équivalentes D∗ calculées selon les deux
directions des trois axes de l’espace. Les valeurs sont exprimées en µm2.s−1.
Chapitre 8
Conclusions et perspectives.
On réalise dans ce chapitre le bilan des apports de ces travaux de thèse à la
conception et à la mise en œuvre d’une chaîne de calcul multi-échelle pour l’ho-
mogénéisation des matériaux cimentaires.
On y reprend notamment les remarques ponctuelles que l’on a faites au cours
des trois précédents chapitres sur les forces et faiblesses des choix de modélisation
et d’implémentation effectués pendant ces travaux de thèse. Des pistes de travails
sont proposées afin d’étendre les applications de ces travaux et, sur un plan plus
pratique, d’améliorer la chaîne de calcul.
Cette conclusion s’articule autour de trois sections. On commence par présenter
les réponses de ces travaux de thèse aux problématiques de la chaîne multi-échelle
SALOME-MPCube proprement dite (§8.1), comme la gestion du parallélisme par
exemple. On revient ensuite sur la modélisation des matériaux cimentaires et de
leur dégradation (§8.2). Enfin la dernière section regroupe des considérations plus
théoriques sur les méthodes multi-échelles (§8.3).
8.1 La chaîne multi-échelle SALOME-MPCube.
À l’issu de ces travaux de thèse, la chaîne de calcul multi-échelle SALOME-
MPCube est fonctionnelle. Il suffit de disposer d’une description du milieu, préci-
sant le nombre et la position des inclusions et la diffusivité des phases, pour que
la chaîne de calcul réalise automatiquement l’ensemble des opérations nécessaires
aux simulations multi-échelles : découpe du domaine en cellule Kˆ, génération des
maillages fins de cellules via SALOME, résolution des problèmes locaux par MP-
Cube, etc.
Comme le montre le chapitre §7, il est relativement aisé de réaliser des simula-
tions multi-échelles sur des matériaux cimentaires complexes, en utilisant l’une ou
l’autre des méthodes Q1/VFDiam ou GD/VFDiam. Avec l’Exemple 7.3 (cf. §7.1.3),
on a assuré en particulier que la chaîne de calcul SALOME-MPCube supportait des
simulations multi-échelles impliquant plus d’une centaine de milliers de macroélé-
ments.
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8.1.1 Parallélisme.
Comme on l’a expliqué la section §5.1, on peut espérer disposer de deux types
de parallélisme au sein de la chaîne de calcul multi-échelle SALOME-MPCube. Il
y a tout d’abord le parallélisme intrinsèque aux méthodes multi-échelles, dit extra-
cellulaire : des opérations comme la discrétisation des cellules et la résolution des
problèmes locaux peuvent être réalisées indépendamment d’une cellule à l’autre.
On traite donc plusieurs cellules de front. En outre, SALOME et MPCube dispose
de fonctionnalités permettant d’assigner plusieurs processeurs à une tâche unique.
L’utilisation de ces mailleurs et solveurs parallèles constitue ce que l’on appelle le
parallélisme intra-cellulaire.
La chaîne de calcul SALOME-MPCube a dès le début été pensée dans une vi-
sion de calcul parallèle. Autant que faire se peut, on a donc développé chaque
module dans cette logique : répartition par cellule des données, implémentation
C++ parallèle, etc. La Figure 5.1 récapitule les degrés de parallélisme, théoriques
et actuellement implémentés, disponibles pour chaque module. Deux points en par-
ticulier sont à discuter.
En premier lieu, il est à noter que le traitement des cellules a été parallélisé au
niveau intra-cellulaire et extra-cellulaire, en s’appuyant notamment sur des outils
fournit par MPCube : MAKE_PAR.DATA et Execute_parallel. La résolution des
problèmes locaux, la construction des fonctions de bases, le calcul des matrices
locales associées et la mise en forme des résultats sont donc réalisés par jeux de
plusieurs cellules, chaque cellule se voyant assigner un ou plusieurs cœurs de cal-
cul.
Il s’agit là d’une étape très coûteuse de la méthode multi-échelle qui devient
très vite rédhibitoire sans une implémentation parallèle adaptée. Les possibilités
de calculs sont alors limités aux ordres de grandeurs présentés au chapitre §4. Au
contraire, cette implémentation parallèle est très robuste et permet de réaliser rapi-
dement des simulations impliquant un grand nombre de maillages (cf. l’Exemple
7.3 en §7.1.3) ou des maillages importants (cf. l’Exemple 7.6 en §7.2.3).
Au contraire de la résolution des problèmes locaux, la génération des maillages
apparaît à la Figure 5.1 comme une tâche séquentielle, alors qu’on serait en droit
d’attendre une implémentation profitant des deux parallélismes intra-cellulaire et
extra-cellulaire.
SALOME disposant d’un mailleur parallèle (GHS3D PARALLEL) pouvant tirer
partie de la disponibilité de plusieurs processeurs, il est possible de mettre en œuvre
une forme de parallélisme intra-cellulaire. Cependant, cette fonctionnalité n’est in-
dispensable que pour créer de très gros maillages, dépassant la dizaine de millions
de volumes. Dans le contexte des méthodes multi-échelles, où on travaille par prin-
cipe sur une série de problèmes de tailles raisonnables, cette forme de parallélisme
n’a donc que peu d’intérêt.
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En revanche, il serait plus utile de développer le parallélisme extra-cellulaire
de la génération des maillages. Cette parallélisation est déjà partiellement réalisée,
dans la mesure où on construit chaque maillage de cellule indépendamment des
autres (cf. §6). La construction s’effectue cependant séquentiellement, c’est-à-dire
une cellule après l’autre sur un seul cœur de calcul. En effet, travailler de front
sur plusieurs cellules demande de manipuler plusieurs instances de SALOME, ce
qui est techniquement complexe car de nombreuses ressources sont partagées. La
solution réside probablement dans l’utilisation du module d’interfaçage YACS qui
permet de lancer et de coupler plusieurs code de calculs. On lancerait ainsi une
seule instance de SALOME qui piloterait les constructions paralléles des cellules.
Il est à noter que cette solution permettrait de profiter d’un parallélisme extra-
cellulaire lors de la reconstruction de la solution fine CH,h car cette étape de la
chaîne de calcul fait également appel à SALOME. On rencontre les même difficultés
techniques empêchant la manipulation de plusieurs instances de SALOME, ce qui
explique que cette étape s’effectue séquentiellement, c’est-à-dire une cellule après
l’autre sur un seul cœur de calcul.
8.1.2 Génération automatique des maillages.
Au chapitre §6, on a présenté les méthodes permettant de construire automati-
quement et efficacement les discrétisations Th(Kˆ) des cellules Kˆ du domaine de
travail. Ces méthodes utilisent la plate-forme SALOME. On a pu ainsi construire
avec un minimum d’effort les maillages nécessaires aux exemples présentés à la
section §7.2, que ces maillages coïncident (Exemple 7.6) ou non (Exemple 7.4) sur
les frontières des macroéléments K.
Outre les méthodes de discrétisations proprement dites, certaines fonctionnali-
tés natives de SALOME ont été optimisées pour les besoins spécifiques des simu-
lations multi-échelles, par exemple la coupe d’un «gros» objet par un ensemble de
petits objets afin de construire la matrice du milieu. Le gain, en terme de temps de
calcul, de ces optimisations est illustré par les très bons résultats de l’Algorithme
6.7.
La panoplie d’outils dont on dispose n’est cependant pas parfaite. La génération
de maillages coïncidents en particulier nécessite certaines améliorations avant de
constituer un outil véritablement efficace. À l’heure actuelle, on doit en effet as-
surer que les inclusions du milieu ne touchent pas les faces des macroéléments K
pour que la méthode fonctionne correctement. La seule solution pour obtenir les
maillages coïncidents nécessaires à l’utilisation de la méthode GD/VFDiam, est
de supprimer purement et simplement les inclusions coupant les faces des macro-
éléments. Cette restriction limite donc fortement l’utilisation des maillages coïnci-
dents lors de simulations réalistes de matériaux cimentaires.
L’origine de cette limitation a été détaillée à la Remarque 7.4. Les surfaces des
inclusions sont maillées au sein de chaque cellule par un algorithme spécifique, gé-
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néralement BLSURF, tandis que la discrétisation des faces des macroéléments est
imposée par un maillage de référence (cf. §6.3). L’intersection de la surface d’une
inclusion et de la face d’un macroélément se voit donc assigner deux algorithmes
de discrétisation par SALOME, qui se perturbent l’un l’autre. Dans ces conditions,
le comportement de SALOME n’est pas celui attendu, et les maillages obtenus ne
coïncident pas sur les faces des macroéléments K.
On a envisagé deux pistes de travail afin de lever cette limitation. Faute de
temps, elles n’ont cependant pas pu être étudiées.
La première idée, et la moins contraignante sur le plan de l’implémentation,
consiste à manipuler les options des différents mailleurs de SALOME afin d’obte-
nir le résultat escompté. BLSURF notamment est un outil complexe, qui n’a pas
été totalement maîtrisé au cours de ces travaux de thèse. Peut-être est-il possible
d’imposer une règle de priorité aux différents mailleurs utilisés ?
Dans le cas contraire, il est fort probable que cette fonctionnalité apparaisse
dans les prochaines versions si une demande argumentée est faite en ce sens auprès
des équipes DISTENE chargées du développement de BLSURF [131, 103]. Le
développement de BLSURF est en effet très actif et en lien direct avec celui de
SALOME.
Il est également possible de résoudre ce problème indépendamment des outils
de maillages utilisés. Il suffit pour cela de répartir, au sein de l’objet géométrique
SALOME décrivant le macroélément, les surfaces des inclusions en fonction de
leurs localisations. On distinguera ainsi les surfaces fixées, c’est-à-dire cises sur
les faces du macroélément K, des surfaces libres placées à l’intérieur de K. Lors du
maillage du macroélément, chaque groupe obéira à un mailleur distinct afin d’éviter
les interférences : le maillage de référence pour les surfaces fixées et BLSURF
pour les surfaces libres.
L’implémentation de cette solution peut paraître complexe au premier abord,
mais il s’agit en fait d’une adaptation relativement simple de méthodes développées
au cours de ces travaux de thèse. En effet, lors de la construction de la géométrie
d’une cellule Kˆ, les inclusions sont déjà triées en fonction de leurs localisations vis-
à-vis des faces du macroélément. De plus, on manipule très souvent les surfaces des
objets (cube du macroélément, inclusions) plutôt que les objets eux-même afin de
réduire le temps de certaines opérations comme on le décrit à la section §6.2.3.
Dans ces conditions, un tri précis des différentes surfaces manipulées dans les
méthodes actuelles devrait permettre de résoudre le problème. Cette opération de tri
peut cependant être très longue au sein de SALOME, aussi il conviendra de l’utiliser
à bon escient, afin de ne pas dégrader les performances globales de la méthode de
génération des maillages.
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8.2 Homogénéisation des matériaux cimentaires.
8.2.1 Homogénéisation numérique.
La chaîne de calcul SALOME-MPCube a été appliquée à des exemples de ma-
tériaux cimentaires, qui ont fait l’objet de la section §7.2. On a présenté notam-
ment un échantillon aléatoire de pâte cimentaire (§7.2.3) qui est représentatif des
différents ordres de grandeur que l’on rencontre en travaillant sur des matériaux
cimentaires : plusieurs dizaines de milliers d’inclusions, des sauts de diffusivité
d’un facteur 1× 1011 et une discrétisation du domaine Ω en près de 100 millions
de tétrahèdres.
Pour chacun de ces exemples, une fois le problème grossier résolu, on a pu re-
construire une solution à l’échelle fine sur tout ou partie du domaine. On a en outre
calculé les diffusivités équivalentes D∗ des matériaux, par le biais des formules
(7.8) et (7.9) fondées sur les mesures expérimentales de diffusivités équivalentes.
Au chapitre §7, on a analysé qualitativement les résultats obtenus. En particulier,
on a quantifié les écarts des diffusivités équivalentes correspondantes aux diffé-
rentes directions de l’espace. En effet, on considère généralement dans la littéra-
ture [36, 52, 70] qu’un échantillon d’un matériau cimentaire doit être isotrope pour
être considéré comme représentatif. L’écart entre les différentes diffusivités équi-
valentes numériques doit donc être faible.
Cependant, il n’a pas été possible de juger de l’impact de la méthode multi-
échelle sur les valeurs de D∗. On ne disposait en effet pas de valeurs de référence,
c’est-à-dire issues de simulations directes sur le domaine de travail Ω complet. Si
une simulation directe sur l’échantillon de pâte cimentaire n’est pas réalisable, la
discrétisation du domaine demandant près de 100 millions de tétrahèdres, on peut
envisager de travailler sur des échantillons plus modestes.
On peut par exemple réutiliser les simulations réalisées en collaboration avec
le laboratoire LECBA du CEA Saclay sur la dégradation de la pâte cimentaire [70].
Pour réaliser les simulations multi-échelles correspondantes, il est cependant né-
cessaire de résoudre les problèmes liés à la génération des maillages (cf. §8.1.2) et
d’améliorer la modélisation des matériaux cimentaires (cf. §8.2.2).
8.2.2 Modélisation des matériaux cimentaires.
Comme on l’a décrit à la section §3.6, les matériaux cimentaires sont modéli-
sés dans ces travaux de thèse par une collection d’inclusions, représentant les mi-
crostructures caractéristiques du milieu, que l’on enchâsse au sein d’un matériau
homogène, la matrice. La forme de ces inclusions dépend de la phase que l’on sou-
haire représenté. Ainsi la portlandite s’organise en plaquettes hexagonales, tandis
que l’ettringite forme des structures en aiguilles [159]. Malgré cette diversité de
formes, on s’est restreint ici aux seules inclusions sphériques, que ce soit au sein
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de la maquette Python (Partie II) comme de la chaîne de calcul SALOME-MPCube
(Partie III).
Dans le cas de la maquette Python, cette contrainte provient d’une limitation
du module COMBS, développé par Erwan ADAM, que l’on utilise pour placer aléa-
toirement les inclusions dans le domaine de travail. En effet, la première version de
ce module, la seule disponible lors de l’implémentation de la maquette Python, ne
permettait que de placer des inclusions sphériques à une ou plusieurs couches [21].
Les dernières versions de COMBS, en faisant appel à la plate-forme SALOME, per-
mettent maintenant de placer des formes quelconques en deux et trois dimensions
[70].
L’algorithme de placement des inclusions n’est plus limitant dans le cas de la
chaîne de calcul SALOME-MPCube. La restriction des inclusions aux seules formes
sphériques est ici liée à la construction des maillages de cellules Th(Kˆ). Dans le
chapitre §6, on décrit les méthodes que l’on a développées pour construire automa-
tiquement et efficacement ces maillages au sein de SALOME.
La section §6.2.4 en particulier présente le problème que pose une inclusion
qui touche les parois de la cellule Kˆ en un unique point, appelé points de tan-
gence. Le traitement de ce cas de figure passe par l’ajout de ces points de tangence
à l’objet SALOME modélisant la géométrie de la cellule, ce qui demande de les
connaître explicitement. À notre connaissance, il n’existe pas de méthode simple
pour connaître, via SALOME, les points de tangences entre une inclusion de forme
quelconque et un plan donné. La prise en charge des points de tangence, et par
extension la génération automatique des maillages de cellules, a donc été restreint
aux seules inclusions sphériques, pour lesquelles il est possible de calculer explici-
tement les éventuels points de tangence.
Si l’on souhaite décrire au plus juste la réalité des microstructures composant
les matériaux cimentaires, il est nécessaire de s’affranchir de cette contrainte sur la
forme des inclusions. On peut envisager deux pistes pour y arriver.
En premier lieu, on peut simplement désactiver le traitement automatique des
points de tangence pour les inclusions non sphériques. De cette manière, on peut
toujours demander à SALOME de discrétiser automatiquement les cellules sans
points de tangence, tandis que l’utilisateur construit manuellement les maillages
sur les cellules problématiques. Cette option a un intérêt limité, car elle ne peut
être appliquée qu’aux domaines où les inclusions non sphériques ont peu ou pas de
points de tangence, sous peine de rendre rédhibitoire le travail de l’utilisateur.
Une seconde solution, plus pérenne, consiste à développer une méthode, sous
SALOME, pour déterminer les points de tangences entre une inclusion de forme
quelconque et un plan donné. Il s’agit d’un problème de géométrie complexe et il
n’est pas sûr que la plate-forme SALOME actuelle dispose des fonctionnalités né-
cessaires à cette tâche. Il est à noter cependant que le développement, la correction
et l’amélioration de SALOME sont très actifs. En effet, si les versions 4.1.3 puis
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5.1.4 ont été utilisées lors de cette thèse, une version 6.3 est attendue pour Mai
2011. On peut donc espérer que ces futurs développements fournissent, si ce n’est
la solution complète au problème, au moins les outils dont on aura besoin pour la
construire.
On peut envisager d’autres apports à la modélisation des matériaux cimentaires,
par exemple en autorisant les inclusions d’une même phase à s’agréger en blocs.
On peut également privilégier certaines directions lors de la génération des échan-
tillons : placement des inclusions en lignes ou en plans, orientation des inclusions
non sphériques le long d’un axe, etc.
8.2.3 Dégradation des matériaux cimentaires.
La section §3.6.2 présente une modélisation de la dégradation des matériaux ci-
mentaires par une solution agressive, généralement de l’eau. Cette dégradation se
traduit soit par un changement du champ de diffusivité (modification des caracté-
ristiques physiques de la phase attaquée), soir par une extension du domaine de
travail (une phase non-diffusive est dissoute et remplacée par du vide interstitielle).
Les solutions techniques permettant de générer efficacement les discrétisations
associées aux étapes d’un processus de dégradation sont présentées à la section
§6.4. Elles ont été mises en œuvre dans le cadre d’une collaboration avec le la-
boratoire LECBA du CEA Saclay [70]. Cette collaboration s’est effectuée dans
un contexte de simulation classique, c’est-à-dire que les problèmes de diffusion ont
été résolus par une méthode Volumes Finis VFDiam directe et non par une méthode
multi-échelle.
Certains problèmes restent à résoudre avant de réaliser des simulations multi-
échelles liées à la dégradation des matériaux cimentaires. Pour étudier le processus
de dégradation, on travaille sur des domaines particulier où certaines zones, non
diffusives, sont exclues du problème. On peut le voir par exemple sur le domaine
Ω0 présenté à la Figure 6.12.
Or les méthodes multi-échelles développées au cours de ces travaux de thèse né-
cessitent des macroéléments et des cellules rectangulaires ou parallélépipédiques.
Les conditions aux limites des problèmes de cellules n’ont de sens que pour des
frontières en arêtes (cas 2D) ou rectangulaires (cas 3D). En outre, la technique
de sur-échantillonnage s’appuie sur les valeurs des fonctions (Ψi
Kˆ
)1≤i≤n, solutions
des problèmes de cellules, en les sommets (Si)1≤i≤n des macroéléments correspon-
dants.
Avec les méthodes actuelles, on ne peut donc réaliser une simulation multi-
échelle de dégradation des matériaux cimentaires qu’à la condition sine qua non
où les zones non diffusives ne contiennent pas les sommets des macroéléments, qui
sont aussi les points du maillage grossier TH(Ω), et ne touchent aucune frontière
des cellules Kˆ. Les inclusions du milieu, diffusives ou non, possèdent cependant
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une distribution spatiale très complexe qui rend le respect de cette condition fort
improbable.
8.3 Aspects théoriques.
8.3.1 Les méthodes multi-échelles.
Ces travaux de thèse ont permis de développer deux méthodes multi-échelles
couplant une méthode Volumes Finis VFDiam au niveau fin avec une méthode
d’Éléments Finis (méthode Q1/VFDiam) ou de Galerkin discontinue par pénalité
intérieure (méthodeGD/VFDiam) au niveau grossier. L’implémentation efficace de
ces deux méthodes a été réalisée au sein de la chaîne de calcul SALOME-MPCube.
Plusieurs exemples, présentés aux sections §5.2 et §7.1, attestent de la qualification
de cette implémentation et de la convergence des méthodes multi-échelles.
La convergence théorique de la méthode GD/VFDiam n’a pas été démontrée
ici. Contrairement à la méthode Q1/VFDiam [121], il n’existe pas à notre connais-
sance de preuve de cette convergence dans la littérature scientifique. Cette dé-
monstration pourrait cependant s’appuyer sur les travaux de Abdulle [16] qui dé-
montre la convergence d’une méthode multi-échelle basée sur une méthode de Ga-
lerkin discontinue. Il s’agit dans ce cas d’une méthode de Galerkin approchée (cf.
§2.3) et non une méthode de Galerkin directe comme les méthodes Q1/VFDiam et
GD/VFDiam.
Augmenter les choix possibles du taux de sur-échantillonnage ρ a été un des ar-
guments en faveur du passage d’une maquette Python séquentielle (Partie §II) pour
une architecture parallèle plus robuste et plus puissante (Partie §III). L’idée était de
disposer d’une marge de manoeuvre suffisante pour capturer les effets de couches
limites aux sein des matériaux cimentaires, ce que la première implémentation ne
pouvait faire.
L’influence de ρ sur les résutats des deux méthodes multi-échelles n’a pas été
étudiée en détail au cours de cette thèse, faute de temps. Elle demanderait cependant
une étude approfondie où plusieurs cas théoriques seraient résolus en variant les
différents paramètres des méthodes multi-échelles : pas H, facteur α = h/H, taux
ρ et pénalité µ .
Dans cette thèse, on impose aux problèmes de cellules des conditions aux limites
linéaires (cf. §3.2). D’autres possibilités existent, en particulier les conditions os-
cillantes [28, 120] qui donnent de très bons résultats. Le principe est d’utiliser la
solution d’un problème de diffusion à la dimension d− 1 comme conditions aux
limites des problèmes de cellule en dimension d. Si on s’en est tenu aux conditions
linéaires ici, c’est que les conditions oscillantes sont difficiles à mettre en œuvre,
surtout dans un contexte 3D. En effet, une utilisation brute des conditions oscil-
lantes demande de résoudre 3 problèmes 2D et 6 problèmes 1D pour chaque pro-
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blème de cellule. Soit, si on découpe le domaine en p macroéléments dans chaque
direction, respectivement 48p3, 24p3 et 8p3 problèmes respectivement 1D, 2D et
3D.
Cependant, afin de pouvoir utiliser une méthode de Galerkin discontinue pour
résoudre le problème grossier, on a développé des outils permettant de construire
des maillages de cellules coincidents (cf. §6.3). Pour deux macroéléments voisins,
de face commune F , la discrétisation Th(F) de F est alors identique, qu’elle pro-
vienne du maillage de l’un ou l’autre des macroéléments. Il devient alors inutile
de résoudre deux fois les problèmes 2D sur F (une fois pour chaque macroélé-
ment). Avec des maillages coincidents, il suffit de résoudre un nombre beaucoup
plus faible de problèmes, respectivement 6p(p+1)2, 12p2(p+1) et 8p3 problèmes
1D, 2D et 3D pour être précis. Dans ces conditions, l’utilisation des conditions os-
cillantes redevient compétitif.
8.3.2 Extensions du problème.
On s’est concentré pendant ces travaux de thèse sur un problème de diffusion
stationnaire non convectif. Les outils de la chaîne de calcul multi-échelle SALOME-
MPCube peuvent cependant être utilisés pour résoudre un problème d’évolution en
temps.
En effet, la base de Galerkin, issue des solutions des problèmes locaux, ne
dépend que des caractéristiques du domaine de travail Ω. Si la diffusivité du milieu
est indépendante du temps, il suffit donc de la calculer une seule fois. On peut
ensuite assembler et résoudre le problème grossier instationnaire un pas de temps
après l’autre. Il est à noter cependant que c’est le problème grossier, et non les
problèmes fins, qui doit vérifier les éventuelles conditions de stabilité du schéma
numérique. Pour un schéma explicite en temps, la conditions CFL imposera donc
une évolution très lente [50, 94].
D’autres extensions du problème sont envisageables, par exemple l’ajout d’un
terme de convection ou de réaction au problème de diffusion. On peut également
coupler différentes équations de diffusion afin d’étudier le transport de plusieurs
espèces chimiques.






Schéma VFDiam en dimension 3.
On décrit dans cette annexe le schéma VFDiam [79] dans le cadre tri-dimensionnel,
le cadre 2D ayant déjà fait l’objet d’une description précise à la section §3.2.3. On
reprend d’ailleurs ici les notations de cette section.
On considère deux éléments adjacents k+ et k- du maillage fin Th(Kˆ), et on note
f = S0S1S2 leur face commune. On note G f le barycentre de f . Les inconnues,
respectivement u+ et u-, sont situées aux barycentres G+ et G- des éléments. On
suppose la diffusivité A constante sur chaque élément, de valeurs respectives A+ et
A-. On se reportera à la Figure A.1 pour une illustration des notations employées.
Comme dans le cadre 2D, la méthode VFDiam s’appuie sur la construction d’un
volume autour de la face f , que l’on appelle le volume VFDiam. Il s’agit de l’union
des deux demi-élements diamants k+f = S0S1S2G
+ et k-f = S0S1S2G
-, de volumes
respectifs V - et V +. On introduit ensuite G f , le barycentre de f , et les inconnues







FIGURE A.1 – Un élément VFDiam est défini le long de f = S0S1S2 (en gris foncé),
la face commune des deux éléments adjacents k+ = S+S0S1S2 et k- = S-S0S1S2.
Pour des raisons de lisibilité, on a ici représenté le seul demi-élement diamant k-f =
G-S0S1S2 (en gris clair).
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où n désigne le vecteur normal unitaire extérieur à k+f , et où les sommets sont nu-
mérotés à un modulo 3 près. On a ici distribué la quantité un sur chaque face de
k+f , puis réparti cette même quantité sur les trois portions barycentriques de f . Sur
chaque face, ou portion de face, on va maintenant approximer u par la moyenne des
valeurs aux sommets correspondants.
Pour 0≤ i≤ 2, on note n+i le vecteur normal à la face G+SiSi+1, extérieur à k+f et
de norme ‖G+SiSi+1‖. De même, on note n+f le vecteur normal à la face f = S0S1S2,






































En tenant compte du fait que n+0+n+1+n+2+n+f = 0, et en posant a
+ =A+/(3V +)




f pour tout i, on obtient :
< A∇u >k+f≈a+
(





De même, on peut calculer une formule similaire pour l’élément k-f :
< A∇u >k-f≈a-
(





On suppose maintenant que ces deux approximations vérifient la continuité des
flux à travers la face f , c’est-à-dire que l’on a :
< A∇u >k+f n
+
f+< A∇u >k-f n
-
f = 0 (A.5)
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On pose n f = n+f = −n-f pour alléger les notations. En rapportant (A.3) et (A.4)
dans (A.5), il est possible d’obtenir une expression de uG f :
uG f =
u+(a+n f ) ·n f +u-(a-n f ) ·n f +∑0≤i≤2 uSi [a-t-i−a+t+i ] ·n f
(a+n f ) ·n f +(a-n f ) ·n f (A.6)
En reportant (A.6) dans (A.3) ou (A.4), on dispose de l’approximation de flux sui-
vante :
L˜k+, f =< A∇u >k+f ·n+f
L˜k+, f =
(a-n f ) ·n f (a+n f ) ·n f




(a-n f ) ·n f (a+t+i ) ·n f +(a+n f ) ·n f (a-t-i) ·n f
(a+n f ) ·n f +(a-n f ) ·n f uSi
(A.7)
Les autres aspects de la méthode VFDiam, interpolation par moindres carrés sur
Si et conditions aux limites de Dirichlet, sont identiques au cas 2D. On se reportera
donc à la section §3.2.3 pour leurs descriptions.
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Annexe B
Codes sources et jeux de données
de la chaîne de calcul
SALOME-MPCube.
On présente dans cette annexe des codes sources Python, implémentations des
méthodes SALOME permettant la construction et la discrétisation des cellules Kˆ du
domaine Ω. Ces méthodes sont décrites au chapitre §6.
La seconde partie de cette annexe regroupe des exemple de fichiers data, les
jeux de données permettant d’utiliser le code de calcul MPCube. §B.2.2§B.2.1.
B.1 Génération et opérations sur les maillages.
B.1.1 La méthode MAKEINTERSECTIONBYSHELLS.
La méthode MAKEINTERSECTIONBYSHELLS est l’implémentation Python de
l’Algorithme 6.4. Elle permet d’obtenir la restriction d’une série de petits objets
inner_objects à un objet de référence outer_object. S’ils ont été affec-
tés, c’est-à-dire s’ils n’étaient que partiellement dans outer_object, les objets
restreints sont appelés intersected_inner_objects. Dans le cas contraire,
on les nomme unaffected_inner_objects.
Au sein de la méthode améliorée de construction de la géométrie de la cellule,
décrite à la section §6.2.3, cette routine assure les étapes (Alg. 6.3 L.2) et (Alg. 6.3
L.6).
# For each i n n e r o b j e c t s Obj , c r e a t e t h e i n t e r s e c t i o n o f Obj w i t h t h e o u t e r o b j e c t
# Void e l e m e n t s are d i s c a r d e d , u n a f f e c t e d o b j e c t s are p u t i n a s p e c i a l l i s t
# Work f o r one s h e l l o u t e r o b j e c t
4 # Work f o r m u l t i s h e l l s i n n e r _ o b j e c t s
def M a k e I n t e r s e c t i o n B y S h e l l s ( o u t e r _ o b j e c t , ∗ i n n e r _ o b j e c t s ) :
s h s _ o u t e r = geompy . SubShapeAl l ( o u t e r _ o b j e c t , geompy . ShapeType [ "SHELL" ] )
i n t e r s e c t e d _ i n n e r _ o b j e c t s = [ ]
9 u n a f f e c t e d _ i n n e r _ o b j e c t s = [ ]
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f o r o b j in i n n e r _ o b j e c t s :
# O b j e c t s h e l l s
14 s h s _ o b j =geompy . SubShapeAl l ( obj , geompy . ShapeType [ "SHELL" ] )
n b _ s h s _ o b j = l e n ( s h s _ o b j )
# Par t o f o b j e c t s h e l l s i n t h e o u t e r o b j e c t
s h s _ o b j _ i n _ o u t e r = [ geompy . MakeCommon ( sh , o u t e r _ o b j e c t ) f o r sh in s h s _ o b j ]
19
# S o r t i n g s h e l l s i n t o n u l l ( i . e s h e l l s o u t o f o u t e r ) , a f f e c t e d ( s h e l l s p a r t i a l l y i n o u t e r )
# and u n a f f e c t e d ( s h e l l s s t r i c t l y i n o u t e r )
a f f e c t e d _ s h s _ o b j _ i n _ o u t e r = [ ]
i s _ o b j _ i n _ o u t e r = F a l s e
24 f o r j in r a n g e ( n b _ s h s _ o b j ) :
# Props 1 i s area : t h e s h e l l had t o be non v o i d .
p r o p s = geompy . B a s i c P r o p e r t i e s ( s h s _ o b j _ i n _ o u t e r [ j ] )
i f p r o p s [ 1 ] > 0 :
29 i s _ o b j _ i n _ o u t e r = True
# Look ing f o r t h e r e s u l t o f t h e i n t e r s e c t i o n
p r o p s _ r e f = geompy . B a s i c P r o p e r t i e s ( s h s _ o b j [ j ] )
d i f f = [ abs ( p r o p s [ k]− p r o p s _ r e f [ k ] ) f o r k in r a n g e ( l e n ( p r o p s ) ) ]
34 i f max ( d i f f ) >1 e−5:
# S h e l l has been " t r a n s f o r m e d " by t h e i n t e r s e c t i o n .
a f f e c t e d _ s h s _ o b j _ i n _ o u t e r . append ( s h s _ o b j _ i n _ o u t e r [ j ] )
e l s e :
u n a f f e c t e d _ s h s _ o b j _ i n _ o u t e r . append ( s h s _ o b j _ i n _ o u t e r [ j ] )
39
# C r e a t i n g t h e i n t e r s e c t i o n o b j e c t
i f a f f e c t e d _ s h s _ o b j _ i n _ o u t e r :
# Par t o f o u t e r s h e l l s i n o b j
s h s _ o u t e r _ i n _ o b j = [ geompy . MakeCommon ( sh , o b j ) f o r sh in s h s _ o u t e r ]
44
# D i s c a r d i n g v o i d s h e l l s
a f f e c t e d _ s h s _ o u t e r _ i n _ o b j = [ ]
f o r sh in s h s _ o u t e r _ i n _ o b j :
p r o p s = geompy . B a s i c P r o p e r t i e s ( sh )
49 i f p r o p s [ 1 ] > 0 :
a f f e c t e d _ s h s _ o u t e r _ i n _ o b j . append ( sh )
# I n t e r s e c t i o n o b j e c t
c p _ s h _ i n t e r s e c t e d _ o b j = geompy . MakeShel l ( a f f e c t e d _ s h s _ o b j _ i n _ o u t e r + a f f e c t e d _ s h s _ o u t e r _ i n _ o b j )
55 s h s _ i n t e r s e c t e d _ o b j =geompy . SubShapeAl l ( c p _ s h _ i n t e r s e c t e d _ o b j , geompy . ShapeType [ "SHELL" ] )
i n t e r s e c t e d _ i n n e r _ o b j e c t s . append ( i n t e r s e c t e d _ o b j )
e l s e :
i f i s _ o b j _ i n _ o u t e r :
60 u n a f f e c t e d _ i n n e r _ o b j e c t s . append ( o b j )
re turn [ i n t e r s e c t e d _ i n n e r _ o b j e c t s , u n a f f e c t e d _ i n n e r _ o b j e c t s ]
B.1.2 La méthode MAKECUTBYSHELLS.
La méthode MAKECUTBYSHELLS est l’implémentation Python de l’Algorithme
6.5. Elle permet de couper un objet de référence outer_object par un ensemble
de petits objets inner_objects que l’on suppose disjoints. L’objet coupé est
appelé cut_object.
Au sein de la méthode améliorée de construction de la géométrie de la cellule
(cf. §6.2.3), cette routine assure les étapes (Alg. 6.3 L.9) et (Alg. 6.3 L.10).
# C re a t e t h e c u t o f o u t e r _ o b j e c t by t h e un ion o f i n n e r _ o b j e c t s
# L a s t m o d i f i e d : 0 8 / 0 3 / 2 0 1 0
3 def MakeCutByShel ls ( o u t e r _ o b j e c t , ∗ i n n e r _ o b j e c t s ) :
i f not ( i n n e r _ o b j e c t s ) :
re turn o u t e r _ o b j e c t
8 # R e t r i e v i n g s h e l l s from o u t e r _ o b j e c t
s h s _ o u t e r = geompy . SubShapeAl l ( o u t e r _ o b j e c t , geompy . ShapeType [ "SHELL" ] )
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n b _ s h s _ o u t e r = l e n ( s h s _ o u t e r )
# Working on each i n n e r o b j e c t s
13 s h s _ o v e r _ o u t e r = [ ]
s h s _ i n _ o u t e r = [ ]
f o r o b j in i n n e r _ o b j e c t s :
# Computing t h e p o t e n t i a l c u t o f o b j t o o u t e r s h e l l s
22 i s _ o b j _ o v e r _ o u t e r = F a l s e
s h s _ h o l e s _ i n _ o u t e r = [ geompy . MakeCommon ( sh , o b j ) f o r sh in s h s _ o u t e r ]
f o r j in r a n g e ( n b _ s h s _ o u t e r ) :
p r o p s =geompy . B a s i c P r o p e r t i e s ( s h s _ h o l e s _ i n _ o u t e r [ j ] )
27 # Props 1 i s area : t h e s h e l l had t o be non v o i d .
i f p r o p s [ 1 ] > 0 :
s h s _ o u t e r [ j ] = geompy . MakeCut ( s h s _ o u t e r [ j ] , s h s _ h o l e s _ i n _ o u t e r [ j ] )
i s _ o b j _ o v e r _ o u t e r =True
33 # O b j e c t s h e l l s
s h s _ o b j =geompy . SubShapeAl l ( obj , geompy . ShapeType [ "SHELL" ] )
i f l e n ( s h s _ o b j ) ! = 1 :
r a i s e " E r r o r i n MakeCutByShel ls : i n n e r o b j e c t s must have on ly one s h e l l "
s h _ o b j = s h s _ o b j [ 0 ]
39
# Par t o f o b j e c t s h e l l i n t h e o u t e r o b j e c t
s h _ o b j _ i n _ o u t e r = geompy . MakeCommon ( sh_ob j , o u t e r _ o b j e c t )
s h s _ o b j _ i n _ o u t e r = geompy . SubShapeAl l ( s h _ o b j _ i n _ o u t e r , geompy . ShapeType [ "SHELL" ] )
44 # Making t h e " p a t c h o f t h e h o l e s "
f o r sh in s h s _ o b j _ i n _ o u t e r :
p r o p s = geompy . B a s i c P r o p e r t i e s ( sh )
i f p r o p s [ 1 ] > 0 :
# S h e l l i s non−v o i d : we change i t s o r i e n t a t i o n t o " make i t " a p a r t o f o u t e r _ s h e l l
49 s h _ i n v = geompy . C h a n g e O r i e n t a t i o n ( sh )
i f i s _ o b j _ o v e r _ o u t e r :
# The o b j s h e l l i s c o n t i g u o u s t o t h e o u t e r s h e l l
s h s _ o v e r _ o u t e r . append ( s h _ i n v )
e l s e :
54 # We are s t r i c t l y i n t h e o u t e r s h e l l
s h s _ i n _ o u t e r . append ( s h _ i n v )
# We c r e a t e a s o l i d from a l i s t o f s h e l l s
a l l _ s h e l l s _ i n _ o n e =geompy . MakeShel l ( s h s _ o u t e r + s h s _ o v e r _ o u t e r )
60 a l l _ s h e l l s =geompy . SubShapeAl l ( a l l _ s h e l l s _ i n _ o n e , geompy . ShapeType [ "SHELL" ] )
c u t _ o b j e c t = geompy . MakeSol id ( a l l _ s h e l l s + s h s _ i n _ o u t e r )
re turn c u t _ o b j e c t
B.1.3 La méthode MAKECONFORMTOTANGENTOBJECTS.
La méthode MAKECONFORMTOTANGENTOBJECTS ajoute les points de tan-
gence des objets tangent_objects à un objet de référence outer_object.
L’objet SALOME obtenu est appelé partition, en référence à la méthode MA-
KEPARTITION qui permet de le construire.
Elle assure l’ étape (Alg. 6.7 L.5) de la méthode complète de discrétisation de
la cellule (cf. §6.2.5).
On présente tout d’abord la sous-méthode GETCROSSLINES, qui est l’implé-
mentation Python de l’Algorithme 6.6, puis la méthode MAKECONFORMTOTAN-
GENTOBJECTS.
# Given a " t r e e " o f l i n e s , i . e a s e t o f d i v i s i o n s o f t h e o r i g i n a l r e c t a n g l e i n t o r e c t a n g l e s .
# Given a p o i n t A .
3 # I t computes t h e e x t r e m i t i e s o f t h e 2 v e r t i c a l and t h e 2 h o r i z o n t a l l i n e s s t a r t i n g i n A .
# Thoses x t r e m i t i e s b e l o n g s t o t h e p r e c e d e n t l i n e s .
# Only new l i n e s are s e n t back , l i n e s p r e v i o u s l y i n t h e t r e e are i g n o r e d .
# Adapt s t h e " t r e e " t o r e f l e c t t h e new d i v i s i o n .
# L a s t m o d i f i e d : 0 8 / 2 4 / 2 0 1 0
8 def g e t C r o s s L i n e s ( p o i n t , l i n e s _ t r e e ) :
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# Check d i m e n s i o n
i f l e n ( p o i n t ) ! = 2 :
r a i s e " I t a 2D f u n c t i o n ! P o i n t must have 2 c o o r d i n a t e s . "
13
# Look ing f o r t h e s m a l l e s t r e c t a n g l e c o n t a i n i n g p o i n t
r e c t a n g l e = l i n e s _ t r e e
whi le l e n ( r e c t a n g l e ) >1 :
# Look ing f o r t h e sub−r e c t a n g l e c o n t a i n i n g p o i n t
18 c e n t e r =[ r e c t a n g l e [ 1 ] [ 0 ] [ 2 ] , r e c t a n g l e [ 1 ] [ 0 ] [ 3 ] ]
i f p o i n t == c e n t e r :
re turn [ ]
i = ( p o i n t [0] > c e n t e r [ 0 ] )
23 j = ( p o i n t [1] > c e n t e r [ 1 ] )
k= i + j∗ l e n ( r e c t a n g l e ) / 2
r e c t a n g l e = r e c t a n g l e [ k +1]
# We are now i n t h e good r e c t a n g l e
28 d i m e n s i o n s = r e c t a n g l e [ 0 ]
decX =[ d i m e n s i o n s [ 0 ] , d i m e n s i o n s [ 2 ] ]
i f p o i n t [ 0 ] not in decX :
decX =[ decX [ 0 ] , p o i n t [ 0 ] , decX [ 1 ] ]
decY =[ d i m e n s i o n s [ 1 ] , d i m e n s i o n s [ 3 ] ]
33 i f p o i n t [ 1 ] not in decY :
decY =[ decY [ 0 ] , p o i n t [ 1 ] , decY [ 1 ] ]
# C r e a t i o n o f new r e c t a n g l e s
n e w _ r e c t a n g l e s = [ [ [ decX [ i ] , decY [ j ] , decX [ i + 1 ] , decY [ j + 1 ] ] ]
38 f o r j in r a n g e ( l e n ( decY )−1) f o r i in r a n g e ( l e n ( decX )−1) ]
r e c t a n g l e += n e w _ r e c t a n g l e s
# Compute t h e l i n e s s t a r t i n g i n A as a l i s t o f 2 e x t r e m i t e s Pi =( Xi , Y i ) and Pj =( Xj , Y j ) .
# A i s e i t h e r Pi or Pj .
43 i f l e n ( decX ) = = 2 :
l i n e s =[ [ [ decX [ 0 ] , p o i n t [ 1 ] ] , [ decX [ 1 ] , p o i n t [ 1 ] ] ] ]
e l i f l e n ( decY ) = = 2 :
l i n e s =[ [ [ p o i n t [ 0 ] , decY [ 0 ] ] , [ p o i n t [ 0 ] , decY [ 1 ] ] ] ]
e l s e :
48 l i n e s X = [ [ [ decX [ i ] , p o i n t [ 1 ] ] , [ decX [ i + 1 ] , p o i n t [ 1 ] ] ] f o r i in r a n g e ( l e n ( decX )−1)]
l i n e s Y = [ [ [ p o i n t [ 0 ] , decY [ j ] ] , [ p o i n t [ 0 ] , decY [ j + 1 ] ] ] f o r j in r a n g e ( l e n ( decY )−1)]
l i n e s = l i n e s X + l i n e s Y
re turn l i n e s
# Given an o u t e r o b j e c t O
# Given t a n g e n t o b j e c t s t o O, w i t h a SALOME v e r t e x o b j e c t on t h e i r g e o m e t r i c a l t a n g e n t p o i n t .
3 # P a r t i t i o n t h e o u t e r o b j e c t w i t h a s e t o f l i n e s c r o s s i n g on t h e t a n g e n t p o i n t s .
# L a s t m o d i f i e d : 0 8 / 2 4 / 2 0 1 0
def makeConformToTangentObjec ts ( s e l f , o u t e r _ o b j e c t , ∗ t a n g e n t _ o b j e c t s ) :
i f not ( t a n g e n t _ o b j e c t s ) :
8 re turn o u t e r _ o b j e c t
a l l _ l i n e s = [ ]
f o r o b j in t a n g e n t _ o b j e c t s :
13 c p _ p t s _ o n = geompy . GetShapesOnShapeAsCompound ( o u t e r _ o b j e c t , obj ,
geompy . ShapeType [ "VERTEX" ] , geompy .GEOM. ST_ON)
p t s _ o n = geompy . SubShapeAl l ( cp_p t s_on , geompy . ShapeType [ "VERTEX" ] )
f o r p t in p t s _ o n :
18 # P r o j e c t i o n on t h e t a n g e n t f a c e
P= [ coord f o r coord in geompy . P o i n t C o o r d i n a t e s ( p t ) ]
num_face= s e l f . GetFace ( P )
i f num_face ==−1:
r a i s e " E r r o r : t a n g e n t p o i n t n o t on a t a n g e n t f a c e : / "
23 [Q, i g n o r e d _ i n d i c e , i g n o r e d _ v a l u e ]= g e t P r o j e c t i o n P o i n t ( P , ( num_face %6) /2 )
# Computing " c r o s s " l i n e s "
l i n e s = g e t C r o s s L i n e s (Q, s e l f . l i n e s _ t r e e [ num_face ] )
f o r l in l i n e s :
28 l a = g e t C o m p l e t e P o i n t ( l [ 0 ] , i g n o r e d _ i n d i c e , i g n o r e d _ v a l u e )
p t a =geompy . MakeVertex ( l a [ 0 ] , l a [ 1 ] , l a [ 2 ] )
l b = g e t C o m p l e t e P o i n t ( l [ 1 ] , i g n o r e d _ i n d i c e , i g n o r e d _ v a l u e )
p t b =geompy . MakeVertex ( l b [ 0 ] , l b [ 1 ] , l b [ 2 ] )
s a l o m e _ l i n e =geompy . MakeLineTwoPnt ( p ta , p t b )
33 a l l _ l i n e s . append ( s a l o m e _ l i n e )
i f a l l _ l i n e s :
p a r t i t i o n =geompy . M a k e P a r t i t i o n ( [ o u t e r _ o b j e c t ] , a l l _ l i n e s , [ ] , [ ] , geompy . ShapeType [ "SOLID" ] )
e l s e :
38 p a r t i t i o n = o u t e r _ o b j e c t
re turn p a r t i t i o n
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B.2 Exemples de jeux de données MPCube.
On présente ici des exemples de fichiers data, les jeux de données permettant
d’utiliser le code de calcul MPCube. Dans le cadre de la chaîne de calcul SALOME-
MPCube, la plupart de ces jeux de données sont générés automatiquement, comme
on l’explique à la section §5.1.2.
Les fichiers data sont des fichiers textes respectant certaines règles structu-
relles simples. Afin de déclarer un objet, on utilise une commande de la forme
"type_objet nom". Les actions, par exemple résoudre un problème ou lire un fichier,
présentent une forme similaire : "commande parametre1 . . . parametreN". En utili-
sant des accolades { }, il est possible d’écrire des déclarations imbriquées. Enfin,
les jeux de données ne sont pas sensibles à la casse et doivent se terminer par le
mot-clé fin.
Tout texte compris entre deux # est un commentaire et n’est donc pas interprété
par MPCube. Certains commentaires sont cependant interprétés lors de la prépara-
tion de la simulation. En effet, il ne faut pas oublier que ce jeu de données n’est
pas exploitable en l’état, mais qu’il est nécessaire de faire appel à la commande
MAKE_PAR.DATA afin de construire les fichiers nécessaires à la simulation MP-
Cube. Les commentaires #DEBUT DECOUPAGE . . . FIN DECOUPAGE# et #DE-
BUT LECTURE . . . FIN LECTURE# du jeu de donnés permettent alors de préciser
certains paramètres de la préparation, notamment les noms des fichiers temporaires
construits.
B.2.1 Résolution d’un problème.
Le jeu de donnés présenté ici correspond à la résolution, par la méthode des
Volumes Finis VFDiam, d’un problème de diffusion. Il permet de calculer la so-
lution Ψ0
Kˆ
du premier problème d’une cellule (cf. §3.2). Cette cellule est appelée
ici "omega0". Sa diffusivité adimensionnée vaut 2240, sauf en une série d’inclu-
sion (groupe "IntInclusionsD0") où elle vaux 9. Il n’y a pas de sur-échantillonnage
(ρ=0).




6 Lire_med omega0 momega0 omega0 . med
L i r e _ f i c h i e r s s z . geo ;
E c r i r e _ f i c h i e r omega0 omega0 . geom
Decouper omega0
{
11 P a r t i t i o n n e u r m e t i s { Nb_par t s 4 }




16 FIN DECOUPAGE #
# DEBUT MAILLAGE #
L i r e _ f i c h i e r omega0 . / T r a v a i l /wX0/wY0/ wZ0 / omega0 . geom
L i r e _ f i c h i e r . / T r a v a i l /wX0/wY0/ wZ0 / s s z . geo ;
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21 # FIN MAILLAGE #
# DEBUT LECTURE
S c a t t e r . / T r a v a i l / wX0 / wY0 / wZ0 /OMEGA0. Zones omega0
L i r e _ f i c h i e r . / T r a v a i l / wX0 / wY0 / wZ0 / s s z _ p a r . geo ;
26 FIN LECTURE #
# Le m i l i e u compor te deux z o n e s :
− In tFond , de d i f f u s i v i t é 2240 .
− I n t I n c l u s i o n D 0 , de d i f f u s i v i t é 9 .
32 #
M i l i e u _ D i f f u s i o n medium0
Lire medium0
{
p e r m e a b i l i t e Champ_Uniforme_Morceaux omega0 6
37 {
d e f a u t 1 0 0 1 0 1
I n t F o n d 2240 0 0 2240 0 2240
I n t I n c l u s i o n D 0 9 0 0 9 0 9
}
42 p o r o s i t e Champ_Uniforme 1 1 .
p o r o s i t e _ c o n s t a n t e
}
# On d e f i n i t l e schéma de r é s o l u t i o n :
47 − L i b r a i r i e P e t s c .
− P r e c o n d i t i o n n e r BOOMERAMG.





s o l v e u r S o l v e u r _ L i n e a i r e _ S t d
{
s o l v e u r NPPetsc
57 {
impr
s e u i l 1e−7
m a x _ i t e r 20000
s o l v e r NP_BICGSTAB NP_BOOMERAMG
62 }
}
n b _ i t e r a t i o n s _ m a x i m a l 2
}
68 # On s p e c i f i e que l ’ on r é s o u t un problème de d i f f u s i o n s c a l a i r e . #
E q u a t i o n _ D i f f u s i o n e q u a t i o n _ d i f f 0
F e r m e t u r e _ D i f f u s i o n c l o s u r e 0
Lire c l o s u r e 0
{
73 modele S c a l a i r e _ L i n e a i r e
{
c o e f f i c i e n t _ i n e r t i e l _ s t a n d a r d
}
}
78 A s s o c i e r e q u a t i o n _ d i f f 0 c l o s u r e 0
# I n i t i a l i s a t i o n du probleme . #
CCFV m a _ d i s c r e t i s a t i o n
P r o b l e m e _ D i f f u s i o n probleme0
84 A s s o c i e r probleme0 e q u a t i o n _ d i f f 0
A s s o c i e r probleme0 omega0
A s s o c i e r probleme0 scheme0
A s s o c i e r probleme0 medium0
D i s c r e t i s e r probleme0 m a _ d i s c r e t i s a t i o n
90
# C o n s t r u c t i o n du probleme . #
Lire probleme0
{
e q u a t i o n _ d i f f 0
95 {
# Choix de l a méthode de Volumes F i n i s . #
d i f f u s i o n { diamfv1 }
c o n d i t i o n s _ i n i t i a l e s { i n c o n n u e Champ_fonc_txyz omega0 1 0 }
100 # Le terme source , i c i n u l . #
s o u r c e s
{
a n a l y t i q u e
{
105 e x p r e s s i o n Champ_fonc_txyz omega0 1 0
q u a d r a t u r e _ o r d e r 2
}
}
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110 # Les c o n d i t i o n s aux l i m i t e s . #
c o n d i t i o n s _ l i m i t e s
{
FAM_−4_Bord_Xm D i r i c h l e t _ V a l e u r _ I m p o s e e C h a m p_ f r o n t_ f o n c _ t x y z 1 (1−x)∗(1−y)∗(1− z )
FAM_−5_Bord_Xp D i r i c h l e t _ V a l e u r _ I m p o s e e C h a m p_ f r o n t_ f o n c _ t x y z 1 (1−x)∗(1−y)∗(1− z )
115 FAM_−6_Bord_Ym D i r i c h l e t _ V a l e u r _ I m p o s e e C h a m p_ f r o n t_ f o n c _ t x y z 1 (1−x)∗(1−y)∗(1− z )
FAM_−7_Bord_Yp D i r i c h l e t _ V a l e u r _ I m p o s e e C h a m p_ f r o n t_ f o n c _ t x y z 1 (1−x)∗(1−y)∗(1− z )
FAM_−8_Bord_Zm D i r i c h l e t _ V a l e u r _ I m p o s e e C h a m p_ f r o n t_ f o n c _ t x y z 1 (1−x)∗(1−y)∗(1− z )
FAM_−9_Bord_Zp D i r i c h l e t _ V a l e u r _ I m p o s e e C h a m p_ f r o n t_ f o n c _ t x y z 1 (1−x)∗(1−y)∗(1− z )
}
120 }
# Choix du f o r m a t de s o r t i e , i c i l e f o r m a t l a t a . #
# On s o u h a i t e a v o i r l a s o l u t i o n e t l e f l u x . #
P o s t r a i t e m e n t
125 {
f o r m a t l a t a
Champs d t _ p o s t 1 .
{
s o l u t i o n _ i n c o n n u e e l e m e n t s




135 # R é s o l u t i o n du problème . #
Resoudre probleme0
FIN
B.2.2 Renumérotation d’un maillage.
Le jeu de données suivant reporte les champs solutions contenues dans un fichier
MED sur un maillage de référence. Pour que ce jeu de données fonctionne, il faut
que le support des champs solutions soit identique, à la numérotation des éléments
près, au maillage de référence. En sortie de ce problème, on obtient donc un fi-
chier MED contenant les mêmes informations que le fichier d’origine, mais avec
la numérotation du maillage de référence.
On utilise ce type de jeux de données lors de la mise en forme des résultats
locaux, décrite à la section §5.1.5.
d imens ion 3
3 # DEBUT MAILLAGE #
Domaine p c e l l u l e 3 D _ 0 _ 0 _ 0
Lire_med w o r k _ d i r e c t o r y / home / s i m u l a t i o n /wX0/wY0/ wZ0 / p c e l l u l e 3 D _ 0 _ 0 _ 0
mcel lu le3D_0_0_0 / home / s i m u l a t i o n /wX0/wY0/ wZ0 / c e l l u l e 3 D _ 0 _ 0 _ 0 . med
L i r e _ f i c h i e r / home / s i m u l a t i o n /wX0/wY0/ wZ0 / s s z . geo ;




13 # DEBUT LECTURE
FIN LECTURE #
e x p o r t Domaine c e l l u l e 3 D _ 0 _ 0 _ 0
18 Pbc_MED p b _ r e n u m e r o t a t i o n
Lire p b _ r e n u m e r o t a t i o n
{
/ home / s i m u l a t i o n /wX0/wY0/ wZ0 / c e l l u l e 3 D _ 0 _ 0 _ 0 _ S o l u t i o n . med
c e l l u l e 3 D _ 0 _ 0 _ 0
23 {
P o s t r a i t e m e n t
{
Domaine p c e l l u l e 3 D _ 0 _ 0 _ 0
Format med
28 F i c h i e r / home / s i m u l a t i o n /wX0/wY0/ wZ0 / c e l l u l e 3 D _ 0 _ 0 _ 0 _ p r o j e c t i o n
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Champs d t _ p o s t 0 .0005
{
S o l u t i o n P h i _ 0 0 elem
S o l u t i o n P h i _ 0 1 elem
33 S o l u t i o n P h i _ 0 2 elem
S o l u t i o n P h i _ 0 3 elem
S o l u t i o n P h i _ 0 4 elem
S o l u t i o n P h i _ 0 5 elem
S o l u t i o n P h i _ 0 6 elem
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Abstract. We present here some results provided by a multiscale resolution
method using both Finite Volumes and Finite Elements. This method is aimed
at solving very large diffusion problems with highly oscillating coefficients.
As an illustrative example, we simulate models of cement media, where very
strong variations of diffusivity occur. As a by-product of our simulations, we
compute the effective diffusivities of these media.After a short introduction,
we present a theorical description of our method. Numerical experiments on
a two dimensional cement paste are presented subsequently. The third section
describes the implementation of our method in the calculus code MPCube
and its application to a sample of mortar. Finally, we discuss strengths and
weaknesses of our method, and present our future works on this topic.
1. Introduction.
1.1. Heterogeneities in cement media. Cement media are spatially very het-
erogeneous with a large variety of physical scales. Furthermore the diffusivity of the
cement components varies with a very large contrast of several orders of magnitude.
For example, when working on the concrete scale, where the representative el-
ementary volume (REV) is roughly a few centimeters wide, we consider that the
cement paste is homogeneous and that aggregates (sand, gravel) are scattered in it,
thus creating millimiters wide heterogeneities.
On the other hand, if we choose to work at the cement paste scale (REV width
not exceeding 100µm), we have to take into account mineral microstructures, which
sizes range from 1 to 30µm. This is therefore a multiscale problem.
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1.2. Determination of the effective diffusivity. Our goal is to compute the
effective diffusivity at the concrete or cement paste scale. This topic has previously
been addressed by various laboratories at the CEA, the French Atomic Energy
Commission, both from physical and mathematical points of view. Strict analyti-
cal homogeneization [6] can be, in this case, very complex to use, chiefly because
of the continuous variation and the random spatial distribution of the inclusions
(depending of the scale: aggregates or mineral stages).
A direct numerical simulation in three dimensions is almost impossible because
of the huge computational resources (memory, CPU time) required by fine meshes.
Therefore, in order to achieve our goal, we have developed a specific multiscale
resolution method using both Finite Volumes (FV) and Finite Elements (FE) and
we present here its preliminary results.
Many multiscale numerical methods have recently been developed and it is almost
impossible to quote all the relevant works, be it Finite Elements methods [12], [14],
[18], [20], [22] or Finite Volumes methods [17], [19].
1.3. A FV/FE Multiscale method. Our method relies on the coupling of two
grids: a coarse one and a fine one. The main idea is to build a Finite Element basis
on the coarse grid from solutions computed on the fine one. In previous works on
this subject [5],[18], the Finite Element method was used on both the fine and coarse
grids, whereas, in our approach, the fine scale simulations are made using Finite
Volumes. Thus we expect to increase the stability of the method in view of strong
discontinuities and anisotropy of the studied media, and to keep the advantages
of the multiscale Finite Element method (no geometric assumptions on the media,
easy parallelization of the computation).
We solve a stationary diffusion equation to determine the concentration C of a
single chemical species: −∇ · (D∇C) = α in Ω,C = f on ΓD,
D∇C · n = g on ΓN ,
(1)
where (ΓD,ΓN ) is a partition of the boundary Γ of Ω.
2. Description of the multiscale method. In the sequel, Ω is either a rectan-
gular domain (two dimensions) or a parallelepipedic one (three dimensions).
Algorithm 1 presents the various steps of our multiscale method we use for solving
problem (1).
Algorithm 1 Main steps
1: Partition the domain into sub-domains with oversampling
2: Solve cell problems
3: Build the Finite Element basis
4: Solve the coarse problem
5: Compute the fine-scale solution
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Figure 1. The domain Ω (bold line) is divided into rectangular
macroelements K (solid line). The cell Kˆ (dotted line), built from
K and a fraction ρ of its neighbours, is meshed finely (in thin grey).
2.1. Decomposition into sub-domains with oversampling. Assuming we
know the diffusivity D on the fine scale, we divide the domain Ω into rectangu-
lar, respectively parallelepiped, macroelements K, thus creating a two-dimensional,
respectively three-dimensional, regular coarse mesh. As shown in Figure 1, at the
local scale, we define the cell Kˆ by enlarging the macroelement K with a frac-
tion ρ ≥ 0 of its neighbours. We call ρ the oversampling rate. Oversampling was
introduced in [18] to improve the efficiency of multiscale finite element methods.
In order to save computing resources, the domain Ω is not globally meshed at
the fine scale. The cells Kˆ are meshed individually, while ensuring that the meshes
of two adjacent cells Kˆ1 and Kˆ2 are conforming on ∂K1 ∩ ∂K2. Building smaller
meshes for all cells than a large global mesh for the entire domain is of course much
easier and efficient in terms of memory and CPU requirements. The fine scale
meshes of Kˆ can be either structured or not.
2.2. Solving cell problems. With n = 4 (dimension 2) or n = 8 (dimension 3),
let (Si)1≤i≤n be the vertices of the macroelement K, and (Sˆi)1≤i≤n the vertices of
the cell Kˆ.
On each cell Kˆ we have to solve a cell problem for each 1 ≤ i ≤ n:{
−∇ · (D∇Ψi
Kˆ
) = 0 in Kˆ ,
Ψi
Kˆ
= βi on ∂Kˆ,
(2)
where βi is a continuous linear function on each edge of ∂Kˆ, with βi(Sˆj) = δi,j ,
where δ stands for the Kronecker symbol.
For two-dimensional structured meshes it is possible to solve the cell problems
by the VF9 finite volume method [16]. In most cases, as D is diagonal, this method
is equivalent to the classical five points Finite Volume method. However, for more
general cases we switched to the Diamond Finite Volume Method (VFDiam) for
solving cell problems. First described in [11], VFDiam has been used by the CEA
to work on media, like the cement ones, where strong anisotropies or/and contrasts
of diffusivity occur. We now briefly recall the principles of VFDiam.
As shown in Figure 2 (left part), in the 2D case, we consider two adjacent cells
where the unknowns, C- and C+ respectively, are located at their barycenter, and
call F = T0T1 their common edge. We suppose D to be constant on each cell, equal
to D- and D+ respectively.
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Figure 2. Left: a VFDiam element (in grey surrounded by a
dashed line) is defined around the common face of two adjacent
elements. Right: the set T0 (in grey) is defined as the collection of
all cells which contain the node T0.
We define the VFDiam volume as the union of the two half-diamond cells T0T1C
-
and T0T1C
+, respectively of volumes V - and V +. We then introduceG, the barycen-
ter of F , and the intermediate unknowns CTi localised on Ti.
As a Finite Volume Method, the VFDiam method relies on the following approx-


















• n is the normal vector of F , oriented from C- to C+ and of norm ‖F‖.
• κ- = D-2V - , respectively κ+ = D
+
2V +
• r-k = nC-Tk + n-GTk et r+k = nC+Tk + n+GTk• n-GTk is the normal vector of [GTk], oriented outward T0T1C-, of norm ‖GTk‖
As we have introduced the intermediate unknown CTi , we need an additionnal
relation to keep the problem well-posed. It is provided by a least squares interpo-
lation method on Ti, the set of cells incident to the node Ti (cf. Figure 2, right
part). For all nodes, CTi is computed as a linear combination of the unknowns Cj
associated with cells in Ti.
A similar formula exists for the three-dimensional case. It can be found in [2],
as well as the detailed calculation of (3).
2.3. Definition of the finite element basis. On each macroelement K, we con-




(2). To find the coefficients ai,l, we impose, for any 1 ≤ i ≤ n, that






(Sj) = δi,j .
Let I be the set of nodes of the coarse grid, and NI the cardinal of I. The finite
element function ΦI , associated to I ∈ I, is defined piecewise on each macroelement
K 3 I. Provided I coincides with a vertex of K, i.e. Sj = I, we have:




Due to the oversampling of cells Kˆ, the Finite Element basis (ΦI)I∈I is non-
conforming, namely each ΦI is discontinuous through the boundary ∂K of the
macroelement K.
A strict oversampling of macroelements is not mandatory to properly define the
multiscale method. We can choose ρ = 0 and then have Kˆ = K. In such a case, this
step of the method becomes trivial as we have ΦiK = Ψ
i
Kˆ
. However, when ρ = 0,
the multiscale method is less efficient because of a boundary layer resonance, due to
the use of linear boundary conditions to solve the cell problems (§2.2). Quantitative
and qualitative effects of the oversampling rate ρ are detailed in [14].
2.4. Solving the coarse problem. We solve the coarse problem by a Finite El-
ement Method relying on the basis (ΦI)I∈I . It amounts to solve the linear system
KCH = S,




D∇ΦI · ∇ΦJ ∀(I, J) ∈ I,
and S a column vector deduced from the data f , g and α in (1) with matrices similar
to K. We build those matrices by assembling their local counterparts, which allows




D∇ΦiK · ∇ΦjK ∀ 1 ≤ i, j ≤ n.
We compute these terms, at the fine scale, from the VFDiam approximation of
fluxes (3), applied to (ΦiK)1≤i≤n.
2.5. Computing the fine-scale solution. Last but not least, we reconstruct, at







As the pratical interest of this method is to solve very large problems, where
a classical resolution is technically impossible, we usually can not store the recon-
structed solution C (or its gradient or its flux density ‖D∇C‖) on the whole domain
in a single array. Rather, we reconstruct the solution on subdomains of interest,
thus handling arrays of smaller size, fitting in the available computer memory.
This is achieved by gluing solutions of adjacent macroelements, and this is the
reason why we need to ensure that meshes are conforming across the boundaries of
macroelements (cf. §2.1). However, as the Finite Element method is not conforming,
this does not impose any kind of continuity on the solution.
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2.6. Estimate of the computational cost. We assume that the domain Ω is
divided into M macroelements and that each macroelement K is meshed with N
microscopic elements. Taking into account the oversampling area, each cell Kˆ con-
tains about (1 + 2ρ)dN elements, with d the space dimension. We note F(N ) a
function estimating the cost of solving a linear problem of size N .
The total cost, in computational time, of our multiscale method can be estimated
by:
Ctot =M ×F((1 + 2ρ)dN)︸ ︷︷ ︸
Solving cell problems
+ F(M)︸ ︷︷ ︸
Coarse problem
+M ×O(N), (4)
where we use the Landau notation O(N) for a function of order N at infinity. It
is only an approximation of the computational cost of our method, as the costs of
some minor operations have been neglected. The rightmost term of (4) represents
the cost of assembling Finite Element matrices (§2.4) and of reconstructing the
fine-scale solution from the coarse one (§2.5).
Estimate (4) can be compared, for example, to a direct resolution by the Finite
Element or Finite Volume method, the cost of which would be F(MN). Considering
that usually F(MN) = O(M3N3) for a direct solver on a full matrix, or F(MN) =
O(M2N2) for an iterative solver on a sparse matrix, we can see that the multiscale
method is far less expensive than the direct ones. Of course, this low computational
cost has a counterpart: results obtained by the multiscale method are, by principle,
less accurate.
We would like to emphasize that every step of the multiscale method can be done
in parallel but one: solving the coarse problem (§2.4). Therefore, provided we have
enough processors, of the order of M , we can expect a very low computational cost
on parallel computers:
Ctot = F((1 + 2ρ)dN) + F(M) +O(N). (5)
3. Application to a cement paste model.
3.1. Description of the cement paste. We consider a cement paste as described
by previous CEA works [7]. In this section, lengths are expressed in micrometers
(µm). The square domain Ω = [0, 100]2 is composed of a porous phase, of diffu-
sivity D0 = 2.2× 10−9m2 · s−1, filled with thousands of inclusions representing the
various minerals existing in concrete. Depending on their caracteristics (average
size, number of layers and diffusivity), inclusions are dispatched into four groups:
• 3500 homogeneous spheres (diffusivity d1 = 1 × 10−20m2 · s−1, radius r1 ∈
[0.1, 1.3]) for the portlandite, aluminates and anhydrides.
• 1700 homogeneous spheres (diffusivity d2 = 1 × 10−12m2 · s−1, radius r2 ∈
[0.1, 1.3]) of HD C-S-H (High Density C-S-H).
• 1900 homogeneous spheres (diffusivity d3 = 9 × 10−12m2 · s−1, radius r3 ∈
[0.1, 1.3]) of LD C-S-H (Low Density C-S-H).
• 200 multi-layer spheres (radius r4 ∈ [1.3, 2.8]) composed of a core of port-
landite (stretching on the first 40% of the radius) and two shells: one of HD
C-S-H (from 0.4r4 to 0.9r4) and one of LD C-S-H (from 0.9r4).
The random spatial distribution of the inclusions is computed by a program
developped by Erwan Adam [3]. Figure 3 presents a close-up of the domain.
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Figure 3. Close-up of the cement media: pore phase (white), LD
C-S-H (light grey), HD C-S-H (dark grey), portlandite, aluminates
and anhydrides (black).
3.2. Two-dimensional simulation . We present here our first numerical exper-
iments. They used the VF9 Finite Volume method, and both the coarse and fine
scale meshes are rectangular and structured.
We solved the following problem:
−∇ · (D∇C) = 0 on Ω = [0, 100]2,
C(0, y) = 1 for y ∈ [0, 100],
C(1, y) = 0 for y ∈ [0, 100],
D∇C · n = 0 if y ∈ {0, 100}.
(6)
With these specific conditions, we can compute a physical value of the homoge-
nized coefficient from the ingoing and outgoing fluxes, themselves computed from






D∇C · n, (7)
where L = 100 is the length of the domain. We emphasize that the homogenized
coefficient computed by (7) is not the theorical homogenized coefficient as defined
by homogenization theory [4]. This formula for D? has been chosen in order to
mimic the experimental measurements of equivalent diffusivity.
The homogenized coefficient D? computed by our method is displayed on Figure
4. The number of macroelements K is fixed to 100 as we increase the number of fine
scale elements. The coefficient follows a similar evolution for the four values of ρ
we tried, matching the figures computed from the direct resolution (solid line) from
less that 10%. However, we can not really consider that our homogenized coefficient
converges.
This gap is linked to the flux density error, presented on Figure 5. We note that
the error is up to 5 times stronger near the boundaries of macroelements K. This
boundary layer resonance, described in [14], is usually limited by the oversampling
method. However this is not the case here. At best, for ρ = 0.05, we decrease the
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Figure 4. Evolution of the homogenized coefficient, with a fixed
number M of macroelements, when the precision of the fine-scale
mesh increases. The reference solution is computed from a direct
resolution of problem (1).
0 « /S /D »













Figure 5. Cut across the domain Ω of the flux density: difference
between the multiscale method (M = 10 × 10) and the reference
solution.
maximal error values by 30%, but we also increase the minimal error value. In the
end, the mean error value increases.
4. Application to a sample of mortar.
4.1. A 3D implementation in a parallel environment. As shown in section
§3, the results computed with our first implementation highlighted some weaknesses
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[1]. To improve the method, an important work of implementation has been made,
and is presented in this section. Indeed, to increase its performances, the method
has been integrated into the parallel numerical code MPCube [9], itself relying upon
the calculus kernel Trio-U [23].
It allows us to easily solve 2D and 3D diffusion problems by the VFDiam method,
both in sequential and parallel contexts. Our method can now use two levels of
parallelism. The outer-cell parallelism (see §2.6) allows us to process the work on
each cell independently from each other. The inner-cell parallelism, using a parallel
solver for the computations on each cell, increases our computational capacities to
manipulate and solve even larger problems. Applied to the expensive steps of the
method, namely meshing the cells and solving the cell problems, these two levels of
parallelism broaden significantly our choice of parameters for the multiscale method.
For example, we are now able to mesh very accurately each oversampling area and,
by extension, to choose the oversampling rate ρ with more precision.
4.2. Description of the mortar. We want to conduct simulations on a sample of
mortar. In mortars, grains of sand are not directly contiguous to the paste, they are
wrapped with highly diffusive transition layers. These layers play a prominent part
in the transport of chemical species. Indeed, whereas grains of sand are necessarly
distinct, the various transition layers can merge with each other. When the density
of sand increases, highly diffusive pathes appear through the media, a phenomenon
called percolation [8].
Experimental processes have estimated the thickness of the transition layers to
30µm, whereas the diameter of grains of sand stretches from 0.16 to 4mm. In order
to deal with this wide range in the characteristic lengths, we usually need to work
with very fine discretizations, which leads to huge meshes. This is exactly a case
where a multiscale method is useful: we can mesh very accurately each part of the
domain, with their sand grains and the corresponding layers, but as the domain has
been subdivided, each mesh remains of acceptable size.
We consider here a 125mm3 cubic domain. Like the cement media described in
§3, it is modelised as a background media, of adimensionate diffusivity Db = 5,
filled with homogeneous spheres, the grains of sand, of diffusivity Ds = 1. Each
sphere is then wrapped in a 30µm layer of diffusivity Dt = 15 acting as a transition
zone. We suppose that the transition zones remain distinct from each other, even
if it is physically unlikely as we chose the sand volume fraction to be quite high
(35%). Diffusivity values come from measures by mercury intrusion porosimetry [8],
while the size distribution of sand grains, shown in Figure 6, comes from industrial
granulometric measurements [13].
4.3. Numerical experiments. The domain is meshed by 125 cubic macroele-
ments (5 in each space direction) with no oversampling (ρ = 0). Each cell is then
meshed by the tools GHS3D and BLSURF via the SALOME platform [21]. The
number of mesh elements in each cell varies from 1 × 105 to 5 × 105, depending
on the local geometry of the cell. For example, tangent points between spherical
inclusions and the cell boundaries lead to an important increase of the number of
tetrahedrons needed to mesh the cell appropriately. This adds up to approximately
2 × 107 elements in the whole domain. Figure 7 presents the mesh for one cell,
composed of approximatively 2.5× 105 elements.
We solve problems which are 3D transcriptions of problem (6) used in §3.2. We
impose as boundary conditions C = 1 when x = 0, C = 0 when x = 5 and a null
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Figure 6. Size distribution of sand grains in the mortar, computed
from the sand granulometric curves. The biggest sizes of sand
grains, from 1.2mm to 4mm, are here dismissed, as the domain is
only 5mm wide.
Figure 7. Geometry and mesh of one cell. Cement paste (bottom)
has been clipped in order to show the spherical sand grains and the
matching transition layers (highlighted, clipped on the top).
flux on the other sides. Finally, we choose a null source term. Figure 8 displays the
evolution of the concentration C with x, whereas the other coordinates (y; z) are
constant. Both global and local phenomena are observed. From a global point of
view, the solution C appears almost linear. However, strong variations can occur on
very short distances when the chemical species crosses a highly diffusive transition
layer.
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Figure 8. Concentration C and longitudinal gradient ∇xC across
the domain, from x = 1 to 3, whereas the remaining coordinates
(y; z) are constant. The transition layers are easily recognized by
the small jumps they induce in the concentration profiles.
In a future analysis of those results, we will compute the homogenized coefficient
D?x from the ingoing and outgoing fluxes using (7). By switching the boundary
conditions from face to face, we will compute 3 homogenized coefficients D?x, D
?
y
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and D?z . We work here on a representative element of the mortar, which is expected
to be isotropic. Consequently, the coefficients should be roughly the same.
5. Conclusions and future works. We have presented some numerical experi-
ments using our coupled FV/FE multiscale method. They were first computed with
our standalone 2D implementation, then with the parallel numerical code MPCube.
In the 2D case, our method has shown promising results, but also some weak-
nesses [1]. Actually, the method converges smoothly for academic benchmarks, but
the error tends to stall in the cement media cases because of a boundary layer effect.
Our first attempt to solve this problem, by oversampling the coarse elements, has
not been successful yet because of the large contrast of diffusivity. To circumvent
this difficulty we have emphasized two directions of work.
We have first focused on the oversampling method. It requires a very accurate
mesh on each oversampling area and a well-chosen oversampling rate ρ [14]. Using
such precision would exceed the computational capacities of our first implemen-
tation. Consequently our method was integrated into the parallel numerical code
MPCube. This new implementation has been tested on a realistic 3D case of mortar.
More numerical experiments will be conducted, especially comparisons with large
size direct resolutions as part of the EHPOC project [15].
Second, it has been made clear that the non-conformity of the Finite Element
basis at the coarse scale is the main obstacle for convergence when the oversampling
rate ρ is not small. To overcome this problem we plan to use Discontinuous Galerkin
methods [10] to solve the coarse problem, instead of a classical Finite Element
method.
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Les méthodes numériques classiques sont inadaptées aux problèmes de diffusion
au sein des matériaux cimentaires, du fait de l’écart entre l’échelle grossière de tra-
vail, de l’ordre du mètre, et l’échelle fine de la description du milieu, de l’ordre du
micromètre, On présente dans cette thèse plusieurs méthodes de simulations multi-
échelles couplant Volumes Finis et Éléments Finis, ainsi que leurs implémentations
informatiques efficaces.
En particulier, on a développé une chaîne de calcul multi-échelle utilisant la
plate-forme SALOME (génération des maillages, post-traitement des solutions) et
le code de calcul parallèle MPCube (résolution des problèmes) qui permet de réali-
ser automatiquement et efficacement des simulations multi-échelles. Un soin parti-
culier a été apporté à la parallélisation des tâches et à l’optimisation des méthodes
aux spécificités des matériaux cimentaires.
On a appliqué cette chaîne de calcul à plusieurs échantillons de matériaux ci-
mentaires, notamment des modèles de mortiers et de pâtes de ciment. Les résultats
de ces simulations ont permis de déterminer une diffusivité numérique équivalente,
ainsi que de reconstruire une solution à l’échelle fine.
Abstract.
To solve diffusion problems on cement media, two scales must be taken into ac-
count : a fine scale, which describes the micrometers wide microstructures present
in the media, and a work scale, which is usually a few meters long. Direct numeri-
cal simulations are almost impossible because of the huge computational resources
(memory, CPU time) required to assess both scales at the same time. To overcome
this problem, we present in this thesis multiscale resolution methods using both
Finite Volumes and Finite Elements, along with their efficients implementations.
More precisely, we developped a multiscale simulation tool which uses the SA-
LOME platform to mesh domains and post-process data, and the parallel calcul
code MPCube to solve problems. This SALOME-MPCube tool can solve automati-
cally and efficiently multi-scale simulations. Parallel structure of computer clusters
can be use to dispatch the most time-consuming tasks. We optimized the functions
to take into account for cement media specificities.
We present numerical experiments on various cement media samples, e.g. mor-
tar and cement paste. From these results, we manage to compute a numerical effec-
tive diffusivity of our cement media and to reconstruct a fine scale solution.
