The Generalized Partition Crossover (GPX) constructs new solutions for the Traveling Salesman Problem (TSP) by finding recombining partitions with one entry and one exit in the graph composed by the union of two parent solutions. If there are k recombining partitions in the union graph, 2 k −2 solutions are simultaneously exploited by GPX. Generalized Asymmetric Partition Crossover (GAPX) is introduced; it finds more recombining partitions and can also find partitions for the asymmetric TSP. GAPX does this by locating partitions that cut vertices of degree 4 in the union graph and by finding partitions with multiple entry and exit points, both in O(n) time. GAPX can improve the quality of solutions generated by the Lin-Kernighan-Helsgaun heuristic and improve the state of the art for the asymmetric TSP.
INTRODUCTION
An instance of the Traveling Salesman Problem (TSP) can be defined by a complete weighted graph G(V, E), where V = {v 1, v2, . . . , vn} is a set of n vertices (or cities) and E contains edges between every pair of vertices in V . Each edge e i,j ∈ E between vertices vi, vj ∈ V is associated with a weight w i,j ∈ R + , generally indicating the distance or travel cost between the two cities. All candidate solutions for a TSP are Hamiltonian circuits in G, and thus each solution x ∈ X is typically represented as permutations over the set of vertices in graph G. Considering the vertex v x 1 as the fixed start and end point, then the evaluation of a particular Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. GECCO '14 
. , xn]
T ∈ X, specifying a permutation on n − 1 vertices, is given by:
(1)
The objective of the optimization process is to find x ∈ X with the minimum evaluation f (x). The TSP can be symmetric or asymmetric. For example, the distance between two cities is typically a symmetric cost; however, the travel time from city A to city B might be different from the travel time from city B to city A depending on traffic patterns or time of day. An amazing number of optimization algorithms have been proposed for the TSP. One of the best heuristics is the LinKernighan-Helsgaun (LKH) algorithm [5] . The core of LKH is a variable depth local search (LK heuristic). In LKH, a number of improvements have been added to the original LK heuristic, like the use of sensitive analysis to estimate the probability of an edge appearing in an optimal solution. LKH is also a form of iterated local search which uses soft restarts. In addition, LKH includes a recombination operator, called Iterative Partial Transcription (IPT) [7] , which is similar in effect to the Generalized Partition Crossover (GPX) operator independently developed by Whitley et al. [13] [12] . Both GPX and IPT are 1) respectful and 2) transmits genes. Respectful operators transfer all common features (edges) found in both parents to the offspring. Operators that "transmit genes" generate offspring that are composed only of features (edges) contained in the parent solutions. GPX has O(n) complexity while IPT as described has O(n 2 ) complexity. Hains et al. [4] improved multi-trail LKH by using GPX. However, due to the similarity of Helsgaun's IPT recombination operator and GPX, the improvement was not a result of using GPX, rather the improvement was a result of using respectful recombination more frequently. Hains et al. recombined each new locally optimal solution with all of the previously discovered local optima. LKH with IPT only recombined each new locally optimal solution with the current best so far solution. By accumulating all of the local optima encountered, Hains et al. incrementally constructed a population on the fly which could be exploited by recombination.
In this paper, we add three enhancements to GPX. First, GPX is adapted for use with the asymmetric TSP (ATSP). The new operator is called GAPX: Generalized Asymmetric Partition Crossover. This means that GAPX considers the direction in which the tour (solution) is moving along each edge during recombination. GAPX can still be applied to the symmetric TSP. Second, GAPX exploits cuts that break nodes of degree 4 of the union graph between two parent solutions as a site for crossover. IPT also exploits "cuts" at vertices of degree 4 during recombination. While IPT appears to have O(n 2 ) complexity in the worst case, Helsgaun's implementation of IPT is often efficient because recombination can only occur at common edges, or at vertices of degree four. The third enhancement allows GAPX to identify partitions with multiple entries and exits, i.e., subgraphs with more that two points connecting the partition to the rest of the union graph. Both the original GPX operator and the IPT operator exploit only subgraphs with 1 entry and 1 exit. These three enhancements do not change the complexity of the original GPX; the cost of recombination is O(n), where n is the number of cities in the TSP. GAPX can find more feasible recombinations than GPX or IPT, and thus, it can exploit a larger number of possible offspring.
In Section 3, GAPX is evaluated in two ways: first, as a recombination operator inside a Genetic Algorithm (GA) using local search based on 3-opt moves; second, as a recombination operator used to improve solutions generated by multi-trial LKH. The experimental results indicate that the GAPX can be employed to produce very competitive algorithms for the ATSP. This paper is concluded in Section 4 with a discussion of future work.
GAPX
Whitley et al. [13] presented the GPX operator for the symmetric TSP. Both GPX and GAPX recombine solutions by exchanging subpaths that contain edges not shared by the parents. The subpaths are identified by removing the common edges of the union graph G u = G1 ∪ G2, where G 1 = (V, E1) and G2 = (V, E2) are the parent solutions, and connected components are found using Breadth First Search in the remaining graph. The solutions generated by partition crossover (PX, GPX or GAPX) are always Hamiltonian circuits [12] . If there are k connected components representing feasible partitions, then 2 k − 2 offspring different from the parents can be generated by crossover [13] . As the evaluation of a Hamiltonian cycle length is the sum of the subpaths inside and outside the recombining partitions in the TSP, the best of the 2 k − 2 offspring solutions is found by selecting the best partial solution for each subgraph partition. In practice, the GPX operator has been observed to exploit as much as 27 partitions, and the set of reachable offspring contained more than 2 26 = 64 million local optima. GPX, IPT, and GAPX all return the best of the 2 k offspring; GAPX is guaranteed to yield a larger value of k than GPX or IPT.
Previous work has also shown that if the parent solutions are local optima, the majority of the offspring are also local optima [12] . This is due to the fact that no feasible partition can be further improved by local search; if this is true for the parents, it must also be true for the offspring. The only local search move than can improve a solution after GAPX (or GPX) is one that moves multiple cities distributed across multiple partitions, and this type of improving move is rare. Figure 1 illustrates two ideas: it illustrates how recombination exploits partitions of the graph G u and it also illustrates how a graph can be divided at a vertex of degree 4. Let the red (dashed) lines represent parent one and blue (solid) lines represent parent two. First consider the middle graph. A partition exists which cuts only 2 common edges. This creates a single entry and exit from each subgraph. Given one entry and exit, a tour can be broken at these "cuts" and recombination will always yield new distinct and feasible offspring [12] . If there are multiple partitions that cut 2 common edges, this process can be repeated (i.e., iterated). The leftmost graph illustrates another idea: nodes of degree 4 can be "split". If vertex 6 in Figure 1 is broken into vertices 6 and 6', with a zero cost on the new edge, the graph can again be partitioned by cutting common edges. We will denote 6' as a ghost vertex. Ghost vertices are removed after recombination.
One possible challenge with creating ghost vertices is that every vertex of degree 4 can be split in two ways, because the ghost vertex might be inserted before or after the original vertex. Thus, if there are O(n) vertices of degree 4, there are potentially O(2 n ) different graphs that might be generated by splitting vertices of degree 4. In practice, this problem is resolved by recognizing that the desired graph is obtained by doing the insertion consistently. All vertices of degree 4 are split by consistently inserting the ghost vertex immediately after the original vertex. In the ATSP this is sufficient to correctly split all of the vertices of degree 4 because all solutions are directional. In the symmetric TSP, each solution can be thought of as being bi-directional since the tour can be navigated in a clockwise or counter-clockwise fashion. Luckily, it does not matter which direction is chosen as long as the insertion of ghost vertices is done consistently after (or before) the original vertex.
We will refer to the direction of movement from one vertex to the next as the "flow" of the Hamiltonian circuit. The direction of "flow" is particularly important for the ATSP. This process is captured in the following procedure. After ghost vertices are inserted, we ask which common edges partition the graph. If a partition yields a single entry and exit point, then recombination can occur and will yield a new Hamiltonian circuit. The properties of GPX are explained in more detail by Whitley et al. [12, 13] . Using GAPX to split vertices of degree 4 is illustrated in the following example (see Figure 1) . The * symbol illustrates the (only) location where respectful recombination is feasible.
Parent 1:
11 * 1 2 3 4 5 6 * 6' 7 8 9 10 Parent 2: 11 * 1 3 2 5 4 6 * 6' 8 7 10 9 Offspring 1: 11 * 1 2 3 4 5 6 * 6' 8 7 10 9 Offspring 2: 11 * 1 3 2 5 4 6 * 6' 7 8 9 10
GAPX is illustrated on a more complex example in Figure  2 . In this case, there are 3 partitions and thus there are 2 k − 2 = 8 − 2 = 6 possible offspring. It is not necessary to generate all offspring; the best possible offspring is obtained by selecting the best subpaths inside each subgraph [12] .
Splitting a vertex of degree 4 does not necessarily divide the graph into connected subgraphs. This can be seen by considering the vertices 10, 10', 13, 13', 15 and 15' in Figure  2 . These nodes are also split but do not yield common edges that can be used to divide graph G u. 
GAPX for the ATSP
For the ATSP, GAPX considers an edge as a common edge only if the respective edges in both parents have the same flow direction, e.g., the union of edge (1,2) and (1,2) is a common edge, while the union of edge (1,2) and (2,1) is not a common edge. GAPX also recognizes more complex partitions that can have multiple entries and exits.
GAPX generates offspring in the following way. 1) Generate graph G u by merging the parents, G1 and G2. 2) Split vertices of degree 4 by inserting ghost vertices after the original vertex; denote the new graph as G u . 3) Delete the common edges from G u and identify the connected subgraphs; copy the common edges to the offspring. 4) Determine if the connected subgraphs are feasible partitions. 5) Copy the edges from the shortest subpath for each feasible partition.
A feasible partition is one where both tours enter at the same entry points, both tours visit all of the vertices of the partition, and both tours exit at the same exit points. Both IPT and the original GPX use only partitions with a single entry and exit, with one exception: the "residual graph" can have multiple entry and exit points. For example, in Figure 2 there are two partitions with a single entry and exit. After the feasible partitions are processed, the remainder of the graph has multiple entries and exits. After feasible partitions are identified, the remainder of the graph is also considered a feasible partition for recombination.
GAPX can be applied to the symmetric TSP by arbitrarily selecting the direction of flow. Thus, the label of entry or exit is arbitrary (i.e. exchangable) but fixed.
Multiple Entries and Exits Partitions
The second major contribution of this paper is a procedure to identify feasible partitions with multiple entries and exists. After identifying the connected components in the graph obtained from removing the common edges of G u , the obtained partitions must be tested. Denote these as candidate partitions. The candidate partitions are connected components of G u after all of the common edges are deleted. All of the vertices in a candidate partition must be reachable by traversing single edges (not common edges). If a vertex has only one edge that connects to another vertex in the connected components, then it is a potential entry or exit.
If a partition subgraph is not a feasible partition for recombination, it cannot be used to generate a Hamiltonian cycle. To test if a candidate partition is a feasible partition, the following test is applied. The identification of the entry and exit vertices, as well the edges connecting them, can be done by visiting each vertex of G u following the paths given by G1 and G2. Therefore, all simplified graphs G in can be constructed in O(n) time. Examples of the application of procedures 1 and 2 are given in figures 2 and 3. In Figure 2 GAPX identifies the 2 feasible cuts yielding 3 feasible partitions. In Figure 3 , there are two entry points and two exit points and two feasible partitions. Note that vertices 1, 5, 7 and 10 are all connected vertices reachable by single edges; similarly, 2, 4, 8 and 9 are all connected vertices. Thus GAPX identifies a feasible cut that cross 4 instead of 2 common edges. The implementation of GAPX is described in Algorithm 1.
When compared to the original GPX, the following differences can be observed: i) Step 1 is not present; ii) The common edges are independent of the flow direction (Step
Algorithm 1 GAPX
Step 1. Insert a ghost vertex immediately after each vertex with degree 4 in both Hamiltonian cycles. The common edge between the original vertex and the ghost vertex has weight 0 (Procedure 1). The graphs G 1 and G 2 (parents) with the added ghost vertices are respectively denoted G 1 and G 2 .
Step 2. Create a union graph
Step 3. Remove all common edges (with same flow direction)
Step 4. Use Breadth First Search to find the connected components of Gu to identify the candidate partitions for recombination.
Step 5. Determine if the candidate recombining partitions are feasible partitions for recombination. To test each candidate partition, create 2 simplified graphs, one for each parent. The simplified graphs should contain as vertices only the entry and exit vertices of the candidate partition. Inside the partition, replace the path between each entry and respective exit vertex by a single edge. Verify if the two simplified graphs are equal (Procedure 2). If the graphs are equal, the candidate partition is a feasible partition for recombination.
Step 6. Apply crossover by finding the shortest path inside each feasible partition.
3); iii) The identification of recombining partitions (Step 5) is made by testing if the candidate partition has one entry and one exit.
Analysis
In this section, we present a theorem stating that recombination using GAPX results in offspring that are Hamiltonian circuits. Recall that GAPX cuts only common edges with same flow direction for both parents. For the symmetric TSP, the flow directions can be the same, or exactly the opposite. The following lemmas are about the identification of the cutting points for the candidate partitions. Proof. Edges must be copied to the offspring in the same order that they appear in the parents. A cutting point that is an entry for the path given by one parent and an exit for the path given by the other parent would cause the inversion of the paths in the offspring for an ATSP. For the symmetric TSP, if all of the "cut" common edges consistently have reversed flow, the flow direction of one of the parents (which parent is arbitrary) can be reversed. Proof. Entry and exit points must connect all of the feasible partitions. The procedure that creates ghost vertices removed all vertices with degree 4 in the union graph. Thus, all cut points in the graph must cut both Hamiltonian cycles in the same place, and this only happens when common edges are cut. 
Lemma 2.2. A entry or exit of a recombining partition in
in , then the combined graphs of the offspring are equal to the simplified combined graphs for the parents, i.e., G
out . Since the simplified combined graphs for both parents are Hamiltonian cycles, the offspring generated in this way are also Hamiltonian cycles. One can observe that the same procedure cannot be adopted for testing if G because these simplified graphs can be changed by other recombining partitions.
Theorem 2.4. The time complexity of the GAPX operator is O(n).
Proof. Procedure 1 generates vectors with size equal to the number of vertices of degree 4 (n v4) plus the number of cities (n). As n v4 < n, the procedure is O(n). The same complexity O(n) is observed in steps 2, 3, 4, and in the procedure used to identify the entries and exits in the partitions. When Procedure 2 is applied to test the i-th candidate partition, two simplified graphs with size n io(i) are built, where n io(i) is the number of entries and exits in the i-th candidate partition. As the sum of n io(i) for all candidate partitions is equal or less than the number of nodes in the union graph, then the procedure is O(n).
Observations and Opportunities
Using GAPX, all feasible partitions for recombination in graph G u must cut an even number of common edges. However, one can prove that not all partitions that cut an even number of common edges yields a feasible partition for recombination. In some cases there are connected subgraphs that do not yield feasible partitions and cannot be combined to yield feasible partitions. In other cases, two non-feasible partitions can be unioned to create a feasible partition; we ignore this in the current implementation because in the worse case these unions appears to require O(n 2 ) time. This points to two lines of future research: 1) we have still not exploited all of the ways in which respectful and transmitting recombination can be used to find improved solutions and 2) we continue to explore how to identify more of these partitions in O(n) time.
EXPERIMENTS
The GAPX can be applied as a recombination operator in different algorithms employed to generate improved solutions for the ATSP. This section demonstrates the ability of the GAPX to find superior solutions in two different approaches.
Genetic Algorithm with GAPX
We apply the GAPX as a recombining operator inside a Genetic Algorithm (GA) that uses local search based on the 3-opt moves (ls3opt).
In Algorithm 2, ls3opt is applied to random solutions in order to generate the initial population. Elitism is used to preserve the current best solution, while tournament selection (where two individuals are randomly chosen and the best is selected with probability 0.8) is used to select parents for crossover. If crossover did not improve the best solution, mutation is applied. In the mutation operator, the solution is transformed, with same probability, by: a 2-opt move, a double bridge move and ls3opt. While 3-opt and double bridge moves keep the order between cities, 2-opt moves allow the inversion of subpaths between two cities in the solution. In order to reduce the computational time of the local search procedure, the ls3opt employed here uses a limited number of neighbor vertices in the 3-opt moves, and "don't look bits" and "first found solution" strategies (we use the same procedure employed in [8] ). In the GA, if the best solution is not improved in the last 20 generations, the neighborhood size employed by ls3opt is increased (starting with 10 cities until a limit of 150 cities or n if it is smaller than 150). Then, all solutions, with exception of the best solution, are replaced by random solutions optimized by ls3opt (immigration). The parameters employed here are: population size equal to 300 individuals, number of runs equal to 25, and execution until the optimal solution is found or until a maximum number of 1500 generations.
The GA with GAPX is here compared to 2 other approaches. All algorithms are exactly the same, except that they use different crossover operators. This means that differences in the results are due to the effectiveness of recombination. The only difference between GPX and GAPX is that GAPX finds more feasible partitions for recombination. The three crossover operators were the following: i) Same-site-copy-first crossover (SSCFX) [11] . SSCFX was used in the evolutionary algorithm applied to the ATSP by [14] . This operator has similarities to several operators from the 1990s that emphasized the inheritance of location and relative position.
ii) GPX adapted to the ATSP. Only partitions with 2 cutting points are used, and vertices with degree 4 are not considered as possible cutting points. To be applied to the ATSP, the direction of flow of the common edges is considered when determining if a connected subgraph is a feasible partition for recombination.
iii) GAPX. The operator splits nodes of degree 4 and finds partitions with multiple entries and exits. Table 1 presents the obtained results for the asymmetric instances of the TSPLIB [9] (the instances generated from ftv170 were not employed here). Note that all instances of the ATSP in the TSPLIB contain less than 500 cities. In order to allow the comparison to the results obtained by other algorithms (e.g., the results compiled in [8] Of the three operators, the GA with GAPX shows the best performance; it is the only operator that resulted in an optimal solution in every case. SSCFX is a disruptive operator that will often introduce new edges during recombination and there is little to ensure these edges are likely to be found in competitive solutions. While it was the poorest of the 3 operators, it did surprisingly well, solving 10 of the 24 test problems with 100 percent success. When we analyze the final evaluation produced by the GA using SSCFX, we found that the GA with SSCFX was sometimes trapped in local optima from which it was not able to escape. Table 1 shows that GAPX produced better results than GPX adapted to the ATSP. We know the operators are doing basically the same thing; the only difference is that the new operator is able to find more feasible partitions for recombination. This means that GAPX is breaking the parent solutions into more and smaller subgraphs; both operators make greedy choices when selecting the best solutions from each subgraph. In the worst case, i.e., when GAPX cannot find any additional feasible partition for crossover, both operators generate the same offspring. In the best case, the new operator finds additional offspring that are guaranteed to be as good or better than the offspring produced by GPX; GAPX can generate all of the offspring found by GPX, plus more offspring not found by GPX.
When compared to the results of state-of-art evolutionary computation approaches compiled in [8] , the GA with GAPX presents better performance for a-err (and success) than the GA in [2] , the Memetic Algorithm (MA) in [1] , and the MA in [14] . The GA with GAPX displays similar performance to the GA using the edge assembly crossover (EAX) of Nagata [8] . The GA with EAX had 100 percent success on 23 of 24 instances, while the GA with GAPX displayed 100 percent success on all instances. However, the runtime costs (labeled a-T in our Table 1 ) reported by Nagata et al. [8] were significantly lower.
The GA with EAX uses the concept of AB-cycles to copy the edges of the parents to the offspring and, in order to produce Hamiltonian cycles, introduces new edges not present in the parents. The results presented in [8] are generated by the consecutive application of the EAX crossover operator from a initial population of 300 individuals generated by ls3opt. It would appear that the lower runtime cost is due to the fact that ls3opt (which is costly) is not used by the GA with EAX after the population is initialized.
EAX and GAPX should be viewed as being complementary rather than competitive. EAX is more explorative, and generally exploration is costly. An application of the EAX operator is more expensive that applying GAPX. However EAX is less expensive that the ls3opt local search operations; the results of Nagata suggest that EAX could be used instead of ls3opt to provide the exploration that is needed. GAPX is more exploitative than EAX, because GAPX aggressively finds the best local optima reachable from the available set of solutions that are undergoing recombination. But GAPX can only utilize the edges that are available in the set of solutions that are undergoing recombination, it does not create or destroy new edges.
In the next section, we illustrate other ways in which GAPX can be used as a low cost exploitive operator.
Lin-Kernighan-Helsgaun (LKH)
and LKH using GAPX
While not initially developed for the ATSP, the LKH algorithm is capable of yielding very impressive results for the ATSP. This is accomplished by transforming the ATSP into a symmetric TSP by doubling the size of the original problem. Both LKH and the Concorde Branch and Bound use this transformation. If city A appears in the symmetric TSP, then two cities A 1 and A2 created from A will appear in the ATSP. A 1 can only be a destination and A2 can only be a point of origination, and the cost of going from A 1 to A 2 is zero, while the cost of going from A2 to A1 is infinite (or prohibitively large).
LHK [5] is able to find the optimal solution for all asymmetric instances of the TSPLIB. As with the GA with EAX, LHK results in an optimal solution with lower frequency than the GA with GAPX (i.e., a-err and success are better for GAPX compared to LKH), but LKH displays lower runtime costs (as measured by a-T ). The LKH results also appear to be superior to EAX: EAX solved 121 out of the 126 instances [8] presented in [10] in at least one of 100 runs, while LKH solved all 126 instances [6] .
This section uses GAPX to improve solutions generated by the multi-trial LKH using the default parameters [6] . Hains et al. [4] describe two ways to do this for the symmetric TSP: i) generate solutions from LKH across runs representing multiple runs of LKH, or ii) generating solutions from LKH across restarts of the same run.
Applying GAPX "across runs" means that multiple runs of LKH are being used, and as local optima are found by the different runs, GAPX recombines the solutions to look for better solutions. When using GAPX across runs, the new solutions found by GAPX are not re-inserted into the search process. This means that GAPX runs as an isolated side process recombining the solutions found by LKH, but it does not influence LKH in any way.
LKH is a form of iterated local search that uses a "kick" operator to escape local optima. LKH already uses IPT before applying the kick operator. In the version of LKH we have investigated, IPT recombines the current local optimum with the previous best local optimum. Applying GAPX "across restarts" means that when LKH would normally apply IPT, we apply GAPX instead; also, instead of just recombining the current local optimum with the previous best local optimum, we save all of the previously discovered local optima and recombine the best solution so far with all of the other local optima. In the experiments presented here, we used LKH applying GAPX "across runs." In this case, GAPX does not interfere in the LKH heuristic. Also, GAPX can be applied to the original ATSP without needing to transform it into the (twice as large) symmetric TSP.
We again use the controlled experiments similar to those used by Hains et al. [4] . The experiments were executed 25 times, each time with a different random seed for LKH. For each execution, LKH was run with 10 hard restarts, and each run was allowed 50 soft restarts; thus a total of 500 locally optimal solutions are generated for each execution. Assume the 10 hard restarts are being executed as 10 parallel runs. After the i th soft restart, we obtain 10 solutions from each parallel run. After the first restart, we add the best solution found so far by GAPX to this set. In this way, we do not lose the best solution found by GAPX until the last soft restart. This means there are 11 solutions at each soft restart. The best of the 11 solutions is selected, and it is recombined with the other 10 solutions. For each execution of LKH, this process is repeated 50 times, once for each soft restart. This means that the GAPX operator is applied 500 times for each execution of LKH. Thus, LKH will sample 500 locally optimal solutions, and GAPX will generate an additional 500 locally optimal solutions. By adding GAPX in this way, we can never do worse than multi-trial LKH, but GAPX can potentially find better solutions. Table 2 shows results over 25 executions for the best solutions in 4 real ATSP instances with more than 800 cities [3] and for instances generated by inserting random Gaussian deviations (with standard deviation equal to 0.2w ij ) to each weight w ji in the symmetric TSPs generated from cities randomly distributed according to uniform distribution (E1k and E3k) or clusters of cities (C1k and C3k) [3] . Also, the statistical comparison using the non-parametric Wilcoxon signed-rank test with significance level 0.02 is presented.
GAPX presented better average results for 15 out of 16 instances, and improved the best solution found by LKH 12 times. In the multi-trial LKH, IPT is employed to recombine the solution found in the current trial to the best solution found in the run and to recombine the final best solutions between runs. Thus even after the application of IPT, GAPX was still able to recombine the solutions and generate improved solutions. It is important to observe that GAPX is dependent on the quality and diversity of the solutions produced in the different runs of LKH. When the diversity of the solutions produced in different runs of LKH is low, there is less diversity to exploit and GAPX generally produces fewer improvement. In the experiments shown in Table 2 , the lowest diversity between the evaluations across the runs (in each execution) was produced for the instance td1000. For problems were LKH finds good solutions very fast, GAPX is not capable to improve the results because the diversity across the runs is low after a few trials of LKH.
CONCLUSIONS
In this paper, a new version of partition crossover is presented. The major contributions are mechanisms that allow GAPX to: i) consider vertices of degree 4 as potential cutting points for the feasible partitions for recombination; ii) exploiting feasible partitions with any even number of cutting points; iii) performing these operators in O(n) time. The original GPX operator only recombined partitions with one entry and exit point, and only cut common edges. The IPT operator does recombination by exploiting vertices of degree 4, but the description of the operator results in O(n 2 ) complexity. These properties result in a high probability of generating locally optimal solutions if the parents are local optima, which is very helpful in escaping from local optima. Also, our search strategies apply recombination much more frequently than does the LKH algorithm.
GAPX exploits and explores more solutions than GPX or IPT. Given k feasible partitions, 2 k − 2 solutions different from the parent solutions are generated by any partition crossover operator. This is true for GPX, IPT and GAPX. Because GAPX finds more partitions, the number of solutions explored by GAPX increases exponentially.
Very competitive results were generated using the GAPX in the experiments performed here. The GAPX can be used in combination with other search methods. This was demonstrated by applying it in two different approaches: i) as a recombination operator in a GA, it was able to find the global optimum in all runs for instances in TSPLIB; ii) as an external-improvement operator used to improve locally optimal solutions produced by multi-trial LKH, GAPX was able to improve solutions in 12 out of 16 instances with more than 800 cities. GAPX can be used to improve the results of any iterative method that generates multiple local optima; it collects these local optima into a population and then recombines the best solution with the other solutions in the population. This can also be done online or offline.
We know that GAPX still does not exploit all possible partitions. We can prove that there exits non-feasible partitions that can be merged or "fused" into a feasible partition for recombination. In this worse case, this "fusion" could have O(n 2 ) cost, but it is possible this complexity can be reduced by developing more efficient methods to recognize which non-feasible partitions should be fused and which nonfeasible partition should not be fused. Finally, GAPX can be used for other types of TSPs, including dynamic TSPs and symmetric TSPs. Applying GAPX to the symmetric TSP is a natural future step of this work.
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