Multiple positive solutions to superlinear periodic boundary value problems with repulsive singular forces  by Jiang, Daqing et al.
J. Math. Anal. Appl. 286 (2003) 563–576
www.elsevier.com/locate/jmaa
Multiple positive solutions to superlinear
periodic boundary value problems with
repulsive singular forces ✩
Daqing Jiang,a Jifeng Chu,a Donal O’Regan,b and Ravi P. Agarwal c,∗
a Department of Mathematics, Northeast Normal University, Changchun 130024, Jilin, PR China
b Department of Mathematics, National University of Ireland, Galway, Ireland
c Department of Mathematical Science, Florida Institute of Technology, Melbourne, FL 32901-6975, USA
Received 4 June 2003
Submitted by William F. Ames
Abstract
The existence of multiple positive solutions to superlinear periodic boundary value problems with
repulsive singular forces is discussed in this paper. Our nonlinearity may be singular in its dependent
variable and our analysis relies on a nonlinear alternative of Leray–Schauder type and on a fixed
point theorem in cones.
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1. Introduction
In this paper we establish the existence of multiple positive solutions to the periodic
boundary value problem
{
y ′′ +m2y = f (t, y), 0 t  2π,
y(0)= y(2π), y ′(0)= y ′(2π), (1.1)
✩ The work was supported by NNSF of China.
* Corresponding author.
E-mail addresses: daqingjiang@vip.163.com (D. Jiang), agarwal@fit.edu (R.P. Agarwal).0022-247X/$ – see front matter  2003 Elsevier Inc. All rights reserved.
doi:10.1016/S0022-247X(03)00493-1
564 D. Jiang et al. / J. Math. Anal. Appl. 286 (2003) 563–576where m ∈ (0,1/2) is a constant. In particular, our nonlinear term f (t, y) may be singular
at y = 0 and be superlinear at y = +∞. Also f may take on negative values. We are
interested in examining what strong force conditions of f at y = 0 and what superlinear
growth conditions of f at y =∞ are needed to obtain the existence of single and multiple
positive solutions to problem (1.1).
Roughly speaking, problem (1.1) is singular at 0 means that f (t, y) becomes unbounded
when y → 0+. We say that (1.1) is of attractive type (respectively, repulsive type) if
f (t, y)→−∞ (respectively, f (t, y)→∞) when y→ 0+.
Many systems in celestial mechanics, such as the N -body problem, are governed by the
following differential equation:
x ′′ + ∇xG(t, x)= 0, x ∈ Rn, (1.2)
where the potential G(t, x) is T -periodic in t and has singularities in x . An interesting
problem for (1.2) is to find the existence of T -periodic solutions.
In some systems like the N -body problem, the singularities are of attractive type. Many
techniques have been developed for studying the existence and multiplicity of periodic
solutions in this case (see [1–4]). When the singularities are of repulsive type, for the
scalar singular equation
x ′′ + g(t, x)= 0, x > 0, (1.3)
we recall the following results. Let g(t, x)= g(x)−h(t), where h ∈C(R,R) is T -periodic
and g ∈ C((0,∞),R) satisfies the following strong force condition at x = 0:
lim
x→0+
g(x)=−∞ and lim
x→0+
G(x)=∞
with g superlinear at x =∞,
lim
x→∞g(x)/x =∞,
where G(x)= ∫ x g(x) dx , Fonda et al. [5] used the Poincare–Birkhoff theorem to obtain
the existence of positive periodic solutions, including all subharmonics. Similarly, del Pino
and Manasevich proved in [6] the existence of infinitely many periodic solutions to (1.3),
when g(t, x) is superlinear at x =∞ and satisfies the following strong force condition at
x = 0: there are positive constants c, c′,µ such that µ 1 and
c′x−µ −g(t, x) cx−µ (1.4)
for all t and all x sufficiently small.
When g(t, x) is semilinear at x =∞, del Pino et al. [7] proved the existence of at least
one positive periodic solution of (1.3) if g(t, x) satisfies (1.4) near x = 0, and the following
nonresonance conditions at x =∞: there is an integer k  0 and a small constant ε > 0
such that
(kπ/T )2 + ε  g(t, x)/x  ((k + 1)π/T )2 − ε (1.5)
for all t and all x
 1. We note that conditions (1.5) are the standard uniform nonresonance
conditions with respect to the Dirichlet boundary condition, not with respect to the periodic
boundary condition. For example,
x ′′ +µx = 1 + h(t), (1.6)
x3
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µ = (k/2)2, k = 1,2, . . . ,
i.e., µ is not an eigenvalue of the Dirichlet problem.
It seems the periodic boundary value problem for singular differential equations is
closely related to the Dirichlet boundary value problem. A relationship between periodic
and Dirichlet boundary value problems for second-order differential equations with sin-
gularities is established in [8]. Moreover, the author in [8,9] used the coincidence degree
theory of Mawhin to study the existence of positive 2π -periodic solutions to the following
scalar singular semilinear equations:
{
x ′′ + f (x)x ′ + g(t, x)= 0, 0 t  2π,
x(0)= x(2π), x ′(0)= x ′(2π), (1.7)
where g ∈ C(R× (0,∞),R) satisfies the strong force condition at x = 0.
In this paper, we present some preliminary results in Section 2 and we will show, under
reasonable conditions, that (1.1) has a positive solution in Section 3, via a Leray–Schauder
alternative. Existence of two positive solutions will be presented in Section 4 by using a
fixed point theorem in cones. We will show, for example, that the boundary value problem
{
y ′′ +m2y = µ(y−α + yβ + h(t)), 0 t  2π,
y(0)= y(2π), y ′(0)= y ′(2π), α  1, β  0, 0 <m< 1/2, (1.8)
has one positive solution when 0 β < 1. Moreover, (1.8) has two positive solutions when
β > 1 (superlinear) and µ> 0 is small enough. Throughout we assume the nonresonance
condition 0 <m< 1/2 (i.e., m2 is not the first eigenvalue of Dirichlet problem).
To conclude this section, we state here a well-known fixed point theorem in cones [10],
which will be used in Section 4.
Theorem 1.1. Let X be a Banach space, and K (⊂X) be a cone. Assume Ω1,Ω2 are open
subsets of X with 0 ∈Ω1, Ω¯1 ⊂Ω2, and let
T :K ∩ (Ω¯2 \Ω1)→K
be a continuous and compact operator such that either
(i) ‖T u‖ ‖u‖, u ∈K ∩ ∂Ω1 and ‖T u‖ ‖u‖, u ∈K ∩ ∂Ω2; or
(ii) ‖T u‖ ‖u‖, u ∈K ∩ ∂Ω1 and ‖T u‖ ‖u‖, u ∈K ∩ ∂Ω2.
Then T has a fixed point in K ∩ (Ω¯2 \Ω1).
Here we note that the existence of positive solutions of (1.1) has been studied by
Jiang [11] when f : [0,2π] × [0,∞)→ [0,∞) is continuous. The existence of one posi-
tive solution is established in [11] using Theorem 1.1 when f (t, y) is either superlinear or
sublinear in y .
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In this section, we present some results which will be needed in Sections 3 and 4.
Lemma 2.1 [11]. Suppose h : [0,2π] → [0,∞) is continuous. Then the boundary value
problem{
y ′′ +m2y = h(t), 0 t  2π, m ∈ (0,1/2),
y(0)= y(2π), y ′(0)= y ′(2π), (2.1)
has a unique solution y ∈C2[0,2π],
y(t)=
2π∫
0
G(t, s)h(s) ds, (2.2)
where
G(t, s)=G(|t − s|)=


sinm(t−s)+sinm(2π−t+s)
2m(1−cos2mπ) , 0 s  t  2π ,
sinm(s−t )+sinm(2π−s+t )
2m(1−cos2mπ) , 0 t  s  2π ,
(2.3)
is the Green function.
Remark 2.1. It is obvious that G(t, s) > 0 for 0 s, t  2π , and a direct calculation shows
that
sin 2mπ
2m(1− cos 2mπ) =G(0)G(t, s)G(π)=
sinmπ
m(1− cos 2mπ),
i.e., 1G(t, s)/G(π) σ =G(0)/G(π)= cosmπ .
Let X = C[0,2π] and define
K =
{
u ∈X: u(t) 0 and min
0t2π
u(t) σ‖u‖
}
, (2.4)
where σ = cosmπ and ‖u‖ =max0t2π |u(t)|.
One may readily verify that K is a cone in X. Finally, we define an operator T :X→K
by
(T y)(t)=
2π∫
0
G(t, s)F
(
s, y(s)
)
ds (2.5)
for y ∈X and t ∈ [0,2π], where F : [0,2π]×R→[0,∞) is continuous and G(t, s) is the
Green function given by (2.3).
Lemma 2.2. T :X→K is well defined.
Proof. Let y ∈X, then it follows from Remark 2.1 that
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0t2π
(T y)(t)= min
0t2π
2π∫
0
G(t, s)F
(
s, y(s)
)
ds
G(0)
2π∫
0
F
(
s, y(s)
)
ds = σ
2π∫
0
G(π)F
(
s, y(s)
)
ds
 σ max
0t2π
2π∫
0
G(t, s)F
(
s, y(s)
)
ds = σ‖Ty‖,
i.e., Ty ∈K. This completes the proof. ✷
It is easy to prove
Lemma 2.3. T :X→K is continuous and completely continuous.
3. Existence of one positive solution
In this section we establish the existence of one positive solution to the periodic bound-
ary value problem (1.1); here m ∈ (0,1/2) is a constant and our nonlinear term f (t, y)
may be singular at y = 0.
Now we present our main existence result of one positive solution to problem (1.1).
Theorem 3.1. Suppose the following conditions are satisfied:
(H1) f : [0,2π] × (0,∞)→ R is continuous and there exists a constant M > 0 with
f (t, u)+M  0 for all t ∈ [0,2π] and u ∈ (0,∞);
(H2) F(t, u)= f (t, u)+M  g(u)+ h(u) for (t, u) ∈ [0,2π] × (0,∞) with g > 0 con-
tinuous and nonincreasing on (0,∞), h 0 continuous on (0,∞) and h/g nonde-
creasing on (0,∞);
(H3) There exists a constantR0 and a nonincreasing function g0 ∈ C((0,∞),R) such that
F(t, u) g0(u) for all t ∈ [0,2π] and u ∈ (0,R0];
(H4) g0 satisfies the strong force condition at u= 0, i.e.,
lim
u→0+
g0(u)=+∞ and lim
u→0+
∫
u
g0(x) dx =+∞;
(H5) There exists r > ω/σ such that
r
g(σr −ω){1+ h(r)/g(r)} >
1
m2
,
where ω =M/m2 and σ = cosmπ.
Then problem (1.1) has a solution y ∈ C2[0,2π] with y > 0 on [0,2π] and 0 < ‖y + ω‖
< r.
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and
1
n0
+ 1
m2
g(σr −ω)
{
1+ h(r)
g(r)
}
< r.
To show (1.1) has a positive solution, we will show
{
y ′′ +m2y = F(t, y −ω), 0 t  2π,
y(0)= y(2π), y ′(0)= y ′(2π), (3.1)
has a solution y ∈C2[0,2π] with y > ω on [0,2π] and 0 < ‖y‖< r.
If this is true, then u(t)= y(t)−ω is a positive solution of (1.1) and 0 < ‖u+ ω‖< r,
since
u′′(t)+m2u(t)= y ′′(t)+m2(y(t)−ω)= F(t, y −ω)−m2ω= f (t, u)
for all t ∈ [0,2π].
As a result, we will only concentrate our study on (3.1).
The idea is first to show that{
y ′′ +m2y = Fn(t, y −ω)+m2/n, 0 t  2π,
y(0)= y(2π), y ′(0)= y ′(2π), (3.2)
n
has a solution yn ∈ C2[0,2π] for each n ∈N0 with 0 < ‖yn‖ r; here
Fn(t, u)=
{
F(t,1/n), u 1/n,
F(t, u), u 1/n.
To show (3.2)n has a solution for each n ∈ N0, we will use a nonlinear alternative of
Leray–Schauder type [12]. Consider the family of problems
{
y ′′ +m2y = λFn(t, y −ω)+m2/n, 0 t  2π,
y(0)= y(2π), y ′(0)= y ′(2π), (3.2)
n
λ
for λ ∈ (0,1).
Let y be a solution of (3.2)nλ. Then it follows from Lemma 2.1 that
y(t)= λ
2π∫
0
G(t, s)Fn
(
s, y(s)−ω)ds + 1
n
, (3.3)λ
where G(t, s) is the Green function given by (2.3).
First we show
‖y‖ = max
0t2π
∣∣y(t)∣∣ = r (3.4)
for any solution y of problem (3.3)λ. Suppose this is false. Then there exists λ ∈ (0,1) and
a solution y to problem (3.3)λ such that ‖y‖ = r. It follows from (3.3)λ and Remark 2.1
that
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n
= λ
2π∫
0
G(t, s)Fn
(
s, y(s)−ω)ds  λG(0)
2π∫
0
Fn
(
s, y(s)−ω) ds
 λ G(0)
G(π)
max
0t2π
2π∫
0
G(t, s)Fn
(
s, y(s)−ω)ds = σ
∥∥∥∥y − 1n
∥∥∥∥,
and so
y(t) σ
∥∥∥∥y − 1n
∥∥∥∥+ 1n  σ
(
‖y‖ − 1
n
)
+ 1
n
 σr > ω+ 1
n
for 0 t  2π.
As a result Fn(t, y(t) − ω) = F(t, y(t) − ω). Then it follows from (3.3)λ and condi-
tion (H2) that, for 0 t  2π,
y(t)= λ
2π∫
0
G(t, s)Fn
(
s, y(s)−ω)ds + 1
n

2π∫
0
G(t, s)g
(
y(s)−ω)
{
1+ h(y(s)−ω)
g(y(s)−ω)
}
ds + 1
n0
 g(σr −ω)
{
1+ h(r)
g(r)
} 2π∫
0
G(t, s) ds + 1
n0
= 1
m2
g(σr −ω)
{
1+ h(r)
g(r)
}
+ 1
n0
,
since σr −ω  y(s)−ω  r. Therefore,
r = ‖y‖ 1
n0
+ 1
m2
g(σr −ω)
{
1+ h(r)
g(r)
}
,
and this is a contradiction. Thus (3.4) holds.
Define the operator T :C[0,2π]→C[0,2π] by
(T y)(t)=
2π∫
0
G(t, s)Fn
(
s, y(s)−ω)ds + 1
n
; (3.5)
then (3.2)nλ is equivalent to the fixed point problem
y = (1− λ)1
n
+ λTy. (3.6)
It is easy to see that T :C[0,2π]→ C[0,2π] is continuous and completely continuous.
Set
U = {y ∈C[0,2π]: ‖y‖< r}.
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point in U¯ , i.e., (3.2)n has a solution yn with ‖yn‖ r. Since yn = Tyn we have immedi-
ately that yn(t) 1/n for t ∈ [0,2π].
Next we claim that there exists a constant K > 0 such that
‖y ′n‖K (3.7)
for any solution yn of problem (3.2)n.
In fact, there exists t0 ∈ [0,2π] such that y ′n(t0) = 0, since yn(0) = yn(2π). Integrate
(3.2)n from 0 to 2π and obtain
m2
2π∫
0
yn(t) dt =
2π∫
0
[
Fn(t, yn −ω)+ m
2
n
]
dt, (3.8)
since y ′n(0)= y ′n(2π). Then,
‖y ′n‖ = max0t2π
∣∣y ′n(t)∣∣= max0t2π
∣∣∣∣∣
t∫
t0
y ′′n(s) ds
∣∣∣∣∣
= max
0t2π
∣∣∣∣∣
t∫
t0
[
Fn
(
s, yn(s)−ω
)+ m2
n
−m2yn(s)
]
ds
∣∣∣∣∣

2π∫
0
[
Fn
(
s, yn(s)−ω
)+ m2
n
]
ds +m2
2π∫
0
yn(s) ds
= 2m2
2π∫
0
yn(s) ds  4πm2r,
so (3.7) holds.
It follows from (H3) and (H4) that there exists a constant R1 > 0 such that
F(t, u) g0(u) > m2R1 +M for all 0< uR1.
Choose n1 ∈N0 such that 1/n1 R1 and
R1∫
1/n1
g0(x) dx >K
2 + m
2
2
R1(2ω+R1),
where K is given in (3.7). Let N1 = {n1, n1 + 1, . . .}.
We will show that there exists a constant δ > 0, independent of n, such that
yn(t) ω+ δ, 0 t  2π, (3.9)
for any solution yn of problem (3.2)n and n ∈N2 (here N2 is a subsequence of N1).
Let n ∈N1 and
αn = min
[
yn(t)−ω
]
and βn = max
[
yn(t)−ω
]
. (3.10)0t2π 0t2π
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βn > R1 for all n ∈N1. (3.11)
Suppose βn R1 for some n ∈N1. Then Fn(t, yn−ω) > m2R1 +M (since Fn(t, yn−ω)
= F(t, yn − ω) > m2R1 +M, if yn − ω  1/n; and Fn(t, yn − ω) = F(t,1/n) > m2R1
+M, if yn −ω 1/n). Integrate (3.2)n from 0 to 2π and obtain
0=
2π∫
0
[
y ′′n(t)+m2yn(t)− Fn(t, yn−ω)−
m2
n
]
dt
=m2
2π∫
0
yn(t) dt − 2πm
2
n
−
2π∫
0
Fn(t, yn −ω)dt
< 2πm2(ω+R1)− 2π m
2
n
− 2π(m2R1 +M)=−2πm
2
n
.
This is a contradiction. Thus (3.11) holds, i.e.,
‖yn −ω‖>R1 for all n ∈N1. (3.12)
To prove (3.9), we first show
yn(t) ω+ 1
n
, 0 t  2π for n ∈N1. (3.13)
Let N1 = P ∪ S; here αn  R1 if n ∈ P , and αn < R1 if n ∈ S. If n ∈ P , then (3.13) is
satisfied. We now show (3.13) holds if n ∈ S. If not there exists n ∈ S with
αn = min
0t2π
{
yn(t)−ω
}= yn(an)−ω < 1
n
.
As αn = yn(an)− ω < R1, by (3.11), there exists cn ∈ [0,2π] (without loss of generality,
we assume an < cn) such that yn(cn)= ω+R1 and yn(t) ω+R1 for an  t  cn. Thus,
for t ∈ [an, cn], Fn(t, yn−ω) >m2R1 +M, and so
y ′′n(t)=−m2yn(t)+ Fn(t, yn−ω)+
m2
n
−m2(R1 +ω)+ m
2
n
+m2(R1 +ω) > 0.
As y ′n(an) = 0, we have y ′n(t) > 0 for t ∈ (an, cn]. Therefore, the function xn = yn − ω :
[an, cn] → R has an inverse which we denote by ξn. Thus (note y ′n > 0 on (an, cn)) there
exists bn ∈ (an, cn) such that yn(bn)= ω+ 1/n and
yn(t) ω+ 1
n
for an  t  bn
with
ω+ 1  yn(t) ω+R1 for bn  t  cn.
n
572 D. Jiang et al. / J. Math. Anal. Appl. 286 (2003) 563–576Now multiply (3.2)n by y ′n(t) and integrate from bn to cn, we obtain
R1∫
1/n
F
(
ξn(x), x
)
dx =
cn∫
bn
F (t, yn −ω)y ′n(t) dt =
cn∫
bn
Fn(t, yn −ω)y ′n(t) dt
=
cn∫
bn
[
y ′′n(t)y ′n(t)+m2yn(t)y ′n(t)−
m2
n
y ′n(t)
]
dt
= [y
′
n(cn)]2 − [y ′n(bn)]2
2
+ m
2
2
[
y2n(cn)− y2n(bn)
]− m2
n
[
yn(cn)− yn(bn)
]
<K2 + m
2
2
R1(2ω+R1).
On the other hand, by the choice of n, we have
R1∫
1/n
F
(
ξn(x), x
)
dx 
R1∫
1/n
g0(x) dx > K
2 + m
2
2
R1(2ω+R1).
This is a contradiction, so
αn = min
0t2π
{
yn(t)−ω
}
 1
n
,
i.e., (3.13) holds. Finally we show (3.9). Multiply (3.2)n by y ′n(t) and integrate from an to
cn and obtain
R1∫
αn
F
(
ξn(x), x
)
dx =
cn∫
an
F (t, yn −ω)y ′n(t) dt =
cn∫
an
Fn(t, yn −ω)y ′n(t) dt
=
cn∫
an
[
y ′′n(t)y ′n(t)+m2yn(t)y ′n(t)−
m2
n
y ′n(t)
]
dt, (3.14)
since yn(t) ω+ 1/n.
Obviously, the right-hand side of (3.14) is bounded. Also we know there exists a subse-
quence N2 of N1 with αn converging. On the other hand, if n ∈N2, by (H4),
R1∫
αn
F
(
ξn(x), x
)
dx 
R1∫
αn
g0(x) dx→+∞,
if αn → 0+. Thus we know from (3.14) that αn  δ for some constant δ > 0. That is
yn(t) ω+ δ for t ∈ [0,2π] and n ∈N2.
Also from above (see (3.7)), {yn}n∈N2 is a bounded and equicontinuous family
on [0,2π].
The Arzela–Ascoli theorem guarantees the existence of a subsequence N of N2 and a
function y ∈C[0,2π] with yn converging uniformly on [0,2π] to y as n→∞ throughN .
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yn, n ∈N , satisfies the integral equation
yn(t)=
2π∫
0
G(t, s)Fn
(
s, yn(s)−ω
)
ds + 1
n
.
Let n→∞ throughN (we note here Fn(s, yn−ω)= F(s, yn−ω) since yn(s)−ω  1/n,
and F is uniformly continuous on [0,2π] × [δ, r]) to obtain
y(t)=
2π∫
0
G(t, s)F
(
s, y(s)−ω)ds.
Therefore, y is a solution of (3.1). Finally it is easy to see that ‖y‖ < r (note that if 0 <
‖y‖ = r , then the essentially the same argument as that used to prove (3.4) will yield a
contradiction). ✷
Example 3.1. Consider the following periodic boundary value problem:{
y ′′ +m2y = µ(y−α + yβ + h(t)), 0 t  2π,
y(0)= y(2π), y ′(0)= y ′(2π), (3.15)
where α  1, β  0, 0 <m< 1/2, h : [0,2π]→R is continuous, and µ is such that
µ< sup
x∈(ω/σ,∞)
m2x(σx −ω)α
1+ 2Hxα + xα+β , (3.16)
where H = ‖h‖. Then problem (3.15) has a positive solutions y ∈ C2[0,2π].
To see this, we will apply Theorem 3.1 with
M = µH, g(y)= g0(y)= µy−α, h(y)= µ(yβ + 2H),
ω = M
m2
, σ = cosmπ.
Clearly, (H1)–(H4) are satisfied.
Notice (3.16) implies that there exists r > ω/σ such that
µ<
m2r(σ r −ω)α
1+ 2Hrα + rα+β ,
this implies that (H5) holds. Thus all the conditions of Theorem 3.1 are satisfied, so the
existence is guaranteed.
Remark 3.1. If 0 β < 1, then (3.15) has at least one positive solution for all µ> 0 since
the right-hand side of (3.16) is infinity.
4. Existence of twin positive solution
In this section, we establish the existence of twin positive solutions to problem (1.1) by
using Theorem 1.1.
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the following two conditions are satisfied:
(H6) F(t, u)= f (t, u)+M  g1(u)+ h1(u) for t ∈ [0,2π] and u ∈ (0,∞) with g1 > 0
continuous and nonincreasing on (0,∞), h1  0 continuous on (0,∞) and h1/g1
nondecreasing on (0,∞);
(H7) There exists R > r such that
R
g1(R){1+ h1(σR −ω)/g1(σR −ω)} 
1
m2
,
where ω =M/m2 and σ = cosmπ.
Then problem (1.1) has a solution y ∈ C2[0,2π] with y(t) > 0 for t ∈ [0,2π] and r <
‖y +ω‖R.
Proof. To show (1.1) has a positive solution, we will show that problem{
y ′′ +m2y = F(t, y −ω), 0 t  2π,
y(0)= y(2π), y ′(0)= y ′(2π), (4.1)
has a solution y ∈ C2[0,2π] with y(t) > ω for t ∈ [0,2π] and r < ‖y + ω‖  R. If this
is true, then u(t)= y(t)− ω is a positive solution of (1.1) by the same argument as in the
proof of Theorem 3.1. As a result, we will only concentrate our study on (4.1).
Let X = C[0,2π] and K be a cone in X defined by (2.4). Let
Ωr =
{
y ∈X: ‖y‖< r}, ΩR = {y ∈X: ‖y‖<R}
and define the operator T :K ∩ (Ω¯R \Ωr)→K by
(T y)(t)=
2π∫
0
G(t, s)F
(
s, y(s)−ω)ds, 0 t  2π, (4.2)
where G(t, s) is the Green function given by (2.3).
Since r  ‖y‖R for any y ∈K ∩ (Ω¯R \Ωr), then 0 < σr−ω  y(s)−ωR. Since
F : [0,2π]×[σr−ω,R]→ [0,∞) is continuous, it follows from Lemmas 2.2 and 2.3 that
the operator T :K ∩ (Ω¯R \Ωr)→K is well defined and is continuous and compact.
First we show
‖Ty‖< ‖y‖ for y ∈K ∩ ∂Ωr. (4.3)
In fact, if y ∈K ∩ ∂Ωr, then ‖y‖ = r and y(t) σr > ω for 0 t  2π. Thus we have
(T y)(t)=
2π∫
0
G(t, s)F
(
s, y(s)−ω)ds

2π∫
G(t, s)g
(
y(s)−ω)
{
1+ h(y(s)−ω)
g(y(s)−ω)
}
ds0
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2π∫
0
G(t, s)g(σr −ω)
{
1+ h(r)
g(r)
}
ds
= 1
m2
g(σr −ω)
{
1+ h(r)
g(r)
}
< r = ‖y‖
for t ∈ [0,2π], since σr −ω  y(s)−ω  r. This implies ‖Ty‖< ‖y‖, i.e., (4.3) holds.
Next we show
‖Ty‖ ‖y‖ for y ∈K ∩ ∂ΩR. (4.4)
To see this, let y ∈K ∩ ∂ΩR; then ‖y‖ = R and y(t) σR > ω for 0  t  2π. As a
result, it follows from (H6) and (H7) that, for 0 t  2π,
(Ty)(t)=
2π∫
0
G(t, s)F
(
s, y(s)−ω)ds

2π∫
0
G(t, s)g1
(
y(s)−ω)
{
1+ h1(y(s)−ω)
g1(y(s)−ω)
}
ds

2π∫
0
G(t, s)g1(R)
{
1+ h1(σR −ω)
g1(σR−ω)
}
ds
= 1
m2
g1(R)
{
1+ h1(σR −ω)
g1(σR−ω)
}
R = ‖y‖,
since σR −ω y(s)−ωR. This implies ‖Ty‖ ‖y‖, i.e., (4.4) holds.
Now (4.3), (4.4) and Theorem 1.1 guarantee that T has a fixed point y ∈K ∩ (Ω¯R \Ωr)
with r  ‖y‖R. Note ‖y‖ = r by (4.3). Clearly, this y is a positive solution of (4.1). ✷
It follows from Theorems 3.1 and 4.1 that we have the following result.
Theorem 4.2. Assume the conditions (H1)–(H7) are satisfied. Then problem (1.1) has two
positive solutions y1, y2 ∈ C2[0,2π] with y1(t) > 0, y2(t) > 0 for 0 t  2π, and
0 < ‖y1 +ω‖< r < ‖y2 +ω‖R,
where ω =M/m2.
Example 4.1. It is assumed that all the conditions in Example 3.1 are satisfied and in addi-
tion we assume β > 1. Then problem (3.15) has two positive solutions y1, y2 ∈ C2[0,2π]
with y1(t), y2(t) > 0 for t ∈ [0,2π].
To see this, we will apply Theorem 4.2 with M = µH , ω=M/m2 and
σ = cosmπ, g(y)= g1(y)= g0(y)= µy−α, h(y)= h1(y)= µ(yβ + 2H).
Clearly, (H1)–(H4) and (H6) are satisfied.
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T (x)= m
2x(σx −ω)α
1+ 2Hxα + xα+β , x ∈
(
ω
σ
,∞
)
.
Then T (ω/σ)= 0, T (∞)= 0, and so there exists r ∈ (ω/σ,∞) with
T (r)= sup
x∈(ω/σ,∞)
m2x(σx −ω)α
1+ 2Hxα + xα+β .
This implies that there exists r ∈ (ω/σ,∞) such that
µ<
m2r(σ r −ω)α
1+ 2Hrα + rα+β ,
so (H5) is satisfied.
Finally notice (H7) is satisfied for R large enough since
R
g1(R){1+ h1(σR−ω)/g1(σR −ω)}
= R
α+1
µ({1+ 2H(σR−ω)α + (σR −ω)α+β}) → 0
as R→∞ since β > 1.
Thus all the conditions of Theorem 4.2 are satisfied, so the existence is guaranteed.
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