A perfect matching in an undirected graph G = (V, E) is a set of vertex disjoint edges from E that include all vertices in V . The perfect matching problem is to decide if G has such a matching. Recently Rothvoß proved the striking result that the Edmonds' matching polytope has exponential extension complexity. Here we describe a perfect matching polytope that is different from Edmonds' polytope and define a weaker notion of extended formulation. We show that the new polytope has a weak extended formulation (WEF) Q of polynomial size. For each graph G we can readily construct an objective function so that solving the resulting linear program over Q decides whether or not G has a perfect matching. With this construction, a straightforward O(n 4 ) implementation of Edmonds' matching algorithm using O(n 2 log n) bits of space would yield a WEF Q with O(n 6 log n) inequalities and variables. The method described here can be easily adapted for other matching problems, or indeed, for any problem in P/poly which can be solved by a well defined circuit or algorithm. The main tool is a method that converts a given circuit, or algorithm written in our pseudocode, for a decision problem into a polytope. We also apply these results to obtain polynomial upper bounds on the non-negative rank of certain slack matrices related to membership testing of languages in P/Poly.
Introduction
A perfect matching in an undirected graph G = (V, E) is a set of vertex disjoint edges from E that include all vertices in V . We let n denote the number of vertices and assume n is even throughout the paper. The perfect matching problem is to determine if G contains a perfect matching and this can be decided in polynomial time by running Edmonds' algorithm [2] . As well as this combinatorial algorithm, Edmonds' also introduced a related polytope [3] which we will call the Edmonds' polytope EP n :
EP n = CH{x ∈ {0, 1} ( n 2 ) : x is the edge-vector of a perfect matching in K n }
For any S ⊆ V and edge ij ∈ E, we write that ij ∈ δ(S) whenever exactly one of the vertices i and j is in S. Edmonds [3] proved that EP n has the following halfspace representation:
ij∈δ(S)
x ij 1, S ⊆ V, |S| 3, |S| is odd ij∈δ(i)
x ij = 1 i = 1, 2, ..., n 0 x ij 1, 1 i < j n The polytope described above has an exponential size description. Nevertheless, the perfect matching problem can be solved in polynomial time by solving a linear program (LP) over this polytope. Indeed, define an objective function c T x = 1 i<j n c ij x ij , where c ij = 1 if ij ∈ E and c ij = 0 otherwise. The LP is:
It is easy to verify that if G has a perfect matching then z * = n/2 otherwise z * < n/2. Since the inequalities defining EP n can be separated in polynomial time, the LP can be solved in polynomial time by interior point methods.
Since the perfect matching problem is in P, it seemed possible that EP n could be written as the projection of a polytope with a polynomial size description. This is the topic of extension complexity (see, eg., Fiorini et al. [5] ). We recall the basic definitions here, referring the reader to [5] for further details.
An extended formulation (EF) of a polytope Q ⊆ R d is a linear system
Ex + F y = g, y 0
in variables (x, y) ∈ R q+r , where E, F are real matrices with q, r columns respectively, and g is a column vector, such that x ∈ Q if and only if there exists y such that (3) holds. The size of an EF is defined as its number of inequalities in the system.
An extension of the polytope Q is another polytope Q ⊆ R e such that Q is the image of Q under a linear map. We define the size of an extension Q as the number of facets of Q . Furthermore, we define the extension complexity of Q, denoted by xc (Q), as the minimum size of any extension of Q.
Rothvoß [7] recently proved the surprising result that xc (EP n ) is exponential. Since extension complexity seemed a promising candidate to obtain computational models that separate problems in P from those that are NP-hard, this was a setback. A way of strengthening extension complexity to handle this problem was recently proposed by Avis and Tiwary [1] .
Since linear programming is P-complete it follows that every problem in P has an LP-formulation. Indeed, a trivial LP formulation can be obtained by first solving the decision problem for a given input and setting c = 1 if the answer is yes and c = 0 otherwise. Then solving the one dimensional LP: max cx, 0 x 1 solves the original problem. To avoid such trivial LPs we limit how much work can be done in constructing the objective function. One such limitation might be, for example, to insist that the objective function can be computed in linear time in terms of the input size. The objective functions we consider in this paper satisfy this condition.
Our main goal in this research is to give an explicit construction of a poly-size LP that can be used to solve the perfect matching problem. Firstly we will describe another 'natural' polytope, P M n , for the perfect matching problem. Then we will introduce the notion of a weak extended formulation (WEF). Instead of requiring projection onto P M n we will simply require that LPs solved over the WEF solve the original problem. The objective function used is basically just a ±1 encoding of the input graph. The approach used is quite general and can be applied to any problem in P for which an explicit circuit or an explicit algorithm is known.
The paper is organized as follows. In the next section we introduce a new polytope for the perfect matching problem and give some basic results about its facet structure. We define the notion of weak extended formulation and state the main theorem. In Section 3 we first give a simple example to illustrate the technique we use to build extended formulations from boolean circuits. Then we prove the main theorem of the paper. In Section 4 we generalize our method to algorithms given in pseudocode rather than as a circuit. We show how programs written in a simple pseudocode can be converted to WEFs. Our method is modelled on Sahni's proof of Cook's theorem given in [6] . Since our pseudocode is clearly strong enough to implement Edmonds' algorithm in polynomial time, our method gives a poly-size WEF for the perfect matching problem. In Section 5 we use our main theorem to show that the non-negative rank of certain matrices is polynomially bounded above.
2 Polytopes for decision problems
Another perfect matching polytope
We use the notation 1 t to denote the t-vector of all ones, dropping the subscript when it is clear from the context. Let n be an even integer and let x be a binary vector of length n 2 . We let G(x) = (V, E) denote the graph with edge incidence vector given by x, let n be the number of its vertices and m = 1 T x the number of its edges. Furthermore, let w x = 1 if G(x) has a perfect matching and zero otherwise. We define the polytope P M n as:
P M n may be visualized by starting with a hypercube in dimension n 2 and embedding it in one higher dimension with extra coordinate w. For vertices of the cube corresponding to graphs with perfect matchings w = 1 else w = 0. It is easy to see that P M n has precisely 2 ( n 2 ) vertices. EP n is closely related to P M n , in fact it forms a face. Proposition 1. EP n is a face of P M n and can be defined by
Proof. We first show that the inequality
is valid for P M n . We need only verify it for the extreme points (x, w x ) given in (4). If w x = 0, (6) holds since 1 T x + n 2 n 2 . Otherwise w x = 1, x is the incidence vector of graph containing a perfect matching, so 1 T x n/2. The vectors x with w x = 1 and 1 T x = n/2 are the incidence vectors of perfect matchings of K n and are precisely those used to define EP n in (1).
For a given input graph G(x) = (V, E) we define the vector c = (c ij ) by:
and let d be a constant such that 0 < d 1/2. We construct the LP:
has a perfect matching, and z * = m otherwise.
Proof. Let c be the objective function defined by (7) and set m = 1 Tx . Note that c Tx = m and that c T x m − 1 for any other vertex x of the n 2 -cube. If G(x) has a perfect matching then (x, w) = (x, 1) is a feasible solution to (8) 
If G(x) does not have a perfect matching then (x, w) = (x, 0) is a feasible solution to (8) with z = m. Consider any other vertex x of the cube. Then z = c T x + dw m − 1 + 1/2 = m − 1/2. It follows that z * = m is the unique optimum solution.
Polytopes for decision problems and weak extended formulations
Although our primary goal is to construct a polynomial size polytope for the perfect matching problem, the basic ideas can be extended to arbitrary polynomial time decision problems. Let X denote a poly-time decision problem defined on binary input vectors x = (x 1 , ..., x q ), and an additional bit w x , where w x = 1 if x results in a "yes" answer and w x = 0 otherwise. We define the polytope P as:
For a given binary input vectorx we define the vector c = (c j ) by:
and let d be a constant such that 0 < d 1/2. As before we construct an LP:
The following proposition can be proved in an identical way to Proposition 2.
Tx . The optimum solution to (11) is unique, z * = m + d ifx has a "yes" answer and z * = m otherwise.
By an n-cube we mean the n-dimensional hypercube whose vertices are the 2 n binary vectors of length n. Definition 1. Let Q be a polytope which is a subset of the (q+t)-cube with variables labeled x 1 , ..., x q , y 1 , ..., y t . We say that Q has the x-0/1 property if each of the 2 q ways of assigning 0/1 to the x variables uniquely extends to a vertex (x, y) of Q and, furthermore, y is 0/1 valued. Q may have additional fractional vertices.
In polyhedral terms, this says that the intersection of Q with the hyperplanes x j = e j , j = 1, ..., q is a 0/1 vertex, for each assignment of zero or one to the e j 's. We will show that we can solve a poly-time decision problem X by replacing P in (8) by a polytope Q of polynomial size, while maintaining the same objective functions. We call Q a weak extended formulation as it does not necessarily project onto P . Let c be defined by (10) and let 0 < d 1/2.
is a weak extended formulation(WEF) of P if
• Q has the x-0/1 property.
• For any binary vectorx
Tx . The optimum solution z * = max {c T x+dw : (x, w, s) ∈ Q} is unique and takes the value z * = m + d ifx has a "yes" answer. Otherwise z * < m + d and for all sufficiently small d, z * = m and is unique.
For example, let X be the perfect matching problem so that P = P M n . Let Q = Q n be a WEF as given by this definition. It follows from Proposition 2 that we can determine whether an input graph G has a perfect matching by solving an LP over either P M n or Q n using the same objective function which is derived directly from the edge adjacency vector of G. As a very simple example, consider n = 2 giving P M 2 = CH{(0, 0), (1, 1)}. A WEF, for example, is given by: T x + dw obtains the unique optimum solution of z * = 0 = m over both P M 2 and Q 2 . We see that Q 2 projects onto a triangle in the (x, w)-space, whereas P M 2 is a line segment.
In the next section we prove the following result: Theorem 1. Every decision problem X in P/poly admits a weak extended formulation Q of polynomial size.
From Circuits to Polytopes
We will prove Theorem 1 by using the circuit model for poly-time solvable decision problems. Such circuits will then be converted to polytopes. Similar construction has been used before by Yannakakis [8] about the Hamiltonian Circuit problem.
We begin with a standard definition 1 :
Definition 3. A (boolean) circuit with q input bits x = (x 1 , x 2 , ..., x q ) is a directed acyclic graph in which each of its t nodes, called gates, is either an AND(∧) gate, an OR(∨) or a NOT(¬) gate. We label each gate by its output bit. One of these gates is designated as the output gate and gives output bit w. The size of a circuit is the number of gates it contains and its depth is the maximal length of a path from an input gate to the output gate.
Scanned by CamScanner Figure 1 : A circuit to compute whether a 4 node graph has a perfect matching For example, the circuit shown in Figure 1 can be used to compute whether or not a graph on 4 nodes has a perfect matching. The input is the binary edge-vector of the graph and the output is w = 1 if the graph has a matching (e.g. G 1 ) or w = 0 if it does not (e.g. G 2 ). If the graph has a perfect matching, exactly one of y 12 , y 13 or y 14 is one, defining the matching. For each gate we have labeled the output bit by a new variable. We will construct a polytope from the circuit by constructing a system of inequalities on the same variables.
From an AND gate, say y 12 = x 12 ∧ x 34 , we generate the inequalities:
The system (12) defines a polytope in three variables whose 4 vertices represent the truth table for the AND gate: Note that the variables x 12 , x 34 define a 2-cube and so the polytope is an extension of the 2-cube. In the terminology of the last section, it has the {x 12 , x 34 }-0/1 property. From an OR gate, say s 3 = y 12 ∨ y 13 , we generate the inequalities:
The system (13) defines a polytope in three variables whose 4 vertices represent the truth table for the OR gate, as can easily be checked. Indeed, this polytope has the {y 12 , y 13 }-0/1 property. 1 See, e.g., http://en.wikipedia.org/wiki/Circuit complexity From a NOT gate, sayȳ 12 = ¬y 12 , we could generate the equation
However it is equivalent to just replace all instances ofȳ 12 by 1 − y 12 in the inequality system, and this is what we will do in the sequel.
The circuit in Figure 1 contains 5 AND gates and 2 OR gates. By suitably replacing variables in (12) and (13) we obtain a system of 28 inequalities in 13 variables. As just mentioned, the NOT gates are handled by variable substitution rather than explicit equations. Let Q 4 denote the corresponding polytope. It will follow by the general argument below that Q 4 is a weak extended formulation(WEF) of P M 4 .
We now show that the above construction can be applied to any boolean circuit C to obtain a polytope Q which has the 0/1 property with respect to the inputs of C. Lemma 1. Let C be a boolean circuit with q input bits x = (x 1 , x 2 , ..., x q ), t gates labeled by their output bits y = (y 1 , y 2 , ..., y t ) and with circuit output bit w = y t . Construct the polytope Q with 4t inequalities and q + t variables using the systems (12) and (13) respectively. Q has the the x-0/1 property and for every input x the value of w computed by C corresponds to the value of y t in the unique extension (x, y) ∈ Q of x.
Proof. Since C is an acyclic directed graph it contains a topological ordering of its nodes (gates) and we can assume that the labelling y 1 , y 2 , ..., y t is such an ordering. Note we can assume w = y t comes last since it cannot be an input to any other gate. For any given input x the output of the circuit can be obtained by evaluating each gate in the order y 1 , ..., y t . Since it is a topological ordering, each input for a gate has been determined before the gate is evaluated.
We proceed by induction. Let Q k be the polytope defined by the 4k inequalities corresponding to gates y 1 , ..., y k . The inductive hypothesis is that for k = 1, 2, ..., t
• Q k has the x-0/1 property, and
• for each x the value of y k calculated by C corresponds to the value of y k in the unique extension of x in Q k . This is clearly true for k = 1 as the analysis following (12) and (13) shows. We assume the hypothesis is true for k = 1, 2, ..., j, where 1 j < t, and prove it for j + 1. Indeed, since Q j has the x-0/1 property for each x the values of y 1 , ..., y j are uniquely defined and have 0/1 values. By induction they correspond to the values computed by C. Therefore the analysis following (12) and (13) shows that y j+1 will also be uniquely defined, 0/1 valued, and will correspond to the value computed by C. This verifies the inductive hypothesis for j + 1 and since Q = Q t the proof is complete.
Lemma 2. Let C be a circuit that solves a decision problem X with q input bits x = (x 1 , x 2 , ..., x q ) and has associated polytope P as defined in (9). The polytope Q constructed in Lemma 1 is a WEF for P .
Proof. In order to make the correspondence with Definition 2 we relabel the variables in Q, constructed in Lemma 1, so that s = (y 1 , y 2 , ..., y t−1 ) and w = y t . By Lemma 1 we know Q has the x-0/1 property so it remains to prove the second condition in Definition 2. Letx be any binary q-vector and set m = 1 Tx . Since Q has the x-0/1 propertyx extends to a unique binary vertex (x,w,s) of Q. Define c as in (10). Fix some d, 0 < d 1/2 and consider the optimum solution
Since Q has the x-0/1 property the maximum of c T x over Q is obtained at c Tx = m at the unique vertex (x,w,s) of Q. For any other (x, w, s) ∈ Q, since x is in the q-cube and not equal tox, we have c T x < m and, since w 1, z = c T x + dw < m + d. Therefore, ifx has a "yes" answer then w = 1, z * = m + d and (x,w,s) is the unique optimum solution.
Ifx has a "no" answer then z = c Tx + dw = m, sincew = 0. In this case the optimum z * may be obtained at a fractional vertex (x, w, s). But then, as observed, c T x < m. Since w 1 we must have
m is unique and obtained at (x,w,s). By choosing d < min{ x : x ∈ {0, 1} q } we obtain the final part of the second condition of Definition 2. The lemma follows. Theorem 1 follows from Lemmas 1 and 2. Since there is no limitation of uniformity on the circuits used, the theorem holds for all decision problems in P/poly. Since each gate in the circuit gives rise to 4 inequalities and one new variable, we have the following corollary. Corollary 1. Let X be a decision problem with corresponding polytope P defined by (9). A set of circuits for X with size p(n) generate a WEF Q for P with 4p(n) inequalities and variables.
In this section we showed how to construct a poly-size LP from a poly-size circuit so that the optimum solution of the LP gives the output of the circuit. However it is not immediately clear how to use this to obtain a polytope for the perfect matching problem. It would be required to convert Edmonds' algorithm to a family of circuits. In the next section we bypass this step by showing how to convert a simple pseudocode directly into a polytope without first computing a circuit (See Theorem 2). This can be used to convert poly-time algorithms into poly-size LPs directly.
We would like to remark that our construction in Theorem 2 of a WEF from a pseudocode may not be optimal. For example, it would be possible to get roughly O(T (n) log T (n))-size circuits simulating a given T (n)-time bounded Turing machine (see, e.g., Chapter 1 of [? ]) from which we can construct a WEF with O(T (n) log T (n)) inequalities. But since Turning Machines are not commonly used for designing algorithms, we leave the interested reader to check whether a similar idea can be used to define a WEF with smaller size.
Constructing an LP from pseudocode
In this section we introduce a rudimentary pseudocode that can be used for decision problems. We show how the code can be translated into a linear program, in a way similar to that shown for circuits in the previous section. We assume there is a polynomial function p(n) so that the pseudocode terminates within p(n) steps for any input of size n. We will show that the corresponding LP will also have polynomial size in n. In the following section we give a pseudocode for solving the perfect matching problem that has these properties.
The pseudocode we use and its translation into an LP is adapted from a proof of Cook's theorem given in [6] which is attributed to Sartaj Sahni. In Sahni's construction the underlying algorithm may be nondeterministic, but we will consider only deterministic algorithms. Furthermore, Sahni describes how to convert his pseudocode into a satisfiability expression. Although it would be possible to convert this expression into an LP, considerable simplifications are obtained by doing a direct conversion from pseudocode to an LP. In this section, for simplicity, we describe only those features of the pseudocode that are necessary for implementing Edmonds' algorithm for the perfect matching problem. Additional features would be needed to handle more sophisticated problems, such as the weighted matching problem. For full details, the reader is referred to Section 11.2 of [6] .
Our pseudocode A has the following form. We assume W is a fixed integer which will represent the word size for integer variables.
• Variables are binary valued except for indices, which are W -bit integers. Arrays of binary values are allowed and may be one or two dimensional. Dimension information is specified at the beginning of A. We let q(n) denote the maximum number of bits required to represent all variables for an input size of n. Sahni argues that q(n) = O(p(n)) however in our case q(n) is significantly smaller. Statements in A are numbered sequentially from 1 to l.
• An expression contains at most one boolean operator or is the incrementation of an index. Array variables are not used in expressions but may be assigned to simple variables and vice versa.
• A contains no read statements and obtains input via its parameters. All other variables are initially zero.
• A may contain control statements go to k and if c = 1 then go to k endif. Here k is an instruction number and c is a simple binary variable.
• A terminates by setting a binary variable w to one if the input results in a yes outcome and to zero otherwise. The program then halts.
In our implementation we also allow higher level commands such while and for loops which are first precompiled into the basic statements listed above. As a simple example, here is a pseudocode that produces essentially the same result as the circuit in Figure 1 .
y 12 = x 12 ∧ x 34 y 13 = 0 y 14 = 0 if y 12 then go to 50 endif y 13 = x 13 ∧ x 24 if y 13 then go to 50 endif y 14 = x 14 ∧ x 23 if y 14 then go to 50 endif w = 0 return 50: w = 1 return
Note that the lines of the pseudocode which are executed depend on the input values x. This is different from the circuit where all gates are executed for every input. We return to this point below.
The variables in the LP are denoted as follows. They correspond to variables in A as it is being executed on a specific input I.
• Binary variables B(i, t), 1 i q(n), 0 t < p(n).
B(i, t) represents the value of binary variable i in A after t steps of computation. For convenience we may group W consecutive bits together as an integer variable i. I(i, j, t) represents the value of the j-th bit of integer variable i in A after t steps of computation. The bits are numbered from right to left, the rightmost bit being numbered 1.
• Binary arrays A binary array R[m], m = 0, 1, ..., u is stored in consecutive binary variables B(α+m, t), 0 m u, 0 t p(n) from some base location α. The array index m is stored as a W -bit integer I( * , * , t) and so we must have u 2 W − 1. • Step counter S(i, t), 1 i l, 1 t p(n). Variable S(i, t) represents the instruction to be executed at time t. It takes value 1 if line i of A is being executed at time t and 0 otherwise.
All of the above variables are specifically bounded to be between zero and one in our LP. The last set of variables, the step counter, indicates an essential difference between the circuit model and the pseudocode model. In the former model, all gates are executed for each possible input. The gates can be executed in any topological order consistent with the circuit. For the pseudocode model, however, the step to be executed at any time t will usually depend on the actual input. For each time step t and line i of pseudocode we will develop a system of inequalities which have the x-0/1 property, for some subset of variables x, if line i is executed at time t. Ie., the inequalities should uniquely determine a 0/1 value of all variables given any 0/1 setting of the x variables. However, if step i is not executed at time t then the variables should be free to hold any 0/1 values and these values will be determined by the step that is executed at time t. So in each set of inequalities a control variable (in our case the variable S(i, t)) will appear for this purpose. More formally, we make the following definition which generalizes Definition 1:
Let Cx+Dy e be a system of inequalities that satisfy the x-0/1 property, i.e. each 0/1 setting of the x variables uniquely defines a 0/1 setting of the y variables. Suppose that Cx + Dy e + 1 is feasible for all 0/1 settings of x and y variables, and let z be a binary variable. The system 1z + Cx + Dy e + 1 has the (z) controlled x-0/1 property.
Note that if z = 0 the new system is always feasible for any 0/1 setting of x and y. If z = 1 then the new system reduces to the old system that has the x-0/1 property.
We now define the 5 different types of linear inequalities needed to simulate the pseudocode which, following Sahni, we label C,D,E,F and G. This follows since the other variables are constrained to be between zero and one. There are 4 subcases depending on the instruction at line i. Inequalities are generated for each t, 1 t p(n).
(i) (assignment statement) Go to the next instruction.
(iii) (return ) Loop on this line until time runs out.
S(i, t) − S(i, t + 1) 0
(iv) (if c = 1 then go to k endif) We assume that bit c is represented by variable B(j, t − 1).
S(i, t) + B(j, t − 1) − S(k, t + 1) 1 S(i, t) − B(j, t − 1) − S(i + 1, t + 1) 0
When S(i, t) = 1 cases (i)-(iii) fix the next line to be executed and trivially have the controlled x-0/1 property, where x is empty. For (iv), note we have also the equations E above. When S(i, t) = 1, if B(j, t − 1) = 1 then the first inequality fixes S(k, t + 1) = 1 otherwise the second inequality fixes S(i + 1, t + 1) = 1. The inequalities (iv) have the controlled B(j, t − 1)-0/1 property.
G: (Control of variables) If we are at line i of A at time t, i.e. S(i, t) = 1, all variables are updated to their correct values at time t + 1 following the execution of line i. If not, i.e. S(i, t) = 0, then all inequalities below are trivially satisfied. Again there are several cases depending on the instruction at line i. Inequalities are generated for each t, 1 t p(n).
(i) (Reassignment of unchanged variables) All variables left unchanged at a given step t need to be reassigned their initial values. For 1 k q(n):
Note that when S(i, t) = 1 these inequalities imply that B(k, t − 1) = B(k, t). They have the controlled B(k, t − 1)-property. Similar inequalities are generated for each integer variable I(k, j, t), 1 j W . In what follows, the above inequalities need to be generated for all variables B(k, t) and I(k, j, t) not being assigned values at time t in the particular instruction i being considered.
(ii) (assignment: s = x and s = ¬x) Assume that x, s are stored in B(q, t − 1), B(s, t) respectively. For s = x we generate the two inequalities:
S(i, t) − B(q, t − 1) + B(s, t) 1
When S(i, t) = 1 the inequalities imply B(s, t) = B(q, t − 1) as desired. They have the controlled B(q, t − 1)-property. For s = ¬x we generate the two inequalities:
The analysis is similar to that for s = x. (iii) (assignment: s = x⊕y) Assume that x, y, s are stored in B(q, t−1), B(r, t−1), B(s, t) respectively.
S(i, t) + B(q, t − 1) − B(r, t − 1) − B(s, t)
1
S(i, t) + B(q, t − 1) + B(r, t − 1) + B(s, t) 3
If S(i, t) = 1 then all constants on the right hand side are reduced by one and S(i, t) can be deleted. It is easy to check the inequalities have the controlled {B(q, t − 1), B(r, t − 1)}-0/1 property, and that for each such 0/1 assignment B(s, t) is correctly set. (iv) (assignment: s = x∧y) Assume that x, y, s are stored in B(q, t−1), B(r, t−1), B(s, t) respectively.
S(i, t) − B(q, t − 1) + B(s, t) 1 S(i, t) − B(r, t − 1) + B(s, t) 1 S(i, t) + B(q, t − 1) + B(r, t − 1) − B(s, t) 2
If S(i, t) = 1 then all constants on the right hand side are reduced by one and S(i, t) can be deleted. It is easy to check the inequalities have the controlled {B(q, t − 1), B(r, t − 1)}-0/1 property, and that for each such 0/1 assignment B(s, t) is correctly set.
Assume that x, y, s are stored in B(q, t − 1), B(r, t − 1), B(s, t) respectively.
S(i, t) + B(q, t − 1) − B(s, t) 1

S(i, t) + B(r, t − 1) − B(s, t) 1 S(i, t) − B(q, t − 1) − B(r, t − 1) + B(s, t) 1
The analysis is similar to G(iv) and is omitted. The inequalities have the controlled {B(q,t-1),B(r,t-1)}-0/1 property. The k-way or is an easy generalization which will be needed in the sequel, where we assume that x j is stored in B(q j , t − 1), j = 1, 2, ..., k. It is defined by the following inequalities:
(vi) (increment integer variable) Assume that the integer variable is stored in I(q, j, t−1), 1 j W and is to be incremented by 1. We require another integer I(r, j, t), 1 j W to hold the binary carries. On overflow, I(r, W, t) = 1 and I(q, j, t) = 0, 1 j W . The incrementer makes use of two previous operations, G(iii) and G(iv):
I(q, 1, t) = I(q, 1, t − 1) ⊕ 1 I(r, 1, t) = I(q, 1, t − 1) ∧ 1 I(q, j, t) = I(q, j, t − 1) ⊕ I(r, j − 1, t) 2 j W I(r, j, t) = I(q, j, t − 1) ∧ I(r, j − 1, t) 2 j W By appropriate formal substitution of variables, each of the above assignments is transformed into inequalities of the form G(iii) and G(iv), which are controlled by the step counter S(i, t). It can be verified that the full system satisfies the controlled {I(q, j, t), 1 j W }-0/1 property because for each 0/1 setting of these variables all other variables are fixed by the above system of equations.
(vii) (equality test for integer variables) Assume that the integer variables are stored in I(q, j, t − 1) and I(r, j, t − 1), 1 j W . We require temporary variables B(j, t), 1 j W + 1. If the two integer variables are equal then B(W + 1, t) is set to one else it is set to zero.
The first equations makes repeated use of G(iii) after appropriate substitution. By combining G(ii) and the k-way or from G(v) we may implement the second equation by the inequalities.
The inequalities have the controlled {I(q, j, t − 1), I(r, j, t − 1), 1 j W }-0/1 property.
We assume that R has dimension u, is stored in B[α+j, t−1], 0 j u and that x is stored in B(x, t−1). We further assume that m is stored in an integer variable I(m, k, t − 1), 1 k W . We need additional binary variables M (j, t), 0 j u to hold intermediate results. Initially we write down some equations and then we use previous results to convert these to inequalities. Firstly we need to discover the memory location for R[m]. For any 0 j u let j W j W −1 ...j 1 be the binary representation of j. Then we formally define for
Note this definition is purely formal and has nothing to do with the execution of A. We will assign M (j, t) a value via the W -way or given in G(v). For 0 j u:
When S(i, t) = 1, it can be verified that M (j, t) = 0 whenever j = m and is one otherwise. Now we may update all array elements of R at time t and make the assignment R[m] = x by the system of inequalities, for all 0 j u:
To understand these inequalities, first note that they are trivially satisfied unless S(i, t) = 1. When j = k we have M (j, t) = 0 and the first two inequalities are tight. We have B(α + j, t) = B(x, t − 1) updating the array element to x. The second two inequalities are trivially satisfied. Otherwise j = k, M (j, t) = 1, the first two inequalities are trivially satisfied and the second two are tight. We have B(α + j, t) = B(α + j, t − 1) copying the array element over to time t from time t − 1. We remark that there are O(uW ) inequalities generated above.
Finally note that we can implement x = R[m] by using the inequalities
and letting the array R[m] be copied at time t using G(i). Both of these two inequality systems have the controlled {B(x, t − 1), B(α + j, t − 1), j = 0, ..., u}-0/1 property.
. This is a natural generalization of G(viii). We assume that R has dimensions u and v, is stored in row major order in B[α + j, t − 1], 0 j uv + u + v and that x is stored in B(x, t − 1). We further assume that m and c are stored in an integer variables I(m, k, t − 1), I(c, k, t − 1), 1 k W respectively. We need additional binary variables M (j, t), 0 j u and N (j, t), 0 j v to hold intermediate results.
Firstly we need to discover the memory location for R[m] [c] . We again use the equations (15) for the row index.
For the column index, as in G(viii), for any 0 j v let j W j W −1 ...j 1 be the binary representation of j. We formally define for k = 1, 2, ..., W
We will assign N (j, t) a value via the W -way or given in G(v). For 0 j v:
When S(i, t) = 1, it can be verified that N (j, t) = 0 whenever j = c and is one otherwise. Now we may update all array elements of R at time t and make the assignment R[m][c] = x by the following system of inequalities. For all 0 j 1 u, 0 j 2 v, r = j 1 (u + 1) + j 2 :
The analysis is similar to G(viii). The above inequalities are all trivial unless S(i, t) = 1. Note that for each j 1 and j 2 , index r gives the relative location in the array. If j 1 = m, j 2 = c then M (j 1 , t) = N (j 2 , t) = 0, the first two inequalities are tight and the last four loose. The first two inequalities give B(α + r, t) = B(x, t − 1). Otherwise either M (j 1 , t) = 1 or N (j 2 , t) = 1 or both, and the first two inequalities are trivially satisfied. In the former case the two middle inequalities are tight and we have the equation B(α + r, t) = B(α + r, t − 1). In the latter case this equation is formed from the last two inequalities. We remark that there are O(uv + uW + vW ) inequalities generated above. For the assignment x = R[m][c] we need the inequalities
for r = j 1 (u + 1) + j 2 . All array elements of R must also be copied from time t − 1 to time t as in G(i). Both of these two inequality systems have the controlled {B(x, t−1), B(α+j, t), j = 0, ..., uv+u+v}-0/1 property. Remark: In applications using graphs, a symmetric 2-dimensional array is often used to hold the adjacency matrix. Such symetric matrices may be implemented in pseudocode by replacing a statement such as R To show the correctness of the above procedure we give two lemmas that are analogous to Lemmas 1 and 2 of the last section. First we show that the above construction can be applied to any pseudocode A, written in the language described, to produce a polytope Q which has the 0/1 property with respect to the inputs of A.
Lemma 3. Let A be a pseudocode, written in the above language, which takes n input bits x = (x 1 , x 2 , ..., x n ), and terminates by setting a bit w. Construct the polytope Q as described above relabelling B(0, p(n)) as w and the additional variables as s = (s 1 , s 2 , ..., s N ) for some integer N . Q has the the x-0/1 property and for every input x the value of w computed by A corresponds to the value of w in the unique extension (x, w, s) ∈ Q of x.
Proof. (Sketch) As with Lemma 1 the proof is by induction, but this time we use the step counter. By assumption A terminates after p(n) steps. Let k = 1, 2, ..., p(n) represent the step counter. Define Q k to be the polytope consisting of precisely those inequalities in Q that use variables: B(i, t), 1 i q(n), 1 t k, I(i, j, t), 1 i q(n), 1 j W, 1 t k and S(i, t), 1 i l, 1 t k.
• for each x, at step k, A with input x is executing line i corresponding to the unique index i where S(i, k) = 1 and all variables at that step have the values corresponding to the values of B(i, k), 1 i q(n) and I(i, j, k), 1 i q(n), 1 j W .
The inequalities of Q 1 consist of those in groups C, D, and E above and the induction hypothesis is readily verified. We assume the hypothesis is true for k = 1, 2, ..., T , where 1 T < p(n), and prove it for T + 1. Indeed, since Q j has the x-0/1 property for each x the values of all variables with index t T have been correctly set. It follows that for precisely one index i we have S(i, T ) = 1, meaning that line i of the pseudocode is executed at time T for this particular input. The inequalities defined in group G all have the controlled x-0/1 property for the control variable S(i, T ). The variables B and I with index t = T + 1 are correctly set by the analysis in group G above. The analysis in group F implies that the values of S(i, T + 1) will also be uniquely determined and 0/1, correctly indicating the next line of A to be executed at t = T + 1. This verifies the inductive hypothesis for T + 1 and since Q = Q p(n) this concludes the proof.
The next lemma is simply a restatement of Lemma 2 in the context of our pseudocode rather than circuits. The proof of Lemma 2 makes no reference to how Q was computed, so the same proof holds.
Lemma 4. Let A be a algorithm, written in the above pseudocode, which solves a decision problem X with n input bits x = (x 1 , x 2 , ..., x n ) and has associated polytope P as defined in (9). The polytope Q described in Lemma 3 is a WEF for P .
Lemmas 3 and 4 justify the correctness of the method outlined in this section. We now analyze the size of the WEF Q created. Recall that q(n) is the number of bits of storage required by the algorithm A, which of course consists of a constant number of lines of pseudocode. The variables of Q are the variables B(j, t), S(i, t) and additional temporary variables created in some of the groups C-G. It can be verified that their number is O(p(n)q(n)). For fixed t, each of the sets of inequalities described in groups C-G have size at most O(q(n)) except possibly the array assignment inequalities described in G(viii) and G(ix). As remarked there, an array of dimension u generates O(uW ) inequalities. A 2-dimensional array of dimension r by c generates O(rc + rW + cW ) inequalities. We may assume that W ∈ O(log n). Then O(q(n) log n) is an upper bound the number of inequalities generated in either G(viii) or G(ix). Since t is bounded by p(n) we see that the WEF has at most O(p(n)(q(n) log n)) inequalities also. We have: Theorem 2. Let X be a decision problem with corresponding polytope P defined by (9). A algorithm for X written in the pseudocode described above requiring q(n) space and terminating after p(n) steps generates a WEF Q for P with O(p(n)q(n) log n) inequalities and variables.
Since Edmonds' algorithm can be implemented in poly-time in the pseudocode presented our method gives a polynomial size WEF for P M n . So for example, a straightforward O(n 4 ) implementation of Edmonds' algorithm using O(n 2 ) space would yield a WEF with O(n 6 log n) inequalities and variables. If the O(n 2.5 ) time algorithm of Even and Kariv [4] can be implemented in our pseudocode it would yield a considerably smaller polytope.
We are currently building a compiler along the lines described here to automatically generate a WEF corresponding to any given pseudocode. The elements described in C-G above have been implemented and tested as well as a few small complete examples of pseudocode. The polytopes generated are rather large even for short pseudocodes. For example, the pseudocode at the beginning of this section generated a polytope with about 3200 inequalities! 3 This should be compared with 28 inequalities for the circuit in Figure 1 and 4 odd set inequalities for Edmonds' polytope EP 4 . Nevertheless the WEF generated by this method should be significantly smaller than EP n even for relatively small n. The details of the implementation of the compiler and its application to Edmonds' algorithm will be described in a subsequent paper.
Connections to non-negative rank
In this section we reformulate the results in previous sections in terms of non-negative ranks of certain matrices. A matrix S is called non-negative if all its entries are non-negative. The non-negative rank of a non-negative matrix S is the smallest number r such that there exist non-negative matrices T and U such that T has r columns, U has r rows and S = T U .
Let P in and P out be two polytopes in R k such that P in ⊆ P out . We say that such a pair defines a polytopal sandwich. With every polytopal sandwich we can associate a non-negative matrix with encodes the slack of the inequalities defining P out with respect to the vertices of P in . That is, if P in = conv({v 1 , . . . , v n }) and P out = {x ∈ R k | a i x b i , 1 i m} then the slack matrix associated with the polytopal sandwich thus defined is S(P out , P in ) = S with S ij = b i − a i v j .
Lemma 5. Let P in = conv({v 1 , . . . , v n }) and P out = {x ∈ R k | a i x b i , 1 i m}. Let P be a polytope with smallest extension complexity such that P in ⊆ P ⊆ P out . Then, xc(P ) = rank + (S(P out , P in )).
Proof. Suppose P in ⊆ P ⊆ P out . We can describe P as the convex hull of the vertices of P together with the vertices of P in . Similarly we can describe P as the intersection of all its facet-defining inequalities and the facet-defining inequalities of P out . Now the matrix S(P out , P in ) is a submatrix of the slack matrix S(P ) of this particular representation of P. Therefore, rank + (S(P )) rank + (S(P out , P in )). It is known (see, for example, [5] ) and easy to see that the non-negative rank of the slack matrix of a polytope is not changed by adding redundant inequalities and points in its representation. Also, since the non-negative rank of the slack matrix of a polytope is equal to its extension complexity ( [5] ), we have that xc(P ) rank + (S(P out , P in )). Now, suppose that rank + (S(P out , P in )) = r. That is there exist non-negative matrices T and U with r columns and rows respectively, such that S(P out , P in ) = T U. Denote by T i the i-th row of T and U j the j-th column of U . Consider the polytope
and let
Since, by definition, P is a projection of Q and Q has at most r inequalities, we have that xc(P ) rank + (S(P out , P in )). If we show that P in ⊆ P ⊆ P out then xc(P ) rank + (S(P out , P in )), implying the lemma. Suppose x ∈ P. Then ∃y, (x, y) ∈ Q. That is y 0 and a i x + T i y = b i for all i. Since T is non-negative, T i y 0 and therefore a i x b i for all i. That is, x ∈ P out . Therefore, P ⊆ P out .
Suppose
Clearly y 0 since U is non-negative. So (x, y) ∈ Q and thus x ∈ P. Therefore P in ⊆ P. This completes the proof.
Languages and their sandwiches
Let L ⊆ {0, 1} * be a language over the 0/1 alphabet. For every natural number n define the set L(n) as
For every n consider the 2 n × 2 n non-negative matrix M (L(n)) defined as follows. Rows and columns of M (L(n)) are indexed by 0/1 vectors a, b of length n and
. This constant is a universal constant that depends only on n and not on L. The appropriate value of d can be obtained from Lemma 2 (See last part of the proof).
Corresponding to any language L let us define a polytopal sandwich given by a pair of polytopes. The inner polytope is described by its vertices and is contained in the outer polytope, which in turn is described by a set of inequalities. Both the vertices of the inner polytope and the inequalities for the outer polytope depend only on the language L. We call such a sandwich the characteristic sandwich of L(n) and M (L(n)) is the slack of this sandwich (Lemma 6).
Corresponding to every language L ⊆ {0, 1} * we define characteristic functions ψ : {0, 1} * → {0, 1} and φ : {0, 1} * → {−1, 1} * with
To make the connection with Section 2.2 note that ψ(x) will play the role of w x and φ(x) will play the role of the objective function vector c. The inner polytope V (L(n)) is then defined to be conv({(x, ψ(x)) | x ∈ {0, 1} n }). In terms of Section 2.2, V (L(n)) plays the role of P . In terms of matchings it is P M n . The outer polytope H(L(n)) is defined by the inequalities
Note that the normal vectors of the inequalities defining H(L(n)) are just the optimization directions (c, d) that were used in Section 2.2.
Proof. Consider two vectors a, b ∈ {0, 1} n . The slack of the inequality corresponding to φ(a) with respect to (b, ψ(b)) is
Therefore the slack of the inequality corresponding to φ(a) with respect to (b, ψ(b)) is
The following lemma is analogous to Proposition 3.
n is in L or not can be achieved by optimizing over P along the direction (φ(a), d) for some constant 0 < d 1/2.
Proof. Let a be a given vector in {0, 1} n . Consider the maxima z v , z p , z h of φ (a)x+dw when (x, w) ∈ V (L(n)), (x, w) ∈ P, and (
Therefore whether z p = a 1 + d or not tells us whether a ∈ L or not.
Theorem 3. For any language L, M (L(n)) has non-negative rank polynomial in n if and only if membership testing in L belongs to the class P/poly.
Proof. Suppose L belongs to the class P/poly, then we can construct a polynomial size polytope Q as in Lemma 1. By the argument used in the proof of Lemma 2 we can see that the projection of Q onto the first n + 1 coordinates is contained in H(L(n)) and contains V (L(n)). Since M (L(n)) is the slack of H(L(n)) with respect to V (L(n)), the non-negative rank of M (L(n)) is upper bounded by the extension complexity of any polytope P sandwiched between the two polytopes (see proof of Lemma 5) . Since the size of Q is a polynomial in n and Q is the extension of some polytope that can be sandwiched between H(L(n)) and V (L(n)) we have that rank + (M (L(n)) is a polynomial in n.
For the other direction, suppose that M (n) has non-negative rank r which is polynomial in n. Since M (n) is the slack of H(L(n)) with respect to V (L(n)), by Lemma 5 there exists a polytope P such that the extension complexity of P is r and V (L(n)) ⊆ P ⊆ H(L(n)). In other words, there exists polytopes P and Q such that Q has r facets, projects down to P and V (L(n)) ⊆ P ⊆ H(L(n)). By Lemma 7 optimizing over P can be used to decide whether x ∈ L or not for a given x. Furthermore, optimizing over P can be done by optimizing over Q instead. Since Q has polynomial size, we can use interior point methods to do the optimization and so determine membership in L in polynomial time.
of type (16) define a facet of P M n . Since the number of perfect matchings in K n is the double factorial (n − 1)!! = (n − 1) · (n − 3)...3 · 1 the number of facet defining inequalities of P M n is therefore super-polynomial.
For a second set of valid inequalities, first let E n be the set of edges of K n . A proper subset S ⊂ E n is hypo-matchable if it has no matching of size n/2 but the addition of any other edge from E n \ S to S yields such a matching. Then we have:
To see the validity of this inequality note that if the sum is zero then no edges from E n \ S are in G(x). So G(x) has no perfect matching and so w must be zero. We now prove that the inequalities (16) are facet defining for P M 2n , where we have replaced n by 2n to avoid fractions. For any integer s we use the notations I s×s , 1 s×s and O s×s to represent, respectively, the s × s identity matrix, matrix of all ones, and matrix of all zeroes. With only one subscript, the latter two notations represent the corresponding vectors. For an integer n we let t = 2n(n − 1). Without loss of generality, consider a perfect matching M in K 2n consisting of the n edges 12, 34, 56, ..., (2n − 1)2n and let E t be the t edges of K 2n that are not in M . We construct a set of t + n = n(2n − 1) graphs G(x) for which inequality (16) is tight and for which the x vectors are affinely independent. The corresponding (t + n + 1) × (t + n + 1)-matrix A of edge vectors x is:
We label the columns of A as follows. The first t columns correspond to the edges in E t listed in lexicographical order by ij. The next n columns are indexed by the edges 12, 34, ..., (2n − 1)2n of M and the final column by w. The first t rows of A consist of the edge vectors of graphs which contain M and precisely one other edge ij not in M , arranged in lexicographic order by ij. This means that the top left hand block in A is the identity matrix. Since all these graphs contain M , which is a perfect matching, all these remaining entries in the first t rows of A are ones. The next n rows of A correspond to graphs with edge vectors M \ {ij}, where ij ranges over the perfect matching 12, 24, ..., (2n − 1)2n. Clearly the first block of these rows are all zeroes and the second block is 1 n×n − I n×n . The last column is all zero since none of these graphs has a perfect matching. The final row of A corresponds to the graph M .
It is straight forward to perform row operations on A to transform it into an upper triangular matrix with ±1 on the main diagonal. This can be performed by subtracting the last row from the preceding n rows. The middle block of A is now −I n×n . Finally these rows can then be added to the last row, which is then divided by n − 1. It is then all zero except for the last column, which is -1. This completes the proof.
