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 The water that we rely on exists as the result of complex interacting processes that occur 
over a range of temporal and spatial scales. Historically hydrologic research has been directed at 
the study of individual processes or components of the larger hydrologic r water resource 
system, but the advent of sophisticated integrated hydrologic simulation tools in recent decades 
has enabled a more comprehensive approach to studying the factors that con rol the quantity, 
timing, and location of water in the environment. Specifically, such tools provide a platform 
through which to quantify fluxes and stores in a physically consistent way across large spatial 
and temporal extents and to test and isolate the impact of speciic anthropogenic changes within 
and among connected hydrologic domains like the subsurface, land surface, and the atmosphere. 
 This dissertation makes use of the integrated hydrologic modeling platform built aro nd 
ParFlow (i.e. ParFlow-CLM and ParFlow-WRF) to explore the nature of hydrologic connections 
and the propagation of change across the regional-scale San Joaquin River basin system. 
Simulations of the integrated land surface and subsurface system expose the dependence of the 
Central Valley aquifer on the adjacent mountain blocks while highlightin  the dynamic 
interaction of surface processes in supporting streamflow and groundwater-surface water 
interactions. Analysis of atmospheric response over a region of declining groundwater levels 
shows that boundary layer height is directly tied to water table depth, although local increases in 
boundary layer height depend on the regional configuration of the water tabl . Atmospheric 
perturbations translate to changes in terrestrial hydrology as well. Simulations of uniform 
warming across the basin shows that increasing temperatures initiate a cascade of effects that 
starts with a shift from snow to rainfall and declining snowpack and propagates through an 
elevation-dependent shift in runoff, evapotranspiration, and saturated groundwater recharge. 
These local scale effects produce an aggregate response characterized by precipitation-dependent 
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INTRODUCTORY REMARKS  
 
Field hydrology and simulation can both provide useful insight into the function of a 
hydrologic system, ideally with each endeavor informing, guiding, and advancing the other. 
While some have recently argued that the discipline has shifted too far toward modeling (Burt 
and McDonnell, 2015), hydrologic modeling still serves important purposes: it provides a 
framework through which a researcher can systematically examine the role of component 
processes or changes; it provides the means for making exploration of a rangeof u c rtain 
futures tractable; and it allows a process for extending and augmenting the always incomplete 
instrument record. As computational capabilities continue to expand, process-rich simulation 
frameworks (e.g. Gochis et al., 2013; Kollet and Maxwell, 2008; Maxwell et al., 2014), decades 
in the making (Freeze and Harlan, 1969), provide ever more potential to explore the interactions 
and feedbacks within real hydrologic systems across bigger scales and finer resolutions 
(Bierkens et al., 2015). Simulations that can now capture the entire terrestrial (and atmospheric) 
hydrologic system in a physically consistent and highly resolved way provide a path toward 
more detailed understanding of the connections between historically separate realms of 
hydrology—groundwater, the vadose zone, land surface processes, and the atmosphere—and, in 
turn, provide a foundational motivation for this dissertation. 
The questions addressed in this dissertation fall under the broad theme of hydrologic 
connection and change. I define hydrologic connections here to mean broadly the translation of 
change from one hydrologic realm (e.g. groundwater) to another (e.g. flow in a river channel) by 
way of a physical process that depends on spatial and temporal properties of the ystem. 
Hydrologic change can result from a range of human activities and natural processes. I focus 
here on the human-induced modifications that occur through global climate change and local 
water use and management. One can view such changes as acting on two different scales and 
through two different hydrologic pathways—that is, from the atmosphere down and from the 
subsurface up. It is this cross-domain propagation of change that makes integrated hydrologic 
simulation a useful tool. Furthermore, the value of water in supporting agricultural, industrial, 
 2 
and urban growth and sustainability underscores the importance of better understa ding how 
climate and management factors affect different aspects of the hydrologic system.  
While impacts to hydrologic systems from such human activities are global (Döll et al., 
2009; Vörösmarty and Sahagian, 2000; Wada et al., 2010), the following work is focused on th  
San Joaquin River basin in California. This basin is a prime area for study of hydr logic 
connections and change – it encompasses sensitive snowpack driven mountain headwaters and 
an intensively irrigated agricultural Central Valley and, in many was, represents a microcosm 
for broader Western USA management and climate-impacted water resource i s es. In particular, 
the waters of the basin are used to support a wide range of valuable agriculture production 
(California Department of Food and Agriculture (CDFA), 2015) and are increasingly important 
for urban and environmental purposes (California Department of Water Resources, 2014) and 
have proved especially susceptible to recent drought shortfalls (Dettinger et al., 2015; Dettinger 
and Anderson, 2015).  
Understanding how different parts of a system interact to yield a hydrologic behavior or 
response that we can observe and measure is a crucial step in determining the way in which such 
systems are likely to change. Chapter 2 addresses this topic through a discussion of the 
construction and analysis of a ParFlow-Common Land Model (ParFlow-CLM) model of the San 
Joaquin River Basin. Details of model inputs, construction, and initialization are presented along 
with an expansive comparison of simulated hydrology from water year 2009 to available 
observations. The results show the physical process foundation for the integrated model 
accurately simulates the partitioning of water across a landscape. Analysis of the simulated 
hydrology provides insight into the connections between the distinct hydrologic settings of the 
Sierra Nevada Mountains and the Central Valley. The simulations show that the Sierra Nevada 
mountain block may provide an important, relatively constant influx of water to the Central 
Valley aquifer that has been often disregarded in previous groundwater modeling efforts (Faunt, 
2009; Williamson et al., 1989). In addition, a detailed decomposition of the land surface budget 
shows that groundwater is a crucial low-frequency contribution to streamflow in the Central 
Valley and that near-surface storage plays an important role in modifying the temporal signal of 
mountain runoff. Finally, analysis of basin-wide groundwater-surface water exchange shows that 
the exchange between the subsurface and surface domains traces an annual hysteretic loop 
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formed by the variable intensity of runoff, infiltration, and evapotranspiration across the basin 
during the strong seasonal cycle. 
Chapter 3 explores how human impacts to groundwater propagate to the atmosphere. The 
integrated hydrologic model of the San Joaquin River basin from Chapter 2 is xpanded to 
include atmospheric processes through a coupling with the mesoscale atmospheric Weather 
Research and Forecasting (WRF) model. Two states are imposed on the basin hydrology: the 
first a natural condition that reflects the San Joaquin River basin as it would be today without 
human influence, the second with water table drawdowns reflecting historical groundwater 
pumping in the Central Valley. Two-week summer simulations show that lowering the water 
table shifts the energy balance at the land surface, subsequently raising the planetary boundary 
layer. This effect is shown to be robust to initial condition uncertainty while the model 
uncertainty encapsulated in boundary layer scheme options affects the absolute magnitude of 
boundary layer height and difference. Analysis of boundary layer height spatial variability across 
the simulated Central Valley shows that lowering the water table affects the regional relationship 
between water table and the atmospheric response. Additionally, the boundary layer is shown to 
be most sensitive to change when the water table is lowered from a position in the top 10 meters 
below the land surface. 
Finally, Chapter 4 addresses the hydrologic change resulting from a regional climate 
perturbation. Uniform temperature increases of 2°C and 4°C, indicative of the range of projected 
warming over the coming century (Cayan et al., 2008; Hayhoe et al., 2004) are imposed on a 
five-year simulation that includes a cycle of average, wet, and dry yea s. Results show annual 
precipitation is a primary control on aggregate response but that increasig temperatures tend to 
shift basin response toward higher evapotranspiration and lower runoff such that an average 
precipitation year may reduce streamflow to drought conditions under a wa ming of 4°C. The 
model permits a spatiotemporal dissection of these aggregate changes- showing that local scale 
change, feedback, and compensation are necessary to explaining mechanisms of overall change. 
Specifically results show that warming increases runoff between 1000-3000 m in the Sierra 
Nevada but that corresponding ET losses counterbalance the runoff gain and actually yield less 
downstream flow. Importantly, the shift in water balance at the surface in the Sierra Nevada 
translates to recharge reductions there but increases in channel recharge on the Central Valley 
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floor as the system transitions from a snow to rainfall dominated system under increased 
temperatures. 
The results of these studies provide a broader context in which to place decisions about 
managing water resources and adapting to existing and expected changes. Broadly, the work in 
this dissertation emphasizes the importance of considering hydrologic c nnections not just 
locally but at scales relevant to water resources decision-making. Specifically, each study 
highlights the important role of connections along the subsurface-to-atmosphere continuum, 
from modulating the variability of incoming meteorological signals to affecting the magnitude of 
feedbacks to the lower troposphere. This work points to the valu  of management and adaptation 
plans that consider the whole hydrologic system and hopefully helps refine future field and 
modeling studies as hydrologists advance toward a better understanding of interconnection and 






EXAMINING REGIONAL GROUNDWATER-SURFACE WATER DYNAMICS USING AN 
INTEGRATED HYDROLOGIC MODEL OF THE SAN JOAQUIN RIVER BASIN 
 
Modified from a paper submitted to J urnal of Advances in Modeling Earth Systems 
 
James M. Gilbert1, 2* and Reed M. Maxwell1,2 
 
Abstract 
Widespread irrigated agriculture and a growing population depend on the complex 
hydrology of the San Joaquin River basin in California. The challenge of managing this complex 
hydrology hinges, in part, on understanding and quantifying how processes interact to support 
the groundwater and surface water systems. Here, we use the integrated hydrologic platform 
ParFlow-CLM to simulate hourly 1-km gridded hydrology over one year to study unimpacted 
groundwater-surface water dynamics in the basin. Comparisons of simulated results to 
observations show the model accurately captures important regional-scale partitioning of water 
among streamflow, evapotranspiration (ET), snow, and subsurface storage. Analysis of thi  
simulated Central Valley groundwater system reveals the seasonal cycle of recharge and 
discharge as well as the role of the small but temporally constant portion f groundwater 
recharge that comes from the mountain block. Considering uncertainty in mountain block 
hydraulic conductivity, model results suggest this component accounts for 7%-23% of total 
Central Valley recharge. A simulated surface water budget guides a hydrograph decomposition 
that quantifies the temporally variable contribution of local runoff, valley rim inflows, storage, 
and groundwater to streamflow across the Central Valley. Power spectra of hydrograph 
components suggest interactions with groundwater across the valley act to increase long-term 
                                                 
1 Hydrologic Science and Engineering Program, Department of Geology and Geological Engineering, Integrated 
GroundWater Modeling Center, Colorado School of Mines, Golden, Colorado, USA  
2 Climate Change, Water, and Society (CCWAS), Integrative Graduate Education and Research Traineeship 
(IGERT), USA 
*J.M. Gilbert is the principal author in the writing of this manuscript and is primarily responsible for modeling, and 
analysis. R. M. Maxwell contributed to model preparation, discussion, and manuscript edits. 
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correlation in San Joaquin River outflows. Finally, model results reveal hysteresis in the 
relationship between basin streamflow and groundwater contributions to flow. Using hourly 
model results, we interpret the hysteretic cycle to be a result of daily-scale fluctuations from 
precipitation and ET superimposed on seasonal and basin-scale recharge and discharge. 
2.1 Introduction 
A region’s water resources reflect the unique combination of climate, geology, ecology, 
and human activity particular to that place, the emergent result of the cumulative and universal 
biogeochemical processes occurring therein. With rising (and competing) priorities for allocation 
of water resources for human and environmental needs, examination of these processes across 
watersheds (catchments, basins) and how they transform precipitation into much relied-upon 
surface and groundwater supplies is increasingly salient. In light of t is, we pursue insights into 
regional watershed function by applying an integrated hydrologic model to the San Joaquin 
River basin in California.  
The San Joaquin River basin is a fitting subject of study, as it typifies issues common to 
many water resource systems not only in the American West but many mountain-valley 
agricultural systems worldwide. Runoff from mountain snowpack and extraction of groundwater 
from the Central Valley aquifer system has facilitated a massive transformation of the San 
Joaquin system from its state prior to European settlement—much of the Valley area has been 
converted from native vegetation to agricultural and urban uses. The basin now supports more 
than $20 billion in annual agricultural production (California Department of Food and 
Agriculture (CDFA), 2015) while hosting a population that is projected to urbanize ad grow 67-
143% from 2006 levels by 2050 (California Department of Water Resources, 2014).  The legacy 
of past water uses and growth of future demands, coupled with declining and variable snowpack 
and over-extraction of groundwater, thus pose escalating challenges to water management in the 
region. 
These challenges have motivated much previous research in the San Joaquinbasin. Early 
studies, motivated by burgeoning irrigation and agricultural production objectives in the Central 
Valley, provide coarse estimates of surface and groundwater supplies and while hinting at system 
function during early stages of regional development (Alexander et al., 1874; Hall, 1886a, 
1886b; Harding and Robertson, 1912; Jones, 1934; McGlashan, 1930; Mendenhall et al., 1916). 
Recognition of the importance of, and growing impacts of development on, the Central Valley 
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aquifer system prompted more extensive and detailed data collection and study throughout the 
Central Valley (Bertoldi et al., 1991; Davis et al., 1964, 1959; Mullen and Nady, 1985; Page, 
1986), eventually leading to regional groundwater modeling studies. (Williamson et al., 1989) 
constructed the first regional groundwater model of the Central Valley quifer and presented 
complete pre- and post-development water budget estimates for the system. Subsequent 
modeling efforts have extended from this pioneering effort: (Faunt, 2009; Hanson et al., 2012, 
2010) use MODFLOW and the Farm Process (FMP) module while the California Departm nt of 
Water Resources (CA-DWR) has developed the C2VSim (Brush et al., 2013; Dale et al., 2013) 
model (based on the Integrated Water Flow Model framework) to simulate the coupled evolution 
of the Central Valley aquifer system under irrigation development. Although implementation 
differs in each, these models share similar spatial extents (i.e. limited to he Central Valley), are 
designed toward multi-decadal simulation of agricultural budgets and associ ted hydrologic 
impacts, and have relatively coarse temporal discretization. While this approach provides a 
useful basis for understanding trends in the groundwater system, it affords less insight into the 
interactions among component of the underlying natural hydrologic system. The steady-state 
integrated hydrologic model of (Bolger et al., 2011) provides a general picture of such a pre-
development system but cannot be used to assess temporal or mountain-valley dynamics.  
The dependence of the Central Valley on Sierra Nevada precipitation, seasonal 
snowpack, and runoff has motivated numerous studies examining aspects of San Joaquin River 
basin hydrology. To date, most simulation studies investigate projected climate change impacts 
to snowpack, ET, and streamflow over broad scales (e.g., (Das et al., 2011; Dettinger et al., 
2004; Ficklin et al., 2012, 2009; Godsey et al., 2014; Lettenmaier and Gan, 1990; Null et al., 
2010a; VanRheenen et al., 2004). With the focus of these macro-scale studies aimed at 
preserving an ensemble of projected climate conditions or propagating effectsto the managed 
water infrastructure of the Central Valley, the results provide more limited insight into the 
hydrologic mechanisms at work over finer spatial and temporal scales in the system. The ‘Basin 
Characterization Model’ (BCM) (Flint et al., 2013) improves spatial resolution of unimpaired 
hydrology across the entire Central Valley drainage, but its monthly temporal resolution make it 
better suited for longer-period temporal variations.    
Despite the numerous studies of the region, there remains a significant gap i  the 
understanding of how physical hydrologic processes interact over short spatial and temporal 
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scales to yield variation in important water resources components. Therefore, the objective of 
this work is to study the mechanisms that interact to affect streamflow and groundwater in the 
San Joaquin River basin over hydrologically relevant timescales of hours to months. We do so 
using the San Joaquin Basin Model (SJBM), constructed using the ParFlow-CLM integrated 
hydrologic simulation platform (Ashby and Falgout, 1996; Jones and Woodward, 2001; Kollet 
and Maxwell, 2008, 2006; Maxwell, 2013; Maxwell and Miller, 2005a). The model serves as a 
means to analyze specific interactions that are difficult to study with measurements alone: 
mountain block recharge to the Central Valley, temporal dynamics the connected subsurface-
surface system and its component fluxes and stores, and groundwater-surface water exchange 
over a basin scale. The following sections describe our conceptual model of th  San Joaquin 
River basin, an overview of model construction, a comparison of simulated results to 
observational data, and analysis of phenomena revealed by the simulation. 
2.2 Conceptual Model  
The San Joaquin basin encompasses hydrologic regimes ranging from the rela ively 
moist, snow-dominated montane system of the Sierra Nevada Mountains to the semi-arid to arid 
Central Valley and eastern Coast Ranges (Figure 2.1).  We conceive the San Joaqui River basin 
hydrologic system as a system of interconnected surface and groundwater components that 
respond differentially to landscape factors to store and transmit water, ith the residual of 
primary incoming and outgoing fluxes realized as streamflow or changes i roundwater levels. 
This conceptualization views the apparent differences in hydrology within the Sierra Nevada 
mountains and the Central Valley regions as an emergent property of the same fundamental 
processes across the landscape rather than evidence for different processes in different regions. 
Therefore we assume the same processes are active everywhere, but local properties (e.g. 
meteorology, slope, vegetation, subsurface) determine which ones dominate at a particular 
location and time.  
Precipitation is the predominant inflow to the San Joaquin River basin, with most of it 
concentrated on the western face of the Sierra Nevada Mountains. Much of the mountain 
precipitation is stored as a seasonally accumulating snowpack on the land surface while the 
smaller portion that falls within the valley supports soil moisture, recharge, ET, and streamflow. 
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Figure 2.1. Extent and configuration of the San Joaquin Basin Model study area. The red box defines the 59,400 km2 ParFlow-CLM 
domain. The 1-km model grid is 270 columns by 220 rows. The model domain covers the majority of the surface drainage (hash d 
blue polygons) contributing to the San Joaquin River and its main tributaries (blue lines).  
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The dominant outflows from the system are evapotranspiration (ET) and streamflow. The 
mountain headwaters of the San Joaquin River and its main tributaries (the Stanislaus, 
Tuolumne, & Merced Rivers) arise near the crest of the Sierra Nevada Range from a mix of 
spring snowmelt, seasonal storm events, and baseflow. The dry east face of the Coastal Ranges 
contributes comparatively minimal streamflow through intermittent streams (Mullen and Nady, 
1985; Nady and Larragueta, 1983). The San Joaquin River and its east-side tributaries exit the 
mountains and flow across a deep assemblage of heterogeneous unconsolidated sediments 
deposited in the near surface as coalescing alluvial fans, floodplains, alluvium, and lacustrine 
silts and clays of variable extent and depth (Burow et al., 2004; Farrar and Bertoldi, 1988; 
Laudon and Belitz, 1991; Page, 1986; Williamson et al., 1989). The Corcoran Clay is the most 
laterally extensive of these clay deposits and has been mapped across much of the western San 
Joaquin valley (Davis et al., 1959; Page, 1986; Williamson et al., 1989). In this study we 
conceptualize the Central Valley sediments as comprising a heterog neous but continuous 
aquifer system (Faunt, 2009; Williamson et al., 1989). 
The Coast Range and Sierra Nevada mountain blocks cover a large portion of the basin 
and are included as continuous and connected parts of the conceptual model of the system. The 
complex lithologies of the Coast Range (dominated by marine sedimentary a d metasedimentary 
rocks) and Sierra (predominantly granite and other plutonic rocks) (Farrar and Bertoldi, 1988; 
Jennings, C.W. et al., 1977), are assumed to have some non-zero permeability througha dept  of 
500 meters, and that the hydraulic properties of these fractures can be adequately represented by 
a block effective parameter. This conceptualization of mountain block flow systems as a 
fractured (or otherwise permeable) mantle overlying relatively impermeable crystalline rock is 
consistent with recent approaches to hydrologic simulation in such systems (Manning and 
Solomon, 2005; Welch and Allen, 2014). We assume the mountain block transmits water 
internally through local and regional topographically-driven subsurface flow paths and is 
connected to the aquifers of the Central Valley through mountain front recharge and diffuse 
mountain block recharge (Gleeson and Manning, 2008; Wilson and Guan, 2013).  
We conceptualize the system in its quasi-predevelopment state, unimpaired by the 
influence of groundwater pumping, stream impoundments and reservoirs, or surface water 
diversions. We assume, then, a Central Valley riparian environment characterized by seasonal 
flooding across wide flat floodplains and a near-surface water table that maintains perennial 
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stream flow and wetlands after snow melt flows have subsided in late summer and fall. Recharge 
to the Valley groundwater system is assumed to occur by overbank and channel recharge from 
high snowmelt flows throughout the valley, local mountain front recharge as rivers discharge 
from granite dominated to sediment-dominated subsurface at the valley w ll, as well as diffuse 
recharge from valley precipitation events and mountain block recha ge. This recharge and the 
general northwest-trending topographic gradient drive regional groundwater flow toward the San 
Joaquin River mainstem and the Sacramento-San Joaquin Delta. 
2.3 Model Construction  
The construction and spin-up of the SJBM is summarized in the following pararaphs. A 
more detailed description of the inputs and processing used to develop the model is provided as 
supplementary information. 
2.3.1 ParFlow-CLM simulation framework   
We use the ParFlow-CLM (PF.CLM) code (Ashby and Falgout, 1996; Jones and 
Woodward, 2001; Kollet and Maxwell, 2006; Maxwell, 2013; Maxwell and Miller, 2005a) to 
simulate variably saturated subsurface flow, overland flow, and land surface processes 
(evaporation, transpiration, & snowpack dynamics) for the San Joaquin River basin.  The 
ParFlow (PF) portion of the code implicitly and simultaneously solves the governing equations 
for subsurface and overland flow systems: the Richards’ equation for variably saturated 
subsurface flow and the kinematic approximation of the shallow water equations at the land 
surface. The CLM component, a version of the Common Land Model (Dai et al., 2003) modified 
for use with ParFlow (Maxwell and Miller, 2005a), simulates water and energy fluxes at the land 
surface and is coupled via pressure and saturation in the top model layers of the ParFlow model 
grid. Coupled PF.CLM simulations are commonly run at one-hour time steps; this convention is 
used in this study as well. 
2.3.2 Summary of SJBM Construction   
The SJBM is defined on a 1-km lateral resolution grid with 270 columns and 220 rows 
and five variable-thickness layers covering the top 500 m from the land surface. The vertical 
discretization is refined over the top four layers (thicknesses are 0.1 m, 0.3 m, 0.6 m, 1.0 m, 
respectively) and simplified in the bottom (498 m thick) layer. This configuration ggregates 
vertical heterogeneity in the Central Valley aquifer system while maintaining large-scale lateral 
heterogeneity, resulting in a model that reflects the lateral component f regional flow but that 
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does not resolve changes in vertical gradients at depth. Boundary conditions are no-flow on the 
lateral and bottom faces and an overland flow condition at the land surface. Inputs include 
permeability, van Genuchten constitutive relationship parameters, porosity, and specific storage 
for the subsurface and topographic slopes, Manning’s roughness values, and vegetation type and 
properties at the land surface. Subsurface properties are assigned based on hydrostratigraphic 
indicator categories aggregated from previous studies (Faunt, 2009; Mansoor, 2009) with 
corresponding hydraulic property values assigned according to studies (Faunt, 2009) where 
available and from reference or literature values elsewhere.  At the surface, slopes are derived 
from a digital elevation model, vegetation is mapped from remot  sensing products, and 
Manning’s roughness values are assigned based on reference values. 
2.3.3 Model Spin-Up   
We initialize the SJBM through a “spin-up” process in which the simulated hydrology is 
brought to dynamic equilibrium with a meteorological forcing through iterative simulations. We 
use a two-stage spin-up process that first applies a constant-in-time net precipitation flux to 
generate an approximate regional flow system followed by iterative one-year simulations using 
hourly meteorological forcing. 
2.4 Comparison to Observations  
We build confidence in the SJBM by comparing simulated hydrology to observational 
equivalents derived from the real-world San Joaquin River system. Here we utilize available 
measurements and data products from stations and remote sensing systems to provide estimates 
of the key components of the system water budget being simulated. Specifically, we compare 
simulated hydrology to: 1) estimates of predevelopment water table elevation; 2) estimates of 
unimpaired runoff ratios at gage sites; 3) station and remotely sensed snow pack properties; 4) 
remotely sensed evapotranspiration (ET); and 5) remotely sensed amplitude of err strial water 
storage variation. Given that the historic measurement record coincides with widespread 
modification of the hydrologic system, observations representative of an undeveloped state are 
relatively rare. Modern data that capture the combined effects of natural variation and local 
development provide better temporal and spatial coverage but are not strictlycomparable to the 
results of the unperturbed simulated system. Nonetheless, considering aggreate behavior at a 
regional scale (1000-10000 km2) reduces some of the impact of local hydrologic perturbations 
sufficient to permit reasonable comparison of simulated and observed variables, in particular 
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their variation over a full annual cycle. These comparisons, caveats notwithstanding, help 
indicate the high degree of consistency by which the ParFlow-CLM model captures important 
underlying processes in a real, complex system. 
2.4.1 Predevelopment Water Table 
Williamson et al. (1989) mapped a predevelopment water table in the Central Valley
based on water depth and elevation measurements recorded in the late 1800s and early 1900s. 
We compare this predevelopment water table map to the average annual water table elevation as 
simulated in the lowest model layer of the SJBM in Figure 2.2. The simulated and mapped water 
tables are generally consistent across much of the Central Valley, with the SJBM matching the 
large scale features of the eastern valley as shown by (Williamson et al., 1989). In particular, the 
SJBM matches the higher water table elevations along the southeast valley edge that grade 
toward the valley axis locally and toward the Sacramento-San Joaquin delta (to the northeast) 
regionally. The comparison of water table elevations also highlights several local discrepancies. 
First, the simulated water table elevations are lower along the western boundary of the Central 
Valley when compared to the water table contours from Williamson et al (1989). We attribute 
this difference to two factors: 1) a dry bias in the atmospheric forcing used to drive the model, a 
bias that yields minimal potential recharge along the already comparatively dry western portion 
of the Central Valley and 2) an offset introduced to the simulated water tabl  elevations through 
the use of a modern digital elevation model that incorporates lower land surface elevations 
compared with those of a predevelopment condition without widespread western Valley 
subsidence (Riley and Galloway, 1999).  
Another difference in the water table elevation contours is apparent along portions f the 
San Joaquin and several of its tributaries. The SJBM simulates war table configurations 
characterized by upstream pointing ‘v’s, indicating groundwater contributions to the channel in 
those locations. Such deflections of water table contours are absent in the Williamson et al 
(1989) dataset. This suggests either a localized mismatch in the simulated groundwater-channel 
head gradient, possibly owing to the one-kilometer grid resolution used, or a failure in the 
observed water table map to resolve the fine-scale spatial variation in near-channel water table 
elevations from sparse point measurements. The general qualitative alignment of gaining and 
losing reaches with the few available (and human-impacted) measurements (summarized in 
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(Faunt, 2009, pp. 170–171) however provides some confidence that the SJBM is simulating 
broad-scale stream-aquifer interactions acceptably well on the Central Valley floor. 
 
Figure 2.2. Predevelopment water table comparison. Red contours are mean annual effective 
water table elevation (m) as simulated by the San Joaquin Basin Model. Black contours are 
estimated predevelopment water table elevation (m) converted from Williamson et al, 1989. 
 
2.4.2 Runoff and Streamflow 
Rivers in the modern San Joaquin basin have been extensively modified from their 
natural state. Discharge records, especially at gages in the Central Valley and foothills, largely 
reflect impacts from a range of water use and water management activities, including: reservoir 
retention and releases, canal diversions and return flows, and depletion of streamflow by 
groundwater extraction. Given that we simulate the river basin without tese modifications, few 
datasets exist that provide an appropriate comparison to the model. Two options include: 1) 
streamflow measurements that predate much of the historic hydrologic m dification and 2) 
modern streamflow measurements that are adjusted to account for the diversion and retention of 
 15 
flow. With regards to the first option, the records compiled by (1886a) provide monthly 
estimates of flow on several streams and rivers discharging from the Sierra Nevada mountains in 
the San Joaquin basin prior to large scale reservoir construction and groundwater extr ction (WY 
1879-1884).  Data to support the second option are available via the California Department of 
Water Resources’ (CaDWR) estimates of unimpaired or “full natural flow” (FNF). Monthly FNF 
data are calculated for select rivers by adjusting for gains and lossesassociated with retention 
and diversion, are available for most of the 20th and 21st century (length of record depends on the 
station), and reflect the contemporary climatology (“California Data Exchange Center,” 2015).  
These estimates of unimpacted streamflow have limitations for comparison to the SJBM 
results. The historic streamflow values are based on measurements of u kn wn provenance (i.e. 
the method and frequency of measurements used to develop monthly mean streamflow v lues 
are not reported). Furthermore, these data are inherently inconsistent with the model results 
because they are the result of a historical climatology rather than the mod rn atmospheric 
conditions used to force the SJBM. The calculation of FNF data depends heavily on the 
availability of data for flow corrections. Infrequent or, in the case of groundwater depletions to 
streamflow, unavailable data mean the FNF datasets cannot represent natural conditions at all 
locations and all times.  Despite these limitations, the Hall (1886) and FNF records are useful 
surrogates for predevelopment flow conditions in that they describe the bounds of expected flow 
variability. Comparisons between the unimpaired observational record and the flow simulated by 
the SJBM at corresponding gage locations shows the model under-predicts monthly flow 
volumes (not shown).  
However, comparisons of absolute flow rates or volumes can be affected by 
inconsistencies between model forcing precipitation and the real-world precipitation that 
produced the observed runoff. To minimize such inconsistencies, we computed the runoff ratio, 
i.e. streamflow volume as a fraction of monthly precipitation, for 12 CaDWR FNF stations 
within the model domain for which approximately 100 years of flow records are available. We 
tabulated monthly precipitation volume within each watershed upstream of the 12 FNF stations 
using the resampled monthly PRISM precipitation product for years 1910-2010 (PRISM Climate 
Group and Oregon State University, 2015). The observed runoff ratio was calculated as th  
fraction of the monthly precipitation that was realized as unimpaired flow at the FNF station. 
Similarly, we calculated the simulated runoff ratio for each month within the water year 2009 
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simulation period using the NLDAS precipitation field and simulated runoff from the SJBM at 
the 12 corresponding FNF stations. Comparisons between runoff ratios calculated from the  
 
Figure 2.3. Monthly runoff ratio (streamflow volume as a fraction of monthly precipitation 
volume) comparison. Blue dots represent available historical record from 1910-2010 using 
PRISM precipitation product and the California Department of Water Resource estimated full 
natural flow (FNF) for 12 watersheds with gages in the San Joaquin River Basin model domain. 
Simulated runoff ratio is shown as a red line. The dashed black line indicates the historical runoff 
ratio for water year 2009 where FNF station data existed. 
 
historical record and the SJBM are shown in Figure 2.3. The dashed line indicates the historical 
record for WY2009 if available. Note that the calculation of runoff ratio was not adjusted to 
account for snowpack accumulation or melting, i.e. the amount of precipitation received in a 
month was used to calculate the runoff index for that month. A key consequence of this approach 
is that the runoff ratio tends to be low during snowpack accumulation months (Decemb r – 
 17 
April) but can then be quite high during subsequent months as late-spring and early summer 
streamflow is generated by snowmelt rather than precipitation. For this reason, the plots in 
Figure 3 are shown with logarithmic vertical axes. The plots show that the SJBM reproduces the 
seasonal variability of runoff ratio and, with the exception of the Stanislaus River, produces 
runoff ratio magnitudes consistent with the range of historic monthly variability. The match 
between simulated and historic runoff ratios suggests 1) that the SJBM adequately represents the 
aggregate watershed-scale precipitation-snowpack-runoff mechanisms at a on hly scale, and 2) 
much of the simulated shortfall in absolute streamflow volume may be the rsult of a dry bias in 
the meteorological forcing used.  
2.4.3 Snowpack 
Comparisons of simulated to observed snowpack properties like snow covered area and 
snow water equivalent (SWE) allow assessment of the model’s ability to capture the energy and 
hydrologic components of the snow-dominated Sierra mountain system within the SJBM model 
domain. The observational record of such snow properties includes individual snow station 
measurements and inferred snowpack characteristics derived from remotely sensed data. In 
Figure 2.4, we compare the SJBM simulated snowpack to the spatial (A) and temporal estimates 
of SWE (B) and snow covered area (C) provided by the SNODAS data product (National 
Operational Hydrologic Remote Sensing Center, 2004) and point measurements of SWE at 33 
snow stations (D), available from the California Data Exchange Center 
(http://cdec.water.ca.gov).  
In general, simulated snowpack properties compare favorably with available 
observations. The temporal patterns in simulated SWE (Figure 2.4-B) track closely with the 
observations while both temporal patterns and magnitude of snow covered area (Figure 2.4-C) 
match the observations very well. The spatial pattern of snow accumulation is, in general, 
consistent with the observations although the spatial comparison between simulated and 
SNODAS April 1 SWE in Figure 2.4-A shows that the SJBM is generally biased toward 
underprediction of SWE accumulation over most of the Sierras. This low SWE bias is apparent 
in the remote sensed SWE time series and the station data as well. Figure 2.4-B shows that, with 
the exception of early season snow events, the SJBM simulates a lower domain-total SWE 
volume than represented by the SNODAS estimate. Figure 2.4-D shows under-prediction of 
SWE at station locations across the Sierra Nevada Mountains. In particular, the station data show 
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a trend toward increasing SWE discrepancy with increasing SWE depth. The consistency 
between simulated and observed snow covered area suggests the energy component of the 
PF.CLM snowpack processes are being represented properly. In contrast, the low SWE bias 
indicates a shortcoming in the NLDAS precipitation product applied to the complex terrain of the 
Sierra Nevada Mountains. This phenomenon is not unique to the SJBM – precipitation products 
gridded at a coarser resolution than terrain and based on sparse station data are prone to under-
resolve orographic effects (Pan, 2003) and are cited as important sources of uncertainty for 
hydrologic simulation across the western US in general (Mo et al., 2012; Xia et al., 2016) and the 
Sierra Nevada specifically (Guan et al., 2013; Lundquist et al., 2015). 
 
Figure 2.4. Comparisons between simulated and observed snow water equivalent (SWE) snow 
covered area. (A-top left) SJBM simulated April 1st SWE minus SNODAS product. (B-top right) 
Daily domain total simulated (SJBM) and observed (SNODAS) SWE. (C-bottom left) Daily 
domain total simulated (SJBM) and observed (SNODAS) snow covered area. (D-bottom right) 
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Point SWE comparisons for winter 2008-2009, simulated (SJBM) versus observed (California 
Department of Water Resources snow stations). 
2.4.4 Evapotranspiration 
Evapotranspiration (ET) is the largest outgoing flux over the SJBM domain. Estimates of 
this flux can be constrained using remotely sensed data like the 8-day 1-km2 MOD16 global ET 
product (Mu et al., 2015, 2011, 2007). We mapped each 8-day ET total from the MOD16 
product (available via http://www.ntsg.umt.edu/project/mod16) to the SJBM grid and aggregated 
simulated total ET on the corresponding 8-day intervals. Comparisons between the simulated and 
observed ET over the SJBM domain are shown in Figure 2.5. The SJBM matches the s asonal 
pattern of domain-aggregated ET very well (Figure 2.5-B) with differences arising only during 
short time-scale variations. Despite the good temporal match, spatial differences in annual 
cumulative ET (Figure 2.5-A) highlight zones of mismatch between the model and the ET 
product. First, ET simulated along main river channels is high relative to th  MODIS product. 
This difference can be explained as a combined result of 1) higher simulated ET due to the 
increased and sustained flow simulated under predevelopment conditions in the model and 2) an 
inability of the MOD16 algorithm to fully resolve fine-spatial scale ET variation over a given 
eight day period. Figure 2.5-A also shows the simulated ET is generally low outside of the 
riparian corridor within the Central Valley. One explanation for this is that the remotely sensed 
data on which the MOD16 ET product is based was collected under irrigated conditions, leading 
to wetter soils and higher ET fluxes, especially in the summer months, relative to the more 
natural soil moisture distribution simulated in the SJBM. Taken in aggregate, however, the 
spatial differences between the MOD16 ET product and simulated ET seem to balance as domain 
total ET volumes track each other closely over water year 2009 (Figure 2.5-B).  The histogram of 
8-day ET values for each cell in Figure 5-C shows that this apparent consistency between 
simulated and observed ET volumes at the domain-scale is the result of offsetting differences in 
the range of ET variability: the SJBM includes more zones that more frequently produce high 
(>0.03 m) or low (<0.005 m) 8-day ET flux while the MOD16 product is characterized by higher 
frequencies of mid-range 8-day ET fluxes (0.005-0.015 m).  Overall, this comparison suggests 
that the ET component of the aggregate water budget is simulated within reaso able bounds 
while underscoring the potential difficulty in parsing the MOD16 ET product for accurate ET 
comparisons over smaller spatial and temporal scales.  
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Figure 2.5. Comparison of simulated evapotranspiration (ET) to MODIS estimates over the SJBM domain. (A) Annual difference in 
ET (m) is shown spatially. Note the high simulated ET in channels ad riparian zones not captured in the MODIS product. (B) Time 
series of spatially-averaged 8-day ET values for SJBM and MODIS show good agreement. (C) Histogram of 8-day ET values shows 




2.4.5 Terrestrial Water Storage 
Terrestrial water storage changes reflect differences in primary input (precipitation) and 
output (ET) fluxes. While water level records from monitoring wells can be used to estimate 
subsurface storage changes, such measurements are often too scattered to support regional 
generalization and are impacted by groundwater extraction and the redistribution of water via 
irrigation in the Central Valley. These issues preclude the direct comparison of subsurface 
storage as estimated from modern monitoring wells with the predevelopment conditions 
simulated in the SJBM. Furthermore, changes in storage estimated from groundwater wells do 
not account for changes in other large terrestrial water stores – like lakes, channels, soil moisture, 
and snow – which may be characterized by large seasonal changes. As an alternative, the 
terrestrial water storage (TWS) change estimates derived from Gravity Recovery and Climate 
Experiment (GRACE) satellites (Landerer and Swenson, 2012; S. C. Swenson, 2012; Swenson 
and Wahr, 2006) provide a complete, integrated measure of storage change over theSJBM 
domain. The GRACE TWS product is not without its limitations for comparison to the SJBM: 
the GRACE product has a relatively coarse spatial resolution and is based on the contemporary 
managed hydrologic system rather than the predevelopment conditions simulated. However, as 
we are interested in the ability of the SJBM to simulate the seasonal variation of TWS rather than 
determining a precise volume of water stores, the GRACE product provides a valid benchmark 
for comparison. 
The comparison was performed following a sequence of operations. We downloaded the 
three estimates (CSR, JPL, and GFZ) of the RL05 version of monthly gridded TWS anomaly 
files for water year 2009 from the GRACE data portal (http://grace.jpl.nasa.gov/data/get-
data/monthly-mass-grids-land/). We scaled and resampled the monthly TWS anomalies to the 
SJBM model domain and calculated the combined measurement and leakage rror for the region 
following the methods described in (Landerer and Swenson, 2012). We calculated the mean of 
the three TWS estimates and applied the error to that average. The TWS anomaly for each of the 
three estimates and their mean was rescaled to be zero at beginning of water year 2009 for 
comparison with the model (this is equivalent to removing the time-mean for water year 2009 
and shifting by the difference between the mean and the value for October 2008).   
Figure 2.6 shows the comparison between the GRACE TWS anomalies and the 
corresponding water storage anomalies as simulated by the SJBM, separated into subsurface, 
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surface, and snow water storage components. Due to the relatively small model footprint and the 
discrepancies in resolution between the model and the GRACE data, a comp ris n of absolute 
storage change for a given month is not supported. Rather, the seasonal amplitude of storage 
change provides a useful metric for comparison as this represents the larger spatial and temporal 
scale hydrologic dynamics across the region. For this analysis, the average annual amplitude of 
total terrestrial water storage derived from GRACE is estimated to be 18.75 cm, roughly 2.5 cm 
higher than the 16.27 cm storage change amplitude simulated by the SJBM. With the average 
error of the GRACE TWS product calculated to be 3.09 cm over the model domain, the 
difference in amplitudes may be explained by the product uncertainty. 
The SWE and streamflow comparisons described above suggest a shortfall in 
precipitation input to the model. Considering that SWE is a large component f the total 
terrestrial water storage anomaly from the SJBM, this shortfall (roughly 1.7 cm when comparing 
peak simulated and SNODAS SWE, Figure 2.4) may provide a better explanation of the annual 
amplitude difference. Furthermore, the impact of groundwater extraction, irrigation, nd surface 
water retention in reservoirs can lead to large seasonal changes in water storage across the San 
Joaquin Basin. These changes are embedded in the GRACE signal but not included in the SJBM 
simulations. However, given the relatively average (climatologically) year being considered, 
such local changes are likely to have been offset by redistribution of water across the domain 
during the year. In sum, then, the agreement between simulated and inferred terrestrial water 
storage change (from GRACE) suggests that the SJBM is properly capturing large-sc le spatial 
and temporal storage dynamics. 
2.5 Analysis and Discussion 
The broad span of processes explicitly simulated over the entire San Joaquin w tershed affords a 
unique synthesis of basin-scale hydrologic dynamics that arise from system properties and 
process interactions. Here we present two such analyses: 1) transient water budgets for th  
Central Valley aquifer and surface systems and 2) an assessment of temp ral variation in 
watershed-scale stream-aquifer interactions. 
2.5.1 Groundwater Budget 
Lateral boundary conditions to the Central Valley portion of the SJBM are not predefined but are 
the consequence of transient solution of governing equations across those boundaries. Thus it is 
possible to evaluate a complete water budget for the Central Valley that incorporates 
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Figure 2.6. Total terrestrial water storage (TWS) comparison between GRACE (dashed, solid lines, gray area) and the San Joaquin 
Basin Model (blue filled areas). Simulated annual amplitude in storage chnge is lower than that derived from the GRACE signal. 
This discrepancy can be attributed to precipitation shortfalls in the forcing dataset and lack of pumping, irrigation, and surface 
retention in the simulation.
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physically-consistent external driving forces. Furthermore, simulated water budget components 
of interest, e.g. flow in the San Joaquin River, can be expressed as the combinati n of other 
budget components. Given the importance of groundwater and surface water fluxes in the San 
Joaquin Basin, we present an analysis of the Central Valley water budget in the context of both 
the saturated groundwater system and the surface system. 
We calculate fluxes across lateral and vertical boundaries of the Central Valley portion of 
the SJBM using simulated pressure and saturation. With a calculated storage chan , the 
subsurface budget can be quantified. We limit the water budget calculations here to the bottom 
model layer as it encompasses our conceptualized aquifer. The aggregation of hydrostratigraphic 
properties and the numerical grid over this large subsurface interval means that the simulated 
results do not capture detailed variation in fluxes and gradients that arise from a more refined 
representation of heterogeneity. For this study, however, we are interested in the bulk fluxes into 
and out of the roughly 20,000 km2 Central Valley area and consider the simplified representation 
of the aquifer sufficient to represent the system dynamics at that scale. In th  following 
discussion, volumetric fluxes are presented as a depth using the area of the Central Valley within 
the domain (21,791 km2) for the dimension conversion.  
The saturated lateral flux from the Sierra Nevada and Coastal Ranges mountain blocks 
into the Central Valley was calculated using a head gradient consistent with the terrain-following 
grid formulation (Maxwell, 2013). Flux through vertically adjacent saturated cells was also 
computed using the Darcy equation and simulated head values. The difference between these net 
saturated fluxes (in minus out) and the change in storage in this model layer between time steps 
yields a residual that we interpret as the net total vertical and lateral flux through unsaturated 
cells. Computing this water balance for each hourly time-step, aggregating to daily totals, and 
converting to an area-averaged depth yields the time series shown in Figure 2.7. 
We present the water budget for the simulated Central Valley aquifer as decomposed into 
recharging and discharging fluxes, with a residual change in storage. It is important to note that 
all flow rates (m/d) shown in Figure 2.7 are the net aggregate over a large area that m y contain a 
mix of negative (discharging from the aquifer) and positive (recharging the aquifer) local fluxes. 
The positive portion of the plot in Figure 2.7 represents recharging fluxes, i.e. water that flows 
into the Central Valley aquifer from above or at the lateral boundary with the Coastal or Sierra 
mountain blocks. We interpret three recharge mechanisms from the positive portion of the graph: 
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1) background vertical diffuse recharge, 2) focused event vertical recharge, and 3) lteral 
mountain block recharge. In the plot in Figure 7, the red filled area is comprised of recharge 
types 1 and 2 while the green area represents the third type. The background diffuse recharge is 
represented by the relatively flat portion of the red filled area and can be defined as the recharge 
flux that exists after the immediate effects of event recharge (typ 2) have passed. In other 
words, this recharge is the result of water that escapes below the 2-m root zone through slow 
drainage of surface waters or soil moisture. This recharge mechanism is identifiabl  as the 
primary vertical flux into the aquifer during the dry late summer and early fall in the Central 
Valley (August-November) and accounts for 1.83 cm of the total 3.3 cm of recharge.  The 
relative constancy of this flux suggests that it may depend on some average landscape property 
(e.g., soil moisture, vertical gradients, or hydraulic properties), however this remains a 
hypothesis for future study. The second, event-driven recharge mechanism is apparent as the 
peaks and subsequent recession above the background recharge rate (type 1) in the red filled a a
in the plot. These peaks correspond to local precipitation and mountain runoff events that 
increase surface moisture and concentrate surface flows in the San Joaqui  River and tributaries 
on the Valley floor. This increase in surface moisture increases the relative perm ability of the 
unsaturated zone and facilitates downward movement of subsequent infiltration pulses. Runoff 
pulses from the mountains and local sources increase the pressure head in channels, further 
promoting rapid downward flux of water. The succession of recharging pulses is followed by a 
more gradual recession to the background recharge rate as the saturated vertical profile in the 
root zone drains (and/or is depleted by ET). The area of the curve above the background recharge 
rate (0.005 cm/day) yields an annual recharge flux of 0.70 cm (21% of the total 3.3 cm recharge), 
over the Central Valley area, for this focused recharge mechanism. 
An assumption common to previous numerical and conceptual models of the Central Valley 
aquifer system has been that the portion of recharging fluxes arising from diffuse mountain block 
sources are negligible in comparison to more focused mountain front (i.e. loss of flow to the 
subsurface where streams exit mountains onto coarse valley and fan deposits) and diffuse 
precipitation recharge sources (Bolger et al., 2011; Faunt, 2009; Williamson et al., 1989). 
Previous models follow this assumption using a no-flow external boundary condition at the edge 
of the Central Valley. Notably, recent implementations of the C2VSIM model relax this 
assumption and include defined subsurface fluxes at the valley boundary to incorporate inflows 
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deriving from small area watersheds in, primarily, the Sierra Nevada foothills (Brush et al., 
2013). We have relaxed this assumption fully: the valley-mountain block boundary is simulated 
the same as every other internal cell-to-cell interface in the model. Given this, SJBM results 
provide a means to test the assumption that mountain block flux is a negligibl  component of 
recharge to the Central Valley groundwater system.  
The green area in Figure 2.7 shows that lateral mountain block flux contributes a sizable 
portion of total recharge to the Central Valley aquifer in the simulation. The flux is essentially 
time invariant, with only a modest decline during January-March that we attribute to a reduction 
in gradient accompanying peak vertical recharge. The lateral recharge sown is the combination 
 
Figure 2.7. Daily time series of bulk fluxes to/from the simulated Central Valley aquifer system. 
Positive values indicate a net flow into the aquifer. Negative values indicate net flow out of the 
aquifer. The balance of inflows and outflows is shown as the change in storage (black line). 
 
of Sierra Nevada and Coastal range subsurface flux, although the flux is predominantly derived 
from the Sierra side of the Valley. Over the simulated year, the laera  flux contributes 0.77 cm 
(23%) of the total 3.3 cm recharge to the aquifer system. 
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The mountain block recharge simulated in the SJBM depends on hydraulic properties of 
the mountain block-valley interface. Estimates of hydraulic conductivity of the mountain block 
(ranging from granites to continental and marine sedimentary rocks) are carce in general, and 
effective regional values specific to this system are even rarer. To assess the sensitivity of lateral 
recharge to this uncertainty, we repeated the SJBM simulation with hydraulic conductivity for 
the dominant granitic portion of the Sierra mountain block (KMB) varied over 4 orders of 
magnitude from 4.2 x 10-6 m/hr to 0.042 m/hr, covering the range of variability documented for 
similar mountain block systems (Welch and Allen, 2014). All other simulation inputs (i.e. 
atmospheric forcings) are identical across the sensitivity analysis. A three-year iterative series of 
yearly simulations are run with each mountain block hydraulic conductivity value to allow the 
system to re-equilibrate to the changed subsurface property; recharge values are analyzed from 
the third simulated year.  
 
Table 2.1. Sensitivity of mountain block recharge in the San Joaquin Bas to Sierra Nevada 












Total valley recharge 
as fraction of 
watershed 
precipitation [-] 
4.2 x 10-6 m hr-1 0.196 2.55 0.077 0.021 
4.2 x 10-4 m hr-1 0.292 2.58 0.113 0.022 
4.2 x 10-3 m hr-1 0.770 3.30 0.231 0.028 
4.2 x 10-2 m hr-1 2.614 4.91 0.532 0.041 
*Normalized to simulated Central Valley area     
 
The mountain block recharge flux resulting from these simulations is summarized in 
Table 2.1. The fraction of total Central Valley aquifer recharge coming from mountain block 
sources varies directly with the hydraulic conductivity value—with the mountain block recharge 
fraction ranging from 7.7% at KMB=4.2x10-6 m/hr to 53% at KMB=4.2 x 10-2 m/hr. However, the 
total amount of recharge from lateral and vertical sources varies littl  for all but the largest KMB 
values, indicating that decreasing the KMB value partitions more water towards mountain runoff 
that ultimately infiltrates as mountain front or Central Valley stream loss recharge. Increasing the 
KMB value above ~10-2 m/hr however seems to substantially shift the behavior of the system: 
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here mountain block recharge becomes the dominant recharge mechanism and total recharge 
amounts increase substantially. While not impossible, the high mountain block recharge fraction 
and attendant reduction in mountain runoff seem beyond a reasonable conceptualization of the 
Central Valley and comparable systems (Manning and Solomon, 2005). Therefore we consider 
the range of KMB values from 4.2 x10-6 to 4.2 x 10-3 to define the envelope of variability in 
mountain block recharge fraction, which for this system, is 7.7% to 23%. 
The balancing outgoing flux in the aquifer water budget (Figure 2.7) is a net upward 
saturated vertical flux. Again, this is a net value representing a mix of incom g and outgoing 
fluxes, located in wetland and stream channel locations across the valley floor. The blue area 
shown can be seen as an approximation of potential groundwater contributions to stream flow. 
The actual stream gain is something less than this as this upward flux is partitioned into soil 
moisture changes (storage) and ET, as well as stream flow. Over the cumulative annual time 
span, this discharging flux equals a depth-normalized 3.7 cm. The 0.4 cm difference betwe n 
recharge and discharge manifests as a cumulative loss of storage, indicating a small aquifer-wide 
drop in water table.  
A comparison of recharging and discharging fluxes exposes a notable featureof system 
function. For the portion of the water year transitioning from dry to wet, i.e. October through 
March, increases in recharge are accompanied by decreases in discharge. Observing at the scale 
of days to weeks, the recharge event peaks (red) in this time period are preceded by a d pression 
and subsequent rebound of discharges (blue). The general relationship extends from March 
through mid-May, but over this period the peak recharge pulses recede and the discharge flux 
rises, responding to previous months’ recharge. Finally, in the dry summer months (June-
September), both discharge and recharge recede in concert toward their baseline levels. We 
attribute this overall phenomenon to the temporary reduction or reversal of vertical stream-
aquifer gradients during runoff events and the subsequent increase in gradients as the urface 
dries and recharge redistributes. This asynchronous behavior plays a role in watershed-scale 
groundwater-surface water interaction evolution that will be discussed in a later section. 
2.5.2 Land Surface Budget 
The groundwater budget shows, in general terms, the connections between the 
groundwater and land surface systems. The variety of processes active at the surface – 
interception, transpiration, evaporation, overland flow, and more extensively occurring variably 
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saturated flow –means the water partitioning process in that domain is more complex. In order to 
couch this complexity in terms of a more relevant and concrete result, we present a transient 
decomposition of the water budget at the land surface in terms of the simulated Central Valley 
surface outflow hydrograph. For the SJBM, this hydrograph is composed of flow from the Kings 
River and the San Joaquin River, although the flow from the latter is the predominant 
component.  
The shaded portions of the plots in Figure 2.8 and 2.9 show a transient incremental and 
cumulative simulated surface water budget, aggregated to 3-day increments for clarity. As 
before, water budget fluxes are shown as a depth using the area of the simulated Central Valley 
as the normalizing factor. The black line in these plots represents the Central Valley outflow and 
is the residual of the positive (above axis) and negative (below axis) shaded water budget 
components. The budget shown is calculated for the first model layer and the corresponding 
overland flow and surface storage. Inflows to this domain of interest are fluxes that can be 
considered to add to stream flow and include: upward saturated vertical flux into stream channels 
and wetlands (referred to as ‘stream gain’), precipitation (more precisely canopy throughfall over 
vegetated cells), inflow from streams at the valley edge, vertical uns t rated flow, and release of 
stored soil water in the top model layer. Likewise, the outflow components are fluxes that reduce 
streamflow, and include downward vertical saturated flux through stream channels (‘stream 
loss’), unsaturated downward flux past the top model layer, ET, and an increase in stored soil 
water. While not strictly a flux, transient soil moisture storage changes, separated here into gains 
and releases, is critical to closure of the water budget. One can think of a storage gain as water 
that is temporarily stored in the surface soil but is otherwise immobile – thus not contributing to 
streamflow (or other outgoing flux) –at that time step. Conversely, a storage release is a 
reduction of soil moisture that can contribute to any coincident outgoing flux.  
The surface budget plots highlight several aspects of the predevelopment Central Valley 
hydrologic system. First, the cumulative plot shows the valley inflows dominate the surface 
water budget, effectively equaling the resulting valley outflow. Yet, the presence of the other 
budget components demonstrates the outflow hydrograph is the product of more interaction than 
a simple downstream translation of mountain streamflow. Valley floor stream losses and gains 
are approximately equivalent (3.47 cm and 3.13 cm, respectively) in magnitude over the y ar 
simulation and, singly, represent more than 10% of outgoing streamflow, suggestive of an active 
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exchange of surface water and near-surface saturated groundwater in predevelopment riparian 
zones. As described earlier, the vertical fluxes from the bottom model layer (the approximated 
aquifer system) are related but not wholly attributable to the surface stream-aquifer exchange 
fluxes. The net upward flux out of the groundwater contributes variably to ET and soil moisture 
changes as well as streamflow. While at times dwarfed by precipitation and mountain inflow 
fluxes, this groundwater flux is a significant component of the surface budget during the dry 
summer and fall months in the valley.  
The incremental time-series plot shows that the Valley surface outflow is a result of 
competing additive and subtractive processes. This time series can be broadly divided into two 
seasons: a first, local precipitation-dominated regime spanning October-March, and a second, 
mountain stream inflow dominated regime, spanning March-September. In the first r gime, 
positive fluxes are dominated by local precipitation events but with little relative increase in 
streamflow. The surface budget components show that this water, and sometimes an 
accompanying pulse of mountain streamflow, is partitioned first into storage and root zone 
infiltration, then subsequently partitioned toward storage releases, ET, and streamflow. In the 
second regime, little precipitation falls on the Central Valley relative to snowmelt-driven 
mountain inflows. These inflows encounter a Valley floor already wetted by the preceding winter 
rains and thus contribute less to maintaining soil moisture or diffuse recharge but rather 
constitute the bulk of the ET flux, stream losses, and valley stream outflows.  
To better illustrate how the surface budget components relate to the simulated stream 
outflow, we distribute the net positive fluxes across the outflow hydrograph, yielding a water 
budget-based hydrograph separation. This separation is only one possible interpretation possible 
from the simulated water budget values and does not take into account pr cess pathways that 
may affect how relative proportions of different sources and fluxes contribute to the downstream 
hydrograph. Rather, this approach assumes stream gains always contribute to downstream flow 
and that precipitation, soil storage release, and valley inflows contribute to th  stream outflow in 
direct proportion to their fraction of total positive fluxes (excluding stream gains). A more 
detailed accounting would require simulation and processing capabilities beyond the scope of 
this study but remain an important topic for future work. The separated daily hydrograph in 
Figure 2.10 (left) reveals the dynamic composition of streamflow through precipitation events 
and seasonal snowmelt. First, the saturated groundwater contribution (orange), or, more simply, 
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Figure 2.8. Three-day simulated surface water budget time series, presented as components of the resulting outflowing stream 
hydrograph. Flow values shown as depth in meters per three-day period, nomalized by simulated Central Valley area. Positive values 
represent flow that potentially contributes to streamflow. Negative values represent flow that potentially reduces streamflow. 
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Figure 2.9. Cumulative simulated surface water budget time series as components of the 
resulting outflowing stream hydrograph. Values shown as depth in meters, normalized by 
simulated Central Valley area. Positive values represent flow that potentially contributes to 
streamflow. Negative values represent flow that potentially reduces streamflow. 
 
baseflow, is relatively invariant but comprises a large portion of summer and fall streamflow 
leaving the simulated Valley. Mountain stream inflows (red) and local precipitation (blue), in 
contrast, are more variable and tend to constitute the rising limbs of each event hydrograph 
spike. In this case, the precipitation component in the hydrograph can be interpreted as local 
runoff generation that is routed to a Central Valley outlet. After precipitation ends, the variable 
components of streamflow switch to storage release (green) and mountain stre m inflows, with 
an increasing portion of the recession flow dominated by release of water from storage in the 
surface system as saturated soils or ponded water drains. To the extent that some portion of this 
stored water remains in place (i.e. is not released) between events, th  storage releases (green 
portion of the hydrograph) represent an estimate of the surface portion of s-called “old water” 
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(Kirchner, 2003; McDonnell, 2003). As we consider only the surface layer in the model, 
contributions to streamflow from lower layers are necessarily incorporated in the baseflow 
(orange) component. The assumption that each flux type contributes to streamflow 
proportionally to its part in the total positive flux is difficult to assess against observation. 
However, given that the outflow hydrograph cannot be fully constructed from a uniform 
allocation of certain fluxes across the simulation period, the proporti nal separation shown here 
seems a reasonable first approximation. Validation of this approach remains an important topic 
for future consideration. 
Much like in the deeper simulated aquifer system, hydrologic processes at the land 
surface act to transform the inflow time series to an outflow hydrograph, but the nature of this 
transformation varies through an event and across seasons and depends on the antecedent 
conditions of the region. Viewed another way, this temporally varying inflow transformation 
implies a changing importance or dominance of processes in time. We xamine this through a 
spectral analysis of the hourly components of the separated hydrograph, shown as a periodogram 
in Figure 2.10 (right). Filtered versions of each component (heavy lines) are overlaid on the raw 
power spectra for ease of interpretation. The plot demonstrates a range of temporal scaling 
behaviors for the hydrograph components: precipitation exhibits the expected approximate white 
noise (no temporal correlation), streamflow hydrographs into and out of thevalley demonstrate a 
complex scaling structure with a transition between two fractal dimensions at a period of 12-24 
hours, and the storage and stream gain components scale more or less uniformly w th period with 
notable local peaks at the 12 and 24 hour periods. The general shape and relative arangement of 
these component spectra is qualitatively consistent with previous studies (Zhang and Schilling, 
2004), but the high (hourly) resolution and limited one year time series prevent a more in depth 
analysis of potential changes in scaling behavior from the monthly to multi-annual time scales 
that is more commonly examined. The simulated time series does allow, however, some 
preliminary inferences about hydrograph contributions at the diurnal to monthly scale. The 
similar forms of the Valley inflow and outflow hydrograph spectra suggest multiple scales of 
temporal correlation in streamflows, a strong persistence or correlation over periods of hours to 
days (indicative of storm events and dominant diel fluxes like ET), and a slightly diminished 
correlation over the scale of weeks to months (representing the strong seasonal precipitation 
patterns in the Mediterranean climate of the San Joaquin Basin). Furthermore, the similarity 
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Figure 2.10. (left) Average daily simulated San Joaquin River hydrograph separated into surface water budget components. (right) 
Periodogram showing the spectral properties of the hydrograph components. From left to right, vertical gray lines mark 12-hour, 24-
hour, and 30-day periods. 
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of the outflow and inflow hydrograph spectra suggest that much of the temporal scaling in the 
Valley outflow is largely established by runoff and routing processes in the bounding mountain 
systems, predominantly the Sierras. The effect of the Central Valley hydrologic pr cesses on the 
streamflow manifests as a subtle straightening of the slope of the outflow spectrum over the 12 
hr to 5 d range, perhaps indicating a stronger connection between surface water and groundwater 
that makes smoother the transition between, for example, vadose zone dominant and shallow 
groundwater dominant scaling regimes (Thompson and Katul, 2012). Notably, all spectra except 
that of the stream gain component converge toward similar (essentially uncorrelated) power 
values at periods greater than ~12 days. The continued scaling of the stream gain component 
over this range suggests an important long-term control over streamflow variability for this 
system but remains a topic for future study.  
2.5.3 Watershed Groundwater-Stream Interactions 
The groundwater and land surface water budgets reveal that the processes that produce 
and modify streamflow across the Central Valley vary in their fr quency and intensity over the 
simulated water year. In particular, these analyses suggest a balance of fast and slow response 
mechanisms at the surface and in the groundwater, with the unsaturated connection between the 
two serving to introduce a time lag and filter high frequencies while t e direct saturated 
connection (often in stream channels and wetlands) allows fast respons through pressure 
changes. Given the variability that results from these heterogeneous streamflow generation and 
modification mechanisms, one would expect a nonlinear relationship between connected 
groundwater and surface water systems. We examine one aspect of this nonlinearity: the 
nonlinear and hysteretic relationship between groundwater contributions to streamflow and total 
stream discharge. 
Figure 2.11 shows the path marked by stream gain and streamflow volumes for every 
hour of the one-year simulation of the San Joaquin River (including the mountain tributaries). 
The color scale denotes the temporal component, with blue and red colors indicating early and 
late simulation time, respectively. Although somewhat obscured by the hig  frequency variations 
in stream gain and watershed runoff, the points cluster around a path that traces a clockwise 
hysteretic loop that begins (October 1) in a regime of low streamflow and low stream gain, 
increases toward a regime of high streamflow and high stream gain as the watershed wets under 
winter rainfall and late spring snowmelt following a semi-log concave-down curvilinear path 
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(through ~May), and then returns to the original state following a concave up, semi-log 
curvilinear path.  
This path is, in general, consistent with similar patterns relating ruoff to storage at large 
regional (Riegger and Tourian, 2014; Sproles et al., 2015) and field and site scales (McGlynn et 
al., 2004; Spence et al., 2010).  We extend from these previous studies to examine the 
groundwater-streamflow relationship more specifically; the schematic at r ght in Figure 2.11 
presents an interpretation of the processes that contribute to this annualhysteretic loop.  
Evapotranspiration reduces or reverses gradients that drive water into steam  and reduces stream 
gains, a flux that drives the annual curve in a negative x-direction. The SJBM simulation shows 
the effect of ET to be generally large, but over short (diurnal) duration. Interestingly, he stream 
gain reducing impact of ET seems to be bounded by a roughly log-linear slope as a function of 
stream gain. We interpret this to be a result of the correlation between seasonal reduction in 
potential ET in winter and spring and the high stream gain/high stream flow regime that would 
naturally accompany it for this system. Basin-scale recharge to groundwater and lateral 
converging flow counteracts the effect of ET, supporting discharging gradients of groundwater to 
streams and forcing the annual curve in positive x-direction. The shape of th  rising limb of the 
annual loop is then partially a result of the changing rate at which recharge and lateral flow 
overcome the effects of ET. Changes in the y-direction (basin streamflow) are driven over short 
time scales by precipitation events that produce pulses of overland flow. In cases where the 
precipitation event facilitates recharge to or propagation of a pressure increase through the 
saturated subsurface, the recession of the runoff pulse deflects in the positive x-d rection, a 
feature apparent in runoff events in the January-March range in Figure 2.11 (left). Thus, the 
contribution of groundwater to total streamflow exerts a longer-term control on the curve in the 
vertical direction. This extends to the seasonal recession of flows that occurs during the 
seasonally dry June-October time period: without precipitation or snowmelt inputs, streamflow is 
maintained by an increasing fraction of groundwater contributions, which in turn control the 
decrease in dry season streamflow. 
2.6 Conclusions 
We present an integrated hydrologic model of the San Joaquin River basin th t simulates 
the full terrestrial water budget for an approximation of natural, predevelopm nt hydrologic 
conditions. Conceptualized such that differences in mountain and Central Valley hydrology arise
 37 
 
Figure 2.11 Annual hysteresis in stream gain-streamflow relationship for the San Joaquin River. (left) Hourly simulated San Joaquin 
River flow is shown as a function of net gain from groundwater over the entir watershed. (right) Conceptual diagram highlighting the 
contributing processes to the annual hysteretic cycle.  
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as the result of differences in hydraulic and land surface properties rather than a modification of 
the underlying governing equations, the SJBM accurately captures important hydrologic 
phenomena such as groundwater gradients in the Central Valley, partitioning of precipitation into 
runoff and ET, and seasonal variations in terrestrial water storage. Mismatches between 
simulated and observed water budget components, notably in absolute streamflow volume and 
snow water equivalent, can be attributed to precipitation underpredicition over the complex 
Sierra Nevada terrain in the reconstructed meteorology product, highlighting t e need for 
improved forcing products to support high-resolution hydrologic modeling for similar systems. 
Analysis of a one-year SJBM simulation reveals the transient interactions among and 
within key portions of the San Joaquin hydrologic system. A decomposition of fluxes to and 
from the Central Valley aquifer system shows a lag between peak recharg and discharge within 
the annual cycle. Furthermore, the representation of the Valley-mountain block interface as a 
regional continuum shows that a small but temporally constant portion f the recharge to the 
Valley aquifer comes a lateral flow from the mountain block. Considering the uncertainty in 
mountain block hydraulic conductivity, mountain block recharge as simulated in the model 
varies between 7% and 23% of total Central Valley aquifer recharge. These values represent 
estimates of system characteristics relevant to questions of change from predevelopment to 
modern conditions.  
The multiple components and high temporal variability in the surface system can easily 
obscure the connections between groundwater, surface hydrologic components, and re ulting 
streamflow. We provide a simulated water budget-derived hydrograph separation for Central
Valley river outflow that reveals the variably dominant sources of water that produce and 
maintain surface flow across the Valley; local precipitation is important for rising hydrograph 
limbs but much of the streamflow volume is sustained by subsequent Valley inflows and release 
of stored soil and surface water while direct groundwater contributions are comparatively steady 
throughout the year. Power spectra of the hydrograph components show that, for the natural 
system, temporal patterns in streamflow are largely set by inflows from mountain runoff while 
scaling of baseflow contributions suggest a possible longer-term effect o  the Valley. 
Finally, the SJBM reveals an annual hysteresis inherent in the groundwater connection to 
streamflow across the San Joaquin River basin. The hourly simulation results permit a detailed 
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resolution of the path traced through the dry-wet cycle of the basin and forms the basis of a 
conceptual interpretation of the process contributions to this phenomenon.  
This study underscores the utility of an integrated hydrologic modeling approach to 
reveal interactions among terrestrial hydrologic components and, more importantly, the role of 
these interactions in affecting the observable hydrology of regional systems. As an 
approximation of natural or predevelopment conditions, the simulated results provide a reference 
state relevant to questions of human impacts on this crucial hydrologic system. In addition, this 
study provides insight into the mechanistic underpinnings of groundwater-surface water 
connections at a regional scale. Future observational and simulation research is needed to address 
important aspects not sufficiently resolved here such as: characterization of constant and 
transient factors affecting groundwater-surface water hysteresis, validation of riparian vertical 
gradient variation in time and space for the San Joaquin and similar systems to refine modeling 
representation of such processes, and investigation of how the modern, impacted systems change 
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Abstract  
The boundary layer, land surface, and subsurface are important coevolving components of 
hydrologic systems. While previous studies have examined the connections between soil 
moisture, groundwater, and the atmosphere, the impacts of regional water table drawdown on 
atmospheric response has received comparatively little attention. To address this question, a 
coupled hydrologic-atmospheric modeling framework (ParFlow-WRF, PF.WR ) was used to 
simulate the San Joaquin River watershed of central California. This study focuses specifically 
on the simulated planetary boundary layer (PBL). The simulations were subject to two imposed 
water table conditions: a high water table that mimics natural conditions and a lowered water 
table to reflect historic groundwater extraction in the California’s Central Valley. An ensemble 
of simulations that included three boundary layer schemes and six varied initial conditions was 
performed for both water table conditions to assess conceptual and initial condition uncertainty 
inherent in the simulations. The ensembles show that increased regional water table depth is 
associated with a significant increase in peak PBL height for both initial condition and boundary 
layer scheme conditions, although the choice of scheme interacts to affect the magnitude of peak 
PBL height change. Analysis of simulated land surface fluxes shows the change in PBL height 
can be attributed to a decrease in midday evaporative fraction under lowered ater table 
conditions. Furthermore, the sensitivity of PBL height to changes in water table depth appear to 
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depend on local water table variation within 10 m of the land surface and the regional average 
water table depth.   
3.1 Introduction 
The atmosphere and terrestrial hydrosphere continually coevolve through their 
interactions at the land surface. The planetary boundary layer (PBL) is a key component of these 
interactions, acting as a moderator of and feedback mechanism for heat, moisture, and 
momentum fluxes between the free atmosphere and the land surface as well as being the 
atmospheric compartment hosting much of the weather we experience on a daily basis (Stull, 
1988). Studies of the PBL in the context of land-atmosphere interaction are often framed as 
involving near-surface soil moisture and atmospheric responses like temperature, boundary layer 
development, and precipitation. While a growing body of literature has addresse  many of the 
complexities associated with such land-atmosphere coupling throug  soil moisture (Findell and 
Eltahir, 1997; Patton et al., 2005; Juang et al., 2007; Adler et al., 2011), the role of the deeper 
subsurface has received less attention. Similarly, while the role of groundwater flow systems in 
maintaining spatial and temporal structure of soil moisture and associated surface energy 
partitioning has been well explored (Chen and Hu, 2004; Miguez-Macho et al., 2007; Kollet and 
Maxwell, 2008; Maxwell and Kollet, 2008; Rihani et al., 2010), significant questions remain 
regarding how such interactions may be influenced by dynamic atmospheric feedbacks. 
A portion of the previous research examining deeper subsurface-atmosphere interactions 
has been done using simplified representations of the hydrology (Jiang et al., 2009; Seuffert et 
al., 2002), the atmosphere (Bonetti et al., 2015; York et al., 2002), or both (Quinn et al., 1995). A 
general finding from such studies has been that extending the treatment of groundwater in 
coupled atmospheric models can improve terrestrial hydrologic dynamics in the form of a more 
capacious store and buffer of atmospheric water (sustaining stream flow and evapotranspiration) 
and as means of distributing and maintaining soil moisture more appropriately across the 
modeled landscape. Although constrained in some aspects by the limited physics used, the 
insights gained from such simplified simulations serve as useful comparisons to more process-
intense modeling studies. Of specific relevance for this study, Quinn et al. (1995) and (2015) 
demonstrated a direct correlation between water table depth and boundary layer height over a 
range of effective water table depths on the order of several meters, despite using a simplified 
slab boundary layer model. 
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Sophisticated hydrologic and atmospheric models are increasingly being used together to 
further explore the pathways that link groundwater, soil moisture, and atmospheric behavior. 
Such models have been used to initialize land surface-atmospheric models with soil moisture 
profiles consistent with the regional groundwater and surface hydrology (i.e. historical climate, 
terrain, vegetation, etc).  For example, Rihani et al. (2015) used this approach for an idealized 
domain simulated with the Advanced Regional Prediction System (ARPS) to reveal the transient 
importance of topography, soil moisture, and water table depth on boundary layer development, 
noting a correlation between PBL height and water table depth extending to 10 m. Extending this 
approach, Rahman et al. (2015) and Shrestha et al. (2014) compared atmospheric response in 
coupled ParFlow-CLM-COSMO simulations that alternately reflected three-dimensional 
subsurface flow and limited one-dimensional flow. They demonstrated the importance of lateral 
surface and subsurface flow for mediation of latent heat flux in time and space and improving 
matches to surface energy flux measurements. Similarly, Maxwell et al. (2007) used the coupled 
ParFlow-ARPS model to show that surface fluxes, states, and boundary layer development are 
sensitive to hydrologically consistent soil moisture initializations, but that the effect of such 
initial consistency may decay over extended simulation (~36 hours) if not maintained by lateral 
flow mechanisms.  
The growing evidence for connection between groundwater and the atmosphere suggests 
that anthropogenic impacts to groundwater systems may extend beyond terrestrial hydrology. 
Extensive groundwater extraction to support agriculture, industry, and domestic use has 
produced regions of considerable aquifer depletion around the world (Döll et al., 2012; Scanlon 
et al., 2012; Wada et al., 2010). In particular, groundwater extraction to support irrigation has 
been linked with significant declines in important regional aquifer systems (Wada et al., 2012), 
with California’s Central Valley being a notable example in the US (Famiglietti et al., 2011; 
Scanlon et al., 2012). Although anomalous soil moisture associated with irrigation in arid and 
semi-arid regions have been shown to propagate effects to the atmosphere (Lobell et al., 2009; 
DeAngelis et al., 2010; Kueppers and Snyder, 2012; Lo and Famiglietti, 2013), the component 
effect of water table drawdown for the same areas has received littl examination and provides a 
key motivation for this study. Understanding the role of the water table in such regions has 
particular relevance as irrigation may be periodically limited as a result of drought, water table 
drawdown beyond the reach of wells, changes in regulation, or some combination of factors.  
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3.2 Methods 
We use the subsurface-land surface-atmospheric modeling framework that couples the 
ParFlow and Weather Research and Forecasting models (PF.WRF) (Maxwell et al., 2011; 
Williams and Maxwell, 2011) to analyze the impact of a lowered water t ble on the planetary 
boundary layer over the San Joaquin River basin in central California. The pproach used in this 
study comprises a series of simulation components, described in the following sections. 
3.2.1 Domain and Time Period of Interest 
The model domain is centered on the San Joaquin River basin and covers the majority of 
the contributing area of the watershed in the Sierra Nevada Mountains and the Central Valley 
floor. The domain is 270 km in the east-west dimension and 240 km in the north-south 
dimension. The map in Figure 3.1 shows the location and configuration of the domain. The 
lateral discretization of the model domain for the coupled simulations is a uniform one km in the 
x and y dimensions. Vertical discretization differs for the ParFlow and WRF components, as 
described below.  
 
Figure 3.1. Coupled PF.WRF domain location centered on the San Joaquin River Basin in central 
California. The red box marks the lateral extent of the 270 km x 240 km model grid. The bold 
blue lines highlight the San Joaquin River and selected major tributaries. 
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We selected a two-week period in July 2003 (July 14-28, 2003) as the period of interest
for the coupled PF.WRF simulations for several reasons. We chose to simulate a two week span 
because coupled simulation times were short enough to make completing an e semble of runs 
feasible while allowing the simulation to capture a wider range of day-to-day variability.  The 
specific two-week span was chosen for several reasons. First, this mid-su mer time period is 
sufficiently distant from peak snowmelt season to reduce the intensity of surface flows 
discharging from the Sierra Nevada Mountains, flows that might otherwise dominate the Central 
Valley hydrologic regime. Second, mid-summer in a Mediterranean climate such as California’s 
tends to be characterized by fairly consistent atmospheric conditions with precipitation in the 
mountains or valley driven by local convection rather than dominant synoptic-scale events, e.g. 
influx of large, moist Pacific air masses. Third, the 14 days spanning July 14-28, 2003, while 
mostly dry, do include some small precipitation events across the Sierra Nevada crest and even 
extending into portions of the Central Valley, as indicated by station nd radar records. These 
events introduce some variability into the expected atmospheric structure and allow a more 
complete test of the effects of the lowered water table. 
3.2.2 WRF Nests 
The one-kilometer lateral resolution PF.WRF domain is forced with latera boundary 
conditions derived through offline downscaling of WRF v3.3 (William C. Skamarock et al., 
2008) simulations using three nests at increasing resolution (27 km, 9 km, 3 km). The extents 
and locations of these nests are shown in Figure 3.2, with the 1-km PF.WRF domain shown in 
bold in the center.  The WRF domains were discretized into 65 vertical layers with hyperbolic 
tangential stretching applied to concentrate more layers in the lower portion of the atmospheric 
column. Using this scheme, the lowest 2 km was discretized into 25 layers. Th  North American 
Regional Reanalysis (NARR) product (Mesinger et al., 2006; National Centers for 
Environmental Prediction, 2005) was used to drive the outermost (27 km resolution) nest over 
the period of June 1, 2003 through August 1, 2003. One-way nesting was employed for the 
interior domains. Convection was simulated explicitly in the 3-km innermost nest while 
parameterizations were employed for the 27-km and 9-km nests. The choice of physics schemes 
and other input options are summarized in Table 3.1.  
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For each nested WRF simulation, a spatial and temporal (July 14-28, 2003) subset of the 
simulated conditions from the 3-km nest was processed to produce boundary and initial 
conditions for the coupled San Joaquin basin domain.  
 
Figure 3.2. Nested domains used for WRF-only downscaling simulations. The full extent 
represents the largest (27-km) nest. Each subsequently smaller nested domain has a resolution 
three times that of the parent such that the innermost grid has a 1-km resolution, corresponding 
to the domain shown in Figure 1. The shading shows the increasing resolution f terrain across 
the nested domains. 
 




3.2.3 ParFlow Hydrologic Model 
The ParFlow component of this study simulates variably saturated subsurface flow and 
overland flow with a fully implicit solution of the three-dimensional mixed form of the Richards 
Equation and a kinematic wave approximation for surface flow (Ashby and Falgout, 1996; Jones 
and Woodward, 2001; Kollet and Maxwell, 2006; Maxwell, 2013). The terrestrial domain is 
discretized at a 1 km lateral resolution and a variable resolution over a 500 m vertical depth 
using five layers. The top four ParFlow layers are discretized according to the scheme used in the 
Noah land surface model (Ek et al., 2003, p. 200): 0.1 m, 0.3 m, 0.6 m, and 1.0 m, in order of 
increasing depth from the land surface. The fifth (bottom) layer spans 498 meters and functions 
as a vertically integrated approximation of deeper subsurface flow. A terrain-following transform 
(Maxwell, 2013) is applied to vertical dimension of the grid such that the topographic variability 
of the landscape is represented  across all five model layers. This conceptualization of the 
subsurface flow system does not represent variation in vertical gradients in depth below 2 m but 
captures the large-scale horizontal gradients responsible for lateral transport of water across a 
regional subsurface flow system like the San Joaquin River basin.  
The San Joaquin ParFlow domain is defined with no-flow conditions on the lateral and 
bottom boundaries. An overland flow boundary condition is assigned to the top boundary, 
coincident with the modeled land surface. Overland flow routing is simulated by the kinematic 
wave approximation (Kollet and Maxwell, 2006) with inputs comprising surface slopes in the x 
and y directions and Manning’s roughness values. Following the method of Barnes et al. (2016), 
slopes are derived from a 1/3 arc-second (~10 meters) DEM aggregated to the one kilometer 
resolution grid using the watershed analysis tool in GRASS GIS (Ehlschlaeger nd Metz, 2014; 
Gesch et al., 2002; Gesch, 2007) and Manning’s roughness values assigned from reference 
values (Chow, 2009) based on general vegetation type and topographic region. 
Subsurface properties are assigned according to indicator categories that describe a 
hydrostratigraphic model of the system. The simplified hydrostratigraphy used here is based on 
datasets developed for previous studies of the region (Faunt, 2009; Mansoor, 2009) and includes
detailed surface layers and an aggregated deeper subsurface layer that is the mode of 
hydrostratigraphic units over that interval. Hydraulic parameter values (permeability, van 
Genuchten constitutive relationship parameters, porosity, specific storage) ae assigned 
according to the previous studies where available, i.e. near surface layers and for the Central 
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Valley, and using reference values for the portion of the subsurface representing the Sierra 
Nevada and Coastal Range mountain blocks. 
The ParFlow domain is initialized for use in coupled PF.WRF simulations through a spin-
up process whereby surface and subsurface hydrology is dynamically equilibrated with a given 
climatological forcing. We initially applied a constant (in time) precipitation field to the surface 
of the dry domain and allowed the subsurface to wet until a regional water tabl  and surface 
features began to form. We continued the spin-up process by iteratively simu ating the same year 
using an average, but transient hourly, atmospheric forcing with the CLM-based land surface 
model component activated (Kollet and Maxwell, 2008; Maxwell and Miller, 2005b) until the 
terrestrial hydrology approached dynamic equilibrium with the forcing, as measured by the 
annual change in total surface and subsurface storage following documented etrics for 
integrated model spin-up (Ajami et al., 2014b, 2014a; Seck et al., 2015). 
3.2.3.1 Terrestrial Hydrology Scenarios for PF.WRF 
We developed two terrestrial hydrologic initial conditions for use with the PF.WRF 
simulations: a predevelopment (“natural” or “no pump”) condition and a modern water table 
drawdown (“pumped”) condition. The first represents a system driven by modern meteorology 
but lacking local anthropogenic hydrologic influences like surface water impoundments, channel 
diversions, canals, groundwater extraction, and irrigation. The second represents a ystem with 
no difference from the first except that it has been equilibrated with water table drawdowns 
consistent with historical groundwater extraction. 
The natural condition is created by iteratively simulating water yea 2003 (October 1, 
2002 through September 30, 2003) using hourly atmospheric forcing until the terrestrial 
hydrology is in approximate dynamic equilibrium. This initial condition for the coupled PF.WRF 
simulations was then extracted from spin-up simulation results correspnding to the July 14, 
2003 0:00 GMT start time.  
The pumped condition was created by imposing water table drawdown on the ‘natural’ 
subsurface pressure field in the Central Valley portion of the domain. This was accomplished by 
replacing the natural conditions with a hydrostatic pressure field derived f om the water level 
elevation simulated by the Central Valley Hydrologic Model  (CVHM) (Faunt, 2009) for the 
unconfined aquifer system for the summer of 2003.  The effect of this perturbation was allowed 
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to propagate and equilibrate with the rest of the modeled domain through subsequent iterative 
yearly simulations using the same hourly atmospheric forcing used in the ‘natural’ condition 
preparation. Comparison of the resulting water table configuration to that produced by the 
CVHM showed the equilibration procedure did not substantively alter the agreement between the 
two. Water table depths for the natural and pumped conditions are shown in Figure 3.3, with 
contours highlighting the regions of drawdown within the Central Valley. Notably,  comparison 
of the plots in Figure 3.3 shows the disappearance of much of the near-surface groundwater (dark 
blue zones) along the Central Valley axis and alluvial valleys under the modern pumped 
condition.  
3.2.4 Suite of Three PBL schemes 
Boundary layer processes in mesoscale models like WRF are incorporated through a 
parameterization that attempts to account for the subgrid-scale turbulence that cannot otherwise 
be explicitly simulated. A range of parameterizations is available to the modeler and each 
encapsulates a particular conceptual representation of the boundary layer. An ensemble 
consisting of simulations run with different boundary layer schemes thus permits a measure of 
conceptual uncertainty in the modeling result. To that end, we performed the downscaling and 
coupled PF.WRF simulations over the San Joaquin basin using three common boundary layer 
schemes: the Medium Range Forecast (MRF), the Yonsei University (YSU), and the Mellor-
Yamada-Janjic (MYJ) schemes. We performed nested offline WRF simulations for each scheme 
choice to ensure that all initial and boundary conditions used in the coupled PF.WRF simulations 
were consistent with the scheme used. 
These schemes are well established, commonly used, and represent different turbulence 
closure and local/non-local schemes. Specifically, the MRF (Hong and Pan, 1996) and YSU 
(Hong et al., 2006) schemes are both first order, non-local formulations. In contrast, the MYJ 
scheme (Janjić, 1994, 1990) includes a 1.5-order closure scheme in a local formulation. The 
difference in underlying formulations should result in variation in simulated boundary layer 
characteristics. In general, the non-local schemes would be expected to prouce deeper mixed 
layers and enhanced free atmosphere entrainment compared to local schemes as they c pture the 
effects of larger eddies (Cohen et al., 2015; Stull, 1991).  
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Figure 3.3. Water table depths for natural (No Pump, left) and drawdown (Pump, right) conditions. Darker blue colors indicate the 
water table is nearer the surface.  Contours on figure at right show the differ nce in water table depth between the No Pump and Pump 
conditions. Darker contours indicate greater drawdown.
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3.2.5 Perturbations 
Small variations in initial condition can result in divergent simulated states as a result of 
the chaotic nature of the atmospheric system (Lorenz, 1963). Given our imperfect knowledge of 
the initial state of the atmosphere, performing simulations with an ensemble of plausible initial 
conditions allows a means to assess the sensitivity of a particular result in the context of this 
uncertainty. For this study, we adopt the method of shifted initializations (Walser et al., 2004) to 
construct an ensemble of six perturbed initial conditions used as inputs to the simulation of the 
PF.WRF coupled domain. We limit the ensemble variation to the initial condition perturbations: 
we use identical lateral boundary conditions and the YSU boundary layer scheme in each of the 
six ensemble members. The same six perturbed initial conditions are used to initialize the 
coupled PF.WRF domain for both the predevelopment and pumped water table scenario .  
3.3 Results & Discussion 
The effect of water table drawdown can be seen as a shift in the partitioning of energy at 
the land surface and as changes in the boundary layer height. These effects are examined in the 
following subsections. 
3.3.1 Surface Energy Fluxes 
Changes in soil moisture are tied to shifts in the partitioning of energy fluxes at the land 
surface. For example, a decrease in soil moisture reduces latent heat flux and increases sensible 
heat flux. Given that water exists in a connected continuum in the porous subsurface, water table 
depth may correlate with energy flux partitioning by way of groundwater cont ibutions to soil 
moisture across a landscape.  Previous studies have demonstrated an inverse relationship 
between water table depth and latent heat flux (LH), with the magnitude of flux most sensitive to 
changes in water table depths between 1 and 5 m (Kollet and Maxwell, 2008; Rihani et al., 2010; 
Szilagyi et al., 2013).  Such a change in LH implies a counterbalancing (at least partially) shift in 
sensible heat (SH) to maintain a closed energy budget.  The shift in energy partitioning can be 
summarized by examining changes in evaporative fraction (EF), the fraction of incoming 
radiation that goes to latent heat flux (Gentine et al., 2011): 
= � � = ���� + � = 11 + � 
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where � =  latent heat of vaporization, = evaporation rate, � = net radiation, �� =latent heat flux �2 , � = sensible heat flux �2 , and � is the Bowen ratio: ����.  This 
formulation assumes that ground heat fluxes are sufficiently small that � ≈ �� + �. 
As a first step in understanding how water table changes affect the system, we compute 
the EF for every model cell within the Central Valley portion of the domain at 30-minute 
intervals for the two-week simulation period. It is not uncommon to observe EF values greater 
than 1, particularly during deviations from daytime, clear sky conditions (Gentine et al., 2011; 
Peng et al., 2013). To improve clarity of the difference between the pumped and natural water 
table conditions, however, we discard EF values outside the range of 0 to 1. The time series plots 
in Figure 3.4 show the temporal variation of the EF over the Central Valley for the two water 
table conditions and each of the three PBL schemes used. The solid lines show the spatial mean 
and the shaded regions represent ± 1 standard deviation from the mean. Qualitatively, the choice 
to filter values to the 0-1 range does not affect the mean daytime valu s nor the difference 
between the pumped and natural water table conditions, but it does substantially reduce the 
standard deviation about the mean. The plots demonstrate a daily pattern in EF evolution: near 
zero or negative values in the evening and a positive ‘U-shape’ during daylight hours. The 
lowering of the water table (increasing water table depth) leads to a decreas  in the evaporative 
fraction during midday, with midday minima reduced from approximately 0.5 under the na ural 
water table to 0.2-0.4 under the pumped water table condition. 
The spatial distribution of reduction in EF follows the pattern of water table decline 
across the Central Valley landscape (Figure 3.5). In particular, reduction in average EF is more 
pronounced in locations where the natural water table was nearer the land surface, like the 
riparian corridor along the San Joaquin River and Fresno Slough, in the southern portion of the 
domain. Notably, stream and river channels that maintain surface flows and/or groundwater 
connection under the pumped water table condition show no change in average EF, highlightin  
the importance of including lateral surface and subsurface flow whenstudying changes across a 
heterogeneous landscape. 
3.3.2 Boundary Layer Height 
The simulated boundary layer follows a diurnal cycle with the amplitude and timing 
dependent on the location and general atmospheric conditions. The plots in Figure 3.6 show a 
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time series of the spatial mean and standard deviation about the mean of boundary layer height 
for the natural and pumped water table conditions. The observed shift in EF (Section 3.3.1) 
suggests that the lower boundary layer receives more turbulence-generating sensible heat fluxes 
under the pumped water table condition, helping to promote development of a higher boundary  
 
Figure 3.4. Spatial mean and standard deviation evaporative fraction (EF) for Central Valley 
cells as simulated using the YSU, MYJ, and MRF planetary boundary laye sch mes. Blue 
shaded areas and lines represent simulated EF standard deviation and mean, respectively, for the 
natural (“No Pump”) water table condition. The red shaded areas and lines represent the standard 
deviation and mean EF for the pumped (“Pump”) water table condition. Individual EF values 
greater than 1 were filtered out to improve clarity of diurnal signal. 
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layer. This connection is born out in the time series of PBL heights averaged over the Central 
Valley: while evening and early morning PBL heights tend to match in te pumped and non-
pumped scenarios, the midday average peak PBL under the lowered water table (“Pump”) 
condition is consistently greater than that under the higher, natural water table condition. The 
plots in Figure 3.6 also demonstrate the variability among the three PBL schemes used. The MYJ 
scheme produces the thinnest boundary layer but matches the diurnal pattern of th  YSU while 
the MRF and YSU schemes produce comparable peak PBL heights while following different 
daily evolution patterns. 
 
Figure 3.5.  Temporal mean daytime (averaged over daylight hours: 0800-1800 local time) 
evaporative fraction (EF) difference between the natural (“No Pump”) and pumped (“Pump”) 
water table conditions. Values are averaged over all three PBL schemes (YSU, MYJ, MRF). Red 




Figure 3.6. Spatial summary of planetary boundary layer (PBL) height time series, for the 
Central Valley portion of the PF.WRF domain. The red line traces the spatial mean while the red 
shaded region shows the mean ± 1 standard deviation for the water table drawdown (“Pump”) 
condition. Similarly, the blue line and shaded region traces the mean and standard deviation 
about the mean, respectively, for the natural (“No Pump”) water table condition. 
 
Diagnosis of the planetary boundary layer height in WRF depends on the boundary layer 
scheme in use. For example, the non-local YSU scheme defines the top of the b undary layer as 
the lowest elevation at which the bulk Richardson number (Rib) exceeds some critical value 
(Hong, 2010; Hong et al., 2006). In contrast, the boundary layer height is defined in th  MYJ 
scheme as the lowest elevation at which the turbulent kinetic energy falls below a specified 
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threshold (0.1 m2/s2)(Janjić, 2002). This difference in diagnosis method has been shown to 
increase the variance of simulated PBL height in ensembles comprised of different PBL schemes 
(Xie et al., 2012). Acknowledging that this phenomenon may be the cause of greater betwe n-
scheme difference than a more unified measure of mixed layer depth would yield, we still 
present the scheme-specific diagnosed PBL height as a valuable metric of a mospheric response 
to change in water table configuration. 
A comparison of time-averaged peak PBL height differences (���� − ����  � ) 
(Figure 3.7) shows the change in PBL height corresponds closely with the change in EF shown 
in Figure 3.5. Again, we see the largest increases in PBL height in locations in the Central Valley 
axis where water tables declined from a shallow natural depth. The plots for each of the different 
schemes demonstrate differences in the simulation of the PBL: the MRF scheme seems to 
produce a change in PBL that is most sensitive to heterogeneities in he land surface, the YSU 
scheme yields a PBL difference that is more diffuse but similar in magnitude to that produced in 
the MRF scheme, and the MYJ scheme gives the smallest change in PBL height while matching 
the qualitative spatial distribution of PBL change seen in the other two schemes. 
The spatial plots also reveal that changes to the boundary layer extend in o the Sierra 
Nevada Mountains to the east of the Central Valley. Changes in PBL height appear for each of 
the PBL schemes and are characterized by a spatial pattern of mixed PBL height increases and 
decreases. The apparent lack of a coherent spatial structure in these changes reflects the impact 
of the complex terrain on surface heating, winds, and the resulting boundary layer development. 
Thus, while attributing a direct mechanistic link between water table changes in the valley to 
precise changes in PBL heights in the mountains may be unjustified, these results suggest the 
perturbation of important boundary layer properties may extend beyond the geographic location 
over which the perturbing subsurface change occurs.  
3.3.3 Variation from PBL Scheme and Initial Condition Perturbations 
The differences in simulated PBL height resulting from choice of scheme and water table 
condition are shown in the time series of spatially-averaged daily peak (taken as the PBL height 
at 14:00 local time) PBL height in Figure 3.8. The heavy lines show the mean PBL height 
response within each water table condition group. The differences in mean PBL-scheme group 
values indicate an average increase of 200-400 m in the peak PBL height as a result of the 
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decline of the regional water table. The plot also shows considerable variation in the simulated 
PBL for the pumped water table condition that depends on the PBL scheme, with the mean peak 
PBL for the MYJ scheme roughly matching that of the natural water table scheme ensemble 
mean. We test the significance of the differences in PBL height due to th water table 
configuration, choice of scheme, and the interaction effect of these two factors, using a repeated 
measures analysis of variance (ANOVA). The daily spatial mean peak PBL heights for the 
Central Valley portion of the domain (n=15) were used as the repeated measures within each 
PBL and water table group. The results of the ANOVA (Table 3.2) show that both the water 
table depth condition and the choice of PBL scheme have a significant effect on the resulting 
peak PBL height at the p<0.001 level. A small interaction effect is also observed, with a 
significance level of roughly 0.05. This means that the choice of PBL scheme has some effect on 
the magnitude of the difference in average peak PBL height resulting from different water table 
depths, although the strength of this effect appears to be less than the major ffects of PBL 
scheme or water table condition alone. 
The differences in simulated daily peak average PBL heights resulting from initial condition 
perturbations are shown in Figure 3.9. In contrast to the effects of PBL scheme (Figure3.8), the 
variation in peak PBL height during the simulation due to initial condition perturbation are 
minimal. An analysis of variance shows the lowering of the water tble has a significant impact 
(<0.001) on average PBL height while the effect of initial condition perturbation is insign ficant. 
Although the initial condition perturbations had almost no effect on the PBL, they resulted in 
variation in other parts of the system. For example, domain-averaged accumulated precipitation 
varied between 2.59 and 2.84 mm in the natural water table condition and between 2.62 a d 2.85 
mm in the pumped water table condition. The coefficient of variation is approximately 3% in 
both cases and is consistent with results from (Walser and Schär, 2004) for cases of moderate 
convection and strong orographic control. 
3.3.4 Water Table-PBL Relationship 
The complexities of the Sierra Nevada Mountain and Central Valley lndscapes represented in 
the PF.WRF model introduce variation that helps define the characteristi s of the water table-
PBL relationship. First, the terrestrial hydrologic system simulated by ParFlow yields a spatially 
varying water table configuration. Lateral subsurface gradients drive groundwater toward the  
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Figure 3.7. Temporal mean difference in planetary boundary layer (PBL) height (m) at 1400 local time. Difference is between the 
water table drawdown (“Pump”) and natural water table (“No Pump”) conditions. Red shading indicates an increase in PBL height. 




Figure 3.8.  Spatial mean boundary layer height at 1400 local time over the Central Valley 
portion of the PF.WRF domain. Thin lines trace the mean PBL height values for each of the PBL 
schemes and are colored by water table condition (natural, “No Pump” water table – blue; 
lowered “Pump” water table – red). Bold lines show the mean PBL heights across all PBL 
schemes for the natural “No Pump” (blue) and lowered “Pump” water table conditions.  
 
riparian discharge zones along the axis of the valley while higher elevations (valley edges, the 
mountain block) serve as deep water table recharge zones. Second, water table drawdowns, as 
represented by the CVHM simulation results (Faunt, 2009), are not uniform in space but rather 
represent the combined result of hydrology, climate, soils, and human decision-making.  The 
combination of these two factors yields a system characterized by a range of hydrologic change 
relative to the natural state but bounded by the dynamics of the system. This allows an 
examination of the sensitivity of the simulated PBL response to water table changes using each 
cell as a sample from the system distribution. The plots in Figure 3.10 show the relationship 
between water table depth and peak (1400 local time) PBL height, averaged over the 2-week 
simulation period, for the natural (top row and blue points in bottom row) and pumped (middle 
row and red points in bottom) water table conditions and for each of the PBL schemes 
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(columns). Locations where the water table intercepted the surface (wetland and stream 
channels) were removed from the plot so that only positive non-zero values for water table depth 
remained. The top two rows of plots show a two-dimensional histogram (or alternately a “scatter 
density” plot, with color intensity indicating higher frequency) plotted with the water table (the x 
axis) on a logarithmic scale. The bottom row overlays the data points from the top two rows and 
plots the water table on a linear scale. The plots in Figure 3.10 indicate a v riable relationship 
between water table depth and PBL height. In general, the peak PBL height increases with 
increasing water table depth although much of this change occurs where at  tables are more 
than several meters deep. From a visual inspection of the PBL height-water table depth plots, the 
relationship can be categorized into three regimes. The first regime exists over very shallow 
water tables and is characterized by generally lower but variable PBL heights. Based on the 
results presented here, we define this regime to exist over the range of watr table depths from 
near zero to 7 m. This range is somewhat arbitrary but is chosen here as being consistent with a 
visual “break” in the scatter density plots. Interestingly, there appears to be little overall 
correlation between water table depth and boundary layer thickness over this water table depth 
range, as evidenced by the nearly horizontal clustering of points in the 2D semi-log histograms 
and the large spread of points in the linear scatter plots. The second regime is characterized as a 
zone of approximately log-linear correlation between water table depth and peak PBL height and 
extends from a water table depth of 7 m to approximately 150 m. The envelope of the scatter 
points tends to condense over this range toward a common positive trend. The third r gime exists 
where peak PBL heights reach an asymptotic limit and effectively decouple from boundary layer 
processes, at water table depths of approximately 150 m. This regime is the least thoroughly 
sampled of the three (given the relative rarity of such deep water tables in thi  domain) and thus 
is less discernible in the scatter density plots but evident in the linear scatter plots.  
The variation in behavior between the MYJ scheme and the YSU and MRF schemes 
presents challenges to generalizations across schemes. The plots for the YSU and MRF schemes 
indicate the PBL is more sensitive in the intermediate water table depth regime compared to 
MYJ scheme. Given that the shift in EF is similar in all schemes, this difference in boundary 
layer sensitivity highlights the effect of a local PBL scheme such as te MYJ. The increase in 
average peak PBL height with increasing water table depth, especially at water table depths 
beyond 10 m, defies a reasonable explanation based on direct moderation of near-surface soil 
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Figure 3.9. Spatial mean boundary layer height at 1400 local time over the Central Valley 
portion of the PF.WRF domain. Thin lines trace the mean PBL height values for each of the 
shifted initial conditions and are colored to denote water table condition (natural, “No Pump” 
water table – blue; lowered “Pump” water table – red). Bold lines show the mean PBL heights 
initial conditions for the natural “No Pump” (blue) and lowered “Pump” water table conditions. 
Note that individual initial condition lines overlap for much of thesimulation period. 
 
moisture by saturated groundwater. Previous studies suggest a relative insensit vity of surface 
fluxes to water table changes at depths exceeding 7-10 m (Kollet and Maxwell, 2008; Maxwell 
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and Kollet, 2008; Szilagyi et al., 2013). However, the separation of points and shift in log-li ear 
slope between the pumped and natural water table scenarios over this water table depth range (7-
150 m) suggests that the regional configuration of the water table determines the intensity of the 
water table-boundary layer relationship. Put another way, the frequency distribut on of water 
table depths across the simulated Central Valley region appears to affec  how the boundary layer 
responds to local land surface-subsurface connections. 
 
Figure 3.10. Relationship between temporally averaged water table depths (x axes) and planetary 
boundary layer height (m) at 1400 local time for each cell in the Central Valley portion of the 
domain. The top two rows show the relationship as a two-dimensional histogram (or scatter 
density plot) for the natural (top) and pumped (middle) water table condition, using the logarithm 
of water table depth on the x-axis. The bottom row shows a linear scatter plot of the natural 
(blue) and pumped water table-PBL relationship. Results from each of the PBL schemes are 
shown by column. 
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As an example, consider that a comparison of the points at a given water table depth, say 
at 20 m, shows that the average peak PBL height value will tend to be greater for th  pumped 
water table condition than for the natural water table. The PBL response t  subsurface moisture, 
then, may be dependent on a combination of local and regional conditions. A wetter landscape, 
as measured by the higher proportion of locations with a shallow water tabl , may suppress PBL 
development even in locations with deep water tables (and locally dry soils) as a result of mixing 
of cool, moist near-surface air within the boundary layer. Conversely, as regional roundwater 
levels decline and the landscape becomes drier, net radiation will be partitioned toward sensible 
heat flux over a larger portion of the land surface, thus reducing the spatial extent and/or 
intensity of any inhibiting effect on PBL development over comparably dry soils.    
 
Figure 3.11. Planetary boundary layer (PBL) height (temporal mean at 1400 local time) 




The scatter plots reveal a complex dependence of peak PBL height on local and regional 
water table depth. We can examine this relationship further by calculating the change in peak 
PBL height between the pumped and natural water table scenarios relative to the corresponding 
change in water table depths.  Plotting this variable, ����/�� , against the pumped water 
table depth summarizes the sensitivity of the boundary layer as a function of the water table state 
(Figure 3.11). Despite considerable scatter in the values, the plotted points defie an envelope of 
responses that indicates the PBL is most sensitive to change in water table depth when that 
change leads to a water table that is less than 10 m deep. This lower sensitivity limit is consistent 
with the idea that vertical redistribution of water from the phreatic surface becomes negligible 
once the water table reaches some depth threshold of 5-10 m, the so-called “critical zone” (Kollet 
and Maxwell, 2008; Maxwell and Kollet, 2008). Notably in contrast to this critical zone concept, 
however, is the absence of an upper water table limit, i.e. a reduction in sens tivity at shallow 
water table depths. Rather, the PBL appears to be the most sensitive when water table depths 
change within five meters of the land surface.  This may be a consequence of the mid-summer 
simulation period used in this study. The midday evaporative demand of the boundary layer is 
always sufficiently high that evaporation is rarely energy limited, at least on average across the 
simulated Central Valley landscape. This ensures that a change in shallow water table depth 
sufficient to change the ET-supporting vertical flux will necessarily reduce ET and shift surface 
energy partitioning toward PBL-enhancing sensible heat flux. Whether the absence of an upper 
limit on boundary layer sensitivity to water table changes exi ts for different seasons or locations 
remains a question for future study.  
3.4 Conclusions 
We simulated the connected terrestrial and atmospheric hydrologic system of the San 
Joaquin River basin in central California using a coupled ParFlow-WRF model. Using this 
simulation framework we tested the impact of a regional water table decline, consistent with 
historical groundwater extraction in the Central Valley, on the planetary boundary layer for a 
two-week period in July 2003. Spatial mean boundary layer heights over the Central Valley 
increase with the water table decline. This effect is statistically significant in results simulated 
using three common PBL schemes and six initial condition perturbations, although the choice of 
PBL scheme appears to affect the magnitude of the mean PBL height difference between the 
natural and pumped water table conditions. The relationship between peak daily PBL and water 
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table depths at individual locations is complex; results suggest the correlation depends on the 
water table depth regime, the regional water table configuration (natural versus historic 
drawdown), and choice of PBL scheme. Scatter plots reveal that the PBL is highly variable over 
extremely shallow water tables, although peak PBL heights tend to be lowest for water table 
depths less than ~7 m. Over locations of deep water tables (>150 m) peak PBL height tends 
asymptotically toward a maximum value, indicating a decoupling between groundwater and 
boundary layer processes.  In zones of intermediate water table depths, i. . 7-150 m, the 
relationship between PBL height and water table depth is approximately log-linear, suggesting a 
weak coupling between the saturated subsurface and the atmosphere. Each of the schemes tested 
yields qualitatively similar relationships, but the local MYJ scheme seem  to dampen the 
intensity of the PBL-WT relationship compared to the non-local schemes. In general, lowering 
the regional water table, as we did here by imposing historic drawdowns n an approximation of 
the natural system, increases the overall slope of the PBL-WT relationship. In other words, one 
would expect higher peak PBL heights (compared to a higher water table configuration) for cases 
of regional water table drawdown even in locations with equivalent water table depths. 
Furthermore, the sensitivity of the PBL-WT relationship is highest for water table changes within 
the top 10 m despite this region being comparatively less sensitive to water table depth for a 
given regional water table configuration.  
This study demonstrates the connections between groundwater and the atmosphere for a 
real-world system. However, the range of atmospheric and terrestrial conditions tested limits a 
broader interpretation of this study’s conclusions. Variation in simulation factors such as time of 
year, location, and domain extent would be valuable in testing the robustness of these findings. 
Moreover, including the asynchronous effects of irrigation on soil moisture in coupled 
groundwater-atmospheric simulations would provide insight into the relativ  role of moisture 
distribution throughout the subsurface on land-atmosphere interactions and feedbacks.  
Despite these limitations, the results of this study have implications for understanding the 
propagation of impacts associated with anthropogenic groundwater extraction through the 
connected hydrosphere. First, this study’s conclusions build upon those in previous work and 
provide further evidence in support of including a physically consistent representation of deeper 
subsurface water in coupled land-atmosphere simulations. That the variable relationship between 
peak boundary layer height and water table depth extends on the order of 10 mbelow the land 
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surface suggests that a more vertically limited representation of subsurface hydrology may fail to 
capture the range of system interactions. Second, water table declines are ot isolated to the 
California’s Central Valley but are a global phenomenon, with regions of intense irrigation and 
extraction continuing to deplete aquifer systems (Döll et al., 2012; Scanlon et al., 2012; Wada et 
al., 2012, 2010). Given the spatial extent of water table decline, groundwater effects on the 
planetary boundary layer may represent another anthropogenic forcing that warrants 





CLIMATE WARMING AND HYDROLOGIC SHIFTS: REVEALING THE ROLE OF LOCAL 
PROCESSES IN REGIONAL RESPONSE TO TEMPERATURE CHANGE IN THE SAN 
JOAQUIN RIVER BASIN 
 
Modified from a manuscript in preparation for publication 
 
James M. Gilbert1,2*, Reed M. Maxwell1,2  
 
Abstract  
Predicted climate warming is expected to impact terrestrial hydrology, although the precise 
nature of these impacts is not fully known. Snow-dominated catchments, like the San Joaquin 
River basin, are particularly sensitive to temperature-driven change as thpredominant form and 
timing of soil moisture delivery shifts from snowmelt to rainfall. While th  propagation of 
temperature perturbations has been studied in the context of coarse-scale impacts to downstream 
water supplies or site scale redistribution of water, the contribution of local processes, feedbacks, 
and interactions to regional hydrologic change is less well understood. In this study we use an 
integrated hydrologic model, ParFlow-CLM, to simulate the terrestrial hydrology of the San 
Joaquin River basin system as a means to analyze how increases in temperature manifest as 
changes in runoff, evapotranspiration (ET), and recharge across the basin’s complex landscape. 
We apply uniform temperature increases of 2°C and 4°C to simulations that cover a rec nt five-
year period with variable precipitation. In general, simulations show tat basin precipitation is 
the dominant control on streamflow and ET with temperature exerting secondary effects. In 
comparison to a baseline simulation with unperturbed temperature, increases in temperature 
increase basin total ET and reduce streamflow while changing recharge comparatively little. The 
change in ET volume and streamflow is more intense during wetter years although warming 
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tends to accentuate the already dominant partitioning of precipitation o ET. Alternatively, the 
simulations suggest that warming by 4°C is equivalent to losing approximately 15 cm of basin 
average precipitation when considering streamflow yield, an impact that aligns n average year 
under warming with current drought conditions. Simulation results also provide insight into the 
effect of landscape properties on sensitivity to warming. Warmer temperatures increase the 
frequency of runoff at elevations in the Sierra Nevada between 1000-3000 m as rainfall becomes 
more frequent. Increases in ET occur across similar elevations, although not uniformly, 
effectively compensating for the increase in runoff. The overall increase in ET results from an 
asymmetric response to the wet and dry seasons—soil moisture depletion-driven reductions in 
summer ET are not sufficient to counterbalance the energy and moisture driven increase in 
winter and spring ET. The combined effect of increased ET and runoff is t reduce recharge 
through a saturated profile in the mountains. However this reduction is at least partially balanced 
by an increase in recharge through rivers in the Central Valley as late fall and early winter 
precipitation events drive higher streamflows onto the valley floor. Overall the results of this 
study indicate a potential shift in the capacity of the Sierra Nevada mountains to buffer the 
variability of the basin’s water supply and underscore the need for conjunctive management of 
ground and surface waters as a strategy for adapting to warming. 
4.1 Introduction 
Water in California’s San Joaquin River basin is a critical resource: streamflow 
originating from Sierra Nevada snowmelt and groundwater from the aquifer system of the 
Central Valley supports $20 billion in agricultural production (California Department of Food 
and Agriculture (CDFA), 2015), a growing population (California Department of Water 
Resources, 2014), and endangered aquatic species (Fisher, 1994; Luoma et al., 2015; Moyle et 
al., 1992). Historically the problem of asynchronous precipitation and water demand resulting 
from the basin’s Mediterranean climate has been addressed through reliance on storage (either as 
snowpack or in constructed reservoirs) and groundwater pumping (Hanak et al., 2011). The 
legacy of more than a century of water use and a shifting climate challenge the reliability of this 
approach while water demands grow, prompting the need to understand the characteristics and 




A host of studies over the past several decades have sought to illuminate the connections 
between warming temperatures and various aspects of the Sierra Nevada and Central Valley 
hydrologic systems. Analysis of global climate model (GCM) projections ndicates California 
will experience average annual temperature increases of 2°C to more than 4°C over the 21st 
century (Cayan et al., 2008; Hayhoe et al., 2004; Maloney et al., 2013; Pierce et al., 2013). 
Modeling studies have demonstrated a number of important general responses to this level of 
warming. First, warming temperatures reduce the fraction of precipitation falling s snow 
(Knowles et al., 2006; Lettenmaier and Gan, 1990; Leung et al., 2004) or induces more frequent 
melting of snowpack during the winter (Mote, 2005), subsequently reducing snowpack and 
promoting earlier snow melt out (Gleick and Chalecki, 1999; Hayhoe et al., 2004; Kapnick and 
Hall, 2011; Lettenmaier and Gan, 1990). This shift in the relative dominance of snowpack as the 
hydrologic driver has been traced through the Sierra Nevada and San Joaquin River systems 
using a range of modeling approaches. Most studies show peak snowmelt runoff happens earlier 
in the year under warming conditions (Cayan, 2001; Dettinger et al., 2004; Knowles and Cayan, 
2002; Null et al., 2010b; Stewart, 2005; Vicuna et al., 2007; Vicuna and Dracup, 2007) but with 
variability in the overall impact to annual streamflow (Jepsen et al., 2016). This variability may 
be a result of differences in experimental setup (i.e. presence or absence of co-varying 
precipitation) (Ficklin et al., 2009; Vicuna and Dracup, 2007), spatial or temporal scale 
considered, and/or methodology applied (Jepsen et al., 2016). 
Although groundwater has been recognized as an important component of overall 
hydrologic system response to changing climate (Green et al., 2011; Tague and Grant, 2009; 
Taylor et al., 2013), treatment of groundwater in climate change impact odeling studies in 
California varies. A common approach is to utilize models with more complex representations of 
surface processes coupled with a simplified representation of the subsurface, often variants of 
linear or non-linear reservoir type formulations (Das et al., 2011; Ficklin et al., 2009; Null et al., 
2010b; Vicuna et al., 2007). Such representations of groundwater have been shown to match 
seasonal and annual streamflows acceptably well through calibration (Ficklin et al., 2012), and 
representation of subsurface lateral flow has been shown to be an important factor in controlling 
soil moisture distributions and matching observed low flows in the high seasonal variability of 
Mediterranean climates (Tague et al., 2004). Recent modeling studies have incorporated more 
sophisticated representations of groundwater for assessing climate chang  impacts. Sulis et al., 
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(2011) show that inclusion of lateral flow processes substantively alt rs the partitioning of 
rainfall and snowmelt to runoff and soil moisture under baseline and climate change sce arios in 
a Canadian catchment. In modeling studies of the Little Washita watershed in Oklahoma, USA, 
(Maxwell and Kollet, 2008) demonstrate that the sensitivity of latent hat flux and potential 
recharge under changing climate depends on groundwater depth. Ferguson and Maxwell (2010) 
expand from this study and show that warmer temperatures tend over to reduce streamflow, 
recharge, and baseflow while increasing ET, but that such changes are temporally variable and 
depend on prevailing hydrologic conditions (e.g. soil moisture and propensity for overland flow 
generation) and season. Furthermore they show that the relationship between surface energy 
fluxes and groundwater depth depends not only on climate change scenario but also time of year. 
Despite the considerable process fidelity represented in these studi s, their particular settings 
limit the extent to which they capture additional complexity unique to mountain-valley 
hydrologic systems such as the San Joaquin River basin. 
Mountain systems introduce hydrogeological complexity in the variability and relative 
inaccessibility of hydraulic properties in the deep bedrock to land surface profile (Holbrook et 
al., 2014). Given this, the role of the subsurface in moderating or accentuating hydrologic 
response to climate has been studied through models at various locations and scales in the Sierra 
Nevada. A key finding of these studies is that the subsurface depth and ch racterization is a 
strong control on the way in which warming-driven changes in snowmelt aff ct streamflow, with 
low storage fractured granite typical of the Sierra Nevada particularly prone to rapid 
transmission of snowmelt changes (or loss) to baseflow (Godsey et al., 2014; Huntington and 
Niswonger, 2012; Jepsen et al., 2016; Markovich et al., 2016; Tague and Grant, 2009). 
Expanding the scope of climate impacts to the Central Valley, (Hanson et al., 2012) showed that, 
for the climate projection considered, reduced streamflows from the Sierra Nevada translated to 
heavier reliance on groundwater and reductions in streamflow reaching the Sacramento-San 
Joaquin Delta as a result of increased ET losses. 
Adding further to the complexity, mountain systems impose an elevation gradient that 
correlates to atmospheric variations (e.g. orographic precipitation effects, lapse rates) but that is 
also relevant to terrestrial hydrology given that topographic gradients drive subsurface and 
surface flow. Elevation and topography has also been shown to manifest in patterns of 
transpiration (Christensen et al., 2008), total ET (Goulden et al., 2012; Lundquist and Loheide, 
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2011), and runoff (Hunsaker et al., 2012) as well as the sensitivity and interactions of these 
hydrologic components to temperature shifts (Goulden and Bales, 2014). Therefore, 
understanding the mechanisms by which a climate perturbation like rising temperatures 
propagates through a system would ideally consist of an approach that captures local vertical 
hydrologic processes (i.e. land surface energy and water fluxes and snowpack dyn mics), can 
account for the translation of local affects laterally, incorporates the atmospheric, biophysical, 
and hydrologic consequences of slope, topography, and elevation, and covers sufficient spatial 
extent with sufficient resolution that the ultimate impact is relevant but that component 
contributions and compensations can be parsed.  
Arguably such requirements have been met rarely, if at all, in observational or modeling 
studies to date. In an effort towards this goal, this study seeks to connect the impacts of warming 
on the complete terrestrial hydrologic system through the use of an integrated hydrologic model 
that covers the entire San Joaquin River basin. Although the methods used here lack landscape-
scale dynamic vegetation feedbacks (i.e. we assume static vegetation in response to climate 
shifts), our approach captures local and basin-scale processes critical to understanding the 
myriad interactions and compensations that result form a system perturbation like warming 
temperatures. We show first that the integrated model of the current system simulates land 
surface and subsurface dynamics well in comparison with available observations over a recent 
five-year period with variable precipitation. Second, we explore the aggregate response to 
uniform temperature increases of 2°C and 4°C of key hydrologic components (streamflow, 
evapotranspiration (ET), subsurface storage, and snowpack) over the San Joaquin River basin. 
Finally, we analyze the spatiotemporal sensitivities of runoff, ET, and recha ge to temperature 
change and elevation across the basin as a means of explaining the aggregate response. 
4.2 Methods 
We use the integrated hydrologic modeling platform ParFlow-CLM (Ashby and Falgout, 
1996; Jones and Woodward, 2001; Kollet and Maxwell, 2006; Maxwell and Kollet, 2008; 
Maxwell and Miller, 2005a) to simulate the terrestrial hydrology of the San Joaquin River 
system. ParFlow (PF) implicitly and simultaneously solves for variably saturated flow in the 
subsurface (following the three-dimensional Richards’ equation) and overland flow at the land 
surface (using the kinematic approximation of the shallow water equations). A modified version 
of the Common Land Model (CLM) (Dai et al., 2003) solves for the water and energy balance t 
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the land surface and is coupled via pressure, saturation, and water fluxes with the ParFlow model 
grid (Kollet and Maxwell, 2008, 2006).  
The PF.CLM San Joaquin Basin Model (SJBM) used in this study covers a totalrea of 
59,400 km2 and is centered on the San Joaquin River basin in central California. The model grid 
is 270 columns by 220 rows at a uniform 1 km lateral resolution and variable vertical resolution 
over five layers and a total simulated depth of 500 m. All simulations are run at time steps of one 
hour or less to ensure solution although outputs are written hourly. Spatially heterogeneous 
inputs to the model include: 1) subsurface hydraulic properties assigned accor ing to aggregated 
hydrostratigraphy summarized from existing datasets (Faunt, 2009; Mansoor, 2009) and 
reference values (Welch and Allen, 2014); 2) slopes, processed from a digital elevation model 
following Barnes et al (2016), and Manning’s roughness values assigned according to 
physiographic province (Fenneman and Johnson, 1946), correspondence with mapped chann ls, 
and reference values (Chow, 2009); 3) land cover type (Friedl et al., 2010; NASA Land 
Processes Distributed Active Archive Center (LP DAAC), 2001); and 4) meteorological for ing 
derived and refined from the NLDAS-2 atmospheric forcing product (Xia et al., 2012). Further 
details regarding inputs to the model are provided in Chapter 2 and accompanying supplemental 
information. 
In this study we test the impact of uniform temperature increases across the imulated 
watershed for the five-year period spanning October 1, 2008-September 30, 2013. This period 
represents a recent cycle of inter-annual precipitation variability starting with two years that 
bracket the climatological average (water years 2009-2010), a year with much higher than 
average precipitation (2011), and two years of below average precipitation leading in to a 
drought period (2012-2013). Simulating a range of wet and dry years provides a better 
assessment of how hydrologic sensitivity to rising temperature changes in response to 
precipitation variability, particularly a wet-dry cycle leading  to severe drought. The approach 
adopted here assumes that precipitation amount, timing, and location does ot vary with 
temperature, an assumption that may be less valid for replicating all aspects of forecasted climate 
(Neelin et al., 2013). As the objective with this study is to isolate the impact of temperature alone 
within a known range of precipitation variability, we consider maintaining precipitation that is 
invariant with temperature to be a reasonable assumption. 
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Implementation of temperature changes in these five-year simulations occurs in two 
stages. First, we initialize the model domain with conditions consistent with three different 
temperature scenarios: 1) a baseline (BL) or unchanged contemporary climate that consists of 
unmodified but temporally and spatially variable atmospheric forcing; 2) a moderate warming 
scenario in which hourly temperatures are uniformly increased by two degrees Celsius (+2°C); 
and 3) a more intense warming scenario in which hourly temperatures are unifomly ncreased by 
four degrees Celsius (+4°C). Precipitation inputs are left unchanged in all scenarios in order to 
isolate the effects of temperature alone. We develop climate-consistent initial conditions by 
performing iterative one-year simulations for each scenario using the corresponding forcing for 
water year (WY) 2009 until the beginning-of-year to end-of-year change in root zone moisture 
falls below 1%, based on guidance from previous studies (Ajami et al., 2015, 2014b; Kollet and 
Maxwell, 2008). In the second stage, the baseline and modified temperatures for the full five-
year period are used in conjunction with the other unchanged forcing variables to drive a 
transient simulation starting from the initialized pressure and saturation fields. 
Our modeling approach relies on several important assumptions. First, we model the 
system without the impact of historical or current water management activities, i.e. a 
predevelopment or unimpaired condition. This means groundwater pumping and diversion, 
retention and/or redistribution of surface water are not incorporated into the simulation. This 
creates inconsistency between the observational record and the simulated system and precludes 
drawing direct connections between simulated results for the Central Valley floor and the 
impacted real world. However, as the primary focus of this study is to understand propagation of 
effects from high elevation downstream we consider this an acceptabl  simplification that 
warrants attention in future investigations. A second key assumption inherent in our simulation 
approach is that vegetation is static in response to a warming climate. Vegetation change is a 
potentially important part of understanding landscape-scale response to climate change (Goulden 
and Bales, 2014) but was not included here to permit better isolation of the effect of temperature 
in the system. This too remains a topic for consideration in future stdie , especially with regards 
to the relative impact of subsurface and vegetation properties on overall response. 
4.3 Results and Discussion 
We present results from the five-year simulation in two parts. First we compare 
simulation results from the baseline scenario against relevant observations. In the second part we 
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compare results across the baseline and temperature increase scenario , with specific emphasis 
on runoff, ET, and recharge. 
4.3.1 Comparison to Observations 
The SJBM simulates land surface energy and water fluxes, overland flow and 
streamflow, and soil moisture and groundwater flow and storage changes for every 1-km2 cell in 
the model domain. We establish the ability of the model to properly simulate dynamics in each 
of these hydrologic domains by comparing to available observations and remotely-sensed 
products. Streamflow comparisons are performed at points while snow-water equival nt (SWE), 
subsurface storage variation, and ET comparisons are done on a grid over the enti e model area. 
4.3.1.1 Streamflow Comparisons 
As many reservoirs regulate the flow of many rivers in the San Joaquin basin, streamflow 
comparisons are limited here to gage locations for which the State of California Department of 
Water Resources (CaDWR) calculates a monthly unimpaired or “full natural flow” (FNF) that 
accounts for retention, diversions, and releases (“California Data Exchange Center,” 2015). We 
compare to the FNF sites within the simulated San Joaquin basin that had  complete record over 
the 5-year period simulated in Figure 4.1. The plots show that the SJBM matches monthly, 
unimpaired flow well for the San Joaquin, Merced, and Tuolumne Rivers. In contrast, the SJBM 
simulates too little flow in the Kaweah, Kings and Stanislaus Rivers. The difference in 
performance between these two sets can be attributed to the fact that the upper reaches of the 
Kaweah, Kings, and Stanislaus Rivers are partially outside of the model domain. This eliminates 
an important portion of precipitation and snowmelt that would otherwis  contribute to flow. 
Furthermore, evidence from the initial modeling study of the basin (Chapter 2) suggests the 
precipitation forcing used does not adequately capture precipitation over the basin and may result 
in an overall dry bias in the simulated streamflow.  
4.3.1.2 Snowpack Comparisons 
The SNODAS product (National Operational Hydrologic Remote Sensing Center, 2004) 
provides a complete spatial and daily temporal coverage of snow water equival nt and snow 
covered area over the SJBM domain based on remote sensing, modeling, and assimilation of 
available observations. We compare simulated aggregated daily snow covered ar a and snow 
water equivalent (SWE) to the SNODAS product as the former provides a measure of the 
model’s ability to capture land surface energy balance dynamics (i.e. is simulated snow 
 74 
occurring over the correct area?) while the latter provides a measure of the overall land surface 
water balance (i.e. is the right amount of precipitation going to the snowpack?). In general the 
SJBM matches both aspects of the regional snowpack very well. The comparison plot in Figure 
4.2 show that the model properly simulates the snowpack energy balance, mat hing the 
SNODAS record of snow covered area very well over the simulated period. In contrast, the SWE 
simulation results show the model does not capture the full peak SWE indicated by the SNODAS 
product but in general matches the timing of SWE changes. We attribute this mismatch to the 
tendency for underrepresentation of high altitude precipitation in the NLDAS forcing product.  
4.3.1.3 Evapotranspiration Comparisons 
Ground-based meteorological stations with sufficient instrumentatio  nd record to 
permit meaningful ET comparison are sparse across the SJBM model domain or are inconsistent 
with our simulation in that they reflect irrigation activity in the Central Valley. Remotely sensed 
ET estimates, like that provided through the MODIS16 product (Mu et al., 2015, 2011, 2007), 
unavoidably capture these irrigation effects but do provide a good spatial and temporal coverage 
over the five-year period simulated. The MODIS16 ET product (MOD16a2) is provided at 8-day 
intervals at a 1-km resolution. We compare the two ET datasets by resampling the MOD16 
product to the model grid through geographic reprojection and aggregating simulated tot l ET 
over corresponding 8-day intervals. The results of this comparison are shown in Figure 4.3. Plot 
4.3-A shows that, on average, the SJBM tends to underestimate ET, relative to the MOD16 
product, over the Central Valley floor and mid and upper elevations in the Sierra Nevada. We 
expect the underestimation of ET on the valley floor, as we do not include the effects of 
irrigation. Conversely, the model overestimates ET in the foothills and especially in river 
channels that tend to be consistently wetted in the simulation. Plot 4.3-B shows that in aggregate, 
the model matches estimated ET changes over the 5-year period quite well. We reconcile the 
aggregate temporal match and the spatial differences by noting the differ nce in distribution of 
ET values between the two datasets (Plot 4.3-C, right): the MODIS product is characterized by a 
relatively narrow distribution of ET values while the SJBM tends to have a broader distribution 
with no central peak and a tail extending to higher ET values. 
4.3.1.4 Water Storage Change Comparisons 
California’s Mediterranean climate imposes a strong seasonal signal onto the temporal 
evolution of subsurface and surface water storage in the San Joaquin River basin through high  
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Figure 4.1. Comparison of simulated (red) to estimated full natural flow (FNF) for basins in the 
San Joaquin Basin Model for which data were available for the five-year period simulated. 
 
winter precipitation and subsequent increases in ET and streamflow in spring and summer. This 
signal is detectable through remote sensing and represents another means of confirming the 
SJBM is simulating landscape-scale partitioning of terrestrial water correctly. Specifically it 
represents a way of checking changes in subsurface storage (groundwater and soil moisture) that 
are otherwise difficult to assess over the temporal and spatial scale of the SJBM. We use the 
terrestrial water storage (TWS) anomaly estimates from the Gravity Recovery and Climate 
Experiment (GRACE) satellite (Landerer and Swenson, 2012; S. C. Swenson, 2012; Swenson 
and Wahr, 2006) as the observational analog of change in total surface and subsurface sto age 
simulated in the SJBM. Methods used for processing the GRACE data follow that provided in 
Chapter 2 (section 2.4.5) and will not be discussed in detail here. The comparison of the monthly 
GRACE product to simulated total storage anomaly is shown in Figure 4.4. The model matches 
the GRACE signal very well, staying within the estimated error for most mn hs. Importantly, 
the model captures the shift from average to wet and dry years in a way that ppe rs quite  
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Figure 4.2. Comparison of simulated (red) to SNODAS daily snow covered area, km2 (A) and 
snow water equivalent (SWE), m3 (B) for basins the entire San Joaquin Basin Model area. 
 
consistent with GRACE. Some differences in TWS anomaly are apparent from the plot, though: 
the SJBM simulates a less severe negative storage anomaly in the late summer and early fall. We 
attribute this difference to the absence of groundwater pumping and irrigation in he basin 




4.3.2 Effects of Temperature Increases 
We begin by examining the aggregate response of the simulated San Joaquin River basin 
to increases in temperature. Subsequent subsections address spatial and temporal responses. 
4.3.2.1 Aggregate Basin Response 
Temperature perturbations propagate through the San Joaquin River basin system via several 
mechanisms. First, warming reduces the fraction of precipitation that falls as snow and, in turn, 
reduces peak snowpack water content. This phenomenon has been well-documented in studies of 
California and western US mountain watersheds (Mote, 2005) and is apparent in the simulation 
results (Figure 4.5 A,D). The reduction in the snowfall fraction of precipitation and 
corresponding snowpack water storage (as snow water equivalent, SWE) leads to reduced 
snowmelt-driven spring runoff and a redistribution of runoff volume within the year. This 
redistribution is characterized by small increases in runoff between October and January and 
decreased runoff between April and July (Figure 4.5 B, E). The increase in runoff results from 
early winter precipitation events that fall as rain rather than snow while the decrease in late 
spring runoff follows directly from the reduced snowpack. With the exception of water year 
2011, however, the increase in early winter runoff is small compared to the early summer 
decrease. This means that, overall, the increase in temperature leads to a decrease in annual 
simulated runoff volume. 
With identical precipitation applied to each temperature scenario, this reduction in annual 
streamflow volume requires a corresponding increase in another outgoing flux or store. In this 
case, the time series plot of evapotranspiration (ET) (Figure 4.5 C) and differences between the 
baseline and +2°C and +4°C scenarios (Figure 4.5 F) show that a large portion of the reduction 
in streamflow is attributable to a seasonal increase in ET that begins in October and ends in 
approximately June. Given the general water-limited nature of the basin, the i crease in ET is 
followed by a period in which the basin-wide ET flux is suppressed compared to the baseline 
scenario as a result of the depletion of soil moisture that limits sub equent removal of water. The 
time series Figure 4.5 shows that two and four-degree increases in temperature serve to amplify 
the oscillation between enhanced ET in the winter and suppressed ET in the summ r. 
The time series in Figure 4.5 show that the watershed response depends on the amount of 
precipitation received. Figure 4.6A shows the annual San Joaquin River basin precipitation 
applied to the model for each of the five water years simulated. The climatological mean
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Figure 4.3. Comparisons of simulated to MODIS16 estimated 8-day evapotranspiration over the San Joaquin Basin Model extent. The 
spatial plot (A, left) shows the mean difference in ET (m) across the domain, with red areas indicating the model simulates higher ET 
than MODIS and blue vice versa. Plot B (middle) shows the temporal evolution of domain-averaged ET aligns well between simulated 
(blue, solid) and estimated (red dashed) values. Plot C (right) shows the relative distribution of individual 8-day ET values over the 





precipitation is shown for reference although it is not necessarily consistent with the model 
forcing precipitation as the latter was derived from the NLDAS-2 meteorological product while 
the former was extracted from the PRISM 30-year normal product (Daly, 2008; PRISM Climate 
Group and Oregon State University, 2015). 
The five-year simulation period captures precipitation variability that progresses from 
slightly drier than average to much wetter than average to two drier-than-average years that mark 
the beginning of a drought. The dependence of annual basin runoff, ET, and subsurface storage 
on precipitation and temperature perturbation is shown in plots B-F in Figure 4.6, with annual 
volumes converted to an equivalent area-averaged depth.  
 
Figure 4.4. Comparison of simulated and observed (GRACE) terrestrial water storage anomalies 
(cm) (departures from the October 2008-September 2013 mean. Simulated TWS anomaly is 
shown as the blue shaded region. Mean GRACE values are shown as the dashed black line with 




Figure 4.6-B shows that annual basin runoff volume in general responds somewhat non-
linearly to precipitation; runoff ratios (Q/P) vary between 0.25 for the second dry year 
(WY2013) and 0.42 for the wettest year (WY2011) for the baseline scenario. The 2°C (squares 
in Figure 4.6) and 4°C (stars) temperature increases reduce runoff in each year, although the 
incremental reduction in flow is greater for the baseline to +2°C case thn for the +2°C to +4°C 
case. Temperature increases reduce the runoff volume the most, in an absolute sense, during the 
two wettest years but have the biggest impact as a percentage of baseline flow during the drier 
years. Importantly, a comparison between years and temperature perturbations shows that, for all 
but the wettest year, an increase in temperature of four degrees reduces streamflow sufficiently 
to be equivalent to the next driest year simulated. For example, the annualrunoff simulated for 
the +4°C scenario for water year 2010 is 0.14 m, approximately equal to the baseline runoff for 
water year 2009 (0.13 m), a year which receives 0.15 m less precipitation. A similar trend 
follows for comparisons between the baseline runoff and runoff simulated under 4°C warming 
for the next driest years. 
Like with runoff, evapotranspiration responds directly to annual preciitation inputs 
within the range of variability simulated (Figure 4.6-C), further emphasizing water-limited 
character of the system. As with the runoff response, the incremental evapotranspiration increase 
is greater between the baseline and +2°C case than between the 2°C and 4°C cases. In contrast 
with the runoff response, however, the effect of temperature on annual ET between years 
increases more quickly with increasing precipitation such that, in ll but the final (WY2013), a 
4°C increase in temperature makes annual ET totals equivalent to the next wettest year. The ET 
response for WY2012 is an important outlier in the overall ET-precipitation trend: ET for this 
year is higher than a similarly dry year as a result of depletion of subsurface storage (Figure 4.6-
D) carried over from preceding wet years. 
The smaller loss of storage and reversion to the quasi-linear precipitation-ET trend in 
WY2013 suggests that much of the moderating effect of subsurface storage lasts on y one year. 
While this effect is visible in the runoff response for WY2012, its impact appears to be weighted 
preferentially toward ET, i.e. carryover subsurface storage supports ET in dry years relative to 
runoff production. More generally, the plot of annual storage change (Figure 4.6-D) indicates, in 
conjunction with the ET and runoff plots, that subsurface storage plays a key role in supporting 
both streamflow and ET: total outflows are more than 125% of precipitation in WY2012 and 
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more than 105% in WY2013. These impacts are relatively constant across each temperature 
scenario as the temperature perturbations have only modest effects on annual storage changes 
across the San Joaquin River basin.  
The plots in Figure 4.6-E and 4.6-F show the relative partitioning of precipitation in o 
basin total runoff and ET for each of the five simulation years and for each t mperature scenario. 
Points for each year fall on a line of constant precipitation and the slope of the line reflects the 
proportion of precipitation that goes to ET compared to runoff. We include the ffect of storage 
change in Figure 4.6-F, which aligns the points for WY2012 more consistently with the known 
precipitation gradient and ensures the line passing through the points for each year have x and y 
intercepts at that year’s precipitation value. That the points for a given temperature scenario (i.e., 
points with the same symbol) do not fall on a straight line along the precipitation gradient 
highlights the non-linear and path-dependent nature of a watershed.  
The analysis thus far shows that at the annual, basin scale precipitation is a primary 
control on total ET and runoff volumes but that increases in temperature relative to contemporary 
climate tend to shift the partitioning of a given precipitation amount toward ET and away from 
runoff. For a temperature increase of 4°C, this means that runoff during a roughly average y ar 
tends toward that simulated under baseline drought conditions while ET during average years 
tends toward that of a much wetter than average baseline year. While useful, this annual and 
basin-scale approach obscures the local mechanisms that underlie the aggregate response. In the 
following paragraphs we discuss how increases in temperature manifest as spa i l and temporal 
changes in runoff, ET, and recharge. 
4.3.2.2 Runoff Response to Warming 
The reduction in snowpack that accompanies rising temperatures meansore 
precipitation tends to fall as rain over snow-free ground. This shift creates the potential for 
changes in runoff generation. First, runoff may be generated more frequently in time but will 
exist for shorter periods that more closely mimic the precipitation time series (as opposed a more 
snow-dominated regime where runoff generation tends to be out of phase from precipitation). 
Secondly, runoff variability in space and time would tend to increase because, without the slow-
release store of snowpack, maintenance of runoff depends on precipitation duration and upstream 
contributing area. This effect is enhanced by the fact that much of the conv rsion from snow to 
rain happens at the upper reaches of the watershed, reducing the support of runoff from upstream 
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contributions.  
We examine runoff response for each temperature scenario using simulated surface 
pressure as a measure of runoff generation. Pressures above zero in the top layer of the model 
indicate formation of overland flow and subsequent routing across the land surface. The spatial 
plot in Figure 4.7-A shows the temporally averaged surface pressure across the five-year 
simulation period for the baseline temperature scenario. Darker shading delineates the channel 
network of the main drainages in the San Joaquin basin while the light r shading (note the 
logarithmic color scale) indicates much of the catchment generates a comparatively small 
amount of runoff, either as infrequent but large amounts or as regular but small amounts. 
Increasing the temperature across the five-year simulation tends to shift the location and 
frequency or amount of runoff as indicated by differences in mean surface pressure. The spatial 
plots in Figure 4.7-C and 4.7-D show that mean surface pressures increase by as much s 50% 
across the Sierras, relative to the baseline condition, while tending to decrease by similar 
proportions in channels and contributing areas in the foothills and the Central Valley. 
Interestingly, a four-degree rise in temperature appears to reduce the extent of increased mean 
surface pressure while maintaining local zones of more intense increases. Across the foothills 
and Central Valley, incremental increases in temperature intens fy the loss of runoff and 
streamflow, with greater negative changes occurring in the four-degree warming scenario than in 
the two-degree warming scenario.  
The spatial patterns in runoff differences imply that runoff sensitivity to emperature is 
elevation dependent. This elevation dependence is illustrated in Figure 4.7-B, which shows a 
two-dimensional histogram of runoff generation sensitivity (as indicated by mean changes in 
surface pressures relative to the baseline mean) and elevation across the domain (note that lighter 
colors indicate higher frequencies and that the color scale is logarithmic for clarity). Consistent 
with the spatial plots, positive changes in mean runoff occur almost exclusively within the 1000-
3500 m elevation range. Changes are especially concentrated in the 2000-2500 m range in both 
the +2°C and +4°C scenarios although the +4°C scenario has more cells with higher changes 
within that range. Importantly, negative changes occur across the entir  ra ge of elevations in the 
domain, although such changes diminish (in absolute magnitude) with elevation. 
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Figure 4.5. Time series of basin total snow water equivalent (SWE) (A),San Joaquin River streamflow (C), and evapotranspiration (E), 
all as volumes in m3. Corresponding differences between the baseline and +2 and +4 degree simulations are shown at right (B, D, F) 
as a basin-averaged depth in m.
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Figure 4.6. Annual total San Joaquin Basin precipitation for 5-year simulat on period (A). 
Relationship between annual precipitation amount and runoff (B), evapotranspiration (ET) (C), 
and subsurface storage change (D) for each temperature scenario. Relative partitioning of 
precipitation into ET and runoff for each temperature scenario, without storage change correction 
(E) and with storage change correction (F). All units are in basin area-averaged depth as meters
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Figure 4.7. Simulated runoff response to temperature increases as indicated by changes in 
surface pressure. Time-averaged surface pressure (as depth, m) for the baseline temperatur  
scenario (A, top left). Two-dimensional histogram of sensitivity of mean surface pressure to 
change in temperature as a function of elevation (B, top right). In histogram plot, blue colors 
denote sensitivity for the +2 degree-baseline comparison and red colors the +4 degree baseline 
comparison. Bottom plots show fraction change in mean surface pressure, relative to baseline, 
for +2 degree (C bottom left) and +4 degree (D bottom right) scenarios. 
 
4.3.2.3 Evapotranspiration Response to Warming 
The co-occurrence of high elevation runoff increases and adjacent downstream decreases 
suggests an intervening mechanism that moderates the upstream runoff response. Given the 
overall increase in basin evapotranspiration with temperature (Figures 4.5 & 4.6), it follows that 
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ET should be a primary process counteracting the runoff increases. The plots in Figure 4.8 show  
this to indeed be the case. The plots show the difference in ET for each cell (points) and 
averaged by elevation (lines) in the Sierra Nevada portion of the San Joaquin River basin for the 
+2°C and +4°C (Figures 4.8-A and 4.8-B, respectively) as a function of elevation and water year. 
The elevation-averaged ET increases across all elevations and for all water years, although the 
amount of increase tends to be highest in the 1000-3000 m elevation range, corresponding well 
with the simulated changes in runoff. This suggests that ET is an efficient mechanism for 
eliminating increases in local runoff and highlights a negative feedback th t necessarily 
accompanies the transition from snow to rain-dominated precipitation and temperature increases.    
The plots in Figure 4.8 further point to local scale interactions as anexplanation for 
aggregate behavior. A comparison Figure 4.8-A (left) and 4.8-B (right) shows magnitude of ET 
increase depends both on annual precipitation and temperature. For a givenincrease in 
temperature, the increase in ET is greatest for the wettest year (WY2011) and least for the two 
driest years (WY2012 and WY2013). For a given precipitation amount, the annual ET also 
increases between the +2°C and +4°C scenarios. This implies that, at least t the spatially-
averaged annual scale, ET over this region is the product of some balance of energy and water-
limited conditions. 
We hypothesize that the cause of this behavior lies in the local scale (in both time and 
space) trade-off and feedbacks between runoff generation, evaporation, and deep infiltration. 
Rising temperatures and the accompanying shift to rain-dominated precipitation appears to 
increase the occurrence of overland flow across a distinct elevation band (at the expense of more 
consistent but less frequent, in an annual sense, snowmelt runoff). A necessary consequence in 
zones of increased runoff is that less water infiltrates, or infiltrates less deeply. This tends to 
concentrate water preferentially toward the top of the soil profile following precipitation events, 
supporting the idea of being temperature limited. Similarly, an increase in pr cipitation, 
assuming it comes as an increase in the number of events or the same number of more intense 
events, would tend to increase the frequency of locations or instances with saturated surface 
cells. In this case, aggregate ET would increase, consistent with the idea of being water limited. 
If one continues this line of reasoning and accepts that increases in temperature lead to 
increased runoff and ET, at least at high elevations, one is left to conclude that less water, on 
average, must be moving through the subsurface. We will discuss this in more detail in the 
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following paragraphs, but first we attempt to reconcile this conclusion in thecont xt of the 
simulated ET response. Evaporation and transpiration in ParFlow-CLM are limited by soil 
moisture using a conventional linear beta-type formulation (e.g. Brutsaert, 2005). The existence 
of such a feedback would suggest that increases in ET that reduce soil moisture should be 
balanced by subsequent moisture-dependent decreases in ET. Evidence for this phenomenon 
exists at the basin-scale: the time-series of ET differences in Figure 6 show a suppression of 
summertime ET for the increased temperature scenarios. Yet this reduction in ET is far 
outweighed by the increased ET during the winter and spring. One explanation for this very 
asymmetric response is that during the wet season, soils are wetted over a broad area, which, in 
turn, supports ET over a large area. In the transition between spring and summer, however, 
lateral surface and groundwater flow tends to concentrate this moisture in zones of topographic 
convergence and leaves upstream areas with soil moisture profiles trending toward their capillary 
equilibrium, as in (Ferguson and Maxwell, 2010). This effect is expected to be especially acute 
across terrain with high slopes (such as mountains) and means the year-to- r differences in 
areas in the simulated Sierras subject to moisture-dependent ET reduction in the summer would 
be small. The depth of subsurface that contributes to storage and flow may also play a role in 
seasonal differences in ET response to temperature change: the presence of subsurface storage at 
depths beyond the highest root concentrations provides another pathway by which soil water 
may drain more consistently and promoting a temperature-insensitive summer ET response 
(Jepsen et al., 2016). Thus, the combined properties of the landscape and climatic patterns affect 
the interaction of runoff, infiltration, and ET processes to yield a seasonally asymmetric response 
to rising temperature that proportionally favors loss of water from the systm. 
4.3.2.4 Recharge Response to Warming 
An important consequence of more intense water cycling in the shallow subsurface 
(increased runoff, increased ET) is that less water is available for deep infiltration and recharge 
to groundwater. The plots in Figure 4.9 show how this manifests as temporal and spatial changes 
in saturated recharge. We define saturated recharge as the portion of recharge that occurs when 
the two lowest model layers are saturated. This excludes the case of downward flux that can 
occur under variably-saturated conditions such that the total recharge shown is only a portion of 
the total simulated. However, saturated recharge reflects an important source of focused inflow 
to the groundwater system and, as an upward flux (negative recharge), an important s urce of 
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water for maintaining streamflow and ET.    
Figures 4.9-A and 4.9-B show the temporally-averaged difference in saturated recharge 
between the baseline scenario and the +2°C and +4°C scenarios, respectively. In both cases 
recharge is reduced extensively across the Sierra Nevada mountains wi h the intensity of the 
reduction greater in the +4°C scenario. Local reductions in recharge flux can e eed 15 cm yr-1, 
though these are interspersed with more modest average recharge reductions and even some local 
recharge increases. In the Central Valley, the balance of changes is dominated by n increase in 
saturated recharge along many segments of the San Joaquin River and its tributaries. This 
appears to be the result of the combination of two factors that tend o increase the vertical 
gradient in the stream and river channels. First, because each temperature scenario was 
dynamically equilibrated with the baseline or perturbed climate forcing, the initial groundwater 
state differs between each scenario. These differences manifest as small reductions in water table 
elevation that can increase the tendency for downward flow beneath river channels. Second, the 
small increases in basin streamflow that accompany warming temperatures (Figure 4.6) increase 
pressure head within channels and improve the likelihood of downward flow. 
The plot of San Joaquin River basin net total saturated recharge is shown in Figure 4.9-C 
for each of the temperature scenarios. Here positive values represent recharge (vertical flow to 
the lowest model layer) and negative values represent discharge (vertical flow out of the lowest 
model layer). The time series shows that the basin is characterized by a predominant net 
discharge of groundwater punctuated by focused saturated recharge events. These net recharg  
events tend to occur in late spring and early summer under the baseline sc nario (even then only 
occurring during the two wettest years simulated). In contrast, the increased temperature 
scenarios suppress such late spring recharge events and instead intensify th  late-fall and early-
winter recharge events. We attribute the increased valley floor saturated recharge in Figure 4.9-A 
and 4.9-B to these more frequent fall recharge episodes. Furthermore, the time s r es in Figure 
4.9-C indicates that temperature increases change the timing of groundwater discharge: peak 
upward flow of groundwater is dampened and shifted earlier with successive increases in 
temperature, regardless of how much precipitation was received. Again, because each cen rio 
was equilibrated with the prescribed temperature perturbation, this difference in discharge timing 
and amount may hint at the longer-term response of groundwater to climate change.
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Figure 4.8 Change in evapotranspiration (ET) over the portion of the San Joaquin River basin in the Sierra Nevada mountains. ET 
changes for each water year simulated are shown as colored dots with the elevation-averaged values denoted by corresponding colored 





4.4 Summary and Conclusions 
In this study we demonstrate the complex and interconnected hydrologic responses to 
uniform climate warming over the San Joaquin River basin using the integrated hydrologic 
simulation platform Parflow-CLM. Results from simulations show that, at the annual and basin 
scale, warming temperatures tend to reduce streamflow and increase ET with comparatively 
minimal aggregate effect on recharge. Comparing basin streamflow, ET, and recharge across a 
range of years within a wet-dry cycle shows basin precipitation to be a dominant control on the 
magnitude of these fluxes although temperature exerts a comparatively higher effect on runoff 
and ET at the dry and wet ends, respectively, of the range considered. In general warming 
temperatures tend to preferentially partition water to ET and away from runoff—i.e. during a wet 
year ET tends to increase more than runoff—and that this effect is greatest during wet years on 
an absolute volume basis. Furthermore, warming by 4°C is equivalent to losing approximately 15 
cm of basin average precipitation when considering streamflow yield, an impact that aligns an 
average year under warming with current drought conditions. This impact is also likely to be 
larger when considering Central Valley irrigation effects under warming (Hanson et al., 2012).   
The complex topography of the Sierra Nevada and its atmospheric, biophysical, geologic, and 
hydrologic covariates impose elevation-dependent effects on ET ad runoff responses to climate 
change. With the SJBM we show that warmer temperatures increase the frqu ncy of runoff at 
elevations in the Sierra Nevada between 1000-3000 m with the biggest sensitivity to change over 
the 2000-2500 m. The cause for this change in runoff is attributed to a shift in the timing and 
intensity of application of water to the land surface associated with a shift from a snow and 
snowmelt-dominated runoff generation regime to a rain dominated one. This increased runoff is 
collocated with increases in ET that, in turn, compensate for and arrest the runoff increases 
within that that elevation band. Average increases in ET occur over the entire Sierra Nevada 
mountains although the magnitude and sensitivity of this increase depends on precipitation and 
elevation. This emphasizes the value of resolving local effects over a basin-sized region—the 
compensating effects of runoff and ET shown here may not lie within studie  over small scales 
but have been historically difficult to discern in coarsely resolved (in process or space) regional 
hydrologic models. 
The simulated response of ET to temperature increases shows a distinct asymmetric 
response throughout the seasonal cycle. Reductions in dry-season ET in response to warming are  
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Figure 4.9. Difference in mean simulation-period saturated recharge relative to the baseline 
simulation for the +2 degree C (A) and +4 degree C (B) simulations. Time series of net San 
Joaquin River basin saturated recharge (positive) and discharge (negative), in ar a-averaged rate 
of m d-1 (C). 
 
much lower than the corresponding increases in wet-season ET. We hypothesize that this 
behavior is the result of a combination of topographically-controlled lat ral flow and the 
existence of subsurface storage that retains water within the root zone long enough to support 
depletion by heightened late spring ET before reverting to a consistent summer state. This 
modeled interaction of precipitation and snowmelt change with the subsurface provides further 
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hints as to mechanisms by which subsurface hydrology moderates landscape-scale response to 
warming temperatures but warrants further study. 
Finally, the results of the simulations done in this study suggest that, alt ough basin-scale 
recharge changes comparatively little in response to warmer temperatures, local-scale changes 
tend to translate some of the recharge that normally occurs in the mountains to the Central 
Valley. These spatial shifts in recharge appear also to occur as more intense events associated 
with high stream flows in the valley rather than more moderate melt-driven recharge in the 
mountains. This has important implications for managing groundwater and surface water in the 
Central Valley as this shift makes basin recharge more dependent on valley floor streamflow that 
may become more variable during fall and early winter relative to his ric operating 
assumptions. Furthermore this shift underscores the critical need for conjunctive management 




CONCLUDING REMARKS  
 
We rely on water resources that exist as the result of a complex mix ofprocesses 
happening over various time and spatial scales. The extent and heterogeneity of the watersheds 
in which terrestrial hydrologic processes occur coupled with the scale and dynamism of the 
atmosphere and climate present a great challenge to understanding how historical and future 
change have and will continue to affect water resources. Numerical simulation models serve as a 
way to impose some order on that complexity through systematic treatment of processes, scales, 
and factors. The use of an integrated hydrologic model as a tool to probe a basin-scale 
hydrologic system for insight into hydrologic connections and change served as the foundation 
for this dissertation. 
Three studies were conducted using an integrated hydrologic platform, ParFlow-CLM 
and ParFlow-WRF, to simulate the San Joaquin River basin system. Chapter 2 discussed the 
construction of a baseline model and insights gained from analyzing its results. The simulations 
provided further evidence for the role of mountain block recharge for connecti g mountain and 
valley systems, an important but often ignored source of recharge for the Central Valley aquifer 
system. Additionally the low-frequency contributions of groundwater to surface processes and 
the importance of near-surface storage as moderators of variability were quantified. Basin-wide 
groundwater-surface water exchanges manifest as an annual hysteretic loop defined by the 
superimposition of short timescale surface processes and long period subsurface responses. 
Chapter 3 explored the impact of regional water table drawdown on atmospheric response over 
the Central Valley. A deeper water table translates to a shift towards higher sensible heat at the 
land surface and subsequent increases in the planetary boundary layer. W ter table depth has a 
strong impact on boundary layer height—an ensemble of simulations showed the effect to be 
robust to initial condition and model uncertainties. The simulations also indicate that local water 
table-boundary layer height relationships depend on the regional water table configuration and 
that the boundary layer is most sensitive to water table changes i  the top 10 m. Finally, Chapter 
4 examined the impact of climate warming on San Joaquin basin hydrology. Results show that 
warming temperatures reduce streamflow and increase ET but that the magnitude of s ch 
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changes heavily depends on precipitation amount. The aggregate basin response can be 
explained as a series of offsetting or compensating mechanisms that occur most intensely in the 
Sierra Nevada mountains: warming induces higher runoff that supports higher seasonal ET and 
subsequent downstream loss of average streamflow, in turn reducing local mountain recharge but 
increasing short-term event recharge through river channels on the valley floor.   
Models such as those used in this study are important tools for understanding 
complicated hydrologic interactions and feedbacks. However considerable work remains in 
combining models, measurements, and new ideas to make and confirm more gene alizable 
conclusions about key cross-domain hydrologic mechanisms. Specifically, future research should 
utilize models and field study as complementary tools to identify important sensitivities 
connected to specific questions and in turn reduce or better quantify the uncertainties 
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SUPPLEMENTAL INFORMATION TO CHAPTER 2 
 
A.1 San Joaquin Basin Model Inputs and Setup 
 A1.1 Model Grid 
The model grid (220 rows x 270 columns) for this study utilizes a terrain-following grid 
transform (Maxwell, 2013) that allows a non-uniform (but constant for a given layer) vertical 
dimension but requires a regular horizontal (x and y dimension) discretization, set at 1000 m. 
The 500-meter thickness of the simulated subsurface is discretized into five layers. The top four 
layers have thicknesses of 0.1 m, 0.3 m, 0.6 m, and 1.0 m, respectively, and together constitute a 
2.0-meter thick “root zone” intended to capture near-surface biophysical and hydrologic 
dynamics. The bottom layer thickness is 498.0 m and is intended to capture, as a bulk 
approximation, unsaturated and saturated flow below the root zone. 
Defining the vertical discretization in this way reduces the computational demand of the 
simulation but also reduces the degree to which the effects of aquifer heterogeneity, especially in 
the vertical direction, can be resolved. This formulation precludes use of this particular model for 
simulation of vertical pressure gradients across semi-confining layers lik  the Corcoran clay 
(Faunt, 2009; Williamson et al., 1989). The generalized discretization is justified in this 
application, though, as it captures the regional-scale horizontal gradients that drive the bulk of 
the saturated subsurface flow and allows continuous and integrated simulation of mountain block 
and Central Valley subsurface flow. 
A1.2 Subsurface Properties 
Subsurface property inputs to ParFlow include porosity, saturated hydraulic conductivity, 
specific storage, and soil water characteristic and relative permeability curve parameters. Input 
values for the SJBM come from a combination of previous modeling, data collection fforts in 
the basin, and reference values. Details regarding data sources and modifications of values for 
implementation in the SJBM are described in the following paragraphs. 
The hydrostratigraphic conceptualization is mapped to model input via a three-dimensional 
array of integers corresponding to the grid dimensions, with each integer indicating a 
hydrostratigraphic category. Categories were assigned hierarchically with the domain being first 
divided into general geological categories (mountain block, deep valley sediments, Corcoran 
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clay, shallow valley sediments, coastal range) and then into textural subcategories (sand, silt, 
clay, etc) (Mansoor, 2009). Indicators for the Central Valley portion of the domain were derived 
from the borehole datasets compiled by Faunt (2009) and mapped to the model grid using the 
most frequent texture category over a given interval. Subsurface indi ators in the portion of the 
coastal range and Sierra Nevada mountains in the domain were considerably simpler, with 
textural subcategories only assigned in the near surface where SSURGO maps provided guidance 
(Soil Survey Staff, Natural Resources Conservation Service, 2009).  
An additional hydrostratigraphic indicator category was added to allow heterogeneity in 
hydraulic properties within mountain valleys due to past glacial and fluvial activity. This 
indicator category was assigned to perennial stream channels in the bot om (498-m thick) model 
layer. Although this configuration overestimates montane alluvial valley sediment thickness over 
the portion of the Sierras in this model domain, it was considered a reasonable first 
approximation to capture the effects of alluvial and glacial fill known to exist as thicknesses of 
several hundred meters in domain river valleys like that of the Merced (Gutenberg et al., 1956).  
Saturated hydraulic conductivity values were mapped to indicator categories fr m the 
values given previous studies for the Central Valley subsurface (Faunt, 2009; Mansoor, 2009). 
Mountain block hydraulic conductivity values were assigned based on the range given in 
published observational and modeling studies, like those summarized by (Welch and Allen, 
2014), for example. We assigned a vertical anisotropy factor (Kz/Kx,y) for Cent al Valley 
hydraulic conductivity according to the indicator categories in Masoor (2009). We assigned 
mountain block hydraulic conductivity to be isotropic.  
The van Genuchten equations define the saturation-pressure and saturation-relative 
permeability relationships necessary for variably-saturated subsurface flow simulation (van 
Genuchten, 1980). The van Genuchten parameters for residual saturation, α, and n were assigned 
in the model based on the textural class of each indicator category using values reported in 
(Schaap and Leij, 2000), with n values constrained to a minimum of two to ensure sufficient 
smoothness in the constitutive relations for robust solution of Richard’s equation (Miller et al., 
1998). The maximum saturation for the van Genuchten parameterization was assumed to be 
equal to one.  
Subsurface storage properties are assigned through porosity and specific torage parameter 
values. Porosity is spatially variable according to the hydrostratigraphic indicators following 
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values in (Faunt, 2009; Mansoor, 2009).  Specific storage values are assigned a uniform value of 
1 x 10-5 m-1 across the model domain. 
A1.3 Land Surface Properties 
Land surface property inputs to ParFlow and Parflow.CLM control the simulated behavior 
of overland flow and land-atmosphere water and energy fluxes (Kollet and Mxwell, 2008, 
2006). A surface slope and Manning’s roughness value are required for overland flow routing at 
each cell. Land cover types and associated biophysical parameters are required for simulation of 
water and energy fluxes at the land surface via CLM. The details of these simulation inputs are 
provided in the following paragraphs. 
The ParFlow overland flow boundary condition requires a non-zero slope at each cell to 
route water via the kinematic wave approximation (Kollet and Maxwell, 2006). We derived 
slopes from a 1/3 arc-second (~10 meters) DEM aggregated to the one kilometer resolution grid 
using the watershed analysis tool in GRASS GIS (Ehlschlaeger and Metz, 2014; Gesch et al., 
2002; Gesch, 2007) and following the general protocol as described in Barnes et al. (2016). 
These slopes were further processed to retain only the highest slope in the x- or y-direction 
(leaving the other direction with a zero slope) while enforcing a slope range of 0.00001 to 0.5. 
Slopes in model cells designated as a channel by the watershed analysis algorithm were assigned 
an average sub-basin slope value to maintain a continuous downstream gradient. A visual check 
of slope continuity was performed by applying precipitation pulses to the ParFlow domain built 
with these slopes but having only overland flow active (i.e. no subsurface flow).  
The CLM land surface model requires as input for each model cell the vegetative cover type 
and corresponding biophysical parameters or properties. The vegetation type was assigned 
according to the most common IGBP land cover type within each cell using the MODIS land 
cover product (MCD12Q1) (Oak Ridge National Laboratory Distributed Active Archive Center 
(ORNL DAAC), 2014). Default vegetation parameters were used as input for all vegetation types 
except the evergreen needleleaf forests, evergreen broadleaf forests, and woody savannas. We 
reduced the maximum and minimum leaf area index for these vegetation types to address high 
canopy water storage and transpiration anomalies apparent in initial simulations. The maximum 
(minimum) LAI values were adjusted to 5 (4), 5 (4), and 4 (1) for the evergreen needleleaf, 
evergreen broadleaf, and woody savanna land cover types, respectively.  
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Manning’s roughness values were assigned to each surface cell in the model domain 
according to criteria based on vegetation type, physiographic region, and whether the cell was 
likely to be a perennially wetted channel. The connected stream segments derived from the 
watershed analysis algorithm designated channel cells. Channel cells were assigned a type based 
on physiographic province (Fenneman and Johnson, 1946). These channel types represent the 
general character of stream channels that might be expected and allow a means for interpreting 
and assigning channel roughness values. Manning’s roughness values were assigned to each land 
cover and channel type based on reference values (Chow, 2009). 
A1.4 Meteorological Forcing 
We performed initial PF.CLM simulations using the NLDAS-2 atmospheric fo cing 
product (Xia et al., 2012) because it provided the consistent regional coverage at hourly 
resolution for the eight variables needed by the CLM land surface model in th  PF.CLM code. 
These simulations were characterized by high ET fluxes, low snowpack, and low streamflow. 
Comparisons to meteorological stations across the domain suggested the forcing temperature was 
biased high while the precipitation was biased low, with the biggest differences occurring where 
the 0.125° x 0.125° NLDAS-2 grid cells overlapped adjacent mountain ridges and valleys. Such 
inconsistencies are not surprising given the challenge and documented bias s associated with 
development of gridded meteorological products over complex and sparsely instrumented terrain 
(Mo et al., 2012; Pan, 2003; Xia et al., 2016, 2012) 
To better represent the variability of the near-surface atmospheric conditions we instead 
utilized a data product that synthesizes the GOES Surface and Insolation Products (GSIP), Stage-
IV precipitation product, and the NLDAS-2 forcing into a downscaled four-kilometer resolution 
product (M. Pan, personal communication, June 11, 2015). The downscaling process starts with 
adjustment of the NLDAS-2 air temperature using a constant lapse rate of 6.5°C/km and a 4-km 
resolution elevation dataset. Once adjusted, the new temperature is used to calculate a 
corresponding relative humidity that is bilinearly interpolated to the 4-km grid and converted 
back to specific humidity. Downward longwave radiation is also calculated using the adjusted air 
temperature and the Stefan-Boltzmann law. Incoming shortwave radiation is mapped to the 4-km 
grid from the GSIP surface insolation dataset with an additional solar angle djustment. The 
NLDAS-2 Precipitation fields are replaced with the Stage-IV product (Climate Prediction Center 
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and Joint Office for Science Support, 2000) where available. Finally, wind speed and 
atmospheric pressure are bilinearly interpolated from the NLDAS-2 product to the 4-km grid.  
Simulations performed using the 4-km forcing product that included the Stage-IV 
precipitation over the SJBM domain showed improvement in some model responses but overall 
were hampered by a consistent and very low estimate of precipitation in he Sierra Nevada 
Mountains. This is believed to be a result of 1) poor radar performance over complex and high 
terrain and 2) inconsistencies in the regional algorithms that produce the Stage-IV product. 
Given these issues, the original NLDAS-2 precipitation field was used in combination with the 
humidity, pressure, temperature, radiation, and wind variables from the iproved 4-km dataset. 
A1.5 Spin-up and Model Initialization 
The SJBM was initialized dry and equilibrated to quasi-modern hydrologic cnditions 
through a multi-stage spin-up process. First, a mean historic potential r charge flux (precipitation 
minus evapotranspiration with negative values set to zero), derive f om the products developed 
by (Maurer et al., 2002), was applied to the land surface of the dry domain. This constant flux 
was applied to the land surface in a ParFlow-only simulation using increasing time-steps. Due to 
the depth and initial dryness of the domain, the propagation of pressures from water applied at 
the surface throughout the full vertical profile was relatively slow. To speed this process, 
additional flux was added to the bottom layer and continued until surface saturation of channel 
locations.  
After initiation of the surface flow system and development of a reasonable water table 
configuration in the ParFlow-only simulation, the system was further equilibrated with dynamic 
forcing using the coupled land surface capabilities in ParFlow-CLM. Simulations in this stage 
used hourly time steps and spatially distributed and temporally variable meteorological forcing. 
One-year simulation iterations were performed using the same forcing, each y ar starting with 
the ending state of the previous year’s simulation. This process was repeated until the total 
domain storage change between the beginning and ending of a simulated ye r was less than 1% 
of the initial storage for that year, following the general spin-up guidance outlined in previous 
studies (Ajami et al., 2014; Kollet and Maxwell, 2008; Rihani et al., 2010). Additional 
qualitative checks of snowpack, streamflow, and land surface temperatures were also p rformed 
to ensure that large year-to-year variations had been minimized at the end of the spin-up process.  
 
