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Kapitel 1
Einfu¨hrung
1.1 Motivation
Moderne Kraftfahrzeuge sind heterogene, verteilte, eingebettete Rechnersysteme auf Ra¨dern. Der
in Abbildung 1.1 gezeigte Maybach verfu¨gt beispielsweise u¨ber 76 Steuergera¨te (engl. Electronic
Control Units ECUs) auf Basis von 8-32 Bit Mikrocontrollern, die u¨ber nicht weniger als fu¨nf
Bussysteme miteinander vernetzt sind. Man geht heute davon aus, dass etwa 40 Prozent der
Produktionskosten eines Autos in die Fahrzeugelektronik und die auf den Steuergera¨ten laufende
Software fließen [Bro06].
Der Grund fu¨r diese enorm großen und stetig wachsenden Aufwendungen liegt in der immer gro¨ßer
werdenden Bedeutung moderner Fahrzeugfunktionen, die ohne Einsatz von Software technisch
nicht mehr beherrschbar wa¨ren. Typische Beispiele sind u¨ber mehrere Steuergera¨te verteilt reali-
sierte Fahrzeugfunktionen wie die elektronische Parkbremse oder der automatische Abstandsre-
geltempomat. Man scha¨tzt, dass Fahrzeuge der Premium-Klasse heute mit Software im Umfang
von etwa 10.000.000 Programmzeilen ausgestattet sind. Seit dem Einzug von Software ins Au-
tomobil vor ca. 30 Jahren stieg diese Zahl exponentiell, und der Trend wird wohl auch in den
na¨chsten Jahren noch anhalten.
Obwohl in der Summe etliche Megabytes an Software im Automobil bewegt werden, du¨rfen
keine Ressourcen verschwendet werden. Um dem hohen Konkurrenz- und damit Kostendruck in
der Automobilbranche Rechnung zu tragen, wird daher dedizierte Hardware eingesetzt und die
Systemsoftware anwendungsspezifisch konfiguriert. Zudem werden typischerweise maschinennahe
Programmiersprachen wie C oder Assembler eingesetzt.
Die kontinuierlich steigende Komplexita¨t der Software im Kraftfahrzeug und die oben genann-
ten zusa¨tzlichen Erschwernisse, die fu¨r heterogene, verteilte, eingebettete Systeme typisch sind,
stellen die Automobilhersteller und ihre Zulieferer vor große Herausforderungen. Ohne eine Neu-
orientierung bezu¨glich der eingesetzten Entwicklungsprozesse, Entwicklungswerkzeuge, Program-
miersprachen und Testverfahren wird es wohl kaum mo¨glich sein, die derzeit stetig wachsende
Zahl der Pannen, die durch Elektronik und insbesondere Softwarefehler verursacht werden, in
den Griff zu bekommen. [Dud04]
1.2 Wissenschaftlicher Kontext
Inzwischen hat sich Automotive Software Engineering als eigensta¨ndiges Forschungsgebiet her-
ausgebildet, welches bereits einige Ansa¨tze zur Bewa¨ltigung dieser Probleme hervorgebracht hat
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Abbildung 1.1: Vernetzte Steuergera¨te in einem modernen Kraftfahrzeug [DC02]
[MR06]. Zur Beherrschung der steigenden Komplexita¨t werden neben etablierten Methoden der
Dekomposition und Trennung der Belange auch neuere, modellbasierte Entwicklungsansa¨tze un-
tersucht [Bro06]. Der riesigen Variantenvielfalt automotiver Software und deren Konfigurierbar-
keit versucht man durch systematische Wiederverwendung mit Hilfe von Software-Produktlinien
[LMN04] Herr zu werden. Die neue Arbeitsgruppe ”Eingebettete Systemsoftware“ ist in diesem
Zusammenhang speziell im Bereich der automotiven Systemsoftware aktiv (z.B.[OS03]). Ziel ist
es, neue Entwicklungsmethoden zu erarbeiten und zu bewerten, die es erlauben, hochgradig an-
wendungsspezifisch konfigurierbare Systemsoftware zu bauen, die trotz Wiederverwendbarkeit
und Wartbarkeit die extrem harten Effizienzanforderungen erfu¨llt. Zum einen setzen wir dabei
auf merkmalbasierte Produktableitung [OS06], einer Technik, die die systematische Entwicklung
von Software-Produktlinien unterstu¨tzt. Ein weiterer wichtiger Ansatz ist die Aspektorientierte
Programmierung [GK97] (mittels AspectC++ [OS05]), ein Entwurfs- und Implementierungsan-
satz, der eine bessere Modularisierung des Programmcodes durch Trennung der Belange erlaubt
und so die Konfigurierung der Software erleichtert.
1.3 Ziele der PG
Um die eigenen Systementwicklungen besser bewerten zu ko¨nnen und generelle Probleme auto-
motiver Systemsoftware zu untersuchen, soll innerhalb der na¨chsten Jahre ein Labor entstehen,
fu¨r das die Projektgruppe AutoLab den Grundstein legen sollte. Ziel war dabei, einen realistischen
Brettaufbau einer Fahrzeugelektronik vorzunehmen und diesen in eine Steuer- und Messumge-
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bung einzubetten. Die folgenden Einzelziele konnten erreicht werden:
• Schaffung einer Entwicklungsplattform, die Analysen unter realistischen Lastverha¨ltnissen
erlaubt,
• Betrachtung des Fahrzeugs als Gesamtheit. Globale Gesichtspunkte wie Lastverteilung (u.a.
bei der Flash-Programmierung), Energieverbrauch und Startzeiten ko¨nnten untersucht wer-
den,
• Untersuchung alternativer Fahrzeugtopologien.
1.3.1 Vision
Heutzutage ist ein modernes Auto ein heterogenes, verteiltes, eingebettetes System auf Ra¨dern.
Infolgedessen sind die informatikbezogenen Forschungs- und Entwicklungsschwerpunkte vor al-
lem in
• der Programmierung verteilter Fahrzeugfunktionen,
• der Analyse der Lastverteilung,
• der Minimierung des Stromverbrauchs,
• der Untersuchung von Echtzeitfragestellungen und
• der Maßschneiderung von Infrastruktur
zu sehen.
Abbildung 1.2: Brettaufbau bei Audi
Um diese Probleme untersuchen zu ko¨nnen, beno¨tigt man einen mo¨glichst realistischen Aufbau
eines Fahrzeugnetzes (siehe Abbildung 1.2). Als Grundlage soll ein CAN-Bus-Netzwerk verwendet
werden, u¨ber welches die Fahrzeugknoten des Netzes kommunizieren ko¨nnen. Langfristig sollen
aber auch FlexRay-Netze, welche heutzutage die Regel im Antriebs- und Fahrwerksbereich sind,
verwendet werden.
Das Fahrzeugnetz ist in eine Steuer- und Messumgebung eingebettet, mit dessen Hilfe das Fahr-
zeug programmiert, gestoppt, gestartet sowie beobachtet werden kann. Die Messumgebung dient
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Abbildung 1.3: Fahrzeugnetz, Steuer- und Messumgebung, Benutzerschnittstelle
dazu, die Ausgabesignale der Steuergera¨te und deren Energieverbrauch sowie Bus-Nachrichten
zeitgenau zu erfassen. Des weiteren sollen Eingabesignalleitungen der Steuergera¨te programmiert
und Testabla¨ufe zum Zwecke der Automatisierung aufgezeichnet werden.
Um mit dem System interagieren zu ko¨nnen, gibt es eine graphische Benutzerschnittstelle. In
ihr werden Daten der Messumgebung visualisiert. Dies sind beispielsweise Daten, die Aufschluss
u¨ber die Lastverteilung oder das Startup-Verhalten geben. Die Messdaten ko¨nnen aufgezeichnet,
gespeichert und wiedergegeben werden. Auch die Steuerung des Systems ist ebenfalls u¨ber die
Benutzerschnittstelle mo¨glich.
Es ist vorgesehen, das System in der Lehre und in der Forschung einzusetzen. Sowohl Wissen-
schaftler der Technischen Universita¨t Dortmund als auch externe Wissenschaftler sollen das Sys-
tem fu¨r ihre Forschung nutzen ko¨nnen. Um den externen Forschern die Nutzung des Systems, zu
ermo¨glichen ohne physikalisch anwesend sein zu mu¨ssen, besteht die Mo¨glichkeit, einen Remote-
Zugriff u¨ber das Internet einzurichten. Dieser entfernte Zugriff ist im Rahmen der Projektgruppe
aus zeitlichen Gru¨nden nicht verwirklicht worden.
In der Lehre soll das System unter anderem in vorlesungsbegleitenden U¨bungen genutzt werden,
in denen die Studierenden z.B. eigene Software fu¨r die Steuergera¨te schreiben ko¨nnen.
1.3.2 Minimalziele
Die Minimalziele der Projektgruppe ko¨nnen in vier Kategorien unterteilt werden: die Erstellung
eines grundlegenden Konzeptes, die Inbetriebnahme eines Versuchsaufbaus, die Entwicklung einer
Steuer- und Messumgebung, sowie den Entwurf und die Realisierung eines Demonstrators.
Konkret sind somit die folgenden Ziele von der Projektgruppe zu realisieren:
1. Erstellung eines Konzeptes: Es soll ein detaillierter Entwurf
• eines einfachen Fahrzeugelektronik-Versuchsaufbaus (Grundlage ist ein CAN-basiertes
Karosserienetzwerk) und
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• einer Steuerungs- und Messumgebung (Starten/Stoppen/Flash-Programmierung; zeit-
genaues Erfassen von A¨nderungen an digitalen Ausgabeleitungen und CAN-Bus- Nach-
richten)
erarbeitet werden.
2. Inbetriebnahme eines Versuchsaufbaus: Die vorhandenen Steuergera¨te sollen mitein-
ander vernetzt und mit Hilfe der dazugeho¨rigen Entwicklungswerkzeuge und Standardsoft-
ware in Betrieb genommen werden.
3. Steuerungs- und Messumgebung: Die entworfene Umgebung soll in Hard- und Software
implementiert werden.
4. Demonstrator: Es soll eine geeignete Beispielanwendung fu¨r das zu entwickelnde Fahr-
zeugnetz entworfen und implementiert werden. Diese Beispielanwendung soll in der Lage
sein, die Funktionstu¨chtigkeit des Fahrzeugnetz-Versuchsaufbaus und die zuvor spezifizier-
ten Eigenschaften der Steuerungs-und Messumgebung zu demonstrieren.
1.4 Mitglieder
Auf Seiten des Lehrstuhls 12 wird diese Projektgruppe betreut von
• Prof. Dr.-Ing. Olaf Spinczyk
• Dr. Michael Engel
• Horst Schirmeier
• Jochen Streicher
Auf studentischer Seite besteht die Projektgruppe AutoLab aus
• Alexander Berger
• Oliver Botschkowski
• Stephan Braun
• Sabrina Hecke
• Florian Hohnsbehn
• Christian Horn
• Gregor Kaleta
• Boris Konrad
• Sebastian Kosch
• Matthias Meier
• Robert Neue
• Thomas Romanek
Alle Teilnehmer an der Projektgruppe sind zugleich gemeinschaftlich Autoren dieses Berichts.
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1.5 Aufbau dieses Dokumentes
Neben dieser ersten Einfu¨hrung (Kapitel 1) ist dieses Dokument in zwo¨lf weitere Abschnitte
gegliedert.
Zuna¨chst wird die Organisation und der Ablauf des Projekts (Kapitel 2) na¨her erla¨utert. An-
schließend erfolgt ein U¨berblick u¨ber das im Rahmen der Vorbereitung durchgefu¨hrte Seminar
(Kapitel 3). Die aus den Zielen abgeleiteten Anforderungen an das Projekt werden im 4. Kapitel
detailliert aufgefu¨hrt. Die von uns verwendete Hard- und Software sowie die eingesetzten Werk-
zeuge werden im 5. Kapitel (Grundlagen) beschrieben. Aufbauend auf diesen Grundlagen werden
im 6. Kapitel die ersten Entwu¨rfe fu¨r das Projekt vorgestellt. Im Anschluss an diese Entwu¨rfe
wird in Kapitel 7 der von uns erstellte erste Prototyp pra¨sentiert. In Kapitel 8 wird der darauf
aufbauende 2. Prototyp vorgestellt, bevor im 9. Kapitel der erste o¨ffentliche Auftritt erla¨utert
wird. Daran anschließend wird in Kapitel 10 das Endprodukt beschrieben. Der Abgleich des Er-
reichten mit den gesetzten Zielen findet im 11. Kapitel statt. Die im Laufe der Projektgruppe zu
Tage getretenen allgemeinen Schwierigkeiten hinsichtlich der Durchfu¨hrung und Planung eines
Projekts werden in Kapitel 12 zusammengefasst. Das 13. Kapitel fasst noch einmal die Ent-
wicklungsstufen zusammen, bewertet das Projektergebnis und liefert Anregungen fu¨r mo¨gliche
zuku¨nftige Weiterentwicklungen.
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Kapitel 2
Organisation und Ablauf des
Projekts
Im Folgenden wird die Organisation und der zeitliche Ablauf der Projektgruppe na¨her erla¨utert.
2.1 Zeitraum und Umfang der PG
Die Projektgruppe AutoLab fand im Wintersemester 2007/2008 und im Sommersemester 2008
mit jeweils acht Semesterwochenstunden an der Technischen Universita¨t Dortmund statt. Mit
diesem Endbericht endet die Projektgruppe.
Um die erarbeiteten Ergebnisse zu pra¨sentieren und das weitere Vorgehen abzustimmen, fan-
den wo¨chentliche Treffen statt. Die Inhalte dieser Treffen wurden schriftlich festgehalten und
den Teilnehmern im Wiki in Form von Protokollen zur Verfu¨gung gestellt. Die Moderation und
Vorbereitung der Treffen fand durch die Studenten statt.
2.2 Infrastruktur
Zum Zwecke der Pra¨sentation unserer Ergebnisse wurde ein Internetauftritt eingerichtet. Dieser
ist unter http://ess.cs.tu-dortmund.de/Teaching/PGs/autolab zu finden.
Um eine interne Arbeitsplattform (zum Beispiel fu¨r Zwischenergebnisse, offene Fragen, etc.) fu¨r
die Beteiligten der Projektgruppe zur Verfu¨gung zu stellen, ist ein Wiki eingerichtet worden. Die
Kommunikation der Teilnehmer und Betreuer untereinander wurde durch eine PG-Mailingliste
erleichtert. Des weiteren wurde das Versionsverwaltungssystem Subversion eingefu¨hrt. Durch die-
ses Hilfsmittel ist es mo¨glich, dass mehrere Personen gleichzeitig an ein und demselben Dokument
(z.B. Quelltext) arbeiten ko¨nnen. Die Versionierung erfolgt in einem zentralen Projektarchiv. Die
im Laufe der Arbeit entstehenden A¨nderungen der Inhalte werden dann in diesem Projektarchiv
zusammengefu¨gt und allen Teilnehmern angezeigt.
Den Teilnehmern der Projektgruppe wurde seitens des Lehrstuhls ein eigenes Labor mit mehreren
Sun Rays, einem Linux-Notebook und einem Windowssystem zur Verfu¨gung gestellt. In diesem
Labor fanden ebenfalls die Hardware- und Softwarearbeiten statt. Das Labor bietet aufgrund
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der bisher exklusiven Nutzung durch die Projektgruppe ebenfalls die Mo¨glichkeit, den von uns
entwickelten Demonstrator und die Steuerungs- und Messumgebung dauerhaft aufzubauen.
Abbildung 2.1: Die Arbeitspla¨tze im Labor
Abbildung 2.2: Der Windowsrechner
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2.3 Zeitlicher Ablauf
Die Projektgruppe hat zu Beginn des Wintersemesters 2007/2008 ihre Arbeit aufgenommen.
Begonnen wurde mit einer Seminarphase in Form einer Exkursion zum ”Naturfreundehaus am
Hu¨lsberg“ in Wuppertal-Cronenberg. Ziel dieser Seminarfahrt war es, das Kennenlernen der Teil-
nehmer untereinander zu fo¨rdern und gemeinschaftlich einen Einstieg in die Thematik zu finden.
Dieser Einstieg erfolgte in Form von Vortra¨gen u¨ber verschiedene Aspekte, die sich aus der Ziel-
formulierung der Projektgruppe ergaben. Eine U¨bersicht u¨ber die Seminarthemen findet sich in
Kapitel 3. Der Rest des ersten Monats wurde zur Vorbereitung der Projektarbeit und organisa-
torischen Entscheidungen genutzt. In der ersten Gruppensitzung wurde die Gruppe in mehrere
Kleingruppen unterteilt. Diese Teilgruppen befassten sich unter anderem mit dem Entwurf der
Strommessung- und versorgung sowie der Einarbeitung in die zur Verfu¨gung stehende Software
wie z.B. CANoe. Die u¨brigen Teilnehmer nahmen sich weiterer organisatorischer Aufgaben und
des Projektmanagements an.
Im November wurden grundsa¨tzliche Entscheidungen u¨ber die zu verwendende Hardware getrof-
fen. Als Folge dieser Entscheidungen wurden zwei Steuergera¨te bestellt. Zum Thema Stromver-
sorgung wurden die vorhandenen Mo¨glichkeiten untersucht und beschlossen, ein den Anforde-
rungen genu¨gendes Netzteil zu kaufen. Ferner wurde ein Zeitplan in Anlehnung an das V-Modell
entwickelt (siehe Kapitel 2.5) und gema¨ß diesem als erster Schritt die umfassende Anforderungs-
aufnahme festgelegt. Hierzu wurden drei Gruppen gebildet, die fu¨r ihr jeweiliges Thema die
Anforderungen sowie die jeweiligen Priorita¨ten festgelegt haben. Diese Teilgruppen bescha¨ftig-
ten sich mit dem Fahrzeugnetz, der Steuerumgebung und der Messumgebung. Diese Arbeiten
mu¨ndeten im Anforderungsdokument (siehe Kapitel 4). Außerdem standen parallel dazu U¨ber-
legungen zur Ausgestaltung des Fahrzeugnetzes auf dem Plan.
Im Dezember konnte die Software CANoe durch verschiedene Experimente an unsere Bedu¨rf-
nisse angepasst und als Visualisierungswerkzeug fu¨r unser Netz vorbereitet werden. Außerdem
wurden die Messknoten genauer technisch geplant. Fu¨r das Fahrzeugnetz wurden vier Entwu¨rfe
entwickelt, welche die von Audi und Kostal zugesagte Hardware beru¨cksichtigten und gema¨ß des
Anforderungsdokumentes evaluiert wurden. Auch wurde die Projektplanung noch einmal kritisch
hinterfragt und ein Wechsel auf ein iteratives Projektmanagement beschlossen. Da der alte Plan
das mittlerweile notwendig gewordene, ausfu¨hrliche technische Analysieren der bereitgestellten
Hardware nicht vorsah, wurde ein neuer Zeitplan erstellt. Die neuen analytischen Aufgaben ha-
ben infolgedessen den Großteil der Teammitglieder umfassend eingespannt. Die Aktoren wurden
auseinandergebaut und dokumentiert, Kabel und Stecker wurden angefertigt, erste Gehversu-
che mit der CAN-Karte und CANoe durchgefu¨hrt, sowie Testpads zum Ansprechen der Flash-
Schnittstellen der Steuergera¨te lokalisiert und nachgemessen. Parallel dazu wurde ausgehend vom
gewa¨hlten Fahrzeugnetzentwurf je ein logischer und technischer Systementwurf erstellt, der De-
monstrator (ein Minimalziel der PG) geplant und das Thema globale Zeit weiter bearbeitet. Im
weiteren Verlauf wurde nun zur ”Halbzeit“ des ersten Semesters der erreichte Status Quo erfasst
und festgelegt, welche Ziele wir im ersten Prototypen zum Ende des ersten Zyklus (entsprechend
dem Ende des ersten PG-Semesters) verwirklicht haben wollten. In der Woche vor Beginn der
zweiwo¨chigen Weihnachts- und Neujahrpause wurde die erste Vorlage fu¨r den Zwischenbericht
erstellt. Ferner wurde die Geschwindigkeit der TriCore-Boards durch Experimente bestimmt. Der
FADC konnte in Betrieb genommen, ein Blinker-Relais beschafft und der Scheinwerfermotor zur
Steuerung der Scheinwerfer in Bewegung gesetzt werden.
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Im ersten Monat des Jahres 2008 konnte der CAN-Treiber prinzipiell verstanden und (noch oh-
ne ProOSEK) zum Laufen gebracht werden. Bei ProOSEK konnten leider noch keine großen
Fortschritte erreicht werden, da es galt, vielfa¨ltige, wechselhafte Fehlermeldungen auszuwerten.
Bei der Kostal-Hardware wurde beim Gangwahlschalter und Dachelement die Schnittstelle zum
Flashen vorbereitet. Erste Versuche auf Register zuzugreifen und zu Flashen waren jedoch noch
nicht erfolgreich. Auch bei der Lenksa¨ule wurde versucht, das Flashen vorzubereiten. Allerdings
gab es Fehler beim Installieren der Flashersoftware. In den folgenden beiden Wochen kamen eini-
ge Teilaufgaben, wie z.B. das Analysieren der Kostal-Hardware oder das Einbinden des ProOsek,
auf Grund vielschichtiger Probleme zuna¨chst massiv ins Stocken, konnten dann aber doch noch
gelo¨st werden. Auch im Bereich Stromversorgung gab es Probleme, da die vorhandenen An-
schlu¨sse zu du¨nnwandig und daher nicht geeignet waren. Bei der Kostal-Lenksa¨ule konnte keine
Mo¨glichkeit gefunden werden, den Mikrocontroller aufzuwecken oder zu flashen, daher wurde die-
ses Bauteil zuna¨chst aus dem ersten Prototypen gestrichen. Auch beim Dachelement und beim
Gangwahlschalter verlief das Flashen nicht erfolgreich, da lediglich Fehlermeldungen auftraten.
Zwar konnten die Module nun geweckt werden, doch wurden keine CAN-Nachrichten empfangen.
Allerdings gelang es nun, die Datenspeicher auszulesen. Große Probleme machten die Watchdog-
Chips, wodurch etwa das mittlerweile erfolgreich gestartete Flashen unvermittelt abbrach (siehe
Kapitel 7.3.3).
Im Februar 2008 konnten dann Erfolge erzielt und die Ru¨ckschla¨ge der beiden Vorwochen teils
ausgebessert werden. Es wurden Mo¨glichkeiten gefunden, die Module wachzuhalten, sie zu flas-
hen und die Kommunikation zwischen Mikrocontroller und Watchdog-Chip erfolgreich mit einem
Oszilloskop zu untersuchen. Die Scheinwerfer-Gruppe konnte mittels CANoe rudimenta¨r das Kur-
venlicht implementieren; die CAN-Treiber-Gruppe brachte den Treiber auf beiden Boards zum
Einsatz; infolgedessen konnten erfolgreich Nachrichten empfangen und versendet werden. ProO-
SEK funktionierte allerdings noch nicht fehlerfrei und wurde zuna¨chst nicht weiterverfolgt. Die
Blinker konnten mit dem Relais in Betrieb genommen werden und die Stromversorgungsgrup-
pe konnte die neuen Kabel fu¨r das Netzteil anfertigen und einsetzen. Ferner konnte die Platine
zur Strommessung fertig gelo¨tet werden. Auch der Zwischenbericht machte Fortschritte. Folg-
lich fiel das Fazit in diesem Monat deutlich positiver aus als zuvor. Parallel zu den genannten
Aufgaben wurde die Projektplanung stetig u¨berpru¨ft, die Exkursionen geplant und die laufende
Dokumentation in SVN und Wiki gepflegt.
Mit Abschluss des ersten PG-Semesters konnte der erste Prototyp (siehe Kapitel 7) fertig gestellt
werden.
Um einen Einblick in die aktuelle Forschung und Entwicklung der in dem Projekt enthaltenen
Themengebiete zu bekommen, wurde eine Exkursion zur Embedded World (26.-28.02.2008, Mes-
se Nu¨rnberg), zur Firma Elektrobit in Erlangen sowie zur Audi AG in Ingolstadt durchgefu¨hrt.
Ferner wurde die Niederlassung der Firma KOSTAL in Dortmund besichtigt. Fu¨r diese Fir-
menbesuche wurde ein kurzer Vortrag erstellt, um die Arbeiten der Projektgruppe vorstellen zu
ko¨nnen.
Nach der vorlesungsfreien Zeit konnte die Projektgruppe in das zweite Semester starten.
Im April wurde zuna¨chst die weitere organisatorische Ausrichtung der PG-Arbeit diskutiert.
Dabei wurde festgesetzt, dass es einen weiteren Prototyp sowie ein abschließendes Endprodukt
geben soll. Ausgehend von diesen Entscheidungen wurde der zeitliche Ablauf und damit insbe-
sondere die Zeitpunkte der Fertigstellung der einzelnen Produktstufen festgelegt: Da die PG auf
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dem ja¨hrlich stattfindenden Campusfest vorgestellt werden sollte, wurde die Deadline fu¨r den
zweiten Prototyp kurz vor den Veranstaltungstag gelegt. Das Endprodukt sollte bis zum Ende
des Sommersemesters fertiggestellt werden. Die Hauptaufgaben des ersten Monats des neuen
Semesters waren die Umsetzung der Messumgebung, die Integration weiterer Hardware, wie z.B.
dem Gangwahlschalter und dem Dachelement. Bei der Umsetzung der Messumgebung lag das
Hauptaugenmerk darin, Experimente mit der Strommessplatine durchzufu¨hren. Im Laufe die-
ser Experimente galt es, verschiedene Fehlerquellen, die zu nicht ganz korrekten Messwerten
fu¨hrten (z.B. Fehler in der Versta¨rkung), zu identifizieren und zu beseitigen. Bei der Hardware
war es zuna¨chst notwendig, die Watchdog-Probleme in den Griff zu bekommen. Dies bereite-
te zuna¨chst noch einige Schwierigkeiten, welche aber im weiteren Verlauf erfolgreich bewa¨ltigt
werden konnten. Nachdem dieses Problem gelo¨st werden konnte, ging es darum, die LEDs und
die Hall-Sensoren genauer zu analysieren und zu testen. Nachdem es ermo¨glicht wurde, den
Gangwahlschalter und das Dachelement zu programmieren, wurde ein Treiber fu¨r die Kom-
munikation u¨ber den CAN-Bus beno¨tigt. Versuche, einen frei verfu¨gbaren CAN-Treiber in das
Projekt einzubinden, verliefen nicht erfolgreich, da dieser nicht komplett fu¨r unsere Bedu¨rfnisse
ausgerichtet und zum Teil fehlerhaft war. Daraufhin wurde ein Treiber in Eigenleistung erstellt
und erfolgreich eingebunden. Zusa¨tzlich konnte die Dokumentation der Hardwarekomponenten
weiter vorangetrieben werden. Ferner wurde beschlossen, ein auf der Embedded-World-Messe
vorgestelltes variables Programmiermodul anzuschaffen und in das Projekt einzugliedern.
Um die Ziele des Demonstrators fu¨r den zweiten Prototyp zu erreichen, wurde festgelegt, dass
die Open-Source-Rennsimulation ”TORCS“ verwendet werden soll. Dies erforderte, die Renn-
simulation an unsere Anforderungen anzupassen, damit die von uns vorbereitete Hardware in
die Simulation eingegliedert werden konnte. Um diese Simulation sinnvoll verwenden zu ko¨nnen,
wurde ein PC-Lenkrad beschafft und mittels eigens hierfu¨r konstruierter Verkabelung an die
TriCore-Boards angeschlossen. Parallel zu diesen Arbeiten konnte das ProOsek erfolgreich einge-
bunden werden. Von nun an konnten CAN-Nachrichten versendet werden. Als na¨chster Schritt
wurde die Einbindung der Scheinwerfer-Software in Angriff genommen und auf einen ereignis-
gesteuerten Ansatz umgestellt. Auch konnte der zweite Scheinwerfer eingebunden werden. Im
Software-Bereich wurde der von uns beno¨tigte Funktionsumfang abgesteckt und das Nachrich-
tenformat festgelegt.
Im Folgemonat wurden zuna¨chst die Vorbereitungen fu¨r das Campusfest und damit fu¨r den
ersten o¨ffentlichen Auftritt getroffen. Dies erforderte die Bildung eines Organisationskomitees,
welches den Stand (Tische, Plakate, Aufbau, etc.) planen sollte und weitere organisatorische
Angelegenheiten, wie in etwa das Erstellen eines Schichtplans, erledigen sollte. Auf seiten der
Hardwaregruppen wurden die im Vormonat aufgenommenen Arbeiten weitergefu¨hrt und weitere
Probleme gelo¨st. So konnten z.B. die ersten CAN-Nachrichten verschickt werden. Die Softwa-
re des Gangwahlschalters konnte angepasst werden, damit das Modul auf Nachrichten anderer
Steuergera¨te reagieren konnte; auch konnten die Tasten des Dachelements in Betrieb genommen
werden. Im Bereich der Strommessung wurde die Software fu¨r den Scheinwerfer fertig gestellt
und erfolgreich getestet. Die Messdaten konnten online u¨ber CAN gesendet werden oder alter-
nativ gesammelt und en bloc abgefragt werden. Fu¨r die ”TORCS“-Rennsimulation wurde ein
Mensch-Maschine-Interface geplant, welches unter anderem vorsah, die Steuerung per Lenkrad
zu ermo¨glichen, wobei einige Feinjustierungen vorgenommen werden mussten. Des weiteren wur-
de der Gangwahlschalter integriert. Um die Simulation auf dem Campusfest vorstellen zu ko¨nnen,
wurde die Software auf ein eigenes Notebook portiert.
Im Juni wurden die letzten Details fu¨r das Campusfest vorbereitet, so wurden die Plakate ge-
PG 522: Endbericht 16 von 137
Organisation und Ablauf des Projekts 2.5
druckt, T-Shirts angefertigt und Absprachen mit benachbarten Gruppen getroffen. Die ”TORCS“-
Simulation wurde weiter angepasst, getestet und in den Demonstrator eingebunden. Die Appli-
kationssoftware wurde erfolgreich in OSEK portiert; allerdings stellte sich das Problem, dass die
Software noch nicht in den FLASH-Speicher geschrieben werden konnte; parallel dazu konnte
die Buslast auf einen akzeptablen Wert reduziert werden. Kurz vor dem Stichtag konnte ei-
ne erfolgreiche Generalprobe des zweiten Prototyp durchgefu¨hrt werden, bei der einige kleinere
Schwierigkeiten (z.B. unpassende Lenksensibilita¨t) zu Tage traten, die bis zur Vorstellung beho-
ben werden konnten. Nach dem erfolgreichen Auftritt beim Campusfest wurde das Projekt leider
zeitlich etwas aus der Bahn geworfen. Das eingesetzte Netzteil fiel schon wa¨hrend des Fests tech-
nisch bedingt aus, so dass kurzfristig Ersatz beschafft werden musste. Zusa¨tzlich schlich sich beim
Gangwahlschalter ein Kurzschluss ein, so dass die Arbeiten auf einem zweiten, bisher noch nicht
eingesetzten Gangwahlschalter von neuem beginnen mussten. Zusa¨tzlich wurde ein Abgleich der
im ersten Semester formulierten Minimalziele und Anforderungen mit dem bis dato erreichten
Stand der Dinge durchgefu¨hrt. Um die eingesetzten TriCore-Boards ein wenig besser schu¨tzen
zu ko¨nnen, wurden Geha¨use fu¨r die Boards entworfen und gebaut.
Im Juli und teilweise in der vorlesungsfreien Zeit im August wurden die letzten Arbeiten auf
dem Weg zur Fertigstellung des Endprodukts vorgenommen. Da nun zusa¨tzliche TriCore-Boards
zur Verfu¨gung standen, war es mo¨glich, jeden Aktor an ein eigenes Mess- und Steuerboard an-
zuschließen. Ferner konnten die Arbeiten am Dachelement vorangetrieben werden. Da die Ein-
bindung des Dachelements einen Low-Speed-CAN-Bus erforderte, wurde ein TC 1796-Board als
Gateway umfunktioniert. Des weiteren wurde die Steuer- und Messumgebung weiter verbessert
und in ProOSEK eingebettet. Die Software wurde soweit modifiziert, dass sie in den Flash-
Speicher geschrieben werden konnte. Um die Messwerte genauer spezifizieren zu ko¨nnen, wurde
ein Konverter-Tool entwickelt. Infolgedessen konnten die Werte zeitgenau dargestellt werden.
Parallel zu diesen Arbeiten wurde eine Pra¨sentation erstellt, um das Vorgehen und die Arbeit
der Projektgruppe im abschließenden Fachgespra¨ch, das am 25. August 2008 stattfand, ange-
messen repra¨sentieren zu ko¨nnen.
2.4 Besuch von Schu¨lergruppen
Im Laufe des zweiten Semesters wurde das Projekt mehreren Schu¨lergruppen gymnasialer Ober-
stufen vorgestellt. Hierbei wurde zuna¨chst eine kurze Einfu¨hrung in Form eines Vortrags vermit-
telt.
Inhalt dieses Vortrags war eine kurze Ausfu¨hrung u¨ber die Motivation, Projektgruppen wa¨hrend
des Informatikstudiums an der Technischen Universita¨t Dortmund durchzufu¨hren. Nach dieser
eher allgemeinen Ausfu¨hrung wurden die speziellen Ziele sowie die eigentliche Vorgehens- und
Arbeitsweise innerhalb der Projektgruppe verdeutlicht. Anschließend wurden die einzelnen Be-
standteile des aktuellen Prototyps na¨her vorgestellt. Als Abschluss wurde der aktuelle Stand der
Entwicklung sowie ein Ausblick auf noch zu erledigende Arbeiten vermittelt.
Nach diesem Vortrag hatten die Schu¨ler die Mo¨glichkeit, den ersten Prototyp ”live“ in Aktion
zu erleben.
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Abbildung 2.3: V-Modell zur Prozessbeschreibung
2.5 Projektplanung/-management
Die Entwicklung eines Laboraufbaus erfu¨llt alle wesentlichen Merkmale eines Projektes wie etwa
eindeutige Aufgabenstellung, definierbare Ziele und zeitliche Befristung. Daher ist eine Projekt-
planung gema¨ß den Regeln des Projektmanagements sinnvoll.
Zuna¨chst sind die Projektziele zu unterscheiden. Dies sind Terminziele, Kostenziele, sowie Qua-
lita¨tsziele. Fu¨r alle drei Arten sollte also eine eigene Zielplanung erfolgen. Wesentliche Elemente
des Projektmanagements sind dabei die Zerlegung in Teilprobleme, deren Finalisierung mit dem
Erreichen definierter Meilensteine erfolgt. Hierbei sollte eine umfassende Planung und Verfolgung
der beno¨tigten und verfu¨gbaren Ressourcen erfolgen, um die Kostenziele des Gesamtprojektes
stets zu gewa¨hrleisten. Auch ist eine Terminplanung und die terminliche Koordination verschie-
dener beteiligter Gruppen bzw. Abteilungen notwendig.
Fu¨r unsere Projektgruppe bedeutet dies, dass sich die ersten verbindlichen Ziele aus den Mi-
nimalzielen des Projektgruppenantrages ergeben. Ausgehend von den im Vorbereitungsseminar
erarbeiteten Kenntnissen u¨ber Prozesse der Fahrzeug- und Fahrzeugsystementwicklung wurde
der Beschluss gefasst, sich an das verbreitete V-Modell (siehe Abbildung 2.3) zu halten. Hierauf
aufbauend wurde ein erster Zeitplan erstellt (siehe Tabelle 2.1).
Aufgrund der Tatsache, dass ein Großteil unserer Arbeit darin bestand, die richtigen Belegungen
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Woche Inhalt Entspricht im V-Modell
1 Einstieg, PG-Fahrt
2 Ideensammlung
3 Vorbereitung
4 / 5 Anforderungen an Versuchsaufbau und Mess-
umgebung
Analyse der Benutzeranforde-
rungen
6 / 7 Entwurf von Versuchsaufbau und Messumge-
bung erstellen
Spezifikation und Analyse der
logischen Systemarchitektur
8 / 9 Abstimmung der Entwu¨rfe und Hardwareaus-
wahl
Spezifikation der technischen
Systemarchitektur
10 / 11 Auswahl Standardsoftware, Test dieser, Test
mit gewa¨hlten Hardwarekomponenten
Spezifikation der Software-
Komponenten und Test die-
ser, Integrationstest der Soft-
ware
12 / 13 Inbetriebnahme des Versuchsaufbaus, (erste
Gehversuche mit eigenen Testprogrammen)
Integration der Systemkom-
ponenten, Integrationstest
des Systems
SoSe 1 Rekapitulation des WS
SoSe 2-6 Implementierung der entworfenen Steuer- und
Messumgebung in Hard- und Software
Integration der Software-
und Systemkomponenten,
Integrationstests
SoSe 2-7 Entwurf Demonstrator Analyse und Spezifikation der
Software
SoSe 8-11 Implementierung des Demonstrators Implementierung und In-
tegration der Software-
Komponenten sowie zu-
geho¨rige Tests
SoSe 12 Einsatz Demonstrator Integration der Systemkom-
ponenten
SoSe 10-14 Abschlussbericht
Tabelle 2.1: Erster Entwurf eines Zeitplans
PG 522: Endbericht 19 von 137
Organisation und Ablauf des Projekts 2.6
der Anschlu¨sse der einzelnen Hardwarekomponenten herauszufinden, passte das eigentliche V-
Modell nicht mehr zu unserer Herangehensweise. Wir entschieden uns daher dafu¨r, eine andere
Form des V-Modells, das V-Modell XT in der Variante inkrementell mit Vorspezifikation zu
nutzen. Ein Vorteil dieses Vorgehens ist, dass der Gesamtaufwand leichter planbar ist, als bei
einem rein inkrementellen Vorgehen. Des weiteren liegt bei mehreren Inkrementen, in unserem
Fall sind dies zwei, der Schwerpunkt ab dem zweiten Inkrement auf der Realisierung. Hierdurch
wird die Struktur des Projekts vereinfacht. Das erste Inkrement, der erste Prototyp, beinhaltet
nur eine abgespeckte Version des Demonstrators, ist aber ansonsten vollkommen funktionsfa¨hig.
In diesem Inkrement steckt ein Großteil der Vorarbeit, die no¨tig war, um die Hardware erstmals
anzuschließen und in Betrieb zu nehmen. Wa¨hrend der Erstellung des Prototyps wurde sowohl die
Entwicklungsumgebung installiert und in Betrieb genommen, als auch Testmethoden etabliert,
um Referenzwerte gegenu¨ber einem lauffa¨higen System zu haben. Das zweite Inkrement ist das
fertige Endprodukt.
Die Umgestaltung des Zeitplans nahmen zwei PG-Teilnehmer vor, die zwischenzeitlich durch den
Besuch einer Spezialvorlesung vertiefte Kenntnisse im Projektmanagement erworben haben.
2.6 Teameinteilung
Schon in den Zielbeschreibungen und in der Projektplanung wurde deutlich, dass sich aus den
Arbeiten in der Projektgruppe mehrere Schwerpunkte ergeben wu¨rden. Neben der Inbetriebnah-
me des Versuchsaufbaus war ein weiterer Schwerpunkt in der Implementierung der Steuer- und
Messumgebung zu sehen. Die Ergebnisse dieser beiden Schwerpunkte sollten schlussendlich in
der Entwicklung und Inbetriebnahme eines Demonstrators mu¨nden.
Ausgehend von den Zielbeschreibungen und den Ergebnissen der Projektplanung, wurden diese
Schwerpunkte in einzelne Teilziele aufgeteilt. Um diese Teilziele zu erreichen, wurden von den
zwo¨lf studentischen Teilnehmern mehrere Teams gebildet.
Eine Grobeinteilung konnte in die folgenden Hauptteams vorgenommen werden, wobei diese
erneut in kleinere Teilteams aufgeteilt wurden.
• Team Fahrzeugnetz:
Zu Beginn sollten die einzelnen Komponenten des Fahrzeugnetzes in den Teams hinsicht-
lich der gegebenen Funktionalita¨ten analysiert werden. Darauf aufbauend sollte die In-
betriebnahme der fu¨r den ersten Prototyp notwendigen Fahrzeugkomponenten sowie die
Vernetzung der Steuergera¨te mittels eines selbst entwickelten CAN-Bussystems erfolgen.
• Team Steuerungs- und Messumgebung:
In einer ersten Planungsphase sollte die Umgebung in Hard- und Software entworfen wer-
den. Dieser Planungsphase sollte eine Implementierungsphase folgen, in welcher die Hard-
und die Software sowohl beschafft als auch an die Anforderungen der Steuer- und Messum-
gebung angepasst werden sollte.
Sich ergebende U¨berschneidungen innerhalb einzelner Arbeitsbereiche erforderten eine gute Ko-
ordination und Kooperation zwischen den Teams.
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Zur Vorbereitung und um das Wissen der Teilnehmer der Projektgruppe auf den gleichen Stand
zu bringen, wurden in einer Seminarphase zu Beginn des Wintersemesters verschiedene Einzel-
vortra¨ge zu Teilgebieten der Thematik von den Studenten erarbeitet und gehalten.
Um einen thematischen U¨berblick zu vermitteln, folgt eine Kurzbeschreibung der Ausarbeitungen
zu den einzelnen Vortra¨gen. Die Ausarbeitungen sowie die Folien selbst sind auf der Webseite der
Projektgruppe (http://ess.cs.tu-dortmund.de/Teaching/PGs/autolab/seminarthemen.html)
abrufbar.
3.1 Verteilte Echtzeitsysteme
Echtzeitsysteme sind Systeme, bei denen ein Ergebnis innerhalb eines vorher fest definierten Zei-
tintervalls garantiert berechnet werden muss. Verteilte Echtzeitsysteme bestehen aus mehreren
miteinander verbundenen Komponenten und erfu¨llen beispielsweise Steuer- und Kontrollauf-
gaben in Fahrzeugen. Grundsa¨tzlich mu¨ssen Echtzeitsysteme ihre Operationen innerhalb einer
vorher festgelegten Zeit (Deadline) abschließen. Kann die Verletzung einer Deadline kompensiert
werden, handelt es sich um ein weiches Echtzeitsystem. Bei einem harten Echtzeitsystem hat das
Nichteinhalten der Deadline ein sofortiges Versagen des Systems zur Folge. Dies ko¨nnte z.B. eine
verspa¨tetes Auslo¨sen eines Airbags sein. Zur Vermeidung von Fehlern in verteilten Echtzeitsys-
temen, die durch einen Komponentenausfall oder durch Komponentenfehler entstehen ko¨nnen,
bieten sich zwei verschiedene Techniken an: Mit dem Fail-Silent-Knoten und der Triple-Modular-
Redundanz ko¨nnen falsche Berechnungen eines Knotens maskiert oder der Ausfall eines Knotens
kompensiert werden.
Um ein verteiltes System mit hoher Vorhersagbarkeit zu erhalten, bietet sich eine Time-Triggered-
Architektur an.
Quellen: [Kop01, Mar03]
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3.2 Zeit- und ereignisgesteuerte Echtzeitsysteme
In Abha¨ngigkeit von den Auslo¨semechanismen fu¨r den Start der Kommunikations- und Verarbei-
tungsaktivita¨ten in einem Computersystem existieren unterschiedliche Ansa¨tze zum Design von
Echtzeitsystemen: In einem ereignisgesteuerten Echtzeitsystem wird ein Verarbeitungsprozess als
eine Konsequenz des Auftretens eines signifikanten Ereignisses (Termination eines Tasks, Emp-
fang einer Nachricht oder ein externer Interrupt) initiiert. Solch ein signifikantes Ereignis ist eine
Zustandsa¨nderung, die eine Bearbeitung durch das Steuerungssystem erfordert. In einem zeit-
gesteuerten System hingegen werden alle Aktivita¨ten periodisch zu vorbestimmten Zeitpunkten
gestartet. Die Implementierung einer gegebenen externen Spezifikation durch ein zeitgesteuertes
System verlangt eine sehr detaillierte Entwicklungsphase, in welcher die maximale Ausfu¨hrungs-
zeit aller zeitkritischen Programme festgelegt und die Ausfu¨hrungspla¨ne fu¨r alle Betriebsmodi
erstellt werden mu¨ssen. Als Resultat dieses detaillierten Planungsaufwands ist das Zeitverhalten
zeitgesteuerter Systeme gut vorhersagbar. Bei Implementierung eines ereignisgesteuerten Systems
ist dieser Aufwand nicht no¨tig. Allerdings gibt es bei diesem Ansatz keine zeitlichen Abkapse-
lungen der Tasks, wodurch das zeitliche Verhalten - im Vergleich zu zeitgesteuerten Systemen -
nicht so gut vorhersagbar ist. Dies hat zur Folge, dass das Testen der ereignisgesteuerten Systeme
mit einem ho¨heren Aufwand verbunden ist. Folglich ist dieser Ansatz fu¨r große Systeme nicht so
gut geeignet wie der zeitgesteuerte Ansatz. Aus Sicht der Ressourcennutzung hingegen ist der
ereignisgesteuerte Ansatz in vielen Fa¨llen dem zeitgesteuerten Ansatz u¨berlegen.
Versuche, die Vorteile beider Ansa¨tze zu kombinieren, sind von großem Forschungsinteresse. Eine
mo¨gliche Lo¨sung ist es, den ereignisgesteuerten Entwurf fu¨r die Knoten des Computersystems
und den zeitgesteuerten Entwurf fu¨r die Kommunikation der Knoten untereinander anzuwenden;
dies bietet den Vorteil, dass das System eine zeitliche Abkapselung zur Verfu¨gung stellen wu¨rde
und sehr gut auf der Architekturebene testbar wa¨re (zeitgesteuerter Ansatz) sowie eine relativ
große Flexibilita¨t des Schedulings und der Ressourcenausnutzung innerhalb der Knoten gegeben
wa¨re (ereignisgesteuerter Ansatz).
Quellen: [Kop91, Kop93, Kop97, Oet97, H.W05, Wil06]
3.3 CAN
Die heutigen Automobile beinhalten immer mehr Elektronik. Egal ob Klein- oder Oberklasse-
wagen, in jedem Auto ist eine Vielzahl von elektronischen Gera¨ten verbaut. Diese Gera¨te lassen
sich grob in die Klassen Multimediakomponente (z.B. CD-Spieler, Freisprecheinrichtung etc.) und
Steuergera¨te (z.B. ABS, ESP etc.) einteilen. Da immer mehr Elektronikelemente in die heutigen
Autos eingebaut werden, haben Bussysteme eine große Bedeutung in der Automobilindustrie. So-
mit auch der CAN-Bus. Der CAN-Bus wird sowohl zur Vernetzung von Multimediakomponenten
als auch zur Vernetzung von Steuergera¨ten eingesetzt. Der CAN-Bus besitzt eine besonders gute
Fehlererkennung und eine hohe Geschwindigkeit (max. 1 MBit), wodurch er besonders bei der
Vernetzung von sicherheitskritschen Systemen verbaut wird. Da der CAN-Bus einen ereignisori-
entierten Ansatz verfolgt, was fu¨r sicherheitsrelevante Systeme nicht von Vorteil ist, wurde auch
eine Erweiterung, der ”Time-Triggered-CAN“ (TTCAN) entwickelt. Der TTCAN vereinigt alle
Vorteile des normalen CAN mit der Eigenschaft des Echtzeitverhaltens.
PG 522: Endbericht 22 von 137
Seminar 3.6
Der CAN-Bus ist letztendlich nicht mehr aus der Automobilindustrie wegzudenken. Durch seinen
Einsatz wurden sowohl die Kosten als auch das Gewicht der heutigen Autos sehr reduziert. Des
weiteren fu¨hren seine Ausfallsicherheit und seine sehr gute Fehlererkennung zur Anwendung in
lebensrettenden Systemen, wie z.B. das ABS oder ESP.
Quellen: [Ets02]
3.4 FlexRay
Auf Grund der immer weiter steigenden Anzahl an Mikrocontrollern einerseits und der damit
verbundenen Kommunikationskomplexita¨t sowie den immer komplexer werdenden Aufgaben an-
dererseits reichen die a¨lteren Bussysteme wie CAN und LIN nicht mehr aus. FlexRay bietet
eine deutlich gro¨ßere Bandbreite von bis zu 10 Mbit pro Kanal und ist damit auch fu¨r zuku¨nfti-
ge Aufgaben gut ausgestattet. Das FlexRay-Konsortium1 entwickelt den Standard fortwa¨hrend
weiter. So ist zum Beispiel der Einsatz von Lichtwellenleitern bereits angedacht. FlexRay bietet
eine innovative Struktur der Kommunikation. Das System ist echtzeitfa¨hig und trotzdem in der
Lage, fu¨r Komponenten geringerer Priorita¨t auf Ereignisse zu reagieren. Es ist mo¨glich, beliebige
Topologien miteinander zu verbinden. Die Knoten des Systems sind gro¨ßtenteils unabha¨ngig, so
dass Ausfa¨lle des Gesamtsystems minimiert werden.
FlexRay ist das Bussystem fu¨r die zuku¨nftig immer komplexer werdenden Aufgaben im Automo-
bilbereich. Eine Verdra¨ngung von CAN und LIN ist jedoch nicht absehbar, da die Kosten immer
noch verha¨ltnisma¨ßig hoch sind.
3.5 LIN
LIN dient als Subbus zur kostengu¨nstigen Vernetzung von Steuergera¨ten im Auto. Einsatz fin-
det LIN im Bereich der einfachen Sensor- und Aktoranwendungen. Fu¨r diesen kostensensiblen
Bereich kommt der CAN-Bus nicht in Frage, da die Bandbreite und Vielseitigkeit hier nicht
beno¨tigt wird und auch die Kosten fu¨r die Vernetzung mit diesem Bus zu hoch sind. LIN hat
sich heute als Subbus fu¨r einfache Sensor- und Aktoranwendungen in der Automobilindustrie
etabliert und wird von vielen Automobilherstellern eingesetzt. Um die Kosten fu¨r die einzelnen
Steuergera¨te niedrig zu halten, basiert LIN auf den weit verbreiteten UART-Interfaces. Dies ist
eine serielle Schnittstelle, die bereits in den meisten Mikrocontrollern integriert ist. Der LIN-Bus
wird fu¨r sicherheitsunkritische Komponenten im Auto eingesetzt. In den Anwendungsbereich fal-
len Komfortfunktionen, wie zum Beispiel Fensterheber, Zentralverriegelung, elektrische Spiegel-
verstellung, elektrische Sitzverstellung, Regensensor, Lichtsensor, elektrisches Schiebedach oder
Steuerung fu¨r Klimaanlage.
Quellen: [lin06, WZ07]
1Quelle: Das FlexRay Konsortium. URL: http://www.flexray.com [Stand: 13.02.2008]
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3.6 OSEK/OS
OSEK-OS wurde vom OSEK/VDX-Konsortium entwickelt und ist ein Betriebssystem fu¨r Steu-
ergera¨te im Automobilbereich. Der Standard wurde entwickelt, um wiederkehrende Kosten und
Zeit fu¨r die Entwicklung von Steuergera¨tesoftware einzusparen. Ziel war es, Portabilita¨t und
Wiederverwendbarkeit zu gewa¨hrleisten. Diese Ziele sollten erreicht werden, indem anwendungs-
und hardwareunabha¨ngige Interfaces bereitgestellt wurden. Die Architektur sollte durch Konfi-
gurierbarkeit und Skalierbarkeit effizient auf die Anwendung abgestimmt werden.
OSEK-OS ist der momentane Standard im Bereich der Betriebssysteme fu¨r automotive Steuer-
gera¨te.
Quelle: [vdib]
3.7 OSEK/NM
Die Vernetzung von Steuergera¨ten/ECUs in den heutigen Fahrzeugen nimmt immer mehr zu.
Standardisierte Schnittstellen und Protokolle sind unabdingbare Voraussetzung fu¨r die Funk-
tionsfa¨higkeit dieser komplexen Netze. In einem Kfz arbeiten sehr viele Steuergera¨te sehr eng
miteinander zusammen. Das Motormanagement ist ein Beispiel, bei dem sta¨ndig neue Messwer-
te von Sensoren (TPS, O2, MAT, etc.) erfasst und weiterverarbeitet werden mu¨ssen, um das
in der aktuellen Situation beno¨tigte Kraftstoff-Sauerstoff-Gemisch bestimmen zu ko¨nnen. Bei
einem komplexen Netz besteht die Gefahr, dass es durch gegenseitige Beeinflussungen der einzel-
nen Knoten zu Fehlfunktionen kommt. Dies muss unbedingt vermieden werden. Eine dedizierte
Netzwerk-Management-Komponente hat die Aufgabe, den Status (bspw. zur Zeit aktive Kno-
ten) eines Netzes zu u¨berwachen. Unkoordinierte Ab- und Anmeldungen der Knoten von bzw.
bei dem Netz werden durch das Fu¨hren von ”Verhandlungen“ realisiert. Dies ist ein Mechanis-
mus, der verhindern soll, dass sich Knoten, die noch fu¨r Berechnungen beno¨tigt werden, plo¨tzlich
in den Sleep-Modus versetzen. Ein weiteres Ziel des Netzwerk-Managements ist die Einsparung
von Kosten und Entwicklungszeit, sowie die Portabilita¨t durch den Einsatz vorgefertigter Modu-
le. Das OSEK/VDX2 Network Management (kurz: NM) ist eine solche Netzwerk-Management-
Komponente, welche bereits erfolgreich von verschiedenen Kfz-Herstellern in ihren Fahrzeugen
eingesetzt wird.
Quellen: [vdia, vdi00, For07]
3.8 OSEK/COM
OSEK/COM ist eine vom OSEK-VDX-Konsortium entwickelte, signalbasierte Kommunikations-
umgebung fu¨r Anwendungssoftware fu¨r automotive Steuergera¨te. Es beschreibt die Schnittstellen
und das Verhalten fu¨r die Kommunikation sowohl innerhalb einer elektronischen Steuereinheit
2OSEK/VDX-Portal. URL: http://www.osek-vdx.org [Stand: 11.02.2008]
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(interne Kommunikation) als auch zwischen vernetzten Knoten im Fahrzeug (externe Kom-
munikation). Die Spezifikation beschreibt dabei das Verhalten innerhalb einer elektronischen
Steuereinheit (ECU), in der sogenannten Interaction Layer. Es wird vorausgesetzt, dass OSEK/-
COM zusammen mit einem OSEK-konformen Betriebssystem verwendet wird. Fu¨r andere Be-
triebssysteme definiert die Spezifikation Anforderungen fu¨r den Betrieb von OSEK/COM. Die
Kommunikation in OSEK/COM erfolgt u¨ber Nachrichtenobjekte. Bei interner Kommunikation
wird eine Nachricht direkt vom sendenden Nachrichtenobjekt (SMO) zum empfangenden Nach-
richtenobjekt (RMO) u¨bertragen. Bei externer Kommunikation benutzt die Interaction Layer
Dienste der unter ihr liegenden Schichten. U¨ber I-PDUs (Interaction Layer Protocol Data Units)
werden zu sendende Nachricht vom sendenden Nachrichtenobjekt an die darunter liegende Schicht
u¨bergeben, wa¨hrend zu empfangende Nachrichten von der unteren Schicht ebenfalls u¨ber I-PDUs
an das empfangende Nachrichtenobjekt u¨bergeben werden. Die Schnittstelle der Anwendung zur
Interaction Layer ist fu¨r interne und externe Kommunikation die gleiche.
Quellen: [vdi04]
3.9 OSEKtime
In der Automobilbranche zeichnet sich der Trend ab, mechanische und hydraulische Kopplungen
durch fehlertolerante elektronische Systeme zu ersetzen. Beispiele hierfu¨r sind Break-by-Wire
(die vollelektronische Bremse) und Drive-by-Wire (Lenkung). Diese X-by-Wire-Anwendungen
bestehen aus mehreren Steuergera¨ten, die ein zuverla¨ssiges, fehlertolerantes und koordiniertes
Handeln in hoher zeitlicher Synchronita¨t erfordern. OSEK/VDX-OS hat sich fu¨r die typischen
Anforderungen im Innenraum und Antriebsstrang bewa¨hrt, doch den sicherheitskritischen X-
by-Wire-Anwendungen ist das ereignisgesteuerte OSEK nicht gewachsen. Fu¨r diesen speziellen
Einsatzzweck wurde OSEKtime spezifiziert. Das time-triggered OSEK/OS erzielt Determinismus
auf Ebene des Betriebssystems. Die zugeho¨rige fehlertolerante Kommunikationsschicht FTCom
erzeugt ein deterministisches Zeitverhalten bei der Kommunikation zwischen den einzelnen Steu-
ergera¨ten. Dabei spielt die zur Verfu¨gung gestellte globale Zeit eine große Rolle. Gemeinsam
erfu¨llen OSEKtime und FTCom die von den sicherheitskritischen X-by-Wire-Anwendungen ge-
stellten Anforderungen.
Quellen: [Hom05, WZ07, ose05, ose01, ftc01, Gal, TMG, Schb, FF, Scha]
3.10 AUTOSAR
Heutzutage werden schon in Klein- und Mittelklassewagen dutzende elektronische Gera¨te (vor-
nehmliche Steuergera¨te fu¨r Fahrzeugfunktionen) verbaut. In der Ober- und Luxusklasse werden
sogar bis zu 70 Steuergera¨te verbaut. Die Hersteller wollen gerade durch die Zunahme dieser
durch die Steuergera¨te implementierten Software einen Mehrwert des Autos und damit fu¨r das
Unternehmen schaffen. Doch die Steuergera¨te haben eine Vielzahl an verschiedenen Eigenschaf-
ten, so dass fu¨r jeden Mikrocontroller die Software erneut angepasst werden muss. Damit aber
nicht jeder Code fu¨r beliebig viele Mikrocontroller programmiert und gewartet werden muss, gibt
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Abbildung 3.1: Prozesse in der automativen Systementwicklung
es spezielle Standards, wie z.B. OSEK und AUTOSAR. AUTOSAR3 ermo¨glicht es, die Anwen-
dungssoftware unabha¨ngig von dem speziellen Mikrocontroller zu entwickeln. AUTOSAR stellt
auf mehreren Schichten Treiber zur Verfu¨gung, die die Hardware von der Software entkoppeln.
Somit kann die Software dann auf jedem anderen Mikrocontroller, der ebenfalls AUTOSAR als
Betriebssystem einsetzt, wiederverwendet werden, ohne an den Mikrocontroller angepasst zu
werden. AUTOSAR gibt es in verschiedenen Varianten, ”den Scalability Classes“, damit nur die
wirklich beno¨tigten Features als Betriebssystem auf dem entsprechenden Mikrocontroller laufen.
AUTOSAR gibt es erst seit kurzem und geho¨rt somit noch zur ”Bleeding Edge of Development“.
Seine Ansa¨tze, wie der Speicherschutz, fu¨hren jedoch konsequent die Vision verteilter Anwendun-
gen auf den Steuergera¨ten, sowie die Nutzung eines Steuergera¨tes fu¨r mehrere Aufgaben (z.B.
Redundanzen zur Erreichung von erho¨hter Ausfallsicherheit) fort.
3.11 Entwicklungsprozesse
Bei der Betrachtung der Entwicklung von elektronischen Systemen sind neben dem eigentlichen
Entwicklungsprozess (Kernprozess) eine Reihe von Unterstu¨tzungsprozessen relevant (siehe Ab-
bildung 3.1). Diese sind weitgehend unabha¨ngig von der Softwareentwicklung und ko¨nnen daher
fu¨r Entwicklungsprojekte jedweder Art meist in gleicher oder a¨hnlicher Art und Weise einge-
setzt werden. Der Kernprozess kann durch mehrere Modell beschrieben werden. Ha¨ufig benutzt
wird das V-Modell. Es bietet den großen Vorteil, einen durchga¨ngigen Entwicklungsprozess zu
modellieren, der deshalb notwendig ist, weil so die Wechselwirkungen zwischen der Entwicklung
von Software, Elektronik und des Gesamtsystems am besten eingebunden werden. Außerdem
sind hierbei die Maßnahmen der Qualita¨tssicherung bereits mit eingebunden. Im so dargestellten
Kernprozess zur Entwicklung von elektronischen Systemen und Software werden folgende acht
3Quelle: AUTOmotive OPEN SYSTEM ARchitecture. URL: http://www.autosar.com [Stand: 15.07.2008]
PG 522: Endbericht 26 von 137
Seminar 3.12
Schritte unterschieden:
• Analyse der Benutzeranforderungen und Spezifikation der logischen Systemarchitektur
• Analyse der Software-Anforderungen und Spezifikation der Software-Architektur
• Spezifikation der Software-Komponenten
• Design, Implementierung und Test der Software-Komponenten
• Integration der Software-Komponenten und Integrationstest der Software
• Integration der Systemkomponenten und Integrationstest des Systems
• Kalibrierung
• Systemtest und Akzeptanztest
Quellen: [JS06, Beu06]
3.12 Test und Diagnose
Das Versagen von sicherheitskritischen Funktionen kann zu schweren Unfa¨llen fu¨hren. An die
Sicherheit und Zuverla¨ssigkeit von Fahrzeugfunktionen, wie zum Beispiel der Bremsen, werden
daher hohe Anforderungen gestellt. Sowohl die Methode des Testens als auch die Diagnose be-
zeichnen Maßnahmen zur Sicherstellung dieser Anforderungen und zur Identifikation von Fehlern.
Testen ist eine Methode zur Identifikation von Fehlern wa¨hrend der Produktion. Eine besonde-
re Bedeutung hat es somit im Rahmen der Qualita¨tssicherung. Es soll garantieren, dass das
Produkt die gestellten Anforderungen erfu¨llt. Im Gegensatz zur Diagnose werden hier gezielt
Spezifikations- und Implementierungsfehler nachgewiesen, die im Rahmen der Integration ver-
schiedener Komponenten entstehen. Eine weitere Aufgabe des Testens ist es, mo¨glichst fru¨hzeitig
Fehler, wie zum Beispiel Spezifikationsfehler, nachzuweisen, um so letztlich eine Beschleunigung
des Entwicklungsprozesses und demzufolge Kostenersparnis zu bewirken. Fu¨r die fru¨hzeitige Iden-
tifikation von Fehlern gibt es daher im Automotive-Bereich spezielle Verfahren: Model in the loop,
Rapid Prototyping, Hardware in the Loop und Software in the Loop.
Die Diagnosefunktion dient besonders der Realisierung der U¨berwachung sicherheitsrelevanter
Systeme sowie in diesem Zusammenhang Werksta¨tten, um bei Fehlverhalten des Fahrzeugs eine
gezielte Fehlersuche zu ermo¨glichen.
Quellen: [JS06, WZ07]
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Anforderungen an das Projekt
Ausgehend von den Zielen und den damit verbundenen typischen Anwendungsszenarien sind
die Anwendungsfa¨lle Demonstration, Einsatz in der Lehre, Einsatz in der externen Forschung,
Einsatz in der internen Forschung in Dortmund und Wartung fu¨r die Realisierung des Projekts
relevant. Diese Anwendungsfa¨lle werden im Folgenden na¨her spezifiziert (siehe 4.1). Anschließend
werden aus diesen Anwendungsfa¨llen die Anforderungen fu¨r das Projekt abgeleitet (4.2).
4.1 Anwendungsfa¨lle
4.1.1 Demonstration
Das zu entwickelnde System soll interessierten Besuchern, z. B. am Tag der offenen Tu¨r des
Lehrstuhls oder wa¨hrend des Campusfests, pra¨sentiert werden. Dabei ko¨nnen die Besucher einen
Einblick in die Funktionsweise des (Teil-) Systems bekommen und wichtige Funktionen nachvoll-
ziehen. Dies geschieht mithilfe einer Vorfu¨hranwendung, die (unter Aufsicht) von Mitarbeitern
des Lehrstuhls bedient werden kann. Die Besucher ko¨nnen sowohl eine grafische Ru¨ckmeldung
am PC als auch eine optische Ru¨ckmeldung des Aufbaus erhalten. Dies kann in Form eines
Fahrsimulators geschehen.
4.1.2 Lehre
Das System soll in der Lehre eingesetzt werden. Es ist vorgesehen, dass Studenten das System fu¨r
praktische Experimente und vorlesungsbegleitende U¨bungen in Arbeitsgruppen nutzen werden.
Mitarbeiter des Lehrstuhls leiten bzw. unterstu¨tzen die Arbeit der Studenten.
Hierbei werden mehrere Studenten gleichzeitig am System arbeiten und in begrenztem Umfang
auch eigene Software fu¨r die Steuergera¨te schreiben.
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Abbildung 4.1: Anwendungsfalldiagramm Demonstration
4.1.3 Externe Forschung (remote)
Externe Wissenschaftler sollen in der Lage sein, das System unabha¨ngig von ihrem Aufenthalts-
ort fu¨r ihre Forschung nutzen zu ko¨nnen. Dafu¨r werden sie das Internet benutzen und sollen
mo¨glichst viele der Vorort-Mo¨glichkeiten aus der Entfernung nutzen ko¨nnen. Dies soll mo¨glichst
automatisiert ablaufen, damit nicht stets jemand in Dortmund dafu¨r abgestellt werden muss, das
System zu u¨berwachen oder gar Informationen u¨ber den Systemzustand weiterzugeben.
4.1.4 Interne Forschung (in Dortmund)
Wissenschaftler der Technischen Universita¨t Dortmund sollen das System fu¨r ihre Forschung
nutzen ko¨nnen. Diese Forschung umfasst beispielsweise die Betrachtung der Lastverteilung im
Fahrzeugnetz, alternative Fahrzeugtopologien oder Messung und Analyse des Stromverbrauchs
in Abha¨ngigkeit von der Konfiguration.
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Abbildung 4.2: Anwendungsfalldiagramm Lehre
4.1.5 Wartung
Wartungstechnikern soll der Zugang zu Systemkomponenten ermo¨glicht werden, um das System
bei Fehlern warten zu ko¨nnen.
4.2 Anforderungen
Aus den oben angegebenen Anwendungsfa¨llen ergeben sich die Projekt-Anforderungen, die in drei
Kategorien unterteilt werden ko¨nnen: Anforderungen an das Fahrzeugnetz, Anforderungen an die
Steuerumgebung und ihre Benutzerschnittstelle sowie Anforderungen an die Messumgebung und
ihre Benutzerschnittstelle. Jede Anforderung ist mit einer eindeutigen Identifikationsbezeichnung
und einer Priorita¨t [1-3; wobei 1 der ho¨chsten Priorita¨t entspricht] gekennzeichnet.
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Abbildung 4.3: Anwendungsfalldiagramm Forschung
4.2.1 Anforderungen an das Fahrzeugnetz
4.2.1.1 Allgemeine Anforderungen
FA01 Vorfu¨hrbarkeit Priorita¨t 2
Der Anwendungsfall 4.1.1 liefert die Anforderung, dass das System (oder ein Teilsystem) ohne
große Umbaumaßnahmen vorfu¨hrbar ist.
FA02 Modularita¨t Priorita¨t 1
Das Fahrzeugnetz soll in verschiedene, eigensta¨ndig funktionierende Teilnetze zerlegbar sein. Da-
bei soll es fu¨r den Anwendungsfall 4.1.1 einzelne Teilnetze geben, die portabel sind und auf
Veranstaltungen, wie etwa dem Tag der offenen Tu¨r, vorgefu¨hrt werden ko¨nnen. Aus dem An-
wendungsfall 4.1.2 folgt auch die Anforderung, dass Teilsysteme einzeln an PC-Arbeitspla¨tze
angeschlossen werden ko¨nnen.
FA03 Fehlertoleranz Priorita¨t 2
Das System soll die Besucher beeindrucken und daher eine gewisse Fehlertoleranz besitzen, damit
bei Vorfu¨hrungen (Anwendungsfall 4.1.1) leichte Pannen nicht zu einem PR-Desaster werden und
Studierende (Anwendungsfall 4.1.2) keine fatalen Fehler hervorrufen ko¨nnen.
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Abbildung 4.4: Anwendungsfalldiagramm Wartung
FA04 Skalierbarkeit Priorita¨t 2
Das System soll skalierbar sein, um spa¨ter weitere Arbeitspla¨tze oder Komponenten nachzuru¨sten.
Daher sollten die Steuergera¨te multifunktional sein.
FA05 Lehrbetrieb Priorita¨t 2
Der Anwendungsfall 4.1.2 und der Anwendungsfall 4.1.4 erfordern, dass das System schnell und
mo¨glichst einfach zwischen Lehr- und Forschungsbetrieb umgeschaltet werden kann, damit Ka-
pazita¨ten der Mitarbeiter und des Systems nicht fu¨r zahlreiche Umschaltvorga¨nge verbraucht
werden.
FA06 Automatisierte Testabla¨ufe Priorita¨t 3
Die Unterstu¨tzung automatischer Testabla¨ufe durch das System wa¨re wunschenswert.
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FA07 Realita¨tsna¨he Priorita¨t 1
Damit die am System erfolgte Forschung Nutzen bringt, muss das System nah an der Realita¨t
aktueller Fahrzeugnetzwerke sein.
FA08 Kosten Priorita¨t 2
Der Systemaufbau sowie der nachfolgende Betrieb soll in Bezug auf finanzielle Kosten und auf-
zubringende Arbeitsleistung mo¨glichst gu¨nstig erfolgen.
FA09 Erfu¨llung von Standards Priorita¨t 2
Es sollten aktuelle Industriestandards erfu¨llt werden und es sollte mo¨glich sein, auch zuku¨nftige
Standards durch nicht-erhebliche Maßnahmen zu erfu¨llen und moderne Technologien zu nutzen.
Dafu¨r ist es no¨tig, das System mo¨glich flexibel zu gestalten. Dies folgt auch aus der Anforderung,
dass es mo¨glich sein soll, verschiedene Forschungsprojekte anzugehen, sich also nicht nur an einem
speziellen Forschungsziel auszurichten. Dies folgt aus dem Anwendungsfall 4.1.4.
FA10 Gro¨ße des Aufbaus Priorita¨t 1
Der Aufbau muss in den vorhandenen Raum passen.
FA11 Austausch defekter Teile Priorita¨t 2
Der Anwendungsfall 4.1.5 bringt die Anforderung, dass defekte Teile leicht austauschbar sein
sollen.
FA12 CAN Priorita¨t 1
Da entsprechende Hardware vorhanden ist, muss CAN als prima¨rer Bus benutzt werden. Es kann
zusa¨tzlich auch LIN eingesetzt werden.
4.2.1.2 Anforderungen an die Steuergera¨te
FS01 Verhalten der Sensoren Priorita¨t 1
Der Anwendungsfall 4.1.1 liefert die Anforderung, dass die Sensoren, so zum Beispiel der Nei-
gungssensor, ausgelo¨st oder simuliert werden ko¨nnen.
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FS02 Programmierung der Steuergera¨te Priorita¨t 1
Die Beschreibung des Anwendungsfalls 4.1.2 liefert, dass die meisten Steuergera¨te individuell,
parallel und mo¨glichst schnell flashbar sein sollen.
FS03 Stromversorgung der Aktoren Priorita¨t 2
Aus dem Anwendungsfall 4.1.2 folgt ferner, dass es mo¨glich ist, die Stromversorgung auf modu-
laren Betrieb umstellen zu ko¨nnen. Die Aktoren mu¨ssen somit individuell mit Energie versorgt
werden ko¨nnen.
FS04 Notwendige Stromversorgung Lehre Priorita¨t 1
Bezugnehmend auf Anwendungsfall 4.1.2, soll die Stromversorgung der Steuergera¨te an- und
abgeschaltet werden ko¨nnen.
FS05 Weitere Stromversorgung Lehre Priorita¨t 3
Des weiteren wa¨re es scho¨n, wenn die Stromversorgung der Steuergera¨te regelbar wa¨re (Anwen-
dungsfall 4.1.2).
FS06 Remote-Steuerung der Steuergera¨te Priorita¨t 2
Um dem Anwendungsfall 4.1.3 gerecht zu werden, sollten die meisten Steuergera¨te ferngesteuert
geflasht werden ko¨nnen.
FS07 Remote-Steuerung der Sensoren Priorita¨t 2
Wie im Anwendungsfall 4.1.3 beschrieben, sollten die Sensoren ferngesteuert ausgelo¨st oder si-
muliert werden ko¨nnen.
FS08 Remote-Steuerung der Stromversorgung Priorita¨t 3
Es wa¨re scho¨n, wenn die Regelung der Stromversorgung der Steuergera¨te ferngesteuert vorgenom-
men werden ko¨nnte, so zum Beispiel das An- und Abschalten des Stroms durch IP-Unterstu¨tzung;
es sollte die ferngesteuerte Simulation eines Stromausfalls mo¨glich sein.
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Fu¨r die Umsetzung des Szenarios (Anwendungsfall 4.1.3) muss sichergestellt sein, dass sicher-
heitskritische Grenzen fu¨r Strom, Spannung etc. eingehalten werden. Dies muss auch bei Fehl-
steuerung Bestand haben. Ferner muss ein Feuermelder im Raum vorhanden sein.
FS09 Anzahl der Steuergera¨te Priorita¨t 1
Um den Anwendungsfall 4.1.4 zu realisieren, mu¨ssen mindestens 10 Steuergera¨te mo¨glich sein;
die Stromversorgung muss 5A bereitstellen ko¨nnen.
4.2.1.3 Anforderungen an die Benutzerschnittstelle
FB01 Grafische Ru¨ckmeldung Priorita¨t 2
Wie im Anwendungsfall 4.1.1 bereits beschrieben, muss grafisch sichtbar sein, dass sich etwas
tut. Infolgedessen muss das Fahrzeugnetz an einen PC angeschlossen werden. Folglich ist ein PC
mit einer Schnittstellenkarte fu¨r den gewa¨hlten Bus und entsprechender Software notwendig (die
bereits beschaffte Lo¨sung mit CANoe muss benutzt werden).
FB02 Aufbau Priorita¨t 2
Aus dem Anwendungsfall 4.1.1 ergibt sich weiterhin, dass Reaktionen des Systems auch im Auf-
bau sichtbar sein sollen. Folglich sind Komponenten mit sichtbaren Funktionen notwendig, zum
Beispiel ein Scheinwerfer, ein Dachelement oder ein Gangwahlschalter. Die Komponenten sollen
auch aus einiger Entfernung sichtbar sein. Ferner soll die reale Funktionalita¨t der Komponenten
sichtbar sein (Beispiel: der Scheinwerfer geht wirklich an und nicht ”nur“ ein Licht am PC)
FB03 Demonstrator Priorita¨t 3
Hinsichtlich des Anwendungsfalls 4.1.1 wa¨re es scho¨n, wenn das Auto ”virtuell“ gefahren werden
ko¨nnte. Hier ist eine Anbindung an eine Open Source Fahrsimulation (siehe SB11) denkbar.
FB04 Externe Sicht auf den Aufbau Priorita¨t 2
Ausgehend vom Anwendungsfall 4.1.3 sollte das System einen fest definierten Aufbau haben, der
zu bestimmten Zeiten gegeben ist und von außen, zum Beispiel mittels einer Webcam, betrachtet
werden kann. Dies ermo¨glicht ein visuelles Feedback fu¨r die externen Wissenschaftler.
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FB05 Zugriff auf den Bus Priorita¨t 1
Der Anwendungsfall 4.1.5 bringt die Anforderung an einen einfachen Auslesezugang mit sich.
Somit wird es Wartungstechnikern erleichtert, den Bus auslesen zu ko¨nnen.
FB06 Nachrichtenstruktur Priorita¨t 1
Ferner liefert der Anwendungsfall 4.1.5 die Anforderung, dass die u¨ber den Bus laufenden Nach-
richten klar definiert sein mu¨ssen.
FB07 Nachweisaufbau Priorita¨t 1
Es muss ein einfacher Nachweis-/Testaufbau vorhanden sein, der die Funktionstu¨chtigkeit des
Fahrzeugnetzes und des Messaufbaus belegt.
4.2.2 Anforderungen an die Steuerumgebung und ihre Benutzerschnitt-
stelle
4.2.2.1 Allgemeine Anforderungen
SA01 Skalierbarkeit Priorita¨t 1
Das System muss in Module gegliedert sein, um das Erweitern des Systems um weitere Kompo-
nenten problemlos zu ermo¨glichen. Außerdem muss das System in mehrere unabha¨ngige Teilsys-
teme gekapselt werden ko¨nnen.
SA02 Echtzeit Priorita¨t 1
Es muss gewa¨hrleistet sein, dass zur Laufzeit geta¨tigte Eingaben in Echtzeit verarbeitet werden.
SA03 Verfu¨gbarkeit Priorita¨t 1
Es muss eine mo¨glichst hohe Verfu¨gbarkeit des Systems sichergestellt werden.
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SA04 Robustheit Priorita¨t 1
Die Steuerumgebung muss robust gegenu¨ber Bedienungsfehlern sein, um Scha¨den am System zu
vermeiden.
SA05 Kosten Priorita¨t 1
Der Arbeitsaufwand und die Kosten fu¨r die Steuerumgebung du¨rfen den Rahmen unserer Mo¨glich-
keiten nicht sprengen und mu¨ssen im richtigen Verha¨ltnis zum Aufwand und den Kosten der
anderen Aufgaben stehen.
SA06 Ausmaße Priorita¨t 1
Die Steuerumgebung muss mit den anderen Systemteilen in unserem Labor aufbaubar sein.
SA07 Reaktive Simulation Priorita¨t 3
Es soll eine reaktive Simulation, also Reaktion auf I/O-Signale in Echtzeit, mo¨glich sein.
4.2.2.2 Anforderungen an die Steuerknoten
SK01 Simulation von nicht vorhandener Hardware Priorita¨t 1
Komponenten, die nicht physikalisch vorhanden sind aber vom System beno¨tigt werden, ko¨nnen
simuliert werden. Dabei mu¨ssen simulierte Komponenten, die das System beeinflussen (z.B. Sen-
soren), gu¨ltige Eingaben fu¨r vorhandene Komponenten produzieren. Andererseits ist es erfor-
derlich, dass simulierte Komponenten, die vom System Einfluss nehmen (z.B. Getriebe, Motor),
Eingaben vorhandener Komponenten verarbeiten und entsprechend darauf reagieren.
SK02 Simulation des Fahrzeugbetriebs Priorita¨t 1
Fu¨r reale Randbedingungen muss der Fahrzeugbetrieb simuliert werden. Um das Verhalten des
Systems beim Betrieb des Fahrzeugs beobachten zu ko¨nnen, mu¨ssen zum einen reale Funktionen
simuliert werden ko¨nnen. Dazu geho¨rt beispielsweise die Simulation der Fahrt. Zum anderen
mu¨ssen unterschiedliche Umweltverha¨ltnisse simuliert werden ko¨nnen, um das Verhalten des
Systems bei verschiedenen Umgebungseinflu¨ssen testen zu ko¨nnen. Dazu geho¨ren beispielsweise
die Beschaffenheit der Straße (z.B. Kurve, Steigung) sowie das Wetter (z.B. Helligkeit, Regen).
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SK03 Flashen und Resetten von Komponenten Priorita¨t 1
Fu¨r alle Anwendungsfa¨lle ergibt sich, dass man einzelne oder mehrere Komponenten gleichzeitig
flashen oder zuru¨cksetzen ko¨nnen muss. Dazu mu¨ssen die Steuerknoten Zugriff auf den Pro-
grammspeicher der Komponenten haben.
SK04 Testen von Aktoren Priorita¨t 3
Aus dem Anwendungsfall 4.1.5 ergibt sich, dass die Mo¨glichkeit, einzelne Systemkomponenten
zu testen, wu¨nschenswert wa¨re. Daher wa¨re es scho¨n, wenn sich die Aktoren zum Testen u¨ber
CAN-Nachrichten vom Steuerknoten ansprechen ließen.
4.2.2.3 Anforderungen an die Benutzerschnittstelle
SB01 Physikalische Eingabe Priorita¨t 1
Fu¨r die Anwendungsfa¨lle 4.1.1, 4.1.2 und 4.1.4 ergibt sich die Anforderung, dass das System oder
Teile des Systems bei der lokalen Benutzung durch die Beta¨tigung von Schaltern oder anderen
physikalischen Eingabegera¨ten steuerbar sein muss.
SB02 Grafische Eingabe Priorita¨t 2
Das System soll per Software u¨ber eine grafische Schnittstelle steuerbar sein. Dabei muss die
Eingabe sowohl u¨ber grafische Bedienoberfla¨chen als auch u¨ber die direkte Eingabe physikalischer
Werte mo¨glich sein.
SB03 Beta¨tigung physikalischer Schalter durch Software Priorita¨t 1
Besonders durch den Anwendungsfall 4.1.3, aber auch durch die anderen Anwendungsfa¨lle ergibt
sich, dass das Beta¨tigen physikalischer Schalter u¨ber die Software mo¨glich sein muss. Ein wichtiges
Beispiel dafu¨r ist etwa das Ein-/Ausschalten des Systems oder von Teilen des Systems.
SB04 Flashen und Resetten von Komponenten Priorita¨t 1
Aus allen Anwendungsfa¨llen folgt die Anforderung, dass die Benutzerschnittstelle eine (kom-
fortable) Mo¨glichkeit zur Verfu¨gung stellt, das Flashen und Resetten mehrerer Komponenten
gleichzeitig durchzufu¨hren.
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SB05 Benutzung durch mehrere Gruppen Priorita¨t 1
Wie im Anwendungsfall 4.1.2 beschrieben, mu¨ssen mehrere Gruppen gleichzeitig an verschiedenen
Teilen des Systems arbeiten ko¨nnen. Daher muss die Software so konfigurierbar sein, dass sie nur
ein festgelegtes Teilsystem steuert. Andere Teilsysteme du¨rfen nicht beeinflusst werden.
SB06 Remote-Zugriff Priorita¨t 2
Wie im Anwendungsfall 4.1.3 beschrieben, soll der Fernzugriff auf das System ermo¨glicht werden.
Daraus folgt die Anforderung, dass die Steuerung des Systems u¨ber das Internet mo¨glich sein
soll. Bei dieser Remote-Bedienung sollte die Zugriffssicherheit gewa¨hrleistet sein.
SB07 Eingeschra¨nkte Benutzerrechte Priorita¨t 2
Fu¨r die Anwendungsfa¨lle 4.1.2 und 4.1.3 sollte der Zugriff auf das System eingeschra¨nkt sein, um
zu verhindern, dass das System durch fehlerhafte Bedienung Schaden nimmt. Daher sollte beim
Einsatz in der Lehre und beim Remote-Zugriff der Zugriff auf sicherheitskritische Funktionen
und Eigenschaften des Systems eingeschra¨nkt werden ko¨nnen.
SB08 Festlegen von Simulationsabla¨ufen Priorita¨t 2
Aus dem Anwendungsfall 4.1.1 ergibt sich, dass es mo¨glich sein soll, Simulationsabla¨ufe festzu-
legen und wiederholt ausfu¨hren zu lassen. Dies ist auch fu¨r die Anwendungsfa¨lle 4.1.2, 4.1.3 und
4.1.4 sinnvoll. Diese Abla¨ufe sollten zum einen durch das Aufzeichnen zur Laufzeit vorgenom-
mener Eingaben und zum anderen durch Festlegen von Eingabefolgen bereits vor der Laufzeit
mo¨glich sein. Die definierten Simulationsabla¨ufe sollten jederzeit abrufbar sein und wiedergege-
ben ko¨nnen.
SB09 Test von Aktoren Priorita¨t 3
Aus dem Anwendungsfall 4.1.5 ergibt sich, dass die Mo¨glichkeit, einzelne Systemkomponenten zu
testen, wu¨nschenswert wa¨re. Daher wa¨re es scho¨n, wenn die grafische Schnittstelle eine Mo¨glich-
keit zum Testen einzelner Komponenten zur Verfu¨gung stellen wu¨rde.
SB10 Konsolenbasierte Nutzerschnittstelle Priorita¨t 1
Es ist eine konsolenbasierte Benutzerschnittstelle notwendig, die zur Programmierung des Sys-
tems vorgesehen ist. Sie soll auch als Basis fu¨r eventuelle grafische Erweiterungen und des remote
Zugangs dienen.
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SB11 Fahrsimulation Priorita¨t 3
Es wa¨re scho¨n, wenn Benutzer am PC eine angebundene Open Source-Fahrsimulation spielen
ko¨nnen, durch die die Funktionen des Aufbaus und die Funktionalita¨t der Nachrichtenu¨bertra-
gung im System auch ohne technische Kenntnisse greifbar werden.
4.2.3 Anforderungen an die Messumgebung und ihre Benutzerschnitt-
stelle
4.2.3.1 Allgemeine Anforderungen
MA01 Skalierbarkeit Priorita¨t 1
Die Messumgebung sollte so aufgebaut werden, dass die Experimentierplattform in Zukunft um
weitere Steuergera¨te und Aktoren erweitert werden kann.
MA02 Modularita¨t Priorita¨t 1
Der modulare Charakter der Experimentierplattform soll bei der Messumgebung ebenfalls um-
gesetzt werden. Studenten ko¨nnen so in Arbeitsgruppen getrennt an einzelnen Modulen arbei-
ten (Anwendungsfall 4.1.2). Auch fu¨r Demonstrationen lassen sich speziell ausgewa¨hlte Module
vorfu¨hren (Anwendungsfall 4.1.1).
MA03 U¨bersichtlichkeit Priorita¨t 2
Die Anzahl der beno¨tigten Mess- und Steuerboards sollte mo¨glichst gering gehalten werden, um
die Fehlerquellen beim Auf- und Abbau nach dem Transport fu¨r Demonstrationen zu reduzieren
(Anwendungsfall 4.1.1).
MA04 Kosten Priorita¨t 2
Sowohl die Kosten fu¨r die Hard- und Software als auch die beno¨tigte Arbeitszeit sollten sich im
Rahmen halten.
MA05 Schnittstelle zum PC Priorita¨t 1
Es wird eine Anbindung an den PC beno¨tigt, um Messwerte an den Rechner zu u¨bertragen
und somit die Darstellung, Protokollierung und Auswertung zu ermo¨glichen. Eine ausreichende
Bandbreite wird dafu¨r vorausgesetzt.
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MA06 Remote-Messungen Priorita¨t 3
Remote-Messungen sollten realisierbar sein, um anderen Universita¨ten die Nutzung der Experi-
mentierplattform zu ermo¨glichen (Anwendungsfall 4.1.3).
MA07 Stromversorgung Priorita¨t 1
Die Messgera¨te sollen u¨ber eine vom Fahrzeugnetz getrennte Stromversorgung verfu¨gen, da im
Stromnetz der Versuchsplattform unterschiedliche Energieversorgungszusta¨nde simuliert werden
sollen. Aufgrund der Remote-Messungen muss auch die Stromversorgung fu¨r die Messumgebung
abschaltbar sein, z. B. u¨ber IP-Steckdosen (Anwendungsfall 4.1.3).
MA08 I/O-Pins Priorita¨t 1
Die im aufzubauenden Fahrzeugnetz verwendeten Mikrocontroller-Boards besitzen I/O-Pins, an
die beispielsweise externe Taster, Schalter, LEDs, etc. angeschlossen werden ko¨nnen. Diese I/O-
Pins sollen von der Messumgebung u¨berwacht werden, um Reaktionen der Boards, beispielsweise
aufgrund von ansteigendem Strombedarf, auswerten zu ko¨nnen.
4.2.3.2 Anforderungen an die Messknoten
MK01 Exakte Messungen Priorita¨t 1
Der fließende Strom der einzelnen Steuergera¨te soll mo¨glichst exakt gemessen werden. Die Ge-
nauigkeit sollte hoch genug sein, um den Stromverbrauch von einzelnen Tasks zu bestimmen.
Aus bekannten Forschungsprojekten ergeben sich dabei eine Abtastung von mindestens 250kS/s
verteilt auf 16 Kana¨le und eine Auflo¨sung von 10, 15 und 16 Bit.
MK02 Galvanische Trennung Priorita¨t 1
Der Versuchsaufbau soll nicht von der Messumgebung beeinflusst werden. Die galvanische Tren-
nung schu¨tzt zusa¨tzlich die Messumgebung und den Versuchsaufbau gegenseitig vor Kurzschlu¨ssen
oder Spannungsspitzen.
MK03 Buskommunikation Priorita¨t 1
Die Kommunikation auf dem Bus soll von der Messumgebung beobachtet werden, um die Bus-
auslastung bestimmen zu ko¨nnen.
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MK04 Sendende Kommunikationsteilnehmer Priorita¨t 1
Die Messumgebung soll die Sendeaktivita¨ten eines Knotens erfassen.
MK05 Busu¨bergreifende Kommunikation Priorita¨t 2
Die Knoten des Fahrzeugnetzes ko¨nnen an verschiedenen Bussen angeschlossen sein. Sind bei der
Kommunikation auf den Bussen auch die Teilnehmer bekannt, kann bestimmt werden, welche
Knoten ha¨ufig oder nur selten miteinander kommunizieren und ggf. auch, ob viel Kommunikation
busu¨bergreifend stattfindet.
MK06 Empfangende Kommunikationsteilnehmer Priorita¨t 3
Die Messumgebung soll die Empfa¨nger von versandten Nachrichten protokollieren.
MK07 Zeitstempel Priorita¨t 1
Um die Messwerte der einzelnen Messknoten auswerten zu ko¨nnen, wird ein Zeitstempel fu¨r die
Strommessung beno¨tigt. Der Zeitpunkt, zu dem ein bestimmter Knoten mit anderen Knoten
auf dem Bus kommuniziert, soll von der Messumgebung ebenfalls genau festgehalten werden.
Dadurch soll bestimmt werden, ob die Kommunikation zu einer vera¨nderten Stromaufnahme des
Knotens fu¨hrt. Der Zeitpunkt ist wichtig, um einen Abgleich mit der Messung der Stromaufnahme
zu einem bestimmten Zeitpunkt zu ermo¨glichen.
4.2.3.3 Anforderungen an die Benutzerschnittstelle
MB01 Messwerte aufzeichnen Priorita¨t 1
Messwerte sollen mit einem Zeitstempel protokolliert und abgespeichert werden.
MB02 Messwerte in Echtzeit Priorita¨t 2
Zusa¨tzlich zu Anforderung MB01 sollen dem Benutzer die aktuellen Messwerte u¨ber die Schnitt-
stelle ohne Verzo¨gerung pra¨sentiert werden.
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MB03 Grafische Darstellung von Messwerten Priorita¨t 2
Damit der Benutzer Vera¨nderungen der Messwerte erkennt, sowie eine bessere zeitliche Anschau-
ung der Messwerte bekommt, mu¨ssen diese grafisch aufbereitet werden. Dies soll mittels einer
u¨bersichtlichen und leicht zu verstehenden Darstellung erreicht werden (z. B. Koordinatensystem,
Balkendarstellung, Darstellung u¨ber den zeitlichen Verlauf, etc.).
MB04 Benutzerschnittstelle fu¨r Remote-Zugriff Priorita¨t 3
Fu¨r die Realisierung des Anwendungsfalls 4.1.3 wird eine Remote-Benutzerschnittstelle beno¨tigt.
MB05 Benutzerschnittstelle fu¨r Vorfu¨hrzwecke Priorita¨t 3
Die Benutzerschnittstelle fu¨r Vorfu¨hrzwecke sollte im Umfang reduziert und grafisch weiter auf-
bereitet werden, z. B. Darstellung der Geschwindigkeit durch einen virtuellen Tacho (Anwen-
dungsfall 4.1.1). Dies kann u¨ber eine Fahrsimulation (siehe SB11) erfolgen.
MB06 Auswertung von protokollierten Messungen Priorita¨t 2
Auf den protokollierten Messdaten sollen Berechnungen und Vergleiche stattfinden ko¨nnen.
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Grundlagen
In diesem Kapitel werden die Hardware- und Softwarekomponenten, die fu¨r die Realisierung des
Projekts AutoLab genutzt wurden, vorgestellt.
5.1 Hardware-Komponenten
5.1.1 CAN-Bus
Eine Herausforderung bei der selbst zu entwickelnden Hardware war die Erstellung einer Ver-
kabelung fu¨r den CAN-Bus, welche zum einen mo¨glichst flexibel, aber auch robust und einfach
einzusetzen ist. Da der CAN-Bus Signale mit Frequenzen von bis zu 1 MHz u¨ber den Bus schickt,
haben wir uns auf der Suche nach einem passendem Kabel fu¨r Shielded Twisted Pair Kabel ent-
schieden. Diese Variante der Netzwerkkabel u¨bertra¨gt Signale sto¨rfrei noch bei 100Mhz und mehr.
Dadurch und durch die Tatsache, dass wir fu¨r den CAN-Bus nur 2 der 8 Adern im Netzwerkkabel
benutzt haben, ist unsere Bus-Verkabelung generell durchaus auch auf andere Bussysteme wie
LIN oder Flexray erweiterbar. Der Kabelaufwand wu¨rde bei dieser Zusammenlegung der Signale
dann stark reduziert, da ja nur das vorhandene Bus(-kabel) genutzt werden mu¨sste.
Berechnungen ergaben, dass bei den verwendeten Geschwindigkeiten Kabella¨ngen von ca. 30 cm
zwischen Bus und Busteilnehmer die Signale noch nicht sto¨ren. Durch diesen Umstand konnten
wir Y-Stecker-a¨hnliche Kabel lo¨ten, bei denen das lange Kabel jeweils der Bus, das kurze die Zu-
gangsleitung zum Busteilnehmer ist. Der große Vorteil liegt hierbei natu¨rlich bei der Verkabelung,
die ganz ohne spezielle Hubs oder Verteiler auskommt.
Zusa¨tzlich zu den verwendeten Kabeleigenschaften ist der CAN-Bus an sich mit seiner U¨ber-
tragungsart sehr robust, so dass wir bei umfangreichen Tests der konfektionierten Kabel keine
Beeintra¨chtigung feststellen konnten.
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5.1.2 TriBoards
Die Firma Infineon stellt 32-Bit-Mikrocontroller, bzw. deren Kerne, unter der Produktbezeich-
nung TriCore her. Diese Mikrocontrollerfamilie findet besonders im Automotive-Bereich Einsatz,
da die Mikrocontroller zusa¨tzliche DSP-Funktionalita¨t aufweisen.
Von Infineon werden neben den reinen Mikrocontrollern auch Evaluations-Boards unter dem Na-
men TriCore-Board vertrieben. Aufgebaut sind die Boards auf 100mm x 160mm EURO-Boards.
Es gibt diese TriBoards mit TriCore TC176x- und TC179x -Mikrocontroller. Die TriBoards wer-
den mit einer Spannung zwischen 5,5 und 60 V DC betrieben.
Zur Ausstattung der TriCore-Mikrocontroller geho¨ren neben den u¨blichen Timern und I/O-Pins
unter anderem A/D-Wandler, CAN-Schnittstellen und RS-232-Schnittstellen. Alle Pins der Tri-
Cores sind u¨ber 80-polige Stift-/Buchsenleisten nach außen gefu¨hrt. Zwei der CAN-Schnittstellen
sind zusa¨tzlich u¨ber jeweils eine 2x5-polige Stiftleiste erreichbar. Das Board weist eine 9-polige
Sub-D Schnittstelle fu¨r die erste RS-232-Schnittstelle auf, sowie eine 25-polige Sub-D-Schnittstelle
fu¨r das OSCD (On Chip Debug System) auf.
TriBoard TC1766
Das TriBoard TC1766 zeichnet sich durch die folgende Konfiguration aus:
• CPU:
– TC1766
• Takt:
– 80 MHz Systemtakt (15 MHz Quarz)
• Schnittstellen:
– 2x RS-232 (1x 9-pol. Sub-D, 1x BERG10)
– 2x CAN (2x BERG10 fu¨r CAN 0,1)
– 2x OCDS (1x BERG16 & 25-pol. Sub-D, 1x SAMTEC QSH-030-01-F-D-A)
– 4x 80-pin-Anschlu¨sse (ma¨nnlich) mit allen I/O-Signalen
– 4x 80-pin-Anschlu¨sse (weiblich) mit allen I/O-Signalen
Zur Peripherie des TriCore TC1766 geho¨ren folgende Module:
• Systemtimer
• General Purpose Timer Array V4 (GPTA)
• Asynchrone Serielle Schnittstelle (ASC0 und ASC1)
• Synchrone Seriellel Schnittstelle (SSC0 und SSC1)
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Abbildung 5.1: TriCore TC1766
• MultiCAN (CAN0 und CAN1)
• Micro Second Bus Schnittstelle (MSC)
• Micro Link Serial Bus Schnittstelle (MLI0 und MLI1)
• A/D-Wandler (ADC0 und FADC) mit 36 analogen Einga¨ngen
TriBoard TC1796
Das TriBoard TC1796 zeichnet sich durch die folgende Konfiguration aus:
• CPU:
– TC1796
• Speicher:
– 4 MB Burst-Flash
– 1 MB asynchrones SRAM
• Takt:
– 150 MHz Systemtakt (20 MHz Quarz)
• Schnittstellen:
– 2x RS-232 (1x 9-pol. Sub-D, 1x BERG10)
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– 4x CAN (2x BERG10 fu¨r CAN 0,1)
– 2x OCDS (1x BERG16 & 25-pol. Sub-D, 1x SAMTEC QSH-030-01-F-D-A)
– 4x 80-pin-Anschlu¨sse (ma¨nnlich) mit allen I/O-Signalen
– 4x 80-pin-Anschlu¨sse (weiblich) mit allen I/O-Signalen
Zur Peripherie des TriCore TC1796 geho¨ren folgende Module:
• Systemtimer
• General Purpose Timer Array V4 (GPTA0, GPTA1 und LTCA2)
• Asynchrone Serielle Schnittstelle (ASC0 und ASC1)
• Synchrone Serielle Schnittstelle (SSC0 und SSC1)
• MultiCAN (CAN0, CAN1, CAN2 und CAN3)
• Micro Second Bus Schnittstelle (MSC0 und MSC1)
• Micro Link Serial Bus Schnittstelle (MLI0 und MLI1)
• A/D-Wandler (ADC0, ADC1 und FADC) mit 44 analogen Einga¨ngen
Abbildung 5.2: TriCore TC1796
5.1.3 Scheinwerfer
Die mit 12V betriebenen Scheinwerfer kommunizieren u¨ber CAN mit einer U¨bertragungsrate von
500kBaud. Ein Scheinwerfer hat die folgenden funktionellen Bestandteile:
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• Reflektor fu¨r Abblend- und Fernlicht
• Blinker
• LED-Lichtleiste fu¨r Tagfahrlicht
Der Anschlussstecker entha¨lt folgende Anschlu¨sse:
• CAN-Anschlu¨sse
• Versorgung AFS-Modul
• Masse fu¨r AFS-Modul
• Versorgung Abblendlicht
• Masse fu¨r Abblendlicht
• Versorgung Blinker
• Versorgung fu¨r Standlicht
• Versorgung fu¨r Tagfahrlicht
• Masse fu¨r Stand-, Tagfahr-, Blink- und Fernlicht
U¨ber CAN-Nachrichten lassen sich folgende Funktionen steuern:
• Soll-Position des Lichtkegels vertikal (AFS-Funktion)
• Soll-Position des Lichtkegels horizontal fu¨r Kurvenlicht (LWR-Funktion)
Explizit nicht u¨ber CAN ansteuern lassen sich als folgende Funktionen
• Abblendlicht ein / aus
• Blinker
• Fernlicht
• Dimmung des Tagfahrlichts
Hier muss die Versorgungsleitung selbst geschalten werden. Die Verwendung eines Relais ist
notwendig, um den Blinker u¨ber CAN zu schalten.
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Abbildung 5.3: Der Scheinwerfer
5.1.4 Sensorcluster
Der mit 12V betriebene Sensorcluster kommuniziert u¨ber CAN mit einer U¨bertragungsrate von
500kBaud. Im realen Betrieb bei Audi liefert der Cluster unter anderem die Informationen fu¨r
das ESP-System. Wir nutzten die Informationen hingegen zur Ausrichtung des Scheinwerfers.
Am Cluster selbst sind die Beschleunigungsachsen beschriftet (x=La¨ngs (vor/zuru¨ck); Y=Quer
(links/rechts); Z=Hoch). Innerhalb des Clusters befinden sich 2 Sensoren, die die folgenden Daten
versenden:
• Beschleunigung entlang der Fahrzeugrichtung (X-Achse) in G
• Beschleunigung quer zur Fahrzeugrichtung (Y-Achse) in G
• Winkelbeschleunigung in rad/s2 (Von beiden Sensoren, also redundant vorhanden)
• Drehrate entlang der Z-Achse in rad/s (Von beiden Sensoren, also redundant vorhanden)
• Zusa¨tzliche Botschaftsza¨hler und Checksummen
5.1.5 Dachelement
Das Dachelement, welches als Gateway fu¨r die Kommunikation zwischen Fahrzeugknoten und
lokalen Subsystemen dient, vereint eine Vielzahl von Einzelkomponenten in einem Modul.
Sensorsignale, wie z.B. EC-Spiegel, werden in dem Dachelement verarbeitet. Des weiteren erfu¨llt
das Dachelement folgende Funktionen:
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Abbildung 5.4: Der Sensorcluster
• Ansteuerung des Schiebe-/Hebedachs
• blendefreies Lese- und Ambientelicht
• Integration der Innenraumu¨berwachung
• Auswertung der Scheibensensorik
Das Dachelement besitzt vier verschiedene Tasten (siehe Abbildung 5.5). U¨ber die linke und rech-
te Taste ko¨nnen die beiden a¨ußeren Leselampen und u¨ber die mittlere Taste das Ambientelicht
eingeschaltet werden.
Durch das Dru¨cken der Taste im Zentrum des Bedienpanels wird das Hebedach angesteuert.
Gleichzeitig fungiert diese Taste als Schieber, mit dem das Schiebedach, je nachdem, in welche
Richtung der Schieber bewegt wird, geo¨ffnet oder geschlossen werden kann.
Die hier beschriebenen Funktionen werden alle u¨ber den Freescale MC9S12DB128 angesteuert.
Der Mikrocontroller wird u¨ber einen speziellen Baustein (SBC: System Basis Chip), welcher sich
auf dem Bord befindet, in einen Wach-/Schlafzustand versetzt.
Zum Flashen des Controllers wird die BDM-Schnittstelle des inDart-One-Programmiergera¨tes
verwendet.
Außerdem gibt es an dem Dachelement noch vier Schnittstellen, wodurch es mit Subsystemen
verbunden werden kann. Um das Dachelement in Betrieb nehmen zu ko¨nnen, ist eine Mindest-
verbindung (12V, GND, CAN) u¨ber Modul 1 notwendig.
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Abbildung 5.5: Dachelement
5.1.6 Gangwahlschalter
Von der Firma Kostal wurde uns ein Gangwahlschalter aus dem BMW X5 zur Verfu¨gung gestellt.
Der Gangwahlschalter hat zwei Modi: zum einen die Automatik-Stellung und zum anderen den
Tiptronic-Modus. Um in den Tiptronic-Modus zu gelangen, wird der Schalthebel nach links in
eine zweite Schaltgasse gefu¨hrt. In dem Automatik-Modus kann zwischen dem Fahrmodus, der
Leerlaufstellung und dem Ru¨ckwa¨rtsgang gewa¨hlt werden.
Des weiteren verfu¨gt der Gangwahlschalter u¨ber drei Kno¨pfe. U¨ber den P-Knopf kann der Park-
modus des Fahrzeugs aktiviert werden. Der Sport-Knopf ermo¨glicht dem Fahrer einen sportliche-
ren Fahrmodus. Der unbeschriftete Knopf an der linken Seite des Schalthebels lo¨st die Arretierung
des Ru¨ckwa¨rtsgangs.
In dem Gangwahlschalter ist der Mikrocontroller MC9S12DG128 von Freescale verbaut. Der
Mikrocontroller verfu¨gt u¨ber eine 16-Bit-CPU und hat folgende Eigenschaften:
• 128 KB Flash EEPROM
• 2 KB EEPROM
• 8 KB RAM
• 2 SCI-Schnittstellen
• 2 SPI-Schnittstellen
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Abbildung 5.6: Gangwahlschalter
• max. 25 MHz Busfrequenz
• 2 CAN-Schnittstellen (1 MBit pro Sekunde)
• 2 8-Kanal A/D-Wandler mit 10 Bit Auflo¨sung
• 5V Versorgungsspannung
Der Mikrocontroller kann u¨ber die BDM-Schnittstelle des inDart-One geflasht und debuggt wer-
den.
Der Gangwahlschalter verfu¨gt u¨ber einen 6-poligen Anschluss, an dem die 12V Versorgungsspan-
nung und der CAN-Bus angeschlossen werden.
5.1.7 Schaltermodul Lenksa¨ule
Allgemeine Beschreibung
Das Schaltermodul Lenksa¨ule (SMLS) der Firma Audi besitzt einen modularen Aufbau und
besteht aus folgenden Komponenten:
PG 522: Endbericht 52 von 137
Grundlagen 5.1
Abbildung 5.7: Mikrocontroller des Gangwahlschalters
• Lenksa¨ulenelektronik J527 zur Signalumsetzung und Verarbeitung des Antriebs- und Kom-
fort-CAN-Bus
• Blinkerschalter
• Wischerschalter mit Intervall-Potenziometer
• Lenkwinkelsensor mit Wickelfeder fu¨r den Fahrerairbag
Optional kann ein separater Lenkstockschalter zur Bedienung der Geschwindigkeitsregelanlage
angeschlossen werden.
Des weiteren erfasst die Lenksa¨ulenelektronik die Signale des Zu¨ndanlassschalters. Diese Signale
werden u¨ber herko¨mmliche Leitungen an die Lenksa¨ulenelektronik geleitet. Die Schaltpositio-
nen des Zu¨ndschlosses werden von der Elektronik verarbeitet und dem Komfort-CAN-Bus zur
Verfu¨gung gestellt. Zusa¨tzlich werden diese Informationen dem CAN-Bus-System Antrieb zur
weiteren Verarbeitung bereitgestellt.
Die Erkennung der jeweiligen Schalterstellung der einzelnen Komponenten geschieht u¨ber eine
Spannungscodierung anhand unterschiedlicher Widerstandswerte. Diese Werte sind in Abha¨ngig-
keit der jeweiligen Stellung definiert.
Die Lenksa¨ulenelektronik analysiert diese Stellungsinformationen und leitet diese u¨ber den Komfort-
CAN-Bus an das zentrale Steuergera¨t weiter.
Die Bestimmung des aktuellen Lenkwinkels geschieht u¨ber optische Elemente in der Lenksa¨ulen-
elektronik und wird u¨ber den Antriebs-CAN-Bus an das Steuergera¨t zur weiteren Verarbeitung
geleitet.
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Abbildung 5.8: Standardlenksa¨ulenmodul
Das Steuergera¨t fu¨r die Lenksa¨ulenelektronik J527
Das Steuergera¨t fu¨r die Lenksa¨ulenelektronik J527 ist das zentrale Element des Gesamtsystems
Schaltermodul Lenksa¨ule. Diese Elektronik verarbeitet die von den einzelnen Komponenten er-
fassten Informationen und leitet diese u¨ber den Komfort- oder den Antriebs-CAN-Bus an das
zusta¨ndige Steuergera¨t weiter.
Das Steuergera¨t besitzt einen Freescale MC68HC908AZ60ACFU Mikrocontroller mit den folgen-
den technischen Daten:
• 8,4 Mhz interne Bus-Frequenz
• 60 KB Flash Electrically Erasable Read-Only Memory (FLASH)
• FLASH Data Security
• 1 KB On-Chip Electrically Erasable Programmable Read-Only Memory mit Security Op-
tion (EEPROM)
• 2 KB On-Chip RAM
• Serial Peripheral Interface Module (SPI)
• Serial Communications Interface Module (SCI)
• 8-Bit, 15-Kanal Analog-zu-Digital Converter (ADC-15)
Zum Flashen des Controllers wird die MON08-Schnittstelle des inDart-One Programmiergera¨tes
verwendet.
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5.2 Betriebssystem ProOSEK
ProOSEK ist eine von Elektrobit entwickelte OSEK-Variante mit beiliegendem Konfigurator.
Der Konfigurator ermo¨glicht es, leicht Komponenten, wie zum Beispiel Tasks oder Counter,
und Ablaufstrukturen fu¨r das Betriebssystem zu erstellen. Nachdem man das Betriebssystem,
die jeweiligen Tasks und ggf. weitere Komponenten konfiguriert hat, werden Templates erzeugt.
Diese Dateien mu¨ssen dann mit dem gewu¨nschten, auf die Situation und Funktion angepassten
C-Code gefu¨llt und anschließend compiliert werden.
Die entstandenen .elf-Dateien ko¨nnen auf die vorhandenen TriBoards gespielt und dort ausgefu¨hrt
werden.
Anhand der folgenden Grafiken werden wichtige Konfigurationen, die uns bei den ersten Anwen-
dungen des Konfigurators aufgefallen sind, erla¨utert. Darunter sind auch einige Einstellungen,
die essentiell fu¨r ein funktionierendes ProOSEK sind. Die Screenshots wurden anhand unseres
ProOSEKs fu¨r die Fahrzeugfunktionen erstellt:
Abbildung 5.9: Konfigurator 1/3
Im ersten Screenshot sind die Grundeinstellungen fu¨r das Betriebssystem im OS-Teil des Konfi-
gurators dargestellt:
• Mikrocontroller: Einstellen des Mikrocontroller-Typs des Boards, bei unserem Konfigurator
entweder TC1796 oder TC1766.
• TRICORE RT Clock: Aktivierung der Hardware-Counter auf dem Board, um sie im Be-
triebssystem verwenden zu ko¨nnen.
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• Tricore Num CSA: Einstellen der Gro¨ße der Context Save Area des Betriebssystems. Hier
muss dringend ein vernu¨nftiger Wert eingetragen werden. Ohne Wert baut der Konfigurator
das Betriebssystem, ohne eine Fehlermeldung auszugeben. Dieses la¨uft jedoch direkt nach
Start in eine Trap, was wiederum schwer auf diese Einstellung zuru¨ckzufu¨hren ist. Mit dem
Wert 512 haben wir das OS ohne Probleme betreiben ko¨nnen.
• Tracebuffer: Hier hat sich ebenfalls ein Wert von 512 bewa¨hrt.
Abbildung 5.10: Konfigurator 2/3
Im na¨chsten Screenshot werden die Einstellungen fu¨r einen Task des OSEK deutlich:
• TRICORE NUM CSA: Wie beim OS-Teil beschrieben, fu¨r ProOSEK eine wichtige Ein-
stellung. Ein Wert von 128 hat sich bewa¨hrt.
• Stack: Hier hat sich auch ein Wert von 128 bewa¨hrt.
• Autostart: Hier kann man einen Task automatisch vom Betriebssystem starten lassen.
• Events/Ressourcen: Hier stellt man die Events oder Ressourcen ein, die der Task benutzt.
Diese mu¨ssen zuerst im Events/Ressourcen-Menu¨ erstellt werden. Wichtig bei den Events
ist, dass bei den Masken jeweils genau ein Bit gesetzt ist d.h. folgende Masken sind bei-
spielsweise erlaubt: 0x01, 0x02, 0x04 etc.
Im dritten Screenshot wird ein Counter eingerichtet.
PG 522: Endbericht 56 von 137
Grundlagen 5.3
Abbildung 5.11: Konfigurator 3/3
• TRICORE TIMER: Hier gibt es die Auswahl zwischen einem UserCounter, den der User
manuell im Programm hochza¨hlt, oder einem beim OS aktivierten Hardware-Timer, der
von der Hardware hochgeza¨hlt wird.
• Time in NS: Zeit in Nanosekunden, die vergeht, bevor ein Tick passiert.
• Max Value: Tick-Zeit, bei dem der Counter wieder auf 0 zuru¨ckgesetzt wird.
• Min Cycle: Minimum Cycle Time fu¨r die Alarme, die an diesem Counter ha¨ngen.
• Ticksperbase: Unbelegte Variable, die vom User irgendwie benutzt werden kann.
5.3 Werkzeuge
5.3.1 CANoe
CANoe ist ein Werkzeug der Firma Vector zur Entwicklung, zum Test und zur Analyse von
Netzwerken und Steuergera¨ten. Aus der Bandbreite der unterstu¨tzten Bussysteme war fu¨r unser
Projekt nur CAN von Bedeutung, so dass wir die entsprechenden Lizenzen fu¨r die Softwareversion
CANoe 7.0 (educational) erworben haben.
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Abbildung 5.12: Unsere Anwendung von CANoe 7.0
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Simulationsaufbau
Als Grundlage dient in CANoe ein Simulationsaufbau. Dieser zeigt den CAN-Bus sowie dar-
an angeschlossene Komponenten, die als Knoten dargestellt werden. Am Anfang des Entwick-
lungsprozesses kann eine Simulation der Komponenten erfolgen. Mittels der CANoe-spezifischen,
C-a¨hnlichen Programmiersprache CAPL werden die zuku¨nftigen Verhaltensweisen der Knoten
programmiert, so dass sie von CANoe simuliert werden ko¨nnen. Ein Simulationsknoten kann in
der fru¨hen Phase der Entwicklung die Aufgaben u¨bernehmen, die zuku¨nftig etwa durch ein real
existierendes Steuergera¨t ausgefu¨hrt werden. Es ist sowohl eine komplette Simulation als auch
eine Restbussimulation mo¨glich. Um noch schneller Funktionalita¨ten simulieren zu ko¨nnen, bie-
tet CANoe den sogenannten Generator-Block, mit dem man eine bestimmte Nachricht u¨ber den
Bus schicken kann. Dabei ko¨nnen verschiedene Trigger-Bedingungen verwendet werden.
Datenbanken
Zur Verwaltung und Interpretation der Nachrichten, die u¨ber den Bus u¨bermittelt werden, ar-
beitet CANoe auf Datenbanken, die vom Benutzer zu erstellen sind. Sie enthalten unter anderem
den Aufbau der Botschaften mit den darin enthaltenden Signalen, so dass diese von CANoe
ausgewertet werden ko¨nnen.
Messaufbau
Um Auswertungen vorzunehmen, gibt es in CANoe einen weiteren wichtigen Bestandteil, der
sich Messaufbau nennt. U¨ber den Messaufbau ko¨nnen Auswertungswerkzeuge symbolisch an den
Bus angeschlossen werden.
Dazu za¨hlen
• Trace-Fenster: Es werden die Aktivita¨ten auf dem Bus gezeigt und protokolliert. Dabei
ko¨nnen die Nachrichten aufgeschlu¨sselt werden.
• Grafik-Fenster: Die Signale der CAN-Nachrichten ko¨nnen grafisch dargestellt werden, um
Verla¨ufe zu verfolgen.
• Logging- und Replay-Block: Die Busaktivita¨ten ko¨nnen mit Hilfe des Logging-Blocks auf-
gezeichnet werden. So kann man sie im Nachhinein genauer betrachten, aber auch mit
Hilfe des Replay-Blocks erneut online auf den Bus senden. Eine Alternative ist es, in den
sogenannten Oﬄine-Modus zu wechseln. Dabei liegt nur ein simulierter Bus vor, der als
Eingabe das Log verwenden kann. Zu unterscheiden sind diese beiden Funktionen von
der Makrofunktion, mit der man (online) mitgezeichnete Aktivita¨ten auf den Panels und
Diagnose-Konsolen wiedergeben kann.
• Weitere Statistik-Werkzeuge, auf die nicht weiter eingegangen wird.
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Weitere Funktionalita¨ten von CANoe
In diesem kurzen U¨berblick sind nur einige der fu¨r uns interessanten Funktionen CANoes grob
umrissen. Fu¨r weiterfu¨hrende Informationen sei auf die CANoe-Hilfe verwiesen.
Unsere Einsatzgebiete
Im Folgenden seien die essentiellen Einsatzgebiete vorgestellt, in denen wir CANoe verwendeten.
Fru¨hzeitiger Komponententest Durch die Funktionalita¨ten des Trace-Fensters sowie des
Generator-Blocks und der simulierten Knoten konnten wir fru¨hzeitig unsere Komponenten testen.
Dies war z.B. beim Sensorcluster der Fall. Nachrichten des Sensorclusters konnten wir ad hoc
im Trace-Fenster sowie grafisch anzeigen lassen. Auch andere Gera¨te, wie die Scheinwerfer oder
TriBoards, konnten wir so mit einfachen Mitteln auf erste Funktionsfa¨higkeit pru¨fen. Dabei haben
wir den Gera¨ten mit Hilfe des Generator-Blocks oder eines simulierten Knotens entsprechende
Nachrichten zugesandt.
Fru¨hzeitige Simulation Durch simulierte Knoten konnten wir erste Funktionalita¨ten mit
Hilfe von CANoe simulieren. So geschehen etwa bei den Scheinwerfern. Hier setzten wir das
Kurvenlicht zuna¨chst mit CANoe um.
Restbussimulation Nicht vorhandene Komponenten simulierten wir mit CANoe. So haben
wir etwa den Blinkerhebel simuliert, indem wir ein CANoe-Panel erstellten. Bei Beta¨tigung eines
Buttons wurde die notwendige CAN-Nachricht an das TriBoard gesandt, welches den Blinkvor-
gang steuerte.
5.3.2 inDart-One
Der inDart-One ist ein leistungsstarkes Werkzeug zum Programmieren und zum Auffinden, Dia-
gnostizieren und Beheben von Fehlern (Debuggen). Dabei unterstu¨tzt der inDart-One die in den
von uns verwendeten Hardware-Komponenten eingebauten Freescale Mikrocontroller MC68HC908
(Schaltermodul Lenksa¨ule) und MC9S12 (Dachelement und Gangwahlschalter).
Abbildung 5.13: Frontansicht inDart-One
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Die Verbindung zu den Steuergera¨ten erfolgt entweder u¨ber eine MON08- oder BDM-Schnittstelle
(siehe Abbildung 5.14) gema¨ß der Freescale-Spezifikationen.
Abbildung 5.14: Ru¨ckansicht inDart-One mit MON08- und BDM-Schnittstelle
Der Anschluss an den PC und die Stromversorgung erfolgt mittels USB.
Um eine Mehrfachprogrammierung realisieren zu ko¨nnen, besteht die Mo¨glichkeit, bis zu 32
inDart-One Gera¨te am gleichen PC anzuschließen (durch USB-Hubs). Fu¨r diesen Zweck ist das
MultiBlaze-Werkzeug in das Programmiergera¨t integriert.
Das Programmiergera¨t kann vollsta¨ndig u¨ber die enthaltene IPL-One-Programmierbibliothek
kontrolliert werden. Diese Bibliothek ist eine DLL, welche alle low-level-Funktionen beinhaltet,
um das Gera¨t einzustellen und die Befehle auszufu¨hren. Die Bibliothek entha¨lt in C geschriebene
Funktionen.
Der inDart-One-Programmierer wurde von uns zusammen mit dem CodeWarrior-Entwicklungs-
tool der Firma Metrowerks benutzt (na¨here Informationen u¨ber das Entwicklungstool finden sich
im Abschnitt 5.3.3).
5.3.3 Metrowerks CodeWarrior
Das Entwicklungstool CodeWarrior ist eine integrierte Entwicklungsumgebung (IDE) der Fir-
ma Metrowerks. Diese Umgebung ermo¨glicht es, Software fu¨r die Programmierung der von uns
verwendeten Steuergera¨te zu erstellen, zu flashen und zu debuggen.
Das Tool entha¨lt einen Editor, einen Assembler, einen C-Compiler und einen Debugger.
Technische Details:
• Metrowerks Integrierte Entwicklungsumgebung (IDE)
• Projektmanager mit grafischer Oberfla¨che (GUI)
• kontextsensitiver Editor
• Optimierender C/C++ Compiler
• ANSI C Compiler
• C++ Compiler nach ANSI/ISO Standard
• Standalone Assembler
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Abbildung 5.15: Screenshot CodeWarrior
• Source- oder Low-Level-Debugger mit Fenster-basierter Arbeitsumgebung
Die CodeWarrior-Entwicklungsumgebung kann mittels des modularen Aufbaus speziell an die
Bedu¨rfnisse der von uns verwendeten Freescale-Mikrocontroller MC68HC908 (Schaltermodul
Lenksa¨ule) und MC9S12 (Dachelement und Gangwahlschalter) angepasst werden.
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Abbildung 5.16: Screenshot CodeWarrior (Debugger)
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Erste Entwu¨rfe
Kapitel 6
Erste Entwu¨rfe
Bei unseren ersten Entwu¨rfen ging es darum, verschiedene Netze mit unseren vorhandenen Kom-
ponenten zu entwickeln, die verschiedene Funktionalita¨ten eines Autos implementieren ko¨nnen.
Bei Sensoren, die wir noch nicht in Hardware besaßen, haben wir angenommen, dass sie im PC
simuliert werden. Bei unseren Entwu¨rfen haben wir zwischen einer logischen- und technischen
Systemstruktur unterschieden. Bei der technischen Struktur haben wir versucht, uns nach den
Bussen wie sie im Auto vorliegen zu richten. Dies ist der High-Speed-CAN fu¨r den Antriebsstrang
und der Low-Speed-CAN fu¨r den Karosseriestrang.
Welche Teile bei uns an welchen Strang geho¨rten, und welche Entwu¨rfe wir gemacht haben,
zeigen die nachfolgenden Grafiken.
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Logische Struktur der Getriebesteuerung
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Abbildung 6.1: logische Struktur Getriebesteuerung
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Erste Entwu¨rfe 6.0
Technische Struktur der Getriebesteuerung
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Abbildung 6.2: technische Struktur Getriebesteuerung
Folgende Funktionen wa¨ren auf der obigen Struktur (Abbildung 6.2) denkbar:
1. Beim Umschalten von Automatik auf manuell reagiert das Getriebe
2. Bei Automatik muss der Motor ab bestimmter Drehzahl schalten
3. Beim manuellen Schalten, schaltet das Getriebe den Gang
4. Bei Automatik sollte ”Kick-Down“ unterstu¨tzt werden
5. Auch bei manuellem Betrieb sollten Drehzahlgrenzen eingehalten werden
6. Sport-Knopf erho¨ht Drehzahlgrenzen
7. Bei Vorwa¨rtsfahrt kein Schalten in den Ru¨ckwa¨rtsgang mo¨glich
8. P-Modus kann nur verlassen werden, wenn Bremse getreten und Zu¨ndung an
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Logische Struktur der Lichtsteuerung
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Abbildung 6.3: logische Struktur Lichtsteuerung
PG 522: Endbericht 67 von 137
Erste Entwu¨rfe 6.0
Lichtsteuerung mittels Lenksa¨ule
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Abbildung 6.4: technische Struktur Lichtsteuerung mittels Lenksa¨ule
Folgende Funktionen wa¨ren auf der obigen Struktur (Abbildung 6.4) denkbar:
1. Linker Hebel der Lenksa¨ule steuert Fernlicht/Lichthupe
2. Bei Schalten der Zu¨ndung geht das Tagfahrlicht an
3. Wenn bestimmtes Lichtlevel unterschritten, wird Abblendlicht angeschaltet
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Lichtsteuerung mittels Dachelement
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Abbildung 6.5: technische Struktur Lichtsteuerung mittels Dachelement
Folgende Funktionen wa¨ren auf der obigen Struktur (Abbildung 6.5) denkbar:
1. Durch Beta¨tigen der Blinker wird der Blinker angeschaltet und das Tagfahrlicht gedimmt
2. Wenn der Schalter im Dachelement gedru¨ckt ist, geht das Warnblinklicht an
3. Wenn das Warnblinklicht an ist, ko¨nnen die Blinker nicht mehr gesetzt werden
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Lichtsteuerung mittels Lagesensor
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Abbildung 6.6: technische Struktur Lichtsteuerung mittels Lagesensor
Folgende Funktionen wa¨ren auf der obigen Struktur (Abbildung 6.6) denkbar:
1. Lagesensor steuert Ho¨heneinstellung des Scheinwerfers
2. Lagesensor und Geschwindigkeitssensor steuern das Kurvenlicht
3. Wenn der Lagesensor eine Kurve erkennt, wird das Fernlicht abgeschaltet
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Lichtsteuerung mittels Gangwahlschalter
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Abbildung 6.7: technische Struktur Lichtsteuerung mittels Gangwahlschalter
Folgende Funktionen wa¨ren auf der obigen Struktur (Abbildung 6.7) denkbar:
1. Wenn der Ganghebel auf D/R/manuell steht, wird das Tagfahrlicht angeschaltet
2. Wenn der Ganghebel auf D/R/manuell steht und ein bestimmtes Lichtlevel unterschritten
ist, wird das Abblendlicht angeschaltet
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kompletter Aufbau Lichtsteuerung
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Abbildung 6.8: technische Struktur kompletter Aufbau Lichtsteuerung
Die obige Grafik stellt den kompletten mo¨glichen Aufbau der Lichtsteuerung dar, somit sind alle
oben genannten Funktionen mo¨glich.
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Kapitel 7
Erster Prototyp
7.1 U¨berblick
Ausgehend von unseren Ergebnissen der Projektplanung wurde beschlossen, dass das Prototyping
in mehrere Phasen unterteilt werden sollte.
Als Resultat der ersten Phase sollte ein erster Prototyp mit zuna¨chst vereinfachter Funktionalita¨t
erstellt werden. Die Abbildung 7.1 zeigt den konzeptionellen Aufbau unseres Prototyps, der im
folgenden kurz erla¨utert wird.
Der Prototyp kann in zwei Hauptbestandteile kategorisiert werden:
1. das Fahrzeugnetz
2. die Steuer- und Messumgebung
Die bisherigen Komponenten der Fahrzeugumgebung sind der Scheinwerfer (5.1.3) und der Sen-
sorcluster (5.1.4), welche mittels eines CAN-Bus Systems (CAN 1 ) miteinander verbunden sind.
Zweck dieses Aufbaus ist es, den Scheinwerfer anhand der vom Sensorcluster ermittelten Daten
zu steuern. Somit kann zum Beispiel das Kurvenlicht des Autos realisiert werden.
Die Realisierung geschieht wahlweise mittels PC-Unterstu¨tzung (Implementierung unter Zuhil-
fenahme des CANoe-Systems) oder direkt durch das TriCore-Board TC 1766 (5.1.2). Fu¨r diesen
Zweck ist die Implementierung der Funktionalita¨t in Software no¨tig (Steuersoftware und CAN-
Treiber, um die Kommunikation auf dem CAN-Bus zu ermo¨glichen).
Ein weiteres CAN-Bus-System (CAN 2 ) sorgt fu¨r die Anbindung des zweiten TriCore-Boards
TC 1796 (5.1.2) an den PC. Dieses Evaluationsboard dient unter anderem als Messschnittstelle
fu¨r die von uns durchgefu¨hrten Messungen (zum Beispiel die Messung des Stromverbrauchs
des TriCore-Boards TC 1766): Die Daten werden mittels Softwareunterstu¨tzung erhoben, mit
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Abbildung 7.1: Konzeption des ersten Prototyps
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Hilfe eines Analog/Digital-Wandlers (A/D-Wandler) in digitale Werte umgewandelt und zur
Auswertung und weiteren Verarbeitung an den PC u¨bermittelt. Des weiteren dient dieses Board
dazu, die Steuerung des Fahrzeugnetzboards (TC 1766) zu u¨bernehmen.
Weiterhin haben wir fu¨r unseren Prototyp Message-IDs fu¨r die CAN-Botschaften definiert, damit
dies in der Software einheitlich umgesetzt wird. Die CAN-Botschaften sind in der folgenden
Tabelle beschrieben. Dabei steht ein x in der Spalte-ID fu¨r durch die Hardware vorgegebene IDs.
ID Teil Funktion Daten
x Scheinwerfer Soll Siehe Dokumentation
x Scheinwerfer Soll Siehe Dokumentation
x Scheinwerfer Status Siehe Dokumentation
x Scheinwerfer Status Siehe Dokumentation
x Scheinwerfer Status Siehe Dokumentation
x Scheinwerfer Status Siehe Dokumentation
x Lagesensor Status Siehe Dokumentation
x Lagesensor Status Siehe Dokumentation
20* Gangwahlschalter
21* Dachelement
210 Dachelement Soll 3 Bit Licht an/aus fu¨r drei Lampen
210 Dachelement Status [-2,3] Schiebeschalter Stellungen, 3 Bit
fu¨r Taster, 3 Bit fu¨r Licht
40* TC1796
400 TC1796 Soll 1 Bit Strom an/aus, 1 Bit Reset
401 TC1796 Status Stromverbrauch 10 Bit Genauigkeit
41* TC1766
410 TC1766 Soll Digitale I/O Signale setzen
411 TC1766 Status Digitale I/O Signale abrufen
3* Fehlermessages
x Scheinwerfer
x Scheinwerfer
38* Gangwahlschalter
37* Dachelement
35* TC1796
34* TC1766
Tabelle 7.1: CAN-Botschaften
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7.2 Einzelne Arbeiten
7.2.1 Verkabelung
Die Verkabelung, vor allem die Stromversorgung, muss vorher gut geplant werden, da hier Fehler
im Betrieb fatale Folgen haben ko¨nnen. Das zur Verfu¨gung stehende Labornetzgera¨t schaltet sich
erst bei Stro¨men oberhalb von 50 A ab. Die Verkabelung wurde daher so ausgelegt, dass dieses
Maximum an Strom fließen kann, ohne Kabelbra¨nde oder a¨hnliches zu verursachen.
Die meisten Kabel sind mit 1, 5mm2 dicken Kabeln konfektioniert worden. Beim Scheinwerfer-
anschluss musste z.B. die Fahrzeugmasse sogar mit 2, 5mm2 angeschlossen werden. Die Kabel
halten dadurch pro Kabel Stro¨me von bis zu 16 A aus, pro Bananenstecker kann ein Strom von
bis zu 30 A fließen.
7.2.2 Aktoranbindung
Damit man die Scheinwerfer-Aktoren wie das Fernlicht oder das Tagfahrlicht schalten kann,
mussten wir eine Lo¨sung finden, die Stromversorgung fu¨r den Aktor unterbrechen zu ko¨nnen. Zu
diesem Zweck haben wir eine Transistorschaltung entworfen, die logikkompatibel ist. Dies hat
den Vorteil, dass wir die Steuerung der Transistoren mithilfe eines Steuerboards wie dem TC1766
steuern ko¨nnen.
Die Schaltung besteht hauptsa¨chlich aus 2 Transistoren, einem (Power-) Feldeffekttransistor
und einem ”normalen kleinen“ Transistor, der dem Powertransistor vorgelagert ist. Der kleine
Transistor hat lediglich die Aufgabe, den Powertransistor logikkompatibel zu steuern. In ersten
Entwu¨rfen mit nur einem Transistor hat dies nicht ganz geklappt, da der Transistor erst kurz
oberhalb von 3,5 V anfing aufzuregeln und Strom durchfließen zu lassen.
Aus diesem Grund haben wir einen passenden Vortransistor gewa¨hlt, um auch bei 0 - 0,8 V am
Steuerungspin des Steuergera¨ts 0 V am Ausgang des Powertransistors (und bei gro¨ßer 2,8 V die
volle Spannung von 13,8 V) anzulegen. Der entsprechende Verbraucher (z.B. das Tagfahrlicht)
kann dadurch seinen Strom vom Netzteil ziehen. Die Schaltung wurde in einem Ka¨stchen mit
Bananensteckerbuchsen eingebaut. Damit ist dieser Teil komplett in die bisherige Verkabelung
integrierbar.
Fu¨r die Verbindung zum Triboard (siehe Kapitel 5.1.2) haben wir ebenfalls Stecker konfektionie-
ren mu¨ssen. Diese mussten auf der einen Seite einen Bananenstecker und auf der anderen Seite
eine Buchse fu¨r einzelne Pinne des TC 1766 haben. Softwareseitig musste das auf dem Steuer-
board laufende Programm so angepasst werden, dass es nach dem Empfangen einer bestimmten
CAN-Nachricht einen Pin auf logisch High oder logisch Low legt. Nach den Anpassungen und
der passenden Verkabelung, ko¨nnen nun das Blinklicht, das Tagfahrlicht und das Fernlicht ent-
sprechend per CAN-Botschaft ein und ausgeschaltet werden.
Der Powertransistor ist fu¨r entsprechend hohe Stro¨me ausgelegt, wurde jedoch nur bei max.
2A betrieben. Ho¨here Stro¨me verursachen natu¨rlich auch eine ho¨here Abwa¨rme, so dass hier zu
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u¨berlegen wa¨re, ob und wie weit der Transistor zu ku¨hlen ist.
7.2.3 Sensorik
Die Realisierung einer Messumgebung war eines der prima¨ren Ziele des Projektes. Der Begriff
”Sensorik“ umfasst hier vor allem das Erfassen von analogen als auch digitalen Signalen. Durch
den Einsatz der bereits in Abschnitt 5.1.2 vorgestellten TriBoards, standen uns bis zu 44 A/D-
Wandler und bis zu 10 Ports mit jeweils zwischen 4 und 16 Pins zur Verfu¨gung, die als Ein- oder
Ausgabepin konfiguriert werden ko¨nnen.
Durch die Messumgebung sollte zum einen die Stromaufnahme eines angeschlossenen Steuer-
gera¨tes gemessen werden, und zum anderen sollten Pegela¨nderungen an digitalen Eingangspins
u¨berwacht werden. Eingangspins des TriBoards konnten so beispielsweise mit einem Steuergera¨t
verbunden werden, um Statusa¨nderungen u¨berwachen zu ko¨nnen.
Ein konkretes Beispiel ist die U¨berwachung einer Ausgangsleitung zur Ansteuerung eines Aktors.
Um die Reaktion eines Steuergera¨tes auf eine CAN-Nachricht u¨berwachen zu ko¨nnen, wird in
diesem Fall u¨berpru¨ft, ob der angeschlossene Aktor tatsa¨chlich mit Regelungssignalen (Strom-
versorgung eines Elektromotors, Schalten einer Beleuchtungseinrichtung, usw.) versorgt wird.
Strommessung
Um einen Strom messen zu ko¨nnen, kann der Spannungsabfall an einem Widerstand gemessen
werden, der in der Versorgungsleitung des entsprechenden Gera¨tes sitzt. Der Spannungsabfall an
diesem Widerstand berechnet sich nach dem Ohm’schen Gesetz zu:
U = I ∗R
Der eingesetzte Widerstand ist u¨blicherweise sehr gering (< 1 Ω) und wird auch als ”Nebenwi-
derstand“ oder ”Shunt“ bezeichnet.
Fu¨r den ersten Prototyp wurde zuna¨chst eine maximale Stromaufnahme von 500 mA angenom-
men. Der verwendete Shunt sollte 0,1 Ω besitzen. Nach dem Ohm’schen Gesetz war demnach
mit einem Spannungsabfall von
U = 0, 5A ∗ 0, 1Ω = 0,05 Volt
zu rechnen.
Die A/D-Wandler eines TriCore-Mikrocontrollers arbeiten im Bereich von 0 ... 3,3 Volt und mit
einer Auflo¨sung von 10 Bit (im Fall des FADC - Fast Analog/Digital Converter). Um die volle
Auflo¨sung des A/D-Wandlers nutzen zu ko¨nnen, musste eine Lo¨sung gefunden werden, um die am
Shunt abfallende Spannung von 0 ... 0,05 Volt auf den Spannungsbereich 0 ... 3,3 Volt versta¨rken
zu ko¨nnen.
Die beno¨tigte Versta¨rkung (engl. Gain) berechnet sich hierbei einfach nach:
Gain =
3, 3Volt
0, 05Volt
= 66
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Da der Shunt in der Versorgungsleitung eines Gera¨tes sitzt und daher mit keinem Anschluss auf
Massepotential liegt, lag der Einsatz eines Instrumentenversta¨rkers nahe.
In einem Instrumentenversta¨rker werden extrem hochohmige OPVs (Operationsversta¨rker, auch
OpAmp genannt) eingesetzt. Solche Versta¨rker besitzen Differenzeinga¨nge und einen unipolaren
Ausgang.
Nach einiger Recherche fiel die Wahl auf den INA114. Dieser Instrumentenversta¨rker besitzt 8
Anschlu¨sse:
• 2x Versorgungsspannung (V+ & V−)
• 2x Messeingang (V+IN & V−IN )
• 1x Ausgangsspannung
• 1x Spannungsreferenz (hier: Massepotential)
• 2x Versta¨rkungseinstellung (RG)
Die Versta¨rkungseinstellung erfolgt durch einen externen Widerstand. Die Formel zur Berechnung
des erforderlichen Widerstandes lautet:
G = 1 +
50 kΩ
RG
Nach Umstellen der Formel und Einsetzen der Werte (angestrebte Versta¨rkung war 66), bekommt
man den erforderlichen Widerstand fu¨r unsere Schaltung:
RG =
50 kΩ
65
= 769,23Ω
Der na¨chste lieferbare Widerstandswert aus der Reihe E12 / E24 ist 820 Ω. Setzt man diesen
Wert ein, erha¨lt man die fu¨r unsere Schaltung erreichte Versta¨rkung von:
G = 1 +
50 kΩ
820Ω
= 61,975
Der na¨chste Schritt war der Entwurf der eigentlichen Schaltung. In Abbildung 7.2 sind die oben
beschriebenen Elemente zu erkennen. Da die Platine mo¨glicherweise spa¨ter an andere zu messende
Stromsta¨rken angepasst werden ko¨nnen sollte, wurde RGain (der Widerstand zur Versta¨rkungs-
einstellung) u¨ber K6 (2x6 pol. Stiftleiste) angeschlossen. Auf diese Weise kann die aktuell beno¨tig-
te Versta¨rkung per Jumper ausgewa¨hlt werden. Zum Schutz des A/D-Wandlers auf dem TriBoard
vor U¨ber-/Unterspannung wurde der Ausgang des Instrumentenversta¨rkers u¨ber Shottky-Dioden
mit der Referenzmasse VSSFAREF und der Referenzspannung VDDFAREF des A/D-Wandlers
verbunden (FA bezieht sich hier auf den FADC des TriCores). Der Widerstand R3 dient dem
Schutz der Dioden vor U¨berstrom.
Die fertig aufgebaute Platine ist in Abbildung 7.3 zu sehen.
Zusa¨tzlich wurde ein Relais und die notwendigen Schalttransistoren auf dieser Platine verbaut,
um die zu messende Schaltung komplett von der Stromversorgung trennen zu ko¨nnen.
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Abbildung 7.2: Stromlaufplan der Strommessplatine
Die einzelnen Anschlu¨sse sind im folgenden aufgefu¨hrt:
• K2: Masse des TriBoard
• K3: Port-Pin zur Ansteuerung des Relais
• K1: Anschluss an Analogeingang des TriCore FADC
• K4: Anschluss an Referenzmasse des TriCore FADC
• K5: Anschluss an Referenzspannung des TriCore FADC
Digitale Eingangspegel messen
Jeden Port-Pin eines TriCores kann man als Ein- oder Ausgang konfigurieren. Die Messung
des an einem Eingangspin anliegenden Signalpegels erfolgt durch Abfragen des entsprechenden
Portregisters.
Messergebnisse auswerten
Alle Messergebnisse, d.h. Ergebnisse von A/D-Wandlungen und Port-Pin-Abfragen, wurden re-
gelma¨ßig in CAN-Nachrichten an den PC gesendet. Auf dem PC lief CANoe als Anwendung, das
die empfangenen Daten graphisch darstellte.
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Abbildung 7.3: Fertig aufgebaute Strommessplatine
7.2.4 Software
Realisierung des Kurvenlichts
Das TriCore-Board TC1766 u¨bernahm im Rahmen unseres ersten Prototypen die Aufgabe,
Status-Botschaften des Sensorclusters entgegenzunehmen, auszuwerten und Soll-Botschaften an
den Scheinwerfer zu senden. Die Soll-Botschaften an den Scheinwerfer mussten kontinuierlich
gesendet werden, da sich der Scheinwerfer bei Ausbleiben von Soll-Botschaften in die Ausgangs-
stellung zuru¨ckstellt. Um eine potentielle Kurvenfahrt zu erkennen, nutzten wir ein Signal des
Sensorclusters, welches die Drehrate um die Z-Achse wiedergibt. Bei U¨berschreitung eines be-
stimmten Schwellwerts sandte das TriBoard in den kontinuierlichen Soll-Botschaften ein Signal,
welches dem Scheinwerfer dazu veranlasste, sich in die Richtung auszurichten, in die der Sen-
sorcluster gedreht wurde. Dabei wurde der Scheinwerfer um einen festgelegten Wert (Winkel)
verstellt, der noch unabha¨ngig von dem genauen Wert der Drehrate war. Bei nur kurzfristiger
U¨berschreitung des Schwellwerts ha¨tte der Scheinwerfer nur ruckartig in eine Richtung gezuckt.
Um dies zu verhindern, haben wir bei U¨berschreitung des Schwellwerts diesen Wert fu¨r eine
gewisse Zeitspanne t < 0, 5s weiterverwendet. So erreichten wir sanfte Bewegungen des Schein-
werfers.
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Messsoftware auf TriBoard TC1796
Da das TriBoard TC1796 mit mehr analogen Einga¨ngen und digitalen Ein-/Ausga¨ngen ausge-
stattet ist als das TriBoard TC1766, wurde es fu¨r die aufzubauende Messumgebung verwendet.
Bereits in Abschnitt ”7.2.3 Sensorik“ wurde der Aufbau einer Messplatine beschrieben. Diese
Messplatine lieferte eine Spannung, die proportional zur Stromaufnahme eines angeschlossenen
Steuergera¨tes war.
Die Software auf dem TriBoard TC1796 hat folgende Aufgaben:
• Messung auf externen Trigger starten (CAN-Nachricht)
• Stromversorgung des angeschlossenen Steuergera¨tes herstellen (Relais ansteuern)
• analoge Spannung messen und in digitalen Wert (10 Bit) umwandeln
• digitale Pegel messen
• Messergebnisse in CAN-Nachrichten an CANoe senden
Zur Realisierung der Messsoftware sind folgende Module des TriBoards TC1796 notwendig bzw.
zu konfigurieren:
• FADC - Fast Analog Digital Converter (ein besonders schneller Analog/Digital-Wandler)
zur Messung von analogen Signalen (bspw. Spannungsabfall am Shunt)
• CAN-Modul (dazu wird der CAN-Treiber (siehe Kapitel 7.2.5) benutzt)
• I/O-Port-Pins als Ausgang (zur Steuerung des Relais)
• I/O-Port-Pins als Eingang (zur Messung von digitalen Pegeln)
Der letzte Punkt wurde auf die na¨chste Projektiteration verschoben. Als Alternative wurden die
A/D-Wandler zur Messung digitaler Pegel benutzt.
Fu¨r das Empfangen und Versenden von CAN-Nachrichten konnte der vorhandene CAN-Treiber
in unsere Software integriert werden.
Die Konfiguration des FADC und der I/O-Pins wurde in Header-Files ausgelagert, die von uns
geschrieben wurden.
Der FADC des TriCore TC1796 wurde so konfiguriert, dass eine A/D-Wandlung regelma¨ßig von
einem Timer angestoßen wurde. Das Ergebnis einer A/D-Wandlung wurde periodisch abgefragt
und in einer CAN-Nachricht versendet.
Ein I/O-Pin des TriBoard wurde als Ausgang konfiguriert, um das Relais der Strommessplatine
ansteuern zu ko¨nnen.
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Die PC-Software CANoe war ein weiterer wichtiger Bestandteil der gesamten Messumgebung.
Die Software auf dem TriBoard TC1796 und CANoe arbeiteten eng zusammen, indem Steuer-
und Statusnachrichten ausgetauscht wurden.
Der Programmablauf sah folgendermaßen aus:
• Zum Starten der Messung:
– CANoe sendet Steuernachricht zum Starten einer Messung
– TriBoard setzt Pegel des Port-Pin fu¨r das Relais auf ”high“ → Relais schließt; zu
messendes Steuergera¨t wird mit Strom versorgt
– TriBoard fragt regelma¨ßig das Ergebnis einer A/D-Wandlung ab
– Ergebnis wir in Statusnachricht versendet
– CANoe gibt Statusnachricht aus
• Zum Stoppen der Messung:
– CANoe sendet Steuernachricht zum Stoppen der Messung
– TriBoard setzt Pegel des Port-Pin fu¨r das Relais auf ”low“ → Relais o¨ffnet; zu mes-
sendes Steuergera¨t wird von der Stromversorgung getrennt
7.2.5 CAN-Bus-Treiber
Die TriBoards (siehe Kapitel 5.1.2) besitzen CAN-Schnittstellen, die wir zum Versenden und
Empfangen von Steuerbefehlen und Messwerten verwenden wollten. Fu¨r das TriBoard TC1796
wurde bereits ein entsprechender Treiber im Rahmen einer Studienarbeit erstellt, den wir freund-
licherweise benutzen durften. Der Implementierungsaufwand in Bezug auf CAN-Nachrichten
durch uns wurde dadurch auf ein Minimum reduziert.
Die Verwendung des Treibers ist sehr einfach und mit wenigen Schritten in ein Projekt einzubin-
den. Unbedingt zu beachten sind allerdings die Einstellungen der Timings (vgl. Abschnitt 7.3.1,
CAN-Bus-Timing).
7.3 Aufgetretene Probleme und deren Lo¨sungen
7.3.1 CAN-Bus-Timing
Beim Einsatz des uns zur Verfu¨gung gestellten CAN-Treibers fu¨r das TriBoard TC1796 kam es
aufgrund eines nicht exakt eingestellten Taktes zu Problemen.
Dieses Problem a¨ußerte sich durch anhaltende Bit-Fehler, die von CANoe gemeldet wurden.
Die U¨berpru¨fung des Quellcodes brachte leider keine Abhilfe, da alle Einstellungen logisch und
korrekt erschienen.
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Mit Hilfe eines Oszilloskopes konnten wir den Fehler allerdings sehr schnell eingrenzen und die
Timingeinstellungen als Ursache ausmachen. Ein erneutes Betrachten der entsprechenden Stellen
im Quellcode ermo¨glichte uns die notwendigen A¨nderungen vorzunehmen.
Zu beachten sind der Systemtakt, der interne VCO (Voltage Controlled Oscillator) und der
eingesetzte Quarz. Die betreffenden Einstellungen mu¨ssen exakt aufeinander abgestimmt sein.
Sind diese Einstellungen korrekt, wird das CAN-Modul stabil mit vollem oder halbem System-
takt versorgt (einstellbar). Zur Einstellung der Baudrate der CAN-Schnittstelle wird ein Baudra-
tenvorteiler (BRP - Baud Rate Prescaler) benutzt. Dieser muss entsprechend der gewu¨nschten
Baudrate gewa¨hlt werden.
7.3.2 Analyse der Hardwarekomponenten
Allgemein
Bei der Untersuchung der Kostal-Hardware erwies es sich als großes Problem, dass wir keiner-
lei Dokumentation zu den vorliegenden Komponenten hatten. Daher mussten wir mit großem
Aufwand die Hardware analysieren, um Pin- und Steckerbelegungen auf den Boards sowie die
Anschlussmo¨glichkeiten fu¨r das Programmiergera¨t herauszufinden.
Da die Platinen der Gera¨te teilweise mehrlagig sind, konnten wir die Leiterbahnen nicht mit
bloßem Auge verfolgen, sondern mussten eventuelle Verbindungen mit einem Multimeter ermit-
teln. Dabei musste geraten werden, wo eine ins Innere der Platine verschwindende Leiterbahn
wieder an der Oberfla¨che heraustritt. Dies erforderte ein hohes Maß an Geduld und manchmal
auch etwas Glu¨ck.
Da es sich bei der vorliegenden Hardware nicht um Entwicklungsplatinen handelt, sondern um
Serienprodukte, mussten wir die Anschlu¨sse fu¨r das Programmiergera¨t selbst anlo¨ten. Als erstes
Hindernis erwies sich dabei das Identifizieren der Kontakte zum Flashen auf dem Board. Nachdem
diese gefunden waren, ergab sich die na¨chste Schwierigkeit: die sehr kleine und dichte Bauform
der Platinen. Diese setzte fu¨r das Lo¨ten großes Geschick voraus.
Auch beim Messen von Signalen mit einem Oszilloskop erwies sich diese Bauform als Hu¨rde, da
man mit den Messkontakten die Signale nicht von den Mikrocontrollerpins und auch nur schlecht
von den Durchkontaktierungen abgreifen konnte.
Schaltermodul Lenksa¨ule
Die Analyse des Schaltermoduls Lenksa¨ule (SMLS) erwies sich als sehr problematisch.
Die fu¨r den Anschluss der Programmierschnittstelle MON08 erforderlichen Verbindungspunkte
ließen sich nur bedingt identifizieren, da die Leiterbahnen beziehungsweise Signalwege nicht mit
bloßem Auge oder per Widerstandsmessung nachvollzogen werden konnten. Somit konnte im bis-
herigen Verlauf der Projektgruppe keine zufriedenstellende Lo¨sung fu¨r die Flash-Programmierung
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gefunden werden.
Versuche, die Komponente direkt u¨ber ein selbst gebautes Kabel an einen der von dem Modul
bereitgestellten zwei CAN-Bussysteme (Antriebs- oder Komfort-CAN) anzuschließen und mittels
CANoe anzusprechen respektive das Verhalten zu simulieren, scheiterten daran, dass weder der
Antriebs- noch der Komfort-CAN der Lenksa¨ule dauerhaft reproduzierbare Signale senden bzw.
empfangen konnte.
All diese Hindernisse haben uns dazu bewegt, die Komponente Schaltermodul Lenksa¨ule nicht
in den ersten Prototyp aufzunehmen.
7.3.3 System Basis Chip
Jedes der drei Hardwaremodule von Kostal lieferte Fehler beim Versuch den Flashspeicher u¨ber
die BDM-Schnittstelle auszulesen oder zu beschreiben. Der Grund dafu¨r lag darin, dass sich
die jeweiligen Mikrocontroller in einem Schlafmodus befanden. Verantwortlich dafu¨r waren die
jeweiligen System Basis Chips, die den Energiezustand der jeweiligen Mikrocontroller steuerten.
Der System Basis Chip UJA1065 von Philips ist im Gangwahlschalter verbaut und verantwortlich
fu¨r das Aufwecken des Freescale MC9S12DG128 Mikrocontrollers. Zuna¨chst konnte der Freescale
Controller durch Anschließen von 12V an den PT-Wecken-Pin des 6-poligen Steckers wach gehal-
ten werden. Dies ermo¨glichte das Auslesen des Programmspeichers unter Verwendung der Ent-
wicklungsumgebung CodeWarrior von Metrowerks. Beim Versuch den Programmspeicher zu flas-
hen trat eine Sto¨rung in der BDM-Kommunikation auf. Daraus resultierte ein Mikrocontroller mit
bescha¨digtem Programmspeicher. Die Folge war, dass sich das Modul selbst durch Anlegen der
12V am PT-Wecken-Pin nicht aufwecken ließ. Ein ausgiebiges Studium der UJA1065-Handbu¨cher
ergab, dass durch Anlegen von 6V an dem TEST-Pin des UJA1065 der Mikrocontroller aufge-
weckt werden konnte. Diese voru¨bergehende Lo¨sung ermo¨glichte es, den Gangwahlschalter mit
eigener Software zu flashen und zu debuggen.
Der System Basis Chip L4969 (SO20) von STMicroelectronics ist im Dachelement verbaut und
zusta¨ndig fu¨r den Energiezustand des Freescale MC9S12DB128 Mikrocontrollers. Durch Dru¨cken
der mittleren Taste, die ebenfalls das Ambientelicht steuert, ließ sich das Dachelement am Leben
halten. Anders als erwartet war es mit der Software des inDart-One nur mo¨glich, den Datenspei-
cher oder einen sehr kleinen Bereich des Programmspeichers auszulesen. Jeder Versuch, einen
gro¨ßeren Programmspeicherbereich auszulesen, endete mit einer Fehlermeldung. Unter Verwen-
dung des CodeWarriors tauchten diese Schwierigkeiten zuna¨chst nicht auf. Wie beim Gangwahl-
schalter wurde auch die Software auf dem Mikrocontroller des Dachelements beim Flashversuch
bescha¨digt. Im Folgenden ließ sich auch der Freescale MC9S12DB128 nicht mehr aufwecken. Laut
Handbuch des L4969 mussten die Pins NRES und V1 verbunden werden, damit der Freescale
Mikrocontroller nach dem Einschalten nicht in den Schlafzustand u¨berfu¨hrt werden konnte. Diese
voru¨bergehende Lo¨sung ermo¨glichte es, das Dachelement mit eigener Software zu flashen und zu
debuggen.
Beide System Basis Chips, UJA1065 und L4969 (SO20), verfu¨gen u¨ber einen CAN-Bus, der zum
Aufwecken der Mikrocontroller benutzt werden kann. Leider war dies in keinem Laborversuch
gelungen.
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Eine mo¨gliche Lo¨sung wird es sein, hardwareseitig die beno¨tigten Verbindungen an den Pins der
jeweiligen System Basis Chips fest zu verdrahten. Beim Dachelement ko¨nnten die Pins NRES
und V1 mit Hilfe eines Schalters verbunden werden. Diese Lo¨sung birgt jedoch das Risiko, die
Hardwaremodule von Kostal zu bescha¨digen. So ist bereits der TEST-Pin am UJA1065 System
Basis Chip abgebrochen.
Aus diesem Grund wird eine softwareseitige Lo¨sung angestrebt. Beide System Basis Chips verfu¨gen
u¨ber eine serielle Schnittstelle (SPI - Serial Peripheral Interface). Beim Start der Hardwaremo-
dule wecken die beiden System Basis Chips ihren jeweiligen Mikrocontroller auf und warten ein
vorgegebenes Zeitintervall auf eine SPI-Nachricht. Durch die SPI-Kommandos ist es mo¨glich, den
jeweiligen System Basis Chip zu deaktivieren oder zumindest zum Erhalten des Wachzustandes
zu bewegen. Erste Versuche in diese Richtung wurden bereits unternommen.
Beim Lenksa¨ulenmodul ist es nicht gelungen, einen System Basis Chip ausfindig zu machen.
Selbst die fu¨r den Anschluss der Programmierschnittstelle MON08 erforderlichen Verbindungs-
punkte ließen sich nur bedingt identifizieren.
7.4 Stand der Realisierung
Nachdem die Zielbestimmungen fu¨r den ersten Prototyp festgelegt wurden, und die damit ver-
bundenen Forschungsarbeiten weitesgehend abgeschlossen waren, erfolgte die Implementierung
des Prototyps.
Wa¨hrend dieser Umsetzung traten die im vorherigen Abschnitt erwa¨hnten und zum Teil sehr
zeitaufwa¨ndigen Hindernisse auf, die trotzdem zum gro¨ßten Teil bewa¨ltigt werden konnten.
Der Prototyp besteht wie vorgesehen aus den Teilbereichen Fahrzeugnetz und Steuerungs- bzw.
Messumgebung.
Um diese beiden Bereiche physisch miteinander verbinden zu ko¨nnen, wurden zwei CAN-Bussysteme
entwickelt. Das erste (CAN1) verbindet die Fahrzeugkomponenten Scheinwerfer und Sensorclus-
ter untereinander und bietet des weiteren eine Verbindung zum TriCore-Board TC 1766, welches
als Steuerzentrale fu¨r dieses Teilnetz fungiert. Optional ist die Simulation dieses Netzes auch
noch u¨ber den PC mittels CANoe mo¨glich. Auf dem TriBoard TC 1766 befindet sich die von
uns geschriebene Steuerungssoftware, mit welcher es mo¨glich ist, die angestrebte Demonstration
einer Kurvenfahrt mit automatischer Scheinwerferausrichtung zu realisieren.
Das zweite CAN-Bussystem (CAN2) sorgt fu¨r die Anbindung des zweiten TriCore-Boards (TC1796),
das fu¨r die Steuerungs- und Messumgebung verantwortlich ist, an den PC.
Mit Hilfe dieses Boards und der selbst entworfenen Strommessplatine ko¨nnen Messungen durch-
gefu¨hrt werden. Diese Messungen ko¨nnen zum einen die Stromaufnahme eines angeschlossenen
Steuergera¨ts zum anderen aber auch Pegela¨nderungen an digitalen Eingangspins, zum Beispiel
bei Statusa¨nderungen eines Steuergera¨ts, umfassen. Nach einer gegebenenfalls notwendigen Um-
wandlung analoger in digitale Werte ko¨nnen diese zur weiteren Auswertung, Verarbeitung und
Visualisierung an den PC weitergeleitet werden.
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Zusa¨tzlich zu dieser Messfunktionalita¨t dient das TriCore-Board TC 1796 zur Steuerung des
angeschlossenen Fahrzeugnetzboards TC 1766.
Um die Kommunikation zwischen den TriCore-Boards TC 1766 und TC1796 und den ange-
schlossenen Steuergera¨ten zu gewa¨hrleisten, wurde ein CAN-Treiber, der bereits im Rahmen
einer Studienarbeit entwickelt wurde, an die boardspezifischen Anforderungen angepasst.
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Kapitel 8
Zweiter Prototyp
8.1 U¨berblick
Die zweite Phase des Prototypings umfasste die Erstellung eines weiteren Prototyps, bevor das
Endprodukt fertig gestellt werden konnte.
Der zweite Prototyp kann zuna¨chst ebenfalls in die zwei Hauptbestandteile Fahrzeugnetz und
Steuer- bzw. Messumgebung kategorisiert werden. Da diese Ausbaustufe der O¨ffentlichkeit auf
dem Campusfest pra¨sentiert werden sollte, wurde der Demonstrator bzw. die Benutzerschnitt-
stelle stark verbessert, indem den Besuchern die Mo¨glichkeit gegeben wurde, die Funktionalita¨t
des Aufbaus und somit das Zusammenspiel der einzelnen Komponenten live erleben zu ko¨nnen.
Hierfu¨r wurde die Open-Source-Rennsimulation TORCS1 an unsere Bedu¨rfnisse angepasst und
in den Demonstrator eingegliedert. Um diese Rennsimulation spielen zu ko¨nnen, wurde ein han-
delsu¨bliches PC-Lenkrad (siehe Kapitel 8.2.4) als Grundlage beschafft und so modifiziert, dass
Eingaben wie zum Beispiel Beta¨tigen der Kno¨pfe und das eigentliche Lenken in CAN-Nachrichten
umgewandelt werden und an die entsprechenden Kommunikationspartner weitergeleitet werden
konnten.
Das Fahrzeugnetz konnte um einige neue Funktionalita¨ten erweitert werden. So ist es gelungen,
den Gangwahlschalter (siehe Kapitel 5.1.6) in den Aufbau einzubauen und die hierfu¨r beno¨tigte
Software zu implementieren. Somit wurde es ermo¨glicht, die Rennsimulation um die Features ma-
nuelle und automatische Gangschaltung zu erweitern. Die Ga¨nge der Rennwagen konnten somit
”per Hand“ oder automatisch geschaltet werden. Die Interaktivita¨t der Rennsimulation wurde
zusa¨tzlich mittels der Scheinwerfer (siehe Kapitel 5.1.3) erho¨ht. Diese reagierten zum Beispiel
auf eine Kurvenfahrt des Rennwagens, indem das Licht automatisch an die Straßenverha¨ltnisse
angepasst werden konnte. Des weiteren wurde das Blinklicht in den Rennablauf eingegliedert,
wodurch die Simulation erneut realistischer gestaltet werden konnte.
Die Kommunikation der einzelnen Komponenten erfolgte nach wie vor u¨ber den schon im ersten
1http://torcs.sourceforge.net/
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Prototyp eingesetzten CAN1-Bus. Die Kommunikation der Steuer- und Messumgebung mit der
Benutzerschnittstelle erfolgte mit dem schon im ersten Prototyp bewa¨hrten CAN2-Bus.
Des weiteren konnte die Steuer- und Messumgebung weiter verfeinert, getestet und in ProOSEK
eingebettet werden.
Der resultierende Aufbau ist in der folgenden grafischen U¨bersicht zusammengefasst (siehe Abbil-
dung 8.1). Hierbei sind den einzelnen Komponenten die jeweiligen Steuer- und Statusnachrichten
zugeordnet, wodurch eine grobe U¨bersicht u¨ber den zustandekommenden Nachrichtenaustausch
vermittelt wird.
Abbildung 8.1: Konzeption des zweiten Prototyps
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8.2 Einzelne Arbeiten
8.2.1 Verkabelung
Um die Verkabelung des gesamten Versuchaufbaus zu gewa¨hrleisten, mussten zum Teil große
Leitungswege u¨berbru¨ckt werden. Hierbei fiel auf, dass vor allem die Scheinwerfer ein wahres
Bu¨ndel von Leitungen beno¨tigten. Dieses Bu¨ndel wu¨rde auf dem Campusfest eine wesentlich
la¨ngere Strecke zuru¨cklegen mu¨ssen. Da die Standard-Labormesskabel max. nur 1m lang sind,
mussten diese stets ineinander gesteckt werden, wollte man eine ausreichende Kabella¨nge fu¨r das
Campusfest erreichen.
Parallel zur Planung des Standes auf dem Campusfest entstand der erste Gedanke, die Steu-
erkabel alle in einem 10 m langen Kabel unterzubringen, um so die Kabelanzahl drastisch zu
reduzieren. Dies schlug jedoch leider fehl. Obwohl extra ein 20 adriges Kabel gewa¨hlt wurde,
welches so konfektioniert wurde, dass stets eine Masseleitung neben einer Steuerleitung aufge-
legt war, funktionierte die Signalu¨bertragung nicht. Mit zehn ineinandergesteckten Messkabeln
(Querschnitt 1, 5mm2) funktionierte die Signalu¨bertragung jedoch tadellos. Der zweite Gedanke,
elf Kabel a´ 10 Meter zu konfektionieren, scheiterte in der Umsetzung auch an der Tatsache,
dass der Spannungsabfall u¨ber die Leitungsla¨nge bei dem gewa¨hlten Querschnitt von 1, 5mm2
zu groß war. Je nach Scheinwerfer resultierte dies entweder in einem ein- oder ausgeschalteten
Zustand, vermutlich je nachdem, welche elektrotechnischen Eigenschaften die im Scheinwerfer
verbaute Elektronik aufwies. Da in der Zwischenzeit das Campusfest wesentlich na¨her geru¨ckt
war, wurden die Kabelwege nochmal neu und genauer ausgerechnet und ein Kabelweg von nur
noch ca. 5 Metern ermittelt. Dieser wurde dann mit Messkabel a´ 1 Meter, die ineinander gesteckt
waren, hergestellt.
8.2.2 Sensorik
Strommessplatine
Die Strommessplatine, die schon fu¨r den ersten Prototypen geplant und aufgebaut wurde, hatte
leider zuna¨chst einen kleineren, nicht sofort ersichtlichen Fehler. Dieser Fehler lag zum einen
an einer fehlerhaften Beschaltung und zum anderen an einer fehlenden Referenzmasse an den
Einga¨ngen des Instrumentenversta¨rker-ICs INA114. Im folgenden Abschnitt erfolgt eine kurze
Beschreibung des Fehlers und der vorgenommenen Vera¨nderungen an der Schaltung.
Fehlerbeschreibung
Der an einem Shunt gemessene Spannungsabfall wurde an die Einga¨nge des Instrumenten-
versta¨rkers gelegt. U¨ber einen externen Widerstand konnte der Versta¨rkungsfaktor festgelegt
werden. Am Ausgang konnte nun die versta¨rkte Spannung gemessen und von einem angeschlos-
senen TriBoard ausgewertet werden. Die Ausgangsspannung zeigte allerdings ein nicht nach-
zuvollziehendes Verhalten. Die Ausgangsspannung bewegte sich im Bereich von wenigen mV,
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Abbildung 8.2: Stromlaufplan der Strommessplatine, 2. Prototyp
obwohl bereits die Eingangsspannung teilweise ho¨her lag. Bei einem Versta¨rkungsfaktor von ca.
62 (dieser Wert ergab sich aufgrund von Voru¨berlegungen, die bereits beim ersten Prototypen
angestellt worden waren, vgl. hierzu den Abschnitt zur Strommessung 7.2.3) war demnach eine
wesentlich ho¨here Ausgangsspannung zu erwarten.
Nach erneutem Konsultieren des Datenblattes ergab sich ein erster Hinweis auf eine fehlerhaf-
te Beschaltung. Der interne Aufbau des Instrumentenversta¨rkers INA114 besteht im Grunde
aus Operationsversta¨rkern (fu¨r eine exakte Beschreibung sei hier auf das Datenblatt verwiesen).
Operationsversta¨rker beno¨tigen, bis auf wenige Ausnahmen, eine symmetrische Spannungsver-
sorgung, d.h. eine positive und eine negative Versorgungsspannung. Dies wurde beim ersten
Prototypen nicht beachtet und nun korrigiert.
Die Erzeugung einer negativen Spannung wurde mit Hilfe einer sog. Ladungspumpe realisiert,
dem IC ICL7660. Diese A¨nderung brachte leider keine Verbesserung des Verhaltens. Nun folgte
die Suche in diversen Foren nach vergleichbaren Schaltungen und Problemen, wobei wir auf eine
fehlende Referenzmasse aufmerksam wurden.
Die Strommessplatine wurde so aufgebaut, dass eine high-side current-Messung durchgefu¨hrt
wurde, d.h. es wurde der Spannungsabfall an einem Shunt gemessen, der sich in der positiven
Versorgungsspannungsleitung des entsprechenden Verbrauchers befand. Diese Art der Beschal-
tung der Einga¨nge des Instrumentenversta¨rkers fu¨hrt dazu, dass keiner der beiden Einga¨nge eine
Verbindung zu einem definierten Massepotential hat. Um dies zu beheben, wurden Widersta¨nde
im MΩ-Bereich eingesetzt, welche die Einga¨nge des Instrumentenversta¨rkers mit der Masse ver-
binden. Nach diesen Vera¨nderungen konnte nun das gewu¨nschte Verhalten der Strommessplatine
erreicht werden. Im der Abbildung 8.2 befindet sich der angepasste Stromlaufplan mit allen hier
beschriebenen Vera¨nderungen.
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8.2.3 Software
Fahrzeugfunktion - Scheinwerfer
Die Scheinwerfer, die uns zur Verfu¨gung gestellt wurden, haben eigene Steuergera¨te verbaut, die
allerdings nur fu¨r die Steuerung der Servos fu¨r das Kurvenlicht zusta¨ndig sind. Es wird dabei auf
CAN-Nachrichten gelauscht, deren Inhalt angibt, in welche Richtung (angegeben in Schritten)
der Lichtkegel leuchten soll. Der Lichtkegel kann dabei in vier Richtungen verstellt werden:
• Kurvenlicht: rechts / links
• Leuchtweitenregulierung: oben / unten
Die eigentlichen Leuchtmittel wie Glu¨hbirnen, LEDs und Xenon-Lampen werden direkt mit
Strom versorgt, ohne dass dafu¨r ein Steuerboard vorhanden ist.
Da uns mit den TriBoards leistungsfa¨hige Mikrocontrollerboards zur Verfu¨gung standen, die auch
die CAN-Nachrichten fu¨r das Kurvenlicht bereitstellen konnten, sollte eines dieser TriBoards die
komplette Steuerung der beiden Scheinwerfer u¨bernehmen.
Fu¨r die zu entwickelnde Software wurden dazu folgende Voru¨berlegungen angestellt:
• Das TriBoard sollte CAN-Nachrichten erhalten, die festlegen, welche Lampen ein/ausge-
schaltet werden sollen (Abblendlicht, Blinker, usw.).
• Um die Lampen anzusteuern sollten, I/O-Pins benutzt werden.
• I/O-Pins ko¨nnen nur wenig Strom liefern, daher musste der Hauptstrom geschaltet werden
(siehe Transistorka¨stchen).
Zuna¨chst wurde ein Nachrichtenformat festgelegt, das die notwendigen Informationen zur Steue-
rung der Lampen beinhaltet, sowie eine noch nicht belegte CAN-ID gewa¨hlt.
CAN-ID: 500h
Bit 7 6 5 4 3 2 1 0
Bedeutung - - Abblend- Tagfahr- Stand- Fern- Blinker Blinker
licht licht licht licht rechts links
Tabelle 8.1: Aufbau der CAN-Nachricht zur Steuerung der Scheinwerfer
Die I/O-Pins des TriBoards mussten je nach angeschlossener Funktion einen Pegel halten oder ein
alternierendes Signal ausgeben. Die Hauptscheinwerfer beno¨tigen natu¨rlich ein kontinuierliches
Signal, ebenso der Spiegel fu¨r das Fernlicht und das Tagfahrlicht.
Ein Richtungsanzeiger/Blinker wird hingegen naturgema¨ß in einem bestimmten Rhythmus ein-
und ausgeschaltet. Fu¨r Deutschland ist dabei laut StVZO §54 eine Blinkfrequenz von 60/min
±30 einzuhalten.
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Eine Besonderheit ist bei dem Tagfahrlicht/Standlicht zu beachten. Diese Leuchteinheit besteht
aus LEDs, die beide Funktionen u¨bernehmen.
• Wird das Tagfahrlicht eingeschaltet, so werden die LEDs kontinuierlich mit Spannung ver-
sorgt.
• Wird das Standlicht eingeschaltet, so werden die LEDs mit einem PWM-Signal versorgt.
Durch die Ansteuerung mit einem PWM-Signal (Pulsweitenmodulation) ko¨nnen die LEDs ge-
dimmt werden. Da LEDs sehr flink sind, ist es notwendig die Versorgungsspannung mit einer
hohen Frequenz ein- und auszuschalten. Durch Vera¨nderung des Verha¨ltnisses von On- zu Off-
zeit kann damit eine LED in bestimmten Grenzen gedimmt werden, da das menschliche Auge
zu tra¨ge ist, um das ein- und ausschalten wahrzunehmen. Wird die Frequenz und das Verha¨ltnis
falsch gewa¨hlt, kann es allerdings zum Flackern kommen.
Fahrzeugfunktion - Lenkrad
Um den zweiten Prototypen auch fu¨r Pra¨sentationszwecke zu nutzen, haben wir ein Gaming-
Lenkrad (siehe Kapitel 8.2.4) zur Verfu¨gung gestellt bekommen.
Bei einer genauen Pru¨fung des im Lenkrad befindlichen Potentiometers hat sich ergeben, dass
wir asymmetrische Werte fu¨r die Lenkradpositionen erhalten. Zudem hat sich herausgestellt, dass
TORCS nur Werte zwischen -100 und 100 verarbeiten kann.
Fu¨r die Steuerung der Scheinwerfer gab es folgende Voru¨berlegungen:
• Unterteilung des Lenkradwinkels in Sektoren von -100 bis +100
• Filtern von ha¨ufigen Peaks
• Hebel nach oben/Taste 2B: rechter Blinker an/aus
• Hebel nach unten/Taste 2A: linker Blinker an/aus
• Hebel nach hinten: Abblendlicht an/aus
• Hebel nach vorne: Fernlicht an/aus
Als erstes haben wir die Lenkwinkel des Lenkrads zu beiden Seiten so angepasst, dass wir zwei
symmetrische Bereiche haben. Zudem haben wir die Bereiche in Schritte von -100 bis +100
unterteilt. Damit die Lenkung mo¨glichst stabil ist, haben wir einen Bereich von -3 bis 5 als
Geradeausfahrt festgelegt. Da wir beim Testen der Software einige ungewollte Ausschla¨ge der
Werte beobachtet haben, was auf die schon etwas a¨ltere Hardware zuru¨ckzufu¨hren ist, haben wir
die ha¨ufigsten Peaks ausgefiltert.
Letztendlich haben wir die CAN-Nachricht entworfen, die den Status des Lenkrads u¨bermittelt:
CAN-ID: 220h
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Byte 4 3 2 1 0
Bedeutung Tasten X-Achse - Y-Achse -
Tabelle 8.2: Aufbau der CAN-Nachricht zum Senden des Lenkradstatus
Bei dieser Nachricht ist zu beachten, dass die Tasten dieselben Signale wie der Hebel am Lenkrad
senden. Die X-Achse gibt in dieser Nachricht die Werte fu¨r den Lenkwinkel und die Y-Achse die
Werte fu¨r die Bremse und das Gaspedal an.
Mit dem Festlegen der Funktionen des Lenkrads haben wir auch die CAN-Nachricht entworfen,
welche an das TriBoard zur Scheinwerfersteuerung gesendet wird:
CAN-ID: 501h
Bit 5 4 3 2 1 0
Bedeutung Abblend- Tagfahr- Stand- Fern- Blinker Blinker
licht licht licht licht rechts links
Tabelle 8.3: Aufbau der CAN-Nachricht zur Steuerung der Scheinwerfer mit dem Lenkrad
Im Endeffekt wurde hier die Scheinwerfer-Status-Nachricht genommen, um die Kommandos des
Lenkrads erga¨nzt und dann an das Steuerboard fu¨r die Scheinwerfer gesendet.
Einbettung in OSEK
Mess- & Steuerumgebung
Neben der Realisierung der eigentlichen Fahrzeugfunktionen war auch die Realisierung einer
Mess- und Steuerumgebung ein wesentlicher Bestandteil der PG.
Grundsa¨tzlich sollte es mo¨glich sein, zwei verschiedene Arten von Messungen vorzunehmen:
• digitale Pegel
• analoge Signale
Die Messung digitaler Pegel soll der U¨berwachung von I/O-Pins eines Steuergera¨tes (oder eines
Mikrocontrollerboards) dienen. Wird bspw. der I/O-Pin eines Fahrzeugfunktionsboards auf high-
Pegel geschaltet, so kann die Mess- und Steuerumgebung dies detektieren.
Um die digitalen Pins zu schu¨tzen (Ausgang auf Ausgang geschaltet), sollten die ADCs (A/D-
Wandler) benutzt werden, da diese einen sehr hohen Eingangswiderstand haben und daher un-
empfindlicher sind.
Analoge Signale treten in unserem Aufbau nur im Zusammenhang mit der Strommessplatine auf.
Hier wird die Stromversorgung eines Verbrauchers (bis ca. 2A) gemessen, indem der Spannungs-
abfall an einem Shunt betrachtet wird.
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Die Messung der Stromaufnahme soll Aufschluss daru¨ber geben, ob bspw. das Aktivieren/Deak-
tivieren von Peripherie auf einem Mikrocontrollerboard oder die Ausfu¨hrung bestimmter Algo-
rithmen/Funktionen zu einem merklichen Anstieg/Abfall der Stromaufnahme fu¨hrt.
Dazu sind einige Punkte zu beachten, die in der Mess- und Steuerumgebung umgesetzt werden
mu¨ssen:
• Messung mit hoher Auflo¨sung, um leichte Schwankungen erkennen zu ko¨nnen
• Messung in kurzer zeitlicher Abfolge, um kurzzeitige Vera¨nderungen erkennen zu ko¨nnen
Diese beiden Punkte fu¨hren dazu, dass eine relativ große Menge an Daten anfa¨llt. Die FAD-
Cs (Fast Analog Digital Converter) auf einem TriBoard arbeiten mit einer Auflo¨sung von 10
Bit. Orientiert man sich an aktuell verfu¨gbaren Datenloggern, so sind Sampleraten von bis zu
250kS/sec. u¨blich.
Dies fu¨hrt zu 2,5 MBit an Daten pro Sekunde. Da die Daten u¨ber den CAN-Bus an einen PC
gesendet werden sollen, ist es notwendig, die Datenmenge pro Sekunde einzuschra¨nken. Da die
Stromaufnahme nur zu bestimmten Zeitpunkten, bei denen eine merkliche Vera¨nderung in der
Stromaufnahme anzunehmen ist, interessiert, ist es sinnvoll, Messungen zu speichern und spa¨ter
abzurufen. Das Abrufen der Messdaten kann dabei mit langsamer Geschwindigkeit erfolgen. Um
auch schon wa¨hrend einer Messung Daten auswerten zu ko¨nnen, soll ein Anteil der Samples sofort
gesendet werden.
Die Speicherung der Messdaten macht natu¨rlich erforderlich, dass Zeitstempel verwendet werden.
Diese Zeitstempel ermo¨glichen es, die spa¨ter ausgelesenen Werte mit bestimmten Ereignissen
(Aufrufen einer Methode, Ansteuern eines I/O-Pins, Einschalten der ADCs, etc.) in Bezug zu
setzen.
Die verwendeten Zeitstempel werden als 32-Bit Werte realisiert, und a¨hnlich einem Counter
verwendet. Beim Start der Software wird der Zeitstempel mit 0 initialisiert und danach sta¨ndig
weiter hochgeza¨hlt (bei einem U¨berlauf wird wieder bei 0 gestartet). Eine Messung erfolgt dabei
immer zu einem eindeutigen ”Za¨hlerstand“, und kann bei der Auswertung als Referenz verwendet
werden.
Neben der Messung von Pegeln/Signalen eines angeschlossenen Steuergera¨tes/Mikrocontroller-
boards soll eine Steuerung dieses Boards mo¨glich sein. Diese Steuerung soll sich zuna¨chst auf das
Ein-/Ausschalten und die Mo¨glichkeit eines Resets beschra¨nken.
Ein TriBoard war auch hier die Grundlage fu¨r die Erstellung der beschriebenen Mess- und Steuer-
umgebung, die u¨ber CAN-Nachrichten gesteuert werden soll.
Fu¨r die zu entwickelnde Software wurden dazu folgende Voru¨berlegungen angestellt (siehe Kapitel
4, Anforderungen an das Projekt):
• Das Messen digitaler Pegel muss mo¨glich sein.
• Das Messen analoger Signale muss mo¨glich sein.
PG 522: Endbericht 94 von 137
Zweiter Prototyp 8.2
• Das TriBoard sollte CAN-Nachrichten erhalten, die festlegen, welche Funktion ausgefu¨hrt
wird (Strom messen, Daten senden,...).
Zuna¨chst wurde ein Nachrichtenformat festgelegt, das die notwendigen Informationen zur Steue-
rung der Mess- und Steuerumgebung entha¨lt, sowie eine noch nicht belegte CAN-ID gewa¨hlt.
CAN-ID: 400h
Bit 7 6 5 4 3 2 1 0
Bedeutung - - - - Messwerte Strom Reset Ein/Aus
senden messen
Tabelle 8.4: Aufbau der CAN-Nachricht zur Steuerung der Mess- und Steuerumgebung
Die Daten, die von der Mess- und Steuerumgebung versendet werden, mussten ebenfalls ein
eindeutiges Nachrichtenformat erhalten:
Stromaufnahme
CAN-ID: 401h (On-the-fly wa¨hrend einer Messung)
CAN-ID: 700h (gespeicherte Werte)
Byte 0 1 2 3 4 5 6 7
Bedeutung Zeit- Zeit- Zeit- Zeit- Messwert Messwert - -
stempel stempel stempel stempel Bits 9-8 Bits 7-0
Tabelle 8.5: Aufbau der CAN-Nachricht von Analogen Messdaten
Digitale Pegel
CAN-ID: 402h
Byte 0 1 2 3 4 5 6 7
Bedeutung Zeit- Zeit- Zeit- Zeit- Messwerte - - -
stempel stempel stempel stempel
Tabelle 8.6: Aufbau der CAN-Nachricht von Digitalen Messdaten
Das Byte fu¨r Messwerte ist dabei folgendermaßen aufgebaut:
In der Tabelle 8.7 beziehen sich die Angaben der Form ”ANxx“ auf den entsprechenden Eingang
des ADCs. Diese Bezeichnung wird ebenfalls auf den Erweiterungsboards verwendet.
TORCS
Als Demonstrator fu¨r unsere Arbeit war es unser Ziel den Aufbau in eine Fahrsimulation zu
integrieren und diese damit zu steuern. Zu diesem Zweck bot sich das Open-Source-Projekt
TORCS an. Der Fortschritt der Projektgruppe ermo¨glichte es zum Zeitpunkt der Demonstration
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Bit 7 6 5 4 3 2 1 0
Bedeutung - AN11 AN10 AN9 AN8 AN7 AN2 AN0
Tabelle 8.7: Aufbau des Byte fu¨r die Messwerte in der CAN-Nachricht von digitalen Messdaten
sowohl den Gangwahlschalter, als auch die Scheinwerfer in den Aufbau zu integrieren. Sa¨mtliche
Funktionen des Gangwahlschalters konnten dabei zu Verarbeitung in der Rennsimulation ge-
nutzt werden. Auch beim Scheinwerfer konnten wir die meisten Funktionen integrieren: Blinker,
Standlicht, Tagfahrlicht, Abblendlicht, Fernlicht, sowie Kurvenlicht abha¨ngig vom Lenkwinkel.
Das in Kapitel 8.2.4 beschriebene Gaming-Lenkrad diente dabei als Ersatz der nicht einsetzbaren
Lenksa¨ule.
TORCS selbst lief auf einem Laptop. Der Quellcode des Spiels wurde so modifiziert, dass es mit-
tels eines selbstgebauten USB-Adapters auf dem CAN-Bus zugreifen konnte. So war es mo¨glich,
die Daten direkt vom CAN-Bus auszulesen und zu verarbeiten. Fu¨r TORCS relevant waren da-
bei eine Nachricht vom Gangwahlschalter sowie eine Nachricht vom TriCore-Board des Lenkrads.
Die Gangwahlschalter-Nachricht enthielt Informationen u¨ber den jeweiligen Modus (Automatik:
Drive, Neutral, Parken, Tiptronic), die Nachricht des Lenkrads enthielt hingegen die Stellung
des Lenkrads und der Pedalerie sowie den Status der Blinker, des Abblendlichts und des Fern-
lichts. Neben den empfangenen Nachrichten sendete TORCS selbst eine Status-Nachricht. Diese
enthielt die Geschwindigkeit des Fahrzeugs zur Verarbeitung in anderen Fahrzeugkomponenten
(z.B. im Gangwahlschalter).
Im Quellcode selbst bedurfte es einiger Suche, um eine Stelle zu finden, an der wir diese Informa-
tionen ins Spiel einfließen lassen konnten. Letztendlich sind wir auf die Datei human.cpp gestoßen,
in der unter anderem die Fahrzeugsteuerung implementiert war. In eine Initialisierungsmethode,
in der beispielsweise die Joystickinitialisierung untergebracht war, fu¨gten wir die Initialisierung
des USB-CAN-Adapters ein. Außerdem wurde die USB-Verbindung gestartet und ein Nachrich-
tenfilter gesetzt, damit nur fu¨r das Spiel bestimmte Daten vom CAN-Bus gelesen und in die
Queue aufgenommen werden. Die Steuerung des Spiels selber fand hauptsa¨chlich in der Methode
”common drive“ statt. Dort werden unter anderem die Tastatur-, Maus- und Joystickeingaben
abgefragt. In dieser Methode haben wir das Auslesen des USB-CAN-Adapters implementiert.
Anhand der Nachrichten wurde dann u¨berpru¨ft, was zu tun ist. So konnte im Spiel das Licht des
Fahrzeugs ein- und ausgeschaltet werden, geschaltet werden und natu¨rlich das Fahrzeug gesteu-
ert werden. All diese Methoden wurden in der Methode common drive umgesetzt. Dort haben
wir das Spiel auch dahingehend erweitert, dass wa¨hrend des Rennens zwischen dem Automatik-
und dem Tiptronicmodus hin- und hergeschaltet werden kann. In der Originalversion ist die
Wahl zwischen diesen beiden Modi nur vor einem Rennen u¨ber das Menu¨ vorgesehen. Von der
Eventloop von TORCS erfolgt der Aufruf einer der beiden Methoden ”drive at“ und ”drive mt“,
die ebenfalls in der Datei human.cpp zu finden sind. Welche Methode aufgerufen wird, ha¨ngt da-
von ab, ob die manuelle Schaltung oder die Automatikschaltung ausgewa¨hlt wurden. ”drive at“
steht dabei fu¨r ”drive automatic transition“, ”drive mt“ entsprechend fu¨r ”drive manual tran-
sition“. Wurde nun wa¨hrend des Spiels umgeschaltet, wurde von uns eine Variable gesetzt, die
den ausgewa¨hlten Schaltmodus speichert. Beim Aufruf der Methoden durch die Eventloop, wird
nun gleich zu Beginn u¨berpru¨ft, ob die Methode zum gewu¨nschten, in der Variable gespeicher-
ten Spielmodus passt. Falls dies nicht der Fall ist, wird die Methode entsprechend gewechselt.
Wa¨hrend die manuelle Schaltung von uns selbst implementiert wurde, wurde die Automatik-
schaltung von TORCS u¨bernommen. Eine besondere Herausforderung war die Lenkbarkeit mit
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dem Lenkrad. Eine 1:1-Umsetzung der empfangenen Signale ha¨tte zu einer a¨ußerst empfindlichen
Lenkung gefu¨hrt, was das Spiel besonders bei ho¨heren Geschwindigkeiten beinahe unspielbar ge-
macht ha¨tte. Daher war es erforderlich, die Lenkwirkung an die Geschwindigkeit des Fahrzeugs
zu koppeln. Außerdem haben wir vorherige Lenkungswerte in die Berechnung der Lenkwirkung
einbezogen, um eine allzu ruckartige Lenkung zu vermeiden und die Lenkung mo¨glichst flu¨ssig zu
gestalten. Daru¨ber hinaus hatte das alte Gaming-Lenkrad ein relativ schlechte Mechanik, so dass
zum Beispiel der Nullzustand des Lenkrads nicht immer den selben Wert hatte. Diese falschen
Werte hieß es zu ignorieren, so dass zumindest eine Geradeaus-Fahrt halbwegs mo¨glich war. Es
brauchte einige Tests, bis wir ein zufriedenstellendes Ergebnis erreicht hatten.
8.2.4 Hardware
System Basis Chip des Gangwahlschalters
Der System Basis Chip des Gangwahlschalters dient als Basis-Chip auf der Platine. U¨ber ihn wer-
den Bauteile mit der beno¨tigten Spannung versorgt, er dient als Transceiver fu¨r CAN-Botschaften
und u¨ber ihn kann weitere Peripherie aktiviert werden. Konfigurieren la¨sst sich der System Basis
Chip u¨ber 16 Bit lange SPI-Nachrichten, die vom Mikrocontroller an den System Basis Chip ge-
sendet werden. Mit diesen SPI-Nachrichten ko¨nnen die Werte in den Registern zur Konfiguration
des System Basis Chips gea¨ndert werden.
Unmittelbar nach dem Anlegen der Versorgungsspannung an den Gangwahlschalter schaltet der
System Basis Chip die Versorgungsspannung V1 fu¨r den Mikrocontroller ab, falls der System
Basis Chip nicht mit einer der nachfolgenden Methoden zuvor in den Software Development
Mode versetzt wurde.
1. Software Development Mode per “Hardware”
Diese Methode muss genutzt werden, falls fehlerhafte Software auf den Gangwahlschalter ge-
flasht wurde und fu¨r den Mikrocontroller keine Spannung mehr u¨ber V1 ausgegeben wird. In
diesem Fall wird die Leiterbahn zwischen dem Test-Pin (Pin 16) des System Basis Chips und
der unmittelbar folgenden Durchkontaktierung aufgetrennt. Dieser Schritt ist notwendig, da der
Test-Pin direkt mit der Masse der BDM-Schnittstelle verbunden ist und an den Test-Pin 6V an-
gelegt werden mu¨ssen. Das Auftrennen der Leiterbahn ist bereits bei allen aktuell vorhandenen
Gangwahlschaltern durchgefu¨hrt. Um nun 6V an den Test-Pin anzulegen, muss folgenderma-
ßen vorgegangen werden. An die Hauptstromversorgung (Bananenstecker) des Gangwahlschalter
werden 13,8V angeschlossen (Netzteil noch nicht anschalten!). Von einem weiteren Netzteil mit
6V wird die Masse mit der Masse des 13,8V-Netzteils verbunden. Nun kann der Plus-Pol des
6V-Netzteils mit dem Test-Pin verbunden werden, z.B. u¨ber eine Messspitze eines Multimeters.
Zuerst wird das 6V-Netzteil und anschließend das 13,8V-Netzteil angeschaltet. Jetzt wird der Mi-
krocontroller mit Strom versorgt und es kann neue Software auf den Gangwahlschalter geflasht
werden.
2. Software Development Mode per “Software”
Um den System Basis Chip per Software in den Software Development Mode zu bringen, ist
es no¨tig, zu Beginn der Main-Methode eine entsprechende SPI-Nachricht zu versenden. Diese
Nachricht sollte direkt als erstes nach den CodeWarrior Methoden PE low level init und SM1 Init
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gesendet werden. So lange diese Nachricht immer zu Beginn korrekt gesendet wird, muss der
Gangwahlschalter nicht u¨ber die erste Methode aufgeweckt werden.
Um den CAN-Transceiver des System Basis Chips zu aktivieren, mu¨ssen zwei SPI-Nachrichten
gesendet werden. Mit der ersten SPI-Nachricht wird der System Basis Chip in den Normal Mode
versetzt (Achtung, dieser Mode ist unabha¨ngig vom zuvor genannten Software Development
Mode!) und mit der zweiten wird der CAN-Transceiver aktiviert. Ohne die Aktivierung des CAN-
Transceivers ko¨nnen CAN-Nachrichten weder vom Mikrocontroller versendet noch empfangen
werden.
Des weiteren verfu¨gt der System Basis Chip u¨ber einen Enable-Pin um weitere Peripherie zu
aktivieren. Fu¨r die volle Funktionstu¨chtigkeit des Gangwahlschalters muss der Enable-Ausgang
auf High gesetzt werden, was wiederum u¨ber eine entsprechende SPI-Nachricht geschieht.
Funktionalita¨t des Gangwahlschalters
Der Gangwahlschalter konnte erstmals im zweiten Prototypen in Betrieb genommen werden.
Dort wurde er in eine Demonstratorumgebung integriert. Teil dieser Umgebung war ebenfalls
das frei zur Verfu¨gung stehende Spiel ”TORCS”. Mit Hilfe des Gangwahlschalters kann das vir-
tuelle Fahrzeug gesteuert werden. Man hat die Wahl zwischen dem Automatikmodus oder dem
Tiptronic-Modus. Bei der Programmierung haben wir uns an der Funktionalita¨t des Gangwahl-
schalters des BMW X5 orientiert.
Im Automatikmodus hat man die Mo¨glichkeit zwischen den Modi R, N, P und D zu wa¨hlen. Nach
dem Einschalten des Gangwahlschalter befindet sich dieser standardma¨ßig im P-Modus. Um aus
diesem heraus zu gelangen, muss neben dem gleichzeitigen Treten der Bremse die unbeschriftete
Taste seitlich am Gangwahlschalter gedru¨ckt werden. Diese muss ebenfalls beta¨tigt werden, wenn
man in den R-Modus wechseln mo¨chte. Es kann allerdings nur in den Tiptronic-Modus gewechselt
werden, wenn man sich im D-Modus befindet. In den P-Modus gelangt man, indem die P-Taste
gedru¨ckt wird.
Zusa¨tzlich besitzt der Gangwahlschalter eine Nachtbeleuchtung und einen Sportknopf. Die Nacht-
beleuchtung wird aktiviert, sobald die Scheinwerfer eingeschaltet worden sind. Das TriCore-
Board (TC 1766) versendet dazu u¨ber den CAN-Bus eine CAN-Nachricht, welche Informationen
u¨ber den aktuellen Lichtstatus entha¨lt. Diese spezielle CAN-Nachricht besitzt die CAN-ID 501.
Empfa¨ngt der Gangwahlschalter diese Nachricht, dann reagiert er entsprechend darauf. Auch der
Gangwahlschalter versendet u¨ber den Bus CAN-Nachrichten, welche mit der CAN-ID 201 ver-
sehen sind. Diese enthalten Informationen u¨ber den aktuellen Status, wie Tiptronic, Gang hoch,
Gang runter, Automatik, Schalterstellung, Sportknopf und Sequenznummer. Die Sequenznum-
mer wird beno¨tigt, um bei eventuell verloren gegangenen CAN-Nachrichten den Schaltvorgang
trotzdem sicher an die anderen Steuergera¨te zu u¨bertragen. Dazu wird die entsprechende CAN-
Nachricht jedes geta¨tigten Schaltvorgangs mehrfach mit der gleichen Sequenznummer gesendet.
So kann trotz verlorener CAN-Nachrichten genau ein Schaltvorgang von den Busteilnehmern
erkannt werden. Die Funktionalita¨t des Sportknopfes haben wir so realisiert, dass beim Dru¨cken
von diesem das Fernlicht der Scheinwerfer aktiviert wird sowie der Blinker links eingeschaltet
wird.
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Gaming-Lenkrad Messadapter
Fu¨r den zweiten Prototypen wurde ein Ersatz fu¨r das Lenksa¨ulenmodul beno¨tigt, da die Rennsi-
mulation ”TORCS“ (siehe Abschnitt 8.2.3) mit dem vorhanden Hardwareaufbau gesteuert wer-
den sollte. Ein zur Verfu¨gung gestelltes PC-Gaming-Lenkrad hat dabei diese Rolle u¨bernommen.
Ein TriBoard wurde auch in diesem Fall wieder als Steuerboard eingesetzt, um Informationen
des Lenkrads (Lenkwinkel, Pedalstellung, Tasten) in CAN-Nachrichten umzuwandeln, und so
die Verbindung zum Rest des Aufbaus herzustellen. Außerdem haben wir auf diesem Board die
Steuerung des Fern-, Abblend- und Kurvenlichts und der Blinker realisiert.
Da das erwa¨hnte PC-Gaming Lenkrad bereits etwas a¨lter war, hatte es den Vorteil, dass es noch
fu¨r den Anschluss an den PC-Gameport vorgesehen war. Dieses inzwischen vo¨llig von modernen
PCs verschwundene Interface, besticht durch die extrem simpel aufgebaute externe Hardware in
Form von Joysticks, Steuerho¨rnern oder Lenkra¨dern.
Alle Joysticks dieses Standards benutzen 100 kΩ Widersta¨nde/Potentiometer zur ”Kodierung“
von gedru¨ckten Tasten oder Joystickbewegungen/Lenkwinkeln. Der Anschluss erfolgt dabei u¨ber
eine 15-polige SUB-D Verbindung, dessen Pinbelegung in Tabelle 8.8 aufgefu¨hrt ist. Die auf-
Pin Bedeutung
1 + 5 V DC
2 Joystick 1, erster Button
3 Joystick 1, X-Position
4 Masse
5 Masse
6 Joystick 1, Y-Position
7 Joystick 1, zweiter Button
8 + 5 V DC
9 + 5 V DC
10 Joystick 2, erster Button
11 Joystick 2, X-Position
12 Masse
13 Joystick 2, Y-Position
14 Joystick 2, zweiter Button
15 + 5 V DC
Tabelle 8.8: Pinbelegung des PC-GamePorts
gefu¨hrten Spannungen von + 5 V DC beziehen sich dabei auf die vom PC gelieferte Spannung.
Da diese jedoch lediglich u¨ber Widersta¨nde/Potentiometer gefu¨hrt wird, kann sie als unkritisch
angesehen werden und bedeutet ein weiterer Vorteil, da die TriBoards nur 3,3 V zur Verfu¨gung
stellen.
Eine genauere Untersuchung der Lenkrad-Hardware ergab, dass die Potentiometer fu¨r Lenkrad
und Pedale nicht wie u¨blich mit dem Schleifkontakt zwischen 0 und 100kΩ beschaltet waren,
sondern als Ganzes einen vera¨nderlichen Widerstand darstellten.
Die Tasten werden beim Beta¨tigen standardma¨ßig auf Masse gezogen und liegen offen im un-
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Abbildung 8.3: interne Beschaltung des PC-Gaming Lenkrads inkl. Voru¨berlegungen zum An-
schluss an ein TriBoard
beta¨tigten Fall.
Anschluss an ein TriBoard
Fu¨r den Anschluss des Lenkrads sollten auf dem TriBoard die ADCs sowohl fu¨r die analogen
Signale des Lenkrads und der Pedale als auch fu¨r die Tasten verwendet werden.
Die Tasten sind relativ einfach an ein TriBoard anzuschließen. Beim Dru¨cken einer Taste liegt
der entsprechende ADC-Eingang auf Masse, und der ADC liefert den Wert 0. Um auch im
unbeta¨tigten Zustand einer Taste einen definierten Wert zu erhalten, wurden die ADC-Einga¨nge
jeweils per Pull-Up Widerstand auf Betriebsspannung (+ 3,3 V) gehalten.
Die intern fu¨r Lenkrad und Pedale verbauten Potentiometer wurden jeweils mit einem weiteren
Widerstand zu einem Spannungsteiler erweitert. Die dort abfallende Spannung konnte dann in
Abha¨ngigkeit von Lenkradstellung bzw. Pedalstellung ausgewertet werden.
Die interne Beschaltung fu¨r Lenkrad, Pedale und Tasten, sowie die Voru¨berlegungen zum An-
schluss an ein TriBoard sind in Abbildung 8.3 dargestellt.
Ein Problem war in diesem Zusammenhang die nicht symmetrische Ausgangsspannung fu¨r Lenk-
winkel und Pedalstellung. Diese Unzula¨nglichkeit der Hardware sollte allerdings per Software
behoben werden.
Die o.a. Voru¨berlegungen fu¨hrten zu einer kleinen Adapterplatine, die die notwendigen Wi-
dersta¨nde trug. Eine 15-pol. SUB-D-Buchse ermo¨glichte den problemlosen Anschluss des PC-
Gaming-Lenkrads oder auch eines beliebigen anderen Standard-PC-Joysticks, der fu¨r den Gameport-
Anschluss vorgesehen ist. U¨ber eine Pfostenbuchse konnte diese Adapterplatine direkt auf eine
Erweiterungsplatine eines TriBoards aufgesteckt werden. Der Stromlaufplan fu¨r die Adapterpla-
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Abbildung 8.4: Stromlaufplan der Adapterplatine zum Anschluss eines PC-Joysticks an das Tri-
Board
tine ist in Abbildung 8.4 dargestellt.
8.2.5 CAN-Bus-Treiber
CAN-Treiber fu¨r den Gangwahlschalter
Der Gangwahlschalter muss u¨ber den CAN-Bus mit dem Fahrzeugnetz kommunizieren ko¨nnen.
Der Freescale Mikrocontroller MC9S12DG128 verfu¨gt u¨ber das Highspeed CAN-Modul MS-
CAN12, das den Versand und Empfang von CAN-Nachrichten ermo¨glicht. Das von Freesca-
le sehr gut dokumentierte [msc04, msc05] Modul gestattete die Implementierung der CAN-
Bus-Kommunikation in u¨bersichtlichen 60 Codezeilen. Da der Quellcode des Gangwahlschalters
ausfu¨hrlich dokumentiert ist, soll an dieser Stelle nur das grundsa¨tzliche Vorgehen erla¨utert wer-
den.
Als erstes muss das MSCAN-Modul aktiviert werden. Dazu wir das Modul in den Initialisie-
rungsmodus u¨berfu¨hrt. Hier werden durch Schreiben in entsprechende Register der Taktgeber,
die Timings und ID-Filter eingestellt. Das Aktivieren des MSCAN-Moduls und das Setzen des
Taktgebers auf den Oszillatortakt wird durch Schreiben in das MSCAN Control 1 Register reali-
siert. Der CAN-Bus des Fahrzeugnetzes wird mit einer Baudrate von 500 Kbps betrieben. Damit
der Gangwahlschalter ebenfalls mit dieser Baudrate kommuniziert, muss im MSCAN Bus Timing
Register 0 der Baudratenvorteiler (Prescaler) entsprechend eingestellt werden. Dieser berechnet
sich durch folgende Formel:
Bit Time =
Prescale value
fCANCLK
∗ (1 + Time Segment 1 + Time Segment 2)
Im Fall des Gangwahlschalter ergibt sich die Gleichung:
1
500 kHz
=
1
8 MHz
∗ (1 + 11 + 4)
Als na¨chstes werden vier 16-Bit-ID-Filter definiert. Ein Filter besteht aus zwei Teilen. Die Maske
bestimmt welche der 16 Bits ausgewertet werden mu¨ssen. Der Akzeptanzfilter stellt die eigentliche
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16-Bit-ID dar. Zum Abschluss der Initialisierung wird das Modul durch Schreiben in das MSCAN
Control Register 0 in den Betriebsmodus versetzt.
Das CAN-Modul entha¨lt drei Sendepuffer. Aus den Registern kann ein leerer Puffer ermittelt
und zum na¨chsten Versand markiert werden. Nach der Angabe der ID und der zu versendenden
Nachricht selbst kann die U¨bertragung beginnen. Ob die U¨bertragung erfolgreich war, kann
ebenfalls aus den Registern des CAN-Moduls ausgelesen werden.
Um viele Nachrichten in sehr kurzer Zeit empfangen zu ko¨nnen, verfu¨gt das MSCAN12-Modul
u¨ber fu¨nf Empfangspuffer, die u¨ber eine FIFO Struktur verfu¨gen. Das Receive Buffer Full Flag
(RFLG) ist gesetzt, wenn mindestens einer der fu¨nf Puffer belegt ist. Es wird immer die zuerst
angekommene CAN-Nachricht ausgelesen. Um nach dem Lesen den Empfangspuffer wieder frei-
zugeben, wird das RFLG gesetzt. Falls keine weitere Nachricht vorliegt, bleibt das RFLG auf
null. Ist aber ein weiterer Puffer gefu¨llt, setzt das CAN-Modul das RFLG sofort wieder auf 1.
Zu beachten ist, dass das MSCAN12 Modul nicht direkt an die CAN-High und CAN-Low-
Leitungen des CAN-Busses angeschlossen werden, sondern einen Transceiver beno¨tigen. Diese
Funktion u¨bernimmt der System Basis Chip des Gangwahlschalter.
8.3 Stand der Realisierung
Der zweite Prototyp implementiert bereits große Teile der von uns gewu¨nschten Funktionalita¨ten.
Jedoch erkennt man an einigen Stellen, dass besonders auf Funktionen geachtet wurde, die fu¨r eine
Demonstration der Projektgruppe no¨tig waren. Somit fehlen noch einige Feinheiten, besonders
in der Steuer- und Messumgebung.
Der Gangwahlschalter konnte als erste Hardwarekomponente mit selbst geschriebener Software
integriert werden. Diese ist sogar schon flashbar. Zusammen mit dem Gaming-Lenkrad kann
die Fahrzeugsimulation TORCS gesteuert werden, wobei die Scheinwerfer dabei zum Beispiel
mit Kurvenlicht reagieren. Außerdem ist fu¨r die Mess- und Steuerumgebung die Software schon
entwickelt und funktionsfa¨hig.
Es muss an folgenden Bereichen weiter gearbeitet werden:
• Komponenten: Mo¨glichst viele der uns zur Verfu¨gung stehenden Komponenten sollen in
den Aufbau integriert werden. Dazu muss an den noch verbliebenen Komponenten weiter
gearbeitet werden. Zur Verfu¨gung stehen uns derzeit noch: die Fahrzeugtu¨r, das Lenksa¨ulen-
modul (ko¨nnte Gaming-Lenkrad ersetzen) sowie das Dachmodul (wu¨rde Gateway-Knoten
beno¨tigen, da ein Low-Speed-CAN erforderlich ist)
• Software: Bis auf die Messsoftware la¨uft die komplette Software bereits auf einem Osek-
System. Bisweilen handelt es sich allerdings um ein einziges Osek-System. Hier ist es das
Ziel, dass die einzelnen Hardware-Komponenten ihre eigenen Steuer-Boards bekommen,
um so mo¨glichst modular einsetzbar zu sein. Dazu muss die Software aufgeteilt werden.
Daru¨ber hinaus muss die Messsoftware noch fu¨r Osek angepasst werden.
• Steuer- und Messumgebung: Um alle Hardware-Komponenten steuern bzw. deren Verhalten
messen zu ko¨nnen, sind weitere TriCore-Boards notwendig, die in den Aufbau integriert
werden mu¨ssen.
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• Messdaten visualisieren: Die von den Messboards aufgezeichneten Daten sollen visualisiert
werden ko¨nnen. Da wir uns dazu entschlossen haben, CANoe zur Visualisierung zu nutzen,
bedarf es eines Konverters. Die Messboards senden auf Anfrage all ihre Daten u¨ber den
Bus, sodass CANoe sie mitloggen kann. Dieses Logfile soll so konvertiert werden, dass ein
Logfile entsteht, in welchem die aufgezeichneten Daten an den richtigen Stellen eingefu¨gt
wurden.
• Flashen: Bislang kann nur der Gangwahlschalter geflasht werden. Dies soll aber auch etwa
fu¨r die TriCore-Boards, u¨ber die die Fahrzeugfunktionen realisiert sind, mo¨glich sein.
• Brettaufbau: Um einen Brettaufbau zu realisieren, muss dieser geplant werden. Alternativ
ko¨nnte zuna¨chst eine abgeschwa¨chte Form eines solchen Aufbaus realisiert werden, in dem
zumindest alle Boards in Geha¨usen untergebracht sind. Fu¨r beide Fa¨lle sind allerdings
weitere Kabel notwendig, die erstellt werden mu¨ssen.
• Fernsteuerung: Die Steuer- und Messumgebung ist bereits darauf ausgelegt, Gera¨te an und
ausschalten zu ko¨nnen. Wie die Steuerboards selbst geschaltet werden ko¨nnen und wie zum
Beispiel das CANoe-PC-System ansprechbar ist, muss weiter geplant werden.
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Kapitel 9
Erster o¨ffentlicher Auftritt
Anla¨sslich des ja¨hrlich stattfindenden Studieninformationstags und des damit verbundenen Cam-
pusfests wurde das Projekt zum ersten Mal einer breiten O¨ffentlichkeit pra¨sentiert.
Bevor der Schritt in die O¨ffentlichkeit getan werden konnte, mussten einige organisatorische
Dinge, wie zum Beispiel die Planung eines Ausstellungsstands und die Einteilung in betreuende
Teams vorbereitet werden.
9.1 Vorbereitung und Organisation
Zuerst wurde ein Aufbau fu¨r den Prototypen entworfen.
Da die Realisierung des Prototyps den Einsatz der Rennsimulation ”TORCS“ umfasste, sollte ein
mo¨glichst realistisches Fahrgefu¨hl vermittelt werden. Dazu wurde uns von der Firma KOSTAL
freundlicherweise ein echter Fahrersitz fu¨r die Dauer des Campusfests zur Verfu¨gung gestellt. Die-
ser Sitz wurde auf eine Holzkonstruktion montiert, um eine geeignete Sitzho¨he in Verbindung mit
dem zum Prototyp geho¨renden Lenkrad zu erreichen. Nachdem diese Sitzho¨he fest stand, wurde
eine stabile Holzkonstruktion fu¨r den Gangwahlschalter angefertigt und neben dem Fahrersitz
verschraubt.
Zusa¨tzlich zu diesem Aufbau wurden die Voraussetzungen fu¨r eine visuelle Benutzerschnittstelle
in Form einer Beamer-Pra¨sentation des Rennspiels geschaffen. Hierfu¨r wurde eine Leinwand und
ein Beamer zur Verfu¨gung gestellt. Somit konnte die Reaktion auf die Lenk- und Schaltbewegun-
gen bestens beobachtet werden.
Des weiteren wurde der eigentliche Hardwareaufbau, bestehend aus dem Netzteil zur Stromver-
sorgung, der CAN-Bus-Konstruktion, den beiden Scheinwerfern, den beiden Tricore-Boards, dem
CANoe-Rechner, dem Linux-Rechner fu¨r die Rennsimulation sowie umfangreicher Verkabelung
zur Verfu¨gung gestellt.
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Um den Besuchern einen U¨berblick u¨ber die Arbeiten der Projektgruppe geben zu ko¨nnen,
wurden zwei Plakate mit der Motivation, den Zielen der PG, dem Vorgehen und der momentanen
Realisierung entworfen.
Fu¨r die Betreuung des Ausstellungsstands wurden Teams gebildet, die jeweils in zweistu¨ndi-
gen Schichten den Aufbau betreuten und die Fragen der Besucher beantworteten. Um die PG-
Teilnehmer direkt erkennen zu ko¨nnen, wurden T-Shirts mit einem selbstentworfenen Logo an-
gefertigt.
9.2 Bericht u¨ber das Campusfest
Das Campusfest hat am 14. Juni 2008 stattgefunden. Das Besucherinteresse schwankte. Es gab
vereinzelte Firmenkontakte und zeitweise waren bis zu 20 Besucher am Stand. Allerdings waren
tagsu¨ber viele Besucher ju¨ngere Kinder in Begleitung ihrer Eltern (meist Angeho¨rige der Univer-
sita¨t). Somit war unsere Pra¨sentation, die auf die Zielgruppe der a¨lteren Schu¨ler und angehenden
Informatikstudenten ausgelegt war, hier nicht optimal und es konnte nur wenig inhaltlich u¨ber
das Projekt vermittelt werden. Gegen Ende des Tages waren dann eher Informatikstudenten, die
zuvor andere Sta¨nde betreut hatten, an unserem Stand.
Das Campusfest war insgesamt fu¨r uns ein guter Erfolg: Die Software hat gehalten und auf
aufgetretene Probleme wurde flexibel reagiert. Da der Aufbau zuvor nie solange im Dauerbetrieb
war, konnten wir unsere Entwurfsentscheidungen somit live besta¨tigen. Leider kam es aber zu
einem Defekt des Netzteils, wobei nicht klar ist, ob dies nicht schon beim Transport zum Au-
dimax passiert ist. Daher konnten teilweise nicht alle Funktionen gezeigt werden. Daneben gab
es ein paar Probleme, welche bei der Vorbereitung zuku¨nftiger Veranstaltungen beachtet werden
sollten, um den Erfolg zu maximieren:
• Die Plakate standen zu tief im Raum.
• Auch der Aufbau stand zu tief im Raum, weshalb viele Ga¨ste zuna¨chst dachten, das Spiel
sei unser Produkt.
• Beim Standdienst fehlten Rollenverteilungen. Es wa¨re sinnvoll gewesen jeweils eine Person
zu benennen, die Besucher anspricht.
• Es gab keine Flyer fu¨r interessierte Ga¨ste und auch keine Visitenkarten um Kontakte zu
halten.
• Kekse oder Gummiba¨rchen ko¨nnten helfen, um Leute na¨her heran zu holen, die nur aus
der Entfernung zugeguckt haben.
• Teilweise war die Gruppe unterbesetzt und konnte mit nur zwei Leuten den Andrang nicht
bedienen.
• Der Aufbau war zeitlich knapp. Zwar wurden wir fast pu¨nktlich um 10 Uhr damit fertig,
allgemein gewu¨nscht war von der Campusfestleitung aber, dass dies schon um 9:30 der Fall
ist.
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• Auch beim Abbau waren wir langsamer als alle anderen. Auch hier wurde die geplante
Stunde eingehalten, doch schon um 16:10 waren fast alle anderen Gruppen weg und der
Abstellraum zugesperrt.
• Ein Schild in der oberen Etage, welches den Weg nach unten zeigt, wa¨re hilfreich, da es fu¨r
Ortsunkundige nicht ersichtlich war, wo die Treppe eigentlich ist.
• Die Triboards sollten auf dem Tisch befestigt werden, damit sie nicht herunter rutschen
ko¨nnen.
9.3 Fazit
Unser Auftritt auf dem Campusfest ist gut gelungen. Der vorab geplante zweite Prototyp konnte
realisiert und demonstriert werden. Die direkte Zielgruppe war weniger vertreten als erhofft,
aber es waren trotzdem viele Besucher am Stand. Es sind einige Probleme aufgetreten, die in
der Zukunft vermieden werden sollten, aber der erfolgreiche Umgang mit diesen besta¨tigte, dass
unsere Anforderungen nach Vorfu¨hrbarkeit und Flexibilita¨t erfu¨llt worden sind.
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Abbildung 9.1: Plakat 1 fu¨r das Campusfest
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Abbildung 9.2: Plakat 2 fu¨r das Campusfest
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Kapitel 10
Endprodukt
10.1 U¨berblick
Nach der Fertigstellung des zweiten Prototyps und der Pra¨sentation auf dem Campusfests blieben
noch etwa sechs Wochen, um die dritte Entwicklungsiteration durchzufu¨hren und ein Endprodukt
zu entwerfen, spezifizieren und zu bauen.
Dieses basiert natu¨rlich stark auf dem zweiten Prototypen, allerdings wird der durch die langfris-
tig geplante Vorfu¨hrung bedingte Fokus auf dem Anwendungsfall Demonstration abgeschwa¨cht.
Stattdessen wurde die bisher nicht vollumfa¨nglich integrierte Messumgebung gesta¨rkt. Die Glie-
derung in Fahrzeugnetz, Steuer- und Messumgebung sowie dem PC als Benutzerschnittstelle wur-
de beibehalten, allerdings unter klarerer Trennung der einzelnen Ebenen. Da nun als zusa¨tzliche
Hardware weitere TriCore-Boards verfu¨gbar waren, wurde im Endprodukt auch die Zuordnung je
eines Mess- und Steuerboards pro Aktor umgesetzt. Die weitergefu¨hrte Arbeit am Dachelement
ermo¨glicht die Einbindung dieses zusa¨tzlichen Elements. Da dieses u¨ber einen Low-Speed-CAN
sendet, unser bisheriger Bus aber auf High-Speed-CAN basierte, musste ein TC 1796-Board als
Gateway programmiert und eingesetzt werden, an welches das Dachelement u¨ber eine dritte
CAN-Verbindung in das Gesamtsystem integriert werden kann. Die Kommunikation der einzel-
nen Aktoren erfolgt nach wie vor u¨ber den schon im ersten Prototyp eingesetzten CAN1-Bus.
Die Kommunikation der Steuer- und Messumgebung mit der Benutzerschnittstelle erfolgt ebenso
wie zuvor mit dem schon bewa¨hrten CAN2-Bus.
Des weiteren konnte die Steuer- und Messumgebung weiter verfeinert, getestet und in ProOSEK
eingebettet werden. Statt nur im RAM zu laufen, wurde die Software so weiterentwickelt, dass
sie im Flash-Speicher der Boards angesiedelt werden kann und diese so dauerhaft in Betrieb
genommen werden ko¨nnen. Die Ausgabe der Messwerte wurde genauer spezifiziert. Die so mit
CANoe aufgezeichneten Werte werden mit der Logging-Funktion in eine Log-Datei geschrieben.
Hierzu wurde ein Konverter-Tool programmiert, welches diese Log-Files einlesen, die Messwerte
darin lokalisieren und ihre Zeitstempel gema¨ß der Zeitskala auf der Benutzerschnittstelle (also
die Zeit von CANoe) anpassen kann. Die Ausgabe ist ein konvertiertes Logfile, welches wiederum
in CANoe eingelesen kann, so dass die Messwerte so zeitgenau dargestellt werden.
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Der resultierende Aufbau ist in der folgenden grafischen U¨bersicht zusammengefasst (siehe Ab-
bildung 10.1).
Abbildung 10.1: Konzeption des Endprodukts
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10.2 Einzelne Arbeiten
10.2.1 Aktoranbindung
Gatewayknoten fu¨r den Betrieb des Dachelements
Das Dachelement besitzt lediglich einen Low-Speed CAN-Tansceiver mit einer maximalen U¨ber-
tragungsrate von 125 Kbps. Alle anderen CAN-Teilnehmer verfu¨gen u¨ber einen High-Speed CAN-
Transceiver und werden mit einer U¨bertragungsrate von 500 Kbps betrieben.
Im Endprodukt wird sowohl ein High-Speed- als auch ein Low-Speed-CAN verwendet. Um
eine Kommunikation zwischen den beiden Bussen zu ermo¨glichen, wurde ein Gatewayknoten
auf Basis des Softec/Freescale DEMO9S12XEP100 Boards erstellt. Der Freescale 9S12XEP100-
Mikrocontroller verfu¨gt u¨ber vier MSCAN Module, so dass die bereits implementierten CAN-
Treiber des Gangwahlschalters und Dachelements weitgehend u¨bernommen werden konnten. Die
ersten beiden CAN-Module verfu¨gen bereits u¨ber einen onboard High-Speed CAN-Transceiver,
den Philips/NXP TJA1041. Die u¨brigen zwei CAN-Module sind fu¨r den Anschluss von externen
CAN-Transceivern vorgesehen. So wurde an das dritte MSCAN-Modul der Low-Speed CAN-
Tranceiver TJA1054 angeschlossen.
Die Software ist sehr einfach gehalten. Sie beobachtet beide CAN-Busse und leitet die entspre-
chenden Pakete, die den Filter passieren, auf den jeweils anderen CAN-Bus weiter.
Statt des DEMO9S12XEP100 Boards von Freescale war ein TC 1796 als Gatewaykonten vor-
gesehen. Auf Grund von Zeitmangel und der Einfachheit der CAN-Treiber fu¨r den Freescale
Mikrocontroller haben wir uns kurzfristig fu¨r das DEMO9S12XEP100 Board entschieden. Wie
Sie im Kapitel 10.3.1 nachlesen ko¨nnen, ist das Vorgehen beim Einsatz des TC 1796 analog.
10.2.2 Software
Verteilte Fahrzeugfunktionen mit OSEK
Von den Funktionalita¨ten her unterscheidet sich die endgu¨ltige Softwarewareversion im Endpro-
dukt zur Steuerung der Fahrzeugfunktionen kaum von der des zweiten Prototypen. Es wurden
lediglich einige feine Vera¨nderungen durchgefu¨hrt und der Sportknopf des Gangwahlschalters
eingebunden. Letzter schaltet den linken Blinker und das Fernlicht bei Beta¨tigung ein.
Die große Vera¨nderung liegt darin, dass wir die Software gesplittet haben, damit jedes Gera¨t sein
eigenes Steuergera¨t erha¨lt. Das Lenkrad wurde mittels einer Erweiterungsplatine an ein TC1796
angeschlossen. Die Scheinwerfer werden weiterhin vom TC1766 gesteuert. Eine Kommunikation
mit dem Dachelement ist optional u¨ber ein weiteres TC1796 als Gateway mo¨glich.
Da wir nun verteilt auf mehreren Boards arbeiten, muss auf jedem einzelnen Board ein OSEK
laufen. Somit beno¨tigt jedes Board einen ReceiveTask, der wie schon in der Vorga¨ngerversion
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auf dem Bus lauscht und das Verhalten maßgeblich kontrolliert. Die Nachrichten vom Lenkrad
mu¨ssen nun als CAN-Nachrichten verpackt und verschickt werden. Somit ergeben sich leichte
Umstrukturierungen im Code.
Das System ist somit deutlich variabler und mit wenig Overhead an die jeweilige Situation
beziehungsweise den jeweiligen Aufbau anpassbar.
Mess- & Steuerumgebung mit ProOSEK
Im Endprodukt sollte die Software auf den TriBoards vollsta¨ndig mit ProOSEK realisiert werden.
Bis auf die Software fu¨r die Mess- und Steuerumgebung war dieses Ziel bereits mit dem zweiten
Prototypen erreicht worden.
Die Funktion der Software wurde bereits im Kapitel 8.2.3 erla¨utert. An dieser Stelle soll nur kurz
auf die Vorteile eingegangen werden, die sich durch den Einsatz von ProOSEK ergeben.
Die Messung von Stromaufnahme und digitalen Pegeln sollte zeitlich hochgenau mo¨glich sein.
Mit dem bisherigen Ansatz, den Wert des Systemtimers abzufragen, und in Abha¨ngigkeit davon
bestimmte Funktionen auszufu¨hren, konnte man keine besonders hohe Genauigkeit erreichen.
ProOSEK bietet die Mo¨glichkeit, Counter/Timer zu erstellen, die mit einer festgelegten Periode
za¨hlen. Zudem sind Alarme mo¨glich, die auf diese Counter/Timer bei erreichen eines bestimm-
ten Counter-/Timer-Wertes reagieren und beispielsweise Tasks aufrufen, Events auslo¨sen oder
sogenannte Alarm-Callback-Routinen aufrufen. In unserem Fall schien uns die Verwendung der
Callback-Routinen am sinnvollsten. So wird beim Auslo¨sen eines Alarms in der entsprechenden
Routine eine Alarm-Variable gesetzt. Wie beziehungsweise wo diese Variable ausgewertet wird,
wird in der folgenden U¨bersicht u¨ber die Software beschrieben.
Wa¨hrend des Programmablaufes wird von einem Haupt-Task sta¨ndig auf eingehende CAN-
Nachrichten (auf ID 400h) gehorcht – die Steuernachricht fu¨r die Mess- und Steuersoftware.
Dieser Haupt-Task erzeugt regelma¨ßig Events, die das eigentliche Betriebssystem ProOSEK da-
zu auffordert einen Taskwechsel durchzufu¨hren.
Folgende Tasks sind vorhanden:
• Ein Haupt-Task, der die CAN-Steuer-Nachrichten empfa¨ngt.
• Ein Task zur Steuerung der Versorgungsspannung (ein/aus) und des Resetsignals.
• Ein Task zur Messung digitaler Pegel.
• Ein Task zur Messung analoger Signale (Stromaufnahme).
• Ein Task zum Senden aufgezeichneter analoger Messwerte.
Der Task zur Steuerung der Versorgungsspannung und des Resetsignals wird dabei
unabha¨ngig von evtl. eingegangenen Nachrichten aufgerufen. Dieser Task setzt entsprechend der
Steuernachricht die I/O-Pins.
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Der Task zur Messung digitaler Pegel wird nur ausgerufen, wenn zwei Bedingungen erfu¨llt
sind:
1. die Steuernachricht signalisiert das Einschalten des Boards
2. eine Alarm-Variable besitzt einen bestimmten Wert
Eine getrennte Aktivierung zur Messung digitaler Pegel ist damit nicht notwendig.
Punkt 2 erfordert eine kurze Beschreibung, da hier nun auch der o.g. Alarm wichtig ist: Wur-
de ein Alarm ausgelo¨st, so setzt die entsprechende Callback-Routine eine Alarm-Variable. Nur
wenn zusa¨tzlich zum gesetzten Bit in der Steuernachricht auch diese Variable einen bestimmten
Wert hat, wird der Task aufgerufen. Der Task zur Messung analoger Signale wird nur in
Abha¨ngigkeit einer Alarm-Variable aufgerufen. Die U¨berpru¨fung, ob eine Messung tatsa¨chlich
durchzufu¨hren ist, geschieht im Task selbst. Dieses Vorgehen ist notwendig, um auch Aktionen,
die beim Abschalten einer Messung durchgefu¨hrt werden, im Code integrieren zu ko¨nnen. Der
Task zum Senden aufgezeichneter Werte wird wieder aufgerufen, wenn durch die Steuer-
nachricht ein Senden der Signale angefordert wird und eine Alarm-Variable gesetzt ist.
Mit Hilfe der Alarme ist es mo¨glich, bestimmte Aktionen in genau festgelegten zeitlichen Absta¨nden
auszufu¨hren. Zum einen wird dadurch sichergestellt, dass die Messungen in einem exakten zeit-
lichen Raster durchgefu¨hrt werden, zum anderen kann die Last auf dem CAN-Bus konstant ge-
halten werden, da die erzeugte Buslast vom Intervall des benutzten Alarms abha¨ngt (das Senden
von Nachrichten erfolgt ebenfalls nur bei gesetzter Alarm-Variable).
Visualisierung von Messdaten
Von den Messboards erfasste Messwerte werden nur selektiv auf den Bus u¨bertragen. Um alle
aufgezeichneten Messewerte zu erhalten und in CANoe zu visualisieren bedarf es eines Umwegs.
Mittels eines Logging-Knotens im Messaufbau werden Nachrichten auf dem Bus aufgezeichnet.
Werden alle Messwerte bei dem Board angefragt, so sendet dieses die komplette Aufzeichnung
in einzelnen Nachrichten, wobei jede Nachricht mit einem Zeitstempel versehen ist. Das Logfile
mit diesen Nachrichten wird mit einem Konverter erfasst. Dieser liest die Zeitstempel aus den
Nachrichten aus und rechnet ihn in die Zeitskala des Logs um. Als Ausgabe wird ein neues Logfile
erstellt, bei dem die Messnachrichten an der richtigen Stelle einsortiert worden sind. Dieses kann
dann wiederum mittels der Replay- oder Oﬄinefunktion von CANoe eingelesen und visualisiert
werden.
Die Messung wird gestartet oder gestoppt wenn das Messboard eine entsprechende Nachricht u¨ber
den CAN-Bus erha¨lt. Sobald die Messung gestoppt wird, sendet das Messboard eine Nachricht
mit der aktuellen Systemzeit des Boards. Um die interne Uhr des Boards mit der CANoe-Zeit zu
synchronisieren, wird die Ankunftszeit dieser Nachricht in CANoe mit dem Zeitpunkt des Versen-
dens des Stoppsignals verglichen. Hierbei gibt es eine geringe Zeitdifferenz, welche in der Laufzeit
auf dem Bus begru¨ndet ist. Standardma¨ßig wird nun die Ha¨lfte dieser Differenz, also die Zeit
die eine Nachricht u¨ber dem Bus ungefa¨hr gebraucht hat, von den umgerechneten Zeitstempeln
abgezogen. Dadurch werden diese Messwerte zum mo¨glichst exakten Zeitpunkt der korrespon-
dierende Ereignisse eingegliedert. Da die Buslatenz nicht konstant ist, kann die angenommene
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Differenz ungenau sein. Der Konverter kann daher einen Offset als Parameter bekommen um
dies auszugleichen. Erkennen kann man eine Ungenauigkeit etwa durch ein Referenzsignal. Wenn
dessen umgerechneter Zeitstempel nicht mit dem Absendezeitpunkt deckungsgleich ist, gab es
einen Fehler. In diesem Fall wird der Konverer mit dem gleichen Ursprungslogfile erneut aufge-
rufen, bekommt aber mittels des Flags ”-o“ einen Offset mit, der diesen Fehler ausgleicht. Die
Eingabe erfolgt dabei als Double in Sekunden, fu¨r einen Offset von 0,23ms also beispielsweise
mit ”-o 0.00023“. Wichtig ist hierbei noch, dass der Umrechnungsfaktor der Boardzeit beachtet
wird. Eine Boardzeiteinheit kann je nach Einstellung der fu¨r uns relevanten Modi entweder 0.8
Milli- oder 1 Mikrosekunde entsprechen. Standardma¨ßig wird von 0.8 Millisekunden ausgegan-
gen, ein anderer Umrechnungsfaktor kann u¨ber den Paramter ”-f“ u¨bergeben weden. Ebenfalls
in der Software des Messboards variieren kann die fu¨r Nachrichten mit Messwerten verwendete
ID. Hierfu¨r gibt es das Flag ”-id“. In der Ausgabedatei bekommen die konvertierten Nachrichten
die ID 702.
Auch die Angabe von Quell- und Zieldatei erfolgt u¨ber Parameter. Hierbei ist ”-s“ das Flag
fu¨r Source (Quelldatei) und ”-t“ das Flag fu¨r Target (Zieldatei). Die u¨bliche Dateiendung von
CANoe-Logfiles ist ”.asc“, diese enthalten aber nur Text (ASCII).
10.2.3 Hardware
System Basis Chip des Dachelements
Der System Basis Chip ist eines der wichtigsten Bauteile des Dachelementes, denn dieser ver-
setzt den Mikrocontroller in einen Wach-/Schlafzustand. Gleichzeitig werden u¨ber diesen CAN-
Nachrichten versendet beziehungsweise empfangen.
Der System Basis Chip kann u¨ber SPI-Nachrichten konfiguriert werden. Bevor der SBC allerdings
geflasht werden kann, muss er in einen Wachzustand versetzt werden. Dies erreicht man unter
anderem, indem die Resetleitung nahe des Mikrocontrollers aufgetrennt wird. Zusa¨tzlich ist es
notwendig, eine Flanke oder eine beliebige Nachricht u¨ber den CAN-Bus zu senden.
Alternativ kann der System Basis Chip auch softwareseitig aufgeweckt werden. Dazu muss eine
spezielle SPI-Nachricht vom Mikrocontroller aus versendet werden:
Programm Enable (Tabelle 10.1)
Bit 7 6 5 4 3 2 1 0
Bedeutung CG1 CG0 PGEN ADJ4 ADJ3 ADJ2 ADJ1 ADJ40
Tabelle 10.1: RCADJ RC-Oscillator Adjust Register
Diese Nachricht aktiviert durch ein entsprechendes Setzen des ”RCADJ RC-Oscillator Adjust
Registers” den ”Programm Enable” Mode.
Defaultma¨ssig mu¨ssen drei weitere SPI-Nachrichten verschickt werden, die der Konfiguration des
System Basis Chips dienen. Dies gilt auch fu¨r den Fall, dass der System Basis Chip hardwareseitig
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aufgeweckt worden ist.
1. CRC-Pru¨fung deaktivieren (Tabelle 10.2):
Bit 7 6 5 4 3 2 1 0
Bedeutung NCRC STAT WNDF STF OTF UCF WAKE NPOR
Tabelle 10.2: SYS System Status Register
2. Disable Window Watchdog (Tabelle 10.3):
Bit 7 6 5 4 3 2 1 0
Bedeutung WDEN WND SWT1 SWT0 WDT3 WDT2 WDT1 WDT0
Tabelle 10.3: WDC Watchdog Control Register
3. CAN in Operation Mode (Tabelle 10.4):
Bit 7 6 5 4 3 2 1 0
Bedeutung ACT TXEN RES RES RES LP2 LP1 LP20
Tabelle 10.4: CTCR CAN-Tranceiver Control Register
Wichtig ist, dass alle SPI-Nachrichten gleich nach der PE low level init Methode initialisiert und
gesendet werden, weil so sichergestellt wird, dass das Dachelement korrekt konfiguriert wird.
Mo¨chte man das Dachelement in Betrieb nehmen, muss vorher die Resetleitung wieder geschlos-
sen werden. Erst dann ko¨nnen die CAN-Nachrichten vernu¨nftig versendet werden.
Funktionalita¨t des Dachelements
Da die Funktionalita¨t des Dachelements bereits im Kapitel Grundlagen beschrieben worden ist,
soll an dieser Stelle nur erwa¨hnt werden, welche dieser Funktionalita¨ten im Endprodukt pro-
grammiertechnisch umgesetzt werden konnten.
Sowohl das Ambientelicht als auch die Leselampen ko¨nnen nun u¨ber die entsprechenden Tasten
ein- und ausgeschaltet werden. Zusa¨tzlich besitzt das Dachelement, genau wie der Gangwahl-
schalter, eine Nachtbeleuchtung. Es empfa¨ngt vom TC 1766 CAN-Botschaften mit der ID 501,
welche Informationen u¨ber den aktuellen Lichtstatus enthalten, und reagiert entsprechend dar-
auf, indem die Nachtbeleuchtung ein- oder ausgeschaltet wird. Das Dachelement liest u¨ber den
CAN-Bus den Status des Gangwahlschalters (ID 200). Wird der Parkmodus betreten, schaltet
das Dachelement das Ambientelicht an. Beim Verlassen des Parkmodus oder einen Knopfdruck
wird das Ambientelicht ausgeschaltet.
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10.2.4 CAN-Bus-Treiber
CAN-Treiber fu¨r das Dachelement
Das Dachelement verfu¨gt u¨ber das gleiche High-Speed MSCAN12-Modul wie der Gangwahlschal-
ter. Da die Implementierungen sich bis auf die Angabe eines Baudratenvorteilers von ”5“ und
der unterschiedlichen IDs absolut gleichen, wird hierauf nicht weiter eingegangen.
Zu beachten ist jedoch, dass der System Basis Chip des Dachelements nur u¨ber einen Low-Speed
CAN-Transceiver verfu¨gt. Aus diesem Grund wurde das Timing auf eine Baudrate von 125 Kbps
angepasst.
10.3 Aufgetretene Probleme und deren Lo¨sungen
10.3.1 CAN-Bus des Dachelements
Bei der Kommunikation des Dachelements mit CANoe und dem Gateway (TC 1796) kommt
es zu Schwierigkeiten. Der Grund liegt in den Unterscheiden zwischen dem CAN-Low-Speed-
Physical-Layer (ISO 11898-3) und dem CAN-High-Speed-Physical-Layer (ISO 11898-2). Als zwei
grundlegende Unterschiede wa¨ren zu nennen:
1. Die Spannungsdifferenz zwischen der CAN-High-Leitung und der CAN-Low-Leitung be-
tra¨gt bei Low-Speed CAN 5 Volt, bei High-Speed CAN aber lediglich 2 Volt.
2. Bei High-Speed CAN wird zur Terminierung an beiden Enden des Busses ein Widerstand
von 120 Ohm zwischen die CAN-High-Leitung und die CAN-Low-Leitung geschaltet. Bei
Low-Speed CAN findet die Terminierung jeweils zwischen CAN-Low und RTL (CAN-Low-
Termination-Source) sowie zwischen CAN-High und RTH (CAN-High-Termination-Source)
des jeweiligen Knotens statt.
Sowohl die PCI-CANoe-Karte als auch die Triboards verfu¨gen nur u¨ber High-Speed CAN-
Transceiver. Somit ist eine direkte und fehlerfreie Kommunikation mit dem Dachelement nicht
mo¨glich. Zur Lo¨sung dieses Problems ko¨nnte ein CAN-Konverter eingesetzt werden. Dieser
entha¨lt einen Low-Speed als auch einen High-Speed CAN-Transceiver. Eine andere Lo¨sung stellt
das Triboard TC 1796 selbst zur Verfu¨gung. Es entha¨lt ein CAN-Modul, das an einen exter-
nen CAN-Transceiver angeschlossen werden kann. Wa¨hlt man an dieser Stelle einen Low-Speed
CAN-Transceiver, so ist eine fehlerfreie Kommunikation mit dem Dachelement gewa¨hrleistet.
Aus Zeitgru¨nden und der Einfachheit des CAN-Treibers fu¨r den Freescale Mikrocontroller haben
wir uns kurzfristig fu¨r das DEMO9S12XEP100 Board entschieden. Na¨heres ist im Kapitel 10.2.1
nachzulesen.
Fu¨r die Kommunikation der Dachmodule u¨ber einen standardkonformen Low-Speed CAN-Bus
mu¨ssen zwei Maßnahmen getroffen werden:
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1. Zum Flashen musste die Reset-Leitung zum Mikrocontroller aufgetrennt werden. Sobald
kein Programmiergera¨t an der BDM-Schnittstelle angeschlossen war, wurde die Reset-
Leitung nicht auf +5 V gehalten und der Mikrocontroller wurde durchgehend resettet.
Damit das Dachelement auch ohne Programmiergera¨t betreiben werden kann, muss der
BDM-Stecker des Dachelements mit einem selbstgelo¨teten Adapter versehen werden. Die-
ser verbindet die Reset-Leitung u¨ber einen 4,7 kOhm Widerstand mit VDD.
2. Das Dachelement wird serienma¨ßig mit einem relativ hochohmig abgeschlossenen CAN-
Transceiver ausgeliefert. Das verursacht jedoch in kleinen Bussen Schwierigkeiten. Um eine
fehlerfreie CAN-Kommunikation zu gewa¨hrleisten, ist es notwendig, die Terminierung des
System Basis Chips zu vera¨ndern. Dazu wurden die entsprechenden hochohmigen Wi-
dersta¨nde mit niederohmigen Widersta¨nden parallel geschaltet.
Als Alternative ko¨nnte ein Dummysteuergera¨t zusa¨tzlich an den CAN-Bus angeschlossen werden.
Dieses Steuergera¨t muss niederohmig terminiert sein und der Mikrocontroller im Reset gehalten
werden. Wir haben ein Dachelement zu einem Dummysteuergera¨t umfunktioniert, indem wir die
entsprechenden hochohmigen Widersta¨nde mit niederohmigen Widersta¨nden parallel geschaltet
und die Reset-Leitung auf Masse gezogen haben.
Es ist uns gelungen unter bestimmten Voraussetzungen dem Dachelement zu ermo¨glichen CAN-
Botschaften, die vom High-Speed CAN-Transceiver des Triboards versendet werden, zu empfan-
gen.
1. Wie schon erwa¨hnt, muss die Terminierung des System Basis Chips vera¨ndert werden.
2. Die CAN-Leitung zum Gateway muss relativ kurz sein. Am besten man schließt den CAN-
Stecker des Dachelements direkt an das Triboard an.
3. Die BDM-Schnittstelle muss mit dem Programmiergera¨t verbunden sein.
Dem Dachelement ist es auf diese Weise weiterhin nicht mo¨glich, selbst fehlerfrei CAN-Botschaften
zu versenden. Diese Konfiguration wird nicht mehr angewendet, da auf Basis des DEMO9S12XEP100
Boards ein vollfunktionsfa¨higer Gatewayknoten zur Verfu¨gung steht.
10.3.2 Messsoftware in OSEK
Als wir angefangen haben, die Messsoftware zu schreiben, haben wir uns nur wenige Gedanken
u¨ber die Ausfu¨hrung des Codes in Osek gemacht. Das hat sich im weiteren Verlauf als Nachteil
herausgestellt. Bei den ersten Tests nach der Einbettung der funktionsfa¨higen Software in OSEK
lief die Software immer in die Trap 1. Da die Software ohne OSEK jedoch fehlerfrei funktionierte,
haben wir den Fehler nicht sofort erkannt. Um das Problem zu lo¨sen, ließen wir das Programm
schrittweise ablaufen (Breakpoint gesetzt und mit “step” einzelne Anweisungen ausgefu¨hrt), um
uns den Problem zu na¨hern.
Wie sich herausgestellt hat, lag das Problem darin, dass der Ringbuffer, den wir zum Abspeichern
der Messwerte angelegt haben, Speicher u¨berschrieben hat, der von OSEK benutzt wird. Der
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Ringbuffer hat sich urspru¨nglich an der Position ”0xa1000000“ befunden. Um die Sigtrap zu
beheben haben wir die Variable rbvar im Linkerscript ”ramresident-gnu.ldscript“ hinzugefu¨gt.
Diese Variable befindet sich nun direkt hinter dem OSEK Code. Die Speicheradresse der Variable
rbvar dient nun dazu, die Startadresse fu¨r den Ringbuffer festzulegen.
Nach diesen Modifizierungen la¨uft die Messsoftware in OSEK ohne weitere Probleme.
10.3.3 Flashen der Triboards
Unter anderem geho¨rte das Flashen der Triboards zu den Minimalzielen der PG. Einerseits
sollte es mo¨glich sein, seinen Code permanent auf dem Board abzulegen und somit unabha¨ngig
von der Rechnerumgebung sein zu ko¨nnen, andererseits stellt dies auch eine Grundlage fu¨r die
Remotearbeit dar.
Unsere Software, die sich im RAM problemlos ausfu¨hren ließ, war jedoch nicht ohne weiteres im
Flash zu verankern. Zum einen mussten die Linkerscripte entsprechend angepasst werden; auf
der anderen Seite beno¨tigten wir eine Mo¨glichkeit, die Daten in den Flash zu schreiben.
Nach einer rudimenta¨ren Anpassung der Linkerscripte haben wir versucht, entsprechend der FAQ
das kompilierte .elf-File in ein Binary umzuwandeln. Durch unno¨tige Absta¨nde der Sektionen
wurden die Bina¨rdateien jedoch immer mehr als 800 MB groß und passten nicht auf den Speicher
der Triboards. Auch ein direktes Flashen der erzeugten .elf-Files, mittels Flashload, scheiterte.
Wir haben anschließend mit einem Loader, den wir von der Universita¨t Erlangen bekommen
haben, gearbeitet. Mittels tricore-insight haben wir die Software in den RAM kopiert und von dort
aus auf die .elf-Files zugegriffen, die wir in den Flash schreiben wollten. Hierbei ist insbesondere zu
erwa¨hnen, dass das Programm keine Pfadexpansion beinhaltet. Die Pfade mu¨ssen also komplett
von Hand eingegeben werden, damit das entsprechende .elf-File in den Flash geschrieben werden
kann.
Nach etlichem Herumprobieren haben wir nun auch eine Mo¨glichkeit gefunden, die Daten perma-
nent im Flash abzulegen. Auf Grund mehrerer Probleme ist es uns allerdings noch nicht gelungen,
die Programme dort auch auszufu¨hren. Es gab verschiedene Komplikationen, wie zum Beispiel
Zugriffe auf geschu¨tzte Speicherbereiche. Das Problem der Ausfu¨hrung besteht weiterhin.
10.4 Stand der Realisierung
Das Ziel der Pojektgruppe war es, einen Brettaufbau als Experimentierplattform fu¨r automobile
Softwareentwicklung zu schaffen. Dieses Ziel wurde erreicht, wobei die Auspra¨gung im Folgenden
zusammenfassend dargestellt wird.
Unser Endprodukt integriert die Komponenten Scheinwerfer, Gangwahlschalter, Dachelement,
Gaming-Lenkrad (siehe 10.1). Diese Komponenten sind komplett integriert, und es werden na-
hezu sa¨mtliche Funktionalita¨ten, die von den Gera¨ten geboten werden, genutzt. Hierbei ist zu
bemerken, dass teilweise Komponenten redundant vorhanden sind.
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• Vom Dachelement sind drei Exemplare vorhanden, die alle vollsta¨ndig integriert sind. Die
einzelnen Elemente unterscheiden sich dabei nur in Kleinigkeiten voneinander.
• Der Gangwahlschalter ist in doppelter Ausfu¨hrung vorhanden, wobei auch hier beide vollsta¨ndig
integriert worden sind. Einer der beiden hat als zusa¨tzliche Ausstattung einen Sportknopf,
sowie Spulen, die eine Blockade-Mo¨glichkeit schaffen. Dadurch kann man beispielsweise den
Wechsel in die Tiptronic aus einem anderen Modus als den Drive-Modus verhindern.
• Die Scheinwerfer sind ein Paar von Scheinwerfern mit einer linken und einer rechten Version.
Beide empfangen und versenden unterschiedliche Nachrichten-IDs.
Um eine Kommunikation zum Dachelement zu ermo¨glichen, welches einen Low-Speed-CAN
beno¨tigt, ist ein Gatewayknoten eingebunden. Dieser ist bislang durch Software auf einem TC1796-
Board realisiert und nutzt nicht die hardware-unterstu¨tzte Gateway-Funktion des Boards. Dies
kann in der Zukunft verbessert werden.
Eine Komponente, die zwar vollsta¨ndig integriert ist, aber im Endprodukt nicht auftaucht, ist
der Sensorcluster. Diesen haben wir bereits im ersten und zweiten Prototypen genutzt, um das
Kurvenlicht zu realisieren. Im Endprodukt u¨bernimmt dessen Steuerung das Lenkrad, so dass der
Sensorcluster nicht aufgenommen wurde. Er bleibt aber weiterhin funktionsfa¨hig. Ein weiteres
Vorgehen im Bezug auf den Sensorcluster ko¨nnte sein, dessen gesendete Werte besser umzurech-
nen, sodass genauere Aussagen u¨ber die Position machbar sind.
Eine weitere Komponenten im Endprodukt ist das PC-System. Auf diesem betreiben wir CANoe,
um Restbussimulationen durchzufu¨hren, Nachrichten zu visualisieren und a¨hnliches (Vgl. 5.3.1).
Somit wird auch die Steuer- und Messumgebung durch CANoe realisiert. Die einzelnen Mess-
boards, welche den Steuergera¨ten und Steuerboards vorgeschaltet sind, sind u¨ber einen separaten
CAN-Bus mit dem PC verbunden. Die komplette Steuerung erfolgt u¨ber CAN-Nachrichten und
auch die aufgezeichneten Messdaten werden auf diesem Wege u¨bertragen. Es gibt zwei Mo¨glich-
keiten der Messung: Zum einen werden Messdaten live wa¨hrend der Messung an das PC-System
u¨bertragen, und zum anderen gibt es die Mo¨glichkeit, dass die Boards Messdaten aufzeichnen
und dann auf Anfrage u¨bertragen. So kann eine ho¨here Auflo¨sung als wa¨hrend der Live-U¨bert-
ragung ermo¨glicht werden. Ein Problem hierbei ist unter Umsta¨nden die internen Zeiten der
Messboards mit der Zeit von CANoe zu realisieren. Unsere Lo¨sung hierfu¨r versucht, die Uhren
bestmo¨glich zu synchronisieren, wobei manuell nachstellt werden kann, falls man anhand eines
Referenzsignals Fehler erkennt (Vergleiche 10.2.2). Ob sich diese Methode in der Praxis bewa¨hrt
muss sich in der Zukunft zeigen. Verbesserungspotential birgt hier eine Taktleitung.
Neben diesem PC-System gibt es ein weiteres in Form eines Laptops. Um TORCS als Fahrsimu-
lation zu nutzen, muss der Laptop in den Aufbau integriert werden (Vergleiche 8.2.3).
Komponenten, die von uns nicht integriert wurden, sind die folgenden:
• Lenksa¨ulenmodul: Wegen der Komplexita¨t des Moduls konnten wir es im Rahmen dieser
Projektgruppe nicht integrieren. Auch haben wir es kaum erforschen ko¨nnen. Unsere Er-
kentnisse sind lediglich die in 5.1.7 genannten. Auf lange Sicht wa¨re es scho¨n, wenn das
Lenksa¨ulenmodul, plus zua¨tzliche Konstruktionen, das Gaming-Lenkrad ablo¨sen wu¨rde.
• Fahrzeugtu¨r: Die uns zur Verfu¨gung stehende Fahrzeugtu¨r mit dem Steuergera¨t fu¨r die
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elektrischen Fensterheber, konnten wir aus Zeitgru¨nden noch nicht integrieren. Sie stellt
eine interessante mo¨gliche Erweiterung unseres Brettaufbaus dar.
• Dachelement: Passend zu unserem Dochmodul haben wir kurz vor Ende der Projektgruppe
ein Dachelement erhalten, das durch das Dachmodul gesteuert werden kann. Da wir uns
nicht mehr mit dem Dachelement befassen konnten, ist auch dies eine Erweiterung die noch
durchgefu¨hrt werden kann.
Nicht vollsta¨ndig gelo¨st ist das Flash-Problem. Mittlerweile ist es zwar mo¨glich, die TriCore-
Boards zu flashen, jedoch ist die Anwendung nicht ausfu¨hrbar (Vgl. 10.3.3).
Neben den nicht integrierten Komponenten birgt auch die Funktionalita¨t der Fernsteuerung
Potential zur weiteren Bearbeitung. Das Flashen der Steuergera¨te soll beispielsweise auch aus
der Ferne mo¨glich sein. Da ein großer Teil der Steuerung von dem PC-System aus mo¨glich ist,
muss eine Mo¨glichkeit geschaffen werden, das PC-System aus der Ferne zu steuern. Um auch ein
komplettes Ein- und Ausschalten der Mess- und Steuerboards zu ermo¨glichen, haben wir bereits
eine IP-Steckdose eingeplant. Diese Anschaffung wurde jedoch noch nicht geta¨tigt. Auch ist der
Messaufbau noch nicht beobachtbar, was etwa durch eine Webcam im Labor handhabbar wa¨re.
Um dem Ziel eines Brettaufbaus nahe zu kommen, gibt es Geha¨use fu¨r alle Boards. Der Fortschritt
der Integration der Hardware-Komponenten und das fehlende Wissen daru¨ber, welche Hardware-
Komponenten in naher Zukunft hinzu kommen, haben es uns noch nicht erlaubt einen echten
Brettaufbau, auf einer Holz- oder Metallkonstruktion, zu planen.
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Kapitel 11
Abgleich der Anforderungen mit
dem Endprodukt
Da wir das beschriebene iterative Vorgehen gewa¨hlt haben, gab es durch getroffene Entwurfs-
entscheidungen fu¨r die einzelnen Prototypen auch A¨nderungen bei der erneuten Anforderungs-
erfassung. Hierbei wurde darauf verzichtet, jeweils ein komplett neues Anforderungsdokument
zu erstellen, stattdessen wurden von den neuen Entwu¨rfen nicht mehr erfu¨llte Anforderungen
erhoben und in der Gruppe besprochen. Daraus resultierend gab es die folgenden A¨nderungen
an den urspru¨nglichen Anforderungen.
11.0.1 Priorita¨t 1
• Die Software CANoe dient bei uns sowohl als Benutzerschnittstelle zum CAN-Bus des
Fahrzeugnetzes als auch zur Steuer- und Messumgebung. Dadurch war es gleich mo¨glich,
die Funktionen einer konsolenbasierten Schnittstelle zu nutzen und dabei mit dem grafi-
schen Benutzerinterface zu arbeiten. Deshalb wurde die Anforderung, eine konsolenbasierte
Benutzerschnittstelle zu entwickeln (SB10), verworfen. Sie ha¨tte keinen Zugewinn mehr dar-
gestellt und hat auf der urspru¨nglichen Annahme beruht, eine Benutzerschnittstelle selbst
zu programmieren und darauf aufbauend ein grafisches Interface laufen lassen zu wollen.
• Die galvanische Trennung (MK02) von Messumgebung und Versuchsaufbau basierte auf
Voru¨berlegungen zur Messung, die spa¨ter zu Gunsten der getroffenen Entwurfsentschei-
dungen (siehe Kapitel 7.2.3) verworfen wurden. Dadurch wurden auch die U¨berlegungen
zur galvanischen Trennung irrelevant und die Anforderung gestrichen.
• Die Kapselung in unabha¨ngige Teilsysteme (SA01) wurde durch verschiedene Aktoren rea-
lisiert. Allerdings besitzen wir z.B. nur ein Netzgera¨t und nur einen Windows-PC mit CAN-
Bus-Anschluss und CANoe, so dass momentan ein vollsta¨ndig getrennter paralleler Betrieb
nicht mo¨glich ist. Der Aufbau erfu¨llt aber die Anforderung, es mu¨sste nur entsprechend
zusa¨tzliche Hardware bereit gestellt werden.
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11.0.2 Priorita¨t 2
• Vorab wurde der Anwendungsfall Remote-Nutzung diskutiert. Darauf aufbauend wurden
einige Anforderungen erfasst, die hierfu¨r notwendig sind (z.B. FS06, SB06, SB07). Da die-
ser Anwendungsfall selbst weniger wichtig war, wurde angesichts der verbliebenen Zeit
nach Fertigstellung des zweiten Prototypen beschlossen, diese Funktionalita¨t auch im End-
produkt nicht zu realisieren, sondern nur vorzubereiten (etwa durch Analyse geeigneter
IP-Steckdosen). Damit entfielen auch Anforderungen an das System, die sich auf diese
externe Zugriffsmo¨glichkeiten ergeben hatten.
• Eingeschra¨nkt gilt dies auch fu¨r die Anforderung (SB07) die sich auf Zugriffseinschra¨nkun-
gen bezieht. Hier wurden im System keine besonderen Maßnahmen eingebaut um dies
zu erfu¨llen, die Anforderungen allerdings indirekt dadurch abgedeckt, dass es Teilsysteme
gibt, die auch durch fehlerhafte Bedienung keinen Schaden nehmen und die daher z.B. auf
Vorfu¨hrungen eingesetzt werden ko¨nnen.
11.0.3 Minimalziele
Die in Kapitel 1.3.2 genannten Minimalziele waren bereits in die Anforderungserfassung mit
eingegangen und werden durch das Endprodukt erfu¨llt:
• Erstellung eines Konzeptes - Im ersten Semester wurde Fahrzeugnetz und Steuer-/Messumgebung
konzeptioniert und geplant. Fu¨r die weiteren Prototypen wurde, wo no¨tig, das Konzept
erga¨nzt. Siehe Kapitel 4 und 6.
• Inbetriebnahme eines Versuchsaufbaus - Insgesamt haben wir drei Protoypen erstellt, in de-
nen die vorhandenen Steuergera¨te (siehe Kapitel 5.1) mit einander vernetzt und in Betrieb
genommen wurden. Siehe Kapitel 7,8 und 10. Die dabei verwendeten Entwicklungswerk-
zeuge und Standardtools sind in Kapitel 5.3 beschrieben.
• Steuerungs- und Messumgebung: Die entworfene Umgebung soll in Hard- und Software
implementiert werden. - Auch dies wurde von uns in den drei Prototypen schrittweise um-
gesetzt. Die geplanten Messungen konnte ab dem zweiten Prototypen durchgefu¨hrt werden
und im Endprodukt auch wie gewu¨nscht u¨ber CAN u¨bertragen und am PC visualisiert
werden. Siehe insbesondere Kapitel 7.2.3 und 8.2.2
• Demonstrator - mittels einer geeigneten Demonstrationsanwendung sollte die Funktionstu¨chtig-
keit demonstriert werden. Unter zu Hilfenahme der Fahrtsimulation TORCS haben wir dies
umgesetzt und auf dem Campusfest o¨ffentlich vorgefu¨hrt. Siehe Kapitel 9.
• Wissenschaftliche Dokumentation - Auch die notwendige Dokumentationen wurden von
uns erstellt. Der Zwischenbericht wurde nach dem ersten Semester erstellt und der Ab-
schlussbericht mit diesem Dokument vorgelegt.
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Kapitel 12
Lessons learned
Im Verlauf der Projektgruppe sind wir immer wieder auf einige Probleme gestoßen, die man
mit mehr Erfahrung in der Durchfu¨hrung eines Projektes ha¨tte vermeiden ko¨nnen. Das Ka-
pitel Lessons learned soll nun dazu dienen, allgemeine Fehler und Probleme der Projektgrup-
pe aufzufu¨hren. Diese “Lektionen” sollen uns (den Projektgruppenteilnehmern) sowie eventuell
nachfolgenden Projektgruppen dazu dienen, allgemeine Fehler wa¨hrend der Durchfu¨hrung und
Planung eines Projektes zu vermeiden. Zudem zeigt dieses Kapitel, dass wir neben unserem
erworbenen technischen Versta¨ndnis auch viel hinsichtlich der Durchfu¨hrung und Organisation
eines Projektes gelernt haben, was sich auf beliebige andere Projekte u¨bertragen la¨sst.
12.1 Projektmanagement
12.1.1 Abscha¨tzung der Arbeitspakete
Die Abscha¨tzung der Arbeitspakete hat wa¨hrend der ersten Phase unserer PG gut funktioniert. In
dieser Phase wurden die Anforderungsdokumente geschrieben und viel organisatorische Arbeit
(wie zum Beispiel: Hardwarebeschaffung, SVN und Wiki aufsetzen, usw.) erledigt. In dieser
Phase ist es zu keinen nennenswerten Verzo¨gerungen gekommen, wodurch die Arbeitspakete wie
vorgesehen abgearbeitet werden konnten.
Als wir jedoch angefangen haben, die Hardware in Betrieb zu nehmen, erwies sich die Abscha¨tzung
der einzelnen Arbeitspakete als nicht mehr angemessen. Teilweise sind Hardwarefehler aufgetre-
ten, die uns sehr viel Zeit gekostet haben (siehe 7.3.3, 10.3.3). Durch eine bessere Einscha¨tzung
dieses Arbeitsaufwands wa¨re auch eine bessere Zeiteinteilung mo¨glich gewesen. So aber ist es
dazu gekommen, dass die eine oder andere Gruppe la¨nger fu¨r ihre Arbeiten beno¨tigt hat als es
geplant war. Dabei haben wir gelernt, dass man bei der Abscha¨tzung von Arbeitspaketen und
dem damit verbundenen Aufwand auch Ru¨ckschla¨ge und Verzo¨gerungen beachten und schon am
Anfang des Projekts Alternativen ha¨tte beru¨cksichtigen sollen. Des weiteren haben wir gemerkt,
dass wir das Gantt-Diagramm, welches wir am Anfang der PG erstellt haben, am besten in
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regelma¨ßigen Absta¨nden ha¨tten aktualisieren sollen. Durch ein aktuelles Diagramm wa¨re uns je-
derzeit klar gewesen, ob wir unsere zeitliche Planung einhalten ko¨nnen oder nicht. Ferner wa¨ren
uns auch wichtige, noch zu realisierende Punkte aufgefallen, welche wir bei unserem Vorgehen
erst kurz vor der Deadline bemerkt haben.
Die Planung der Arbeitspakete haben wir in unseren wo¨chentlichen PG-Sitzungen vorgenommen.
Eine Alternative wa¨re gewesen, die Pakete in einem mehrere Wochen umfassenden Arbeitsplan
festzuhalten, welcher bei auftretenden Verzo¨gerungen aktualisiert worden wa¨re. Ein solcher Ar-
beitsplan ha¨tte eine genauere Planung der Deadline der einzelnen Pakete ermo¨glicht. Ohne diese
grobko¨rnigere Planung haben wir die Arbeitspakete von Woche zu Woche neu eingescha¨tzt oder
einfach weitergefu¨hrt. Dies ist in manchen Fa¨llen allerdings auch ein Vorteil gewesen, da man-
che Arbeitspakete auch schneller erledigt werden konnten als geplant. So konnten wir die frei
gewordenen Kapazita¨ten schnell auf andere Arbeitspakete aufteilen.
12.1.2 Planung
Fu¨r die Planung unseres Projekts haben wir zu Beginn viel Zeit und Arbeit investiert. Wir haben
uns Gedanken u¨ber die verschiedenen Anwendungsfa¨lle und Anforderungen gemacht und außer-
dem die Funktionen, die unbedingt implementiert werden sollten, diskutiert. Diese Investition
hat sich sehr bezahlt gemacht. Allein dadurch, dass wir den verschiedenen Funktionen Priorita¨ten
verliehen haben, hatten wir die Flexibilita¨t, bei Zeitknappheit niedriger priorisierte Funktionen
zu streichen. Das Ziel unserer Planung, dass wir einmalig viel Arbeit und Sorgfalt in die Planung
investieren und danach nur noch im a¨ußersten Notfall diese a¨ndern, ist aufgegangen. Im Ru¨ck-
blick haben wir hier gelernt, dass eine sorgfa¨ltige Planung, auch wenn diese sehr zeitaufwa¨ndig
ist, die solide Grundlage eines jeden Projekts ist.
12.1.3 Risikomanagement
Ein bewusstes Risikomanagent hat es im Verlauf unserer PG nicht gegeben. Wenn wir zuru¨ckbli-
cken, wa¨re ein explizites Risikomanagement sehr sinnvoll gewesen. Aufgrund nicht dokumentier-
ter Hardware, mangels Expertenwissens oder einfach wegen Defekten sind einige Arbeitspakete
immer wieder ins Stocken geraten und wurden dadurch nur langsamer bearbeitet oder mussten
sogar aufgeschoben werden. Ein auf diese Probleme ausgerichtetes Risikomanagement wa¨re vor-
teilhaft gewesen. Somit ha¨tte man bei der Abscha¨tzung der Arbeitspakete auch das Risiko einer
Verzo¨gerung abscha¨tzen ko¨nnten und hieraus den Einfluss und die Konsequenzen fu¨r das gesam-
te Projekt ableiten ko¨nnen. Außerdem ha¨tte man alternative Aufgaben festlegen ko¨nnen, die im
Falle eines technischen Defekts ha¨tten erledigt werden ko¨nnen. An dieser Stelle sei jedoch ge-
sagt, dass sich die einzelnen Gruppen in einem solchen Fall einer alternativen Aufgabe gewidmet
haben. Durch ein Risikomanagement ha¨tten sich diese Aufgaben jedoch besser auf das Projekt
abstimmen lassen ko¨nnen. Eine weitere Aufgabe des Risikomanagements wa¨re es gewesen, schon
vorher Lo¨sungsstrategien zu entwickeln, damit man im Falle eines Defekts, beim Ausfall eines
Projektteilnehmers, einer verspa¨teten Lieferung oder mangelnder Dokumentation sofort auf diese
Strategien zuru¨ckgreifen kann, ohne weitere Zeit zu verlieren. Bei einigen Problemen mussten wir
erst das weitere Vorgehen in den wo¨chentlichen Sitzungen beraten, wodurch uns Zeit verloren
gegangen ist. In allen Fa¨llen haben wir sofort reagiert und alternative Strategien entwickelt, was
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allerdings manchmal zu einem gro¨ßeren Arbeits- und auch Zeitaufwand gefu¨hrt hat. Letztendlich
haben wir wa¨hrend der PG gelernt, dass viele unvorhersehbare Dinge passieren ko¨nnen. Auch
ist es sinnvoll, wie oben ausgefu¨hrt, wenn man schon vor dem tatsa¨chlichen Auftreten von Pro-
blemen auf eine Lo¨sungstrategie zuru¨ckgreifen kann. Auf jeden Fall sollte man Arbeitspakete im
Falle einer festen Deadline (wie z.B. dem Campusfest) nicht zu knapp planen, damit man immer
noch Spielraum fu¨r unvorhergesehene A¨nderungen bzw. Ereignisse hat.
12.1.4 Rollen in der PG
Eine explizite, statische Rollenverteilung bzw. Aufteilung von Zusta¨ndigkeiten und Verantwor-
tungsbereichen hat bei uns nicht stattgefunden, da dies in einer Gruppe von Studenten auch
sehr schwierig erscheint. Implizit hat jedoch jeder einmal eine verschiedene Rolle eingenommen
wie z.B. die des Projektleiters durch das Leiten der PG-Sitzungen (jede Woche hat ein anderer
Student die Sitzungen vorbereit und geleitet), die des Kunden durch das Erstellen der Anforde-
rungen oder die des Entwicklers durch das Implementieren seiner Aufgabe. Durch diese flexible
Verteilung von Rollen hat jedes Projektgruppenmitglied einen Einblick in alle fu¨r ein solches
Projekt typischen Rollen bekommen. Diese Flexibilita¨t hat uns wesentliche Eindru¨cke vermittelt
und die eigenen Sta¨rken und Schwa¨chen in den verschiedenen Bereichen aufgezeigt, was bei einer
statischen Rollenverteilung nicht mo¨glich gewesen wa¨re. Dadurch, dass wir mehrmals verschie-
dene Rollen besetzt haben, haben wir auch die Mo¨glichkeit gehabt, uns auf vielen Gebieten zu
verbessern. Aus unserer Sicht ist es allgemein fu¨r derartige Projektgruppen empfehlenswert, die-
se flexible Rollenzuteilung beizubehalten. So ist es fu¨r jeden Teilnehmer mo¨glich, die Sicht auf
ein Projekt aus den verschiedenen Perspektiven zu haben und Erfahrung in allen Bereichen der
Projektdurchfu¨hrung zu sammeln.
12.2 SVN
Wa¨hrend der Projektgruppe wurde in einem SVN-Repository entwickelt. Leider haben wir dies
erst gegen Mitte des zweiten Semesters konsequent durchgezogen, so dass sich vorher mehrmals
Probleme durch veralteten Code ergaben. Vor allem wa¨hrend der Portierung der Software zur
Steuerung der Fahrzeugfunktionen auf OSEK erwies sich dies als schwierig. Auf der einen Seite
wurde noch an den Funktionen der Software gearbeitet, wa¨hrend eine andere Arbeitsgruppe
versuchte den aktuellen Stand zu portieren.
Veralteter Code im SVN beziehungsweise eine fu¨r Außenstehende unklare Gliederung innerhalb
des Home-Verzeichnisses haben dafu¨r gesorgt, dass wir einige Arbeitstage damit vergeudet haben,
veralteten Code zu portieren, der u¨berhaupt keine Relevanz mehr besaß.
Ferner ist jedoch auch zu bedenken, das Code, der sich kompilieren la¨sst, nicht unbedingt etwas
sinnvolles tut. Hierbei ergaben sich durch die Unterschiede der CAN-Treiber fu¨r das TC1766
und das TC1796 immer wieder Probleme, da kompilierter aber nicht lauffa¨higer Code im SVN
zu finden war.
Ein SVN ist eine sinnvolle Einrichtung, die bei richtigem Gebrauch vieles erleichtern kann. Be-
nutzt man diese Struktur jedoch nicht konsequent, so ergeben sich hieraus eher Nachteile. Au-
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ßerdem ist unbedingt zu beachten, dass bei einem Kopiervorgang identischer Daten fu¨r mehrere
Projekte innerhalb des SVNs, die .svn-Ordner zu lo¨schen sind, damit die Dateien auch an der
neuen Stelle versioniert werden ko¨nnen.
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Zusammenfassung und Ausblick
Das Ergebnis der einja¨hrigen Arbeit in der PG war unser Endprodukt (10.1). Fu¨r die Projekt-
gruppe wurden uns einige Fahrzeugkomponenten zur Verfu¨gung gestellt, darunter zum Beispiel
ein Paar Scheinwerfer (5.1.3) und ein Gangwahlschalter (5.1.6). Fu¨r das Endprodukt wurden
diese Komponenten von uns selbst programmiert, in Betrieb genommen und u¨ber einen CAN-
Bus verbunden. Zusa¨tzlich wurde dieses Fahrzeugnetz an ein PC-System angeschlossen, auf dem
die Software CANoe (5.3.1) lief. Damit konnten einzelne Komponenten gesteuert sowie Busak-
tivita¨ten gemessen und visualisiert werden. Zur Demonstration unserer Arbeit wurde zudem ein
Teil des Fahrzeugnetzes in die Open-Source-Fahrsimulation TORCS 8.2.3 integriert, so dass das
Spiel mit unseren Fahrzeugkomponenten gesteuert werden konnte. Dass die Projektgruppe da-
her im Hinblick auf die gesteckten Ziele erfolgreich war, wurde bereits in Kapitel 11 erkla¨rt. Im
folgenden wird nun erla¨utert, welchen Gewinn die Projektgruppe fu¨r die Teilnehmer gebracht
hat.
Die Projektgruppe AutoLab war fu¨r alle Teilnehmer das erste Projekt in dieser Gro¨ßenordnung
und u¨ber einen solchen Zeitraum. Ein einja¨hriges, praxisorientiertes Projekt mit zwo¨lf Teilneh-
mern war sicher fu¨r alle eine neue Erfahrung. Genau dort lag auch eine große Herausforderung,
denn die Planung und Organisation eines solchen Projekts war fu¨r uns alle Neuland. Auch fu¨r un-
ser Betreuerteam war es die erste derartige Projektgruppe. Besonders im ersten Semester mussten
wir feststellen, dass nicht immer alles so lief, wie wir es uns vorgestellt hatten, und mussten ein
ums andere mal unsere Planungen korrigieren. Im zweiten Semester zeigte sich dann, dass wir aus
unseren Fehlern gelernt hatten, und es lief deutlich besser. Die gleich zu Beginn des Semesters
fu¨r jede Woche festgelegten Ziele und Meilensteine konnten in den meisten Fa¨llen eingehalten
werden. Hervorzuheben ist, dass die Organisation nicht vom Betreuerteam vorgegeben wurde,
sondern weitestgehend, mit der no¨tigen Unterstu¨tzung, den Teilnehmern u¨berlassen wurde –
eine Aufgabe, die sicher vielen im spa¨teren Berufsleben wieder begegnen wird. Zu den organisa-
torischen Aufgaben eines jeden einzelnen geho¨rten auch das Protokollieren und die Leitung der
wo¨chentlichen Besprechungen.
Wie bei jeder Arbeit in einer Gruppe war auch in der Projektgruppe AutoLab das Teamwork
von großer Bedeutung. Sicher hat jeder der Teilnehmer schon vorher einmal in einem Team
gearbeitet, doch bei einem so umfangreichen Projekt war es doch etwas anderes. Um die Ar-
PG 522: Endbericht 127 von 137
Zusammenfassung und Ausblick 13.0
beit aufzuteilen, wurden Arbeitsgruppen gebildet. Da sich im Verlauf der Projektgruppe die
Aufgabenfelder a¨nderten, wechselte auch die Gruppeneinteilung einige Male, so dass jeder PG-
Teilnehmer mit jedem Teilbereich in Beru¨hrung gekommen. Daru¨berhinaus mussten sich die
PG-Mitglieder dadurch einige Male auf neue Teampartner einstellen und vor allem auch immer
wieder in unterschiedliche, neue Themengebiete einarbeiten. Dies ist eine Fa¨higkeit, die auch im
spa¨teren Berufsleben verlangt werden wird.
Neben der eigentlichen Zusammenarbeit in den Teilgruppen wurde im Laufe der PG auch ein
weiterer wichtiger Aspekt der Teamarbeit deutlich: Die Notwendigkeit des transparenten Ar-
beitens. Bei einem solchen Projekt ist es sehr wichtig, dass jeder seine perso¨nlichen Arbeiten
und Erkenntnisse fu¨r alle ersichtlich und nachvollziehbar protokolliert. Dies ist zum einen wich-
tig, damit immer alle Mitglieder der Gruppe auf dem aktuellen Stand sind und nicht auf der
Grundlage eines u¨berholten Kenntnisstands arbeiten. Zum anderen ist dies wichtig, damit die
Projektgruppe fu¨r gewisse Arbeiten nicht von einzelnen Mitgliedern abha¨ngig ist. Anfangs ist
dies in der Projektgruppe unterscha¨tzt worden, so dass beispielsweise die TriBoards (5.1.2) nur
in Anwesenheit der zusta¨ndigen Gruppe genutzt werden konnte. In der Folge wurde dieser Fehler
dann vermieden, und es traten diesbezu¨glich keine Probleme mehr auf. Als Hilfsmittel wurden
unter anderem die Hilfsmittel Wiki und SVN (2.2) verwendet. Dieses Vorgehen ist auch in der
Praxis u¨blich.
Auch fachlich konnten viele Erkenntnisse und Erfahrungen gewonnen werden. Die Arbeiten in
der Projektgruppe waren sehr verschiedenartig. Sie reichten unter anderem von Hardwareunter-
suchungen und -basteleien u¨ber Programmierung etwa der Mikrocontroller bis hin zur Anwen-
dung von professioneller Software, die auch in der Industrie eingesetzt wird (zum Beispiel 5.3.1
CANoe). All diese Aufgaben zeichneten sich durch ihren sehr hohen Praxisbezug aus, der in
konventionellen Lehrveranstaltungen nicht oder nur minimal vorhanden und in dieser Form auch
gar nicht mo¨glich ist.
Abschließend kann man sagen, dass die Projektgruppe auch fu¨r uns Teilnehmer ein großer Erfolg
war, aus der wir viele wertvolle Erfahrungen mitnehmen ko¨nnen. Die einja¨hrige Arbeit in Teams
und Teilgruppen, das Vorgehen nach in der Industrie verbreiteten Methoden und der Umgang
mit modernen Hard- und Softwarekomponenten, die aktuellen Industriestandards entsprechen,
gaben einen sehr guten Einblick in das Berufsleben, das uns in Zukunft erwarten ko¨nnte. Diese
Faktoren machten die Projektgruppe zu einer Lehrveranstaltung, die eine ideale Erga¨nzung zu
dem theoretischen Wissen darstellt, welches in konventionellen Lehrveranstaltungen vermittelt
wird.
Aufgrund des Erfolges der Projektgruppe ist es versta¨ndlich, dass sowohl die Arbeit am AutoLab
als auch das Prinzip der Projektgruppe in diesem Bereich fortgesetzt werden. In den folgenden
zwei Semestern wird die Projektgruppe 522 AutoLab durch die Projektgruppe 533 CoaCh beerbt,
die sich mit neuen Steuergera¨te-Architekturen im Automobilbereich bescha¨ftigt. Zudem wird die
Arbeit der PG 522 in einem SchoolLab des deutschen Zentrums fu¨r Luft- und Raumfahrttechnik
(DLR) an der TU Dortmund genutzt werden, das von einem der PG-Teilnehmer betreut werden
wird.
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Entwicklungsplattform, 6
Entwicklungsprozess, 4
Entwicklungswerkzeug, 8
ereignisgesteuertes Echtzeitsystem, 20
Erster Prototyp, 13
ESP, 47
externe Forschung, 27
FADC, 12, 79, 92
Fahrsimulator, 26
Fahrzeugelektronik, 4, 5, 7
Fahrzeugfunktion, 6
Fahrzeugnetz, 6, 29, 71, 83, 85
Fahrzeugtopologie, 27
Fail-Silent-Knoten, 19
Fehlererkennung, 20
Feldeffekttransistor, 74
Flash-Programmierung, 6, 8, 82
Flex-Ray-Netz, 6
FlexRay, 21
Forschung, 7
FTCom, 23
GamePort, 97
Gangwahlschalter, 13, 14, 49, 58, 60, 82, 85,
94–96, 99
Gateway, 47
Generator-Block, 57
Geschwindigkeitsregelanlage, 51
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Grundlagen, 9
Hall-Sensoren, 14
Hardware, 4
Hardware in the Loop, 25
hartes Echtzeitsystem, 19
high-side current-Messung, 88
ICL7660, 88
INA114, 87
inDart-One, 48, 58
Infineon, 43
Instrumentenversta¨rker, 76, 88
interne Forschung, 27
Intervall-Potenziometer, 51
Komfort-CAN-Bus, 51
Komponenten, 50
Konfiguration, 27
Konfigurierbarkeit, 5
Konzept, 7
KOSTAL, 13, 81
Kraftfahrzeug, 4
Kurvenlicht, 13, 78
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Lastverteilung, 6, 27
Lehre, 7, 26
Lenkrad, 14, 90, 97, 98
Lenksa¨ule, 13, 50, 58, 60, 81, 83
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Lenkwinkelsensor, 51
LIN, 21
Logging-Block, 57
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Messaufbau, 57
Messsoftware, 79
Messumgebung, 6, 7, 14, 71, 75, 79, 83, 86, 92,
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Mikrocontroller, 4, 48, 95, 112
Minimalziele, 7
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Oszilloskop, 13, 81
PC-Gaming-Lenkrad, 90, 94, 97
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Ports, 75
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Programmiersprache, 4
Projektmanagement, 12, 16
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Prototyp, 9, 71, 83
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Rapid Prototyping, 25
Rechnersysteme, 4
Referenzmasse, 87
remote, 27
Replay-Block, 57
Ressource, 4
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Scheinwerfer, 12, 71, 78, 83, 85, 89, 91, 94
Schlafmodus, 82
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Sensorik, 75
Sensorsignale, 47
Shunt, 75
Signale, 51
Signalumsetzung, 51
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SMLS, 50, 81
Software, 4, 7
Software in the Loop, 25
Spannungsabfall, 75
Spannungscodierung, 51
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Steuergera¨te, 21–23
Steuerumgebung, 6, 7, 71, 83, 86, 92, 107
Strommessplatine, 76, 79, 83, 91
Strommessplatine, 2. Prototyp, 87
Strommessung, 88
Stromverbrauch, 27
Stromversorgung, 13, 74
Subversion, 10
Sun Rays, 10
System Basis Chip (SBC), 82, 95, 112, 115
Systemsoftware, 4, 5
TC17xx, 43
Testablauf, 7
Tests, 25
Testverfahren, 4
Time-Triggered-Architektur, 19
Time-Triggered-CAN, 20
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Trace, 57
Transceiver, 100, 114
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USB-CAN-Adapter, 94
VCO, 81
Vector, 55
Verarbeitungsprozess, 20
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verteiltes Echtzeitsystem, 19
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Vorbereitungen, 9
Wartbarkeit, 5
Wartung, 28
Watchdog, 14
Watchdog-Chip, 13
weiches Echtzeitsystem, 19
Widerstandswerte, 51
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Zu¨ndanlassschalter, 51
Zu¨ndschloss, 51
zeitgesteuertes Echtzeitsystem, 20
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