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Abstract
We prove that Morel-Voevodsky’s stable A1-homotopy theory aords the universal six-
functor formalism.
1. INTRODUCTION
Motivic theories are intricately linked with universal constructions. After all, motives and mo-
tivic homotopy types are supposed to capture the essence of algebraic varieties, in the sense of
cohomology and homotopy theory, respectively. Therefore, we would expect this universal
nature to be reflected in any successful motivic theory. This paper is a validation of this prin-
ciple for Morel-Voevodsky’s stable A1-motivic homotopy theory. Before we state the main
result in a precise form, it is useful to revisit a related fact about stable motivic homotopy types.
MOTIVIC HOMOTOPY TYPES Let us recall the steps with which the arguably most useful con-
text to date for stable motivic homotopy types is constructed, namely Morel-Voevodsky’s
stable A1-homotopy category:
1. Start with smooth finite type schemes over a Noetherian base scheme X : { SmX
2. Pass to the free cocompletion: { P(SmX )
3. Restrict to Nisnevich sheaves which are A1-invariant: { H(X )
4. Pass to pointed objects: { H•(X )
5. Invert the pointed projective line (P1,∞) with respect to the tensor product: { SH(X )
This construction was the content of [MV99] and [Voe98]. With the possible exception of
the Nisnevich topology appearing (to which we will return later), these steps are all easy to
motivate, and we refer to [Voe98] for an excellent account. What is more surprising and
dicult to grasp is how and why these steps are sucient to provide such a successful context
for stable motivic homotopy types (at least for nice enough X ): one which relates directly—
although in a highly non-trivial way—to more classical algebro-geometric invariants such as
higher Chow groups or algebraic K-theory, and which was used to prove the Milnor and
Bloch-Kato conjectures, by Voeveodsky et al.
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If one performs these steps in the correct framework, such as (∞, 1)-categories (and par-
ticularly presentable such), one sees that each of the steps 2. to 5. is the universal solution to
a certain problem. As a consequence, the functor SmX → SH(X ) which associates to every
smooth X-scheme its stable A1-homotopy type, is the universal symmetric monoidal functor
into a stable presentable symmetric monoidal (∞, 1)-category which satisfies eective Nis-
nevich descent and A1-invariance, and inverts the cofiber of ∞ ↪→ P1. We refer to [Rob15,
Corollary 2.39], where this result was proved in a more precise form. To the extent then that
one finds these axioms compelling, Robalo’s result provides a validation of SH(X ) being the
universal context for stable motivic homotopy types over X .
FROM TYPES TO THEORIES As anticipated by Grothendieck, Voevodsky, and others, much
progress over the past decades has come from studying the functoriality of SH(X ) in X .
The main precursor to that study is the development of étale cohomology theory which as-
sociates to the scheme X the derived category of constructible `-adic sheaves on X . Apart
from the closed symmetric monoidal structure on these categories, it associates to a morphism
f : Y → X ordinary and exceptional pullback and pushforward functors f ∗, f !, f∗, f! relating
constructible `-adic sheaves on X and on Y . One says that `-adic cohomology theory is en-
dowed with a six-functor formalism orGrothendieck’s six operations, although there is no accepted
definition of these terms. Instead they refer loosely to the existence and the behaviour of the
six functors, depending on whether f is an immersion, a smooth morphism etc., the manifold
relations among them, and with respect to important properties of constructible sheaves (such
as being lisse). The development of this formalism by Grothendieck and his collaborators was
a major achievement, and is to a large extent responsible for the lasting success of the `-adic
theory.
After some important initial contributions byVoevodsky, the six-functor formalism for the
stable A1-homotopy theory was established by Ayoub in a tour de force [Ayo07a, Ayo07b].
As part of his work, he established a very useful recognition result for six-functor formalisms.
It says roughly (although in dierent language) that any coecient system (discussed below)
underlies a six-functor formalism, in that it satisfies many of the properties familiar from the
`-adic theory, including the existence of the six functors. To best bring out the analogy with
the discussion of motivic homotopy types before, we temporarily restrict to the presentable
context, and we refer to Section 7.2 or [Dre18] for a more general (and precise) notion of
coecient systems.
Definition 1.1. Fix a Noetherian finite-dimensional base scheme B. A presentable coecient
system over B is a functor C : SchopB → CAlg(Prst) on finite type B-schemes with values in
stable presentably symmetric monoidal (∞, 1)-categories and left adjoint symmetric monoidal
functors, satisfying the axioms below. Here, we denote by f ∗ : C(X ) → C(Y ) the symmetric
monoidal functor associated with f : Y → X in SchB , and by f∗ : C(Y ) → C(X ) its right
adjoint.
• If p is smooth then p∗ admits a left adjoint p] which satisfies smooth base change
p] f
∗ ' (f ′)∗p ′
]
and the smooth projection formula p](p∗(-) ⊗ (-)) ' (-) ⊗ p](-).
• If i : Z ↪→ X is a closed immersion with open complement j : U ↪→ X , the localization
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square in CATst∞
C(Z ) C(X )
0 C(U )
i∗
j∗
is Cartesian.
• (Non-eective A1-invariance) If p : A1X → X denotes the canonical projection, the
functor p∗ : C(X ) → C(A1X ) is fully faithful.
• (T-stability) If p : P1X → X denotes the canonical projection, the fiber of p]p∗1C(X ) →
1C(X ) is invertible.
A morphism of coecient systems is a natural transformation ϕ : C → C ′ such that for
each smooth p : Y → X , we have p]ϕY ' ϕXp] . This defines the subcategory PrCoSyB ⊂
Fun(SchopB ,CAlg(Prst)) of presentable coecient systems over B.
It is also true that every morphism of coecient systems as defined here (and more gen-
erally in Section 7.2) underlies a ‘morphism of six-functor formalisms’. (It does not commute
with all six functors in general, although it does in some cases of interest [Ayo10, § 3].) Thus
in absence of an axiomatization of six-functor formalisms, we take the (∞, 1)-category of co-
ecient systems to be an excellent stand-in.
MAIN RESULT It was proved essentially in [MV99] (although again in dierent language) that
the functor X 7→ SH(X ) is a (presentable) coecient system. As an immediate consequence
of our main result Theorem 7.14 we obtain that it is the initial such.
Theorem 1.2. The (∞, 1)-category PrCoSyB has an initial object given by SH.
We have presented the axioms of a presentable coecient system in a way which makes
the analogies with the construction of SH(X ) discussed at the beginning of this introduction
apparent. However, there are important dierences, including most prominently:
(1) While the construction of SH(X ) starts with the category of smooth finite type X-
schemes, the ‘given’ in a coecient system is a functor on all finite type X-schemes, and
the distinguished role is played by smooth morphisms.
(2) There is no mention of any topology in the axioms of a coecient system, while the
localization axiom doesn’t appear in the construction of SH(X ).
If we want to view the axioms for a coecient system as a recipe for constructing the initial
object and if we expect the initial object to be constructed as in steps 1. through 5. above,
then these dierences pose a challenge: It is not clear why the smooth X-schemes play a
distinguished role, and it is even less clear how to enforce the localization axiom in a universal
fashion.
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The key to dealing with the second dierence is the observation that the localization prop-
erty implies Nisnevich descent. This is well-known, see Proposition 7.13. Let us then con-
sider the fully faithful embedding PrCoSyB ↪→ CoSy′B where the latter consists of functors
C : SchopB → CAlg(CATcoco,st∞ ) taking values in cocomplete stable ∞-categories and cocontin-
uous functors, satisfying the same axioms as presentable coecient systems, except that the
localization axiom is replaced with the weaker
• C satisfies non-eective Nisnevich descent.
The (∞, 1)-category CoSy′B plays an auxiliary but crucial role for us (see Remark 7.12) because
we are able to prove the following result. Note that since PrCoSyB ↪→ CoSy′B is fully faithful,
Theorem 1.2 is an immediate consequence.
Theorem 1.3. The (∞, 1)-category CoSy′B is presentable1, with initial object given by SH.
METHOD OF PROOF Explaining how we deal with dierence (1) will naturally lead to the
strategy we employ in proving Theorem 1.3. Let us then consider the following simplified
version of a coecient system.
Definition. A pullback formalism over B is a functor C : SchopB → CAlg(CAT∞) which satisfies
the smooth base change and projection formula axiom. A morphism of pullback formalisms is
defined as for coecient systems. This defines a subcategory PB of Fun(SchopB ,CAlg(CAT∞)).
Our goal is to prove that this (∞, 1)-category has an initial object given by the ‘geomet-
ric pullback formalism’ Cgm which, to a B-scheme X , associates the category SmX with the
Cartesian symmetric monoidal structure. That is, it recovers step 1. of the construction of
SH(X ).
Given any pullback formalism C we should in particular be able to define a functor
ψ : SmX → C(X ),
in other words, we need to associate, with every smooth X-scheme p : Y → X , an object
ψ (Y ) ∈ C(X ), in a functorial way. The reason that Cgm is a pullback formalism is that the
pullback functor
p∗ : SmX → SmY , Z 7→ Z ×X Y
admits a left adjoint
p] : SmY → SmX , (q : Z → Y ) 7→ (pq : Z → X ).
In particular, we may recover p : Y → X as the object p]p∗1X , where 1X = idX is the final
object of SmX and therefore the monoidal unit. Sinceψ is supposed to be symmetric monoidal
and commute with both p] and p∗, we are forced to define
ψ (Y ) = ψ (p]p∗1X ) = p]p∗1C(X ).
1In this introduction we take the liberty of ignoring size issues, but to avoid any confusion we remark that this
use of ‘presentable’ is with respect to a dierent universe than the one in PrL used before. We refer to our Notation
and Conventions below.
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It isn’t obvious, but one can prove that this underlies a functor ψ which is moreover sym-
metric monoidal, and more generally gives rise to a morphism Cgm → C in PB. However,
one still needs to prove that ψ is essentially unique, in other words, that the mapping space
MapPB(Cgm,C) is contractible. Unfortunately, this doesn’t seem as tractable in general since
we know very little about C.
The other ingredient, already hinted at in Theorem 1.3, is that the (∞, 1)-category PB (just
as CoSy′B ) is presentable. This ultimately comes from the fact that Fun(Sch
op
B ,CAlg(CAT∞))
is clearly presentable, and that the smooth base change and projection formula axioms can be
expressed in terms of adjointable squares (in the sense of [Lur17, § 4.7.4]). In particular, PB
has an initial object Cinit and a morphism Cinit → Cgm. As the composite Cinit → Cgm → Cinit
is homotopic to the identity, it suces to show the same of Cgm → Cinit → Cgm. But this
composite is now an endomorphism of an essentially 1-categorical object, and proving that it
is homotopic to the identity is a fairly concrete problemwhichwe solve by explicitly exhibiting
a homotopy.
The rest of the proof of Theorem 1.3 runs parallel to the definition of CoSy′B . Namely, we
will show that each of the axioms of CoSy′B gives rise to a reflexive condition in presentable
(∞, 1)-categories. The objects of Fun(SchopB ,CAlg(PrL)) taking values in presentable (∞, 1)-
categories play a distinguished role in that we are able to describe their images under each of
the corresponding left adjoints explicitly. This applies in particular to the geometric pullback
formalism, once we pass to its pointwise free cocompletion. Tracing its image under these left
adjoints produces the initial coecient system, which one recognizes to be SH. We refer to
Section 7.1 and in particular Theorem 7.3 for a summary of the constructions and results.
FINAL REMARKS The proof just described is not specific to schemes or even algebraic geom-
etry. Instead we will work with a general 1-category S with finite limits (instead of SchB ),
and a distinguished class P of morphisms which is closed under pullbacks along morphisms in
S (instead of smooth morphisms). We may then define an analogous notion of P-base change
and P-projection formula, as well as pullback formalisms with respect to S and P . The non-
eective Nisnevich descent and A1-invariance are replaced by ‘local’ conditions with respect
to a quite general class of morphisms. And T-stability can similarly be replaced by the condi-
tion that a set of morphisms be invertible. We will prove the analogue of Theorem 1.3 in this
general context.
Given a six-functor formalism C (in the precise sense of a coecient system), one gets
for free an essentially unique ‘realization functor’ RC : SH → C as a result of our main
theorem. (In fact, from our Theorem 1.3 we see that C does not need to verify all axioms
of a coecient system for that.) This becomes even more powerful when combined with
techniques to construct new coecient systems from old ones. For example, as explained
in [CD19, Part 4] and [Dre18, § 8], there are ways of ‘scalar extending’ coecient systems
along functors of presentable symmetric monoidal (∞, 1)-categories, and of associating new
coecient systems to motivic commutative ring spectra in SH(B). It is then natural to restrict
to coecient systems satisfying further conditions (such as being Λ-linear for a commutative
ring spectrum Λ, orientable, étale-local etc.). Our main result gives a recipe to prove that these
(∞, 1)-categories equally admit an initial object, thus reducing the construction of realization
functors from interesting coecient systems to checking some axioms. We will not discuss
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such questions in this paper.
In another useful direction, sometimes one has a coecient system C which takes values
in small (∞, 1)-categories and therefore doesn’t have a chance of being cocomplete. It would
then seem that our results don’t say anything aboutC. This isn’t so. Namely, passing pointwise
to its Ind-completion yields a functor with values in presentable (even compactly generated)
(∞, 1)-categories and to which our results can be applied. In particular, one obtains an essen-
tially unique morphism SH→ Ind(C), and the ‘compact part’ factors through the idempotent
completion: SHω → C \ . We refer to Remark 7.15 for more details.
NOTATIONANDCONVENTIONS As ourmodel for (∞, 1)-categories wewill use quasi-categories
(here called∞-categories), and our notation and conventionswill mostly follow those of [Lur09,
Lur17].
We distinguish between small, (possibly) large and (possibly) very large ∞-categories, the
first being the objects of Cat∞, the second those of CAT∞, and the third those of ĈAT∞. We
denote by CATcoco∞ the sub-∞-category of CAT∞ of large ∞-categories which admit small
colimits, and functors which preserve small colimits. Its full sub-∞-category on presentable
∞-categories is denoted by PrL. We consider all of these ∞-categories with their usual sym-
metric monoidal structures of [Lur17, § 4.8].
2. PULLBACK FORMALISMS
In this section, we introduce the context in which all the subsequent discussion in the main
body of the text will take place.
Convention 2.1. Throughout the article, we fix the following data and hypotheses:
• S , a small ordinary category which is finitely complete, with final object denoted 1S ;
• P ⊆ S , a subcategory containing all isomorphisms, and stable under pullbacks along all
morphisms of S .
2.1. NON-ADJOINTABLE PULLBACK FORMALISMS
Definition 2.2. A non-adjointable pullback formalism (over S) is a functorC : Sop → CAlg(CAT∞),
i.e., a diagram of symmetric monoidal ∞-categories and symmetric monoidal functors, and
a morphism of non-adjointable pullback formalisms ϕ : C → C ′ (over S) is a symmetric monoidal
natural transformation. In other words, the ∞-category of non-adjointable pullback formalisms
(over S) is the very large ∞-category Fun(Sop,CAlg(CAT∞)).
Convention 2.3. Let ϕ : C → C ′ : Sop → CAlg(CAT∞) be a morphism of non-adjointable
pullback formalisms. We adopt the following slightly abusive conventions:
• for each s ∈ S , we denote by C(s)⊗ the associated symmetric monoidal ∞-category
classified;
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• for each morphism f : s ′ → s of S , we denote by f ∗ : C(s)⊗ → C(s ′)⊗ the associated
symmetric monoidal functor; and
• for each s ∈ S , we denote by ϕs or ϕ : C(s)⊗ → C ′(s)⊗ the associated symmetric monoidal
functor.
Remark 2.4. The very large ∞-category CAT∞ is presentable2, and the product × : CAT∞ ×
CAT∞ → CAT∞ is closed (that is, preserves colimits in each variable separately). It follows that
CAlg(CAT∞) is a presentable ∞-category, and the forgetful functor
CAlg(CAT∞) → CAT∞
detects limits and sifted colimits [Lur17, Corollaries 3.2.2.5 and 3.2.3.2]. In particular, it has a
left adjoint [Lur17, Example 3.1.3.14].
Proposition 2.5. The very large ∞-category Fun(Sop,CAlg(CAT∞)) of non-adjointable pullback
formalisms over S is presentable.
Proof. By [Lur09, Proposition 5.5.3.6], the functor∞-category Fun(Sop,CAlg(CAT∞)) inherits
presentability from CAlg(CAT∞) (Remark 2.4). 
Example 2.6. The ∞-category CAlg(CAT∞) admits an initial object, given by the terminal
∞-category ∗ equipped with the Cartesian monoidal structure. The constant diagram s 7→ ∗
is therefore an initial object of the ∞-category Fun(Sop,CAlg(CAT∞)).
Example 2.7. LetC : Sop → CAlg(CAT∞) be a functor. We may compose it with the functor
which takes a symmetric monoidal ∞-category to its opposite with the opposite symmetric
monoidal structure, see [Lur17, Remark 2.4.2.7]. The resulting functor will be denoted by
C˜ : Sop → CAlg(CAT∞).
Remark 2.8. Let C : Sop → CAlg(CAT∞) be a functor. As recalled in Appendix A we may
view it equivalently as an Sop-monoidal ∞-category C → Sop,q. Informally, C admits the
following description (Remark A.14):
• objects of C are pairs (s,M) where s ∈ S and M ∈ C(s);
• a morphism (s,M) → (t ,N ) is a morphism f : t → s in S and a morphism f ∗M → N in
C(t);
• the tensor product of (s,M) and (t ,N ) is the external product (s × t ,M  N ).
Remark 2.9. In the sequel, the combination of the constructions in Remark 2.8 and Exam-
ple 2.7 will be most useful to us. The Sop-monoidal∞-category associated to C˜ will be denoted
by C˜ → Sop,q, and we call it the opposite Sop-monoidal∞-category associated toC. Informally,
we may describe C˜ as follows. It has the same objects as C and the tensor product is the
external product. It diers from C in that
2Of course, this means that CAT∞ ' Indκ (C) admits large colimits and where C is a large ∞-category and
κ a regular cardinal, possibly large. It does not mean that CAT∞ ∈ PrL (the latter admit small colimits and are
determined by a small∞-category). We trust that this slight abuse of language will not be confusing in the sequel.
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• a morphism (s,M) → (t ,N ) is a morphism f : t → s in S and a morphism N → f ∗M in
C(t).
2.2. ADJOINTABILITY
We start by giving a slightly informal definition of pullback formalisms. This will be made
more precise in the sequel (cf. Remark 2.19). For similar notions in the 1-categorical context,
see [CD19, § I.1].
Definition 2.10. A (P-adjointable) pullback formalism (over S) is a functorC : Sop → CAlg(CAT∞)
such that
1. for each morphism p : s ′→ s ∈ P , the functor p∗ : C(s) → C(s ′) admits a left adjoint p] ;
2. for each cartesian square
s s ′
t t ′
p
f
p′
f ′
in S with p (and hence p ′) in P , the exchange transformation p ′
]
(f ′)∗ → f ∗p] is an
equivalence;
3. the exchange transformation
p](p∗(−) ⊗ −) → − ⊗ p](−)
is an equivalence.
We say thatC satisfies P-base change (resp. the P-projection formula) if it satisfies (1) and (2) (resp.
(1) and (3)).
Amorphism of (P-adjointable) pullback formalisms (over S) is a natural transformation ϕ : C →
C ′ such that for each p : s ′→ s in P , the exchange transformation p]ϕ → ϕp] is an equivalence.
This defines a sub-∞-category PB := PB(S, P) ⊆ Fun(Sop,CAlg(CAT∞)).
The main result of this section is the following.
Proposition 2.11. The very large ∞-category PB of pullback formalisms is presentable, and the
inclusion
PB ↪→ Fun(Sop,CAlg(CAT∞))
admits a left adjoint.
The proof of Proposition 2.11 involves some ideas whichwill recur repeatedly in this article,
and we therefore treat it in detail. We start by reinterpreting Definition 2.10.
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Convention 2.12. We denote by Sq = Fun(∆1×∆1,CAT∞) the∞-category of squares which
commute up to a specified equivalence:
C00 C10
C01 C11
f ∗
д∗ h∗
k∗
(2.13)
Recall that (2.13) is left adjointable if f ∗ and k∗ admit left adjoints f] and k] , respectively, and
if the associated exchange (or Beck-Chevalley) transformation k]h∗ → д∗ f] is an equivalence.
A morphism of left adjointable squares α : C•• → C′•• is a morphism of squares such that
the two exchange transformations f ′
]
α10 → α00 f] and k ′]α11 → α01k] are equivalences. In
other words, such a morphism fits into a cube
C00 C10
C′00 C
′
10
C01 C11
C′01 C
′
11
in which the top and the bottom face are left adjointable (in addition to the front and back).
This defines a sub-∞-category SqLAd ⊆ Sq which, with the notation of [Lur17, Defini-
tion 4.7.4.16], we may also write as Fun(∆1,FunLAd(∆1,CAT∞)). Similarly we define the ∞-
category of right adjointable squares SqRAd ⊆ Sq.
Convention 2.14. We denote by P the set of Cartesian squares
s s ′
t t ′
p
f
p′
f ′ (2.15)
of S such that p and, hence, p ′ belong to P .
Remark 2.16. Let q ∈ P . Regarding q as a functor ∆1 × ∆1 → S , pre-composition with q
and post-composition with the forgetful functor CAlg(CAT∞) → CAT∞ together determine a
functor
bcq : Fun(Sop,CAlg(CAT∞)) → Sq .
The functors bcq for q ∈ P together determine a functor
bc : Fun(Sop,CAlg(CAT∞)) →
∏
P
Sq .
For each C : Sop → CAlg(CAT∞), the condition that the squares of bc(C) belong to the sub-
∞-category SqLAd ⊆ Sq is the condition that C satisfy P-base change.
9
Remark 2.17. Let p : s ′ → s be a morphism of P . The functor p∗ : C(s)⊗ → C(s ′)⊗ is
symmetric monoidal, so we have an essentially commutative square
C(s) ×C(s) C(s ′) ×C(s)
C(s) C(s ′)
p∗×id
⊗ (-)⊗p∗(-)
p∗
(2.18)
in CAT∞. This square is classified by a functor pf p (C) : ∆1 × ∆1 → CAT∞. As we prove in
Lemma 2.21 below, the assignment p 7→ pf p determines a functor
pf : Fun(Sop,CAlg(CAT∞)) →
∏
P1
Sq .
For each C : Sop → CAlg(CAT∞), the condition that the squares of pf (C) belong to the sub-
∞-category SqLAd ⊆ Sq is the condition that C satisfy the P-projection formula.
Remark 2.19. Using Remarks 2.16 and 2.17, the∞-category of pullback formalisms is seen to
fit into a Cartesian square in ĈAT∞:
PB Fun(Sop,CAlg(CAT∞))
∏
P qP1 Sq
LAd ∏
P qP1 Sq
bc× pf (2.20)
Lemma 2.21. Let p : s ′→ s be a morphism in P . The association C 7→ pf p (C) underlies a functor
pf : Fun(Sop,CAlg(CAT∞)) → Sq .
Moreover, this functor admits a left adjoint.
Proof. Restricting along p : ∆1 → S and identifying commutative algebra objects with com-
mutative monoids defines a functor
χp : Fun(Sop,CAlg(CAT∞)) → Fun(∆1 × Fin∗,CAT∞).
Next consider the morphism v : ∆1 × Λ20 → ∆1 × Fin∗ depicted on the left:
(0, 〈1〉) (1, 〈1〉)
(0, 〈2〉) (1, 〈2〉)
(0, 〈1〉) (1, 〈1〉)
e×id
e×id
ρ2
m
ρ2
m
e×id
C(s) C(t)
C(s) ×C(s) C(t) ×C(t)
C(s) C(t)
p∗
p∗×p∗
pi2
⊗
pi2
⊗
p∗
(2.22)
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Here e : 0 → 1 is the non-degenerate edge in ∆1, m : 〈2〉 → 〈1〉 is the active morphism in
Fin∗, and ρ2 : 〈2〉 → 〈1〉 is the inert morphism with ρ2(2) = 1. We restrict further along v:
v∗ : Fun(∆1 × Fin∗,CAT∞) → Fun(∆1 × Λ20,CAT∞).
To help the reader, the diagram v∗ ◦ χp (C) is depicted on the right hand side in (2.22).
We now consider the canonical inclusion w : ∆1 × Λ20 ↪→ W whereW is the poset with
one additional element and relations depicted on the left:
• •
•
• •
• •
C(s) C(t)
C(t) ×C(s)
C(s) ×C(s) C(t) ×C(t)
C(s) C(t)
p∗
id×p∗
p∗×p∗
pi2
⊗
p∗×id
pi2
⊗
p∗
The result w∗ ◦v∗ ◦ χp (C) of right Kan extending along w ,
w∗ : Fun(∆1 × Λ20,CAT∞) → Fun(W ,CAT∞)
is depicted on the right. Finally, there is an obvious inclusion x : ∆1 × ∆1 →W (indicated in
color), restriction along which produces the required square:
x∗ : Fun(W ,CAT∞) → Fun(∆1 × ∆1,CAT∞) = Sq
For the second statement, notice that χp preserves limits and sifted colimits, by [Lur17,
Corollary 3.2.2.5, Proposition 3.2.3.1], and therefore is a right adjoint. Restrictions and right
Kan extensions have left adjoints given by left Kan extensions and restrictions, respectively.
Hence pf p is a right adjoint. 
Proof of Proposition 2.11. By Proposition 2.5, the∞-category Fun(Sop,CAlg(CAT∞)) is present-
able. The same argument implies that Sq is also presentable. By [Lur17, Corollary 4.7.4.18],
SqLAd is presentable, and the inclusion SqLAd ↪→ Sq admits a left adjoint. As very large pre-
sentable∞-categories and right adjoint functors between them are closed under (large) limits
in ĈAT∞, it therefore suces to prove that the right vertical arrow bc× pf in (2.20) is a right
adjoint. In other words, it remains to prove that bcq and pf p are right adjoints for each q ∈ P
and p ∈ P1. This is Lemma 2.21 for pf p , and is easy for bcq as it can be written as the composite
Fun(Sop,CAlg(CAT∞)) → Fun(Sop,CAT∞) → Fun(∆1 × ∆1,CAT∞),
where the first functor forgets the symmetric monoidal structure, and the second is restriction
along the functor q : ∆1×∆1 → S . Both these functors clearly admit left adjoints (Remark 2.4),
and the claim for bcq follows. 
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Remark 2.23. If C : Sop → CAlg(CAT∞) satisfies both base change and the projection for-
mula (that is, if C is a pullback formalism) then C necessarily satisfies an apparently stronger
condition: For any Cartesian square ∏
i s
′
i
∏
i si
s ′ s
(pi )
(ai )
p
(bi )
in S with p1, . . . ,pn in P , the essentially commutative square∏
i C(s ′i )
∏
i C(si )
C(s ′) C(s)
p∗i
a∗1(−)⊗···⊗a∗n (−) b∗1(−)⊗···⊗b∗n (−)
p∗
is left adjointable. Indeed, the case n = 1 is precisely the base change property. The case n = 2
follows from the base change property together with the projection formula. Inductively, C
satisfies this property for every n ≥ 1. We will say that C satisfies the generalized projection
formula (with respect to P).
3. GEOMETRIC PULLBACK FORMALISM
By Proposition 2.11, the ∞-category of pullback formalisms PB has an initial object. In this
section, we study this initial pullback formalism, which will be fundamental for the remainder
of the article. In Section 3.1, we describe this pullback formalism in detail, and in Section 3.2 we
explain how it acts on every other pullback formalism. This will be used to prove in Section 3.3
that it is the initial object in PB.
3.1. CONSTRUCTION
Convention 3.1. We denote by OS = Fun(∆1, S) the category of arrows in S , and by OPS ⊆ OS
the full subcategory spanned by arrows in P . We endow both of these with the Cartesian
symmetric monoidal structure so that evaluation at 1 ∈ ∆1 induces a symmetric monoidal
functor
ev1 : O(P )S → S .
(Here, we use the assumptions on P in Convention 2.1.) Finally, for s ∈ S , we denote by Ps
the fiber of ev1 over s with the induced (Cartesian) symmetric monoidal structure.
Lemma 3.2. The functor ev1 : (OPS )× → S× is a ‘symmetric monoidal Cartesian fibration’, that is,
the underlying functor ev1 : OPS → S is a Cartesian fibration, and the Cartesian edges are stable under
products in OPS .
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Proof. The underlying functor ev1 : OPS → S is a Cartesian fibration since S admits pullbacks
and P is stable under them. An ev1-Cartesian edge in OPS corresponds to a Cartesian square in
S , and these are stable under product with an object of OPS . This completes the proof. 
Remark 3.3. Passing to opposite categories we obtain a ‘symmetric monoidal coCartesian
fibration’
ev1 : (OPS )op,q → Sop,q, (3.4)
that is, a symmetric monoidal functor whose underlying functor is a coCartesian fibration, and
such that the coCartesian edges are stable under coproducts in (OPS )op. By Propositions A.13
and A.9, this corresponds to a functor C˜gm : Sop → CAlg(CAT∞). We will be more interested
in its opposite Cgm : Sop → CAlg(CAT∞) (Example 2.7), whose value at s ∈ S is
Cgm(s) = Ps ,
the full subcategory of S/s spanned by arrows s ′ → s in P , endowed with the Cartesian sym-
metric monoidal structure (that is, the fiber product over s in S). Given a morphism f : t → s
in S , the induced symmetric monoidal functor f ∗ : Cgm(s) → Cgm(t) is given by pullback
along f :
Ps → Pt , (s ′→ s) 7→ (s ′ ×s t → t) (3.5)
Definition 3.6. The functor Cgm : Sop → CAlg(Cat∞) is called the geometric pullback formal-
ism. This terminology is justified by the following result.
Proposition 3.7. The functor Cgm : Sop → CAlg(CAT∞) is a pullback formalism.
Proof. We need to verify the three conditions in Definition 2.10. For (1), we note that if f :
t → s belongs to P , then the functor (3.5) admits a left adjoint f] given by post-composition
with f .
For (2), let us be given a Cartesian square as in (2.15) and apply Cgm:
Ps Ps ′
Pt Pt ′
s ′×s-
t×s- t ′×s′-
t ′×t-
By the description of p] and p ′] just given, we recognize the associated exchange transforma-
tion evaluated at q ∈ Ps ′ as the canonical morphism
p ′(t ′ ×s ′ q) → t ×s (pq),
and invertibility of this morphism expresses the fact that the composition of two Cartesian
squares is Cartesian. This proves that the geometric pullback formalism satisfies the base
change property.
We turn to (3) in Definition 2.10. Let p : s ′ → s be a morphism in P , and consider
the associated square (2.18). The associated exchange transformation evaluated at q ∈ Ps and
q′ ∈ Ps ′ is easily seen to coincide with the canonical morphism
p(q′ ×s ′ (s ′ ×s q)) → (pq′) ×s q
13
which is again invertible for the same reason. 
3.2. GEOMETRIC ACTION
LetC be a pullback formalism and fix s ∈ S . Given anyM ∈ C(s) and p : s ′→ s a P-morphism,
we may define a new object in C(s):
M(p) := p]p∗(M)
Our goal in the present subsection is to prove that this association can be promoted to a functor
Cgm(s) ×C(s) → C(s), compatible with the symmetric monoidal structures and suitably func-
torial in s. The statement is Proposition 3.9, and the proof occupies the rest of the subsection.
Convention 3.8. Throughout this subsection, we fix:
• C : Sop → CAlg(CAT∞), a pullback formalism;
• C˜ → Sop,q, the opposite Sop-monoidal ∞-category associated to C (Remark 2.9).
Proposition 3.9. There exists a morphism in Fun(Sop,CAlg(CAT∞)),
Cgm ×C → C, (3.10)
which at s ∈ S can informally be described as the association
(p,M) 7→ M(p) := p]p∗M .
Remark 3.11. The morphism (3.10) does not commute with q] for P-morphisms q. In other
words, it is not a morphism of pullback formalisms.
Remark 3.12. Passing to opposites (Example 2.7), such a morphism (3.10) would correspond
to one of the form
C˜gm × C˜ → C˜, (3.13)
and under the equivalence of Proposition A.13, this would in turn correspond to an Sop-
monoidal functor (cf. Remark 3.3)
(OPS )op,q ×Sop,q C˜ → C˜. (3.14)
We will from now on work in this setting of Sop-monoidal ∞-categories.
Remark 3.15. Identifying ∆1 with its opposite (∆1)op we obtain an equivalence
(OPS )op ' OP
op
Sop . (3.16)
The following construction will play a fundamental role in defining the functor (3.14). Con-
sider the composite
∆1 × (OPS )op
(3.16)' ∆1 × OPopSop
ev−→ Sop C˜−→ CAlg(CAT∞)
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of evaluation and the opposite pullback formalism C˜ (Example 2.7). It corresponds (Proposi-
tion A.13) to an (OPS )op-monoidal functor:
T˜ S˜
(OPS )op,q
Π∗
p1 p0
Informally, the total ∞-categories may be described as follows:
• Objects of T˜are pairs (p : s ′→ s,M) where p is a P-morphism andM ∈ C(s) (“an object
on the T˜arget of p”). A morphism (p : s ′ → s,M) to (q : t ′ → t ,N ) is a morphism
(f ′, f ) : q → p in OPS and a morphism N → f ∗M in C(t).
• Objects of S˜are pairs (p : s ′→ s,M ′)wherep is a P-morphism andM ′ ∈ C(s ′) (“an object
on the S˜ource of p”). A morphism (p : s ′ → s,M ′) to (q : t ′ → t ,N ′) is a morphism
(f ′, f ) : q → p in OPS and a morphism N ′→ (f ′)∗M ′ in C(t ′).
In both cases, the tensor product is given by the external product. The functor Π∗ can then
be thought of as mapping
T˜ 3 (p,M) 7→ (p,p∗M) ∈ S˜.
Remark 3.17. The composite
q1 : T˜
p1−→ (OPS )op,q
ev1−−→ Sop,q.
exhibits T˜ as the domain of the Sop-monoidal functor (3.14) to be constructed. (This follows
from [Lur09, Remark 3.2.5.14].) Under this identification, the functor p1 corresponds to the
canonical projection onto the first factor. We denote by p2 : T˜ → C˜ the functor corre-
sponding to the canonical projection onto the second factor. We will in the sequel consider
T˜ as an Sop-monoidal ∞-category via q1. Similarly, we will consider S˜ as an Sop-monoidal
∞-category via the composite q0 := ev1 ◦p0.
Lemma 3.18. (a) The functor Π∗ is Sop,q-monoidal.
(b) The functor Π∗ admits a right adjoint Π] relative to (OPS )op,q . Moreover, Π] is a map of ∞-
operads.
(c) The functor Π] : S˜ → T˜ is Sop,q-monoidal.
Proof. The first statement (a) is formal. Namely, let F be a q1-coCartesian edge in T˜. As p1 is
a coCartesian fibration between coCartesian fibrations, p1(F ) is ev1-coCartesian (Lemma A.4).
It then follows from [Lur09, Proposition 2.4.1.3.(3)] that F is also p1-coCartesian. By construc-
tion, Π∗(F ) is p0-coCartesian. But p0(Π∗(F )) = p1(F ) is ev1-coCartesian as remarked earlier.
Hence the other direction of [Lur09, Proposition 2.4.1.3.(3)] allows us to conclude that Π∗(F )
is q0-coCartesian.
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We now turn to (b). Fix a P-morphism p : s ′→ s. The fiber of Π∗ over p may be identified
with the functor
C(s)op p
∗
−→ C(s ′)op
which admits a right adjoint p] by our assumption that C be P-adjointable. The statement
now follows from [Lur17, Corollary 7.3.2.7].
Consider now (c). By Proposition A.12, we need to prove two things:
(1) Π] : S˜ → T˜ is symmetric monoidal.
(2) The underlying functor Π] : S˜→ T˜preserves Sop-coCartesian edges.
Let us start with the latter. Recall (Remark 3.15) that a morphism (p : s ′ → s,M ′) to (q : t ′ →
t ,N ′) in S˜ is a morphism (f ′, f ) : q → p in OPS together with a morphism N ′ → (f ′)∗M ′ in
C(t ′). This is Sop-coCartesian if and only if the square
s ′ s
t ′ t
p
q
f ′ f (3.19)
is Cartesian in S , and if the morphism N ′
∼→ (f ′)∗M ′ is an equivalence. The image under
Π] is (f ′, f ) : q → p together with the morphism q]N ′ → f ∗p]M ′ in C(t). It follows that the
image is Sop-coCartesian if and only if the morphism
q](f ′)∗M ′ ' q]N ′→ f ∗p]M ′
is an equivalence in C(t). But this holds by our assumption that C satisfies base change.
We now turn to (1). Since Π] is a map of ∞-operads, by (b), it suces to show that the
canonical morphisms
1T˜→ Π](1S˜), (3.20)
Π](p,M ′) T˜Π](q,N ′) → Π]((p,M ′) S˜ (q,N ′)) (3.21)
are equivalences, for any (p : s ′ → s,M ′) and (q : t ′ → t ,N ′), and where 1(−) denotes a
monoidal unit. But a monoidal unit in S˜ is given by the object (id1S : 1S → 1S , 1C(1S )), where
1S denotes the terminal object of S . And Π](id1S , 1C(1S )) = (id1S , 1C(1S )) hence (3.20) is an
equivalence. As Π] is a functor over (OPS )op, the morphism (3.21) identifies with the identity
on p × q in OPS together with
(p × q)](M ′ C N ′) → p]M ′ C q]N ′
in C(s × t). But this is a special case of the generalized projection formula of Remark 2.23, and
we conclude that it is an equivalence. 
Remark 3.22. The construction of Π∗ did not requireC to be a pullback formalism. Thus the
proof of Lemma 3.18 shows that the following are equivalent:
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1. C : Sop → CAlg(CAT∞) is a pullback formalism.
2. Π∗ : T˜ → S˜ admits a right adjoint relative to (OPS )op,q which is in addition Sop,q-
monoidal.
Proof of Proposition 3.9. We complete the argument initiated in Remark 3.12. Indeed, the com-
position
T˜
Π]Π
∗
−−−−→ T˜ p2−→ C˜,
where the last functor is the canonical projection (Remark 3.17), is Sop-monoidal, by Lemma 3.18.
It therefore corresponds to a morphism in Fun(Sop,CAlg(CAT∞)):
C˜gm × C˜ → C˜
and by construction, it sends an object (p : s ′ → s,M ∈ C(s)) over s ∈ S to p]p∗M . Passing to
opposite pullback formalisms yields the claim. 
3.3. INITIAL PULLBACK FORMALISM
In this section, we show that the geometric pullback formalism Cgm constructed in Section 3.1
is an initial object of PB. We keep the notation and assumptions of Convention 3.8.
Remark 3.23. C being an object of Fun(Sop,CAlg(CAT∞)), there exists an essentially unique
morphism ∗ → C from the initial non-adjointable pullback formalism. We will denote this
morphism by 1C as it is given, at s ∈ S , by a monoidal unit ∗ 7→ 1C(s) of C(s). If we compose
this morphism with the geometric action of Proposition 3.9 we obtain a morphism
[-]C : Cgm
idCgm ×1C−−−−−−−−→ Cgm ×C
(3.10)−−−→ C
in Fun(Sop,CAlg(CAT∞)). Note that it takes an object p : s ′→ s in Cgm(s) to the object
[p]C = p]p∗1C(s)
in C(s).
Proposition 3.24. The morphism [-]C : Cgm → C belongs to PB.
Proof. Let q : s → t be a P-morphism. Unwinding the definitions, we need to show that the
canonical morphism
(qp)](qp)∗1C(t ) → q]p]p∗1C(s)
is an equivalence. But this follows from q∗ being a symmetric monoidal functor. 
Theorem 3.25. The geometric pullback formalism Cgm is an initial object of PB.
Proof. By Proposition 2.11, the very large ∞-category PB is presentable, and in particular
admits an initial object Cinit. In particular, we obtain a morphism ϕ : Cinit → Cgm. Let
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ψ = [-]Cinit : Cgm → Cinit be the morphism constructed in Proposition 3.24. It follows that the
composite ψ ◦ ϕ is homotopic to the identity, and it suces to show that the composite ϕ ◦ψ
is equally homotopic to the identity.
For this, use the equivalence of Proposition A.13 to translate it into the language of Sop-
monoidal ∞-categories. In this language we have an Sop-monoidal functor (cf. Remark 3.3):
(OPS )op,q (OPS )op,q
Sop,q
F
ev1 ev1
These are all 1-categories, and it will therefore be sucient to construct a natural isomorphism
η : id
∼→ F on the level of 1-categories. Also, F being symmetric monoidal is equivalent to its
underlying functor preserving finite coproducts, and η will automatically be compatible with
finite coproducts. It therefore suces to construct a natural isomorphism η : id
∼→ F of the
underlying endofunctors on (OPS )op over Sop. Also, we may pass to the opposite categories to
ease notation. Summarizing then, we are given an endofunctor F : OPS → OPS over S which
preserves finite limits, and such that the canonical map
p ◦ F (p ′) ∼→ F (p ◦ p ′) (3.26)
is an isomorphism for any P-morphisms p,p ′. Our goal is to prove that F is naturally isomor-
phic to idOPS over S .
Let s ∈ S and consider the unique morphism pis : s → 1S to the final object. We take a
Cartesian lift of pis in OPS , and recall that F preserves Cartesian squares:
s 1S
s 1S
pis
ids
pis
id1S
F
 
s 1S
s¯ 1¯S
pis
F (ids )
pi ′s
F (id1S )
As id1S is a final object of OPS and as F preserves final objects, we deduce that F (id1S ) and hence
F (ids ) are isomorphisms. This allows us to define an isomorphism ηs : ids ∼→ F (ids ):
s s
s s¯
ids
ids
F (ids )−1
F (ids )
Given a P-morphism p : s ′ → s, define the isomorphism ηp : p ∼−→ F (p) as the following
composite of isomorphisms:
p = p ◦ ids ′
p◦ηs′−−−−→ p ◦ F (ids ′)
(3.26)−−−→ F (p ◦ ids ′) = F (p)
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Note that ev1(ηp ) = ids (see for (3.26) the end of the proof if necessary). All that therefore
remains to be seen is that ηp is natural in p. For this, let us be given a morphism (f , f ′) : p → q
in OPS :
s t
s ′ t ′
f
p
f ′
q
We will show that each of the two squares in the following diagram commutes, thus com-
pleting the proof:
p ◦ ids ′ p ◦ F (ids ′) F (p ◦ ids ′)
q ◦ idt ′ q ◦ F (idt ′) F (q ◦ idt ′)
p◦ηs′
(f ,f ′)◦(f ′,f ′)
(3.26)
(f ,f ′)◦F (f ′,f ′) F ((f ,f ′)◦(f ′,f ′))
q◦ηt ′ (3.26)
(3.27)
For the left square in (3.27), let us spell out the two paths from p ◦ ids ′ to q ◦ F (idt ′):
q : s s t
s ′ s ′ t ′
s ′ s ′ t ′
ids f
p
ids′
p
f ′
q
ids′
F (ids′ )−1
F (ids′ ) F (idt ′ )
x: s t t
s ′ t ′ t ′
s ′ t ′ t ′
f idt
f ′
p q
idt ′
q
ids′
f ′
idt ′
F (idt ′ )−1
F (idt ′ )
We only need to verify that the two composites of the bottom horizontal arrows s ′ → t ′
coincide. But this follows from commutativity of the bottom right square (which is F (f ′, f ′))
in the first diagram.
We now turn to the right square in (3.27), where we can prove more generally that the
map (3.26) is natural in both p and p ′. Let us recall how the map (3.26) is constructed. Given P-
morphisms p : s ′→ s and p ′ : s ′′→ s ′, consider the commutative diagram in S corresponding
to a composite of morphisms in OPS
s ′ s ′ s
s ′′ t s ′′
ids′ p
p′ p◦p′ (3.28)
where the right hand square is Cartesian, and the composite of the bottom horizontal arrows
is ids ′′. Applying F we obtain another diagram
s ′ s ′ s
x y x
ids′ p
F (p′) F (p◦p′) (3.29)
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Rearranging this diagram, it defines a morphism p ◦ F (p ′) → F (p ◦p ′) which is (3.26). Now, it
is clear that the construction of (3.28) is natural in p and p ′, and since F is a functor, so is (3.29).
This completes the proof. 
4. COCOMPLETION
In this section, we study the sub-∞-category of PB spanned by those pullback formalisms that
are cocomplete in the following sense.
Definition 4.1. We say that a pullback formalism C : Sop → CAlg(CAT∞) is cocomplete if
• for each s ∈ S , the ∞-category C(s) admits small colimits;
• for each s ∈ S , the tensor-product bifunctor ⊗ onC(s) preserves small colimits separately
in each variable; and
• for each morphism f : t → s of S , f ∗ : C(s) → C(t) preserves small colimits.
A morphism of cocomplete pullback formalisms is a morphism ϕ : C → C ′ of pullback formalisms
such that for each s ∈ S , the functor ϕ(s) : C(s) → C ′(s) preserves small colimits. This defines
the ∞-category of cocomplete pullback formalisms PBcoco as a sub-∞-category of PB.
Remark 4.2. In other words, the ∞-category of cocomplete pullback formalisms fits into a
Cartesian square in ĈAT∞:
PBcoco PB
Fun(Sop,CAlg(CATcoco∞ )) Fun(Sop,CAlg(CAT∞))
(4.3)
Proposition 4.4. The very large PBcoco is presentable, and the inclusion PBcoco ↪→ PB admits a
left adjoint.
Proof. By [Lur17, Remark 4.8.1.8], the inclusion CAlg(CATcoco∞ ) ↪→ CAlg(CAT∞) admits a left
adjoint, which is given by composition with the symmetric monoidal functor PK∅ of [Lur09,
Corollary 5.3.6.10], whereKdenotes the (large) set of all small simplicial sets. Together with
Proposition 2.11, this implies that the cospan defining PBcoco in (4.3) consists of presentable
∞-categories and right adjoint functors. Thus PBcoco is itself presentable, and the inclusion
PBcoco ↪→ PB admits a left adjoint. 
We define two additional ∞-categories of pullback formalisms:
Definition 4.5. (1) The∞-category of small pullback formalisms is the full sub-∞-category
of PB spanned by C such that C(s) ∈ Cat∞ for all s ∈ S . It is denoted PBsm.
(2) The ∞-category of presentable pullback formalisms is the full sub-∞-category of PBcoco
spanned by C such that C(s) is presentable for all s ∈ S . It is denoted PBPr.
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Remark 4.6. If C ∈ PBPr then for each s ∈ S , C(s)⊗ is automatically presentably symmetric
monoidal, that is, the underlying∞-categoryC(s) is presentable and the tensor bifunctorC(s)×
C(s) → C(s) preserves colimits in each variable separately.
Proposition 4.7. The left adjoint of Proposition 4.4 fits into the following commutative square:
PB PBcoco
PBsm PBPr
ˆ(-)
where the functorC 7→ Cˆ sends a small pullback formalism to its (pointwise) free cocompletion, endowed
with the Day convolution symmetric monoidal structure.
Proof. As seen in the proof of Proposition 4.4, the left adjoint is given by pointwise com-
position with PK∅ , where K denotes the (large) set of all small simplicial sets. By [Lur09,
Example 5.3.6.6], this functor coincides with the free cocompletion P(-), and the induced
symmetric monoidal structure is Day convolution, by [Lur17, Remark 4.8.1.13]. 
Example 4.8. The geometric pullback formalism Cgm is small. It follows then from Proposi-
tion 4.7 that its image Cˆgm under the left adjoint of Proposition 4.4 may be described as:
s 7→ P(Ps ),
endowed with the Day convolution product, which is just the pointwise product in the ∞-
category of small spaces.
Corollary 4.9. The pullback formalism Cˆgm is an initial object of both PBPr and PBcoco.
Proof. This follows from Theorem 3.25 and Proposition 4.7. 
5. DESCENT AND HOMOTOPY INVARIANCE
If S is endowed with a Grothendieck topology τ and a distinguished ‘interval object’ a ∈ S
(a ‘site with interval’ in the sense of [MV99]), we are particularly interested in those pullback
formalisms which are ‘compatible’ with these data: They satisfy non-eective τ-descent and
a-homotopy invariance. We will follow the pattern established in earlier sections: First we
single out these pullback formalisms making sure that we remain in the context of (very large)
presentable ∞-categories (Section 5.1). Then (Section 5.2) we describe more explicitly the
result of enforcing these conditions for pullback formalisms of interest (namely, presentable
ones).
5.1. LOCAL PULLBACK FORMALISMS
In order to deal with descent and homotopy invariance at the same time, and to allow for a
certain flexibility in applications, we will use the following setup. We denote by Sq ⊆ P(S)
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the full subcategory generated by the image of the Yoneda embedding S ↪→ P(S) and closed
under coproducts. Note that a morphism f :
∐
i s
(i) →∐j t (j) in Sq is determined by a family
of morphisms f (i) : s(i) → t (ji ) in S . We say that f is a P-morphism if each f (i) belongs to P .
This defines a subcategory Pq ⊆ Sq ⊆ P(S).
Convention 5.1. We fix a (possibly large) setL of diagrams
u : IB := I ∗ ∆0 → Pq
such that I is a small simplicial set. We denote the final object in IB by ∞.
Remark 5.2. Let C : Sop → CAT∞ be a functor. Since CAT∞ admits all small (even large)
limits, C admits a right Kan extension along the Yoneda embedding:
Sop CAT∞
P(S)op
C
yS
C
It follows from [Lur09, Proposition 4.3.3.7] that the association C 7→ C defines a right adjoint
to restriction along the Yoneda embedding:
y∗S : Fun(P(S)op,CAT∞) Fun(Sop,CAT∞) : (-)
Definition 5.3. Let C ∈ PBcoco and u : IB → Pq a diagram in L. We say that C is local with
respect to u if the canonical functor
u∗ : C(u∞) → lim
I op
C(u |I ) (5.4)
is fully faithful. And C is (L-)local if it is local with respect to all u ∈ L. This defines a full
sub-∞-category PBcocoL ⊆ PBcoco.
Here is the main result of this subsection.
Proposition 5.5. The very large ∞-category PBcocoL is presentable and the inclusion PBcocoL ↪→
PBcoco admits a left adjoint.
This will require some preparations, before we can rephrase the condition of being local
in our preferred language of adjointable squares.
Lemma 5.6. Let C ∈ PBcoco and u : IB → Pq a diagram in L. The functor u∗ of (5.4) admits a
left adjoint u] .
Proof. The composite C ◦ u : (IB)op → CAT∞ classifies a Cartesian fibration piX : X → IB. Let
α : i → j be a morphism in IB, and consider the associated functor on the fibers u∗α : C(uj ) →
C(ui ). Since uα is P-morphism, it follows that u∗α admits a left adjoint (uα )] . By [Lur09,
Corollary 5.2.2.5] then, piX is a coCartesian fibration too. Since the inclusion ∞ ↪→ IB admits
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a left adjoint [Lur09, Proposition 5.2.4.3], we deduce from [Lur09, Corollary 5.2.7.11] that the
inclusion ρ : C(u∞) ↪→ X admits a left adjoint λ. We are now ready to define the left adjoint
in the statement.
Identify limI op(C ◦ u |I ) with the ∞-category of Cartesian sections of X ×IB I as in [Lur09,
Corollary 3.3.3.2] and thus with a subsimplicial set of MapI (I ,X ×IB I ) ⊂ Fun(I ,X ). We define
u] as the composite
lim
I op
(C ◦ u |I ) ⊂ Fun(I ,X ) λ−→ Fun(I ,C(u∞)) colimI−−−−→ C(u∞), (5.7)
where we use thatC(u∞) admits all small colimits. Informally, the functor u] takes a Cartesian
section (xi )i ∈I to the object
colim
i ∈I
u(i)]xi ,
where u(i) is u applied to the unique morphism i →∞ in IB.
Similarly, identifying C(u∞) with the∞-category of Cartesian sections of piX , the functor
u∗ fits into a commutative square, depicted on the left in the following diagram:
C(u∞) Fun(IB,X ) Fun(IB,C(u∞)) C(u∞)
limI op C ◦ u |I Fun(I ,X ) Fun(I ,C(u∞)) C(u∞)
u∗ Res
ρ
Res
∆IB
=
ρ ∆I
(5.8)
The two other squares clearly commute as well. Moreover, we have seen that the labeled
horizontal arrows admit left adjoints, thus an exchange transformation ϵ : u]u∗ → idC(u∞),
which may informally be described as
ϵx : u]u∗x = colimi u(i)](u
∗x)i ' colim
i
u(i)]u(i)∗x → colimi x → x ,
the last two arrows being the counit of adjunctions. In fact, the middle square in (5.8) is clearly
left adjointable, thus ϵ is homotopic to the exchange transformation of the rightmost square
in (5.8). This exchange transformation is the counit of an adjunction (between restriction and
left Kan extension along I ↪→ IB) thus the claim. 
Lemma 5.9. Let ϕ : C → C ′ be a morphism in PBcoco and let u : IB → Pq be a diagram in L.
Then the following square is left adjointable:
C(u∞) limI op C ◦ u |I
C ′(u∞) limI op C ′ ◦ u |I
u∗
ϕu∞ limϕ
u∗
Proof. We have proved in Lemma 5.6 that the two functors labeled u∗ admit left adjoints u] ,
and to prove that the exchange transformation is an equivalence, we take up the notation used
in the proof of that result. In view of the construction (5.7) of u] , and given that ϕ preserves
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colimits, it suces to show that ϕ commutes with λ. Thus let us be given an object in X lying
over some i ∈ I so that we may identify it with a pair (i,x) where x ∈ C(ui ). Then we have in
C ′(u∞):
ϕu∞λ(i,x) ' ϕu∞u(i)](x) ' u(i)]ϕui (x) ' λϕui (x),
as required. 
Remark 5.10. Given u : IB → Pq in L, right Kan extending and taking limits defines a
functor lcu : PBcoco → Sq (Lemma 5.12) which for C ∈ PBcoco classifies the square lcu (C):
C(u∞) C(u∞)
C(u∞) limI C(u |I )
id
id u∗
u∗
It follows from Lemma 5.6 that this square is left adjointable if and only ifC is local with respect
to u. Moreover, Lemma 5.9 implies that the ∞-category of L-local pullback formalisms fits
into the following Cartesian square in ĈAT∞:
PBcocoL PB
coco
∏
u ∈LSq
LAd ∏
u ∈LSq
(lcu )u (5.11)
Lemma 5.12. Let u : IB → Pq in L. The association C 7→ lcu (C) underlies a functor
lcu : PBcoco → Sq .
Moreover, this functor admits a left adjoint.
Proof. Consider the composite
PBcoco → Fun(Sop,CAT∞) (-)−−→ Fun(P(S)op,CAT∞) ◦u−→ Fun((IB)op,CAT∞), (5.13)
where the first functor forgets the symmetric monoidal structure and embeds CATcoco∞ into
CAT∞. We may further restrict along the functor ι : ∆1 × ∆1 × Iop → (IB)op which at i ∈ I
picks out the following square in (IB)op:
∞ ∞
∞ i
We then continue (5.13):
Fun((IB)op,CAT∞) ι
∗
−→ Fun(∆1 × ∆1 × Iop,CAT∞)
limIop−−−−→ Fun(∆1 × ∆1,CAT∞) ' Sq . (5.14)
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Combining (5.13) and (5.14) yields the functor lcu .
We already saw in the proof of Proposition 4.4 that the first functor in (5.13) is a right
adjoint. The remaining functors in (5.13) and (5.14) are either restriction or right Kan extension
functors hence are right adjoints. 
Proof of Proposition 5.5. Starting with the Cartesian square (5.11), and the fact that PBcoco is
presentable (Proposition 4.4), the proof is completely analogous to the one of Proposition 2.11.
As there, we reduce to prove that the functor lcu : PBcoco → CAT∞ is a right adjoint. This is
Lemma 5.12. 
Remark 5.15. Fix C ∈ PBcoco and u : IB → Pq in L. As seen in the proof of Lemma 5.6, the
condition that C be local with respect to u is the condition that the canonical morphism
colim
i
u(i)]u(i)∗M → M (5.16)
be an equivalence for all M ∈ C(u∞), where u(i) : ui → u∞ denotes the morphism induced
by the unique i → ∞. Moreover, if each u(i)∗ admits a right adjoint u(i)∗, as is the case for
C ∈ PBPr, then this condition is also equivalent to the canonical morphism
M → lim
i
u(i)∗u(i)∗M (5.17)
being an equivalence.
We end this subsection with some important examples of local conditionsL.
Example 5.18. Let a ∈ S be an object such that the unique morphism pia : a → ∗ is in P . We
letLa denote the set of diagrams
La B {pia : a × s → s | s ∈ S}.
A cocomplete pullback formalism C is thenLa-local if and only if the functors
pi ∗a : C(s) → C(a × s)
are fully faithful for each s ∈ S . In other words, C is La-local if and only if it satisfies non-
eective a-invariance.
Example 5.19. Let τ be a Grothendieck topology on S for which the covers are P-morphisms.
We letLτ denote the set of diagrams
Lτ B
⋃
t=(ti→s)i τ -cover,s ∈S
{s• → s Čech semi-nerve associated to t}
Here, if s• → s is the augmented Čech nerve associated to a τ-cover of s, its semi-nerve is the
restriction to the subsimplicial set ∆s+ ⊂ ∆+ of injective maps.
A cocomplete pullback formalism C is thenLτ -local if and only if the functor
C(s) → lim
[n]∈∆s
C(sn)
in CAT∞ is fully faithful, for each τ-cover in S . In other words, C is Lτ -local if and only if it
satisfies non-eective τ-descent.
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Example 5.20. Assume as in Example 5.19 that τ is a Grothendieck topology on S for which
the covers are P-morphisms. Assume moreover that (S,τ ) is a Verdier site satisfying the condi-
tions (1–3) of [DHI04, § 10] for some regular cardinal λ. We letLτˆ denote the set of diagrams
Lτˆ B {s• → s | ‘semi’ internal τ-hypercover} ∪
{qs(i) → ∪s(i) | (s(i))i collection of objects in S of size < λ}
A cocomplete pullback formalism C is then Lτˆ -local if and only if it satisfies non-eective
τ-hyperdescent. This follows from [DHI04, Theorem 10.2].
5.2. LOCALIZATION
Under reasonable assumptions on Lwe are now going to describe the left adjoint of Propo-
sition 5.5 when restricted to presentable pullback formalisms. This will allow us, in particular,
to describe the initial object of PBcocoL . Denote by PB
Pr
L the full sub-∞-category of PBcocoL
spanned by those local pullback formalisms which are in addition presentable.
Convention 5.21. For the rest of the section, we make the following assumptions onL:
(1) For each u ∈ L, we have u∞ ∈ S .
(2) For each u ∈ L and f : t → u∞ in S , the base change f ∗u : IB → Pq along f belongs
toL. (Of course, here f ∗u is the diagram i 7→ ui ×u∞ t .)
(3) For s ∈ S , denote by Ks the (possibly large) set of morphisms in Cˆgm(s):
Ks B {u]u∗M ϵ−→ M | u ∈ L,u∞ = s,M ∈ Cˆgm(s)}
Weassume that the class ofKs-equivalences is of small generation [Lur09, Remark 5.5.4.7].
Of course, we here use Lemma 5.6 which asserts the existence of u] and the counit mor-
phism ϵ : u]u∗ → id. (For presentable pullback formalisms, such as Cˆgm, the proof of Lemma 5.6
is in fact easier.) Condition (1) is not so important. We impose it mainly to simplify the nota-
tion in the sequel.
Example 5.22. Each set of diagrams considered in Examples 5.18 to 5.20 satisfies the assump-
tions of Convention 5.21.
Convention 5.23. With the assumptions of Convention 5.21, let s ∈ S , and C ∈ PBPr. We
then define a (possibly large) set of morphisms in C(s):
KC(s) :=
⋃
p:s ′→s ∈P
p]{u]u∗N ϵ−→ N | u ∈ L,u∞ = s ′,N ∈ C(s ′)}
Lemma 5.24. The class of KC(s)-equivalences is of small generation, for each s ∈ S . In particular, the
localization LC(s) : C(s) → C(s) with respect to KC(s) exists and has presentable image.
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Proof. For each s ′ ∈ S , let C(s ′)(0) ⊆ C(s ′) be a small ∞-category which generates C(s ′) under
small colimits. (Here, we use thatC is presentable, of course.) Using (3) of Convention 5.21, we
may also find a small set K (0)s ′ of morphisms in Cˆgm(s ′) which generates the Ks ′-equivalences.
The set
K =
⋃
p:s ′→s ∈P
p]([K (0)s ′ ] ⊗ C(s ′)(0))
is then small, and it suces to prove that it generates the KC(s)-equivalences as a strongly sat-
urated set of morphisms. (Here, we denote by [-] : Cˆgm → C the essentially unique morphism
of Corollary 4.9.)
In one direction, if u]u∗M → M ∈ Ks ′, p : s ′→ s ∈ P , and N ∈ C(s ′), then the morphism
p]([u]u∗M] ⊗ N ) → p]([M] ⊗ N )
is homotopic to
p]u]u
∗([M] ⊗ N ) → p]([M] ⊗ N ) (5.25)
and therefore a KC(s)-equivalence. As all functors in sight preserve colimits, it follows that K
consists of KC(s)-equivalences.
Conversely, settingM = 1s ′ in (5.25), we obtain the general element ofKC(s). As all functors
in sight preserve colimits, it follows that also KC(s) consists of K-equivalences. 
Lemma 5.26. Let α ∈ KC(s) for some s ∈ S .
1. If f : t → s is a morphism in S , then f ∗(α) is a KC(t )-equivalence.
2. If M ∈ C(s) is an arbitrary object, then α ⊗ idM is a KC(s)-equivalence.
Proof. Suppose α is the morphism p]u]u∗N → p]N for some p : s ′ → s ∈ P , u ∈ L, u∞ = s ′,
and N ∈ C(s ′). Consider the Cartesian square
s s ′
t t ′
p
f
p′
f ′
Then f ∗(α) is homotopic to
p ′
]
(f ′,∗u)](f ′,∗u)∗ f ′,∗N → p ′] f ′,∗N .
By Convention 5.21.(2), f ′,∗u ∈ L, hence f ∗(α) is a KC(t )-equivalence.
Similarly, α ⊗ idM is homotopic to
p]u]u
∗(N ⊗ p∗M) → p](N ⊗ p∗M)
and therefore a KC(s)-equivalence. 
Proposition 5.27. Let C ∈ PBPr. There exists a morphism C → LLC ∈ PBPr where LLC(s) is the
localization of C(s) with respect to KC(s), for each s ∈ S . Moreover, LLC is L-local.
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Proof. The existence of the localization LK (s) : C(s) → LLC(s) in PrL, for each s ∈ S , follows
from Lemma 5.24. Translating to the language of Sop,q-monoidal ∞-categories, it follows
from Lemma 5.26 that the family (LK (s))s is compatible with the Sop,q-monoidal structure, in
the sense of [Lur17, Definition 2.2.1.6]. The existence of LK : C → LLC ∈ Fun(Sop,CAlg(PrL))
then follows from [Lur17, Proposition 2.2.1.9], and it remains to prove that it lies in PBPr. Let
q : s → t ∈ P and q] : C(s) → C(t) the corresponding left adjoint. Up to homotopy, q] sends
KC(s) to KC(t ). By the universal property of localizations, it induces a functor q] : LLC(s) →
LLC(t), which is automatically left adjoint to q∗ : LLC(t) → LLC(s). The base change property
and the projection formula for LLC then follow directly from the same properties for C, and
LK : C → LLC clearly commutes with q] .
The second statement is clear from Remark 5.10. 
Proposition 5.28. The left adjoint of Proposition 5.5 fits into an essentially commutative square
PBcoco PBcocoL
PBPr PBPrL
LL
where the vertical arrows are the canonical fully faithful inclusions.
Proof. Let us denote the left adjoint of Proposition 5.5 by L, and the unit by η : id → L. Let
C ∈ PBPr. By Proposition 5.27, the morphism LK : C → LLC factors through θ : L(C) →
LLC. Conversely, fix s ∈ S and consider an element α : p]u]u∗M → p]M of KC(s) (where
p : s ′ → s ∈ P , u ∈ Lwith u∞ = s ′, M ∈ C(s ′)). Then ηC (α) is homotopic to the image under
p] : L(C)(s ′) → L(C)(s) of
u]u
∗ηC (M) → ηC (M).
The latter is an equivalence hence so is ηC (α). By the universal property of localizations we
see that ηC factors through ζ : LLC → L(C). Finally, the universal properties of L(C) and LLC
imply that the composites ζ ◦ θ and θ ◦ ζ are both homotopic to the identity. 
Corollary 5.29. The pullback formalism LLCˆgm is an initial object of both PBPrL and PB
coco
L .
We end this section by giving a slightly simpler description of LLCˆgm.
Lemma 5.30. Let s ∈ S . Then the following sets of morphisms in Cˆgm(s) have the same strong
saturation:
(i) {p]u]u∗p∗1s ϵ−→ p]p∗1s | p : s ′→ s ∈ P ,u ∈ L,u∞ = s ′}, and
(ii) KCˆgm(s).
In particular, LLCˆgm(s) is the localization of Cˆgm(s) with respect to the set in (i).
Proof. Let K denote the set in (i). As K ⊆ KCˆgm(s), one direction is obvious. For the reverse
inclusion, since Cˆgm(s ′) is generated under small colimits by representables pi : t → s ′ ∈ OPS , it
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suces to consider
p]u]u
∗pi]pi ∗1s ′ → p]pi]pi ∗1s ′ .
By base change, this map is homotopic to
(p ◦ pi )](pi ∗u)](pi ∗u)∗(p ◦ pi )∗1t → (p ◦ pi )](p ◦ pi )∗1t ,
which belongs to K , and we win. 
Example 5.31. Let L = La ∪ Lτ from Examples 5.18 and 5.19. Thus, the initial pullback
formalism LLCˆgm ∈ PBPrL sends s ∈ S to the localization ofP(Ps )with respect to the following
two families of maps:
colim
[n]∈∆s
tn → t , t• → t Čech nerve associated to a τ-cover of t , t → s ∈ P ;
a ×s t → t , t → s ∈ P .
A similar description is valid forL= La ∪Lτˆ from Examples 5.18 and 5.20.
6. STABILITY
In this section we study pointed pullback formalisms (Section 6.1), and pullback formalisms
which are ‘stable’ with respect to a specified object, i.e., for which tensoring with the specified
object is an equivalence (Section 6.2). Finally, we describe how to construct stable pullback
formalisms (Section 6.3).
6.1. POINTED PULLBACK FORMALISMS
Definition 6.1. A pullback formalismC is pointed ifC(s) is pointed for every s ∈ S . We denote
any zero object in C(s) by 0 (or 0s ). A morphism of pointed pullback formalisms is a morphism
ϕ : C → C ′ of pullback formalisms such that ϕs (0s ) ' 0s . This defines a sub-∞-category
PBpt ⊂ PB.
We denote the intersection of this sub-∞-category with those of cocomplete, presentable
and/or local pullback formalisms in the obvious way: PBcoco,pt, PBcoco,pt
L
, PBPr,pt, PBPr,pt
L
.
Remark 6.2. Let C ∈ PBcoco and consider, for each s ∈ S , the commutative square
∗ ∗
C(s) ∗
∅
where the left vertical arrow is the functor determined by an initial object inC(s). This square
is right adjointable if and only if C(s) is pointed. Moreover, we have a functor pts : PBcoco →
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Sq classifying this square (Lemma 6.4). It follows that PBcoco,pt fits into a Cartesian square in
ĈAT∞:
PBcoco,pt PBcoco
∏
s ∈S Sq
RAd ∏
s ∈S Sq
(pts )s (6.3)
Lemma 6.4. Let s ∈ S . The association C 7→ pts (C) underlies a functor
pts : PB
coco → Sq .
Moreover, this functor admits a left adjoint.
Proof. Forgetting the symmetric monoidal structure and evaluating at s defines a functorC 7→
C(s):
evs : Fun(Sop,CAlg(CAT∞)) → CAT∞
Right Kan extension along ι0 : {0} ⊂ ∆1 yields a functor
(ι0)∗ : CAT∞ → Fun(∆1,CAT∞),
and the composite (ι0)∗ ◦ evs (C) is the diagram C(s) → ∗. Thus we see that the restriction to
PBcoco factors through left adjointable functors:
Fun(Sop,CAT∞) Fun(∆1,CAT∞)
PBcoco FunLAd(∆1,CAT∞)
(ι0)∗◦evs
ωs
Using the equivalence FunLAd(∆1,CAT∞) ' FunRAd(∆1,CAT∞) of [Lur17, Corollary 4.7.4.18],
the composite sends C to the diagram ∗ ∅−→ C(s). Finally, we right Kan extend along the
inclusion ∆1
ι0×id
↪→ ∆1 × ∆1. In total, pts is the functor
PBcoco
ωs−−→ FunLAd(∆1,CAT∞) ' FunRAd(∆1,CAT∞) ↪→ Fun(∆1,CAT∞) (ι0×id)∗−−−−−→ Sq .
To show that this composite has a left adjoint, it suces to show that it is accessible and
preserves limits. Limits and colimits in Sq = Fun(∆1 ×∆1,CAT∞) are computed pointwise and
it therefore suces to show that both C 7→ C(s) and C 7→ ∗ are accessible and preserve limits.
This is easy. 
Proposition 6.5. The very large∞-category PBcoco,pt is presentable, and the inclusion PBcoco,pt ↪→
PBcoco admits a left adjoint.
Proof. We use the Cartesian square (6.3) to reduce, as usual, to prove that pts is a right adjoint,
for every s ∈ S . And that was proved in Lemma 6.4. 
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Remark 6.6. Note that the inclusion PBcoco,pt ↪→ PBcoco is fully faithful. Indeed, a morphism
of cocomplete pullback formalisms preserves initial objects. It follows that the left adjoint of
Proposition 6.5 is a localization of ∞-categories.
In the rest of this subsection we describe this localization on presentable pullback for-
malisms.
Remark 6.7. Recall [Lur17, § 4.8.2] that the full sub-∞-category of pointed presentable ∞-
categories (and left adjoint functors) Prpt ⊂ PrL is a localization, and that the functor Lpt :
PrL → Prpt is symmetricmonoidal. We denote the induced (left adjoint) functorsCAlg(PrL) →
CAlg(Prpt) and Fun(Sop,CAlg(PrL)) → Fun(Sop,CAlg(Prpt)) still by Lpt.
Proposition 6.8. The left adjoint of Proposition 6.5 fits into a commutative diagram in ĈAT∞
PBcoco PBcoco,pt
PBPr PBPr,pt
PBPrL PB
Pr,pt
L
Lpt
Lpt
where the vertical functors are the canonical full inclusions.
Proof. Let C be a presentable pullback formalism. We need to prove that LptC is P-adjointable.
For this let p : s ′ → s ∈ P be a morphism. Recall that, for any t ∈ S , LptC(t) is the ∞-
category of pointed objects in C(t), and that (-)+ : C(t) → LptC(t) freely adds a base point.
Since p∗ : LptC(s) → LptC(s ′) preserves both limits and colimits, it admits a left adjoint p]
characterized by p](-)+ ' (-)+p] . The base change property and projection formula then
easily follow from the corresponding properties for C. To complete the proof that the top
square commutes, one now proceeds exactly as in Proposition 5.28.
For the bottom square we need to prove that ifC is, in addition, local, then so is LptC. This
again follows from the universal property of LptC(s) for each s ∈ S . 
6.2. STABLE PULLBACK FORMALISMS
Recall (Proposition 6.8) that LptCˆgm is an initial object of PBcoco,pt, and we denote, for given
C ∈ PBcoco,pt, the essentially unique morphism LptCˆgm → C by [-].
Convention 6.9. For the rest of this section, we fix a small set of objects T in LptCˆgm(1S ). In
particular, we have, for any given C ∈ PBcoco,pt, a set of objects [T ] in C(1S ).
Definition 6.10. Let C ∈ PBcoco,pt and x ∈ T . We say that C is x-stable if [x] is an invertible
object of the symmetric monoidal ∞-category C(1S )⊗. We say that C is T -stable if it is x-
stable for each x ∈ T . This defines a full sub-∞-category PBcoco,pt
T
⊆ PBcoco,pt. As before we
31
denote the intersection of this sub-∞-category with the one of local pullback formalisms in
the obvious way, namely PBcoco,pt
L,T
.
Remark 6.11. Recall that an object x in a symmetric monoidal∞-category C⊗ is invertible if
any of the following two equivalent conditions is satisfied:
(i) there exists an object x∨ and an equivalence x ⊗ x∨ ' 1C;
(ii) the functor x ⊗ - : C→ C is an equivalence.
Proposition 6.12. The very large∞-category PBcoco,pt
T
is presentable and the inclusion PBcoco,pt
T
↪→
PBcoco,pt admits a left adjoint.
Remark 6.13. We could use our familiar device of adjointable squares to prove Proposi-
tion 6.12, but in view of later arguments (in Section 6.3) it will be preferable to use the tech-
nology of [Rob15, § 2.1]. Given a symmetric monoidal ∞-category C⊗ ∈ CAlg(CAT∞) and
an object x ∈ C, we denote by
CAlg(CAT∞)xC/ ↪→ CAlg(CAT∞)C/ (6.14)
the full sub-∞-category spanned by those algebras C⊗ → D⊗ sending x to an invertible
object. By [Rob15, Proposition 2.1], this embedding admits a left adjoint.
Remark 6.15. Recall from Proposition 6.8 that LptCˆgm is an initial object of PBcoco,pt. Wemay
therefore consider the following composition ev1S : PB
coco,pt → CAlg(CAT∞)LptCˆgm(1S )/:
(PBcoco,pt)LptCˆgm/ → Fun(Sop,CAlg(CAT∞))LptCˆgm/
1∗S−→ CAlg(CAT∞)LptCˆgm(1S )/. (6.16)
where the first functor is the canonical forgetful functor, and the second is evaluation at the
final object 1S . It follows from Remark 6.13 that PB
coco,pt
T
fits into a Cartesian square in ĈAT∞:
PBcoco,pt
T
PBcoco,pt
∏
x ∈T CAlg(CAT∞)xLptCˆgm(1S )/
∏
x ∈T CAlg(CAT∞)LptCˆgm(1S )/
ev1S (6.17)
Proof of Proposition 6.12. We already remarked that (6.14) is an adjunction between very large
presentable ∞-categories. Given the Cartesian square (6.17) and the fact that PBcoco,pt is pre-
sentable (Proposition 6.5), we reduce to showing that ev1S is a right adjoint, as usual. The first
functor in (6.16) is a right adjoint since PBcoco,pt → Fun(Sop,CAlg(CAT∞)) is [Lur09, Proposi-
tion 5.2.5.1], as we proved in Propositions 2.11, 4.4 and 6.5. The second functor in (6.16) admits
a left adjoint induced by left Kan extension. 
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6.3. STABILIZATION
Let us denote by PBPr,pt
T
⊆ PBPr,pt the full sub-∞-category spanned by T -stable presentable
pointed pullback formalisms. Our goal for the rest of the section is to describe the left adjoint
of Proposition 6.12 more explicitly on PBPr,pt
T
, under a mild assumption on T . We use [Rob15,
§ 2.2] to achieve this (see also [Hoy17, § 6.1]).
Convention 6.18. Given a set X of objects in a presentably symmetric monoidal∞-category
C⊗ (such as T in LptCˆgm(1S )), we will use the following notation in the rest of the section:
• Let IX denote the poset of finite subsets of X. For an element X ∈ IX with X =
{x1, . . . ,xr }, let ⊗(X ) denote a choice of an element x1 ⊗ · · · ⊗ xr in C (this is unique up
to equivalence).
• Let C[X−1]⊗ denote the colimit in CAlg(PrL):
colim
X ∈IX
C[⊗(X )−1]⊗
where C[x−1]⊗ denotes the formal inversion of C⊗ with respect to x ∈ C in CAlg(PrL),
see [Rob15, Definition 2.6].
Lemma 6.19. Restriction along C⊗ → C[X−1]⊗ induces a fully faithful embedding
CAlg(PrL)C[X−1]/ ↪→ CAlg(PrL)C/ (resp. ModC[X−1](PrL) ↪→ModC(PrL))
and its essential image is spanned by the algebras C⊗ → D⊗ sending x to an invertible object in D,
for each x ∈ X (resp. by the modules on which x acts as an equivalence for each x ∈ X). Moreover, it
preserves sifted (resp. all) colimits and admits a left adjoint (-)[X−1] = - ⊗C C[X−1].
Proof. By [Lur17, Corollary 3.4.4.6], forgetting the module structure ModD(PrL) → PrL de-
tects colimits, for every D⊗ ∈ CAlg(PrL). It follows that the functor ModC[X−1](PrL) ↪→
ModC(PrL) preserves colimits. Since forgetting the algebra structure similarly detects sifted
colimits [Lur17, Proposition 3.2.3.1], we deduce that the induced functor
CAlg(PrL)C[X−1]/ ' CAlg(ModC[X−1](PrL)) → CAlg(ModC(PrL)) ' CAlg(PrL)C/
also preserves sifted colimits, wherewe used the equivalenceCAlg(ModD(PrL)) ' CAlg(PrL)D/
of [Lur17, Corollary 3.4.1.7].
Let us denote the functor(s) in the statement by ρ. It admits a left adjoint λ, by [Lur17,
Theorem 4.5.3.1] for the module ∞-categories, and, since it is symmetric monoidal, it then
passes to commutative algebra objects via the equivalence CAlg(ModE(PrL)) ' CAlg(PrL)E/
as before. For fully faithfulness it therefore suces to prove that the counit λ ◦ ρ → id is
an equivalence. By [Lur17, Corollary 4.2.3.2] and [Lur17, Lemma 3.2.2.6], the functor ρ is
conservative, and we reduce to proving that the unit ρ → ρ ◦ λ ◦ ρ is an equivalence. But this
identifies with ρ(-) → ρ(-) ⊗C C[X−1] and since the tensor product preserves colimits in each
variable, it suces to show the analogous statement for a singleton set X, and this is [Rob15,
Proposition 2.9]. That result also easily implies the description of the essential image of ρ. 
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Remark 6.20. Recall (Proposition 6.8) that LptCˆgm is an initial object of PBPr,pt. For every
C ∈ PBPr,pt and every s ∈ S , we may therefore view C(s)⊗ as an algebra over LptCˆgm(1S )⊗ via
LptCˆgm(1S )⊗ → C(1S )⊗
pi ∗s−→ C(s)⊗ . (6.21)
Lemma 6.22. The association C 7→(6.21) underlies a functor
µ : PBPr,pt → Fun(Sop,CAlg(PrL)LptCˆgm(1S )/).
Proof. Using PBPr,pt ' PBPr,pt
LptCˆgm/
and S ' S/1S ↪→ OS where the latter sends s ∈ S to the unique
morphism pis : s → 1S , we may write µ, by adjunction, as the following composite:
PBPr,pt
LptCˆgm/
×Sop → Fun(Sop,CAlg(PrL))LptCˆgm/ × OSop
ev−→
Fun(∆1,CAlg(PrL))
LptCˆgm(1S )⊗
pi ∗•−→LptCˆgm(•)⊗/
pi ∗•−→
Fun(∆1,CAlg(PrL))
LptCˆgm(1S )⊗
id−→LptCˆgm(1S )⊗/
1∗−→ CAlg(PrL)LptCˆgm(1S )⊗/

Remark 6.23. We are now ready to define the stabilization functor LT on presentable pointed
pullback formalisms, as follows:
PBPr,pt
µ−→ Fun(Sop,CAlg(PrL)LptCˆgm(1S )/)
(-)[T −1]−−−−−−→
Fun(Sop,CAlg(PrL)LptCˆgm(1S )[T −1]/) → Fun(Sop,CAlg(PrL))
where the penultimate functor is the left adjoint of Lemma 6.19, and the last one is the canonical
forgetful functor.
However, in order to prove that this functor behaves as expected, we will need to impose
a mild assumption on the set T .
Convention 6.24. For the rest of the section, we will assume that each object x ∈ T is n-
symmetric, for some n ≥ 2 (which may depend on x).
Remark 6.25. Recall that an object x of a symmetric monoidal ∞-category is called n-sym-
metric if the cyclic permutation of x ⊗n is homotopic to the identity. The significance of this
condition is that formally inverting an n-symmetric object x for n ≥ 2 may be described by
passing to spectrum objects with respect to x , as we now recall.
Let C⊗ be a presentably symmetricmonoidal∞-category, and let x ∈ Cbe ann-symmetric
object, for some n ≥ 2. Given a C-module M , its stabilization with respect to x , denoted by
Stabx (M), is the colimit in ModC(PrL) of the sequence
M
x ⊗-−−−→ M x ⊗-−−−→ · · ·
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The object x acts invertibly on Stabx (M) and the induced functor of C-modules
M[x−1] ∼→ Stabx (M)
is an equivalence [Rob15, Corollary 2.22]. In particular, the underlying∞-category ofM[x−1]
is equivalent to the limit in CAT∞ of
M
hom(x,-)←−−−−−−− M hom(x,-)←−−−−−−− · · ·
Projection onto the terminal object in this diagram defines a functor Ω∞x : Stabx (M) → M ,
which admits a left adjoint Σ∞x .
Remark 6.26. We may generalize the discussion of Remark 6.25 to a set X of objects in a
presentably symmetric monoidal∞-category C⊗, all of which are n-symmetric for some n (as
a function of X). Consider the quiver with vertices functions f : X→ Z≥0 that vanish outside
a finite set, and a single edge x : f → f ′ if f and f ′ agree on X\{x}, and if f ′(x) = f (x) + 1.
We let QX be the associated 1-skeletal simplicial set. Given a C-module M , there is a diagram
FX : QX → ModC(PrL) which sends each vertex to M , and an edge x to the functor x ⊗ - :
M → M . We may then define
StabX(M) B colim
QX
FX (6.27)
in ModC(PrL). The 0-vertex induces a morphism Σ∞X : M → StabX(M) of C-modules, whose
right adjoint we will denote by Ω∞
X
.
Note that the homotopy category of QX is the free category FX on the quiver above, and
the canonical map of simplicial setsQX → FX is a categorical equivalence. SinceFX is a filtered
category, it follows that the stabilization (6.27) is a filtered colimit. Also, QX is the union of
the subsimplicial sets QX′ where X′ ⊂ X ranges over the finite subsets. It follows with [Lur09,
Proposition 4.2.3.8] that
StabX(M) ' colim
X ∈IX
StabX (M). (6.28)
Proposition 6.29. The functor Σ∞
X
: M → StabX(M) factors through an equivalence of C[X−1]-
modules M[X−1] ∼→ StabX(M).
Proof. Assume first that X = X is finite. The mapQ⊗(X ) → FX which sends the vertex n ∈ Z≥0
to the constant function x 7→ n (and acts in an obvious way on edges) is cofinal, thus an
equivalence
Stab⊗X (M) ' StabX (M)
of C-modules. By Remark 6.25, the functor Σ∞⊗(X ) : M → Stab⊗(X )(M) factors through an
equivalenceM[⊗(X )−1] ∼→ Stab⊗(X )(M) of C[⊗(X )−1]-modules, and this proves the claim if X
is finite.
Now we treat the general case. Let x ∈ X. As ModC[x−1](PrL) is closed under filtered
colimits in ModC(PrL), by Lemma 6.19, it follows that StabX(M) ∈ ModC[x−1](PrL), by the
special case treated before. As this is true for all x ∈ X , we deduce that the functor Σ∞
X
indeed
factors through a morphism of C[X−1]-modulesM[X−1] → StabX(M). This is an equivalence,
as follows from Convention 6.18, Lemma 6.19 and (6.28). 
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Remark 6.30. Recall that the 0-vertex defines a functor denoted Σ∞
X
: M → StabX(M) of C-
modules. More generally, let f : X → Z≥0 be an arbitrary vertex of QX, with non-vanishing
terms f (xi ) = ni , i = 1, . . . , r . We denote the corresponding morphism of C-modules by
Σ
∞−f
X
: M → StabX(M). It follows that
Σ
∞−f
X
(m) ' Σ∞X(m) ⊗ x ⊗−n11 ⊗ · · · ⊗ x ⊗−nrr ,
where the right hand side denotes the image of Σ∞
X
(m) ∈ StabX(M) under the action of x ⊗−n11 ⊗
· · · ⊗ x ⊗−nrr ∈ C[X−1]. The right adjoint of Σ∞−fX will be denoted by Ω
∞−f
X
.
Corollary 6.31. The formal inversion M[X−1] ∈ PrL is generated under filtered colimits by objects
of the form (Σ∞
X
m) ⊗ (X )⊗n , wherem ∈ M , n ∈ Z<0, and X ⊂ X is a finite subset.
Proof. By Proposition 6.29 and (6.28), we may identify the underlying∞-category ofM[X−1]
with the cofiltered limit in CAT∞:
lim
X ∈IX
StabX (M) ' lim
X ∈IX
Stab⊗(X )(M).
It follows from [Lur09, Proposition 6.3.3.6] that every object of this limit can be written as
a filtered colimit of objects of the form Σ∞
X
m′, where X ∈ IX and m′ ∈ Stab⊗(X )(M). By the
same argument, every object in Stab⊗(X )(M) can be written as a filtered colimit of objects of
the form Σ∞−n⊗(X )(m), wherem ∈ M and n ≥ 0. The claim now follows from Remark 6.30. 
After this preparation we can now prove the main result of this subsection.
Proposition 6.32. The left adjoint of Proposition 6.12 fits into a commutative diagram in ĈAT∞
PBcoco,pt PBcoco,pt
T
PBPr,pt PBPr,pt
T
PBPr,pt
L
PBPr,pt
L,T
LT
LT
(6.33)
where the vertical functors are the canonical full inclusions.
Proof. LetC ∈ PBPr,pt and denote by D : Sop → CAlg(PrL) the functor LTC. We need to show
that D is
1. a pullback formalism,
2. pointed, and
3. T -stable.
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By definition and Lemma 6.19, D(1S )⊗ is the formal inversion of C(1S )⊗ with respect to the
set [T ]. It is then clear that D will be T -stable once we show the other two properties.
For these the description of formal inversion as a stabilization in Proposition 6.29will be es-
sential. In particular, we recall that for s ∈ S , the underlying∞-categoryD(s) = Stabpi ∗s [T ](C(s))
is the limit in CAT∞ of a diagram whose vertices are C(s) and therefore pointed, and whose
edges are left adjoint functors. It follows that its limit is pointed as well.
To prove adjointability, let us be given p : s ′ → s in P , and set X = pi ∗s [T ] ⊆ C(s) and
similarly X′ = pi ∗s ′[T ] ' p∗X ⊆ C(s ′). Consider the diagram QT × ∆1 → PrL, which for each
vertex f ∈ QT is given by p∗ : C(s) → C(s ′), and which takes the edge x to tensoring with (the
image of ) x . By the projection formula, each square
C(s) C(s)
C(s ′) C(s ′)
pi ∗s x ⊗-
p∗ p∗
pi ∗s′x ⊗-
is right adjointable [Lur17, Remark 4.7.4.14]. Using [Lur17, Corollary 4.7.4.18], we obtain a
diagram ∆1 → FunLAd(Qop
T
,CAT∞), which in fact belongs to ∆1 → Fun(QopT ,PrR). Using that
PrR ⊂ CAT∞ is closed under limits, we find that the QopT -limit classifies an edge p∗ : D(s) →
D(s ′) which is a right adjoint. We denote the left adjoint by p] , as usual. By construction, we
have p∗Ω∞−f
X
' Ω∞−f
X′ p
∗ and hence also p]Σ
∞−f
X′ ' Σ
∞−f
X
p] for each vertex f of QX.
To prove base change and the projection formula for D, we use Corollary 6.31. Since all
functors in sight preserve small colimits and commute with Σ∞−f
X
(resp. Σ∞−f
X′ ), the base change
and projection formula follow from their analogues for C.
The commutativity of the upper square in (6.33) follows as in Proposition 5.28, once one
notices that for each T -stable pullback formalism C and for each s ∈ S , the set pi ∗s [T ] ⊂ C(s)
is the image of invertible objects [T ] ⊂ C(1S ) under the symmetric monoidal functor pi ∗s and
hence consists entirely of invertible objects too.
We turn to the lower square of (6.33), and it now suces to prove that if C isL-local then
so is LTC. By Remark 5.15, it suces to prove that the morphism (5.16) is an equivalence in
LTC. This follows again from the corresponding property of C, by Corollary 6.31 and the fact
that all functors appearing in (5.16) commute with colimits and Σ∞−f . 
7. STABLE MOTIVIC HOMOTOPY THEORY
In this final section, we apply the results obtained in the previous sections to the context of
main interest, and prove Theorems 1.2 and 1.3 stated in the introduction. For the reader’s
convenience, we start in Section 7.1 by summarizing the discussion up to this point, recall the
notion of a coecient system in Section 7.2, and then prove our main theorem in Section 7.3.
7.1. SUMMARY
Convention 7.1. We fix the following notation and hypotheses:
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• S , a small ordinary category which is finitely complete, with final object 1S ;
• P ⊆ S , a subcategory containing all isomorphisms, and stable under pullbacks along all
morphisms of S ;
• L, a (possibly large) set of diagrams u : IB → Pq satisfying the conditions of Conven-
tion 5.21;
• T ⊂ P(P1S )∗, a small set of pointed objects.3
Construction 7.2. Fix s ∈ S . We now perform the following constructions:
1. Start with the category Ps , endowed with the Cartesian symmetric monoidal structure
(which is the fiber product over s in S).
2. Take its free cocompletion P(Ps ) endowed with the Day convolution product induced
from P×s . This coincides with the pointwise symmetric monoidal structure in spaces.
3. Restrict to the full sub-∞-category PL(Ps ) of those presheaves which are local with
respect to morphisms
colim
i ∈I
ui → u∞
whereu ∈ Landu∞ → s ∈ P . This inherits a presentably symmetricmonoidal structure,
characterized bymaking the localization functorP(Ps ) → PL(Ps ) symmetric monoidal.
4. Pass to pointed objects inPL(Ps ). Again, the presentably symmetric monoidal structure
onPL(Ps )∗ is characterized by making the functor (-)+ : PL(Ps ) → PL(Ps )∗ symmetric
monoidal.
5. Finally, ⊗-invert the objects Ts := pi ∗s T in CAlg(PrL). The presentably symmetric
monoidal structure on PL(Ps )∗[T −1s ] has the characterizing property of making the
functor Σ∞
Ts
: PL(Ps )∗ → PL(Ps )∗[T −1s ] symmetric monoidal. On underlying PL(Ps )∗-
modules, the formal inversion is the stabilization with respect to all objects pi ∗s x at once
(x ∈ T ).
With Convention 7.1 and Construction 7.2, we can now summarize the sequence of results
up to this point as follows.
Theorem 7.3. The following describes a sequence of adjunctions between very large presentable sub-
∞-categories of Fun(Sop,CAlg(CAT∞)), their initial objects, and the values of these initial objects on
a typical s ∈ S:
PB PBcoco PBcocoL PB
coco,pt
L
PBcoco,pt
L,T
Cgm Cˆgm LLCˆgm LptLLCˆgm LTLptLLCˆgm
Ps P(Ps ) PL(Ps ) PL(Ps )∗ PL(Ps )∗[T −1s ]
3Recall that for s ∈ S , Ps denotes the full subcategory of S/s spanned by morphisms p : s ′ → s in P .
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Moreover, the last three right adjoints are fully faithful, thus describing reflexive sub-∞-categories.
7.2. COEFFICIENT SYSTEMS
Convention 7.4. We fix the following notation:
• B, a noetherian scheme of finite Krull dimension;
• SchB , the category of finite type B-schemes, with the Cartesian monoidal structure.
In the introduction we defined a presentable coecient system over B (Definition 1.1). We
now generalize this to coecient systems taking possibly non-presentable values.
Definition 7.5. A functor C : SchopB → CAlg(CATst∞) taking values in symmetric monoidal
stable ∞-categories and exact symmetric monoidal functors is called a coecient system if it
satisfies the following properties.
(1) (Pushforwards) For each f : Y → X in SchB , the pullback functor f ∗ admits a right
adjoint f∗ : C(Y ) → C(X ).
(2) (Internal homs) For every X ∈ SchB , the symmetric monoidal structure on C(X ) is
closed.
(3) For each smooth morphism p : Y → X ∈ SchB , the functor p∗ : C(X ) → C(Y ) admits a
left adjoint p] , and:
(a) (Smooth base change) For each cartesian square
Y ′ X ′
Y X
p′
f ′ f
p
in SchB , the exchange transformation p ′](f ′)∗ → f ∗p] is an equivalence.
(b) (Smooth projection formula) The exchange transformation
p](p∗(−) ⊗ −) → − ⊗ p](−)
is an equivalence
(4) (Localization) For each closed immersion Z ↪→ X in SchB with complementary open
immersion j : U ↪→ X , the square
C(Z ) C(X )
0 C(U )
i∗
j∗
is cartesian in CATst∞.
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(5) For each X ∈ SchB , if piA1 : A1X → X denotes the canonical projection with zero section
s : X → A1X , then:
(a) (A1-homotopy invariance) The functor pi ∗
A1
: C(X ) → C(A1X ) is fully faithful.
(b) (T-stability) The composite piA1, ]s∗ : C(X ) → C(X ) is an equivalence.
A morphism of coecient systems is a natural transformation ϕ : C → C ′ such that for each
smooth morphism p : Y → X in SchB , the exchange transformation
p]ϕY → ϕXp]
is an equivalence. This defines a sub-∞-category CoSyB ⊂ Fun(Sch
op
B ,CAlg(CATst∞)).
Remark 7.6. Ayoub in [Ayo07a, Définition 1.4.1, 2.3.1, and 2.3.50] introduced a similar set
of axioms under the name of a ‘closed symmetric monoidal stable homotopy 2-functor’, and
Cisinski-Déglise use a closely related notion of ‘motivic triangulated categories’ in [CD19,
Definition 2.4.45]. The main dierence between these and our coecient systems is that
the former take values in (symmetric monoidal) triangulated categories. The ∞-categorical
version we use here was introduced in [Dre18, § 5], to which we refer the reader for a more in-
depth discussion. In particular, we highlight the following two points explained there. Given
a functor C : SchopB → CAlg(CATst∞), the following are equivalent:4
(i) The functor C is a coecient system.
(ii) The functor Ho(C) is a closed symmetric monoidal stable homotopy 2-functor.
Similarly, for a natural transformation ϕ : C → C ′ between two coecient systems, the fol-
lowing are equivalent:
(i’) The natural transformation ϕ defines a morphism of coecient systems.
(ii’) The natural transformation Ho(ϕ) defines a morphism of closed symmetric monoidal
stable homotopy 2-functors.
Definition 7.7. A cocomplete coecient system is a functor C : SchopB → CAlg(CATcoco,st∞ ) tak-
ing values in symmetric monoidal cocomplete stable ∞-categories and cocontinuous sym-
metric monoidal functors whose composite with the forgetful functor CATcoco,st∞ → CATst∞
is a coecient system. A morphism of cocomplete coecient systems is a natural transfor-
mation between cocomplete coecient systems whose composite with the forgetful func-
tor CATcoco,st∞ → CATst∞ is a morphism of coecient system. This defines a sub-∞-category
CoCoSyB ⊆ Fun(Sch
op
B ,CAlg(CATcoco,st∞ )).
Remark 7.8. Restricting to cocomplete coecient systemsC which take values in presentably
symmetric monoidal ∞-categories CAlg(PrL), we see that pushforwards and internal homs
exist automatically. Thus we recover the notion of a presentable coecient system from the
introduction.
4The implication (ii)⇒(i) is proved there under the additional assumption that p] exists (on the level of ∞-
categories) for every smooth morphism p. But this is automatic, by [NRS20, Theorem 3.3.1].
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Remark 7.9. As remarked in the introduction, we take here coecient systems as stand-
ins for six-functor formalisms. This is justified by the main results of [Ayo07a, Ayo07b]
which show that closed symmetric monoidal stable homotopy 2-functors underlie six-functor
formalisms, at least on quasi-projective B-schemes, see for example [Ayo07a, Scholie 1.4.2].
And similarly, [CD19] establish that motivic triangulated categories underlie six-functor for-
malisms on all finite type B-schemes, see for example [CD19, Theorem 2.4.50].
In regards to lifting this functoriality to the ∞-categorical context, we refer to [Dre18,
§ 5].
7.3. MAIN RESULT
Convention 7.10. We now connect coecient systems and pullback formalisms, using the
following conventions (cf. Convention 7.1):
• S = SchB ;
• P ⊂ S the wide subcategory of smooth morphisms;
• L= LA1B ∪LNˆis as in Example 5.18 and Example 5.20;
• T the singleton set consisting of (P1B ,∞), pointed projective space.
Remark 7.11. It follows from [Rob15, § 2.4] that the pullback formalism SH := LTLptLLCˆgm
associated with these data is the∞-categorical version of Morel-Voevodsky’s stableA1-homo-
topy theory. In particular, for every X ∈ SchB , the presentably symmetric monoidal ∞-
category SH(X )⊗ underlies Morel-Voevodsky’s stable A1-model category.
Remark 7.12. With Convention 7.10, the∞-category PBcoco,pt
L,T
was denoted by CoSy′B in the
introduction (page 4). Indeed, since (P1B ,∞) in SH(B) is the (smash) tensor product of the 1-
sphere and (G1m,B , 1), it follows that every object of PB
coco,pt
L,T
automatically takes values in stable
∞-categories, see [Rob15, Corollary 2.39]. Moreover, since the map B → P1B defining (P1B ,∞)
is a splitting of the canonical projection P1B → B, it is clear that the T -stability condition
identifies with the T-stability axiom in Definition 1.1.
In particular, we see that Theorem 1.3 in the introduction follows from Theorem 7.3.
Proposition 7.13. The forgetful functor CoCoSyB → Fun(Sop,CAlg(CATcoco∞ )) factors through a
fully faithful embedding
CoCoSyB ↪→ PB
coco,pt
L,T
.
Proof. The only non-trivial statement is that ifC is a cocomplete coecient system then it sat-
isfies non-eective Nisnevich hyperdescent. IfC is associated to a stable combinatorial fibered
model category, this is [CD19, Corollary 3.3.5]. As remarked there [CD19, Footnote 51], the
proof works more generally. For completeness, we supply the argument.
Letu : ∆s+,op → SchB be a Nisnevich-hypercoverU• → U andM ∈ C(U ). By Remark 5.15,
it suces to prove that the morphism (5.16) is an equivalence. By the Yoneda lemma, this is
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equivalent to MapC(U )(-,N ) : C(U )op → S taking (5.16) to an equivalence, for every N ∈ C(U ).
Now, consider the composite
FU ,M,N : Sm
op
U
[-]−−→ C(U )op -⊗M−−−→ C(U )op
MapC (U )(-,N )−−−−−−−−−−−→ S,
where the first functor is induced by the essentially unique morphism of pullback formalisms
(Theorem 3.25), and sends p : U ′→ U to p]p∗1C(U ). We conclude thatC satisfies non-eective
Nisnevich-hyperdescent if and only if FU ,M,N satisfies Nisnevich-hyperdescent for allU ,M,N .
Morel-Voevodsky prove that the latter is equivalent to FU ,M,N satisfying Nisnevich excision,
for all U ,M,N . Translating back, we see that it suces to show that C satisfies ‘non-eective
Nisnevich excision’, and this follows easily from the localization property and smooth base
change; see [CD19, Proposition 3.3.4]. 
Theorem 7.14. The object SH ∈ CoCoSyB is initial.
Proof. By Proposition 7.13, Remark 7.11, Theorem 7.3, it suces to show that SH belongs to
the essential image of the embedding in Proposition 7.13. This is essentially due to Morel-
Voevodsky [MV99], and can be found in [Ayo07b, § 4.5] (see also Remark 7.6). 
Remark 7.15. In Theorem 7.14, we deal exclusively with cocomplete coecient systems.
However, if C : SchopB → CAlg(Catst∞) is a functor with values in small stable ∞-categories
that satisfies smooth base change and the smooth projection formula, non-eective Nisnevich
excision (as in the proof of Proposition 7.13) and A1-homotopy invariance, and T-stability,
then passing pointwise to its Ind-completion with the Day convolution product produces an
object of PBPr,pt
L,T
. Thus our main theorem indirectly also applies to ‘small coecient systems’.
A. SYMMETRIC MONOIDAL (UN)STRAIGHTENING
Recall that straightening / unstraightening sets up an equivalence
Fun(X ,CAT∞) ' CATcoC∞/X
between the ∞-categories of functors X → CAT∞, and coCartesian fibrations Y → X . Our
goal in this section is to analyze the situation more closely when X = D⊗ is a symmetric
monoidal ∞-category. The results are not new but we couldn’t find complete proofs in the
literature.
Convention A.1. Throughout this section, we use the following notation and hypotheses:
• Fin∗, the category of finite pointed sets with object 〈n〉, n ≥ 0;
• pi ⊗ : D⊗ → Fin∗, a symmetric monoidal ∞-category.
In contrast to the main body of the text, we distinguish here notationally between symmetric
monoidal functors p⊗ : C⊗ → (C′)⊗ and their underlying functors p : C→ C′, as there is
here a slight danger of confusion otherwise.
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DefinitionA.2. Recall the notion of a D⊗-monoidal∞-category [Lur17, Definition 2.1.2.13].
It is a coCartesian fibration p⊗ : C⊗ → D⊗ which satisfies the following two equivalent
conditions:
(i) The composite pi ⊗ ◦ p⊗ : C⊗ → Fin∗ is an ∞-operad.
(ii) For each d ' d1 ⊕ · · · ⊕ dn ∈ D⊗〈n 〉, the inert maps d → di induce an equivalence
C⊗d
∼→ ∏ni=1 C⊗di .
Amorphism of D⊗-monoidal∞-categories is a morphism inCATcoC∞/D⊗ between D⊗-monoidal
∞-categories. (In other words, it is a functor over D⊗ which preserves D⊗-coCartesian edges.
They are also called D⊗-monoidal functors.) This defines the ∞-category of D⊗-monoidal ∞-
categories as a full sub-∞-category of CATcoC∞/D⊗ .
RemarkA.3. It follows immediately from the definition that a D⊗-monoidal∞-categoryp⊗ :
C⊗ → D⊗ is itself a symmetric monoidal∞-category via the composite pi ⊗ ◦p⊗ : C⊗ → Fin∗.
Moreover, as a coCartesian fibration between coCartesian fibrations, p⊗ preserves coCartesian
edges (Lemma A.4), in other words, p⊗ is a symmetric monoidal functor.
Lemma A.4. Let r : X
p−→ Y q−→ Z be a composition of coCartesian fibrations of simplicial sets.
Then p : X → Y is a morphism of coCartesian fibrations over Z . Moreover, an r-coCartesian edge is
necessarily p-coCartesian.
Proof. To see this, let f : x1 → x2 be an r-coCartesian edge, and choose a q-coCartesian lift
д : p(x1) → y2 of r (f ) and a p-coCartesian lift f ′ : x1 → x ′2 ofд. It follows from [Lur09, Propo-
sition 2.4.1.3.(3)] that f ′ is an r-coCartesian lift of r (f ). Therefore, f factors as a composition
α ◦ f ′where α is an equivalence inXr (x2). It follows that p(α) is an equivalence inYq(p(x2)) hence
is q-coCartesian. We deduce that p(f ) is the composition p(α)◦д of q-coCartesian edges hence
is q-coCartesian itself.
For the second statement, let f be an r-coCartesian edge. By the first part just proved, we
know that p(f ) is q-coCartesian. It then follows from [Lur09, Proposition 2.4.1.3.(3)] that f is
p-coCartesian. 
DefinitionA.5. We also recall the∞-category of D⊗-monoids, denotedMonD⊗ (CAT∞) [Lur17,
Definition 2.4.2.1]. This is the full sub-∞-category of Fun(D⊗,CAT∞) spanned by functorsM
satisfying the following property:
(ii)’ For each d ' d1 ⊕ · · · ⊕ dn ∈ D⊗〈n 〉, the inert maps d → di induce an equivalence
M(d) ∼→ ∏ni=1 M(di ).
Proposition A.6. The composite of the canonical full embedding and the unstraightening equivalence
MonD⊗ (CAT∞) ↪→ Fun(D⊗,CAT∞) ' CATcoC∞/D⊗
identifies the ∞-category of D⊗-monoids with the ∞-category of D⊗-monoidal ∞-categories.
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Convention A.7. From now on we will use this identification to denote by MonD⊗ (CAT∞)
the ∞-category of D⊗-monoidal ∞-categories.
Proof. It suces to prove that unstraightening a D⊗-monoid results in a D⊗-monoidal ∞-
category, and conversely, every D⊗-monoidal ∞-category arises in that way from a D⊗-
monoid. But it is clear that the conditions (ii) of Definition A.2 and (ii)’ of Definition A.5
exactly correspond to each other via the straightening / unstraightening equivalence. 
RemarkA.8. Checking that a functorp⊗ : C⊗ → D⊗ is a D⊗-monoidal∞-category involves
establishing that it is a coCartesian fibration. Sometimes this can be checked more easily step-
by-step, as the next result shows.
Proposition A.9. Let p⊗ : C⊗ → D⊗ be a symmetric monoidal functor. Then the following are
equivalent:
(i) The functor p⊗ defines a D⊗-monoidal ∞-category.
(ii) It satisfies:
(1) p⊗ : C⊗ → D⊗ is an inner fibration,
(2) the underlying functor p : C→ D is a coCartesian fibration, and
(3) the p-coCartesian edges are closed under tensor product with objects in C.
Proof. Assume (i). Then (1) is clear by definition. Moreover, p is the base change of the co-
Cartesian fibration p⊗ along the inclusion D = D⊗〈1〉 ↪→ D⊗. We conclude that p is a co-
Cartesian fibration, and (2) is proved. For (3), let f : x → y be a p-coCartesian edge in
C, and fix an object z ∈ C. Then f ⊕ z : x ⊕ z → y ⊕ z is a p⊗〈2〉-coCartesian edge with
p⊗〈2〉 : C
⊗
〈2〉 → D⊗〈2〉, where we use that p⊗ is a symmetric monoidal functor between sym-
metric monoidal ∞-categories, and identify, for E⊗ ∈ {C⊗, D⊗}, the fiber E⊗〈2〉 ' E2 via
inert maps above ρi : 〈2〉 → 〈1〉 in Fin∗, i = 1, 2, as usual. It follows that f ⊕ z is also p⊗-
coCartesian. (This follows from the fact that in a coCartesian fibration, locally coCartesian
edges coincide with coCartesian edges [Lur09, Proposition 2.4.2.8], together with [Lur09,
Remark 2.4.1.12].) The tensor product ⊗ : C⊗〈2〉 → Cpreserves p⊗-coCartesian edges, and the
latter are then necessarily p-coCartesian, so we win.
Conversely, assume (ii). We already know that the composite pi ⊗ ◦ p⊗ exhibits C⊗ as a
symmetric monoidal ∞-category. In particular, condition (i) in Definition A.2 is verified. It
remains to prove that p⊗ : C⊗ → D⊗ is a coCartesian fibration.
Consider the commutative triangle with edges p⊗, pi ⊗, pi ⊗ ◦ p⊗. We claim that [Lur09,
Proposition 2.4.2.11] applies to this triangle. Indeed, assumption (1) is Remark A.3 together
with (1). Assumption (2) is satisfies since p⊗ is symmetric monoidal. For assumption (3), fix
〈n〉 ∈ Fin∗ and consider the induced map on the fibers p⊗〈n 〉 : C⊗〈n 〉 → D⊗〈n 〉. Since p⊗ is a
map of ∞-operads, we may identify this map with p×n : C×n → D×n . In particular, it is a
coCartesian fibration, by (2). We then deduce that p⊗ is a locally coCartesian fibration, and to
conclude we need to show that locally coCartesian edges are closed under composition [Lur09,
Proposition 2.4.2.8].
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Let us then be given two locally p⊗-coCartesian edges f : x → y, д : y → z, over
α : 〈n′〉 → 〈n〉 and β : 〈n〉 → 〈m〉, respectively. By [Lur09, Proposition 2.4.2.11] again, we
may write f as a composite f2 ◦ f1 where f1 is Fin∗-coCartesian, and f2 is p⊗〈n 〉-coCartesian.
Similarly, we may write д = д2 ◦ д1 where д1 is Fin∗-coCartesian, and д2 is p⊗〈m 〉-coCartesian.
We need to find a similar factorization of д ◦ f , by [Lur09, Proposition 2.4.2.11]. Factoring β
as an inert map followed by an active one, it suces to treat these two cases separately. We
may write f2 as a sum of p-coCartesian edges
f (1)2 ⊕ · · · ⊕ f (n)2 : x1 ⊕ · · · ⊕ xn → y1 ⊕ · · · ⊕ yn . (A.10)
For the inert case, assume β corresponds to the subset {i1, . . . , im} ⊆ {1, . . . ,n}. The composite
д1 ◦ f2 then factors as
x1 ⊕ · · · ⊕ xn → xi1 ⊕ · · · ⊕ xim
f (i1)2 ⊕···⊕f
(im )
2−−−−−−−−−−−→ yi1 ⊕ · · · ⊕ yim ,
where the first map is inert. In particular, the first edge is Fin∗-coCartesian, and the second
edge is p⊗〈m 〉-coCartesian, thus the claim in this case.
Now assume β is active. Without loss of generality, we will assume that m = 1. In that
case the composite д1 ◦ f2 factors as
x1 ⊕ · · · ⊕ xn → x1 ⊗ · · · ⊗ xn
f (i1)2 ⊗···⊗f
(im )
2−−−−−−−−−−−→ y1 ⊗ · · · ⊗ yn ,
where the first edge is Fin∗-coCartesian. By (3) (and induction), the second edge is p-coCar-
tesian thus the claim. 
Remark A.11. In a similar vein, checking that a functor between D⊗-monoidal∞-categories
preserves coCartesian edges can be established step-by-step.
Proposition A.12. Let p⊗ : C⊗ → D⊗ and (p ′)⊗ : (C′)⊗ → D⊗ be two D⊗-monoidal ∞-
categories, and let ϕ⊗ : C⊗ → (C′)⊗ be a map of ∞-operads such that (p ′)⊗ ◦ ϕ⊗ = p⊗ . Then the
following are equivalent:
(i) ϕ⊗ is a D⊗-monoidal functor.
(ii) ϕ⊗ is a symmetric monoidal functor such that the underlying functor ϕ : C → C′ preserves
D-coCartesian edges.
Proof. Assume (i). Thus, ϕ⊗ preserves D⊗-coCartesian edges. As seen in the proof of Propo-
sition A.9, an edge in C (resp. C′) is D-coCartesian if and only if it is D⊗-coCartesian, when
viewed as an edge in C⊗ (resp. (C′)⊗). It follows that ϕ preserves D-coCartesian edges.
Now let f ∈ C⊗ be a Fin∗-coCartesian edge. By the “Moreover” statement in Lemma A.4,
f is p⊗-coCartesian, and by our assumption, ϕ⊗(f ) is (p ′)⊗-coCartesian. But as (p ′)⊗(ϕ⊗(f )) =
p⊗(f ) is pi ⊗-coCartesian, it follows from [Lur09, Proposition 2.4.1.3.(3)] that ϕ⊗(f ) is also Fin∗-
coCartesian. In other words, ϕ⊗ is a symmetric monoidal functor.
Conversely, assume (ii). We need to show thatϕ⊗ preservesD⊗-coCartesian edges. As seen
in the proof of Proposition A.9, a D⊗-coCartesian edge in C⊗ may be written as a composite
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f2◦ f1 where f1 is Fin∗-coCartesian, and f2 is p⊗〈n 〉-coCartesian, for some n. By our assumption,
ϕ⊗(f1) is Fin∗-coCartesian. And writing f2 as in (A.10), we see that ϕ⊗(f2) may be identified
with
ϕ(f (1)2 ) ⊕ · · · ⊕ ϕ(f (n)2 ) : ϕ(x1) ⊕ · · · ⊕ ϕ(xn) → ϕ(y1) ⊕ · · · ⊕ ϕ(yn).
since ϕ⊗ is a map of ∞-operads. By assumption, this is (p ′)⊗〈n 〉-coCartesian and we conclude.

Proposition A.13. Assume D⊗ is a coCartesian monoidal structure. Straightening / unstraightening
induces an equivalence
MonD⊗ (CAT∞) ' Fun(D,CAlg(CAT∞)).
Proof. More precisely, this is the composite of the following equivalences:
Fun(D,CAlg(CAT∞)) ' AlgDq(CAT∞) [Lur17, Theorem 2.4.3.18]
'MonDq(CAT∞) [Lur17, Proposition 2.4.2.5]

Remark A.14. We conclude this section with an informal description of the straighten-
ing / unstraightening process in the symmetric monoidal case. In view of the application in
the main body of the text we specialize to the following situation. We assume that D is an
∞-category with finite products, and we endow D := Dop with the coCartesian monoidal
structure Dq.
(i) Let F ⊗ : Dop → CAlg(CAT∞) be a functor. Thus we may think of this as associating
to every d ∈ D an ∞-category F (d) endowed with a symmetric monoidal structure ⊗d .
Moreover, for every edge f : d ′ → d in D, the associated functor f ∗ : F (d) → F (d ′)
is symmetric monoidal. Under the equivalence of Proposition A.13 we obtain a Dq-
monoidal ∞-category
p⊗ : C → Dq
which may informally be described as follows:
• The objects of C are pairs (d,M) where d is an object in D, and M is an object
in F (d).
• A morphism (d,M) → (d ′,M ′) in C consists of a morphism f : d ′ → d in D, and a
morphism f ∗M → M ′ in F (d ′).
• The tensor product of (d,M) and (d ′,M ′) is the “external product” M  M ′ :=
p∗M ⊗d×d ′ (p ′)∗M ′ in F (d × d ′) where p : d × d ′ → d and p ′ : d × d ′ → d ′ are
the canonical projections in D.
Condition (3) in Proposition A.9 expresses the fact that with the notation above, and a
morphism f : e → d in D, the canonical morphism
(f q idd ′)∗(M M ′) ∼→ f ∗M M ′
is an equivalence.
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(ii) Conversely, if p⊗ : C → Dq is a Dq-monoidal ∞-category, we may view the un-
derlying coCartesian fibration p : C → D as defining a functor F : Dop → CAT∞,
which sends d to the fiber Cd . It underlies a symmetric monoidal structure which may
be described as follows. GivenM,M ′ ∈ Cd , their tensor product is the object ∆∗(M M ′)
where ∆ denotes the diagonal map d → d × d in D.
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