This paper addresses the design and performance evaluation with respect to capacity of M-PSK turbo-coded systems operating in frequency-flat, time-selective Rayleigh fading. The receiver jointly performs channel estimation and turbo decoding, allowing the two processes to benefit from each other. To this end, we introduce a suitable Markov model with a finite number of states, designed to approximate both the values and the statistical properties of the correlated flat fading channel phase, which poses a more severe challenge to PSK transmission than amplitude fading.
Introduction
Coding can help combat the adversities of multipath propagation and scattering in a wireless fading channel. In particular, when the transmission rate is relatively slow, the channel typically exhibits little frequency selectivity but often significant time variation within a packet, depending on the relative velocity between the transmitter and receiver. This paper concentrates on the design of efficient joint turbo-coding [1] and channel estimation schemes that achieve reliable communication in such frequency-flat, time-selective Rayleigh fading channels, arising for instance in the reverse link of CDMA systems.
Early coding work for flat Rayleigh fading comprehensively summarized in [2] , assumed the availability of perfect channel state information (CSI) at the receiver and designed trellis codes accordingly. A more sophisticated coding strategy named Bit-Interleaved Coded Modulation (BICM -in [3] ) offers better performance in flat fading, but also relies on CSI. In [4] and later [5] the emphasis is on joint estimation and decoding for Markov channels via decisionfeedback-aided recursive channel estimators. Although proven to achieve the capacity of the Markov channel in the absence of error propagation, those receivers are vulnerable to error propag ation and unreliable when the channel quality degrades. Recently, the advent of turbo-codes [1] , whose impressive error-correcting capabilities in AWGN permit operation at low SNR, coupled with new applications in channels with higher Doppler calls for the problem to be considered anew. The reason is that traditional channel estimation techniques, such as a decision-directed phaselocked loop (PLL) or pilot symbol assisted modulation (PSAM, in [6] ) may fail to cope with a high-noise, fast changing channel.
In this context, research has explored ways to utilize the enormous potential of the Forward-Backward algorithm [7] -the basic tool for turbo-decoding -in concatenating two or more estimation schemes [8] , and thus combating distortion due to channels more severe than AWGN. In [9] turbo-code operation in a rough approximation of a fading channel with a two-state Markov model (with a "Good" and a "Bad" state) was presented. The ISI channel was treated in [10] , by exchanging soft information between a soft "equalizer" and "decoder", while [11] deals with the frequency-selective fading channel of GSM or IS-54 applications. Also, [12] and [13] explored pilot-symbol-assisted turbo-codes in flat fading, where the pilot averaging filters produce refined channel estimates as the turbo-decoder iterations proceed. Part of the present paper may be considered an extension of [9] to more complex Markov channel models, representing the real world fading more accurately. Also, it may be considered similar to [12, 13] with the Forward-Backward algorithm used instead of optimum filtering to perform channel estimation.
To facilitate the use of the Forward-Backward algorithm, a finite-state Markov model approximates the values as well as the statistical properties of the channel phase, similarly to [14] , where a Markov model was proposed for the amplitude fading of a phase-coherent Rayleigh fading channel. Our Markov channel model is designed to match the phase process, a choice justified from simulation results which show that amplitude fading with PSK turbo-codes is adequately estimated from the received amplitude with a simple affine estimator. The approximation of Clarke's fading [15] , as described in Section 2, with a discrete Markov process has been shown to capture most (but not all) of the dynamics of the fading process in [16] (for amplitude fading there, but the result also carries over to the channel phase process).
The receiver algorithms proposed in this paper use the finite Markov model for the channel phase to integrate channel estimation and data decoding in an iterative fashion, possibly aided by pilot symbols periodically injected in the coded data stream. At each iteration, the SISO modules [8] running the Forward-Backward algorithm produce and exchange soft information about the channel phase as well as the data, allowing the decoding and channel estimation procedures to benefit from each other. With this approach, as the reliability of the correct data increases with successive iterations of the decoding algorithm, essentially every coded symbol gradually comes to serve as a pilot symbol.
Performance is checked both in flat Rayleigh fading and in a simplified, finite-state Markov channel, for which we develop a sequence of progressively tighter bounds to capacity, and show simulations that approach those bounds with reasonable complexity.
The organization of the paper is as follows. Section 2 discusses the channel model for flat correlated Rayleigh fading, followed by the Markov model for the phase process. Section 3 presents the algorithms for joint iterative decoding and channel estimation and their performance for various Doppler rates. Section 4 derives capacity bounds for a simplified discrete Markov channel closely connected to the real-world fading channel of section 2 and assesses the performance of the proposed iterative schemes in the light of those bounds. Finally, section 5 concludes the paper.
Channel Model
A widely accepted statistical model for non-dispersive wireless fading channels has been introduced in [17] , and is commonly referred to as Clarke's fading model. According to this model, after matched filtering and proper sampling, the discrete representation of the received signal at time t is: y t = a t x t + n t ; t = 0; 1; 2; : : :
where x t is the transmitted constellation point (in this paper from an M-PSK constellation), fn t g is an i.i.d. (white) complex Gaussian noise process, with variance 2 = N o =2 per dimension, and fa t g is the correlated channel fading process, modeled as a circular complex Gaussian random process. Assuming absence of line of sight and a continuum of scatterers in the vicinity of the omnidirectional mobile receiver antenna, we write a t = X t + jY t = ja t je j a t , where fX t g and fY t g are mutually uncorrelated, zero-mean Gaussian processes, each with correlation properties determined by the Doppler frequency f D , see [18] :
where J o ( ) is the zero-order modified Bessel function of the first kind, and 2 = 0:5 for normalized power. This autocorrelation gives rise to the well-known U-shaped normalized power spectral density in Jakes [15] :
If fX t g and fY t g are zero-mean (worst case), the marginal distributions of ja t j and a t are Rayleigh and uniform respectively, hence the term "Rayleigh fading". Clarke's model for the channel fading process is realistic and has been found to quite accurately match field measurements of physical channels. However, the non-Markovian autocorrelation properties of the amplitude process fja t jg and, mainly, the phase process f a t g, which poses the primary problem in PSK transmission, are difficult to analyze and exploit with the Forward-Backward algorithm. Therefore, we derive a suitable finite-state Markov model for the channel phase, depending on the Doppler rate f D T, similar to the one in [14] for the fading amplitude.
The receiver forms a K-state Markov model for the quantized version Q t of the phase fading process a t , where fQ t g; t = 0; 1; 2; : : : is a time-homogeneous, discrete-time, stationary Markov chain, taking values in the finite state space Q = fq 0 ; q 1 ; : : : ; q K?1 g, a set of "quantized channel phase distortion states" q i : q i = 2 i K ; i = 0; 1; 2; : : : ; K ? 1; (4) in the following fashion, introducing a quantization operator (:): Q t = q i , ( a t ) = q i , a t 2 h q i ? K ; q i + K :
The transition probabilities P qi;qj , i; j = 0; 1; : : : ; K ? 1 of the Markov chain are independent of t by stationarity, and can be computed from the joint pdf of two successive sampled fading phases: P qi;qj = Pr(Q t+1 = q j j Q t = q i ) ( (4); the algorithms of section 3 remain aware of the continuous nature of a t , but are based on the assumption that a t is uniformly distributed in a sector of length 2 =K, given that it belongs in that sector. Hence, the finite-state Markov model is merely a way to reduce the infinite cardinality of the set of possible phases a t to K "phase states", such that reliabilities can be assigned to them by the Forward-Backward algorithm.
A Markov model closely related to the one described above was derived in [14] to model the amplitude fading of a phase-coherent Rayleigh fading channel. Here we recognize the phase distortion in a Rayleigh channel as a more severe problem for PSK transmission than amplitude fading. This qualitative observation, along with the difficulty of obtaining coherent phase reference in a high Doppler, low SNR environment, indicates that the main channel estimation effort for PSK turbo-codes should be devoted to acquiring phase coherence rather than exact estimates for the fading amplitude ja t j. Thus, the two receivers derived in the next section create the finite-state Markov (FSM) model outlined above and use it to estimate the channel phase with the Forward-Backward algorithm [7] . For the fading amplitude estimation they rely on a simple MMSE, symbol-by-symbol affine estimator from the received amplitude of the form c ja t j = Ajy t j + B. As shown in Fig. 1 , this method for amplitude estimation, combined with Forward-Backward phase estimation on the FSM phase model, performs only slightly worse than when having perfect channel amplitude knowledge at the receiver. This result supports the decision to use a simple estimator for the fading amplitude and reserve the power of the Forward-Backward algorithm for phase estimation. 
Quantized phase estimation
The performance of turbo-codes in flat fading was examined in [19] . In [12] and [13] it was recognized that additional performance benefits are possible when moving from "one-shot" channel estimation (e.g. from pilots) to iterative estimation, integrated with turbo decoding. Specifically, in [12] and [13] the channel estimators perform optimum (Wiener) filtering of symbols at each iteration (only pilots at first, and all symbols in subsequent iterations taking into account their reliability), thus exploiting extrinsic information produced by the turbo decoder about coded symbols. In this paper, we also apply the principle of iterative channel estimation, but not with filtering of pilots and coded symbols.
Instead, we employ the Forward-Backward algorithm for "quantized phase" estimation based on the FSM model derived in section 2. In section 3.3 joint phase estimation and turbo decoding proceed along a supertrellis, constructed by merging the trellises of the code and the Markovian channel state structure. In section 3.4 we demonstrate better performance by using a separate Forward-Backward algorithm to estimate the phase state, operating on the trellis of the FSM phase model and exchanging soft information with the constituent decoder SISO [8] .
Notice that in both approaches the Forward-Backward algorithm operates on the K-state Markov phase model, and obtains soft phase estimates in the form of a probability distribution on the K phase states at each time instant (implicitly in the supertrellis, explicitly with the separate trellises). Fig. 2 demonstrates the rationale behind this choice of "quantized phase" estimation: at the low SNR where turbo-codes operate, it is advantageous to have a phase estimate with small precision but high reliability (as is possible with the Forward-Backward algorithm on a finite-state phase model) rather than continuous valued estimates of limited reliability, like those provided by optimum filtering, which exhibits higher MSE. 
Joint phase estimation and decoding
For "quantized phase" estimation with the Forward-Backward algorithm either on a supertrellis or on separate trellises the basic quantities needed are the probabilities P q 0 ;q of the channel phase transitioning from state (sector) q 0 to q (given in (5)- (6)) and the likelihoods P(y t j Q t = q; x t = x). At time t, the received complex symbol is y t = jy t j e j y t , where the total received angle y t is the sum of three distinct angles: y t = x t + a t + t ;
as shown in Fig. 3 . In this figure, x t is the transmitted constellation point angle, as the constituent trellis M-PSK code Pr (y t j Q t = q; x t = x(c 0 ! c)) = Pr ( y t = j ( a t ) = q; t = ; x t = \x(c 0 ! c))
= Pr ( x t + a t + t = j ( a t ) = q; ; x t = \x)
where P( ; ) was given in (8) and is approximated by:
Thus, using P q 0 ;q from (6) and f( j q; ; x) from (13) we proceed to derive the joint algorithms on the supertrellis and on the separate trellises for the code and the channel.
Supertrellis algorithm
An initial approach to joint estimation and decoding is to combine the Markov model for the quantized fading phase discussed in Section 2 with the trellis describing the code, to form a supertrellis. In essence, the receiver observes the output of a finite-state machine (i.e. the encoder output x t ) multiplied with the output of a Markov process (i.e. the "fading phase state" Q t ) under AWGN. At time t, the state S t of the supertrellis is an ordered pair consisting of the channel state Q t and the code state C t , giving S t = (Q t ; C t ) = (q; c) = m, with m = 0; 1; : : : ; 2 K ? 1, for a code with memory elements. The receiver consists of two identical modules that run the Forward-Backward algorithm and exchange soft information about the data through a uniform interleaver-deinterleaver pair. Each of them performs joint data and channel estimation internally, but provides the other estimator with extrinsic information only for the data, since the two blocks of constellation points (pertaining to unscrambled and scrambled data) are transmitted successively into the channel and undergo independent fading. Thus, information about the channel produced by one of the estimators would be irrelevant to the other. However, within each block of N symbols, the channel is correlated, which facilitates the joint estimation of channel phase and data. For iterative decoding [8] , the crucial quantity to be computed in each supertrellis is:
t (m 0 ; m) = Pr (y t ; S t = (q; c) j S t?1 = (q 0 ; c 0 )) (15) = Pr (S t = (q; c)j S t?1 = (q 0 ; c 0 )) Pr (y t j S t?1 = (q 0 ; c 0 ); S t = (q; c)) :
For the first RHS term of (16) we have:
Pr (S t = (q; c) j S t?1 = (q 0 ; c 0 )) = = Pr ? ( a t ) = q j ( a t?1 ) = q 0 Pr (u t such that C t = c j C t?1 = c 0 ) (17) = P q 0 ;q P(u t ; I) (18) where P(u t ; I) denotes the extrinsic information about the input u t provided by the other soft decoder. The second RHS term of (16) is clearly f( j q; ; x) as defined in (10)- (13) .
Note that the algorithm described above can be used with or without pilot symbols. The transition metric t (m 0 ; m)
of (15) connects only superstates (m 0 ; m) with valid code state transitions (c 0 ! c). In the case of pilots injected in the coded data stream, the code state does not change, and the only valid supertrellis branches are those with c = c 0 .
Here we only present simulation results with no pilot symbols. To demonstrate the difficulty of obtaining accurate CSI in a practical system at high Doppler, we also simulated a pilot-symbol assisted system with the same turbo-code. Specifically, a more sophisticated variant of pilot averaging in [20] , using 3 pilot symbols every 5 data symbols performs almost 4 dB worse than our joint iterative estimator with no pilot symbols at all. Even if we plot against E s =N o disregarding the sacrifice of 3=8 = 37:5% in rate of the pilot system [20] , the supertrellis system is still almost 2 dB better. The reason is that essentially every coded symbol with the supertrellis iterations becomes somewhat a pilot, as its reliability increases.
The supertrellis receiver designed and simulated in this section has advantages and limitations. An obvious advantage is its ability to work without external acquisition circuitry or pilot symbols at relatively high Doppler rate. The low rate of each constituent code (here 1=2) compensates for the absence of pilot symbols, allowing the supertrellis algorithm to determine whether a change in the received phase is due to the code or to a change in the channel. Thus, although this scheme does not lose rate directly because of pilots that bear no information, it is the rate reduction inherent in the constituent encoder design that makes channel estimation possible. On a higher level this can be viewed as incorporating the training in the code design, instead of explicitly injecting pilot symbols in the coded data stream of a higher rate code.
The main limitation is computational complexity, since the number of states in each supertrellis is the product of the code states and the number of phase intervals K. If M-PSK is used, then K 2 M for reasonable phase estimation.
This leads to at least 64-state supertrellises with 4-PSK and 128-states with 8-PSK for 8-state constituent codes.
Another limitation concerns diversity. The channel estimation procedure along the supertrellis precludes channel interleaving, because the algorithm relies on the correlation between successive phases. Hence, only implicit diversity, due to the interleaver between constituent codes, is provided.
Algorithm on separate trellises
In this section we derive and simulate a better structure for joint channel estimation and turbo decoding based on the Forward-Backward algorithm running on separate trellises for the channel phase and the code. Fig. 6 shows the transmitter block diagram, where the constituent encoders are the best 8-state, rate-2/2 code fragments [21] - [22] , each producing one systematic and one parity bit per 2-bit input, and their outputs are mapped onto a Gray-labeled 4-PSK constellation. Notice the difference between the turbo interleaver (TIL) and the channel interleaver (CIL), which can be a regular block interleaver. Pilots are injected into the coded data stream at a rate of Z 1 pilots every D coded PSK symbols, and the blocklength is N = 4100. Thus, for every 2N input bits, a total of 2N D+Z D symbols are transmitted in flat Rayleigh fading. The states are quantized channel phases q for Q-SISO and code states c for C-SISO, and the crucial quantity to compute is t (state t?1 ; state t ). Specifically, for Q-SISO: t (q 0 ; q) = Pr (y t ; Q t = q j Q t?1 = q 0 ) = X x Pr (y t ; Q t = q; x t = xj Q t?1 = q 0 ) = P q 0 ;q X x Pr(x t = x) Pr (y t j Q t = q; x t = x) = P q 0 ;q X x P(x ; I) f ( j q; ; x) ; (19) where the phase state transition probability P q 0 ;q is precomputed for known Doppler via (5)- (6), and is the received angle. The function f ( j q; ; x) is defined as in (10) . Note that the Q-SISO operates on the whole received block of symbols, coded and pilots alike, but only outputs P(q ; O) for the coded symbols, because information for the channel state during a pilot transmission is irrelevant to the C-SISO. Thus, at a time when a pilot is processed, the above summation is trivial (only one possible x has non-zero probability) and P(q ; O) is not produced; just the (q) and (q) quantities are updated in the channel trellis. For the C-SISO, we proceed with a similar computation, simpler Note that in the slower changing channel (f D T = 0:01) the performance is about 1:5 dB away from the case when perfect CSI is available. The performance difference from perfect CSI is much more pronounced (about 4:5 dB) in Fig. 10 , because the channel is less strongly correlated when f D T = 0:05, which makes the estimation task more difficult, so the corresponding SNR (or capacity) penalty resulting from the lack of perfect channel estimates is larger. In general it is difficult to determine quantitatively exactly how the channel capacity is affected by the channel dynamics in order to quantify the intuitive statement made above. Detailed discussion on the effect of the rate of change of the channel on the capacity for a simplified, purely Markovian channel model related to Clarke's flat Rayleigh fading is the topic of the next section. Nevertheless, observe that a small number of pilots permits to increase the overall rate of the system with separate trellises to 1 bit/sec/Hz, (excluding the pilots) relative to the rate of 1=2 bit/sec/Hz for the supertrellis receiver. Furthermore, the complexity of the separate trellises approach is much smaller (the Q-SISO has K = 8 or 16 states and the C-SISO 8 states), and the BER performance improves. However, these positive impacts on the rate, complexity and performance come at the expense of larger latency, due to channel interleaving.
Specifically, the two methods for joint channel estimation and turbo-decoding discussed in this section demand the following in terms of complexity and latency, for every decoder iteration (in parentheses the numbers in our 4-PSK The turbo-code latency is obviously unavoidable.
Finally, for comparison, the complexity of a pilot-averaging system obtaining one-shot channel estimates without iteration is just two 2 -state C-SISOs per iteration, plus the additional one-time cost of pilot filtering per block. The latency from channel interleaving is the same as in the separate trellises scenario. Thus, one-shot Wiener filtering of pilots has much less complexity but misses the benefit of interaction of the estimation and the decoding procedures, which assist each other in our joint estimation schemes.
Channel capacity

Simplified finite-state Markov channel (FSMC) model
For Clarke's flat Rayleigh channel of (1), where the process fa t g is stationary and ergodic, the definition of the capacity in Gallager [23] applies:
where X N and Y N denote sequences of channel inputs and outputs respectively. Here we are interested in the constrained capacity for inputs from a finite uniform constellation, such as the 4-PSK we use. If the decoding delay is constrained to be small enough relative to the decorrelation time of the channel, then no positive rate is achievable, and outage probability, not capacity, becomes the correct performance measure [24] . In this discussion decoding delay will not be constrained, hence the capacity definition (21) is valid. However, direct computation of the capacity of Clarke's channel (1), with the process fa t g having autocorrelation and power spectral density given by (2) and (3) is an open problem, although work has been done considering a piecewise constant channel or exponential autocorrelation, see [25] . Another body of work has determined the capacity of any finite-state Markovian channels (FSMC) in [4] and more generally in [5] . This is useful, because in practice a FSMC becomes a good model that mimics any channel statistics, if the number of states is chosen large enough. Here, we study the following FSMC -admittedly more benign than Clarke's, but largely equivalent, and capturing most of the performance-driving phenomena of (1):
y t = e jQt x t + n t ; t = 0; 1; 2: : : :
where fQ t g t=0;1;::: is the discrete K-state Markov chain of section 2, taking the values (4). In other words, the FSMC of (22) induces no amplitude fading, but rotates the transmitted phase by a discrete amount, correlated in time according to the Markov model of section 2, and adds AWGN.
The channel models of (1) and (22) have differences and similarities. For instance, the process fQ t g is not strictly bandlimited, unlike Clarke's fa t g process. Moreover, the FSMC only adds discrete phase distortion and no amplitude fading, hence it is more benign. Despite those differences, results obtained for the FSMC largely carry over to the more realistic channel model of Clarke, uniformly shifted by about 1 ? 1:5 dB. The relative ordering of simulations remains unchanged. This, along with the mathematical tractability of the FSMC in terms of capacity bounds, is the reason we focus attention on the FSMC model of (22) in this section.
Note that to simulate in this FSMC, the only thing that has to be modified in the algorithms derived so far is the definition of f( j q; ; x) of (10). Since the channel phase is now discrete, there is no need for integration as in (13) and is fixed. So for the FSMC: f ( j q; ; x) = P = ? q ? \x; = 1 p 2 (23) with P( ; ) as given in (8) . Simulating in the pure FSMC of (22) 
Bounds on the capacity of a FSMC
For the capacity of any stationary, ergodic FSMC the definition (21) still applies. The algorithm in [5] (generalizing the results of [4] ) offers a way to compute the capacity of a FSMC like the one considered here. However, the computation needed to obtain the limiting distributions of vectors n and n , where n (k) = p(Q n = q k j x n?1 ; y n?1 ) and n = p(Q n = q k j y n?1 ), k = 0; 1; : : : ; K ? 1 (see [5] ) is infeasible for a number of states K in the Markov model beyond K = 2 or 4. However, this is insufficient for our purposes here, since K 8 for 4-PSK is needed to maintain reasonable similarity between the real world fading of Clarke and the FSMC of (22) .
A computationally much simpler solution is to upper-bound the constrained capacity of the FSMC described in the previous section. An obvious, easy to compute, but very loose upper bound of C FSMC of this Markovian quantized phase-distortion channel is the constrained capacity given the current state Q of the channel:
Clearly this is the constrained capacity of the AWGN channel with PSK inputs, depicted in Fig. 11 (25) where, for D = 0 we define the upper bound to be given by (24) , or I UB (0) = I(X; Y j Q). In Fig. 11 we plot the loose upper bound I UB (0) of (24), as well as the tighter bounds I UB (1) and I UB (2) against the channel SNR, for three FSMC's, with constant unit amplitude and K = 8 phase states, derived from Rayleigh channels with Doppler rates of 0:01, 0:05 and 0:1. Observe the capacity reduction with increasing Doppler rates, which demonstrates the increasing difficulty of reliable channel estimation in faster varying channels, even in cases where the noise is negligible. In the limit of the uncorrelated channel, (i.i.d. discrete distortion phases) channel estimation is impossible, and the constrained PSK capacity is identically zero regardless of the SNR. Conversely, when the Doppler rate is 0:01, the bounds show small capacity losses with respect to perfect channel information (I UB (0)), indicating that in this case very good channel estimates can be obtained due to the strong time correlation.
From a different viewpoint the bounds I UB (D), D > 0 are not just capacity bounds in a case with no pilot symbols available at the receiver. I UB (D) also upperbounds capacity for a pilot-aided system, whereby groups of Z 1 pilot symbols are injected into the coded data stream, spaced D or more coded symbols apart. This is true because I UB (D) decreases in D, and no group of pilots can ever offer better estimates of the channel for t = 1; : : : ; D than noiseless knowledge of the channel states Q 0 ; Q D+1 at the outer edges of each group of D information symbols.
Performance in the FSMC relative to capacity
This section presents the BER performance of the algorithms discussed in section 3, simulated in the FSMC of (22) .
The only adaptation needed in the joint phase estimation and turbo decoding algorithms for the supertrellis as well as the separate trellises is shown in (23) . at rate 1=2 bit/sec/Hz. This shows that the supertrellis receiver, due to the absence of pilots and channel interleaving performs quite far from the tightest capacity bound. In contrast, the same turbo-code with perfect interleaving and CSI performs very close to capacity, which is given by I UB (0) and marked by the vertical dashed line in Fig. 12 .
In Fig. 13 The results of simulations in the Markov phase channel (those included in Fig. 13 and others) are summarized in Table 1 in the following fashion. The first column (D) shows how many consecutive information symbols are transmitted into the channel before Z = 1 or more (in the second column) consecutive pilot symbols are injected. In cases marked "noisy" in the third column, the pilot symbols are conventional pilots, offering noisy estimates of the channel at the edge-points of a D-symbol information block. Cases marked "noiseless" (NL) refer to the unrealistic scenario of a noiseless pilot, offering exact channel knowledge between groups of D symbols. For those cases the bounds I UB (D) are no longer bounds, but the exact capacity for this idealized transmission scheme. The results in Table 1 are not surprising. They indicate steady improvement as the number of pilot symbols and the rate at which pilot groups are injected increase. Obviously the scenarios of the third and fourth row are closest to capacity, and the SNR gap increases as groups of pilots are further apart from each other (D increases). It must be noted that results in Fig. 13 and Table 1 On a related issue, for the case on the first row of Table 1 with Z = 1 and D = 1, BER of 10 ?4 is reached at E s =N o = 3:38 dB, or E b =N o = 6:38 dB, since the information rate is 1=2 bit/symbol, as reduced by the pilots from the rate-1 turbo-code. The same BER at the same information rate is achieved at E b =N o 7:0 dB with the supertrellis receiver, see Fig. 12 , because the turbo-code there is of rate-1/2. This performance improvement of at least 0:6 dB highlights the positive effect of channel interleaving in providing diversity for the separate trellises approach, despite the larger complexity of the supertrellis.
Conclusions
Two methods to combat flat fading without having access to explicit channel state information (CSI) at the receiver are shown. With both methods, the receiver forms a finite-state Markov model for the fading channel phase. With the first approach, the finite state machines of the channel and the code are combined to form a supertrellis, along which the channel and the data are jointly being estimated, without pilot symbols or channel interleaving. The second method employs separate trellises for decoding and phase estimation. This method uses pilot symbols and channel interleaving with higher rate codes, and provides good performance approaching upper bounds to capacity with reasonable complexity. The estimation of channel phase and data is done jointly, on the supertrellis or on the separate trellises, via the Forward-Backward algorithm.
Appendix
This appendix contains the proof of Theorem 1. Although in section 4 we only use the bounds I UB (D) for the constrained capacity with i.i.d. 4-PSK inputs, these bounds are in fact general and also apply for any input distribution, including the capacity achieving Gaussian. For this reason, in the following proof we use the symbol h(:) for the entropy of the input variable X, implying differential entropy, while for X coming from a 4-PSK constellation the symbol H(:) for the entropy of a discrete random variable is more appropriate. We first show that the sequence 
which converges to zero, as D grows without bound.
