A bank's financial performance and survival can be threatened when there is an increased exposure to credit risk. On this basis, this study seeks to identify the factors that determine the level of bank credit risk and further estimates the effects of bank credit risk on corporate financial performance using financial data from banks on the Ghana Stock Exchange over a 15-year period from 2003 to 2017. Using the method of 2SLS, it was observed variables such as capital adequacy, operating efficiency, profitability, and net interest margin are inversely related to credit risk. Conversely, bank size and financing gap tend to relate positively with credit risk. Also, anualised changes in inflation tend to positively affect credit risk. Again, it was observed that, increase in bank credit risk negatively affects corporate financial performance which is consistent with Basel accord. Thus, for banks to survive in their industry, critical attention needs to be paid to management of its credit risk exposure.
INTRODUCTION
The banking sector of every country plays a significant role in its economy's growth and development. One of such roles is to act as an intermediary between lenders and borrowers. Associated with this role is the risk that depositors will suddenly withdraw their deposits (liquidity risk) and the risk that borrowers will default in repayment of interest and the principal loans on time (credit risk). These risks, especially credit risk, have a high tendency of adversely affecting financial performance of these institutions and if not well managed, persistent exposure to these risks poses threat to the survival of these institutions.
There have been several studies on banking crisis in different economies and the role plays by credit risk in these crises. A study undertaken by Hasan et al. (2014) revealed that, higher level of credit risk was one of the major causes of bank failures and the global financial crisis in both developing and developed countries. The global financial crisis, which originated in the US in mid-2007, was attributed to the rapid default of sub-prime *Corresponding author. E-mail: pabene221@yahoo.com.
Author(s) agree that this article remain permanently open access under the terms of the Creative Commons Attribution License 4.0 International License loans or mortgages (Ashby, 2011; Flaherty et al., 2013) . This crisis in effect led to the collapse of some financial institutions; some banks facing financial distress which led to their bankruptcy and subsequent closure. Also, the recent banking crisis which started in 2008 in several banks of the USA and European countries was attributed to poor credit risk management practices which led to increasing interest in the studying of credit risk issue (Juta and Ingrįda, 2009 ).
In the case of Sub-Saharan Africa, the Nigerian banking sector crises in 2009 and 2010 was attributable to high exposure to credit risk, weak and isolated financial systems and poor regulatory and supervision from the regulators, Bank of Nigeria (Marchettini et al., 2015) .
In the case of Ghana, the situation is not different. From an Asset Quality Review (AQR) of banks conducted by the Bank of Ghana in 2015 and updated in 2016, some indigenous banks were identified as vulnerable with inadequate capital, high levels of non-performing loans, and weak corporate governance systems. In August 2017, the Bank of Ghana closed two of those banks (UT Bank and Capital Bank) and approved the acquisition by GCB Bank of some of their assets and liabilities under a Purchase and Assumption Agreement (PAA). Even though the closure of these banks was due to several other factors, high level of non-performing loans and hence higher exposure to credit risk played significant role in the closure as about 78% of the loan portfolios of these banks were subject to impairment. Exposing these banks to high credit risk eventually led to the revocation of their licenses (Bank of Ghana, 2017) . Again in 2018, the regulator, Bank of Ghana merged five banks (namely BEIGE Bank, Sovereign Bank, Construction Bank, Unibank and Royal Bank) into a new bank known as the Consolidated Bank. Report issued by the regulator on the basis of this consolidation indicates that two of these five banks (Royal and Sovereign Bank) were included in the merger due to poor credit risk and liquidity risk management hence increasing their level of credit risk exposure.
Studies on credit risk and how it impacts corporate financial performance in developed economies are adequately represented in the corporate finance literature. We can cite the work of Altman and Saunders (1998) who did a study on credit risk measurement in a developed economies; Fatemi and Fooladi (2006) who studied the credit risk management practices among selected financial institutions, Weber et al. (2010) who also explored into incorporating sustainability criteria into credit risk management, Acharya et al. (2013) who dealt with aggregation of bank risk and Rampini et al. (2014) also dealt with dynamic risk management approach in managing credit risk. In the developing economies, however, there is still relatively not much study in the area of credit risk and corporate financial performance. Few studies identified include Odonkor et al. (2011) who dealt with risk and how it impacted corporate financial performance of banks in Ghana, Sakyi et al. (2014) who did a similar study but focused on non-bank financial institutions and Apanga et al. (2016) who also studied credit risk management of Ghanaian listed banks. Evidently, studies on credit risk exposure and how it impacts the performance of financial institutions in the Sub-Saharan Africa and Ghana in particular, remains scanty and with the emergence of the recent instability in the banking system of Ghana, it has become undoubtedly necessary to assess the impact that exposure to credit risk will have on the performance of these banking institutions and this has been the focused of this study. This study attempts to fill this gap by first identifying the factors that determine the credit risk exposure of listed commercial banks in Ghana and then secondly, estimate the impact that the exposure to credit risk will have on the financial performance of these banks.
Review of related literature and hypothesis development

Determinants of credit risk
Basel Committee on Banking Supervision (1999) defined credit risk as the potential loss to a bank when a borrower or counterparty fails to meet its credit obligations in accordance with agreed terms. It is a surrogate to loan default risk, which is the risk that a borrower would not be able to fulfil his credit obligation as and when due (Balogun and Alimi, 1990) . In identifying the main influencers of credit risk exposure, Goldstein and Turner (1996) took a holistic view of those factors and argued that, the accumulation of non-performing loans is generally attributable to a number of factors, namely economic downturns, macroeconomic volatility, terms of trade deterioration, high interest rate, excessive reliance on overly high-priced inter-bank borrowings, insider lending and moral hazard. However, Berger and De Young (1997) and then Bloem and Gorter (2001) asserted that, the factors that lead to higher credit risk exposure is more micro rather than the macro factors identified by Goldstein and Turner. They rather identified factors such as poor credit management, over optimistic assessments of creditworthiness during economic booms, relaxed supervision role from the regulator and moral hazard that result from generous government guarantees.
Other researchers have taken a different dimension in respect to what determines the level of credit risk exposure. For instance, Sufian et al. (2008) supporting the claim that, credit risk exposure is influenced by adverse movement of macroeconomic variables, they stressed on the importance of a strong capital based and strong capital structure. His view is of the fact that, this offers banks in developing economies the ability to endure financial crunches and protect depositors in times of bankruptcy and distress macroeconomic conditions. This may be the possible basis on which Bank of Ghana (BOG), the regulator persistent increase in the capital requirement in the banking industry. For instance, on 11 September 2017, BOG gave a directive which requires that, the minimum stated capital requirement of universal banks operating in Ghana from GHS120 million to GHS400 million and required that banks comply by the end of December 2018 (PWC, 2018) .
Effect of credit risk on corporate financial performance
Credit risk has been identified as the key risk in banking operations that influence banks' performance in terms of profitability, solvency and liquidity (Sinkey, 1992) . Good corporate financial performance is an evidence of effective business management. The banks are into business, like any other firm, with the purpose of making profit; hence, before granting a credit facility to a borrower, it has to be sure on the capability of repayment by the borrower before granting such facility. A high exposure to credit risk is a panacea to possible profitability deterioration as there is an inverse relationship between credit risk exposure and returns on investment. The profitability of a bank is adversely affected by defaults. Provisions for bad and doubtful debts are directly subtracted from the revenues of good loans.
However, a sharp contrast from Kohn (1994) indicates that, there is a trade-off between the two. Riskier securities (higher yield loans) pay a high risk premium (higher average return) because there is a greater uncertainty of payment. So, higher exposure to credit risk can possibly lead to greater returns.
Credit risk leads to capital inadequacy (insolvency). Capital adequacy shows the financial capability of a bank to meet up with its financial obligations. An acceptable capital adequacy position is equivalent to saying that a bank is not over exposed to risks (Garderner, 2007) . The role of adequate capital base is to absorb unexpected and exceptional losses that it might experience especially in situations of uncertainty. The more capital a bank has, the more are its creditors or the government insurance agency protected, and the greater is the capital loss that can be sustained without resulting in bankruptcy (Shah, 1996) .
Credit risk, if not well managed brings liquidity crises. A more liquid bank is able to meet up with financial demands from its customers and thus create more value and confidence in the eye of the public. A loss in liquidity shows that they cannot meet up with demand if customers turn up and thus crisis can develop (Gaffney, 2009) .
The performance of a bank has linear relationship with the credit and recovery process (Asari et al, 2011 Berger and De Young (1997) indicate that failing banks have huge proportions of bad loans prior to failure and that asset quality is a statistically significant predictor of insolvency. Fofack (2005) also reported banks holding huge loan defaults in their books can run into bankruptcy if such institutions are unable to recover their bad debts. A possible effect of loan defaults is on shareholders' earnings. Dividend payments are based on banks' performance in terms of net profit. Thus since loan defaults have an adverse effect on profitability of banks; it can affect the amount of dividend to be paid to shareholders. The effect of loan defaults on the amount of dividend paid to shareholders can also affect capital mobilization because investors will not invest in banks that have huge non-performing loans portfolio. Kargi (2011) evaluated the impact of credit risk on the profitability of Nigerian banks. Financial ratios as measures of bank performance and credit risk were collected from the annual reports and accounts of sampled banks from 2004-2008 and analyzed using descriptive, correlation and regression techniques. The findings revealed that credit risk management has a significant impact on the profitability of Nigerian banks. It concluded that banks' profitability is inversely influenced by the levels of loans and advances, non-performing loans and deposits thereby exposing them to great risk of illiquidity and distress. Kithinji (2010) assessed the effect of credit risk management on the profitability of commercial banks in Kenya. Data on the amount of credit, level of nonperforming loans and profits were collected for the period 2004 to 2008. The findings revealed that the bulk of the profits of commercial banks is not influenced by the amount of credit and non-performing loans, therefore suggesting that other variables other than credit and nonperforming loans impact profits.
It can be inferred from the literature on the effect of loan default that all banks incur certain loan losses when some borrowers default in repaying their loans. Irrespective of the extent of the risk involved loan default reduces profitability and liquidity of banks. Given the foregoing problems amongst others which banks can encounter if they do not manage their credit risk well, the managers should see to it that while carrying out their operational function of risk assumption, a judicious balance between profitability, liquidity and capital adequacy must be considered.
On this premises, the study seeks to test the following hypothesis;
Hypothesis, H 0 : Profitability of the Ghanaian banks is inversely related to their credit risk exposure.
RESEARCH METHODS
Data
A panel data on the seven 1 banks listed on the Ghana stock exchange over a fifteen year period from 2003 to 2017 were used. Data from three banks; Eco-bank, CAL bank and UT bank were made up of pre-listing and post-listing data to ensure that the data are balanced. The data of UT bank however excluded 2017 financial statement as during this period the bank was taken over by GCB Bank. The time period (2003 to 2017) was selected on the basis that, it provides a current time series observations and also represents the period over which there were a major reformation in the Ghanaian banking system where the concept of universal banking principle was amplified which led to the revision of the banking law in 2004 (Act 673) to provide a sound legal framework, increasing the scope of financial liberalization and intermediation consistent with Bank of Ghana supervision policies. Bank specific data in relation to determinants of banks' performance were collected from audited accounts of the listed banks and from the fact book of the Ghana Stock Exchange (2018). Data on the macroeconomic variables were collected from the World Development Indicators data base (World Bank Online, 2018) from 2003 to 2017.
Model parameters
In identifying the factors that influenced credit risk, the parameters of the model for the study need to be specified. The specification procedure adopted was in line with the procedure used by Aspachs et al. (2005) , Saunders and Cornett (2007) , Shen et al. (2009) and Vodova (2011) was followed where the functional forms of the model to estimate the determinants bank credit risk is expressed as follows;
(1) Credit risk exposure is measured by loan loss provision ratio (LLR). The model is specified to include bank-specific factors, namely; Capital adequacy measured by capital ratio (CR), financial risk measured by leverage ratio (LR), financial stability (Z-score), management efficiency ratio (MER), Business operational efficiency measured by trading income as a percentage of total revenues (TTR), net interest ratio (NIR), Earnings potential measured by return on equity (ROE), and return on assets (ROA), liquidity risk measured by financing gap ratio (FG), loan deposit ratio (LDR) and bank size measured by total asset (SIZE). Also, included in the model in (1) are common market factors which include percentage change in inflation (IFL), growth in gross domestic product (GDP) and short term yield on government securities measured by the short term yield curve (SYC).
Similarly, specifying the model to assess the effect of credit risk on bank performance, it can be functionally expressed as;
( 2) The model in (2) is specified to include loans loss provision ratio (LLR), financial risk measured by leverage ratio (LR), expense efficiency ratio (EER), net interest income ratio (NIR), Bank size (SIZE), Short-term borrowing to total liabilities (SBL) ratio. Also, included in the model in (2) is a common market factors known as slope of the yield curve (SYC).
The model
To estimate the determinants of credit risk, the standard linear specification for a panel data regression model was followed and the functional model in (1) is expanded as follows;
Where, denotes a proxy measure of credit risk ratio for bank i at time t, with i =1…7 (number of banks) and t = 2003 … 2017 (15 time periods).
represents endogenous variable in the model. CR, LR, ZS, MER, TTR, NIR, ROE, ROA, FG, LDR, SIZE, IFL, GDP and SYC denoted capital ratios, leverage ratio, financial stability, management efficiency, trading income to total revenues, net interest ratio, earnings potential, return on assets, liquidity gap, loan deposit ratio, bank size, change in inflation, growth in gross domestic product and changes in short term yield curve respectively.
denotes corresponding sensitivities to the explanatory variables respectively and denotes the error term.
Again, to estimate the effect of credit risk on corporate performance, the functional model in (2) is expanded as follows; (4) Where denotes a proxy measure of corporate performance (which is return on asset) for bank i at time t, with i =1…7 (number of banks) and t = 2003 … 2017 (15 time periods). LLR denotes loans and advances impairment loss provision ratio. In order to estimate the effects credit risk on bank profitability, model (4) is specified to include other explanatory variables (control variables) that may help in the estimation of bank profitability though they are not the main variables of interest. These include LLR, LR, MER, NIR, SIZE, FG and SYC.
denotes corresponding sensitivities to the explanatory variables respectively and denotes a stochastic disturbance.
We can observe that, the endogenous variable in (3) is considered as exogenous variable in (4) and also the endogenous variable in (4) is considered exogenous variable in (3). When this happens, it is likely such variables may correlate with the disturbance term ( ) in the case of model (1) and ( ) in the case of model (2) leading to endogeniety, hence violating the generalised method (GM) assumptions and making our ordinary least square (OLS) estimates biased. To solve this likely problem, we substitute model (1) into model (2), as follows; It can be observed that ROA is a linear function of (among other things), and hence will be correlated with . This violates the GM assumptions, and the OLS estimator will be biased.
Justification of application of 2SLS
The Equations 1 and 2 are specified to include one endogenous variable, LLR in the case of (1) and ROA in the case of (2). So LLR which a dependent variable for (1) is jointly determined by ROA together with other variables as specify in (1). Also, ROA which is a dependent variable in (2) is jointly determined by LLR and other variables as specified in (2). In this case, endogeneity in these econometric models is likely to arise as a result of measurement error, simultaneity, omitted variables, sample selection errors, etc. Thus, the estimates obtained from the ordinary least squares (OLS) regression of model (2) become inconsistent and biased. Following the identification procedure outline by Gujarati (2004), model (1) which estimates the determinants of credit risk and its effect on bank profitability as shown in model (2) have two endogenous variables (LLR and ROA), thus m = 2 and this is equal to the number of equations with the presence of endogeneity k = 2. In the bank profitability equation, there are eight variables (CR, ZS, TTR, ROE, FG, LDR, IFL and GDP) excluded but are present in model (1). In this case, the model (2) is over-identified since -, thus requiring the application of instrumental variable(s) through the use of Two Stage Least Squares (2SLS) estimation procedure for the parameters.
Method of estimation: Two Stage Least Squares (2SLS) method
This method involves two successive applications of OLS. It is aimed at eliminating the likely correlation between ROA and u. To do this, we find a proxy for ROA, that will not be correlated with u. Let us call this proxy ̂. The first stage of 2SLS is to generate the proxy and the second stage is to simply substitute the proxy for ROA, and estimate the resulting equation using OLS. The proxy should however be such that, it should belong to model (2) in the second equation (the one predicting ROA), but does not belong to model (1) (the one predicting LLR). In other words, a variable Z needs to be found so that it can determine ROA, but that does not influence LLR. Thus, the variable needs to satisfy the following condition; and Then the following equation needs to be estimated using OLS:
What is being done here is to include all of the exogenous variables from model (1) on the RHS Equation (6) and add Z. These estimates would allow the generation of a new set of values for the variable ̂ so that;
Now, ̂ can be substituted for ROA in model (1) as follows; Oduro et al. 5 (8) Equation 8 can be re-written as;
The new equation is then estimated using OLS. This will produce consistent estimates of all the parameters including .
Fixed or random effect
In applying 2SLS regression model to estimate a model parameters, either the fixed effect model (FEM) or the random effect model (REM) or the Error Components Model (ECM) may be used. In the FEM, the observed variables (a firm's performance) expressed in terms of explanatory variables are treated as if the observe variables were non-random. In FEM, it is assumed that the intercept varies for each bank (that is over space), but is constant across through time and the regression coefficients are assumed to be common across the banks. This allows for a limited degree of bank specific characteristics and disturbances capture differences over space and time. Thus, the individual specific effect is correlated with the independent variables. Conversely, the REM assumes a common average value for the intercepts and a crosssectional difference in the intercept values of each bank is reflected in an error term.
In deciding between FEM and REM, Judge et al. (1980) stated that, it depends on the assumption one makes about the likely correlation between the cross-section specific, error components and the regressors. If it is assumed that the error components and the regressors are uncorrelated, REM may be appropriate, but if they correlate, FEM may be appropriate. However, in this study, the choice between FEM and REM is based on the Hausman tests (Hausman, 1978; Baltagi, 2001) . Hausman tests the null hypothesis that, the preferred model is REM as opposed to the alternative hypothesis that the preferred model is the FEM.
Measurement and justification of variables used in the credit risk and performance model
With credit risk being the dependent variable, the determinants of credit risk of listed banks in Ghana were grouped into bank-specific determinants ( as in equation (3)) and common determinants (( as in equation (3)). The measurement and justification of these factors are presented in this section of the methodology. Table 1 presents the different variables, their corresponding specific measures, data source and expected relationship with the dependent variable.
Dependent variable Loans and advances impairment loss ratio (LLR):
The dependent variable in the model is measured by the amount of impairment of loans and advances granted by the banks which is determined in accordance with the Bank of Ghana prudential guidelines and IFRS 9. The amount of impairment loss is based on loans and advances that have proved uncollectible, and is written off against the related allowance for loan impairment. For the purpose of the model, the LLR ratio is determined as the amount of Return on asset and return on equity: Previous studies into the relationship between bank operating risk and profitability have used return on asset (ROA) and return on equity (ROE) as a proxy of measuring profitability (Ara et al., 2009 ). This study adopted a similar measure of profitability (that is, return on asset (ROA)). ROA measures the effectiveness of management in the utilization of the funds contributed by both shareholders of the bank and other credit providers. It is computed as the ratio of net operating profit and average total assets indicating how efficient a bank is managing its assets to generate income. This study did not use return on equity (ROE) as a measure of profitability due to its major drawback of overstating the ROE ratio for banks with high financial gearing.
Independent variable
The independent variables in the model are grouped into two; bank specific determinants and common determinants.
Bank-specific factors:
The main bank-specific factors in the model are capital adequacy, bank's asset quality, business operational efficiency, earning potentials, size and liquidity. Each of these factors is measured by indicators which are expected to have influence on the credit risk of the bank. The following paragraph provides a description of the bank-specific factors and the indicators for each identified factor.
Capital adequacy: measures the bank ability to accommodate shocks (financial strength) and promote stability and efficiency in the banks operation. It is measured by three alternative variables: capital ratios (CR), leverage ratio (LR), and Z-score (ZS). Capital ratio represents the ratio of equity capital (shareholders capital and reserves) divided by risk-weighted assets as reported by each bank. Leverage measures the size of average total assets relative to average total equity. It is one of the standard indicators implied by the structural approach to the pricing of default risk. Higher leverage would correlate positively with default risk. Z-score is a derivative measure of bank capitalization. It is computed as a sum of return on asset (ROA) and return on equity (ROE) to total assets ratio scaled by the standard deviation of ROA (Boyd and Runkle, 1993) . A higher value of Z-score indicates a higher resistance to shocks and implies a lower credit risk and vice versa.
Business operational efficiency:
is measured by quality of management and differences in the business models adopted by the banks. Management quality is approximated by Management efficiency ratio (MER) which is represented by the ratio of operating expenses to total revenues. It measures management flexibility to adjust operational costs to changes in the business development signalled by revenues. A higher MER is an indication of a higher is the default risk. Business model is represented by trading income as a percentage of total revenues (TTR).
Earnings potential: assess the ability of the bank to generate income using the available assets. It is represented by three profitability ratios: net interest income ratio (NIR), return on equity (ROE), and return on assets (ROA). The NIR is lending margin charged by a bank and is calculated as the percentage interest yield on interest bearing assets. Since loans are priced according to their risk level, a higher lending margin may therefore signal higher risked portfolio. Therefore, a higher net interest income ratio would imply higher default risk. The ROE and ROA measure the profit a bank can generate from it available asset, hence should correlate negatively with default risk. ROE (ROA) is computed as the ratio of net income and shareholders' fund (total assets). A higher ROE or ROA indicates better profit prospects for growth and resilience to shocks, and thus should be associated with lower credit risk.
Bank Size (size): is calculated as the natural log of the bank's total assets contributes to its credit since it has ability to mobilize funds from diversified sources. It is suggested that, banks face less credit risk as they grow in size as they can be selective as to who to grant credit facility to and also, are able to obtain funding at a lower cost due to implicit guarantee but beyond particular levels; they begin to face credit risk due to diseconomies of scale. Bank size is expected to be positively related with credit risk.
A bank is exposed to liquidity risk where there is maturity mismatch when liquid liabilities (in the form of customer deposits) are transformed into risky liquid assets (in the form of loans). It shows to what degree a bank is capable of dealing with sudden and unexpected liquidity demand from depositors.
In measuring liquidity risk, two indicators were used: financing gap ratio (FG) and loan deposit ratio (LDR).
Financing gap ratio is the difference between a bank's average core loans and its average core deposits standardized by the total asset of the bank. A value above zero implies that, the bank is not able to endure a sudden customer demand, hence indicate high liquidity risk which pushes the bank to an acute situation if customers default.
Short-term loan to deposit measures the degree to which banks can withstand a sudden liquidity distress. A bank with a higher share of short-term borrowing would be more vulnerable in the event of a bank run and hence a higher LLR.
Common market factors
These are factors in model (3) which affect credit risk in the banking industry as a whole. Three main factors were considered as possible factors which influence the credit risk faced by banks on the Ghana stock exchange. They include percentage change in inflation (IFL), growth in gross domestic product (GDP) and slope of the yield curve (SYC).
It is very characteristic of commercial banks to adjust for inflation factor in pricing their loan products during a period of downturn which affects the premium paid to cover their credit risk insurance. Also, monetary and fiscal policies of central bank affect the supply of money which affects inflation which has influence on the credit status of the banks. Annual percentage change in inflation was included in the model using the annualised percentage change consumer price index as reported by Ghana statistical service as a measure of inflation changes. Recent studies (Shen et al., 2009) revealed that the annual percent change in inflation (INF) had a significantly positive correlation with bank's credit risk, thus, in this study, we expect annual percentage change to correlate positively with credit risk.
GDP growth was also introduced into the model as credit risk general reduces as there is an improvement in the economy as indicated by growth in the GDP rates. GDP growth is therefore negatively correlated with the share of non-performing loans and positively with the recovery rate.
In measuring the GDP growth, the real figures were used in order to ascertain the actual impact of GDP on credit risk of the banks. The study therefore expects a negative correlation between GDP growth and credit risk insurance premium.
The slope of the yield curve reflects growth prospects of the economy and expected future short-term interest rates. If the yield curve is steepened, it is a signal of positive prospects for economic growth (hence a decline in non-performing loans and hence improvement in recovery rate would be expected). A steepening of the yield curve (future improvement in economic conditions) should therefore correlate negatively with credit default risk. In this study, the slope of the yield curve was derived here from the return on 5-year government of Ghana bonds.
RESULTS AND DISCUSSION
Determinants of credit risk
Preliminary analysis
A preliminary analysis of the variables used as determinants of credit risk was carried out to have a fair idea of the distribution of the data for each variable. The analysis is carried out on both the dependent variable and the independent variable (both the bank-specific variables and the general variables). Table 2 shows the summary statistics for all the variables used in the sample over the study period. The mean score for (LLR), which measures credit risk is 6.4%, with volatility of 3.1%. The distribution of the provision is positively skewed but showed a peak-like structure than a normal distribution. However, the null hypothesis of non-normality is rejected under the Jarque-Bera test indicating that, the distribution is normal. This result suggests that, some of the banks are exposed to a considerable credit hence makes higher provisions against possible losses on the amount granted. The provision made ranges from 1.3 to 13% of the gross amount of granted as loans. This also means that, banks increased the amount of credit granted during the period under study thereby exposing themselves to such risk.
In identifying the determinants of the credit risk, the adequacy of the capital of the selected banks were considered which is in line with the study carried out by Samsudin et al. (2015) . This is necessary to measures the bank ability to accommodate shocks and efficiency in the banks operation. On the average, the equity capital of the selected banks represents 29.8% of the banks' riskweighted assets with a standard deviation of 12.9% which is a strong indication of the resilience of the banks to a sudden shock from borrowers. The size of the total equity to total asset of among the selected banks also showed an average of 19.3% with a standard deviation of 8.5% confirming the ability of the these banks to accommodate credit shocks from customers using shareholders fund. Z-score, in which a derivative measure of bank capitalization showed an average of 2.655 with a standard deviation 4.03, though negatively skewed but normally distributed at as the null hypothesis under the Jarque-Bera test was rejected at 5% significant level. The result obtained from the Z-score value is a strong indication of resistance to shocks and implies a lower credit risk.
On assessing the earning potentials of the banks included in the study over the study period, interest income as a percentage of investment made in asset that bears interest measured by NIR showed as average of 27.1% with a standard deviation of 12.8% indicates a substantial improvement in the earning potential of the banks over the study period. This result may be due to the factor that, majority of the interest bearing asset of these bank are kept in the form of loans and advances which are lent out to customers at an average of 27%. ROA which measures the ability of the bank's management to generate revenue from the bank's assets showed an average of 6.2% for all the banks included in the study over the study period with a variation of 2.7%. A similar measure, ROE which measures the returns the bank was able to generate on the investment made by the shareholders showed as average 35.3% with a standard deviation of 15.3%. Both ROA and ROE depicted as positively skewed distribution but somewhat normally distributed as the null hypothesis under the Jarque-Bera test was rejected at 5% level of significance. This picture suggests a good performance during the period under study.
In assessing the quality of loans granted, the average financing gap ratio (FG) is 43% with a variation of 30.2% between the ratios of 77 to 146%. Though the distribution seems to have a long tail to the right, it appears to be a little leptokurtic relative to the normal distribution. However, the null hypothesis under the Jarque-Bera test was rejected at 5% significant level indicating that, the distribution is approximately normal and good for further statistical analysis. The negative ratios indicate a favourable financing gap ratio, that is, the banks kept a considerable amount of liquidity and hence faced minimal liquidity risk during study period. Also, the ratio of loan and advances to total deposits (NLD), an alternative measure of loan quality, showed that, a mean of 53.4% of all deposits mobilised by the banks were given as loans with a minimum of 23.3% and a maximum of 125.5%. This result is an indication of the bank lending out a significant amount of their deposits to the extent that, other banks granted loans worth more than the value of their deposits indicating that funds other than deposits were given out. Such banks could be regarded as having very strong capital based and strong credit policies.
The average asset of the banks used in the study recorded a score of 14.942 (translating to into over GHS3 billion) with a variation of 0.297 in terms of standard deviation values ranging between 13.932 to 15.839. The total assets recorded an average of 12.53% is kept in the form of liquid asset (cash, balance with Bank of Ghana and short term funds). About 42.3% of the total bank assets were kept as risky asset in the form of investment in long term asset, loans and advances and other medium term securities). The higher proportion of asset kept as risky asset may have been motivated the higher returns associated with such assets and also being kept liquid in order to meet financial obligations in a real time as and when due.
Assessing the implication of the common market indicators on credit risk, the annualised inflation showed an average rate of 18.3% with a standard deviation of 5.7% over the study period. Though the distribution of the annualised inflation rates is positively skewed, the null hypothesis under the Jarque-Bera test is rejected at 5% significant level indicating that the distribution of the annualised inflation rates is normal. Similar statistics is observed in respect of growth in the GDP rates and the slope of the yield curve. The GDP showed average growth of 8.2% with a standard deviation of 1.9% over Oduro et al. 9 the study period whereas the Government of Ghana five year bond showed an average rate of 21% with a standard deviation of 4.7%. The distribution of GDP growth and that of the yield curve appears to be negatively sloped but are normally distributed at 5 and 1% level of significance respectively.
Inter-correlations
The object of this section is to examine the presence of multi-collinearity, which occurs when there is a strong correlation between two or more predictor variables in a regression model (Field, 2009 ). Hair et al. (2014) provided two approaches in identifying and dealing with multi-collinearity. First is an examination of the correlation matrix among the predictors. The absolute correlation coefficient greater than or equal to 0.60 is an indication of substantial colliniarity. The results of the study, from Table 3 , reported the highest absolute correlation coefficient of 0.514 with most correlation coefficients falling below 0.2 indicating absence of colliniarity. This high correlation occurred between ROA and ROE which is expected since both measure tends to measure profitability of the banks. However, even though they exhibit high correlation, the correlation coefficient is within the acceptable limit. Secondly, to avoid a collinearity due to the combined effect of two or more predictors, we apply the variance inflation factor (VIF). A threshold of VIF values of 10 is applied following the recommendation of Gaur and Gaur (2009) and Hair et al. (2014) . VIF values are shown in Table 3 which indicates no problem of multicollinearity.
Regression analysis
In testing the stated hypothesis (Hypothesis 1), a multiple regression was carried out to determine whether or not factors such as capital adequacy, business operational efficiency, earning potential and firm liquidity determines the volatility in the firm's exposure to risk. The result of the regression analysis is shown in Table 4 .
The result obtained from the analysis shows that, the model estimate fits the data as the fitness test, using the F statistic showed that, the null hypothesis of equally between the co-efficient of the predictor variables cannot be accepted at 1% level of significance. The adjusted Rsquare also showed that, the predictors well explained 62.8% of the variations in the credit risk which is an indication that, the selected predictor variables determine the credit risk exposure by Ghanaian banks.
On the bank-specific variables, there is a negative significant relationship between capital adequacy ratio and credit risk at 1%. This provides evidence that, bank with a strong capital adequacy is also able to absorb possible loan losses and thus avoids bank 'run', VIF values are reported in parentheses on the diagonal. n = 104; *. Correlation is significant at the 0.05 level (2-tailed), **. Correlation is significant at the 0.01 level (2-tailed). insolvency and failure. Thus if a bank in Ghana wishes to be resistant to its credit risk exposure, it needs to increase in equity capital in relation to its total assets. This observation is in line with the study by Louati et al. (2015) who examine the role of capital adequacy in the credit risk exposure of Islamic and conventional banks, and concluded that, the ability of a bank to withstand credit risk shocks is to capitalise adequately. This also confirms the Bank of Ghana recent directive of increasing the capital requirement of commercial banks in Ghana from GHS120 million to GHS400 million effectively by the end of 2019. Z-score, a measure of solvency of banks which makes use of profitability measures, also showed a negative significant relationship between credit risk and bank's solvency at 1% level of significance. The result implies that, for banks in Ghana to mitigate the effect of credit risk exposure, they should engage in more profitable activities which would increase their possibility of survival which intend to reduce their exposure to credit risk. This observation is in line with Imbierowicz and Rauch (2014) who concluded that, striving to survive in the industry would lead to reduction in credit risk exposure. Leverage ratio showed a positive relationship with credit risk, though the relationship is not significant. This implies that, in analysing factors that influence the credit risk exposure of Ghanaian banks, shareholders' capital in relation to total asset do not significantly contribute to the variations in the credit risk exposure.
In assessing the role of business operation efficiency in explaining the volatility in the credit risk exposure, two proxy measures were used; Management efficiency ratio (MER) and Trading income to total revenue ratio. The MER which measures how well management is able to control operational expense so as to accumulate funds to meet any sudden shock from credit risk showed a negative significant relationship with credit risk at 5%. The implication of this result is that, as management increases their efficiency in managing expenses, thereby increasing operation profit, credit risk exposure is expected to decrease significantly. Similar story could be told about trading income to total revenue which relates significantly negative with credit risk at 10% level of significance.
Return on equity (ROE)) as expected showed a significant inverse relationship with credit risk at 1% significant level. Return on asset (ROA) similarly showed an inverse relationship but the relationship appears not to be significant. This brings out the fact that, the role of management of profitability in relation to shareholder investment plays a significant role in managing credit risk. Efficient management of profitability in relation to shareholders' value and even total asset is necessary for effectively managing credit risk as this would ensure accumulation of returns necessary to meet any shock that may be triggered by credit risk exposure. Net interest ratio (NIR) however showed a significant inverse relationship with credit risk at 5% level of significance as against the expected positive relationship from the literature. The NIR measures the interest earned by the bank as a percentage of total interest bearing assets. The result therefore shows that, higher interest yield investments by the banks would help in significantly manage impact of credit risk. This result contracts the view put forward by Inci and Jiri Podpiera (2010) who studied the fundamental determinants of credit default risk for European large complex financial institutions and concluded that net interest ratio significantly contributes positively to credit risk. This variation in the result may be due to difference in macro-economic framework and differences in the economies within which the studies were carried out.
The relationship between bank size (SIZE), financing gap and credit risk is significantly positive at 1 and 1%, respectively providing the evidence that as banks grow bigger in size, they have the incentive to increase risk on customer default as they are able to hold more loans and consequently have larger financing gap ratio. That is, larger banks have the capacity to mobilize more deposits in which they are able to sell at relatively cheaper price. Such banks are thus able to take greater risks by granting more loans to deficit units, thereby exposing themselves to higher credit risk. This result is in line with the findings of Lucchetta (2007) , Bunda et al. (2010) , Rauch et al., (2009) who concluded that, as banks grow in size, their exposure to credit risk increases.
Among the three macro-economic variables which entered the model, only the annualised changes in inflation tend to significantly affect credit risk with the direction of effect being significantly positive. The changes in GDP and the slope of the yield curve, though relate negatively with credit risk exposure, they tend to be insignificant.
Effect of credit risk on banks' profitability
Regression analysis
The second objective of the study seeks to analyse the effect of credit risk (measured by loan and advance loss provision (LLP)) on the performance of banks in Ghana with return on asset (ROA) being a proxy of measuring corporate performance. In testing the stated hypothesis (Hypothesis 2), another regression analysis was carried out to find out the effect of credit risk on corporate profitability with liquidity ratio, management efficiency ratio, net interest margin, bank size, short term borrowing and the slope of the yield curve being controlled variables. The result of the regression analysis is shown in Table 5 using the return on asset as the dependent variable, a proxy measure of performance.
The model estimate fits the data well as the F statistic, which measures the common importance of the explanatory variables, showed that, the null hypothesis of equality between the co-efficient of the predictor variables is rejected at 1% level of significance. The adjusted Rsquare also showed that, the predictors well explained 78.3% of the variations in the corporate profitability which is an indication that, profitability of Ghanaian banks are determined by the selected predictor variables.
There appears to be an inverse relationship between credit risk and corporate performance. This is indicated by a negative regression coefficient between Loan and Advance loss provision, the instrumental variable and return on asset, a measure of bank profitability. This relationship tends to be statistically significant at 1% indicating that, as bank increases it exposure to credit risk, it tends to have a negative impact on the performance of the company in terms of profitability. This confirms the findings of Ebrahim et al. (2016) , Athanasoglou et al. (2005) and Athanasoglou et al. (2008) who concluded that serious banking problems have arisen from the failure of financial institutions to recognize impaired assets and create reserves for writing off these assets. They concluded that, banks with high credit risk tend to experience a lower profit level on their income statement. In the Ghanaian context, banks provide higher volume of lending thereby holding lesser liquid assets on their statement of financial position tend to have higher volatility in their earnings which pose the threat of lower interest income due to high level of noncollectability resulting in lower return on assets. Consequently, this arises due to the higher interest charged on such loans (due to the incorporation risk premiums in determining interest rates) thereby, increasing the obligation on the customer which increase the risk of non-payment hence loss of interest income.
Leverage ratio, measured by total equity in the total assets of the bank (LR), positively relates to the performance of banks in Ghana and is statistically significant at 1%. This implies that, as firm increases its capital base through equity, the firm tends to generate much profit since it escapes the payment of interest to debt providers. This finding is consistent with the work of Kosmidou (2008) , who concluded that, a well-capitalised banks face lower risks of solvency as cost of funding is reduce to the minimum. According to Berger et al., (1995) , a financial institution with a strong capital structure is essential for the development of developing economies such as Ghana; for this offer extra financial strength deals with financial crises and provides assurance to depositors during turbulent macroeconomic conditions.
On assessing the role of management efficiency in determining corporate profitability, Management Efficiency Ratio (MER) was used. This showed an inverse relationship with profitability at 10% significant level. The result implies that, increase in management operational expenses (a measure of management efficiency) reduces corporate profit. Thus, management must strive to achieve efficiency in their expense management if it wishes to increase their profit levels. This is in line with the findings from studies undertaken by Athanasoglou et al. (2005) , Pasiouras and Kosmidou (2007) and Kosmidou (2008) who also concluded a significant positive relationship existed between management efficiency in expense management and corporate profitability. This result therefore requires banks to improve their managerial practices in order to maximize profit.
In assessing whether the size of a bank (SIZE) plays a role in the profitability of the bank, the result indicated that, bank size, measured by the natural logarithm of a bank's total assets showed a positively relationship with bank profitability (ROA) but was not statistically significant. This implies that, the size of bank does not determine whether a bank would be profitable or not. This result tends to contrast the theory of economies of scale as confirmed by Athanasoglou et al., (2006) , Pasiouras and Kosmidou (2007) where banks benefit from increasing returns to scale arising from corporate expansion.
The slope of the yield curve also depicted a positive significant relationship with the bank's profitability at 5% significance level indicating that, as the government of Ghana increases the rate of interest on it corporate bonds and other financial instruments, banks tend to take advantage of an invest in such instruments, thereby increasing the profit level.
CONCLUSION AND RECOMMENDATION
From the result of the study, conclusion was arrived on the basis that, though there may be other factors that affect the credit risk of banks in Ghana, capital adequacy, management operational efficiency, management of liquidity risk and the size of the bank, annualised changes in inflation and changes in GDP are major determinants of credit risk due to their high statistical significance level of association with credit risk.
Also the profitability of banks is greatly affected by credit risk, capital adequacy, management efficiency and the slope of the yield curve. Banks with high exposure to credit risk inversely affect the profits generating ability of the bank resulting from high risk of non-payment of loan and hence loss in interest income.
On the basis of the results obtained and the conclusions arrived at, the study makes the following recommendations:
Considering the identified determinants of bank credit risk, combined with the how credit risk impacts bank Oduro et al. 13 profitability, an efficient operational expense management of banks would not only increase the profit margin of these banks but also reduce the tendency of threat on the survival of these banks. This is due to the significant relationship between management expense ratio and credit risk and also with profitability. Again, the study results confirmed that there exists a significant inverse relationship between the credit risk of commercial banks in Ghana and their profitability. Management should therefore adopt strategies to reduce their credit risk exposure to ensure increase in profitability. Some strategies would include the use of collaterals as security of granting loans should be further reviewed to reduce further incidence of bad debts, credit risk managers and lending officers should adhere strictly to good lending practice; they should know the purpose of the loan and ensure the feasibility of every loan proposed.
Also, with capital adequacy having significant relationship with credit risk provides an indication that, banks should be well capitalised in terms of equity capital so as to be able to withstand the likely shocks that are associated with credit default.
