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Résumé
Dans cette thèse nous essayons de comprendre pourquoi le Principe de Maxi-
misation de Production d'Entropie (MEP) donne de très bons résultats dans
de nombreux domaines de la physique hors équilibre et notamment en climatologie.
Pour ce faire nous étudions ce principe sur des systèmes jouets de la physique sta-
tistique qui reproduisent les comportements des modèles climatiques. Nous avons
notamment travaillé sur l'Asymmetric Simple Exclusion Process (ASEP) et le Zero
Range Process (ZRP). Ceci nous a permis tout d'abord de relier MEP à un autre
principe qui est le principe de maximisation d'entropie de Kolmogorov-Sinai (MKS).
De plus, l'application de MEP à ces systèmes jouets donne des résultats physique-
ment cohérents. Nous avons ensuite voulu étendre le lien entre MEP et MKS dans
des systèmes dynamiques plus compliqués avant de montrer que, pour les chaines de
Markov, maximiser l'entropie de KS revenait à minimiser le temps que le système
prend pour atteindre son état stationnaire (mixing time). Enn nous avons appliqué
MEP à la convection atmosphérique.
Mots clefs : Entropie, Physique statistique, chaîne de Markov, théorie
des graphes.
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Abstract
In this thesis we try to understand why the maximum entropy production prin-
ciple gives really good results in a wide range of Physics elds and notably in climato-
logy. thus we study this principle on classical toy models which mimic the behaviour
of climat models. In particular we worked on the Asymmetric Simple Exclusion Pro-
cess (ASEP) and on the Zero Range Process (ZRP). This enabled us rst to connect
MEP to an other principle which is the maximum Kolmogorov-Sinaï entropy prin-
ciple (MKS). Moreover the application of MEP on these systems gives results that
are physically coherent. We then wanted to extend this link between MEP and MKS
in more complicated systems, before showing that, for Markov Chains, maximise the
KS entropy is the same as minimise the time the system takes to reach its stationnary
state (mixing time). Thus, we applied MEP to the atmospheric convection.
Keywords : Entropy, statistical Physics, Markov chain, graphs theory.
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2 Introduction générale
UnPrincipe physique est une loi physique (souvent non démontrée) qui permet
de décrire et de comprendre un ensemble de phénomènes. L'avantage des Principes
réside dans le caractère général qui permet de ne plus étudier les systèmes au cas
par cas. C'est pourquoi les physiciens ont cherché et cherchent à établir des prin-
cipes physique comme le principe d'inertie en mécanique classique, le principe de
moindre action qui peut être appliqué dans de nombreux domaines comme en élec-
tromagnétisme ou en relativité générale, le principe d'exclusion de Pauli en physique
quantique...
De plus, bien que la physique statistique à l'équilibre soit relativement bien com-
prise aujourd'hui, il en est tout autrement de la physique hors équilibre où bien sou-
vent chaque phénomène doit être étudié séparément. Ainsi, une manière de décrire
la physique hors équilibre serait de trouver des principes et de nombreux chercheurs
s'y attèlent. Parmi ces principes il en existe un en particulier (il sera l'objet cen-
tral de cette thèse) qui est appelé le Principe de Maximisation de Production
d'entropie (MEP).
Le principe de maximisation de production d'entropie a été introduit par Fi-
lyukov et Karpov en 1967 [1]. Dans cet article ils expliquent comment le principe
de maximisation de production d'entropie permet de décrire les processus station-
naires. Ensuite, en 1975 ce principe a été utilisé pour la première fois en climatologie
par Paltridge [2] pour décrire la température ainsi que les ux de chaleur terrestre,
donnant des résultats surprenamment proches de la réalité. Il est aussi utilisé en
océanographie [3] pour décrire la circulation générale des océans et les échanges de
ux de chaleurs dans les océans. De façon plus surprenante, Zupanic et al [4] ont
déduit de MEP les lois de Kircho ou encore Ivanchenko [5] a analysé le comporte-
ment électrodynamique d'un réseau périodique de jonctions Josephson en utilisant
MEP pour trouver la valeur du paramètre de synchronisation. On pourrait encore
citer de nombreuses applications de MEP en chimie, biologie, physique des solides...
MEP stipule qu'un système hors équilibre pouvant admettre plusieurs états sta-
tionnaire possibles admet comme état nal celui qui maximise la production d'en-
tropie. Le but de cette thèse est d'essayer de donner une meilleure compréhension de
MEP, c'est à dire essayer de comprendre son domaine de validité, de le lier à d'autres
principes et de comprendre son sens physique. La diculté majeure est que ce prin-
cipe est utilisé dans des domaines extrêmement variés. Qui plus est, MEP s'applique
souvent pour des systèmes extrêmement complexes avec un très grand nombre de
degrés de liberté comme le climat, l'océanographie...Il est par conséquent dicile
dans des systèmes physique aussi compliqués de comprendre pourquoi MEP donne
de bons résultats. Nous avons donc opté pour une nouvelle approche qui consiste à
étudier MEP sur des systèmes relativement simples. Plus exactement, nous avons
regardé l'application de MEP sur des modèles jouets de la physique statistique qui
reproduisent les comportements de systèmes beaucoup plus complexes.
Cette nouvelle approche nous a permis de lier MEP au principe de maximisation
d'entropie de Kolmogorov-Sinai, tout d'abord de façon numérique dans le modèle
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ASEP (Asymmetric Simple Exclusion Process) puis de façon analytique dans le ZRP
(Zero Range Process). Nous avons aussi démontré que les résultats donnés par MEP
sur ces systèmes étaient physiquement cohérent dans le sens ou proche de l'équilibre
l'état choisit par MEP est diusif alors que plus le système est mis hors équilibre
plus l'état devient convectif. De plus cette analyse nous a permis de dénir une taille
de coarse graining optimale. Enn nous avons montré que maximiser l'entropie de
Kolmogorov-Sinai correspondait à minimiser le temps que le système met pour at-
teindre son état stationnaire, cette connexion nous permet nalement de comprendre
plus clairement MEP.
De manière plus précise nous avons divisé le manuscrit en 6 chapitres :
1. Dans le chapitre 1 nous commençons par expliquer le principe de maximisation
de production d'entropie et notamment comment il est appliqué en climatologie
avec le modèle en boite utilisé par Paltridge. Nous parlons ensuite du prin-
cipe de minimisation de production d'entropie (Prigogine) et nous donnons une
nouvelle vision qui permet de rallier ces deux principes à priori contradictoires.
Enn nous introduisons l'entropie de Kolmogorov-Sinai (KS) et donnons son
expression analytique dans certains cas particuliers.
2. Dans le chapitre 2 nous commençons par introduire les quantités utiles et rap-
peler les théorèmes fondamentaux sur les chaines de Markov. Nous décrivons
ensuite le modèle ASEP qui est un modèle jouet imitant le modèle climatique
en boites de Paltridge. Nous expliquons ensuite comment nous avons appliqué
MEP au modèle ASEP. Puis nous commentons les résultats obtenus notam-
ment le lien numérique entre MEP et la maximisation de l'entropie de KS
ainsi que le fait que plus le système est mis hors équilibre plus l'état choisit
pas MEP est convectif.
3. Dans le chapitre 3 nous nous intéressons au Zero Range Process (ZRP). Après
avoir décrit le ZRP nous calculons des quantités caractéristiques (fugacité,
courant de particules...) qui nous permettent de donner une expression ana-
lytique de la production d'entropie et de l'entropie de KS. Nous établissons
ensuite analytiquement le lien entre MEP et la maximisation de l'entropie de
KS. Ceci nous permet de dénir un coarse graining optimal.
4. Dans le chapitre 4 nous essayons de voir si cette connexion entre ces deux
principes peut être étendue à des systèmes dynamiques plus généraux. Nous
remarquons qu'en utilisant la méthode naturelle pour coarse grainer l'espace
des phases une telle connection existe mais qu'avec cette méthode il existe des
limitations. Nous introduisons ensuite une nouvelle manière de coarse grainer
qui donne des résultats plus satisfaisants. Enn nous nous intéressons à l'ex-
pression de la production d'entropie microscopique en fonction des exposants
de Lyapunov ainsi qu'au comportement de ces derniers en fonction du coarse
graining.
5. Dans le chapitre 5 nous montrons que maximiser l'entropie de KS revient à
minimiser le temps de mélange (qui est le temps que le système prend pour
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atteindre son état stationnaire dans les systèmes Markoviens). Nous commen-
çons par dénir proprement le temps de mélange puis nous décrivons des algo-
rithmes qui recherchent la dynamique qui minimise le temps de mélange. Nous
expliquons ensuite comment on peut trouver une expression analytique de la
dynamique qui maximise l'entropie de KS (théorème de Parry) et nous compa-
rons ces deux dynamiques. Nous étudions aussi ce lien sur des graphes diusifs.
Enn nous étudions la possibilité d'étendre cette relation aux systèmes dyna-
miques plus généraux en introduisant notamment la notion de volume growth.
6. Le chapitre 6 est un chapitre plus appliqué que les précédents dans lequel nous
appliquons MEP à la convection atmosphérique. Après quelques rappels sur les
graphes nous montrons que la question revient à résoudre un problème d'op-
timisation avec contraintes d'égalités et d'inégalités (KKT). Nous résolvons
ce problème et discutons les résultats trouvés qui sont caractérisés notam-
ment par la présence d'updraft (mouvement d'air ascendant) et de downdraft
(mouvement d'air descendant).
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Chapitre 1
Principe de maximisation et de
minimisation de la production
d'entropie.
1 La Physique et ses Principes.
1.1 Diérents Principes.
Un Principe physique est une loi physique qui ne peut ou qui n'a pas encore été
démontrée mais qui est en accord avec l'expérience. Les Principes sont en quelque
sorte les axiomes de la physique sur lesquelles elle repose. Il n'y a donc pas de
physique sans Principe. C'est ainsi que la mécanique analytique classique trouve sa
source dans le principe de d'Alembert [6] puis plus généralement dans le principe
de moindre action largement développé par Lagrange. La thermodynamique prend
son origine dans les trois principes de la thermodynamique développés entre autre
par Boltzmann, Carnot et Ernst. La relativité quant à elle s'appuie sur le principe
de la constante de la lumière. Le principe d'exclusion de Pauli ou encore une fois le
principe de moindre action sont à la base de la physique quantique.
Les Principes physiques sont donc primordiaux et les grands scientiques laissent
d'ailleurs souvent leurs noms à un Principe. Cependant un Principe physique n'est
pas universel. Il donne des résultats justes sous certaines conditions et moins exacts
sous d'autres (par exemple le principe de conservation de la masse valide en méca-
nique classique mais non valide en relativité restreinte). Le comprendre passe donc
par la connaissance de ses domaines d'application et de ses limitations.
1.2 Le Principe de Maximisation de Production d'entropie
(MEP).
Origine de MEP
La physique statistique à l'équilibre, largement étudiée par Kelvin, Maxwell,
Gibbs et Boltzmann, est bien décrite. La physique statistique hors équilibre est
quant à elle très mal connue et un des principaux enjeux du 21 ème siècle est sa
compréhension. La principale diculté résulte dans le fait qu'il existe de multiples
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façons d'être hors équilibre et chaque situation doit aujourd'hui être étudiée au cas
par cas. Pour donner une certaine généralité aux phénomènes hors équilibres et es-
sayer de les décrire de nombreux chercheurs ont cherché des Principes. Par exemple
Evans [7] décrit les états stationnaires hors équilibre en maximisant l'entropie de
Jaynes (entropie sur les chemins) ou Monthus [8] maximise la dérivée de l'entropie
de Jaynes par rapport au temps pour décrire les systèmes hors équilibres. Malkus
maximise quand à lui le transport de chaleur...
Un autre principe qui permet de décrire les systèmes hors équilibres dans un
état stationnaire est le Principe de Maximisation de production d'entropie.
Ce principe est l'objet central de cette thèse. Bien que controversé ce Principe est
largement utilisé dans de nombreux domaines de la physique comme en physique des
solides [9], en électromagnétisme [10] ou encore en physique quantique. Ce principe
est aussi utilisé en chimie ainsi qu'en biologie [11] et en climatologie [2]. Ce Principe
stipule qu'un système hors équilibre dans un état stationnaire choisi son état nal
de telle sorte à maximiser la production d'entropie. On trouve aussi une énonciation
non stationnaire (transitoire) du principe qui dit que la dynamique choisit par le
système est celle qui maximise la production d'entropie à tout instant. Il est essentiel
de bien le distinguer du second principe de la thermodynamique qui s'intéresse
à la maximisation de l'entropie et non la production d'entropie ! An de mieux
le comprendre commençons par dénir la production d'entropie et donnons une
formulation la plus générale de ce principe.
Formulation de MEP
Considérons un système  pouvant ne pas être à l'équilibre. La variation de la
densité d'entropie à l'intérieur du système s prend la forme [12, 11] :
@s
@t
=    div js; (1.1)
où  est la production de densité d'entropie et js est le ux de densité d'entropie.
La production d'entropie totale du système tot prend alors la forme naturelle :
tot =
Z

: (1.2)
De plus,  peut être reliée aux densités de ux thermodynamiques Ji (qui peuvent
être des ux de particules, des ux de chaleur...) et aux forces thermodynamiques
Xi associées par la relation :
 =
X
i
JiXi: (1.3)
Voici la forme la plus générale de la production d'entropie dont l'écriture n'est
pas remise en cause. En outre, c'est la formulation du Principe de Maximisation de
production d'entropie (MEP) qui peut prendre plusieurs formes.
L'énonciation la plus générale de MEP est la suivante : Un système hors
équilibre choisit à tout instant ses ux thermodynamiques Ji et ses forces
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thermodynamiques Xi de telle sorte à maximiser sa production d'entropie
totale tot étant donnés les contraintes.
Il existe d'autres variantes qui sont en réalité des restrictions de l'énonciation
générale précédente comme par exemple celle que fait Ziegler [13] qui dit que si les
forces thermodynamiques sont xées alors les ux thermodynamiques s'organisent
an de maximiser la production d'entropie. Ou encore que seuls les ux et les forces
dues à la dissipation turbulente doivent être prise en compte [14], ou encore que les
ux extérieurs doivent être xés ou enn que ceci n'est valide que pour les systèmes
hors équilibres dans un état stationnaire...
Si le système est isolé alors l'équation (1.1) intégrée sur  devient @stot
@t
= tot
et donc le système choisit le chemin qui maximise la dérivée de stot par rapport au
temps. Ainsi le système choisit le chemin le plus rapide en terme de stot. C'est à
dire qu' il choisit le chemin qui maximise la vitesse par rapport à la distance (ou
divergence) de Kullback-Leibler de la densité de probabilité du système à l'instant
t notée P (x; t) par rapport à la densité de probabilité nale Pf (x). On rappelle que
la distance de Kullback-Leibler est dénie par :
DKL(P;Q) =
Z
x2Etats
P (x) log(
P (x)
Q(x)
): (1.4)
Schématiquement ceci est très bien représenté dans [11] :
Figure 1.1  Deux trajectoires possibles pour . MEP prétend que la trajectoire
privilégiée sera la numéro 2. Cette gure est extraite de [11].
Ainsi, à la diérence du second principe qui ne parle que de l'état nal, MEP est
lié à la dynamique. Nous reviendrons sur ce point plus tard lorsque nous introduirons
l'entropie de Kolmogorov-Sinaï.
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2 MEP en climatologie.
MEP est utilisé en climatologie comme en témoignent les travaux de Paltridge,
Herbert, Paillard... [2, 15]. An de comprendre comment MEP est utilisé commen-
çons par le modèle le plus simple : le modèle à deux boites.
2.1 Le modèle à deux boites.
Figure 1.2  Shéma du modèle à deux boites utilisé en climatologie.
Considérons deux boites 1 et 2 reliées à un réservoir de température chaude
maintenu à la température Tc et un réservoir de température froide maintenu à
la température Tf comme indiqué sur la gure Fig.(1.2). Notons Qc!1 les ux de
chaleur entre le réservoir Tc et la boite 1 et de manière analogue notons Q1!2 et
Q2!f les ux de chaleur entre les boites 1 et 2 ainsi que la boite 2 et le réservoir à la
température Tf . Nous supposons que les températures des réservoirs sont xés mais
que les températures des boites T1 et T2 ainsi que le ux Q1!2 sont des inconnues.
Nous supposons enn que le système est dans un état stationnaire c'est à dire que
ces grandeurs ne dépendent pas du temps. En utilisant 1.3, sachant que la force
thermodynamique associée à un ux de chaleur dû à un gradient de température
vaut grad( 1
T
), on trouve que la production d'entropie interne prend la forme :
(Q1!2; T1; T2) = Q1!2(
1
T2
  1
T1
): (1.5)
De plus, supposons que Qc!1 soit une fonction de Tc et T1 : Qc!1 = G1(Tc; T1) =
G1(T1) car Tc est xée et de même Q2!f = G2(T2; Tf ) = G2(T2). Enn, supposons
que G1 et G2 soient inversibles.
Comme le système est supposé dans un état stationnaire nous obtenons :
Qc!1 = Q1!2 = Q2!f ; (1.6)
On a alors :
(Q1!2) = Q1!2(
1
G 11 (Q1!2)
  1
G 12 (Q1!2)
): (1.7)
 n'est donc plus qu'une fonction de Q1!2. De plus Q1!2 caractérise l'état nal
du système. Les diérentes valeurs prises par Q1!2 correspondent aux diérents
états stationnaires pouvant être pris par le système. Sans condition supplémentaire
toutes les valeurs prises parQ1!2 peuvent être envisagées. MEP va nous permettre de
déterminer une valeur précise de Q1!2 : le ux choisit par le système maximise
. Prenons un exemple concret en se xant G1 et G2. De manière naturelle nous
pouvons écrire :
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
G1(Tc; T1) = k1(Tc   T1):
G2(T2; Tf ) = k2(T2   Tf ): (1.8)
En utilisant cette dernière relation et l'équation eq.(1.7) nous obtenons :
(Q1!2) = Q1!2(
1
Tf +
Q1!2
k2
  1
Tc   Q1!2k1
): (1.9)
Lorsque Q1!2 = 0 alors (Q1!2) = 0 et lorsque Q1!2 est assez grand T1 = T2 et
donc (Q1!2) = 0. Schématiquement  a l'allure suivante Fig(1.3) :
Figure 1.3   fonction de Q1!2 pour k1 = 1 k2 = 10 Tc = 200 et Tf = 10. On voit
que  admet un maximum en un certain Q1!2.
 admet donc un maximum en un certain Q1!2. MEP arme que le système
s'organise pour que le ux dans l'état stationnaire soit égal à Q1!2.
2.2 Le modèle de Paltridge
L'équation générale de convection diusion de la température est donnée par :
@T
@t
+ v:rT = T +Q; (1.10)
où T est la température, v représente la vitesse du uide,  la diusivité mo-
léculaire et Q le terme dit de chauage diabatique qui comprend le bilan radiatif
ainsi que la chaleur latente pour une atmosphère humide. Cette équation est souvent
impossible à résoudre même numériquement car elle demande la connaissance de la
vitesse du uide en tout point.
On l'approxime alors par l'équation :
@T
@t
= Q(T ) +  (1.11)
où  représente la convergence du ux d'énergie dû à tous les processus autres
que le rayonnement. Les états stationnaires sont caractérisés par le fait que T ne
dépende plus du temps et donc :
Q(T ) +  = 0 (1.12)
De plus il existe une contrainte liée à la conservation de l'énergie :
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Z
V
dV = 0: (1.13)
Cependant, il existe une innité de distributions de température T qui vérient
les équations eq.(1.12) et eq.(1.15). L'idée de Paltridge est de choisir celle qui maxi-
mise la production d'entropie  dénie par :
 =
Z
V

T
dV: (1.14)
Paltridge est donc amené à résoudre le problème variationnel suivant :
max
T
f(T ) ;
Z
V
Q(T )dV = 0g: (1.15)
Plus précisément, l'idée de Paltridge est de modéliser la surface terrestre (une
zone latitudinaire 1D) du pôle nord vers le pôle sud par une chaine de 10 boites
pouvant échanger des ux de chaleurs.
Figure 1.4  Représentation du modèle de Paltridge constitué de 10 boites. Les
boites peuvent échanger entre elles des ux de chaleurs représentés par les èches.
Cette gure est extraite de [2].
Plus précisément, comme le montre la gure Fig.(1.4) il existent des inconnus
qui sont : les 18 ux de chaleur entre les boites, les températures dans les boites,
la valeur des couvertures nuageuses, ainsi que les ux absorbés par le soleil et les
ux radiatifs renvoyés par les boites. Néanmoins Paltridge fait des hypothèses qui
lui permettent de réduire les inconnus aux 18 ux entre les boites. La connaissance
de ces ux nous donne la valeur des autres variables. Pour trouver la valeur de ces
ux, Paltridge utilise MEP.
En utilisant MEP Paltridge trouve alors les résultats observés sur la gure
Fig.(1.5).
Les résultats de Paltridge sont donc proches de l'expérience. Néanmoins il existe
dans l'article de Paltridge quelques points qui restent ous :
i) Dans sa modélisation Paltridge xe les ux de surfaces et n'utilise MEP que
pour déterminer les ux méridionaux alors que l'on aurait pu utiliser MEP pour
déterminer les deux.
ii) les coecients radiatifs sont supposés constants et déterminé de manière tota-
lement empirique.
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iii) L'utilisation de ce modèle pour les paléoclimats ou les climats d'autres planètes
est dicile au vue de la paramétrisation assez contraignante.
La thèse de Corentin Herbert, mon prédécesseur qui fût aussi le doctorant de
Bérengère Dubrulle et Didier Paillard a permis d'améliorer ce modèle.
2.3 Vers une amélioration du modèle de Paltridge.
C.Herbert [15] a construit un modèle dans lequel les ux de surface et les ux
méridionaux sont traités par MEP. De plus il n'utilise dans son modèle aucun para-
mètres ajustables ce qui permet de faire un modèle beaucoup plus robuste que celui
de Paltridge. Il applique son modèle aux climats présents et aux climats glaciers et
trouve des résultats en accord avec les simulations de l'IPSL. L'avantage incontes-
table de MEP est qu'il ne s'intéresse pas à résoudre la dynamique du problème. Ainsi
MEP est moins couteux en calcul que les modèles classiques utilisés en climatologie.
Pour avoir un ordre de grandeur MEP donne un prol de température en quelques
secondes alors que les modèles de l'IPSL prennent des jours, voir parfois des mois.
C.Herbert a aussi utilisé MEP pour décrire les rétroactions climatiques et les
Figure 1.5  Les résultats du modèle de Paltridge en traits pleins comparés aux
observations. Cette gure est extraite de [2].
Figure 1.6  Energie méridionale totale prédit par MEP (en traits pleins) et pour
une simulation de l'IPSL (en pointillés). A gauche c'est une simulation avec les
conditions du Last Glacial Maximum et à droite avec les conditions pre-industrielle.
Cette gure est extraite de [15].
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équilibres multiples en tenant compte du cycle saisonnier [16]
MEP est un principe empirique qui n'a pas de justications rigoureuses. Dewar a
essayé de donner une preuve de MEP [17, 18] qui s'avère être extrêmement intéres-
sante mais pas parfaitement rigoureuse. De plus on connait assez mal les domaines
de validité de MEP. Enn, les chercheurs ne croient pas en ce principe car il existe
un autre principe plus connu : le principe de minimisation de production d'entropie
de Prigogine. Ces deux principes semblent contradictoires. Nous allons donner une
explication nouvelle qui concilie MEP et le principe de minimisation de Prigogine.
3 Prigogine vs MEP : Maximisation ou Minimisa-
tion de la production d'entropie ?
La maximisation et la minimisation de la production d'entropie sont deux prin-
cipes totalement diérents qu'il faut absolument savoir distinguer pour pouvoir cor-
rectement les utiliser. De plus, ces deux principes semblent contradictoires car d'une
part on minimise la production d'entropie et de l'autre on la maximise. Ceci est à la
base d'une confusion dans la communauté scientique. Martuyshev et Seleznev [11]
ont donné une explication de la diérence entre ces deux principes. Pour eux, lorsque
les forces (ux) sont xés mais que les ux (forces) associés sont libres alors MEP
permet de les déterminer. En outre, lorsque le système est faiblement hors équilibre
et dans un état stationnaire, et qu'il y a des forces libres alors ils vont s'ajuster (et
ajuster les ux associés) an de minimiser la production d'entropie. A temps court
et forces thermodynamiques xées le système maximise la production d'entropie
alors que à temps long et à forces libres le système minimise sa production d'en-
tropie.
Ma recherche m'a permise de donner une explication nouvelle quant à la dié-
rence entre ces deux principes. Elle permet aussi des les conciliers car comme nous
allons le voir MEP apparait être un MaxMin.
Dans la section suivante nous rappelerons les hypothèses très strictes pour pou-
voir appliquer le principe de minimisation de production d'entropie (appelé aussi
principe de Prigogine) et nous expliquerons la diérence avec le principe de maxi-
misation de production d'entropie. Pour illustrer cette diérence nous prendrons
l'exemple d'un processus aléatoire Markovien.
3.1 Minimisation de la production d'entropie.
En 1945 Prigogine [19] explique son principe en prenant un système composé
de deux récipients remplis d'un même uide portés à deux températures diérentes
communicant par l'intermédiaire d'un petit orice. Ce système est caractérisé par
deux forces thermodynamiquesXm etXth et deux ux Jm et Jth associés au transport
de matière et au transport thermique. La production d'entropie s'écrit alors :
 = Jm:Xm + Jth:Xth
On impose Xth constant, Xm peut varier, et l'on montre expérimentalement que très
proche de l'équilibre le système admet un état stationnaire caractérisé par Jm =
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0 et Jth = Cst:Xth. Théoriquement, on impose au système d'être susamment
proche de l'équilibre pour que les relations d'Onsager entre les ux et les forces
thermodynamiques soient vériées et que les coecients de linéarité soient constants,
c'est à dire : 
Jth = L11:Xth + L12:Xm
Jm = L21:Xth + L22Xm
avec L12 = L21
Sous ces conditions très restrictives on a :
 = L11:X
2
th + 2L12Xth:Xm + L22X
2
m
et donc :
@
@Xm
= 0, Jm = 0
Ainsi,  étant une forme quadratique positive, l'état stationnaire minimise la
production d'entropie par rapport à Xm. Et grâce aux relations d'Onsager l'état
stationnaire minimise la production d'entropie. On remarquera que le principe de
Prigogine n'est vrai que très proche de l'équilibre car lorsque l'écart de température
entre les deux boites est susant il y a un transport de matière Jm non nul.
De même S.R. de Groot et P. Mazur [20] montent assez simplement que pour
un système de conduction thermique (tout comme un système de diusion de par-
ticules), vériant toujours les relations d'Onsager avec des coecients constants,
caractérisé par un ux J on a
si  admet un minimum alors en ce minimum div(J) = 0
Ainsi, si  est minimale alors on est dans un état stationnaire. Cependant la
réciproque est fausse et est trop souvent employée sous le nom de principe de
Prigogine ! C'est à dire que ce n'est pas parce que l'on est dans l'état stationnaire
choisi par le système que la production d'entropie est minimale. En eet, s'il y a
plusieurs états stationnaires possibles considérés, la réciproque ne peut-être déduite
du sens direct. Par exemple dans le cas de la diusion thermique on a div(J) = 0
mais il y a une innité de J qui vérient cette relation (c'est à dire une innité
d'états stationnaires possibles si aucune autre contrainte n'est spéciée) et rien nous
dit que l'état nal choisi par le système sera celui qui minimisera la production
d'entropie parmi les J possibles.
Nous pouvons penser de manière formelle à un système dont la production d'en-
tropie en fonction de ses états à la forme représentée sur la gure Fig.(1.7).
Dans un tel cas, la minimisation de la production d'entropie nous donne po-
tentiellement trois états stationnaires. Parmi ces trois états stationnaires nous ne
pouvons donc savoir celui qui sera choisi en réalité par le système et nous verrons
par la suite que ce ne sera pas l'état n1 comme le prétendrait la réciproque du
principe de Prigogine.
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Un cas particulier où l'on peut dire que l'état stationnaire nal sera celui qui mi-
nimisera la production d'entropie est lorsque la minimisation de celle-ci nous donne
qu'un unique état stationnaire possible.
Pour résumer, le principe de Prigogine qui dit que l'état stationnaire choisi par
le système est celui qui minimise la production d'entropie n'est vrai que si les condi-
tions très restrictives suivantes sont vériées :
i) Le système se trouve susamment poche de l'équilibre pour que les relations
d'Onsager soient vériées avec des coecients de linéarité constants.
ii) La minimisation de la production d'entropie ne nous donne qu'un unique état
stationnaire possible.
Ainsi ces hypothèses sont indispensables et trop d'articles critiquent le principe
de Prigogine sans les avoir vériées [21].
Le principe de Maximisation d'entropie : quand l'hypothèse ii) n'est pas
vériée.
Revenons tout d'abord sur le sens de l'hypothèse ii). Pour décrire un système hors
équilibre dans un état stationnaire il est souvent nécessaire de considérer plusieurs
états stationnaires possibles. Par exemple dans un modèle de convection thermique
(ou de diusion particulaire) d'un barreau 1D soumis à deux températures diérentes
TA et TB aux extrémités les diérents états stationnaires sont donnés par J = Cst ;
il y en a ici une innité. Il reste maintenant à savoir quel J va eectivement décrire le
système. Le principe de Maximisation de production d'entropie stipule que
parmi tous les états stationnaires considérés respectant les contraintes,
celui qui va être choisi par le système est celui qui maximise la production
d'entropie. Ce principe n'est pas démontré mais comme nous l'avons mentionné
en introduction est largement utilisé par la communauté scientique dans diérents
Figure 1.7  Entropy Production vs States
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domaines de la physique.
Ce principe est donc totalement diérent du principe de Prigogine et est beau-
coup plus général dans la mesure ou il ne suppose rien quant à la proximité du
système par rapport à l'équilibre. MEP apparait donc ici comme un MaxMin : On
minimise d'abord la production d'entropie Fig.(1.7) pour connaitre les états sta-
tionnaires puis, s'il en existe plusieurs, on maximise pour savoir lequel le système
choisit.
4 Le principe de maximisation de l'entropie de KS.
L'entropie de Kolmogorov-Sinai (KS) ou entropie métrique a été initialement in-
troduite par Kolmogorov en 1958 [22] comme un outil permettant de voir que deux
systèmes dynamiques ne sont pas conjugués (isomorphes). Cette notion a été reprise
et développée par son élève du moment : Y.Sinai (Prix Abel 2014) . Cette entropie
est encore aujourd'hui très étudiée (et notamment en physique) car elle est intime-
ment reliée au chaos. En eet, une transformation chaotique est une transformation
d'entropie de KS non nulle. De fait, empiriquement, plus l'entropie de Kolmogorov-
Sinai est grande plus le système est chaotique.
Parallèlement, en 1967 Fyliokov et Karpov propose un principe régissant les sy-
tème hors équilibres dans un état stationnaire consistant à maximiser la production
de l'entropie dynamique c'est à dire la dérivée de l'entropie sur les chemins. Ce
principe a été repris par Evans et une explication est donnée dans [8]. De plus cette
production de l'entropie dynamique est fortement reliée à l'entropie de KS, voir égale
pour les chaines de Markov.
Nous commençons par donner une dénition la plus rigoureuse possible de l'en-
tropie de KS en s'appuyant sur le livre de Billingsley [23], de Katok et Hasselblatt
[24] ainsi que le cours de F.Paulin et Y.Benoist [25] an d'en comprendre sa si-
gnication. Puis nous discuterons cette entropie dans le cas particulier des chaines
de Markov : nous démontrerons en particulier que l'entropie de KS sur les chaines
de Markov et la production d'entropie dynamique sont égales. Nous introduirons
ensuite la production d'entropie dynamique d'un système physique plus général et
discuterons le principe de maximisation de l'entropie de KS.
4.1 denition formelle de l'entropie de Kolmogorov-Sinaï
Soit (X;B; ) un espace de probabilité. Soient A1,A2...An des éléments non vides
de B tels que 8i; j i 6= j Ai\Aj = ; et [iAi = X alors  = A1; :::; An est appelé une
partition mesurable de X. Associé à cette partition on peut dénir une entropie.
Dénition : l'entropie de la partition  vaut
H() =  
X
A2
(A) log((A)): (1.16)
Etant données deux partitions  et  on dénit la partition Fig.(1.8) :
 _  = fA \B;A 2 ;B 2  et A \B 6= ;:g
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De manière récursive étant donées une famille de partitions 1...n on dénit alors :_
i
i = 1 _
_
i 6=1
i:
Figure 1.8  Shéma de la partition  _  à partir des partitions  et .
Proposition : Soient  et  deux partitions mesurables, on a :
H( _ )  H() +H(): (1.17)
Dénition : Un système dynamique probabilisé est la donnée d'un espace proba-
bilisé (X;B; ) ainsi qu'une application f mesurable telle que 8B 2 B (f 1(B)) =
(B). On dit aussi que f préserve la mesure et on note naturellement le système
dynamique probabilisé (X;B; ; f). De plus le système est dit inversible si f bijective
et si f 1 conserve .
Dénition : On note f 1 = ff 1(A); A 2 g. Il est aisé de vérier vu la
bijectivité de f que f 1 est encore une partition et que H(f 1) = H() vu que
f conserve la mesure.
Dénition/Proposition : Soit  une partition mesurable deX. La suite 1
n
H(
Wn 1
i=1 f
 1)
converge. On note sa limite h(f; ) = h(f; ). On dénit nalement l'entropie de
Kolmogorov-Sinai comme le nombre :
h(f) = suph(f; ): (1.18)
Une bonne image est de supposer qu'à l'instant initial on ne distingue pas tous les
états et on les regroupes donc par paquets ce qui constitue la partition . EnsuiteWn 1
i=0 f
 1 représente notre connaissance du système (des paquets) au bout de n
itérations. h(f; ) apparait donc comme le gain d'information moyen à chaque
itération.
Dénition : la partition  est dite f-génératrice si la suite des partitions n =Wn 1
i=0 f
 1 engendre la -algèbre B ou si f est inversible et si la suite de partitions
n =
Wn
i= n f
 1 engendre la -algèbre B
Proposition Si  est f-génératrice alors h(f) = h(f; )
Cette dernière proposition est très utile car elle permet souvent le calcul de h(f)
comme dans l'exemple ci-après.
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4.2 Entropie de KS pour un décalage de Bernouilli :
Considérons un alphabet de N lettres  = 1; :::; N muni de la tribu discrète. Soit
(p1; :::; pN) N réels positifs de somme égale à 1. Dénissons sur  une probabilité 
par (i) = pi. Soit alors l'espace des mots innis sur cet alphabet : N = 1; :::; NZ.
Dénissons sur N la distance ultra-métrique :
d(x; y) = 2 a(x;y) ou a(x; y) = inf jnj ; xn 6= yn: (1.19)
Prenons alors sur N la tribu de Borel associée à d et munissons N de la mesure
produit :  = Z. Considérons le décalage de Bernoulli :
 : N ! N
((xi)i2Z) = (xi+1)i2Z;
(1.20)
 est mesurable et la tribu de Borel sur N est engendrée par les cylindres :
pour j1; :::; jk 2  et i1; :::; ik 2 Z
C

j1; :::; jN
i1; :::; iN

= fx 2 N ; xi1 = j1 ::: xik = jkg: (1.21)
De plus,
(C

j1; :::; jN
i1; :::; iN

) = pj1 :::pjN : (1.22)
Enn on montre facilement que  conserve 
Soit la partition  = fC j
0

; j 2 g. Elle est  - génératrice et
H(
n 1_
i=0
 1) =  
X
j0;:::;jn 1
(C

j0; :::; jn 1
0; :::; n  1

) log((C

j0; :::; jn 1
0; :::; n  1

))
=  
X
j0;:::;jn 1
pj0 :::pjn 1 log(pj0 :::pjn 1)
=  n
X
j
pj log(pj):
(1.23)
Donc des équations eq.(1.23) ainsi que eq.(1.18) on en déduit :
h() =  
X
j2
pj log(pj): (1.24)
4.3 Chaine de Markov et entropie de KS.
Sur l'alphabet  dénissons maintenant un graphe orienté
 !
 dont les sommets
sont les éléments de .
 !
 peut être représenté par une matrice carrée A de taille
N N dénie par A(i; j) = 1 s'il existe une arrète entre i et j et A(i; j) = 0 sinon.
De plus, nous supposerons le graphe connexe c'est à dire que pour tout i et j il
existe un chemin allant de i à j. Soit l'ensemble
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A = fx 2 N ;8i 2 Z(xi; xi+1) 2  !g; (1.25)
A est stable par  et notons A sa restriction.
Soit P = (pij) une matrice carrée de taille N ( appelée matrice de transition)
telle que :
8(i; j) 2 2 pij  0:
8(i; j) 2 2 Pij > 0, A(i; j) = 1 où A est la matrice d'adjacence.
8i 2 
X
j=1:::N
pij = 1:
(1.26)
En appliquant le théorème de Perron-Frobenius à P il existe un unique vecteur
(pstat1 ; :::; p
stat
N ) tel que :
8i 2  pstati  0:
8i 2 
NX
i=1
pstati = 1:
8i 2 
NX
i=1
pstati pij = p
stat
j :
(1.27)
Dénissons alors sur A une mesure A naturelle telle que A préserve A :
A(C

j0; :::; jk
i; :::; i+ k

) = pstatj0 pj0j1pj1j2:::pjk 1jk : (1.28)
De la même manière que dans la partie précédente on trouve aisément que l'en-
tropie de KS prend la forme :
hA(A) =  
X
(i;j)22
pstati pij log(pij): (1.29)
4.4 Production d'entropie dynamique
Considérons un système stochastique évoluant durant un intervalle de temps [0; t]
et notons 
[0;t] l'ensemble de ces trajectoires. L'entropie de Jaynes est alors dénie
par :
Sdyn(t) =  
X
2
[0;t]
p() log(p()); (1.30)
où p() est la probabilité d'obtenir la trajectoire .
La production d'entropie dynamique vaut alors, si la limite existe :
_Sdyn = lim
t!+1
Sdyn(t)
t
: (1.31)
Prenons le cas d'une chaine de Markov ayant N états comme dans la section
précédente. Durant l'état stationnaire, la probabilité de la trajectoire  = (i0; :::; ik)
18 4. LE PRINCIPE DE MAXIMISATION DE L'ENTROPIE DE KS.
CHAPITRE 1. PRINCIPE DE MAXIMISATION ET DE MINIMISATION DE LA
PRODUCTION D'ENTROPIE.
vaut pstati0 pi0i1pi1i2 :::pik 1ik . Ainsi, le calcul de _Sdyn est totalement similaire à celui
eectué pour trouver les équations eq.(1.23) et eq.(1.28) et donc on retrouve l'ex-
pression :
_Sdyn = hKS =  
X
(i;j)2f1:::ng2
pstati pij log(pij): (1.32)
Ainsi, l'entropie de KS d'un point de vue mathématique et la production d'en-
tropie dynamique coïncident pour une chaine de Markov.
4.5 Principe de Maximisation de l'entropie de KS
Fyliokov et Karpov [1] (1967) puis Monthus ont montré que maximiser l'entropie
dynamique pour prédire l'état stationnaire des systèmes faiblement hors équilibre
donnait de bons résultats, cohérents avec l'expérience et avec la physique à l'équi-
libre. De même, Luck et al [26] maximisent l'entropie de KS sur un réseau non
régulier et observent que l'état obtenu reproduit un phénomène de localisation. De
nombreux autres articles maximisent l'entropie de KS [27]...Grâce à la construction
de Kolmogorov on comprend que plus le système est chaotique plus la partition 
se déformera vite et donc plus l'entropie de KS sera grande. Néanmoins ceci n'est
que qualitatif. Nous essaierons de donner des arguments plus quantitatifs quant à
la maximisation de l'entropie de KS dans le cinquième chapitre.
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Chapitre 2
Principe de maximisation de
production d'entropie et modèle
ASEP.
1 Chaines de Markov.
1.1 Dénition et outils associés.
Considérons un processus aléatoire discret (Xn) modélisant une variable de l'état
du système à l'instant n, comme par exemple sa taille si le système est une population
ou encore la position d'un marcheur aléatoire... Souvent, pour un système physique,
les valeurs de la variable aléatoire Xn+1 dépendent du système aux temps passés
(t  n). Un système Markovien est caractérisé par le fait que la connaissance du
système au temps t = n + 1 ne dépend que de sa connaissance au temps t = n
et non pas des temps précédents. Un processus de Markov est donc un processus
aléatoire assez simple "sans mémoire". Comme son nom l'indique il a été introduit
par Andrei Markov. Né en 1856 à Ryazan, Andrei Markov étudia à l' Université d'
État de Saint-Pétersbourg en 1874 sous la tutelle de Tchebychev et en 1886, il devint
membre de l'académie des Sciences de Saint-Pétersbourg. Comme exemples simples
de systèmes Markovien on peut penser au célèbre jeu des serpents et des échelles ou
encore au marcheur aléatoire ivre...
Les variables aléatoires (Xn)n2N sont dénies sur un espace de probabilité (
;A; )
et sont à valeurs dans l'espace des états E qui peut être soit ni soit dénombrable.
De manière rigoureuse, un processus aléatoire discret (Xn)n2N est Markovien ssi
les probabilités conditionnelles vérient :
8 (i0; i1; :::; in+1) 2 En+2 tel que P (Xn+1 = in+1; Xn = in; :::; X0 = i0) > 0:
P (Xn+1 = in+1jXn = in; :::; X0 = i0) = P (Xn+1 = in+1jXn = in):
(2.1)
Une chaine de Markov est dite homogène si 8 (i; j) 2 E2 la probabilité d'être
dans l'état i à l'instant n et de passer dans l'état j à l'instant n+ 1 ne dépend pas
du temps n. On peut dès lors dénir les probabilités de transitions de l'état i vers
l'état j par
P (Xn+1 = jjXn = i) = P (i; j): (2.2)
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De plus, si l'espace des états est ni de cardinal N , on peut dès lors dénir la
matrice de transition P telle que P = (P (i; j)) = (pij)(i;j)2N2 . Cette matrice est
stochastique et on vérie aisément que 8 (k; n) 2 N (P k)ij = P (Xn+k = jjXn = i).
On a donc, si n désigne le vecteur représentant le loi de la v.a Xn :
n+1 = P
tn ou encore n = (P t)n0: (2.3)
Une chaine de Markov peut-être vue comme un graphe où les noeuds sont indicés
par les états et les liens correspondent aux transitions de i vers j : Il existe un lien
de i vers j si et seulement si pij > 0. De plus, l'évolution de la chaine de Markov est
alors semblable à l'évolution d'un marcheur aléatoire sur ce graphe qui, s'il est au
point i à l'instant n, a la probabilité pij d'aller au point j à l'instant n+ 1.
Un outil très utile est la matrice d'adjacence A dénie par :
A(i; j) = 1 si pij > 0;
A(i; j) = 0 sinon :
(2.4)
On vérie dès lors que le terme (An)ij correspond aux nombres de chemins de
longueurs n allant de i à j.
1.2 Convergence des chaines de Markov.
On dit que la chaine de Markov est irréductible si le graphe associé est connexe,
c'est à dire si quelque soit les états on peut trouver un chemin allant d'un état à un
autre. De manière plus formelle, le graphe est connexe ssi :
8 (i; j) 2 [1; N ]2 9n 2 N; P n(i; j) > 0: (2.5)
Lorsque la chaine de Markov est irréductible on a l'existence et l'unicité d'une
mesure stationnaire stat telle que :
stat = P
tstat: (2.6)
Figure 2.1  Andrei Markov
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De plus, on peut dénir la période d'un état i par :
T (i) = pgcdfn  1 ; P n(i; j) > 0g: (2.7)
On dit alors qu'un chaine de Markov est apériodique si ses états ont pour
période 1.
Si une chaine de Markov est irréductible et apériodique alors on montre que :
9M 2 N ;8n M 8(i; j) 2 [1; N ]2 P n(i; j) > 0; (2.8)
Ceci permet de démontrer que si une chaine de Markov est irréductible et apério-
dique alors quel que soit la mesure initiale 0, la suite n converge vers stat. Nous
considèrerons dans la suite des chaines de Markov irréductibles et apériodiques.
1.3 Production d'entropie microscopique
Il existe de nombreuses dénitions de la production d'entropie qui prennent
d'ailleurs parfois des formes diérentes suivant l'approche considérée [28]. Néan-
moins, pour un processus Markovien, nous pouvons dénir une production d'entro-
pie microscopique qui caractérise l'irréversibilité du système [29]. Considérons
une trajectoire sur l'espace des états ! = (i0; :::; iT ) et sa trajectoire renversée en
temps ! = (iT ; :::; i0). De plus, notons par P la probabilité sur l'espace des tra-
jectoires du processus de Markov commençant avec la distribution de probabilité .
Et de même, notons PT la probabilité sur la chaine de Markov réciproque partant
de T , la distribution de probabilité qui est l'évolution de  au temps T .
On démontre alors [30] qu'il existe une densité entre ces deux probabilités. Dès
lors, la dérivée de Radon Nikodym est appelée la production d'entropie :
ST (!) = log(
dP
dPT
)(!): (2.9)
La production d'entropie moyenne () est alors dénie par :
() = lim
T!0
1
T
< ST > : (2.10)
La production d'entropie microscopique représente donc de combien le système
n'est pas réversible : plus le système est irréversible, plus la production d'entropie
() est grande.
Avec les notations introduites avant l'équation 2.10 devient :
() =
X
(i;j)
(ipij   jpji) log(ipij
jpji
): (2.11)
Cette expression qui a été trouvée ici à partir d'une vision mathématique fondée
sur des arguments d'irréversibilité a aussi une signication thermodynamique [31].
En eet, à partir de l'expression générale de l'entropie de Gibbs pour une chaine
de Markov :
St =  
X
i
i(t) log(i(t)); (2.12)
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et de 2.3 on déduit :
St+1   St = eS +iS; (2.13)
où eS est le ux d'entropie et vaut :
eS =  
X
(i;j)
i(t)pij log(
j(t+ 1)pij
j(t)pji
); (2.14)
et iS est la production d'entropie irréversible et vaut ((t)).
2 Une chaine de Markov particulière : le modèle
SSEP et ASEP.
2.1 Motivations et lien avec le climat.
Nous rappelons que le principe de maximisation de production d'entropie utilisé
en climatologie prend la forme suivante : Un système hors équilibre, pouvant avoir
diérents états stationnaires suivant les valeurs des ux qui ne sont pas xés, choisit
son état stationnaire nal de telle sorte à maximiser la production d'entropie. An
de mieux comprendre ce principe j'ai voulu trouver un système simple qui reprodui-
sait le mieux possible le modèle utilisé par Paltridge.
Il devait donc répondre aux critères suivants :
i) Système en boite.
ii) Système qui peut admettre diérents états stationnaires possibles.
iii) Système dans lequel il existe des ux qui ne sont pas xés.
iv) Système couplé avec un réservoir extérieur tout comme le système terrestre est
couplé avec le soleil...
J'ai alors pensé au Symmetric Simple Exclusion Process (SSEP) et à l' Asym-
metric Simple Exclusion Process (ASEP).
2.2 Explication des modèles SSEP et ASEP.
Le système SSEP consiste en un réseau 1D couplé avec deux réservoirs extérieurs
sur lequel des particules peuvent se déplacer. Plus exactement il est constitué de L
cases pouvant contenir une ou zéro particule. A chaque pas de temps de dt << 1 les
particules qui se trouvent à l'intérieur du réseau (c'est à dire sur les cases notés de
2 à L   1) peuvent sauter à droite ou a gauche avec une probabilité pdt si celles-ci
sont vides, où p est un réel compris entre 0 et 1. En ce qui concerne les cases du
bord, elles sont couplées avec des réservoirs de la manière suivante : si la case de
droite est vide une particule peut entrer avec une probabilité dt et si elle est pleine
elle peut sortir avec une probabilité dt. A gauche la particule peut entrer avec une
probabilité dt et sortir avec une probabilité dt. , , ,  sont ici quatre réels.
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Le système ASEP ressemble au système SSEP à la diérence qu'il n'y a plus la
symétrie pour les particules de sauter à droite et à gauche. Soient p et q deux réels
compris entre 0 et 1, les particules à l'intèrieur du réseau peuvent alors sauter à
droite avec un probabilité pdt et à gauche avec une probabilité qdt.
Les modèles ASEP et SSEP sont des systèmes simples de diusion sur réseaux.
Ils sont utilisés aujourd'hui pour modéliser des systèmes physiques comme le trac
routier [32], les comportements sociaux, la propagation d'une maladie [33]...Ils sont
aussi étudié pour leurs "beautés" dans la mesure ou ils peuvent se résoudre analy-
tiquement [34, 35].
Néanmoins, lorsque p et q sont xés le système admet un unique état stationnaire
et nous ne pouvons donc pas appliquer le principe de maximisation de production
d'entropie. L'idée va être de faire varier p et q an d'obtenir une innité
d'états stationnaires, de voir s'il existe p et q qui maximisent la pro-
duction d'entropie, et enn d'étudier à quoi correspondent ces p et q.
2.3 Modèle CASEP et Langmuir-ASEP.
Commençons par décrire les deux modèles que nous étudierons. Le premier est
le modèle CASEP (pour changing ASEP). Il consiste à prendre q = 1  p et dt = 1
L
.
Ceci équivaut à choisir à chaque pas de temps une case au hasard et si elle contient
une particule et que la case de droite est libre de la faire sauter à droite avec une
probabilité p ou, de même, à gauche avec une probabilité 1  p. En ce qui concerne
le modèle Langmuir-ASEP il permet de plus aux particules de n'importe quelle case
de rentrer avec une probabilité wa et de sortir avec une probabilité wb. Ceci permet
de représenter de façon plus réaliste le modèle de Paltridge dans lequel les ux ne
sont pas uniquement entre les boites voisines mais aussi vers l'extérieur.
Figure 2.2  Représentation des modèles CASEP en haut et LK-ASEP en bas.
Ces deux modèles sont des systèmes Markovien à 2L états. En eet chaque état
pouvant être représenté par une succesion d'un nombre L de 0 ou 1 (0110:::111
par exemple) où 0 représente une case vide et 1 une case pleine. On peut dès lors
s'intéresser, entre autre, à trois quantités :
i) La production d'entropie microscopique eq.(2.11)
2. UNE CHAINE DE MARKOV PARTICULIÈRE : LE MODÈLE SSEP ET ASEP. 25
CHAPITRE 2. PRINCIPE DE MAXIMISATION DE PRODUCTION D'ENTROPIE
ET MODÈLE ASEP.
ii) La production d'entropie macroscopique eq.(1.3)
iii) L'entropie de Kolmogorov-Sinaï eq.(1.31)
Ces trois quantités dépendent des paramètres p     wa et wb. Cependant, si
nous xons les contraintes extérieurs, ces paramètres ne dépendent plus que de p. De
plus p est fortement relié au ux de particules. On comprend que plus p est élevé, plus
le ux de particules de la gauche vers la droite est important. Ainsi, en faisant varier
p on fait varier le ux de particule et par conséquent l'état stationnaire de système.
On remarque numériquement que la production d'entropie microscopique eq.(2.11)
est une fonction croissante de p et n'admet donc pas de maximum. Par contre,
la production d'entropie macroscopique ainsi que l'entropie de KS admettent toutes
deux un maximum. Nous allons voir que l'endroit (p) où est atteint ce maximum est
le même pour ces deux quantités. Nous établissons ainsi un lien numérique entre deux
principes à priori diérents : Le principe de Maximisation de production d'entropie
ainsi que le principe de maximisation de l'entropie de KS. C'est ce que nous détaillons
dans l'article ci-après.
3 Article.
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Abstract: The asymmetric simple exclusion process (ASEP) has become a paradigmatic
toy-model of a non-equilibrium system, and much effort has been made in the past decades
to compute exactly its statistics for given dynamical rules. Here, a different approach is
developed; analogously to the equilibrium situation, we consider that the dynamical rules are
not exactly known. Allowing for the transition rate to vary, we show that the dynamical rules
that maximize the entropy production and those that maximise the rate of variation of the
dynamical entropy, known as the Kolmogorov-Sinai entropy coincide with good accuracy.
We study the dependence of this agreement on the size of the system and the couplings with
the reservoirs, for the original ASEP and a variant with Langmuir kinetics.
Keywords: maximum entropy production; Kolmogorov-Sinai Entropy; ASEP model
1. Introduction
The theory of dynamical systems at statistical equilibrium consists of well identified principles lying
on firm mathematical foundations [1–3]. Although the representative point of the system in phase space
(the microstate) can have a complicated dynamics, the statistics of any function on phase space (an
Entropy 2014, 16 1038
observable) are well described, at least for large enough systems (in the thermodynamic limit) by simple
invariant measures depending only on the invariants of the system, and not on the details of the dynamical
equations. On the contrary, general theories describing the statistics of non-equilibrium systems are
still in their infancy; although there have been attempts at formulating general principles governing
non-equilibrium systems [4,5], they have not reached the level of mathematical rigor of their equilibrium
counterpart, partly because there may not exist a universal way of being out-of-equilibrium, and remain
valid essentially close to equilibrium.
Nevertheless, some progress have been achieved recently, in particular in the framework of “toy
models”. Similarly to the Ising model which played a central role in the theory of critical phenomena, the
so-called asymmetric simple exclusion process (ASEP) [6,7], which describes the transport of particles
between two reservoirs, have become the dominant paradigm for non-equilibrium systems. Over the
past few years, this system and others have benefited from the theory of large deviations, developed
by Donsker and Varadhan [8–11]. This theory has introduced the large deviation function, which
characterizes the statistics of the system in an asymptotic regime (large system, large time, low noise,...)
and is a natural candidate for playing the out-of-equilibrium analogous role to the equilibrium free
energy. In the long-time limit, the ASEP reaches a steady-state, and a macroscopic current is established
between the two reservoirs. The average steady-state current, and the corresponding density profile,
have been computed exactly [6,12,13], and more recently, the full large deviation function, which also
describes the atypical fluctuations around these averages, has also been solved exactly [14], using a
generalization of the matrix product ansatz.
Powerful as these techniques may be, they remain far from being applicable to more realistic systems.
Indeed, if many systems in nature share some conceptual properties with the ASEP (establishment of a
steady-state with fluctuations dominating the average behaviors and the resulting anomalous transport
properties), not all of them are easily written as stochastic processes driven by a master equation. For
instance, it has become clear over the years that deterministic systems with a very large number of
degrees of freedom such as turbulent fluids, and in particular the atmosphere and the ocean of the Earth,
should be thought of in terms of non-equilibrium statistical mechanics. However, up to now, attempts
to apply such tools in the climate system have been restricted to phenomenological applications of the
“Maximum Entropy Production” variational principle [15–17]. The success of these approaches points
at a deeper connection with the general properties of non-equilibrium systems. A justification has been
attempted [18], and dismissed [19,20], following the ideas of Jaynes that non-equilibrium systems should
be characterized by a probability distribution on the trajectories in phase space, instead of just the points
in phase space at equilibrium. In the context of Markov chains, this idea has proved to provide a natural
generalization of equilibrium statistical mechanics [21], by considering the Kolmogorov-Sinai (KS)
entropy. In this Letter, we establish a bridge between the phenomenological principle of maximum
entropy production on the one hand, and the maximization of KS entropy on the other hand, in the
context of the ASEP. We also consider a variant of the ASEP with Langmuir kinetics [22], which mimics
the phenomenological climate model designed by Paltridge [15]. In both cases, rather than solving
exactly the system for given dynamical rules, we show that the maxima location of the thermodynamic
entropy production and the KS entropy as functions of the rate of transition coincide, and study the
validity of this agreement when the system size and reservoir couplings vary.
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2. Model Description
In this paper, we have considered a modified version to the ASEP model-hereafter named the CASEP
model (for Changing ASEP model) or the LK-CASEP model when Langmuir dynamics is added- so
as to be able to change the particle flux. A class of toy models for out-of-equilibrium systems consists
of variants of the exclusion process (with open boundaries): let us consider a one dimensional lattice
gas model composed of L sites between two reservoirs. Each site contains at most one particle. The
particle undergoes a random walk on the lattice with the following rules: at each time step a site is
chosen randomly. If this site belongs to the bulk and is occupied by a particle, the particle can jump
right with a probability p and left with a probability q provided the neighboring sites are empty. At the
boundaries, the system is coupled with the two reservoirs: at the left (resp. right) boundary, particles
from the reservoir can enter the lattice with probability α and particles from the lattice can exit with
probability γ (resp. δ and β). This coupling is equivalent to imposing the respective densities ρa =
α
α+γ
and ρb =
δ
δ+β
. When ρa = ρb, the system reaches an equilibrium state, while it becomes increasingly
out-of-equilibrium as the difference between ρa and ρb increases. The numerous variants of the exclusion
process depend on choices of constraints on the hopping rates p and q: the symmetric simple exclusion
process (SSEP) imposes p = q. Imposing a preferred direction for particle transport (e.g., p > q)
yields the asymmetric simple exclusion model (ASEP). An extreme case is the totally asymmetric simple
exclusion model (TASEP), for which q = 0. Here, we shall consider a particular class of ASEP, by
imposing that the particle has to hop to a neighboring site—provided it is empty; it cannot remain in
place unless both the neighboring sites are occupied (see Figure 1).
Figure 1. The dynamical rules of the asymmetric simple exclusion process (ASEP), without
(top) and with (bottom, LK-ASEP) Langmuir kinetics.
1 2 · · · L
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δ
β
α
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δ
β
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γ
wa wb
This amounts to setting p = f and q = 1 − f . We shall call this variant the Changing asymmetric
simple exclusion process (CASEP).
The exclusion processes can be seen as microscopic models of transport. We are interested here in
the connection with heat transport in turbulent flows at a macroscopic scale, like the atmosphere and
the ocean. For such systems, phenomenological variational principles were suggested [15] to compute
the energy transport associated with the establishment of a temperature gradient, outside of the diffusive
regime. In the atmosphere, radiative exchanges on the vertical coexist with this meridional transport.
To mimic this effect, we shall also consider a variant of the CASEP which includes Langmuir Kinetic
dynamics (LK-CASEP) [22]: at each time step, particles can appear in an empty site with probability wa
and disappear from an occupied site with probability wb.
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The exclusion processes, and in particular the CASEP, are special cases of discrete Markov processes
with 2L states. It is therefore difficult to study numerically this system for L larger than 10. These
processes are characterized by their transition matrix P = (pij) which is irreducible. Thus, the
probability measure on the states converges to the stationary probability measure µstat = (µstat1 , ..., µ
stat
2L )
which satisfies:
µstati =
2L∑
j=1
µstatj .pji ∀i ∈ [[1, 2
L]] (1)
The states are labeled using the base 2. The pij are equal to f.dt (resp. (1 − f).dt) for a transition
corresponding to a right jump of particule (resp. left) inside the bulk. For a transition corresponding
to a jump at the boundary of the lattice, the pij are equal to α.dt, β.dt, γ.dt, δ.dt. In the LK-CASEP
Model, for a transition corresponding to the appearance or disappearance of a particle, pij = wa.dt or
pij = wb.dt. Once the transition matrix has been defined through these simple rules, the dynamics
can then be obtained by moving particules at each time steps, until a stationary states has been
reached. The density of particules on the lattice ρ = (ρ1, ..., ρL) in such a stationary states can then
be computed numerically.
Most of the studies of the ASEP model consider a fixed dynamics (given value for p and q) and try
to solve exactly the resulting statistics for the steady-state current [14]. Here, we rather consider that the
dynamics is not known exactly, and vary the parameter f in order to obtain different stationary states
and calculate their entropy production σ function of f . Indeed, changing the parameter f is equivalent
to change the flux of particles J . At fixed f , we can also use the dynamical properties of the CASEP
model to compute the Kolmogorov-Sinai Entropy hKS as a function of f and compare it to σ(f).
In the f = 1
2
case, the system reaches a steady state that is reminiscent of a “conductive state”, with a
linear density behaviour over the lattice, going from ρa =
α
α+γ
on the left side to ρb =
δ
δ+β
on the right
side [6]. When f 6= 1
2
, the system reaches another stationary state, ressembling a “convective state”, in
which the density is mainly constant in the bulk, with steep transitions near the edges towards the left
and the right side densities ρa and ρb.
3. Dynamical and Thermodynamical Entropy
We now define both the Macroscopic Entropy production and the Kolmogorov-Sinai Entropy for the
CASEP model in order to compare them.
3.1. Komogorov-Sinai Entropy
There are many ways to estimate the Kolmogorov-Sinai entropy associated with a Markov
chain [21,23]. Here we compute Kolmogorov-Sinai Entropy as the time derivative of the Jaynes
Entropy. To characterize the dynamics of the system during the time interval [0, t], one considers the
possible dynamical trajectories Γ[0,t] and the associated probabilities pΓ[0,t] . The dynamical trajectories
entropy—the Jaynes entropy—reads:
SJaynes(t) = −
∑
Γ[0,t]
pΓ[0,t] . log(pΓ[0,t]) (2)
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For a Markov chain we find that:
SJaynes(t)− SJaynes(t− 1) = −
∑
(i,j)
µistatpij log(pij) (3)
Thus, the Kolmogorov-Sinai Entropy for the Markov chain is:
hKS = −
∑
(i,j)
µistatpij log(pij), (4)
where µi is the stationary measure and pij the transition matrix.
3.2. Entropy Production
For a macroscopic system subject to thermodynamic forces Xi and fluxes Ji, the thermodynamics
entropy production is given by [5,24]:
σthermo =
∑
i
JiXi (5)
The fluxes to consider for a diffusive particules model are fluxes of particules and the thermodynamics
forces can be written X = ∆(− ν
T
) where T is the temperature and ν the chemical potential proportionnal
to log(ρ) for an ideal gas [24]. So, as the temperature is here fixed, the Thermodynamics Entropy
production of a given stationary state takes the form:
σthermo ∝
L∑
i=1
J.(log(ρi)− log(ρi+1)) = J.(log(ρ1)− log(ρL)) (6)
where ρ is the stationary density distribution and J the particle fluxes, that are both (nonlinear) function
of f . Note that we can find this result considering a continuous system. Indeed, the statistical entropy
for an ideal gas confined between the walls A+ and B− is:
S(t) = −
∫ B
−
A+
ρ(x, t) log(ρ(x, t))dx (7)
Taking the times derivative of Equation (7) with the continuity equation div(J) + ∂ρ
∂t
= 0 yields:
∂S
∂t
=
∫ B
−
A+
∂J(x, t)
∂x
(1 + log(ρ(x, t)))dx (8)
We can write Equation (8) to make entropy production appears:
∂S
∂t
−
∫ B
−
A+
div(J(x, t)(1 + log(ρ(x, t)))) = −
∫ B
−
A+
J(x, t)
∂ log(ρ(x, t))
∂x
dx (9)
Thus, the entropy production reads:
σthermo = −
∫ B
−
A+
J(x, t)
∂ log(ρ(x, t))
∂x
dx (10)
This is nothing but the continuous limit of Equation (6).
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4. Numerical Results
4.1. Comparison between KS Entropy and Macroscopic Entropy Production
Given a value of L, ρa and ρb, we have computed the stationary states of the CASEP model as a
function of f and used them to compute numerically the entropy production in Equation (6) and the
Kolmogorov-Sinai Entropy in Equation (4). An example is provided in Figure 2 for ρa = 0.75, ρb = 0.1
and L = 10. We see that both function are of approximate parabolic shape, reaching a maximum for
f ≥ 1/2. In the sequel, we note fmaxep (resp. fmaxks the value of f at which the maximum of the
entropy production (resp. of the Kolmogorov-Sinai entropy) is reached. The existence of a maximum of
entropy production can be simply understood by considering the case L = 2, i.e., a model with only two
boxes, where we assume for simplicity that ρa > ρb. Noting ρ1 and ρ2 the density of the box number 1
and number 2 respectively, it is easy to see that for J = 0, σthermo = 0 whereas for J large enough
ρ1 = ρ2 and σthermo = 0. Thus, in between these two values of J , σthermo has at least one maximum.
We do not have such heuristic explanation for the existence of the maximum of the Kolmogorov-Sinai
entropy. We note that although the entropy production and the Kolmogorov-Sinai entropy have similar
parabolic shape, they do not coincide exactly: the entropy production and the Kolmogorov-Sinai entropy
differ. For ρa = ρb (i.e., at equilibrium), their maxima take a common value fmaxep = fmaxks = 1/2,
corresponding to the maximum of entropy: at equilibrium, all functionals are maximum for the same
stationary state, corresponding to the “conductive state”. As the difference between ρa and ρb increases,
the two maxima fmaxep and fmaxks deviates from the equilibrium value
1
2
. This is the signature of a
“convective dynamics”. We would like now to explore the behaviour of the two entropy around this
conductive state, by studying the behaviour of the maxima difference, ∆fmax=|fmaxep − fmaxks |.
Figure 2. Macroscopic entropy production (top) and Kolmogorov-Sinai entropy (bottom)
production function of f for ρa = 0.75 and ρb = 0.1 and L = 10. For these parameter values,
we have limited the range of f from 0.4 to 1. Indeed f ≤ 0.4 corresponds to a state where the
flux of particules is in the same direction as the gradient of ρ which is physically impossible.
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4.2. Behaviour of the Maxima Difference
Let us first fix the size of the box, L, and study the variation of ∆fmax=|fmaxep−fmaxks | as function of
ρb and ρa. This is shown in Figure 3 (Left). It can be seen that ∆fmax is zero for at perfect equilibrium,
and remains small near equilibrium, for ρa ≈ ρb. The difference then increases as the system deviates
from equilibrium, reaching a maximal value of about 4% atL = 10. These general features are conserved
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when including the Langmuir-Dynamics as can be seen in Figure 3 (Right): for L = 8 the difference
between the maximum of entropy production and the maximum of the Kolmogorov-Sinai entropy also
of the order of 4%. This is still valid varying wa and wb in [0,
1
L
]. These shows that the coincidence
between the maxima of the KS entropy and the entropy production is robust and independent of inclusion
of vertical fluxes.
Figure 3. ∆fmax = |fmaxep − fmaxks | as function of ρa and ρb for fixed box size L: left at
L = 1) in the CASEP model. Right: at L = 8 for the LK- CASEP model with wa = 0.06
and wb = 0.03.
4.3. Influence of Box Size
The previous results have been obtained for a number of boxes comparable with the number of boxes
used in climate models. However, it is interesting to investigate possible finite size effects by varying
L and observe the orresponding variations of ∆fmax. Due to limited computational power, we were not
able to simulate systems with L larger than L = 10. We could however decrease L and observe the
result. This is done in Figure 4, where both fmaxep and fmaxks are plotted as a function of ρa and L
for fixed ρb. One sees that for fixed ρa, the difference between the two values ∆fmax decreases as L
increases. So it is likely that for L→∞, this quantity converges to 0 for any fixed ρa and ρb.
Figure 4. Maxima difference ∆fmax as function of ρa at fixed ρb = 0.1, for different system
sizes L: blue: L = 6; red: L = 8; green: L = 10.
5. Discussion and Conclusions
In the present paper, we have built a bridge between stationary states that are maxima of
Macroscopic Entropy production and maxima of Kolmogorov Sinai entropy, within a simple model
of out-of-equilibrium physics. Both maxima coincide at equilibrium, and their difference increases with
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increasing out-of equilibrium. For fixed out-of-equilibrium conditions, however, the difference decreases
with increasing system size. We may then postulate that for any fixed out-of-equilibrium conditions, both
the Macroscopic Entropy production and the Kolmogorov Sinai entropy peak at the same stationary state,
that thereby acquire a priviledged status. Whether such a stationary state is the natural one selected by
the dynamics is actually an open question. Many studies point towards the relevence of the Kolmogorov
Sinai entropy for out-of-equilibrium systems. For example, Latora and Baranger [25] established a
link between the Kolmogorov-Sinai entropy, which is a microscopic quantity, with the derivative of the
coarse grained entropy, which is a macroscopic quantity, in an out of equilibrium dynamical system.
In the present paper, we have evidenced another connection between the Kolmogorov-Sinai entropy
and a macroscopic quantity. This link, one hand, strengthens the hypothesis that Kolmogorov-Sinai
entropy may play a key role in the study of out of equilibrium systems. On the other hand, its link
with the Maximum Entropy Production may explain its rather successful role played in in many area of
physics [26] such as solid physics [27], electromagnetism, quantum physics or climate science [15,17].
At present time, the connection has only been established for a 1D discrete special system. Generalizing
our result to continuous ASEP model is straightforward, using the expression of the Kolmogorov-Sinai
entropy found by [28]. However, it would be very interesting to generalize the link between maxima of
Maximum Entropy Production and maxima of Kolmogorov-Sinai entropy to more complicated systems,
such as chaotic dynamical systems, lattice Bolzmann or turbulent flows.
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CHAPITRE 2. PRINCIPE DE MAXIMISATION DE PRODUCTION D'ENTROPIE
ET MODÈLE ASEP.
3.1 Discussion sur les résultats trouvés.
Revenons sur les principaux résultats trouvés dans cet article :
Premièrement nous établissons un lien numérique entre MEP et MKS. Ces deux
principes sont à priori diérents. En eet, l'entropie de Kolmogorov-Sinaï est reliée
à la dynamique comme le montre les équations eq.(1.30) et eq.(1.31) alors que la
production d'entropie macroscopique est liée à l'état du système eq.(1.3). De plus,
l'entropie de Kolmogorov-Sinai est une quantité microscopique alors que la produc-
tion d'entropie macroscopique (comme son nom l'indique) est macroscopique. De
plus, l'article de [8] montre que MKS redonne les résultats classiques de la physique
à l'équilibre et étend, de façon cohérente, ces résultats à la physique faiblement hors
équilibre. Ce lien permet de mieux comprendre pourquoi l'application de MEP à la
physique hors équilibre donne des résultats proches de ceux observés dans la réalité.
De plus, nous remarquons que l'application de MEP au modèle CASEP donne
des résultats physiquement cohérents. En eet, lorsque le système est proche de
l'équilibre, c'est à dire lorsque a = +  b = + , l'état choisit par MEP est dif-
fusif (p  1
2
) alors que plus le système est mis hors équilibre, plus l'état choisit par
MEP devient convectif. Ceci reète donc ce qui se passe dans la réalité : lorsqu'un
faible gradient de température est imposé entre deux parties d'un uide la diusion
impose une loi de Fick puis, lorsque le gradient devient plus important, des cellules
convectives apparaissent laissant place à un régime diuso-convectif.
Cependant, ces résultats sont numériques et non analytiques. La plus grande
limitation du numérique étant la taille du système (le nombre de boites) qui ne peut
guère excéder 20. En eet, 20 boites donne donc 220  106 états. La matrice de
transition est alors une matrice de taille 106 ce qui commence à prendre beaucoup
de temps de calcul... Il existe néanmoins de nombreux résultats analytiques sur le
modèle ASEP [35] utilisant pour la plus part l'Ansatz de Bethe. On peut notamment
trouver une expression analytique pour la densité moyenne de particules ou encore
pour la densité stationnaire. Néanmoins, il est dicile de donner une expression
simple de l'entropie de KS et de trouver où celle-ci est maximale...
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Chapitre 3
Principe de maximisation de
production d'entropie et Zero Range
Process.
1 Introduction
Le lien établit entre MEP et MKS est un lien numérique. Nous avons cherché ce
lien de façon analytique dans le modèle CASEP mais nous n'y sommes pas arrivés.
Nous avons donc cherché un système similaire dans lequel les calculs seraient plus
simple. Nous nous sommes aperçu que la diculté des calculs dans le modèle ASEP
(ou CASEP) résidait dans le phénomène d'exclusion. En eet, la fait qu'une parti-
cule puisse sauter dans la case voisine seulement si celle-ci est vide rend les calculs
complexes. Nous avons donc opté pour une système Markovien analogue au système
ASEP mais sans principe d'exclusion : Le Zero-Range Process (ZRP).
Dans une première partie nous détaillerons le ZRP et nous donnerons des exemples
d'applications. Puis, nous introduirons le formalisme quantique qui nous permettra
de donner une expression analytique de la distribution stationnaire mais aussi de la
production d'entropie macroscopique ainsi que de l'entropie de Kolmogorov-Sinai.
Nous verrons ensuite que ces deux quantités admettent des maxima et que ceux ci
ont le même développement au premier ordre en la diérence à l'équilibre. Enn,
nous verrons que pour une bonne valeur du coarse-graining l'entropie de KS et la
production d'entropie admettent le même développement au second ordre. Nous dis-
cuterons enn ces résultats.
2 ZRP
2.1 Description
Le ZRP, qui a été introduit initialement par Spitzer [36], est un système 1D
constitué de N cases sur lequel des particules peuvent se déplacer. Tout comme
pour le modèle ASEP il existe diérents types de ZRP : le ZRP avec des conditions
périodiques, le ZRP à bords ouverts... Dans le ZRP à bords ouverts, le système est
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couplé avec deux réservoirs de particules : au niveau du bord gauche les particules
peuvent entrer avec une probabilité  quelque soit le nombre de particules
dans la première case (il n'y a plus de principe d'exclusion) et sortir avec
une probabilité wn où wn dépend du nombre de particules dans la première case.
De même au niveau du bord droit les particules peuvent entrer avec une probabilité
 et sortir avec une probabilité wn. Pour les particules qui se trouvent à l'intérieur
du réseau, si la case contient n particules, elles peuvent sauter à droite avec une
probabilité pwn et à gauche avec une probabilité qwn. Les cases peuvent donc conte-
nir un nombre quelconque de particules à la diérence du modèle ASEP. La plupart
des études ont étudié le ZRP avec des conditions périodiques [37, 38]. Cependant,
nous voulons reproduire le modèle de Paltridge et avoir un système couplé avec des
réservoirs. Nous nous intéresserons donc au ZRP à bords ouverts [39].
Figure 3.1  Schéma représentant le modèle ZRP à bords ouverts. Cette gure est
extraite de [39].
Avant une étude plus théorique du ZRP et du lien entre MEP et MKS commen-
çons par faire un bref état de l'art sur le ZRP ainsi que ses diérentes applications.
2.2 Les diérentes applications du ZRP.
Le modèle ZRP représente de nombreux comportements liés au transport des
particules. Il peut par exemple représenter la dynamique d'avalanche [40] mais aussi
un modèle de transport plus récent : le modèle "des granulaires vibrés". Le système
consiste en un récipient divisé en N compartiments contenant des granulaires. Les
parois séparant les compartiments sont troués à la hauteur h ce qui permet aux
particules de se déplacer d'un compartiment à l'autre.
Le modèle ZRP peut aussi représenter le trac routier ainsi que la dynamique
de l'évolution des interfaces, la dynamique des polymères et des verres...
Le modèle ZRP a aussi largement été étudié pour le phénomène de condensation
[41]. En eet, en ajustant les paramètres du système (p q et wn) certains sites vont
accumuler un nombre de particules importants : il s'agit du phénomène de conden-
sation. Cette condensation ressemble à la coalescence dans les milieux granulaires
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ou encore à la condensation de Bose Einstein dans les réseaux [42].
3 ZRP et calculs analytiques
3.1 Formalisme quantique
Le nombre de particules dans chaque case n'étant pas borné, le ZRP est un
système de Markov avec une innité d'états. Chaque état peut être caractérisé par
unN -uplet n = (n1; n2; :::; nN) où 8i 2 1; :::; N ni 2 N. An de calculer la probabilité
stationnaire nous allons utiliser le formalisme quantique bien décrit dans l'article de
[39]. Nous allons donc nous placer dans l'espace de Fock (C1)
L dans lequel à chaque
état n est associé un vecteur de la base jni. On dénit alors sur cet espace le vecteur
probabilité jP i dénit par :
jP i =
X
n
Pn jni : (3.1)
Tout comme en physique quantique l'évolution de jP i est donnée par :
d
dt
jP (t)i =  H jP (t)i ; (3.2)
où H est l'hamiltonien quantique. Pour n 6= n0 Hnn0 correspond à la probabilité
de transition de l'état n vers l'état n0. Les termes diagonaux de H sont ajustés an
que la somme des termes sur une ligne vaille 1.
On peut alors écrire :
H = h1 + hL +
L 1X
k=1
hk;k+1; (3.3)
où h1 et hL sont les opérateurs agissant sur les bords et hk;k+1 est l'opérateur
agissant entre la case k et la case k + 1.
Figure 3.2  Shéma représentant le modèle des "granulaires vibrés". On retrouve
ici 6 compartiments ainsi que les parois trouées à la hauteur h. Cette gure est
extraite de [37].
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Plus exactement, dénissons les opérateurs de création et d'annihilation a+ et
a  qui peuvent être représentés par les matrices innies :
a+ =
0BB@
0 0 0 0 :::
1 0 0 0 :::
0 1 0 0 :::
0 0 1 0 :::
1CCA (3.4)
et
a  =
0BB@
0 w1 0 0 :::
0 0 w2 0 :::
0 0 0 w3 :::
0 0 0 0 :::
1CCA (3.5)
Nous dénissons aussi la matrice innie diagonale d par :
d =
0BB@
0 0 0 0 :::
0 w1 0 0 :::
0 0 w2 0 :::
0 0 0 w3 :::
1CCA (3.6)
Enn, nous dénissons naturellement a+k et a
 
k comme les opérateurs de création
et d'annihilation liés au site k ainsi que dk comme la matrice diagonale liée au site
k.
Nous pouvons alors montrer que :
hk;k+1 =  p(a k a+k+1   dk)  q(a+k a k+1   dk+1); (3.7)
h1 = (Id  a+1 ) + (d1   a 1 ); (3.8)
et
hL = (Id  a+L) + (dL   a L): (3.9)
Les équations eq.(3.7), eq.(3.8) et eq.(3.9) ainsi que l'équation eq.(3.3) nous
donne l'expression du Hamiltonien.
Dénissons alors le vecteur jP k ) tel que jP k )n = P (nk = n) soit la probabilité de
trouver n particules dans le site k. En suivant la démarche eectuée dans [39] nous
dénissons la fugacité zk dans chaque case k comme une quantité liée à la densité de
particules k (nous reviendrons sur ce point plus tard) et nous cherchons jP k ) sous
la forme :
P (nk = n) =
znk
Zk
nY
i=1
w 1i ; (3.10)
où
Zk =
1X
n=0
znk
nY
i=1
w 1i : (3.11)
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Enn, nous rechercherons la mesure stationnaire jP i comme le produit tensoriel
des jP k ) :
jP i = jP 1 )
 jP 2 )
 :::
 jP N): (3.12)
On vérie aisément que :
a+jP k ) =
1
zk
djP k ) et a jP k ) = zkjP k ): (3.13)
Enn, en utilisant 3.3 on obtient :
 H jP i =
 
L 1X
k=1
(pzk   qzk+1)( 1
zk+1
dk+1   1
zk
dk) + (  z1)( 1
z1
d1   Id) + (   zL)( 1
zL
dL   Id)
!
jPi :
(3.14)
Nous verrons comment ce formalisme nous permet de calculer plutôt aisément
les grandeurs caractéristiques du système ainsi que la mesure stationnaire.
3.2 Calcul de l'expression de la fugacité, du courant de par-
ticules...
On sait que jP i est une mesure stationnaire ssi d
dt
jP (t)i =  H jP (t)i = 0 ce
qui est en particulier vérié si :
8 k 2 [j2; n  2j] pzk   qzk+1 =   z1 = zL    = c; (3.15)
où c est le courant de particules dans l'état stationnaire.
On peut réecrire 3.15
zk+1 =
p
q
zk   c
q
; (3.16)
et donc (zk) vérie une relation arithmético-géométrique. On trouve donc, en
posant a = c
q p que :
8k 2 [j1; N j] zk = (p
q
)k 1(z1   a) + a: (3.17)
Grâce à 3.15 et 3.17 on obtient alors :
c = (p  q)   + (
p
q
)L 1
(p  q   ) + (p  q + )(p
q
)L 1
: (3.18)
Enn, en réutilisant 3.17 on obtient que 8k 2 [j1; N j]
zk =
(( + )(p  q)   + )(p
q
)k 1    + (p
q
)L 1
(p  q   ) + (p  q + )(p
q
)L 1
: (3.19)
Ainsi, connaissant zk, on obtient une expression analytique de la probabilité
stationnaire jPi en fonction de ,,,,p,q et L.
De plus, comme on l'avait mentionné au début de cette partie, la fugacité zk est
reliée à la densité de particules k par :
3. ZRP ET CALCULS ANALYTIQUES 43
CHAPITRE 3. PRINCIPE DE MAXIMISATION DE PRODUCTION D'ENTROPIE
ET ZERO RANGE PROCESS.
k = zk
@
@zk
log(Zk): (3.20)
3.3 Quelques cas particuliers
Grâce à l'équation 3.18 on remarque que si :
 = (
p
q
)L 1; (3.21)
alors c = 0 et le système est à l'équilibre.
De plus, si p = q c'est à dire si l'on se place dans le cas symétrique, alors
l'expression de c ainsi que celle des zk sont prolongeables par continuité et, par
exemple, dans le cas p = q = 1 la fugacité est linéaire et vaut :
zk =
 +  + (L  1)  (   )(k   1)
 +  + (L  1) ; (3.22)
et le courant de particules vaut :
c =
   
 +  + (L  1) : (3.23)
Dans ce cas on retrouve ainsi une loi de Fick et un régime purement diusif.
Ceci est en parfait accord avec les résultats trouvés dans le chapitre précédent sur
le modèle CASEP.
En outre, plus p devient diérent de q plus le système devient convectif comme
nous le verrons dans la partie suivante. Ainsi, pour mesurer l'écart au régime diu-
sif, et de manière analogue au travail eectué dans le modèle CASEP, nous pouvons
poser f = p  q. Le but de la partie suivante va être d'exprimer la production d'en-
tropie macroscopique  ainsi que l'entropie de KS en fonction de f et des paramètres
internes du système.
3.4 Production d'entropie et entropie de KS
Expression de la production d'entropie macroscopique
Dans cette partie nous allons considérer le ZRP sans interaction, c'est à dire que
wi = w est constant. De plus, nous supposerons p+q = 1 et p  q ce qui correspond à
un ux de la gauche vers la droite. Tout comme dans l'équation eq.(1.3) la production
d'entropie prend la forme :
 = c(log(1)  log(N)): (3.24)
En eet, la force thermodynamique entre la boite i et la boite i + 1 s'écrit
Xi = log(i)   log(i+1). Cette expression de la force thermodynamique provient
d'une hypothèse de gaz parfait et est expliquée dans [12].
De plus, grâce aux équations 3.11 et 3.20 on trouve :
k = zk
@
@zk
log(Zk) =
zk
1  zk : (3.25)
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Et donc en utilisant 3.19 on obtient :
(f) =
f
f + 
(log(

f +    )  log(
( + )f + 
f(     ) +     )): (3.26)
L'expression de (f) est relativement simple. On remarque que puisque f  0
alors  est positive ssi 1  N ce qui est physiquement cohérent car ceci correspond à
un ux dans le sens contraire du gradient de densité de particules. De plus, lorsque
f = 0 alors (f) = 0 et lorsque f devient assez grand alors 1(f) = N(f) et
(f) = 0. On peut donc dire qu'entre ces deux valeurs  admet un maximum noté
fmaxEP
Expression de l'entropie de Kolmogorov-Sinai
On rappelle que pour une chaine de Markov l'entropie de KS hKS prend la forme :
hKS =  
X
(i;j)
istatpij log(pij): (3.27)
Ainsi, pour le ZRP nous pouvons écrire :
hKS =  
X
i
istat
X
j
pij log(pij)
=  
+1X
m1=0
:::
+1X
mL=0
P (m1;m2; :::;mL)
X
j
p(m1;:::;mL)!j log(p(m1;:::;mL)!j)
=  
+1X
m1=0
P (m1):::
+1X
mL=0
P (mL)X
j
p(m1;:::;mL)!j log(p(m1;:::;mL)!j): (3.28)
Nous devons donc calculer
P
j p(m1;:::;mL)!j log(p(m1;:::;mL)!j) que nous noterons
() . Par simplicité de calcul nous prendrons p+ q = +  =  +  = 1 and dt = 1
L
an de négliger la probabilité de rester sur un même site comparé à celle de sauter
sur un autre site. Nous devons considérer cinq cas diérents :
1. if 8i mi  1 les transitions possibles sont :
(m1;m2; :::;mL)! (m11;m2; :::;mL) avec probabilité respectivement  et 
(m1;m2; :::;mL) ! (m1;m2; :::;mL  1) avec probabilité respectivement  et

et (m1; :::;mk; :::;mL) ! (m1; :::;mk  1; :::;mL) avec probabilité respective-
ment p et q
Donc,
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() =  log+  log +  log  +  log  + (L  1)(p log(p) + q log(q)): (3.29)
2. si m1  1 et mL  1 et si i désigne le nombre de mi compris entre 2 et L  1
égal à 0. Avec le même argument que précédemment nous obtenons :
() =  log+ log + log + log +(L 1  i)(p log(p)+q log(q)) (3.30)
3. si m1 = 0 et mL  1 et si i désigne le nombre de mi entre 2 et L  1 égal à 0
nous obtenons :
() =  log+ log + log +(L 2 i)p log(p)+(L 1 i)q log(q): (3.31)
4. En appliquant le même raisonnement si m1  1 et mL = 0 et si i désigne le
nombre de mi compris entre 2 et L  1 égal à 0 nous obtenons :
() =  log+ log + log +(L 1  i)p log(p)+(L 2  i)q log(q): (3.32)
5. nalement, si m1 = 0 et si mL = 0 et si i désigne le nombre de mi entre 2 et
L  1 égal à 0 nous obtenons :
() =  log +  log  + (L  2  i)(p log(p) + q log(q): (3.33)
De plus, en utilisant les équations 3.10 et 3.11 on obtient :
pk(nk = m) = (1  zk)zmk : (3.34)
Et donc d'après 3.34 nous trouvons que : P (mk = 0) = 1  zk et
P+1
i=1 P (mk =
i) = zk .
Nous obtenons donc hKS est la somme de cinq termes :
hKS =  ( log +  log  +  log  +  log  + (L  1)(p log(p) + q log(q))
+ (p log(p) + q log(q))(
LX
r=0
r
X
i1:::iL
Y
i=i1;:::ir
(1  zi)
Y
i6=i1:::ir
zi)
+ ( log() + p log(p))zL(1  z1)(
X
i2:::iL 1
Y
i=i2;:::ir
(1  zi)
Y
i 6=i2:::ir
zi)
+ ( log() + q log q)z1(1  zL)(
X
i2:::iL 1
Y
i=i2;:::ir
(1  zi)
Y
i6=i2:::ir
zi)
+ ( log() +  log  + p log p+ q log q)(
X
i2:::iL 1
Y
i=i2;:::ir
(1  zi)
Y
i6=i2:::ir
zi) (3.35)
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Cette expression qui parait compliquée à première vue peut être simpliée. En
eet, en considérant la fonction F (a) =
QL
1 (zk + a(1   zk)) et en la dérivant par
rapport à a nous obtenons la relation suivante :
LX
r=0
r
X
i1:::iL
Y
i=i1;:::ir
(1  zi)
Y
i 6=i1:::ir
zi =
LX
i=1
(1  zi): (3.36)
Ainsi, nous pouvons simplier l'expression de hKS et nous obtenons :
hKS =  ( log+  log  +  log  +  log  + (L  1)(p log(p) + q log(q))
+ (p log(p) + q log(q))
LX
i=1
(1  zi)
+ ( log() + p log(p))(1  z1)
+ ( log() + q log(q))(1  zL):
(3.37)
Ainsi grâce à l'expression des zi trouvée 3.22 nous pouvons exprimer hKS relati-
vement assez simplement en fonction des paramètres du système.
Nous verrons dans l'article que hKS admet un maximum en fonction de f noté
fmaxKS et que celui-ci, sous certaines conditions, est proche de fmaxEP .
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Abstract. We derive rigorous results on the link between
the principle of maximum entropy production and the prin-
ciple of maximum Kolmogorov–Sinai entropy for a Markov
model of the passive scalar diffusion called the Zero Range
Process. We show analytically that both the entropy produc-
tion and the Kolmogorov–Sinai entropy, seen as functions
of a parameter f connected to the jump probability, admit a
unique maximum denoted fmaxEP and fmaxKS . The behaviour
of these two maxima is explored as a function of the system
disequilibrium and the system resolution N . The main result
of this paper is that fmaxEP and fmaxKS have the same Tay-
lor expansion at first order in the deviation from equilibrium.
We find that fmaxEP hardly depends on N whereas fmaxKS
depends strongly on N . In particular, for a fixed difference
of potential between the reservoirs, fmaxEP(N) tends towards
a non-zero value, while fmaxKS(N) tends to 0 when N goes
to infinity. For values of N typical of those adopted by Pal-
tridge and climatologists working on maximum entropy pro-
duction (N ≈ 10–100), we show that fmaxEP and fmaxKS coin-
cide even far from equilibrium. Finally, we show that one can
find an optimal resolution N∗ such that fmaxEP and fmaxKS
coincide, at least up to a second-order parameter propor-
tional to the non-equilibrium fluxes imposed to the bound-
aries. We find that the optimal resolution N∗ depends on the
non-equilibrium fluxes, so that deeper convection should be
represented on finer grids. This result points to the inade-
quacy of using a single grid for representing convection in
climate and weather models. Moreover, the application of
this principle to passive scalar transport parametrization is
therefore expected to provide both the value of the optimal
flux, and of the optimal number of degrees of freedom (reso-
lution) to describe the system.
1 Introduction
A major difficulty in the modelling of nonlinear geophysical
or astrophysical processes is the taking into account of all
the relevant degrees of freedom. For example, fluid motions
obeying Navier–Stokes equations usually require of the order
ofN = Re9/4 modes to faithfully describe all scales between
the injection scale and the dissipative scale (Frisch, 1995). In
atmosphere, or ocean, where the Reynolds number exceeds
109, this amounts to N = 1020, a number too large to be han-
dled by any existing computers (Wallace and Hobbs, 2006).
The problem is even more vivid in complex systems such
as planetary climate, where the coupling of litho- bio- and
cryosphere with ocean and atmosphere increases the number
of degrees of freedom beyond any practical figure. This jus-
tifies the long historical tradition of parametrization and sta-
tistical model reduction, to map the exact equations describ-
ing the system onto a set of simpler equations involving few
degrees of freedom. The price to pay is the introduction of
free parameters, describing the action of discarded degrees
of freedom, that need to be prescribed.
When the number of free parameters is small, their pre-
scription can be successfully done empirically through cal-
ibrating experiments or by a posteriori tuning (Rotstayn,
2000). When the number of parameters is large, such as in
climate models where it reaches several hundreds (Murphy
et al., 2004), such empirical procedure is inapplicable, be-
cause it is impossible to explore the whole parameter space.
In that respect, it is of great interest to explore an alternative
road to parametrization via application of a statistical opti-
mization principle, such as minimizing or maximizing of a
suitable cost functional. As discussed by Turkington (2013)
and Pascale et al. (2012), this strategy usually leads to closed
reduced equations with adjustable parameters in the closure
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appearing as weights in the cost functional that can be com-
puted explicitly. A renowned example in climate is given by
a principle of maximum entropy production (MEP) that al-
lowed (Paltridge, 1975) to derive the distribution of heat and
clouds at the Earth surface with reasonable accuracy, with-
out any parameters and with a model of a dozen of degrees
of freedom (boxes). Since then, refinements of the Paltridge
model have been suggested to increase its generality and
range of prediction (Herbert et al., 2011). MEP states that
a stationary non-equilibrium system chooses its final state in
order to maximize the entropy production as is explained in
Martyushev and Seleznev (2006). Rigorous justifications of
its application have been searched using e.g. information the-
ory (Dewar and Maritan, 2014) without convincing success.
More recently, we have used the analogy of the climate box
model of Paltridge with the asymmetric exclusion Markov
process (ASEP) to establish numerically a link between the
MEP and the principle of maximum Kolmogorov–Sinai en-
tropy (MKS) (Mihelich et al., 2014). The MKS principle is
a relatively new concept which extends the classical results
of equilibrium physics (Monthus, 2011). This principle ap-
plied to Markov chains provides an approximation of the op-
timal diffusion coefficient in transport phenomena (Gómez-
Gardeñes and Latora, 2008) or simulates random walk on
irregular lattices (Burda et al., 2009). It is therefore a good
candidate for a physically relevant cost functional in passive
scalar modelling.
The goal of the present paper is to derive rigorous results
on the link between MEP and MKS using a Markov model
of the passive scalar diffusion called the Zero Range Process
(Andjel, 1982). We find that there exists an optimal resolu-
tion N∗ such that both maxima coincide to second order in
the distance from equilibrium. The application of this prin-
ciple to passive scalar transport parametrization is therefore
expected to provide both the value of the optimal flux, and of
the optimal number of degrees of freedom (resolution) to de-
scribe the system. This suggests that the MEP and MKS prin-
ciple may be unified when the Kolmogorov–Sinai entropy is
defined on opportunely coarse-grained partitions.
2 From passive scalar equation to ZRP model
The equation describing the transport of a passive scalar like
temperature in a given velocity field u(x, t) reads as
∂tT + u∂xT = κ∂2xT , (1)
with appropriate boundary conditions, or equivalently, in
non-dimensional form:
∂tT + u∂xT = 1
ReP r
∂2xT , (2)
where κ , Re and Pr are respectively the molecular diffusiv-
ity, the Reynolds and the Prandtl number. To solve this equa-
tion, one must know both the velocity field and the boundary
conditions, and use as many number of modes as necessary to
describe the range of scales up to the scales at which molec-
ular diffusivity takes place, i.e. roughly (ReP r)3/2 modes,
where Re is the Reynolds number of the convective flow,
and Pr is its Prandtl number. In geophysical flows, this num-
ber is too large to be handled even numerically (Troen and
Mahrt, 1986). Moreover, in typical climate studies, the veloc-
ity flow is basically unknown as it must obey a complicated
equation involving the influence of all the relevant climate
components. In order to solve the equation, one must nec-
essarily prescribe the heat flux f =−uT + κ∇T . The idea
of Paltridge was then to discretize the passive scalar equa-
tion in boxes and prescribe the heat flux fi(i+1) between
boxes i and i+ 1 by maximizing the associated thermody-
namic entropy production S˙ =∑ifi(i+1)( 1Ti+1 − 1Ti ). Here,
we slightly modify the Paltridge discretization approxima-
tion to make it amenable to rigorous mathematical results on
Markov chains. For simplicity, we stick to a one-dimensional
case (corresponding to boxes varying only in latitude) and
impose the boundary conditions through two reservoirs lo-
cated at each end of the chain (mimicking the solar heat flux
at pole and equator). We consider a set of N boxes that can
contain an arbitrary number n ∈ N of particles. We then al-
low transfer of particles in between two adjacent boxes via
decorrelated jumps (to the right or to the left) following a 1-D
Markov dynamics governed by a coupling with the two reser-
voirs imposing a difference of chemical potential at the ends.
The resulting process is called the Zero Range Process (ZRP)
(Andjel, 1982). The different jumps are described as follows.
At each time step a particle can jump right with probability
pwn or jump left with probability qwn wherewn is a parame-
ter depending of the number of particles inside the box. Phys-
ically it represents the interactions between particles. At the
edges of the lattice the probability rules are different: at the
left edge a particle can enter with probability α and exit with
probability γwn whereas at the right edge a particle can exit
with probability βwn and enter with probability δ. Choices of
different wn give radically different behaviours. For example
wn = 1+ b/n where b ≥ 0 described condensation phenom-
ena (Großkinsky et al., 2003) whereas w1 = w and wn = 1
if n≥ 2 has been used to modelled road traffic. We consider
in this paper the particular case where w = 1 by convenience
of calculation. Moreover, without loss of generality we will
take p ≥ q which corresponds to a particle flow from the left
to the right and denote f = p− q. After a sufficiently long
time the system reaches a non-equilibrium steady state. The
interest of this toy model is that it is simple enough so that
exact computations are analytically tractable.
Taking the continuous limit of this process, it may be
checked that the fugacity z, which is a quantity related to
the average particle density (see Eq. 9 below) of stationary
solutions of a system consisting of boxes of size 1
N
, follows
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the continuous equation (Levine et al., 2005) :
f
∂z
∂x
− 1
2N
∂2z
∂x2
= 0, (3)
corresponding to a stationary solution of a non-dimensional
passive scalar equation with non-dimensional velocity f and
a non-dimensional diffusivity 1
ReP r
= 12N . Therefore, the fu-
gacity of the Zero Range Process is a passive scalar obeying a
convection–diffusion equation, with advection velocity con-
trolled by the probability to jump to the right or to the left,
and diffusivity controlled by the number of boxes: the larger
the number of boxes (the finer the resolution) the smaller the
diffusivity. This observation illuminates the well-known ob-
servation that the numerical diffusion of a discrete model of
diffusion is inversely proportional to the resolution. The pa-
rameter f controls the regime: f = 0 corresponds to a purely
conductive regime whereas the larger f the more convective
the regime. In the sequel, we calculate the entropy production
and the Kolmogorov–Sinai entropy function of f . These two
quantities reach a maximum denoted respectively fmaxEP and
fmaxKS . The MEP principle (resp. the MKS principle) states
that the system will choose f = fmaxEP (resp f = fmaxKS ).
We will first show that numerically fmaxEP ≈ fmaxKS even
far from equilibrium for a number of boxes N roughly cor-
responding to the resolution taken by Paltridge (1975) in his
climate model. This result is similar to what we found for
the ASEP model (Mihelich et al., 2014) and thus gives an-
other example of a system in which the two principles are
equivalent. Moreover we will see analytically that fmaxEP and
fmaxKS have the same behaviour in first order in the differ-
ence of the chemical potentials between the two reservoirs
for N large enough. These results provide a better under-
standing of the relationship between the MEP and the MKS
principles.
3 Notation and useful preliminary results
This Markovian process is a stochastic process with an infi-
nite number of states in bijection with NN . In fact, each state
can be written n= (n1,n2, . . .,nN ) where ni is the number
of particle lying in site i. We call Pn the stationary proba-
bility to be in state n. In order to calculate this probability
it is easier to use a quantum formalism than the Markovian
formalism (Domb, 2000; Levine et al., 2005).
The probability to find m particles in the site k is equal
to pk(nk =m)= z
m
k
Zk
where Zk is the analogue of the grand
canonical repartition function and zk is the fugacity between
0 and 1. Moreover Zk =∑∞i=0zik = 11−zk . So, finally
pk(nk =m)= (1− zk)zmk . (4)
We can show that the probability P over the states is the ten-
sorial product of the probability pk over the boxes:
P = p1⊗p2⊗ ·· ·⊗pN .
Thus events (nk =m) and (n′k =m′) for k 6= k′ are indepen-
dent and so
P(m1,m2, . . .,mN )= p1(n1 =m1) ∗ · · · ∗pN (nN =mN ). (5)
So finally
P(m1,m2, . . .,mN )=
N∏
k=1
(1− zk)zmkk . (6)
Moreover, with the Hamiltonian equation found from the
quantum formalism we can find the exact values of zk func-
tion of the system parameters:
zk =
(
p
q
)k−1[(α+ δ)(p− q)−αβ + γ δ] − γ δ+αβ( p
q
)N−1
γ (p− q −β)+β(p− q + γ )( p
q
)N−1
, (7)
and the flux of particles c:
c = (p− q) −γ δ+αβ(
p
q
)N−1
γ (p− q −β)+β(p− q + γ )(p
q
)N−1
. (8)
Finally, the stationary density is related to the fugacity by the
relation
ρk = zk ∂ logZk
∂zk
= zk
1− zk . (9)
3.1 Entropy production
For a system subject to internal forces Xi and associated
fluxes Ji the macroscopic entropy production is well known
(Onsager, 1931) and takes the form
σ =
∑
i
Ji ·Xi .
The physical meaning of this quantity is a measure of irre-
versibility: the larger σ the more irreversible the system.
In the case of the ZRP, irreversibility is created by the fact
that p 6= q. We will parametrize this irreversibility by the pa-
rameter f = p−q and we will take p+q = 1. In the remain-
der of the paper, we take, without loss of generality, p ≤ q
which corresponds to a flow from left to right. Moreover, the
only flux to be considered here is the flux of particles c and
the associated force is due to the gradient of the density of
particles ρ :X =∇ logρ (Balian, 1992).
Thus, when the stationary state is reached, i.e. when c is
constant,
σ =
N−1∑
i=1
c.(log(ρi)− log(ρi+1))= c · (log(ρ1)− log(ρN )). (10)
Thus, according to Eqs. (7), (8), (9) and (10) when N tends
to +∞ we obtain:
σ(f )= αf
f + γ
(
log
(
α
f + γ −α
)
− log
(
(α+ δ)f + γ δ
f (β −α− δ)+βγ − γ δ
))
. (11)
Because f ≥ 0 the entropy production is positive if and only
if ρ1 ≥ ρN and iff z1 ≥ zN . This is physically coherent be-
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cause fluxes are in the opposite direction of the gradient. We
remark that if f = 0 then σ(f )= 0. Moreover, when f in-
creases ρ1(f ) decreases and ρ2(f ) increases until they take
the same value. Thus there exists f , large enough, for which
σ(f )= 0. Between these two values of f the entropy pro-
duction has at least one maximum.
3.2 Kolmogorov–Sinai entropy
There are several ways to introduce the Kolmogorov–Sinai
entropy which is a mathematical quantity introduced by Kol-
mogorov and developed by the renowned mathematicians
Sinai and Billingsley (Billingsley, 1965). Nevertheless, for
a Markov process we can give it a simple physical interpre-
tation: the Kolmogorov–Sinai entropy is the time derivative
of the Jaynes entropy (entropy over the path):
SJaynes(t)=−
∑
0[0,t]
p0[0,t] log(p0[0,t]), (12)
For a Markov Chain we thus have
SJaynes(t)− SJaynes(t − 1)=−
∑
(i,j)
µistatpij log(pij ), (13)
where µstat = µistat i = 1, . . .,N is the stationary measure and
where the pij are the transition probabilities.
Thus the Kolmogorov–Sinai entropy takes the following
form:
hKS =−
∑
(i,j)
µistatpij log(pij ). (14)
For the ZRP, we show in the Appendix that it can be writ-
ten as
hKS =−(α logα+ δ logδ+ γ logγ +β logβ
+ (N − 1)(p log(p)+ q log(q)))+ (p log(p)+ q log(q))
N∑
i=1
(1− zi)+ (γ log(γ )+p log(p))(1− z1)
+ (β log(β)+ q log(q))(1− zN ). (15)
4 Results
We start by pointing to some interesting properties of fmaxEP
and fmaxKS , then present numerical experiments on the ZRP
model and conclude with some analytical computations.
Note that forN , α, β, γ and δ fixed the entropy production
as well as the Kolmogorov–Sinai entropy seen as functions of
f both admit a unique maximum. When N tends to infinity
and f = 0, using Eq. (7) (i.e. the symmetric case), we find
that z1 = αγ and zN = δβ . Thus, the system is coupled with
two reservoirs with respective chemical potential α
γ
(left) and
δ
β
(right). For α
γ
6= δ
β
the system is out of equilibrium. We as-
sume, without loss of generality, z1 ≥ zN , which corresponds
to a flow from left to right. As a measure of deviation from
equilibrium we take s = z1− zN : the larger s, the more den-
sity fluxes we expect into the system.
First we remark that fmaxEP hardly depends on N whereas
fmaxKS depends strongly on N . This is easily understood be-
cause σ depends only on z1 and zN whereas hKS depends on
all the zi . Moreover, the profile of the zi depends strongly on
N . In particular, for a fixed difference of potential between
the reservoirs, fmaxEP(N) tends towards a non-zero value,
while fmaxKS(N) tends to 0 when N goes to infinity.
Moreover, fmaxEP and fmaxKS coincide even far from equi-
librium forN corresponding to the choice of Paltridge (1975)
N ≈ 10∼ 100. For N fixed, as large as one wants, and for
all , as small as one wants, there exists ν such that for all
s ∈ [0;ν] |fmaxEP − fmaxKS | ≤ .
These observations are confirmed by the results presented
in Figs. 1 and 3 where EP and KS are calculated using
Eqs. (7) and (15) for s = 0.13 and three different parti-
tions: N = 20, N = 100 and N = 1000. The figure shows
that fmaxEP and fmaxKS coincide with good approximation for
N = 20 andN = 100. But then whenN increases fmaxKS(N)
tends to 0 whereas fmaxEP(N) tends to a non-zero value.
In Fig. 2 we represent the entropy production (top) and
KS entropy (bottom) as functions of f for N = 1000 and
for three value of s: s = 0.13; s = 0.2; s = 0.04. This sup-
ports the claim that forN fixed, we can try different values of
s such that s ∈ [0;ν] |fmaxEP − fmaxKS | ≤ . Figure 3 shows
that 1fmax is minimum when the system is close to equi-
librium whereas the further the system is from equilibrium
(when s increases) the more 1fmax increases. Moreover, the
optimal resolution where fmaxEP and fmaxKS coincide is ap-
proximately 10–100. Then 1fmax is maximum at N = 500
and s = 0.05. 1fmax is obviously linear in s, for small val-
ues of s, but the behaviour with N is more complicated.
Such numerical investigations help to understand why
fmaxKS(N) and fmaxEP(N) have different behaviour functions
of N , and why for N large enough fmaxKS and fmaxEP have
the same behaviour of first order in the deviation from equi-
librium measured by the parameter s. We will see that we can
get a precise answer to such questions by doing calculations
and introducing a sort of hydrodynamics approximation.
4.1 Taylor expansion
From Eq. (15) it is apparent that fmaxKS depends on N
whereas from Eq. (10) we get that fmaxEP hardly depends
on N . Indeed there is a difference between fmaxEP and
fmaxKS , i.e. a difference between the two principles for the
ZRP. Nevertheless, we have seen numerically that there is a
range ofN , namelyN ≈10–100 for which the maxima fairly
coincide.
Using Eqs. (15), (7), and (11) we compute analytically the
Taylor expansion of fmaxEP and fmaxKS in s. We will show
the main result: fmaxEP and fmaxKS have the same Taylor ex-
pansion in first order in s for N large enough. Their Taylor
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Figure 1. Entropy production calculated using Eq. (11) (left) and KS entropy calculated using Eqs. (7) and (15) (right) as functions of f for
s = 0.13 and respectively N = 20, N = 100 and N = 1000.
expansions are different up to the second order in s but there
exists an N , i.e. a resolution, such that fmaxEP and fmaxKS
coincident up to the second order.
Let us start by computing fmaxKS . It does not depend of the
constant terms of hKS in Eq. (15) and therefore we need only
concern ourselves with
− (p log(p)+ q log(q))
(
N∑
i=1
(zi)− 1
)
+ (γ log(γ )
+p log(p))(1− z1)+ (β log(β)+ q log(q))(1− zN )
=N ·H(f,N,α,γ,β,δ). (16)
Using Eq. (7), the expression of H(f,N,α,γ,β,δ) takes
an easy form. To simplify the calculations, we restrict the
space of parameter by assuming α+ γ = 1 and β + δ = 1
and we parametrize the deviation from equilibrium by the
parameter s = α− δ. Moreover let us denote a = 1
N
. Thus,
we haveH(f,N,α,γ,β,δ)=H(f,a,α,s). In order to know
the Taylor expansion to the first order in s of fmaxKS we
develop H(f,a,α,s) up to the second order in f ; i.e. we
have H(f,a,α,s)= C+Bf +Af 2+ o(f 2). Then we find
fmaxKS =−B/2A which we will develop in the power of s.
This is consistent if we assume f  a.
After some tedious but straightforward calculations, we
get at the first order in s:
fmaxKS(s)=
1
4
(1−α)− a(α+ 2)
α(1−α)+ 2aα(α− 1) s+ o(s) (17)
and so
fmaxKS(s)=
1
4α
s+ 3a
4(α− 1) s+ o(s)+ o(as). (18)
We repeat the same procedure starting from Eq. (11) and we
obtain
fmaxEP(s)=
s
4α
+ o(s)+ o(a). (19)
Thus, since a = 1
N
 1 the behaviour of fmaxKS(s) and
fmaxEP(s) is the same for s small enough.
We remark that we can strictly find the same result by
solving the hydrodynamics continuous approximation given
by Eq. (3). This equation is a classical convection–diffusion
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Figure 2. Entropy production (left) and KS entropy (right) as functions of f for N = 1000 and respectively s = 0.13, s = 0.2 and s = 0.04.
Figure 3. 2-D plot representing 1fmax = fmaxEP − fmaxKS in the
(N,s) space.
equation. We remark that, by varying f , we change the con-
vective behaviour: f = 0 corresponds to a purely diffusive
regime whereas by increasing f we enhance the role of
convection. If the system is near equilibrium then fmaxEP ≈
fmaxKS ≈ 0 and the system is purely diffusive. When the sys-
tem is out of equilibrium fmaxEP and fmaxKS are different
from 0 and the system corresponds to an (optimal) trade-off
between purely diffusive and convective behaviour.
One can verify this numerically: we first calculate the ex-
act values of the entropy production function of f using
Eq. (7) and the Kolmogorov–Sinai entropy function of f us-
ing Eqs. (7) and (15). Then we approximate these two curves
with a cubic spline approximation in order to find fmaxEP and
fmaxKS .
In order to find the optimal resolution N∗ we can go one
step further by expanding fmaxEP and fmaxKS up to the second
order in s:
fmaxEP(s)=
s
4α
+ s
2(α+ 1)
8α2(α− 1) + o(s
2)+ o(a), (20)
fmaxKS(s)=
1
4
(1−α)− a(α+ 2)
α(1−α)+ 2aα(α− 1) s
+ (1−α)
2+ a(α2− 2α+ 1)
8α2(α− 1)2(1− 2a) s
2+ o(s2). (21)
Thus, fmaxEP and fmaxKS coincide in second order in s iff a
satisfies the quadratic equation
(4α− 6α2+ 6α3− 4s+ 3α2s)a2
− 1
2
(8α− 8s+ 3α2s− 6α2+ 6α3)a− (1−α)= 0. (22)
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Figure 4. fmaxEP (left) and fmaxKS (right) as functions of s for α = 0.5 and N = 100. Both fmaxKS and fmaxEP have a linear behaviour with
slope respectively 0.48 and 0.49, close to 14α = 0.5.
Figure 5. fmaxKS(s) (left) and fmaxEP(s) (right) as functions of α and in black the curve f (s)= 14α s. Note that the approximation fmaxKS(s)≈
fmaxEP(s)≈ 14α s is good.
This equation has a unique positive solution because the
leading coefficient is positive for s small enough (4α−
6α2+6α3−4s+3α2s)≥ 0 and the constant term is negative
−(1−α)≤ 0. We remark that the optimal resolutionN∗ = 1a∗
depends on the parameters of the system namely on the de-
gree of non-equilibrium. This fact can be the explanation for
two well-known issues in climate/weather modelling. First,
it explains that, when downgrading or upgrading the resolu-
tion of convection models, the relevant parameters must be
changed as they depend on the grid size. Second, it suggests
that if the resolution is well tuned to represent a particular
range of convective phenomena, it might fail in capturing the
dynamics out of this range: since finer grids are needed to
better represent deep convection phenomena, the deviations
between model and observations observed in the distribution
of extreme convective precipitation may be due to an inade-
quacy of the grid used.
5 Conclusions
We have shown how a simple 1-D Markov process, the Zero
Range Process, can be used to obtain rigorous results on the
problem of parametrization of the passive scalar transport
problem, relevant to many geophysical applications includ-
ing temperature distribution in climate modelling. Using this
model, we have derived rigorous results on the link between
a principle of maximum entropy production and the princi-
ple of maximum Kolmogorov–Sinai entropy using a Markov
model of the passive scalar diffusion called the Zero Range
Process. The Kolmogorov–Sinai entropy seen as a function
of the convective velocity admits a unique maximum. We
show analytically that both have the same Taylor expansion
at the first order in the deviation from equilibrium. The be-
haviour of these two maxima is explored as a function of
the resolution N (equivalent to the number of boxes, in the
box approximation). We found that, for a fixed difference of
potential between the reservoirs, the maximal convective ve-
locity predicted by the maximum entropy production princi-
ple tends towards a non-zero value, while the maximum pre-
dicted using Kolmogorov–Sinai entropy tends to 0 when N
goes to infinity. For values of N typical of those adopted by
climatologists (N ≈10–100), we show that the two maxima
nevertheless coincide even far from equilibrium. Finally, we
show that there is an optimal resolution N∗ such that the two
maxima coincide to second order in s, a parameter propor-
tional to the non-equilibrium fluxes imposed to the bound-
aries. The fact that the optimal resolution depends on the in-
tensity of the convective phenomena to be represented, points
to new interesting research avenues, e.g. the introduction of
convective models with adaptive grids optimized with max-
imum entropy principles on the basis of the convective phe-
nomena to be represented.
The application of this principle to passive scalar trans-
port parametrization is therefore expected to provide both the
value of the optimal flux, and of the optimal number of de-
grees of freedom (resolution) to describe the system. It would
be interesting to apply it to a more realistic passive scalar
transport problem, to see if it would yield a model that could
be numerically handled (i.e. corresponding to a number of
bows that is small enough to be handled by present com-
puters). In view of applications to atmospheric convection, it
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would be interesting to apply this procedure to the case of
an active scalar, coupled with a Navier–Stokes equation for
the velocity. In such a case, the role of f will be played by
the turbulent subgrid Reynolds stresses. The heat fluxes and
N∗ will be fixed by the coarse-graining length, and the op-
timization procedure will in principle provide the optimum
subgrid Reynolds stresses at a given resolutionN . Moreover,
by imposing coincidence of MKS and MEP, one could get
both the Reynolds stresses, heat fluxes and the optimum res-
olution. Further, on the theoretical side, it will be interesting
to study whether for general dynamical systems, there exists
a smart way to coarse grain the Kolmogorov–Sinai entropy
such that its properties coincide with the thermodynamic en-
tropy production. This would eventually justify the use of the
MEP principle and explain the deviations as well as the dif-
ferent representations of it due to the dependence of the dy-
namic (Kolmogorov–Smirnov–Tsallis–Jaynes) entropies on
the kind of partition adopted.
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Appendix A: Computation of the K-S entropy
In this appendix, we compute the Kolmogorov–Sinai entropy
for the Zero Range Process, starting from its definition in
Eq. (14). In the frame of our Zero Range Process, we use
Eqs. (14) and (6) to write it as
hKS =−
∑
i
µistat
∑
j
pij log(pij )=−
+∞∑
m1=0
. . .
+∞∑
mN=0
P(m1,m2, . . .,mN )
∑
j
p(m1,...,mN )→j log(p(m1,...,mN )→j )
=−
+∞∑
m1=0
P(m1). . .
+∞∑
mN=0
P(mN )
∑
j
p(m1,...,mN )→j log(p(m1,...,mN )→j ). (A1)
We thus have to calculate
∑
j p(m1,...,mN )→j
log(p(m1,...,mN )→j ) that we will refer to as (∗). We
will take p+ q = α+ δ = β + γ = 1 and dt = 1
N
in order to
neglect the probabilities to stay in the same state compare to
the probabilities of changing state. There are five different
cases to consider:
1. if ∀imi ≥ 1 so the possible transitions are:
(m1,m2, . . .,mN )→ (m1±1,m2, . . .,mN ) with respec-
tive probabilities α and δ;
(m1,m2, . . .,mN )→ (m1,m2, . . .,mN±1) with respec-
tive probabilities γ and β;
and (m1, . . ., ,mk, . . .,mN )→ (m1, . . .,mk±1, . . .,mN )
with respective probabilities p and q;
thus,
(∗)= α logα+ δ logδ+ γ logγ +β logβ
+ (N − 1)(p log(p)+ q log(q)); (A2)
2. if m1 ≥ 1 and mN ≥ 1 and let i be the number of mi
between 2 andN−1 equal to 0. With the same argument
as previously we have
(∗)= α logα+ δ logδ+ γ logγ +β logβ
+ (N − 1− i)(p log(p)+ q log(q)); (A3)
3. if m1 = 0 and mN ≥ 1 and let i the number of mi be-
tween 2 and N − 1 equal to 0 we have
(∗)= α logα+ δ logδ+β logβ
+ (N − 2− i)p log(p)+ (N − 1− i)q log(q);
(A4)
4. the same applies if m1 ≥ 1 and mN = 0 and let i the
number of mi between 2 and N − 1 equal to 0 we have
(∗)= α logα+ δ logδ+ γ logγ
+ (N − 1− i)p log(p)+ (N − 2− i)q log(q);
(A5)
5. finally, if m1 = 0 and mN = 0 and let i the number of
mi between 2 and N − 1 equal to 0 we have
(∗)= α logα+ δ logδ
+ (N − 2− i)(p log(p)+ q log(q). (A6)
Using Eq. (4) we find that P(mk = 0)= 1− zk and∑+∞
i=1P(mk = i)= zk .
We thus obtain that
hKS =−(α logα+ δ logδ+ γ logγ +β logβ)
+ (N − 1)(p log(p)+ q log(q))
+ (p log(p)+ q log(q))(
N∑
r=0
r
∑
i1...iN
∏
i=i1,...ir
(1− zi)
∏
i 6=i1...ir
zi
)
+ (γ log(γ )+p log(p))zN (1− z1) ∑
i2...iN−1
∏
i=i2,...ir
(1− zi)
∏
i 6=i2...ir
zi

+ (β log(β)+ q logq)z1(1− zN ) ∑
i2...iN−1
∏
i=i2,...ir
(1− zi)
∏
i 6=i2...ir
zi

+ (β log(β)+ γ logγ +p logp+ q logq) ∑
i2...iN−1
∏
i=i2,...ir
(1− zi)
∏
i 6=i2...ir
zi
 . (A7)
This expression, though complicated at first sight, can
be simplified. Indeed, interested in the function F(a)=∏N
1 (zk + a(1− zk)) and by deriving subject to a we show
that
N∑
r=0
r
∑
i1...iN
∏
i=i1,...ir
(1− zi)
∏
i 6=i1...ir
zi =
N∑
i=1
(1− zi). (A8)
Thus we can simplify the earlier equation to obtain
hKS =−(α logα+ δ logδ+ γ logγ +β logβ
+ (N − 1)(p log(p)+ q log(q)))
+ (p log(p)+ q log(q))
N∑
i=1
(1− zi)
+ (γ log(γ )+p log(p))(1− z1)
+ (β log(β)+ q log(q))(1− zN ). (A9)
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CHAPITRE 3. PRINCIPE DE MAXIMISATION DE PRODUCTION D'ENTROPIE
ET ZERO RANGE PROCESS.
5 Principaux résultats
Revenons quelques instants sur les résultats principaux démontrés dans cet ar-
ticle.
Le résultat majeur est le résultat analytique suivant : fmaxEP et fmaxKS ont le
même développement limité au premier ordre en la diérence à l'équilibre. Ainsi,
dans le cas du modèle CASEP de la partie précédente nous avions démontré ce
résultat de façon numérique alors que dans le cas du modèle ZRP le résultat est
analytique. Le fait que fmaxEP et fmaxKS soient proches montre le lien entre MEP
et MKS car les états naux choisi par le système selon MEP et selon MKS seront
alors proches eux aussi.
Le second résultat important est le fait que leurs développements au second
ordre sont à priori diérents. Cependant, il existe une certaine taille de résolution (un
certain coarse-graining) pour lequel leurs développements coïncident. Ainsi, ceci peut
permettre d'expliquer la diculté de trouver un coarse graining adéquat, notamment
en climatologie. En eet, nous pourrions penser naïvement que dans les modèles plus
la résolution est ne et plus les résultats sont bons. Mais ceci n'est pas vrai []. Cet
article permet donc de dénir un coarse graining optimal.
5.1 travaux futurs.
On peut penser à plusieurs continuité de cet article :
 Nous avons établit un lien entre MEP et MKS dans un cas sans interaction
du ZRP (wn = constante). Que se passe t-il si wn dépend de n ? C'est à
dire si les probabilités de sauter à droite ou à gauche dépendent du nombre
de particules contenu dans chaque case ? De plus, sous certaines conditions
un phénomène de condensation apparait. On peut dès lors ce demander s'il
existe un rapport quelconque entre ce phénomène et la maximisation de la
production d'entropie ?
 La généralisation du procédé décrit dans cet article à un système quelconque
régit par une équation de diusion convection du type :
@tT + u@xT = @
2
xT; (3.38)
parait possible. Nous pouvons dès lors nous demander s'il serait possible de
généraliser ce procédé à des systèmes plus généraux. Nous pouvons par exemple
penser à un système régit par une équation de Navier Stokes du type :
(~u:~r)~u+ ~r(p) =   1
Re
~r2u; (3.39)
dans laquelle le nombre de Reynolds Re ne serait pas xé (ou connu). Nous
pourrions alors appliquer MEP, ou de façon quasi équivalente si nous sommes
proches de l'équilibre MKS comme nous venons de le démontrer dans l'article,
pour déterminer le nombre de Reynolds RemaxEP choisit par MEP. Si de plus la
résolution N n'est pas xée nous pouvons calculer la résolution dite optimale
N telle que RemaxEP (N) = RemaxKS(N).
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Chapitre 4
Maximisation de la production
d'entropie et coarse graining.
1 Introduction.
Nous avons observé et démontré dans les deux chapitres précédents qu'il existe
un lien entre le principe de maximisation de production d'entropie et le principe de
maximisation de l'entropie de Kolmogorov-Sinaï dans des systèmes Markoviens qui
sont des modèles jouets classiques de la physique statistique.Il est dès lors naturel
de se demander si ceci perdure dans des systèmes dynamiques plus généraux que les
systèmes Markoviens ?
Après quelques rappels sur les systèmes dynamiques, nous allons voir qu'un lien
existe entre la production d'entropie macroscopique et l'entropie de Kolmogorov-
Sinaï pour des systèmes dynamiques qui ne sont pas forcément Markovien. Ce ré-
sultat a été établi par Latora et Baranger [43]. Cependant, nous verrons que ce
lien est limité et que ceci est notamment dû au coarse graining. Nous introduirons
par la suite une nouvelle façon de coarse grainer. Ensuite nous étudierons et nous
donnerons l'expression générale de la production d'entropie microscopique pour un
système dynamique et nous verrons, comme pour les chaines de Markov, que celle-ci
dière de l'entropie de Kolmogorov-Sinai. Puis nous étudierons la dépendance des
exposants de Lyapunov en fonction de la taille du coarse graining en espace et en
temps. Enn nous nous intéresserons à l'évolution de la production d'entropie en
fonction du coarse graining.
2 Introduction aux systèmes dynamiques.
Le terme système dynamique est apparu au début du XX ème siècle entre la pu-
blication du traité fondateur de Poincaré : "Les méthodes nouvelles de la mécanique
céleste" en 1899 [44] et celle, en 1927, de la monographie de Birkho intitulée "Dyna-
mical systems" [45]. L'idée prédominante à cette époque est de cesser de s'intéresser
à la résolution explicite des équations diérentielles mais plutôt au comportement
qualitatif. On va donc chercher l'allure des solutions au voisinage d'un point, les
quantités invariantes par le mouvement, les points d'équilibre, leur stabilité...Une
des premières utilisations des systèmes dynamiques est la résolution du problème
biologique proie-prédateur de Lotka Volterra [] qui a permis d'expliquer pourquoi
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pendant la première guerre mondiale, alors que les pêcheurs n'allaient plus pêcher,
le nombre de sardines a diminué.
De plus, les gens observent que deux états proches à un instant initial peuvent ad-
mettre des évolutions totalement diérentes, c'est ce qui est à l'origine de la théorie
du chaos et qui constitue sûrement la plus grande application de la théorie des
systèmes dynamiques. Aujourd'hui les systèmes dynamiques sont utilisés dans qua-
siment tous les domaines de la physique.
Décrire les résultats majeurs concernant les sytèmes dynamiques constituerait
bien plus qu'une (même 1000 !) thèse. C'est pourquoi j'ai choisi de ne pas m'at-
tarder sur la théorie des systèmes dynamiques mais plutôt d'introduire les notions
importantes qui seront utiles pour la suite.
2.1 Systèmes dynamiques : Dénition et quelques exemples.
Un système dynamique est la donnée d'un triplet (T;E; S) où T est un ensemble
inclus dans R, E est un espace appelé espace des phases et S est une application de
T  E dans E telle que : 8 x 2 E S(0; x) = x
8 t et s tel que t+ s 2 I S(t; S(s; x)) = S(t+ s; x): (4.1)
Pour illuster la notion de systèmes dynamiques donnons quelques exemples élé-
mentaires utiles pour la suite.
Soit X un élément de RN et F une application de RN dans RN continue. Alors
_X = F (X); (4.2)
constitue un système dynamique continu. Nous verrons de multiples exemples
comme le système de Lorenz donné par les équations :
_X = (Y  X) _Y =  XZ + rX   Y _Z = XY   bZ; (4.3)
où r et b sont des paramètres du système.
Mais aussi le système de Van Der Pol donné par l'équation diérentielle :
X = !0(1 X2) _X   !20X; (4.4)
où  et !0 sont des paramètres du système.
Nous pouvons dénir les systèmes dynamiques à temps discrets par une équation
du type :
Xn+1 = F (Xn); (4.5)
où F est une application de E dans E. Dans les cas envisagés par la suite E
sera souvent isomorphe à une partie de Rn. Nous verrons de multiples exemples de
systèmes discrets comme la Baker map, la Standard map...
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2.2 Chaos, Exposants de Lyapunov et théorème de Pesin.
Les exposants de Lyapunov mesurent la divergence (ou la convergence) de deux
trajectoires ayant des conditions initiales très proches. Commençons par donner la
dénition des exposants de Lyapunov dans le cas d'un système dynamique discret
de R dans R : Xn+1 = F (Xn) où F est dérivable. Partons d'un point X0 de l'espace
des phases ainsi que d'un point voisin X0 + 0. Au temps suivant le premier point
se retrouvera en X1 = F (X0) alors que le second se retrouvera en X1 + F 0(X0)0.
Ainsi l'erreur au temps suivant vaut 1 = F 0(X0)0. De manière générale, si l'erreur
au temps n   1 est n 1 alors l'erreur au temps n sera n = F 0(Xn 1)n 1 et donc
on trouve que :
jnj = jnjjn 1j
jn 1j
jn 2j :::
j1j
j0j j0j = (
n 1Y
0
jF 0(Xn)j)j0j (4.6)
Donc si n  enj0j on trouve nalement :
 =
1
n
n 1X
0
log(jF 0(Xi)j): (4.7)
Ainsi, si le système dynamique admet une mesure stationnaire  on en déduit
que l'exposant de Lyapunov vaut :
 =
Z
E
log(jF 0(x)j)d: (4.8)
Pour un système dynamique continu, l'expression est identique.
Considérons maintenant un système dynamique discret de RN dans RN : Xn+1 =
F (Xn). Dénissons la matrice jacobienne J :
J(X) = (
@Fi
@Xj
(X))i;j; (4.9)
De la même manière que précédemment, une erreur n au temps n donne au
temps n+ 1 une erreur n+1 = J(Un)n. Ainsi,
n = J(Xn 1)J(Xn 2):::J(X0)0: (4.10)
Dénissons alors la matrice Mn = J(Xn 1)J(Xn 2):::J(X0)
Comme dans le cas précédent, on peut penser que les valeurs propres deMn pour
les n grands se comportent comme ein. Plus précisément, sous certaines hypothèses
qui constituent le théorème d'Oseledec, les valeurs propres de la matrice :
(M tnMn)
1
2n ; (4.11)
convergent. Les exposants de Lyapunov sont alors déni comme le logarithme de
ces valeurs propres.
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3 Lien entre production d'entropie et entropie de
KS.
La dénition de l'entropie de Gibbs (
R
 log()) [46] pose plusieurs dicultés. La
première est qu'elle suppose connue la fonction de densité  sous sa forme exacte
(par exemple analytique) ce qui n'est jamais le cas dans une expérience car il y a
toujours une échelle liée aux mesures à laquelle s'ajoute des erreurs, du bruit...De
plus il est fort probable que la nature ait introduit une échelle intrinsèque dans l'es-
pace des phases comme le montre la relation d'incertitude d'Heisenberg. Pour tenir
compte de ces échelles, les physiciens ont partitionné l'espace des phases en cellules (
souvent cubique c'est à dire liées à la norme innie) et ont calculé l'entropie en l'ap-
proximant par la somme de Riemann correspondante. Cette dernière entropie que
nous appellerons entropie coarse grainée n'est pas simplement une approximation de
l'entropie de Gibbs et se comporte diéremment. En eet, celle-ci se rapproche de
la formulation initiale de Boltzmann S =  kB log(W ) où les diérentes cellules de
notre partition représente les diérents états. De plus, alors que l'entropie de Gibbs
est constante pour un système Hamiltonien l'entropie coarse grainée croît ce qui est
en accord avec le second principe.
Nous dénirons l'entropie coarse grainée puis nous verrons que celle-ci croit avec
une pente égale à l'entropie de KS.
3.1 Entropie coarse grainée.
Considérons un système dynamique du type Xn+1 = F (Xn) où F est une ap-
plication de   dans  .   sera appelé l'espace des phases. Si   est un carré ( cube,
hypercube...) on peut le partitionner naturellement en petites boites ayant des faces
parallèles aux faces du carrés :
Figure 4.1  Partition en carrés de l'espace des phases [0; 1]2.
Partons alors d'une conguration initiale dans laquelle toutes les particules (N)
sont regroupées dans une même case et laissons le système évoluer selon la dyna-
mique Xn+1 = F (Xn). Un exemple est donné en gure Fig.(4.2) avec la Baker Map
où la fonction F est dénie par :
F (x; y) =
(
(2x; y=2) for 0  x < 1
2
(2  2x; 1  y=2) for 1
2
 x < 1: (4.12)
Numérotons les cases et notons Ni le nombre de particules qui se trouvent dans
la case i. On peut dès lors dénir l'entropie macroscopique S(t) à l'instant t par :
S(t) =  
X
i
Ni(t)
N
log(
Ni(t)
N
); (4.13)
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Et calculer dS
dt
avant que le système atteigne un état stationnaire. Lorsque l'on
fait ceci sur plusieurs congurations initiales on peut alors moyenner et on remarque
[43] que l'on a une relation du type :
dS
dt
 hKS: (4.14)
Nous avons codé l'exemple de la Baker Map. Ce système dynamique est largement
chaotique avec deux exposants de Lyapunov x = log(2) et y = log(12). Ainsi, ce
système préserve le volume et hKS = x = log(2). Nous avons tracé numériquement
dScg
dt
pour la Baker-Map et nous l'avons comparé à une fonction ane de pente
log(2) Fig.(4.3)
Cette relation est aussi vériée pour d'autres systèmes dynamiques comme pour
la standart map, la cat map, la generalized cat map [43]...Nous pouvons donc nous
demander pourquoi une telle relation existe t-elle ?
Commençons par un exemple assez simples : Considérons une map 2D, agissant
dans un espace des phases divisé en boites de taille , qui multiplie les longueurs par
1  1 dans une certaine direction et 2 = 11 dans une direction perpendiculaire
de telle sorte à préserver l'espace des phases. Partons d'une conguration initiale où
les particules (la distribution de probabilité) sont connées dans une seule boite. Au
bout d'un régime transitoire assez cours la tache de particules initiale se déforme en
Figure 4.2  Exemple de l'évolution de la Baker map.
Figure 4.3  S fonction de t pour la Baker-Map en trait pointillé bleu. En rouge
une droite ane de pente log(2). Nous pouvons remarquer que la relation dS
dt
 hKS
est relativement bien vériée.
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un rectangle de dimension L 1 et l   1. Ainsi, l'entropie dénie dans l'équa-
tion eq.(4.13) vaut approximativement, si on suppose que les boites contiennent le
même nombre de particules, S  log(L). Au temps suivant le rectangle aura pour
dimension 1L et 2l. Ainsi l'entropie sera donc égale S  log(1L). On obtient
donc que la production d'entropie S  log(1) = hKS. Dans cet exemple élé-
mentaire on relie la production d'entropie coarse grainée par rapport aux boites à
l'entropie de Kolmogorov-Sinaï.
De manière plus générale considérons un système dynamique de Rn ayant n
exposants de Lyapunov i i 2 [j1:::nj]. Nous supposerons i  0 i 2 [j1:::rj] et
i < 0 i 2 [jr + 1:::nj]. Pour une densité de probabilité initiale gaussienne :
f(x1; :::; xn) =
nY
1
1p
(2)0
exp(  x
2
k
220
); (4.15)
la densité coarse grainée au bout d'un temps t tel que exp(ti)   8i 2 [jr +
1:::nj] prend la forme :
fcg(x1; :::; xn) 
rY
1
1p
(2)i(t)
exp(  x
2
k
22i
)
nY
r+1
1p
(2)
exp(  x
2
k
22
); (4.16)
où i(t)  exp(it). Ainsi on trouve que :
dS
dt

rX
i=1
i = hKS: (4.17)
Ainsi, ces arguments qualitatifs simples nous permettent de comprendre que pour
des systèmes dynamiques qui ne sont pas trop compliqués la production d'entropie
macroscopique vaut approximativement l'entropie de KS. Cependant, dans notre
raisonnement nous avons fait plusieurs hypothèses :
i) Nous avons supposé que la valeur des exposants de Lyapunov était constante
dans l'espace des phases alors que d'une façon générale les exposants de Lya-
punov dépendent de la position dans l'espace des phases.
ii) Nous avons supposé que les boites qui contenait des particules contenait le
même nombre de particules ce qui revient à dire (grosso modo) que la mesure
stationnaire est uniforme.
iii) Nous avons supposé que les directions d'expansion et de contraction étaient
orthogonales et que les faces des boites étaient dans les mêmes directions que
celles-ci.
Ainsi cette connexion entre la production d'entropie et l'entropie de KS parait
limitée car contrainte à beaucoup d'hypothèses. Ce constat a déjà été fait dans
l'article de Falcioni [47]. Nous reviendrons sur ces limitations et sur certains contre-
exemples dans lesquels la relation n'est pas vériée. Nous pourrons alors essayer de
trouver une méthode an d'élargir le domaine de validité de cette relation.
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3.2 Existe-t-il un véritable lien dans les systèmes dynamiques
entre la production d'entropie et l'entropie de KS ?
Commençons par regarder comment varie la relation lorsque l'hypothèse 1 n'est
plus vériée. Prenons, comme dans [47], un système dynamique 1D dans lequel l'ex-
posant de Lyapunov dépend de la position dans l'espace des phases. Plus précisément
considérons la tent map dénie sur le segment [0; 1] par :
F (x) =
(
x
p
pour 0  x  p
1 x
1 p pour p < x  1:
(4.18)
Où p est un paramètre compris entre 0 et 1. Si p = 1
2
on retrouve la tent
map habituelle. Sur [0; p] F est dérivable et F 0(x) = 1=p donc sur [0; p] l'exposant
de Lyapunov est positif est vaut 1 = log(1=p) =   log(p). De même, sur [p; 1]
l'exposant de Lyapunov est positif est vaut 2 =   log(1   p). Ainsi, l'entropie de
KS vaut pour ce système dynamique :
hKS =  p log(p)  (1  p) log(1  p): (4.19)
L'idée de Falcioni a été de calculer la production d'entropie coarse grainée (en
divisant l'intervalle [0; 1] en boites de longueur  selon la procédure expliquée dans
la section précédente) et de la comparer à l'entropie de KS et ceci pour diérents p
Fig.([?])
Figure 4.4  Comparaison entre l'entropie coarse grainée et l'entropie de KS pour
diérentes valeurs de p. On remarque que pour p = 1
2
la relation entre les deux
entropies est bien vériée. Cependant, plus p est proche de 0 plus cette relation est
mise à défaut. Cette gure est extraite de [47].
Ce contre exemple n'est pas isolé et il existe de nombreux autres systèmes dy-
namiques dans lesquels la relation n'est pas vériée.
3.3 Limitations dues au coarse graining.
Une autre raison importante qui limite la validité de cette relation est le fait que
les axes d'expansion et de contraction ne sont souvent pas les mêmes que les axes
des boites. Ainsi le choix de la direction des axes des boites est arbitraire et une
possibilité serait de prendre des directions qui varieraient dans l'espace des phases en
suivant les directions d'expansion et de contraction. Cependant ceci est assez dicile
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à mettre en place. De plus, coarse grainer signie que l'on ne peut pas voir en des-
sous d'une certaine échelle. Cependant, lorsque l'on eectue le coarse graining avec
des boites de taille  on impose une "disposition" particulière. C'est à dire que l'on
peut très bien imaginer avec ce coarse graining deux particules qui sont à une dis-
tance plus petite que  mais qui appartiennent à deux boites diérentes et qui donc
seront discernables. Ainsi, cette façon de coarse grainer avec des boites a des limites.
Nous allons dans la section suivante, après avoir fait un bref rappel du coarse
graining de manière générale, introduire une nouvelle façon de coarse grainer plus
adéquate.
4 Une nouvelle méthode pour coarse grainer.
Nous allons donner dans cette partie une nouvelle façon de coarse grainer qui
apparait plus appropriée notamment pour le calcul de la production d'entropie ma-
croscopique. Avant cela, nous allons commencer par faire un bref rappel sur les
méthodes de coarse graining classiques. Nous n'entrerons pas dans les détails mais
nous donnerons les références si le lecteur est intéressé.
4.1 Méthodes classiques de coarse graining.
La méthode du coarse graining a été introduite en 1911 par les époux Ehrenfest
[48]. Elle consiste, de la même manière que le font Latora et Baranger, à diviser
l'espace des phases en cellules de petites tailles et de considérer n'importe quelle
fonction sur cet espace des phases comme une fonction constante par morceaux sur
les cellules. Cette méthode est très bien expliquée dans l'article de N.Gorban [49]
dans lequel il l'illustre par l'évolution d'une densité de probabilité dans l'espace des
phases pour un système hamiltonien :
Figure 4.5  De gauche à droite : Évolution d'une densité de probabilité dans
l'espace des phases (le volume est donc conservé). Puis coarse graining. On voit bien
que lors de l'évolution microscopique il n'y a pas de variation d'entropie alors que
pendant l'étape de coarse graining il y a une variation d'entropie positive.
Une autre manière de coarse grainer résulte du constat suivant : Les systèmes
physiques sont en général soumis aux uctuations d'un environnement extérieur qui
sont très dicilement prédictibles. Ainsi, on peu étudier l'évolution d'un système
dynamique en présence d'un bruit stochastique. Plus précisément, à la place de
considérer une évolution du type _X = F (X) nous pouvons considérer une évolution
du type _X = F (X + 1) + 2 où 1 et 2 sont deux bruits. Nous reviendrons sur ce
type de coarse graining plus tard dans ce chapitre.
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On peut aussi coarse grainer une équation aux dérivées partielles (ou ses solu-
tions) en ne gardant que les modes qui paraissent importants [50].
Le coarse graining est aussi à la base de la théorie de renormalisation et notam-
ment avec la transformation de Kadano pour les réseaux de spins. Nous avons
utilisé (Davide Faranda, Bérengère Dubrulle, moi et al) une méthode ana-
logue pour l'étude d'un réseau de spin 2D mis hors équilibre. Cet article
est présenté dans les annexes.
Le coarse graining est aussi à la base du groupe de renormalisation de Wilson
[51] ainsi que des nombreuses techniques de renormalisation récentes.
4.2 Nouvelle méthode : La convolution.
An d'éviter que l'entropie ne dépende de la partition choisie, on peut penser à
convoler f plutôt que de la moyenner sur des cellules. La convolution comme moyen
de coarse grainer est utiliser en turbulence dans les équations de Navier-Stockes []
(référence Bérengère)
Soit G une fonction que nous appellerons fonction poids c'est à dire une fonction
"piquée en 0" et telle que
R


G = 1.
Par exemple dans Rn,
G(x1; x2; :::; xn) =
1
(
p
(2))n
exp( (x
2
1 + :::+ x
2
n)
22
); (4.20)
qui est une fonction gaussienne ou encore, si l'on note B2(0; ) la boule pour la norme
euclidienne, on peut considérer la fonction plateau :
G(x1; x2; :::; xn) =
1
V ol(B2(0; )
1B2(0;): (4.21)
On notera
f cg(X) = f G =
Z


f(u)G(X   u)du
On dénie alors l'entropie coarse grainée Scg par :
Scg =
Z


f cg log(f cg)d
: (4.22)
On remarquera que par propriété élémentaire sur la convolution on a encore :Z


f cgd
 = 1:
La -convolution représente physiquement l'impossibilité de voir à une échelle
plus ne que . Contrairement au coarse graining à l'aide de partition, elle ne donne
pas d'axe privilégié. De plus, si f 2 L1(
) et G est Ck alors
f cg est C
k . Ainsi si G est régulière alors f cg le sera aussi.
Enn, pour des G usuelles (voir ceux cités en exemple) f cg converge uniformé-
ment vers f sur 
 et donc :
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lim
!0
Scg = S;
ou S est l'entropie de Gibbs.
Nous allons voir les propriétés intéressantes de Scg, notamment le fait que
dScg
dt

hKS ou hKS est l'entropie de Kolmogorov-Sinaï. Et ceci de manière plus satisfaisante
que l'entropie utilisée par Latora et Baranger pour laquelle les cellules sont xées.
En eet, nous avons calculé l'entropie coarse grainée pour le système dynamique
introduit par Falcioni 4.18 et nous comparons cette entropie à l'entropie de KS.
La gure obtenue Fig.(4.6) est donc à comparer avec la gure Fig.(4.4). Nous re-
marquons que sur la gure Fig.(4.6) les diérentes courbes qui correspondent aux
diérentes valeurs de p coincident. Ceci montre qu'en eectuant un coarse graining,
la relation entre la production d'entropie macroscopique et l'entropie de KS est vé-
riée de façon plus satisfaisante. Néanmoins, coarse grainer grâce à la convolution
demande beaucoup plus de temps de calcul.
Figure 4.6  Comparaison entre la nouvelle entropie coarse grainée avec la convo-
lution et l'entropie de KS pour diérentes valeurs de p.
5 Production d'entropie microscopique.
Comme nous l'avons mentionné auparavant, l'entropie calculée par un ordina-
teur ou celle observée par un expérimentateur est l'entropie macroscopique car il
existe toujours une échelle limite en dessous de laquelle il est impossible de voir.
Cependant, il est parfois utile de s'intéresser à l'entropie microscopique. L'entropie
microscopique ou encore appelée entropie de Gibbs demande la connaissance de le
densité de probabilité  en tout point X de l'espace des phases et son expression est
bien connue :
S =  
Z
 
(X) log((X))d : (4.23)
La question de cette partie est : Que vaut la production d'entropie microsco-
pique ?
Tout comme l'a démontré Ruelle [52] nous allons commencer par donner l'expression
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analytique exacte de la production d'entropie microscopique. Nous allons voir que
l'on obtient le même comportement que pour les chaines de Markov : la production
d'entropie macroscopique est proche de l'EKS alors que la production d'entropie
microscopique dière.
5.1 Expression analytique de l'entropie microscopique.
Soit un système dynamique déni par dX
dt
= G(X) et notons gt le système dyna-
mique correspondant, c'est à dire que X(t) = gt(X0) où X0 est la position à l'état
initial.
Nous allons décrire les états non pas par des points dans l'espace des phases mais par
des mesures de probabilité. Ceci est justié par l'approche statistique due au très
grand nombre de particules à considérer. Nous supposerons de plus que les mesures
de probabilité sont assez régulières pour dénir des densités de probabilité associées.
Partant d'une densité de probabilité initiale , la densité de probabilité à l'instant t
t vérie :
t(X) =
(g t(X))
Jt(g t(X))
; (4.24)
où Jt est le Jacobien ( déterminant de la matrice Jacobienne) de gt
Donc :
S(t) =  
Z
t(X) log(t(X))dX =  
Z
(g t(X))
Jt(g t(X)
log(
(g t(X))
Jt(g t(X)
)dX; (4.25)
et après changement de variable :
S(t) =  
Z
(X) log(
(X)
Jt(X)
)dX = S() +
Z
(X) log(Jt(X))dX; (4.26)
et donc :
S = S(t)  S() =
Z
(X) log(Jt(X))dX; (4.27)
au premier ordre en dt nous pouvons réécrire dX
dt
= G(X) sous la forme Xt+dt =
Xt + dt:G(Xt) +O(dt
2) et donc gdt(X) = X + dt:G(X).
Ainsi, en utilisant par exemple la diérentielle du déterminant en l'identité on
obtient : Jdt(X) = 1 + div(G(X))dt
et donc :
dS
dt
=
Z
(X)div(G(X))dX: (4.28)
Ainsi, on trouve l'expression générale :
dS
dt
=
X
i
< i >; (4.29)
où les i sont les exposants de Lyapunov et <> signie la moyenne par rapport
à .
Ainsi pour un système Hamiltonien comme il y a conservation de l'espace des
phases (Jt = 1) on trouve que dSdt = 0.
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5.2 dS/dt<0 ?
Pour un système gouverné par de la dissipation on trouve que
P
i < i >< 0
et donc dS
dt
< 0 ce qui semble être contradictoire avec le second principe. Un moyen
de comprendre ce paradoxe est de mettre en place la notion de thermostat [53] et
de voir que la production d'entropie liée au thermostat doit être positive an de
compenser celle du système. Un autre moyen d'éviter ce paradoxe est d'utiliser la
notion d'epsilon entropie ( une autre forme de coarse grained entropie) pour trouver
une production d'entropie positive [54, 55].
Dans la section suivante nous allons étudier le comportement des exposants de
Lyapunov en fonction de la taille du coarse-graining et voir que nous retrouvons les
résultats précédents sur l'entropie coarse grainée.
6 Coarse grained par rapport au temps ou à l'es-
pace.
6.1 Un autre coarse graining.
Dans les coarses graining que nous avons considéré auparavant nous avons sup-
posé que la dynamique F était parfaitement connue mais pas l'espace des phases  .
Cependant, s'il existe une imprécision sur la position de la particule il parait natu-
rel qu'il en existe une aussi sur la dynamique. Nous pouvons plus rigoureusement
envisager plusieurs cas :
i) Dans le coarse graining précédent nous avons séparé l'espace des phases en
boites. Dans une même boite les particules sont considérées indiscernables. Ce-
pendant la dynamique est appliquée à la position exacte de la particule (alors
que l'on ne connait pas sa position exacte) ce qui peut paraitre contradictoire.
On peut envisager le cas où chaque particule dans une même boite a une dy-
namique qui est celle d'un point aléatoire dans cette même boite. Ceci revient
à prendre une dynamique du type :
_X = F (X + ); (4.30)
où  est un bruit (bruit blanc, gaussien, uniforme...)
ii) On peut aussi envisager un bruit sur la dynamique. C'est à dire considérer un
système dynamique de la forme :
_X = F(X): (4.31)
Une manière particulière de faire ceci est d'envisager un coarse graining par
rapport au temps en envisageant d'accroitre les erreurs dans la méthode d'Euler
en augmentant le pas de temps dt.
iii) Enn, nous pouvons imaginer une erreur à la fois sur la dynamique et sur la
position de la particule.
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6.2 Coarse grained par rapport au temps.
Nous allons voir dans cette partie que nous retrouvons le lien entre la production
d'entropie et l'entropie de KS lorsque nous coarse grainons simplement par rapport
au temps. En eet, lorsque nous augmentons le pas de temps dt et que nous cal-
culons les exposants de Lyapunov le long de la trajectoire nous remarquons que
les exposants de Lyapunov négatifs augmentent alors que les exposants de Lyapu-
nov positifs restent constants. Lorsque nous avons assez augmenté le pas de temps
pour que tous les exposants de Lyapunov négatifs soient devenu positifs ou nuls on
remarque que la structure de l'attracteur est préservée même si les directions de
contraction et de dilatation ne le sont plus. Nous avons testé cette procédure sur
diérents systèmes dynamiques discrets (Henon, Baker maps, Standard maps) ainsi
que sur diérents systèmes dynamiques continues (Van der Pol, Dung, Rossler et
L'attracteur de Lorenz). Les résultats sont équivalents. Ici nous allons présenter le
cas de l'attracteur de Lorenz [56] donné par le système d'équations eq.(4.3)
Nous prenons les valeurs typiques pour les paramètres :  = 3, r = 26:5 and
b = 1. Nous considérons aussi deux map de Lorenz couplées qui représente une dy-
namique chaotique lente et rapide comme expliqué dans [50]. C'est à dire que nous
considérons un système avec plusieurs échelles de temps. Les résultats trouvés sont
décrit dans la gure Fig. 4.7 : En haut ce sont les résultats du système de Lorenz
simple alors qu'en bas ce sont les résultats de la map couplée. La gure nous montre
le comportement décrit précédemment : la valeur des exposants de Lyapunov néga-
tifs augmente alors que celle des exposants positifs reste constante.
Le plus grand t considéré est le plus petit t pour lequel tous les exposants
de Lyapunov deviennent positifs, ainsi pour ce t l'égalité Eq. (4.17) est vériée.
De plus, pour voir l'eet du changement de t sur l'attracteur nous avons tracé
l'attracteur de Lorenz pour trois diérents t = 6  10 3; 0:5; 20:1. Les couleurs
représentent le temps : au début la trajectoire est tracée en bleue puis en rouge.
Enn, nous avons aussi tracé la projection de la trajectoire suivant l'axe X. On
remarque que bien que t soit grand la structure de l'attracteur est conservée.
6.3 Coarse grained par rapport à l'espace.
Nous envisageons ici un coarse graining en temps, c'est à dire un système dyna-
mique modié de la forme _X = F (X + ) où  est un bruit. Nous avons envisagé
plusieurs bruits (bruit gaussien, bruit uniforme...). Les résultats sont sensiblement
semblables au coarse graining en temps : plus le coarse graining augmente plus les
exposants négatifs augmentent. Cependant, dans le coarse graining en temps les ex-
posants de Lyapunov positifs sont constants alors qu'ici ils augmentent lorsque le
coarse graining en espace augmente. Néanmoins, les exposants de Lyapunov positifs
augmentent moins rapidement que les exposants négatifs. C'est ce que nous pouvons
voir sur la gure Fig.4.9. Nous avons pris un bruit uniforme sur [ r; r] et nous avons
tracé les exposants de Lyapunov fonction de r.
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Figure 4.7  Comportement des exposants de Lyapunov en fonction du pas de
temps t pour l'attracteur de Lorenz classique (haut) et pour un modèle couplé de
deux attracteurs de Lorenz (voir [50]).
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Figure 4.8  Attracteurs de Lorenz (gauche) et son projeté sur la variable X seule-
ment (droite) pour trois diérents coarse graining : t = 6  10 3; 0:5; 20:1. L'échelle
de couleur représente le temps : au début la trajectoire est bleue puis elle devient
rouge.
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7 Conclusion.
Dans cette partie nous avons vu que la relation entre la principe de maximisation
de production d'entropie coarse grainée et le principe de maximisation d'entropie de
KS pouvait être étendue à des systèmes dynamiques non nécessairement markovien.
Néanmoins ce lien n'est pas universel et il existe des systèmes dynamiques dans
lesquels il est mis en défaut. Une des raisons est dans la façon de coarse grainer.
Nous avons donc introduit une manière de coarse grainer plus propre qui donne de
meilleurs résultats. Puis, nous avons donné l'expression analytique de la production
d'entropie microscopique associée à un système dynamique qui est égale à la somme
de tous les exposants de Lyapunov. Enn, nous avons montré que lorsque l'on coarse
graine les exposants de Lyapunov négatif augmentent ce qui montre que l'on retrouve
l'expression de la production d'entropie macroscopique avec celle de la production
d'entropie microscopique.
Figure 4.9  Exposants de Lyapunov fonction de r pour la Lorenz map simple 4.3
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Chapitre 5
Maximisation de l'entropie de KS et
minimisation du mixing time.
1 Introduction.
La théorie des réseaux est une branche de la physique-mathématique qui est au-
jourd'hui en pleine essor vu le nombre croissant de ses applications : World Wide
Web, réseaux sociaux, étude des neurones... Plus précisément, les chercheurs se sont
intéressés aux marches aléatoires sur diérents types de réseaux. Une quantité qui
peut être utilisée pour l'étude de ces marches aléatoire est l'entropie de KS [26, 27].
La maximisation de l'entropie de KS permet d'obtenir une dynamique pour laquelle
les chemins de même taille sont équiprobables et de retrouver des phénomènes na-
turels. Elle permet aussi de dénir des dynamiques diusives "bien mélangeantes"
comme il l'est mentionné dans l'article de Roberta Sinatra [?]. Néanmoins, l'intuition
selon laquelle la dynamique qui maximise l'entropie de KS "mélange bien" n'a pas
de fondement théorique précis. Nous allons dans ce chapitre donner des arguments
plus précis que ceux existant. En eet, nous allons établir un lien entre la maximi-
sation de l'entropie de KS et la minimisation du temps de mélange, ce dernier étant
déni comme le temps que le système prend pour atteindre son état stationnaire. La
minimisation du temps de mélange est un problème très important notamment en
informatique où l'on veut que les algorithmes arrivent le plus rapidement vers l'état
stationnaire.
Dans ce chapitre nous allons commencer par donner la dénition du temps de
mélange (mixing time) ainsi que quelques propriétés qui lui sont associées. Nous
allons ensuite expliquer quelles sont les méthodes numériques pour rechercher la
dynamique qui minimise le temps de mélange. Nous allons ensuite montrer qu'il
existe une méthode analytique (théorème de Parry) pour trouver la dynamique qui
maximise l'entropie de KS. Nous allons enn montrer le lien entre la minimisation
du temps de mélange et la maximisation de l'entropie de KS, notamment à travers
notre article. Enn, nous allons décrire les perspectives et les travaux futures qui
permettraient d'élargir ce lien aux systèmes dynamiques plus généraux.
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2 Chaine de Markov et temps de mélange :
Dans toute la suite de ce chapitre (
; P; stat) désignera une chaine de Markov
sur un espace ni 
 avec une matrice de transition P = (pij)i;j et admettant une
unique mesure stationnaire stat. On rappelle que l'on a :
8 i; j pij  0 ; 8 i
X
j
pij = 1 ; 8 j
X
i
pi;jstati = statj : (5.1)
Nous supposerons de plus que P est irréductible c'est à dire que le graphe associé
est connexe. Enn, nous supposerons que 8  mesure quelconque (P t)n converge
vers stat. Une condition susante pour obtenir cette propriété est que P soit apé-
riodique.
2.1 Dénition du temps de mélange.
Soient  et  deux mesures sur P (
) l'ensemble des parties de 
. On dénit la
distance usuelle par, si p est un nombre positif :
dp(; ) = (
X
x2

j(x)  (x)jp) 1p : (5.2)
Pour p = 2 on retrouve la norme euclidienne alors que pour p = 1 on peut
facilement démontrer que l'on retrouve (à un facteur 1=2 près) la "Total Variation"
dénie par :
dTV (; ) = max
A2P (
)
j(A)  (A)j; (5.3)
 étant un vecteur de Rn où n est le cardinal de 
.
Etant donnée une distance d on déni le temps de mélange t() dépendant d'un
paramètre  assez petit par :
t() = min n : 8x 2 
 d(P (x; :); stat)  : (5.4)
Le temps de mélange représente donc le temps minimal à partir duquel, quelque
soit la conguration initiale, le système est à une distance plus petite que  de son
état stationnaire.
2.2 Lien avec les valeurs propres.
Nous allons établir dans cette partie un lien entre le temps de mélange et la se-
conde amplitude maximale des valeurs propres de la matrice de transition P . Cette
relation est montrée par exemple dans l'article de Diaconis [57].
Nous supposerons ici P diagonalisable dans C. Ceci est évidemment vérié
lorsque P est symétrique car diagonalisable dans R. De plus, lorsque l'on prend
une matrice de transition aléatoire elle est  presque sûrement diagonalisable où 
est la mesure de Lebesgue sur Rn2 n (la puissance n2   n provient du fait qu'une
matrice a n2 coecients et que nous avons n relations du fait que la matrice doit
être stochastique). Donc cette hypothèse n'est en faite pas trop restrictive.
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Notons donc les valeurs propres par ordre décroissant :
1 = 1 > j2j  ::::  jmj  0: (5.5)
D'après le théorème de Perron Frobenius le plus grand module est 1 associé à
la valeur propre 1 et le sous espace propre associé est de dimension 1 engendré par
stat.
Notons stat,X2...Xm des vecteurs propres associés aux valeurs propres 1,2,...,m.
Partons d'une conguration initiale 0 que nous décomposons sur la base des vec-
teurs propres :
0 = 1stat + 2X2 + :::mXm; (5.6)
où 1, 2,...,m sont m complexes.
Après n itérations (au temps n) nous obtenons :
n = (P
t)n0 = 1stat +
mX
2
k
n
kXk = 1stat + 
n
2
mX
2
k
k
2
n
Xk: (5.7)
Et donc on voit bien que si l'on note :
(P ) = max
i=2:::m
jij = j2j; (5.8)
On obtient d'après eq.(5.7) :
jj(P t)n0   statjj / ((P ))n: (5.9)
En utilisant les équations Eqs. (5.4) et (5.9) on trouve que (P )t() / . Donc :
(P ) / 1=t(): (5.10)
Ainsi, plus (P ) est petit plus le temps de mélange est lui aussi petit. Nous ver-
rons que les relations précédentes sont eectivement vériées dans l'article présenté
à la n du chapitre.
2.3 Quelques inégalités sur le temps de mélange.
Comme nous l'avons mentionné, la recherche d'un temps de mélange minimal
est un enjeu majeur notamment en informatique. Il existe donc de nombreuses in-
égalités pour majorer et minorer le temps de mélange. Une synthèse d'une grande
partie de ces inégalités est très bien décrite dans [58]. Donnons quelques inégalités
importantes et commençons par une majoration assez simple du temps de mélange.
Pour cela nous considèrerons une chaine de Markov P irréversible et apériodique
(voir dénition et propriétés dans le chapitre 2). On a donc l'existence et l'unicité
de la mesure stationnaire stat ainsi que la convergence, quelque soit la mesure ini-
tiale, vers stat. Nous allons montrer, comme le font D-A.Levin et Y.Peres [59] qu'il
existe , appartenant à ]0; 1[, tel que :
max
x2

dTV (P
n(x; :); stat)  n; (5.11)
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Où P n(x; :) représente la densité de probabilité en itérant la matrice P n fois à
partir de la conguration initiale x.
Pour cela, comme P est apériodique :
9r 2 N;8 (i; j)(P r)ij > 0: (5.12)
Notons  la matrice de rang 1 ayant toutes ses lignes égales à stat. Pour  assez
petit nous obtenons que P r(i; j)  stat(j) et ceci pour quelque soit (i; j). Ainsi,
nous pouvons écrire
P r = + (1  )Q; (5.13)
où Q est une matrice stochastique. En remarquant que quelle que soit la matrice
stochastique M on a M =  et que quelle que soit la matrice vériant statM =
stat on a M = , on montre par récurrence que :
8k 2 NP rk = (1  (1  )k) + (1  )kQk: (5.14)
Ainsi, en multipliant par P j pour j entier et en servant du fait que P j =  on
obtient :
P rk+j    = (1  )k(QkP j   ); (5.15)
En prenant la norme L1 des deux cotés, puis en divisant par 2 pour faire appa-
raitre la distance dTV et enn en prenant le max nous obtenons :
max
x2

dTV (P
rk+j(x; :); stat) = (1  )k max
x2

dTV (Q
kP j(x; :); stat): (5.16)
En sachant que maxx2
 dTV (QkP j(x; :); stat)  1, alors  = (1   ) 12r convient
pour vérier l'équation eq.(5.11).
3 A la recherche de la dynamique qui minimise le
temps de mélange.
Le problème est ici le suivant : On se donne un graphe xé (c'est à dire une
matrice d'adjacence A xée) et on cherche la matrice de transition Pmix (c'est à
dire la dynamique) vériant les conditions du graphe ( (Pmix)ij = 0 dès que (A)ij =
0) , qui minimise le temps de mélange. Mathématiquement, grâce notamment à
l'équation eq.(5.10), ce problème prend la forme suivante :8><>:
min
P2Mn
(P );
P (i; j)  0; P  1 = 1;
A(i; j) = 0) P (i; j) = 0:
(5.17)
Ce problème ne connait pas de solution analytique connue.
Après avoir donné quelques exemples de graphes pour lesquels le temps de mé-
lange est petit nous verrons les méthodes numériques pour résoudre ce problème.
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3.1 Quelques exemples élémentaires de chaines qui mélangent
rapidement
Nous allons donner ici des exemples de dynamiques classiques pour lesquelles le
temps de mélange est assez faible [57].
On rappelle pour la suite que le degrés d'un nud i noté di est le nombre de nuds
j qui sont connectés avec i. Ainsi on peut écrire di =
P
j A(i; j). L'exemple le plus
classique et le plus naturel de dynamique qui respecte le graphe E est l'exemple de
la marche aléatoire sur le graphe pour lequel la probabilité d'aller du nud i vers le
nud j ne dépend pas de j et vaut 1
di
si A(i; j) = 1 et 0 sinon. Plus précisément :
Pma(i; j) =
1
di
siA(i; j) = 1;
Pma(i; j) = 0 sinon:
(5.18)
Il s'avère que cette dynamique n'est pas réversible. Néanmoins on peut construire
une dynamique réversible (c'est à dire qui vérie le bilan détaillé) qui admet comme
mesure stationnaire la même mesure stationnaire que la dynamique préccédente de la
marche aléatoire. Cette méthode s'appelle la méthode de Metropolis-Hastings. Pour
cela notons (1; 2; :::; m) la mesure stationnaire de la dynamique correspondante à
la marche aléatoire ainsi que Rij =
jP
ma(j;i)
iPma(i;j)
. Nous pouvons alors dénir la matrice
de transition de Metropolis-Hastings par :
8<:
PMH(i; j) = Pma(i; j)minf1; Rijg siA(i; j) = 1 et si i 6= j;
PMH(i; j) = Pma(i; j) +
P
k:A(i;k)=1 Pma(i; k)(1 minf1; Pma(i; k)g) si i = j;
PMH(i; j) = 0 sinon:
(5.19)
La chaine de Markov associée à cette matrice est réversible et le temps de mélange
est assez faible.
Nous pouvons dénir une autre dynamique classique qui est rapidement mélan-
geante : le graphe de degré maximal. Pour cela notons dmax = maxifdig. Le graphe
de degré maximal est alors déni par :8<:
Pdm(i; j) =
1
dmax
si i 6= j et A(i; j) = 1;
Pdm(i; j) = 1  didmax si i = j;
Pdm(i; j) = 0 sinon:
(5.20)
Ces deux exemples ont des temps de mélange assez faibles mais ne minimisent
pas (sauf cas particuliers) le temps de mélange.
3.2 Algorithmes qui recherchent la dynamique qui mélange
le plus rapidement.
Il n'existe pas (on ne connait pas) aujourd'hui d'expression analytique pour la
matrice Pmix qui minimise le temps de mélange. Néanmoins, il existe des algorithmes
(souvent assez lourd en temps de calcul) qui permettent d'approximer Pmix. Don-
nons en quelques exemples.
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Nous allons dans le début de cette partie commencer par rechercher la matrice
qui minimise le temps de mélange non pas parmi toutes les matrices de transition
possibles mais parmi les matrices de transition qui sont symétriques. Nous cherchons
alors à résoudre le problème suivant :8><>:
min
P2Mn
(P );
P (i; j)  0; P  1 = 1; P t = P;
A(i; j) = 0) P (i; j) = 0:
(5.21)
Nous savons que 1 est valeur propre et qu'un vecteur propre associé est 1. 1 étant
le vecteur de Rn ayant que des 1 comme composantes. De plus, P est symétrique donc
ses sous espaces propres sont orthogonaux. Ainsi, la valeur propre de second module
maximal est à chercher dans l'orthogonal de la droite engendrée par 1. Comme la
projection orthogonale sur V ect(1)ortho s'écrit p = I   1
n
11t et que le module de la
plus grande valeur propre d'un matrice symétriqueA est égale à la norme spectrale
de celle-ci notée jjjAjjj2, on peut donc réécrire le problème d'optimisation sous la
forme : 8><>:
min
P2Mn
jjjP (I  1
n
11t)jjj2 = jjjP   1n11tjjj2;
P (i; j)  0; P  1 = 1; P t = P;
A(i; j) = 0) P (i; j) = 0:
(5.22)
Ce problème 5.22 est un problème d'optimisation sous contraintes d'égalités et
d'inégalités. Nous pouvons donc penser en première approche à le résoudre avec une
méthode de type Karush-Kuhn-Tucker (KKT). C'est ce que nous avons mis en place
avec Matlab pour obtenir les résultats gurant dans l'article.
La restriction de la recherche de la dynamique optimale au sous espace des ma-
trices symétriques est néanmoins assez restrictive. Nous allons voir ici comment nous
pouvons résoudre un problème plus général : Nous nous xons une densité station-
naire stat = (stat1 ; stat2 ; :::; statm) et nous recherchons parmi toutes les matrices
réversibles celle(s) qui minimise(nt) (P ).
Si nous notons  = diag(). Alors P est réversible si et seulement P = tP .
Et donc en particulier 
1
2P 
1
2 est symétrique et a les mêmes valeurs propres
que . Nous sommes donc quasiment ramené au problème précédent. Enn, p =
(
p
stat1 ; :::;
p
statm) est un vecteur propre de 
1
2P 
1
2 associé à la valeur propre 1.
Donc, le problème de minimisation prend la forme suivante :8>>><>>>:
min
P
jjj(Id   1nqqt)
1
2P 
1
2 (Id   1nqqt)jjj2
= jjj 12P  12   1
n
qqtjjj;
P (i; j)  0; P  1 = 1;P = tP;
A(i; j) = 0) P (i; j) = 0:
(5.23)
Nous avons résolu le problème d'optimisation précédent (5.23) qui est un pro-
blème d'optimisation sous contraintes sous Matlab. Cet algorithme n'est pas optimal
en terme de temps de calcul bien que polynomiale. Il donne des résultats assez ra-
pidement pour des graphes comportant  102; 103 nuds.
Il existe de nombreux autres algorithmes qui calculent la matrice Pmix pour un
nombre plus important de nuds [57], le maximum étant  105. Néanmoins ces autres
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algorithmes comportent d'autres désavantages comme la non convergence quel que
soit la condition initiale, la diculté d'estimer si l'on se trouve, ou non, près de la
solution...
4 A la recherche de la dynamique qui maximise
l'EKS.
Le problème est ici le suivant : On se donne un graphe xé (c'est à dire une
matrice d'adjacence A xée) et on cherche la matrice de transition PKS (c'est à dire
la dynamique) vériant les conditions du graphe ( (PKS)ij = 0 dès que (A)ij = 0)
, qui maximise l'entropie de KS. Nous verrons dans une première partie que ce
problème admet une solution analytique qui a été trouvée par William Parry (1934-
2006), mathématicien anglais qui a beaucoup travaillé sur les systèmes dynamiques
et la théorie ergodique. Ensuite, nous donnerons l'expression exacte de la matrice
PKS.
4.1 Théorème de Parry
Plutôt que de réécrire plus ou moins l'article de Parry [60] qui s'appuie sur un
formalisme mathématique assez lourd, nous allons, dans cette partie, donner l'idée
et la méthode qui ont conduit Parry à découvrir PKS.
4.2 Méthode analytique pour trouver la dynamique qui maxi-
mise l'EKS.
Ici A est xée et supposée symétrique. Notons  la plus grande valeur propre
de A et 	 le vecteur propre normalisé associé c'est à dire A	 = 	 et
P
i	
2
i = 1.
Dénissons PKS telle que
PKS(i; j) =
A(i; j)

	j
	i
: (5.24)
On a dès lors bien entendu :
8 i
X
j
PKS(i; j) = 1; (5.25)
et de plus : X
j
PKS(j; i)	
2
j =
X
j
A(j; i)	i	j

= 	i; (5.26)
car A(i; j) = A(j; i). Donc P tKS	
2 = 	2 et donc la densité stationnaire de PKS
est stat = 	2.
On a donc d'après l'expression de l'entropie de KS pour les chaines de Markov :
hKS =  
X
(i;j)
statiPKS(i; j) log(PKS(i; j)); (5.27)
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et en remplaçant avec les expressions précédentes on trouve :
hKS =  1

X
(i;j)
A(i; j)	i	j log(
A(i; j)

	i
	j
); (5.28)
que l'on peut séparer en deux termes :
hKS =  1

X
(i;j)
A(i; j)	i	j log()  1

X
(i;j)
A(i; j)	i	j log(A(i; j)
	j
	i
); (5.29)
Le terme de gauche vaut log() car 	 vecteur propre de A et le terme de droite
vaut 0 par symétrie de A.
Donc, pour cette matrice PKS, l'entropie de KS vaut :
hKS = log(): (5.30)
De plus, nous avons vu dans le chapitre 2 que si A désigne la matrice d'adjacence,
le nombre de trajectoires de longueurs n allant de i à j vaut An(i; j). Ainsi, le nombre
de trajectoires total de longueur n vaut :
Nn =
X
(i;j)
(An)(i; j): (5.31)
En se souvenant que, pour les chaines de Markov, l'entropie de KS est aussi
égale à la limite lorsque n tend vers 1 de la dérivée de l'entropie sur les chemins
par rapport au temps (voir n du chapitre 1), on peut dès lors majorer l'entropie de
KS par la valeur qu'elle aurait si tout les chemins étaient équiprobables. On trouve
donc pour un temps asymptotiquement long :
hKSmax =
log(Nn)
n
! log(); (5.32)
en diagonalisant la matrice A.
Enn PKS vérie
statiPKS(i; j) = statjPKS(j; i) 8 i; j; (5.33)
et donc PKS est réversible.
5 Lien entre Minimisation du temps de mélange et
maximisation de l'EKS.
L'idée générale, basée notamment sur le théorème de Pesin selon laquelle plus
le système est chaotique plus son entropie de KS est grande nous donne l'intuition
que plus que le système a une entropie de KS élevée, plus celui-ci atteint rapidement
son état stationnaire. Néanmoins ceci n'est qu'une idée qualitative. De plus, comme
nous l'avons déjà mentionné dans l'introduction, il existe de nombreux articles qui
maximisent l'entropie de KS pour obtenir soit des comportements caractéristiques,
soit des comportements que l'on retrouve dans la réalité, mais sans véritablement
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comprendre pourquoi. Le lien que nous allons établir dans l'article suivant entre
la maximisation de l'entropie de KS et la minimisation du temps de mélange va
nous permettre de donner un sens plus précis à la raison pour laquelle maximiser
l'entropie de KS donne des résultats cohérents. De plus, nous pouvons rapprocher
ce résultat de celui obtenu dans le second et le troisième chapitre où nous avions
établi un lien entre MEP et la maximisation de l'entropie de KS. En eet, il est
physiquement cohérent qu'un système ayant plusieurs états stationnaires possibles
supposés équiprobables ait un état stationnaire nal plus proche de celui dont la
dynamique va le plus vite possible. Pour illustrer cela nous pouvons penser à un
enfant qui joue dans des escaliers et qui monte deux marches à la fois et n'en descend
qu'une. Il a donc deux dynamiques possibles : celle qui consiste à monter et celle
qui consiste à descendre. La première admet comme état stationnaire l'enfant en
haut avec probabilité 1 et la seconde l'enfant en bas. Comme il monte les marches
deux par deux il ira plus vite en haut de l'escalier qu'en bas et donc la dynamique
montante est plus rapide. Si maintenant nous supposons que les deux dynamiques
peuvent agir de manière équiprobable, il en résultera un état stationnaire qui sera
plus proche de la dynamique montante que celle descendante.
5.1 Article
5. LIEN ENTRE MINIMISATION DU TEMPS DE MÉLANGE ET MAXIMISATION
DE L'EKS.
83
Maximum Kolmogorov-Sinai entropy vs minimum mixing time in Markov chains
M. Mihelich,1, ∗ B. Dubrulle,1 D. Paillard,2 Q. Kral,3, 4 and D. Faranda2
1 Laboratoire SPHYNX, Service de Physique de l’Etat Condense´,
DSM, CEA Saclay, CNRS UMR 3680, 91191 Gif-sur-Yvette, France
2Laboratoire des Sciences du Climat et de l’Environnement, IPSL,
CEA-CNRS-UVSQ, UMR 8212, 91191 Gif-sur-Yvette, France
3Institute of Astronomy, University of Cambridge, Madingley Road, Cambridge CB3 0HA, UK
4LESIA-Observatoire de Paris, UPMC Univ. Paris 06,
Univ. Paris-Diderot, 92195 Meudon Cedex, France
(Writing in progress: February 24, 2015)
We establish a link between the maximization of Kolmogorov Sinai entropy (KSE) and the mini-
mization of the mixing time for general Markov chains. Since the maximisation of KSE is analytical
and easier to compute in general than mixing time, this link provides a new faster method to ap-
proximate the minimum mixing time dynamics. It could be interesting in computer sciences and
statistical physics, for computations that use random walks on graphs that can be represented as
Markov chains.
PACS numbers:
Many modern techniques of physics, such as compu-
tation of path integrals, now rely on random walks on
graphs that can be represented as Markov chains. Tech-
niques to estimate the number of steps in the chain to
reach the stationary distribution (the so-called “mixing
time”), are of great importance in obtaining estimates
of running times of such sampling algorithms [1] (for a
review of existing techniques, see e.g. [2]). On the other
hand, studies of the link between the topology of the
graph and the diffusion properties of the random walk on
this graph are often based on the entropy rate, computed
using the Kolmogorov-Sinai entropy (KSE)[3]. For exam-
ple, one can investigate dynamics on a network maximiz-
ing the KSE to study optimal diffusion [3], or obtain an
algorithm to produce equiprobable paths on non-regular
graphs [4].
In this letter, we establish a link between these two
notions by showing that for a system that can be repre-
sented by Markov chains, a non trivial relation exists
between the maximization of KSE and the mini-
mization of the mixing time. Since KSE are easier to
compute in general than mixing time, this link provides
a new faster method to approximate the minimum mix-
ing time that could be interesting in computer sciences
and statistical physics and gives a physical meaning to
the KSE. We first show that on average, the greater the
KSE, the smaller the mixing time, and we correlated this
result to its link with the transition matrix eigenvalues.
Then, we show that the dynamics that maximises KSE is
close to the one minimizing the mixing time, both in the
sense of the optimal diffusion coefficient and the transi-
tion matrix.
Consider a network with m nodes, on which a parti-
cle jumps randomly. This process can be described by
a finite Markov chain defined by its adjacency matrix A
and its transition matrix P . A(i, j) = 1 if and only if
there is a link between the nodes i and j and 0 other-
wise. P = (pij) where pij is the probability for a particle
in i to hop on the j node. Let us introduce the proba-
bility density at time n µn = (µ
i
n)i=1...m where µ
i
n is the
probability that a particle is at node i at time n. Start-
ing with a probability density µ0, the evolution of the
probability density writes: µn+1 = P
tµn where P
t is the
transpose matrix of P .
Within this paper, we assume that the Markov chain is
irreducible and thus has a unique stationary state.
Let us define:
d(n) = max||(P t)nµ− µstat|| ∀ µ, (1)
where ||.|| is a norm on Rn. For  > 0, the mixing time,
which corresponds to the time such that the system is
within a distance  from its stationary state is defined as
follows:
t() = minn, d(n) ≤ . (2)
For a Markov chain the KSE takes the analytical form
[5]:
hKS = −
∑
ij
µstatipij log(pij). (3)
Random m size Markov matrices are generated by as-
signing to each pij (i 6= j) a random number between 0
and 1m and pii = 1−
∑
j 6=i pij . The mean KSE is plotted
versus the mixing time (Fig. 1) by working out hKS and
t() for each random matrix. (Fig. 1) shows that KSE is
on average a decreasing function of the mixing time.
We stress the fact that this relation is only true on
average. We can indeed find two special Markov chains
P1 and P2 such that hKS(P1) ≤ hKS(P2) and t1() ≤
t2(). We illustrate this point further.
2The link between the mixing time and the KSE can
be understood via their dependence as a function of the
transition matrix eigenvalues. A general irreducible tran-
sition matrix P is not necessarily diagonalizable on R.
However, since P is chosen randomly, it is almost every-
where diagonalizable on C. According to Perron Frobe-
nius theorem, the largest eigenvalue is 1 and the asso-
ciated eigen-space is one-dimensional and equal to the
vectorial space generated by µstat. Without loss of gen-
erality, we can label the eigenvalues in decreasing order
of their module:
1 = λ1 > |λ2| ≥ .... ≥ |λm| ≥ 0
The convergence speed toward µstat is given by the
second maximum module of the eigenvalues of P [6], [7]:
λ(P ) = max
i=2...m
|λi| = |λ2|
The eigenvalues λ1 = 1, ..., λm of P and P
t being
equal, let us denote their associated eigenvectors µ1 =
µstat, ..., µm. For any initial probability density µ0, we
find:
||(P t)nµ0 − µstat|| ∝ (λ(P ))n. (4)
According to Eqs. (1) and (2), λ(P )t() ∝ , i.e. λ(P ) ∝
1/t(). Hence, the smaller λ(P ) the shorter the mixing
time (Fig. 1). hKS being a decreasing function of t()
and λ(P ) being an increasing function of t(), we deduce
that hKS is a decreasing function of λ(P ).
This link between maximum KSE and minimum mix-
ing time actually also extends naturally to optimal diffu-
sion coefficients. Such a notion has been introduced by
Gomez-Gardenes and Latora [3] in networks represented
by a Markov chain depending on a diffusion coefficient.
Based on the observation that in such networks, KSE
has a maximum as a function of the diffusion coefficient,
they define an optimal diffusion coefficient as the value
FIG. 1: Averaged KSE versus mixing time (top) for 106 ran-
dom m = 10 size matrices and averaged λ(P ) versus mixing
time (bottom) for 106 random m = 10 size matrices in curve
blue and f(t) = 1/t in red.  = 10−3 and the norm is chosen
to be the euclidian one.
of the diffusion corresponding to this maximum. In the
same spirit, one could compute an optimal diffusion coef-
ficient with respect to the mixing time, corresponding to
the value of the diffusion coefficient which minimizes the
mixing time -or equivalently the smallest second largest
eigenvalue λ(P ). This would roughly correspond to the
diffusion model reaching the stationary time in the fastest
time. To define such an optimal diffusion coefficient, we
follow Gomez and Latora and vary the transition proba-
bility depending on the degree of the graph nodes. More
accurately, if ki =
∑
j A(i, j) denotes the degree of node
i, we set:
pij =
Aijk
α
j∑
j Aijk
α
j
. (5)
If α < 0 we favor transitions towards low degrees
nodes, if α = 0 we find the typical random walk on net-
work and if α > 0 we favor transitions towards high de-
grees nodes. We assume here that A is symmetric. It may
then be checked that the stationary probability density
is equal to:
pistati =
cik
α
i∑
j cjk
α
j
, (6)
where ci =
∑
j Aijk
α
j ,
Using Eqs. (5) and (6), we check that the transition
matrix is reversible and then has m real eigenvalues.
From this stationary probability density, we can thus
compute both the KSE and the second largest eigenvalue
λ(P ) as a function of α. The result is provided in (Fig. 2).
FIG. 2: KSE (top) and λ(P ) (bottom) function of α for a
network of size m = 400 with a proportion of 0 in A equal to
1/3.
We observe in (Fig. 2) that the KS entropy has a
maximum at a value that we denote αKS , in agreement
with the findings of [3]. Likewise, λ(P ) (i.e. the mix-
ing time) presents a minimum for α = αmix. Moreover,
αKS and αmix are close. This means that the two op-
timal diffusion coefficients are close to each other. Fur-
thermore, looking at the ends of the two curves, we can
find two special Markov chains P1 and P2 such that
hKS(P1) ≤ hKS(P2) and t1() ≤ t2(), illustrating that
3the link between KSE and the minimum mixing time is
only true in a general statistical sense.
We have thus shown that, for a given transition ma-
trix P (or equivalently for given jump rules) the greater
the KSE, the smaller the mixing time. We now investi-
gate whether a similar property holds for dynamics, i.e.
whether transition rules that maximise KSE are close to
the ones minimizing the mixing time. For a given net-
work, i.e. for a fixed A, there is a well known procedure to
compute the transition matrix PKS which maximizes the
KSE with the constraints A(i, j) = 0 ⇒ PKS(i, j) = 0
[4]. It proceeds as follow: let us note λ the greatest eigen-
value of A and Ψ the normalized eigenvector associated
i.e AΨ = λΨ and
∑
i Ψ
2
i = 1. We define PKS such that:
PKS(i, j) =
A(i, j)
λ
Ψj
Ψi
. (7)
We have ∀i∑j PKS(i, j) = 1. Moreover, using the fact
that A is symmetric we find:
∑
j
PKS(j, i)Ψ
2
j =
∑
j
A(j, i)ΨiΨj
λ
= Ψ2i . (8)
Hence, P tKSΨ
2 = Ψ2 and the stationary density of PKS
is pistat = Ψ
2.
Using Eqs. (3) and (7), we have:
hKS = − 1
λ
∑
(i,j)
A(i, j)ΨiΨj log(
A(i, j)
λ
Ψi
Ψj
). (9)
Eq. (9) can be split in two terms:
hKS =
1
λ
∑
(i,j)
A(i, j)ΨiΨj log(λ)
− 1
λ
∑
(i,j)
A(i, j)ΨiΨj log(A(i, j)
Ψj
Ψi
). (10)
The first term is equal to log(λ) because Ψ is an eigen-
vector of A and the second term is equal to 0 due to the
symmetry of A. Thus:
hKS = log(λ). (11)
Moreover, for a Markov chain the number of trajecto-
ries of length n is equal to Nn =
∑
(i,j)(A
n)(i, j). For a
Markov chain the KSE can be seen as the time derivative
of the path entropy leading that KSE is maximal when
the paths are equiprobable. For an asymptotic long time
the maximal KSE is:
hKSmax =
log(Nn)
n
→ log(λ), (12)
by diagonalizing A. Using Eqs. (11) and (12) we find
that PKS defined as in Eq. (7) maximises the KSE.
Finally PKS verifies pistatiPKS(i, j) = pistatjPKS(j, i) ∀
(i, j) and thus PKS is reversible.
In a similar way, we can search for a transition matrix
Pmix which minimizes the mixing time -or, equivalently
the transition matrix minimizing its second eigenvalue
λ(P ). This problem is much more difficult to solve than
the first one, given that the eigenvalues of Pmix can be
complex. Nevertheless, two cases where the matrix Pmix
is diagonalizable on R can be solved [6]: the case where
Pmix is symmetric and the case where Pmix is reversible
for a given fixed stationary distribution. Let us first con-
sider the case where P is symmetric. The minimisation
problem takes the following form:

min
P∈Sn
λ(P )
P (i, j) ≥ 0, P ∗ 1 = 1
A(i, j) = 0⇒ P (i, j) = 0
(13)
given the strict convexity of λ and the compactness of
the stochastic matrices, this problem admits an unique
solution.
P is symmetric thus 1 is an eigenvector associated with
the largest eigenvalue of P . Then the eigenvectors asso-
ciated to λ(P ) are in the orthogonal of 1.The orthogonal
projection on 1⊥ writes: Id − 1n11t
Moreover, if we take the matrix norm associated with
the euclidiean norm i.e. for M any matrix |||M ||| =
max ||MX||2||X||2 X ∈ Rn X 6= 0 it is equal to the square
root of the largest eigenvalue of MM t and then if M is
symmetric it is equal to λ(M).
Then the minimization problem can be rewritten:

min
P∈Sn
|||(Id − 1n11t)P (Id − 1n11t)||| = |||P − 1n11t|||
P (i, j) ≥ 0, P ∗ 1 = 1
A(i, j) = 0⇒ P (i, j) = 0
(14)
We solve this constrained optimization problem
(Karush-Kuhn-Tucker) with Matlab and we denote Pmix
the matrix which minimizes this system.
We remark that the mixing time of PKS is smaller
than the mixing time of Pmix. This is coherent because
in order to calculate PKS we take the minimum on all the
matrix space whereas to calculate Pmix we restrict us to
the symmetric matrix space. Nevertheless, we can go
a step further and calculate, the stationary distribution
being fixed, the reversible matrix which minimizes the
mixing time. If we note pi the stationary measure and
Π = diag(pi). Then P is reversible if and only if ΠP =
ΠtP . Then in particular Π
1
2PΠ−
1
2 is symmetric and has
the same eigenvalues as Π. Finally, p = (
√
pi1, ...,
√
pin) is
an eigenvector of Π
1
2PΠ−
1
2 associated to the eigenvalue
41. Then the minimization problem can be written as the
following system:

min
P
|||(Id − 1nqqt)Π
1
2PΠ−
1
2 (Id − 1nqqt)|||
= |||Π 12PΠ− 12 − 1nqqt|||
P (i, j) ≥ 0, P ∗ 1 = 1,ΠP = ΠtP
A(i, j) = 0⇒ P (i, j) = 0
(15)
When we implement this problem in Matlab with pi =
piKS we find a matrix Pmix such that naturally λ(Pmix) ≤
λ(PKS). Moreover we can compare both dynamics by
evaluating |||PKS − Pmix||| compared to |||PKS ||| which
is approximatively equal to |||Pmix|||. We remark that
|||PKS − Pmix||| depends on the density ρ of 0 in the
matrix A. For a density equal to 0 the matrices PKS
and Pmix are equal and the quantity |||PKS−Pmix||| will
increase continuously when ρ increases. This is shown in
(Fig. 3).
FIG. 3: |||PKS −Pmix|||/|||PKS ||| as a function of the density
ρ of 0 present in A.
From this, we conclude that the rules which maximize
the KSE are close to those which minimize the mixing
time. This becomes increasingly accurate as the fraction
of removed links in A is weaker. Since the calculation of
Pmix quickly becomes tedious for quite large values of m,
we offer here a much cheaper alternative by computing
PKS instead of Pmix.
Moreover, maximizing the KSE appears today as a
method to describe out of equilibrium complex systems
[8], to find natural behaviors [4] or to define optimal dif-
fusion coefficients in diffusion networks. This general ob-
servation however provides a possible rationale for se-
lection of stationary states in out-of-equilibrium physics:
it seems reasonable that in a physical system with two
simultaneous equiprobable possible dynamics, the final
stationary state will be closer to the stationary state
corresponding to the fastest dynamics (smallest mixing
time). Through the link found in this letter, this state
will correspond to a state of maximal KSE. If this is true,
this would provide a more satisfying rule for selecting sta-
tionary states in complex systems such as climate than
the maximization of the entropy production, as already
suggested in [9].
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CHAPITRE 5. MAXIMISATION DE L'ENTROPIE DE KS ET MINIMISATION DU
MIXING TIME.
6 Pour aller plus loin : Maximisation de l'EKS et
Minimisation du temps de mélange dans les sys-
tèmes dynamiques.
Nous avons relié le temps qu'une chaine de Markov prend pour atteindre son
état stationnaire à l'entropie de KS. Il apparait donc naturel de se demander si une
généralisation est possible pour des systèmes dynamiques plus généraux. Nous allons
voir que le temps de mélange qui est bien déni pour les chaines de Markov ne trouve
pas son analogue dans les systèmes dynamiques généraux. Ceci se comprend assez
facilement pour deux raisons principales je pense : la première est que les systèmes
dynamiques généraux admettent souvent plusieurs mesures stationnaires. De plus,
même si le système admet une unique mesure stationnaire stat, on peut très souvent
montrer qu'il existe  aussi petit que l'on veut tel que quel que soitM aussi grand que
l'on veut on puisse trouver une mesure initiale 0 telle que 8n M d(n; stat)  .
Ainsi, le temps de mélange serait inni. Nous allons voir qu'il existe des notions
assez similaires au temps de mélange pour les systèmes dynamiques généraux et
notamment le "volume growth" [61]. Avant d'introduire cette quantité nous allons
dénir l'entropie topologique et la comparer à l'entropie métrique déjà étudiée dans
le chapitre premier.
6.1 Entropie topologique et entropie métrique.
L'entropie topologique a été introduite après l'entropie métrique par Adler, Kon-
heim et McAndrew. Néanmoins la dénition suivante provient des travaux de Bowen
et Dinaburg.
Soit f : X  X un système dynamique continu sur un espace compact. Nous
supposerons que l'espace est métrique ( muni d'une distance d) même si cette hy-
pothèse n'est pas obligatoire.
Pour  > 0 et n 2 N, E est appelée une partie (n; )-séparée si :
8(x; y) 2 E2 9i 2 [j0; nj] ; d(f i(x); f i(y))  : (5.34)
Autrement dit, si nous nous xons un coarse graining qui consiste à ne pas voir
à une échelle plus petite que , une partie E est (n; )-séparée si toutes les orbites
partant de points de E sont distinguables.
De plus, on note :
N(n; ) = max
E (n;) separee
CardinalE: (5.35)
On peut alors dénir l'entropie topologique par :
htop(f) = lim
!0
(lim sup
n!1
1
n
log(N(n; ))): (5.36)
Pour revenir à l'idée du coarse graining, si N(n; ) représente le nombre d'orbite
distinguable, alors il augmente comme enhtop()
L'entropie topologique et l'entropie métrique sont reliées par un principe varia-
tionnel.
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Soit f : X  X qui est toujours un système dynamique continu sur un espace
compact, on dit qu'une mesure  est f -invariante si et seulement si 8A élément de
la tribu mise sur X (f 1(A)) = (A). On a alors :
htop(f) = sup
2 
h(f); (5.37)
où h(f) est l'entropie métrique et   est l'ensemble des mesures boréliennes f
invariantes.
6.2 Volume growth (L.S Young)
SoitM une variété riemannienne C1 de dimension m et f : M  M un système
dynamique de classe C1. Pour l et k deux entiers strictement positifs, on note (k; l)
l'ensemble des applications  de classe Ck du cube unité de dimension l noté Ql vers
M . Notons de plus w() le volume (en dimension l) de (Ql).  n'est pas forcément
injective et le volume est donc calculé avec multiplicité c'est à dire que si deux
parties de l'ensemble de départ donnent le même ensemble d'arrivé, on compte le
volume de ce dernier deux fois. Pour l  m dénissons :
Vl;k(f) = sup
2(k;l)
lim sup
n!1
1
n
logw(fn): (5.38)
Notons enn :
V (f) = max
l
Vl;1(f): (5.39)
Ainsi V (f) représente le taux de grossissement maximal des volumes sous l'action
de f .
Ce qui est assez impressionnant c'est que l'on peut relier V (f) à l'entropie topo-
logique htop(f). En eet, un premier théorème dû à S. Newhouse [62] montre que si
f est de classe C1+ avec  > 0 alors on a :
h(f)  V (f): (5.40)
Un second théorème dû à Y. Yomdin [63] montre que si l'on note :
R(f) = lim
n!1
1
n
logmax
x2M
jjDfn(x)jj; (5.41)
où D est la diérentielle, alors si f est de classe Ck on obtient :
Vl;k(f)  htop(f) + 2l
k
R(f): (5.42)
Et donc, si f est C1, grâce aux équations eq.(5.40) et eq.(??) on trouve :
htop(f) = V (f): (5.43)
Cette dernière équation nous montre bien le lien entre l'entropie topologique et
la vitesse de grossissement des volumes sous l'action de f . Ainsi, qualitativement,
plus l'entropie topologique est élevée, plus les volumes grossissent rapidement dans
l'espace des phases et donc ceci nous amène à penser que plus le système atteint
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rapidement son état stationnaire (ce qui est en accord avec les résultats trouvés
dans l'article). Enn, l'entropie métrique étant liée à l'entropie topologique par le
principe variationnel eq.(5.37) ceci est aussi valable pour l'entropie métrique. Ceci
nous amène à étudier les mesures  qui maximisent h(f).
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Chapitre 6
Application de MEP à la convection
Les chapitres antérieurs étudient de façon théorique MEP. L'approche adoptée
dans ce chapitre est diérente, elle est beaucoup plus appliquée. En eet nous étu-
dions ici l'application de MEP à la convection atmosphérique sans nous demander
pourquoi MEP fonctionne. Cette partie de ma thèse a été faite au LSCE avec et
grâce à Didier Paillard.
1 Introduction, position du problème.
La convection est le phénomène de mise en mouvement d'un uide. Cette mise
en mouvement peut être obtenue lorsqu'une diérence de température est imposée
ou encore un gradient de densité. Elle peut aussi être forcée par l'action de turbine
par exemple. La question générale que l'on se pose dans cette partie est : Est-ce
que le Principe de Maximisation de Production d'entropie peut prédire la
convection atmosphérique ? La convection atmosphérique joue un très grand rôle
dans la circulation atmosphérique. Elle est présente à petite échelle avec la formation
de nuage de type cumulus ou cumulonimbus mais aussi à moyenne échelle avec la
formation des orages, des moussons et des tornades. Elle est aussi présente à grande
échelle sous le nom de cellules de Hadley. Les cellules de Hadley sont de gigantesques
cellules convectives qui permettent la redistribution de l'énergie de l'équateur vers
les pôles.
2 Outils nécessaires.
Comme il est habituel de le faire pour appliquer MEP en climatologie nous
allons utiliser un modèle en boite [2, 64]. Nous allons donc modéliser une colonne
atmosphérique par une succession de N boites qui peuvent échanger des ux de
chaleur ainsi que des ux de matières Fig.(6.1). Il sera utile de modéliser ces boites
par un graphe sur lequel les boites seront les nuds. Les échanges de ux entre les
boites seront possibles que s'il existe un lien (côté du graphe) entre celles-ci. Nous
allons introduire quelques outils sur les graphes qui vont nous permettre de rendre
les calculs plus aisés. Je tiens à spécier que nous ne nous intéressons pas ici à la
dynamique et donc il n'y a pas de rapport direct avec les chaines de Markov.
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2.1 Calcul sur un graphe
Soit un graphe G = (V;E) où V est l'ensemble des sommets (V = f1; :::; Ng) et
E est l'ensemble des liens du graphe. On supposera le graphe orienté et donc E est
un sous ensemble de f(i; j) 2 [j1; N j]2g , on notera M son cardinal et on numérotera
les éléments de E. On peut alors dénir la matrice S (start) de taille M N par :
S(i; j) = 1 si le côté i a pour point de départ le sommet j
S(i; j) = 0 sinon : (6.1)
De même, on peut dénir la matrice T (target) de taille M N par :
T (i; j) = 1 si le côté i a pour point d'arrivée le sommet j
T (i; j) = 0 sinon : (6.2)
Ces deux matrices nous permettent de dénir la matrice gradient r de taille
M N dénie par :
r = T   S: (6.3)
Ainsi, si x = (xi) i 2 [j1; N j] déni un champ sur V alors rx déni un champ
sur E et correspond aux xj   xi. On retrouve ainsi le gradient habituel.
Si on regarde la transposée de cette matrice rt elle correspond à la divergence.
En eet, si u = ui;j est un champs sur E alors rtu a pour i-ème composanteP
j uji  
P
i uij. C'est à dire la somme des ux entrant moins la somme des ux
sortant.
On dénit aussi la matrice Laplacien  de taille M M par :
 = rrt: (6.4)
On peut dénir une advection-diusion sur ce graphe à l'aide de deux champs
vectoriels positifs sur E notés u+ et u . u+ est le ux de masse dans le sens positif,
Figure 6.1  Modèle en boite et les ux associés.
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c'est à dire de i vers j avec i < j et u  est le ux de masse dans le sens négatif.
Nous pouvons dès lors dénir l'opérateur de transport par :
Tr(u+;u )x = Diag(Sx)u
+  Diag(Tx)u  = (Diag(u+)S  Diag(u )T )x: (6.5)
Le transport net de masse est déni par u = (ue)e2E = (u+e   u e ).
On peut le décomposer en une partie diusive fe = min(u+e ; u
 
e ) et une partie
advective ae = u+e   fe.
Ainsi, lorsque le système est purement diusif on a u+ = u . Le but de ce
chapitre est de trouver les valeurs des ux diusifs et convectifs.
2.2 Résolution en Température.
Nous allons voir dans cette partie comment nous pouvons trouver la distribution
de température (T1; T2; :::; TN) dans les boites. Ce travail a été en partie développé
par C.Herbert [16]. Ici nous ne nous intéressons pas aux ux. Commençons par
noter :
xi =
1
Ti
8i 2 [j1; N j]: (6.6)
Une approximation linéaire du bilan local d'énergie se met sous la forme :
R(x) = R0 +R:x; (6.7)
où R est une matrice carrée [16]. On désigne ici par bilan local d'énergie la somme
de toutes les énergies radiatives arrivant de l'extérieur. La production d'entropie est
alors donnée par la forme quadratique suivante :
 = xtR(x) = xt(R0 +R:x): (6.8)
Pour des valeurs de R et R0 trouvées par C.Herbert la forme quadratique est
dénie négative. De plus, on veut maximiser  sachant une conservation globale
d'énergie : 1t(R0 + R:x) = 0. Ce problème peut être résolu facilement. On trouve
alors le prol de température T = 1=x en fonction de la boite Fig.(6.2).
Figure 6.2  Prol de la température en fonction de la boite.
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2.3 Résolution en Flux.
Il peut être plus facile de résoudre le problème en ux plutôt qu'en température.
En eet, si nous notons F 0 = (F 01 ; F
0
2 ; :::; F
0
N 1) les ux de chaleur non pas entre les
boites mais entre les étages Fig.(6.1), nous pouvons dès lors écrire :
R0 +R:x = rtF 0; (6.9)
où la matrice r est une matrice de taille (N   1)N dénie par : 8i 2 [j1; N   1j]r(i; i) = 1
8i 2 [j1; N   1j]r(i; i+ 1) =  1: (6.10)
La matrice r correspond au graphe sur lequel il y a des liens entre i et i+ 1 et
i+ 1 et i pour i allant de 1 à N   1 .
L'avantage est que la condition 1t(R0 + R:x) est directement vériée. Sachant
que R est inversible on peut exprimer x en fonction de F 0 : x = R 1(rtF 0   R0).
Puis la production d'entropie  fonction de F 0 :
 = ((F 0)tr  (R0)t)(Rt) 1rtF 0; (6.11)
que l'on peut réécrire :
 = (F 0)tAF 0   btF 0; (6.12)
où A = r(Rt) 1rt et b = (R0)t(Rt) 1rt.
La production d'entropie  est encore une forme quadratique dénie négative.
Un calcul simple de la diérentielle à partir de eq.(6.12) nous montre qu'elle admet
un unique maximum en (F 0) tel que :
(F 0) = (A+ At) 1b: (6.13)
Sachant que (A+ At) est bien inversible. On peut calculer (F 0).
2.4 Quelques cas particuliers.
Nous avons pris précédemment un schéma le plus simplié possible où la boite
numérotée i ne peut avoir d'échange qu'avec la boite i+1 et i 1, sauf les deux boites
aux extrémités qui ne peuvent correspondre qu'avec une seule boite. Cependant nous
pouvons envisager des modèles plus complexes. Nous pouvons par exemple envisager
un modèle dans lequel, en plus des liens du modèle précédent, la boite numérotée 1
peut correspondre avec la boite numérotée N (Fig.(6.1)). Dans ce cas, la matrice r
est de taille N N et prend la forme : 8i 2 [j1; N j]r(i; i) = 1
8i 2 [j1; N   1j]r(i; i+ 1) =  1 et r(N; 1) =  1: (6.14)
Ici, la matrice divergence rt a un noyau non réduit à 0. On montre facilement
que ker(rt) = vect((1; 1; :::; 1)t). Ainsi, il n'existe plus une unique solution au pro-
blème de maximisation de la production d'entropie  (eq.(6.12)) mais l'ensemble des
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solutions qui maximisent  est un espace ane de dimension 1 qui est de la forme :
(F0; 0)
t + ker(rt).
De plus, nous pouvons remarquer une propriété importante qui sera très utile
par la suite et qui ne dépend pas de la complexité du réseau choisi : tous les ux qui
maximisent  vérient que la somme de ces ux entre les boites i et i+ 1 vaut F 0i .
Ainsi, la méthode générale de recherche des ux entre les boites va être la sui-
vante :
1. Calculer tout d'abord les ux (à travers les étages) F0 à partir de l'équation
(eq.(6.13)).
2. Choisir un réseau entre les boites, c'est à dire choisir quelles boites sont connec-
tées entre elles.
3. Implémenter un programme de type recherche d'extrema sous contraintes
d'égalités et d'inégalités (KKT) an de déterminer les ux entre chaque boite.
3 Méthode KKT pour la résolution.
Dans cette section nous commencerons par dénir la notion de température
potentielle équivalente qui va être une notion fondamentale pour la suite. Ensuite
nous expliciterons le problème d'optimisation avec ses contraintes et la méthode de
résolution.
3.1 Température potentielle équivalente.
La température potentielle équivalente notée e a été introduite pour pouvoir
déterminer si une masse d'air à une certaine altitude est stable ou instable [65]. Elle
est la température d'une masse d'air à laquelle on aurait enlevé adiabatiquement
toute sa masse d'eau et que l'on aurait ramenée à la pression standard de référence
P0 (P0 = 100 kilo Pascal).
Son expression analytique prend la forme :
e = Te(
P0
P
); (6.15)
où Te est la température équivalente (température qu'aurait la masse d'air si on
lui avait enlevé adiabatiquement sa masse d'eau) et  = R
Cp
 0:286. De plus, la
température équivalente prend la forme suivante :
Te  T + Lv
Cp
r; (6.16)
où Lv est la chaleur latente d'évaporation, Cp est la chaleur spécique de l'air
sec à pression constante et r le rapport de la masse d'eau sur la masse d'air sec.
Ainsi, e vaut :
e  (T + Lv
Cp
r)(
P0
P
): (6.17)
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Lorsque e augmente avec l'altitude (dedz > 0) la masse d'air est stable alors que
lorsque e diminue avec l'altitude (dedz < 0) la masse d'air est instable.
On remarque que e est d'abord une fonction décroissante puis croissante de
l'altitude. De plus, par un argument énergétique une masse d'air partant de la boite
1 ne pourra pas atteindre une boite dont la température potentielle e a une valeur
plus grande que (e)1. On va donc considérer les échanges entre les boites 1; 2; :::; 8.
C'est à dire que l'on va considérer ici N = 8.
3.2 Problème explicite une colonne.
Nous avons commencé par envisager des schémas de graphe simples comme celui
représenté sur la gure Fig.(6.1) mais il n'existe pas de solution cohérente, c'est
à dire de solution vériant toutes les contraintes, sur de tels schémas. Nous avons
donc considéré le problème le plus général possible, c'est à dire que chaque boite
peut échanger des ux avec toutes les autres boites. Ainsi, si le système contient
N boites alors le graphe associé aura N sommets et N(N   1) arêtes orientées (on
distingue l'arrête allant de i vers j et celle allant de j vers i et on considère qu'il
n'y a pas d'arête entre i et i). Nous considèrerons tout d'abord un modèle constitué
d'une colonne.
Le ux surfacique Fij entre la boite i et la boite j prend la forme :
Fij = uijCp(e)i; (6.18)
où uij représente le ux surfacique de masse d'air allant de la boite i vers la boite
j.
Comme nous l'avons mentionné dans le paragraphe précédent eq.(6.13) nous
connaissons F 0 = (F 01 ; F
0
2 ; :::; F
0
N). On rappelle que F
0 a été trouvé en utilisant
MEP. Comme F 0p est la somme des ux passant entre le niveau de la boite p et de
la boite p+ 1 on en déduit une première relation sur les ux qui lie F 0 aux Fij :
8p 2 [j1; N   1j] F 0p =
X
ip et j>p
Fij  
X
lp et k>p
Fkl; (6.19)
Et donc si l'on réécrit cette dernière équation en terme de ux de masse uij :
Figure 6.3  Sur cette gure est tracée e en abscisses et le numéro de la boite
correspondante en ordonnée.
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8p 2 [j1; N   1j] F 0p = Cp
X
ip et j>p
uij(e)i   Cp
X
lp et k>p
ukl(e)k; (6.20)
Ces dernières relations nous donnent donc N   1 contraintes d'égalités linéaires.
De plus, la somme des ux de masse dans chaque boite doit être nul car nous
sommes en régime stationnaire. Cette contrainte se traduit par, si u = (uij) :
rtu = 0: (6.21)
Ceci constitue N contraintes d'égalités linéaires supplémentaires.
De plus, les ux de masses doivent être positifs ce qui correspond aux N2
contraintes d'inégalités :
8(i; j)uij > 0; (6.22)
Enn, les précipitations dans chaque boite i pour i  2 (c'est à dire la somme de
la masse d'eau qui entre moins la somme de celle qui part) doivent être positives. En
eet, des précipitations positives correspondent à la possibilité d'avoir de la pluie.
De plus, ceci n'est vrai qu'à partir de la seconde boite car la première boite est en
contact avec la mer (ou le sol) qui peut donc lui donner un ux d'eau positif.
Ceci se réécrit comme N   1 contraintes d'inégalités linéaires :
8p 2 [j2; N j] Pr(p) =
X
k 6=p
ukpr(k) 
X
k 6=p
upkr(p)  0; (6.23)
où r(k) est le rapport de la masse d'eau sur la masse d'air dans la boite k. Nous
supposerons r(k) connu. Plus exactement, nous prendrons comme expression de la
pression de vapeur saturante :
es(T ) = 6; 112e(17;67T=(T+243;5));
et pour expression du rapport de mélange :
r(p; T ) = es(T )=(p  es(T )):
Le but est donc de savoir si le problème déni par les équations eq.(6.19),
eq.(6.20), eq.(6.21), eq.(6.22) et eq.(6.23) admet un domaine admissible. C'est à
dire s'il existe u qui vérie toutes ces équations. Notons (E1) ce problème.
Nous verrons dans la partie résultats que ces équations admettent en eet un do-
maine admissible et que celui-ci est relativement restreint, c'est à dire que la struc-
ture des solutions est la même quelques soient les solutions du domaine. Ainsi,
comme le domaine admissible n'est pas réduit à un point, il n'y a pas unicité de la
solution mais comme le domaine est petit les solutions sont semblables. Néanmoins,
nous verrons un critère qui nous permettra de ne retenir qu'une unique solution.
Nous avons envisagé ici un système unidimensionnel. Nous verrons dans la partie
suivante que nous pouvons aussi envisager des systèmes 2D.
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3.3 Problème explicite 2 colonnes et n colonnes.
Commençons par le système 2D le plus simple possible : 2 colonnes reliées entre
elles par des liaisons aux extrémités Fig.(6.4). Chaque colonne est traitée comme
dans la section précédente, c'est à dire que chaque boite de la première colonne peut
interagir avec toutes les autres boites de cette même colonne. De même pour la
seconde colonne. De plus, la boite 1 de la première colonne est liée à la boite 1 de
la seconde et la boite N de la première colonne est liée à la boite N de la seconde.
On dénombre donc en tout 2N(N   1) + 4 liaisons possibles.
On peut dès lors facilement ajuster les équations eq.(6.19), eq.(6.20), eq.(6.21),
eq.(6.22) et eq.(6.23) en tenant compte du fait que les boites numérotées 1 et N des
colonnes 1 et 2 sont reliées entre elles.
Figure 6.4  Modèle en boite des deux colonnes.
De la même manière on peut envisager de mettre "en parallèle" n colonnes.
3.4 Principe permettant de trouver une unique solution parmi
toutes les solutions du domaine admissible.
Le problème (E1) n'admet pas (sauf cas exceptionnel) une unique solution. Il
nous faut donc un critère permettant de n'en retenir qu'une seule. Pour un ux F
de RN(N 1) associé à u solution de E1, nous pouvons décomposer F sous la forme
suivante :
F = F== + F?; (6.24)
où F== appartient à ker(r) et F? appartient à l'orthogonal de ker(r). F== repré-
sente la partie de F qui tourne.
Ainsi il parait judicieux de choisir comme critère :
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u tel que jjF==jj soit minimal; (6.25)
où jj:jj désigne la norme euclidienne. Nous noterons ce problème le problème (E).
Si (ei) est une base orthonormée de ker(r) alors on a :
jjF==jj2 =
X
i
< F; ei >
2; (6.26)
et si Ei représente ei dans RN on obtient :
jjF==jj2 = F t(
X
i
EiE
t
i )F: (6.27)
De plus, si l'on note D = CpDiag(e) on a dès lors F = CpDiag(e)u et par
conséquent en injectant cette expression dans l'équation eq.(6.28) on obtient :
jjF==jj2 = utD(
X
i
EiE
t
i )Du: (6.28)
Le problème (E) revient donc à résoudre un problème de minimisation d'une
fonction quadratique sachant des conditions d'égalités et d'inégalités linéaires. Ceci
est donc un problème d'optimisation quadratique. Nous résolvons ce problème avec
Matlab.
4 Résultats.
Nous présentons ici les résultats obtenus, c'est à dire la solution vériant le
problème (E) pour le modèle 1 colonne puis pour le modèle 2 colonnes.
4.1 Modèle 1 colonne.
Nous nous intéressons ici à une colonne vertical située au niveau de l'Équateur.
Nous présentons les résultats des ux Fij (en Watt) dans la matrice M = (mij =
Fij) pour i et j allant de 1 à 8.
M =
0BBBBBBBBBB@
0 14 5 0 0 0 0 2110
0 0 13 11 0 0 0 0
0 0 0 18 15 6 0 0
0 0 0 0 22 31 0 0
0 0 0 0 0 26 48 0
50 0 0 0 0 0 10 0
460 0 0 0 0 0 0 0
1540 11 18 27 40 92 324 0
1CCCCCCCCCCA
(6.29)
Nous remarquons dans la matrice (eq.(6.31)) que les ux prédominants sont les
ux F18 et F81. F18 correspond à un updraft c'est à dire un courant ascendant d'air
directement de la boite 1 vers la boite 8 et F81 correspond lui à un downdraft c'est
à dire un courant d'air descendant directement de la boite 8 vers la boite 1. Il existe
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aussi d'autres ux non négligeables comme F71 et F87.
Pour ce qui est des précipitations, on trouve que toutes les précipitations pro-
viennent de la 8ème et dernière boite. De plus, en utilisant u solution du problème
(E) on trouve que les précipitations correspondent à 3:2 mètres d'eau par année ce
qui n'est pas si loin de la valeur réelle de la hauteur des précipitations en Équateur
qui vaut 2:3 mètres.
4.2 Modèle 2 colonnes.
Pour le modèle 2 colonnes nous avons pris une colonne qui se situe à l'équateur
et l'autre au pôle.
Nous présentons les résultats des ux Fij (en Watt) de la colonne 1 dans la
matrice M1 = (mij = Fij) pour i et j allant de 1 à 8. Puis nous présentons les ux
de la colonne 2 dans la matrice M2.
M1 =
0BBBBBBBBBB@
0 12 4 0 0 0 0 25335
0 0 11 8 0 0 0 0
0 0 0 19 11 6 0 0
0 0 0 0 29 22 0 0
0 0 0 0 0 51 25 0
0 0 0 0 0 0 160 0
511 0 0 0 0 0 0 0
24758 9 16 25 39 91 334 0
1CCCCCCCCCCA
(6.30)
M2 =
0BBBBBBBBBB@
0 7 12 14 46 385 5 41
10 0 1 0 0 0 0 0
43 0 0 0 0 0 0 83
0 0 0 0 0 0 0 133
133 5 14 26 0 0 0 0
178 0 13 48 138 0 0 0
0 0 0 0 0 0 0 210
0 0 0 0 0 0 215 0
1CCCCCCCCCCA
(6.31)
Enn, le ux F11!12 = 62 ; F12!11 = 112 ;F81!82 = 70 ;F82!81 = 16
Nous pouvons remarquer que les ux à l'équateur sont plus importants que les
ux qui se situent dans la colonne au pole ce qui est cohérent. Néanmoins les valeurs
des ux F1!8 et F8!1 dans la colonne 1 sont élevés par rapport aux résultats 1
colonne.
5 Discussion
Nous avons choisi dans ce chapitre d'utiliser la démarche en deux étapes suivante :
 Appliquer MEP à un modèle en boites pour déduire la distribution de tempé-
rature ainsi que la divergence des ux dans les boites et la somme des ux à
travers chaque niveau.
 Grâce à une méthode d'optimisation sous contraintes nous déterminons les ux
entre les boites. Ceci nous donne en particulier les valeurs des précipitations.
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Néanmoins on pourrait penser à une méthode alternative qui consisterait à maxi-
miser MEP sous les contraintes voulues. Cette méthode serait diérente car nous
avons implicitement considéré ici 8 boites, ce nombre de boites correspond à la der-
nière boite pour laquelle (e)8  (e)1 comme nous pouvons le voir sur la gure
Fig.(6.3). Cependant nous aurions pu considérer la totalité des boites, c'est à dire
dans notre cas 11 boites. Mais alors le domaine admissible aurait été réduit à l'en-
semble vide.
Ainsi, la prochaine étape de ce travail serait d'utiliser cette nouvelle méthode et
de la comparer aux résultats précédents.
6 Conclusion
Dans ce chapitre nous avons essayé de voir si MEP pouvait d'écrire la convection
atmosphérique. L'avantage de MEP est qu'il ne requiert pas de paramètre ajustable
et ne s'intéresse pas à la dynamique qui est dans ce type de problème extrêmement
complexe.
Nous avons démontré que MEP prédisait la présence d'updraft et de downdraft
ce qui constitue une "surprise" dans la mesure où la dynamique n'est pas prise en
compte. De plus les ux ainsi que les précipitations prédits dans le modèle 1 colonne
sont proches des valeurs réelles.
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7 Conclusion générale
7.1 Conclusion
Le premier jour lorsque je suis arrivé au laboratoire mes directeurs de thèse
m'ont posé la question suivante : Est-il possible de mieux comprendre le principe
de maximisation de production d'entropie (MEP). "Mieux comprendre" signie ici
essayer de donner une justication à ce principe, principe qui est par ailleurs souvent
contesté. "Mieux comprendre" ce principe c'est aussi délimiter son domaine de va-
lidité, lui donner un sens physique, le relier à d'autres principes existant... En eet,
MEP est utilisé sans qu'aucune justication rigoureuse n'en soit donnée. Quelques
chercheurs ont essayé de comprendre de façon théorique ce principe mais les preuves
n'étaient pas exactes et des contres exemples ont été trouvé. De plus, comme le dit R.
Goody dans [66] ainsi que A. Kleidon dans [67], pour pouvoir l'appliquer au climat
dans de multiples situations il faudrait le comprendre théoriquement de façon plus
satisfaisante. Ceci constitue l'objet principal de cette thèse : essayer de comprendre
MEP. Je ne peux pas armer que nous avons résolu totalement l'énigme MEP mais
nous avons apporté dans cette thèse quelques éléments de réponse ; je pense.
Beaucoup de chercheurs contestent le principe de maximisation de production
d'entropie car ils voient une contradiction entre ce dernier et le principe de Prigogine
qui minimise la production d'entropie. Le premier résultat de cette thèse (voir cha-
pitre 1) a été d'interpréter MEP comme un prolongement du principe de Prigogine.
En eet, nous expliquons comment MEP apparait non plus comme un maximum
mais comme un MinMax.
Par ailleurs, MEP est souvent utilisé dans des systèmes extrèmement complexes
(climat, océan, sociaux...), notre démarche (qui est nouvelle dans un certain sens)
a été de l'étudier sur des systèmes assez simples de la physique statistique pour
mieux le comprendre. C'est ainsi que dans l'Asymmetric Simple Exclusion Process
(ASEP) nous avons relié numériquement MEP à un autre principe qui est le prin-
cipe de maximisation de l'entropie de Kolmogorov-Sinaï (chapitre 2). De plus, nous
avons vu que MEP donnait des résultats physiquement cohérent dans la mesure ou
proche de l'équilibre l'état choisit par MEP est purement diusif alors que plus le
système est hors équilibre plus l'état devient convectif.
Nous avons ensuite démontré analytiquement le lien entre MEP et le principe
de maximisation de l'entropie de Kolmogorov Sinai (MKS) dans un système jouet
où les calculs se révèlent être assez commodes : le Zero Range Process (chapitre 3).
Nous discutons ce résultat en terme de coarse graining optimal.
Puis nous avons démontré que maximiser la production d'entropie revenait à
minimiser le mixing time c'est à dire le temps que le système met pour atteindre son
état stationnaire (chapitre 5). Ceci constitue un autre résultat important de cette
thèse et donne un sens physique à MEP.
Enn nous avons travaillé avec une approche plus appliquée et moins théorique
pour étudier l'application de MEP à la convection atmosphérique (chapitre 6).
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7.2 Perspectives et travaux futurs.
Ce travail ouvre sur de nombreuses perspectives :
Une des plus importantes est la généralisation du lien entre MEP et MKS dans
des systèmes dynamiques plus généraux que seuls les systèmes markoviens. Une
question naturelle est donc de savoir si l'on peut démontrer analytiquement le lien
entre MEP et MKS pour des systèmes dynamiques quelconques ?
Une autre ouverture est de comprendre les intéractions entre la production d'en-
tropie et le coarse graining. Plus précisément il serait intéressant de poursuivre
l'étude faite dans le chapitre 4 sur la nouvelle manière de coarse grainer.
Il serait aussi intéressant d'étendre la relation trouvée entre MEP et la minimisa-
tion du mixing time. Pour cela il faudrait tout d'abord dénir une notion de mixing
time pour des systèmes dynamiques généraux ce qui n'a pas encore été fait. Une
perspective intéressante serait de comparer ces résultats purement théoriques aux
simulations. On pourrait penser à utiliser un code modélisant le système climatique
terrestre, arrêter les forçages extérieurs puis les réappliquer et regarder si eective-
ment plus la production d'entropie est élevée plus le système atteint rapidement son
état stationnaire.
Enn il reste du travail concernant l'application de MEP à la convection atmo-
sphérique. Notamment la généralisation à n colonnes et l'optimisation sous contraintes
directement à partir de l'expression de la production d'entropie.
En espérant que des travaux futures nous donne les solutions à ces énigmes...
7. CONCLUSION GÉNÉRALE 103
CHAPITRE 6. APPLICATION DE MEP À LA CONVECTION
1 Annexes
Nous présentons ici l'article évoqué dans le chapitre 4 sur le modèle d'Ising hors
équilibre.
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A non equilibrium Ising model of turbulence
Davide Faranda,∗ Simon Thalabard, Martin Mihelich, Brice Saint-Michel, and Be´renge`re Dubrulle
Laboratoire SPHYNX, Service de Physique de l’Etat Condense´, DSM,
CEA Saclay, CNRS URA 2464, 91191 Gif-sur-Yvette, France
In this paper we introduce a model of interacting lattices at different resolutions driven by the 2-D
Ising dynamics with a nearest-neighbor interaction. We study this model both with tools borrowed
from equilibrium statistical mechanics as well as non-equilibrium thermodynamics. We find that this
model keeps the signature of the equilibrium phase transition. Moreover the critical temperature of
the equilibrium models correspond to the state maximizing the entropy and delimitates two out of
equilibrium regimes, one satisfying the Onsager relations for systems close to equilibrium and one
resembling convecting turbulent states. Since the model preserves the fluxes of entropy and energy
in the scale space, it seems a good candidate for parametric studies of out of equilibrium turbulent
systems.
I. INTRODUCTION
Equilibrium systems can often be described through well founded statistical mechanics methods, built up from the
classical laws of thermodynamics. In this sense, they represent an exception with respect to most systems found in
nature, that are subject to flux of matter and energy to and from other systems and/or to chemical reactions. As
such, the latter are intrinsically out-of-equilibrium and their description remains beyond the scope of present statistical
mechanics [1]. Among all out-of-equilibrium systems, we may single out those leading to (out-of-equilibrium) steady
states, the so-called NESS. These states have on average constant energy, and a natural question is how much they
differ from the equilibrium states of the corresponding ideal system (without say, forcing and dissipation). For
example, there is now strong evidence that the large scales of the steady states of 2D or quasi-2D turbulent system
can be described as equilibria states of the corresponding Euler equation [2, 3], while there is a non-zero energy or
enstrophy flux towards smaller scale, characteristic of out-of-equilibrium dynamics. On the other hand, there are
several examples of steady states of out-of-equilibrium systems that do not correspond to any equilibrium states, like
for an Ising model driven by a temperature gradient [4], or quantum open system in contact with two reservoir [5]. One
way to get some insights about why and how NESS approach their equilibrium counterpart is via the study of simple
toy model, that are well controlled and analytically tractable. The most studied case is probably the ASEP or the zero
range process on a lattice [? ], mimicking diffusion processes. This case is however not appropriate to understand the
turbulent NESS, because it does not include an essential ingredient that is the development of an energy cascade over
a wide range of scales. This was recognized by [6], who devised a dissipative forced zero range process on a Cawley
tree mimicking the hierarchy of scale. Varying a parameter characterizing the transfer scale-to-scale dynamics, they
observed a transition between a quasi-equilibrated regime and a far-from equilibrium one, with non-zero energy flux.
However, this example does not reproduce the observed turbulent case, where both the non-zero energy flux and the
equilibrium state coexist.
In the present letter, we explore a new toy model of ”turbulent systems” based on the Ising model [7, 8]. It
approximates magnetic dipole moments of atomic spins through discrete variables with Boolean-like distribution
(+1 or 1), interacting with their nearest neighbors onto a lattice. The properties of the model at the thermal
equilibrium are well established and allow for the identification of second order phase transitions in 2D [9, 10].
The idea of exploring the existence of non-equilibrium steady states (NESS) of the Ising model as a paradigm for
other phenomena hails from the work of Glauber [11], who devised one of the simplest non-equilibriumn models
mimicking the dynamics of a thermostatted system. Other modifications of the Ising model in the same spirit have
been suggested in [4, 12–16] where the addition of a temperature gradient within the lattice sets the system out
of equilibrium. However, none of these modification of the ising model so far contain the dynamics of energy or
enstrophy flux through scales. In order to take into account this feature, we propose a model of two interacting
lattices A and B at different temperatures. Lattice A is the reference one, its dynamics is iterated at the temperature
TA, then the configuration is copied to the lattice B and an iteration is performed at TB . Finally the first lattice is
updated with the changes maded on the lattice B and currents are computed as the number of spin changed within
∗Electronic address: davide.faranda@cea.fr
2FIG. 1: Schematic representation of the two lattices model. In this representation the size of LB is smaller than the one of LA.
Vertical steps are dynamical and related to the iteration of the Ising dynamics at temperature TA or TB . The horizontal steps
describe the way the operations of coarse grain and fine grain are performed.
these dynamical steps. Such a procedure allows also for checking the role of coarse graining. This is simply realized
by downgrading the resolution of lattice B of a certain factor.
In this model, we perform two different analysis. First, by using the equilibrium tools of classical statistical mechanics
we explore whether the out of equlibrium dynamics keeps trace of the phase transitions observed in the classical
equilibrium ising dynamics. Then we use no-equilibrium tools to study the thermodynamics of the system. We will
show that coarse graining effects alone introduce non equilibrium dynamics on the model and that such dynamics
depend both on the temperature gradient between the two lattices A and B but also on the temperature TA of the
fine grained grid.
The paper is organized as follows: in Section II we introduce the two lattices model. Then, in section III we study the
systems with tools of equilibrium statistical mechanics. Section ?? contains the out of equilbirum analysis. Finally,
in Section V we discuss the possible physical implications of our findings.
II. MODEL OF TWO INTERACTING LATTICES AT DIFFERENT TEMPERATURES.
We introduce a two lattices model A and B, each of them obeying the classical 2-D Ising dynamics with a nearest-
neighbor interaction on a square lattice. The two lattices are at different temperature TA and TB and may be at two
different resolutions LA and LB . This will be useful to analyse the non-equilibrium effects linked to a coarse grained
dynamics. A schematic representation of the dynamics of the model is reported in Figure 1. The figure shows that
first the lattice A is updated with a Monte Carlo step at temperature A, than, if LA 6= LB , the coarse grain operation
is performed: for each spin of the lattice at lower resolution we count the number of corresponding spins in at full
resolution and, if the majority is positive (black in the figure) we assign a positive spin to the corresponding coarse
grain position. We then perform a Monte Carlo step at the temperature TB on the lattice LB . Eventually we update
the grid LA by reversing all the spins which correspond to a change in the lattice LB .
In order to track non equilibrium effects, we have to introduce a suitable definition of a current j(t). Although there
is not an unique way to define currents, the most natural one is to compute them as the number of spins changed on
the grid A as an effect of the operations (coarse grain and Monte Carlo steps) performed on the grid B at temperature
TB .
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FIG. 2: Average magnetization 〈M¯〉 (upper panels) and first zero of the autocorrelation function C(τ) as a function of
the temperatures TA and TB . Left panel: lattice without coarse grain LA = LB = 64. Right panel: coarse grain with
LA = 64, LB = 8
In the following we will describe the properties of such system, the role of non-equilibrium effects and of the phase
transitions. We will see that there is no trivial way to completely describe the non-equilibrium effects by using
the statistical tools devised for equilibrium dynamics, but relevant quantities of equilibrium dynamics still play an
important role when the system is set out of equilibrium.
III. EQUILIBRIUM ANALYSIS AND PHASE TRANSITIONS
We explored the behavior of the systems for different temperature TA and TB and different sizes LA and LB from
L = 8 to L = 256. On this range we have found that results do not qualitatively depend on the resolution. Therefore,
in the following, we will consider two typical experiments: one where the two grids are at the same resolution but
at two different temperatures LA = LB = 64 and another one where the two grids are at different temperatures and
resolutions LA = 64 and LB = 8. For each experiments we compute the relevant quantities of the Ising dynamics on
1000 steps as described in Fig. 1. The temperature range analyzed is (TA, TB) ∈ [Tc − 1, Tc + 1].
The first thing we observe is that the system sets very quickly in a stationary state where the magnetization and the
energy fluctuate around a well defined value. It is interesting to see whether the system still displays a phase transition
at a certain temperature and how such transition depends on the coarse grain. In order to do so, for each experiment
we have computed the average magnetization 〈M¯〉, and the first zero of the autocorrelation function C(τ) of the time
series of magnetization. Both these quantities are represented in Fig. 2 for the non coarse grained experiment (left
plots) and the coarse grained experiments (right).
We first remark that the behavior of the absolute value of 〈M¯〉 (upper panels of Fig. 2) reproduces the one observed
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FIG. 3: Entropy of the configuration S vs Energy E for the coarse graining with LA = 64, LB = 8. The color scale represents
the currents j (upper panel) and the temperature TA (lower panel) . See text for an explanation.
for the classical Ising dynamics but with a higher pseudo-critical temperature Tc(TA, TB). When no coarse grain
is applied to the grid LB the picture looks symmetric with respect TA and TB . In this sense, one could define
Tc(TA, TB) by following the curve on the TA, TB plane where 〈M¯〉 changes abruptly. On the other hand, when the
resolution of LB is decreased (top right panel of the same figure), this curve does not look symmetric with respect to
TA and TB . The transition looks sharper when the temperature of the coarse grained lattice LB is varied. Our model
also respects the symmetry of the magnetization with respect to zero: we obtain with equal probability positive or
negative magnetizations.
In order to describe the phase transition we also verified that the change of the magnetization corresponds to an
effective increase of correlation among the spins by computing the first zero of C(τ), reported in the lower panels of
Fig. 2. For both the cases we observe an increase of such a quantity in a region of the (TA, TB) plane which can be
directly used to identify Tc. Such region corresponds to the one identified by tracking the sharpest variation of the
average magnetization 〈M¯〉.
Now we turn to analyze the behavior of the temperature as a function of the entropy S and the energy E. In fact, as
predicted by Onsager, if the system remains close to equilibrium, one must find: dE/dS|N = TA. The entropy used
here is the usual Shannon Entropy computed in information theory which measures the disorder of the lattice LA at
the end of the simulation:
S = −
∑
i,j
p(i, j)log2(p(i, j))
with p(i, j) the probability of observing a spin up or down at the position (i, j). The validity of such a relation can
be effectively observed in Fig. 3 where the quantities E,S, TA are plotted for three different values of N .
In the next section by considering thermodynamic quantities such as the entropy and the currents, we will perform
a basic non equilibrium analysis and understand whether such a phase transition is still relevant when the system is
set out of equilibrium.
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FIG. 4: Current j between the grid B and A, as a function of the temperature gradient ∆T = TB−TA. The colorscale represents
temperature TB . Left panel: lattice without coarse grain LA = LB = 64. Right panel: coarse grain with LA = 64, LB = 8
IV. NON-EQUILIBRIUM ANALYSIS
We start the analysis by verifying that the model proposed in this section possesses a genuine non equilibrium dynamics
and then comment on some interesting thermodynamic properties of the system. We will use the definition of currents
already described above, i.e. we define j as the number of spins changed on the lattice A after the steps performed
on lattice B. We renormalize j to include the effects of the temperature gradient only.
In Fig. 4 we present the behavior of j for the two experiments detailed before: no coarse grain on left panel and
coarse grain on the right. Colors represent the temperature TB . For the non coarse grained dynamics we immediately
see that, for each temperature - each color - TB the current j increases proportionally to ∆T . This is the signature
of the Fourier law when the system is driven out of equilibrium and the heat transfer can be considered conductive.
However, for higher temperature gradients and depending on TB this regime is broken and currents saturate at a
specific value. This happens also for the coarse grained dynamics (right panel) where such behavior is amplified and
the saturation is indeed observed at all temperatures TB .
Another important test is the existence of a maximum of the entropy production and the relation of such a maximum
with the temperatures, the currents and the conductive/convective regimes. In fact, as pointed out in [17], for other
out of equilibrium models such as the zero range process, a maximum of entropy production is clearly recognizable
and falls between this two regimes. In our model we will define the macroscopic Entropy Production σ as the product
of the fluxes by the thermodynamics forces. It is important to point out that this entropy is different from the
microscopic entropy defined above. In terms of currents and temperatures the Entropy Production is written as:
σ = j
(
1
TB
− 1
TA
)
, (1)
where j is the current. Figure 5 represents σ as a function of the currents j and it is colored according to TA (upper
panels) and TB (lower panels). We analyse first the non coarse grained dynamics (on the left panels) where maxima of
σ are observed for each curve of TB . Moreover, each curve has the maximum located at almost the same temperature
TA which roughly correspond to the critical temperature of the equilibrium Ising model Tc. Moreover, the maxima
always fall in between the conductive and convective regimes. This fact is even more evident when analyzing the
plots for the coarse grained dynamics (right panels) as the separation between these two regimes correspond to a
sharp change of σ especially at lower temperature TB . Also in this case, the location of the maximum corresponds
to the critical temperature Tc.
This latter fact is indeed relevant for two reasons: first, it points to the fact that equilibrium properties and relevant
quantities of equilibrium dynamics, e.g the critical temperature TC , still play an important role when the system is
set out of equilibrium. Second it points to a sort of thermodynamic explanation of the phenomenon of self organized
criticality widely invoked to explain the fact that many physical systems set into non equilibrium states close to their
critical temperature [18, 19]. Here the states obtained following a maximum entropy production principle coincide
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FIG. 5: Entropy production σ as a function of the currents j . Left panel: attice without coarse grain LA = LB = 64. Right
panel: coarse grain with LA = 64, LB = 8. The color scale represents TA (upper panels) and TB (lower panels).
with the ones obtained invoking the self organized criticality.
Finally, it is interesting to study the distribution of σ in the plane (TA, TB) as shown in Fig. 6. Note that the scales
of σ for the non coarse grained dynamics (left panel) is different from the one of the coarse grain simulations (right
panels). The latter shows a sharper gradient of σ with respect to the non coarse grained case. This is consistent with
what observed in Fig. 5.
The previous analysis seems to suggest that the coarse graining introduces a non smooth change of the thermodynamic
properties of the system. In order to analyse more in details such an effect we introduce a cascade of coarse grain
operations and build a model of interacting lattices in the scale space. In the numerical experiment, we start from
a full resolution of LA = 64 and halve several times the resolution. At each scale we perform a dynamic Ising step.
The intermediate resolutions considered are LB = 32, LC = 16 and LD = 8. We update the lattice LA after the
dynamical steps performed on LD.
We first verify that the entropy production is constant through the scale space. In order to do so we compare several
values of σ obtained at different change in resolutions. For example, we can compare σA→B with σB→C and σC→D
where the resolution has changed by half, σA→C with σB→D and compare all of them with σA→D where the resolution
changed by a factor 8. Results are shown in Fig. 7. One can observe that there is no substantial difference among
the entropy productions defined. This is property is therefore reminiscent of the constant flux of energy observed in
turbulence and necessary to explain the famous k−5/3 energy spectrum. However if one looks at the shape of such
curves and compare them with the ones shown in Fig. 5 several differences emerge. In the previous analysis we have
performed an abrupt coarse graining shrinking the resolution by a factor 8 in one go. Here we have gone trough
several operations where the resolution has been halved. As a result of this smoother procedure, the curves of entropy
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FIG. 7: Entropy production σ (in color scale) as a function of the currents and the change in the resolution. The color scale
represents the temperature of the lattice at the lower resolution.
production shown in figure 7 do not show a clear maximum neither the switching between convective and conductive
regimes. In order to observe the convective regime it seems therefore indispensable to change abruptly the resolution
of the system.
V. DISCUSSION
In this paper we have obtained an effective way to introduce a genuine non equilibrium Ising dynamics under a
temperature gradient field with an interaction in the scale space which reproduce some properties of turbulent systems.
Previously, other authors have investigated the possibility of building such a model by using only a one lattice
dynamics and introducing the temperature gradient within the site of the lattice. Although such a system possesses
a rich dynamics with an interesting variety of metastable and stable states, they do not allow for interaction among
different scales and presents discontinuities in the temperature fields which make difficult to test Onsager relations as
well as out of equilibrium conjectures like the existence of maxima of entropy production.
Our model satisfies such constraints by composing the dynamics of two interacting lattice at different temperatures.
This model not only respects the Fourier law dE/dS|N = T , but also features the possibility of having the second
8lattice at a coarse grained resolution, as it happens in several physical phenomena. Moreover, when comparing the
coarse grained dynamics with the one of two lattices having the same spatial resolutions, evident differences appear.
For example, the coarse grained dynamics enhance the breaking of the Fourier law (and therefore of conductive
heat transfer) introducing, at high temperature gradients, a convective behavior confirmed by the appearance of a
negative temperature in the relation . Moreover, the states in between conductive and convective behavior are the
ones maximising the entropy production and correspond to the critical temperature of the equilibrium Ising dynamics.
The convective states are a new features for the Ising dynamics and cannot be observed e.g. by adding an external
magnetic field to the system. In addition, the introduction of the temperature gradient between the two different
lattices preserves the symmetry spin up/down which is broken with the addition of magnetic fields.
Despite its relative simplicity, our model displays coexistence of quasi-equilibria states at the largest scale, with
non-zero flux at smaller scale. It therefore shows that turbulent systems may not be so exceptional, and rather be
representative of a wide class of oh-of-equilibrium systems with both spatial and scale dynamics.
An interesting outcome of our model could be the development of more realistic models of natural phenomena.
For example, several models of atmospheric convection are based on the equilibrium Ising dynamics [20, 21]. We
believe that a better representation of the convective atmospheric phenomena can be obtained by introducing the non
equilibrium phenomena described in our model through the possible modeling both conductive and convective heat
transfer. On the other hand, one can imagine that the second lattice is just some coarse grained properties of the first
one and that temperature TB maps some properties in the scale space.
Finally, the fact that the maxima of entropy production correspond to states at critical temperature for the lattice
suggests that there is a link between the maximum entropy production principle and the self organized criticality. The
latter is often invoked to explain why out of equilibrium systems settle into states close to some critical properties of
the system but without a solid physical underlying motivation. We believe that such a connection might represent a
step in solving this issue, but it needs further investigations.
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