In order to study the behavior of interior-point methods on very large-scale linear programming problems, we consider the application of such methods to continuous semi-infinite linear programming problems in both primal and dual form. By considering different discretizations of such problems we are led to a certain invariance property for (finite-dimensional) interior-point metbods. We find that while many methods are invariant, several, including all those with the currently best complexity bound, are not. We then devise natural extensions of invariant methods to the semi-infinite case. Out motivation comes from out belief that for a method to work weil on large-scale linear programming problems, it should be effective on fine discretizations of a semi-infinite problem and it should have a natural extension to the limiting semi-infinite case.
Introduction
This paper is motivated by the recent research of Ferris and Philpott [ 10, 11 ] and Powell [ 37 ] on applying interior-point methods to semi-infinite linear programming problems. The former used the dual affine-scaling method of Adler et al. [ 1 ] while the latter applied a natural generalization of Karmarkar's projective-scaling method [26] , both for problems with a finite number of unconstrained variables subject to an infinite number of inequality constraints. In addition, Christiansen and Kortanek [ 8] applied the primal affine-scaling method of Dikin [9] to a discretization of an infinite problem.
Out aim here is to discuss what interior-point algorithms can naturally be extended to the *Research supported in part by NSF, AFORS and ONR through NSF grant DMS-8920550.
0025-5610 © 1994---The Mathematical Programming Society, Inc. All rights reserved SSD10025-5610 ( 93 ) E0082-P semi-infinite setting, in the form above and its dual. Since interior-point methods are supposed to be efficient for large-scale problems, it is natural to consider the limit as one dimension --n, the number of inequality constraints --becomes infinite. We will not deal here with questions of convergence --indeed, Powell [37] shows that his generalized Karmarkar algorithm can converge to a non-optimal point. We will show that affine-scaling and projective-scaling methods can be so extended, whereas most path-following methods cannot. Finally, some of the recent (primal, dual, or primal--dual) potential-reduction methods can be applied to these problems. These methods are described, for instance, in Goldfarb and Todd [17] , Todd [45] , and den Hertog and Roos [24] ; the latter gives explicit rules for forming the search directions in dozens of interior-point methods, and we will use it extensively --see also the earlier study of Gonzaga [20] . It is of some interest that none of the methods requiring O(~nnL) iterations for a standard-form problem with n variables and integer data of bit length L can be extended to the semi-infinite setting, while many O(nL)-iteration algorithms can. We are not proposing our algorithms as practical methods of solution for semi-infinite linear programming problems; for one thing, our search directions cannot be computed analytically in most cases, only approximated. Rather, our interest is more theoretical; we seek insights into the behavior of interior-point methods for large-scale finite (-dimensional) linear programming. Other methods for semi-infinite programming are described in, e.g., Anderson and Nash We will use Greek lower-case letters for both scalars and scalar-valued functions. Operations and relations will usually be considered pointwise, so that the constraints of (SID) can be written as aTy<~ y; here aTy denotes the function on T with (aVy)(t) =a(t)Ty, and the inequality holds for all t ~ T. If SC and o-are two continuous real-valued functions on T (SC, o-~ C(T) ), we write (s c, o'):=/sc(t)o-(t) dt, « T while SCz and SCo --~ denote the functions with (scz)(t):= (SC(t)) z and (~o--1)(t).'=SC(t)/ o'(t).
We often require the slack function o-for (SID). Using the conventions above, we can then rewrite (SID) in the form
