Abstract. Maximum likelihood estimation of structural models is often viewed as computationally difficult. This impression is due to a focus on the Nested FixedPoint approach. We present a direct optimization approach to the general problem and show that it is significantly faster than the NFXP approach when applied to the canonical Zurcher bus repair model. The NFXP approach is inappropriate for estimating games since it requires finding all Nash equilibria of a game for each parameter vector considered, a generally intractable computational problem. We formulate the problem of maximum likelihood estimation of games as a constrained optimization problem that is qualitatively no more difficult to solve than standard maximum likelihood problems. The direct optimization approach is also applicable to other structural estimation methods such as methods of moments, and also allows one to use computationally intensive bootstrap methods to calculate inference. The MPEC approach is also easily implemented on software with high-level interfaces. Furthermore, all the examples in this paper were computed using only free resources available on the web.
Introduction
Structural estimation of economic models is an important technique for analyzing economic data. However, it is commonly believed that computational demands make it difficult to implement the most powerful statistical methods. For example, maximum likelihood estimation is the gold standard in estimation and Rust (1987) provided a strategy for maximum likelihood estimation of single-agent dynamic programming models, an approach he dubbed finding all Nash equilibria of a game for each parameter vector considered 2 . In contrast, the MPEC approach just solves a constrained optimization problem that is qualitatively no more difficult to solve than standard maximum likelihood problems, since the key problem in both cases is the possibility of multiple local maxima. In fact, we illustrate in a figure that even if the NFXP approach is feasible for estimating a game, the likelihood function will often be ill-behaved, even discontinuous, if there are multiple equilibria, whereas the presence of multiplicity of equilibria has no impact on the smoothness of the optimization problem solved by the MPEC approach.
In many ways, the MPEC approach is not new since it builds on ideas and methods that have been developed and analyzed in the statistics and econometrics literatures. In particular, all of the examples below are constrained estimation problems of the kind exposited in Aitchison and Silvey (1958) , Silvey (1970) , Gallant and Holly (1980) , Wolak (1987 Wolak ( , 1989 , and Gallant and Tauchen (1989) 3 . However, the current econometric literature seems to dismisses this approach as computationally infeasible. We argue in this paper that the constrained optimization approach is quite feasible if one uses standard methods in the mathematical programming literature.
Many readers, particularly practitioners and graduate students, will have practical questions about using the MPEC approach, such as "Do I have to learn Fortran or C?", "Is my laptop powerful enough?", and "Will these computations slow down my YouTube browsing?". Our implementation of the MPEC approach in this paper demonstrates the low cost of implementing these ideas 4 . Applying NFXP typically involves writing a computer program using Gauss, Matlab, or some other commercial product, and executing the program on a researcher's computer. The financial costs of the software and hardware often limits what a researcher can do. Even if one has a very good desktop or laptop, it is still is just one computer and he does not want to devote it to these computations for extended periods of time. If one has a good commercial package, it will generally have just one solver that is probably not using state-of-the-art algorithms and possibly not one well-suited for his problem. In this paper, we take a very different approach. All of the computations performed in this paper were done using AMPL (Fourer, Gay and Kernighan (2003) ), a modeling language, and NEOS Server (Gropp and Moré (1997) , Czyzyk, Mesnier, Moré (1998), and Dolan et al. (2002) ), a free internet service which gives the user access to several state-of-the-art solvers and allows him to use other people's computers. All one needs for the computations in this paper is a text editor and access to the internet. Furthermore, 2 See Judd and Schmedders (2006) for a case where finding all solutions is feasible and a general discussion of the relevant mathematics. 3 We thank Ron Gallant for pointing to us the constrained estimation literature 4 In particular, the answers to the questions are clearly "No", "YES", and "No".
NEOS Server allows users to simultaneously submit multiple jobs to several computers at no cost. Therefore, the MPEC approach as implemented in this paper allows one to compute statistically efficient estimators using other people's software and hardware for free.
There is currently much concern about the computational burdens of structural estimation. The basic idea in this paper is that the best approach to reduce these computational burdens is to solve the key numerical tasks with methods and software developed by computational scientists and mathematicians, and commonly used by scientists and engineers.
The mathematical theory behind the numerical methods we use proves that these methods are far better in terms of the rates of convergence. Our examples demonstrate this superiority for well-known examples. Furthermore, our use of standard software and hardware available to anyone for free to compute efficient estimates show that these methods will make structural models accessible to a larger set of researchers.
Current Optimization Methods in Econometrics
Optimization is used heavily in econometrics but there is a large gulf between current practice in econometrics and the methods discussed in the mathematical programming literature. In this section we discuss the differences and highlight the critical mathematical details.
The econometrics literature contains much pessimism regarding full information maximum likelihood estimation of structural models. Estimating structural models can be computationally difficult. For example, dynamic discrete choice models are commonly estimated using the nested fixed point algorithm (see Rust (1994) ). This requires solving a dynamic programming problem thousands of times during estimation and numerically minimizing a nonlinear likelihood function.....
[S]ome recent research ... proposes computationally simple estimators for structural models including auctions, demand in differentiated product markets, dynamic discrete choice and dynamic games.
The estimators ... use a two-step approach. In the first step, one flexibly estimates a reduced form for agents' behavior consistent with the underlying structural model. In the second step, the one recovers the structural parameters, by plugging the first-step estimates into the model.....The two-step estimators can have drawbacks. First, there can be a loss of efficiency. The parameters estimated in the second step will depend on a nonparametric first step. If this first step is imprecise, the second step will be poorly estimated. Second, stronger assumptions about unobserved state variables may be required. In a dynamic discrete choice model, accounting for unobserved heterogeneity by using random effects or even a serially correlated, unobserved state variable may be possible using a nested fixed point approach. However, two-step approaches are computationally light, often require minimal parametric assumptions and are likely to make structural models accessible to a larger set of researchers.
The prevailing pessimism about structural estimation is particularly strong when it comes to the discussion of games. Models with multiple equilibria do not have a unique reduced form and this incompleteness may pose practical and theoretical problems in the estimation of structural parameters. In particular, maximum likelihood and other extremum estimators require that we obtain all the equilibria for every trial value of the parameters. This can be infeasible even for simple models.
They make this more precise with the following discussion:
Define the following pseudo likelihood function:
where P is an arbitrary vector of players' choice probabilities. We call this function a pseudo likelihood because the choice probabilities are not necessarily equilibrium probabilities associated with θ, but just best responses to an arbitrary vector P . Consider first the hypothetical case of a model with a unique equilibrium for each possible value of θ ∈ Θ. Then, the maximum likelihood estimator (MLE) of θ 0 can be defined from the following constrained multinomial f (θ, y) subject to y = g (θ, y) .
(
The NFXP is a nonlinear substitution of variables method. If we define Y (θ) implicitly in
, then this problem reduces to the unconstrained problem
If Y (θ) is a smooth function then this unconstrained optimization problem can be solved by standard unconstrained optimization methods. In NFXP, Y (θ) is computed numerically for each value of θ if Y (θ) cannot be computed in closed form. The frequent computation of Y (θ) is the potential weakness.
PML (pseudo-maximum likelihood) is essentially a Gauss-Seidel method. Suppose that 5 Rust (2000, Section 3.1, pp. 17) also describes the Zurcher bus repair problem as a constrained optimization problem. On this point, there is no disagreement. Therefore, the entire issue is how to best solve the constrained optimization problems that arise in structural estimation.
you have a guess for y, say y i . Then the next guesses for y and θ are given by
The advantage of a Gauss-Seidel method is that one just evaluates the expression g(θ i+1 , y i )
at each iteration instead of solving y = g(θ i+1 , y) for y i+1 , but the disadvantage is the fact that Gauss-Seidel methods have at best linear convergence. More problematic is the fact that it is difficult to prove convergence, even local, of a Gauss-Seidel method for solving nonlinear equations.
In contrast, the constrained optimization methods we will use below are quadratically convergent since they are based on Newton's method. We describe the basic ideas behind most constrained optimization methods below. Suppose that you want to solve the constrained optimization problem (1) . The first step is to define the Lagrangian
, and then write down the first-order conditions
The next step is to apply Newton's method to solve the first-order conditions (4). This approach can be much faster than either Gauss-Seidel or nonlinear elimination of variables since Newton's method is quadratically convergent and the constraint y − g (θ, y) = 0 only needs to be satisfied exactly at the solution (θ * , y * ). By combining Newton's method with a variety of other techniques, the mathematical programming literature of the past 40 years has developed algorithms that are far more efficient and robust than both nonlinear elimination of variables and nonlinear Gauss-Seidel methods 6 .
Second, it is not true that "evaluations for different P imply a huge cost when the dimension of the state space is large because this matrix needs to be inverted each time. "
Inverting large matrices is expensive, however linear equation solvers never invert a matrix.
Instead, they compute an LU decomposition and then use backsolving to compute the 6 The mathematical programming literature has never considered nonlinear elimination of variables a serious option. The same is true of Gauss-Seidel methods. In very large problems, Gauss-Seidel iterative methods are often used to solve the linear equations that define a Newton step, but these iterative methods for linear problems are generally reliable, and the Newton character still implies quadratic convergence for the overall algorithm.
For sufficiently large problems, some nonlinear elimination of variables may be necessary due to space limitations. The definition of "large" depends, of course, on the available hardware. Currently, "large" means more than hundred million unknowns, a size not common in economics.
solution. Moreover, these Jacobians are often sparse, in which case large linear systems are solvable even though inversions are infeasible.
Third, Aguirregabiria and Mira (2007) also appear to worry about the cost of computing δΨ/δP . The use of derivatives is an important feature in Newton's method. In fact, much of the computing time is devoted to obtaining first-order derivatives, such as gradients and Jacobians, and second-order derivatives, such as Hessians. While the computation time for derivatives was a concern in the past, the development of automatic differentiation has eliminated this as a serious problem.
We illustrate this with a function familiar to economists. Suppose that we want to compute both the value of f (x, y, z) = (x α + y α + z α ) γ and its gradient f = (f x , f y , f z ).
One way is to just analytically derive the derivatives and evaluate them separately. This is typically called symbolic differentiation. In this case we would evaluate the three functions
of which is more costly to compute than the original function. The Hessian becomes much worse. For example, the cross-partial f xy (x, y, z) is
which is even more complicated than gradient elements. Furthermore, the Hessian contains nine elements of such second-order derivatives. Economists and econometric software typically resort to finite differences to compute derivatives. The time required for finite difference methods for a Hessian is proportional to the size of the Hessian matrix, n 2 , making it intractable to compute the Hessian if n is large and Ψ is not trivial to compute.
If we instead compute the analytic gradient and Hessians efficiently, the cost will be much lower. The key insight is that by using the chain rule of differentiation, the analytic computation of gradients and Hessians can take advantage of algebraic relations among individual terms. We now use f to illustrate the basic ideas. First, we compute the
Note that this computation produces values for the individual terms x α , y α , z α , x α + y α + z α , as well as (x α + y α + z α ) γ . As we compute f (x, y, z), we store these values for later use. With these values in hand, the computation of f x = (x α + y α + z α ) γ−1 γαx α−1 , needs only 2 divisions and 3 multiplications. This is because x α , x α + y α + z α , and (x α + y α + z α ) γ are known from the f (x, y, z) computation, and f x = (x α + y α + z α ) γ /(x α + y α + z α ) * γ * α * x α /x just involves 3 extra multiplications and 2 extra divisions. Note also how we have used division to compute the necessary exponentiations. In general, if one knows f , f , and f a , then (f a ) = a * f a * f /f . This has the extra advantage of using division to compute an exponentiation, a replacement producing considerable time savings on many computers.
When we move to the other derivatives, we are able to realize even more economies of scale. Since (x α + y α + z α ) γ−1 γα is a common factor among the partial derivatives, we only need one more multiplication and one more division to compute f y , and similarly for f z . Hence f can be computed at a marginal cost of 4 divisions and 5 multiplications.
In contrast, the finite difference method uses 12 exponentiations, 3 divisions, and 9 addition/subtractions. The savings increase as we move to higher dimensions, since the marginal cost of computing a derivative is one multiplication and one division. The following is the pseudocode which efficiently computes f and f .
This is just one example of how careful attention to the form of a function can improve the efficiency of derivative computation. Another example would be the exploitation of separability in any f (x, y, z) of the form f 1 (x) + f 2 (y) + f 3 (z). The savings are even greater when we consider computing the Hessian, which can make use of the computations already performed for the gradient as well as the many algebraic relations among the second derivatives. It is also clear that the savings relative to finite difference methods increase as we examine larger problems.
The ideas behind efficiently computing derivatives can be extended for arbitrary functions. The key insight is that by using the chain rule of differentiation, we can build a sequence of simple operations that take advantage of algebraic relations among individual terms to arrive at efficient ways to compute derivatives. The study of methods to exploit these relations and create efficient differentiation code is called automatic differentiation.
Arguing against using symbolic and automatic differentiation are the considerable costs of doing the algebra. Many functions are difficult to differentiate. Finite difference methods avoid any errors that may arise from human differentiation of the objective. Even if one could reliably compute derivatives, much of the savings of automatic differentiation comes from recognizing common terms across derivatives, another process that challenges human algebraic abilities. Fortunately we can now take out much of the human error. Derivative computations can be done by symbolic software; in fact much of that software was created to do just this sort of computation. Some symbolic software, such as Maple and Macsyma, can form Fortran and C code which computes the function, its gradient, and Hessian and, furthermore, recognize common terms. This makes it easy to exploit the economies of computation which are available through the analytical computation of gradients and
Hessians.
The extensive literature on automatic differentiation formalizes these ideas and their application to real problems. While these methods are potentially very useful, we will not develop them in this paper. Kalaba et al. (1983) and Tesfatsion (1991) are early examples of these methods. These ideas have been systematized in the automatic differentiation literature, which is reviewed in Griewank and Corliss (1991) and Berz et al. (1996) and incorporated into many software packages and optimization modeling language, such as AMPL and GAMS.
Fourth, while the Hessians may be large in terms of the number of elements, they are not really large if most entries are zero. Sparse Jacobians and Hessians occur very often in economic models, and computations involving these matrices automatically ignore the zero elements.
Of course, Aguirregabiria and Mira (2007) are correct in thinking that computing Jacobians and inverting matrices could be impediments to a constrained optimization approach, as would be the case if one were using finite differences and not exploiting any sparseness.
But these considerations are not important today; in fact, sparse matrix methods were included in early releases of MINOS (Murtagh and Saunders (1977 ) over 20 years ago. Their assertion that a constrained optimization approach "can be impractical if the dimension is relatively large" is vacuously true since any numerical method becomes impractical if the dimension becomes large such as would be the case if P had 10 9 dimensions. However, this observation is relevant only if the constrained optimization approach is impractical at sizes for which their alternative is practical. They chose to offer no evidence on that point.
Aguirregabiria and Mira (2007) continue their discussion on estimating games with multiple equilibria 7 :
An important complication in the estimation of dynamic games is that for some values of the structural parameters the model can have multiple equilibria.
With multiple equilibria the restriction P = Ψ(θ, P ) does not define a unique vector P but a set of vectors. In this case, the MLE can be defined as:
7 Implicit in this discussion is that the problem is formulated in such a way that a maximum likelihood estimation procedure is valid even when there are multiple solutions to the Nash equilibrium equations. The example we present is one such case.
This estimator can be shown to be consistent, asymptotically normal and efficient. However, in practice, this estimator can be extremely difficult to implement. Notice that for each trial value of θ we have to compute all the vectors P which are an equilibrium associated with θ and then select the one with maximum value for Q M (θ, P ). Finding all the Markov Perfect equilibria of a dynamic game can be very difficult even for relatively simple models (see McKelvey and McLennan, 1996) . Note also that with multiple equilibria the number of evaluations of Ψ for different values of P increases very importantly. These problems motivate the pseudo likelihood estimators we develop in the following subsections.
While the mathematical literature supports Aguirregabiria and Mira (2007) in their assessment of the tractability of computing all equilibria of a game, this does not imply that we should dismiss constrained optimization methods. In particular, their key assertion that the "we have to compute all the vectors P which are an equilibrium associated with θ" is contradicted by the constrained optimization literature.
Another reason why the pessisism about maximum likelihood estimation is not wellfounded is that it appears to be based on the presumption that econometricians are limited While the negative portrayals of numerical optimization commonly seen in economics are false, there is always the possibility that economics problems have unique features that make possible ad hoc methods superior to standard numerical optimization methods. It is impossible to argue that standard numerical optimization methods will always do better than some ad hoc method which takes advantage of some special structure. However, we
show below that standard numerical optimization methods, without any tweaking, can solve problems similar to those that have appeared in the economics literature and do so faster than methods that incorporate special features of underlying economic models. These examples will serve two purposes: first, to show that standard numerical optimization methods are practical and efficient, and second, to describe the critical features of economic models that will make these methods applicable.
MPEC Approach to Estimation
We first formulate the general MPEC method. Suppose that an economic model is described by parameters θ, and that in equilibrium the observable economic variables, X, are random variables from a distribution parameterized by both θ and a finite vector σ. One example is a dynamic programming problem where θ are the parameters for costs, benefits, laws of motion, and stochastic shocks, and where σ is the policy function of a decisionmaker in an environment describe by the structural parameters θ. In general, σ will depend on θ through a set of equilibrium conditions such as first-order conditions, market balance conditions, etc., which are expressed in the system of equations 8 denoted by
This approach often fits into a variety of mathematical categories, such as bilevel optimization, inverse optimal problems, inverse parameter identification problems (Ferris and Tin-Loi (2001) and Pang and Tin-Loi (2001)), mathematical programs with equilibrium constraints (MPEC), or mathematical programs with complementarity constraints (MPCC).
We refer readers to Facchinei and Pang (2003) , Lou, Pang and Ralph (1996) and the references therein. We have chosen to use the term MPEC because it is a good fit for the ideas in this paper and in future generalizations.
If we denote the likelihood of a data set, X, conditional on parameter θ by L (θ; X) ,
with the consistency requirement between θ and σ described in (5) being implicitly taken into account. This approach disguises many critical details by not explicitly expressing the dependence of L on σ. In many ways, σ is more directly related to the likelihood than some components of θ. For example, in a life-cycle problem, the likelihood of an observation depends on the consumption and labor decisions, not on, for example, the elasticity of labor supply which could be a component of θ. Elasticities affect likelihood only indirectly through their impact on decision rules.
To capture these details, we construct an augmented likelihood function 9 , L (θ, σ; X), which explicitly expresses the dependence of the likelihood on σ. This function makes 8 In this paper, we stay with the simpler case where equilibrium is defined by a set of equations. More generally, equilibrium will be a system of complementarity constraints; see Facchinei and Pang (2003) , and Luo, Pang and Ralph (1996) . That case is mathematically more challenging due to failures of constraint qualifications. However, those difficulties can be addressed by methods developed in the MPEC literature. 9 We thank Peter Rossi for suggesting this term. We like this term since it describes the key idea and clearly distinguishes it from other adaptations of the likelihood approach, such as pseudo-maximum likelihood.
no requirement that θ and σ are consistent with the equilibrium conditions of the economic model. For example, in a life-cycle model, the policy function σ together with the components of θ related to exogenous shock processes defines a stochastic process for the observables. A stochastic process is well-defined even if σ and θ are not consistent with
equilibrium. An augmented likelihood function allows us to treat σ and θ independently when we compute the likelihood.
When we compute the maximum likelihood estimate for θ we want the σ we compute to be consistent with θ. This is achieved by imposing the equilibrium conditions (5). Therefore, maximum likelihood estimation is the constrained optimization problem
The two formulations, (6) and (7), are mathematically equivalent. Let Σ (θ) be the set of all σ such that G (θ, σ) = 0; Σ is implicitly defined by
Then the likelihood and augmented likelihood functions satisfy
This equivalence also shows that the augmented likelihood function is a more fundamental expression of the problem since one can define L in terms of L and Σ, but not vice versa.
This is a very general formulation. The MPEC approach does not require that equilibrium be defined as a solution to a fixed-point equation. We do not need to specify an algorithm for computing σ = Σ (θ); it is doubtful that we could do better than a good solver. Gauss-Jacobi or Gauss-Seidel methods are often used in economics even though they are at best linearly convergent, whereas good solvers are at least superlinearly convergent locally (if not much better) and have better global convergence properties than GJ and GS typically do. Using a direct optimization approach allows one to take advantage of the best available methods and software from the mathematical programming literature.
One advantage of the MPEC approach is obvious: our augmented likelihood function, L (θ, σ; X), uses only single-valued functions! When Σ (θ) is multivalued, L (θ; X) is multivalued and the maximum likelihood optimization problem is difficult to solve if not intractable.
The other obvious point is that there is nothing unique about the likelihood function as an objective. The MPEC approach could be applied using any loss (or gain) function, such as least squares, weighted GMM, simulated maximum likelihood, etc., as the objective. The sections below will present a variety of applications of the MPEC approach. The solution to the maximum likelihood problem is the one with the highest value. There are many obvious advantages to the MPEC approach. First, nothing is discontinuous unless the constraints or likelihood function are. Therefore, the MPEC approach does not introduce discontinuities and nondifferentiabilities that are not part of the structure of the problem.
The NFXP enforce equilibrium at each (θ, σ) examined, implying that each iterate must lie on the equilibrium manifold. In contrast, standard optimization algorithms do not enforce feasibility at each iterate. This is one reason why they are usually much faster than methods that do enforce feasibility. This extra degree of freedom is made clear in Figure 2 where the feasible points are distinct from infeasible points. Wolak (1987) analyzes problems with both equality and inequality constraints. Since this piece of the MPEC approach is standard statistics, we do not spend time discussing it nor do we implement these methods.
Instead, we use boostrap methods to construct standard errors. If it is not feasible to compute the estimate once, then bootstrap methods are also not feasible since they resolve the same problem many times. This infeasibility is particularly true if the maximum likelihood problem has multiple local maxima. In that case, one cannot just use the initial estimate as the only initial guess, but instead must resolve the analysis of each synthetic data set many times from significantly different initial guesses. Hence, using M resamplings will take M times as much time to compute as it took to compute the point estimate. This displays another advantage of the MPEC approach since it allows one to use bootstrap estimates of the standard error and avoid the finite sample bias that may arise with standard asymptotic methods.
MPEC Applied to a Simple Demand Example
We first apply the basic idea to a familiar example. Suppose that you have data on demand, q, and price p, but that demand is observed with error ε. Hence, true demand is q − ε.
Suppose that you assume a parametric form for the utility function u (c; β) where β is a vector of parameters. Economic theory says that u c (c; β) = u c (q − ε; β) = p, providing a structural relation that can be used to estimate β.
Consider first the way you were taught how to do this. For example, you might assume a functional form for demand, such as
In this case, you were told to compute the demand function
which in turn implies that the i'th data point satisfies
for some ε i . To estimate β, you were told to minimize the sum of squared errors, as in i=1
The closed-form demand function approach has severe limitations. For example, suppose you wanted to examine the utility function
which is as reasonable a utility function as the quadratic utility function. The problem is that the first-order condition implies The demand function is just another way of representing the same information, but is often difficult, if not impossible, to express in a compact and efficient manner. It is unnecessary as well as absurd to limit yourself to the few special cases for which there are closed-form solutions to express the demand function, or any other function that arises.
The proper way to proceed is to realize that all you want to do in least squares estimation is to find the errors that are smallest in terms of their sum of squares but can be consistent with the critical structural equation. For our consumption demand model, this is the problem min
In the case of the quadratic utility function, this reduces to
and in the case of the degree-six utility function, the problem becomes
where the third set of constraints on (β, γ, δ) impose concavity on the estimated utility function.
Even when you can solve for the demand function, it is not clear you want to. Consider the case
The demand function is one of the four solutions to the quartic polynomial in the first-order condition, where the four solutions are
where
To compute demand, one needs to compute all four solutions and then pick the one that makes economic sense, such as being a positive real number, satisfying the second-order optimality condition, and being globally optimal.
Since the demand function involves many floating point operations, some of which, such as roots, are expensive to compute, it is much slower to compute than the firstorder conditions. Also, the least-squares problem is much more nonlinear when we use the explicit demand function, involving cube and square roots, than the simper polynomial terms that arise in the constrained optimization approach. Mathematically, the MPEC approach includes the standard approach. Suppose there is a closed form solution for demand, D (p, β), with parameters β. In this case, one way to implement the MPEC method is to solve min
where the constraints c i = D (p i , β) are just algebraically altered versions of u c (c i ; β) = p i .
Which version is better depends on practical issues such as cpu time and the amount of nonlinearity. Therefore, the real task is writing the constrained optimization problem in a manner that minimizes the total computational burden given the finite speed and precision of computers.
These simple examples show that the habit of restricting models to cases with closedform solutions is unnecessary. There is no reason for economists to impose this burden on themselves instead of writing down the models they really want to analyze and solving them.
MPEC applied to Zurcher
We apply the MPEC method to the bus repair model analyzed in Rust (1994) . We use the Rust model since it is often used to exposit the ideas of maximum likelihood estimation of dynamic models and to evaluate alternative methods.
The bus repair problem considers the decisions faced by a repairman, Harold Zurcher, who must decide whether to perform extensive repairs on a bus when it comes into the bus barn and return it to excellent shape, or to implement less costly activities. The state variable is x, the accumulated mileage since the last engine replacement. Let c (xθ c ) be the expected operating costs per period at mileage x, where θ c is a vector of parameters of the cost function. The operating costs are the sum of observed maintenance, fuel, and insurance costs and unobserved loss costs (by the econometrician) due to unexpected bus breakdowns; hence, θ c is to be estimated from the observations of when regular maintenance is performed. Let RC denote the expected replacement cost to install a new engine net of any scrap value of the old engine. Rust assumes that the mileage travelled by a bus during one month is exponentially distributed with parameters θ p , independent of mileages driven in previous months. In each period, a bus arrives in state x and Zurcher decides between (i) "normal maintenance" which incurs operating costs c(x, θ c ), and (ii) replace the bus engine, with an expected replacement cost RC and incurring operating costs c(0, θ c ) for a bus with a new engine. Zurcher chooses a replacement policy to minimize the total expected discounted costs.
The data is the time series (x i t , d i t ) T t=1 , i = 1, . . . , M , where x i t is state of bus i examined in period t and d i t is the replacement decision made for that bus, where d i t = 1 if the engine is replaced and d i t = 0 otherwise. The data set may also merge data from different busses. The objective is to find the parameter values that maximize the likelihood of that data. In particular, given (x i t , d i t ) T t=1 , i = 1, . . . , M , we want to infer the unknown parameter vector θ = (θ c , RC, θ p ) by maximizing the likelihood function
where P (d|x, θ), the probability of choosing decision d given the state x and parameter vectors θ, is given by the multinomial formula
The expected value function EV (x, d) in (13) is the unique fixed point to the contraction mapping
We refer readers to Rust (1994) for detailed derivation on these equations.
We want estimate the unknown parameter vector θ = (θ c , RC, θ p ) by solving the constrained optimization problem
This is not possible since EV is a function on the real line IR, implying that the constraint is a functional equation. Therefore, we need to approximate the expected value function EV in a finite-dimensional manner. We take the same approach as in Rust and discretize the state space. Let N be the number of states for x, and Z the set of states. This approach requires that the data also live on the same finite grid. Therefore, the data is transformed,
replacing each x i t with the nearest value in Z, which we denotex i t . Hence, the computational approximation solves We submitted the problem, coded in AMPL, to the SNOPT solver via NEOS. The computer used was an ordinary desktop computer.
We first estimate three parameters as in Rust. Rust estimated the Markov transition parameters in a first stage and then used those probabilities in his NFXP estimation of the remaining parameters. We report the results in Table 1 .
A statistically more efficient approach is to estimate all parameters, including the Markov transition parameters, in one maximum likelihood estimation procedure since deci-
sions help reveal what Zurcher knows about the probabilities. We report the results of five parameter estimates in Table 2 .
A variety of points are clear. First, the problems are solved quickly, usually around a second and requiring significantly more time only with the larger data sets and the finer grid in the dynamic programming approximation.
Second, notice how the estimates differ as we refine the approximation of the dynamic programming problem. The true state space is continuous. We discretize the state space as did Rust, but we examine a variety of discretizations. The cases where we used 1000
states are ten times as fine in their discretizations as in Rust. It appears that coarser discretizations produce nontrivial errors in the estimated parameters.
We also want to compare the speeds with those reported in Rust. This comparison of speed cannot rely on clock time since different computers have different capabilities, particularly when they are of such different vintages. The key measure of time is the number of times the objective functions and constraints need to be computed. We see that very few evaluations are necessary, even when estimating five parameters. In NFXP, solving one dynamic programming problem would require dozens of evaluations of the Bellman equations (our constraints). Due to the use of finite differences for derivatives, each outer iteration requires solving four dynamic programming problems and evaluating the likelihood four times when estimating three parameters. These details all depend on the starting guess.
We initially assumed that the value function is zero. If NFXP used that starting guess, our MPEC method finishes the whole problem before NFXP has solved even one dynamic programming problem! All methods benefit from good initial guesses. The key fact is that NFXP solves many dynamic programming problems, whereas the MPEC method uses far fewer evaluations of the likelihood and the Bellman equations since it solves only one dynamic programming problem.
Parametric Bootstrap.
Statistical inference relies on the computation of a standard error. Above we described how one could compute the Hessian of the likelihood function at the point estimate. Some prefer bootstrap methods for computing standard errors. Boostrapping may seem difficult for the MPEC method since we would need to resolve the estimation problem many times. We show that this is not a problem.
We use a parametric bootstrap method (Efron and Tibshirani (1993)) for our example;
that is, we took the solution to the policy function implied by our point estimate and used it to generate several synthetic data samples of the same size as our original problem. This gives us some idea about precision of these estimates. The computational burden of a resampling approach would be the same since the key feature of bootstrap estimates is to repeat the estimation on several "similar" sets of data.
We should note that our application of bootstrap methods to the Zurcher bus model may not be statistically valid. The point of our example is to emphasize that computational burden is not a barrier to using bootstrap methods for this model, and to generally point out that one way to use the increased speed of MPEC methods is to apply inference methods that are not computationally tractable when using NFXP methods.
We generated 20 data sets of 1000 points. We kept the number of new samples small for the purposes of this exercise. The computational demands scale linearly, so the time is increased by a factor of ten if one wanted to use 200 synthetic samples. Each data set takes the point estimates for the parameters, computes the implied decision rule, and simulates the data process. We then estimated the five parameters using 1001 grid points in the dynamic programming approximation.
The results are displayed in Table 3 where we report the standard errors generated by the bootstrap, and the computational costs. Note that the running times were all similar for the various data sets, indicating that the cost of the bootstrap method is relatively predictable and proportional to number of synthetic samples. We should note that that the standard errors we report are probably not statistically valid since many data sets produced corner solutions to the cost function parameters due to the monotonicity and convexity conditions we imposed. While the statistical results may not be correct, this example does make the point that bootstrap methods are more feasible when used in conjunction with an MPEC estimation approach.
Comparisons with NFXP.
We next compare NFXP with the MPEC approach in several dimensions. We first consider the general differences, and then discuss the differences between how Rust implemented NFXP and how we implemented the MPEC approach. If the equilibrium equations are sparse, as is true with the Zurcher dynamic programming problem and many other problems, then little time is saving from substituting out variables. Actually, it is often easier to solve large optimization problems! Substituting out m variables from n squeezes all the nonlinearities of those m dimensions into the remaining n − m dimensions and can easily create a highly nonlinear objective. In optimization, it is nonlinearity, not dimensionality, that makes a problem difficult.
The second kind of advantage of MPEC is the far greater flexibility and ease in implementation. Software implementations are much easier since it makes derivatives much easier to compute, and allows for the direct application of methods that produce efficient analytic derivatives. This would be very difficult to do in NFXP, leaving NFXP to rely on the inferior and inefficient finite difference derivatives. Also, this approach encourages one to experiment with many solvers to find the best one.
Comparison with Rust's Implementation of NFXP. Some of the reason for
our superior results is that we use different software than Rust does. Also, the running times he reports cannot be compared to ours since computer technology has significantly improved. However, some comparisons can be made that are independent of technology.
We next run through the points made in Rust (1987) about the advantages of Gauss, and compare his Gauss implementation of NFXP with our AMPL implementation of MPEC.
Ease of use. Rust used Gauss "because: 1. the GAUSS language is a high-level symbolic language which enables a nearly 1:1 translation of mathematical formulae into computer code. Matrix operations of GAUSS replace cumbersome do-loops of FORTRAN.
GAUSS has built-in linear algebra routines, no links to Lapack needed"
MPEC: AMPL is just as easy to use. All solvers include linear algebra routines in Lapack. AMPL does not have matrix notation, but its summation notation for matrices and tensors is more flexible than a matrix language.
Vectorization. Rust: "Efficient use of GAUSS requires the user to "vectorize" a program in a manner very similar to efficient vectorization on large-scale vector supercomputers."
MPEC: All vectorization is done automatically in AMPL. The user just expresses the problem using a modeling language with a user-friendly syntax. No need to think about vectorization.
Optimization Method. Rust: Outer iteration uses BHHH for a while then switches to BFGS, where the user chooses the switch point.
MPEC: The algorithms contained in the solvers of the past 30 years are far superior to these methods. They are faster, and do not require user intervention regarding any switching points.
Derivatives. Rust: "The NFXP software computes the likelihood and its derivatives numerically in a subroutine. This implies that we can numerically compute the likelihood and its derivatives for each trial value encountered in the course of the process of maximizing.
In order to do this, we need a very efficient and accurate algorithm for computing the fixed point."
MPEC: We use true analytic derivatives. This is done automatically by AMPL, and is done efficiently using ideas from automatic differentiation. The MPEC approach could be implemented in Gauss using the CML module. However, the CML module does numerical derivatives (unless the user provides derivatives) and uses only one algorithm. The big advantages of AMPL are its implementation of automatic differentiation and it giving us access almost all of the state-of-the art solvers.
Some of the features used in our implementation of the MPEC approach could be implemented in NFXP. For example, one could use the version of Newton's method used in our MPEC implementation to reliably and rapidly solve the dynamic programming problem solved at each stage in NFXP. However, no implementation of NFXP can avoid the problem of resolving the dynamic programming problem at each guess of θ. This feature of NFXP makes it particularly inappropriate for application to games, a topic to which we next turn.
The MPEC Approach to games
NFXP cannot be used to estimate data from games except for very special cases. Suppose that the game has parameters θ representing payoffs, probabilities, and whatever else is not observed directly by the econometrician. Let σ denote the equilibrium strategy given θ.
Suppose that σ is an equilibrium if and only if
for some function G. 10 Suppose that the augmented likelihood function of a data set X is L (θ, σ; X). Therefore, the maximum likelihood estimator is the solution to
For each θ, NFXP requires one to find all the σ ∈ Σ (θ) that solve G (θ, σ), compute the likelihood at each σ ∈ Σ (θ), and report the maximum. Finding all equilibria is an intractable problem unless one has special structure. Also, the resulting likelihood function will often be discontinuous if there are multiple equilibria, and possibly nondifferentiable even at points of continuity. Both of these problems will create difficulties for the outer loop in NFXP.
Aguirregabiria and Mira (2007) propose an alternative approach to this problem using their pseudo maximum likelihood (PML) approach. However, the Gauss-Seidel nature of their iteration produces convergence problems. Therefore, their Monte Carlo examples only looked at equilibria that were stable under Best Reply (BR) iteration. Their use of a selection criterion limits the range of equilibria. In fact, there are trivial examples of games with a unique equilibrium but where BR iteration is unstable.
In contrast, for MPEC, the augmented likelihood function is a smooth function of the parameters θ and the strategies σ, and the smooth constraints define a set of points in θ − σ space. The result is a standard constrained optimization problem. MPEC just sends the problem to good optimization solvers. There is no need for assuming that the data comes from a particular kind of equilibrium. Multiplicity of equilibria will not create discontinuities or lack of differentiability in the MPEC approach. Multiple equilibria may 10 In more general settings, equilibrium is defined by complementarity constraints.
produce multiple local solutions, but that is a standard problem in maximum likelihood estimation, and would also be a problem for the NFXP approach.
We are not saying that solving this problem is easy. Of course, it will be more difficult and costly as the size and complexity of the game increases. The key advantage is that this approach is often just a conventional optimization problem with continuous objective and constraint functions. In contrast, the NFXP approach is impossible to implement for all but the simplest games.
6.
1. An Example of Games with Multiple Equilibria. We illustrate these points with a simple example. Consider a Bertrand pricing game between two firms in several cities, where each city is one of four types. There are two products, x and y, two firms with firm x (y) producing good x (y), and three types of customers. We assume that the equilibrium is the same in each city of the same type. Let p xi (p yi ) be the price of good x (y) in a type i city. We use Dx j to denote the demands for product x by customer type j(= 1, 2, 3) and similarly for Dy j Type 1 customers only want good x, and have a linear demand curve:
Type 3 customers only want good y, and have a linear demand curve:
Type 2 customers want some of both goods. Let n i be the number of type 2 customers in a type i city. We assume that the two goods are imperfect substitutes for type 2 customers with a constant elasticity of substitution between the two goods and a constant elasticity of demand for a composite good. This implies the demand functions
where σ is the elasticity of substitution between x and y, and γ is the elasticity of demand for a composite good. Total demand for good x (y) in a type i city is given by
Let m be the unit cost of production for each firm. Revenue for good x in a type i city,
; R y is similarly defined. Let M R x be marginal profits for good x; similarly for M R y . The equations for M R x and M R y are
Equilibrium prices satisfy the system
Our example will assume that the four markets differ only in terms of population, n i .
The other parameters are common across markets; we assume they are σ = 3; γ = 2; m = 1; A = 50.
Given these parameter values, the marginal revenue functions are
The key economic fact in our example is that each firm has two kinds of strategies it can follow. The niche strategy is to charge a high price and sell mainly to the relatively small number of customers that want only its good. The mass market strategy chooses a low price so that many of the type 2 customers will buy its product as well as the competing firm's product. The mass market customers will buy some of each, but the composition of their purchases is significantly price sensitive. Each firm has to choose between a high margin and low sales, or a low margin and high sales.
We choose the type 2 customer population in the four cities to be (n 1 , n 2 , n 3 , n 4 ) = (1500, 2500, 3000, 4000). For each city, we solve for the solutions to the above first-order conditions and check their second-order conditions. We also check global optimality for each firm in each potential equilibria. After performing all the necessary checks, we find that the equilibrium is unique for type 1 and 4 cities: The unique equilibrium in type 1 cities is for both firms to choose a niche strategy, whereas the unique equilibrium in type 4 cities is for both to pursue a mass market strategy. This is all very intuitive since the mass market is small in type 1 cities but large in type 4 cities.
The situation is more complex for type 2 and type 3 cities. The same procedure showed that there are two equilibria in type 2 cities and type 3 cities. In these equilibria, one firm chooses a niche strategy while the other chooses a mass market strategy. More precisely, the equilibria are: Essentially, the mass markets in type 2 and type 3 cities are large enough to attract one firm, but not large enough to attract the other firm.
We assume the econometrician observes price data for 4K cities, with K cities of each type; the data is denoted by P = (p k x,i , p k y,i ) k=1,..,K i=1,2,3,4 . We also assume that the same equilibrium is played in each city of a particular type; that is, each price p k x,i in type k markets equals some common equilibrium price, p x,i , plus some market-specific error, ε k x,i , and similarly for good y. Suppose that we want to estimate the unknown structural parameters (σ, γ, A, m) as well as equilibrium prices implied by the data in all four cities. To make the problem nonsingular, we assume that each observed price, p k y,i , is contains measurement error; hence,
We want to maximize the likelihood function subject to the requirement that our estimates of the type-specific equilibrium prices, (p xi , p yi ) 4 i=1 , and our estimates of the structural parameters, (σ, γ, A, m), satisfy the first-order conditions (18) . Because the firm's problems are not concave, we also need to worry about global optimality. The constrained optimization formulation for this price game is
This is an example of a semi-infinite programming problem. We do not want to invoke the complexities of that approach here. Therefore, we will adopt the sampling approach to solving semi-infinite problems, and just require that the equilibrium prices (p xi , p yi ) satisfy a finite number of global optimality conditions on a pre-specified grid of J alternative prices,
The constrained optimization formulation for this price game now becomes
For illustration purpose, we assume that in this example the true parameter values are (σ, γ, A, m) = (3, 2, 50, 1), and that the city types are (n 1 , n 2 , n 3 , n 4 ) = (1500, 2500, 3000, 4000).
We assume that the equilibria in the four city types are We used a normally distributed measurement error ε ∼ N (0, 50) to simulate price data for 40,000 cities, with 10,000 cities of each type (K = 10,000).
We study three different cases by varying the number of structural parameters to be estimated. We code the constrained optimization problem in AMPL and submit it to the KNITRO (interior point option) solver via NEOS. We choose KNITRO to show that interior point methods could also be used for the constrained optimization approach to estimation. 11
In Case 1, we estimate only two parameters, σ and γ and fix A x = A y = 50 and m x = m y = 1 at the true parameter values. In Case 2, we estimate all six structural parameters but we also impose the symmetry constraints on the two firms: A x = A y and m x = m y . In Case 3, we estimate all six structural parameters without imposing the symmetry constraints.
Since the estimation problem for this price game is not a convex program, we perform a multi-start procedure with 25 different starting points and choose the solutions with the lowest object value as our final solution.
The estimated structural parameters and the implied equilibrium prices are reported in Table 4 . The results clearly show that in each of the three cases, the estimated parameters are very accurate compared to the true values. Although there are multiple equilibrium prices in this pricing game, the implied equilibrium prices from our solutions correctly identify the equilibrium strategy played by the two firms in the data generating process.
The implied equilibrium prices are also very close to the true equilibrium prices. The 
The MPEC approach and the Method of Moments
There are many estimation methods that employ iterative methods of essentially a GaussJacobi and Gauss-Seidel fashion to compute estimates. In general, computational efficiency could be substantially improved by pursuing a constrained optimization approach utilizing far more sophisticated methods. Moment-based estimators are examples where this approach could be applied. We display the advantage of the MPEC approach for a method of moments estimator using the bus example above.
Suppose that θ are unknown structural parameters, σ are decision rules and other endogenous variables, that G (θ, σ) = 0 expresses equilibrium conditions, and that M (θ, σ) 11 There are several more solvers that could be applied. In general, our impression is that SQP solvers such as SNOPT, Filter, KNITRO-SQP, and interior point solvers such as KNITRO-IP and IPOPT, will be reliable.
is a vector of moments implied by endogenous variables σ and parameters θ. As with the augmented likelihood function, we do not assume that σ and θ together satisfy the equilibrium conditions when we write M (θ, σ). Let M (X) be the corresponding data moments.
Then the moment estimator can be found by solving min (θ,σ)
M (θ, σ) − M (X) 2 subject to G (θ, σ) = 0.
Moment estimators are useful even in contexts where we want to use maximum likelihood estimation. For example, the range of values for θ for which the log likelihood function is defined could be fairly narrow and difficult to find, making maximum likelihood estimation impractical. Moment-based estimation is more robust and not subject to this difficulty.
We apply the method of moments to the bus example in Section 5.1. For notational simplicity, we only consider the case with one bus. We first compute various moments of the data. Let (x t , d t ) T t=1 be the vector of mileage and decision. In our example, we compute the data moment vector We next need to compute the moments predicted by the structural parameters θ. Let Π denote the transition matrix from state (x, d) to (x , d ). Π will depend on the expected value function EV and structural parameters θ. Let Π = H(θ, EV ) denote that functional relation. This is an appropriate expression for the relation between Π and (θ, EV ) since H is a direct computation once we fix θ and EV . Let p = (p x,d ) x∈Z,d∈{0,1} denote the stationary distribution (which will be unique since all ergodic states communicate). Therefore, p and and similarly for the other moments.
We are now ready to express the MPEC approach to moments estimation for the bus model. The objective function is the weighted squared differences between the data moments and the model moments moments, one could just define a procedure (subroutine) which takes a parameter vector, decision rules, and a fixed sequence of random draws and computes the implied moments.
Despite the simplicity of this example, it does show that moment estimators can be implemented within the MPEC framework.
Computational Notes
The examples we have used to exposit the key idea are all infinitesimal relative to the optimization problems that are commonly solved. The computers we used were all desktop computers with a single processor. These problems can easily take advantage of the multiple processor environments used in high-power and high-throughput computing environments.
The software we used is aimed at solving problems of moderate to large size. There are other methods that can be used to solve huge problems. Therefore, the small size and limited nature of our examples cannot be read as indications of size limits to the numerical optimization approach to solving structural estimation problems.
Our dynamic programming example discretized the state space. Such discretizations are impractical in many interesting problems. It is preferable to approximate value functions with linear combinations of basis functions, as is done in Judd (1992) . In that case, the constraints become the projection conditions that solve the dynamic problem. The mathematical programming methods then become similar to a variety of problems currently solved in the engineering and science literatures, such as PDE constrained optimization.
Conclusion
Maximum likelihood estimation, as well as other methods like methods of moments, indirect inference, partial identification, and calibration are often just constrained optimization problems. Standard theorems in mathematical programming argue that nonlinear programming approaches can be applied directly to those problems, contradicting the pervasive pessimism in the econometrics literature. Our examples show that this theoretical superiority appears in many familiar econometric contexts. This is valuable for estimation purposes since many of the "computationally light" alternatives, such as two-step methods, are not asymptotically efficient. The fact that we used numerical software that can be easily obtained and commonly used in other fields and most basic hardware available today, clearly demonstrates that the MPEC approach cannot be dismissed and could be very useful in many contexts. The bottom figure is the top-down view of the top figure.
