AbstractÐHigh-performance multiprocessor workstations are becoming increasingly popular. Since many of the workloads running on these machines are operating-system intensive, we are interested in exploring the types of support for the operating system that the memory hierarchy of these machines should provide. In this paper, we evaluate a comprehensive set of hardware and software supports that minimize the performance losses for the operating system in a sophisticated cache hierarchy. These supports, selected from recent papers, are code layout optimization, guarded sequential instruction prefetching, instruction stream buffers, support for block operations, support for coherence activity, and software data prefetching. We evaluate these supports under a simulated environment. We show that they have a largely complementary impact and that, when combined, speed up the operating system by an average of 40 percent. Finally, a cost-performance comparison of these schemes suggests that the most cost-effective ones are code layout optimization and block operation support, while the least cost-effective one is software data prefetching.
INTRODUCTION
H IGH-PERFORMANCE multiprocessor workstations are becoming increasingly popular. These machines have very fast processors that put heavy stress on the memory subsystem. As a result, to deliver high performance, these machines are equipped with sophisticated cache hierarchies that intercept most processor requests.
These multiprocessors often run workloads that involve a considerable use of the operating system. Examples of such workloads are large multiprogrammed mixes or commercial applications such as databases and multimedia codes. Given the importance of good cache performance in these machines, it is therefore necessary to ensure that the operating system uses the cache hierarchy effectively. This gives rise to an interesting question: What hardware and software support for the operating system should be provided by the memory hierarchy of these machines?
Unfortunately, previous work in the literature does not target this question directly or completely. A large group of researchers have examined the cache performance of the operating system without focusing much on evaluating optimizations [1] , [2] , [6] , [7] , [11] , [12] , [16] , [17] , [19] . There is some work specifically focused on evaluating code optimizations for the operating system (for example, [18] , [20] , [21] ). However, it examines only part of the problem, for example, minimizing instruction cache misses with code layout optimization. The combined effect of all the optimizations proposed is unknown, especially for very advanced multiprocessor memory hierarchies. Finally, there is other work proposing optimizations to enhance the cache performance of applications (for example, [9] , [10] , [19] ), but it is not clear how to apply the results to the operating system itself.
The goal of this paper is to perform a simulationbased, cost-effectiveness evaluation of a comprehensive set of hardware and software supports for the operating system to exploit sophisticated multiprocessor memory hierarchies. We start by classifying the operating system cache misses. Then, we select from recent papers a comprehensive set of hardware and software supports to minimize these misses. These supports are code layout optimization, guarded sequential instruction prefetching, instruction stream buffers, support for block operations, support for coherence activity, and software data prefetching. We estimate the relative cost-effectiveness of these supports under a uniform environment.
Our results show that these schemes tend to complement each other and that, when combined, speed up the operating system by an average of 40 percent. The most cost-effective schemes are code layout optimization and support for block operations, while the least cost-effective one is software data prefetching.
The rest of this paper is organized as follows: Section 2 discusses the simulation-based experimental setup used; Section 3 gives insight into how an operating system uses the memory hierarchy; Section 4 discusses and evaluates the different optimization schemes considered; and Section 5 compares the relative cost-effectiveness of the schemes.
This work is based on a simulation analysis of complete address traces from a multiprocessor machine. In this section, we briefly discuss the hardware and software setup that we use, the workloads that we trace, and the architecture that we simulate.
Hardware and Software Setup
We gather the traces from a 4-processor bus-based Alliant FX/8 multiprocessor. The operating system running on the machine is Alliant's Concentrix 3.0. Concentrix is multithreaded, symmetric, and based on Unix BSD 4.2. We use a hardware performance monitor that gathers uninterrupted traces of application and operating system in real time [3] . The performance monitor has one probe connected to each of the four processors. The probes collect all the references issued by the processors except those that hit in the perprocessor 16-Kbyte primary instruction caches. Each probe has a trace buffer that stores over one million references. When one of the four trace buffers nears filling, it sends a nonmaskable interrupt to all processors. Upon receiving the interrupt, all processors halt in less than 10 machine instructions. Then, a workstation connected to the performance monitor reads the trace and processes it on-the-fly. Once the buffers have been emptied, processors are restarted via another hardware interrupt. Using this approach, we can trace an unbounded continuous stretch of the workload.
To perform our analysis, we need to collect the addresses of all instruction and data references issued by the processors. However, the performance monitor cannot capture instruction accesses that hit in the primary cache. To get around this problem, we annotate every single basic block in the operating system and application codes. Specifically, we add to each basic block a single machine instruction that causes a data read from a unique address [8] . When the basic block is executed, the read is issued. The performance monitor captures these accesses and can then interpret their addresses according to an agreed-upon protocol. With this instrumentation, we can completely reconstruct the path that each process followed in the execution. More details can be found in [8] .
This instrumentation increases the dynamic size of the code by about 30 percent on average. Consequently, when we perform the trace simulations, we ªcompactº the instruction addresses to their original value as if the extra load instructions were not there. This eliminates any address distortion. In addition, we also need to ensure that we are not perturbing the execution of the operating system noticeably with the bigger code size. In particular, we need to ensure that there is no significant increase in page faulting activity. For this reason, we compare the relative frequency of execution of the operating system routines with and without this instrumentation. We find that there is no noticeable difference. More details can be found in [8] .
Workloads
In our experiments, we perform four tracing sessions, each with a different load in the system. Each day-long session corresponds to about 15 seconds of real time. The loads are as follows:
TRFD_4 is a mix of four runs of a hand-parallelized version of the TRFD Perfect Club code [5] . Each program runs with four processes. The code is composed of matrix multiplies and data interchanges. It is highly parallel yet synchronization intensive. The most important operating system activities present are page fault handling, process scheduling, cross-processor interrupts, processor synchronization, and other multiprocessor management functions.
TRFD+Make is a mix of one copy of the hand-parallelized TRFD and a set of runs of the second phase of the C compiler, which generates assembly code given the preprocessed C code. We run four compilations, each on a directory of 22 C files. The file size is about 60 C lines on average. This workload has a mix of parallel and serial applications that force frequent changes of regime in the machine and frequent cross-processor interrupts. There is also substantial memory management activity.
ARC2D+Fsck is a mix of four copies of ARC2D and one copy of Fsck. ARC2D is another hand-parallelized Perfect Club code. It is a 2D fluid dynamics code that runs with four processes. It causes operating system activity like the one caused by TRFD. Fsck is a file system consistency check and repair utility. We run it on one whole file system. It contains a wider variety of operating system I/O code than Make.
Shell is a shell script containing a number of popular shell commands including find, ls, finger, time, who, rsh, and cp. The shell script creates a heavy multiprogrammed load by placing 21 programs at a time in the background. This workload executes a variety of system calls that involve context switching, scheduler activity, virtual memory management, process creation and termination, and I/Oand network-related activity.
The decomposition of the execution time of these workloads into user, idle, and operating system time is shown in the last few rows of Table 1 . From the table, we can see that the operating system accounts for 42-55 percent of the total execution time.
Architecture Simulated
We simulate a multiprocessor workstation with four processors cycling at 500 MHz. Each processor has three on-chip caches: two 8-Kbyte direct-mapped primary caches (one for instructions and one for data) and a 128-Kbyte 4-way set-associative unified secondary cache. Each processor module also has a 2-Mbyte direct-mapped off-chip tertiary cache. The line sizes in all caches are 32 bytes. The primary data caches are write-through, while the secondary and tertiary caches are write back. There is one 8-entry deep, cache-line wide write buffer between the primary data cache and the secondary cache, between the secondary and the tertiary cache, and between the tertiary cache and memory. Read accesses bypass the writes stored in the write buffers. We use the Illinois cache coherence protocol under release consistency for coherence. The bus is 8-byte wide, cycles at 100 MHz, and has split transactions.
The memory hierarchy timings in processor cycles and without any resource contention are as follows: A hit in the primary cache is serviced in one cycle, while a hit in the secondary cache is serviced in six cycles. If the secondary cache misses, the request reaches the tertiary cache 10 cycles after the processor issued the request. Then, six cycles are needed to check the tag. If there is a hit, 12 cycles are needed to refill the secondary cache and a further six cycles are required to provide the requested word to the processor. Overall, therefore, the whole round trip access to the tertiary cache takes 34 cycles. Of course, the access is pipelined.
If, after checking the tertiary cache tags, we detect a miss, 12 cycles are needed to reach the memory. This time includes the bus arbitration and the actual request transfer in the bus. Then, the memory is accessed. We simplistically model the memory as a fixed, nonpipelined latency of 30 cycles or 60 ns. After that, the line transfer through the bus and into the tertiary cache takes 32 cycles. As indicated above, at this point we need 12 plus six additional cycles for the data to reach the processor. Overall, the complete pipelined round trip access to the memory takes 108 cycles. Resource contention can add extra cycles.
The architecture is simulated cycle by cycle. Both instruction and data accesses of both applications and operating system are modeled. Contention is fully modeled. This architecture, which we call Base, will be modified later.
The processor model that we use in our simulations is a simple one. We use direct execution of the applications and model a single-issue processor with blocking reads. Writes are nonblocking. All instructions take one cycle. We use this model because simulating a complex out-of-order superscalar processor for long programs takes a long time. Unfortunately, the use of such a simplistic processor model necessarily introduces errors in the results. Consequently, we correct the results according to the analyses by Pai et al. [13] and Ranganathan et al. [15] .
Pai et al. [13] discuss how to correct the simulations of a simple processor like the one we use (Simple) to approximate the results of a simulation of a 4-issue, dynamicallyscheduled superscalar with nonblocking reads, speculative execution, register renaming, and a 64-entry instruction window (ILP). The first issue involves the number of cache misses. They found that the miss factor, which is defined as the number of L1 misses in Simple over the number of L1 misses in ILP, is usually close to 1. Moreover, this is especially the case for applications that have a poor overlap among read misses. Symbolic codes like the operating system, where processors read linked lists and often use complex data structures with indirections, tend to fall under this category. Consequently, we will use the number of misses found with the single-issue processor as a good approximation of those with ILP.
The second issue is the execution time. Pai et al. [13] found that the best approximation to the execution time of ILP is the execution time of what they call Simple.4xP.1cL1. Simple.4xP.1cL1 is a system that includes Simple processor running with a frequency four times higher and, that keeps the absolute latencies of the differnt levels of the cache hierarchy unchanged. The exception is the primary cache and write buffer access times, which are sped up 4 times. Consequently, the execution time data that we present corresponds to Simple.4xP.1cL1. In any case, according to [13] , Simple.4xP.1cL1 tends to be conservative in terms of the relative fraction of the execution time that the processor is stalled waiting for the memory system.
The final issue is the relative effect of prefetching in Simple and ILP. This issue is addressed by Ranganathan et al. [15] . They show that the absolute number of prefetches that are on time (completely hide the latency of a miss) or are a bit late (partially hide it) is approximately the same in Simple and ILP. Consequently, we will use the number of misses partially or totally hidden by prefetches in the single-issue processor as a good indication of the number of misses partially or totally hidden by prefetches in ILP. For the execution time, we will use the same correction as in the previous paragraph. To propose effective support for the operating system, we start by examining how it uses the memory hierarchy.
How the Operating System Uses the Memory Hierarchy
To gain insight into how the operating system uses the memory hierarchy, Table 1 classifies the types of read misses in the operating system. The misses are classified according to the different levels of the memory hierarchy. The notation used is as follows: M1 is the number of operating system reads that miss in the primary cache and hit in the secondary cache; M2 is the operating system reads that miss in the secondary cache and hit in the tertiary cache; and M3 is the operating system reads that miss in the tertiary cache. Consequently, the total number of operating system reads that miss in the primary cache is M1 + M2 + M3. In the table, we separate the instruction and the data components of these misses by adding an I or a D suffix to the notation. For example, M2.I is the instruction component of the M2 misses. The table also shows the fraction of the execution time spent in the user, operating system, and idle modes. Finally, the table shows the fraction of the operating system time that the processor is stalled due to accesses to the memory hierarchy.
The miss data suggests how the operating system uses the memory hierarchy. In primary caches, there are about twice as many instruction misses ((M1 + M2 + M3).I = 64.9 percent on average) as data misses ((M1 + M2 + M3).D = 35.1 percent on average). However, as we move to secondary and tertiary caches, data misses become more frequent than instruction misses. For example, M3.I is 4.1 percent on average, while M3.D is 6.7 percent on average. The reason for this behavior is that, while instructions have a smaller working set than data, they suffer severe conflicts in small direct-mapped primary caches. For the larger caches, instructions tend to fit in the cache. For example, for the 2-Mbyte tertiary cache, the roughly 1-Mbyte kernel code suffers mostly cold misses. Data, instead, does not suffer as much self-interference as the instructions in the primary cache. However, it suffers some coherence and even conflict misses in the large tertiary caches. The presence of coherence misses can be deduced from the relatively small M2.D compared to M3.D.
The table shows that these workloads spend a good fraction of their time inside the operating system. In addition, the table shows that a significant fraction of the operating system time is spent waiting for the memory hierarchy. The goal of Section 4 will be to reduce this stall time.
It is not possible to deduce from our data the exact composition of this operating system stall time. However, we can gain some insights if we assume for a moment that each type of operating system read miss in Table 1 contributes to the operating system stall time with an amount that is proportional to its no-contention latency time. In that case, we would see the importance of the stall time due to off-chip cache misses. This is not obvious from the number of misses: off-chip misses ((M2 + M3).I + (M2 + M3).D) are only 17.2 percent of the misses. However, since off-chip misses have long latencies, under our assumption, about three quarters of the operating system stall time would come from off-chip accesses. Overall, therefore, it is crucial to reduce the number of off-chip misses.
Furthermore, if we use the same assumption, the stall due to data misses is larger than the stall due to instruction misses. Again, this is due to the larger contribution of the off-chip stall time. For the data stream, the estimated offchip stall time is much larger than the on-chip stall time. Even for the instruction stream, the estimated on-chip stall time accounts for only about one third of the total stall time. Overall, therefore, to reduce the processor stall time in the operating system due to memory accesses, we will largely focus on techniques that eliminate off-chip misses.
Why Do These Misses Occur?
To understand why the operating system exercises the memory hierarchy in this way, we examine address traces of the operating system. In the following, we discuss the instruction and data access patterns observed. A more detailed discussion can be found in [18] , [20] .
Instruction Access Patterns
It is well-known that the instruction access patterns in the operating system are different from those in typical scientific applications. In the operating system, tight loops account for a relatively small fraction of the execution time. A close examination of operating system instruction traces reveals that they often contain repeated sequences of hundreds of instructions, which we call instruction sequences. An instruction sequence may span several routines and is not part of any obvious loop. Instruction sequences are the result of operating system functions that entail a series of fairly deterministic operations with little loop activity. Examples of popular sequences are the first stages of handling a page fault, processing an interrupt, or servicing a system call, or the core routines involved in context switching.
A large fraction of the references and misses in the operating system occur in a set of frequently executed instruction sequences. These instruction sequences involve interrupt handling, page fault handling, system call handling, and context switching, among other things. As a result, although the size of the operating system code is roughly 1 Mbyte, a large fraction of it is rarely executed. For example, our workloads only exercise 18 percent of the code.
For small primary caches like the ones considered, over 90 percent of the operating system misses are due to selfinterference. Much of this self-interference is caused by these frequently-executed instruction sequences. Furthermore, interference with the application accounts for relatively little. Consequently, we can quite effectively optimize the operating system code independently of the application. To understand how to do it, we examine three types of locality, namely spatial, temporal, and loop locality.
Spatial Locality. Instruction sequences should be an obvious means of exploiting spatial locality. Unfortunately, the basic blocks in an instruction sequence rarely are laid out in contiguous memory locations. Instead, they are mixed up with many other seldom-executed basic blocks that are bypassed by conditional branches almost always taken. These seldom-executed basic blocks appear all over the code because the operating system has to handle all possible situations. As a result, the operating system code has low spatial locality.
Such code suffers more cold misses than necessary. More importantly, it is vulnerable to frequent conflict misses. For example, when two basic blocks in a popular instruction sequence conflict for the same cache location, we will have conflict misses on every invocation of the sequence. Our measurements indicate that, in the small direct-mapped primary caches considered, many of the misses are conflicts within instruction sequences. These conflict misses may also propagate to the secondary cache.
To eliminate these misses, we need to position the basic blocks of an instruction sequence in contiguous memory locations. This would seem to be difficult given that an instruction sequence often spans several routines. Fortunately, many of the operating system routines have very few calling points. Specifically, about 75 percent of the static instances of routines have only one calling point. Consequently, it is possible to bring caller and callee routines together in a manner similar to inlining.
Temporal Locality. Temporal locality can be exploited in two parts of the operating system code, namely small hot routines and popular instruction sequences. The former are a few routines that are invoked much more frequently than the rest. In addition, they tend to have a very small size, especially if we consider only their frequently executed sections. Examples of such routines are those that perform lock handling, timer counter management, state save and restore in context switches and exceptions, TLB entry invalidation, and block zeroing. Unfortunately, between two consecutive invocations of one of these popular routines, the operating system tends to execute much loopless code and, therefore, displaces the routine from the cache. To exploit temporal locality, we need to ensure that the most important basic blocks of these hot routines remain in the cache at all times.
Multiple popular instruction sequences can also provide a means of exploiting temporal locality. Indeed, sequences like the interrupt handler, page fault handler, and the context switching code have a high execution frequency and displace each other from the cache. To exploit temporal locality and, therefore, reduce the number of misses, these sequences should be placed in memory so that they do not overlap each other in the primary cache.
Loop Locality. Loop locality is the combined effect of spatial locality and temporal locality in loops. Loops fall into two categories, depending on whether or not they call routines. Loops that do not call routines have a small weight. Indeed, they account for only 29-39 percent of all dynamic instructions in the operating system compared to 96 percent in ARC2D. Furthermore, they often execute few iterations per invocation (six or fewer). Loops that call routines, on the other hand, execute complex operations, often spanning several routines. Consider, for instance, the loop that is executed when a process dies and the memory that it allocated has to be freed up. The operating system loops over all the page table entries of the process, performing many checks and complex operations in each case. These loops also have very few iterations per invocation. Their size, however, including the size of the routines that they call, is huge.
To exploit loop locality, we need to place each loop in memory so that no two instructions in the loop or in the routines that it calls conflict with each other in the cache. If this is possible, misses will be limited to the first iteration of the loop.
Data Access Patterns
Data access patterns are generally more complicated than instruction ones. In our operating system, there are about 1,500 global variables, of which about 55 percent are dynamically allocated. In addition, there is a large number of stack variables. Overall, there are many cold and conflict misses spread all over the kernel data. Since there are no obvious miss patterns, we classify the misses into those that occur while the operating system is executing block operations, those that are due to coherence activity, and those that are due to random conflicts.
Block Operations. Block operations include block copying and block zeroing and account for about 40 percent of the operating system read misses in the primary data cache. Block operations cause four overheads: stall due to read misses while reading the source block, stall due to write buffer overflow while writing the destination block, stall due to future misses on data that is displaced from the cache during the block operation, and, finally, the overhead of the instructions executed during the operation.
Block operations have several characteristics. First, large blocks, like those that use a whole 4-Kbyte page, tend to wipe large contiguous sections of the smaller caches and create many misses. In addition, block operations cause interference misses with the instructions in unified secondary and tertiary caches. Finally, large fractions of the blocks are often not reused after the block operation. For example, only a small fraction of the stack page tends to be accessed after it is copied in a process fork. Similarly, while the operating system initializes all the lines in a user page from the BSS section, the application program may not access most of the variables in the page for a long while or ever.
Coherence Activity. Coherence misses induced by data sharing account for about 10 percent of the operating system read misses in the primary data cache. In the operating system considered, there are several sources of coherence activity. The first one is synchronization variables. These include barriers, often used to synchronize the different processors before scheduling a parallel program, and locks, like those associated with accounting, physical memory allocation, job scheduling, and the high resolution timer. Other sources of coherence activity are counter variables that can be privatized, variables that suffer false sharing, and variables that are truly frequently shared. Examples of the latter are pointers in the system resource table, which point to the processes that use a given resource. All these sources of coherence misses need to be addressed.
Random Conflict Misses. Frequently accessed dynamic kernel data structures like the kernel stack or the u area suffer many misses. The u or user area is a region of the operating system that contains some important per-process state. These misses are caused by conflicts with other data structures. However, for a given data structure, there is no single other data structure that causes most of the conflicts. Instead, the conflicts are caused by many other data structures. As a result, data relocation is not a reasonable scheme; a more general scheme is necessary.
HARDWARE AND SOFTWARE SUPPORT FOR THE OPERATING SYSTEM
Based on all these insights and the body of published literature, we now evaluate comprehensive hardware and software supports for the operating system to exploit multiprocessor memory hierarchies better. We select a set of supports that have been proposed separately elsewhere [10] , [18] , [20] , [21] and that target the problems identified. These supports are code layout optimization, guarded sequential instruction prefetching, instruction stream buffers, support for block operations, support for coherence activity, and software data prefetching. In this section, we evaluate and compare them under a uniform environment, combining them in a single system. In the next section, we examine trade-offs among them.
Code Layout Optimization by the Compiler
The first support that we consider is optimizing the layout of the code in memory to expose spatial and temporal locality [14] , [18] . We do not attempt to expose loop locality because it is too difficult to exploit effectively. The main goal of this optimization, which we call Lopt, is to reduce the stall due to conflicts in the primary instruction cache (Table 2 ). In addition, it will also eliminate some cold misses in the secondary and tertiary caches because, by packing data in cache lines better, cache lines are used more effectively. Secondary and tertiary caches are too large for the instructions to suffer many conflict misses.
To expose spatial and temporal locality, we profile the code to determine the frequency and sequence of basic block execution. Then, we identify seeds, which are basic blocks that start sets of instruction sequences. Seeds are usually operating system entry points. Starting from seeds, we then use a greedy algorithm to build the instruction sequences. Given a basic block, the algorithm follows the most frequently executed path out of it. This implies visiting the routine called by the basic block or, if there is no subroutine call, following the highest-probability path out of the basic block. We stop when all the successor basic blocks have already been visited, or they have an execution count smaller than a threshold (ExecThresh), or all the outgoing paths have less than a certain probability of being followed (BranchThresh). When we have to stop, we start again from the seed looking for the next acceptable basic block.
In the algorithm, we have a loop that repeatedly selects a pair of values for ExecThresh and BranchThresh, generates the several resulting instruction sequences for each of the seeds, and places them in contiguous memory locations so that spatial locality is exposed. In each iteration of this loop, we lower the values of ExecThresh and BranchThresh, therefore capturing more and more rarely executed segments of code for all the seeds. The overall result is that we place the code in memory in segments of decreasing frequency of execution. As a result, popular sequences are placed close to other equally popular ones and, therefore, cannot conflict with them in the cache. As indicated in Section 3.2.1, this effect exposes temporal locality.
To exploit temporal locality in small hot routines, we assign the most popular basic blocks of them to a small contiguous range of memory locations called the SelfConfFree area. The SelfConfFree area does not conflict in the cache with other important parts of the operating system code because we place only seldom-executed code in memory locations that can conflict with it in the primary cache.
The effect of this optimization is shown in Fig. 1 . The figure shows, for each workload, the number of operating system read misses in the primary cache for different environments. At this point, we consider only the Base and Lopt bars. Base corresponds to the unoptimized machine and is normalized to 1, while Lopt is Base plus the code layout optimization. In the figure, each bar is broken down into misses in the primary caches that hit in the secondary cache (M1), misses in the secondary cache that hit in the tertiary cache (M2), and misses in the tertiary cache (M3). The figure shows that Lopt delivers a significant reduction of misses (7-33 percent). As expected from Table 2 , the large majority of the misses eliminated belong to the M1 category. The number of misses in the two largest caches changes little.
To gain insight into how these changes translate into execution time variations, we examine Fig. 2 . The figure shows, for each workload, the estimated execution time of the operating system for the same environments as in the previous figure. In each workload, the bars are normalized to Base. Each bar is broken down into the estimated busy time (Busy), the stall time while a block DMA occurs (Blk_DMA, to be described later), and the stall time due to memory accesses (Memory). Busy includes synchronization time.
From the figure, we can see that this optimization removes a good fraction of the Memory stall time. The resulting speedup, however, is not as large as the reduction in misses in Fig. 1 would initially suggest. The reason is that most of the eliminated misses belong to the relatively inexpensive class of primary cache misses satisfied by the secondary caches. Only a few of the more expensive M2 and M3 misses are eliminated. The results are consistent with what we expected in Table 2 . Overall, the operating system runs about 10 percent faster on average. Table 3 repeats the data in Figs. 1 and 2 , breaking down the instruction and data miss contributions. For space reasons, the table shows only the average of the four workloads. Table 3 shows that after Lopt is applied, M1.I, M2.I, and M3.I are still large. The on-chip cache misses that remain tend to be spread out along the code in a somewhat uniform manner and are hard to eliminate. Similarly, some off-chip instruction misses remain and are likely to cause a significant amount of stall time. Therefore, we now try to hide the latency of these two types of misses with an onchip and an off-chip prefetching scheme.
Hardware Instruction Prefetching

Guarded Sequential Instruction Prefetching
Guarded sequential instruction prefetching [21] is an onchip hardware prefetching scheme designed to be combined with the code layout optimization described above. In the previous section, we saw that the code is organized in instruction sequences and then laid out in memory. Once a processor starts executing an instruction sequence, it is very Fig. 1 . Number of operating system read misses in the primary caches for several different environments. In each workload, the bars are normalized to Base. The impact of the optimizations is presented in a cumulative manner. likely that it will continue executing it until the end of the sequence. At that point, the processor is likely to branch off. Consequently, we can encode one bit in the last instruction of each sequence and set the bit to 1. This bit is called the Guard Bit. When a processor starts executing an instruction sequence, the prefetcher will race ahead prefetching in sequence all the memory lines until it stops when it finds a guard bit set. We call the scheme Gpref.
This scheme is better than ordinary sequential prefetching schemes that prefetch a fixed number of lines on reference, or on miss. Indeed, such schemes may prefetch past the end of sequence and, therefore, pollute the primary cache. Alternatively, they may stop prefetching before the end of sequence and, therefore, not hide as many misses. In addition, guarded sequential prefetching is reasonably cheap to implement. We need to make three modifications. First, we need to encode the guard bit in control transfer instructions, which are the ones that can be the end of sequences. Second, we need to make minor extensions to existing next-line sequential prefetchers. Finally, we need a bit in each TLB entry to turn the prefetcher on and off at run time based on whether or not the page contains optimized code.
As Table 2 shows, Gpref tries to eliminate stall due to the remaining conflict-induced M1.I misses. We expect little impact on off-chip stall. To see how successful this scheme is, we first look at the estimated miss reduction (Fig. 1) . The columns labeled Gpref correspond to the Lopt environment plus guarded sequential prefetching. From the figure, we see that the scheme hides to some degree about 30-40 percent of the remaining misses. This impact is largely due to hiding M1 misses; it is too hard to hide the more expensive off-chip misses (Table 3 ). The estimated impact of the optimization on the execution time of the operating system is shown in Fig. 2 . The figure shows that the scheme removes some more stall time, making the operating system run 7.8 percent faster on average. As we can see from Table 3 , there are now few remaining M1 instruction misses. Table 3 shows that the application of Gpref has not had much impact on the off-chip instruction misses (M2.I and M3.I). These misses often occur in contiguous addresses and tend to be clustered. This is especially the case for cold misses. Consequently, we use instruction stream buffers between secondary caches and the memory bus to complement the guarded sequential prefetcher. Stream buffers prefetch in hardware with a fixed stride after they recognize such a stride in the off-chip accesses [10] . In our experiments, we use two off-chip 8-entry direct-access stream buffers per processor. The buffers are allowed to look up the tertiary cache, thus avoiding unnecessary bus accesses when the line is in the tertiary cache. We select two buffers to be able to intercept references to the caller and callee procedures in a procedure call. We call the scheme Strm.
Instruction Stream Buffers
As Table 2 shows, Strm targets the stall due to cold and conflict-induced M2.I and M3.I misses. The estimated impact of this scheme on the number of misses is shown in Fig. 1 . The columns labeled Strm correspond to the Gpref environment plus the stream buffers. From the figure, we see that the scheme hides only 2-5 percent of the remaining misses. However, nearly all of the hidden misses are offchip misses (M2 and M3). As a result, the scheme is estimated to have a noticeable impact on the execution time. This is shown in the Strm bars of Fig. 2 . The bars show that stream buffers reduce the execution time of the operating system by an average of 6.2 percent. This reduction is achieved by decreasing off-chip stall time. Overall, after this optimization, there are few instruction misses, as shown in column Strm of Table 3 . In that column, M2.I + M3.I is 2.8 instead of 8.1 in Gpref. Experiments with deeper buffers or more buffers did not result in much further gain.
Off-Chip Hardware Support for Block Operations
After focusing on instruction misses, we now attempt to minimize the stall produced by data accesses. Since, according to Section 3.2.2, block operations account for about 40 percent of operating system misses in the primary data cache, we address this problem first. To optimize block operations, we use an off-chip block transfer engine [20] . This engine is a smart controller that performs block operations in a memory-to-memory DMA-like fashion while holding the bus for the duration of the block transfer. In the meantime, the processor that was supposed to perform the block operation waits. Caches are not polluted with either the source or the destination of the block operated upon. However, like in a cache-coherent DMA for I/O, the tertiary caches of all the processors are read or updated if they contain the source or destination cache line respectively. If a cache is updated, the update propagates all the way to the on-chip caches. At peak rate, the hardware transfers 8 bytes in the bus from source to destination memory location every two bus cycles. Of course, the bus transfer may have to slow down every time that caches have to be read or updated. This scheme is attractive because it does not require modifying the processor chip and delivers high performance [20] . We call the scheme Blk.
As Table 2 shows, Blk tries to eliminate all types of stall times. Indeed, block operations can create any type of read miss in any of the three caches, including cold, conflict and coherence misses. Our scheme eliminates cold and conflict misses by bypassing the caches and coherence misses by Figs. 1 and 2 , Breaking Down the Instruction and Data Cache Miss Contributions updating the caches if they have a copy of the data. Furthermore, our scheme reduces the stall due to write buffer overflow by not using the write buffers: The data is transferred from a memory location to another memory location without involving the processor. The impact of this scheme on the number of misses is shown in Fig. 1 . The columns labeled Blk correspond to the Strm environment plus the support for block operations. From the figure, we see that the scheme eliminates 15-40 percent of the remaining misses. Furthermore, it reduces the three types of misses. As a result, the estimated impact on execution time is considerable. This is shown in the Blk bars of Fig. 2 . The bars show that the scheme is estimated to reduce the execution time of the operating system by an average of 11.3 percent. This reduction is accomplished by decreasing the number of M1, M2, and M3 data misses (Table 3) , by lowering the Busy time thanks to not having to execute the instructions of the block operations, and by reducing stall due to write buffer overflow. Unfortunately, we now have some Blk_DMA stall time because the processor is stalled while the block transfer engine takes over (Fig. 2 ).
Support for Coherence Activity
While Section 3.2.2 indicated that coherence activity causes only about 10 percent of the operating system read misses in the primary data cache, these are important misses. Indeed, they miss in the three levels of caches and are, therefore, expensive. To remove most of these misses, we use a hybrid cache coherence protocol: update-based for a small set of heavily-shared variables and invalidate-based for the rest [20] . The set of variables under the update-based protocol includes barriers, active locks, and variables that often exhibit a producer-consumer behavior. All these variables together use about 380 bytes and are placed in a single page. For this page only, we use the Firefly [4] update protocol. Note that this optimization can be supported with off-the-shelf processors. For example, the MIPS R4000 processor supports update/invalidate protocol selection for each individual page. The selection is done with a bit in each TLB entry. We note, however, that the operating system designer needs to have sophisticated tools to identify the right variables to use updates on. Clearly, applying an update protocol to all operating system variables creates too much traffic.
Other optimizations included are the privatization of variables that can be privatized, the relocation of variables that exhibit false sharing into different cache lines, and the relocation of variables that are accessed in sequence into the same cache line. All these other optimizations require software-only support and currently rely on programmer input [20] . We call the combined scheme Cohr.
As Table 2 shows, the major effect of Cohr is to reduce stall time due to on-chip and off-chip coherence misses. The actual impact of the scheme on the number of misses is shown in Fig. 1 . The columns labeled Cohr correspond to the Blk environment plus the coherence optimization. From the figure, we see that the scheme eliminates only 1-7 percent of the remaining misses. However, the large majority of the misses eliminated belong to the most expensive class, namely M3. This is because coherence misses miss in the three levels of caches. The effect seen in the figure on other types of misses is due to interference. As a result, the estimated impact on execution time is considerable, as shown in the Cohr bars of Fig. 2 . The bars show that the coherence optimization reduces the execution time of the operating system by an average of 10.8 percent. Overall, after this optimization, there are few remaining off-chip data misses. This is shown in column Cohr of Table 3 . In that column, M2.D + M3.D is 3.3 instead of 5.7 in Blk.
Software Data Prefetching
Most of the data misses remaining in the operating system are caused by data structures conflicting in the cache with usually many other data structures. Intuitively, we could use prefetching to hide these misses. However, given that the operating system generates irregular data reference patterns, hardware prefetching is unlikely to be successful. Instead, hand-inserted software prefetching seems to be the only alternative [20] .
To determine where to insert data prefetches, we measure the number of data misses suffered by each basic block of the operating system code. For the few basic blocks with the highest number of misses, we determine the source code statements that cause the misses. These statements constitute miss hot spots. Miss hot spots tend to be similar in different workloads. For this experiment, we select the 12 most-active miss hot spots and apply prefetching by hand. These hot spots are five loops and seven instruction sequences. They account for 25-50 percent of the remaining operating system data misses in the primary cache. While inserting the prefetches requires intensive manual work, the importance of the operating system may make the effort worthwhile. We call the scheme Dpref.
Inserting prefetch statements early enough in the irregular operating system code is hard. As a result, we should expect to hide on-chip cache misses only. For this reason, Table 2 shows that Dpref targets on-chip misses only. To see the estimated impact on the number of misses, we examine Fig. 1 . The columns labeled Dpref correspond to the Cohr environment plus data prefetching. From the figure, we see that the scheme hides 4-26 percent of the remaining misses. However, nearly all of these misses are M1 misses. As a result, the estimated impact on execution time is small, as shown in the Dpref bars of Fig. 2 . The bars show that data prefetching reduces the execution time of the operating system by an average of only 3.1 percent.
Column Dpref in Table 3 shows that few misses now remain.
TRADE-OFF ANALYSIS
After evaluating several hardware and software supports for the operating system, we now examine their relative cost-effectiveness. In our analysis, we start by examining the interference among the schemes and then assess the overall cost-effectiveness of the schemes.
Interference Among the Schemes
While instructions and data share secondary and tertiary caches, the optimizations that we perform on the instruction stream do not have much effect on the data accesses. This can be seen from Table 3 . Indeed, when the Lopt, Gpref, and Strm instruction optimizations are performed, the data misses in the caches change little: As shown in the Similarly, the optimizations on the data stream do not have much effect on the instruction accesses either. The only exception is the block operation optimization which, as shown in Table 3 , decreases number of the M2.I instruction misses a bit. The reduction occurs because, by not caching the block of data, we displace fewer instructions. However, the coherence and data prefetching optimizations affect only very slightly the instruction misses. Overall, therefore, we conclude that the instruction and data optimizations do not interfere much in the caches.
Some optimizations need to be applied in groups to be more effective or cheaper. For the instruction optimizations, Gpref and Strm need to use a layout optimized by Lopt. Otherwise, fewer misses will be in sequence and, therefore, the prefetcher and the stream buffers will be less effective. Similarly, Blk should be applied before the other data optimizations. This is because, since Blk eliminates many misses, the analysis for Cohr and Dpref needs to consider fewer variables and, therefore, can be simpler.
Finally, since the machine is shared by applications and the operating system, we want to know the effect of each optimization on the user time. Our simulation results show that the user time only increases by about 2 percent on average after all the operating system optimizations presented are applied. Consequently, the user code is largely unaffected by these operating system supports.
Overall Cost-Effectiveness of the Optimizations
While all the optimizations analyzed speed up the operating system execution, they are not all equally cost-effective. To approximately assess the relative cost-effectiveness of these schemes, we compare them under three points of view, namely performance, design effort, and system cost. In this section, we keep the same order of optimizations as before and we measure the estimated performance impact of an optimization relative to a system with all the previous optimizations turned on. We do this because, as indicated in Section 5.1, the instruction optimizations are largely independent of the data optimizations and, in addition, we have ordered the optimizations in the order that maximizes the effectiveness and the simplicity of them. Design effort is estimated by the complexity of the system and the extent of manual involvement. System cost consists of two aspects. For on-chip modifications, the system cost is determined by the increase in die size. For off-chip modifications, the system cost is determined by the amount and complexity of the board logic required. Overall, the total cost is a combination of design effort and system cost. Table 4 compares the estimated performance, design effort, and system cost of the schemes analyzed. In addition, for each scheme, the table indicates whether or not it requires on-chip or off-chip hardware support, compiler support, or operating system support. Such supports have been discussed in Section 4. In the table, the estimated performance is measured by how much the scheme reduces the execution time of the operating system in Fig. 2 . Recall that we have shown that the instruction and the data optimizations are largely independent, that Lopt should be performed before the other instruction optimizations, and that Blk should be performed before the other data optimizations. As a result, we feel that there is no need to compute, for each optimization, the estimated change in performance relative to Base. Instead, we can use the data in Fig. 2 . Overall, from the table, we see that the highest performing schemes are Blk, Cohr, and Lopt, while the least performing one is Dpref.
The design effort required in the different schemes varies a lot. The schemes with the highest design effort are Dpref and Cohr. Both schemes are likely to require extensive manual involvement to profile and modify the code. In Dpref, the work involves finding miss hot spots and then inserting prefetches, while, in Cohr, the work involves finding update patterns, false sharing, privatizable variables, and other sharing patterns and then relocating variables. Lopt and Blk require a medium design effort. In Lopt, the profiling and basic block motion is time consuming and may run into unexpected problems. However, the process can be automated to a large extent. Blk involves redesigning the off-chip memory hierarchy to add a DMAlike block transfer engine. The design is not too hard because a lot of the hardware and interface logic required is similar to a current DMA. However, we also need to make minor modifications to the operating system to invoke the new module in block operations. Finally, Strm and Gpref require a lower design effort. Strm requires modifying the off-chip memory hierarchy to include stream buffers. For Gpref, we assume that the processor already supports sequential prefetching. Gpref requires small changes in the control logic of the on-chip sequential prefetcher and TLB, in the encoding of the branch instructions, and in localized points of the operating system. The system cost of the different schemes is also quite different. Blk and Strm have a medium system cost because they need board logic to perform block operations or instruction streaming. Cohr has a lower system cost, although it involves supporting two cache coherence protocols. Finally, the rest of the schemes have even lower system costs. Indeed, Lopt is a software-only scheme. Dpref and Gpref require simple on-chip modifications in processors that already support prefetching. They do not increase the die size much.
Overall, we feel that all the schemes except Dpref are probably cost-effective. The most cost-effective ones are possibly Lopt and Blk.
CONCLUSIONS
High-performance multiprocessor workstations are becoming increasingly popular. Since many of the workloads that these machines will run are operating system intensive, there is a lot of interest in the type of support for the operating system that the memory hierarchy of these machines should provide. This paper has addressed this question.
We have evaluated a comprehensive set of hardware and software supports for the operating system to use the memory hierarchy more effectively: code layout optimization, guarded sequential instruction prefetching, instruction stream buffers, support for block operations, support for coherence activity, and software data prefetching. We evaluated the impact of these six schemes under a uniform environment. These schemes have a largely complementary impact and, when combined, speed up the operating system by about 40 percent on average. Finally, we have compared the cost-effectiveness of these schemes. The most cost-effective schemes are code layout optimization and block operation support, while the least cost-effective one is software data prefetching.
