Iterating the Cuntz-Nica-Pimsner construction for product systems by Fletcher, James
University of Wollongong 
Research Online 
University of Wollongong Thesis Collection 
2017+ University of Wollongong Thesis Collections 
2017 
Iterating the Cuntz-Nica-Pimsner construction for product systems 
James Fletcher 
University of Wollongong 
Follow this and additional works at: https://ro.uow.edu.au/theses1 
University of Wollongong 
Copyright Warning 
You may print or download ONE copy of this document for the purpose of your own research or study. The University 
does not authorise you to copy, communicate or otherwise make available electronically to any other person any 
copyright material contained on this site. 
You are reminded of the following: This work is copyright. Apart from any use permitted under the Copyright Act 
1968, no part of this work may be reproduced by any process, nor may any other exclusive right be exercised, 
without the permission of the author. Copyright owners are entitled to take legal action against persons who infringe 
their copyright. A reproduction of material that is protected by copyright may be a copyright infringement. A court 
may impose penalties and award damages in relation to offences and infringements relating to copyright material. 
Higher penalties may apply, and higher damages may be awarded, for offences and infringements involving the 
conversion of material into digital or electronic form. 
Unless otherwise indicated, the views expressed in this thesis are those of the author and do not necessarily 
represent the views of the University of Wollongong. 
Recommended Citation 
Fletcher, James, Iterating the Cuntz-Nica-Pimsner construction for product systems, Doctor of Philosophy 
thesis, School of Mathematics and Applied Statistics, University of Wollongong, 2017. 
https://ro.uow.edu.au/theses1/3 
Research Online is the open access institutional repository for the University of Wollongong. For further information 
contact the UOW Library: research-pubs@uow.edu.au 
Iterating the Cuntz–Nica–Pimsner construction
for product systems
James Edward Fletcher, BSc(Hons), MSc(Hons)
Supervisors:
Professor Aidan Sims & Associate Professor Adam Rennie
This thesis is presented as required for the conferral of the degree:
Doctor of Philosophy
The University of Wollongong
School of Mathematics and Applied Statistics
January 6, 2017
Declaration
I, James Edward Fletcher, declare that this thesis submitted in fulfilment of the re-
quirements for the conferral of the degree Doctor of Philosophy, from the University
of Wollongong, is wholly my own work unless otherwise referenced or acknowledged.
This document has not been submitted for qualifications at any other academic in-
stitution.
James Edward Fletcher
January 6, 2017
Abstract
In this thesis we study how decompositions of a quasi-lattice ordered group (G,P ) re-
late to decompositions of the Nica–Toeplitz algebra NT X and Cuntz–Nica–Pimsner
algebraNOX of a compactly aligned product system X over P . In particular, we are
interested in the situation where (G,P ) may be realised as the semidirect product
of quasi-lattice ordered groups. Our results generalise Deaconu’s work on iterated
Toeplitz and Cuntz–Pimsner algebras [13]. As a special case we consider when
P = Nk and X is the product system associated to a finitely aligned higher-rank
graph, and Nk is decomposed as Nk−1 × N.
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Chapter 1
Introduction
One motivation for studying C∗-algebras is as a natural setting for unitary repre-
sentation theory for groups [12, 15], and this has led to the program of studying
C∗-algebraic representations of other algebraic and analytic objects. For example,
C∗-algebras have been associated to semigroups [42, 47, 48], rings [11, 41], graphs
[18, 56], and dynamical systems [7, 44, 54], in such a way as to encode the structure
of the underlying object in the algebra itself. A variety of techniques have also been
developed to construct new C∗-algebras from old ones, such as crossed products [39,
68, 70], and associating C∗-algebras to Hilbert bimodules [27, 34, 53]. At the same
time, flexible but tractable models for C∗-algebras have proved useful in the study
of a number of key examples arising in applications outside of C∗-algebra theory.
The idea is to study the structure of these C∗-algebras using the structure
of the underlying mathematical objects and the basic C∗-algebras used in their
construction. The classical example is crossed products of C(X) by Z, where the
primitive-ideal space of the crossed product can be identified with the quasi-orbit
space for the induced Z-action on X, and the K-theory of the crossed product
can be related to the topological K-theory of X using the Pimsner–Voiculescu six-
term exact sequence. In this thesis we focus on the C∗-algebras associated to two
mathematical structures called higher-rank graphs and product systems. We prove
that these algebras can be constructed iteratively by decomposing their underlying
mathematical objects. This procedure has potential applications in computations
of K-theory and in studying other structural properties of these C∗-algebras.
1.1 Historical background
In [9], Cuntz investigated the C∗-algebra On, generated by n ≥ 2 isometries with
mutually orthogonal ranges that sum to the identity, as a C∗-algebraic analogue of
a type II factor. These Cuntz algebras provided the first examples of separable,
unital, simple and purely infinite C∗-algebras. Subsequently, Evans showed that On
1
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may be realised as the quotient of the Toeplitz algebra Tn, generated by the creation
operators on the Fock space Fn associated to an n-dimensional Hilbert space, by
the compact operators K(Fn) [21].
Motivated by applications to symbolic dynamics based on a strong relationship
between On and the full shift on an n-letter alphabet, Cuntz and Krieger subse-
quently generalised the Cuntz algebras to the Cuntz–Krieger algebras [10]. Given
an n×n matrix A with entries in {0, 1}, OA is the universal C∗-algebra generated by
n partial isometries with mutually orthogonal range projections, subject to relations
between the range and source projections of the partial isometries encoded by the
matrix A.
Following this, Enomoto and Watatani showed that the information in the ma-
trix A may be represented by a directed graph, leading to a definition of graph
algebras [18]. Graph algebras provide a rich supply of examples of C∗-algebras —
the class of directed graph algebras includes, up to Morita equivalence, the Cuntz
algebras [9], Cuntz–Krieger algebras [10, 36], all simple Kirchberg algebras with
torsion free K1-group [69], and all AF-algebras [16]. They have also been used as
tractable models for the C∗-algebras of continuous functions on certain quantum
spheres and quantum complex projective spaces [29]. Graph algebras are powerful
models because properties of the C∗-algebra can be readily extracted from the un-
derlying graphical data — for example the ideal structure of the algebra [4, 3, 30,
37], or its K-theory (which, due to some deep theorems, can be easily computed
using the adjacency matrix of the graph) [3, 22, 50, 60].
In [53], Pimsner showed how to associate C∗-algebras to Hilbert bimodules.
Loosely speaking a Hilbert bimodule X consists of a complex vector space equipped
with left and right actions of a C∗-algebra A , which we call the coefficient algebra of
X, along with an A-valued inner-product (an excellent overview is given in [40]). The
Toeplitz algebra TX of X, is the C∗-algebra generated by the creation operators on
the Fock space FX of X, generalising the classical Toepliz algebra Tn. The Cuntz–
Pimsner algebra OX of X is then defined to be the quotient of TX by the ideal
of generalised compact operators on FX , and generalises both the Cuntz–Krieger
algebras and crossed products by Z.
Pimsner showed that TX and OX each enjoy a universal property, and proved
that TX is KK-equivalent to the coefficient algebra A. He used this KK-equivalence
to relate the K-theories of OX and A via a six-term exact sequence in K-theory that
generalises the Pimsner–Voiculescu exact sequence for crossed products by Z [52].
Fowler and Raeburn in [27] investigated representations of the Toeplitz algebra
in more detail, relaxing Pimsner’s hypotheses to allow for nonfaithful left actions
and Hilbert bimodules that are not full. They also proved an analogue of Coburn’s
Theorem giving sufficient conditions for a representation of TX on a Hilbert space
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to be faithful. Later, Katsura provided what has come to be accepted as the correct
definition of a Cuntz–Pimsner algebra for an arbitrary Hilbert bimodule [34], gener-
alising Pimsner’s earlier definition. Katsura’s Cuntz–Pimsner algebra, also denoted
by OX , has two notable advantages over Pimsner’s:
(i) OX always contains a faithful copy of the coefficient algebra A;
(ii) Any representation of OX that is faithful on A, is faithful on the fixed-point
algebra for its canonical gauge action γ : T→ Aut (OX).
Katsura used these two properties to prove a gauge-invariant uniqueness theorem
for his Cuntz–Pimsner algebras: any representation of OX that is faithful on A
and carries a gauge-action is injective. In the same paper, Katsura also proves
results relating the nuclearity and exactness of OX and TX to the nuclearity and
exactness of the coefficient algebra. In [33], Katsura went on to investigate the
ideal structure of his Cuntz–Pimsner algebras. His results show that the gauge-
invariant ideals of OX are in one-to-one correspondence with certain pairs of ideals
in the coefficient algebra. Subsequently, Katsura’s C∗-algebras have been widely
studied, and they unify several interesting classes of C∗-algebras under one umbrella,
including all graph algebras, all topological graph algebras [32], crossed products by
Hilbert bimodules [1], and all C∗-algebras of topological quivers [46].
Higher-rank graphs, and their C∗-algebras, were introduced by Kumjian and
Pask as a generalisation of directed graphs, and their C∗-algebras [35]. Observing
that the path space of a directed graph can be viewed as a (small) category, they
defined a higher-rank graph of rank k ∈ N ∪ {0} (or simply a k-graph) to be a
countable small category Λ together with a functor d : Λ → Nk satisfying the
following factorisation property: for any λ ∈ Λ and m,n ∈ Nk with d(λ) = m + n,
there exist unique µ, ν ∈ Λ with d(µ) = m and d(ν) = n such that λ = µν.
In the same paper, Kumjian and Pask showed how to associate a C∗-algebra to
each row finite higher-rank graph with no sources, by associating a partial isometry
to each path in the graph. This C∗-algebra is often called the Cuntz–Krieger algebra
of the higher-rank graph. They also showed that the Cuntz–Krieger algebra of a
higher-rank graph can be realised as a groupoid C∗-algebra, proved a gauge-invariant
uniqueness theorem, and derived a sufficient condition for the Cuntz–Krieger algebra
to be simple.
In [59], Raeburn, Sims, and Yeend, showed how to relax the hypotheses of [35],
and defined the Cuntz–Krieger algebra for an arbitrary finitely aligned higher-rank
graph. They proved gauge invariant and Cuntz–Krieger uniqueness theorems for
these higher-rank graph algebras. Sims subsequently defined relative Cuntz–Krieger
algebras for finitely aligned higher-rank graphs, which includes the class of Toeplitz–
Cuntz–Krieger algebras as a special case [65, 66].
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Higher-rank graph algebras provide an even richer supply of C∗-algebras than
directed graph algebras, generalising the higher-rank Cuntz–Krieger algebras of
Robertson and Steger that arose from the study of group actions on the vertices
of affine buildings [35, 63], and providing examples of Kirchberg algebras that have
torsion in their K1-groups [20]. In fact, every simple Kirchberg algebra is Morita
equivalent to a direct limit of higher-rank graph algebras, which was used to prove
that all Kirchberg algebras have nuclear dimension one [64]. Furthermore, higher-
rank graph algebras give examples, up to Morita equivalence, of AT-algebras with
real rank zero [51], such as the Bunce–Deddens algebras and the irrational rota-
tion algebras. These algebras cannot arise as directed graph algebras since they are
simple but neither AF nor purely infinite [36].
In [5], Burgstaller showed that the Toeplitz–Cuntz–Krieger algebra of a higher-
rank graph has the same K-theory as the space of continuous functions on its vertex
set. In [19, 20], Evans used a homological spectral sequence to derive expressions
for the K-theory of the Cuntz–Krieger algebra of a 2-graph in terms of the graph’s
adjacency matrices. Unfortunately, Evans’ techniques do not generalise to k ≥ 3,
and it remains an open problem to find nice formulae for the K-groups of higher-rank
graphs in terms of just their graphical data.
We also note that there have recently been generalisations of higher-rank graphs
and their associated C∗-algebras. Yeend has defined topological higher-rank graphs
[71, 72], simultaneously generalsing the work of Kumjian and Pask, and of Katsura.
Brownlowe, Sims, and Vittadello have also introduced P -graphs, which extends the
notion of a k-graph by allowing the degree functor to take values in a semigroup P
other than Nk.
In [26], Fowler introduced product systems of Hilbert bimodules, generalising
the continuous product systems of Hilbert spaces studied by Arveson [2] and their
discrete analogues studied by Dinh [14]. Loosely speaking a product system of
Hilbert bimodules over a semigroup P consists of a collection of Hilbert bimodules
{Xp : p ∈ P} with common coefficient algebra A, such that the balanced tensor
product is compatible with the semigroup structure in the following sense
Xp ⊗A Xq ∼= Xpq for each p, q ∈ P \ {e}.
Fowler was interested in compactly aligned product systems of essential Hilbert
bimodules over quasi-lattice ordered groups (first introduced by Nica [48]). To
each product system he associates a twisted crossed product algebra BP oτ,XP , and
examines a subalgebra NT X (denoted by Tcov(X) in [26]) generated by what he calls
a Nica covariant Toeplitz representation of X. The main result of [26] characterises
the faithful representations of BP oτ,X P on Hilbert spaces.
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Fowler also proposed a notion of Cuntz–Pimsner covariance for representations
of compactly aligned produced systems, and an associated universal C∗-algebra, de-
noted by OX, which generalises the Cuntz–Pimsner algebra for Hilbert bimodules
defined in [53]. In general Fowler’s Cuntz–Pimsner algebra need not contain a faith-
ful copy of A, and examples in the appendix of [59] also show that a representation
of OX that is faithful on A need not be faithful on OδX (where δ is the canonical
coaction of G on OX). In contrast with the Cuntz–Pimsner algebras associated to
Hilbert bimodules by both Pimsner [53] and Katsura [34], Fowler’s Cuntz–Pimsner
algebra need not be a quotient of NT X.
To overcome these issues, Sims and Yeend defined a C∗-algebra NOX generated
by a universal Cuntz–Nica–Pimsner representation of X [67]. They show that NOX
coincides with Kastura’s Cuntz–Pimsner algebra when P = N, and coincides with
Fowler’s OX whenever A acts faithfully and compactly on each Xp and each pair
of elements in P has a common upper bound. Furthermore, Sims and Yeend show
that their Cuntz–Pimsner algebras generalise the Cuntz–Krieger algebras associated
to finitely aligned higher-rank graphs [59], and the boundary quotients of Toeplitz
algebras studied by Crisp and Laca [8]. Subsequently, Carlsen, Larsen, Sims, and
Vittadello proved a gauge-invariant uniqueness theorem for NOX by viewing it as
a co-universal algebra [6].
The object of this thesis is to study how the C∗-algebras NT X and NOX
associated to a compactly aligned product system X over a quasi-lattice ordered
group (G,P ) decompose given a decomposition of (G,P ). In the first part of the
thesis we focus our attention on product systems arising from finitely aligned k-
graphs, and the decomposition of the semigroup P = Nk is given by Nk−1 × N.
1.2 Outline of the thesis
In Chapter 2 we investigate the C∗-algebras associated to higher-rank graphs. Our
goal is to show that the C∗-algebras associated to a k-graph Λ can be realised as
the Toeplitz algebras and/or Cuntz–Pimsner algebras of suitable Hilbert bimodules
over the C∗-algebras associated to the (k−1)-graph Λi formed by removing all edges
of a fixed degree from Λ. Since there are numerous well-known results relating the
structure of Toeplitz and Cuntz–Pimsner algebras of a Hilbert bimodule X over A
with the structure of the coefficient algebra A (see Section 1.1), and the structure
of k-graph algebras is well-understood when k ≤ 2, we hope to be able to use our
results to gain structural information about k-graph algebras when k ≥ 3.
We begin in Section 2.1 and Section 2.2 by providing the necessary background
material on Hilbert bimodules and their C∗-algebras. Following [40], we define
Hilbert modules, adjointable and compact operators, and Hilbert bimodules. We
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also look at the (balanced) tensor product of Hilbert modules, and discuss induced
representations, which were first studied by Rieffel [62].
As in [27], we define Toeplitz representations of Hilbert bimodules and use Lor-
ing’s work on universal C∗-algebras [43] to provide a concise proof that there ex-
ists a C∗-algebra generated by a universal Toeplitz representation. We conclude
Section 2.2 by recapping Katsura’s work on Cuntz–Pimsner algebras [34]. In Sec-
tion 2.3, we summarise the necessary background material on higher-rank graphs
and their C∗-algebras.
After discussing some basic category theory, we define finitely aligned higher-
rank graphs, Toeplitz–Cuntz–Krieger and Cuntz–Krieger families, and the univer-
sal C∗-algebras that such families generate. We end the section by discussing the
uniqueness theorems for Toeplitz–Cuntz–Krieger algebras and Cuntz–Krieger alge-
bras associated to higher-rank graphs.
In Section 2.4 we investigate Toeplitz–Cuntz–Krieger algebras associated to
finitely aligned higher-rank graphs. Our main result in this section (Theorem 2.4.8)
shows that the Toeplitz–Cuntz–Krieger algebra of a finitely aligned k-graph Λ may
be realised as an iterated Toeplitz algebra of Hilbert bimodules. In particular, we
show that there is a Hilbert bimodule X, whose coefficient algebra is T C∗(Λi), such
that T C∗(Λ) and TX are isomorphic. Combining this result with ([53], Theorem 4.4),
we deduce in Section 2.5 that the Toeplitz–Cuntz–Krieger algebra of a higher-rank
graph is KK-equivalent to the space of continuous functions vanishing at infinity on
the vertex set Λ0. This result then provides an alternate proof to ([5], Theorem 2.9),
concerning the K-theory of Toeplitz–Cuntz–Krieger algebras.
In Section 2.6, we extend our results from Section 2.4 to Cuntz–Krieger al-
gebras of finitely aligned graphs. The main result of this section (Theorem 2.6.12)
shows that, under relatively mild hypotheses, the Cuntz–Krieger algebra of a finitely
aligned k-graph Λ may be realised as an iterated Cuntz–Pimsner algebra of Hilbert
bimodules. In particular, there is a Hilbert bimodule X, with coefficient algebra
C∗(Λi), such that C∗(Λ) and OX are isomorphic. We hope that this may have
applications to computations of K-theory of k-graph algebras when k ≥ 3 via the
Pimsner–Voiculescu exact sequence for Cuntz–Pimsner algebras ([34], Theorem 8.6)
and known results describing the K-theory of k-graph algebras when k ≤ 2 ([3],
Theorem 6.1; [20], Proposition 3.16).
In Chapter 3 we investigate the C∗-algebras associated to compactly aligned
product systems over quasi-lattice ordered groups. Our aim is to show how a decom-
position of the underlying quasi-lattice group as a semidirect product of quasi-lattice
ordered groups gives a decomposition of the associated C∗-algebras. Our motivation
comes from Deaconu’s work on iterated Toeplitz and Cuntz–Pimsner algebras [13].
We show how his iterative procedure can be extended to quasi-lattice ordered groups
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that are more general than (Z2,N2).
In Section 3.1 we review the necessary background material for product systems
and their associated C∗-algebras, and present some results from the literature that
we will make use of in the rest of the chapter. We begin by recapping the definitions
of product systems, representations, compact alignment and Nica covariance. As
motivating examples we examine the Fock representation of a product sytsem and
show how finitely aligned higher-rank graphs may be viewed as determining com-
pactly aligned product systems. Next we present the definition of Cuntz–Pimsner
covariance developed by Sims and Yeend [67] and show how it relates to Fowler’s
notion of Cuntz–Pimsner covariance in [26].
In Section 3.3 we examine the Nica–Toeplitz algebra associated to a product
system Z over a quasi-lattice ordered group of the form (G oα H,P oα Q), where
(G,P ) and (H,Q) are themselves quasi-lattice ordered groups. If we let X be the
product system corresponding to the fibres of Z associated to the semigroup P , then
our main result (Theorem 3.3.17) shows that there exists a product system Y over
(H,Q), whose coefficient algebra is the Nica–Toeplitz algebra of X, such that the
Nica–Toeplitz algebras of Y and Z coincide. This result generalises Theorem 2.4.8,
and ([13], Lemma 4.1 ).
In Section 3.4, we extend the results from Section 3.3 to Cuntz–Nica–Pimsner al-
gebras associated to product systems. Our main result, Theorem 3.4.21, shows that
there exists a product system Y over (H,Q), whose coefficient algebra is NOX, such
that the Cuntz–Nica–Pimsner algebras of Y and Z coincide. This result generalises
Theorem 2.6.12 and the second part of ([13], Lemma 4.2). The main difficulty in
establishing Theorem 3.4.21 is finding sufficient conditions to ensure that NOX acts
faithfully on each fibre of Y, which makes the Cuntz–Pimsner covariance relation
in NOY tractable. We deal with this difficulty in Proposition 3.4.12.
To conclude Chapter 3 we examine what we call relative Cuntz–Nica–Pimsner
algebras. In particular, we consider the Cuntz–Nica–Pimsner algebra of the product
system defined in Section 3.3, as well as the Nica–Toeplitz algebra of the product
system defined in Section 3.4. The main result of Section 3.5 (Theorem 3.5.10)
generalises the first part of ([13], Lemma 4.2).
In Chapter 4 we show how the iterated Toeplitz and Cuntz–Pimsner algebras
investigated by Deaconu in [13] can be viewed in terms of the procedure developed
in Chapter 3. We highlight what we believe are some deficiencies in Deaconu’s
arguments and explain how these problems can be overcome. In doing so we will
see which of the hypotheses used in [13] are necessary — many can be relaxed or
removed entirely.
Finally in Appendix A, we present a detailed and relatively self-contained proof
of a uniqueness theorem for Nica–Toeplitz algebras, which we need in Sections 3.3
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and 3.5. Our proof is heavily based on Fowler’s proof of ([24], Theorem 7.2). Unlike
in Fowler’s original paper on product systems of Hilbert bimodules, we do not view
the Nica–Toeplitz algebra as a subalgebra of a twisted semigroup crossed product.
We also remove Fowler’s hypothesis that each fibre of the product system is essential.
This is needed for our applications in Chapter 3, and also aligns our result with the
uniqueness theorem for Toeplitz algebras of Hilbert bimodules proved by Fowler and
Raeburn ([27], Theorem 2.1), which did not require the bimodule to be essential.
Chapter 2
Motivation from higher-rank
graph algebras
Our motivation comes from higher-rank graphs. The basic premise is that given
a k-graph (subject to some mild hypotheses), the Toeplitz–Cuntz–Krieger algebra
of the graph can be realised as the Toeplitz algebra of a Hilbert bimodule whose
coefficient algebra is the Toeplitz–Cuntz–Krieger algebra of any one of the graph’s
(k − 1)-subgraphs formed by deleting all edges of a fixed degree. Moreover, the
Cuntz–Krieger algebra of the graph can be realised as the Cuntz–Pimsner algebra
of a Hilbert bimodule whose coefficient algebra is the Cuntz–Krieger algebra of any
one of the these (k − 1)-subgraphs. Firstly, we begin by recapping some of the
necessary background material for higher-rank graphs, Hilbert (bi)modules, and the
C∗-algebras associated to them.
2.1 Hilbert bimodules
We begin by giving a brief summary of the theory of Hilbert modules — first intro-
duced for unital commutative C∗-algebras by Kaplansky [31] and later for arbitrary
C∗-algebras by Paschke [49] and Rieffel [62]. Most of the treatment here follows [40].
Definition 2.1.1. Let A be a C∗-algebra. A (right) inner-product A-module is a
complex vector space X equipped with a map 〈·, ·〉A : X × X → A, linear in its
second argument, and a right action of A, such that for any x, y ∈ X and a ∈ A, we
have
(i) 〈x, y〉A = 〈y, x〉∗A;
(ii) 〈x, y · a〉A = 〈x, y〉Aa;
(iii) 〈x, x〉A ≥ 0 in A; and
9
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(iv) 〈x, x〉A = 0 if and only if x = 0.
It follows from ([40], Proposition 1.1) that the formula ‖x‖X := ‖〈x, x〉A‖
1
2
A defines
a norm on X. If X is complete with respect to this norm, we say that X is a (right)
Hilbert A-module.
We like to think of Hilbert modules as generalisations of Hilbert spaces, with the
field of complex numbers replaced by a C∗-algebra. Whilst Hilbert modules behave
in a similar way to Hilbert spaces, with many of the following definitions and results
motivated by the theory of Hilbert spaces, there are, as we shall see later, some key
differences.
Example 2.1.2. Let X be a compact Hausdorff space and H a Hilbert space. For
each t ∈ X, let Ht be a closed subspace of H. Define
E := {ξ : X → H : ξ is continuous, ξ(t) ∈ Ht for each t ∈ X}.
Then E has the structure of a right C(X)-module: for any ξ ∈ E, f ∈ C(X), we
define ξ · f by
(ξ · f)(t) := ξ(t)f(t) for each t ∈ X.
Moreover, E has a C(X)-valued inner-product: for any ξ, η ∈ E, we define 〈ξ, η〉C(X)
by
〈ξ, η〉C(X)(t) = 〈ξ(t), η(t)〉H for each t ∈ X.
With this structure, E becomes a Hilbert C(X)-module.
Example 2.1.3. Let A be a C∗-algebra. Set X := A and let A act on the right of X
by right multiplication. Equipping X with the A-valued inner-product 〈a, b〉A := a∗b
for each a, b ∈ A, X turns into a a Hilbert A-module, which we denote by AA.
The following result shows that not only are right Hilbert A-modules nondegen-
erate (in the sense that span{x · a : x ∈ X, a ∈ A} = X), but elements of X can be
factorised in a very precise form.
Proposition 2.1.4 ([61], Proposition 2.31). Let X be a (right) Hilbert A-module.
Then for every x ∈ X, there exists a unique x′ ∈ X such that x = x′ · 〈x′, x′〉A. We
call this the Hewitt–Cohen–Blanchard factorisation of x.
We now introduce an important class of operators on Hilbert modules, analogous
to the bounded linear operators on Hilbert spaces.
Definition 2.1.5. Let X and Y be (right) Hilbert A-modules. We say that a map
T : X → Y is adjointable if there exists a map S : Y → X such that for each
x ∈ X and y ∈ Y , we have 〈Tx, y〉A = 〈x, Sy〉A. We write LA(X, Y ) for the set of
all adjointable operators from X to Y . Additionally, we write LA(X) for LA(X,X).
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Remark 2.1.6. Given an adjointable operator T : X → Y , one can show that there
is a unique map S : Y → X, such that 〈Tx, y〉A = 〈x, Sy〉A for each x ∈ X, y ∈ Y .
We write T ∗ for S and call it the adjoint of T . If T is adjointable, it is automatically
both complex linear and A-linear. Furthermore, it follows from an application of
the Banach-Steinhaus Theorem that adjointable operators are bounded. Clearly,
LA(X, Y ) is closed under taking linear combinations and LA(X) is closed under
taking products and adjoints. Moreover, when equipped with the operator norm
LA(X) is a C∗-algebra (for more information, see Chapter 1 of [40]).
In contrast with Hilbert spaces, closed subspaces of Hilbert modules need not
be orthogonally complementable. Moreover, bounded linear maps between Hilbert
modules need not be adjointable. The next example is due to Lance [40].
Example 2.1.7. Let X be a compact Hausdorff space and Y a nonempty closed
subset of X with dense complement. Let A := C(X) and F := AA. Consider
the closed submodule E := {f ∈ C(X) : f |Y = 0} of F . Then the orthogonal
complement E⊥ := {y ∈ F : 〈x, y〉A = 0 for all x ∈ E} is just {0}. Therefore,
E ⊕ E⊥ = E 6= F and E ( F = E⊥⊥. Moreover, the inclusion map i : E → F is
bounded and linear, but not adjointable.
Proof. Since Y is a closed subset of X, it follows that E is closed in F and hence a
Hilbert C(X)-module. Suppose y ∈ E⊥. Thus, 〈x, y〉A = 0 for any x ∈ E, and so
x(t)y(t) = 0 for any t ∈ X. By the Tietze extension theorem, for each t ∈ X \ Y
there exists x ∈ E such that x(t) = 1, and therefore y(t) = x(t)y(t) = 0. Hence,
y|X\Y = 0. As Y has dense complement in X and y ∈ C(X), we conclude that
y = 0. Next, looking for a contradiction, suppose i is adjointable. Then for any
f ∈ E and t ∈ X,
f(t) = i(f)(t)1(t) = 〈i(f), 1〉C(X) = 〈f, i∗(1)〉C(X) = f(t)i∗(1)(t).
Thus, i∗(1)|X\Y = 1, and so i∗(1) = 1, which is impossible since 1 6∈ E (as Y is
nonempty). Hence, i is not adjointable.
Next, we introduce a class of operators analogous to the finite-rank operators
on a Hilbert space.
Definition 2.1.8. Let X and Y be (right) Hilbert A-modules. For each x ∈ X and
y ∈ Y , we define Θx,y : Y → X by
Θx,y(z) = x · 〈y, z〉A for each z ∈ Y .
We call operators of this form rank one operators. We also define
FRA(Y,X) := span{Θx,y : x ∈ X, y ∈ Y }
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and call elements of this set finite-rank operators from Y to X. For simplicity, we
write FRA(X) for FRA(X,X).
The finite-rank operators have the following properties.
Proposition 2.1.9. Let X, Y, Z be (right) Hilbert A-modules and fix x ∈ X and
y ∈ Y . Then
(i) Θx,y ∈ LA(Y,X) and Θ∗x,y = Θy,x;
(ii) Θx,yΘu,v = Θx·〈y,u〉A,v = Θx,v·〈u,y〉A for any u ∈ Y , v ∈ Z;
(iii) TΘx,y = ΘTx,y ∈ FRA(Y, Z) for any T ∈ LA(X,Z);
(iv) Θx,yT = Θx,T ∗y ∈ FRA(Z,X) for any T ∈ LA(Z, Y );
Proof. Observe that for any w ∈ Y and z ∈ X, we have
〈Θx,y(w), z〉A = 〈x · 〈y, w〉A, z〉A = 〈y, w〉∗A〈x, z〉A
= 〈w, y〉A〈x, z〉A = 〈w, y · 〈x, z〉A〉A = 〈w,Θy,x(z)〉A.
Hence, Θ∗x,y = Θy,x, which proves (i).
Next observe that for any z ∈ Z, we have
Θx,yΘu,v(z) = Θx,y (u · 〈v, z〉A) = x · 〈y, u · 〈v, z〉A〉A
= x · (〈y, u〉A〈v, z〉A) = (x · 〈y, u〉A) · 〈v, z〉A = Θx·〈y,u〉A,v(z).
However, we also see that
x · (〈y, u〉A〈v, z〉A) = x · (〈v · 〈u, y〉A, z〉A) = Θx,v·〈u,y〉(z).
Thus, Θx,yΘu,v = Θx·〈y,u〉A,v = Θx,v·〈u,y〉A , which proves (ii).
For any T ∈ LA(X,Z), since T is automatically A-linear, we must have
TΘx,y(w) = T (x · 〈y, w〉A) = (Tx) · 〈y, w〉A = ΘTx,y(w)
for any w ∈ Y . Thus, TΘx,y = ΘTx,y, which proves (iii).
Combining (i) and (iii), we see that
Θx,yT = (T
∗Θ∗x,y)
∗ = (T ∗Θy,x)
∗ = Θ∗T ∗y,x = Θx,T ∗y
for any T ∈ LA(Z, Y ), which proves (iv).
Motivated by the situation for Hilbert spaces, we define the compact operators
to be the closure of the finite-rank operators in the set of adjointable operators.
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Definition 2.1.10. Let X and Y be (right) Hilbert A-modules. We define
KA(Y,X) := FRA(Y,X) = span{Θx,y : x ∈ X, y ∈ Y }
and call elements of this set compact operators from Y to X. We write KA(X) for
KA(X,X).
Remark 2.1.11. It follows from Proposition 2.1.9 (iii) and (iv) that for any Hilbert
A-modules X and Y ,
LA(X, Y )KA(X)LA(Y,X) ⊆ KA(Y ).
In particular, KA(X) is an ideal of the C∗-algebra LA(X).
Remark 2.1.12. Given any C∗-algebra A, the map Θa,b 7→ ab∗ extends to an isomor-
phism KA (AA) ∼= A. Furthermore, LA (AA) ∼=M(A), whereM(A) is the multiplier
algebra of A ([61], Theorem 2.47).
Remark 2.1.13. Whilst we refer to the elements of KA(Y,X) as compact operators,
viewed as operators between the Banach spaces Y and X they need not be compact
(i.e. the closure of the image of the closed ball in Y need not be a compact subset
of X). Indeed for any unital C∗-algebra A, we have idA = Θ1A,1A ∈ KA (AA), but
the identity operator on A (viewed as a Banach space) is compact if and only if A
is finite-dimensional.
We are interested in Hilbert modules equipped with a left action by adjointable
operators. We call these structures Hilbert bimodules.
Definition 2.1.14. Let A and B be C∗-algebras. A (right) Hilbert A–B bimodule
consists of a (right) Hilbert B-module X and a ∗-homomorphism φ : A → LB(X).
We usually think of φ as implementing a left action of A on X, and write a · x for
φ(a)x. Since each φ(a) is automatically B-linear, we have a · (x · b) = (a · x) · b for
each x ∈ X, a ∈ A, and b ∈ A. When A = B we will call X a Hilbert A-bimodule.
Example 2.1.15. Let A and B be C∗-algebras, and α : A→ B a ∗-homomorphism.
We define φ : A→ LB (BB) by φ(a)(b) := α(a)b for each a ∈ A and b ∈ B. With this
additional structure the Hilbert B-module BB becomes a Hilbert A–B bimodule,
which we denote by αBB. When A = B and α is the identity map, we write BBB
for this Hilbert B-bimodule.
We are also interested in structure-preserving maps between Hilbert bimodules.
Definition 2.1.16. We say that two Hilbert A–B-modules X and Y are isomorphic
if there exists an adjointable map T ∈ LB(X, Y ), such that
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(i) T is surjective;
(ii) T is left A-linear, i.e. T (a · x) = a · T (x) for each a ∈ A, x ∈ X;
(iii) T is inner-product preserving, i.e. 〈T (x), T (x′)〉B = 〈x, x′〉B for each x, x′ ∈ X.
Remark 2.1.17. If X and Y are Hilbert A-modules and T : X → Y is a surjective
inner-product preserving map, then T is necessarily adjointable. To see this, observe
that since T is inner-product preserving, it is injective. As T is also surjective, there
is a well defined inverse T−1 : Y → X. Hence, for any x ∈ X and y ∈ Y ,
〈Tx, y〉A =
〈
Tx, T
(
T−1y
)〉
A
=
〈
x, T−1y
〉
A
,
which shows that T is adjointable with adjoint T−1.
Earlier we saw that every Hilbert module is (right) nondegenerate. However,
(left) nondegeneracy of a Hilbert bimodule is not automatic.
Definition 2.1.18. We say a Hilbert A–B bimodule X is nondegenerate if
X = A ·X := span{a · x : a ∈ A, x ∈ X}.
One way of combining two Hilbert bimodules is to take their (balanced) tensor
product — a process that generalises taking tensor products of Hilbert spaces.
Definition 2.1.19 ([40], Proposition 4.5). Let X be a Hilbert A–B bimodule and
Y be a Hilbert B–C bimodule. We form the balanced tensor product X ⊗B Y as
follows. Let X  Y be the algebraic tensor product of X and Y as complex vector
spaces. Next, let X B Y be the quotient of X  Y by the subspace
N := span{x · b y − x b · y : x ∈ X, y ∈ Y, b ∈ B}
(we write xBy for the coset xy+N). Then XBY is an inner-product C-module
with right action and inner-product given on simple tensors by the formulas
(xB y) · c := xB (y · c)
and
〈xB y, w B z〉C := 〈y, 〈x,w〉B · z〉C ,
where x,w ∈ X, y, z ∈ Y , c ∈ C. We define X⊗B Y to be the completion of XB Y
with respect to the norm induced by this inner-product. The tensor product X⊗BY
also carries a left action of A by adjointable operators — on simple tensors it is given
by
a · (x⊗B y) := (a · x)⊗B y,
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where x ∈ X, y ∈ Y , a ∈ A. We call the Hilbert A–C bimodule X ⊗B Y the
balanced tensor product of X and Y .
Example 2.1.20. Let X be a Hilbert A-bimodule. Define X⊗0 := AAA. For each
n ≥ 1, we define X⊗n inductively by X⊗n := X ⊗AX⊗n−1. Then each X⊗n has the
structure of a Hilbert A-bimodule.
Remark 2.1.21. Let X be a Hilbert A-module and Y a Hilbert A–B bimodule.
For each adjointable operator S ∈ LA(X), there exists an adjointable operator
S ⊗A idY ∈ LA(X ⊗A Y ) (with adjoint S∗ ⊗A idY ) such that
(S ⊗A idY )(x⊗A y) = (Sx)⊗A y
for each x ∈ X, y ∈ Y .
The next result shows that tensoring a compact operator by the identity gives a
compact operator on the balanced tensor product provided the action on the second
factor is by compacts.
Proposition 2.1.22 ([40], Proposition 4.7). Let X be a Hilbert A-module and Y a
Hilbert A–B bimodule. Suppose that A acts compactly on Y . If S ∈ KA(X), then
S ⊗A idY ∈ KB(X ⊗A Y ).
One reason to be interested in tensor products of Hilbert bimodules is the the-
ory of induced representations — given a Hilbert A–B bimodule we can construct
representations of A from representations of B.
Proposition 2.1.23 ([61], Proposition 2.66). Let A and B be C∗-algebras and X
a Hilbert A–B bimodule. Given a nondegenerate representation π : B → B(H) of
B on a Hilbert space H, there exists a representation X-IndABπ : A → B (X ⊗B H)
such that (
X-IndABπ
)
(a)(x⊗B h) = (a · x)⊗B h
for each a ∈ A, x ∈ X, h ∈ H.
2.2 C∗-algebras associated to Hilbert bimodules
Associated to each Hilbert bimodule are a number of C∗-algebras. To discuss the
first of these we need the notion of a Toeplitz representation.
Definition 2.2.1. Let X be a Hilbert A-bimodule. A Toeplitz representation (ψ, π)
of X in a C∗-algebra B consists of a linear map ψ : X → B and a ∗-homomorphism
π : A→ B satisfying
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(T1) ψ(a · x) = π(a)ψ(x) for each a ∈ A, x ∈ X;
(T2) ψ(x · a) = ψ(x)π(a) for each a ∈ A, x ∈ X;
(T3) ψ(x)∗ψ(y) = π(〈x, y〉A) for each x, y ∈ X.
We can construct a Toeplitz representation of a balanced tensor product of
Hilbert bimodules from Toeplitz representations of the component bimodules.
Proposition 2.2.2 ([27], Proposition 1.8). Let A be a C∗-algebra with X and Y
Hilbert A-bimodules. If (ψ, π) and (µ, π) are Toeplitz representations of X and Y
respectively in a common C∗-algebra B, then there exists a Toeplitz representation
(ψ ⊗A µ, π) of the Hilbert A-bimodule X ⊗A Y in B, such that
(ψ ⊗A µ)(x⊗A y) = ψ(x)µ(y) (2.1)
for each x ∈ X, y ∈ Y .
Proof. We check that there is a well-defined linear map ψ ⊗A µ : X ⊗A Y → B
satisfying (2.1). Observe that if x,w ∈ X and y, z ∈ Y , then
(ψ(x)µ(y))∗ ψ(w)µ(z) = µ(y)∗ψ(x)∗ψ(w)µ(z)
= µ(y)∗π(〈x,w〉A)µ(z)
= µ(y)∗µ(〈x,w〉A · z)
= π (〈y, 〈x,w〉A · z〉A)
= π (〈x⊗A y, w ⊗A z〉A)
since both (ψ, π) and (µ, π) are Toeplitz representations. Thus, if
∑
j xj ⊗ yj is a
finite sum of simple tensors in X ⊗A Y , then∥∥∥∥∑
j
ψ(xj)µ(yj)
∥∥∥∥2
B
=
∥∥∥∥(∑
j
ψ(xj)µ(yj)
)∗(∑
j
ψ(xj)µ(yj)
)∥∥∥∥
B
=
∥∥∥∥∑
j,k
π(〈xj ⊗A yj, xk ⊗A yk〉A)
∥∥∥∥
B
≤
∥∥∥∥∑
j,k
〈xj ⊗A yj, xk ⊗A yk〉A
∥∥∥∥
A
=
∥∥∥∥∑
j
xj ⊗A yj
∥∥∥∥2
X⊗AY
.
In particular, if
∑
j xj ⊗A yj =
∑
k x
′
k ⊗A y′k are finite sums of simple tensors in
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X ⊗A Y , then∥∥∥∥∑
j
ψ(xj)µ(yj)−
∑
k
ψ(x′k)µ(y
′
k)
∥∥∥∥
B
≤
∥∥∥∥∑
j
xj ⊗A yj −
∑
k
x′k ⊗A y′k
∥∥∥∥
X⊗AY
= 0.
Hence, there is a well-defined norm-decreasing map ψ ⊗A µ satisfying (2.1) on
span {x⊗A y : x ∈ X, y ∈ Y }, which extends to X ⊗A Y by continuity. We now
check that (ψ ⊗A µ, π) is a Toeplitz representation.
For any x ∈ X, y ∈ Y , and a ∈ A, we see that
(ψ ⊗A µ) (a · (x⊗A y)) = (ψ ⊗A µ) ((a · x)⊗A y)
= ψ(a · x)µ(y)
= π(a)ψ(x)µ(y)
= π(a)(ψ ⊗A µ)(x⊗A y)
since (ψ, π) satisfies (T1). Thus, (ψ ⊗A µ, π) satisfies (T1).
For any x ∈ X, y ∈ Y , and a ∈ A, we see that
(ψ ⊗A µ) ((x⊗A y) · a) = (ψ ⊗A µ) (x⊗A (y · a))
= ψ(x)µ(y · a)
= ψ(x)µ(y)π(a)
= (ψ ⊗A µ)(x⊗A y)π(a)
since (µ, π) satisfies (T2). Hence, (ψ ⊗A µ, π) satisfies (T2).
From our earlier calculation, we see that if x,w ∈ X and y, z ∈ Y , then
((ψ ⊗A µ)(x⊗A y))∗ ((ψ ⊗A µ)(w ⊗A z)) = (ψ(x)µ(y))∗ ψ(w)µ(z)
= π (〈x⊗A y, w ⊗A z〉A) ,
and so (ψ ⊗A µ, π) satisfies (T3). We conclude that (ψ ⊗A µ, π) is a Toeplitz repre-
sentation of X ⊗A Y in B.
Remark 2.2.3. Given any Toeplitz representation (ψ, π) of a Hilbert A-bimodule X
in a C∗-algebra B, we may apply Proposition 2.2.2 to the tensor powers of X as
defined in Example 2.1.20. We define ψ⊗0 := π : X⊗0 = A → B, and inductively
define ψ⊗n := ψ ⊗A ψ⊗n−1 : X⊗n → B. Then (ψ⊗n, π) is a Toeplitz representation
of X⊗n in B for each n ≥ 0.
The Toeplitz algebra of a Hilbert bimodule X is defined to be the C∗-algebra
generated by a universal Toeplitz representation of X. As the name suggests, these
C∗-algebras generalise the classical Toeplitz algebra (the C∗-algebra generated by
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the unilateral shift on the Hilbert space `2(N)).
Theorem 2.2.4. Let X be a Hilbert A-bimodule. Then there exists a C∗-algebra
TX , which we call the Toeplitz algebra of X, and a Toeplitz representation (iX , iA)
of X in TX that are universal in the following sense:
(i) TX is generated by iX(X) ∪ iA(A);
(ii) given any Toeplitz representation (ψ, π) of X in a C∗-algebra B, there exists
a ∗-homomorphism ψ ×T π : TX → B such that (ψ ×T π) ◦ iX = ψ and
(ψ ×T π) ◦ iA = π.
Proof. Given any Toeplitz representation (ψ, π) of X in a C∗-algebra B, since π is a
∗-homomorphism, ‖π(a)‖B ≤ ‖a‖A for each a ∈ A. Moreover, relation (T3) implies
that
‖ψ(x)‖2B = ‖ψ(x)
∗ψ(x)‖B = ‖π(〈x, x〉A)‖B ≤ ‖〈x, x〉A‖A = ‖x‖
2
X
for any x ∈ X. Hence the relations (T1), (T2), and (T3) are compact C∗-relations
in the sense of Loring ([43], Definition 2.3). By ([43], Theorem 2.10), there exists a
universal Toeplitz representation (iX , iA) of X that generates TX .
The next result shows that TX has a nice spanning family.
Proposition 2.2.5. Let X be a Hilbert A-bimodule and (ψ, π) a Toeplitz represen-
tation of X. Then
C∗ (ψ(X) ∪ π(A)) = span
{
ψ⊗m(x)ψ⊗n(y)∗ : m,n ≥ 0, x ∈ X⊗m, y ∈ X⊗n
}
.
In particular, since TX is generated by iX(X) ∪ iA(A),
TX = span
{
i⊗mX (x)i
⊗n
X (y)
∗ : m,n ≥ 0, x ∈ X⊗m, y ∈ X⊗n
}
.
Proof. Firstly, we check that for any u ∈ X⊗p and v ∈ X⊗q,
ψ⊗p(u)∗ψ⊗q(v) ∈ span
{
ψ⊗m(v)ψ⊗n(y)∗ : m,n ≥ 0, x ∈ X⊗m, y ∈ X⊗n
}
.
By taking adjoints, we may assume without loss of generality that q ≥ p. We can
approximate v by a sum of elementary tensors, and in particular by sums of elements
of the form w ⊗A z where w ∈ X⊗p and z ∈ X⊗q−p. Choosing z′ ∈ X⊗q−p so that
z = z′ · 〈z′, z′〉A by the Hewitt–Cohen–Blanchard factorisation theorem, we have
ψ⊗p(u)∗ψ⊗q(w ⊗A z) = ψ⊗p(u)∗ψ⊗p(w)ψ⊗q−p(z′ · 〈z′, z′〉A)
= ψ⊗0(〈u,w〉A)ψ⊗q−p(z′)ψ⊗0(〈z′, z′〉A)
= ψ⊗q−p(〈u,w〉A · z′)ψ⊗0(〈z′, z′〉A)∗.
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Since ψ⊗q is norm-decreasing (see the proof of Theorem 2.2.4), and multiplication
in B is continuous, we conclude that
ψ⊗p(u)∗ψ⊗q(v) ∈ span
{
ψ⊗q(v)ψ⊗n(y)∗ : m,n ≥ 0, x ∈ X⊗m, y ∈ X⊗n
}
.
Thus, span {ψ⊗m(x)ψ⊗n(y)∗ : m,n ≥ 0, x ∈ X⊗m, y ∈ X⊗n} is closed under taking
linear combinations, products, adjoints, and in norm, and so is a C∗-subalgebra of
C∗ (ψ(X) ∪ π(A)).
Hence, to prove the two sets are equal, it suffices to show that the C∗-subalgebra
span {ψ⊗m(x)ψ⊗n(y)∗ : m,n ≥ 0, x ∈ X⊗m, y ∈ X⊗n} contains all of the generators
of C∗ (ψ(X) ∪ π(A)). If a ∈ A, then a can be written as bc for some b, c ∈ A, and so
π(a) = π(b)π(c) = ψ⊗0(b)ψ⊗0(c)∗.
If x ∈ X, we can choose x′ ∈ X so that x = x′ · 〈x′, x′〉A by the Hewitt–Cohen–
Blanchard factorisation theorem. Thus,
ψ(x) = ψ⊗1(x′)ψ⊗0(〈x′, x′〉A).
Putting all of this together, we conclude that
C∗ (ψ(X) ∪ π(A)) = span
{
ψ⊗m(x)ψ⊗n(y)∗ : m,n ≥ 0, x ∈ X⊗m, y ∈ X⊗n
}
.
The Toeplitz algebra of a Hilbert bimodule also carries an action of the circle
group.
Proposition 2.2.6. Let X be a Hilbert A-bimodule. Then there exists a strongly
continuous gauge action, γT : T → Aut(TX) such that γz(iX(x)) = ziX(x) and
γz(iA(a)) = iA(a) for each z ∈ T, x ∈ X, and a ∈ A.
Proof. Fix z ∈ T. Define ψ : X → TX by ψ(x) := ziX(x) for each x ∈ X. We claim
that (ψ, iA) is a Toeplitz representation of X in TX . Observe that for any a ∈ A,
x ∈ X, we have
ψ(a · x) = ziX(a · x) = ziA(a)iX(x) = iA(a)ψ(x).
Thus, (ψ, iA) satisfies (T1). Furthermore, for any a ∈ A, x ∈ X, we see that
ψ(x · a) = ziX(x · a) = ziX(x)iA(a) = ψ(x)iA(a),
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which shows that (ψ, iA) satisfies (T2). Finally, since z ∈ T, we have
ψ(x)∗ψ(y) = (ziX(x))
∗ (ziX(y)) = zziX(x)
∗iX(y) = |z|2iA(〈x, y〉A) = iA(〈x, y〉A)
for any x, y ∈ X. Hence, (ψ, iA) satisfies (T3). The universal property of TX now
provides a ∗-homomorphism γz := ψ×T iA : TX → TX such that γz(iX(x)) = ziX(x)
and γz(iA(a)) = iA(a) for each x ∈ X, and a ∈ A.
Next we check that z 7→ γz is a homomorphism from T to Aut(TX). Observe
that if z, w ∈ T and x ∈ X, a ∈ A, then
(γz ◦ γz)(iX(x)) = γz(wiX(x)) = zwiX(x) = γzw(iX(x))
and
(γz ◦ γz)(iA(a)) = γz(iA(a)) = iA(a) = γzw(iA(a)).
Thus, γz ◦γz and γzw agree on iX(X)∪ iA(A). Since iX(X)∪ iA(A) generates TX and
γz, γw, γzw are all ∗-homomorphisms, we conclude that γz ◦ γz = γzw. Furthermore,
this implies that
γz ◦ γz = γzz = γ1 = idTX
for any z ∈ T. Hence, γz ∈ Aut(TX) for each z ∈ T. Putting all of this together, we
see that T 3 z 7→ γz ∈ Aut(TX) is a group homomorphism, which we denote by γ.
Finally, we check that γ is strongly continuous. Fix a ∈ A, z ∈ T, and let ε > 0
be given. By Proposition 2.2.5, we may choose b :=
∑n
j=1 i
⊗mj
X (xj)i
⊗nj
X (yj)
∗ ∈ TX
such that ‖a− b‖ < ε
3
. Since scalar multiplication is continuous, the map
T 3 w 7→ γw(b) =
n∑
j=1
wmj−nj i
⊗mj
X (xj)i
⊗nj
X (yj)
∗
is continuous. Hence, there exists a δ > 0 such that, whenever w ∈ T and |z−w| < δ,
it follows that ‖γw(b)− γz(b)‖ < ε3 . Since γz, γw ∈ Aut(TX) are isometric, it follows
that, whenever w ∈ T and |z − w| < δ, we have
‖γz(a)− γw(a)‖ ≤ ‖γw(a− b)‖+ ‖γw(a)− γz(b)‖+ ‖γz(a− b)‖ < 3
(ε
3
)
= ε.
Thus, the map T 3 z 7→ γz(a) ∈ TX is continuous for each a ∈ A. We conclude that
γ is strongly continuous.
The second C∗-algebra associated to a Hilbert bimodule that we are interested
in is universal for Toeplitz representations satisfying an additional constraint, called
Cuntz–Pimsner covariance. Originally formulated by Pimsner for Hilbert bimodules
with faithful left actions, the Cuntz–Pimsner algebra OX of a Hilbert bimodule X
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was defined to be the quotient of TX by the ideal of generalised compact operators on
the Fock space FX [53]. Subsequently, Katsura defined what has come to be accepted
as the correct notion of a Cuntz–Pimsner algebra for a Hilbert bimodule with non
faithful left action [34]. It is Katsura’s definition of Cuntz–Pimsner covariance that
we use in this thesis. Before we give the definition, we need some more background
material.
Proposition 2.2.7 ([56], Proposition 8.11). Given a Toeplitz representation (ψ, π)
of a Hilbert A-bimodule X in a C∗-algebra B, there exists a ∗-homomorphism
(ψ, π)(1) : KA(X)→ B such that
(ψ, π)(1) (Θx,y) = ψ(x)ψ(y)
∗
for each x, y ∈ X.
Definition 2.2.8. For an ideal I of a C∗-algebra A, we define
I⊥ := {a ∈ A : ab = 0 for all b ∈ I} .
We now present Katsura’s notion of Cuntz–Pimsner covariance.
Definition 2.2.9. Let X be a Hilbert A-bimodule. We say that a Toeplitz repre-
sentation (ψ, π) of X is Cuntz–Pimsner covariant if (ψ, π)(1)(φ(a)) = π(a) for any
a ∈ φ−1 (KA(X))
⋂
(ker(φ))⊥.
The Cuntz–Pimsner algebra of a Hilbert A-bimodule X is defined to be the C∗-
algebra generated by a universal Cuntz–Pimsner covariant Toeplitz representation
of X. When the left action on X is faithful, this coincides with the notion of Cuntz–
Pimsner algebra defined by Pimsner in [53]. In general, Katsura’s Cuntz–Pimsner
algebra will be the quotient of TX by an ideal smaller than the ideal of generalised
compact operators on the Fock space FX . Katsura’s Cuntz–Pimsner algebra has
two notable advantages over Pimsner’s algebra:
(i) OX will always contains a faithful copy of A;
(ii) A representation of OX that is faithful on A, will be faithful on the fixed-point
algebra for the gauge action γ : T→ Aut (OX).
Theorem 2.2.10. Let X be a Hilbert A-bimodule. Then there exists a C∗-algebra
OX , which we call the Cuntz–Pimsner algebra of X, and a Cuntz–Pimsner covariant
Toeplitz representation (jX , jA) of X in OX that are universal in the following sense:
(i) OX is generated by jX(X) ∪ jA(A);
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(ii) given any Cuntz–Pimsner covariant Toeplitz representation ψ : X → B of X,
there exists a ∗-homomorphism ψ×O π : OX → B such that (ψ×O π)◦ jX = ψ
and (ψ ×O π) ◦ jA = π.
Proof. As in the proof of Theorem 2.2.4, ([43], Theorem 2.10) ensures the existence
of a universal Cuntz–Pimsner covariant Toeplitz representation (jX , jA) of X that
generates OX .
Proposition 2.2.11. Let X be a Hilbert A-bimodule. Then there exists a strongly
continuous gauge action, γ : T → Aut(OX) such that γz(jX(x)) = zjX(x) and
γz(jA(a)) = jA(a) for each z ∈ T, x ∈ X, and a ∈ A.
Proof. Fix z ∈ T. Define ψ : X → OX by ψ(x) := zjX(x) for each x ∈ X. The
exact same working as in the proof of Proposition 2.2.6 will be sufficient to prove the
result, provided the Toeplitz representation (ψ, jA) of X in OX is Cuntz–Pimsner
covariant. Observe that if x, y ∈ X, then
(ψ, jA)
(1)(Θx,y) = ψ(x)ψ(y)
∗ = zjX(x) (zjX(y))
∗ = zzjX(x)jX(y)
∗
= |z|2(jX , jA)(1)(Θx,y) = (jX , jA)(1)(Θx,y).
Since (ψ, jA)
(1) and (jX , jA)
(1) are ∗-homomorphisms, (ψ, jA)(1) = (jX , jA)(1). The
Cuntz–Pimsner covariance of (ψ, jA) then follows from the Cuntz–Pimsner covari-
ance of (jX , jA).
2.3 Background material for higher-rank graphs
and their C∗-algebras
Higher-rank graphs are defined using the language of category theory. To begin, we
summarise the relevant background material.
Definition 2.3.1. A small category C is a sextuple (Obj(C),Hom(C), dom, cod, id, ◦)
consisting of
(i) sets Obj(C) and Hom(C), elements of which are called the objects and mor-
phisms of C respectively;
(ii) the domain and codomain functions dom, cod : Hom(C)→ Obj(C);
(iii) the identity function id : Obj(C)→ Hom(C);
(iv) the composition function ◦ : Hom(C)×Obj(C) Hom(C)→ Hom(C), where
Hom(C)×Obj(C) Hom(C) := {(f, g) ∈ Hom(C)× Hom(C) : dom(f) = cod(g)}
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is the set of composable pairs of morphisms in C,
satisfying
(i) dom(id(x)) = cod(id(x)) = x for each x ∈ Obj(C);
(ii) dom(f ◦ g) = dom(g) and cod(f ◦ g) = cod(f) for each composable pair
(f, g) ∈ Hom(C)×Obj(C) Hom(C);
(iii) id(cod(f)) ◦ f = f ◦ id(dom(f)) = f for each f ∈ Hom(C);
(iv) (f ◦ g) ◦ h = f ◦ (g ◦ h) whenever (f, g), (g, h) ∈ Hom(C)×Obj(C) Hom(C).
We say that C is a countable if Hom(C) is a countable set.
We tend to think of a category as a collection of vertices (the objects) and arrows
between them (the morphisms). An arrow then points from its domain object to its
codomain object, and composition of morphisms is concatenation of arrows.
Example 2.3.2. A unital semigroup S may be viewed as a small category C with
one object x as follows: Obj(C) := {x}, Hom(C) := S, dom(s) = cod(s) = x for
each s ∈ S, id(x) = eS, s ◦ t := st for each s, t ∈ S.
In this thesis, the most important category arising from a unital semigroup is
Nk equipped with coordinate-wise addition (where N := {0, 1, 2, . . .}).
Remark 2.3.3. The identity function for a category C is injective — if id(x) = id(y)
for some x, y ∈ Obj(C), then x = dom(id(x)) = dom(id(y)) = y. For this reason, we
frequently identify an object with its image under the identity function, and view
the category as consisting solely of morphisms.
We are also interested in structure preserving maps between categories called
(covariant) functors. Informally, viewing categories as collections of vertices and
arrows, functors are maps that preserve connectivity.
Definition 2.3.4. Let C and D be small categories. A (covariant) functor F from
C to D is a mapping that
(i) associates to each object x ∈ Obj(C) an object F (x) ∈ Obj(D);
(ii) associates to each morphism f ∈ Hom(C) a morphism F (f) ∈ Hom(D),
such that
(i) dom(F (f)) = F (dom(f)) and cod(F (f)) = F (cod(f)) for each f ∈ Hom(C);
(ii) F (id(x)) = id(F (x)) for each x ∈ Obj(C);
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(iii) F (f ◦ g) = F (f) ◦ F (g) for each (f, g) ∈ Hom(C)×Obj(C) Hom(C).
We are now ready to define higher-rank graphs.
Definition 2.3.5. A higher-rank graph of rank k (also known simply as a k-graph)
consists of a countable small category Λ and a functor d : Λ → Nk satisfying the
following factorisation property: for any m,n ∈ Nk and λ ∈ Λ with d(λ) = m + n,
there exist unique µ, ν ∈ Λ with d(µ) = m and d(ν) = n such that λ = µ ◦ ν.
The factorisation property allows us to identify the elements in Λ that have
degree zero with the identity morphisms in the category.
Lemma 2.3.6. Let Λ be a k-graph. Then d−1({0}) = {id(x) : x ∈ Obj(Λ)}.
Proof. Let x ∈ Obj(Λ). As d is a functor, it follows that
d(id(x)) = d(id(x) ◦ id(x)) = 2d(id(x)).
Hence, d(id(x)) = 0. Thus, {id(x) : x ∈ Obj(Λ)} ⊆ d−1({0}). For the reverse
inclusion, fix λ ∈ d−1({0}). Since λ = id(cod(λ)) ◦ λ = λ ◦ id(dom(λ)) and
d(id(cod(λ))) = d(id(dom(λ))) = 0 (from the first part of the proof), the factorisa-
tion property forces
λ = id(cod(λ)) = id(dom(λ)) ∈ {id(x) : x ∈ Obj(Λ)}.
Next, we fix some notation for higher-rank graphs.
Notation. Let (Λ, d) be a k-graph.
(i) For 1 ≤ i ≤ k, we write ei for the ith generator of Nk. For n ∈ Nk, we
write ni for the ith coordinate of n. We use ≤ for the partial order on Nk
given by m ≤ n ⇔ mi ≤ ni for all i. For any m,n ∈ Nk, we write m ∨ n
for the coordinate-wise maximum of m and n. Furthermore, for any finite
subset E := {m1, . . . ,mn} ⊆ Nk, we write
∨
E for m1 ∨ · · · ∨mn (and define∨
∅ := 0).
(ii) For each λ, µ ∈ Λ with dom(λ) = cod(µ), we write λµ for λ ◦ µ.
(iii) For each n ∈ Nk, we define Λn := {λ ∈ Λ : d(λ) = n}.
(iv) For each λ ∈ Λ, define r(λ) := id(cod(λ)) ∈ Λ0 and s(λ) := id(dom(λ)) ∈ Λ0.
The maps r, s : Λ→ Λ0 are called the range and source maps of Λ respectively.
(v) For any subset E ⊆ Λ and λ ∈ Λ, we define λE := {λµ : µ ∈ E, s(λ) = r(µ)}
and Eλ := {µλ : µ ∈ E, r(λ) = s(µ)}. In particular, for each v ∈ Λ0 and
n ∈ Nk, we have vΛn := {λ ∈ Λ : r(λ) = v, d(λ) = n}.
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(vi) For each λ ∈ Λ and m,n ∈ Nk with m ≤ n ≤ d(λ), the factorisation property
in Λ implies that there exists unique µ, ν, η ∈ Λ with λ = µνη and d(µ) = m,
d(ν) = n − m, d(η) = d(λ) − n. We define λ(0,m) := µ, λ(m,n) =: ν,
λ(n, d(λ)) := η.
We visualise a k-graph by drawing its 1-skeleton, which is the directed graph
with vertex set Λ0, edge set
⋃k
i=1 Λ
ei , and range and source maps inherited from Λ.
Edges of differerent degrees are distinguished using k different colours. In general
a k-graph need not be completely determined by its 1-skeleton — there exist 1-
skeletons that do no correspond to any k-graph, whilst distinct k-graphs may have
the same 1-skeleton. For more details, see Section 2 of [58].
Before we look at associating C∗-algebras to higher-rank graphs, we need to
discuss the concept of common extensions and minimal common extensions of paths.
Definition 2.3.7. Let Λ be a k-graph. For µ, ν ∈ Λ we write
CE(µ, ν) := {λ ∈ Λ : λ = µα = νβ for some α, β ∈ Λ} = µΛ ∩ νΛ.
We call elements of CE(µ, ν) common extensions of µ and ν. We also define
MCE(µ, ν) : = {λ ∈ Λd(µ)∨d(ν) : λ = µα = νβ for some α, β ∈ Λ}
= CE(µ, ν) ∩ Λd(µ)∨d(ν)
= µΛd(µ)∨d(ν)−d(µ) ∩ νΛd(µ)∨d(ν)−d(ν),
and call elements of MCE(µ, ν) minimal common extensions of µ and ν. We also
write
Λmin(µ, ν) : = {(α, β) : µα = νβ ∈ MCE(µ, ν)}
= {(λ(d(µ), d(µ) ∨ d(ν)), λ(d(ν), d(µ) ∨ d(ν))) : λ ∈ MCE(µ, ν)} .
Informally speaking, a common extension of two paths µ, ν ∈ Λ is another path
that starts with both µ and ν. Since a path starting with µ must have degree
at least that of µ, and a path starting with ν must have degree at least that of
ν, any common extension of µ and ν must have degree no less than d(µ) ∨ d(ν).
Common extensions with exactly this degree are called minimal common extensions.
Elements in Λmin(µ, ν) are then ordered pairs of paths that when appended to µ and
ν respectively give a minimal common extension of µ and ν. It follows from the
factorisation property that if λ is a common extension of the paths µ and ν, then
λ(0, d(µ) ∨ d(ν)) is a minimal common extension and
(λ (d(µ), d(µ) ∨ d(ν)) , λ (d(ν), d(µ) ∨ d(ν))) ∈ Λmin(µ, ν).
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We would like to be able to work with k-graphs that have sources or infinite
receivers, whilst still ensuring that the associated C∗-algebras are spanned by col-
lections of partial isometries of a standard form. To avoid convergence issues (in
particular infinite sums of projections), we introduce a restriction on the type of
k-graphs that we will look at.
Definition 2.3.8. We say a k-graph Λ is finitely aligned if Λmin(µ, ν) is finite (pos-
sibly empty) for all µ, ν ∈ Λ.
We now introduce the notion of a Toeplitz–Cuntz–Krieger family for a finitely
aligned k-graph.
Definition 2.3.9. Let Λ be a finitely aligned k-graph. A Toeplitz–Cuntz–Krieger
Λ-family is a collection {qλ : λ ∈ Λ} of elements of a C∗-algebra such that
(TCK1) {qv : v ∈ Λ0} is a set of mutually orthogonal projections;
(TCK2) qµqν = qµν for all µ, ν ∈ Λ with s(µ) = r(ν);
(TCK3) q∗µqν =
∑
(α,β)∈Λmin(µ,ν) qαq
∗
β for all µ, ν ∈ Λ, where the empty sum is
interpreted as zero.
Next we show that relation (TCK3) ensures that a Toeplitz–Cuntz–Krieger fam-
ily consists of partial isometries.
Proposition 2.3.10. If Λ is a finitely aligned k-graph and {qλ : λ ∈ Λ} is a
Toeplitz–Cuntz–Krieger Λ-family, then
q∗λqµ = δλ,µqs(λ)
for each λ, µ ∈ Λ with d(λ) = d(µ).
Proof. Let λ, µ ∈ Λ with d(λ) = d(µ). If λ = µ, then Λmin(µ, ν) = {s(λ)} and
so q∗λqµ = q
∗
λqλ = qs(λ) by (TCK3). If λ 6= µ, then Λmin(λ, µ) is empty. To see
this, observe that if (η, ν) ∈ Λmin(λ, µ), then d(η) = d(λ) ∨ d(µ) − d(λ) = 0 and
d(ν) = d(λ) ∨ d(µ) − d(µ) = 0. Hence, η = s(λ) and ν = s(µ), but this then
forces λ = λs(λ) = µs(µ) = µ, which is impossible. Thus, (TCK3) tells us that
q∗λqµ = 0
Given any finitely aligned k-graph, we can always get a Toeplitz–Cuntz–Krieger
family in the following way.
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Example 2.3.11. Suppose Λ is a finitely aligned k-graph. Let {ξµ : µ ∈ Λ} denote
the standard orthonormal basis for `2(Λ). For each λ ∈ Λ, there exists wλ ∈ B(`2(Λ))
such that
wλξµ =
ξλµ if r(µ) = s(λ)0 otherwise for each µ ∈ Λ. (2.2)
Then {wλ : λ ∈ Λ} is a Toeplitz–Cuntz–Krieger Λ-family in B(`2(Λ)).
Proof. Firstly we show that for each λ ∈ Λ, there exists wλ ∈ B(`2(Λ)) satisfy-
ing (2.2). Fix λ ∈ Λ and let f ∈ `2(Λ). Define wλ(f) : Λ→ C by
(wλ(f)) (ν) :=
f(τ) if ν = λτ for some τ ∈ Λ0 otherwise
for each ν ∈ Λ. Since∑
ν∈Λ
|(wλ(f)) (ν)|2 =
∑
τ∈s(λ)Λ
|f(τ)|2 ≤
∑
τ∈Λ
|f(τ)|2 = ‖f‖2`2(Λ) ,
we see that wλ(f) ∈ `2(Λ). Thus, wλ ∈ B(`2(Λ)) with ‖wλ‖B(`2(Λ)) ≤ 1. Observe
that for any µ, ν ∈ Λ,
(wλξµ) (ν) =
ξµ(τ) if ν = λτ for some τ ∈ Λ0 otherwise
=
1 if ν = λτ for some τ ∈ Λ and µ = τ0 otherwise.
Thus, if r(µ) 6= s(λ), then (wλξµ) (ν) = 0 for each ν ∈ Λ. On the other hand, if
r(µ) = s(λ), then
(wλξµ) (ν) =
1 if ν = λµ0 otherwise
= ξλµ(ν).
Hence,
wλξµ =
ξλµ if r(µ) = s(λ)0 otherwise,
and so (2.2) holds.
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Next, we claim that w∗λ is given by
w∗λξν =
ξη if ν = λη for some η ∈ Λ0 otherwise for any ν ∈ Λ. (2.3)
To see this, fix µ, ν ∈ Λ. If ν 6∈ λΛ, then
〈wλξµ, ξν〉 =
〈ξλµ, ξν〉 if r(µ) = s(λ)0 otherwise
=
δλµ,ν if r(µ) = s(λ)0 otherwise
= 0,
and so w∗λξν = 0. On the other hand, if ν ∈ λΛ (say ν = λη), then
〈wλξµ, ξν〉 =
δλµ,λη if r(µ) = s(λ)0 otherwise
= δµ,η
= 〈ξµ, ξη〉.
Hence, w∗λξν = ξη, which establishes (2.3).
We now check that {wλ : λ ∈ Λ} satisfies the Toeplitz–Cuntz–Krieger relations.
If v, u ∈ Λ0 and µ ∈ Λ, then
w∗vwuξµ =
w∗vξµ if r(µ) = u0 otherwise
=
ξµ if v = r(µ) = u0 otherwise
= δv,uwvξµ.
Thus, w∗vwu = δv,uwv. Hence, {wv : v ∈ Λ0} is a collection of mutually orthogonal
projections, and so {wλ : λ ∈ Λ} satisfies (TCK1).
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Next, observe that for any µ, ν, λ ∈ Λ with r(ν) = s(µ), we have
wµwνξλ =
wµξνλ if r(λ) = s(ν)0 otherwise
=
ξµνλ if r(λ) = s(ν)0 otherwise
= wµνξλ.
Thus, wµwν = wµν for any µ, ν ∈ Λ with r(ν) = s(µ), and so {wλ : λ ∈ Λ} satisfies
(TCK2).
It remains to check that {wλ : λ ∈ Λ} satisfies (TCK3). Observe that for any
µ, λ ∈ Λ, we have
w∗µwµξλ =
w∗µξµλ if r(λ) = s(µ)0 otherwise
=
ξλ if r(λ) = s(µ)0 otherwise
= ws(µ)ξλ.
Thus w∗µwµ = ws(µ). Now fix µ, ν, λ ∈ Λ. If there exists η ∈ MCE(µ, ν) such that
λ ∈ ηΛ, then λ ∈ µΛ ∩ νΛ = CE(µ, ν) and η = λ(0, d(η)) = λ(0, d(µ) ∨ d(ν)).
Alternatively, if for all η ∈ MCE(µ, ν) we have λ 6∈ ηΛ, then λ 6∈ µΛ ∩ νΛ. Thus,( ∑
η∈MCE(µ,ν)
wηw
∗
η
)
ξλ =
∑
{η∈MCE(µ,ν):λ∈ηΛ}
ξλ
=
ξλ if λ ∈ µΛ ∩ νΛ0 otherwise
= wµw
∗
µwνw
∗
νξλ.
Thus,
wµw
∗
µwνw
∗
ν =
∑
η∈MCE(µ,ν)
wηw
∗
η.
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Hence,
w∗µwν = ws(µ)w
∗
µwνws(ν) = w
∗
µwµw
∗
µwνw
∗
νwν
= w∗µ
( ∑
η∈MCE(µ,ν)
wηw
∗
η
)
wν
= w∗µ
( ∑
(α,β)∈Λmin(µ,ν)
wµαw
∗
νβ
)
wν
=
∑
(α,β)∈Λmin(µ,ν)
w∗µwµwα (w
∗
νwνwβ)
∗
=
∑
(α,β)∈Λmin(µ,ν)
ws(µ)wα
(
ws(ν)wβ
)∗
=
∑
(α,β)∈Λmin(µ,ν)
wαw
∗
β,
and so {wλ : λ ∈ Λ} satisfies (TCK3).
The next result shows that for each finitely aligned higher-rank graph there
exists a C∗-algebra generated by a universal Toeplitz–Cuntz–Krieger family.
Theorem 2.3.12. Let Λ be a finitely aligned k-graph. Then there exists a C∗-
algebra T C∗(Λ), called the Toeplitz–Cuntz–Krieger algebra of Λ, and a Toeplitz–
Cuntz–Krieger Λ-family {tλ : λ ∈ Λ} in T C∗(Λ) such that
(i) T C∗(Λ) is generated by {tλ : λ ∈ Λ}, i.e. T C∗(Λ) = C∗ ({tλ : λ ∈ Λ});
(ii) T C∗(Λ) has the following universal property: given any other Toeplitz–Cuntz–
Krieger Λ-family {qλ : λ ∈ Λ} in a C∗-algebra B, there exists a homomorphism
πq : T C∗(Λ)→ B that carries tλ to qλ for each λ ∈ Λ.
Proof. If {qλ : λ ∈ Λ} is a Toeplitz–Cuntz–Krieger Λ-family in a C∗-algebra B, then
Proposition 2.3.10 tells us that
‖qλ‖2B = ‖q
∗
λqλ‖B =
∥∥qs(λ)∥∥B
for any λ ∈ Λ. Moreover, since qv is a projection for each v ∈ Λ0, it follows that
‖qλ‖B ≤ 1 for each λ ∈ Λ. Hence, relations (TCK1), (TCK2), and (TCK3) are com-
pact C∗-relations in the sense of ([43], Definition 2.3), and so ([43], Theorem 2.10)
guarantees the existence of a universal Toeplitz–Cuntz–Krieger Λ-family that gen-
erates T C∗(Λ).
Remark 2.3.13. We will reserve the notation {tλ : λ ∈ Λ} for the universal Toeplitz–
Cuntz–Krieger Λ-family. If there is potential confusion over which k-graph the
family {tλ : λ ∈ Λ} is universal for, we will write tΛλ for tλ.
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Remark 2.3.14. Consider the Toeplitz–Cuntz–Krieger Λ-family exhibited in Exam-
ple 2.3.11. For any λ ∈ Λ, we see that wλξs(λ) = ξλ. Hence, wλ 6= 0. Since the ∗-
homomorphism πw : T C∗(Λ)→ B(`2(Λ)) maps tλ to wλ and is norm-decreasing, we
conclude that each tλ in the universal Toeplitz–Cuntz–Krieger Λ-family is nonzero.
As expected the Toeplitz–Cuntz–Krieger algebra of a k-graph is spanned by a
collection of partial isometries.
Proposition 2.3.15. Let Λ be a finitely aligned k-graph and {qλ : λ ∈ Λ} a Toeplitz–
Cuntz–Krieger Λ-family. Then
C∗({qλ : λ ∈ Λ}) = span{qλq∗µ : λ, µ ∈ Λ}.
In particular, since T C∗(Λ) is generated by {tλ : λ ∈ Λ},
T C∗(Λ) = span{tλt∗µ : λ, µ ∈ Λ}.
Proof. Clearly, span{qλq∗µ : λ, µ ∈ Λ} is closed under linear combinations, under
adjoints, and in norm. Furthermore, if λ, µ, ν, η ∈ Λ, then (TCK2) and (TCK3) tell
us that
(qλq
∗
µ)(qνq
∗
η) = qλ(q
∗
µqν)q
∗
η = qλ
( ∑
(α,β)∈Λmin(µ,ν)
qαq
∗
β
)
q∗η
=
∑
(α,β)∈Λmin(µ,ν)
qλqα(qηqβ)
∗
=
∑
(α,β)∈Λmin(µ,ν)
qλαq
∗
ηβ.
Hence, span{qλq∗µ : λ, µ ∈ Λ} is closed under taking products as well, and so is a
C∗-subalgebra of C∗({qλ : λ ∈ Λ}). Observe that for each λ ∈ Λ, qλ = qλq∗s(λ). Thus,
span{qλq∗µ : λ, µ ∈ Λ} contains all of the generators of C∗({qλ : λ ∈ Λ}), and hence
the two sets are equal.
Of course we would like to know when the induced homomorphism from the
universal property of the Toeplitz–Cuntz–Krieger algebra is injective. First we need
some more definitions.
Definition 2.3.16. Let Λ be a finitely aligned k-graph and q := {qλ : λ ∈ Λ} a
Toeplitz–Cuntz–Krieger Λ-family. For any v ∈ Λ0 and any finite subset E of vΛ, we
define
∆(q)E :=
∏
λ∈E
(qv − qλq∗λ) .
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Definition 2.3.17. Let Λ be a k-graph, v ∈ Λ0 and E ⊆ vΛ. We say that E is
v-exhaustive in Λ if, for every λ ∈ vΛ, there exists µ ∈ E such that MCE(λ, µ) 6= ∅
(equivalently Λmin(λ, µ) 6= ∅).
We have the following version of Coburn’s Theorem for Toeplitz–Cuntz–Krieger
algebras to tell us when the induced homomorphism of Theorem 2.3.12 is injective.
Theorem 2.3.18. Let Λ be a finitely aligned k-graph and q := {qλ : λ ∈ Λ} a
Toeplitz–Cuntz–Krieger Λ-family. Then the induced homomorphism πq is injective
if and only if qv 6= 0 for each v ∈ Λ0 and ∆(q)E 6= 0 whenever E ⊆ vΛ\{v} is finite
and v-exhaustive in Λ.
Proof. This is a special case of ([57], Theorem 8.1) for finitely aligned product
systems of graphs over the semigroup Nk.
In addition to the Toeplitz–Cuntz–Krieger algebra, there is another C∗-algebra
with a universal property associated to each finitely aligned higher-rank graph. To
discuss this C∗-algebra we need the notion of a Cuntz–Krieger family.
Definition 2.3.19. Let Λ be a finitely aligned k-graph. A Cuntz–Krieger Λ-family
is a collection {qλ : λ ∈ Λ} of elements of a C∗-algebra satisfying (TCK1), (TCK2),
(TCK3), and
(CK)
∏
λ∈E(qv − qλq∗λ) = 0 for each v ∈ Λ0 and each finite v-exhaustive set E ⊆ vΛ.
Associated to each finitely aligned higher-rank graph there is a C∗-algebra gen-
erated by a universal Cuntz–Krieger family.
Theorem 2.3.20. Let Λ be a finitely aligned k-graph. Then there exists a C∗-
algebra C∗(Λ), called the Cuntz–Krieger algebra of Λ, and a Cuntz–Krieger Λ-family
{sλ : λ ∈ Λ} in C∗(Λ) such that
(i) C∗(Λ) is generated by {sλ : λ ∈ Λ}, i.e. C∗(Λ) = C∗ ({sλ : λ ∈ Λ});
(ii) C∗(Λ) has the following universal property: given any other Cuntz–Krieger
Λ-family {qλ : λ ∈ Λ} in a C∗-algebra B, there exists a ∗-homomorphism
πq : C
∗(Λ)→ B that carries sλ to qλ for each λ ∈ Λ.
Proof. As in the proof of Theorem 2.3.12, relations (TCK1), (TCK2), (TCK3), and
(CK) are compact C∗-relations in the sense of ([43], Definition 2.3). Thus, ([43],
Theorem 2.10) ensures the existence of a universal Cuntz–Krieger Λ-family that
generates C∗(Λ).
Remark 2.3.21. We will reserve the notation {sλ : λ ∈ Λ} for the universal Cuntz–
Krieger Λ-family. If there is potential confusion over which k-graph the family
{sλ : λ ∈ Λ} is universal for, we will write sΛλ for sλ.
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Remark 2.3.22. It follows from ([59], Proposition 2.12) that sv 6= 0 for each v ∈ Λ0.
Proposition 2.3.10 implies that ss(λ) = s
∗
λsλ for each λ ∈ Λ, from which it follows
that sλ 6= 0.
Remark 2.3.23. The universal property of C∗(Λ) shows that for each z ∈ Tk there
exists an endomorphism γz of C
∗(Λ) such that γz(sλ) = z
d(λ)sλ for each λ ∈ Λ (where
zm :=
∏k
i=1 z
mi
i for each m ∈ Nk). It is straightforward to check on generators that
γzγw = γzw and γ1 = idC∗(Λ). Thus the map z 7→ γz is an action of Tk on C∗(Λ)
by automorphisms, which we denote by γ and call the gauge action. We write γΛ
for γ if there is ambiguity over which k-graph we are talking about. An ε
3
argument
shows that γ is strongly continuous.
We are interested in the gauge action because it helps tell us when representa-
tions of C∗(Λ) are faithful.
Theorem 2.3.24 ([59], Theorem 4.2). Let Λ be a finitely aligned k-graph and sup-
pose that π : C∗(Λ) → B is a representation of C∗(Λ) in a C∗-algebra B. Suppose
that there is a strongly continuous action
θ : Tk → Aut(C∗({π(sλ) : λ ∈ Λ}))
such that θz ◦ π = π ◦ γz for each z ∈ Tk. If π(sv) 6= 0 for each v ∈ Λ0, then π is
injective.
2.4 Realising T C∗(Λ) as a Toeplitz algebra
Given a k-graph Λ (with k ≥ 1), there exist k (k − 1)-graphs formed by removing
all edges of a fixed degree and restricting the degree functor.
Definition 2.4.1. Let Λ be a k-graph, with k ≥ 1. For each i ∈ {1, . . . , k}, we
define
Λi := {λ ∈ Λ : d(λ)i = 0}.
In this section we show how, given any k-graph Λ and any i ∈ {1, . . . , k}, the
Toeplitz–Cuntz–Krieger algebra T C∗(Λ) can be realised as the Toeplitz algebra of
a Hilbert T C∗(Λi)-bimodule. We will define the Hilbert T C∗(Λi)-bimodule that
we are interested in to be a certain closed subspace of T C∗(Λ). To equip this set
with left and right actions of T C∗(Λi) we want a ∗-homomorphism from T C∗(Λi)
to T C∗(Λ). Moreover, to ensure that we have a T C∗(Λi) valued inner-product, we
need to know that this homomorphism is injective.
Proposition 2.4.2. Let Λ be a finitely aligned k-graph, with k ≥ 1. For each
i ∈ {1, . . . , k}, there exists an injective ∗-homomorphism φ : T C∗(Λi) → T C∗(Λ)
such that φ
(
tΛ
i
λ
)
= tΛλ for each λ ∈ Λi.
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Proof. Clearly,
{
tΛλ : λ ∈ Λi
}
satisfies (TCK1) and (TCK2). To see that
{
tΛλ : λ∈Λi
}
also satisfies (TCK3), it suffices to show that Λmin(µ, ν) = (Λi)min(µ, ν) for any
µ, ν ∈ Λi. To see this, observe that for any (α, β) ∈ Λmin(µ, ν) we have
d(α)i = (d(µ) ∨ d(ν)− d(µ))i = max{d(µ)i, d(ν)i} − d(µ)i = 0
and
d(β)i = (d(µ) ∨ d(ν)− d(ν))i = max{d(µ)i, d(ν)i} − d(ν)i = 0,
and so (α, β) ∈ (Λi)min(µ, ν). Thus,
{
tΛλ : λ ∈ Λi
}
is a Toeplitz–Cuntz–Krieger Λi-
family in T C∗(Λ), and so by the universal property of T C∗(Λi), there exists a
∗-homomorphism φ : T C∗(Λi)→ T C∗(Λ) such that φ
(
tΛ
i
λ
)
= tΛλ for each λ ∈ Λi.
We now argue that φ is injective. Firstly, we know that tΛv 6= 0 for each v ∈ Λ0 by
Remark 2.3.14. Therefore, by Theorem 2.3.18, it suffices to check that ∆
(
tΛ
)E 6= 0
whenever v ∈ Λ0 and E ⊆ vΛi \ {v} is finite and v-exhaustive in Λi. A simple
calculation shows that for each µ ∈ Λ,
∆(w)Eξµ =
ξµ if r(µ) = v and µ 6∈ λΛ for all λ ∈ E0 otherwise,
where {wλ : λ ∈ Λ} is defined as in Example 2.3.11. Since v 6∈ E, ∆(w)Eξv = ξv.
As the ∗-homomorphism πw : T C∗(Λ)→ B(`2(Λ)) carries ∆
(
tΛ
)E
to ∆(w)E and is
norm-decreasing, we conclude that ∆
(
tΛ
)E 6= 0, and so φ is injective.
Using the injective ∗-homomorphism from the previous proposition, we define a
collection of Hilbert T C∗(Λi)-bimodules.
Proposition 2.4.3. Let Λ be a finitely aligned k-graph, with k ≥ 1. Fix i ∈
{1, . . . , k}. For each n ≥ 0, define
Xn := span
{
tΛλ t
Λ
µ
∗
: λ, µ ∈ Λ, d(λ)i = n, d(µ)i = 0
}
⊆ T C∗(Λ),
taking the closure with respect to the norm on T C∗(Λ). Then Xn carries a right
action of T C∗(Λi) such that
x · a = xφ(a)
for each x ∈ Xn and a ∈ T C∗(Λi). There is a T C∗(Λi)-valued inner-product
〈·, ·〉nT C∗(Λi) on Xn such that
〈x, y〉nT C∗(Λi) = φ−1(x∗y)
for each x, y ∈ Xn. Then Xn has the structure of a (right) Hilbert T C∗(Λi)-module.
Additionally, there exists a ∗-homomorphism ψn : T C∗(Λi) → LT C∗(Λi)(Xn) such
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that
ψn(a)(x) = φ(a)x
for each x ∈ Xn and a ∈ T C∗(Λi). Thus, Xn has the structure of a Hilbert T C∗(Λi)-
bimodule.
Proof. Firstly, we check that the right action of T C∗(Λi) on Xn is well-defined.
Recall that
T C∗(Λi) = span
{
tΛ
i
η t
Λi
ρ
∗
: η, ρ ∈ Λi
}
and
Xn = span
{
tΛλ t
Λ
µ
∗
: λ, µ ∈ Λ, d(λ)i = n, d(µ)i = 0
}
.
Also recall that φ is isometric and multiplication is continuous in T C∗(Λ). Thus, it
suffices to show that for any λ ∈ Λ with d(λ)i = n and η, ρ, µ ∈ Λi we have
tΛλ t
Λ
µ
∗
φ
(
tΛ
i
η t
Λi
ρ
∗)
∈ Xn.
If (α, β) ∈ Λmin(µ, η), then
d(λα)i = d(λ)i + d(α)i = n+ d(α)i = n+ max{d(µ)i, d(η)i} − d(µ)i = n
and
d(ρβ)i = d(ρ)i + d(β)i = max{d(µ)i, d(η)i} − d(η)i = 0.
So, making use of relation (TCK3), we see that
tΛλ t
Λ
µ
∗
φ
(
tΛ
i
η t
Λi
ρ
∗)
= tΛλ t
Λ
µ
∗
tΛη t
Λ
ρ
∗
=
∑
(α,β)∈Λmin(µ,η)
tΛλαt
Λ
ρβ
∗ ∈ Xn.
We now show that there is a T C∗(Λi)-valued inner-product 〈·, ·〉nT C∗(Λi) on Xn
such that
〈x, y〉nT C∗(Λi) = φ−1(x∗y)
for each x, y ∈ Xn. We begin by showing that for each x, y ∈ Xn, the product
x∗y ∈ φ(T C∗ (Λi)) = span
{
tΛη t
Λ
ρ
∗
: η, ρ ∈ Λi
}
. Fix λ, λ′ ∈ Λ with d(λ)i = d(λ′)i = n,
and µ, µ′ ∈ Λi. If (α, β) ∈ Λmin(λ, λ′), then
d(µα)i = d(µ)i + d(α)i = d(α)i = max{d(λ)i, d(λ′)i} − d(λ)i = n− n = 0,
d(µ′β)i = d(µ
′)i + d(β)i = d(β)i = max{d(λ)i, d(λ′)i} − d(λ′)i = n− n = 0.
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Hence,
(
tΛλ t
Λ
µ
∗)∗ (
tΛλ′t
Λ
µ′
∗)
= tΛµ t
Λ
λ
∗
tΛλ′t
Λ
µ′
∗
=
∑
(α,β)∈Λmin(λ,λ′)
tΛµαt
Λ
µ′β
∗ ∈ φ(T C∗
(
Λi)
)
.
Since the adjoint and multiplication are both continuous on T C∗(Λ), we conclude
that x∗y ∈ φ(T C∗(Λi)) for each x, y ∈ Xn. Routine calculations show that the map
〈·, ·〉nT C∗(Λi) : Xn × Xn → T C∗(Λi), defined by 〈x, y〉nT C∗(Λi) := φ−1(x∗y) for each
x, y ∈ Xn, is complex linear and T C∗(Λi)-linear in its second argument, conjugate
symmetric, and positive definite. We also see that the norm ‖·‖Xn induced by this
inner-product is given by
‖x‖2Xn =
∥∥∥〈x, x〉nT C∗(Λi)∥∥∥T C∗(Λi) = ‖x∗x‖T C∗(Λ) = ∥∥φ−1(x∗x)∥∥T C∗(Λi) = ‖x‖2T C∗(Λ) ,
for any x ∈ Xn, since φ is isometric. As Xn is closed in T C∗(Λ) with respect to
‖·‖T C∗(Λ) by definition, we see that Xn is complete with respect to the induced norm
‖·‖Xn , and so
(
Xn, 〈·, ·〉nT C∗(Λi)
)
is a Hilbert T C∗(Λi)-module. Henceforth, we will
simply write ‖·‖ for both ‖·‖Xn and ‖·‖T C∗(Λ).
It remains to show that the Hilbert T C∗(Λi)-module Xn carries a left action of
T C∗(Λi) by adjointable operators. In particular, we will show that there exists a ∗-
homomorphism ψn : T C∗(Λi)→ LT C∗(Λi)(Xn) such that ψn(a)(x) = φ(a)x for each
x ∈ Xn and a ∈ T C∗(Λi). We begin by showing that if x ∈ Xn and a ∈ T C∗(Λi),
then φ(a)x ∈ Xn. Fix λ ∈ Λ with d(λ)i = n and η, ρ, µ ∈ Λi. If (α, β) ∈ Λmin(ρ, λ),
then
d(ηα)i = d(η)i + d(α)i = d(α)i = max{d(ρ)i, d(λ)i} − d(ρ)i = d(λ)i − 0 = n
and
d(µβ)i = d(µ)i + d(β)i = d(β)i = max{d(ρ)i, d(λ)i} − d(λ)i = d(λ)i − d(λ)i = 0.
Thus, an application of relation (TCK3) shows that
φ
(
tΛ
i
η t
Λi
ρ
∗)
tΛλ t
Λ
µ
∗
= tΛη t
Λ
ρ
∗
tΛλ t
Λ
µ
∗
=
∑
(α,β)∈Λmin(ρ,λ)
tΛηαt
Λ
µβ
∗ ∈ Xn.
By linearity and continuity it follows that φ(a)x ∈ Xn for every a ∈ T C∗(Λi) and
x ∈ Xn. We now show that for each a ∈ T C∗(Λi) the map ψn(a) : Xn → Xn
defined by ψn(a)(x) := φ(a)x is adjointable (with adjoint ψn(a
∗)). Since φ is a
CHAPTER 2. MOTIVATION FROM HIGHER-RANK GRAPH ALGEBRAS 37
∗-homomorphism, for any x, y ∈ Xn, we have
〈ψn(a)(x), y〉nT C∗(Λi) = φ
−1 ((φ(a)x)∗y) = φ−1 (x∗(φ(a∗)y)) = 〈x, ψn(a∗)(y)〉nT C∗(Λi) .
Finally, since φ is a ∗-homomorphism, it follows that ψn : T C∗(Λi)→ LT C∗(Λi)(Xn)
is a ∗-homomorphism.
Our aim is to show that the Toeplitz algebra of the Hilbert T C∗(Λi)-bimodule
X := X1 is isomorphic to the Toeplitz–Cuntz–Krieger algebra of Λ. Before we do
this we need to analyse the tensor powers of X. Firstly, we need a lemma telling us
how, given paths η, ρ ∈ Λ, we can factorise elements of Λmin(η, ρ).
Lemma 2.4.4. Let Λ be a finitely aligned k-graph. For each η, ρ ∈ Λ and m ∈ Nk
with m ≤ d(ρ), we have
Λmin(η, ρ) = {(αγ, δ) : (α, β) ∈ Λmin(η, ρ(0,m)), (γ, δ) ∈ Λmin(β, ρ(m, d(ρ)))}.
Proof. To start we prove that
{(αγ, δ) : (α, β) ∈ Λmin(η, ρ(0,m)), (γ, δ) ∈ Λmin(β, ρ(m, d(ρ)))} ⊆ Λmin(η, ρ).
Fix (α, β) ∈ Λmin(η, ρ(0,m)) and (γ, δ) ∈ Λmin(β, ρ(m, d(ρ))). Then
ηαγ = ρ(0,m)βγ = ρ(0,m)ρ(m, d(ρ))δ = ρδ,
which shows that ηαγ = ρδ ∈ CE(η, ρ). Now we show that the common extension
ηαγ = ρδ of the paths η and ρ is minimal by computing the degree of ρδ. Since
(γ, δ) ∈ Λmin(β, ρ(m, d(ρ))), we see that
d(ρδ) = d(ρ(0,m) ρ(m, d(ρ)δ) = d(ρ(0,m)) + d(ρ(m, d(ρ))δ)
= m+ d(β) ∨ d(ρ(m, d(ρ))
= m+ d(β) ∨ (d(ρ)−m) .
Since (α, β) ∈ Λmin(η, ρ(0,m)), this must be the same as
m+ (d(η)∨d(ρ(0,m))− d(ρ(0,m)))∨(d(ρ)−m)=m+ (d(η)∨m−m)∨(d(ρ)−m) .
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Fix i ∈ {1, . . . , k}. If d(η)i ≥ mi, then
(m+ (d(η) ∨m−m) ∨ (d(ρ)−m))i = mi + max{d(η)i −mi, d(ρ)i −mi}
= mi + max{d(η)i, d(ρ)i} −mi
= max{d(η)i, d(ρ)i}
= (d(η) ∨ d(ρ))i .
On the other hand, suppose that d(η)i < mi. Using that fact that d(η)i < mi ≤ d(ρ)i
for the penultimate equality, we see that
(m+ (d(η) ∨m−m) ∨ (d(ρ)−m))i = mi + max{0, d(ρ)i −mi}
= mi + d(ρ)i −mi
= d(ρ)i
= max{d(ρ)i, d(η)i}
= (d(η) ∨ d(ρ))i .
Thus, d(ρδ) = d(η) ∨ d(ρ), and we conclude that (αγ, δ) ∈ Λmin(η, ρ).
Next we check that
Λmin(η, ρ) ⊆ {(αγ, δ) : (α, β) ∈ Λmin(η, ρ(0,m)), (γ, δ) ∈ Λmin(β, ρ(m, d(ρ)))}.
Fix (λ, τ) ∈ Λmin(η, ρ). Let α := λ(0, d(η) ∨ m − d(η)), β := (ρτ)(m, d(η) ∨ m),
γ := λ(d(η) ∨m− d(η), d(λ)), and δ := τ . By construction, (αγ, δ) = (λ, τ). Thus
it remains to show that (α, β) ∈ Λmin(η, ρ(0,m)) and (γ, δ) ∈ Λmin(β, ρ(m, d(ρ))).
Since ηλ = ρτ , we see that
ηα = ηλ(0, d(η) ∨m− d(η)) = (ηλ)(0, d(η) ∨m) = (ρτ)(0, d(η) ∨m)
= (ρτ)(0,m) (ρτ)(m, d(η ∨m)).
As m ≤ d(ρ), this must be the same as
ρ(0,m) (ρτ)(m, d(η ∨m)) = ρ(0,m)β.
Hence, ηα = ρ(0,m)β ∈ CE(η, ρ(0,m)). Since
d(ηα) = d(η) + d(α) = d(η) + d(η) ∨m− d(η) = d(η) ∨m = d(η) ∨ d(ρ(0,m))
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we conclude that (α, β) ∈ Λmin(η, ρ(0,m)). Since d(η) ≤ d(η) ∨m, we see that
βγ = (ρτ)(m, d(η) ∨m)λ(d(η) ∨m− d(η), d(λ))
= (ηλ)(m, d(η) ∨m)λ(d(η) ∨m− d(η), d(λ))
= (ηλ)(m, d(η) ∨m) (ηλ)(d(η) ∨m, d(ηλ))
= (ηλ)(m, d(ηλ)).
As ηλ = ρτ and m ≤ d(ρ) this equals
(ρτ)(m, d(ρτ)) = ρ(m, d(ρ))τ = ρ(m, d(ρ))δ.
Thus, βγ = ρ(m, d(ρ))δ ∈ CE(β, ρ(m, d(ρ))). Since (λ, τ) ∈ Λmin(η, ρ), we have
d(βγ) = d(β) + d(γ) = d(η) ∨m−m+ d(λ)− d(η) ∨m+ d(η)
= d(λ) + d(η)−m
= d(η) ∨ d(ρ)− d(η) + d(η)−m
= (d(η) ∨ d(ρ))−m.
As m ≤ d(ρ), this is the same as
d(η) ∨m ∨ d(ρ)−m = (d(η) ∨m−m) ∨ (d(ρ)−m)
= d(β) ∨ (d(ρ)−m)
= d(β) ∨ d(ρ(m, d(ρ))),
which shows that (γ, δ) ∈ Λmin(β, ρ(m, d(ρ))).
Proposition 2.4.5. Let Λ be a finitely aligned k-graph, with k ≥ 1. Fix i ∈
{1, . . . , k}. Define Xn as in Proposition 2.4.3 and set X := X1. Then for each
n ∈ N ∪ {0}, there exists a Hilbert T C∗(Λi)-bimodule isomorphism Ωn : Xn → X⊗n
such that Ω0 = φ
−1 and, for n ≥ 1,
Ωn
(
tΛλ t
Λ
µ
∗)
= tΛλ(0,ei) ⊗T C∗(Λi) Ωn−1
(
tΛλ(ei,d(λ))t
Λ
µ
∗)
for each λ, µ ∈ Λ with d(λ)i = n and d(µ)i = 0.
(2.4)
Proof. Define Ω0 : X0 → X⊗0 = T C∗(Λi) to be φ−1. Clearly, Ω0 is a Hilbert
T C∗(Λi)-bimodule isomorphism. For n ≥ 1, we claim that there exists a Hilbert
T C∗(Λi)-bimodule isomorphism Ωn : Xn → X⊗n satisfying (2.4). We will define
this collection of maps inductively.
Fix n ≥ 0 and suppose that Ωn : Xn → X⊗n is a Hilbert T C∗(Λi)-bimodule
isomorphism satisfying (2.4). Let λ, µ, ν, η ∈ Λ with d(λ)i = d(ν)i = n + 1 and
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d(µ)i = d(η)i = 0. Using the fact that Ωn is left T C∗(Λi)-linear for the second
equality, we see that
〈
tΛλ(0,ei) ⊗T C∗(Λi) Ωn
(
tΛλ(ei,d(λ))t
Λ
µ
∗)
, tΛν(0,ei) ⊗T C∗(Λi) Ωn
(
tΛν(ei,d(λ))t
Λ
η
∗) 〉
=
〈
Ωn
(
tΛλ(ei,d(λ))t
Λ
µ
∗)
, 〈tΛλ(0,ei), t
Λ
ν(0,ei)
〉1T C∗(Λi) · Ωn
(
tΛν(ei,d(λ))t
Λ
η
∗)〉
=
〈
Ωn
(
tΛλ(ei,d(λ))t
Λ
µ
∗)
,Ωn
(
〈tΛλ(0,ei), t
Λ
ν(0,ei)
〉1T C∗(Λi) · tΛν(ei,d(λ))t
Λ
η
∗
)〉
.
Since Ωn is inner-product preserving, this is equal to〈
tΛλ(ei,d(λ))t
Λ
µ
∗
,〈tΛλ(0,ei), t
Λ
ν(0,ei)
〉 · tΛν(ei,d(λ))t
Λ
η
∗〉n
T C∗(Λi)
=
〈
tΛλ(ei,d(λ))t
Λ
µ
∗
, tΛλ(0,ei)
∗
tΛν(0,ei)t
Λ
ν(ei,d(λ))
tΛη
∗〉n
T C∗(Λi)
= φ−1
(
tΛµ t
Λ
λ(ei,d(λ))
∗
tΛλ(0,ei)
∗
tΛν(0,ei)t
Λ
ν(ei,d(λ))
tΛη
∗)
= φ−1
(
tΛµ t
Λ
λ
∗
tΛν t
Λ
η
∗)
=
〈
tΛλ t
Λ
µ
∗
, tΛν t
Λ
η
∗〉n+1
T C∗(Λi) .
Thus, there exists a well-defined norm-decreasing map∑
aλ,µt
Λ
λ t
Λ
µ
∗ 7→
∑
aλ,µt
Λ
λ(0,ei)
⊗T C∗(Λi) Ωn
(
tΛλ(ei,d(λ))t
Λ
µ
∗)
on span
{
tΛλ t
Λ
µ
∗
: λ, µ ∈ Λ, d(λ)i = n+ 1, d(µ)i = 0
}
, which extends to Xn+1 by con-
tinuity. We denote this extension by Ωn+1. The previous calculation then shows
that Ωn+1 is inner-product preserving.
We now show that Ωn+1 is left T C∗(Λi)-linear. For any λ, µ, ν, η ∈ Λ with
d(λ)i = n+ 1 and d(ν)i = d(µ)i = d(η)i = 0, we have
tΛ
i
ν t
Λi
η
∗
· Ωn+1
(
tΛλ t
Λ
µ
∗)
= tΛ
i
ν t
Λi
η
∗
·
(
tΛλ(0,ei) ⊗T C∗(Λi) Ωn
(
tΛλ(ei,d(λ))t
Λ
µ
∗))
= tΛν t
Λ
η
∗
tΛλ(0,ei) ⊗T C∗(Λi) Ωn
(
tΛλ(ei,d(λ))t
Λ
µ
∗)
=
∑
(α,β)∈Λmin(η,λ(0,ei))
tΛναt
Λ
β
∗ ⊗T C∗(Λi) Ωn
(
tΛλ(ei,d(λ))t
Λ
µ
∗)
.
(2.5)
To simplify this expression, observe that if (α, β) ∈ Λmin(η, λ(0, ei)), then
d(να)i = d(ν)i + max{d(η)i, d(λ(0, ei))i} − d(η)i = 1
and
d(β)i = max{d(η)i, d(λ(0, ei))i} − d(λ(0, ei))i = 0.
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Thus, since Ωn is left T C∗(Λi)-linear, we see that (2.5) is equal to∑
(α,β)∈Λmin(η,λ(0,ei))
tΛ(να)(0,ei)⊗T C∗(Λi) t
Λi
(να)(ei,d(να))
tΛ
i
β
∗
· Ωn
(
tΛλ(ei,d(λ))t
Λ
µ
∗)
=
∑
(α,β)∈Λmin(η,λ(0,ei))
tΛ(να)(0,ei)⊗T C∗(Λi) Ωn
(
tΛ(να)(ei,d(να))t
Λ
β
∗
tΛλ(ei,d(λ))t
Λ
µ
∗)
=
∑
(α,β)∈Λmin(η,λ(0,ei))
(γ,δ)∈Λmin(β,λ(ei,d(λ)))
tΛ(να)(0,ei)⊗T C∗(Λi) Ωn
(
tΛ(να)(ei,d(να))γt
Λ
µδ
∗)
.
Since d(να) ≥ ei, we have
(να)(0, ei) = (ναγ)(0, ei)
and
(να)(ei, d(να))γ = (ναγ)(ei, d(ναγ)).
Assembling these arguments and using Lemma 2.4.4 for the third equality, we have
tΛ
i
ν t
Λi
η
∗
· Ωn+1
(
tΛλ t
Λ
µ
∗)
=
∑
(α,β)∈Λmin(η,λ(0,ei))
(γ,δ)∈Λmin(β,λ(ei,d(λ)))
tΛ(ναγ)(0,ei) ⊗T C∗(Λi) Ωn
(
tΛ(ναγ)(ei,d(ναγ))t
Λ
µδ
∗)
=
∑
(α,β)∈Λmin(η,λ(0,ei))
(γ,δ)∈Λmin(β,λ(ei,d(λ)))
Ωn+1
(
tΛναγt
Λ
µδ
∗)
=
∑
(τ,σ)∈Λmin(η,λ)
Ωn+1
(
tΛντ t
Λ
µσ
∗)
= Ωn+1
(
tΛν t
Λ
η
∗
tΛλ t
Λ
µ
∗)
= Ωn+1
(
tΛ
i
ν t
Λi
η
∗
· tΛλ tΛµ
∗
)
.
Since
Xn+1 = span
{
tΛλ t
Λ
µ
∗
: λ, µ ∈ Λ, d(λ)i = n+ 1, d(µ)i = 0
}
and
T C∗(Λi) = span
{
tΛ
i
ν t
Λi
η
∗
: ν, η ∈ Λi
}
,
we conclude, by linearity and continuity, that Ωn+1 is left T C∗(Λi)-linear.
Next, we show that Ωn+1 : Xn+1 → X⊗n+1 is surjective. Fix λ, µ, ν, η ∈ Λ with
d(λ)i = 1, d(ν)i = n, and d(µ)i = d(η)i = 0. Using the left T C∗(Λi)-linearity of Ωn
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for the last equality, we see that
Ωn+1
( ∑
(α,β)∈Λmin(µ,ν)
tΛλαt
Λ
ηβ
∗
)
=
∑
(α,β)∈Λmin(µ,ν)
tΛ(λα)(0,ei) ⊗T C∗(Λi) Ωn
(
tΛ(λα)(ei,d(λα))t
Λ
ηβ
∗)
=
∑
(α,β)∈Λmin(µ,ν)
tΛλ(0,ei) ⊗T C∗(Λi) Ωn
(
tΛλ(ei,d(λ))αt
Λ
ηβ
∗)
= tΛλ(0,ei) ⊗T C∗(Λi) Ωn
(
tΛλ(ei,d(λ))t
Λ
µ
∗
tΛν t
Λ
η
∗)
= tΛλ t
Λ
µ
∗ ⊗T C∗(Λi) Ωn
(
tΛν t
Λ
η
∗)
∈ X ⊗T C∗(Λi) X⊗n.
Since Xm = span
{
tΛλ t
Λ
µ
∗
: λ, µ ∈ Λ, d(λ)i = m, d(µ)i = 0
}
for each m ≥ 0 and the
map Ωn : Xn → X⊗n is surjective, we conclude that Ωn+1 is surjective.
We have now shown that Ωn+1 is inner-product preserving and surjective. Re-
mark 2.1.17 tells us that Ωn+1 is adjointable. Since Ωn+1 is also left T C∗(Λi)-linear,
we conclude that Ωn+1 is a T C∗(Λi)-bimodule isomorphism from Xn+1 to X⊗n+1 as
required.
We now work towards showing that the Toeplitz algebra of the Hilbert T C∗(Λi)-
bimodule X is isomorphic to the Toeplitz–Cuntz–Krieger algebra of Λ. The idea is
to use the universal properties of TX and T C∗(Λ) to get ∗-homomorphisms between
the two C∗-algebras, and then argue that these maps are mutually inverse. Firstly,
we need a result telling us how the Hilbert T C∗(Λi)-bimodule isomorphisms from
Proposition 2.4.5 interact with the tensor product.
Lemma 2.4.6. Let {Ωn : n ≥ 0} be the collection of Hilbert T C∗(Λi)-bimodule
isomorphisms defined in Proposition 2.4.5. Then for any m,n ≥ 0 and x ∈ Xm,
y ∈ Xn,
Ωm (x)⊗T C∗(Λi) Ωn (y) = Ωm+n (xy) . (2.6)
In particular, if λ, µ ∈ Λ with r(µ) = s(λ), then
Ωd(λ)i
(
tΛλ
)
⊗T C∗(Λi) Ωd(µ)i
(
tΛµ
)
= Ωd(λµ)i
(
tΛλµ
)
.
Proof. We will use induction onm. Them = 0 case is equivalent to the left T C∗(Λi)-
linearity of Ωn, which we proved in Proposition 2.4.5. Now suppose that (2.6) holds
for some m ≥ 0. Let n ≥ 0 and fix λ, µ, ν, τ ∈ Λ with d(λ)i = m+ 1, d(ν)i = n, and
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d(µ)i = d(τ)i = 0. Applying the inductive hypothesis, we see that
Ωm+1
(
tΛλ t
Λ
µ
∗)⊗T C∗(Λi) Ωn (tΛν tΛτ ∗)
= tΛλ(0,ei) ⊗T C∗(Λi) Ωm
(
tΛλ(ei,d(λ))t
Λ
µ
∗)⊗T C∗(Λi) Ωn (tΛν tΛτ ∗)
= tΛλ(0,ei) ⊗T C∗(Λi) Ωm+n
(
tΛλ(ei,d(λ))t
Λ
µ
∗
tΛν t
Λ
τ
∗)
=
∑
(α,β)∈Λmin(µ,ν)
tΛλ(0,ei) ⊗T C∗(Λi) Ωm+n
(
tΛλ(ei,d(λ))αt
Λ
τβ
∗)
,
(2.7)
where the last equality follows from applying relation (TCK3) in T C∗(Λ). Since
d(λ) ≥ (m+ 1)ei ≥ ei, (2.7) must equal∑
(α,β)∈Λmin(µ,ν)
tΛ(λα)(0,ei)⊗T C∗(Λi) Ωm+n
(
tΛ(λα)(ei,d(λα))t
Λ
τβ
∗)
=
∑
(α,β)∈Λmin(µ,ν)
Ωm+n+1
(
tΛλαt
Λ
τβ
∗)
= Ωm+n+1
(
tΛλ t
Λ
µ
∗
tΛν t
Λ
τ
∗)
.
Since Xj = span{tΛλ tΛµ
∗
: λ, µ ∈ Λ, d(λ)i = j, d(µ)i = 0} for each j ≥ 0, we conclude
that (2.6) holds for m+ 1 as well.
We now get a ∗-homomorphism from T C∗(Λ) to TX by exhibiting a Toeplitz–
Cuntz–Krieger Λ-family in TX .
Proposition 2.4.7. Let Λ be a finitely aligned k-graph, with k ≥ 1. Fix i ∈
{1, . . . , k}. Define Xn as in Proposition 2.4.3 and set X := X1. Consider the
collection of Hilbert T C∗(Λi)-bimodule isomorphisms {Ωn : n ≥ 0} defined in Propo-
sition 2.4.5. For each λ ∈ Λ, define uλ ∈ TX by
uλ := i
⊗d(λ)i
X
(
Ωd(λ)i
(
tΛλ
))
.
Then {uλ : λ ∈ Λ} is a Toeplitz–Cuntz–Krieger Λ-family in TX . Hence, there exists
a ∗-homomorphism πu : T C∗(Λ)→ TX such that πu
(
tΛλ
)
= uλ for each λ ∈ Λ.
Proof. Firstly, we check that {uλ : λ ∈ Λ} satisfies (TCK1). For any v ∈ Λ0, we see
that
uv := i
⊗d(v)i
X
(
Ωd(v)i
(
tΛv
))
= i⊗0X
(
Ω0
(
tΛv
))
= iT C∗(Λi)
(
φ−1
(
tΛv
))
= iT C∗(Λi)
(
tΛ
i
v
)
.
Since iT C∗(Λi) is a ∗-homomorphism and
{
tΛ
i
v : v ∈ Λ0
}
is a collection of mutually
orthogonal projections, it follows that {uv : v ∈ Λ0} consists of mutually othogonal
projections.
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Next we check that {uλ : λ ∈ Λ} satisfies (TCK2). Fix λ, µ ∈ Λ with r(µ) =
s(λ). Making use of Lemma 2.4.6, we see that
uλuµ = i
⊗d(λ)i
X
(
Ωd(λ)i
(
tΛλ
))
i
⊗d(µ)i
X
(
Ωd(µ)i
(
tΛµ
))
= i
⊗(d(λ)i+d(µ)i)
X
(
Ωd(λ)i
(
tΛλ
)
⊗T C∗(Λi) Ωd(µ)i
(
tΛµ
))
= i
⊗d(λµ)i
X
(
Ωd(λµ)i
(
tΛλµ
))
= uλµ.
Finally we check that {uλ : λ ∈ Λ} satisfies (TCK3). Let λ, µ ∈ Λ. Suppose
that d(µ)i ≥ d(λ)i. As
Ωd(µ)i
(
tΛµ
)
= Ωd(λ)i
(
tΛµ(0,d(λ)iei)
)
⊗T C∗(Λi) Ωd(µ)i−d(λ)i
(
tΛµ(d(λ)iei,d(µ))
)
by Lemma 2.4.6, it follows that
u∗λuµ = i
⊗d(λ)i
X
(
Ωd(λ)i
(
tΛλ
))∗
i
⊗d(µ)i
X
(
Ωd(µ)i
(
tΛµ
))
= i
⊗d(µ)i−d(λ)i
X
(〈
Ωd(λ)i
(
tΛλ
)
,Ωd(λ)i
(
tΛµ(0,d(λ)iei)
)〉
· Ωd(µ)i−d(λ)i
(
tΛµ(d(λ)iei,d(µ))
))
.
As Ωd(λ)i preserves inner-products and Ωd(µ)i−d(λ)i is left T C∗(Λi)-linear, this must
be the same as
i
⊗d(µ)i−d(λ)i
X
(
Ωd(µ)i−d(λ)i
(〈
tΛλ , t
Λ
µ(0,d(λ)iei)
〉d(λ)i
T C∗(Λi)
· tΛµ(d(λ)iei,d(µ))
))
= i
⊗d(µ)i−d(λ)i
X
(
Ωd(µ)i−d(λ)i
(
tΛλ
∗
tΛµ(0,d(λ)iei)t
Λ
µ(d(λ)iei,d(µ))
))
= i
⊗d(µ)i−d(λ)i
X
(
Ωd(µ)i−d(λ)i
(
tΛλ
∗
tΛµ
))
= i
⊗d(µ)i−d(λ)i
X
(
Ωd(µ)i−d(λ)i
( ∑
(α,β)∈Λmin(λ,µ)
tΛαt
Λ
β
∗
))
,
where the last equality comes from the fact that {tΛλ : λ ∈ Λ} satisfies (TCK3).
Moreover, if (α, β) ∈ Λmin(λ, µ), then
d(α)i = max{d(λ)i, d(µ)i} − d(λ)i = d(µ)i − d(λ)i
and
d(α)i = max{d(λ)i, d(µ)i} − d(µ)i = 0.
CHAPTER 2. MOTIVATION FROM HIGHER-RANK GRAPH ALGEBRAS 45
Thus, as Ωd(µ)i−d(λ)i is right T C∗(Λi)-linear,
u∗λuµ =
∑
(α,β)∈Λmin(λ,µ)
i
⊗d(µ)i−d(λ)i
X
(
Ωd(µ)i−d(λ)i
(
tΛα
)
· tΛiβ
∗)
=
∑
(α,β)∈Λmin(λ,µ)
i
⊗d(µ)i−d(λ)i
X
(
Ωd(µ)i−d(λ)i
(
tΛα
))
i⊗0X
(
tΛ
i
β
∗)
=
∑
(α,β)∈Λmin(λ,µ)
i
⊗d(α)i
X
(
Ωd(α)i)
(
tΛα
))
i
⊗d(β)i
X
(
Ωd(β)i
(
tΛβ
))∗
=
∑
(α,β)∈Λmin(λ,µ)
uαu
∗
β.
If d(λ)i ≥ d(µ)i, we can apply the previous working to (u∗λuµ)∗ = u∗µuλ. This
completes the proof that {uλ : λ ∈ Λ} satisfies (TCK3). Hence, {uλ : λ ∈ Λ} is a
Toeplitz–Cuntz–Krieger Λ-family in TX . The universal property of T C∗(Λ) induces
a ∗-homomorphism πu : T C∗(Λ)→ TX such that πu
(
tΛλ
)
= uλ for each λ ∈ Λ.
It is considerably easier to get a ∗-homomorphism from TX to T C∗(Λ). Once
we have it, there is still some work left to show that it is the inverse of the ∗-
homomorphism πu : T C∗(Λ)→ TX from Proposition 2.4.7.
Theorem 2.4.8. Let Λ be a finitely aligned k-graph, with k ≥ 1. Fix i ∈ {1, . . . , k}.
Define Xn as in Proposition 2.4.3 and set X := X1. Let ι : X → T C∗(Λ) denote the
inclusion map. Then (ι, φ) is a Toeplitz representation of X in T C∗(Λ), and hence,
by the universal property of TX , there exists a ∗-homomorphism ι ×T φ : TX →
T C∗(Λ) such that (ι ×T φ) ◦ iX = ι and (ι ×T φ) ◦ iT C∗(Λi) = φ. Moreover, πu and
ι×T φ are mutually inverse. Thus, T C∗(Λ) ∼= TX .
Proof. It is elementary to check that (ι, φ) is a Toeplitz representation of X in
T C∗(Λ). Observe that for any x ∈ X and a ∈ A, we have
ι(a · x) = a · x = φ(a)x = φ(a)ι(x)
and
ι(x · a) = x · a = xφ(a) = ι(x)φ(a),
which proves that (ι, φ) satisfies (T1) and (T2). If x, y ∈ X, then
ι(x)∗ι(y) = x∗y = φ
(
φ−1(x∗y)
)
= φ
(
〈x, y〉1T C∗(Λi)
)
,
and so (ι, φ) satisfies (T3).
It remains to check that ι ×T φ and πu are mutually inverse. Fix λ ∈ Λ. If
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d(λ)i = 0, then
((ι×T φ) ◦ πu)
(
tΛλ
)
= (ι×T φ)(uλ) = (ι×T φ)
(
i
⊗d(λ)i
X
(
Ωd(λ)i
(
tΛλ
)))
= (ι×T φ)
(
iT C∗(Λi)
(
tΛ
i
λ
))
= φ
(
tΛ
i
λ
)
= tΛλ .
If d(λ)i = 1, then
((ι×T φ) ◦ πu)
(
tΛλ
)
= (ι×T φ)(uλ) = (ι×T φ)
(
i
⊗d(λ)i
X
(
Ωd(λ)i
(
tΛλ
)))
= (ι×T φ)
(
iX
(
tΛλ
))
= ι
(
tΛλ
)
= tΛλ .
If d(λ)i ≥ 2, then
((ι×T φ) ◦ πu)
(
tΛλ
)
= (ι×T φ)(uλ)
= (ι×T φ)
(
i
⊗d(λ)i
X
(
Ωd(λ)i
(
tΛλ
)))
= (ι×T φ)
(
i
⊗d(λ)i
X
(
tΛλ(0,ei)⊗T C∗(Λi) · · · ⊗T C∗(Λi) t
Λ
λ((d(λ)i−1)ei,d(λ))
))
= (ι×T φ)
(
iX
(
tΛλ(0,ei)
)
· · · iX
(
tΛλ((d(λ)i−1)ei,d(λ))
))
= ι
(
tΛλ(0,ei)
)
· · · ι
(
tΛλ((d(λ)i−1)ei,d(λ))
)
= tΛλ(0,ei) · · · t
Λ
λ((d(λ)i−1)ei,d(λ))
= tΛλ .
Since T C∗(Λ) is generated by
{
tΛλ : λ ∈ Λ
}
, we conclude that (ι×T φ)◦πu = idT C∗(Λ).
We now show that πu ◦ (ι×T φ) = idTX . If µ ∈ Λi, then
(πu ◦ (ι×T φ))
(
iT C∗(Λi)
(
tΛ
i
µ
))
= πu
(
φ
(
tΛ
i
µ
))
= πu
(
tΛµ
)
= uµ
= i
⊗d(λ)i
X
(
Ωd(µ)i
(
tΛµ
))
= iT C∗(Λi)
(
tΛ
i
µ
)
.
For any λ ∈ Λ with d(λ)i = 1 and µ ∈ Λi, we see that
(πu ◦ (ι×T φ))
(
iX
(
tΛλ t
Λ
µ
∗))
= πu
(
ι
(
tΛλ t
Λ
µ
∗))
= πu
(
tΛλ t
Λ
µ
∗)
= uλu
∗
µ
= i
⊗d(λ)i
X
(
Ωd(λ)i
(
tΛλ
))
i
⊗d(µ)i
X
(
Ωd(µ)i
(
tΛµ
))∗
= iX
(
tΛλ
)
iT C∗(Λi)
(
tΛ
i
µ
)∗
= iX
(
tΛλ t
Λ
µ
∗)
.
Since TX is generated by iX(X)∪ iT C∗(Λi)(T C∗(Λi)), whilst T C∗(Λi) is generated by{
tΛ
i
µ : µ ∈ Λi
}
and X = span
{
tΛλ t
Λ
µ
∗
: λ, µ ∈ Λ, d(λ)i = 1, d(µ)i = 0
}
, we conclude
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that πu ◦ (ι×T φ) = idTX . Thus, ι×T φ and πu are mutually inverse.
2.5 A KK-equivalence between T C∗(Λ) and c0(Λ0)
In this section we use Theorem 2.4.8 to show that the Toeplitz–Cuntz–Krieger alge-
bra of a finitely aligned k-graph is KK-equivalent to the continuous functions that
vanish at infinity on its vertex set. As a corollary, we compute the K-theory of
Toeplitz–Cuntz–Krieger algebras associated to finitely aligned k-graphs. As a first
step, we look at the C∗-algebras associated to a zero graph.
Proposition 2.5.1. Let Λ be a 0-graph. Then C∗(Λ) ∼= T C∗(Λ) ∼= c0(Λ).
Proof. Firstly, since Λ contains nothing apart from vertices it is finitely aligned and
FE(Λ) = ∅. For v ∈ Λ0 = Λ, define wv ∈ c0(Λ) by wv(u) := δv,u for all u ∈ Λ.
It is elementary to verify that {wv : v ∈ Λ} is a Toeplitz–Cuntz–Krieger Λ-family.
The induced homomorphism πw : T C∗(Λ) → c0(Λ) is obviously surjective. Since
each wv 6= 0, we conclude that πw is injective by Theorem 2.3.18. Moreover, since Λ
contains only vertices, any Toeplitz–Cuntz–Krieger Λ automatically satisfies relation
(CK) of Definition 2.3.19, and we conclude that C∗(Λ) ∼= T C∗(Λ).
The following result due to Pimsner shows the relationship between the Toeplitz
algebra of a Hilbert bimodule and its coefficient algebra
Theorem 2.5.2 ([53], Theorem 4.4). Let X be a Hilbert A-bimodule. Suppose A is
separable and X is countably generated as a right A-module. Then TX and A are
KK-equivalent. That is there exist α ∈ KK(A, TX) and β ∈ KK(TX , A) such that
α⊗TX β = 1A, β ⊗A α = 1TX ,
where, for any C∗-algebra B, 1B is the multiplicative identity in the ring KK(B,B),
given by [(B, idBB, 0)].
Remark 2.5.3. We note that if A is nonseparable or X is not countably generated,
then ([34], Proposition 8.2) ensures that the inclusion of A in TX still induces an
isomorphism at the level of K-theory.
Proposition 2.5.4. Let Λ be a finitely aligned k-graph. Then T C∗(Λ) ∼=KK c0(Λ0).
Proof. We will use induction on k. If k = 0 then T C∗(Λ) and c0(Λ0) are iso-
morphic by Proposition 2.5.1. Now suppose that k ≥ 1, and that the result
holds for any finitely aligned (k − 1)-graph. By Theorem 2.4.8 we may, for any
i ∈ {1, . . . , k}, realise the Toeplitz–Cuntz–Krieger algebra of Λ as the Toeplitz
algebra of the Hilbert T C∗(Λi)-bimodule X := X1 defined in Proposition 2.4.3.
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Since k-graphs are countable categories by definition, T C∗(Λi) is separable and X
is finitely generated as a right T C∗(Λi)-module. Thus, by Theorem 2.5.2, we have
T C∗(Λ) ∼=KK T C∗(Λi). Since Λi is a (k − 1)-graph, the inductive hypothesis then
tells us that T C∗(Λi) ∼=KK c0(Λ0). As KK-equivalence is transitive, we conclude
that T C∗(Λ) ∼=KK c0(Λ0).
Remark 2.5.5. In Pimsner’s proof of ([53], Theorem 4.4), α ∈ KK(A, TX) is given
by the class of the inclusion of A in TX . Hence, the inductive argument in the proof
of Proposition 2.5.4 shows that the KK-equivalence of c0(Λ
0) and T C∗(Λ) is given
by the inclusion of c0(Λ
0) in T C∗(Λ).
Remark 2.5.6. Since KK-equivalence is transitive, Proposition 2.5.4 is equivalent
to the fact that the Toeplitz–Cuntz–Krieger algebra of any finitely aligned k-graph
is KK-equivalent to the Toeplitz–Cuntz–Krieger algebra of any of its 2k subgraphs
obtained by deleting all edges of degree {ei : i ∈ F} for some F ⊆ {1, . . . , k}.
Since KK-equivalent C∗-algebras have the same K-theory, Proposition 2.5.4
tells us that T C∗(Λ) and c0(Λ0) have the same K-theory. Thus, we have an alter-
nate proof to ([5], Theorem 2.9) describing the K-theory of Toeplitz–Cuntz–Krieger
algebras.
Corollary 2.5.7. Let Λ be a finitely aligned k-graph. Then K0(T C∗(Λ)) ∼=
⊕
v∈Λ0 Z
and K1(T C∗(Λ)) ∼= 0.
2.6 Realising C∗(Λ) as a Cuntz–Pimsner algebra
In Section 2.4 we showed how the Toeplitz–Cuntz–Krieger algebra of a finitely
aligned k-graph Λ can be realised as the Toeplitz algebra of a Hilbert T C∗(Λi)-
bimodule. As a consequence T C∗(Λ) ∼=KK T C∗(Λi), and so by an inductive argu-
ment T C∗(Λ) ∼=KK T C∗(Λ0) = c0(Λ0). In this section we prove an analogous result
for Cuntz–Krieger algebras, defining a Hilbert C∗(Λi)-bimodule X and showing that
the Cuntz–Pimsner algebra of X is isomorphic to C∗(Λ).
Our methodology is very similar to that of Section 2.4. As before, the first step
is to find sufficient conditions for the inclusion of Λi in Λ to induce an injective ∗-
homomorphism from C∗(Λi) to C∗(Λ). Before we do this, we need some definitions
and preliminary results.
Definition 2.6.1. Let Λ be a k-graph. For any E ⊆ Λ and µ ∈ Λ we define
ExtΛ(µ;E) :=
⋃
λ∈E
{α ∈ Λ : µα ∈ MCE(µ, λ)}.
Informally speaking, ExtΛ(µ;E) is the set of paths in Λ that when appended to
µ give a minimal common extension of µ with something in E.
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Lemma 2.6.2 ([59], Lemma C.5.). Let Λ be a finitely aligned k-graph. Fix v ∈ Λ0
and let E ⊆ vΛ be a finite v-exhaustive set in Λ. Then for any µ ∈ vΛ, the set
ExtΛ(µ;E) ⊆ s(µ)Λ is finite and s(µ)-exhaustive in Λ.
Proof. Firstly, we check that ExtΛ(µ;E) is finite. For each λ ∈ E, since Λ is finitely
aligned, the set {α ∈ Λ : µα ∈ MCE(µ, λ)} is finite. As E is finite, ExtΛ(µ;E) is
the finite union of finite sets, and so finite. It remains to verify that ExtΛ(µ;E) is
s(µ)-exhaustive in Λ. Fix σ ∈ s(µ)Λ. Since µσ ∈ vΛ and E ⊆ vΛ is v-exhaustive in
Λ, there exists λ ∈ E and α, β ∈ Λ such that µσα = λβ ∈ MCE(λ, µσ). Let
τ := (σα)(0, d(λ) ∨ d(µ)− d(µ)),
which is well-defined since
d(λ) ∨ d(µ)− d(µ) ≤ d(λ) ∨ d(µσ)− d(µ) = d(µσα)− d(µ) = d(σα).
Then
µτ = µ(σα)(0, d(λ) ∨ d(µ)− d(µ)) = (µσα)(0, d(λ) ∨ d(µ))
= (λβ)(0, d(λ) ∨ d(µ))
= λβ(0, d(λ) ∨ d(µ)− d(λ))
∈ Λd(µ)∨d(λ),
which shows that µτ ∈ MCE(µ, λ). As λ ∈ E, we see that τ ∈ ExtΛ(µ;E). Further-
more,
τ(σα)(d(λ) ∨ d(µ)− d(µ), d(σµ)) = σα,
which shows that CE(τ, σ) 6= ∅, and so MCE(τ, σ) 6= ∅. Therefore, ExtΛ(µ;E) is
s(µ)-exhaustive in Λ.
Lemma 2.6.3. Let Λ be a k-graph such that Λi is finitely aligned and has no sources.
Fix v ∈ Λ0 and let E ⊆ vΛi be finite and v-exhaustive in Λi. Then E is finite and
v-exhaustive in Λ.
Proof. We need only show that E is v-exhaustive in Λ. Fix λ ∈ vΛ and write
λ = λ′λi with λ
′ ∈ Λi and λi ∈ ΛNei . Let
N :=
∨
{d(µ) : µ ∈ Ext(λ′;E)},
which exists since ExtΛi(λ
′;E) is finite by Lemma 2.6.2. Since Ni = 0 and Λ
i has
no sources we can choose τ ∈ s(λi)ΛN ⊆ Λi. Using the factorisation property we
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write λiτ = τ
′λ′i where τ
′ ∈ Λi and λ′i ∈ ΛNei . Since r(τ ′) = r(λi) = s(λ′) and
ExtΛi(λ
′;E) ⊆ s(λ′)Λi is s(λ′)-exhaustive in Λi by Lemma 2.6.2, there exists µ ∈
Ext(λ′;E) such that MCE(µ, τ ′) 6= ∅. As N is maximal, d(τ ′) = d(τ) = N ≥ d(µ).
Thus, d(µ) ∨ d(τ ′) = N = d(τ ′), which forces τ ′ = µβ for some β ∈ Λi. Moreover,
since µ ∈ ExtΛi(λ′;E), we know that λ′µ = σξ ∈ MCE(λ′, µ) for some σ ∈ E and
ξ ∈ Λi. Therefore,
σξβλ′i = λ
′µβλ′i = λ
′τ ′λ′i = λ
′λiτ = λτ.
Thus, CE(σ, λ) 6= ∅, and so MCE(σ, λ) 6= ∅. As σ ∈ E, we conclude that E is
v-exhaustive in Λ
Making use of the previous lemma, we now show that the inclusion of Λi in Λ
induces an injective ∗-homomorphism from the Cuntz–Krieger algebra of Λi to the
Cuntz–Krieger algebra of Λ.
Proposition 2.6.4. Let Λ be a finitely aligned k-graph with k ≥ 1. Fix i ∈
{1, . . . , k} and suppose that Λi has no sources. Then there exists an injective ∗-
homomorphism φ : C∗(Λi)→ C∗(Λ) carrying sΛiλ to sΛλ for each λ ∈ Λi.
Proof. We claim that
{
sΛλ : λ ∈ Λi
}
⊆ C∗(Λ) is a Cuntz–Krieger Λi-family. The
same argument as in the proof of Proposition 2.4.2 shows that
{
sΛλ : λ ∈ Λi
}
sat-
isfies (TCK1), (TCK2), and (TCK3), so we need only worry about checking that
relation (CK) holds. With this in mind, fix v ∈ (Λi)0 = Λ0 and suppose E ⊆ vΛ
is finite and v-exhaustive in Λi. By Lemma 2.6.3, E is finite and v-exhaustive in
Λ. As
{
sΛλ : λ ∈ Λ
}
satisfies (CK), we conclude that
{
sΛλ : λ ∈ Λi
}
does as well.
The universal property of C∗(Λi) then induces a ∗-homomorphism φ from C∗(Λi) to
C∗(Λ) such that φ(sΛ
i
λ ) = s
Λ
λ for each λ ∈ Λi.
The injectivity of φ follows from an application of Theorem 2.3.24. To begin
with, Remark 2.3.22 tells us that φ(sΛ
i
v ) = s
Λ
v 6= 0 for each v ∈ Λ0. Moreover,
restricting the gauge action γΛ of Tk on C∗(Λ) to Tk−1, gives an action of Tk−1 on
C∗
({
φ
(
sΛ
i
λ
)
: λ ∈ Λi
})
= C∗
({
sΛλ : λ ∈ Λi
})
⊆ C∗(Λ) that intertwines φ and the
gauge action γΛ
i
of Tk−1 on C∗(Λi).
We are now ready to define the collection of Hilbert C∗(Λi)-bimodules that we
are interested in.
Proposition 2.6.5. Let Λ be a finitely aligned k-graph with k ≥ 1. Fix i ∈
{1, . . . , k} and suppose that Λi has no sources. For each n ≥ 0, define
Xn := span
{
sΛλs
Λ
µ
∗
: λ, µ ∈ Λ, d(λ)i = n, d(µ)i = 0
}
⊆ C∗(Λ),
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taking the closure with respect to the norm on C∗(Λ). Then Xn carries a right action
of C∗(Λi) such that
x · a := xφ(a)
for each x ∈ Xn and a ∈ C∗(Λi). There is a C∗(Λi)-valued inner-product 〈·, ·〉nC∗(Λi)
on Xn such that
〈x, y〉nC∗(Λi) := φ−1(x∗y)
for each x, y ∈ Xn. Then Xn has the structure of a (right) Hilbert C∗(Λi)-module.
Additionally, there exists a ∗-homomorphism ψn : C∗(Λi)→ LC∗(Λi)(Xn) such that
ψn(a)(x) = φ(a)x
for each x ∈ Xn and a ∈ C∗(Λi). Thus, Xn has the structure of a Hilbert C∗(Λi)-
bimodule.
Proof. By Proposition 2.6.4, there is an injective ∗-homomorphism φ from C∗(Λi)
to C∗(Λ) carrying sΛ
i
λ to s
Λ
λ for each λ ∈ Λi. Exactly the same argument as in
the proof of Proposition 2.4.3 shows that each Xn is a well-defined Hilbert C
∗(Λi)-
bimodule.
Proposition 2.6.6. Let Λ be a finitely aligned k-graph with k ≥ 1. Fix i ∈
{1, . . . , k} and suppose that Λi has no sources, so that the collection of Hilbert
C∗(Λi)-bimodules {Xn : n ≥ 0} from Proposition 2.6.5 exists.
Set X := X1. Define Ω0 : X0 → X⊗0 = C∗(Λi) to be φ−1. For n ≥ 1, define
Ωn : Xn → X⊗n inductively by
Ωn
(
sΛλs
Λ
µ
∗)
:= sΛλ(0,ei) ⊗C∗(Λi) Ωn−1
(
sΛλ(ei,d(λ))s
Λ
µ
∗)
for each λ, µ ∈ Λ with d(λ)i = n and d(µ)i = 0. Then for each n ≥ 0, Ωn is a Hilbert
C∗(Λi)-bimodule isomorphism. Moreover, for any m,n ≥ 0 and x ∈ Xm, y ∈ Xn,
Ωm (x)⊗C∗(Λi) Ωn (y) = Ωm+n (xy) .
Proof. The proof is identical to that of Proposition 2.4.5 and Lemma 2.4.6.
Shortly, we will investigate the Cuntz–Pimsner algebra of the Hilbert C∗(Λi)-
bimodule X. The next result gives sufficient conditions for the ∗-homomorphism
ψ := ψ1 : C
∗(Λi) → LC∗(Λi)(X) that implements the left action of C∗(Λi) on X to
be faithful.
Lemma 2.6.7. Let Λ be a finitely aligned k-graph (k ≥ 1) with no sources. Then
the ∗-homomorphism ψ : C∗(Λi)→ LC∗(Λi)(X) is injective.
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Proof. Since Λ has no sources, Λi also has no sources, and the Hilbert C∗(Λi)-
bimodule X := X1 from Proposition 2.6.5 exists. We want to apply Theorem 2.3.24
to show that ψ is injective. Firstly, we check that ψ
(
sΛ
i
v
)
6= 0 for each v ∈ Λ0. Given
v ∈ Λ0, since Λ has no sources, we can choose λ ∈ vΛei . Since sΛλ = sΛλsΛ ∗s(λ) ∈ X and
ψ
(
sΛ
i
v
) (
sΛλ
)
= φ
(
sΛ
i
v
)
sΛλ = s
Λ
v s
Λ
λ = s
Λ
λ 6= 0 by Remark 2.3.22, we conclude that
ψ
(
sΛ
i
v
)
6= 0.
It remains to show that there exists an action θ : Tk−1 → Aut(ψ(C∗(Λi))) such
that θz ◦ ψ = ψ ◦ γΛ
i
z for each z ∈ Tk−1. Fix z ∈ Tk−1. We now show that the
formula
sλλφ(a) 7→ sΛλφ
(
γΛ
i
z (a)
) (
λ ∈ Λei , a ∈ C∗(Λi)
)
extends by linearity and continuity to all ofX= span
{
sΛλφ(a) : λ ∈ Λei , a ∈ C∗(Λi)
}
.
Let m ∈ N and fix λ1, . . . , λm ∈ Λei and a1, . . . , am ∈ C∗(Λi). Then∥∥∥∥∥
m∑
j=1
sΛλjφ
(
γΛ
i
z (aj)
)∥∥∥∥∥
2
X
=
∥∥∥∥∥
〈
m∑
j=1
sΛλjφ
(
γΛ
i
z (aj)
)
,
m∑
j=1
sΛλjφ
(
γΛ
i
z (aj)
)〉∥∥∥∥∥
C∗(Λi)
=
∥∥∥∥∥
m∑
j,l=1
φ−1
((
sΛλjφ
(
γΛ
i
z (aj)
))∗ (
sΛλlφ
(
γΛ
i
z (al)
)))∥∥∥∥∥
C∗(Λi)
=
∥∥∥∥∥
m∑
j=1
γΛ
i
z (aj)
∗φ−1
(
sΛλj
∗
sΛλl
)
γΛ
i
z (al)
∥∥∥∥∥
C∗(Λi)
.
However, since λ1, . . . , λm ∈ Λei , Proposition 2.3.10 tells us that this equals∥∥∥∥∥
m∑
j=1
δλj ,λlγ
Λi
z (a
∗
j)φ
−1
(
sΛs(λj)
)
γΛ
i
z (al)
∥∥∥∥∥
C∗(Λi)
=
∥∥∥∥∥
m∑
j=1
δλj ,λlγ
Λi
z (a
∗
j)γ
Λi
z
(
sΛ
i
s(λj)
)
γΛ
i
z (al)
∥∥∥∥∥
C∗(Λi)
=
∥∥∥∥∥γΛiz
(
m∑
j=1
δλj ,λla
∗
js
Λi
s(λj)
al
)∥∥∥∥∥
C∗(Λi)
=
∥∥∥∥∥
m∑
j=1
δλj ,λla
∗
js
Λi
s(λj)
al
∥∥∥∥∥
C∗(Λi)
,
where the last equality follows from the fact that γz is an automorphism, and hence
isometric. Finally, this is the same as∥∥∥∥∥
m∑
j,l=1
a∗jφ
−1
(
sΛλj
∗
sΛλl
)
al
∥∥∥∥∥
C∗(Λi)
=
∥∥∥∥∥
〈
m∑
j=1
sΛλjφ(aj),
m∑
j=1
sΛλjφ(aj)
〉∥∥∥∥∥
C∗(Λi)
=
∥∥∥∥∥
m∑
j=1
sΛλjφ(aj)
∥∥∥∥∥
2
X
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Thus, the formula formula sΛλφ(a) 7→ sΛλφ
(
γΛ
i
z (a)
)
extends to an isometry, which we
denote by Uz, on all of X. The isometry Uz is surjective since, for any λ ∈ Λei and
a ∈ C∗(Λi), we have Uz
(
sΛλφ
(
γΛ
i
z (a)
))
= sΛλφ(a). We claim that for any z ∈ Tk−1
and a ∈ C∗(Λi), we have
Uzψ(a)U
−1
z = ψ
(
γΛ
i
z (a)
)
∈ ψ
(
C∗(Λi)
)
⊆ LC∗(Λi)(X).
To see this, fix η, ρ, ν, τ ∈ Λi and λ ∈ Λei . Then
ψ
(
sΛ
i
η s
Λi
ρ
∗)(
sΛλφ
(
sΛ
i
ν s
Λi
τ
∗))
= sΛη s
Λ
ρ
∗
sΛλs
Λ
ν t
Λ
τ
∗
=
∑
(α,β)∈Λmin(ρ,λν)
sΛηαs
Λ
τβ
∗
=
∑
(α,β)∈Λmin(ρ,λν)
sΛ(ηα)(0,ei)φ
(
sΛ
i
(ηα)(ei,d(ηα))
sΛ
i
τβ
∗)
.
Hence,(
Uzψ
(
sΛ
i
η s
Λi
ρ
∗)
U−1z
)(
sΛλφ
(
sΛ
i
ν s
Λi
τ
∗))
= Uzψ
(
sΛ
i
η s
Λi
ρ
∗)(
sΛλφ
(
γΛ
i
z
(
sΛ
i
ν s
Λi
τ
∗)))
= zd(τ)−d(ν)Uzψ
(
sΛ
i
η s
Λi
ρ
∗)(
sΛλφ
(
sΛ
i
ν s
Λi
τ
∗))
= zd(τ)−d(ν)Uz
( ∑
(α,β)∈Λmin(ρ,λν)
sΛ(ηα)(0,ei)φ
(
sΛ
i
(ηα)(ei,d(ηα))
sΛ
i
τβ
∗))
= zd(τ)−d(ν)
∑
(α,β)∈Λmin(ρ,λν)
sΛ(ηα)(0,ei)φ
(
γΛ
i
z
(
sΛ
i
(ηα)(ei,d(ηα))
sΛ
i
τβ
∗))
= zd(τ)−d(ν)
∑
(α,β)∈Λmin(ρ,λν)
zd((ηα)(ei,d(ηα)))−d(τβ)sΛ(ηα)(0,ei)φ
(
sΛ
i
(ηα)(ei,d(ηα))
sΛ
i
τβ
∗)
=
∑
(α,β)∈Λmin(ρ,λν)
zd(τ)−d(ν)+d((ηα)(ei,d(ηα)))−d(τβ)sΛ(ηα)(0,ei)φ
(
sΛ
i
(ηα)(ei,d(ηα))
sΛ
i
τβ
∗)
However, if (α, β) ∈ Λmin(ρ, λν), then
d(τ)− d(ν) + d((ηα)(ei, d(ηα)))− d(τβ) = d(η) + d(α)− ei − d(ν)− d(β)
= d(η) + d(ρ) ∨ d(λν)− d(ρ)− ei
− d(ν)− d(ρ) ∨ d(λν) + d(λν)
= d(η)− d(ρ)− ei + d(λ)
= d(η)− d(ρ).
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Therefore,
ψ
(
sΛ
i
η s
Λi
ρ
∗)(
sλλφ
(
sΛ
i
ν s
Λi
τ
∗))
=
∑
(α,β)∈Λmin(ρ,λν)
zd(η)−d(ρ)sΛ(ηα)(0,ei)φ
(
sΛ
i
(ηα)(ei,d(ηα))
sΛ
i
τβ
∗)
= ψ
(
γΛ
i
z
(
sΛ
i
η s
Λi
ρ
∗))(
sλλφ
(
sΛ
i
ν s
Λi
τ
∗))
Since X = span
{
sΛλφ
(
sΛ
i
ν s
Λi
τ
∗)
: λ ∈ Λei , ν, τ ∈ Λi
}
, we conclude that
Uzψ(a)U
−1
z = ψ(γ
Λi
z (a))
for each a ∈ C∗(Λi). Hence there is a well-defined map θ : Tk−1 → Aut(ψ(C∗(Λi)))
given by
θz(ψ(a)) := ψ(γ
Λi
z (a)) for each a ∈ C∗(Λi).
Since γΛ
i
is a group homomorphism, so is θ.
We also need to know which elements of C∗(Λi) act compactly on X. The next
lemma gives sufficient conditions for all of C∗(Λi) to act compactly on X.
Lemma 2.6.8. Let Λ be a finitely aligned k-graph, such that Λi has no sources, so
that the Hilbert C∗(Λi)-bimodule X := X1 from Proposition 2.6.5 exists. If vΛ
ei is
finite for each v ∈ Λ0, then ψ(C∗(Λi)) ⊆ KC∗(Λi)(X).
Proof. Firstly, we show that ψ
(
sΛ
i
v
)
∈ KC∗(Λi)(X) for each v ∈ Λ0. Fix v ∈ Λ0,
λ ∈ Λei , a ∈ C∗(Λi). Since vΛei is finite, it follows that
∑
µ∈vΛei ΘsΛµ ,sΛµ ∈ KC∗(Λi)(X).
We also see that( ∑
µ∈vΛei
ΘsΛµ ,sΛµ
)(
sΛλφ(a)
)
=
∑
µ∈vΛei
sΛµ ·
〈
sΛµ , s
Λ
λφ(a)
〉
C∗(Λi)
=
∑
µ∈vΛei
sΛµs
Λ
µ
∗
sΛλφ(a).
Proposition 2.3.10 then tells us that sλµ
∗
sΛλ = δµ,λs
Λ
s(µ) for each µ ∈ vΛei , and so the
previous line equals
δv,r(λ)s
Λ
λφ(a) = s
Λ
v s
Λ
λφ(a) = φ
(
sΛ
i
v
)
sΛλφ(a) = ψ
(
sΛ
i
v
) (
sΛλφ(a)
)
.
Hence, ψ
(
sΛ
i
v
)
=
∑
µ∈vΛei ΘsΛµ ,sΛµ ∈ KC∗(Λi)(X). Since
C∗(Λi) = span
{
sΛ
i
λ s
Λi
µ
∗
: λ, µ ∈ Λi
}
= span
{
sΛ
i
v s
Λi
λ s
Λi
µ
∗
: v ∈ Λ0, λ, µ ∈ Λi
}
= span
{
sΛ
i
v : v ∈ Λ0
}
span
{
sΛ
i
λ s
Λi
µ
∗
: λ, µ ∈ Λi
}
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and KC∗(Λi)(X) is an ideal of LC∗(Λi)(X), we conclude that ψ (C∗(Λi)) ⊆ KC∗(Λi)(X)
as claimed.
In the previous lemma we assumed that vΛei was finite for each vΛei to ensure
that C∗(Λi) acts compactly on X. We now show that if Λ is locally convex (in the
sense that whenever µ ∈ Λei and ν ∈ Λej with i 6= j and r(µ) = r(ν), we have
s(µ)Λej 6= ∅ and s(ν)Λei 6= ∅), then relation (CK) in C∗(Λ) enables us to write the
vertex projection sΛv , for any v ∈ Λ0 with vΛei finite and nonempty, as the sum of
the range projections coming from the edges in vΛei . Firstly, we need a lemma.
Lemma 2.6.9. Let Λ be a a finitely aligned k-graph and {rλ : Λ ∈ Λ} a Toeplitz–
Cuntz–Krieger Λ-family. If n ∈ Nk and F is a nonempty finite subset of vΛn, then∏
λ∈F
(rv − rλr∗λ) = rv −
∑
λ∈F
rλr
∗
λ. (2.8)
Proof. We will prove the result using induction on |F |. Clearly, (2.8) holds when
|F | = 1, so let m ≥ 1 and suppose (2.8) holds whenever F contains m elements.
Fix F ′ ⊆ vΛn with |F ′| = m + 1. Thus, for any µ ∈ F ′, applying the inductive
hypothesis to F ′ \ {µ} we see that∏
λ∈F ′
(rv − rλr∗λ) = (rv − rµr∗µ)
∏
λ∈F ′\{µ}
(rv − rλr∗λ)
= (rv − rµr∗µ)
(
rv −
∑
λ∈F ′\{µ}
rλr
∗
λ
)
=
(
r2v −
∑
λ∈F ′\{µ}
rvrλr
∗
λ
)
−
(
rµr
∗
µrv −
∑
λ∈F ′\{µ}
rµr
∗
µrλr
∗
λ
)
Since every path in F ′ has degree n, Proposition 2.3.10 tells us that r∗µrλ = 0 for
each λ ∈ F ′ \ {µ}. Hence, the previous line equals(
rv −
∑
λ∈F ′\{µ}
rλr
∗
λ
)
− rµr∗µ = rv −
∑
λ∈F ′
rλr
∗
λ,
as required.
Proposition 2.6.10. Let Λ be a finitely aligned k-graph and {rλ : Λ ∈ Λ} a Cuntz–
Krieger Λ-family. Suppose Λ is locally convex. Then, for each v ∈ Λ0 with vΛei
nonempty and finite, we have
rv =
∑
λ∈vΛei
rλr
∗
λ.
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Proof. We claim that vΛei is a v-exhaustive subset of vΛ for each v ∈ Λ0. To
see this, suppose that λ ∈ vΛ. We need to show there exists µ ∈ vΛei such that
Λmin(λ, µ) 6= ∅. If λ = v then, for any µ ∈ vΛei , we have
{(µ, s(µ))} = Λmin(λ, µ).
If d(λ)i 6= 0, then with µ := λ(0, ei) ∈ vΛei we have
{(s(λ), λ(ei, d(λ))} = Λmin(λ, µ).
If d(λ)i = 0, then the local convexity of Λ allows us to choose ν ∈ s(λ)Λei . With
µ := (λν)(0, ei) ∈ vΛei , we have
(ν, (λν)(ei, d(λν)) ∈ Λmin(λ, µ).
Thus, vΛei is v-exhaustive. Since vΛei is finite by assumption, relation (CK) tells
us that
∏
λ∈vΛei (rv − rλr∗λ) = 0. Applying Lemma 2.6.9 with F = vΛei , we conclude
that rv =
∑
λ∈vΛei rλr
∗
λ.
Remark 2.6.11. It follows from Lemma 2.6.10 that ψ
(
sΛ
i
v
)
=
∑
λ∈vΛei ΘsΛλ ,sΛλ for
each v ∈ Λ0 with vΛei nonempty and finite. To see this observe that for any µ ∈ Λei
and a ∈ C∗(Λi),
ψ
(
sΛ
i
v
) (
sΛµφ(a)
)
= sΛv s
Λ
µφ(a) =
∑
λ∈vΛei
sΛλs
Λ
λ
∗
sΛµφ(a)
=
∑
λ∈vΛei
sΛλ ·
〈
sΛλ , s
Λ
µφ(a)
〉
C∗(Λi)
=
( ∑
λ∈vΛei
ΘsΛλ ,sΛλ
)(
sΛµφ(a)
)
.
We are now ready to prove that the Cuntz–Pimsner algebra of X is isomorphic
to the Cuntz–Krieger algebra of Λ.
Theorem 2.6.12. Let Λ be a a finitely aligned k-graph with no sources, so that the
Hilbert C∗(Λi)-bimodule X := X1 from Proposition 2.6.5 exists. Suppose that vΛ
ei
is finite for each v ∈ Λ0. Then OX ∼= C∗(Λ).
Proof. The proof is very similar to the analogous statement for Toeplitz algebras
in Theorem 2.4.8. We claim that (ι, φ), with ι : X → C∗(Λ) the inclusion map,
is a Cuntz–Pimsner covariant Toeplitz representation of X in C∗(Λ). Exactly the
same argument as in the proof of Theorem 2.4.8 shows that (ι, φ) is a Toeplitz
representation. It remains to check that (ι, φ) is Cuntz–Pimsner covariant, i.e.
(ι, φ)(1)(ψ(a)) = φ(a) for each a ∈ ψ−1(KC∗(Λi)(X)) ∩ (ker(ψ))⊥.
Since Λ has no sources (in particular Λ is locally convex) and vΛei is finite
for each v ∈ Λ0, Lemma 2.6.7 and Lemma 2.6.8 tell us that the intersection
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ψ−1(KC∗(Λi)(X))∩(ker(ψ))⊥ is all of C∗(Λi), which is generated by the Cuntz–Krieger
Λi-family
{
sΛ
i
λ : λ ∈ Λi
}
. Thus, it suffies to show that (ι, φ)(1)
(
ψ
(
sΛ
i
λ
))
= φ
(
sΛ
i
λ
)
for each λ ∈ Λi. With this in mind, fix λ ∈ Λi. Then
ψ
(
sΛ
i
λ
)
= ψ
(
sΛ
i
λ
)
ψ
(
sΛ
i
s(λ)
)
= ψ
(
sΛ
i
λ
)( ∑
µ∈s(λ)Λei
ΘsΛµ ,sΛµ
)
=
∑
µ∈s(λ)Λei
Θ
ψ(sΛiλ )(sΛµ),sΛµ
=
∑
µ∈s(λ)Λei
ΘsΛλµ,sΛµ .
Therefore,
(ι, φ)(1)
(
ψ
(
sΛ
i
λ
))
= (ι, φ)(1)
( ∑
µ∈s(λ)Λei
ΘsΛλµ,sΛµ
)
=
∑
µ∈s(λ)Λei
ι(sΛλµ)ι(s
Λ
µ)
∗
=
∑
µ∈s(λ)Λei
sΛλµs
Λ
µ
∗
= sΛλ
∑
µ∈s(λ)Λei
sΛµs
Λ
µ
∗
= sΛλs
Λ
s(λ) = s
Λ
λ = φ
(
sΛ
i
λ
)
.
Thus, (ι, φ), is a Cuntz–Pimsner covariant Toeplitz representation of X in C∗(Λ). So
there exists a ∗-homomorphism ι×Oφ : OX → C∗(Λ) such that (ι×Oφ)◦jX = ι and
(ι×O φ) ◦ jC∗(Λi) = φ, where
(
jX , jC∗(Λi)
)
is the universal Cuntz–Pimsner covariant
Toeplitz representation of X.
Next, we show that the collection {uλ : λ ∈ Λ} ⊆ OX of partial isometries
defined by uλ := j
⊗d(λ)i
X
(
Ωd(λ)i
(
sΛλ
))
is a Cuntz–Krieger Λ-family. The proof of
Theorem 2.4.8 shows that {uλ : λ ∈ Λ} is a Toeplitz–Cuntz–Krieger Λ-family.
Thus, it remains to check that {uλ : λ ∈ Λ} satisfies (CK). By ([59], Theorem C.1
), it suffices to show that if v ∈ Λ0 and E ⊆
⋃k
j=1 vΛ
ej is a finite v-exhaustive set in
Λ, then ∏
λ∈E
(uv − uλu∗λ) = 0.
It is not immediately clear how to combine relation (CK) in C∗(Λi) and C∗(Λ)
with the Cuntz–Pimsner covariance of (jX , jC∗(Λi)) to show that
∏
λ∈E(uv−uλu∗λ) is
zero. If E ∩Λei = ∅, then E = E ∩Λi is a v-exhaustive set in Λi. Applying relation
(CK) in C∗(Λi), we see that
∏
λ∈E
(uv − uλu∗λ) =
∏
λ∈E∩Λi
(uv − uλu∗λ) = jC∗(Λi)
( ∏
λ∈E∩Λi
(
sΛ
i
v − sΛ
i
λ s
Λi
λ
∗))
= 0.
On the other hand, if E ∩ Λei 6= ∅, we can apply Lemma 2.6.9 with F = E ∩ Λei to
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see that
0 =
∏
λ∈E
(
sΛv − sΛλsΛλ
∗)
=
∏
λ∈E∩Λi
(
sΛv − sΛλsΛλ
∗) ∏
µ∈E∩Λei
(
sΛv − sΛλsΛλ
∗)
=
( ∏
λ∈E∩Λi
(
sΛv − sΛλsΛλ
∗))(
sΛv −
∑
µ∈E∩Λei
sΛµs
Λ
µ
∗
)
=
∏
λ∈E∩Λi
(
sΛv − sΛλsΛλ
∗)− ∑
µ∈E∩Λei
( ∏
λ∈E∩Λi
(
sΛv − sΛλsΛλ
∗))
sΛµs
Λ
µ
∗
,
where the first equality comes from applying relation (CK) in C∗(Λ). Therefore,
∏
λ∈E∩Λi
(
sΛv − sΛλsΛλ
∗)
=
∑
µ∈E∩Λei
( ∏
λ∈E∩Λi
(
sΛv − sΛλsΛλ
∗))
sΛµs
Λ
µ
∗
,
and so in LC∗(Λi)(X) we have
ψ
( ∏
λ∈E∩Λi
(
sΛ
i
v − sΛ
i
λ s
Λi
λ
∗))
=
∑
µ∈E∩Λei
Θ(
∏
λ∈E∩Λi(sΛv−sΛλsΛλ
∗))sΛµ ,sΛµ .
Since ψ is injective by Lemma 2.6.7, it follows that
∏
λ∈E∩Λi
(
sΛ
i
v − sΛ
i
λ s
Λi
λ
∗) ∈
ψ−1(KC∗(Λi)(X)) ∩ ker(ψ)⊥. Again, applying Lemma 2.6.9 to the Toeplitz–Cuntz–
Krieger Λ-family {uλ : λ ∈ Λ} and the nonempty finite set E ∩ Λei , we see that
∏
λ∈E
(uv − uλu∗λ) =
∏
λ∈E∩Λi
(uv − uλu∗λ)−
∑
µ∈E∩Λei
( ∏
λ∈E∩Λi
(uv − uλu∗λ)
)
uµu
∗
µ
= jC∗(Λi)
( ∏
λ∈E∩Λi
(
sΛ
i
v − sΛ
i
λ s
Λi
λ
∗))
−
∑
µ∈E∩Λei
(
jC∗(Λi)
( ∏
λ∈E∩Λi
(
sΛ
i
v − sΛ
i
λ s
Λi
λ
∗)))
jX
(
sΛµ
)
jX
(
sΛµ
)∗
= jC∗(Λi)
( ∏
λ∈E∩Λi
(
sΛ
i
v − sΛ
i
λ s
Λi
λ
∗))
−
∑
µ∈E∩Λei
jX
(( ∏
λ∈E∩Λi
(
sΛv − sΛλsΛλ
∗))
sΛµ
)
jX
(
sΛµ
)∗
= jC∗(Λi)
( ∏
λ∈E∩Λi
(
sΛ
i
v − sΛ
i
λ s
Λi
λ
∗))
− (jX , jC∗(Λi))(1)
( ∑
µ∈E∩Λei
Θ(
∏
λ∈E∩Λi(sΛv−sΛλsΛλ
∗))sΛµ ,sΛµ
)
.
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However, since (jX , jC∗(Λi)) is Cuntz–Pimsner covariant,
(jX , jC∗(Λi))
(1)
( ∑
µ∈E∩Λei
Θ(
∏
λ∈E∩Λi(sΛv−sΛλsΛλ
∗))sΛµ ,sΛµ
)
= (jX , jC∗(Λi))
(1)
(
ψ
( ∏
λ∈E∩Λi
(
sΛ
i
v − sΛ
i
λ s
Λi
λ
∗)))
= jC∗(Λi)
( ∏
λ∈E∩Λi
(
sΛ
i
v − sΛ
i
λ s
Λi
λ
∗))
.
Therefore, ∏
λ∈E
(uv − uλu∗λ) = 0.
Thus, {uλ : λ ∈ Λ} is a Cuntz–Krieger Λ-family in OX . The universal property of
C∗(Λ) then induces a ∗-homomorphism πu : C∗(Λ) → OX such that πu
(
sΛλ
)
= uλ
for each λ ∈ Λ. Exactly the same argument as in Theorem 2.4.8 shows that πu and
ι×O φ are mutually inverse. We conclude that C∗(Λ) ∼= OX .
Moving forward, it would be interesting to see if the hypotheses of Theo-
rem 2.6.12 can be relaxed. The assumption that Λ has no sources and vΛei is
finite were put in place to ensure that C∗(Λi) acts faithfully and compactly on X.
In particular, we would like to know whether we can weaken the assumption that Λ
has no sources (say to Λ being locally convex) and still ensure that ψ is faithful.
It would also be interesting to see what analysis of OX can be performed when
C∗(Λi) does not act faithfully and/or compactly on X. Unfortunately, it seems
rather difficult to get a handle on what the ideal ψ−1(KC∗(Λi)(X)) ∩ ker(ψ)⊥ looks
like in this situation. One possible approach to tackling this problem would be to
make use of Katsura’s work on gauge invariant ideals of OX (see ([33], Theorem 8.6))
— as the next result shows, the ideal ψ−1(KC∗(Λi)(X))∩ ker(ψ)⊥ is gauge-invariant.
Proposition 2.6.13. Let Λ be a finitely aligned k-graph such that Λi has no sources,
so that the Hilbert C∗(Λi)-bimodule X := X1 from Proposition 2.6.5 exists. Then
ker(ψ)⊥ and ψ−1
(
KC∗(Λi)(X)
)
are gauge-invariant ideals of C∗(Λi).
Proof. Recall from the proof of Lemma 2.6.7 that for each z ∈ Tk−1 there exists a
bijective linear map Uz : X → X such that
Uz
(
sΛλφ(a)
)
= sΛλφ
(
γΛ
i
z (a)
)
for each λ ∈ Λei and a ∈ C∗(Λi). Moreover,
ψ
(
γΛ
i
z (a)
)
= Uzψ(a)U
−1
z
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for each a ∈ C∗(Λi).
We now show that ker(ψ) is gauge-invariant. If a ∈ ker(ψ) and z ∈ Tk−1, then
ψ
(
γΛ
i
z (a)
)
= Uzψ(a)U
−1
z = 0.
Hence, γΛ
i
z (a) ∈ ker(ψ). From this we also see that ker(ψ)⊥ is gauge invariant: if
a ∈ ker(ψ)⊥, b ∈ ker(ψ)⊥, and z ∈ Tk−1, then
γΛ
i
z (a)b = γ
Λi
z (aγ
Λi
z (b)) = γ
Λi
z (0) = 0.
Next we show that ψ−1(KC∗(Λi)(X)) is gauge-invariant. Since
ψ
(
γΛ
i
z (a)
)
= Uzψ(a)U
−1
z
for each a ∈ C∗(Λi) and z ∈ Tk−1, it suffices to show that UzΘx,yU−1z ∈ KC∗(Λi)(X)
for each x, y ∈ X ⊆ C∗(Λ). We claim that
UzΘx,yU
−1
z = ΘγΛz̃ (x),γΛz̃ (y) ∈ KC∗(Λi)(X),
where z̃ ∈ Tk is defined by
z̃j :=

zj if 1 ≤ j < i
0 if j = i
zj−1, if i < j ≤ k.
To see this, fix λ, ν, η ∈ Λei and µ, τ, ρ ∈ Λi. Then(
UzΘsΛλsΛµ
∗,sΛν s
Λ
τ
∗U−1z
) (
sΛη s
Λ
ρ
∗)
=
(
UzΘsΛλsΛµ
∗,sΛν s
Λ
τ
∗
) (
zd(ρ)−d(η)+eisΛη s
Λ
ρ
∗)
= Uz
(
zd(ρ)−d(η)+eisΛλs
Λ
µ
∗
sΛτ s
Λ
ν
∗
sΛη s
Λ
ρ
∗)
= zd(ρ)−d(η)+eiUz
 ∑
(α,β)∈Λmin(ν,η),
(γ,δ)∈Λmin(µ,τα)
sΛλγs
Λ
ρβδ
∗

= zd(ρ)−d(η)+ei
∑
(α,β)∈Λmin(ν,η),
(γ,δ)∈Λmin(µ,τα)
zd(λγ)−ei−d(ρβδ)sΛλγs
Λ
ρβδ
∗
=
∑
(α,β)∈Λmin(ν,η),
(γ,δ)∈Λmin(µ,τα)
zd(λγ)−d(βδ)−d(η)sΛλγs
Λ
ρβδ
∗
.
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However, for any (α, β) ∈ Λmin(ν, η) and (γ, δ) ∈ Λmin(µ, τα), we have
d(λγ)− d(βδ)− d(η) = d(λ) + (d(µ) ∨ d(τα)− d(µ))− (d(ν) ∨ d(η)− d(η))
− (d(µ) ∨ d(τα)− d(τα))− d(η)
= d(λ)− d(µ)− d(ν) ∨ d(η) + d(τ) + d(α)
= d(λ)− d(µ)− d(ν) ∨ d(η) + d(τ) + (d(ν) ∨ d(η)− d(ν))
= d(λ)− d(µ) + d(τ)− d(ν).
Hence,(
UzΘsΛλsΛµ
∗,sΛν s
Λ
τ
∗U−1z
) (
sΛη s
Λ
ρ
∗)
=
∑
(α,β)∈Λmin(ν,η),
(γ,δ)∈Λmin(µ,τα)
zd(λ)−d(µ)+d(τ)−d(ν)sΛλγs
Λ
ρβδ
∗
= z̃d(λ)−d(µ)+d(τ)−d(ν)sΛλs
Λ
µ
∗
sΛτ s
Λ
ν
∗
sΛη s
Λ
ρ
∗
= γΛz̃
(
sΛλs
Λ
µ
∗)
γΛz̃
(
sΛν s
Λ
τ
∗)∗
sΛη s
Λ
ρ
∗
= ΘγΛz̃ (sΛλsΛµ
∗),γΛz̃ (sΛν sΛτ
∗)
(
sΛη s
Λ
ρ
∗)
.
Chapter 3
Factorisation of product systems
over quasi-lattice ordered groups,
and their associated C∗-algebras
In this chapter, we generalise the results of Chapter 2 from finitely aligned higher-
rank graphs to arbitrary compactly aligned product systems. The results in this
chapter also extend to more-general collections of Hilbert bimodules the work of
Deaconu [13] on iterated Toeplitz and Cuntz–Pimsner algebras associated to pairs
of commuting Hilbert bimodules. In Section 3.1, we recap the necessary background
for product systems and their associated C∗-algebras, as well as listing some of the
key results that we will need later. After this we investigate iterated Nica–Toeplitz
algebras (Section 3.3) and iterated Cuntz–Nica–Pimsner algebras (Section 3.4). Fi-
nally, in Section 3.5 we consider what we call relative Cuntz–Nica–Pimsner algebras.
3.1 Background on product systems and their as-
sociated C∗-algebras
Product systems of Hilbert bimodules over arbitrary semigroups were first intro-
duced by Fowler [24], as a variation of Arveson’s continuous tensor product systems
over (0,∞) [2].
Definition 3.1.1. Let A be a C∗-algebra and P a semigroup with identity e. A
product system over P with coefficient algebra A is a semigroup X =
⊔
p∈P Xp such
that
(i) Xp ⊆ X is a Hilbert A-bimodule for each p ∈ P ;
(ii) Xe is equal to the Hilbert A-bimodule AAA;
62
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(iii) For each p, q ∈ P \ {e}, there exists a Hilbert A-bimodule isomorphism Mp,q :
Xp ⊗A Xq → Xpq satisfying Mp,q(x⊗A y) = xy for each x ∈ Xp and y ∈ Xq;
(iv) Multiplication in X by elements of Xe = A implements the left and right
actions of A on each Xp, i.e. xa = x · a and ax = a · x for each a ∈ A, x ∈ Xp,
and p ∈ P .
Remark 3.1.2. Let X be a product system over P with coefficient algebra A.
(i) For each p ∈ P , we write φp : A → LA(Xp) for the ∗-homomorphism that
implements the left action of A on Xp, i.e. φp(a)(x) = a · x = ax for each
a ∈ A and x ∈ Xp. Also, for each p ∈ P , we write 〈·, ·〉pA for the A-valued
inner-product on Xp.
(ii) As X satisfies (ii) and (iv) of Definition 3.1.1, there exist A-linear inner-product
preserving maps Mp,e : Xp⊗A Xe → Xp and Me,p : Xe⊗A Xp → Xp such that
Mp,e(x ⊗A a) = xa = x · a and Me,p(a ⊗A x) = ax = a · x for each p ∈ P ,
a ∈ Xe = A, and x ∈ Xp. By the Hewitt–Cohen–Blanchard factorisation
theorem, each Mp,e is automatically an A-bimodule isomorphism. On the
other hand, the maps Me,p need not be isomorphisms, since we do not require
that each Xp is (left) nondegenerate (i.e. Me,p need not be surjective).
(iii) Since X is a semigroup, multiplication in X is associative. In particular,
φpq(a)(xy) = (φp(a)x)y for all p, q ∈ P , a ∈ A, x ∈ Xp, and y ∈ Xq.
As the next example shows, product systems generalise Hilbert bimodules.
Example 3.1.3. Let X be a Hilbert A-bimodule. Define Xn := X
⊗n, for each
n ∈ N. As in Remark 2.1.20, each Xn is a Hilbert A-bimodule. Moreover, using the
tensor product as multiplication, X :=
⊔
n∈N Xn has the structure of a semigroup.
For each m,n ∈ N \ {0}, we have an A-bimodule isomorphism Mm,n : Xm⊗A Xn →
Xm+n given by the identity map. Thus, X is a product system over N.
The Hilbert bimodule isomorphisms Mp,q allows us to move adjointable opera-
tors between the various fibres of X.
Remark 3.1.4. Given p ∈ P \ {e} and q ∈ P , the A-bimodule isomorphism Mp,q :
Xp ⊗A Xq → Xpq enables us to define a ∗-homomorphism ιpqp : LA (Xp)→ LA (Xpq)
by
ιpqp (S) := Mp,q ◦
(
S ⊗A idXq
)
◦M−1p,q
for each S ∈ LA (Xp). Equivalently, the ∗-homomorphism ιpqp is characterised by the
formula ιpqp (S)(xy) = (Sx)y for each S ∈ LA (Xp), x ∈ Xp, y ∈ Xq. Since Xe⊗A Xq
need not in general be isomorphic to Xq, we cannot necessarily define a map from
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LA (Xe) to LA (Xq) using the above procedure. However, as KA (Xe) = KA (AAA) ∼=
A, we can define ιqe : KA (Xe)→ LA (Xq) by ιqe(a) := φq(a). For notational purposes,
we define ιrp : LA (Xp)→ LA (Xr) to be the zero map whenever p, r ∈ P and r 6= pq
for all q ∈ P .
The next result shows what happens when we compose the ∗-homomorphisms
ιqp.
Lemma 3.1.5. Let X be a product system over P with coefficient algebra A. For
any p, q, r ∈ P , we have
ιpqrpq ◦ ιpqp = ιpqrp .
Proof. If p = e, we need to show that ιpqrpq ◦ ιpqp = ιqrq ◦ ιqe and ιpqrp = ιqre agree on
KA (Xe) = KA (AAA). For any a, b ∈ A, part (iii) of Remark 3.1.2 shows that
(ιqrq ◦ ιqe)(Θa,b) = ιqrq (φq(ab∗)) = φqr(ab∗) = ιqre (Θa,b).
Since ιqrq ◦ιqe and ιqre are ∗-homomorphisms, we conclude that ιqrq ◦ιqe = ιqre as required.
On the other hand, if p 6= e, then elements of Xpqr can be approximated by
linear combinations of elements of the form uvw with u ∈ Xp, v ∈ Xq, and w ∈ Xr.
For any T ∈ LA(Xp), we have
(ιpqrpq ◦ ιpqp )(T )(uvw) = ιpqrpq (ιpqp (T ))(uvw) = ιpqp (T )(uv)w = ((Tu)v)w = (Tu)(vw)
= ιpqrp (T )(uvw).
Since (ιpqrpq ◦ ιpqp )(T ), ιpqrp (T ) ∈ LA(Xpqr) are linear and continuous, we conclude that
(ιpqrpq ◦ ιpqp )(T ) = ιpqrp (T ).
Hence, ιpqrpq ◦ ιpqp = ιpqrp .
Proposition 3.1.6. Let X be a product system over P with coefficient algebra A.
Fix p, q ∈ P and x ∈ Xp. Then there exists an adjointable map Θx ∈ LA (Xq,Xpq)
defined by Θx(y) := xy for each y ∈ Xq. If p = e, then x ∈ Xe = A and Θ∗x =
φq(x
∗) = Θx∗. If p 6= e, then the adjoint is determined by the formula
Θ∗x(uv) = 〈x, u〉
p
A · v
for each u ∈ Xp and v ∈ Xq.
Proof. If p = e, then x ∈ Xe, and so Θx = φq(x), which we already know is an
adjointable operator on Xq with adjoint φq(x
∗) = Θx∗ . Now suppose that p 6= e.
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For any u ∈ Xp and v, y ∈ Xq, since Mp,q : Xp ⊗A Xq → Xpq is inner product
preserving,
〈Θx(y), uv〉pqA = 〈xy, uv〉
pq
A = 〈x⊗A y, u⊗A v〉A = 〈y, 〈x, u〉
p
A · v〉
q
A .
Since Xpq = span{uv : x ∈ Xp, v ∈ Xq}, it follows that Θx is adjointable and
Θ∗x(uv) = 〈x, u〉
p
A · v for each u ∈ Xp and v ∈ Xq.
To associate C∗-algebras to product systems we introduce the notion of a rep-
resentation of a product system.
Definition 3.1.7. Let X be a product system over a semigroup P with coefficient
algebra A. A representation of X in a C∗-algebra B is a map ψ : X→ B such that:
(T1) each ψp := ψ|Xp is a linear map, and ψe is a C∗-homomorphism;
(T2) ψp(x)ψq(y) = ψpq(xy) for all p, q ∈ P and x ∈ Xp, y ∈ Xq;
(T3) ψp(x)
∗ψp(y) = ψe(〈x, y〉pA) for all p ∈ P and x, y ∈ Xp.
Example 3.1.8. Let X be a Hilbert A-bimodule and (ϕ, π) a Toeplitz representa-
tion of X in a C∗-algebra B. Let X :=
⊔
n∈NX
⊗n be the product system over N
associated to X (see Example 3.1.3). If we define ψ : X→ B by ψn := ϕ⊗n for each
n ∈ N, then ψ is a representation of X in B.
Proposition 3.1.9. Let X be a product system over a semigroup P with coefficient
algebra A, and ψ : X → B a representation of X. Then ψ is norm-decreasing.
Moreover, ψ is isometric if and only if ψe is injective.
Proof. Since ψe is a C
∗-homomorphism, it is norm-decreasing. So relation (T3) of
Definition 3.1.7 gives
‖ψp(x)‖2B = ‖ψp(x)
∗ψp(x)‖B = ‖ψe(〈x, x〉
p
A)‖B ≤ ‖〈x, x〉
p
A‖A = ‖x‖Xp
for each x ∈ Xp. If ψe is injective, then it is isometric, and equality holds throughout
the above expression. Clearly if ψ is isometric, then ψe = ψ|Xe is isometric, and
hence injective.
Remark 3.1.10. If ψ : X → B is a representation, then (ψp, ψe) is a Toeplitz
representation of the Hilbert A-bimodule Xp for each p ∈ P . For each p ∈ P ,
we define ψ(p) : KA (Xp) → B to be (ψp, ψe)(1) as in Proposition 2.2.7; that is
ψ(p) (Θx,y) = ψp(x)ψp(y)
∗ for all x, y ∈ Xp.
Associated to each product system over a (left cancellative) semigroup, there
exists a canonical representation called the Fock representation. Before we discuss
this representation, we need to know about direct sums of Hilbert bimodules.
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Definition 3.1.11. Let {Xj : j ∈ J} be a collection of Hilbert A-bimodules indexed
by some set J . We define
⊕
j∈J Xj to be the set of all sequences (xj)j∈J , with
xj ∈ Xj, such that
∑
j∈J〈xj, xj〉A converges in A. For (xj)j∈J , (yj)j∈J ∈
⊕
j∈J Xj,
we define 〈(xj)j∈J , (yj)j∈J〉A :=
∑
j∈J〈xj, yj〉A. To see that this sum converges,
observe that for any finite set F ⊆ J , ([40], Proposition 1.1) tells us that∥∥∥∥∥∑
j∈F
〈xj, yj〉A
∥∥∥∥∥
2
A
≤
∥∥∥∥∥∑
j∈F
〈xj, xj〉A
∥∥∥∥∥
A
∥∥∥∥∥∑
j∈F
〈yj, yj〉A
∥∥∥∥∥
A
.
It follows that
⊕
j∈J Xj is complete with respect to the norm induced by this inner
product. The algebraic direct sum
⊙
j∈J Xj is dense in
⊕
j∈J Xj, a fact that we
will frequently make use of when working with (infinite) direct sums of Hilbert
bimodules. The pointwise left and right actions of A on
⊙
j∈J Xj extend to left and
right actions of A on
⊕
j∈J Xj, under which
⊕
j∈J Xj is a Hilbert A-bimodule.
Example 3.1.12. Let X be a product system over a left cancellative semigroup P
with coefficient algebra A. Let FX :=
⊕
p∈P Xp, which we call the Fock space of X.
Then there exists an isometric representation l : X → LA(FX) such that, for each
p ∈ P ,
lp(x)(yq)q∈P = (Θx(yq))q∈P
for each x ∈ Xp and (yq)q∈P ∈ FX. We call l the Fock representation of X.
Proof. Fix p ∈ P and x ∈ Xp. If y ∈ Xq for some q ∈ P , then
〈Θx(y),Θx(y)〉pqA = 〈xy, xy〉
pq
A = 〈Mp,q(x⊗A y),Mp,q(x⊗A y)〉
= 〈x⊗A y, x⊗A y〉A
= 〈y, 〈x, x〉pA · y〉
q
A
=
〈
(〈x, x〉pA)
1
2 · y, (〈x, x〉pA)
1
2 · y
〉q
A
.
Thus, an application of ([40], Proposition 1.2) shows that
〈Θx(y),Θx(y)〉pqA ≤
∥∥∥φq ((〈x, x〉pA) 12)∥∥∥2LA(Xq) 〈y, y〉qA ≤
∥∥∥(〈x, x〉pA) 12∥∥∥2
A
〈y, y〉qA
≤ ‖〈x, x〉pA‖A 〈y, y〉
q
A
≤ ‖x‖2Xp 〈y, y〉
q
A.
Hence, we may define a map lp(x) : FX → FX by lp(x)(yq)q∈P := (Θx(yq))q∈P for
each (yq)q∈P ∈ FX. We now show that lp(x) is an adjointable operator. If u ∈ Xp
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and v ∈ Xq, then ([40], Proposition 1.2) implies that
〈Θ∗x(uv),Θ∗x(uv)〉
q
A ≤ ‖Θ
∗
x‖LA(Xpq ,Xq) 〈uv, uv〉
pq
A .
Hence, we can define a map Sx : FX → FX by the linear extension of the formula
Sx(uv) = Θ
∗
x(uv) for u ∈ Xp, z ∈ X, and Sx|Xq = 0 if q 6∈ pP . We will show that
Sx is the adjoint of lp(x). Using the fact that Sx acts as Θ
∗
x on the summands Xq
of FX with q ∈ pP and zero on the summands with q 6∈ pP , we see that for any
(yq)q∈P , (zq)q∈P ∈ FX,
〈lp(x)(yq)q∈P , (zq)q∈P 〉A =
〈
(Θx(yq))q∈P , (zq)q∈P
〉
A
=
∑
q∈P
〈Θx(yq), zpq〉pqA
=
∑
q∈P
〈yq,Θ∗x(zpq)〉
q
A
= 〈(yq)q∈P , Sx(zq)q∈P 〉 .
Hence, lp(x) is adjointable, with adjoint Sx as claimed.
With this in mind, we may define l : X → LA(FX) by Xp 3 x 7→ lp(x). We
claim that l is a representation. Each lp is linear, and le is a ∗-homomorphism (since
each φp is a ∗-homomorphism). Hence, l satisfies (T1).
Next we check that l satisfies (T2). Let p, q ∈ P , x ∈ Xp, y ∈ Xq, and
(zr)r∈P ∈ FX. Since multiplication in X is associative,
lp(x)lq(y)(zr)r∈P = (x(yzr))r∈P = ((xy)zr)r∈P = lpq(xy)(zr)r∈P ,
which shows that lp(x)lq(y) = lpq(xy). Hence, l satisfies (T2).
Next we check that l satisfies (T3). Fix p ∈ P , x, y ∈ Xp, and (zr)r∈P ∈ FX.
We have
lp(x)
∗lp(y)(zr)r∈P = lp(x)
∗ (Θy(zr))r∈P = lp(x)
∗ (yzr)r∈P = (Θ
∗
x(yzr))r∈P
= (〈x, y〉pA · zr))r∈P
=
(
Θ〈x,y〉pA(zr)
)
r∈P
= le (〈x, y〉pA) (zr)r∈P .
Thus, lp(x)
∗lp(y) = le (〈x, y〉pA), and so l satisfies (T3). We conclude that l is a
representation of X in LA(FX).
Finally, we need to show that l is isometric. By Proposition 3.1.9, it suffices
to check that le is injective. We have le =
⊕
p∈P φp, so le is injective because φe is
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injective (it is just left multiplication on Xe = A by elements of A).
We are also interested in situations where the underlying semigroup possesses
some additional order structure. In particular we focus on the quasi-lattice ordered
groups first introduced by Nica [48].
Definition 3.1.13. A quasi-lattice ordered group (G,P ) consists of a group G and
a subsemigroup P of G such that P ∩ P−1 = {e}, and with respect to the partial
order on G induced by
p ≤ q ⇔ p−1q ∈ P,
any two elements p, q ∈ G which have a common upper bound in P have a least
common upper bound in P .
Remark 3.1.14. Since P ∩P−1 = {e}, it follows that the relation ≤ on G is antisym-
metric. Hence, whenever two elements in G have a least common upper bound in
P , this least common upper bound is unique. We write p ∨ q for the least common
upper bound of p, q ∈ G if it exists. For p, q ∈ G, we write p∨ q =∞ if p and q have
no common upper bound in P , and p ∨ q < ∞ otherwise. If p ∨ q < ∞ for every
p, q ∈ P , we say that (G,P ) is directed.
Remark 3.1.15. The concept of least upper bounds in (G,P ) can be extended from
pairs of elements in P to finite subsets of P . We define
∨
∅ := e,
∨
{p} := p for any
p ∈ P , and for any n ≥ 2 and C := {p1, . . . pn} ⊆ P we define
∨
C := p1 ∨ · · · ∨ pn
(since ≤ is antisymmetric, this is well-defined).
Example 3.1.16. Let G := Q∗+ be the group of positive rationals with multi-
plication, and P := N+ the subsemigroup of positive integers. Then (G,P ) is a
quasi-lattice ordered group.
Proof. If x ∈ P ∩ P−1, then x, 1
x
∈ P = N+, which forces x = 1 = eG. Hence,
P ∩ P−1 = {eG}. Next, suppose that x, y ∈ G have a common upper bound z ∈ P .
Thus, z
x
, z
y
∈ P . Hence, {mx = ny : m,n ∈ N+} is a nonempty subset of N, and so
has a least element w by the well-ordering principle. It is now straightforward to
check that w is the least common upper bound of x and y.
Remark 3.1.17. The quasi-lattice ordered group (G,P ) from Example 3.1.16 is in
fact directed — for any x, y ∈ P , the set {mx = ny : m,n ∈ N+} is always
nonempty as it contains yx = xy. The minimal element of this set (i.e. the least
common multiple of x and y) is then the least upper bound for x and y.
Given a quasi-lattice ordered group (G,P ), we can now ask for representations
of product systems over P to respect this additional semi-lattice like structure by
satisfying a suitable covariance relation, which we call Nica covariance. Fowler
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and Raeburn first investigated representations satisfying this covariance relation
in [26], but only for product systems of Hilbert spaces (and representations on
Hilbert spaces). In [23], Fowler noted that in order to discuss Nica covariance of
representations in arbitrary C∗-algebras, we must restrict our attention to so-called
compactly aligned product systems.
Definition 3.1.18. Let (G,P ) be a quasi-lattice ordered group and X a product
system over P . We say that X is compactly aligned if, whenever S ∈ KA(Xp) and
T ∈ KA(Xp) for some p, q ∈ P with p∨ q <∞, we have ιp∨qp (S)ιp∨qq (T ) ∈ KA(Xp∨q).
Remark 3.1.19. This condition does not imply that either ιp∨qp (S) or ι
p∨q
q (T ) is com-
pact.
Example 3.1.20. A finitely aligned k-graph Λ gives rise to a compactly aligned
product system X(Λ) over the quasi-lattice ordered group (Zk,Nk) with coefficient
algebra c0(Λ
0) as follows. For each n ∈ Nk, X(Λ)n is the completion of cc(Λn) with
respect to the norm induced by the c0(Λ
0)-valued inner-product given by
〈f, g〉nc0(Λ0)(v) :=
∑
λ∈Λnv
f(λ)g(λ)
for each f, g ∈ cc(Λn), v ∈ Λ0. The left and right actions of c0(Λ0) on X(Λ)n are
given by
(a · f · b)(λ) := a(r(λ))f(λ)b(s(λ))
for each f ∈ X(Λ)n, a, b ∈ c0(Λ0), λ ∈ Λn. For each m,n ∈ Nk, we get an
isomorphism Mm,n : X(Λ)m ⊗A X(Λ)n → X(Λ)m+n from the factorisation property
in Λ, given by
(Mm,n(f ⊗A g)) (λ) = f(λ(0,m))g(λ(m,m+ n))
for each f ∈ X(Λ)m, g ∈ X(Λ)n, λ ∈ Λm+n.
We can now ask that a representation of a compactly aligned product system
respects the order structure on the underlying semigroup.
Definition 3.1.21. Let (G,P ) be a quasi-lattice ordered group and X a compactly
aligned product system over P . We say that a representation ψ : X → B is Nica
covariant if, for any p, q ∈ P and S ∈ KA(Xp), T ∈ KA(Xq), we have
ψ(p)(S)ψ(q)(T ) =
ψ(p∨q)
(
ιp∨qp (S)ι
p∨q
q (T )
)
if p ∨ q <∞
0 otherwise.
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It may not be immediately clear why we would want our product systems to
be compactly aligned and their representations to be Nica covariant. In Proposi-
tion 2.2.5, we saw that given a Toeplitz representation (ψ, π) of a Hilbert bimodule,
products of the form ψ⊗p(u)∗ψ⊗q(v) can be approximated by linear combinations of
products of the form ψ⊗m(x)ψ⊗n(y)∗. It follows from this fact that the C∗-algebra
generated by (ψ, π) has a nice spanning family. In contrast, the C∗-algebra generated
by an arbitrary representation of a product system need not have these properties.
The next result shows that the Nica covariance of a representation ψ enables
us to pass elements of the form ψp(x)
∗ from the left to the right of elements of the
form ψq(y).
Lemma 3.1.22 ([24], Proposition 5.10). Let (G,P ) be a quasi-lattice ordered group
and X a compactly aligned product system over P . Suppose ψ : X → B is a Nica
covariant representation of X in a C∗-algebra B. Let p, q ∈ P and x ∈ Xp, y ∈ Xq.
If p ∨ q =∞, then ψp(x)∗ψq(y) = 0. If p ∨ q <∞, then
ψp(x)
∗ψq(y) ∈ span
{
ψp−1(p∨q)(Xp−1(p∨q))ψq−1(p∨q)(Xq−1(p∨q))
∗} . (3.1)
Proof. Choose x′ ∈ Xp and y′ ∈ Xq so that x = x′ · 〈x′, x′〉pA and y = y′ · 〈y′, y′〉
q
A
by the Hewitt–Cohen–Blanchard factorisation theorem. If p = e, then x ∈ Xe = A,
and so
ψp(x)
∗ψq(y) = ψq(x
∗ · y) = ψq (x∗ · y′)ψe (〈y′, y′〉qA)
= ψp−1(p∨q) (x
∗ · y′)ψq−1(p∨q) (〈y′, y′〉qA)
∈ span
{
ψp−1(p∨q)(Xp−1(p∨q))ψq−1(p∨q)(Xq−1(p∨q))
∗} .
If q = e, then y ∈ Xe = A, and so
ψp(x)
∗ψq(y) = ψp(y
∗ · x)∗ = ψe (〈x′, x′〉pA)ψp(y
∗ · x′)∗
= ψp−1(p∨q) (〈x′, x′〉pA)ψq−1(p∨q)(y
∗ · x′)∗
∈ span
{
ψp−1(p∨q)(Xp−1(p∨q))ψq−1(p∨q)(Xq−1(p∨q))
∗} .
Hence, we may as well assume that p, q 6= e. Since ψ is a representation, we have
ψp(x)
∗ψq(y) = ψp (x
′ · 〈x′, x′〉pA)
∗
ψq (y
′ · 〈y′, y′〉qA)
= (ψp(x
′)ψe (〈x′, x′〉pA))
∗
ψq(y
′)ψe (〈y′, y′〉qA)
= (ψp(x
′)ψp(x
′)∗ψp(x
′))
∗
ψq(y
′)ψq(y
′)∗ψq(y
′)
= ψp(x
′)∗ψ(p)(Θx′,x′)ψ
(q)(Θy′,y′)ψq(y
′).
If p ∨ q = ∞, then ψ(p)(Θx′,x′)ψ(q)(Θy′,y′) = 0 since ψ is Nica covariant, and so
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ψp(x)
∗ψq(y) = 0. If p ∨ q <∞, then
ιp∨qp (Θx′,x′) ι
p∨q
q (Θy′,y′) ∈ KA (Xp∨q) ,
and so can be approximated in norm by a finite sum of rank one operators Θµ,ν
where µ, ν ∈ Xp∨q. Thus,
ψ(p)(Θx′,x′)ψ
(q)(Θy′,y′) = ψ
(p∨q) (ιp∨qp (Θx′,x′)ιp∨qq (Θy′,y′))
can be approximated by finite sums of the form ψp∨q(µ)ψp∨q(ν)
∗. Since p 6= e, µ can
be approximated by finite sums of products στ where σ ∈ Xp and τ ∈ Xp−1(p∨q).
Similarly, since q 6= e, ν can be approximated by finite sums of products ηρ where
η ∈ Xq and ρ ∈ Xq−1(p∨q). Hence,
ψp(x
′)∗ψ(p)(Θx′,x′)ψ
(q)(Θy′,y′)ψq(y
′) = ψp(x
′)∗ψ(p∨q)
(
ιp∨qp (Θx′,x′)ι
p∨q
q (Θy′,y′)
)
ψq(y
′)
can be approximated by finite sums of the form
ψp(x
′)∗ψp(σ)ψp−1(p∨q)(τ)ψq−1(p∨q)(ρ)
∗ψq(η)
∗ψq(y
′)
= ψp−1(p∨q) (〈x′, σ〉pA · τ)ψq−1(p∨q) (〈y
′, η〉qA · ρ)
∈ span
{
ψp−1(p∨q)(Xp−1(p∨q))ψq−1(p∨q)(Xq−1(p∨q))
∗} .
Since span
{
ψp−1(p∨q)(Xp−1(p∨q))ψq−1(p∨q)(Xq−1(p∨q))
∗} is closed under taking linear
combinations and in norm, we conclude that (3.1) holds.
Generally, when working with Nica covariant representations it suffices to know
that ψp (Xp)
∗ ψq (Xq) ⊆ ψp−1(p∨q)
(
Xp−1(p∨q)
)
ψq−1(p∨q)
(
Xq−1(p∨q)
)∗
whenever p ∨ q <
∞. However, for our proofs of Lemma 3.5.7 and Proposition 3.5.9 in Section 3.5
we will need to explicitly write an element of ψp (Xp)
∗ ψq (Xq) as a limit of linear
combinations of the form ψp−1(p∨q) (u)ψq−1(p∨q) (v)
∗ — the next remark makes this
precise.
Remark 3.1.23. Suppose x ∈ Xp and y ∈ Xq with p, q 6= e and p ∨ q < ∞. Choose
x′ ∈ Xp and y′ ∈ Xq so that x = x′ · 〈x′, x′〉pA and y = x′ · 〈y′, y′〉
q
A by the Hewitt–
Cohen–Blanchard factorisation theorem. Since X is compactly aligned and
Xp∨q = span
{
στ : σ ∈ Xp, τ ∈ Xp−1(p∨q)
}
= span
{
ηρ : η ∈ Xq, ρ ∈ Xq−1(p∨q)
}
,
we can write
ιp∨qp (Θx′,x′) ι
p∨q
q (Θy′,y′) = lim
i→∞
ki∑
ji=1
Θσjiτji ,ηjiρji ∈ KA (Xp∨q) ,
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where σji ∈ Xp, τji ∈ Xp−1(p∨q), ηji ∈ Xq, ρji ∈ Xq−1(p∨q). The proof of Lemma 3.1.22
shows that
ψp(x)
∗ψq(y) = lim
i→∞
ki∑
ji=1
ψp−1(p∨q)
(
〈x′, σji〉
p
A τji
)
ψq−1(p∨q)
(
〈y′, ηji〉
q
A ρji
)
.
Moreover, if z ∈ Xr and w ∈ Xs, then
ψr(z)ψp(x)
∗ψq(y)ψs(w)
∗= lim
i→∞
ki∑
ji=1
ψrp−1(p∨q)
(
z 〈x′, σji〉
p
A τji
)
ψsq−1(p∨q)
(
w 〈y′, ηji〉
q
A ρji
)
.
The next result shows that product systems over totally ordered quasi-lattice
ordered groups (in particular over (Z,N)) are automatically compactly aligned and
their representations automatically Nica covariant. Hence, compactly aligned prod-
uct systems generalise Fock spaces of Hilbert bimodules, and Nica covariant repre-
sentations generalise Toeplitz representations.
Proposition 3.1.24 ([24], Proposition 5.8). Let (G,P ) be a quasi-lattice ordered
group and X a product system over P with coefficient algebra A. If A acts compactly
on each fibre of X, or (G,P ) is totally ordered by ≤, then X is compactly aligned.
Furthermore, if (G,P ) is totally ordered, then any representation ψ : X → B of X
in a C∗-algebra B, is Nica covariant.
Proof. Firstly, suppose that A acts compactly on each fibre of X. We claim that
ιpqp (S) ∈ KA(Xpq) for any p, q ∈ P , S ∈ KA(Xp).
Fix p, q ∈ P and S ∈ KA(Xp). If p = e, then
ιpqp (S) = ι
q
e(S) ∈ φq(A) ⊆ KA(Xq) = KA(Xpq).
Now suppose that p 6= e. Since S ⊗A idXq ∈ KA(Xp ⊗A Xq) by Proposition 2.1.22,
we see that
ιpqp (S) = Mp,q ◦
(
S ⊗A idXq
)
◦M−1p,q ∈ KA(Xpq)
by parts (iii) and (iv) of Proposition 2.1.9. It is now elementary to show that X is
compactly aligned. If p, q ∈ P with p ∨ q <∞ and S ∈ KA(Xp), T ∈ KA(Xq), then
ιp∨qp (S) and ι
p∨q
q (T ) are both in KA(Xp∨q), and so ιp∨qp (S)ιp∨qq (T ) ∈ KA(Xp∨q).
Now we suppose that (G,P ) is totally ordered. Let p, q ∈ P . Without loss of
generality, we may assume that p ≥ q. For any S ∈ KA(Xp) and T ∈ KA(Xq), since
KA(Xp) is an ideal of LA(Xp), we see that
ιp∨qp (S)ι
p∨q
q (T ) = ι
p
p(S)ι
p
q(T ) = Sι
p
q(T ) ∈ KA(Xp) = KA(Xp∨q).
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Thus, X is compactly aligned. We now show that ψ is Nica covariant. Firstly,
suppose that q = e. Then for any x, y ∈ Xp and any a, b ∈ A = Xq, we have
ψ(p) (Θx,y)ψ
(q) (Θa,b) = ψp(x)ψp(y)
∗ψe(ab
∗) = ψp(x)ψp (φp(ab
∗)∗(y))∗
= ψ(p)
(
Θx,φp(ab∗)∗(y)
)
= ψ(p) (Θx,yφp(ab
∗))
= ψ(p) (Θx,yι
p
e(Θa,b))
= ψ(p∨q)
(
ιp∨qp (Θx,y)ι
p∨q
q (Θa,b)
)
.
Now suppose that q 6= e. Then for any u, v, y ∈ Xq, z ∈ Xq−1p, and x ∈ Xp, we have
ψ(p)(Θx,yz)ψ
(q)(Θu,v) = ψp(x)ψp(yz)
∗ψq(u)ψq(v)
∗
= ψp(x)ψq−1p(z)
∗ψq(y)
∗ψq(u)ψq(v)
∗
= ψp(x)ψp (v〈u, y〉qAz)
∗
= ψ(p)
(
Θx,v〈u,y〉qAz
)
= ψ(p)
(
Θx,ιpq(Θu,v)(yz)
)
= ψ(p)
(
Θx,yzι
p
q(Θv,u)
)
= ψ(p∨q)
(
ιp∨qp (Θx,yz)ι
p∨q
q (Θv,u)
)
.
Since Xp = span {yz : y ∈ Xq, z ∈ Xq−1p} we conclude that ψ is Nica covariant.
Given a compactly aligned product system, there always exists at least one
isometric Nica covariant representation: the Fock representation of Example 3.1.12.
Before we prove this, we need a couple of lemmas.
Lemma 3.1.25. Let (G,P ) be a quasi-lattice ordered group and X a compactly
aligned product system over P . Fix p, q ∈ P with q ≥ p. For any x, y ∈ Xp,
ιqp (Θx,y) = Θx ◦Θ∗y.
Proof. If p = e, then x, y ∈ Xe = A, and so for any z ∈ Xq, we have(
Θx ◦Θ∗y
)
(z) = φq(xy
∗) = ιqp (Θx,y) (z).
Thus, Θx ◦ Θ∗y = ιqp (Θx,y) when p = e. Now suppose that p 6= e. For any u ∈ Xp
and v ∈ Xp−1q, we have(
Θx ◦Θ∗y
)
(uv) = Θx (〈y, u〉pAv) = x〈y, u〉
p
Av = Θx,y(u)v = ι
q
p (Θx,y) (uv).
Since Xq = span{uv : u ∈ Xp, v ∈ Xp−1q}, whilst both Θx ◦ Θ∗y and ιqp (Θx,y) are
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linear and continuous, we conclude that Θx ◦Θ∗y = ιqp (Θx,y) when p 6= e as well.
Lemma 3.1.26. Let (G,P ) be a quasi-lattice ordered group and X a compactly
aligned product system over P . Let l : X→ LA(FX) denote the Fock representation
of X (see Example 3.1.12). Then for any p, r ∈ P , S ∈ KA (Xp), and (zq)q∈P ∈ FX,
we have (
l(p)(S)(zq)q∈P
)
r
= ιrp(S)(zr).
Proof. Since l(p) and ιrp are ∗-homomorphisms, it suffices to prove the result when
S is a rank one operator. Let x, y ∈ Xp. If r 6≥ p, then l(p) acts as the zero operator
on the summand Xr of FX and ιrp is the zero homomorphism. Hence,(
l(p) (Θx,y) (zq)q∈P
)
r
= 0 = ιrp (Θx,y) (zr).
If r ≥ p, then Lemma 3.1.25 gives
(
l(p) (Θx,y) (zq)q∈P
)
r
= (lp(x)lp(y)
∗(zq)q∈P )r =
(
Θx ◦Θ∗y
)
(zr) = ι
r
p (Θx,y) (zr).
Thus,
(
l(p) (Θx,y) (zq)q∈P
)
r
= ιrp (Θx,y) (zr) as required.
Proposition 3.1.27 ([24], Lemma 5.3). Let (G,P ) be a quasi-lattice ordered group
and X a compactly aligned product system over P . Then the Fock representation of
X is Nica covariant.
Proof. Let p, q ∈ P and fix S ∈ KA(Xp), T ∈ KA(Xq). For any (zr)r∈P ∈ FX and
t ∈ P , Lemma 3.1.26 gives
(
l(p) (S) l(q) (T ) (zr)r∈P
)
t
= ιtp(S)ι
t
q(T )(zt). (3.2)
If p ∨ q = ∞, then this must be zero since t cannot be greater than both p and
q. On the other hand, if p ∨ q < ∞, then Lemma 3.1.5 and another application of
Lemma 3.1.26 tells us that (3.2) is equal to
ιtp∨q
(
ιp∨qp (S)ι
p∨q
q (T )
)
(zt) =
(
l(p∨q)
(
ιp∨qp (S)ι
p∨q
q (T )
)
(zr)r∈P
)
t
.
Since (zr)r∈P ∈ FX and t ∈ P were arbitrary, we conclude that
l(p) (S) l(q) (T ) =
l(p∨q)
(
ιp∨qp (S)ι
p∨q
q (T )
)
if p ∨ q <∞
0 otherwise,
and so the Fock representation is Nica covariant.
The following result shows one way of associating a C∗-algebra to a compactly
aligned product system.
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Theorem 3.1.28 ([24], Theorem 6.3). Let (G,P ) be a quasi-lattice ordered group
and X a compactly aligned product system over P . Then there exists a C∗-algebra
NT X, which we call the Nica–Toeplitz algebra of X, and a Nica covariant represen-
tation iX : X→ NT X, that are universal in the following sense:
(i) NT X is generated by the image of iX;
(ii) if ψ : X → B is any other Nica covariant representation of X, then there
exists a ∗-homomorphism ψ∗ : NT X → B such that ψ∗ ◦ iX = ψ.
Remark 3.1.29. Since (Z,N) is totally ordered, Proposition 3.1.24 says that the
product system X :=
⊔
n∈NX
⊗n associated to a Hilbert A-bimodule X is compactly
aligned. Moreover, any representation of X is Nica covariant. Hence, there exists
an isomorphism θ : TX → NT X such that θ ◦ i⊗nX = iXn for each n ∈ N.
Proposition 3.1.30. Let (G,P ) be a quasi-lattice ordered group and X a compactly
aligned product system over P . Then the universal Nica covariant representation iX
is isometric.
Proof. From Example 3.1.12 and Example 3.1.27, we know that the Fock represen-
tation l : X→ LA(FX) is isometric. By the universal property of NT X, there exists
a ∗-homomorphism l∗ : NT X → LA(FX) such that l∗ ◦ iX = l. Thus, for any x ∈ X,
‖x‖X = ‖l(x)‖LA(FX) = ‖l∗(iX(x))‖LA(FX) ≤ ‖iX(x)‖NT X .
Since every representation is automatically contractive by Proposition 3.1.9, we
conclude that iX is isometric.
Due to Nica covariance, Nica–Toeplitz algebras have nice spanning sets.
Proposition 3.1.31. Let (G,P ) be a quasi-lattice ordered group and X a compactly
aligned product system over P . Then
NT X = span {iX(x)iX(y)∗ : x, y ∈ X} .
Proof. The set span {iX(x)iX(y)∗ : x, y ∈ X} is closed under taking linear combi-
nations, adjoints, and in norm. An application of Lemma 3.1.22 shows that it is
closed under taking products as well. Hence, span {iX(x)iX(y)∗ : x, y ∈ X} is a C∗-
subalgebra of NT X.
Thus, to prove the above set equality it suffices to show that the subalgebra
span {iX(x)iX(y)∗ : x, y ∈ X} contains the generators of NT X, i.e. the image of iX.
To see this, observe that for any p ∈ P and x ∈ Xp, if x′ ∈ Xp is chosen so that
x = x′ · 〈x′, x′〉pA by the Hewitt–Cohen–Blanchard factorisation theorem, then
iXp(x) = iXp (x · 〈x, x〉
p
A) = iXp(x)iXe (〈x, x〉
p
A)
∗ .
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In Proposition 2.2.6 and Proposition 2.2.11 we saw that the Toeplitz algebra and
Cuntz–Pimsner algebra of a Hilbert bimodule carry actions of T, the dual group of
Z. We would like to be able to do something similar for product systems over quasi-
lattice ordered groups. Since the groups we are dealing with are often not abelian,
and so fail to have dual groups, we need to introduce the notion of coactions. In the
following definition, we use an unadorned ⊗ to denote the minimal tensor product
of C∗-algebras.
Definition 3.1.32. Let G be a discrete group. The universal property of the group
C∗-algebra C∗(G) induces a ∗-homomorphism δG : C∗(G) → C∗(G) ⊗ C∗(G) such
that δG(iG(g)) = iG(g) ⊗ iG(g) for each g ∈ G (where iG : G → C∗(G) is the
universal unitary representation of G). A (full) coaction of G on a C∗-algebra A, is
an injective ∗-homomorphism δ : A→ A⊗ C∗(G) satisfying
(i) δ is nondegenerate: A⊗ C∗(G) = span
{
δ(A)
(
1M(A) ⊗ C∗(G)
)}
;
(ii) δ satisfies the coaction identity (δ ⊗ idC∗(G)) ◦ δ = (idA ⊗ δG) ◦ δ.
For those readers interested in learning more about coactions in general, we
suggest Appendix A of [17].
Definition 3.1.33. Let G be a discrete group and A a C∗-algebra. Given a coaction
δ : A→ A⊗ C∗(G), we define the generalised fixed-point algebra of A to be
Aδ := {a ∈ A : δ(a) = a⊗ iG(e)}.
The next result shows that Nica–Toeplitz algebras carry canonical coactions of
their underlying quasi-lattice ordered groups.
Proposition 3.1.34 ([24], Proposition 4.7). Let (G,P ) be a quasi-lattice ordered
group and X a compactly aligned product system over P . Then there exists a coaction
δX : NT X → NT X ⊗ C∗(G) such that δX(iXp(x)) = iXp(x)⊗ iG(p) for each p ∈ P ,
x ∈ Xp.
Proof. Define ψ : X → NT X ⊗ C∗(G) by ψ(x) := iXp(x) ⊗ iG(p) for each x ∈ Xp.
We claim that ψ is a Nica covariant representation of X.
Since each iXp is linear, each ψp is linear. Since iXe is a ∗-homomorphism, so is
ψe. Hence, ψ satisfies (T1).
To see that ψ satisfies (T2), observe that for any p, q ∈ P and x ∈ Xp, y ∈ Xq,
we have
ψp(x)ψq(y) =
(
iXp(x)⊗ iG(p)
) (
iXq(y)⊗ iG(q)
)
= iXp(x)iXq(y)⊗ iG(p)iG(q)
= iXpq(xy)⊗ iG(pq)
= ψpq(xy).
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Thus, ψ satisfies (T2).
We now show that ψ satisfies (T3). If p ∈ P and x, y ∈ Xp, then
ψp(x)
∗ψp(y) =
(
iXp(x)⊗ iG(p)
)∗ (
iXp(y)⊗ iG(p)
)
=
(
iXp(x)
∗ ⊗ iG(p)∗
) (
iXp(y)⊗ iG(p)
)
= iXp(x)
∗iXp(y)⊗ iG(p)∗iG(p)
= iXe (〈x, y〉
p
A)⊗ iG(e)
= ψe (〈x, y〉pA) .
Hence, ψ satisfies (T3), and so ψ is a representation.
It remains to check that ψ is Nica covariant. Firstly, we show that
ψ(p)(S) = i
(p)
X (S)⊗ iG(e)
for each S ∈ KA(Xp). To see this, observe that for any x, y ∈ Xp, we have
ψ(p)(Θx,y) = ψp(x)ψp(y)
∗ =
(
iXp(x)⊗ iG(p)
) (
iXp(y)⊗ iG(p)
)∗
=
(
iXp(x)⊗ iG(p)
) (
iXp(y)
∗ ⊗ iG(p)∗
)
= iXp(x)iXp(y)
∗ ⊗ iG(p)iG(p)∗
= i
(p)
X (Θx,y)⊗ iG(e).
Thus, if S ∈ KA(Xp) and T ∈ KA(Xq), we have
ψ(p)(S)ψ(q)(T ) =
(
i
(p)
X (S)⊗ iG(e)
)(
i
(q)
X (T )⊗ iG(e)
)
= i
(p)
X (S)i
(q)
X (T )⊗ iG(e)
=
i
(p∨q)
X
(
ιp∨qp (S)ι
p∨q
q (T )
)
⊗ iG(e) if p ∨ q <∞
0 otherwise
=
ψ(p∨q)
(
ιp∨qp (S)ι
p∨q
q (T )
)
if p ∨ q <∞
0 otherwise.
Hence, ψ is a Nica covariant representation of X. Thus, the universal property of
NT X induces a ∗-homomorphism δX : NT X → NT X ⊗ C∗(G) such that
δX(iXp(x)) = iXp(x)⊗ iG(p)
for each p ∈ P , x ∈ Xp. It remains to check that δX is a coaction of G. To see
that δX is injective, observe that idNT X = (idNT X ⊗ ε) ◦ δX where ε : C∗(G)→ C is
the ∗-homomorphism induced by the unitary representation of G that sends every
CHAPTER 3. FACTORISATION OF PRODUCT SYSTEMS 78
element of G to 1. To see that δX is nondegenerate, firstly observe that
NT X ⊗ C∗(G) = span
{
iXp(x)iXq(y)
∗ ⊗ iG(g) : p, q ∈ P, g ∈ G, x ∈ Xp, y ∈ Xq
}
.
Since, for any x ∈ Xp, y ∈ Xq, g ∈ G, we have
δX
(
iXp(x)iXq(y)
∗) (1M(NT X) ⊗ iG (qp−1g))
=
(
iXp(x)iXq(y)
∗ ⊗ iG
(
pq−1
)) (
1M(NT X) ⊗ iG
(
qp−1g
))
= iXp(x)iXq(y)
∗ ⊗ iG
(
pq−1
)
iG
(
qp−1g
)
= iXp(x)iXq(y)
∗ ⊗ iG(g),
we see that NT X ⊗ C∗(G) = span
{
δX(NT X)
(
1M(NT X) ⊗ C∗(G)
)}
as required.
Finally, it remains to check that δX satisfies the coaction identity:
(δX ⊗ idC∗(G)) ◦ δX = (idNT X ⊗ δG) ◦ δX.
Since both maps are ∗-homomorphisms, it suffices to check equality on the generators
of NT X — if x ∈ Xp, then(
(δX ⊗ idC∗(G)) ◦ δX
)
(iXp(x)) = (δX ⊗ idC∗(G))(iXp(x)⊗ iG(p))
= iXp(x)⊗ iG(p)⊗ iG(p)
= (idNT X ⊗ δG)(iXp(x)⊗ iG(p))
= ((idNT X ⊗ δG) ◦ δX) (iXp(x)).
We are almost ready to discuss the notion of Cuntz–Pimsner covariance for rep-
resentations of compactly aligned product systems over quasi-lattice ordered groups.
Before this, we need some more preliminary material from [67].
Definition 3.1.35. Let X be a Hilbert A-bimodule and I an ideal of A. Define
X · I := {x · a : x ∈ X, a ∈ I}.
Definition 3.1.36. Let (G,P ) be a quasi-lattice ordered group and X a product
system over P . For each p ∈ P , define the ideal Ip of A by
Ip :=
A if p = e⋂
e<q≤p ker(φq) if p 6= e.
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Using this, for each p ∈ P we define the Hilbert A-bimodule
X̃p :=
⊕
q≤p
Xq · Iq−1p.
For each p ∈ P , we write φ̃p : A→ LA(X̃p) for the ∗-homomorphism defined by(
φ̃p(a)(x)
)
q
:= φq(a)(xq)
for each a ∈ A, x ∈ X̃p, and q ≤ p.
Remark 3.1.37. As in Remark 3.1.4, for each p, q ∈ P with p 6= e, we have a ∗-
homomorphism ι̃ qp : LA
(
X̃p
)
→ LA
(
X̃q
)
characterised by
(
ι̃ qp (S)(x)
)
r
:= ιrp(S)(xr)
for each x ∈ X̃p and r ≤ q. Additionally, after identifying KA
(
X̃e
)
with A, we
define ι̃ qe : KA
(
X̃e
)
→ LA
(
X̃q
)
to be φ̃q for each q ∈ P .
To give an example of what the Hilbert bimodule X̃p looks like, we return to
higher-rank graphs. Given a k-graph Λ, we define
Λ≤n := {λ ∈ Λ : d(λ) ≤ n and, if d(λ)i < ni, then s(λ)Λei = ∅}
for each n ∈ Nk. Thus, an element of Λ≤n is a path of degree no greater than n, that
cannot be (backwards) extended nontrivially to a path of degree no greater than n.
Example 3.1.38. Let Λ be a finitely aligned k-graph. Define the product system
X(Λ) as in Example 3.1.20. Then X̃(Λ)n
∼= cc(Λ≤n) for each n ∈ N.
Proof. It is straightforward to check that X(Λ)n = span{δλ : λ ∈ Λn} for each
n ∈ Nk, where δλ ∈ cc(Λn) is the point-mass function defined by δλ(µ) := δλ,µ for
each µ ∈ Λn. Thus, for each n ∈ Nk, we see that ker(φn) = span{δv : vΛn = ∅}.
Making use of the factorisation property in Λ, we see that for any n ∈ Nk \ {0}, we
have
In =
⋂
0<r≤n
ker(φr) = span {δv : vΛr = ∅ for all 0 < r ≤ n}
= span {δv : vΛei = ∅ for all i such that ni 6= 0} .
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Therefore, for each m,n ∈ Nk with m < n, we have
X(Λ)m · In−m = span {δλ · δv : λ ∈ Λm, vΛei = ∅ for all i such that (n−m)i 6= 0}
= span {δλ : λ ∈ Λm, s(λ)Λei = ∅ for all i such that mi < ni} .
Thus,
X̃(Λ)n =
⊕
m≤n
X(Λ)m · In−m
= X(Λ)n ⊕
⊕
m<n
X(Λ)m · In−m
= span {δλ : d(λ) ≤ n, s(λ)Λei = ∅ for all i such that mi < ni}
= span
{
δλ : λ ∈ Λ≤n
}
= cc(Λ≤n).
Whilst the collection of bimodules
{
X̃p : p ∈ P
}
may resemble a product sys-
tem, we warn that in general X̃p ⊗A X̃q need not be isomorphic to X̃pq.
Definition 3.1.39. Let (G,P ) be a quasi-lattice ordered group. We say that a
predicate statment P(s) (where s ∈ P ) is true for large s if, given any p ∈ P , there
exists q ≥ p, such that P(s) is true whenever s ≥ q.
Finally, we are ready to present the definition of Cuntz–Pimsner covariance
originally formulated by Sims and Yeend in [67]. We give a definition only in the
situation that all of the ∗-homomorphisms φ̃p : A→ LA
(
X̃p
)
are injective. We will
see later in Proposition 3.1.43 that this is automatically true for a large collection
of product systems.
Definition 3.1.40. Let (G,P ) be a quasi-lattice ordered group and X a compactly
aligned product system over P with coefficient algebra A. Suppose that each homo-
morphism φ̃p : A→ LA
(
X̃p
)
is injective. We say that a representation ψ : X→ B
is Cuntz–Pimsner covariant if, for any finite set F ⊆ P and any choice of compact
operators {Tp ∈ KA (Xp) : p ∈ F} such that
∑
p∈F ι̃
s
p (Tp) = 0 ∈ LA
(
X̃s
)
for large
s, we have
∑
p∈F ψ
(p)(Tp) = 0.
Note: we say that a representation is Cuntz–Nica–Pimsner covariant if it is both
Nica covariant and Cuntz–Pimsner covariant.
Theorem 3.1.41 ([67], Proposition 3.12). Let (G,P ) be a quasi-lattice ordered group
and X a compactly aligned product system over P . Suppose that each homomorphism
φ̃p : A → LA(X̃p) is injective. Then there exists a C∗-algebra NOX, which we
call the Cuntz–Nica–Pimsner algebra of X, and a Cuntz–Nica–Pimsner covariant
representation jX : X→ NOX such that:
CHAPTER 3. FACTORISATION OF PRODUCT SYSTEMS 81
(i) NOX = span {jX(x)jX(y)∗ : x, y ∈ X};
(ii) the pair (NOX, jX) is universal in the sense that if ψ : X → B is any
other Cuntz–Nica–Pimsner covariant representation of X, then there exists
a ∗-homomorphism Πψ : NOX → B such that Πψ ◦ jX = ψ.
Sims and Yeend showed that their Cuntz–Nica–Pimsner algebras generalise the
Cuntz-Pimsner algebras associated to Hilbert bimodules as defined by Katsura.
Proposition 3.1.42 ([67], Proposition 5.3). Let X be a Hilbert A-bimodule and
X :=
⊔
n∈NX
⊗n the associated product system over N. Then there exists an isomor-
phism θ : OX → NOX such that θ ◦ j⊗nX = jXn for each n ∈ N.
There are a number of situations where the requirement that all of the ∗-
homomorphisms φ̃p are injective is automatic.
Proposition 3.1.43 ([67], Lemma 3.15). Let (G,P ) be a quasi-lattice ordered group
and X a compactly aligned product system over P . Then each φ̃p is injective if each
φp is injective, or every nonempty bounded subset of P has a maximal element in
the following sense:
If S ⊆ P is nonempty and there exists q ∈ P such that p ≤ q for all
p ∈ S, then there exists p ∈ S such that p 6≤ p′ for all p′ ∈ S \ {p}.
(3.3)
Remark 3.1.44. If each φp is injective, then X̃p ∼= Xp for each p ∈ P . Moreover, this
isomorphism intertwines φp and φ̃p, as well as ι
r
p and ι̃
r
p . Thus, in this situation a
representation ψ : X→ B is Cuntz–Pimsner covariant provided, whenever F ⊆ P is
finite and {Tp ∈ KA (Xp) : p ∈ F} is such that
∑
p∈F ι
s
p(Tp) = 0 ∈ LA (Xs) for large
s, then
∑
p∈F ψ
(p)(Tp) = 0.
In [24], Fowler defined a representation ψ of a product system X over a semi-
group P (with each φp injective) to be Cuntz–Pimsner covariant if, for every p ∈ P ,
the Toeplitz representation (ψp, ψe) of Xp is Cuntz–Pimsner covariant. The fol-
lowing result shows the relationship between Fowler’s notion of Cuntz–Pimsner co-
variance and the Cuntz–Pimsner covariance we defined for representations of com-
pactly aligned product systems in Definition 3.1.40. For the next proposition, recall
Remark 3.1.14 — we say that a quasi-lattice ordered group (G,P ) is directed if
p ∨ q <∞ for every p, q ∈ P .
Proposition 3.1.45 ([67], Proposition 5.1). Let (G,P ) be a directed quasi-lattice
ordered group and X a compactly aligned product system over P . Suppose each φp
is injective, and let ψ : X→ B be a representation. Then
(i) If ψ is Cuntz–Pimsner covariant in the sense of Definition 3.1.40, then
(ψp, ψe)
(1)(φp(a)) = ψe(a) for each a ∈ φ−1p (KA(Xp)), p ∈ P ;
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(ii) If φp(A) ⊆ KA(Xp) and (ψp, ψe)(1)(φp(a)) = ψe(a) for each a ∈ A, p ∈ P , then
ψ is Cuntz–Pimsner covariant in the sense of Definition 3.1.40.
We will make use of the following result later.
Theorem 3.1.46 ([67], Theorem 4.1). Let (G,P ) be a quasi-lattice ordered group
and X a compactly aligned product system over P . Suppose that each homomorphism
φ̃p : A→ LA(X̃p) is injective. Then jX is isometric.
The next result shows that the canonical coaction of G on NT X descends to
NOX.
Proposition 3.1.47. Let (G,P ) be a quasi-lattice ordered group and X a compactly
aligned product system over P . Suppose that each homomorphism φ̃p : A→ LA(X̃p)
is injective. Then there exists a coaction νX : NOX → NOX ⊗ C∗(G) such that
νX(jXp(x)) = jXp(x)⊗ iG(p) for each p ∈ P , x ∈ Xp.
Proof. Define ψ : X → NOX ⊗ C∗(G) by ψ(x) := jXp(x) ⊗ iG(p) for each x ∈ Xp.
The proof of Proposition 3.1.34 shows that ψ is a Nica covariant representation.
We show that it is Cuntz–Pimsner covariant as well. Suppose that F ⊆ P is finite
and {Tp ∈ KA (Xp) : p ∈ F} is such that
∑
p∈F ι̃
s
p (Tp) = 0 for large s. Since jX is
Cuntz–Pimsner covariant, it follows that
∑
p∈F
ψ(p)(Tp) =
∑
p∈F
(
j
(p)
X (Tp)⊗ iG(e)
)
=
(∑
p∈F
j
(p)
X (Tp)
)
⊗ iG(e) = 0⊗ iG(e) = 0.
Thus, the representation ψ induces a ∗-homomorphism νX : NOX → NOX⊗C∗(G)
such that νX(jXp(x)) = jXp(x)⊗ iG(p) for each p ∈ P , x ∈ Xp. The same reasoning
as in the proof of Proposition 3.1.34, shows that νX is a coaction of G.
We have the following gauge-invariant uniqueness theorem for Cuntz–Nica–
Pimsner algebras.
Theorem 3.1.48 ([6], Corollary 4.12). Let (G,P ) be a quasi-lattice ordered group
with G amenable. Let X be a compactly aligned product system over P with either
each φp injective, or each φ̃p injective and (G,P ) directed. Then a surjective ∗-
homomorphism φ : NOX → B is injective if and only if
(i) φ|jX(A) is injective; and
(ii) there exists a coaction β : B → B⊗C∗(G) such that β◦φ =
(
φ⊗ idC∗(G)
)
◦νX.
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3.2 Combining quasi-lattice ordered groups
In the next few sections we are going to investigate how product systems and their
associated C∗-algebras decompose given a decomposition of the underlying quasi-
lattice ordered group. The next result shows that the direct product of quasi-lattice
ordered groups is quasi-lattice ordered. Furthermore, it provides sufficient conditions
for a semidirect product of quasi-lattice ordered groups to be quasi-lattice ordered.
Lemma 3.2.1. Suppose (G,P ) and (H,Q) are quasi-lattice ordered groups and α :
H → Aut(G) is a group homomorphism such that αH(P ) ⊆ P . Then the semidirect
product (Goα H,P oα Q) is a quasi-lattice ordered group.
Proof. Firstly, we check that PoαQ is a subsemigroup of GoαH. If (g, h), (g′, h′) ∈
P oα Q, then
(g, h)(g′, h′) = (gαh(g
′), hh′) ∈ P oα Q
since P and Q are subsemigroups of G and H respectively, and αQ(P ) ⊆ αH(P ) ⊆ P .
Secondly, if (g, h) ∈ (P oα Q) ∩ (P oα Q)−1 then
(g, h)−1 = (αh−1(g
−1), h−1) ∈ P oα Q.
Thus, h, h−1 ∈ Q, which forces h = eH since (H,Q) is quasi-lattice ordered. Hence,
g, αh−1(g
−1) = g−1 ∈ P , which forces g = eG since (G,P ) is also quasi-lattice
ordered. Therefore, (g, h) = (eG, eH) = eGoαH , and so (P oα Q) ∩ (P oα Q)−1 =
{eGoαH}.
Finally, we show that the order on (Goα H,P oα Q) is the product order, i.e.
(g, h) ≤ (g′, h′) in (G oα H,P oα Q) if and only if g ≤ g′ in (G,P ) and h ≤ h′ in
(H,Q). Let g, g′ ∈ G and h, h′ ∈ H. Suppose (g, h) ≤ (g′, h′) in (Goα H,P oα Q).
Then
(g, h)−1(g′, h′) = (αh−1(g
−1g′), h−1h′) ∈ P oα Q.
Hence, h−1h′ ∈ Q and
g−1g′ = αh(αh−1(g
−1g′)) ∈ αQ(P ) ⊆ αH(P ) ⊆ P.
Hence, h ≤ h′ and g ≤ g′. Conversely, if g ≤ g′ and h ≤ h′, then h−1h′ ∈ Q and
αh−1(g
−1g′) ∈ αH(P ) ⊆ P , and so (g, h)−1(g′, h′) = (αh−1(g−1g′), h−1h′) ∈ P oα Q.
Thus, (g, h) ≤ (g′, h′). We conclude that (GoαH,P oαQ) is a quasi-lattice ordered
group and for any (g, h), (g′, h′) ∈ P oα Q,
(g, h) ∨ (g′, h′) =
(g ∨ g′, h ∨ h′) if g ∨ g′, h ∨ h′ <∞∞ otherwise.
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Whilst the conditions in Lemma 3.2.1 are sufficient for a semidirect product of
quasi-lattice ordered groups to be quasi-lattice ordered, they are not necessary, as
the following example due to Laca and Raeburn [38] shows.
Example 3.2.2. Let (G,P ) := (Q,N) with addition as the group operation, and
(H,Q) :=
(
Q∗+,N+
)
with multiplication as the group operation. Then (G,P ) and
(H,Q) are quasi-lattice ordered groups. Define α : H → Aut(G) by αh(g) := hg.
Then αH(P ) 6⊆ P , but (Goα H,P oα Q) is a quasi-lattice ordered group.
Proof. It is elementary to check that (G,P ) is quasi-lattice ordered. Furthermore,
(G,P ) is directed with x∨ y = max{x, y} for any x, y ∈ P . We already showed that
(H,Q) is quasi-lattice ordered in Example 3.1.16 and directed in Remark 3.1.17.
Clearly, αH(P ) 6⊆ P , since α 1
2
(1) = 1
2
6∈ P . The proof of Lemma 3.2.1 shows that
(P oα Q) ∩ (P oα Q)−1 = {(eG, eH)}. Observe that for any (x, y), (s, t) ∈ Goα H,
we have
(x, y)−1(s, t) =
(
s− x
y
,
t
y
)
.
Now suppose that (x, y), (u, v) ∈ G oα H have a common upper bound (s, t) ∈
P oα Q. Thus, s ∈ (x+ yN) ∩ (u+ vN) ∩ N and t ∈ yN+ ∩ vN+ ∩ N+. Using
the well-ordering principle, we can define p := min ((x+ yN) ∩ (u+ vN) ∩ N) and
q := min (yN+ ∩ vN+ ∩ N+). We claim that (p, q) = (x, y) ∨ (u, v). It is elementary
to check that (x, y), (u, v) ≤ (p, q). To see that (p, q) is the least upper bound for
(x, y) and (u, v), suppose that (x, y), (u, v) ≤ (a, b) ≤ (p, q) for some (a, b) ∈ P oαQ.
The first inequality tells us that a ∈ (x+ yN)∩(u+ vN)∩N and b ∈ yN+∩vN+∩N+.
By the definition of p and q, this forces p ≤ a and q ≤ b (using the usual ordering
on the reals). On the other hand, the second inequality tells us that q ∈ bN+, which
forces q ≥ b (and so q = b), and p ∈ a + bN, which forces p ≥ a (and so p = a).
Hence, (p, q) = (a, b), and so (p, q) = (x, y) ∨ (u, v) as claimed. Putting all of this
together, we conclude that the semidirect product (GoαH,P oαQ) is quasi-lattice
ordered.
Remark 3.2.3. The order on (GoαH,P oα Q) in Example 3.2.2 is not the product
order. Indeed for any (x, y), (u, v) ∈ P oα Q, we have
(x, y) ∨ (u, v) = (min ((x+ yN) ∩ (u+ vN)) ,min (yN+ ∩ vN+))
if (x + yN) ∩ (u + vN) 6= ∅, whilst (x, y) ∨ (u, v) = ∞ otherwise. On the other
hand, x ∨ u = max{x, u} in (G,P ) and y ∨ v = min (yN+ ∩ vN+) = lcm{y, v}
in (H,Q). This also shows that (G oα H,P oα Q) is not directed (for example
(0, 2) ∨ (1, 2) =∞), despite both of its factors being directed.
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3.3 Factorising Nica–Toeplitz algebras
In this section we investigate product systems over semidirect products of quasi-
lattice ordered groups of the sort appearing in Lemma 3.2.1. More precisely, given a
product system Z (with coefficient algebra A) over a quasi-lattice ordered group of
the form (GoαH,P oαQ), with (G,P ) and (H,Q) quasi-lattice ordered groups and
αH(P ) ⊆ P , we will show that there exists a product system X (also with coefficient
algebra A) over (G,P ) sitting inside Z, and a product system YNT over (H,Q) with
coefficient algebra NT X, such that the Nica–Toeplitz algebras of Z and YNT are
isomorphic. In passing from the product system Z to the product system YNT , we
have in a sense decreased the size of the product system at the expense of increasing
the size of the coefficient algebra, without losing any C∗-algebraic information in
the process.
To help the reader keep track of everything that is going on, we first provide
a brief overview of the key results that we will prove. We also provide a pair of
commuting diagrams that summarise the various spaces, and the maps between
them, that we are going to be working with as we show that the Nica–Toeplitz
algebras of Z and YNT coincide. We hope that if the reader happens to lose their
way in Sections 3.3.1 and 3.3.2 they will be able to return to this overview and the
two diagrams for assistance.
(1) In Proposition 3.3.1 we define a product system X ⊆ Z over (G,P ), and show
that the inclusion of X in Z induces a homorphism φNTX from NT X to NT Z
such that φNTX ◦ iX = iZ.
(2) In Proposition 3.3.2 we argue that the ∗-homomorphism φNTX is injective.
(3) In Proposition 3.3.3, we use φNTX to construct a collection
{
YNTq : q ∈ Q
}
of
Hilbert NT X-modules inside NT Z.
(4) In Proposition 3.3.6, we use φNTX to show that each Y
NT
q carries a left action
of NT X by adjointable operators.
(5) In Propositions 3.3.7 and 3.3.12, we show that YNT :=
⊔
q∈Q Y
NT
q is a com-
pactly aligned product system over (H,Q) with coefficient algebra NT X.
Once we have the product system YNT , we prove that NT YNT ∼= NT Z.
(6) In Proposition 3.3.13 we use the universal Nica covariant representations of Z
and YNT to construct a representation ϕNT of Z in NT YNT .
(7) In Proposition 3.3.15, we prove that ϕNT is Nica covariant, and use the uni-
versal property of NT Z to induce a ∗-homomorphism ΩNT : NT Z → NT YNT
such that ΩNT ◦ iZ(p,q) = iYNTq .
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(8) In Proposition 3.3.16 we show that the inclusion of YNT in NT Z is a Nica
covariant representation, and use the universal property of NT YNT to induce
a ∗-homomorphism Ω′NT : NT YNT → NT Z such that Ω′NT ◦ iYNTq is the
inclusion of YNTq in NT Z.
(9) In Theorem 3.3.17 we prove that ΩNT and Ω′NT are mutually inverse isomor-
phisms.
In summary, we will show that for every p ∈ P and q ∈ Q, the maps in the
following two diagrams exist and make the diagrams commute.
Figure 3.1: The homomorphism φNTX
NT X = YNTeH
Xp NT Z
iXp
iZ(p,eH )
φNTX
Figure 3.2: The homomorphisms ΩNT , Ω′NT
YNTq
Z(p,q)
NT YNT NT Z
iYNTq ϕ
′
q
NT ≡ incl.
iZ(p,q)
ϕNT
(p,q)
Ω′NT
ΩNT
iZ(p,q)
3.3.1 Constructing the product system
Standing Hypotheses. From now until the end of Section 3.5, we will assume that
(G,P ) and (H,Q) are quasi-lattice ordered groups and α : H → Aut(G) is a group
homomorphism such that αH(P ) ⊆ P . Thus, by Lemma 3.2.1, (G oα H,P oα Q)
is a quasi-lattice ordered group. Moreover, Z will be a compactly aligned product
system over (Goα H,P oα Q) with coefficient algebra A.
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Since G ∼= G oα {eH} is a subgroup of G oα H and P ∼= P oα {eH} is a
subsemigroup of P oαQ, we obtain a product system over the quasi-lattice ordered
group (G,P ) by considering just those fibres of Z coming from P oα {eH}.
Proposition 3.3.1. For each p ∈ P , let Xp := Z(p,eH). Then X :=
⊔
p∈P Xp is
a compactly aligned product system over (G,P ) with coefficient algebra A, sitting
inside Z. Moreover, the inclusion of X in Z induces a ∗-homomorphism φNTX :
NT X → NT Z such that φNTX (iX(x)) = iZ(x) for each x ∈ X.
Proof. For each p ∈ P , define ψNTp : Xp → NT Z by ψNTp := iZ(p,eH ) . We claim that
ψNT is a Nica covariant representation of X in NT Z. Since iZ is a representation,
we know that each ψNTp is linear and ψ
NT
eG
is a ∗-homomorphism. If p, r ∈ P and
x ∈ Xp, z ∈ Xr, then
ψNTp (x)ψ
NT
r (z) = iZ(p,eH)
(x)iZ(r,eH)
(z) = iZ(p,eH)(r,eH)
(xz) = iZ(pr,eH)
(xz) = ψNTpr (xz).
For p ∈ P and x, z ∈ Xp, we have
ψNTp (x)
∗ψNTp (z) = iZ(p,eH)
(x)∗iZ(p,eH)
(z) = iZ(eG,eH)
(
〈x, z〉(p,eH)A
)
= iZ(eG,eH)
(〈x, z〉pA)
= ψNTeG (〈x, z〉
p
A) .
Thus, ψNT is a representation. It remains to check that ψNT is Nica covariant. Fix
p, r ∈ P and S ∈ KA(Xp), T ∈ KA(Xr). Since ψNT
(t)
= i
((t,eH))
Z for any t ∈ P , we
see that
ψNT
(p)
(S)ψNT
(r)
(T ) = i
((p,eH))
Z (S)i
((r,eH))
Z (T ).
If (p, eH) ∨ (r, eH) =∞ (which is precisely when p ∨ r =∞), Nica covariance of iZ
tells us that ψNT
(p)
(S)ψNT
(r)
(T ) = 0. On the other hand, when p∨ r <∞, we have
(p, eH) ∨ (r, eH) = (p ∨ r, eH) <∞, and so
ψNT
(p)
(S)ψNT
(r)
(T ) = i
((p,eH)∨(r,eH))
Z
(
ι
((p,eH)∨(r,eH))
(p,eH)
(S)ι
((p,eH)∨(r,eH))
(r,eH)
(T )
)
= i
((p∨r,eH))
Z
(
ι
(p∨r,eH)
(p,eH)
(S)ι
(p∨r,eH)
(r,eH)
(T )
)
= ψNT
(p∨r) (
ιp∨rp (S)ι
p∨r
r (T )
)
.
Thus, ψNT is Nica covariant. The universal property of NT X then induces a ∗-
homomorphism φNTX : NT X → NT Z such that φNTX (iX(x)) = ψNT (x) = iZ(x) for
each x ∈ X.
We will use the ∗-homomorphism φNTX to define NT X-valued inner-products on
CHAPTER 3. FACTORISATION OF PRODUCT SYSTEMS 88
an appropriate collection of subspaces of NT Z to obtain a product system over Q.
Before we do this, we need to know that φNTX is injective.
Proposition 3.3.2. Suppose G is an amenable group. Then the ∗-homomorphism
φNTX : NT X → NT Z is injective.
Proof. Fix a faithful nondegenerate representation ρ : A→ B(H) of A on a Hilbert
space H. Let l∗ : NT Z → LA(FZ) denote the Fock representation of NT Z. To
show that φNTX is faithful, it suffices to show that
FZ-IndNT XA ρ =
(
l∗ ◦ φNTX
)
⊗A idH : NT X → B(FZ ⊗A H)
is faithful. Denote by % :=
(
l∗ ◦ φNTX ◦ iX
)
⊗A idH the Nica covariant representation
of X that induces the ∗-homomorphism
(
l∗ ◦ φNTX
)
⊗A idH. Our aim is to prove that
(i) for each p ∈ P \ {eG},
A⊗A H = XeG ⊗A H ⊆ (%p(Xp)(FZ ⊗A H))
⊥ ;
(ii) A acts faithfully (via %eG) on A⊗A H.
To see why this suffices, suppose that (i) and (ii) hold. Let P %t := proj%t(Xt)(FZ⊗AH)
for each t ∈ P \ {eG}. Then the representation
A 3 a 7→ %eG(a)
∏
t∈K
(1− P %t ) ∈ B (FZ ⊗A H)
is faithful for each finite subset K ⊆ P \ {eG}. Since G is amenable, Theorem A.15
then implies that
(
l∗ ◦ φNTX
)
⊗A idH is faithful as required. We now prove (i) and
(ii).
If p ∈ P , then
%p(Xp)(FZ ⊗A H) = l∗(iZ(p,eH)(Z(p,eH)))(FZ)⊗A H
=
⊕
(s,t)∈PoαQ
Z(p,eH)(s,t) ⊗A H
=
⊕
{(s,t)∈PoαQ:p≤s}
Z(s,t) ⊗A H.
Now suppose that p ∈ P \ {eG}. We suppose p ≤ eG and derive a contradiction.
Then p−1 = p−1eG ∈ P , which forces p = eG, since P ∩ P−1 = {eG}. Thus, p 6≤ eG.
Hence for any a ∈ XeG = A, z ∈ Z(s,t) with p ≤ s, and h, g ∈ H, we see that
〈a⊗A h, z ⊗A g〉C = 〈h, 〈a, z〉A · g〉C = 0,
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since A = XeG and Z(s,t) are orthogonal in FX. Since the inner-product on FZ⊗AH
is linear and continuous, we conclude that
A⊗A H ⊆ (%p(Xp)(FZ ⊗A H))⊥ ,
which proves (i).
It remains to show that A acts faithfully on A ⊗A H. This follows from ([61],
Corollary 2.74) since A acts faithfully on itself by left multiplication and the repre-
sentation ρ is faithful.
Using the injective ∗-homomorphism φNTX : NT X → NT Z, we can construct a
Hilbert NT X-module YNTq for each q ∈ Q.
Proposition 3.3.3. Suppose G is an amenable group so that the ∗-homomorphism
φNTX is injective by Proposition 3.3.2. Let Y
NT
eH
:= NT X (NT X)NT X, and for each
q ∈ Q \ {eH}, define
YNTq : = span
{
iZ(eG,q)(x)φ
NT
X (b) : x ∈ Z(eG,q), b ∈ NT X
}
⊆ NT Z.
For each q ∈ Q \ {eH}, YNTq carries a right action of NT X given by
y · b := yφNTX (b)
for each y ∈ YNTq and b ∈ NT X. There is an NT X-valued inner-product on YNTq
such that
φNTX
(
〈y, w〉qNT X
)
= y∗w
for all y, w ∈ YNTq . With this structure, each YNTq is a right Hilbert NT X-module.
Proof. Since multiplication in NT Z is continuous, it is clear that the right action
of NT X on YNTq is well-defined. Next, we check that y∗w ∈ φNTX (NT X) for any
y, w ∈ YNTq . Since φNTX is a ∗-homomorphism, it suffices to check the case where
y = iZ(eG,q)
(x)φNTX (b) and w = iZ(eG,q)
(z)φNTX (c) for some x, z ∈ Z(eG,q), and b, c ∈
NT X. Since iZ is a representation, we see that
y∗w = φNTX (b)
∗iZ(eG,q)
(x)∗iZ(eG,q)
(z)φNTX (c)
= φNTX (b
∗)iZ(eG,eH)
(
〈x, z〉(eG,q)A
)
φNTX (c)
= φNTX
(
b∗iXeG
(
〈x, z〉(eG,q)A
)
c
)
∈ φNTX (NT X) .
Thus, since φNTX is injective, we may define 〈·, ·〉
q
NT X : Y
NT
q × YNTq → NT X by
〈y, w〉qNT X :=
(
φNTX
)−1
(y∗w) for each y, w ∈ YNTq . Since φNTX is linear, it follows
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that 〈·, ·〉qNT X is complex linear in its second argument. If y, w ∈ Y
NT
q and b ∈ NT X,
then
〈y, w · b〉qNT X =
〈
y, wφNTX (b)
〉q
NT X
=
(
φNTX
)−1 (
y∗wφNTX (b)
)
=
(
φNTX
)−1
(y∗w) b
= 〈y, w〉qNT Xb,
and
〈y, w〉qNT X =
(
φNTX
)−1
(y∗w) =
(
φNTX
)−1
(w∗y)∗ =
(
〈w, y〉qNT X
)∗
.
Also, if y ∈ YNTq , then
〈y, y〉qNT X =
(
φNTX
)−1
(y∗y) ≥ 0
since y∗y ≥ 0 in NT Z. Moreover, if 〈y, y〉qNT X = 0, then y
∗y = 0 because φNTX is
injective, which forces y = 0. Lastly, we show that the norm induced by 〈·, ·〉qNT X is
just the norm on NT Z restricted to YNTq . Since φNTX is isometric, we see that for
any y ∈ YNTq ,
‖y‖2YNTq :=
∥∥〈y, y〉qNT X∥∥NT X = ∥∥∥(φNTX )−1 (y∗y)∥∥∥NT X = ‖y∗y‖NT Z = ‖y‖2NT Z .
As YNTq is, by definition, closed in NT Z, we see that YNTq is complete with respect
to the norm induced by 〈·, ·〉qNT X . Putting all of this together, we conclude that
YNTq is a right Hilbert NT X-module.
Remark 3.3.4. In the situation of Proposition 3.3.3, since αH(P ) ⊆ P , it follows
that αq(P ) = P for each q ∈ Q. Hence, for any q ∈ Q \ {eH},
YNTq = span
{
iZ(eG,q)
(
Z(eG,q)
)
φNTX (NT X)
}
= span
{
iZ(eG,q)
(
Z(eG,q)
)
iZ(p,eH)
(
Z(p,eH)
)
iZ(r,eH)
(
Z(r,eH)
)∗
: p, r ∈ P
}
= span
{
iZ(αq(p),q)
(
Z(αq(p),q)
)
iZ(r,eH)
(
Z(r,eH)
)∗
: p, r ∈ P
}
= span
{
iZ(p,q)
(
Z(p,q)
)
iZ(r,eH)
(
Z(r,eH)
)∗
: p, r ∈ P
}
.
Furthermore,
YNTeH = NT X ∼= φ
NT
X (NT X) = span
{
iZ(p,eH)
(
Z(p,eH)
)
iZ(r,eH)
(
Z(r,eH)
)∗
: p, r ∈ P
}
.
Remark 3.3.5. It follows from an application of the Hewitt–Cohen–Blanchard fac-
torisation theorem to Z(eG,q) that iZ(eG,q)
(Z(eG,q)) ⊆ YNTq . If z ∈ Z(eG,q), and
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z′ ∈ Z(eG,q) is chosen so that z = z′ · 〈z′, z′〉
(eG,q)
A by the Hewitt–Cohen–Blanchard
factorisation theorem, then
iZ(eG,q)
(z) = iZ(eG,q)
(
z′ · 〈z′, z′〉(eG,q)A
)
= iZ(eG,q)
(z′) iZ(eG,eH)
(
〈z′, z′〉(eG,q)A
)
= iZ(eG,q)
(z′)φNTX
(
iXeG
(
〈z′, z′〉(eG,q)A
))
∈ YNTq .
We now show that YNTq also carries a left action of NT X by adjointable oper-
ators for each q ∈ Q \ {eH}, and hence is a Hilbert NT X-bimodule.
Proposition 3.3.6. Suppose G is an amenable group so that the Hilbert NT X-
module YNTq of Proposition 3.3.3 is defined. For each q ∈ Q \ {eH}, there exists a
∗-homomorphism ΦNTq : NT X → LNT X
(
YNTq
)
such that
ΦNTq (b)(y) = φ
NT
X (b)y
for each b ∈ NT X and y ∈ YNTq .
Proof. Firstly, we check that φNTX (NT X) YNTq ⊆ YNTq . Since (G oα H,P oα Q)
has the product order, if s, t ∈ P , then
(s, eH) (t, eH)
−1 ((t, eH) ∨ (eG, q)) = (s, eH)
(
t−1, eH
)
(t, q)
= (s, q)
= (eG, q) (αq−1(s), eH)
and
(eG, q)
−1 ((t, eH) ∨ (eG, q)) =
(
eG, q
−1) (t, q) = (αq−1(t), eH) .
Thus, for any s, t ∈ P , x ∈ Xs, y ∈ Xt, z ∈ Z(eG,q), and b ∈ NT X, applying
Lemma 3.1.22 to the Nica covariant representation iZ, we have
φNTX (iXs(x)iXt(y)
∗) iZ(eG,q)
(z)φNTX (b)
= iZ(s,eH)
(x)iZ(t,eH)
(y)∗iZ(eG,q)
(z)φNTX (b)
∈span
{
iZ(eG,q)
(Z(eG,q))iZ(αq−1 (s),eH)
(
Z(αq−1 (s),eH)
)
iZ
(αq−1 (t),eH)
(
Z(αq−1 (t),eH)
)∗
φNTX (b)
}
=span
{
iZ(eG,q)
(
Z(eG,q)
)
φNTX
(
iXα
q−1 (s)
(
Xαq−1 (s)
)
iXα
q−1 (t)
(
Xαq−1 (t)
)∗)
φNTX (b)
}
⊆span
{
iZ(eG,q)
(Z(eG,q))φ
NT
X (NT X)
}
=YNTq .
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Since
NT X = span {iXs(Xs)iXt(Xt)∗ : s, t ∈ P}
and
YNTq = span
{
iZ(eG,q)
(Z(eG,q))φ
NT
X (NT X)
}
,
whilst φNTX is a ∗-homomorphism and multiplication in NT Z is bilinear and con-
tinuous, we conclude that φNTX (NT X) YNTq ⊆ YNTq as required. Thus, for each
b ∈ NT X, we may define ΦNTq (b) : YNTq → YNTq by ΦNTq (b)(y) := φNTX (b)y for each
y ∈ YNTq . Next, we claim that ΦNTq (b) is adjointable with ΦNTq (b)∗ = ΦNTq (b∗). To
see this, observe that for any y, w ∈ YNTq ,〈
ΦNTq (b)(y), w
〉q
NT X
=
〈
φNTX (b)y, w
〉q
NT X
=
(
φNTX
)−1 (
y∗φNTX (b
∗)w
)
=
〈
y, φNTX (b
∗)w
〉q
NT X
=
〈
y,ΦNTq (b
∗)(w)
〉q
NT X
.
Finally, since φNTX is linear and multiplicative, the map b 7→ ΦNTq (b) is also lin-
ear and multiplicative. Thus, b 7→ ΦNTq (b) is a ∗-homomorphism from NT X to
LNT X
(
YNTq
)
.
Next we show that YNT :=
⊔
q∈Q Y
NT
q can be viewed as a product system over
the quasi-lattice ordered group (H,Q) with coefficient algebra NT X.
Proposition 3.3.7. Suppose G is an amenable group so that the Hilbert NT X-
bimodule YNTq from Propositions 3.3.3 and 3.3.6 is defined. Let Y
NT :=
⊔
q∈Q Y
NT
q .
Then YNT is a product system over (H,Q) with coefficient algebra NT X, and mul-
tiplication given by multiplication in NT Z.
Proof. We already know from Propositions 3.3.3 and 3.3.6 that each YNTq is a Hilbert
NT X-bimodule, and YNTeH = NT X (NT X)NT X by definition. If we equip Y
NT with
the associative multiplication from NT Z and identify NT X with φNTX (NT X) ⊆
NT Z, then YNT becomes a semigroup. It is straightforward to check that multipli-
cation in YNT by elements of YNTeH = NT X implements the left and right actions
of NT X on each YNTq .
For YNT to be a product system, it remains to show that there exists a Hilbert
NT X-bimodule isomorphism MY
NT
q,t : Y
NT
q ⊗NT X YNTt → YNTqt for each q, t ∈
Q \ {eH} such that
MY
NT
q,t (y ⊗NT X w) = yw for each y ∈ YNTq , w ∈ YNTt .
We begin by checking that YNTq Y
NT
t ⊆ YNTqt for each q, t ∈ Q. Making use of
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Proposition 3.3.6, we see that
YNTq Y
NT
t = span
{
iZ(eG,q)
(
Z(eG,q)
)
φNTX (NT X)
}
span
{
iZ(eG,t)
(
Z(eG,q)
)
φNTX (NT X)
}
= span
{
iZ(eG,q)
(
Z(eG,q)
)
φNTX (NT X) iZ(eG,t)(Z(eG,t))φ
NT
X (NT X)
}
⊆ span
{
iZ(eG,q)
(
Z(eG,q)
)
iZ(eG,t)
(
Z(eG,t)
)
φNTX (NT X)
}
⊆ span
{
iZ(eG,q)(eG,t)
(
Z(eG,q)(eG,t)
)
φNTX (NT X)
}
= span
{
iZ(eG,qt)
(
Z(eG,qt)
)
φNTX (NT X)
}
⊆ YNTqt .
Next, observe that if y, u ∈ YNTq and w, v ∈ YNTt , then
〈y ⊗NT X w, u⊗NT X v〉NT X =
〈
w, 〈y, u〉qNT X · v
〉t
NT X
=
〈
w, φ
((
φNTX
)−1
(y∗u)
)
v
〉t
NT X
=
(
φNTX
)−1
(w∗y∗uv)
= 〈yw, uv〉qtNT X .
Thus, the map y⊗NT Xw 7→ yw extends by linearity and continuity to a well-defined
inner-product preserving map from YNTq ⊗NT X YNTt to YNTqt , which we denote by
MY
NT
q,t . Clearly, M
YNT
q,t is both left and right NT X-linear. Surjectivity of MY
NT
q,t
follows from the fact that Z(eG,qt) = Z(eG,q)(eG,t)
∼= Z(eG,q) ⊗A Z(eG,t) (since q 6= eH)
and iZ(eG,q)
(
Z(eG,q)
)
⊆ YNTq :
YNTqt = span
{
iZ(eG,qt)
(
Z(eG,qt)
)
φNTX (NT X)
}
= span
{
iZ(eG,q)
(
Z(eG,q)
)
iZ(eG,t)
(Z(eG,t))φ
NT
X (NT X)
}
= iZ(eG,q)
(
Z(eG,q)
)
span
{
iZ(eG,t)
(Z(eG,t))φ
NT
X (NT X)
}
⊆ YNTq YNTt
= MY
NT
q,t
(
YNTq ⊗NT X YNTt
)
.
Putting all of this together, we conclude that MY
NT
q,t is an NT X-bimodule isomor-
phism.
We now prove that if A acts faithfully on Z(eG,q), then the ∗-homomorphism
ΦNTq : NT X → LNT X
(
YNTq
)
is injective. We will make use of this result later in
Subsection 3.5 when we consider the Cuntz–Nica–Pimsner algebra of the product
system YNT .
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Proposition 3.3.8. Suppose G is an amenable group so that the product system
YNT from Proposition 3.3.7 is defined. If q ∈ Q and A acts faithfully on Z(eG,q),
then the ∗-homomorphism ΦNTq : NT X →LNT X
(
YNTq
)
is injective.
Proof. When q = eH , the map Φ
NT
q is just left multiplication on Y
NT
eH
= NT X by
elements of NT X, which is obviously faithful. So suppose that q ∈ Q \ {eH}. Let
ρ : A→ B(H) be a faithful nondegenerate representation of A on a Hilbert space H.
To prove that ΦNTq is faithful, it suffices to show that the induced representation(
YNTq ⊗NT XFX
)
-IndNT XA ρ = Φ
NT
q ⊗NT X idFX⊗A idH : NT X→B(Yq⊗NT XFX⊗AH)
is faithful. Let % :=
(
ΦNTq ⊗NT X idFX ⊗A idH
)
◦ iX denote the Nica covariant repre-
sentation of X that induces ΦNTq ⊗NT X idFX ⊗A idH. Our aim is to prove that
(i) for each p ∈ P \ {eG},
iZ(eG,q)
(
Z(eG,q)
)
⊗NT X A⊗A H ⊆
(
%p(Xp)
(
YNTq ⊗NT X FX ⊗A H
))⊥
;
(ii) A acts faithfully (via %eG) on iZ(eG,q)
(
Z(eG,q)
)
⊗NT X A⊗A H.
To see that this suffices, suppose for a moment that (i) and (ii) hold. For each
t ∈ P \ {eG}, let P %t := proj%t(Xt)(YNTq ⊗NTXFX⊗AH)
. Then the representation
A 3 a 7→ %eG(a)
∏
t∈K
(1− P %t ) ∈ B
(
YNTq ⊗NT X FX ⊗A H
)
is faithful for each finite subset K ⊆ P \ {eG} . Since G is amenable, Theorem A.15
then implies that ΦNTq ⊗NT X idFX ⊗A idH is faithful as required.
We now prove (i) and (ii). If p ∈ P , then
ΦNTq
(
iXp(Xp)
) (
YNTq
)
= span
{
iZ(p,eH)
(Z(p,eH))iZ(s,q)(Z(s,q))iZ(t,eH)
(Z(t,eH))
∗ : s, t ∈ P
}
= span
{
iZ(ps,q)(Z(ps,q))iZ(t,eH)
(Z(t,eH))
∗ : s, t ∈ P
}
= span
{
iZ(eG,q)
(Z(eG,q))iZ(αq−1 (ps),eH)
(
Z(αq−1 (ps),eH)
)
iZ(t,eH)
(Z(t,eH))
∗ : s, t ∈ P
}
= iZ(eG,q)
(Z(eG,q)) · span
{
iXα
q−1 (ps)
(
Xαq−1 (ps)
)
iXt(Xt)
∗ : s, t ∈ P
}
.
Next, observe that for any s, r ∈ P , we have αq−1(p) ≤ αq−1(ps)r, since
αq−1(p)
−1αq−1(ps)r = αq−1(s)r ∈ αH(P )P ⊆ PP = P.
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Hence,
%p(Xp)
(
YNTq ⊗NT X FX ⊗A H
)
= ΦNTq
(
iXp(Xp)
) (
YNTq
)
⊗NT X FX ⊗A H
= iZ(eG,q)
(Z(eG,q)) · span
{
iXα
q−1 (ps)
(
Xαq−1 (ps)
)
iXt(Xt)
∗ : s, t ∈P
}
⊗NT XFX ⊗AH
= iZ(eG,q)
(Z(eG,q))⊗NT X span
{
iXα
q−1 (ps)
(
Xαq−1 (ps)
)
iXt(Xt)
∗ : s, t ∈P
}
· FX⊗AH
⊆ iZ(eG,q)(Z(eG,q))⊗NT X
⊕
{m∈P :αq−1 (p)≤m}
Xm ⊗A H.
Now suppose that p ∈ P \ {eG}. Looking for a contradiction, suppose αq−1(p) ≤ eG.
Thus, αq−1(p)
−1 = αq−1(p)
−1eG ∈ P . However, since αH(P ) ⊆ P , we also have that
αq−1(p)
−1 ∈ αQ(H)−1 ⊆ P−1. Hence, αq−1(p)−1 ∈ P ∩ P−1 = {eG}, which forces
p = eG. Hence for any z, w ∈ Z(eG,q), a ∈ XeG = A, x ∈ Xm with αq−1(p) ≤ m, and
h, g ∈ H, we see that
〈
iZ(eG,q)
(z)⊗NT X a⊗A h, iZ(eG,q)(w)⊗NT X x⊗A g
〉
C
=
〈
h,
〈
a,
〈
iZ(eG,q)
(z), iZ(eG,q)
(w)
〉q
NT X
· x
〉
A
· g
〉
C
=
〈
h,
〈
a, iXeG
(
〈z, w〉(eG,q)A
)
· x
〉
A
· g
〉
C
= 0,
since iXeG
(
〈z, w〉(eG,q)A
)
· x ∈ Xm which is orthogonal to A = XeG in the Fock space
FX. Since the inner-product on YNTq ⊗NT X FX ⊗A H is linear and continuous, we
conclude that
iZ(eG,q)
(
Z(eG,q)
)
⊗NT X A⊗A H ⊆
(
%p (Xp)
(
YNTq ⊗NT X FX ⊗A H
))⊥
.
Next we check that A acts faithfully on iZ(eG,q)
(
Z(eG,q)
)
⊗NT X A ⊗A H via the
∗-homomorphism %eG =
(
ΦNTq ◦ iXeG
)
⊗NT X idFX ⊗A idH. Fix a ∈ A \ {0}. Since A
acts faithfully on Z(eG,q), we can choose z ∈ Z(eG,q) such that a · z 6= 0. Since ρ is
faithful, we can then choose h ∈ H such that
〈
h, 〈a · z, a · z〉(eG,q)A · h
〉
C
6= 0. By the
Hewitt–Cohen–Blanchard factorisation theorem, we can write z = z′ · 〈z′, z′〉(eG,q)A
for some z′ ∈ Z(eG,q). Now,〈
iZ(eG,q)
(a · z′)⊗NT X 〈z′, z′〉
(eG,q)
A , iZ(eG,q)
(a · z′)⊗NT X 〈z′, z′〉
(eG,q)
A
〉
A
=
〈
〈z′, z′〉(eG,q)A ,
〈
iZ(eG,q)
(a · z′), iZ(eG,q)(a · z
′)
〉q
NT X
· 〈z′, z〉(eG,q)A
〉
A
=
〈
〈z′, z′〉(eG,q)A , iXeG
(
〈a · z′, a · z′〉(eG,q)A
)
· 〈z′, z′〉(eG,q)A
〉
A
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=
〈
〈z′, z′〉(eG,q)A , 〈a · z
′, a · z′〉(eG,q)A 〈z
′, z′〉(eG,q)A
〉
A
= 〈z′, z′〉(eG,q)A 〈a · z
′, a · z′〉(eG,q)A 〈z
′, z′〉(eG,q)A
= 〈a · z, a · z〉(eG,q)A .
Hence,∥∥∥%e(a)(iZ(eG,q)(z′)⊗NT X 〈z′, z′〉(eG,q)A ⊗A h)∥∥∥2
=
∥∥∥iZ(eG,q)(a · z′)⊗NT X 〈z′, z′〉(eG,q)A ⊗A h∥∥∥2
=
〈
iZ(eG,q)
(a · z′)⊗NT X 〈z′, z′〉
(eG,q)
A ⊗A h, iZ(eG,q)(a · z
′)⊗NT X 〈z′, z′〉
(eG,q)
A ⊗A h
〉
C
=
〈
h, 〈a · z, a · z〉(eG,q)A · h
〉
C
6= 0.
Thus, A acts faithfully on iZ(eG,q)
(
Z(eG,q)
)
⊗NT X A⊗A H.
We now work towards showing that the product system YNT is compactly
aligned. The next result characterises the compact operators on each fibre of YNT .
We need some more notation: given a C∗-algebra B, for each b ∈ B, we write
Mb ∈ LB(BB) for the map defined by Mb(c) := bc for each c ∈ B.
Lemma 3.3.9. Suppose G is an amenable group so that the Hilbert NT X-bimodule
YNTq from Propositions 3.3.3 and 3.3.6 is defined. For each q ∈ Q, if b ∈ NT Z is
such that Mb ∈ LNT X
(
YNTq
)
, then
‖Mb‖LNTX(YNTq ) ≤ ‖b‖NT Z .
Proof. Since the norm on YNTq ⊆ NT Z is just the restriction of the norm on NT Z,
and the norm on any C∗-algebra is submultiplicative, we have
‖Mb‖LNTX(YNTq ) = supy∈YNTq :
‖y‖
YNTq
≤1
‖Mb(y)‖YNTq = sup
y∈YNTq :
‖y‖NT Z≤1
‖by‖NT Z ≤ ‖b‖NT Z .
Lemma 3.3.10. Suppose G is an amenable group so that the product system YNT
from Proposition 3.3.7 is defined. For each q ∈ Q, let
NT qZ := span
{
iZ(p,q)
(
Z(p,q)
)
iZ(r,q)
(
Z(r,q)
)∗
: p, r ∈ P
}
.
(i) Let q, t ∈ Q and T ∈ KNT X
(
YNTq
)
. Then ιqtq (T ) ∈ LNT X
(
YNTqt
)
is left
multiplication by an element of NT qZ on YNTqt ⊆ NT Z. In particular, if y, w ∈
YNTq , then yw
∗ ∈ NT qZ, and the rank one operator Θy,w ∈ KNT X
(
YNTq
)
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satisfies
ιqtq (Θy,w) =
Myw∗ if q 6= eHMφNTX (yw∗) if q = eH .
(ii) Let b ∈ NT qZ and q 6= eH . Then Mb ∈ KNT X
(
YNTq
)
.
Proof. We begin by proving part (i) of the result. Fix q, t ∈ Q and a rank one
operator Θy,w ∈ KNT X
(
YNTq
)
. If q = eH , then for any z ∈ YNTt , we have
ιteH (Θy,w)(z) = Φ
NT
t (yw
∗)(z) = φNTX (yw
∗)z = MφNTX (yw∗)(z).
Thus, ιteH (Θy,w) = MφNTX (yw∗). Moreover, φ
NT
X (yw
∗) ∈ φNTX (NT X) = NT
eH
Z .
Now suppose that q 6= eH . For any u ∈ Z(eG,q), v ∈ Z(eG,t), and b ∈ NT X,
ιqtq (Θy,w)
(
iZ(eG,qt)
(uv)φNTX (b)
)
= ιqtq (Θy,w)
(
iZ(eG,q)
(u)iZ(eG,t)
(v)φNTX (b)
)
= Θy,w
(
iZ(eG,q)
(u)
)
iZ(eG,t)
(v)φNTX (b)
= yw∗iZ(eG,q)
(u)iZ(eG,t)
(v)φNTX (b)
= yw∗iZ(eG,qt)
(uv)φNTX (b)
= Myw∗
(
iZ(eG,qt)
(uv)φNTX (b)
)
.
Since both ιqtq (Θy,w) and Myw∗ are linear and continuous, and since
YNTqt = span
{
iZ(eG,q)
(
Z(eG,q)
)
iZ(eG,t)
(
Z(eG,t)
)
φNTX (NT X)
}
,
we conclude that ιqtq (Θy,w) = Myw∗ ∈ LNT X
(
YNTqt
)
.
It remains to check that if y, w ∈ YNTq , then yw∗ ∈ NT
q
Z. Since NT
q
Z is closed
in norm and under taking linear combinations, it suffices to consider the case when
y := iZ(p,q)(x)iZ(r,eH)
(z)∗ and w := iZ(m,q)(u)iZ(n,eH)
(v)∗ for some p, r,m, n ∈ P and
x ∈ Z(p,q), z ∈ Z(r,eH), u ∈ Z(m,q), v ∈ Z(n,eH). By Lemma 3.1.22, if r ∨ n =∞ then
yw∗ = iZ(p,q)(x)iZ(r,eH)
(z)∗iZ(n,eH)
(v)iZ(m,q)(u)
∗ = 0,
which is certainly in NT qZ. On the other hand, if r ∨ n < ∞ , then Lemma 3.1.22
tells us that
yw∗ = iZ(p,q)(x)iZ(r,eH)
(z)∗iZ(n,eH)
(v)iZ(m,q)(u)
∗
∈ span
{
iZ(pαq(r−1(r∨n)),q)
(
Z(pαq(r−1(r∨n)),q)
)
iZ(mαq(n−1(r∨n)),q)
(
Z(mαq(n−1(r∨n)),q)
)∗}
⊆ NT qZ.
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This completes the proof of part (i).
We now prove part (ii) of the result. Let b := iZ(p,q)(z)iZ(r,q)(w)
∗ ∈ NT qZ where
p, r ∈ P and z ∈ Z(p,q), w ∈ Z(r,q). Then iZ(p,q)(z), iZ(r,q)(w) ∈ YNTq and, so by (i)
we see that
MiZ(p,q) (z)iZ(r,q) (w)
∗ = ιqq
(
ΘiZ(p,q) (z),iZ(r,q) (w)
)
= ΘiZ(p,q) (z),iZ(r,q) (w) ∈ KNT X
(
YNTq
)
.
Since the map b 7→ Mb is linear, and ‖Mb‖LNTX(YNTq ) ≤ ‖b‖NT Z whenever b ∈
NT Z is such that Mb ∈ LNT X
(
YNTq
)
(by Lemma 3.3.9), we conclude that Mb ∈
KNT X
(
YNTq
)
whenever b ∈ span
{
iZ(p,q)
(
Z(p,q)
)
iZ(r,q)
(
Z(r,q)
)∗
: p, r ∈ P
}
= NT qZ.
Lemma 3.3.11. For any q, t ∈ Q,
NT qZNT
t
Z ⊆
NT
q∨t
Z if q ∨ t <∞
{0} otherwise.
In particular, each NT qZ is a subalgebra of NT Z.
Proof. Since multiplication in NT Z is bilinear and continuous, it suffices to show
that
iZ(p,q)(x)iZ(r,q)(z)
∗iZ(m,t)(u)iZ(n,t)(v)
∗ ∈
NT
q∨t
Z , if q ∨ t <∞
{0}, otherwise
whenever p, r,m, n ∈ P and x ∈ Z(p,q), y ∈ Z(r,q), u ∈ Z(m,t), v ∈ Z(n,t). If r∨m =∞
or q ∨ t =∞, then (r, q) ∨ (m, t) =∞, and so Lemma 3.1.22 tells us that
iZ(p,q)(x)iZ(r,q)(z)
∗iZ(m,t)(u)iZ(n,t)(v)
∗ = 0.
On the other hand, if r∨m <∞ and q∨t <∞, then (r, q)∨(m, t) = (r∨m, q∨t) <∞,
and so
iZ(p,q)(x)iZ(r,q)(z)
∗iZ(m,t)(u)iZ(n,t)(v)
∗
∈ span
{
iZ(pr−1(r∨m),q∨t)
(
Z(pr−1(r∨m),q∨t)
)
iZ(nm−1(r∨m),q∨t)
(
Z(nm−1(r∨m),q∨t)
)∗}
⊆ NT q∨tZ
We are finally ready to prove that the product system YNT is compactly aligned.
Proposition 3.3.12. Suppose G is an amenable group so that the product system
YNT from Proposition 3.3.7 is defined. Then YNT is compactly aligned.
Proof. Let S ∈ KNT X
(
YNTq
)
and T ∈ KNT X
(
YNTt
)
with q∨ t <∞. If q = t = eH ,
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then
ιq∨tq (S)ι
q∨t
t (T ) = ι
eH
eH
(S)ιeHeH (T ) = ST ∈ KNT X
(
YNTeH
)
= KNT X
(
YNTq∨t
)
.
Now suppose that q 6= eH or t 6= eH . Thus, q ∨ t 6= eH . By Lemma 3.3.10,
ιq∨tq (S) = Mb and ι
q∨t
t (T ) = Mc for some b ∈ NT
q
Z and c ∈ NT
t
Z. Since bc ∈ NT
q∨t
Z
by Lemma 3.3.11, we can use Lemma 3.3.10 again to see that
ιq∨tq (S)ι
q∨t
t (T ) = MbMc = Mbc ∈ KNT X
(
YNTq∨t
)
.
3.3.2 Isomorphisms of Nica–Toeplitz algebras
For the compactly aligned product system YNT defined in Subsection 3.3.1, we will
show that NT YNT ∼= NT Z. To do this we will use the universal property of each
C∗-algebra to induce a ∗-homomorphism to the other, and then check that these
∗-homomorphisms are mutually inverse. In summary, we will show that the maps
in Figure 3.2 exist and make the diagram commutative.
To make our arguments easier to write down, we will identify the coefficient
algebra NT X of YNT with φNTX (NT X) ⊆ NT Z. Thus, every fibre of YNT can be
viewed as sitting inside NT Z, and the left and right actions of NT X ∼= φNTX (NT X)
on each YNTq are just multiplication in NT Z.
To begin we get a ∗-homomorphism from NT Z to NT YNT by exhibiting a Nica
covariant representation of Z in NT YNT .
Proposition 3.3.13. Suppose G is an amenable group so that the compactly aligned
product system YNT from Proposition 3.3.7 is defined. Define ϕNT : Z→ NT YNT
by
ϕNT(p,q) := iYNTq ◦ iZ(p,q) ,
for each (p, q) ∈ P oα Q. Then ϕNT is a representation of Z.
Proof. Firstly, ϕNT(eG,eH) = iYNTeH
◦ iZ(eG,eH ) is the composition of ∗-homomorphisms
and so is a ∗-homomorphism. Similarly, ϕNT(p,q) = iYNTq ◦ iZ(p,q) is the composition of
linear maps, and so is linear for any p ∈ P , q ∈ Q. For (p, q), (s, t) ∈ P oα Q and
z ∈ Z(p,q), w ∈ Z(s,t),
ϕNT(p,q)(z)ϕ
NT
(s,t)(w) = iYNTq
(
iZ(p,q)(z)
)
iYt
(
iZ(s,t)(w)
)
= iYNTqt
(
iZ(p,q)(z)iZ(s,t)(w)
)
since iY is a representation
= iYNTqt
(
iZ(p,q)(s,t)(zw)
)
since iZ is a representation
= iYNTqt
(
iZ(pαq(s),qt)(zw)
)
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= ϕNT(pαq(s),qt)(zw)
= ϕNT(p,q)(s,t)(zw).
For (p, q) ∈ P oα Q and z, w ∈ Z(p,q),
ϕNT(p,q)(z)
∗ϕNT(p,q)(w) = iYNTq
(
iZ(p,q)(z)
)∗
iYq
(
iZ(p,q)(w)
)
= iYNTeH
(〈
iZ(p,q)(z), iZ(p,q)(w)
〉q
φNTX (NT X)
)
since iY is a representation
= iYNTeH
(
iZ(p,q)(z)
∗iZ(p,q)(w)
)
= iYNTeH
(
iZ(eG,eH)
(
〈z, w〉(p,q)A
))
since iZ is a representation
= ϕNT(eG,eH)
(
〈z, w〉(p,q)A
)
.
Hence, ϕNT is a representation of Z in NT Y.
To show that ϕNT is Nica covariant, we need a lemma.
Lemma 3.3.14. Suppose G is an amenable group so that the compactly aligned
product system YNT from Proposition 3.3.7 is defined. Let (p, q) ∈ P oα Q and
T ∈ KA
(
Z(p,q)
)
. Then
ϕNT
((p,q))
(T ) = i
(q)
YNT
(
M
i
((p,q))
Z (T )
)
.
Proof. It suffices to prove the result when T is a rank one operator. Let T := Θz,w ∈
KA
(
Z(p,q)
)
for some z, w ∈ Z(p,q). Making use of Lemma 3.3.10, we have that
ϕ((p,q))(T ) = ϕ(p,q)(z)ϕ(p,q)(w)
∗ = iYNTq (iZ(p,q)(z))iYq(iZ(p,q)(w))
∗
= i
(q)
YNT
(
ΘiZ(p,q) (z),iZ(p,q) (w)
)
= i
(q)
YNT
(
MiZ(p,q) (z)iZ(p,q) (w)
∗
)
= i
(q)
YNT
(
M
i
((p,q))
Z (Θz,w)
)
= i
(q)
YNT
(
M
i
((p,q))
Z (T )
)
.
Proposition 3.3.15. Suppose G is an amenable group so that the compactly aligned
product system YNT from Proposition 3.3.7 is defined. Then the representation
ϕNT is Nica covariant. Hence, by the universal property of NT Z, there exists a ∗-
homomorphism ΩNT : NT Z → NT Y such that ΩNT ◦ iZ(p,q) = ϕNT(p,q) = iYNTq ◦ iZ(p,q)
for each (p, q) ∈ P oα Q.
Proof. Fix (p, q), (s, t) ∈ P oα Q and let S ∈ KA
(
Z(p,q)
)
, T ∈ KA
(
Z(s,t)
)
. Using
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Lemma 3.3.14 we see that
ϕNT
((p,q))
(S)ϕNT
((s,t))
(T ) = i
(q)
YNT
(
M
i
((p,q))
Z (S)
)
i
(t)
YNT
(
M
i
((s,t))
Z (T )
)
. (3.4)
Since iYNT is Nica covariant, this is zero if q∨ t =∞. If q∨ t <∞, then (3.4) gives
ϕNT
((p,q))
(S)ϕNT
((s,t))
(T ) = i
(q∨t)
YNT
(
ιq∨tq
(
M
i
((p,q))
Z (S)
)
ιq∨tt
(
M
i
((s,t))
Z (T )
))
= i
(q∨t)
YNT
(
M
i
((p,q))
Z (S)
M
i
((s,t))
Z (T )
)
= i
(q∨t)
YNT
(
M
i
((p,q))
Z (S)i
((s,t))
Z (T )
)
.
(3.5)
Since iZ is also Nica covariant and (G oα H,P oα Q) has the product order, if
p ∨ s = ∞, then the last line is zero. If p ∨ s < ∞, then another application of
Lemma 3.3.14 shows that (3.5) yields
ϕNT
((p,q))
(S)ϕNT
((s,t))
(T ) = i
(q∨t)
YNT
(
M
i
((p,q)∨(s,t))
Z
(
ι
(p,q)∨(s,t)
(p,q)
(S)ι
(p,q)∨(s,t)
(s,t)
(T )
))
= i
(q∨t)
YNT
(
M
i
((p∨s,q∨t))
Z
(
ι
(p∨s,q∨t)
(p,q)
(S)ι
(p∨s,q∨t)
(s,t)
(T )
))
= ϕNT
((p∨s,q∨t))
(
ι
(p∨s,q∨t)
(p,q) (S)ι
(p∨s,q∨t)
(s,t) (T )
)
.
Thus,
ϕNT
((p,q))
(S)ϕ((s,t))(T )
=
ϕNT
((p∨s,q∨t))
(
ι
(p∨s,q∨t)
(p,q) (S)ι
(p∨s,q∨t)
(s,t) (T )
)
if (p, q) ∨ (s, t) <∞
0 otherwise,
and so ϕ is Nica covariant.
Next, we construct a ∗-homomorphism from NT YNT to NT Z by exhibiting a
Nica covariant representation of YNT in NT Z.
Proposition 3.3.16. Suppose G is an amenable group so that the compactly aligned
product system YNT from Proposition 3.3.7 is defined. For each q ∈ Q, let ϕ′NTq
be the inclusion of YNTq in NT Z. Then ϕ′NT is a Nica covariant representation of
YNT . Hence, there exists a ∗-homomorphism Ω′NT : NT YNT → NT Z such that
Ω′NT ◦ iYNTq = ϕ
′
q
NT for each q ∈ Q.
Proof. It is trivial to check that ϕ′NT is a representation. We show that ϕ′NT is
Nica covariant. If q ∈ Q and b ∈ NT qZ, then Lemma 3.3.10 tells us that Mb ∈
KNT X
(
YNTq
)
. We claim that ϕ′NT
(q)
(Mb) = b. To see this, observe that if p, r ∈ P
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and z ∈ Z(p,q), w ∈ Z(r,q), then
ϕ′NT
(q)
(
MiZ(p,q) (z)iZ(r,q) (w)
∗
)
= ϕ′NT
(q)
(
ΘiZ(p,q) (z),iZ(r,q) (w)
)
= ϕ′q
NT
(
iZ(p,q)(z)
)
ϕ′q
NT
(
iZ(r,q)(w)
)∗
= iZ(p,q)(z)iZ(r,q)(w)
∗.
Now if S := Θy,w ∈ KNT X
(
YNTq
)
and T := Θu,v ∈ KNT X
(
YNTt
)
, making use of
Lemma 3.3.11 and Proposition 3.3.12, we see that
ϕ′NT
(q)
(S)ϕ′NT
(t)
(T ) = ϕ′NT
(q)
(Θy,w)ϕ
′NT (t)(Θu,v)
= ϕ′(q) (Myw∗)ϕ
′(t) (Muv∗)
= yw∗uv∗
=
ϕ′NT
(q∨t)
(Myw∗uv∗) if q ∨ t <∞
0 otherwise
=
ϕ′NT
(q∨t)
(Myw∗Muv∗) if q ∨ t <∞
0 otherwise
=
ϕ′NT
(q∨t) (
ιq∨tq (S)ι
q∨t
t (T )
)
if q ∨ t <∞
0 otherwise.
Hence, ϕ′ is Nica covariant.
Putting all of this together, we get the following.
Theorem 3.3.17. Suppose G is an amenable group so that the compactly aligned
product system YNT from Proposition 3.3.7 is defined. The ∗-homomorphisms
ΩNT : NT Z → NT YNT and Ω′NT : NT YNT → NT Z are mutually inverse iso-
morphisms.
Proof. We begin by showing that Ω′NT ◦ ΩNT = idNT Z . For any (p, q) ∈ P oα Q,
we have
(
Ω′NT ◦ ΩNT
)
◦ iZ(p,q) = Ω
′NT ◦ iYNTq ◦ iZ(p,q) = iZ(p,q) .
Since NT Z is generated by the image of iZ and Ω′NT ◦ΩNT is a ∗-homomorphism,
we conclude that Ω′NT ◦ ΩNT = idNT Z .
Next we check that ΩNT ◦ Ω′NT = idNT
YNT
. For any p ∈ P ,
(
ΩNT ◦ Ω′NT
)
◦
(
iYNTeH
◦ iZ(p,eH)
)
= ΩNT ◦ iZ(p,eH) = iYNTeH ◦ iZ(p,eH) .
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Since YNTeH = NT X ∼= φ
NT
X (NT X) is generated by the images of each iZ(p,eH) we
conclude that
(
ΩNT ◦ Ω′NT
)
◦ iYNTeH = iYNTeH . Now fix q ∈ Q \ {eH} and m,n ∈ P .
For any z ∈ Z(m,q), w ∈ Z(n,eH) we see that((
ΩNT ◦ Ω′NT
)
◦ iYNTq
)(
iZ(m,q)(z)iZ(n,eH)
(w)∗
)
= ΩNT
(
iZ(m,q)(z)iZ(n,eH)
(w)∗
)
= ΩNT
(
iZ(m,q)(z)
)
ΩNT
(
iZ(n,eH)
(w)
)∗
= iYNTq
(
iZ(m,q)(z)
)
iYNTeH
(
iZ(n,eH)
(w)∗
)
= iYNTq
(
iZ(m,q)(z)iZ(n,eH)
(w)∗
)
.
Since YNTq = span
{
iZ(m,q)
(
Z(m,q)
)
iZ(n,eH)
(
Z(n,eH)
)∗
: m,n ∈ P
}
, and since iYNT
is linear and isometric, we see that
(
ΩNT ◦ Ω′NT
)
◦ iYNTq = iYNTq for each q ∈
Q \ {eH}. Since NT YNT is generated by the image of iYNT and ΩNT ◦ Ω′NT is a
∗-homomorphism, we conclude that ΩNT ◦ Ω′NT = idNT
YNT
.
3.4 Factorising Cuntz–Nica–Pimsner algebras
We would like to be able to replicate our work from Section 3.3 using Cuntz–Nica–
Pimsner algebras in place of Nica–Toeplitz algebras. Specifically, can we construct
a product system YNO over (H,Q) with coefficient algebra NOX such that the
Cuntz–Nica–Pimsner algebras of Z and YNO are isomorphic?
The basic idea is to extend the commuting diagrams of Figures 3.1 and 3.2 by
applying the canonical quotient homorphisms qX : NT X → NOX and qZ : NT Z →
NOZ at the relevant places (see Figures 3.3 and 3.4). Since every Cuntz–Nica–
Pimsner covariant representation is by definition a Nica covariant representation,
many of the results from Section 3.3 that we require work exactly as before. Some-
times we will impose additional hypotheses to get things to work, and unsurprisingly,
our proofs often become more complicated. We will add in hypotheses as and when
needed, since we are not sure if they are necessary, in the hope that future work
may be able to relax/remove them.
We now list the results that we will prove in Section 3.4, and summarise the
various spaces and maps that we will be working with in a pair of commuting
diagrams. As before, we hope that if the reader loses track of what is going on, they
will be able to return to this point for assistance.
(1) In Proposition 3.4.3 we show that the inclusion of X in Z induces a homomor-
phism φNOX from NOX to NOZ such that φNOX ◦ qX = qZ ◦ φNTX .
(2) In Proposition 3.4.6 we show that the homomorphism φNOX is injective.
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(3) In Proposition 3.4.7, we use φNTX to construct a collection of Hilbert NOX-
bimodules
{
YNOq : q ∈ Q
}
inside NOZ.
(4) In Proposition 3.4.8, we show that YNO :=
⊔
q∈Q Y
NO
q is a compactly aligned
product system over (H,Q) with coefficient algebra NOX.
(5) In Proposition 3.4.12, we find sufficient conditions for NOX to act faithfully
on each fibre of YNO.
Once we have the product system YNO, we prove that NOYNO ∼= NOZ.
(6) In Proposition 3.4.16 we use the universal Cuntz–Nica–Pimsner covariant rep-
resentations of Z and YNO to construct a Cuntz–Nica–Pimsner representa-
tion ϕNO of Z in NOYNO . Using the universal property of NOZ we get a ∗-
homomorphism ΩNO : NOZ → NOYNO such that ΩNO◦jZ(p,q) = jYNOq ◦jZ(p,q) .
(7) In Proposition 3.4.19 we find sufficient conditions for the inclusion of YNO
in NOZ to be a Cuntz–Nica–Pimsner covariant representation. The universal
property of NOYNO then gives a ∗-homomorphism Ω′NO : NOYNO → NOZ
such that Ω′NO ◦ jYNOq is the inclusion of Y
NO
q in NOZ.
(8) In Theorem 3.4.21 we prove that ΩNO and Ω′NO are mutually inverse isomor-
phisms.
In summary, we will show that for every p ∈ P and q ∈ Q, the maps in the
following two diagrams exist and make the diagrams commute.
Figure 3.3: The homomorphism φNOX
NT X = YNTeH
Xp NT Z
NOX = YNOeH
NOZ
iXp
iZ(p,eH )
φNTX
qX
qZ
φNOXjXp
jZ(p,eH )
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Figure 3.4: The homomorphisms ΩNO, Ω′NO
YNTq
Z(p,q)
NT YNT NT Z
NOZ
YNOq
NOYNO
ϕNO
(p,q)
iYNTq ϕ
′
q
NT ≡ incl.
iZ(p,q)
ϕNT
(p,q)
Ω′NT
ΩNT qZ
qZ
qZ
ϕ′q
NO ≡ incl.jYNOq
Ω′NO
ΩNO
iZ(p,q)
3.4.1 Constructing the product system
The first step is to check that the inclusion of X in Z induces a ∗-homomorphism
from NOX to NOZ, analogous to Proposition 3.3.1. To do this we need a couple of
lemmas.
Recall Definition 3.1.1 and part (ii) of Remark 3.1.2 — since Z is a product
system, for every (p, q), (m,n) ∈ P oα Q with (p, q) 6= eGoαH there exists a Hilbert
A-bimodule isomorphism MZ(p,q),(m,n) : Z(p,q) ⊗A Z(m,n) → Z(pαq(m),qn).
Lemma 3.4.1. Let p ∈ P , (s, t) ∈ P oα Q, and suppose T ∈ KA(Xp). If s 6= eG,
then
ι
(s,t)
(p,e)(T ) = M
Z
(s,eH),(eG,t)
◦ (ιsp(T )⊗A idZ(eG,t)) ◦
(
MZ(s,eH),(eG,t)
)−1
. (3.6)
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Proof. If y ∈ Z(s,eH) and z ∈ Z(eG,t), then(
MZ(s,eH),(eG,t) ◦ (ι
s
eG
(T )⊗A idZ(eG,t)) ◦
(
MZ(s,eH),(eG,t)
)−1)
(yz) = ιseG(T )(y)z
= φs(T )(y)z
= φ(s,t)(T )(yz)
= ι
(s,t)
(eG,eH)
(T )(yz)
Since MZ(s,eH),(eG,t) ◦ (ι
s
eG
(T )⊗A idZ(eG,t)) ◦
(
MZ(s,eH),(eG,t)
)−1
and ι
(s,t)
(eG,eH)
(T ) are linear
and continuous, and since Z(s,t) = span
{
yz : y ∈ Z(s,eH), z ∈ Z(eG,t)
}
(as s 6= eG),
we see that Equation 3.6 holds when p = eG.
Now suppose that p 6= eG. If p 6≤ s, then (p, eH) 6≤ (s, t) and so both sides of
Equation 3.6 are zero. So suppose that p ≤ s. For any x ∈ Z(p,eH), y ∈ Z(p−1s,eH),
and z ∈ Z(eG,t), we see that(
MZ(s,eH),(eG,t) ◦
(
ιsp(T )⊗A idZ(eG,t)
)
◦
(
MZ(s,eH),(eG,t)
)−1)
(xyz) = ιsp(T )(xy)z
= ((Tx)y) z
= (Tx)(yz)
= ι
(s,t)
(p,eH)
(T )(xyz).
Since Z(s,t) = span
{
xyz : x ∈ Z(p,eH), y ∈ Z(p−1s,eH), z ∈ Z(eG,t)
}
, we conclude that
(3.6) holds when p 6= eG as well.
Lemma 3.4.2. Suppose A acts faithfully on each fibre of X and each φ̃(p,q) is in-
jective. If F ⊆ P is finite and {Tp ∈ KA(Xp) : p ∈ F} is a collection of compact
operators such that ∑
p∈F
ιsp(Tp) = 0 ∈ LA(Xs) for large s ∈ P , (3.7)
then ∑
p∈F
ι̃
(s,t)
(p,eH)
(Tp) = 0 ∈ LA
(
Z̃(s,t)
)
for large (s, t) ∈ P oα Q.
Proof. Let (u, v) ∈ P oαQ. By (3.7) we can choose r ≥ u such that whenever s ≥ r,
we have ∑
p∈F
ιsp(Tp) = 0 ∈ LA(Xs).
Since (G oα H,P oα Q) has the product order, we know that (r, v) ≥ (u, v). We
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claim that for any (s, t) ≥ (r, v), we have∑
p∈F
ι̃
(s,t)
(p,eH)
(Tp) = 0 ∈ LA
(
Z̃(s,t)
)
.
Fix (s, t) ≥ (r, v) and let z ∈ Z̃(s,t). We need to show that(∑
p∈F
ι̃
(s,t)
(p,eH)
(Tp)
)
(z) = 0 ∈ Z̃(s,t),
which is equivalent to showing that((∑
p∈F
ι̃
(s,t)
(p,eH)
(Tp)
)
(z)
)
(m,n)
= 0 ∈ Z(m,n)
for every (m,n) ≤ (s, t). With this in mind, let (m,n) ≤ (s, t). If m 6= s, then
αn−1(m
−1s) 6= eG, and so
(eG, eH) < (αn−1(m
−1s), eH) ≤
(
αn−1(m
−1s), n−1t
)
.
Since A acts faithfully on each fibre of X, it acts faithfully on Xαn−1 (m−1s) =
Z(αn−1 (m−1s),eH), and so
I(m,n)−1(s,t) = I(αn−1 (m−1s),n−1t)
=
⋂
(eG,eH)<(x,y)≤(αn−1 (m−1s),n−1t)
ker
(
φ(x,y)
)
= {0}.
Thus, if m 6= s, then z(m,n) ∈ Z(m,n)·I(m,n)−1(s,t) = {0}. Hence, for any (m,n) ≤ (s, t),
we have((∑
p∈F
ι̃
(s,t)
(p,eH)
(Tp)
)
(z)
)
(m,n)
=
(∑
p∈F
ι
(m,n)
(p,eH)
(Tp)
)
(z(m,n))
=

(∑
p∈F ι
(s,n)
(p,eH)
(Tp)
)
(z(s,n)) if m = s
0 otherwise.
Thus it remains to show that
(∑
p∈F ι
(s,n)
(p,eH)
(Tp)
)
(z(s,n)) = 0. We deal with the cases
where s = eG and s 6= eG separately.
If s = eG, then
0 =
∑
p∈F
ιsp(Tp) =
ιeGeG (TeG) if eG ∈ F0 otherwise =
TeG if eG ∈ F0 otherwise,
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and so either e 6∈ F or TeG = 0. Thus,(∑
p∈F
ι
(s,n)
(p,eH)
(Tp)
)
(z(s,n)) =
(∑
p∈F
ι
(eG,n)
(p,eH)
(Tp)
)(
z(eG,n)
)
=

(
φ(eG,n) (TeG)
) (
z(eG,n)
)
if eG ∈ F
0 otherwise
= 0.
It remains to deal with the case where s 6= eG. Since
∑
p∈F ι
s
p(Tp) = 0, an
application of Lemma 3.4.1 shows that(∑
p∈F
ι
(s,n)
(p,eH)
(Tp)
)
(z(s,n))
=
(
MZ(s,eH),(eG,n) ◦
(∑
p∈F
ιsp(Tp)⊗A idZ(eG,n)
)
◦MZ(s,eH),(eG,n)
−1
)
(z(s,n))
= 0,
We conclude that
∑
p∈F ι̃
(s,t)
(p,eH)
(Tp) = 0 as claimed.
Proposition 3.4.3. Suppose A acts faithfully on each fibre of X and each φ̃(p,q) is
injective. Then the incluson of X in Z induces a ∗-homomorphism φNOX : NOX →
NOZ such that φNOX (jX(x)) = jZ(x) for each x ∈ X. Thus, φNOX ◦ qX = qZ ◦ φNTX .
Proof. We need to exhibit a Cuntz–Nica–Pimsner covariant representation of X in
NOZ. For each p ∈ P , define ψNOp : Xp → NOZ by ψNOp := jZ(p,eH ) . Because
ψNOp = qZ ◦ψNTp , where ψNT is the Nica covariant representation of X from Propo-
sition 3.3.1, we see that ψNO is a Nica covariant representation of X.
We now check that ψNO is Cuntz–Pimsner covariant. Suppose F ⊆ P is finite
and {Tp ∈ KA(Xp) : p ∈ F} is a collection of compact operators such that∑
p∈F
ιsp(Tp) = 0 ∈ LA(Xs) for large s ∈ P .
We need to show that
∑
p∈F ψ
NO(p)(Tp) = 0. Since ψ
NO(p) = j
((p,eH))
Z for each p ∈ P
and jZ is Cuntz–Pimsner covariant, it suffices to prove that∑
p∈F
ι̃
(s,t)
(p,eH)
(Tp) = 0 ∈ LA
(
Z̃(s,t)
)
for large (s, t) ∈ P oα Q.
This follows from Lemma 3.4.2. Thus, ψNO is Cuntz–Pimsner covariant, and so the
universal property of NOX induces a ∗-homomorphism φNOX : NOX → NOZ such
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that φNOX (jX(x)) = ψ
NO(x) = jZ(x) for each x ∈ X. Finally, since the image of iX
generates NT X, and
φNOX ◦ qX ◦ iX = φNOX ◦ jX = jZ|X = qZ ◦ iZ|X = qZ ◦ φ
NT
X ◦ iX,
we conclude that
φNOX ◦ qX = qZ ◦ φNTX .
It is not clear whether the hypotheses on Proposition 3.4.3 can be relaxed. The
hypothesis that each φ̃(p,q) is injective is used only to ensure that the Cuntz–Nica–
Pimsner algebra NOZ exists. The assumption that A acts faithfully on each fibre
of X allows us to make use of Lemma 3.4.2. If were to try to prove Lemma 3.4.2
without assuming that A acts faithfully on each fibre of X, we would need to prove
that whenever F ⊆ P is finite and {Tp ∈ KA(Xp) : p ∈ F} is a collection of compact
operators such that∑
p∈F
ι̃ sp (Tp) = 0 ∈ LA
(
X̃s
)
for large s ∈ P ,
then ∑
p∈F
ι̃
(s,t)
(p,eH)
(Tp) = 0 ∈ LA
(
Z̃(s,t)
)
for large (s, t) ∈ P oα Q.
The next example shows that this is generally not true.
Example 3.4.4. Let Γ be the 2-graph consisting of three vertices u, v, w, one edge
λ of degree (1, 0), one edge µ of degree (0, 1), satisfying s(λ) = u, s(µ) = w, and
r(λ) = r(µ) = v. The associated compactly aligned product system Z ⊆ C∗(Γ) over
(Z2,N2) has fibres given by
A := Z(0,0) := span{tu, tv, tw} = C∗({tu, tv, tw}),
Z(1,0) := span{tλ},
Z(0,1) := span{tµ},
Z(m,n) := {0} for all other (m,n) ∈ N2.
From this, we define another compactly aligned product system X over (Z,N), whose
fibres are given by Xn := Z(n,0) for each n ∈ N. For any n ≥ 1, using Example 3.1.38,
we see that
X̃n = span
{
tν : ν ∈ Γ≤(n,0)
}
= span{tu, tw, tλ},
and for any (n,m) ≥ (1, 1) we have
Z̃(n,m) = span
{
tν : ν ∈ Γ≤(n,m)
}
= span{tu, tv, tλ, tµ}.
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Consider tv ∈ A ∼= KA (X0) and Θtλ,tλ ∈ KA (X1). Then
ι̃n0 (tv)− ι̃n1 (Θtλ,tλ) = 0 ∈ LA
(
X̃n
)
for any n ≥ 1.
For any (n,m) ≥ (1, 1), since r(µ) = v,
ι̃
(n,m)
(0,0) (tv)(tµ) = tµ.
Also, since MCE(λ, µ) = ∅,
ι̃
(n,m)
(1,0) (Θtλ,tλ)(tµ) = tλt
∗
λtµ = 0.
Thus, (
ι̃
(n,m)
(0,0) (tv)− ι̃
(n,m)
(1,0) (Θtλ,tλ)
)
(tµ) = tµ,
and so
ι̃
(n,m)
(0,0) (tv)− ι̃
(n,m)
(1,0) (Θtλ,tλ) 6= 0 ∈ LA
(
Z̃(n,m)
)
.
We should not be particularly surprised by the previous example — the product
system Z associated to Γ contains no two dimensional information (since the graph Γ
contains no paths of degree (1, 1)). It would be interesting to see whether this issue
persists if we require the graph to be locally convex. If so, it would be interesting
to see if there is a notion of local convexity for arbitrary product systems over Nk
(or even more general quasi-lattice ordered groups).
Similar to Subsection 3.3.1, in order to construct a product system with coeffi-
cient algebra NT X sitting inside NT Z, we need to check that the ∗-homomorphism
φNOX : NOX → NOZ is injective. The idea is to show that by restricting the canon-
ical coaction of G oα H on NOZ to the image of φNOX , we get a coaction of G on
φNOX (NOX). As such, we need to know when the group C∗-algebra of G oα H
contains a faithful copy of the group C∗-algebra of G.
Lemma 3.4.5. Suppose G and H are groups with G amenable. Let α : H →
Aut(G) be a group homomorphism. Then there exists an injective ∗-homomorphism
ι : C∗(G) → C∗(G oα H) such that ι(iG(g)) = iGoαH((g, eH)) for each g ∈ G
(where iG and iGoαH are the universal unitary representations of G and G oα H
respectively). Thus, C∗(G) ∼= span{iGoαH(Goα {eH})} ⊆ C∗(Goα H).
Proof. It is straightforward to check that g 7→ iGoαH((g, eH)) is a unitary repre-
sentation of G in C∗(G oα H). The universal property of C∗(G) then provides us
with the ∗-homomorphism ι. We just need to check that ι is injective. Since G is
amenable, we know that
C∗(G) ∼= C∗({Tg : g ∈ G}) ⊆ B
(
`2(G)
)
,
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where for each g ∈ G, Tg ∈ B(`2(G)) is defined by
Tg(f)(h) := f
(
g−1h
)
for each f ∈ `2(G) and h ∈ G. Similarly, the map (g, h) 7→ S(g,h) ∈ B(`2(Goα H))
where
S(g,h)(f)(k, l) := f
(
(g, h)−1(k, l)
)
= f
(
αh−1
(
g−1k
)
, h−1l
)
for each f ∈ `2 (Goα H) and each (k, l) ∈ G oα H, is a unitary representation of
Goα H. Clearly, if f ∈ `2(G), then the map f̃ : Goα H → C defined by
f̃(g, h) :=
f(g) if h = eH0 otherwise
belongs to `2(Goα H) and ‖f‖`2(G) =
∥∥f̃∥∥
`2(GoαH)
. Now let F ⊆ G be a finite set.
For any f ∈ `2(G) we have∥∥∥∥∑
g∈F
S(g,eH)
(
f̃
)∥∥∥∥2
`2(GoαH)
=
∑
(k,h)∈GoαH
∣∣∣∣∑
g∈F
S(g,eH)
(
f̃
)
(k, h)
∣∣∣∣2
=
∑
(k,h)∈GoαH
∣∣∣∣∑
g∈F
f̃
(
g−1k, h
) ∣∣∣∣2
=
∑
k∈G
∣∣∣∣∑
g∈F
f
(
g−1k
) ∣∣∣∣2
=
∑
k∈G
∣∣∣∣∑
g∈F
Tg(f)(k)
∣∣∣∣2
=
∥∥∥∥∑
g∈F
Tg(f)
∥∥∥∥2
`2(G)
.
Thus, ∥∥∥∥∑
g∈F
Tg
∥∥∥∥
B(`2(G))
≤
∥∥∥∥∑
g∈F
S(g,eH)
∥∥∥∥
B(`2(GoαH))
.
As ι is norm-decreasing, we have∥∥∥∥∑
g∈F
iG(g)
∥∥∥∥
C∗(G)
≥
∥∥∥∥ι(∑
g∈F
iG(g)
)∥∥∥∥
C∗(GoαH)
=
∥∥∥∥∑
g∈F
iGoαH(g, eH)
∥∥∥∥
C∗(GoαH)
.
Since iGoαH is the universal unitary representation of Goα H, we deduce that∥∥∥∥∑
g∈F
iG(g)
∥∥∥∥
C∗(G)
≥
∥∥∥∥∑
g∈F
S(g,eH)
∥∥∥∥
B(`2(GoαH))
≥
∥∥∥∥∑
g∈F
Tg
∥∥∥∥
B(`2(G))
=
∥∥∥∥∑
g∈F
iG(g)
∥∥∥∥
C∗(G)
,
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where the last equality follows from the amenability of G. So we have equality
throughout, and hence ι is isometric on the dense subspace span {iG(g) : g ∈ G} of
C∗(G). Hence, ι is an isometry.
Proposition 3.4.6. Suppose A acts faithfully on each fibre of X, and each φ̃(p,q) is
injective, so that the ∗-homomorphism φNOX : NOX → NOZ from Proposition 3.4.3
exists. If G is an amenable group, then φNOX is injective.
Proof. SinceG is amenable, we can use Theorem 3.1.48 to show that φNOX is injective.
Firstly, we need to check that φNOX |jXeG (A) is injective. Suppose a ∈ A is such that
φNOX
(
jXeG (a)
)
= 0. Then jZ(eG,eH )(a) = 0, which forces a = 0 since jZ is isometric
by Theorem 3.1.46. Thus, φNOX |jXeG (A) is injective.
Next, let νZ : NOZ → NOZ⊗C∗(GoαH) denote the canonical gauge coaction
of Goα H on NOZ. Since
νZ
(
φNOX
(
jXp(x)
))
= νZ
(
jZ(p,eH)
(x)
)
= jZ(p,eH)
(x)⊗ iGoαH ((p, eH))
= φNOX
(
jXp(x)
)
⊗ ι (iG(p)) ,
for any p ∈ P and x ∈ Xp, we can define β : φNOX (NOX) → φNOX (NOX) ⊗ C∗(G)
by
β :=
(
idφNOX (NOX) ⊗ ι
−1
)
◦ νZ|φ(NOX).
We claim that β is a coaction of G on φNOX (NOX). Since νZ and idφNOX (NOX) ⊗ ι
−1
are injective ∗-homomorphisms, so is β. If p ∈ P and x ∈ Xp, then((
β ⊗ idC∗(G)
)
◦ β
) (
φNOX
(
jXp(x)
))
=
(
β ⊗ idC∗(G)
) (
jZ(p,eH)
(x)⊗ iG(p)
)
= jZ(p,eH)
(x)⊗ iG(p)⊗ iG(p)
=
(
idφNOX (NOX) ⊗ δG
)(
jZ(p,eH)
(x)⊗ iG(p)
)
=
((
idφNOX (NOX) ⊗ δG
)
◦ β
) (
φNOX
(
jXp(x)
))
.
Since φNOX (NOX) is generated by the image of φNOX ◦ jX, and both
(
β ⊗ idC∗(G)
)
◦β
and
(
idφNOX (NOX) ⊗ δG
)
◦ β are ∗-homomorphisms, we conclude that β satisfies the
coaction identity. For p, r ∈ P , x ∈ Xp, w ∈ Xr, and g ∈ G, we have
φNOX
(
jXp(x)jXr(w)
∗)⊗ iG(g)
=
(
φNOX
(
jXp(x)jXr(w)
∗)⊗ iG (pr−1)) (1M(φNOX (NOX)) ⊗ iG (rp−1g))
= β
(
φNOX
(
jXp(x)jXr(w)
∗)) (1M(φNOX (NOX)) ⊗ iG (rp−1g)) .
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Thus,
φNOX (NOX)⊗ C∗(G)
= span
{
φNOX
(
jXp(x)jXr(w)
∗)⊗ iG(g) :p, r ∈ P, x ∈ Xp, w ∈ Xr, g ∈ G}
= span
{
β
(
φNOX (NOX)
) (
1M(φNOX (NOX))
⊗ C∗(G)
)}
,
and so β is coaction nondegenerate. Finally, for any p ∈ P and x ∈ Xp we have(
β ◦ φNOX
) (
jXp(x)
)
= β
(
jZ(p,eH)
(x)
)
=
(
idφNOX (NOX) ⊗ ι
−1
)(
νZ
(
jZ(p,eH)
(x)
))
=
(
idφNOX (NOX) ⊗ ι
−1
)(
jZ(p,eH)
(x)⊗ iGoαH(p, eH)
)
= jZ(p,eH)
(x)⊗ iG(p)
=
(
φNOX ⊗ idC∗(G)
) (
jXp(x)⊗ iG(p)
)
=
((
φNOX ⊗ idC∗(G)
)
◦ νX
) (
jXp(x)
)
.
Since β ◦φNOX and
(
φNOX ⊗ idC∗(G)
)
◦ νX are ∗-homomorphisms, and the image of jX
generates NOX, we see that β ◦ φNOX =
(
φNOX ⊗ idC∗(G)
)
◦ νX. By Theorem 3.1.48,
we conclude that φNOX is injective.
Almost identically to Subsection 3.3.1, we can use the injective ∗-homomorphism
φNOX to construct a product system. Firstly, we construct a collection of Hilbert
NOX-bimodules
{
YNOq : q ∈ Q \ {eH}
}
. The idea is to make use of the collection
of Hilbert NT X-bimodules
{
YNTq : q ∈ Q \ {eH}
}
defined in Propositions 3.3.3 and
3.3.6 and apply the quotient maps qX and qZ at the appropriate places.
For each q ∈ Q\{eH}, we let YNOq = qZ
(
YNTq
)
. We then show that their exists
a right action of NOX on YNOq , and a NOX-valued inner product on YNOq , making
the following pair of diagrams commute.
Figure 3.5: The Hilbert NOX-module YNOq
YNOq ×NOX
YNTq ×NOX
YNOq
YNTq
YNOq ×YNOq
YNTq ×YNTq
NOX
NT X
qZ × qX qZ
(y, a) 7→ y · a
(y, a) 7→ y · a
qZ × qZ qX
〈·, ·〉NTq
〈·, ·〉NOq
We also show that there exists a left action of NOX on YNOq , implemented by
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a ∗-homomorphism ΦNOq : NOX → LNOX
(
YNOq
)
, such that the following diagram
commutes.
Figure 3.6: The homomorphism ΦNOq
NOX ×YNOq
NT X ×YNTq
YNOq
YNTq
qX × qZ qZ
(a, y) 7→ ΦNTq (a)(y)
(a, y) 7→ ΦNOq (a)(y)
Proposition 3.4.7. Suppose G is an amenable group, A acts faithfully on each
fibre of X, and each φ̃(p,q) is injective, so that the ∗-homomorphism φNOX of Propo-
sition 3.4.3 exists and is injective. For each q ∈ Q \ {eH}, define
YNOq : = span
{
jZ(eG,q)
(x)φNOX (b) : x ∈ Z(eG,q), b ∈ NOX
}
⊆ NOZ.
Then YNOq carries a right action of NOX such that
y · b = yφNOX (b) for each y ∈ YNOq and b ∈ NOX.
For each y, w ∈ YNOq , we have y∗w ∈ φNOX (NOX), and there is an NOX valued
inner-product 〈·, ·〉qNOX : Y
NO
q ×YNOq → NOX such that
〈y, w〉qNOX =
(
φNOX
)−1
(y∗w) for each y, w ∈ YNOq .
With this structure, YNOq becomes a right Hilbert NOX-module. Furthermore, there
exists a ∗-homomorphism ΦNOq : NOX → LNOX
(
YNOq
)
such that
ΦNOq (b)(y) = φ
NO
X (b)y for each b ∈ NOX and y ∈ YNOq .
With this additional structure, YNOq becomes a Hilbert NOX-bimodule.
Proof. We have effectively already completed all of the necessary calculations in
Subsection 3.3.1 to prove the result. Rather than just rerunning the arguments of
Propositions 3.3.3 and 3.3.6 with YNOq in place of Y
NT
q , we will show how these
two spaces are related via the quotient maps on NT X and NT Z and use this to
prove the result. The key observation is that the quotient homomorphisms qX and
qZ intertwine the ∗-homomorphisms φNTX and φNOX .
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Since qZ ◦ iZ = jZ and qZ ◦ φNTX = φNOX ◦ qX, we have
YNOq = span
{
jZ(eG,q)
(x)φNOX (b) : x ∈ Z(eG,q), b ∈ NOX
}
= qZ
(
span
{
iZ(eG,q)
(x)φNTX (b) : x ∈ Z(eG,q), b ∈ NT X
})
= qZ
(
YNTq
)
.
We now show how the right actions of NOX on YNOq can be obtained from the
right action of NT X on YNTq . For any a ∈ NT X and y ∈ YNTq , we have
qZ (y · a) = qZ
(
yφNTX (a)
)
= qZ(y)qZ
(
φNTX (a)
)
= qZ(y)φ
NO
X (qX(a)) . (3.8)
If a′ ∈ NT X and y′ ∈ YNTq with qX(a) = qX(a′) and qZ(y) = qZ(y′), then (3.8) is
equal to
qZ(y
′)φNOX (qX(a
′)) = qZ(y
′)qZ
(
φNTX (a
′)
)
= qZ
(
y′φNTX (a
′)
)
= qZ (y
′ · a′)
Thus, YNOq carries a right action of NOX defined by the formula
qZ(y) · qX(a) := qZ(y · a) for each a ∈ NT X and y ∈ YNTq .
Moreover, (3.8) shows that
y · a = yφNOX (a) for any a ∈ NOX and y ∈ YNOq .
Next we show how the NOX valued inner-product on YNOq can be obtained
from the NT X valued inner-product on YNTq . For any y, w ∈ YNTq , we have
qX
(
〈y, w〉qNT X
)
= qX
((
φNTX
)−1
(y∗w)
)
=
(
φNOX
)−1
(qZ(y
∗w))
=
(
φNOX
)−1
(qZ(y)
∗qZ(w)) .
(3.9)
If y′, w′ ∈ YNTq with qZ(y) = qZ(y′) and qZ(w) = qZ(w′), then this is equal to(
φNOX
)−1
(qZ(y
′)∗qZ(w
′)) =
(
φNOX
)−1
(qZ(y
′∗w′))
= qX
((
φNTX
)−1
(y′∗w′)
)
= qX
(
〈y′, w′〉qNT X
)
.
Thus, we can define 〈·, ·〉qNOX : Y
NO
q ×YNOq → NOX by
〈qZ(y), qZ(w)〉qNOX := qX
(
〈y, w〉qNT X
)
for any y, w ∈ YNTq .
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Moreover, (3.9) shows that
〈y, w〉qNOX =
(
φNOX
)−1
(y∗w) for any y, w ∈ YNOq . (3.10)
Using (3.10), it is elementary to show that
(
YNOq , 〈·, ·〉
q
NOX
)
is a Hilbert NOX-
module.
It remains to check that YNOq carries a left action of NOX by adjointable
operators. We now show how the ∗-homomorphism ΦNOq : NOX → LNOX
(
YNOq
)
can be obtained from the ∗-homomorphism ΦNTq : NT X → LNT X
(
YNTq
)
. For any
a ∈ NT X and y ∈ YNTq , we have
qZ
(
ΦNTq (a)(y)
)
= qZ
(
φNTX (a)y
)
= qZ
(
φNTX (a)
)
qZ(y) = φ
NO
X (qX(a)) qZ(y). (3.11)
If a′ ∈ NT X and y′ ∈ YNTq with qX(a) = qX(a′) and qZ(y) = qZ(y′), then (3.11) is
equal to
φNOX (qX(a
′)) qZ(y
′) = qZ
(
φNTX (a
′)
)
qZ(y
′) = qZ
(
φNTX (a
′)y′
)
= qZ
(
ΦNTq (a
′)(y′)
)
.
Thus, for each a ∈ NT X, there exists a well defined map ΦNOq (qX(a)) : YNOq →
YNOq given by
ΦNOq (qX(a)) (qZ(y)) := qZ
(
ΦNTq (a)(y)
)
for each y ∈ YNTq .
Moreover, (3.11) shows that
ΦNOq (a) (y) = φ
NO
X (a) y for any a ∈ NOX and y ∈ YNOq (3.12)
Using (3.10) and (3.12), it is routine to check that ΦNOq (qX(a)) is an adjointable
map on YNOq and the map qX(a) 7→ ΦNOq (qX(a)) is a ∗-homomorphism from NOX
to LNOX
(
YNOq
)
, which we denote by ΦNOq .
The next result shows that if YNOeH := NOX (NOX)NOX , then Y
NO :=
⊔
q∈Q Y
NO
q
has the structure of a compactly aligned product system.
The idea is to use the Hilbert NT X-bimodule isomorphism MY
NT
q,t : Y
NT
q ⊗NT X
YNTt → YNTqt from Proposition 3.3.7 to define a Hilbert NOX-bimodule isomor-
phism MY
NO
q,t : Y
NO
q ⊗NOX YNOt → YNOqt , such that the following diagram com-
mutes.
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Figure 3.7: The Hilbert NOX-bimodule isomorphism MY
NO
q,t
YNOq ⊗NOX YNOt
YNTq ⊗NT X YNTt
YNOqt
YNTqt
qZ ⊗NTX qZ qZ
MY
NT
q,t
MY
NO
q,t
Proposition 3.4.8. Suppose G is an amenable group, A acts faithfully on each fibre
of X, and each φ̃(p,q) is injective, so that the collection of Hilbert NOX-bimodules{
YNOq : q ∈ Q \ {eH}
}
from Proposition 3.4.7 exists.
Let YNOeH := NOX (NOX)NOX, and for each q ∈ Q \ {eH}, define Y
NO
q as in
Proposition 3.4.7. Then YNO :=
⊔
q∈Q Y
NO
q is a compactly aligned product system
over (H,Q) with coefficient algebra NOX, with multiplication in YNO given by
multiplication in NOZ.
Proof. We have already shown that each YNOq is a Hilbert NOX-bimodule. To show
that YNO :=
⊔
q∈Q Y
NO
q is a product system over (H,Q) with coefficient algebra
NOX and multiplication inherited from NOZ, we need only check that there exists
a Hilbert NOX-bimodule isomorphism MY
NO
q,t : Y
NO
q ⊗NOX YNOt → YNOqt for each
q, t ∈ Q \ {eH} such that
MY
NO
q,t (y ⊗NOX w) = yw for each y ∈ YNOq , w ∈ YNOt . (3.13)
Rather than just rerun our argument from Proposition 3.3.7 with YNOq in place of
YNTq , we will show how the these isomorphisms can be obtained from the Hilbert
NT X-bimodule isomorphisms MY
NT
q,t : Y
NT
q ⊗NT X YNTt → YNTqt using the quotient
map qZ. If y, y
′ ∈ YNTq with qZ(y) = qZ(y′) and w,w′ ∈ YNTt with qZ(w) = qZ(w′),
then
qZ
(
MY
NT
q,t (y ⊗NT X w)
)
= qZ (yw) = qZ (y
′w′) = qZ
(
MY
NT
q,t (y
′ ⊗NT X w′)
)
.
Hence, there is a well-defined map MY
NO
q,t : Y
NO
q ⊗NOX YNOt → YNOqt given by
MY
NO
q,t ((qZ ⊗NOX qZ) (z)) := qZ
(
MY
NT
q,t (z)
)
for each z ∈ YNTq ⊗NT X YNTt ,
which satisfies (3.13). Since MY
NT
q,t is surjective and qZ
(
YNTqt
)
= YNOqt , the map
MY
NO
q,t is also surjective. Routine calculations using (3.13) show that M
YNO
q,t is inner-
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product preserving and left NOX-linear. Hence, MY
NO
q,t is a Hilbert NOX-bimodule
isomorphism. We conclude that YNO has the structure of a product system.
It remains to show that YNO is compactly aligned. Let q, t ∈ Q with q ∨ t <∞
and S ∈ KNOX
(
YNOq
)
, T ∈ KNOX
(
YNOt
)
. We need to show that
ιq∨tq (S)ι
q∨t
t (T ) ∈ KNOX
(
YNOq∨t
)
.
If q = eH or t = eH , the result is trivial, so we may as well suppose that q, t 6= eH .
Since ιq∨tq and ι
q∨t
t are linear and continuous, as is multiplication in LNOX
(
YNOq∨t
)
,
we may as well assume that S and T are rank one operators. Hence, S = ΘqZ(x),qZ(y)
and T = ΘqZ(u),qZ(v) for some x, y ∈ YNTq and u, v ∈ YNTt . Then for any z ∈ YNTq∨t ,
we have
(
ιq∨tq
(
ΘqZ(x),qZ(y)
)
ιq∨tt
(
ΘqZ(u),qZ(v)
))
(qZ(z)) =
(
MqZ(x)qZ(y)∗MqZ(u)qZ(v)∗
)
(qZ(z))
= qZ (Mxy∗uv∗(z)) .
Lemma 3.3.11 and Proposition 3.3.12 show that Mxy∗uv∗ ∈ KNT X
(
YNTq∨t
)
. Thus, the
previous line can be approximated by sums of the form
qZ (Θα,β(z)) = ΘqZ(α),qZ(β) (qZ(z)) ,
where α, β ∈ YNTq∨t . Since z ∈ YNTq∨t was arbitrary and YNOr = qZ
(
YNTr
)
for each r ∈
Q \ {eH}, we conclude that ιq∨tq
(
ΘqZ(x),qZ(y)
)
ιq∨tt
(
ΘqZ(u),qZ(v)
)
can be approximated
by sums of operators in KNOX
(
YNOq∨t
)
. Thus,
ιq∨tq
(
ΘqZ(x),qZ(y)
)
ιq∨tt
(
ΘqZ(u),qZ(v)
)
∈ KNOX
(
YNOq∨t
)
as required.
Shortly, we will examine the Cuntz–Nica–Pimsner algebra of the compactly
aligned product system YNO. To make the calculations tractable, we seek sufficient
conditions for the ∗-homomorphisms ΦNOq : NOX → LNOX
(
YNOq
)
that implement
the left action of NOX on the fibres of YNO to be injective. Again, we will make
use of Theorem 3.1.48. The main step is showing that ΦNOq (NOX) ⊆ LNOX
(
YNOq
)
carries a coaction of G that intertwines ΦNOq with the canonical coaction of G on
NOX. We first need some preliminary results.
Lemma 3.4.9. Suppose G is an amenable group, A acts faithfully on each fibre of X,
and each φ̃(p,q) is injective, so that the product system Y
NO from Proposition 3.4.8
exists. Then
νZ ◦ φNOX =
(
φNOX ⊗ ι
)
◦ νX.
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If a ∈ NOX and y ∈ YNOq , then
νZ
(
ΦNOq (a)(y)
)
=
[(
ΦNOq ⊗ ι
)
(νX(a))
]
(νZ(y)) .
Proof. Since both νZ ◦ φNOX and
(
φNOX ⊗ ι
)
◦ νX are ∗-homorphisms, it suffices to
check that they agree on the generators of NOX. Fix p ∈ P and x ∈ Xp. Then
νZ
(
φNOX
(
jXp(x)
))
= νZ
(
jZ(p,eH)
(x)
)
= jZ(p,eH)
(x)⊗ iGoH (p, eH)
=
(
φNOX ⊗ ι
) (
jXp(x)⊗ iG(p)
)
=
(
φNOX ⊗ ι
) (
νX
(
jXp(x)
))
,
as required. Since νZ is a ∗-homomorphism, we see that for any a ∈ NOX and
y ∈ YNOq ,
νZ
(
ΦNOq (a)(y)
)
= νZ
(
φNOX (a)y
)
= νZ
(
φNOX (a)
)
νZ(y)
=
(
φNOX ⊗ ι
)
(νX(a))νZ(y)
=
[(
ΦNOq ⊗ ι
)
(νX(a))
]
(νZ(y)) .
Lemma 3.4.10. Suppose G is an amenable group, A acts faithfully on each fibre of
X, and each φ̃(p,q) is injective, so that the product system Y
NO from Proposition 3.4.8
exists. Then for each q ∈ Q,
YNOq ⊗ C∗(G)
= span
{(
idYNOq ⊗ ι
−1
)[
νZ
(
YNOq
)(
1M(NOZ) ⊗ iGoαH
(
G×
{
q−1
}))]}
.
(3.14)
Proof. We begin by showing ⊆. Fix p, r ∈ P , g ∈ G, z ∈ Z(p,q), w ∈ Z(r,eH). Since
(r, eH) (p, q)
−1 (g, eH) =
(
rαq−1
(
p−1g
)
, q−1
)
,
we see that
νZ
(
jZ(p,q)(z)jZ(r,eH)
(w)∗
) (
1M(NOZ) ⊗ iGoαH
(
rαq−1
(
p−1g
)
, q−1
))
=
(
jZ(p,q)(z)jZ(r,eH)
(w)∗ ⊗ iGoαH
(
(p, q) (r, eH)
−1))(
1M(NOZ) ⊗ iGoαH
(
(r, eH) (p, q)
−1 (g, eH)
))
= jZ(p,q)(z)jZ(r,eH)
(w)∗ ⊗ iGoαH (g, eH)
=
(
idYNOq ⊗ ι
)(
jZ(p,q)(z)jZ(r,eH)
(w)∗ ⊗ iG(g)
)
.
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Thus,
jZ(p,q)(z)jZ(r,eH)
(w)∗ ⊗ iG(g)
=
(
idYNOq ⊗ι
−1
)[
νZ
(
jZ(p,q)(z)jZ(r,eH)
(w)∗
)(
1M(NOZ)⊗ iGoαH
(
rαq−1
(
p−1g
)
, q−1
))]
∈ span
{(
idYNOq ⊗ ι
−1
)[
νZ
(
YNOq
)(
1M(NOZ) ⊗ iGoαH
(
G×
{
q−1
}))]}
.
Since YNOq = span
{
jZ(p,q)(z)jZ(r,eH)
(w)∗ : p, r ∈ P, z ∈ Z(p,q), w ∈ Z(r,eH)
}
and
C∗(G) = span {iG(g) : g ∈ G}, we conclude that ⊆ holds.
We now prove ⊇. If p, r ∈ P , g ∈ G, z ∈ Z(p,q), w ∈ Z(r,eH), then
νZ
(
jZ(p,q)(z)jZ(r,eH)
(w)∗
) (
1M(NOZ) ⊗ iGoαH
(
g, q−1
))
=
(
jZ(p,q)(z)jZ(r,eH)
(w)∗ ⊗ iGoαH
(
(p, q) (r, eH)
−1)) (1M(NOZ) ⊗ iGoαH (g, q−1))
= jZ(p,q)(z)jZ(r,eH)
(w)∗ ⊗ iGoαH
(
(p, q) (r, eH)
−1 (g, q−1))
= jZ(p,q)(z)jZ(r,eH)
(w)∗ ⊗ iGoαH
(
pαq
(
r−1g
)
, eH
)
=
(
idYNOq ⊗ ι
)(
jZ(p,q)(z)jZ(r,eH)
(w)∗ ⊗ iG
(
pαq
(
r−1g
)))
.
Thus, (
idYNOq ⊗ ι
−1
) [
νZ
(
jZ(p,q)(z)jZ(r,eH)
(w)∗
) (
1M(NOZ) ⊗ iGoαH
(
g, q−1
))]
= jZ(p,q)(z)jZ(r,eH)
(w)∗ ⊗ iG
(
pαq
(
r−1g
))
∈ YNOq ⊗ C∗(G)
Since YNOq = span
{
jZ(p,q)(z)jZ(r,eH)
(w)∗ : p, r ∈ P, z ∈ Z(p,q), w ∈ Z(r,eH)
}
and g ∈
G was arbitrary, we conclude that ⊇ holds.
Lemma 3.4.11. Suppose G is an amenable group, A acts faithfully on each fibre of
X, and each φ̃(p,q) is injective, so that the product system Y
NO from Proposition 3.4.8
exists. If ΦNOq (a) = 0 ∈ LNOX
(
YNOq
)
for some a ∈ NOX, then(
ΦNOq ⊗ idC∗(G)
)
(νX(a)) = 0 ∈ LNOX
(
YNOq
)
⊗ C∗(G).
Proof. Suppose a ∈ NOX is such that ΦNOq (a) = 0 ∈ LNOX
(
YNOq
)
. We want to
show that
(
ΦNOq ⊗ idC∗(G)
)
(νX(a)) = 0 ∈ LNOX
(
YNOq
)
⊗ C∗(G). Since the tensor
product LNOX
(
YNOq
)
⊗ C∗(G) is isomorphic to LNOX
(
YNOq
)
⊗ LC∗(G)(C∗(G)),
which embeds isometrically in LNOX⊗C∗(G)
(
YNOq ⊗ C∗(G)
)
(see Chapter 4 of [40]
for the details regarding exterior tensor products of Hilbert modules), it suffices to
show that
(
ΦNOq ⊗ idC∗(G)
)
(νX(a)) acts as the zero operator on Y
NO
q ⊗ C∗(G). By
Lemma 3.4.10, it suffices to show that
(
ΦNOq ⊗ idC∗(G)
)
(νX(a)) is the zero operator
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on
span
{(
idYNOq ⊗ ι
−1
) [
νZ
(
YNOq
) (
1M(NOZ) ⊗ iGoαH
(
G×
{
q−1
}))]}
.
To do this we will use the fact that
(
ΦNOq ⊗ idC∗(G)
)
(νX(a)) ◦
(
idYNOq ⊗ ι
−1
)
=
(
idYNOq ⊗ ι
−1
)
◦
(
ΦNOq ⊗ ι
)
(νX(a)),
and
(
ΦNOq ⊗ ι
)
(νX(a)) is left multiplication by
(
φNOX ⊗ ι
)
(νX(a)) on
YNOq ⊗ C∗(Goα H) ⊆ NOZ ⊗ C∗(Goα H) ⊆M (NOZ)⊗ C∗(Goα H).
For any y ∈ YNOq and g ∈ G, since multiplication in M (NOZ) ⊗ C∗(G oα H) is
associative, we see that(
ΦNOq ⊗ idC∗(G)
)
(νX(a))
((
idYNOq ⊗ ι
−1
) [
νZ(y)
(
1M(NOZ) ⊗ iGoαH
(
g, q−1
))])
=
(
idYNOq ⊗ ι
−1
) ((
ΦNOq ⊗ ι
)
(νX(a))
[
νZ(y)
(
1M(NOZ) ⊗ iGoαH
(
g, q−1
))])
=
(
idYNOq ⊗ ι
−1
) ([(
ΦNOq ⊗ ι
)
(νX(a)) (νZ(y))
] (
1M(NOZ) ⊗ iGoαH
(
g, q−1
)))
.
(3.15)
By Lemma 3.4.9, we have
(
ΦNOq ⊗ ι
)
(νX(a)) (νZ(y)) = νZ
(
ΦNOq (a)(y)
)
= 0.
Thus, (3.15) is zero, and we conclude that
(
ΦNOq ⊗ idC∗(G)
)
(νX(a)) is the zero op-
erator on YNOq ⊗ C∗(G) as required.
We are now ready to show that the homomorphism ΦNOq :NOX → LNOX
(
YNOq
)
is injective.
Proposition 3.4.12. Suppose G is an amenable group, A acts faithfully on each
fibre of X, and each φ̃(p,q) is injective, so that the product system Y
NO from Propo-
sition 3.4.8 exists. If A acts faithfully on Z(eG,q), then Φ
NO
q : NOX → LNOX
(
YNOq
)
is injective.
Proof. Since G is amenable we can use Theorem 3.1.48 to prove the result. We begin
by checking that ΦNOq |jXeG is injective. Suppose a ∈ A is such that Φ
NO
q
(
jXeG (a)
)
=
0. For any z ∈ Z(eG,q), we have
0 = ΦNOq
(
jXeG (a)
) (
jZ(eG,q)
(z)
)
= jZ(eG,eH)
(a)jZ(eG,q)
(z) = jZ(eG,q)
(a · z).
Since jZ(eG,q)
is isometric and A acts faithfully on Z(eG,q), we deduce that a = 0,
which implies jXeG (a) = 0.
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We now need to show that there is a coaction β of G on ΦNOq (NOX) that
intertwines ΦNOq with the canonical gauge coaction of G on NOX. Lemma 3.4.11
shows that there is a map β : ΦNOq (NOX)→ ΦNOq (NOX)⊗ C∗(G) such that
β
(
ΦNOq (a)
)
=
(
ΦNOq ⊗ idC∗(G)
)
(νX(a)) for each a ∈ NOX.
Since ΦNOq , Φ
NO
q ⊗idC∗(G), and νX are all ∗-homomorphisms, β is a ∗-homomorphism.
It is elementary to check that β intertwines ΦNOq with the canonical gauge
coaction νX. For any a ∈ NOX, we have(
β ◦ ΦNOq
)
(a) = β
(
ΦNOq (a)
)
=
(
ΦNOq ⊗ idC∗(G)
)
(νX(a))
=
((
ΦNOq ⊗ idC∗(G)
)
◦ νX
)
(a),
which proves that
β ◦ ΦNOq =
(
ΦNOq ⊗ idC∗(G)
)
◦ νX. (3.16)
Next we check that β satisfies the coaction identity. Making use of (3.16), we
see that
(
β ⊗ idC∗(G)
)
◦ β ◦ ΦNOq =
(
β ⊗ idC∗(G)
)
◦
(
ΦNOq ⊗ idC∗(G)
)
◦ νX
=
((
β ◦ ΦNOq
)
⊗ idC∗(G)
)
◦ νX
=
(((
ΦNOq ⊗ idC∗(G)
)
◦ νX
)
⊗ idC∗(G)
)
◦ νX
=
(
ΦNOq ⊗ idC∗(G) ⊗ idC∗(G)
)
◦
(
νX ⊗ idC∗(G)
)
◦ νX.
Since νX satisfies the coaction identity
(
νX ⊗ idC∗(G)
)
◦ νX = (idNOX ⊗ δG) ◦ νX, we
have
(
β ⊗ idC∗(G)
)
◦ β ◦ ΦNOq =
(
ΦNOq ⊗idC∗(G)⊗idC∗(G)
)
◦(idNOX⊗δG)◦νX
=
(
ΦNOq ⊗δG
)
◦ νX
=
(
idΦNOq (NOX)⊗δG
)
◦
(
ΦNOq ⊗idC∗(G)
)
◦νX
=
(
idΦNOq (NOX)⊗ δG
)
◦ β ◦ ΦNOq .
Thus, (β⊗ idC∗(G))◦β = (idΦq(NOX)⊗δG)◦β, and so β satisfies the coaction identity.
We also need to show that β is coaction nondegenerate. Again making use of
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(3.16), we have
span
{
β
(
ΦNOq (NOX)
) (
1M(ΦNOq (NOX)) ⊗ C
∗(G)
)}
= span
{((
ΦNOq ⊗ idC∗(G)
)
(νX (NOX))
) (
1M(ΦNOq (NOX)) ⊗ C
∗(G)
)}
= span
{(
ΦNOq ⊗ idC∗(G)
) (
νX (NOX)
(
1M(NOX) ⊗ C∗(G)
))}
=
(
ΦNOq ⊗ idC∗(G)
)
span
{
νX (NOX)
(
1M(NOX) ⊗ C∗(G)
)}
.
Since νX is coaction nondegenerate, this is equal to(
ΦNOq ⊗ idC∗(G)
)
(NOX ⊗ C∗(G)) = ΦNOq (NOX)⊗ C∗(G),
and we see that β is coaction nondegenerate.
Finally, we check that β is injective. Suppose β
(
ΦNOq (a)
)
= 0 for some a ∈
NOX. We must show that ΦNOq (a) = 0. We will make use of the fact that(
ΦNOq ⊗ ι
)
(νX(a)) is left multiplication by
(
φNOX ⊗ ι
)
(νX(a)) on
YNOq ⊗ C∗(Goα H) ⊆ NOZ ⊗ C∗(Goα H) ⊆M (NOZ)⊗ C∗(Goα H),
and multiplication in M (NOZ) ⊗ C∗(G oα H) is associative. For any y ∈ YNOq ,
Lemma 3.4.9 shows that
νZ
(
ΦNOq (a)(y)
)
=
(
ΦNOq ⊗ι
)
(νX(a))(νZ(y))
=
(
ΦNOq ⊗ι
)
(νX(a))
[
νZ(y)
(
1M(NOZ)⊗iGoαH
(
eG, q
−1))(1M(NOZ)⊗iGoαH (eG, q))]
=
(
ΦNOq ⊗ι
)
(νX(a))
[
νZ(y)
(
1M(NOZ)⊗iGoαH
(
eG, q
−1))](1M(NOZ)⊗iGoαH (eG, q)).
(3.17)
Lemma 3.4.10 tells us that
νZ(y)
(
1M(NOZ) ⊗ iGoαH
(
eG, q
−1)) ∈ YNOq ⊗ ι (C∗(G)) .
Since
(
ΦNOq ⊗ ι
)
(νX(a)) =
(
idYNOq ⊗ ι
)
◦
(
ΦNOq ⊗ idC∗(G)
)
(νX(a)) ◦
(
idYNOq ⊗ ι
−1
)
=
(
idYNOq ⊗ ι
)
◦ β
(
ΦNOq (a)
)
◦
(
idYNOq ⊗ ι
−1
)
= 0,
we conclude that (3.17) is zero. As νZ is injective, we must have Φ
NO
q (a)(y) = 0.
As y ∈ YNOq was arbitrary, it follows that ΦNOq (a) = 0. Hence, β is injective.
Putting all of this together and applying Theorem 3.1.48, we conclude that ΦNOq
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is injective.
In the next subsection we will investigate the Cuntz–Nica–Pimsner algebra of
YNO. To make our calculations tractable we will assume that A acts faithfully on
each fibre Z — by Proposition 3.4.12 this implies that NOX acts faithfully on each
fibre of YNO. Moreover, if A acts faithfully on each fibre of Z, then A acts faithfully
on each fibre of X and each φ̃(p,q) is injective, ensuring that all of the results from
Subsection 3.4.1 work.
3.4.2 Isomorphisms of Cuntz–Nica–Pimsner algebras
With the product system YNO defined in the previous subsection, we will show
that NOYNO ∼= NOZ. To do this we will use the universal property of each C∗-
algebra to induce a ∗-homomorphism from one to the other, and then check that
these ∗-homomorphisms are the inverses of each other. To make our arguments
easier to write down, we will identify the coefficient algebra NOX of YNO with
φNOX (NOX) ⊆ NOZ. Thus, every fibre of YNO can be viewed as sitting inside
NOZ, and the left and right actions of NOX ∼= φNOX (NOX) on each YNOq are
multiplication in NOZ.
To begin, we get a ∗-homomorphism from NOZ to NOYNO by exhibiting a
Cuntz–Nica–Pimsner covariant representation of Z in NOYNO .
Definition 3.4.13. Suppose G is an amenable group, and A acts faithfully on each
fibre of Z, so that the product system YNO from Proposition 3.4.8 exists. Define
ϕNO : Z→ NOYNO by
ϕNO(p,q) := jYNOq ◦ jZ(p,q)
for each (p, q) ∈ P oα Q.
Since jYNO and jZ are Nica covariant representations, the same reasoning as in
the proofs of Proposition 3.3.13, Lemma 3.3.14, and Proposition 3.3.15 shows that
ϕNO is a Nica covariant representation of Z. We have some work to do to show that
it is Cuntz–Pimsner covariant.
For the next lemma recall Definition 3.1.39 — given a quasi-lattice ordered group
(G,P ), we say that a predicate statment P(m) (where m ∈ P ) is true for large m
if, given any p ∈ P , there exists q ≥ p, such that P(m) is true whenever m ≥ q.
Lemma 3.4.14. Suppose (K,R) is a quasi-lattice ordered group. Let F ⊆ R be
finite. Then
F = {r ∈ F : r ≤ m} t {r ∈ F : r ∨m =∞}
for large m ∈ R.
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Proof. Clearly, {r ∈ F : r ≤ m} t {r ∈ F : r ∨m =∞} ⊆ F for any m ∈ R (in
particular for large m). Now fix p ∈ R. Let F ′ be a maximal element of the
collection
{F ′ ⊆ F ∪ {p} : F ′ contains p and is bounded above}
(partially ordered by set inclusion), which exists since F is finite whilst {p} ⊆ F∪{p}
is bounded above (by p) and contains p. Let n be an upper bound for F ′. Since
p ∈ F ′, we have that p ≤ n. Suppose m ∈ R with n ≤ m, Let r ∈ F . If r ∈ F ′
then r ≤ n ≤ m. Alternatively, if r ∈ F \ F ′, then r ∨ m = ∞ (if r ∨ m < ∞,
then r∨m is an upper bound for F ′∪{r}, which contradicts the maximality of F ′).
Thus, F ⊆ {r ∈ F : r ≤ m} t {r ∈ F : r ∨m =∞}. Since p ∈ R was arbitrary, we
conclude that that F ⊆ {r ∈ F : r ≤ m} t {r ∈ F : r ∨m =∞} for large m.
Lemma 3.4.15. Suppose G is an amenable group, and A acts faithfully on each fibre
of Z, so that the product system YNO from Proposition 3.4.8 exists. Let (p, q) ∈
P oα Q and T ∈ KA(Z(p,q)). If m ∈ Q and q ∨m =∞, then
M
j
((p,q))
Z (T )
= 0 ∈ KNOX
(
YNOm
)
.
Proof. Fix T ∈ KA(Z(p,q)) and m ∈ Q with m ∨ q = ∞. Let r, n ∈ P and fix
z ∈ Z(r,m) and w ∈ Z(n,eH). Since (p, q) ∨ (r,m) =∞ as q ∨m =∞, an application
of Lemma 3.1.22 shows that
M
j
((p,q))
Z (T )
(
jZ(r,m)(z)jZ(n,eH)
(w)∗
)
= j
((p,q))
Z (T )jZ(r,m)(z)jZ(n,eH)
(w)∗
∈ span
{
jZ(p,q)
(
Z(p,q)
)
jZ(p,q)
(
Z(p,q)
)∗
jZ(r,m)(z)jZ(n,eH)
(w)∗
}
= {0}.
As YNOm = span
{
jZ(r,m)(z)jZ(n,eH)
(w)∗ : r, n ∈ P, z ∈ Z(r,m), w ∈ Z(n,eH)
}
, we con-
clude that M
j
((p,q))
Z (T )
= 0 ∈ KNOX
(
YNOm
)
.
Proposition 3.4.16. Suppose G is an amenable group, and A acts faithfully on
each fibre of Z, so that the product system YNO from Proposition 3.4.8 exists, and
NOX acts faithfully on each fibre of YNO by Proposition 3.4.12.
Then the Nica covariant representation ϕNO : Z → NOYNO from Defini-
tion 3.4.13 is Cuntz–Pimsner covariant. Hence, there exists a ∗-homomorphism
ΩNO : NOZ → NOYNO such that ΩNO ◦ jZ(p,q) = ϕNO(p,q) = jYNOq ◦ jZ(p,q) for each
(p, q) ∈ P oα Q.
Proof. Let F be a finite subset of P oα Q and suppose we have a set of compact
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operators
{
T(p,q) ∈ KA
(
Z(p,q)
)
: (p, q) ∈ F
}
such that∑
(p,q)∈F
ι
(s,t)
(p,q)
(
T(p,q)
)
= 0 ∈ LA
(
Z(s,t)
)
for large (s, t) ∈ P oα Q. Since jZ is Cuntz–Pimsner covariant, we have∑
(p,q)∈F
j
((p,q))
Z (T(p,q)) = 0.
To show that ϕNO is Cuntz–Pimsner covariant, we need to show that∑
(p,q)∈F
ϕNO
((p,q))
(T(p,q)) = 0 ∈ NOYNO .
By Lemma 3.3.14, this is equivalent to showing that∑
(p,q)∈F
j
(q)
YNO
(
M
j
((p,q))
Z (T(p,q))
)
= 0 ∈ NOYNO .
Since jYNO is a Cuntz–Pimsner covariant representation of Y
NO, it suffices to show
that ∑
(p,q)∈F
ιmq
(
M
j
((p,q))
Z (T(p,q))
)
= 0 ∈ LNOX
(
YNOm
)
for large m ∈ Q, which is equivalent to showing that∑
{(p,q)∈F :q≤m}
M
j
((p,q))
Z (T(p,q))
= 0 ∈ LNOX
(
YNOm
)
for large m ∈ Q. Making use of Lemma 3.4.14, we see that for large m ∈ Q,∑
{(p,q)∈F :q≤m}
M
j
((p,q))
Z (T(p,q))
=
∑
(p,q)∈F
M
j
((p,q))
Z (T(p,q))
−
∑
{(p,q)∈F :q∨m=∞}
M
j
((p,q))
Z (T(p,q))
= M∑
(p,q)∈F j
((p,q))
Z (T(p,q))
−
∑
{(p,q)∈F :q∨m=∞}
M
j
((p,q))
Z (T(p,q))
= −
∑
{(p,q)∈F :q∨m=∞}
M
j
((p,q))
Z (T(p,q))
.
It then follows from Lemma 3.4.15, that the last line is zero, as required. Hence,
ϕNO is Cuntz–Pimsner covariant. The final statement follows from the universal
property of NOZ.
We now work towards getting a ∗-homomorphism from NOYNO to NOZ inverse
to the one from NOZ to NOYNO just constructed. Our plan is to exhibit a Nica
covariant representation of YNO in NOZ and then use the universal property of
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NOYNO to induce a ∗-homomorphism.
In Proposition 3.4.12 we found conditions on the group G and the product
system Z to ensure that the left actions of NOX on each YNOq are faithful. In
the next result, we exhibit sufficient conditions for these actions to be by compact
operators.
Lemma 3.4.17. Suppose G is an amenable group, and A acts faithfully on each
fibre of Z, so that the product system YNO from Proposition 3.4.8 exists. If q ∈ Q
and a ∈ φ−1(eG,q)
(
KA
(
Z(eG,q)
))
, then
ΦNOq
(
jXeG (a)
)
= M
j
((eG,q))
Z
(
φ(eG,q)
(a)
) ∈ KNOX (YNOq ) . (3.18)
In particular, if A acts compactly on Z(eG,q), then NOX acts compactly on YNOq .
Proof. Fix q ∈ Q and a ∈ φ−1(eG,q)
(
KA
(
Z(eG,q)
))
. Hence, we can write
φ(eG,q)(a) = lim
i→∞
ni∑
ki=1
Θµki ,νki ∈ KA
(
Z(eG,q)
)
.
For any z ∈ Z(eG,q) and b ∈ NOX, we have
ΦNOq
(
jXeG (a)
) (
jZ(eG,q)
(z)φNOX (b)
)
= jZ(eG,q)
(
φ(eG,q)(a)(z)
)
φNOX (b)
= jZ(eG,q)
(
lim
i→∞
ni∑
ki=1
Θµki ,νki (z)
)
φNOX (b)
= jZ(eG,q)
(
lim
i→∞
ni∑
ki=1
µki · 〈νki , z〉
(eG,q)
A
)
φNOX (b).
Since jZ(eG,q)
is linear and norm-decreasing, this is equal to
lim
i→∞
ni∑
ki=1
jZ(eG,q)
(
µki · 〈νki , z〉
(eG,q)
A
)
φNOX (b)
= lim
i→∞
ni∑
ki=1
jZ(eG,q)
(µki) jZ(eG,q)
(νki)
∗ jZ(eG,q)
(z)φNOX (b)
= lim
i→∞
ni∑
ki=1
M
j
((eG,q))
Z
(
Θµki
,νki
) (jZ(eG,q)(z)φNOX (b)) .
Since the map b 7→Mb is linear, and ‖Mb‖LNOX(YNOq ) ≤ ‖b‖NOZ whenever b ∈ NOZ
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is such that Mb ∈ LNOX
(
YNOq
)
(see Lemma 3.3.9), this is equal to
M
limi→∞
∑ni
ki=1
j
((eG,q))
Z
(
Θµki
,νki
) (jZ(eG,q)(z)φNOX (b))
= M
j
((eG,q))
Z
(
limi→∞
∑ni
ki=1
Θµki
,νki
) (jZ(eG,q)(z)φNOX (b))
= M
j
((eG,q))
Z
(
φ(eG,q)
(a)
) (jZ(eG,q)(z)φNOX (b)) ,
where the first equality follows from the fact that j
((eG,q))
Z is a ∗-homomorphism and
so is continuous. Since ΦNOq
(
jXeG (a)
)
and M
j
((eG,q))
Z
(
φ(eG,q)
(a)
) are linear and con-
tinuous, and YNOq = span
{
jZ(eG,q)
(z)φNOX (b) : z ∈ Z(eG,q), b ∈ NOX
}
, we conclude
that
ΦNOq
(
jXeG (a)
)
= M
j
((eG,q))
Z
(
φ(eG,q)
(a)
).
To establish (3.18), it remains to show that M
j
((eG,q))
Z
(
φ(eG,q)
(a)
) ∈ KNOX (YNOq ).
This follows from Lemma 3.3.10 since j
((eG,q))
Z
(
φ(eG,q)(a)
)
∈ NOqZ.
Now suppose that A acts compactly on Z(eG,q). Fix p ∈ P and x ∈ Xp. Choose
x′ ∈ Xp so that x = x′ · 〈x′, x′〉pA by the Hewitt–Cohen–Blanchard factorisation
theorem. Since 〈x′, x′〉pA ∈ φ
−1
(eG,q)
(
KA
(
Z(eG,q)
))
, we can apply the first part of the
result to see that
ΦNOq
(
jXp(x)
)
= ΦNOq
(
jXp(x
′)
)
ΦNOq
(
jXeG (〈x
′, x′〉pA)
)
∈ KNOX
(
YNOq
)
.
Since ΦNOq is a ∗-homomorphism and NOX is generated by the image of jX, we
have that ΦNOq (NOX) ⊆ KNOX
(
YNOq
)
, and so NOX acts compactly on YNOq .
We are almost ready to show that the inclusion of YNO in NOZ is a Cuntz–
Nica–Pimsner covariant representation. Before we do so, we need one last lemma.
Lemma 3.4.18. Let q ∈ Q and a ∈ φ−1(eG,q)
(
KA
(
Z(eG,q)
))
. If (H,Q) is directed,
then
jZ(eG,eH)
(a) = j
((eG,q))
Z
(
φ(eG,q) (a)
)
.
Proof. Since jZ is Cuntz–Pimsner covariant, it suffices to show that
ι
(s,t)
(eG,eH)
(a)− ι(s,t)(eG,q)
(
φ(eG,q) (a)
)
= 0 ∈ LA
(
Z(s,t)
)
for large (s, t) ∈ P oα Q.
(3.19)
Fix (m,n) ∈ P oα Q. Since (H,Q) is directed, (m,n) ≤ (m,n ∨ q). Suppose that
(s, t) ∈ P oα Q with (m,n ∨ q) ≤ (s, t). For any z ∈ Z(eG,q) and w ∈ Z(αq−1 (s),q−1t),
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we have(
ι
(s,t)
(eG,eH)
(a)− ι(s,t)(eG,q)
(
φ(eG,q) (a)
))
(zw) = φ(s,t) (ap) (zw)−
(
φ(eG,q) (a) (z)
)
w
= φ(eG,q) (a) (z)w −
(
φ(eG,q) (a) (z)
)
w
=
[(
φ(eG,q) (a)−
(
φ(eG,q) (a)
))
(z)
]
w
= 0.
Since ι
(s,t)
(eG,eH)
(a) − ι(s,t)(eG,q)
(
φ(eG,q) (a)
)
∈ LA
(
Z(s,t)
)
is linear and continuous, and
since Z(s,t) = span
{
zw : z ∈ Z(eG,q), w ∈ Z(αq−1 (s),q−1t)
}
, we conclude that (3.19)
holds.
Proposition 3.4.19. Suppose G is an amenable group, A acts faithfully on each
fibre of Z, so that the product system YNO from Proposition 3.4.8 exists, and NOX
acts faithfully on each fibre of YNO by Proposition 3.4.12. Moreover, suppose that
A acts compactly on each Z(eG,q), so that NOX acts compactly on each fibre of YNO
by Lemma 3.4.17.
Suppose that the quasi-lattice ordered group (H,Q) is directed. For each q ∈ Q,
let ϕ′q
NO be the inclusion of YNOq in NOZ. Then ϕ′NO is a Cuntz–Nica–Pimsner
covariant representation of YNO. Hence, there exists a ∗-homomorphism Ω′NO :
NOYNO → NOZ such that Ω′NO ◦ jYNOq = ϕ
′
q for each q ∈ Q.
Proof. The same reasoning as in Proposition 3.3.16 shows that ϕ′NO is a Nica co-
variant representation of YNO in NOZ. It remains to show that ϕ′NO is Cuntz–
Pimsner covariant. By Proposition 3.4.12 and Lemma 3.4.17, NOX acts faithfully
and compactly on each YNOq . Hence, by Proposition 3.1.45, it suffices to check that(
ϕ′NO
)(q) ◦ΦNOq = ϕ′NOeH for each q ∈ Q. This is clear when q = eH , so we just need
to worry about when q 6= eH . As YNOeH = NOX ∼= φ
NO
X (NOX) is generated by the
image of jZ|X it suffices to show that((
ϕ′NO
)(q) ◦ ΦNOq ) (jZ(x)) = ϕ′NOeH (jZ(x)) for all x ∈ X. (3.20)
Let p ∈ P and x ∈ Xp. Choosing x′ ∈ Xp so that x = x′ · 〈x′, x′〉pA by the Hewitt–
Cohen–Blanchard factorisation theorem, we have
ϕ′NOeH
(
jZ(p,eH)
(x)
)
= jZ(p,eH)
(x) = jZ(p,eH)
(x′) jZ(eG,eH)
(
〈x′, x′〉pA
)
.
By the first part of Lemma 3.4.17, we see that
ΦNOq
(
jZ(p,eH)
(x)
)
= M
jZ(p,eH)
(x′)j
((eG,q))
Z
(
φ(eG,q)(〈x
′,x′〉pA)
) ∈ KNOX (YNOq ) .
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Since jZ(p,eH)
(x′)j
((eG,q))
Z
(
φ(eG,q) (〈x′, x′〉
p
A)
)
∈ NOqZ, it follows from the argument in
Proposition 3.3.16 that
((
ϕ′NO
)(q) ◦ ΦNOq )(jZ(p,eH)(x)) = (ϕ′NO)(q)
(
M
jZ(p,eH)
(x′)j
((eG,q))
Z
(
φ(eG,q)(〈x
′,x′〉pA)
)
)
= jZ(p,eH)
(x′)j
((eG,q))
Z
(
φ(eG,q) (〈x′, x′〉
p
A)
)
.
Thus, for (3.20) to hold, it suffices to show that
jZ(eG,eH)
(
〈x′, x′〉pA
)
= j
((eG,q))
Z
(
φ(eG,q) (〈x′, x′〉
p
A)
)
which follows from Lemma 3.4.18.
Remark 3.4.20. It is not clear if all of the hypotheses in the previous result are
necessary — in particular, we would like to know whether the assumptions that A
acts compactly on each Z(eG,q) and that (H,Q) is directed are necessary.
Putting all of this together, we can show thatNOZ andNOYNO are isomorphic.
Theorem 3.4.21. Suppose G is an amenable group, A acts faithfully on each fibre
of Z, so that the product system YNO from Proposition 3.4.8 exists, and NOX acts
faithfully on each fibre of YNO by Proposition 3.4.12. Moreover, suppose that A
acts compactly on each Z(eG,q), so that NOX acts compactly on each fibre of YNO
by Lemma 3.4.17.
Suppose that (H,Q) is directed, so that the ∗-homomorphism Ω′NO from Propo-
sition 3.4.19 exists. Then the ∗-homomorphisms ΩNO : NOZ → NOYNO and
Ω′NO : NOYNO → NOZ are mutually inverse. Thus, NOZ ∼= NOYNO .
Proof. The same reasoning as in the proof of Theorem 3.3.17 shows that ΩNO and
Ω′NO are mutually inverse.
3.5 Relative Cuntz–Nica–Pimsner algebras
In Section 3.3 we showed that there exists a product system X over (G,P ) with
coefficient algebra A, and a product system YNT with coefficient algebra NT X over
(H,Q), such that NT Z ∼= NT YNT . In this section we consider the Cuntz–Nica–
Pimsner algebra of YNT .
We show that when the action α of H on G is trivial, there exists a product
system V over (H,Q), and a product system WNO over (G,P ) with coefficient
algebra NOV, such that the Cuntz–Nica–Pimsner algebra of YNT is isomorphic to
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the Nica–Toeplitz algebra of WNO. In a sense, we have shown that the Cuntz–
Pimsner covariance in the C∗-algebra NOYNT can be moved into the coefficient
algebra of the product system WNO.
Since in the C∗-algebras NOYNT and NT WNO we are, in effect, only asking
for Cuntz–Pimsner covariance in some of the fibres of Z, we like to think of these
algebras as relative Cuntz–Nica–Pimsner algebras. This nomenclature is motivated
by the relative Cuntz–Krieger algebras of higher-rank graphs introduced by Sims
[66], and the relative Cuntz–Pimsner algebras introduced by Muhly and Solel [45]
(which were studied further by Fowler, Muhly, and Raeburn [25]).
Standing Hypotheses. Throughout Section 3.5 we will assume that the action
α : H → Aut(G) is trivial. Hence, Z is a compactly aligned product system over
(G×H,P ×Q). Since Goα H ∼= G×H ∼= H ×G and P oα Q ∼= P ×Q ∼= Q× P ,
we can swap the roles of G and H, and P and Q in our results from Sections 3.3
and 3.4. Moreover, to ensure that the various C∗-algebras and product systems that
we want to work with actually exist, we assume that both G and H are amenable,
A acts faithfully on each Z(eG,q), and each φ̃(p,q) is injective.
We now summarise the setup, as well as fixing some notation.
(1) For each q ∈ Q, we let Vq := Z(eG,q). Then V :=
⊔
q∈Q Vq is a compactly
aligned product system over (H,Q) with coefficient algebra A.
(2) By Proposition 3.4.3, since A acts faithfully on each fibre of V and each homo-
morphism φ̃(p,q) : A → LA
(
Z̃(p,q)
)
is injective, there exists a homomorphism
φNOV : NOV → NOZ such that that φNOV ◦ jV = jZ. Furthermore, since H is
an amenable group, Proposition 3.4.6 says that φNOV is injective.
(3) Since H is amenable, A acts faithfully on each fibre of V, and each φ̃(p,q)
is injective, Proposition 3.3.7 and Proposition 3.3.12 give the existence of a
compactly aligned product system WNO over (G,P ) with coefficient algebra
NOV, with fibres given by
WNOp : = span{jZ(p,eH)(x)φ
NO
V (b) : x ∈ Z(p,eH), b ∈ NOV}
= span{jZ(p,q)(z)jZ(eG,t)(w)
∗ : q, t ∈ Q, z ∈ Z(p,q), w ∈ Z(eG,t)}
⊆ NOZ
for each p ∈ P \ {eG}.
Our aim is to show that NOYNT ∼= NT WNO . To do this we will exhibit
homomorphisms ω : NOYNT → NT WNO and ω′ : NT WNO → NOYNT , and show
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that they are inverses of each other. We now list the results that we will prove in
Section 3.5, and summarise the various spaces and maps that we will be working
with in a pair of commuting diagrams.
(4) In Lemma 3.5.1 we use the universal Cuntz–Nica–Pimsner covariant represen-
tation of Z and the universal Nica covariant representation of WNO to define
a Nica covariant representation ϑ of Z in NT WNO . The universal property
of NT Z then gives us a ∗-homomorphism Ξ : NT Z → NT WNO such that
Ξ ◦ iZ(p,q) = ϑ(p,q) = iWNOp ◦ jZ(p,q) for each (p, q) ∈ P ×Q.
(5) In Proposition 3.5.2 we show that the restriction of Ξ to the product system
YNT ⊆ NT Z gives a Nica covariant representation of YNT , which we de-
note by Ψ. The idea is that Ξ plays the same role as the inclusion map in
Proposition 3.3.16 and Proposition 3.4.19.
(6) In Proposition 3.5.3 we find sufficient conditions for Ψ to be Cuntz–Pimsner
covariant, and make use of the universal property of NOYNT to induce a
∗-homomorphism ω such that ω ◦ jYNT = Ψ.
(7) In Proposition 3.5.5 we use the universal Nica covariant representation of Z and
the universal Cuntz–Nica–Pimsner covariant representation of YNT to define a
Cuntz–Nica–Pimsner covariant representation ϑ′ of V inNOYNT . The univer-
sal property ofNOV then gives us a ∗-homomorphism Ψ′eG : NOV → NOYNT
such that Ψ′eG ◦ jVq = jYNTq ◦ iZ(eG,q) for each q ∈ Q.
(8) In Proposition 3.5.6 we use the ∗-homomorphism Ψ′eG to construct a linear
map Ψ′p : W
NO
p → NOYNT such that Ψ′p ◦ jZ(p,q) = jYNTq ◦ iZ(p,q) for each
(p, q) ∈ P ×Q.
(9) In Proposition 3.5.8 and Proposition 3.5.9 we show that the collection of maps
{Ψ′p : p ∈ P} gives a Nica covariant representation of the product system
WNO. The universal property of NT WNO then gives a ∗-homomorphism
ω′ : NT WNO → NOYNT such that ω′ ◦ iWNO = Ψ′.
(10) In Theorem 3.5.10 we prove that ω and ω′ are mutually inverse isomorphisms.
In summary, we will show that for every (p, q) ∈ P×Q, the maps in the following
two diagrams exist and make the diagrams commute.
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Figure 3.8: The homomorphisms φNOV , Ψ
′
eG
NOV = WNOeG
NOYNT Vq = Z(eG,q) NOZ
YNTq
jVq
φNOV
jZ(eG,q)
iZ(eG,q)
jYNTq
ϑ′q
Ψ′eG
Figure 3.9: The homomorphisms ω, ω′
NOZ
Z(p,q)
NT Z
WNOp
NT WNO
YNTq
NOYNT
jZ(p,q) iZ(p,q)
incl.
iWNOp
incl.
jYNTq
jZ(p,q)
Ξ
iZ(p,q)
ϑ(p,q)
Ψq Ψ
′
p
ω
ω′
To begin, we will show that there exists a ∗-homomorphism ω from NOYNT to
NT WNO by exhibiting a Cuntz–Nica–Pimsner covariant representation Ψ of YNT
in NT WNO . Recall from Proposition 3.3.8 that YNTeH = NT X acts faithfully on
each fibre of YNT , since A acts faithfully on each Z(eG,q).
To get this representation, we first define a linear map from Yq
NT to NT WNO
for each q ∈ Q. To make our arguments easier to write down, we will identify
the coefficient algebra NT X of YNT with φNTX (NT X) ⊆ NT Z, and the coefficient
algebra NOV of WNO with φNOV (NOV) ⊆ NOZ. Since YqNT ⊆ NT Z for each
q ∈ Q, it suffices to produce a ∗-homomorphism from NT Z to NT WNO , and then
restrict this map to each Yq
NT .
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Lemma 3.5.1. Define ϑ : Z→ NT WNO by
ϑ(p,q) := iWNOp ◦ jZ(p,q) .
Then ϑ is a Nica covariant representation of Z. Hence, there exists a homomorphism
Ξ : NT Z → NT WNO such that Ξ ◦ iZ(p,q) = ϑ(p,q) = iWNOp ◦ jZ(p,q) for each (p, q) ∈
P ×Q.
Proof. Since both iWNOp and jZ(p,q) are Nica covariant representations, the same
reasoning as in Proposition 3.3.13 and Proposition 3.3.15 shows that ϑ is a Nica
covariant representation. The universal property of NT Z then gives the existence
of the homomorphism Ξ.
Proposition 3.5.2. Define Ψ : YNT → NT WNO by Ψq := Ξ|YNTq for each q ∈ Q.
Then Ψ is a Nica covariant representation of YNT .
Proof. Since Ξ is a ∗-homomorphism, it is trivial to check that Ψ is a representation.
Before we show that Ψ is Nica covariant, we prove that
Ψ(q)(Mb) = Ξ(b) for any b ∈ NT qZ. (3.21)
If m,n ∈ P and z ∈ Z(m,q), w ∈ Z(n,q), then iZ(m,q)(z)iZ(n,q)(w)∗ ∈ NT
q
Z and
MiZ(m,q) (z)iZ(n,q) (w)
∗ = ΘiZ(m,q) (z),iZ(n,q) (w) ∈ KNT X
(
YNTq
)
. Hence,
Ψ(q)
(
MiZ(m,q) (z)iZ(n,q) (w)
∗
)
= Ψq(iZ(m,q)(z))Ψq(iZ(n,q)(w))
∗
= Ξ(iZ(m,q)(z))Ξ(iZ(n,q)(w))
∗
= Ξ
(
iZ(m,q)(z)iZ(n,q)(w)
∗
)
.
Since NT qZ = span
{
iZ(m,q)(z)iZ(n,q)(w)
∗;m,n ∈ P, z ∈ Z(m,q), w ∈ Z(n,q)
}
, we con-
clude that (3.21) holds by linearity and continuity and an application of Lemma 3.3.9.
We now prove that Ψ is Nica covariant. Fix q, t ∈ Q and S ∈ KNT X
(
YNTq
)
,
T ∈ KNT X
(
YNTt
)
. By Lemma 3.3.10, S = Mb and T = Mc for some b ∈ NT qZ,
c ∈ NT tZ. Moreover, by Lemma 3.3.11 it follows that
bc ∈
NT
(q∨t)
Z if q ∨ t <∞
{0} otherwise.
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Hence,
Ψ(q)(S)Ψ(t)(T ) = Ψ(q)(Mb)Ψ
(t)(Mc) = Ξ(b)Ξ(c)
= Ξ(bc)
=
Ψ(q∨t)(Mbc) if q ∨ t <∞0 otherwise
=
Ψ(q∨t)(ιq∨tq (Mb)ι
q∨t
t (Mc)) if q ∨ t <∞
0 otherwise
=
Ψ(q∨t)(ιq∨tq (S)ι
q∨t
t (T )) if q ∨ t <∞
0 otherwise.
Proposition 3.5.3. Suppose A acts compactly on each Z(eG,q) and (H,Q) is directed.
Then Ψ is a Cuntz–Pimsner covariant representation of YNT . Hence, there exists
a ∗-homomorphism ω : NOYNT → NT WNO such that ω ◦ jYNTq = Ψq = Ξ|YNTq for
each q ∈ Q.
Proof. Since G is amenable and A acts faithfully on each Z(eG,q), Proposition 3.3.8
tells us that NT X acts faithfully on each fibre of YNT . Additionally, since A acts
compactly on each Z(eG,q), the same reasoning as in the proof of Lemma 3.4.17 shows
that NT X acts compactly on each fibre of YNT . Hence, to see that Ψ is Cuntz–
Pimsner covariant, it suffices by Proposition 3.1.45 to check that Ψ(q) ◦ΦNTq = ΨeH
for each q ∈ Q. As YNTeH = NT X ∼= φ
NT
X (NT X) is generated by the image of
φNTX ◦ iX = iZ|X it suffices to show that(
Ψ(q) ◦ ΦNTq
)
(iZ(x)) = ΨeH (iZ(x)) for each x ∈ X. (3.22)
To this end, fix p ∈ P and x ∈ Xp. Choosing x′ ∈ Xp so that x = x′ · 〈x′, x′〉pA by
the Hewitt–Cohen–Blanchard factorisation theorem, we have
ΨeH
(
iZ(p,eH)
(x)
)
= Ξ
(
iZ(p,eH)
(x)
)
= iWNOp
(
jZ(p,eH)
(x)
)
= iWNOp
(
jZ(p,eH)
(x′)
)
iWNOeG
(
jZ(eG,eH)
(〈x′, x′〉pA)
)
.
By the first part of Lemma 3.4.17, we see that
ΦNTq
(
iZ(p,eH)
(x)
)
= M
iZ(p,eH)
(x′)i
((eG,q))
Z
(
φ(eG,q)(〈x
′,x′〉pA)
) ∈ KNT X (YNTq )
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and iZ(p,eH)
(x′)i
((eG,q))
Z
(
φ(eG,q) 〈x′, x′〉
p
A)
)
∈ NOqZ. Thus, by (3.21)
Ψ(q)
(
ΦNTq
(
iZ(p,eH)
(x)
))
= Ξ
(
iZ(p,eH)
(x′)i
((eG,q))
Z
(
φ(eG,q) (〈x′, x′〉
p
A)
))
= Ξ
(
iZ(p,eH)
(x′)
)
Ξ
(
i
((eG,q))
Z
(
φ(eG,q) (〈x′, x′〉
p
A)
))
= iWNOp
(
jZ(p,q) (x
′)
)
iWNOeG
(
j
((eG,q))
Z
(
φ(eG,q) (〈x′, x′〉
p
A)
))
.
Hence, for (3.22) to hold, it suffices to show that
jZ(eG,eH)
(
〈x′, x′〉pA
)
= j
((eG,q))
Z
(
φ(eG,q) (〈x′, x′〉
p
A)
)
,
which follows from Lemma 3.4.18.
Remark 3.5.4. As in Remark 3.4.20, it is not clear if all of the hypotheses in the
previous result are necessary. We would like to be able to rerun the argument used
in the proof of Proposition 3.4.16 (where we did not need A to act compactly on
each Z(eG,q), nor for (H,Q) to be directed), but iWNOp need not be Cuntz–Pimsner
covariant in general.
To establish the isomorphism between NOYNT and NT WNO it remains to show
that there exists a ∗-homorphism ω′ : NT WNO → NOYNT that is the inverse of ω.
To get ω′, we will exhibit a Nica covariant representation of WNO in NOYNT .
Unfortunately, defining this representation is somewhat more difficult than when
we defined the representation Ψ of YNT in NT WNO . Whilst each fibre of WNO
sits inside the C∗-algebra NOZ, we cannot in general get a ∗-homomorphism from
NOZ to NT WNO which we can then just restrict to WNO. We get around this
difficulty as follows. Firstly, we will produce a ∗-homomorphism Ψ′eG from W
NO
eG
=
NOV to NOYNT by exhibiting a Cuntz–Nica–Pimnser covariant representation of
V in NOYNT and using the universal property of NOV. Secondly, we will use the
homomorphism Ψ′eG to construct a linear map Ψ
′
p from W
NO
p to NOYNT for each
p ∈ P \ {eG}. We then argue that the collection of maps {Ψ′p : p ∈ P} forms a Nica
covariant representation of WNO.
Proposition 3.5.5. Define ϑ′ : V→ NOYNT by ϑ′q := jYNTq ◦iZ(eG,q) for each q ∈ Q.
Then ϑ′ is a Cuntz–Nica–Pimsner covariant representation of V. Hence, identify-
ing NOV with φNOV (NOV), there exists a ∗-homomorphism Ψ′eG : φ
NO
V (NOV) →
NOYNT such that Ψ′eG ◦ jZ(eG,q) = ϑ
′
q = jYNTq ◦ iZ(eG,q) for each q ∈ Q.
Proof. The same reasoning as used in the proof of Proposition 3.3.13 and Proposi-
tion 3.3.15 shows that ϑ′ is a Nica covariant representation of V. We now show that
ϑ′ is Cuntz–Pimsner covariant. Suppose F ⊆ Q is finite and {Tq ∈ KA (Vq) : q ∈ F}
satisfies
∑
q∈F ι
t
q(Tq) = 0 ∈ LA (Vt) for large t ∈ Q. We need to show that
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∑
q∈F ϑ
′(q)(Tq) = 0 ∈ NOYNT . We claim that
∑
q∈F
ιtq
(
M
i
(eG,q)
Z (Tq)
)
= 0 ∈ LNT X
(
YNTt
)
for large t. (3.23)
For any T ∈ KA (Vq), and z ∈ Z(eG,q), b ∈ NT X, we have
ιtq
(
M
i
(eG,q)
Z (T )
)(
iZ(eG,t)
(z)φNTX (b)
)
= iZ(eG,t)
(ιtq(T )(z))φ
NT
X (b).
Given any r ∈ Q, fix s ≥ r, such that for all t ≥ s, we have
∑
q∈F ι
t
q(Tq) = 0 ∈
LA (Vt) = LA
(
Z(eG,t)
)
. Then for any t ≥ s, we see that(∑
q∈F
ιtq
(
M
i
(eG,q)
Z (Tq)
))(
YNTt
)
= span
{(∑
q∈F
ιtq
(
M
i
(eG,q)
Z (Tq)
))(
iZ(eG,t)
(Z(eG,t))φ
NT
X (NT X)
)}
= span
{
iZ(eG,t)
((∑
q∈F
ιtq (Tq)
)(
Z(eG,t)
))
φNTX (NT X)
}
= {0}.
Thus, (3.23) holds. Since jYNT is Cuntz–Pimsner covariant, we conclude that∑
q∈F
ϑ′(q)(Tq) =
∑
q∈F
j
(q)
YNT
(
M
i
(e,q)
Z (Tq)
)
= 0,
and so ϑ′ is Cuntz–Pimsner covariant.
Proposition 3.5.6. For each p ∈ P \ {eG}, there exists a norm-decreasing linear
map Ψ′p : W
NO
p → NOYNT such that
Ψ′p
(
jZ(p,eH)
(x)φNOV (b)
)
= jYNTeH
(
iZ(p,eH)
(x)
)
Ψ′eG
(
φNOV (b)
)
(3.24)
for each x ∈ Z(p,eH) and b ∈ NOV. Thus,
Ψ′p
(
jZ(p,q)(z)jZ(eG,t)
(w)∗
)
= jYNTq
(
iZ(p,q)(z)
)
jYNTt
(
iZ(eG,t)
(w)
)∗
(3.25)
for each q, t ∈ Q and z ∈ Z(p,q), w ∈ Z(eG,t).
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Proof. We claim that for any finite set F ⊆ Z(p,eH) ×NOV, we have∥∥∥∥∥ ∑
(x,b)∈F
jYNTeH
(iZ(p,eH)
(x))Ψ′eG(φ
NO
V (b))
∥∥∥∥∥
NO
YNT
≤
∥∥∥∥∥ ∑
(x,b)∈F
jZ(p,eH)
(x)φNOV (b)
∥∥∥∥∥
WNOp
.
(3.26)
Making use of the C∗-identity, we see that∥∥∥∥∥ ∑
(x,b)∈F
jYNTeG
(
iZ(p,eH)
(x)
)
Ψ′eG
(
φNOV (b)
) ∥∥∥∥∥
2
NO
YNT
=
∥∥∥∥∥∥∥∥
∑
(x,b),
(y,c)∈F
(
jYNTeH
(
iZ(p,eH)
(x)
)
Ψ′eG
(
φNOV (b)
))∗(
jYNTeH
(
iZ(p,eH)
(y)
)
Ψ′eG
(
φNOV (c)
))∥∥∥∥∥∥∥∥
NO
YNT
=
∥∥∥∥∥ ∑
(x,b),(y,c)∈F
Ψ′eG
(
φNOV (b
∗)
)
jYNTeH
(
iZ(p,eH)
(x)∗iZ(p,eH)
(y)
)
Ψ′eG
(
φNOV (c)
) ∥∥∥∥∥
NO
YNT
=
∥∥∥∥∥ ∑
(x,b),(y,c)∈F
Ψ′eG
(
φNOV (b
∗)
)
jYNTeH
(
iZ(eG,eH)
(
〈x, y〉(p,eH)A
))
Ψ′eG
(
φNOV (c)
) ∥∥∥∥∥
NO
YNT
.
Since Ψ′eG ◦ jZ(eG,eH) = ϑ
′
eH
= jYNTeG
◦ iZ(eG,eH) , this is equal to∥∥∥∥∥ ∑
(x,b),(y,c)∈F
Ψ′eG
(
φNOV (b
∗)
)
Ψ′eG
(
jZ(eG,eH)
(
〈x, y〉(p,eH)A
))
Ψ′eG
(
φNOV (c)
) ∥∥∥∥∥
NO
YNT
=
∥∥∥∥∥ ∑
(x,b),(y,c)∈F
Ψ′eG
(
φNOV (b
∗)jZ(eG,eH)
(
〈x, y〉(p,eH)A
)
φNOV (c)
)∥∥∥∥∥
NO
YNT
.
Since Ψ′eG is a ∗-homomorphism, this is no greater than∥∥∥∥∥ ∑
(x,b),(y,c)∈F
φNOV (b
∗)jZ(eG,eH)
(
〈x, y〉(p,eH)A
)
φNOV (c)
∥∥∥∥∥
NOZ
=
∥∥∥∥∥ ∑
(x,b),(y,c)∈F
φNOV (b
∗)jZ(p,eH)
(x)∗jZ(p,eH)
(y)φNOV (c)
∥∥∥∥∥
NOZ
=
∥∥∥∥∥
( ∑
(x,b)∈F
jZ(p,eH)
(x)φNOV (b)
)∗( ∑
(y,c)∈F
jZ(p,eH)
(y)φNOV (c)
)∥∥∥∥∥
NOZ
=
∥∥∥∥∥
〈 ∑
(x,b)∈F
jZ(p,eH)
(x)φNOV (b),
∑
(y,c)∈F
jZ(p,eH)
(y)φNOV (c)
〉p
NOZ
∥∥∥∥∥
NOZ
=
∥∥∥∥∥ ∑
(x,b)∈F
jZ(p,eH)
(x)φNOV (b)
∥∥∥∥∥
2
WNOp
.
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Thus, (3.26) holds. It follows that the formula
jZ(p,eH)
(x)φNOV (b) 7→ jYNTeH
(
iZ(p,eH)
(x)
)
Ψ′eG
(
φNOV (b)
)
determines a well-defined norm-decreasing linear map Ψ′p on W
NO
p as claimed.
Next we prove that the collection of maps {Ψ′p : p ∈ P} defined in Propo-
sitions 3.5.5 and 3.5.6 gives a representation of the product system WNO. The
proof that Ψ′ satisfies relation (T2) of Definition 3.1.7 is particularly onerous, so we
present it first as a lemma.
Lemma 3.5.7. The map Ψ′ : WNO → NOYNT satisfies relation (T2) of Defini-
tion 3.1.7.
Proof. We need to show that
Ψ′p(x)Ψ
′
r(y) = Ψ
′
pr(xy) for any p, r ∈ P and x ∈WNOp , y ∈WNOr . (3.27)
We begin by showing that (3.27) holds when r = eG. If z ∈ Z(p,eH) and b, c ∈
NOV, using (3.24), we see that
Ψ′p
(
jZ(p,eH)
(z)φNOV (b)
)
Ψ′eG
(
φNOV (c)
)
= jYNTeH
(
iZ(p,eH)
(x)
)
Ψ′eG
(
φNOV (b)
)
Ψ′eG
(
φNOV (c)
)
= jYNTeH
(
iZ(p,eH)
(x)
)
Ψ′eG
(
φNOV (bc)
)
= Ψ′p
(
jZ(p,eH)
(z)φNOV (bc)
)
= Ψ′p
(
jZ(p,eH)
(z)φNOV (b)φ
NO
V (c)
)
.
Since WNOp = span{jZ(p,eH)(z)φ
NO
V (b) : z ∈ Z(p,eH), b ∈ NOV} and WNOeG ∼=
φNOV (NOV), we conclude that (3.27) holds when r = eG.
We now move on to the case where r 6= eG. Since Ψ′p and Ψ′r are linear and norm-
decreasing, and multiplication in NOYNT is linear and continuous, it suffices to
prove that (3.27) holds when x = jZ(p,q)(z)jZ(eG,t)
(w)∗ and y = jZ(r,m)(u)jZ(eG,n)
(v)∗
for some q, t,m, n ∈ Q, and z ∈ Z(p,q), w ∈ Z(eG,t), u ∈ Z(r,m), v ∈ Z(eG,n). We deal
with the cases where t = eH and t 6= eH separately.
If t = eH , then w ∈ Z(eG,eH) = A, and so an application of (3.25) gives
Ψ′pr
(
jZ(p,q)(z)jZ(eG,eH)
(w)∗jZ(r,m)(u)jZ(eG,n)
(v)∗
)
= Ψ′pr
(
jZ(pr,qm)(zw
∗u)jZ(eG,n)
(v)∗
)
= jYNTqm
(
iZ(pr,qm)(zw
∗u)
)
jYNTn
(
iZ(eG,n)
(v)
)∗
.
(3.28)
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Another application of (3.25), shows that (3.28) is equal to
jYNTqm
(
iZ(p,q)(z)iZ(eG,eH)
(w)∗iZ(r,m)(u)
)
jYNTn
(
iZ(eG,n)
(v)
)∗
= jYNTq
(
iZ(p,q)(z)
)
jYNTeH
(
iZ(eG,eH)
(w)
)∗
jYNTm
(
iZ(r,m)(u)
)
jYNTn
(
iZ(eG,n)
(v)
)∗
= Ψ′p
(
jZ(p,q)(z)jZ(eG,eH)
(w)∗
)
Ψ′r
(
jZ(r,m)(u)jZ(eG,n)
(v)∗
)
,
as required.
It remains to deal with the situation where t 6= eH . We make use of Re-
mark 3.1.23 to rewrite the product jZ(p,q)(z)jZ(eG,t)
(w)∗jZ(r,m)(u)jZ(eG,n)
(v)∗ in the
form required to apply (3.25). If t ∨ m = ∞, then (eG, t) ∨ (r,m) = ∞, and so
applying Lemma 3.1.22 to the Nica covariant representations jZ and jYNT , we see
that
Ψ′pr
(
jZ(p,q)(z)jZ(eG,t)
(w)∗jZ(r,m)(u)jZ(eG,n)
(v)∗
)
= Ψ′pr(0) = 0
and
Ψ′p
(
jZ(p,q)(z)jZ(eG,t)
(w)∗
)
Ψ′r
(
jZ(r,m)(u)jZ(eG,n)
(v)∗
)
= jYNTq
(
iZ(p,q)(z)
)
jYNTt
(
iZ(eG,t)
(w)
)∗
jYNTm
(
iZ(r,m)(u)
)
jYNTn
(
iZ(eG,n)
(v)
)∗
= 0.
Thus, we may as well suppose that t ∨m <∞. Choose w′ ∈ Z(eG,t) and u′ ∈ Z(r,m)
so that w = w′ ·〈w′, w′〉(eG,t)A and u = u′ ·〈u′, u′〉
(r,m)
A by the Hewitt–Cohen–Blanchard
factorisation theorem. Since Z is compactly aligned, and
Z(r,t∨m) = span
{
στ : σ ∈ Z(eG,t), τ ∈ Z(r,t−1(t∨m))
}
= span
{
ηρ : η ∈ Z(r,m), ρ ∈ Z(eG,m−1(t∨m))
}
,
we can write
ι
(r,t∨m)
(eG,t)
(Θw′,w′) ι
(r,t∨m)
(r,m) (Θu′,u′) = limi→∞
ki∑
ji=1
Θσjiτji ,ηjiρji ∈ KA
(
Z(r,t∨m)
)
, (3.29)
where
σji ∈ Z(eG,t), τji ∈ Z(r,t−1(t∨m)), ηji ∈ Z(r,m), ρji ∈ Z(eG,m−1(t∨m)).
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Combining (3.25) and Remark 3.1.23, we have
Ψ′pr
(
jZ(p,q)(z)jZ(eG,t)
(w)∗jZ(r,m)(u)jZ(eG,n)
(v)∗
)
= lim
i→∞
ki∑
ji=1
Ψ′pr
(
jZ(pr,qt−1(t∨m))
(
z〈w′, σji〉
(eG,t)
A τji
)
jZ(eG,nm−1(t∨m))
(
v〈u′, ηji〉
(r,m)
A ρji
)∗)
= lim
i→∞
ki∑
ji=1
jYNT
qt−1(t∨m)
(
iZ(pr,qt−1(t∨m))
(
z〈w′, σji〉
(eG,t)
A τji
))
jYNT
nm−1(t∨m)
(
iZ(eG,nm−1(t∨m))
(
v〈u′, ηji〉
(r,m)
A ρji
))∗
.
(3.30)
We now need to calculate Ψ′p
(
jZ(p,q)(z)jZ(eG,t)
(w)∗
)
Ψ′r
(
jZ(r,m)(u)jZ(eG,n)
(v)∗
)
, which
requires applying Remark 3.1.23 to the product system YNT and the Nica covariant
representation jYNT . Since w = w
′ · 〈w′, w′〉(eG,t)A and u = u′ · 〈u′, u′〉
(r,m)
A ,
iZ(eG,t)
(w) = iZ(eG,t)
(w′) ·
〈
iZ(eG,t)
(w′), iZ(eG,t)
(w′)
〉t
NT X
and
iZ(r,m)(u) = iZ(r,m)(u
′) ·
〈
iZ(r,m)(u
′), iZ(r,m)(u
′)
〉m
NT X
are the Hewitt–Cohen–Blanchard factorisations of iZ(eG,t)
(w) ∈ YNTt and iZ(r,m)(w) ∈
YNTm respectively. Furthermore, (3.29) implies that
ιt∨mt
(
ΘiZ(eG,t)
(w′),iZ(eG,t)
(w′)
)
ιt∨mm
(
ΘiZ(r,m) (u
′),iZ(r,m) (u
′)
)
= lim
i→∞
ki∑
ji=1
ΘiZ(eG,t)(
σji)iZ(r,t−1(t∨m))(τji),iZ(r,m)(ηji)iZ(eG,m−1(t∨m))(
ρji)
∈ KNT X
(
YNTt∨m
)
,
whilst
iZ(eG,t)
(σji) ∈ YNTt ,
iZ(r,t−1(t∨m)) (τji) ∈ Y
NT
t−1(t∨m),
iZ(r,m) (ηji) ∈ Y
NT
m ,
iZ(eG,m−1(t∨m))
(ρji) ∈ YNTm−1(t∨m).
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Thus, (3.25) and Remark 3.1.23 imply that
Ψ′p
(
jZ(p,q)(z)jZ(eG,t)
(w)∗
)
Ψ′r
(
jZ(r,m)(u)jZ(eG,n)
(v)∗
)
=jYNTq
(
iZ(p,q)(z)
)
jYNTt
(
iZ(eG,t)
(w)
)∗
jYNTm
(
iZ(r,m)(u)
)
jYNTn
(
iZ(eG,n)
(v)
)∗
= lim
i→∞
ki∑
ji=1
jYNT
qt−1(t∨m)
(
iZ(p,q)(z)
〈
iZ(eG,t)
(w′) , iZ(eG,t)
(σji)
〉t
NT X
iZ(r,t−1(t∨m))(τji)
)
jYNT
nm−1(t∨m)
(
iZ(eG,n)
(v)
〈
iZ(r,m) (u
′) , iZ(r,m) (ηji)
〉m
NT X
iZ(eG,m−1(t∨m))
(ρji)
)∗
= lim
i→∞
ki∑
ji=1
jYNT
qt−1(t∨m)
(
iZ(pr,qt−1(t∨m))
(
z〈w′, σji〉
(eG,t)
A τji
))
jYNT
nm−1(t∨m)
(
iZ(eG,nm−1(t∨m))
(
v〈u′, ηji〉
(r,m)
A ρji
))∗
,
(3.31)
which is (3.30). Thus,
Ψ′pr
(
jZ(p,q)(z)jZ(eG,t)
(w)∗jZ(r,m)(u)jZ(eG,n)
(v)∗
)
= Ψ′p
(
jZ(p,q)(z)jZ(eG,t)
(w)∗
)
Ψ′r
(
jZ(r,m)(u)jZ(eG,n)
(v)∗
)
when t 6= eH . We conclude that the map Ψ′ : WNO → NOYNT satisfies relation
(T2) of Definition 3.1.7
Proposition 3.5.8. The map Ψ′ : WNO → NOYNT is a representation of WNO.
Proof. By construction, each Ψ′p is linear and Ψ
′
eG
is a ∗-homomorphism. Hence, Ψ′
satisfies (T1). We already showed that Ψ′ satisfies (T2) in Lemma 3.5.7. It remains
to show that Ψ′ satisfies (T3).
Fix p ∈ P and let z, w ∈ Z(p,eH), b, c ∈ NOV. Since iZ is a representation of Z,
making use of (3.24), we see that
Ψ′p
(
jZ(p,eH)
(z)φNOV (b)
)∗
Ψ′p
(
jZ(p,eH)
(w)φNOV (c)
)
=
(
jYNTeH
(iZ(p,eH)
(z))Ψ′eG
(
φNOV (b)
))∗ (
jYNTeH
(iZ(p,eH)
(w))Ψ′eG
(
φNOV (c)
))
= Ψ′eG
(
φNOV (b)
∗) jYNTeH (iZ(p,eH)(z)∗) jYNTeH (iZ(p,eH)(w))Ψ′eG (φNOV (c))
= Ψ′eG
(
φNOV (b)
∗) jYNTeH (iZ(p,eH)(z)∗iZ(p,eH)(w))Ψ′eG (φNOV (c))
= Ψ′eG
(
φNOV (b)
∗) jYNTeH (iZ(eG,eH) (〈z, w〉(p,eH)A ))Ψ′eG (φNOV (c)) .
Since jYNTeH
◦ iZ(eG,eH) = ϑ
′
eH
= Ψ′eG ◦ jZ(eG,eH) and jZ is a representation of Z, this is
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equal to
Ψ′eG
(
φNOV (b)
∗)Ψ′eG (jZ(eG,eH) (〈z, w〉(p,eH)A ))Ψ′eG (φNOV (c))
= Ψ′eG
(
φNOV (b)
∗jZ(eG,eH)
(
〈z, w〉(p,eH)A
)
φNOV (c)
)
= Ψ′eG
(
φNOV (b)
∗jZ(p,eH)
(z)∗jZ(p,eH)
(w)φNOV (c)
)
= Ψ′eG
((
jZ(p,eH)
(z)φNOV (b)
)∗ (
jZ(p,eH)
(w)φNOV (c)
))
= Ψ′eG
(〈
jZ(p,eH)
(z)φNOV (b), jZ(p,eH)
(w)φNOV (c)
〉p
NOV
)
.
Since WNOp = span
{
jZ(p,eH)
(
Z(p,eH)
)
φNOV (NOV)
}
for each p ∈ P , Ψ′p is linear
and norm-decreasing, and multiplication in NOYNT is linear and continuous, we
conclude that Ψ′p(x)
∗Ψ′p(y) = Ψ
′
eG
(
〈x, y〉pNOV
)
for each x, y ∈ WNOp . Thus, Ψ′
satisfies (T3), and we conclude that Ψ′ is a representation of WNO
We can also show that the representation Ψ′ is Nica covariant.
Proposition 3.5.9. The representation Ψ′ : WNO → NOYNT is Nica covariant.
Hence, by the universal property of NT WNO , there exists a ∗-homomorphism ω′ :
NT WNO → NOYNT such that ω′ ◦ iWNOp = Ψ
′
p for each p ∈ P .
Proof. We need to show that
Ψ′(p)(S)Ψ′(r)(T ) =
Ψ′(p∨r)
(
ιp∨rp (S)ι
p∨r
r (T )
)
if p ∨ r <∞
0 otherwise
for any S ∈ KNOV
(
WNOp
)
and T ∈ KNOV
(
WNOr
)
. If p = eG or r = eG the result
is trivial, so we suppose that p, r 6= eG.
By Lemma 3.3.10, it suffices to show that
Ψ′(p)
(
ΘjZ(p,q) (z),jZ(p,t) (w)
)
Ψ′(r)
(
ΘjZ(r,m) (u),jZ(r,n) (v)
)
=
Ψ′(p∨r)
(
MjZ(p,q) (z)jZ(p,t) (w)
∗jZ(r,m) (u)jZ(r,n) (v)
∗
)
if p ∨ r <∞
0 otherwise.
(3.32)
whenever z ∈ Z(p,q), w ∈ Z(p,t), u ∈ Z(r,m), v ∈ Z(r,n).
We begin by showing that (3.32) holds whenever p∨r =∞ or t∨m =∞. Since
jZ(p,q)(z)jZ(p,t)(w)
∗jZ(r,m)(u)jZ(r,n)(v)
∗ = 0 if t ∨m = ∞ (as jZ is Nica covariant), it
suffices to show that
Ψ′(p)
(
ΘjZ(p,q) (z),jZ(p,t) (w)
)
Ψ′(r)
(
ΘjZ(r,m) (u),jZ(r,n) (v)
)
= 0
whenever p ∨ r =∞ or t ∨m =∞.
(3.33)
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To see this, observe that
Ψ′(p)
(
ΘjZ(p,q) (z),jZ(p,t) (w)
)
Ψ′(r)
(
ΘjZ(r,m) (u),jZ(r,n) (v)
)
= Ψ′p
(
jZ(p,q)(z)
)
Ψ′p
(
jZ(p,t)(w)
)∗
Ψ′r
(
jZ(r,m)(u)
)
Ψ′r
(
jZ(r,n)(v)
)∗
= jYNTq
(
iZ(p,q)(z)
)
jYNTt
(
iZ(p,t)(w)
)∗
jYNTm
(
iZ(r,m)(u)
)
jYNTn
(
iZ(r,n)(v)
)∗
.
(3.34)
If t ∨ m = ∞ then (3.34) is certainly zero since jYNT is Nica covariant. We now
show that (3.34) is still zero when t ∨m <∞ — we will use the Nica covariance of
iZ and the fact that p ∨ r =∞.
Choose w′ ∈ Z(p,t) and u′ ∈ Z(r,m) so that w = w′ ·〈w′, w′〉(p,t)A , u = u′ ·〈u′, u′〉
(r,m)
A
by the Hewitt–Cohen–Blanchard factorisation theorem. Then
jYNTt
(
iZ(p,t)(w)
)∗
jYNTm
(
iZ(r,m)(u)
)
= jYNTt
(
iZ(p,t)(w
′)
)∗
j
(t)
YNT
(
ΘiZ(p,t) (w
′),iZ(p,t) (w
′)
)
j
(m)
YNT
(
ΘiZ(r,m) (u
′),iZ(r,m) (u
′)
)
jYNTm
(
iZ(r,m)(u
′)
)∗
.
(3.35)
Since jYNT is Nica covariant, we have
j
(t)
YNT
(
ΘiZ(p,t) (w
′),iZ(p,t) (w
′)
)
j
(m)
YNT
(
ΘiZ(r,m) (u
′),iZ(r,m) (u
′)
)
= j
(t∨m)
YNT
(
ιt∨mt
(
ΘiZ(p,t) (w
′),iZ(p,t) (w
′)
)
ιt∨mm
(
ΘiZ(r,m) (u
′),iZ(r,m) (u
′)
))
= j
(t∨m)
YNT
(
MiZ(p,t) (w
′)iZ(p,t) (w
′)∗iZ(r,m) (u
′)iZ(r,m) (u
′)∗
)
,
which is zero since iZ is Nica covariant and (p, t)∨ (r,m) =∞ (as p∨r =∞). Thus,
(3.35) is zero, and so (3.34) is zero as well. This completes the proof of (3.33).
It remains to prove that (3.32) holds whenever p ∨ r < ∞ and t ∨m < ∞. As
in Lemma 3.5.7, we will need to make use of Remark 3.1.23 to rewrite things in a
form that allows us to apply the description of Ψ′ given by (3.25).
Again, choose w′ ∈ Z(p,t) and u′ ∈ Z(r,m) so that w = w′ · 〈w′, w′〉(p,t)A and
u = u′ · 〈u′, u′〉(r,m)A by the Hewitt–Cohen–Blanchard factorisation theorem. Writing
ι
(p∨r,t∨m)
(p,t) (Θw′,w′) ι
(p∨r,t∨m)
(r,m) (Θu′,u′) = limi→∞
ki∑
ji=1
Θσjiτji ,ηjiρji ∈ KA
(
Z(p∨r,t∨m)
)
, (3.36)
where
σji ∈ Z(p,t), τji ∈ Z(p−1(p∨r), t−1(t∨m)), ηji ∈ Z(r,m), ρji ∈ Z(r−1(p∨r),m−1(t∨m)),
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Remark 3.1.23 tells us that
jZ(p,q)(z)jZ(p,t)(w)
∗jZ(r,m)(u)jZ(r,n)(v)
∗
= lim
i→∞
ki∑
ji=1
jZ(p∨r,qt−1(t∨m))
(
z〈w′, σji〉
(p,t)
A τji
)
jZ(p∨r,nm−1(t∨m))
(
v〈u′, ηji〉
(r,m)
A ρji
)∗
.
Thus,
Ψ′(p∨r)
(
MjZ(p,q) (z)jZ(p,t) (w)
∗jZ(r,m) (u)jZ(r,n) (v)
∗
)
= lim
i→∞
ki∑
ji=1
Ψ′(p∨r)
(
Θ
jZ
(p∨r,qt−1(t∨m))
(
z〈w′,σji 〉
(p,t)
A τji
)
,jZ
(p∨r,nm−1(t∨m))
(
v〈u′,ηji 〉
(r,m)
A ρji
))
= lim
i→∞
ki∑
ji=1
Ψ′p∨r
(
jZ(p∨r,qt−1(t∨m))
(
z〈w′, σji〉
(p,t)
A τji
))
Ψ′p∨r
(
jZ(p∨r,nm−1(t∨m))
(
v〈u′, ηji〉
(r,m)
A ρji
))∗
= lim
i→∞
ki∑
ji=1
jYNT
qt−1(t∨m)
(
iZ(p∨r,qt−1(t∨m))
(
z〈w′, σji〉
(p,t)
A τji
))
jYNT
nm−1(t∨m)
(
iZ(p∨r,nm−1(t∨m))
(
v〈u′, ηji〉
(r,m)
A ρji
))∗
.
(3.37)
To complete the proof we just need to show that (3.37) is equal to the left hand side
of (3.32). Since w = w′ · 〈w′, w′〉(p,t)A and u = u′ · 〈u′, u′〉
(r,m)
A ∈ Z(r,m),
iZ(p,t)(w) = iZ(p,t)(w
′) ·
〈
iZ(p,t)(w
′), iZ(p,t)(w
′)
〉t
NT X
and
iZ(r,m)(u) = iZ(r,m)(u
′) ·
〈
iZ(r,m)(u
′), iZ(r,m)(u
′)
〉m
NT X
are the Hewitt–Cohen–Blanchard factorisations of iZ(eG,t)
(w) ∈ YNTt and iZ(r,m)(w) ∈
YNTm respectively. Moreover, (3.36) implies that
ιt∨mt
(
ΘiZ(p,t) (w
′),iZ(p,t) (w
′)
)
ιt∨mm
(
ΘiZ(r,m) (u
′),iZ(r,m) (u
′)
)
= lim
i→∞
ki∑
ji=1
ΘiZ(p,t)(σji)iZ(p−1(p∨r),t−1(t∨m))(τji),iZ(r,m)(ηji)iZ(r−1(p∨r),m−1(t∨m))(ρji)
∈ KNT X
(
YNTt∨m
)
,
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whilst
iZ(p,t) (σji) ∈ Y
NT
t , iZ(p−1(p∨r),t−1(t∨m)) (τji) ∈ Y
NT
t−1(t∨m),
iZ(r,m) (ηji) ∈ Y
NT
m , iZ(r−1(p∨r),m−1(t∨m)) (ρji) ∈ Y
NT
m−1(t∨m).
Hence, by Remark 3.1.23, we have
Ψ′(p)
(
ΘjZ(p,q) (z),jZ(p,t) (w)
)
Ψ′(r)
(
ΘjZ(r,m) (u),jZ(r,n) (v)
)
= Ψ′p
(
jZ(p,q)(z)
)
Ψ′p
(
jZ(p,t)(w)
)∗
Ψ′r
(
jZ(r,m)(u)
)
Ψ′r
(
jZ(r,n)(v)
)∗
= jYNTq
(
iZ(p,q)(z)
)
jYNTt
(
iZ(p,t)(w)
)∗
jYNTm
(
iZ(r,m)(u)
)
jYNTn
(
iZ(r,n)(v)
)∗
= lim
i→∞
ki∑
ji=1
jYNT
qt−1(t∨m)
(
iZ(p,q)(z)
〈
iZ(p,t) (w
′), iZ(p,t) (σji)
〉t
NT X
iZ(p−1(p∨r),t−1(t∨m))(τji)
)
jYNT
nm−1(t∨m)
(
iZ(r,n)(v)
〈
iZ(r,m)(u
′), iZ(r,m)(ηji)
〉m
NT X
iZ(r−1(p∨r),m−1(t∨m))(ρji)
)∗
= lim
i→∞
ki∑
ji=1
jYNT
qt−1(t∨m)
(
iZ(p∨r,qt−1(t∨m))
(
z〈w′, σji〉
(p,t)
A τji
))
jYNT
nm−1(t∨m)
(
iZ(p∨r,nm−1(t∨m))
(
v〈u′, ηji〉
(r,m)
A ρji
))∗
,
which is precisely (3.37). This completes the proof that Ψ′ is Nica covariant.
Finally, we are ready to prove that NOYNT and NT WNO are isomorphic.
Theorem 3.5.10. Suppose that A acts compactly on each Z(eG,q) and (H,Q) is
directed, so that the homormorphism ω of Proposition 3.5.3 exists. Then the ho-
momorphisms ω : NOYNT → NT WNO and ω′ : NT WNO → NOYNT are mutually
inverse isomorphisms. Thus, NOYNT ∼= NT WNO .
Proof. Firstly, we show that ω ◦ω′ = idNT
WNO
. As NT WNO is generated by iWNO ,
it suffices to show that ω ◦ω′ ◦ iWNO = iWNO . Let p ∈ P , q, t ∈ Q and fix z ∈ Z(p,q),
w ∈ Z(eG,t). Then
(ω ◦ ω′)
(
iWNOp
(
jZ(p,q)(z)jZ(eG,t)
(w)∗
))
=
(
ω ◦Ψ′p
) (
jZ(p,q)(z)jZ(eG,t)
(w)∗
)
= ω
(
jYNTq
(
iZ(p,q)(z)
)
jYNTt
(
iZ(eG,t)
(w)∗
))
= Ξ
(
iZ(p,q)(z)iZ(eG,t)
(w)∗
)
= iWNOp
(
jZ(p,q)(z)
)
iWNOeG
(
jZ(eG,t)
(w)
)∗
= iWNOp
(
jZ(p,q)(z)jZ(eG,t)
(w)∗
)
.
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As WNOp = span
{
jZ(p,q)
(
Z(p,q)
)
jZ(eG,t)
(
Z(eG,t)
)∗
: q, t ∈ Q
}
for each p ∈ P , whilst
both of the maps ω ◦ ω′ ◦ iWNO and iWNO are linear and continuous, we conclude
that ω ◦ ω′ ◦ iWNOp = iWNOp for each p ∈ P . Thus, ω ◦ ω
′ = idNT
WNO
.
Secondly, we check that ω′ ◦ ω = idNO
YNT
. As NOYNT is generated by jYNT ,
it suffices to check that ω′ ◦ω ◦ jYNT = jYNT . Let q ∈ Q, p, r ∈ P and fix z ∈ Z(p,q),
w ∈ Z(r,eH). Then
(ω′ ◦ ω)
(
jYNTq
(
iZ(p,q)(z)iZ(r,eH)
(w)∗
))
= (ω′ ◦ Ξ′)
(
iZ(p,q)(z)iZ(r,eH)
(w)∗
)
= ω′
(
iWNOp
(
jZ(p,q)(z)
)
iWNOr
(
jZ(r,eH)
(w)
)∗)
= Ψ′p
(
jZ(p,q)(z)
)
Ψ′r
(
jZ(r,eH)
(w)
)∗
= jYNTq
(
iZ(p,q)(z)
)
jYNTeH
(
iZ(r,eH)
(w)
)∗
= jYNTq
(
iZ(p,q)(z)iZ(r,eH)
(w)
)∗
.
As YNTq = span
{
iZ(p,q)
(
Z(p,q)
)
iZ(r,eH)
(
Z(r,eH)
)∗
: p, q ∈ P
}
for each q ∈ Q, whilst
both of the maps ω′ ◦ ω ◦ jYNT and jYNT are linear and continuous, we conclude
that ω′ ◦ ω ◦ jYNTq = jYNTq for each q ∈ Q. Thus, ω
′ ◦ ω = idNO
YNT
.
Chapter 4
Iterating the Pimsner construction
4.1 Background and setup
In [13], Deaconu investigates a process that he calls iterating the Pimsner construc-
tion. Given two Hilbert A-bimodules E1 and E2 (subject to some hypotheses that we
will detail shortly) and a Hilbert A-bimodule isomorphism χ : E1⊗AE2 → E2⊗AE1,
he shows that the scalars of E1 can be extended to TE2 and OE2 , whilst the scalars
of E2 can be extended to TE1 and OE1 . He then considers the Toeplitz and Cuntz–
Pimsner algebras of these new Hilbert bimodules and establishes various isomor-
phisms between them.
Unfortunately, it is not readily apparent which of Deaconu’s hypotheses are
actually necessary to make this procedure work. Furthermore, some of the proofs in
[13] lack detail, which leads to difficulty in telling at which point in the argument each
hypothesis is used. In this chapter, we aim to show which of these hypotheses are
necessary for Deaconu’s construction and which can be relaxed, as well as showing
how Deaconu’s iterative procedure fits onto our framework of factorising product
systems developed in Chapter 3.
Deaconu’s setup is as follows. Let A be a unital C∗-algebra with E1 and E2
full finitely generated Hilbert A-bimodules, such that the left action of A on each
of E1 and E2 is faithful and nondegenerate. Moreover, suppose that there exists an
A-bimodule isomorphism χ : E1 ⊗A E2 → E2 ⊗A E1.
In Section 3 and 4 of [13], Deaconu discusses what he calls extending the scalars.
Subject to the hypotheses in the previous paragraph, he shows that the balanced
tensor product E2 ⊗A TE1 can be equipped with a left action of TE1 by adjointable
operators, whilst E2⊗AOE1 can be equipped with a left action of OE1 by adjointable
operators. Similarly, E1 ⊗A TE2 and E1 ⊗A OE2 carry left actions of TE2 and OE2
respectively. Deaconu then proves the following results concerning the Toeplitz and
Cuntz–Pimsner algebras of these bimodules.
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Proposition 4.1.1 ([13], Lemma 4.1). With the setup as above,
TE2⊗ATE1
∼= TE1⊗ATE2 .
Proposition 4.1.2 ([13], Lemma 4.2). With the setup as above,
OE2⊗AOE1
∼= OE1⊗AOE2 .
Futhermore,
TE2⊗AOE1
∼= OE1⊗ATE2 and TE1⊗AOE2
∼= OE2⊗ATE1 .
We now discuss Deaconu’s procedure and attempt to explain exactly what is
going on. In doing so, we will see that the assumptions that A is unital, E1 and
E2 are full, and that the left actions of A are nondegenerate, are not necessary for
extending the scalars, nor for establishing the isomorphisms in Propositions 4.1.1
and 4.1.2. We also show that the assumption that E1 and E2 are finitely generated
can be relaxed. We will also see that the assumption that A acts faithfully on E1
and E2 is not necessary for extending the scalars to TE1 and TE2 , nor for establishing
the isomorphism in Proposition 4.1.1.
4.2 Extending the scalars to TE1
Firstly, we recap how Deaconu extends the scalars of E2 from A to TE1 — see Sec-
tions 3 and 4 of [13] (the same arguments with E2 replacing E1 and χ
−1 replacing
χ show how the scalars of E1 can be extended from A to TE2). As in Defini-
tion 2.1.19, the balanced tensor product E2 ⊗A TE1 with respect to the injective
∗-homomorphism iA : A → TE1 , gives a (right) Hilbert TE1-module. It remains to
show that E2⊗ATE1 carries a left action of TE1 by adjointable operators, that is there
exists a ∗-homomorphism ΦTE1 : TE1 → LTE1 (E2 ⊗A TE1). Since TE1 is generated by
E1 (because E1 is assumed to be full), Deaconu claims that to define this left action
of TE1 , it suffices to show how elements of E1 act on E2 ⊗A TE1 . He describes the
action of E1 on E2 ⊗A TE1 as being given by the composition
E1 ⊗A E2 ⊗A TE1 → E2 ⊗A E1 ⊗A TE1 → E2 ⊗A TE1 , (4.1)
where the first map is χ ⊗A idTE1 and the second map is is given by absorbing E1
into TE1 . The next result makes this precise.
Proposition 4.2.1. Let A be a C∗-algebra and E1, E2 be Hilbert A-bimodules.
There exists a linear inner-product preserving map abs : E1⊗A TE1 → TE1 such that
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abs(x⊗A t) = iE1(x)t for each x ∈ E1, t ∈ TE1 (4.2)
and
abs(a · z) = iA(a)abs(z) for each a ∈ A, z ∈ E1 ⊗A TE1 . (4.3)
Moreover, if there exists an A-bimodule isomorphism χ : E1⊗AE2 → E2⊗AE1, then
for each x ∈ E1 there exists a continuous linear map ψ(x) : E2⊗A TE1 → E2⊗A TE1
such that
ψ(x) (y ⊗A t) = (idE2 ⊗A abs)
(
χ⊗A idTE1
)
(x⊗A y ⊗A t)
for each y ∈ E2, t ∈ TE1.
(4.4)
Proof. Since (iE1 , iA) is a Toeplitz representation, for any x, x
′ ∈ E1, t, t′ ∈ TE1 , we
have
〈x⊗A t, x′ ⊗A t′〉 = 〈t, 〈x, x′〉A · t′〉TE1 = t
∗iA(〈x, x′〉A)t′
= (iE1(x)t)
∗ iE1(x
′)t′
= 〈iE1(x)t, iE1(x′)t′〉TE1 .
Thus, there exists a linear inner-product preserving map abs : E1 ⊗A TE1 → TE1
satisfying (4.2). To see that the map abs satisfies (4.3), observe that for any a ∈ A,
x ∈ E1, and t ∈ TE1 , we have
abs (a · (x⊗A t)) = abs ((a · x)⊗A t) = iE1(a · x)t = iA(a)iE1(x)t
= iA(a)abs (x⊗A t) .
Now suppose that there exists an A-bimodule isomorphism χ : E1 ⊗A E2 →
E2 ⊗A E1 and fix x ∈ E1. Since abs and χ are inner-product preserving, for any
y ∈ E2, t ∈ TE1 ,∥∥(idE2 ⊗A abs) (χ⊗A idTE1) (x⊗A y ⊗A t)∥∥2E2⊗ATE1 = ‖x⊗A y ⊗A t‖2E1⊗AE2⊗ATE1
≤ ‖x‖2E1 ‖y ⊗A t‖
2
E2⊗ATE1
.
Thus, there exists a well-defined continuous linear map ψ(x) on E2 ⊗A TE1 , satisfy-
ing (4.4).
Proposition 4.2.1 describes a linear map ψ(x) on E2⊗A TE1 for each x ∈ E1, but
there remain issues with Deaconu’s approach. Firstly, it is not clear why each ψ(x)
is adjointable. Secondly, it is not clear from Deaconu’s arguments, even if each ψ(x)
is adjointable, why this collection of maps defines a ∗-homomorphism from TE1 to
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LTE1 (E2 ⊗A TE1).
The question of adjointability is discussed by Deaconu — we will shortly recap
the argument presented in [13] and indicate where more argument is needed. The
question of why the collection of maps {ψ(x) : x ∈ E1} is sufficient to define a
∗-homomorphism on TE1 is not discussed at all in [13].
One possible approach, which we do not pursue here, is to show that for a
suitable choice of ∗-homomorphism π : A→ LTE1 (E2 ⊗A TE1) (π should just be the
left action of A on the first factor E2 of E2 ⊗A TE1), the pair (ψ, π) is a Toeplitz
representation of E1 in LTE1 (E2 ⊗A TE1). The universal property of TE1 would then
provide a ∗-homomorphism from TE1 to LTE1 (E2 ⊗A TE1). If (ψ, π) is a Toeplitz
representation and E1 is full (as in Deaconu’s situation), then π is fully determined
by ψ and relation (T3).
Our approach to establishing that each ψ(x) is adjointable and ψ extends to a
∗-homomorphism on TE1 uses the machinery of product systems. Firstly, we show
that having a pair of Hilbert A-bimodules E1 and E2 with a Hilbert A-bimodule
isomorphism χ : E1 ⊗A E2 → E2 ⊗A E1 is equivalent to having a product system
Z over N2. Using our results from Section 3.3, we will show that if the product
system Z is compactly aligned then the maps ψ(x) are all adjointable. We also
show that Z is always compactly aligned if E1 and E2 are finitely generated (as in
the situation considered by Deaconu). We will also use our work from Section 3.3 to
show that there exists a ∗-homomorphism ΦTE1 : TE1 → LTE1 (E2 ⊗A TE1) such that
ΦTE1 (iE1(x)) = ψ(x) for each x ∈ E1 (so the ∗-homomorphism ΦTE1 determines an
action of TE1 on E2 ⊗A TE1 satisfying (4.1)). It is interesting that Fowler’s compact
alignment condition also shows up as the key hypothesis for making Deaconu’s
approach to C∗-algebras of product systems over N2 work.
We now give an overview of the argument presented in [13] as to why ψ(x) is
adjointable. Deaconu argues that ψ(x) is an adjointable map on E2 ⊗A TE1 using
the sequence of maps
E∗1 ⊗A E2 ⊗A E1 → E∗1 ⊗A E1 ⊗A E2 → E2 (4.5)
where the first map is idE∗1 ⊗Aχ
−1 and the second map is given by left multiplication
with the inner-product in E1 (i.e. identifying E
∗
1 ⊗A E1 with 〈E1, E1〉A ⊆ A, which
is all of A if E1 is full, and then letting this act on the left of E2). It is not difficult
to verify that (4.5) determines a map on the the subspace
E2 ⊗A span {iE1 (E1) TE1} = E2 ⊗A span
{
i⊗mE1
(
E⊗m1
)
i⊗nE1
(
E⊗n1
)∗
: m ≥ 1, n ≥ 0
}
of E2 ⊗A TE1 , that acts as the adjoint of ψ(x) should. However, no explanation is
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given as to why (4.5) defines an adjoint for ψ(x) on
E2 ⊗A span
{
i⊗0E1
(
E⊗01
)
i⊗nE1
(
E⊗n1
)∗
: n ≥ 0
}
= E2 ⊗A span
{
i⊗nE1
(
E⊗n1
)∗
: n ≥ 0
}
.
To demonstrate that there is some subtlety here, which we do not believe is addressed
in [13], we present the following example. The modules E1 and E2 in the example
are not finitely generated, so do not satisfy Deaconu’s hypotheses, but the example
illustrates a genuine issue with Deaconu’s arguments.
Example 4.2.2. Let E1 = E2 = `
2(N) regarded as a Hilbert C-bimodule. Let
χ : E1 ⊗C E2 → E2 ⊗C E1 be the Hilbert C-bimodule isomorphism defined by
χ(x ⊗C y) := x ⊗C y. Then the linear map ψ(e1) : E2 ⊗A TE1 → E2 ⊗A TE1 is not
adjointable.
Proof. It is elementary to check that the Toeplitz algebra of E1 is the universal C
∗-
algebra generated by countably-infinitely many isometries with mutually orthogonal
ranges, i.e. TE1 = C∗({Si : i ∈ N}) where S∗i Sj = δi,j1. Specifically, if the maps
iC : C → C∗ ({Si : i ∈ N}) and iE1 : E1 → C∗ ({Si : i ∈ N}) are defined by λ 7→ λ1
and ei 7→ Si respectively, then (iC, iE1) is the universal Toeplitz representation of
E1. For any j ∈ N, we have
ψ(e1) (ej ⊗C 1) = (idE2 ⊗A abs)
(
χ⊗A idTE1
)
(e1 ⊗A ej ⊗A 1)
= (idE2 ⊗A abs) (e1 ⊗A ej ⊗A 1)
= e1 ⊗A Sj.
We suppose that ψ(e1) is adjointable and derive a contradiction. Write
ψ(e1)
∗ (e1 ⊗A 1) =
∞∑
i=1
ei ⊗A ti
for some ti ∈ TE1 . For each j ∈ N we have
S∗j = S
∗
j iC (〈e1, e1〉C) 1 = 〈e1 ⊗A Sj, e1 ⊗A 1〉TE1 = 〈φ(e1)(ej ⊗A 1), e1 ⊗A 1〉TE1
= 〈ej ⊗A 1, φ(e1)∗(e1 ⊗A 1)〉TE1
=
〈
ej ⊗A 1,
∞∑
i=1
ei ⊗A ti
〉
TE1
=
∞∑
i=1
1∗iC (〈ej, ei〉C) ti
= tj.
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Thus, tj = S
∗
j for each j ∈ N, forcing ψ(e1)∗(e1 ⊗A 1) =
∑∞
i=1 ei ⊗A S∗i , which does
not converge. Hence, ψ(e1) is not adjointable on E2 ⊗A TE1 .
The next result and remark show that having a pair of Hilbert A-bimodules
E1 and E2, and a Hilbert A-bimodule isomorphism χ : E1 ⊗A E2 → E2 ⊗A E1, is
equivalent to having a product system over N2.
Proposition 4.2.3. Let A be a C∗-algebra and let E1, E2 be Hilbert A-bimodules.
Suppose that χ : E1 ⊗A E2 → E2 ⊗A E1 is a Hilbert A-bimodule isomorphism. Then
there exists a product system Z :=
⊔
(m,n)∈N2 Z(m,n) over N2 with coefficient algebra
A such that
Z(m,n) =
E⊗m1 ⊗A E⊗n2 if m ≥ 1E⊗n2 if m = 0. (4.6)
for each (m,n) ∈ N2. Furthermore, the Hilbert A-bimodule isomorphisms MZ(1,0),(0,1) :
Z(1,0) ⊗A Z(0,1) → Z(1,1) and MZ(0,1),(1,0) : Z(0,1) ⊗A Z(1,0) → Z(1,1) are given by
MZ(1,0),(0,1) = idE1⊗AE2 and M
Z
(0,1),(1,0) = χ
−1.
Proof. The result follows from an application of ([28], Theorem 2.1).
Remark 4.2.4. Given a product system Z over N2 with coefficent algebra A, if we let
E1 := Z(1,0) and E2 := Z(0,1), then χ :=
(
MZ(0,1),(1.0)
)−1
◦MZ(1,0),(0,1) is an A-bimodule
isomorphism from E1 ⊗A E2 to E2 ⊗A E1. It is straightforward to see that the
product system produced by applying Proposition 4.2.3 to E1, E2, and χ, recovers
the product system Z (up to isomorphism).
Our goal is to show that when the product system Z constructed from E1,
E2, and χ (as in Proposition 4.2.3) is compactly aligned, the Hilbert TE1-module
E2⊗A TE1 can be identified with a subspace of NT Z. To see that this assumption is
consistent with Deaconu’s setup, observe that when E1 and E2 are finitely generated,
Proposition 2.1.22 implies that A acts compactly on each fibre of Z, and hence Z is
compactly aligned by Proposition 3.1.24.
Since the product system Z is determined by the data (E1, E2, χ), it is natural
to ask whether Z being compactly aligned is equivalent to having
(S ⊗A idE2)
(
χ−1 ◦ (T ⊗A idE1) ◦ χ
)
∈ KA (E1 ⊗A E2)
for all S ∈ KA (E1), T ∈ KA (E2).
We now work towards showing that this is the case. Firstly, we need a couple of
lemmas.
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Lemma 4.2.5. Let (G,P ) be a quasi-lattice ordered group, and X a product system
over P with coefficent algebra A. Let p, q ∈ P with p 6= e and x,w ∈ Xp, y, z ∈
Xq. Choosing w
′ ∈ Xp so that w = w′ · 〈w′, w′〉pA by the Hewitt–Cohen–Blanchard
factorisation theorem, we have
Θxy,wz = Θxy,w′z ◦ ιpqp (Θw′,w′) .
Proof. For any u ∈ Xp and v ∈ Xq,(
Θxy,w′z ◦ ιpqp (Θw′,w′)
)
(uv) = Θxy,w′z (Θw′,w′(u)v)
= Θxy,w′z (w
′〈w′, u〉pAv)
= xy〈w′z, w′〈w′, u〉Av〉pqA .
Since Mp,q : Xp ⊗A Xq → Xpq is inner product preserving, this must equal
xy
〈
w′ ⊗A z,
(
Θw′,w′ ⊗A idXq
)
(u⊗A v)
〉
A
= xy
〈(
Θw′,w′ ⊗A idXq
)
(w′ ⊗A z), u⊗A v
〉
A
= xy 〈w ⊗A z, u⊗A v〉A
= xy 〈wz, uv〉pqA
= Θxy,wz(uv).
Since Xpq = span{uv : u ∈ Xp, v ∈ Xq}, whilst both Θxy,wz and Θxy,w′z ◦ ιpqp (Θw′,w′)
are linear and continuous, we conclude that Θxy,wz = Θxy,w′z ◦ ιpqp (Θw′,w′).
Recall Proposition 3.1.6: for any p ∈ P \ {e} and x ∈ Xp, there exists an
adjointable operator Θx ∈ LA (Xq,Xpq) defined by Θx(y) = xy, whose adjoint is
determined by the formula Θ∗x(uv) = 〈x, u〉
p
Av for each u ∈ Xp, v ∈ Xq.
Lemma 4.2.6. Let (G,P ) be a quasi-lattice ordered group, and X a product system
over P with coefficent algebra A. Let p, q, r ∈ P with r ≥ p 6= e. For any x,w ∈ Xp,
y, z ∈ Xq,
ιrpq (Θxy,wz) = Θx ◦ ιp
−1r
q (Θy,z) ◦Θ∗w.
Proof. Since r ≥ pq if and only if p−1r ≥ q, both sides of the above expression are
zero if r 6≥ pq. Hence, we may as well suppose that r ≥ pq. For any a ∈ Xp, b ∈ Xq,
c ∈ X(pq)−1r, we have(
Θx ◦ ιp
−1r
q (Θy,z) ◦Θ∗w
)
(abc) = xιp
−1r
q (Θy,z) (〈w, a〉
p
Abc)
= xΘy,z (〈w, a〉pAb) c
= xy〈z, 〈w, a〉pAb〉
q
Ac
= xy〈w ⊗A z, a⊗A b〉Ac.
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Because Mp,q : Xp ⊗A Xq → Xpq is inner-product preserving, this must equal
xy〈wz, ab〉pqA c = Θxy,wz(ab)c = ι
r
pq (Θxy,wz) (abc).
Since Xr = span{abc : a ∈ Xp, b ∈ Xq, c ∈ X(pq)−1r}, whilst both ιrpq (Θxy,wz) and
Θx ◦ ιp
−1r
q (Θy,z) ◦ Θ∗w are linear and continuous, we conclude that ιrpq (Θxy,wz) =
Θx ◦ ιp
−1r
q (Θy,z) ◦Θ∗w.
The next result shows that a product system over Nk is compactly aligned
provided the product of any two compact operators on distinct generating fibres is
compact.
Proposition 4.2.7. Let X be a product system over Nk. If
ιei+ejei (S)ι
ei+ej
ej
(T ) ∈ KA
(
Xei+ej
)
for each S ∈ KA (Xei), T ∈ KA
(
Xej
)
with i 6= j,
then X is compactly aligned.
Proof. We need to show that for any m,n ∈ Nk,
ιm∨nm (S)ι
m∨n
n (T ) ∈ KA (Xm∨n) for each S ∈ KA (Xm), T ∈ KA (Xn). (4.7)
To do this we will use induction on
∑k
j=1(m+ n)j.
If
∑k
j=1(m+n)j ≤ 2 then either m = 0 or n = 0, or m = ei and n = ej for some
i 6= j. In the first situation m ∨ n ∈ {m,n}, so either ιm∨nm (S) = S or ιm∨nn (T ) = T ,
and (4.7) holds. In the second situation, our hypothesis says that (4.7) holds.
Now fix N ≥ 2 and suppose that (4.7) holds whenever
∑k
j=1(m+ n)j ≤ N . Fix
m,n ∈ Nk with
∑k
j=1(m+ n)j = N + 1 and let S ∈ KA (Xm), T ∈ KA (Xn).
We begin by showing that we can always reduce to the situation where the
coordinate-wise minimum of m and n (denoted by m ∧ n) is zero. If m ∧ n 6= 0,
Lemma 4.2.6 says we can approximate ιm∨nm (S)ι
m∨n
n (T ) by linear combinations of
operators of the form
(
Θx ◦ ιm∨n−m∧nm−m∧n (S ′) ◦Θ∗w
) (
Θy ◦ ιm∨n−m∧nn−m∧n (T ′) ◦Θ∗z
)
= Θx ◦ ιm∨n−m∧nm−m∧n (S ′) ιm∨n−m∧nn−m∧n (φn−m∧n (〈w, y〉m∧nA )T ′) ◦Θ∗z
where x,w, y, z ∈ Xm∧n and S ′ ∈ KA (Xm−m∧n) , T ′ ∈ KA (Xn−m∧n). Since
(m−m ∧ n) ∨ (n−m ∧ n) = m ∨ n−m ∧ n
CHAPTER 4. ITERATING THE PIMSNER CONSTRUCTION 156
and
k∑
j=1
((m−m ∧ n) + (n−m ∧ n))j =
k∑
j=1
(m+ n)j − 2(m ∧ n)j
<
k∑
j=1
(m+ n)j
= N + 1,
the inductive hypothesis tells us that
ιm∨n−m∧nm−m∧n (S
′) ιm∨n−m∧nn−m∧n (φn−m∧n (〈w, y〉m∧nA )T ′) ∈ KA (Xm∨n−m∧n) .
Hence,
Θx ◦ ιm∨n−m∧nm−m∧n (S ′) ιm∨n−m∧nn−m∧n (φn−m∧n (〈w, y〉m∧nA )T ′) ◦Θ∗z ∈ KA (Xm∨n) ,
and we conclude that
ιm∨nm (S)ι
m∨n
n (T ) ∈ KA (Xm∨n) .
Now suppose that m ∧ n = 0. Thus, m ∨ n = m + n. Since
∑k
j=1(m + n)j =
N + 1 ≥ 3, either m > ei or n > ei for some i ∈ {1, . . . , l}. By taking the adjoint
of (4.7), we may assume without loss of generality that m > ei. By Lemma 3.1.5
and Lemma 4.2.5, ιm∨nm (S) = ι
m+n
m (S) can be approximated by linear combinations
of operators of the form
ιm+nm (S
′) ιm+nm+n−ei
(
ιm+n−eim−ei (S
′′)
)
where S ′ ∈ KA (Xm) and S ′′ ∈ KA (Xm−ei). By Lemma 3.1.5, we can also write
ιm∨nn (T ) = ι
m+n
m+n−ei
(
ιm+n−ein (T )
)
.
Thus, the left hand side of (4.7) can be approximated by linear combinations of
operators of the form
ιm+nm (S
′) ιm+nm+n−ei
(
ιm+n−eim−ei (S
′′)
)
ιm+nm+n−ei
(
ιm+n−ein (T )
)
= ιm+nm (S
′) ιm+nm+n−ei
(
ιm+n−eim−ei (S
′′) ιm+n−ein (T )
) (4.8)
where S ′ ∈ KA (Xm) and S ′′ ∈ KA (Xm−ei). Since
(m− ei) ∨ n = m+ n− ei
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and
k∑
j=1
(m− ei + n)j =
(
k∑
j=1
(m+ n)j
)
− 1 = N,
we can apply the inductive hypothesis to ιm+n−eim−ei (S
′′) ιm+n−ein (T ). Hence, (4.8) can
itself be approximated by linear combinations of operators of the form
ιm+nm (S
′) ιm+nm+n−ei (R) (4.9)
where R ∈ KA (Xm+n−ei). By Lemma 4.2.6, (4.9) can then be approximated by
linear combinations of operators of the form
(
Θx ◦ ιei+nei (S
′′′) ◦Θ∗w
) (
Θy ◦ ιei+nn (R′) ◦Θ∗z
)
= Θx ◦ ιei+nei (S
′) ιei+nn
(
φn
(
〈w, y〉m−eiA
)
R′
)
◦Θ∗z
where x,w, y, z ∈ Xm−ei and S ′′′ ∈ KA (Xei) , R′ ∈ KA (Xn). As m > ei and
m ∧ n = 0,
ei ∨ n = ei + n
and
k∑
j=1
(ei + n)j <
k∑
j=1
(m+ n)j = N + 1,
and so we can apply the inductive hypothesis one more time to see that
ιei+nei (S
′) ιei+nn
(
φn
(
〈w, y〉m−eiA
)
R′
)
∈ KA (Xei+n) .
Hence,
Θx ◦ ιei+nei (S
′) ιei+nn
(
φn
(
〈w, y〉m−eiA
)
R′
)
◦Θ∗z ∈ KA (Xei+n+m+ei) = KA (Xm∨n) ,
and we conclude that
ιm∨nm (S)ι
m∨n
n (T ) ∈ KA (Xm∨n)
as required.
In particular, we are interested in the product system Z determined by the data
(E1, E2, χ). In this situation the previous result shows that Z is compactly aligned
provided the product of a compact operator on E1 and a compact operator on E2
is compact on E1 ⊗A E2.
Corollary 4.2.8. Let Z be the product system determined by E1, E2, and χ (as in
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Proposition 4.2.3). If
(S ⊗A idE2)
(
χ−1 ◦ (T ⊗A idE1) ◦ χ
)
∈ KA (E1 ⊗A E2)
for all S ∈ KA (E1), T ∈ KA (E2),
(4.10)
then Z is compactly aligned.
Proof. Since MZ(0,1),(1,0) = χ
−1,
ι
(1,1)
(1,0)(S)ι
(1,1)
(0,1)(T ) = (S ⊗A idE2)
(
χ−1 ◦ (T ⊗A idE1) ◦ χ
)
∈ KA (E1 ⊗A E2) = KA
(
Z(1,1)
)
for any S ∈ KA (E1) = KA
(
Z(1,0)
)
and T ∈ KA (E2) = KA
(
Z(0,1)
)
. The result now
follows from Proposition 4.2.7.
Remark 4.2.9. It would be interesting to see if, given a product system X over a
quasi-lattice ordered group (G,P ) with P generated by some set F , whether X being
compactly aligned is equivalent to having
ιp∨qp (S)ι
p∨q
q (T ) ∈ KA (Xp∨q)
whenever p, q ∈ F with p ∨ q < ∞ and S ∈ KA (Xp), T ∈ KA (Xq). We believe
that the technique used in proving Proposition 4.2.7 should still work when the
quasi-lattice ordered group (Zk,Nk) is replaced by an arbitrary right-angled Artin
group. We are not sure if it is possible to extend this result to arbitrary quasi-lattice
ordered groups.
Proposition 4.2.10. Let A be a C∗-algebra. Suppose E1 and E2 are Hilbert A-
bimodules, and χ : E1 ⊗A E2 → E2 ⊗A E1 is an A-bimodule isomorphism such
that (4.10) holds. Let X :=
⊔
n∈NE
⊗n
1 be the product system over N associated to
the Hilbert A-bimodule E1. Then there exists an injective ∗-homomorphism φNTX :
NT X → NT Z such that φNTX ◦ iX = iZ. Furthermore, there exists a Hilbert NT X-
module YNT1 such that
YNT1 = span
{
iZ(0,1)
(
Z(0,1)
)
φNTX (NT X)
}
(4.11)
and the NT X-valued inner-product on YNT1 satisfies
φNTX (〈y, w〉NT X) = y∗w for all y, w ∈ YNT1 . (4.12)
After identifying NT X with TE1, there exists a Hilbert TE1-module isomorphism
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ξ : E2 ⊗A TE1 → YNT1 such that
ξ(y ⊗A t) = iZ(0,1)(y)φ
NT
X (t) for each y ∈ E2 and t ∈ TE1. (4.13)
Proof. Since (4.10) holds, the product system determined by the data (E1, E2, χ)
is compactly aligned by Corollary 4.2.8. Thus, we can make use of the machinery
developed in Chapter 3. Since Z is amenable, Propositions 3.3.1 and 3.3.2 show
that there exists an injective ∗-homomorphism φNTX : NT X → NT Z such that
φNTX ◦ iX = iZ. Proposition 3.3.3 shows that there exists a Hilbert NT X-module
YNT1 satisfying (4.11) and (4.12). Hence, for any y, y
′ ∈ Z(0,1) = E2 and t, t′ ∈
NT X ∼= TE1 ,〈
iZ(0,1)(y)φ
NT
X (t),iZ(0,1)(y
′)φNTX (t
′)
〉
NT X
= φNTX
−1
(
φNTX (t)
∗iZ(0,1)(y)
∗iZ(0,1)(y
′)φNTX (t
′)
)
= φNTX
−1
(
φNTX (t)
∗iZ(0,0)
(
〈y, y′〉(0,1)A
)
φNTX (t
′)
)
= φNTX
−1
(
φNTX
(
t∗iX0
(
〈y, y′〉(0,1)A
)
t′
))
= t∗iX0
(
〈y, y′〉(0,1)A
)
t′
= 〈y ⊗A t, y′ ⊗A t′〉 .
Thus, there exists a well-defined inner-product preserving map ξ : E2⊗ATE1 → YNT1
satisfying (4.13). Since Z(0,1) = E2, it is clear that ξ is surjective, and so ξ is a Hilbert
TE1-module isomorphism.
After identifying E2 ⊗A TE1 with YNT1 ⊆ NT Z, we can apply our results from
Section 3.3 to show that each ψ(x) is adjointable and E2 ⊗A TE1 carries an action
of TE1 by adjointable operators.
Proposition 4.2.11. Let A be a C∗-algebra. Suppose E1 and E2 are Hilbert A-
bimodules, and χ : E1 ⊗A E2 → E2 ⊗A E1 is an A-bimodule isomorphism such
that (4.10) holds. Then there exists a ∗-homomorphism ΦNT1 : NT X → LNT X
(
YNT1
)
such that
ΦNT1 (b)(y) = φ
NT
X (b)y for each b ∈ NT X and y ∈ YNT1 . (4.14)
If ΦTE1 : TE1 → LTE1 (E2 ⊗A TE1) is the ∗-homomorphism defined by
ΦTE1 (b) := ξ−1 ◦ ΦNT1 (b) ◦ ξ for each b ∈ TE1 ∼= NT X,
then
ΦTE1 (iE1(x)) = ψ(x)
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for each x ∈ X1 = E1. In particular, each ψ(x) is an adjointable map on E2⊗A TE1
with
ψ(x)∗ = ΦTE1 (iE1(x))
∗ = ξ−1 ◦ ΦNT1 (iX1(x)∗) ◦ ξ.
Proof. Proposition 3.3.6 yields a ∗-homomorphism ΦNT1 : NT X → LNT X
(
YNT1
)
satisfying (4.14). Fix x ∈ E1. For y ∈ E2 and t ∈ TE1 ,(
ξ−1 ◦ ΦNT1 (iX1(x)) ◦ ξ
)
(y ⊗A t) =
(
ξ−1 ◦ ΦNT1 (iX1(x))
) (
iZ(0,1)(y)φ
NT
X (t)
)
= ξ−1
(
iZ(1,0)(x)iZ(0,1)(y)φ
NT
X (t)
)
= ξ−1
(
iZ(1,1)(xy)φ
NT
X (t)
)
.
(4.15)
Let
MZ(0,1),(1,0)(xy) = χ(x⊗A y) = lim
j→∞
nj∑
ij=1
uij ⊗A vij ∈ E2 ⊗A E1 = Z(0,1) ⊗A Z(1,0).
Then (4.15) is equal to
ξ−1
lim
j→∞
nj∑
ij=1
iZ(0,1)(uij)iZ(1,0)(vij)φ
NT
X (t)
= ξ−1
lim
j→∞
nj∑
ij=1
iZ(0,1)(uij)φ
NT
X
(
iX1(vij)t
)
= lim
j→∞
nj∑
ij=1
uij ⊗A iE1(vij)t
= (idE2 ⊗A abs)
(
χ⊗A idTE1
)
(x⊗A y ⊗A t)
= ψ(x)(y ⊗A t).
Since ξ−1 ◦ ΦNT1 (iX1(x)) ◦ ξ and ψ(x) are linear and continuous, we conclude that
ξ−1 ◦ ΦNT1 (iX1(x)) ◦ ξ = ψ(x).
We are now ready to prove ([13], Lemma 4.1) with relaxed hypotheses — we
will see that it is a special case of Theorem 3.3.17 for product systems over N2.
We do not assume that A is unital, that E1, E2 are full, or that the left actions of
A on E1 and E2 are faithful and nondegenerate. Our only assumption is that the
product system Z determined by E1. E2, and χ is compactly aligned (or equivalently
that (4.10) holds). This certainly occurs when E1 and E2 are finitely generated, so
our result generalises Deaconu’s. Note that by swapping E1 with E2 and using χ
−1
in place of χ, the arguments from above show that E1 ⊗A TE2 has the structure of
a Hilbert TE2-bimodule.
Theorem 4.2.12. Let A be a C∗-algebra. Suppose E1 and E2 are Hilbert A-
bimodules, and χ : E1 ⊗A E2 → E2 ⊗A E1 is an A-bimodule isomorphism such
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that (4.10) holds. Then
TE2⊗ATE1
∼= TE1⊗ATE2 .
Proof. By Propositions 4.2.10 and 4.2.11, E2 ⊗A TE1 and YNT1 are isomorphic as
Hilbert TE1 = NT X-bimodules. If YNT :=
⊔
n∈N
(
YNT1
)⊗n
, then Theorem 3.3.17
gives
TE2⊗ATE1
∼= TYNT1
∼= NT YNT ∼= NT Z.
By symmetry, TE1⊗ATE2 is also isomorphic to NT Z, which establishes the result.
Remark 4.2.13. In ([13], Remark 4.3), Deaconu considers the product system deter-
mined by E1, E2, and χ that we have denoted by Z. He claims that TE2⊗ATE1 and
TE1⊗ATE2 are isomorphic to the Toeplitz algebra of Z as defined by Fowler. Unfortu-
nately, it is not clear whether Deaconu is referring to what Fowler calls the Toeplitz
algebra of Z, i.e. the C∗-algebra generated by a universal representation of Z (as in
Definition 3.1.7), or the Nica–Toeplitz algebra of Z, i.e. the C∗-algebra generated
by a universal Nica covariant representation of Z — both are discussed by Fowler in
[24]. Deaconu’s choice of notation and the discussion in ([13], Remark 4.3) suggest
that he means the former; but Theorem 4.2.12 shows that the latter is in general
correct. Note that even under Deaconu’s hypotheses, the two C∗-algebras do not co-
incide. For example, if E1 = E2 = C, then Fowler’s Toeplitz algebra is the universal
C∗-algebra generated by two commuting, but not ∗-commuting isometries, which is
much larger than NT Z = T ⊗ T (where T is the classical Teoplitz algebra).
4.3 Extending the scalars to OE1
We now discuss how the scalars of E2 can be extended from A to OE1 . As before, the
balanced tensor product E2 ⊗A OE1 with respect to the injective ∗-homomorphism
jA : A → OE1 , gives a (right) Hilbert OE1-module. We must show that E2 ⊗A OE1
carries a left action of OE1 by adjointable operators. That is, there exists a homo-
morphism ΦOE1 : OE1 → LOE1 (E2 ⊗A OE1). Deaconu does not provide any details
on how to do this. One possible approach would be to exhibit a Cuntz–Pimsner
covariant Toeplitz representation of E1 in LOE1 (E2 ⊗A OE1) and then invoke the
universal property of OE1 . Our approach, which makes use of our results from Sec-
tion 3.4, is to identify E2 ⊗A OE1 with a subspace of NOZ that we already know
has the structure of a Hilbert OE1-bimodule.
Proposition 4.3.1. Let A be a C∗-algebra. Suppose E1 and E2 are Hilbert A-
bimodules, and χ : E1 ⊗A E2 → E2 ⊗A E1 is an A-bimodule isomorphism such
that (4.10) holds. Suppose that A acts faithfully on E1. Let X :=
⊔
n∈NE
⊗n
1 be
the product system over N associated to the Hilbert A-bimodule E1. Then there
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exists an injective ∗-homomorphism φNOX : NOX → NOZ such that φNOX ◦ jX = jZ.
Furthermore, there exists a Hilbert NOX-bimodule YNO1 such that
YNO1 = span
{
jZ(0,1)
(
Z(0,1)
)
φNOX (NOX)
}
(4.16)
and the NOX-valued inner-product on YNO1 satisfies
φNOX (〈y, w〉NOX) = y∗w for all y, w ∈ YNO1 . (4.17)
The left action of NOX on YNO1 by adjointable operators is implemented by a ∗-
homomorphism ΦNO1 : NOX → LNOX
(
YNO1
)
satisfying
ΦNOq (b)(y) = φ
NO
X (b)y for each b ∈ NOX and y ∈ YNO1 . (4.18)
After identifying NOX with OE1, there exists a Hilbert OE1-module isomorphism
ζ : E2 ⊗A OE1 → YNO1 such that
ζ(y ⊗A t) = iZ(0,1)(y)φ
NT
X (t) for each y ∈ E2 and t ∈ OE1. (4.19)
Thus E2 ⊗A OE1 can be equipped with a left action of OE1 ∼= NOX by defining a
∗-homomorphism ΦOE1 : OE1 → LOE1 (E2 ⊗A OE1) by
ΦOE1 (b) := ζ−1 ◦ ΦNO1 (b) ◦ ζ for each b ∈ OE1 ∼= NOX.
Proof. We begin by checking that the hypotheses of Proposition 3.4.3 are satisfied.
Since (4.10) holds, the product system determined by the data (E1, E2, χ) is com-
pactly aligned by Corollary 4.2.8. Since A acts faithfully on E1, A acts faithfully
on each tensor power of E1, and so on every fibre of X. Since the semigroup N2
satsfies (3.3) (as any bounded subset of N2 is finite), Proposition 3.1.43 implies that
φ̃(m,n) : A→ LA
(
Z̃(m,n)
)
is injective for each (m,n) ∈ N2. Thus, Proposition 3.4.3
gives a ∗-homomorphism φNOX : NOX → NOZ such that φNOX ◦ jX = jZ. Since Z is
amenable, Proposition 3.4.6 ensures that φNOX is injective.
The existence of a Hilbert NOX-bimodule YNO1 satisfying (4.16), (4.17), and
(4.18) is given by Proposition 3.4.8. Finally, almost exactly the same inner-product
calculation as in the proof of Proposition 4.2.10 shows that there exists a well-defined
Hilbert OE1-module isomorphism ζ : E2 ⊗A OE1 → YNO1 satisfying (4.19).
We are now ready to prove the first part of ([13], Lemma 4.1) with relaxed
hypotheses — it is a special case of Theorem 3.4.21 for product systems over N2.
Again, we significantly weaken Deaconu’s hypotheses. Our only assumptions are
that A acts faithfully and compactly on each of E1 and E2 (the latter is automatic
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when E1 and E2 are finitely generated).
Theorem 4.3.2. Let A be a C∗-algebra, E1 and E2 Hilbert A-bimodules, and χ :
E1 ⊗A E2 → E2 ⊗A E1 an A-bimodule isomorphism. Suppose that A acts faithfully
and compactly on E1 and E2. Then
OE2⊗AOE1
∼= OE1⊗AOE2 .
Proof. Since A acts compactly on E1 and E2, it follows from Proposition 2.1.22 that
A acts compactly on each fibre of Z. Thus, by Proposition 3.1.24, Z is compactly
aligned (equivalently (4.10) holds). Since A acts faithfully on E1, Proposition 4.3.1
shows that E2⊗AOE1 has the structure of a Hilbert OE1-bimodule, and is isomorphic
to YNO1 . Let Y
NO :=
⊔
n∈N
(
YNO1
)⊗n
. Since (Z,N) is directed, an application of
Theorem 3.4.21 shows that
OE2⊗AOE1
∼= OYNO1
∼= NOYNO ∼= NOZ.
By symmetry, E1⊗AOE2 has the structure of a Hilbert OE2-bimodule and OE1⊗AOE2
is also isomorphic to NOZ, which establishes the result.
We now prove the second part of ([13], Lemma 4.1) with relaxed hypotheses —
it is a special case of Theorem 3.5.10 for product systems over N2.
Theorem 4.3.3. Let A be a C∗-algebra, E1 and E2 Hilbert A-bimodules, and χ :
E1⊗AE2 → E2⊗AE1 an A-bimodule isomorphism. If A acts faithfully and compactly
on E2, then
OE2⊗ATE1
∼= TE1⊗AOE2 .
Proof. We begin by showing that the product system Z from Proposition 4.2.3 is
compactly aligned. Since A acts compactly on E2, Proposition 2.1.22 says that
S ⊗A idE2 ∈ KA(E1 ⊗A E2) for each S ∈ KA(E1). Hence, for any S ∈ KA(E1) and
T ∈ KA(E2),
(S ⊗A idE2)
(
χ−1 ◦ (T ⊗A idE1) ◦ χ
)
∈ KA (E1 ⊗A E2) ,
and so Corollary 4.2.8 shows that Z is compactly aligned.
Since Z is compactly aligned, Propositions 4.2.10 and 4.2.11 show that E2⊗ATE1
and YNT1 are isomorphic as Hilbert TE1-bimodules. If we define V :=
⊔
n∈NE
⊗n
2 ,
since A acts faithfully on E2, we can apply Proposition 4.3.1 (with the roles of E1
and E2 interchanged) to see that E1⊗AOE2 is isomorphic as a Hilbert OE2-bimodule
to
WNO1 = span
{
jZ(1,0)
(
Z(1,0)
)
φNOV (NOV)
}
⊆ NOZ,
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where φNOV : NOV → NOZ is the injective ∗-homomorphism satisfying φNOV ◦ jV =
jZ (see the introduction to Section 3.5 for the details).
We again use the fact that A acts compactly on E2, to see that A acts compactly
on Z(0,n) = E
⊗n
2 for each n ∈ N. By Theorem 3.5.10, we see that
OE2⊗ATE1
∼= OYNT1
∼= NOYNT ∼= NT WNO ∼= TWNO1
∼= TE1⊗AOE2 ,
where YNT :=
⊔
n∈N
(
YNT1
)⊗n
and WNO :=
⊔
n∈N
(
YNO1
)⊗n
.
Appendix A
A uniqueness theorem for
Nica–Toeplitz algebras
In this appendix we provide a proof of the uniqueness theorem for Nica–Toeplitz
algebras associated to compactly aligned product systems over quasi-lattice ordered
groups. The result gives a sufficient condition for the induced representation ψ∗ of a
Nica covariant representation ψ (on a Hilbert spaceH) to be faithful. This condition
basically says that the ranges of all the operators {ψp(x) : x ∈ Xp, p ∈ P \ {e}}
should leave enough room in H for A to act faithfully. When A acts by compacts
on each fibre of X, this condition is also necessary. The proof is strongly based on
that of ([24], Theorem 7.2). However, unlike in Fowler’s original paper on product
systems of Hilbert bimodules, we choose not to view the Nica–Toeplitz algebra as a
subalgebra of a twisted semigroup crossed product. Moreover, we also remove the
hypothesis that each fibre of the product system is essential (i.e. we do not require
that Xp = span{φp(A)Xp} for each p ∈ P ).
The first part of the proof shows that averaging over the canonical gauge coaction
δX gives an expectation EδX of NT X onto the generalised fixed-point algebra NT
δX
X .
Proposition A.1 ([55], Lemma 1.3). Let (G,P ) be a quasi-lattice ordered group and
X a compactly aligned product system over P with coefficient algebra A. Then there
exists a positive linear map EδX : NT X → NT
δX
X defined by EδX := (idNT X⊗ρ)◦δX,
where ρ : C∗(G)→ C is the canonical trace.
Remark A.2. For any p, q ∈ P and x ∈ Xp, y ∈ Xq, we have
EδX
(
iXp(x)iXq(y)
∗) = (idNT X ⊗ ρ) (δX (iXp(x)iXq(y)∗))
= (idNT X ⊗ ρ)
(
iXp(x)iXq(y)
∗ ⊗ iG
(
pq−1
))
= δpq−1,eiXp(x)iXq(y)
∗
= δp,qiXp(x)iXq(y)
∗.
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Remark A.3. We are particularly interested in the situation where the expectation
EδX of Proposition A.1 is faithful on positive elements, i.e. EδX(b
∗b) = 0⇒ b = 0 for
any b ∈ NT X. Inspired by Definition 7.1 of [24], we say that a compactly aligned
product system X is amenable if EδX is faithful on positive elements. The argument
of ([39], Lemma 6.5) shows that if G is an amenable group, then X is automatically
amenable.
The main step in the proof of the uniqueness theorem is to show that this
expectation is also implemented spatially, i.e. there is a compatible expectation Eψ
of ψ∗(NT X) onto ψ∗(NT δXX ). To get this compatible expectation we need to be able
to calculate the norms of elements of ψ∗(NT δXX ). To do this we will make use of the
following well-known fact about operators on Hilbert spaces.
Proposition A.4. Let H be a Hilbert space. Suppose T ∈ B(H) and P1, . . . , Pn ∈
B(H) are mutually orthogonal projections that commute with T and satisfy∑n
i=1 Pi = idH. Then
‖T‖B(H) = max
{
‖PiT‖B(H) : 1 ≤ i ≤ n
}
.
We now work towards showing that there exists a collection of mutually orthog-
onal projections in B(H) that decompose the identity and commute with everything
in ψ∗(NT δXX ). Firstly, we fix some notation.
Definition A.5. Let (G,P ) be a quasi-lattice ordered group and X a compactly
aligned product system over P with coefficient algebra A. Let ψ : X → B(H) be a
Nica covariant representation of X on a Hilbert space H (see Definition 3.1.21). We
define a collection {Pψp : p ∈ P} of projections in B(H) by Pψe := idH, Pψ∞ := 0, and
Pψp := projψp(Xp)H for each p ∈ P \ {e}.
We now show that the ∗-homomorphism ψ(p) : KA(Xp) → B(H) (see Re-
mark 3.1.10) has a canonical extension to all of LA(Xp) (for each p ∈ P ), and
establish some properties of this extension.
Proposition A.6. Let (G,P ) be a quasi-lattice ordered group and X a compactly
aligned product system over P with coefficient algebra A. Let ψ : X → B(H) be a
Nica covariant representation of X on a Hilbert space H. Then
(i) For each p ∈ P , there exists a representation ρψp : LA (Xp)→ B(H) such that
for each S ∈ LA(Xp)
ρψp (S) (ψp(x)h) = ψp(Sx)h for each x ∈ Xp, h ∈ H
and ρψp (S) is zero on (ψp (Xp)H)
⊥.
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(ii) ρψp |KA(Xp) = ψ(p).
(iii) For any q ∈ P ,
ρψq (ι
q
e(a)) = ρ
ψ
e (a)P
ψ
q
for any a ∈ A ∼= KA(Xe). Furthermore, if p ∈ P \ {e}, then
ρψpq
(
ιpqp (S)
)
= ρψp (S)P
ψ
pq
for any and S ∈ LA(Xp).
(iv) If K ⊆ H is a ψe-invariant subsace of H, then the subspace M := ψp (Xp)K
is ρψp -invariant. Furthermore, if ψe|K is faithful, then ρψp |M is also faithful.
Proof. Observe that for any p ∈ P and x, y ∈ Xp and h, k ∈ H, we have
〈ψp(x)h, ψp(y)k〉C = 〈h, ψp(x)∗ψp(y)k〉C = 〈h, ψe (〈x, y〉A) k〉C
= 〈x⊗A h, y ⊗A k〉C.
(A.1)
Thus, there exists a linear isometry U : Xp ⊗A H → H such that
U (x⊗A h) = ψp(x)h
for each x ∈ Xp, h ∈ H. Equation (A.1) shows that U∗ (ψp(x)h) = x⊗A h for each
x ∈ Xp and h ∈ H. We claim that U∗|(ψp(Xp)H)⊥ = 0. To see this, observe that for
any f ∈ (ψp (Xp)H)⊥ and y ∈ Xp, h ∈ H we have
〈U(y ⊗A k), f〉C = 〈ψp(y)k, f〉C = 0,
and hence U∗(f) = 0. Since
Xp ⊗A H = (Xp · A)⊗A H = Xp ⊗A ψe(A)H,
we may assume that the representation ψe is nondegenerate without loss of gener-
ality. With this in mind, define ρψp : LA(Xp)→ B(H) by
ρψp (S) := U ◦
(
Xp-Ind
LA(Xp)
A ψe(S)
)
◦ U∗
for each S ∈ LA (Xp). Thus, for each S ∈ LA (Xp), ρψp (S)|(ψp(Xp)H)⊥ = 0, whilst for
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any x ∈ Xp and h ∈ H we have
ρψp (S)(ψp(x)h) =
(
U ◦
(
Xp-Ind
LA(Xp)
A ψe(S)
)
◦ U∗
)
(ψp(x)h)
=
(
U ◦
(
Xp-Ind
LA(Xp)
A ψe(S)
))
(x⊗A h)
= U (Sx⊗A h)
= ψp(Sx)h.
This completes the proof of part (i).
Since both ψ(p) and ρψp are ∗-homomorphisms, to prove (ii) it suffices to show
that ψ(p) and ρψp agree on rank one operators. Fix x, y ∈ Xp. Firstly, we check that
ψ(p) (Θx,y) and ρ
ψ
p (Θx,y) agree on ψp (Xp)H. For any z ∈ Xp and h ∈ H, we have
ρψp (Θx,y) (ψp(z)h) = ψp (Θx,y(z))h = ψp (x · 〈y, z〉A)h
= ψp(x)ψp(y)
∗ψp(z)h = ψ
(p) (Θx,y) (ψp(z)h) .
Since both ψ(p) (Θx,y) and ρ
ψ
p (Θx,y) are linear and continuous, we conclude that
they agree on ψp (Xp)H. It remains to check that ψ(p) (Θx,y) and ρψp (Θx,y) agree on
(ψp (Xp)H)⊥. By part (i), we know that ψ(p) (Θx,y) |(ψp(Xp)H)⊥ = 0. Since〈
ψ(p) (Θx,y)h, k
〉
C = 〈ψp(x)ψp(y)
∗h, k〉C = 〈h, ψp(y)ψp(x)∗k〉C = 0
for any h ∈ (ψp (Xp)H)⊥, k ∈ H, we conclude that ψ(p)(Θx,y)(ψp(Xp)H)⊥ = 0 as well.
This completes the proof of part (ii).
We now prove part (iii). Let q ∈ P and a ∈ A. If q = e, then Pψq = idH, and so
ρψe (a)Pq = ρ
ψ
e (a) = ρ
ψ
e (ι
e
e(a)) = ρ
ψ
e (ι
q
e(a)) .
On the other hand, if q 6= e, then Pψq = projψq(Xq)H. Hence, both ρ
ψ
e (a)Pq and
ρψe (ι
q
e(a)) are zero on (ψq (Xq)H)
⊥. Since ρψq (ι
q
e(a)) and ρ
ψ
e (a)P
ψ
q are linear and
continuous, whilst
ρψq (ι
q
e(a)) (ψq(x)h) = ψq (ι
q
e(a)x)h = ψq (a · x)h
= ρψe (a) (ψq(x)h) = ρ
ψ
e (a)P
ψ
q (ψq(x)h)
for any x ∈ Xq, h ∈ H, we conclude see that ρψq (ιqe(a)) and ρψe (a)Pψq also agree on
ψq (Xq)H. Thus, ρψq (ιqe(a)) = ρψe (a)Pψq .
Now fix p ∈ P \ {e} and S ∈ LA (Xp). Since pq 6= e, both ρψpq
(
ιpqp (S)
)
and
ρψp (S)P
ψ
pq are zero on the orthogonal complement (ψpq (Xpq)H)
⊥. Observe that for
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any x ∈ Xp, y ∈ Xq, and h ∈ H, we have
ρψpq
(
ιpqp (S)
)
(ψpq(xy)h) = ψpq
(
ιpqp (S)(xy)
)
h = ψpq ((Sx)y)h
= ψp(Sx)ψq(y)h
= ρψp (S) (ψp(x)ψq(y)h)
= ρψp (S) (ψpq(xy)h)
= ρψp (S)P
ψ
pq (ψpq(xy)h) .
Since ψpq (Xpq)H = ψp (Xp)ψq (Xq)H, whilst ρψpq
(
ιpqp (S)
)
and ρψp (S)P
ψ
pq are lin-
ear and continuous, we conclude that ρψpq
(
ιpqp (S)
)
and ρψp (S)P
ψ
pq are also equal on
ψpq (Xpq)H.
Finally, we prove part (iv). Firstly, observe that M is ρψp invariant, since
ρψp (S) (ψp(x)k) = ψp(Sx)k ∈ M for any S ∈ LA (Xp), x ∈ Xp, and k ∈ K . Now
suppose that ψe|K is faithful. Since LA (Xp) acts faithfully on Xp, the induced rep-
resentation Xp-Ind
LA(Xp)
A (ψe|K) : LA (Xp)→ B (Xp ⊗A K) is faithful by ([61], Corol-
lary 2.74). Since U implements a unitary equivalence between Xp-Ind
LA(Xp)
A (ψe|K)
and ρψp |M, and unitary equivalence preserves the faithfulness of representations, we
conclude that ρψp |M is faithful.
We will use the projections defined in Definition A.5 to construct a collection of
mutually orthogonal projections in B(H) that decompose the identity and commute
with everything in ψ∗(NT δXX ). Before we do this, we need to know what the product
of projections in {Pψp : p ∈ P} look like.
Proposition A.7. Let (G,P ) be a quasi-lattice ordered group and X a compactly
aligned product system over P with coefficient algebra A. Let ψ : X → B(H) be a
Nica covariant representation of X on a Hilbert space H. Then for each p, q ∈ P ,
Pψp P
ψ
q = P
ψ
p∨q.
In particular, the projections {Pψp : p ∈ P} commute.
Proof. Firstly, observe that part (i) of Proposition A.6 implies that Pψp = ρ
ψ
p
(
idXp
)
for any p ∈ P \ {e}.
Next, we show that if p ∈ P and (ei)i∈I is the canonical approximate identity
for the C∗-algebra KA(Xp), then
(i) limi∈I(eix) = x for each x ∈ Xp;
(ii) limi∈I
(
ρψp (ei)
)
= ρψp
(
idXp
)
(converging in the strong operator topology).
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To see (i), fix x ∈ Xp and ε > 0. Choose x′ ∈ Xp so that x = x′ · 〈x′, x′〉A by
the Hewitt–Cohen–Blanchard factorisation theorem. Choose i ∈ I such that for all
j ≥ i,
‖ejΘx′,x′ −Θx′,x′‖KA(Xp) <
ε
‖x′‖Xp + 1
.
Thus, for all j ≥ i, we have
‖ejx− x‖Xp = ‖ejx
′ · 〈x′, x′〉A − x′ · 〈x′, x′〉A‖Xp = ‖(ejΘx′,x′ −Θx′,x′)x
′‖Xp
≤ ‖ejΘx′,x′ −Θx′,x′‖KA(Xp) ‖x
′‖Xp
< ε.
Since ε > 0 was arbitrary, we conclude that limi∈I(eix) = x for each x ∈ Xp.
We now move on to proving (ii). Fix h ∈ H and ε > 0. If h ∈ (ψp(Xp)H)⊥,
then
ρψp (ei)h = 0 = ρ
ψ
p
(
idXp
)
h
for each i ∈ I. Thus, limi∈I
∥∥ρψp (ei)h− ρψp (idXp)h∥∥H = 0. On the other hand, if
h ∈ ψp(Xp)H, then we can choose x1, . . . , xn ∈ Xp and h1, . . . , hn ∈ H such that∥∥∥∥h− n∑
i=1
ψp(xi)hi
∥∥∥∥
H
<
ε
4
.
Since ‖ei‖KA(Xp) ≤ 1 for each i ∈ I and ρ
ψ
p is norm-decreasing, we see that∥∥∥∥ρψp (ei − idXp)(h− n∑
i=1
ψp(xi)hi
)∥∥∥∥
H
≤
∥∥ρψp (ei − idXp)∥∥B(H)
∥∥∥∥h− n∑
i=1
ψp(xi)hi
∥∥∥∥
H
≤
∥∥ei − idXp∥∥KA(Xp)
∥∥∥∥h− n∑
i=1
ψp(xi)hi
∥∥∥∥
H
≤ 2
∥∥∥∥h− n∑
i=1
ψp(xi)hi
∥∥∥∥
H
<
ε
2
.
By (i), for each 1 ≤ i ≤ n, we can choose ji ∈ I such that whenever k ≥ ji,
‖ekxi − xi‖Xp <
ε
2n (max1≤i≤n ‖hi‖H + 1)
.
As I is directed, we can choose m ∈ I such that m ≥ ji for each 1 ≤ i ≤ n. Since
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ψp is norm-decreasing by Proposition 3.1.9, we see that for any k ≥ m,∥∥∥∥ρψp (ek − idXp)( n∑
i=1
ψp(xi)hi
)∥∥∥∥
H
=
∥∥∥∥ n∑
i=1
ψp
((
ek − idXp
)
x
)
hi
∥∥∥∥
H
≤
n∑
i=1
∥∥ψp ((ek − idXp)x)∥∥B(H) ‖hi‖H
≤
n∑
i=1
∥∥(ek − idXp)x∥∥Xp ‖hi‖H
<
n∑
i=1
ε ‖hi‖H
2n (max1≤i≤n ‖hi‖H + 1)
≤ ε
2
.
Thus, for each k ≥ m,
∥∥ρψp (ek)h− ρψp (idXp)h∥∥H
=
∥∥ρψp (ek − idXp)h∥∥H
≤
∥∥∥∥ρψp (ek − idXp)(h− n∑
i=1
ψp(xi)hi
)∥∥∥∥
H
+
∥∥∥∥ρψp (ek − idXp)( n∑
i=1
ψp(xi)hi
)∥∥∥∥
H
< ε.
Since ε > 0 was arbitrary, we conclude that limi∈I
∥∥ρψp (ei)h− ρψp (idXp)h∥∥H = 0 for
each h ∈ H. Thus, limi∈I ρψp (ei) = ρψp
(
idXp
)
in the strong operator topology.
Finally, we are ready to prove that Pψp P
ψ
q = P
ψ
p∨q for every p, q ∈ P . Since
Pψe = idH, the result is trivial when p = e or q = e. Thus, we may as well suppose
that p, q 6= e. Let (ei)i∈I and (fj)j∈J be the canonical approximate identities for
KA(Xp) and KA(Xq) respectively. Then for any i ∈ I and j ∈ J , Proposition A.6
and the Nica covariance of ψ tells us that
ρψp (ei)ρ
ψ
q (fj) = ψ
(p)(ei)ψ
(q)(fj) =
ψ(p∨q)
(
ιp∨qp (ei)ι
p∨q
q (fj)
)
if p ∨ q <∞
0 otherwise
=
ρ
ψ
p∨q
(
ιp∨qp (ei)ι
p∨q
q (fj)
)
if p ∨ q <∞
0 otherwise
=
ρ
ψ
p∨q
(
ιp∨qp (ei)
)
ρψp∨q
(
ιp∨qq (fj)
)
if p ∨ q <∞
0 otherwise
=
ρψp (ei)P
ψ
p∨qρ
ψ
q (fj)P
ψ
p∨q if p ∨ q <∞
0 otherwise.
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Hence, by (ii), we have
Pψp P
ψ
q = ρ
ψ
p
(
idXp
)
ρψq
(
idXq
)
=
ρψp
(
idXp
)
Pψp∨qρ
ψ
q
(
idXq
)
Pψp∨q if p ∨ q <∞
0 otherwise
=
ρ
ψ
p∨q
(
ιp∨qp
(
idXp
))
ρψp∨q
(
ιp∨qq
(
idXq
))
if p ∨ q <∞
0 otherwise
=
ρ
ψ
p∨q
(
ιp∨qp
(
idXp
)
ιp∨qq
(
idXq
))
if p ∨ q <∞
0 otherwise
=
ρ
ψ
p∨q
(
idXp∨q
)
if p ∨ q <∞
0 otherwise
=
P
ψ
p∨q if p ∨ q <∞
0 otherwise.
Thus, Pψp P
ψ
q = P
ψ
p∨q for each p, q ∈ P .
For the next definition, recall Remark 3.1.15 — given a quasi-lattice ordered
group (G,P ), and a finite set C ⊆ P , we define
∨
C to be the least upper bound of
C (with the convention that
∨
∅ = e).
Definition A.8. Let (G,P ) be a quasi-lattice ordered group and X a compactly
aligned product system over P with coefficient algebra A. Let ψ : X → B(H) be a
Nica covariant representation of X on a Hilbert space H. Let F ⊆ P be finite. For
each C ⊆ F , define
QψC,F := P
ψ∨
C
∏
p∈F\C
(
idH − Pψp
)
,
where, by convention, the product over the empty set is idH.
Whilst we have defined the projections QψC,F , for every subset C of F , we are
particularly interested in the projections corresponding to so called initial segments
of F .
Definition A.9. Let (G,P ) be a quasi-lattice ordered group. Fix a finite set F ⊆
P . We say that a subset C ⊆ F is an initial segment of F if
∨
C < ∞ and
C = {t ∈ F : t ≤
∨
C}.
The next result shows how the projections {QψC,F : C is an initial segment of F}
and {Pψp : p ∈ P} interact with the operators {ψp(x) : p ∈ P, x ∈ Xp}.
Lemma A.10. Let (G,P ) be a quasi-lattice ordered group and X a compactly aligned
product system over P with coefficient algebra A. Let ψ : X → B(H) be a Nica
covariant representation of X on a Hilbert space H.
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(i) Let p, q ∈ P and x ∈ Xp. Then
Pψq ψp(x) =
ψp(x)P
ψ
p−1(p∨q) if p ∨ q <∞
0 otherwise.
(ii) If F ⊆ P is finite and p ∈ F , then
QψC,Fψp(x) =
Q
ψ
C,Fψp(x)P
ψ
p−1(
∨
C) if p ≤
∨
C
0 otherwise
for any initial segment C of F .
Proof. Fix p, q ∈ P and x ∈ Xp. If p ∨ q =∞, then Lemma 3.1.22 tells us that for
any y ∈ Xq, we have ψq(y)∗ψp(x) = 0. Hence, for any h, g ∈ H, it follows that
〈ψq(y)h, ψp(x)g〉C = 〈h, ψq(y)∗ψp(x)g〉C = 0.
Thus, ψp(Xp)H ⊆ (ψq(Xq)H)⊥, and so Pψq ψp(x) = 0.
Now suppose that p ∨ q <∞. If p = p ∨ q, then p ≥ q, and so
Pψq ψp(x) = ψp(x) = ψp(x)P
ψ
e = ψp(x)P
ψ
p−1(p∨q).
If p 6= p ∨ q, then for any y ∈ Xp−1(p∨q), h ∈ H, we have
ψp(x)P
ψ
p−1(p∨q)ψp−1(p∨q)(y)h = ψp(x)ψp−1(p∨q)(y)h = ψp∨q(xy)h
= Pψq ψp∨q(xy)h
= Pψq ψp(x)ψp−1(p∨q)(y)h.
Consequently, ψp(x)P
ψ
p−1(p∨q) and P
ψ
q ψp(x) agree on ψp−1(p∨q)(Xp−1(p∨q))H. It re-
mains to check that they agree on the complement
(
ψp−1(p∨q)(Xp−1(p∨q))H
)⊥
. Let
f ∈
(
ψp−1(p∨q)(Xp−1(p∨q))H
)⊥
. We need to show that Pψq ψp(x)f = 0. It suffices to
show that ψp(x)f ∈ (ψq(Xq)H)⊥: for any y ∈ Xq and h ∈ H, we have
〈ψp(x)f, ψq(y)h〉C = 〈f, ψp(x)∗ψq(y)h〉C
∈
〈
f, span{ψp−1(p∨q)(Xp−1(p∨q))ψq−1(p∨q)(Xq−1(p∨q))∗}
〉
C
⊆
〈
f, ψp−1(p∨q)(Xp−1(p∨q))H
〉
C
= {0}.
This completes the proof of (i).
We now prove part (ii). Fix a finite set F ⊆ P with p ∈ F . Let C be an initial
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segment of F . If p ≤
∨
C, then p ∨ (
∨
C) =
∨
C <∞. By part (i) it follows that
QψC,Fψp(x) = Q
ψ
C,FP
ψ∨
Cψp(x) = Q
ψ
C,Fψp(x)P
ψ
p−1(p∨(
∨
C)) = Q
ψ
C,Fψp(x)P
ψ
p−1(
∨
C).
On the other hand, suppose that p 6≤
∨
C. Since p ∈ F , this implies that C 6= F .
Moreover, since C is an initial segment of F , this forces p ∈ F \ C. Therefore,
QψC,Fψp(x) = Q
ψ
C,F
(
idH − Pψp
)
ψp(x) = 0.
This completes the proof of part (ii).
Using the previous result we can show that the projections {Pψp : p ∈ P} and
{QψC,F : C ⊆ F} commute with every element of ψ∗(NT
δX
X ).
Proposition A.11. For any q ∈ P , the projection Pψq commutes with every element
of ψ∗(NT δXX ). In particular, if F ⊆ P is finite and C ⊆ F , then Q
ψ
C,F commutes
with every element of ψ∗(NT δXX ).
Proof. Since ψ∗(NT δXX ) = span{ψp(Xp)ψp(Xp)∗}, it suffices to show that
Pψq ψp(x)ψp(y)
∗ = ψp(x)ψp(y)
∗Pψq
for each x, y ∈ Xp. Via two applications of Lemma A.10, we see that
Pψq ψp(x)ψp(y)
∗ =
ψp(x)P
ψ
p−1(p∨q)ψp(y)
∗ if p ∨ q <∞
0 otherwise
=
ψp(x)
(
ψp(y)P
ψ
p−1(p∨q)
)∗
if p ∨ q <∞
0 otherwise
= ψp(x)
(
Pψq ψp(y)
)∗
= ψp(x)ψp(y)
∗Pψq ,
as required.
We now show that the projections {QψC,F : C is an initial segment of F} are
mutually orthogonal and decompose the identity operator on H.
Proposition A.12. Let (G,P ) be a quasi-lattice ordered group and X a compactly
aligned product system over P with coefficient algebra A. Let ψ : X → B(H) be a
Nica covariant representation of X. Let F ⊆ P be finite. Then
(i) if C ⊆ F is not an initial segment of F , then QψC,F = 0;
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(ii) {QψC,F : C ⊆ F is an initial segment of F} is a decomposition of the identity
on H into mutually orthogonal projections.
Proof. Suppose C ⊆ F is not an initial segment of F . If
∨
C =∞, then
QψC,F = Q
ψ
C,FP
ψ∨
C = Q
ψ
C,FP
ψ
∞ = 0.
Alternatively,
∨
C < ∞ and C 6= {t ∈ F : t ≤
∨
C}. Thus, C 6= F . Choose
t ∈ F \ C with t ≤
∨
C. Since t ∨ (
∨
C) =
∨
C, we see that
QψC,F = Q
ψ
C,FP
ψ∨
C(idH − P
ψ
t ) = Q
ψ
C,F
(
Pψ∨C − Pψ∨CPψt
)
= QψC,F
(
Pψ∨C − Pψt∨(∨C)
)
= QψC,F
(
Pψ∨C − Pψ∨C
)
= 0.
Thus, QψC,F = 0, which proves part (i).
We now prove part (ii). Since QψC,F = 0 whenever C is not an initial segment of
F , it suffices to show that {QψC,F : C ⊆ F} is a decomposition of the identity into
mutually orthogonal projections. Firstly, we show orthogonality. Suppose C,D ⊆ F
are distinct. Without loss of generality, we may assume that D\C 6= ∅. Thus, C 6= F
and we can choose t ∈ D \ C. Since t ∨ (
∨
D) =
∨
D, we have
QψC,FQ
ψ
D,F = Q
ψ
C,FP
ψ∨
C
(
idH − Pψt
)
Pψ∨DQψD,F
= QψC,F
(
Pψ∨C − Pψt∨(∨C)
)
Pψ∨DQψD,F
= QψC,F
(
Pψ(∨C)∨(∨D) − Pψt∨(∨C)∨(∨D)
)
QψD,F
= QψC,F
(
Pψ(
∨
C)∨(
∨
D) − P
ψ
(
∨
C)∨(
∨
D)
)
QψD,F
= 0.
It remains to check that
∑
C⊆F Q
ψ
C,F = idH. To prove this, we will use induction on
|F |. When |F | = 0 we have∑
C⊆F
QψC,F = Q
ψ
∅,∅ = P
ψ∨
∅ = P
ψ
e = idH.
Now let n ≥ 0 and suppose that
∑
C⊆F Q
ψ
C,F = idH whenever F ⊆ P and |F | = n.
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Fix F ′ ⊆ P with |F ′| = n+ 1. Then, for any y ∈ F ′, we have∑
C⊆F ′
QψC,F ′ =
∑
C⊆F ′, y∈C
QψC,F ′ +
∑
C⊆F ′, y 6∈C
QψC,F ′
=
∑
C⊆F ′, y∈C
Pψ∨C
∏
p∈F ′\C
(
idH − Pψp
)
+
∑
C⊆F ′, y 6∈C
Pψ∨C
∏
p∈F ′\C
(
idH − Pψp
)
=
∑
C⊆F ′\{y}
Pψ∨(C∪{y})
∏
p∈(F ′\{y})\C
(
idH − Pψp
)
+
∑
C⊆F ′\{y}
Pψ∨C
∏
p∈(F ′\{y})\C
(
idH − Pψp
) (
idH − Pψy
)
=
∑
C⊆F ′\{y}
Pψ∨CPψy
∏
p∈(F ′\{y})\C
(
idH − Pψp
)
+
∑
C⊆F ′\{y}
Pψ∨C
∏
p∈(F ′\{y})\C
(idH − Pψp )(idH − Pψy )
=
(
Pψy +
(
idH − Pψy
)) ∑
C⊆F ′\{y}
Pψ∨C
∏
p∈(F ′\{y})\C
(
idH − Pψp
)
=
∑
C⊆F ′\{y}
Pψ∨C
∏
p∈(F ′\{y})\C
(
idH − Pψp
)
=
∑
C⊆F ′\{y}
QψC,F ′\{y}
= idH,
where the last equality follows from applying the inductive hypothesis to F ′\{y}.
Putting these results together we get an expression for the norm of an element
in ψ∗(NT δXX ) that doesn’t depend on the representation ψ.
Lemma A.13. Let (G,P ) be a quasi-lattice ordered group and X a compactly aligned
product sytem over P with coefficient algebra A. Let ψ : X → B(H) be a Nica
covariant representation of X on a Hilbert space H. Then for any finite sum Z :=∑
k ψpk(xk)ψpk(yk)
∗ ∈ ψ∗(NT δXX ), we have
‖Z‖B(H) =max
{∥∥∥∥QψC,Fρψ∨C(∑
k
ι
∨
C
pk
(Θxk,yk)
)∥∥∥∥
B(H)
:C is an initial segment of F
}
for any finite set F ⊆ P containing each pk. Furthermore, if for any finite set
K ⊆ P \ {e}, the representation
A 3 a 7→ ψe(a)
∏
t∈K
(
idH − Pψt
)
∈ B(H)
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is faithful, then
‖Z‖B(H) = max
{∥∥∥∥∑
k
ι
∨
C
pk
(Θxk,yk)
∥∥∥∥
LA(X∨C)
: C is an initial segment of F
}
.
Proof. Let F be a finite subset of P containing each pk. Since Q
ψ
C,F commutes with
Z for each C ⊆ F (by Proposition A.11) and {QψC,F : C is an initial segment of F}
is an orthogonal decomposition of the identity, Proposition A.4 tells us that
‖Z‖B(H) = max
{∥∥∥QψC,FZ∥∥∥B(H) : C is an initial segment of F
}
.
However, for any initial segment C of F , we see that
QψC,FZ = Q
ψ
C,F
∑
k
ψpk(xk)ψpk(yk)
∗
= QψC,F
∑
k:pk≤
∨
C
ψpk(xk)ψpk(yk)
∗Pψ∨C
by Lemma A.10 and Proposition A.11
= QψC,F
∑
k:pk≤
∨
C
ρψpk (Θxk,yk)P
ψ∨
C
= QψC,F
∑
k:pk≤
∨
C
ρψ∨C (ι∨Cpk (Θxk,yk))
= QψC,Fρ
ψ∨
C
(∑
k
ι
∨
C
pk
(Θxk,yk)
)
.
Now suppose that for any finite set K ⊆ P \ {e}, the representation
A 3 a 7→ ψe(a)
∏
t∈K
(
idH − Pψt
)
∈ B(H)
is faithful. To complete the proof we will show that the representation
LA
(
X∨C) 3 T 7→ QψC,Fρψ∨C(T ) ∈ B(H)
is faithful, and hence
‖Z‖B(H) = max
{∥∥∥QψC,FZ∥∥∥B(H) : C is an initial segment of F
}
= max
{∥∥∥∥QψC,Fρψ∨C(∑
k
ι
∨
C
pk
(Θxk,yk)
)∥∥∥∥
B(H)
:C is an initial segment of F
}
= max
{∥∥∥∥∑
k
ι
∨
C
pk
(Θxk,yk)
∥∥∥∥
LA(X∨C)
: C is an initial segment of F
}
.
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Let K :=
∏
{t∈F\C:t∨(
∨
C)<∞}
(
idH − Pψ(∨C)−1(t∨(∨C))
)
H. Since ψe(a)Pψp = Pψp ψe(a),
for each a ∈ A and p ∈ P , by Lemma A.10, we see that K is a ψe-invariant subspace
of H. As C is an initial segment of F , if t ∈ F \ C with t ∨ (
∨
C) < ∞, then
t 6≤
∨
C, and so (
∨
C)−1 (t ∨ (
∨
C)) 6= e. Thus, ψe|K is faithful. Therefore, by
Proposition A.6 it follows thatM := ψ∨C(X∨C)K is a ρψ∨C-invariant subspace and
ρψ∨C |M is faithful. To show that LA(X∨C) 3 T 7→ QψC,Fρψ∨C(T ) ∈ B(H) is faithful,
it remains to check that M⊆ QψC,FH. Lemma A.10 tells us that for any x ∈ X∨C ,
we have
QψC,Fψ
∨
C(x) = P
ψ∨
C
∏
t∈F\C
(
idH − Pψt
)
ψ∨C(x)
= ψ∨C(x) ∏
t∈F\C,
t∨(
∨
C)<∞
(
idH − Pψ(∨C)−1(t∨(∨C))
)
.
Therefore, QψC,F is the identity on
ψ∨C(X∨C) ∏
t∈F\C,
t∨(
∨
C)<∞
(
idH − Pψ(∨C)−1(t∨(∨C))
)
H = ψ∨C (X∨C)K =M,
and so M⊆ QψC,FH.
Now that we have an expression for the norm of elements in ψ∗(NT δXX ), we are
ready to show that the expectation EδX can be implemented spatially.
Proposition A.14. Let (G,P ) be a quasi-lattice ordered group and X a compactly
aligned product system over P with coefficient algebra A. Let ψ : X → B(H) be a
Nica covariant representation of X on a Hilbert space H. Suppose that for any finite
set K ⊆ P \ {e}, the representation
A 3 a 7→ ψe(a)
∏
t∈K
(
idH − Pψt
)
∈ B(H)
is faithful. Then
(i) ψ∗|NT δXX is faithful; and
(ii) there exists a linear map Eψ : ψ∗ (NT X)→ ψ∗(NT δXX ) such that
Eψ ◦ ψ∗ = ψ∗ ◦ EδX .
Proof. Firstly, we prove that ψ∗|NT δXX is faithful. Fix a finite sum Z :=∑
k iXpk (xk)iXpk (yk)
∗ ∈ NT δXX . Let σ : NT X → B(H′) be a faithful representa-
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tion. Thus, σ ◦ iX is a Nica covariant representation of X on H′. For any finite set
F ⊆ P containing each pk, two applications of Lemma A.13 tell us that
‖Z‖NT X = ‖σ(Z)‖B(H′) =
∥∥∥∥∑
k
(σ ◦ iX)pk(xk)(σ ◦ iX)pk(yk)∗
∥∥∥∥
B(H′)
= max
{∥∥∥∥Qσ◦iXC,F ρσ◦iX∨C (∑
k
ι
∨
C
pk
(Θxk,yk)
)∥∥∥∥
B(H′)
: C is an initial segment of F
}
≤ max
{∥∥∥∥∑
k
ι
∨
C
pk
(Θxk,yk)
∥∥∥∥
LA(X∨C)
: C is an initial segment of F
}
=
∥∥∥∥∑
k
ψpk(xk)ψpk(yk)
∗
∥∥∥∥
B(H)
= ‖ψ∗(Z)‖B(H) ,
where we used the fact that each Qσ◦iXC,F is a projection and each ∗-homomorphism
ρσ◦iX∨C is norm-decreasing. Thus, ψ∗|NT δXX is faithful.
Next we prove part (ii). We first show that for any finite sum
∑
k ψpk(xk)ψqk(yk)
∗
we have ∥∥∥∥ ∑
k:pk=qk
ψpk(xk)ψpk(yk)
∗
∥∥∥∥
B(H)
≤
∥∥∥∥∑
k
ψpk(xk)ψqk(yk)
∗
∥∥∥∥
B(H)
. (A.2)
Let F ⊆ P be the finite set consisting of each pk, qk. By Lemma A.13, there exists
an initial segment C of F such that∥∥∥∥ ∑
k:pk=qk
ψpk(xk)ψpk(yk)
∗
∥∥∥∥
B(H)
=
∥∥∥∥ ∑
k:pk=qk
ι
∨
C
pk
(Θxk,yk)
∥∥∥∥
LA(X∨C)
.
For each s, t ∈ C with s 6= t and (s−1 (
∨
C)) ∨ (t−1 (
∨
C)) <∞ define
βs,t :=
s ((s−1(
∨
C))∨(t−1(
∨
C))) if s−1(
∨
C) < (s−1(
∨
C))∨(t−1(
∨
C))
t ((s−1(
∨
C))∨(t−1(
∨
C))) otherwise.
Observe that for any s, t ∈ C with s 6= t and (s−1 (
∨
C))∨ (t−1 (
∨
C)) <∞ we have
s
((
s−1
(∨
C
))
∨
(
t−1
(∨
C
)))
≥ s
(
s−1
(∨
C
))
=
∨
C
and
t
((
(s−1
(∨
C
))
∨
(
t−1
(∨
C
)))
≥ t
(
t−1
(∨
C
))
=
∨
C.
Thus, βs,t ≥
∨
C. Hence, Pψ∨CPψβs,t = Pψ(∨C)∨βs,t = Pψβs,t , and we can define a
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projection
RψC,F := Q
ψ
C,F
∏
s,t∈C, s6=t,
(s−1(
∨
C))∨(t−1(
∨
C))<∞
(
Pψ∨C − Pψβs,t
)
.
We claim that
RψC,F
(∑
k
ψpk(xk)ψqk(yk)
∗
)
RψC,F = R
ψ
C,F
∑
k:pk=qk
ψpk(xk)ψpk(yk)
∗.
Since RψC,F commutes with
∑
{k:pk=qk} ψpk(xk)ψpk(yk)
∗ by Proposition A.11, it suffices
to show that RψC,Fψp(x)ψq(y)
∗RψC,F=0 whenever x ∈ Xp, y ∈ Xq, with p, q ∈ F and
p 6= q. Firstly, if p 6∈ C or q 6∈ C, then p 6≤
∨
C or q 6≤
∨
C (since C is an initial
segment of F ), and so by Lemma A.10 we have QψC,Fψp(x) = 0 or Q
ψ
C,Fψq(y) = 0.
Consequently,
RψC,Fψp(x)ψq(y)
∗RψC,F = R
ψ
C,FQ
ψ
C,Fψp(x)ψq(y)
∗QψC,FR
ψ
C,F
= RψC,FQ
ψ
C,Fψp(x)(Q
ψ
C,Fψq(y))
∗RψC,F
= 0.
Alternatively, if p, q ≤
∨
C and (p−1 (
∨
C)) ∨ (q−1 (
∨
C)) =∞, then
Pψp−1(
∨
C)P
ψ
q−1(
∨
C) = 0.
Hence, Lemma A.10 tells us that
RψC,Fψp(x)ψq(y)
∗RψC,F = R
ψ
C,FQ
ψ
C,Fψp(x)ψq(y)
∗QψC,FR
ψ
C,F
= RψC,FQ
ψ
C,Fψp(x)P
ψ
p−1(
∨
C)P
ψ
q−1(
∨
C)ψq(y)
∗QψC,FR
ψ
C,F
= 0.
With this in mind, suppose that p, q ∈ C and (p−1 (
∨
C))∨ (q−1 (
∨
C)) <∞. Since
p and q are distinct, it follows that either p−1 (
∨
C) < (p−1 (
∨
C)) ∨ (q−1 (
∨
C)) or
q−1 (
∨
C) < (p−1 (
∨
C))∨(q−1 (
∨
C)). By taking adjoints, we may assume, without
loss of generality, that p−1 < (p−1 (
∨
C)) ∨ (q−1 (
∨
C)). Therefore,
βp,q = p
((
p−1
(∨
C
))
∨
(
q−1
(∨
C
)))
.
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Consequently, an application of Lemma A.10 shows that
RψC,Fψp(x)ψq(y)
∗RψC,F
= RψC,F
(
Pψ∨C − Pψβp,q
)
ψp(x)ψq(y)
∗Pψ∨CRψC,F
= RψC,Fψp(x)
(
Pψp−1(
∨
C) − P
ψ
p−1βp,q
)
Pψq−1(
∨
C)ψq(y)
∗RψC,F
= RψC,Fψp(x)
(
Pψp−1(
∨
C) − P
ψ
(p−1(
∨
C))∨(q−1(
∨
C))
)
Pψq−1(
∨
C)ψq(y)
∗RψC,F
= 0.
Additionally, we claim that the representation
LA
(
X∨C) 3 T 7→ RψC,Fρψ∨C(T ) ∈ B(H)
is faithful. Let
K :=
∏
p∈F\C, s,t∈C,
p∨(
∨
C)<∞, s 6=t,
(s−1(
∨
C))∨(t−1(
∨
C))<∞
(
idH − Pψ(∨C)−1(p∨(∨C))
)(
idH − Pψ(∨C)−1βs,t
)
H.
As ψe(a)P
ψ
q = P
ψ
q ψe(a), for each a ∈ A and q ∈ P , by Lemma A.10, we see that
K is a ψe-invariant subspace of H. Since C is an initial segment of F , if p ∈ F \ C
with p ∨ (
∨
C) < ∞, then p 6≤
∨
C, and so (
∨
C)−1 (p ∨ (
∨
C)) 6= e. We also
claim that for any s, t ∈ C with s 6= t and (s−1 (
∨
C)) ∨ (t−1 (
∨
C)) < ∞, we have
(
∨
C)−1 βs,t 6= e. Firstly, if s−1 (
∨
C) < (s−1 (
∨
C)) ∨ (t−1 (
∨
C)), then(∨
C
)−1
βs,t =
(∨
C
)−1
s
((
s−1
(∨
C
))
∨
(
t−1
(∨
C
)))
=
(
s−1
(∨
C
))((
s−1
(∨
C
))
∨
(
t−1
(∨
C
)))
6= e.
On the other hand, if s−1 (
∨
C) = (s−1 (
∨
C)) ∨ (t−1 (
∨
C)), then(∨
C
)−1
βs,t =
(∨
C
)−1
ts−1
(∨
C
)
6= e
since s 6= t. Thus, ψe|K is faithful. Hence, by Proposition A.6 it follows that
M := ψ∨C(X∨C)K is a ρψ∨C-invariant subspace and ρψ∨C |M is faithful. To see
that LA
(
X∨C) 3 T 7→ RψC,Fρψ∨C(T ) ∈ B(H) is faithful, it remains to show that
M ⊆ RψC,FH. Suppose s, t ∈ C with s 6= t and (s−1 (
∨
C)) ∨ (t−1 (
∨
C)) < ∞.
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Since
∨
C ≤ βs,t, Lemma A.10 tells us that for any x ∈ X∨C we have
Pβs,tψ
∨
C(x) = ψ∨C(x)P(∨C)−1βs,t .
Thus,
RψC,Fψ
∨
C(x)
= QψC,F
∏
s,t∈C, s6=t,
(s−1(
∨
C))∨(t−1(
∨
C))<∞
(
Pψ∨C − Pψβs,t
)
ψ∨C(x)
= QψC,Fψ
∨
C(x)
∏
s,t∈C, s6=t,
(s−1(
∨
C))∨(t−1(
∨
C))<∞
(
idH − Pψ(∨C)−1βs,t
)
= ψ∨C(x) ∏
p∈F\C, s,t∈C,
p∨(
∨
C)<∞, s 6=t,
(s−1(
∨
C))∨(t−1(
∨
C))<∞
(
idH − Pψ(∨C)−1(p∨(∨C))
)(
idH − Pψ(∨C)−1βs,t
)
.
Hence, RψC,F is the identity on
M=ψ∨C (X∨C)K
=ψ∨C(X∨C) ∏
p∈F\C, s,t∈C,
p∨(
∨
C)<∞, s 6=t,
(s−1(
∨
C))∨(t−1(
∨
C))<∞
(
idH−Pψ(∨C)−1(p∨(∨C))
)(
idH−Pψ(∨C)−1βs,t
)
H,
and so M⊆ RψC,FH.
Putting all of this together, we see that∥∥∥∥ ∑
k:pk=qk
ψpk(xk)ψpk(yk)
∗
∥∥∥∥
B(H)
=
∥∥∥∥ ∑
k:pk=qk
ι
∨
C
pk
(Θxk,yk)
∥∥∥∥
LA(X∨C)
=
∥∥∥∥RψC,Fρψ∨C( ∑
k:pk=qk
ι
∨
C
pk
(Θxk,yk)
)∥∥∥∥
B(H)
=
∥∥∥∥RψC,F ∑
k:pk=qk
ψpk(xk)ψpk(yk)
∗
∥∥∥∥
B(H)
=
∥∥∥∥RψC,F(∑
k
ψpk(xk)ψqk(yk)
∗
)
RψC,F
∥∥∥∥
B(H)
≤
∥∥∥∥∑
k
ψpk(xk)ψqk(yk)
∗
∥∥∥∥
B(H)
.
Since the norm estimate (A.2) holds, the formula ψp(x)ψq(y)
∗ 7→ δp,qψp(x)ψq(y)∗
extends to a map on ψ∗(NT X) = span {ψp(x)ψq(y)∗ : p, q ∈ P, x ∈ Xp, y ∈ Xq} by
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linearity and continuity, which we denote by Eψ. Furthermore, for any p, q ∈ P ,
x ∈ Xp, y ∈ Xq, we have
(Eψ ◦ ψ∗)
(
iXp(x)iXq(y)
∗) = Eψ (ψp(x)ψq(y)∗) = δp,qψp(x)ψq(y)∗
= ψ∗
(
δp,qiXp(x)iXq(y)
∗)
= (ψ∗ ◦ EδX)
(
iXp(x)iXq(y)
∗) .
Since NT X = span
{
iXp(x)iXq(y)
∗ : p, q ∈ P, x ∈ Xp, y ∈ Xq
}
, whilst Eψ ◦ ψ∗ and
ψ∗ ◦EδX are linear and norm-decreasing, we conclude that Eψ ◦ψ∗ = ψ∗ ◦EδX . This
completes the proof of part (ii).
Finally, we prove the uniqueness theorem for Nica–Toeplitz algebras. We re-
mind the reader of Remark A.3 — if (G,P ) is a quasi-lattice ordered group with G
amenable, then any compactly aligned product system X over P is automatically
amenable.
Theorem A.15. Let (G,P ) be a quasi-lattice ordered group and X a compactly
aligned product sytem over P with coefficient algebra A. Suppose ψ : X→ B(H) is
a Nica covariant representation of X on a Hilbert space H.
(i) If the product system X is amenable, and, for any finite set K ⊆ P \ {e}, the
representation
A 3 a 7→ ψe(a)
∏
t∈K
(
idH − Pψt
)
∈ B(H)
is faithful, then the induced ∗-homomorphism ψ∗ : NT X → B(H) is faithful.
(ii) If ψ∗ is faithful and φp(A) ⊆ KA(Xp) for each p ∈ P , then the representation
A 3 a 7→ ψe(a)
∏
t∈K
(
idH − Pψt
)
∈ B(H)
is faithful.
Proof. Suppose that the product system X is amenable and the representation
A 3 a 7→ ψe(a)
∏
t∈K
(
idH − Pψt
)
∈ B(H)
is faithful for any finite set K ⊆ P \ {e}. Let b ∈ NT X be such that ψ∗(b) = 0.
Thus,
ψ∗(EδX(b
∗b)) = Eψ(ψ∗(b
∗b)) = Eψ(ψ∗(b)
∗ψ∗(b)) = 0.
Since ψ∗ is faithful on NT δXX = EδX(NT X), we must have EδX(b∗b) = 0. As EδX is
faithful on positive elements, we conclude that b = 0. Hence, ψ∗ is faithful.
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We now prove (ii). Suppose that ψ∗ is faithful and φp(A) ⊆ KA(Xp) for each
p ∈ P . Fix a finite set K ⊆ P \ {e}. For each a ∈ A, define
Ta :=
∑
J⊆K,∨J<∞
(−1)|J |i(
∨
J)
X
(
φ∨ J(a)) ∈ NT X.
We claim that for any Nica covariant representation ϕ : X→ B(H′) we have
ϕ∗(Ta) = ϕe(a)
∏
t∈K
(idH′ − Pϕt ) . (A.3)
To see this, firstly observe that for any t ∈ P and a ∈ A, we have
ϕ∗
(
i
(t)
X (φt(a))
)
= ρϕt (φp(a)) = ϕe(a)P
ϕ
t .
Therefore,
ϕ∗(Ta) =
∑
J⊆K,
∨
J<∞
(−1)|J |ϕ∗
(
i
(
∨
J)
X
(
φ∨ J(a)))
= ϕe(a)
∑
J⊆K,
∨
J<∞
(−1)|J |Pϕ∨ J
= ϕe(a)
∑
J⊆K
(−1)|J |Pϕ∨ J .
Hence, to prove that Equation (A.3) holds, it suffices to show that∑
J⊆K
(−1)|J |Pϕ∨ J =
∏
t∈K
(idH′ − Pϕt ) . (A.4)
To prove this we use induction on |K|. When |K| = 0 we have∑
J⊆K
(−1)|J |Pϕ∨ J =
∑
J⊆∅
(−1)|J |Pϕ∨ J = (−1)|∅|Pϕ∨ ∅ = Pϕe
= idH′
=
∏
t∈∅
(idH′ − Pϕt )
=
∏
t∈K
(idH′ − Pϕt ) .
Now let n ∈ N and suppose we have equality whenever K ⊆ P and |K| = n. Fix
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K ′ ⊆ P with |K ′| = n+ 1. Let s ∈ K ′. Then∑
J⊆K′
(−1)|J |Pϕ∨ J =
∑
J⊆K′\{s}
(−1)|J |Pϕ∨ J +
∑
{J⊆K′:s∈J}
(−1)|J |Pϕ∨ J
=
∑
J⊆K′\{s}
(−1)|J |Pϕ∨ J +
∑
J⊆K′\{s}
(−1)|J∪{s}|Pϕ∨(J∪{s})
=
∑
J⊆K′\{s}
(−1)|J |Pϕ∨ J +
∑
J⊆K′\{s}
(−1)|J∪{s}|Pϕ∨(J∪{s})
=
∑
J⊆K′\{s}
(−1)|J |Pϕ∨ J −
∑
J⊆K′\{s}
(−1)|J |Pϕ∨ JPϕs
= (idH′ − Pϕs )
∑
J⊆K′\{s}
(−1)|J |Pϕ∨ J
= (idH′ − Pϕs )
∏
t∈K′\{s}
(idH′ − Pϕt )
=
∏
t∈K′
(idH′ − Pϕt ) .
This proves that Equation (A.4) holds, and so Equation (A.3) follows.
Now let π : A→ B(H′) be a faithful nondegenerate representation of A. Define
Ψ : X→ B(FX ⊗A H′) by
Ψ :=
(
FX-IndLA(FX)A π
)
◦ l
where l : X→ LA(FX) is the Fock representation of X. Since l is a Nica covariant
representation of X and FX-IndLA(FX)A π is a ∗-homomorphism, Ψ is a Nica covariant
representation of X. We claim that the representation
A 3 a 7→ Ψe(a)
∏
t∈K
(
idH − PΨt
)
∈ B(FX ⊗A H′)
is faithful. To see this, suppose that a ∈ A \ {0}, so that aa∗ 6= 0. As π is faithful,
we can find h ∈ H′ such that π(aa∗)h 6= 0. For any t ∈ P \ {e} we have
Ψt(Xt) (FX ⊗A H′) =
(
FX-IndLA(FX)A π (lt(Xt))
)
(FX ⊗A H′)
= lt(Xt)(FX)⊗A H′
=
⊕
s≥t
Xs ⊗A H′.
Hence, it follows that PΨt = projΨt(Xt)(FX⊗AH′) is zero on A ⊗A H
′ ⊆ FX ⊗A H′.
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Thus, as e 6∈ K we see that
Ψe(a)
∏
t∈K
(
idH − PΨt
)
(a∗ ⊗A h) = Ψe(a)(a∗ ⊗A h)
= le(a)(a
∗ ⊗A h)
= aa∗ ⊗A h,
which is nonzero since
‖aa∗ ⊗A h‖2FX⊗AH′ = 〈aa
∗ ⊗A h, aa∗ ⊗A h〉C
= 〈h, π((aa∗)∗aa∗)h〉C
= 〈π(aa∗)h, π(aa∗)h〉C
= ‖π(aa∗)h‖2H′
6= 0.
Therefore, A 3 a 7→ Ψe(a)
∏
t∈K
(
idH − PΨt
)
∈ B(FX ⊗A H′) is faithful.
Putting all of this together, and using that ψ∗ is faithful at the penultimate
equality, we see that for any a ∈ A,
‖a‖A =
∥∥∥∥Ψe(a)∏
t∈K
(
idH − PΨt
) ∥∥∥∥
B(FX⊗AH′)
= ‖Ψ∗(Ta)‖B(FX⊗AH′)
≤ ‖Ta‖NT X
= ‖ψ∗(Ta)‖B(H)
=
∥∥∥∥ψe(a)∏
t∈K
(
idH − Pψt
)∥∥∥∥
B(H)
.
Hence, A 3 a 7→ ψe(a)
∏
t∈K
(
idH − Pψt
)
∈ B(H) is faithful.
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ideal structure of the C∗-algebras of infinite graphs”. In: Illinois J. Math. 46.4
(2002), pp. 1159–1176. issn: 0019-2082. url: http://projecteuclid.org/
getRecord?id=euclid.ijm/1258138472.
[4] Teresa Bates, David Pask, Iain Raeburn, and Wojciech Szymański. “The C∗-
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