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Aktivitas-aktivitas manusia diklasifikasikan dengan menggunakan sensor responsif dari gerakan manusia yang 
disebut pengguna. Karya ilmiah ini berfokus pada penggunaan model klasifikasi pendekatan pembelajaran mesin 
yang berbeda. Dalam penelitian ini, data yang digunakan diambil dari open source yang diklasifikasikan untuk 
mengenali aktivitas manusia di mana percobaannya telah dilakukan dengan sekelompok 30 sukarelawan dalam 
berbagai kelompok usia. Setiap orang melakukan enam aktivitas mengenakan smartphone di bagian pinggang. 
Dengan menggunakan accelerometer dan gyroscope yang tertanam, ditangkap akselerasi linear 3-aksial dan 
kecepatan sudut 3-aksial pada kecepatan konstan 50Hz. Dataset yang diperoleh telah dipartisi secara acak menjadi 
dua set, di mana 70% sukarelawan dipilih untuk menghasilkan data training dan 30% untuk data uji. Hasil 
pendekatan yang digunakan dibandingkan dalam hal efisiensi akurasi dan presisi. Model yang digunakan adalah 
regresi logistik, linear SVC, rbf SVM classifier, decision tree, dan random forest. 
 




Human activities classify the activity of a person using the sensor responsive affect from human movement which 
called users. Users are increasing the ability of prediction methods in machine learning. These facts make it more 
important and popular. This work focuses on using models of machine learning approach classification of different. 
In this research, the data used were taken from the open source classified to recognize human activity where the 
experiments have been carried out with a group of 30 volunteers within group an age. Each person performed six 
activities wearing a smartphone on the waist. Using its embedded accelerometer and gyroscope, we captured 3-
axial linear acceleration and 3-axial angular velocity at a constant rate of 50Hz. The obtained dataset has been 
randomly partitioned into two sets, where 70% of the volunteers was selected for generating the training data and 
30% the test data. The results of the approach used are compared in terms of efficiency prediction and precision. 
The models used is logistic regression, linear SVC, rbf SVM classifier, decision tree, and random forest. 
Keywords : Machine Learning, Linear Regression, SVM, Decision Tree, Linear SVC. 
 





Pengakuan aktivitas manusia memainkan 
peran penting dalam interaksi manusia dan 
hubungan interpersonal. Untuk meningkatkan 
penelitian ini di bidang interaksi manusia telah 
diklasifikasikan kegiatan manusia dilakukan 
dengan menggunakan pembelajaran mesin. 
Pembelajaran mesin adalah ide cemerlang dalam 
dekade belakangan ini, karya ilmiah ini 
menerapkan beberapa model pembelajaran mesin 
untuk mendeteksi aktivitas manusia.     
Penelitian ini menggunakan data yang sudah ada 
pada open source UCI yaitu HAR (Human 
Activities Recognition). Data tersebut 
diklasifikasikan untuk mengenali aktivitas 
manusia di mana percobaannya telah dilakukan 
dengan sekelompok 30 sukarelawan dalam 
berbagai kelompok usia. Setiap orang melakukan 
enam aktivitas mengenakan smartphone di bagian 
pinggang. Dengan menggunakan accelerometer 
dan gyroscope yang tertanam, ditangkap akselerasi 
linear 3-aksial dan kecepatan sudut 3-aksial pada 
kecepatan konstan 50Hz. Dataset yang diperoleh 
telah dipartisi secara acak menjadi dua set, di 
mana 70% sukarelawan dipilih untuk 
menghasilkan data training dan 30% untuk data 
uji. Tujuannya adalah untuk mengklasifikasikan 
kegiatan menjadi salah satu dari enam kegiatan 
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upstairs, walking downstairs, sitting, standing, dan 
laying. 
Karya ilmiah ini memiliki tujuan untuk 
menunjukkan bahwa algoritma pembelajaran 
mesin mampu memprediksi kegiatan-kegiatan 
manusia berdasarkan data yang sudah ada menjadi 
lebih baik selain itu dapat memprediksi secara 
akurat dengan model pembelajaran mesin. Karya 
ilmiah ini akan mulai dengan menganalisis data 




Kerangka konsep didalam penelitian ini 




Gambar 1. Kerangka Konsep 
  
Data yang dipakai dalam penelitian ini yaitu HAR 
UCI yang didaptakan dari repository machine 
learning UCI. Melalui tahapan pre-proses data, 
data yang ada akan dibagi menjadi dua dimana 
70% data dipakai untuk data training dan sisa 30% 
akan digunakan untuk data uji. 
Kemudian untuk model machine learning yang 
dipakai adalah Decision Tree, Random Forest, 
Support Vector Machine, Logistic Regression, 
Support-Vector Cluster. Setalah itu, evaluasi 
dengan melihat prediksi hasil pengenalan aktivitas 
manusianya. 
2.1. Pembelajaran Mesin 
Pembelajaran mesin (ML) adalah studi ilmiah 
tentang algoritma dan model statistik yang 
digunakan sistem komputer untuk melakukan 
tugas tertentu tanpa menggunakan instruksi 
eksplisit, dengan mengandalkan pola dan inferensi 
sebagai gantinya. Itu dikenal sebagai bagian dari 
kecerdasan buatan. Algoritma pembelajaran mesin 
membangun model matematika berdasarkan data 
sampel, yang dikenal sebagai "data training", 
untuk membuat prediksi atau keputusan tanpa 
diprogram secara eksplisit untuk melakukan 
tugasnya [1]. Algoritma pembelajaran mesin 
digunakan dalam berbagai aplikasi, seperti 
penyaringan email dan visi komputer, di mana 
sulit atau tidak mungkin untuk mengembangkan 
algoritma konvensional untuk melakukan tugas 
secara efektif.  
Pembelajaran mesin terkait erat dengan 
statistik komputasi, yang berfokus pada membuat 
prediksi menggunakan komputer. Studi tentang 
optimasi matematika memberikan metode, teori 
dan domain aplikasi ke bidang pembelajaran 
mesin. Penambangan data adalah bidang studi 
dalam pembelajaran mesin, dan berfokus pada 
analisis data eksplorasi melalui pembelajaran 
tanpa pengawasan [2].  
2.2. Supervised Learning 
Algoritma pembelajaran yang diawasi 
membangun model matematika dari serangkaian 
data yang berisi input dan output yang diinginkan 
[3]. Data tersebut dikenal sebagai data training, 
dan terdiri dari serangkaian contoh training. Setiap 
contoh training memiliki satu atau lebih input dan 
output yang diinginkan, juga dikenal sebagai 
sinyal pengawasan. Dalam model matematika, 
setiap contoh training diwakili oleh array atau 
vektor, kadang-kadang disebut vektor fitur, dan 
data training diwakili oleh sebuah matriks. Melalui 
optimalisasi berulang fungsi objektif, algoritma 
pembelajaran terawasi mempelajari fungsi yang 
dapat digunakan untuk memprediksi output yang 
terkait dengan input baru [4]. Fungsi yang optimal 
akan memungkinkan algoritma untuk menentukan 
output dengan benar untuk input yang bukan 
bagian dari data training. Algoritma yang 
meningkatkan akurasi output atau prediksi dari 
waktu ke waktu dikatakan telah belajar untuk 
melakukan tugas itu [5]. 
2.3. Unsupervised Learning 
Unsupervised learning adalah jenis 
pembelajaran mesin yang mencari pola yang 
sebelumnya tidak terdeteksi dalam kumpulan data 
tanpa label yang sudah ada sebelumnya dan 
dengan minimal pengawasan manusia. Berbeda 
dengan pembelajaran terawasi yang biasanya 
menggunakan data berlabel manusia, 
pembelajaran tanpa pengawasan, juga dikenal 
sebagai swasusun memungkinkan pemodelan 
kepadatan probabilitas atas input [6]. Ini 
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pembelajaran mesin, bersama dengan 
pembelajaran yang diawasi dan diperkuat. 
Pembelajaran semi-diawasi, varian terkait, 
memanfaatkan teknik yang diawasi dan tidak 
diawasi. 
 
Dua metode utama yang digunakan dalam 
pembelajaran tanpa pengawasan adalah komponen 
utama dan analisis kluster. Analisis Cluster 
digunakan dalam pembelajaran tanpa pengawasan 
untuk mengelompokkan, atau mengelompokkan, 
kumpulan data dengan atribut bersama untuk 
mengekstrapolasi hubungan algoritmik [6]. 
Analisis cluster adalah cabang pembelajaran mesin 
yang mengelompokkan data yang belum diberi 
label, diklasifikasikan atau dikategorikan. Alih-
alih menanggapi umpan balik, analisis klaster 
mengidentifikasi kesamaan dalam data dan 
bereaksi berdasarkan ada tidaknya kesamaan di 
setiap potongan data baru. Pendekatan ini 
membantu mendeteksi titik data anomali yang 
tidak cocok dengan kelompok mana pun. 
 
2.4. Semi-Supervised Learning 
Semi-Supervised Learning adalah pendekatan 
pembelajaran mesin yang menggabungkan 
sejumlah kecil data berlabel dengan sejumlah 
besar data yang tidak berlabel selama training. 
Pembelajaran semi-diawasi berada di antara 
pembelajaran tanpa pengawasan (tanpa data 
training yang berlabel) dan pembelajaran yang 




Melakukan pembelajaran mesin melibatkan 
pembuatan model, yang dilatih pada beberapa data 
pelatihan dan kemudian dapat memproses data 
tambahan untuk membuat prediksi. Berbagai jenis 
model telah digunakan dan diteliti untuk sistem 
pembelajaran mesin. 
 
2.5.1. Logistic Regression 
Dalam statistik, regresi logistik adalah 
pendekatan linier untuk memodelkan hubungan 
antara respons skalar (atau variabel dependen) dan 
satu atau lebih variabel penjelas (atau variabel 
independen). Kasus satu variabel penjelas disebut 
regresi linier sederhana. Untuk lebih dari satu 
variabel penjelas, prosesnya disebut regresi linier 
berganda [8]. Istilah ini berbeda dari regresi linier 
multivariat, di mana beberapa variabel dependen 
berkorelasi diprediksi, daripada variabel skalar 
tunggal. 
Dalam regresi linier, hubungan dimodelkan 
menggunakan fungsi prediktor linier yang 
parameter model tidak diketahui diperkirakan dari 
data. Model seperti ini disebut model linier [9]. 
Paling umum, rata-rata kondisional dari respons 
yang diberikan nilai-nilai dari variabel penjelas 
(atau prediktor) diasumsikan sebagai fungsi affine 
dari nilai-nilai tersebut; lebih jarang, median 
kondisional atau kuantil lainnya digunakan. 
Seperti semua bentuk analisis regresi, regresi linier 
berfokus pada distribusi probabilitas bersyarat dari 
respons yang diberikan nilai-nilai prediktor, 
daripada pada distribusi probabilitas gabungan 
dari semua variabel ini, yang merupakan domain 
dari analisis multivariat. 
     
(1) 
Dimana,  
y adalah vektor dari nilai yang diamati  
  
β adalah vektor parameter dimensi (p+1)  
x matriks baris vektor  
adalah vektor nilai  
2.5.2. Support Vector Machines 
Dalam pembelajaran mesin, mesin dukungan-
vektor (SVM, juga jaringan dukungan-vektor [10]) 
adalah model pembelajaran yang diawasi dengan 
algoritma pembelajaran terkait yang menganalisis 
data yang digunakan untuk klasifikasi dan analisis 
regresi. Diberikan serangkaian contoh pelatihan, 
masing-masing ditandai sebagai milik satu atau 
yang lain dari dua kategori, algoritma pelatihan 
SVM membangun model yang memberikan 
contoh baru untuk satu kategori atau yang lain, 
menjadikannya sebagai pengelompokan linear 
biner non-probabilistik (walaupun metode seperti 
skala Platt ada untuk menggunakan SVM dalam 
pengaturan klasifikasi probabilistik). Model SVM 
adalah representasi dari contoh-contoh sebagai 
titik-titik dalam ruang, dipetakan sehingga contoh-
contoh kategori yang terpisah dibagi oleh celah 
yang jelas yang selebar mungkin. Contoh-contoh 
baru kemudian dipetakan ke dalam ruang yang 
sama dan diprediksi termasuk dalam kategori 
berdasarkan sisi kesenjangan di mana mereka 
jatuh. 
Selain melakukan klasifikasi linier, SVM 
dapat secara efisien melakukan klasifikasi non-
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secara implisit memetakan input mereka ke dalam 
ruang fitur dimensi tinggi. 
 Dalam program penelitian ini 
menggunakan SVC linear (support-vector 
clustering) dan rbf (radial basis function) classifier 
SVM. 
      
(2) 
dimana  adalah normal vektor . 
2.5.3. Decision Tree Learning 
Pembelajaran pohon keputusan adalah 
metode yang umum digunakan dalam 
penambangan data [11]. Tujuannya adalah untuk 
membuat model yang memprediksi nilai variabel 
target berdasarkan beberapa variabel input. Pohon 
keputusan adalah representasi sederhana untuk 
mengklasifikasikan contoh. Untuk bagian ini, 
asumsikan bahwa semua fitur input memiliki 
domain diskrit terbatas, dan ada fitur target 
tunggal yang disebut "klasifikasi". Setiap elemen 
dari domain klasifikasi disebut kelas. Pohon 
keputusan atau pohon klasifikasi adalah pohon di 
mana setiap simpul internal (non-daun) diberi 
label dengan fitur input. Busur yang berasal dari 
simpul yang ditandai dengan fitur input diberi 
label dengan masing-masing nilai yang mungkin 
dari fitur target atau output atau busur mengarah 
ke simpul keputusan bawahan pada fitur input 
yang berbeda. Setiap daun pohon diberi label 
dengan kelas atau distribusi probabilitas di atas 
kelas, menandakan bahwa kumpulan data telah 
diklasifikasikan oleh pohon ke dalam kelas 
tertentu, atau ke dalam distribusi probabilitas 
tertentu. 
        
(3) 
Dimana, 
H(T) adalah entropi 
Pi informasi gain (i=1,2,…,n) 
 Dalam program penelitian ini menggunakan 
pohon keputusan dan random forest. 
 
III. HASIL DAN PEMBAHASAN 
Pada bab ini peniliti akan memaparkan hasil 




Data yang dipakai dalam penelitian ini yaitu 
HAR UCI yang didaptakan dari repository 
machine learning UCI. Melalui tahapan pre-proses 
data, data yang ada akan dibagi menjadi dua 
dimana 70% data dipakai untuk data training dan 
sisa 30% akan digunakan untuk data uji. Gambar 2 
mendeskripsikan data training yang akan dipakai 
dalam model machine learning (bagian awal). 
Sedangkan  Gambar 3 mendeskripsikan data 
training yang akan dipakai dalam model machine 
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Gambar 3. Data Train (end feature) 
 
3.2. Data Pre-Processing 
Pra-pemrosesan data adalah salah satu 
langkah terpenting dalam pembelajaran mesin, 
yang membantu dalam membangun model 
pembelajaran mesin dengan lebih akurat. Setiap 
data scientist harus menghabiskan 80% waktu 
untuk pra-pemrosesan data dan 20% waktu untuk 
benar-benar melakukan analisis. Pra-pemrosesan 
data adalah proses pembersihan data mentah. Data 
dikumpulkan dalam data raw dan dikonversi ke set 
data bersih. Dengan kata lain, setiap kali data 
dikumpulkan dari sumber yang berbeda 
dikumpulkan dalam format raw dan data ini tidak 
layak untuk analisis. Oleh karena itu, langkah-
langkah tertentu dijalankan untuk mengubah data 
menjadi kumpulan data kecil yang bersih, bagian 
dari proses ini disebut data pra-pemrosesan. 
 
3.3. Model  
Sistem AI disajikan dengan data yang diberi 
label, itu berarti bahwa setiap data ditandai dengan 
label yang benar. Semi-supervised learning 
dikategorikan ke dalam tiga kategori yaitu 
klasifikasi, Regresi, dan pengelompokan. Masalah 
klasifikasi adalah ketika variabel target kategorikal 
(berlabel). Sedangkan masalah regresi adalah 
ketika variabel target kontinu, dan masalah 
pengelompokan adalah ketika variabel target dapat 
membuat beberapa cluster. 
Di bawah ini ada beberapa klasifikasi, regresi dan 
algoritma klaster yang paling banyak digunakan. 
1. Decision Tree 
2. Random Forest 
3. Support Vector Machine 
4. Logistic Regression 
5. Support-Vector Cluster 
Dari list yang sudah ada diatas, maka model yang 
dipakai dalam penilitian ini adalah kelima model 
yang sudah disebutkan diatas. 
 
3.4. Training and testing model Machine 
Learning 
Dari hasil eksplorasi data yang sudah 
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Gambar 4. Data Provided dari user 
 
 
Gambar 4 mendeskripsikan data provided yang 
dihasilkan oleh semua pengguna yang ada dalam 
dataset HAR UCI. 
Dengan menggunakan data provided diatas 
peneliti menghasilkan confusion matrix dan 
normalized confusion matrix yang akan 
mendukung prediksi pengenalan aktivitas manusia 
nantinya. 
Hasil confusion matrix dapat dilihat pada gambar 
5 dimana confusion matrix belum normal. 
Kemudian pada gambar 6 adalah confusion matrix 
















Gambar 5. Confusion Matrix 
 

















Gambar 6. Normalized Confusion Matrix 
 




Tahap ini adalah tahap terakhir dalam bab ini 
dimana pada tahap ini adalah hasil proses model 
yang sudah dikomputasi dengan output adalah 
prediksi dan presisi dari berbagai model yang 
sudah dijelaskan sebelumnya di tahap sebelumnya.  
Berikut adalah hasil dari prediksi dan presisi yang 
dihasilkan dari berbagai model yang sudah 
dijelaskan di tahap sebelumnya. 
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Model pertama yang diujikan adalah model 
regresi logistik. Dimana akurasi yang dihasilkan 
adalah 0,96301 dan berikut hasil confusion matrix 
baru yang dihasilkan model regresi logistic dimana 
confusion matrix akan mempengaruhi presisi dan 






















Gambar. 7. Hasil Logistic Regression 
 
Data yang didapat dalam gambar 7 dalam 
bentuk decimal. Dimana nilai akurasi yang di 










3.5.2. Linear SVC 
Model kedua yang diujikan adalah model 
Linear SVC. Dimana akurasi yang dihasilkan 
adalah 0,9653885 dan berikut hasil confusion 
matrix baru yang dihasilkan model Linear SVC 
dimana confusion matrix akan mempengaruhi 
presisi dan prediksi aktivitas manusia yang terbaca 
oleh modelnya. 
 
Gambar 8. Hasil Linear SVC 
 
Data yang didapat dalam gambar 8 dalam 
bentuk decimal. Dimana nilai akurasi yang di 
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3.5.3. RBF SVM Classifier 
Model ketiga yang diujikan adalah model 
RBF SVM Classifier. Dimana akurasi yang 
dihasilkan adalah 0,96267 dan berikut hasil 
confusion matrix baru yang dihasilkan model RBF 
SVM Classifier dimana confusion matrix akan 
mempengaruhi presisi dan prediksi aktivitas 




Gambar 9. Hasil rbf SVM Classifier 
 
Data yang didapat dalam gambar 9 dalam 
bentuk decimal. Dimana nilai akurasi yang di 
dapat adalah 0,96 dengan hasil flooring 
(pembulatan kebawah). 
 
3.5.4. Decision Tree 
Model keempat yang diujikan adalah model 
Decision Tree. Dimana akurasi yang dihasilkan 
adalah 0,8629 dan berikut hasil confusion matrix 
baru yang dihasilkan model Decision Tree dimana 
confusion matrix akan mempengaruhi presisi dan 






Gambar 10. Hasil Decision Tree 
 
Data yang didapat dalam gambar 10 dalam 
bentuk decimal. Dimana nilai akurasi yang di 
dapat adalah 0,86 dengan hasil flooring 
(pembulatan kebawah). 
 
3.5.5. Random Forest 
Model terakhir yang diujikan adalah model 
Random Forest. Dimana akurasi yang dihasilkan 
adalah 0,8629 dan berikut hasil confusion matrix 
baru yang dihasilkan model Random Forest 
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Gambar 11. Result Random Forest 
 
Data yang didapat dalam gambar 11 dalam 
bentuk decimal. Dimana nilai akurasi yang di 













Gambar 12. Hasil semua model Machine 
Learning 
 
Gambar 12 mendeskripsikan hasil dari semua 
model yang diujikan dalam bentuk decimal. 
Dimana nilai akurasi dan error yang dihasilkan ada 
dalam tabel 1. 
 
Tabel 1. Machine Learning models. 
 
Models Accuracy Error 
Logistic Regression 96,3 % 3,699 % 
Linear SVC 96,54 % 3,461 % 
rbf SVM classifier 96,27 % 3,733 % 
Decision Tree 86, 29 % 13,71 % 
Random Forest 91,11 % 8,89 % 
 
Sesuai hasil yang ada dalam tabel 1 
mendeskripsikan bahwa model-model yang 
diujikan dalam pengenalan aktivitas manusia 
menghasilkan nilai yang baik dimana hasilnya 
diatas 80%. 
Model Linear SVC menghasilkan 96,54 %  yang 
artinya bahwa diantara lima model yang diujikan 
model ini adalah model dengan hasil akurasi 
tertinggi, sedangkan model decision tree 
menghasilkan akurasi 86,29 % yaitu akurasi 
terendah diantara model-model lainnya.  
Aktivitas manusia yang dujikan terdiri dari enam 
kategori yaitu, walking, walking upstairs, walking 
downstairs, sitting, standing, dan laying. Dimana 
hasil prediksi tertinggi yang di hasilkan adalah 1 
untuk pengenalan aktivitas laying dengan 
menggunakan semua model machine learning. 
 
IV. SIMPULAN DAN SARAN 
 
Berdasarkan     hasil     uji     yang     telah 
dilakukan   dengan   lima model   yang   berbeda, 
maka   menghasilkan nilai akurasi yang 
mempunyai tingkat error terendah adalah dengan 
menggunakan Linear SVC  sebesar  96,54 % dan 
error 3,461 %, dengan  nilai  prediksi untuk 
walking, walking upstairs, walking downstairs, 
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1, 0.91, 0.93, 0.98, 0.99, 0.97 dalam satuan 
desimal. 
Proses penentuan parameter merupakan   bagian   
tersulit dalam tahapan   perhitungan   model 
machine learning karena    terdapat beberapa  
parameter yang dikombinasikan. Pada model 
decision tree menghasilkan akurasi 86,29 % yaitu 
akurasi terendah diantara model-model lainnya.  
Perlu adanya kajian ulang   terkait    penentuan    
parameter-parameter dan model lain yang tepat 
sehingga hasil prediksi dan akurasi pengenalan 
aktivitas manusia semakin tinggi. Selain    itu    
dapat    dikaji lagi dengan penggunan optimasi 
meta-heuristic atau optimasi numerik lainnya 
dalam penekanan persentase error dan hasil 
presisinya. 
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