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Abstract
Extending work of Budzyn´ski and Kondracki, we investigate coverings and gluings of
algebras and differential algebras. We describe in detail the gluing of two quantum discs
along their classical subspace, giving a C∗-algebra isomorphic to a certain Podles´ sphere, as
well as the gluing of U
q1/2(sl2)-covariant differential calculi on the discs.
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1 Introduction
In classical geometry or topology, the objects of study can always be considered as being
glued together from local pieces which are in a certain sense (e.g. topologically) trivial. The
extension of this idea to noncommutative geometry seems to be not straightforward. A possible
point of view suggested by the commutative situation is to describe subspaces by ideals and to
glue algebras along ideals, using a pull-back (fibered product) construction. This is the starting
point of Budzyn´ski and Kondracki in [2], where coverings of C∗-algebras and locally trivial
principal fibre bundles over such covered algebras have been introduced. In view of the fact
that there are nontrivial algebras (e.g. the irrational rotation algebra) which have no nontrivial
ideals, such an approach cannot reflect all aspects of topological nontriviality of noncommutative
algebras. However, there are many algebras, in particular in the field of quantum groups and
quantum spaces, which have enough ideals for performing gluing procedures, and it seems to be
worthwhile to explore which kind of examples may arise in this way.
If one wants to do differential geometry in this scheme, the differential algebras (defining
the differential structure) should also have a covering adapted to the covering of the underlying
algebra. The construction of such adapted differential algebras will be one of the main aims of
this article. It will be used in a subsequent paper, where we will consider differential structures
and connections on locally trivial quantum principal fibre bundles in the sense of [2].
The present paper starts with the definition of coverings of algebras. Since we want to apply
this notion also for differential algebras, we cannot restrict ourselves to C∗-algebras, which leads
to a difficulty being absent there: It may happen that a natural gluing procedure fails to lead
∗supported by Deutsche Forschungsgemeinschaft, e-mail Dirk.Calow@itp.uni-leipzig.de
†supported by Sa¨chsisches Staatsministerium fu¨r Wissenschaft und Kunst,
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from the collection of algebras corresponding to quantum subspaces defined by a covering back
to the original algebra. Coverings, which do not have this pathology, we call complete coverings.
All the coverings of an algebra are complete if the operations + and
⋂
between ideals are
distributive with respect to each other. If this general property of ideals is not assumed, we can
still give slightly weakened criteria for the completeness of a covering. If an algebra is defined
as a gluing, it has always a natural complete covering.
For differential algebras Γ(B) =
⊕
n∈N Γ
n(B) over an algebra B, we only consider differential
coverings being nontrivial with respect to B, i. e. coverings consisting of differential ideals whose
components in degree zero form a nontrivial covering of B. We show that for an algebra B with
given covering (Ji)i=1,...,n and for given differential calculi Γ(Bi) over the algebras Bi = B/Ji
corresponding to the “local pieces” of B there exists a unique differential calculus Γ(B) such
that the natural projections pii : B −→ Bi are differentiable and the kernels of the differential
extensions of the pii form a covering of Γ(B). The covering completion with respect to this
covering is in general only locally a differential calculus. We also give a criterion assuring that
the differential ideals generated by the ideals of a covering of an algebra B form a covering of a
given differential algebra Γ(B).
The second part of the paper is devoted to an example. Gluing together two copies of a
quantum disc we obtain a C∗-algebra isomorphic to the C∗-algebra of the Podles´ sphere S2µc,
c > 0. This isomorphism, already mentioned in [2], relies on the isomorphy of the disc algebra
with the C∗-algebra of the one-sided shift, and on a result of Sheu [11] about the isomorphy of
the gluing of two shift algebras by means of the symbol map and the Podles´ sphere. We show
that this C∗-algebra may also be characterized as the C∗-closure of a “polynomial” algebra
given in terms of generators and relations naturally arising from generators and relations of
the disc algebras via the gluing procedure. These generators should be considered as another
set of “coordinate functions” on the quantum sphere, which arise via a homeomorphism from
natural coordinates on a quantum version of a top of a cone. This is suggested by considering
the spectra of the generators.
Finally, we construct, according to our general procedure, a differential calculus on our
“quantum top” out of two Uq1/2(sl2)-covariant differential calculi over the quantum discs. This
differential calculus is also described in terms of relations between the generators and their
differentials. It is again a Uq1/2(sl2)-covariant differential calculus.
In the sequel, the word “algebra” always means an associative unital algebra over C. Ideals
are always two-sided, and homomorphisms are homomorphisms of algebras.
2 Coverings and gluings
Let B be an algebra and let (Ji)i∈I be a finite family of ideals contained in B. Then the
algebras Bi, Bij and Bijk are defined as the factor algebras of B with respect to the ideals Ji,
Ji + Jj and Ji + Jj + Jk. The corresponding natural projections are denoted by
pii : B −→ Bi
piij : B −→ Bij
piijk : B −→ Bijk.
There are canonical surjective homomorphisms
piij : Bi −→ Bij
piijk : Bi −→ Bijk
piijk : Bij −→ Bijk.
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For example, piij(b+Ji) = b+Ji+Jj . Obviously, one can construct analogous factor algebras and
surjective homomorphisms for a higher number of indices. One easily shows piij◦pii = piji ◦pij = piij
(and similar formulas). Furthermore, there are canonical isomorphisms Bij ≃ Bi/pii(Jj), which
map b+Ji+Jj ∈ Bij onto pii(b)+pii(Jj) ∈ Bi/pii(Jj). Note that the above definitions also mean
Bii = Bi, pi
i
i = pii, etc..
Definition 1 Let (Ji)i∈I be a finite family of ideals of an algebra B. (Ji)i∈I is called covering
of B if ⋂
i
Ji = {0}.
A covering is called nontrivial if Ji 6= {0} ∀i ∈ I.
For C∗-algebras and closed ideals, this definition was given by Budzyn´ski and Kondracki [2].
For commutative C∗-algebras, this notion of covering corresponds to coverings of the underlying
topological space by closed sets, the ideals just consisting of the functions vanishing on the
corresponding set. We want to use the definition also for differential algebras, which cannot
be made C∗-algebras in an obvious way. Thus we are forced to stay in the general algebraic
context of our definition. As a consequence there may arise difficulties with a reconstruction of
the algebra from a covering by a gluing procedure which is always possible for C∗-algebras (see
Proposition 6 below). This is the motivation for introducing the notion of a complete covering.
Definition 2 Let B be an algebra and let (Ji)i∈I be a covering of B. The algebra
Bc := {(ai)i∈I ∈
⊕
i∈I
Bi|piij(ai) = piji (aj)}. (1)
is called the covering completion of B with respect to (Ji)i∈I . The covering (Ji)i∈I is called
complete if the injective homomorphism
K : B −→ Bc (2)
defined by K(a) = (pii(a))i∈I is surjective. pi : Bc −→ Bi denotes the restriction of the canonical
projection pri :
⊕
j∈I Bj −→ Bi.
The name “covering completion” for Bc is justified by the fact that (ker pk)k∈I is a complete
covering of Bc, which will be a special case of Proposition 8. pi is surjective, since pii is surjective
and pii = pi ◦K.
Notice that the condition defining a complete covering is very similar to one of the sheaf
axioms: It just says that a set of locally given objects which coincide “on intersections” make up
a global object. The other sheaf axiom, which says that global objects, which coincide locally,
also coincide globally, corresponds to the injectivity of K, being true for any covering.
As shows the example below, there exist noncomplete coverings. On the other hand, if an
algebra has a covering, it also has a complete one: If (Ji)i∈I is a nontrivial covering, consider
I = {I ′ ⊂ I|⋂i∈I′ Ji = 0}. Since the index set I is finite, there exists I ′ ∈ I with minimal
cardinality, i. e. card I ′ = minI′′∈Icard I
′′ > 1 (since the covering is nontrivial). It follows that⋂
i∈I′ Ji = 0,
⋂
i∈I′′ Ji 6= 0,
⋂
i∈I′\I′′ Ji 6= 0 for any I ′′ ⊂ I ′, I ′′ 6= I ′. Thus, (
⋂
i∈I′′ Ji,
⋂
i∈I′\I′′ Ji)
is a nontrivial covering. Now, every two-element covering is complete:
Proposition 1 Let B be an algebra and J1, J2 ideals of B. Then the mapping K : B −→
{(a1, a2) ∈ B/J1
⊕
B/J2|pi12(a1) = pi21(a2)} given by K(b) = (pi1(b), pi2(b)) is surjective. In
particular, every covering consisting of two ideals is complete.
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Proof: One has to show that for every pair (a1, a2) ∈ B1
⊕
B2 fulfilling pi
1
2(a1) = pi
2
1(a2) there
exists an element a ∈ B such that pi1(a) = a1 and pi2(a) = a2.
First we choose a˜1, a˜2 ∈ B satisfying pi1(a˜1) = a1 and pi2(a˜2) = a2. Clearly, there exist elements
r1 ∈ J1 and r2 ∈ J2 such that
a˜1 = a˜2 + r1 + r2
and one obtains the element a by
a = a˜1 − r1 = a˜2 + r2.

The following proposition, which is a direct consequence of Theorems 17 and 18 (pages 279
and 280) of [13], gives a sufficient condition for the completeness of coverings:
Proposition 2 Assume that the operations + and
⋂
in the set of ideals of B are distributive
with respect to each other, i. e. the set of ideals is a distributive lattice with respect to these
operations. Then every covering of B is complete.
This proposition is also true for subsets of the set of ideals of B which are closed under +
and ∩, with + and ∩ distributive on the subset.
We will use similar arguments as in [13] to prove criteria for the completeness of a covering
if the above condition is not assumed.
Proposition 3 Let B be an algebra and let (Ji)i∈I be a covering of B. Assume that the index
set is I = {1, 2, ...n} and that the ideals satisfy
⋂
i=1,2...k−1
(Ji + Jk) = (
⋂
i=1,2,...,k−1
Ji) + Jk, ∀k ∈ I.
Then (Ji)i∈I is complete.
Proof: Notice that the condition piij(ai) = pi
j
i (aj) just means bi − bj ∈ Ji + Jj for ai = pii(bi),
aj = pij(bj). Thus, in order to prove surjectivity of the map a −→ (a + Ji)i, we have to show
that from bi− bj ∈ Ji+Jj for every pair of indices follows the existence of b ∈ B with b− bi ∈ Ji
(for all i). This is done inductively: Induction starts with Proposition 1. Assume now that we
have found an a ∈ B with a− ai ∈ Ji for i = 1, . . . , k. Then we have
a− ak+1 = a− ai + ai − ak+1 ∈ Ji + Ji + Jk+1 = Ji + Jk+1,
thus
a− ak+1 ∈
k⋂
i=1
(Ji + Jk+1) = (
k⋂
i=1
Ji) + Jk+1.
According to Proposition 1 there exists b ∈ B with b−a ∈
k⋂
i=1
Ji and b−ak+1 ∈ Jk+1. Therefore
b− ai = b− a+ a− ai ∈
k⋂
i=1
Ji + Ji = Ji, i. e. b is the element we were looking for. 
Proposition 4 Let B be an algebra and let (Ji)i∈I be a complete covering of B. Then the family
of ideals (Ji)i∈I has the property⋂
i 6=k
(Ji + Jk) = (
⋂
i 6=k
Ji) + Jk ∀k ∈ I.
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Proof: The inclusion Jk +
⋂
i 6=k Ji ⊂
⋂
i 6=k(Ji + Jk) is true for subsets of a vector space. So
we have to prove
⋂
i 6=k(Ji + Jk) ⊂ Jk +
⋂
i 6=k Ji for a complete covering. Completeness of the
covering means that for (ai)i∈I ∈
⊕
i∈I Bi with pi
i
j(ai) = pi
j
i (aj) there exists a unique a ∈ B with
pii(a) = ai. Let I = {1, ..., n} and assume k = n, without loss of generality.
Let a ∈ ⋂i<n(Ji+ Jn) and denote ai = pii(a), i = 1, . . . , n. Then we have pini (an) = pini ◦pin(a) =
piin(a) = 0 for i < n, and also pi
i
n(ai) = pi
i
n ◦ pii(a) = pini(a) = 0 for i < n, from which we can
conclude (0, . . . , an) ∈ Bc and (a1, . . . , an−1, 0) ∈ Bc. Obviously, (a1, . . . , an−1, 0) ∈ ker pn and
(0, . . . , 0, an) ∈
⋂
i<n kerpi. On the other hand, K : B −→ Bc is by assumption an algebra
isomorphism and one easily verifies that it maps Ji onto ker pi. Therefore, there are b ∈ Jn,
c ∈ ⋂i<n Ji such that K(b) = (a1, . . . , an−1, 0) and K(c) = (0, . . . , 0, an), and we have
a = K−1(K(b) +K(c)) = b+ c ∈ Jn +
⋂
i<n
Ji.

Proposition 5 For a covering (J1, J2, J3) consisting of three ideals the following conditions are
equivalent:
(i) (J1, J2, J3) is a complete covering.
(ii) (Ji + Jk)
⋂
(Jj + Jk) = Ji
⋂
Jj + Jk for one permutation i, j, k of 1, 2, 3.
(iii) (Ji + Jk)
⋂
(Jj + Jk) = Ji
⋂
Jj + Jk for every permutation i, j, k of 1, 2, 3.
Proof: Is an obvious combination of the two foregoing propositions according to the scheme (i)
⇒ (iii) ⇒ (ii) ⇒ (i). The right ⇒ is possible only for a three-element covering, because only
then the conditions of Proposition 3 reduce to exactly one of the conditions of Proposition 4. 
Let us also note that a covering is always complete if the ideals are coprime, i. e. if
Ji + Jj = B, i 6= j ([1]). However, in this case there is no gluing at all.
Example of a noncomplete covering:
Consider the algebra
B = C < x, y, z > /J,
where J is the ideal generated by the elements xy, yx, xz, zx, yz, zy. It follows that
{1, x, x2, . . . , y, y2, . . . , z, z2, . . .}
is a linear basis of B. Consider the ideals J1, J2, J3 generated by x−y, x−z, y−z, respectively.
Obviously,
J1 = C(x− y) +Cx2 +Cx3 + . . . +Cy2 +Cy3 + . . . ,
J2 = C(x− z) +Cx2 +Cx3 + . . .+Cz2 +Cz3 + . . . ,
J3 = C(y − z) +Cy2 +Cy3 + . . .+Cz2 +Cz3 + . . . .
Moreover,
C(x− y) +C(x− z) = C(x− y) +C(y − z) = C(x− z) +C(y − z),
whereas
C(x− y) ∩C(x− z) = C(x− y) ∩C(y − z) = C(x− z) ∩C(y − z) = {0}.
Therefore, we obtain
J1 ∩ J2 ∩ J3 = {0},
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i.e. (J1, J2, J3) is a covering of B. For the sums and intersections of two of the three ideals we
get
J1 + J2 = C(x− y) +C(x− z) +Cx2 + . . . +Cy2 + . . .+Cz2 + . . . ,
J1 + J3 = J2 + J3 = J1 + J2,
J1 ∩ J2 = Cx2 +Cx3 + . . . ,
J1 ∩ J3 = Cy2 +Cy3 + . . . ,
J2 ∩ J3 = Cz2 +Cz3 + . . . .
We conclude that
(J1 + J3) ∩ (J2 + J3) = J1 + J3,
whereas
(J1 ∩ J2) + J3 = C(y − z) +Cx2 + . . .+Cy2 + . . .+Cz2 + . . . ,
which is strongly contained in J1 + J3. Similarly, all other possible equalities of Propositions 3
and 4 are not satisfied, which means that the covering is not complete.
Notice that we could have introduced the additional relations xn = 0, yn = 0, zn = 0, n ≥ 2,
for example, without changing the situation essentially. For n = 2 we arrive at a pure vector
space situation (three subspaces such that the sum of any two contains the third). Admittedly,
in this case the covering is reducible, already two of the three ideals form a covering.
Second example of a noncomplete covering:
Let C[x, y] be the algebra of polynomials in the (commuting) indeterminates x and y. Consider
the principal ideals J1 = (x), J2 = (y), J3 = (x− y). One easily verifies that
J1 + J2 = J1 + J3 = (J1 + J2) ∩ (J1 + J3) = polynomials without constant term,
J1 + J2 ∩ J3 = (x) + (y(x− y)),
i. e. (J1 + J2) ∩ (J1 + J3) 6= J1 + J2 ∩ J3. Moreover,
J1 ∩ J2 ∩ J3 = (xy(x− y)).
Therefore, going to the factor algebra A = C[x, y]/J , where J is the ideal generated by monomials
of at least third degree, we obtain a noncomplete covering (J1, J2, J3). The triple (x−y+J1, x−
y + J2, x+ J3) is an element of Ac which has no preimage in A.
Proposition 6 Any covering of a C∗-algebra consisting of closed ideals is complete.
Proof: The closed ideals of a C∗-algebra form a distributive lattice with respect to the opera-
tions + and ∩, which in turn follows from the fact that in this case the product of closed ideals
coincides with their intersection, see [4], 1.9.12.a.. 
The proof of the following proposition can be found in [2].
Proposition 7 A C∗-algebra which admits a faithful irreducible representation does not admit
any nontrivial covering consisting of closed ideals.
In particular, the algebra B(H) of bounded operators on a Hilbert space H does not admit
a nontrivial covering. The same is obviously true for any simple algebra.
A general method to construct algebras possessing a complete covering is given by a gluing
procedure:
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Definition 3 Assume that there are given finite families of algebras (Bi)i∈I and (Bij)i,j∈I and
surjective homomorphisms piij : Bi −→ Bij, where Bij = Bji, Bii = Bi and piii = id. Then the
algebra
⊕piijBi := {(ai)i∈I ∈
⊕
i∈I
Bi| piij(ai) = piji (aj)}
is called gluing of the algebras Bi with respect to the pi
i
j.
For I = {1, 2}, this is known as a pull-back or a fibered product of B1 and B2. The covering
completion Bc of an algebra B with covering (Ji)i∈I is just the gluing of the B/Ji with respect to
the natural maps piij. We will show that (ker pi)i∈I , where pi : ⊕piijBi −→ Bi are the restrictions
of the canonical projections, is a complete covering of B. However, the pi are in general not
surjective. In the classical situation, this would mean that the sets, which are glued together,
are not embedded in the global object.
Lemma 1 Let B = ⊕piijBi and A = ⊕ηijAi be gluings as in Definition 3. Moreover, let
φi : Ai −→ Bi be algebra homomorphisms.
Assume that there exist algebra homomorphisms φij = φji : Aij −→ Bij such that
φij ◦ ηij = piij ◦ φi, i 6= j. (3)
Then we have (⊕iφi)(A) ⊂ B .
Proof:
(⊕iφi)(A) ⊂ B means ηij(ai) = ηji (aj) ⇒ piij(φi(ai)) = piji (φj(aj)). Assuming the existence of φij
with (3) it follows from ηij(ai) = η
j
i (aj) that pi
i
j ◦φi(ai) = φij ◦ηij(ai) = φij ◦ηji (aj) = piji ◦φj(aj).

Notice that the φij fulfilling (3) exist if and only if ker(η
i
j) ⊂ ker(piij ◦ φi), i 6= j. Moreover,
for the lemma it is not necessary that piij and η
i
j are surjective.
Proposition 8 Let B = ⊕piijBi.
Then (ker pi)i∈I is a complete covering of B.
Proof: It is obvious that (ker pi)i∈I is a covering of B. The covering completion Bc with respect
to this covering is defined as
Bc = {(bi)i∈I ∈
⊕
i
B/ker pi| ηij(bi) = ηji (bj)},
where ηij : B/ker pi −→ B/(ker pi+ker pj) are the canonical maps (bk)k∈I+ker pi −→ (bk)k∈I+
ker pi + ker pj .
Let φi : B/ker pi −→ Bi be defined as (bk)k∈I + ker pi −→ bi. Obviously, the φi are well
defined and injective.
It is now sufficient to show that (⊕iφi)(Bc) ⊂ B and K ◦ (⊕iφi) = idBc , where K : B −→ Bc
is the canonical embedding (bj)j∈I −→ ((bj)j∈I + ker pi)i∈I . The latter is a trivial verification.
In order to verify the first claim, define φij : B/(ker pi + ker pj) −→ Bij by φij ◦ ηij = piij ◦ φi,
i. e. φij((bk)k∈I + ker pi + ker pj) := pi
i
j(bi). According to the remark after Lemma 1, φij is
well defined: ker(ηij) = {(bk)k∈I + ker pi ∈ B/ker pi| bj = 0} ⊂ kerpiij ◦ φi = {(bk)k∈I + ker pi ∈
B/ker pi| bi ∈ kerpiij}, since from bj = 0 follows piij(bi) = piji (bj) = 0. Thus, Lemma 1 proves the
claim. 
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Notice that the implication bi = 0⇒ piji (bj) = 0 also means pj(ker pi) ⊂ ker(piji ).
Possible nonsurjectivity of pi is reflected in nonsurjectivity of the φi appearing in the fore-
going proof. In the classical situation of algebras of functions over compact spaces, this would
mean that the space underlying the algebra Bi is not injectively mapped onto the space under-
lying B/ker pi. With other words, the φi would encode a gluing of Bi with itself. The gluing of
the B/ker pi does not lead to a further self-gluing, in contrast to the gluing of the Bi, where all
the gluing is done “in one step”.
Proposition 8 also has the consequence that the covering completion Bc of an algebra B with
covering (Ji)i∈I has the complete covering (ker pi)i∈I .
If Bi and Bij are C
∗-algebras, the kernels of the homomorphisms piij are closed ideals. The
distributivity of + and
⋂
on the set of closed ideals leads to the following sufficient condition
for the surjectivity of the projections pi:
Proposition 9 Let the algebras Bi and Bij be C
∗-algebras. Assume that the homomorphisms
piij have the following properties:
1.
piij(kerpi
i
k) = pi
j
i (kerpi
j
k); ∀i, j, k ∈ I (4)
2. The isomorphisms piijk : Bi/(kerpi
i
j + kerpi
i
k) −→ Bij/piij(kerpiik) defined by
piijk (f + ker pi
i
j + kerpi
i
k) = pi
i
j(f) + pi
i
j(kerpi
i
k)
fulfill
piikj
−1 ◦ pikij = piijk
−1 ◦ pijik ◦ pijki
−1 ◦ pikji . (5)
Then the homomorphisms pi are surjective.
Remark 1: In the classical situation, i. e. Bi = C(Ui), Bij = C(Uij), Ui, Uij compact spaces,
piij is the pull-back of an embedding ι
i
j : Uij −→ Ui, and kerpiij are the functions vanishing on
ιij(Uij) ⊂ Ui. Condition (4) says that ιij(Uij)
⋂
ιik(Uik) is homeomorphic to ι
j
i (Uij)
⋂
ιjk(Ujk) for
every triple i, j, k. piijk is the pull-back of the restriction of ι
i
j to ι
i
j
−1
(ιik(Uik)). (5) is the natural
compatibility condition for these restrictions.
Remark 2: If B is an algebra with covering (Ji)i∈I , then the homomorphisms pi
i
j : Bi = B/Ji −→
Bij = B/(Ji+Jj) defining the covering completion Bc satisfy the assumptions of the proposition.
Proof: Assume that homomorphisms piij satisfying (4) and (5) are given. Let the isomorphisms
φkij : Bj/(kerpi
j
i +kerpi
j
k) −→ Bi/(kerpiij+kerpiik) be defined by φkij := piijk
−1 ◦pijik . The φkij satisfy
(see formula (5) ) φjik = φ
k
ij ◦ φijk and φkij
−1
= φkji. To prove the surjectivity of the projection pi
one has to show that for all f ∈ Bi there exists a family (fk)k∈I ∈ B such that pi((fk)k∈I) = f .
Suppose that the index set is I = {1, 2, 3, ..., n}. It is sufficient to consider the case i = 1. For
f ∈ B1 there exist f2 ∈ B2 such that pi12(f) = pi21(f2) and f3 ∈ B3 such that pi13(f) = pi31(f3). It
follows that
f + kerpi12 + kerpi
1
3 = φ
3
12(f2 + kerpi
2
1 + kerpi
2
3)
= φ213(f3 + kerpi
3
1 + kerpi
3
2)
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and, with φ132 = φ
2
13
−1 ◦ φ312,
f3 + kerpi
3
1 + kerpi
3
2 = φ
1
32(f2 + kerpi
2
1 + kerpi
2
3),
thus pi32(f3) − pi23(f2) = r23 ∈ pi32(kerpi31). Choose r˜23 ∈ kerpi31 such that pi32(r˜23) = r23. Then
f13 := f3 − r˜23 satisfies pi13(f) = pi31(f13 ) and pi23(f2) = pi32(f13 ).
Now assume that a family (fj)j=1,...,k, fj ∈ Bj with f1 = f and piij(fi) = piji (fj), ∀i, j = 1, ..., k
has been found. Then there exists f1k+1 ∈ Bk+1 with pi1k+1(f) = pik+11 (f1k+1). Assume now that
for fixed i ∈ {1, ..., k − 1} there is given f ik+1 ∈ Bk+1 which satisfies pijk+1(fj) = pik+1j (f ik+1) for
j = 1, ..., i. It follows that there exists f i+1k+1 ∈ Bk+1 which satisfies pijk+1(fj) = pik+1j (f i+1k+1), ∀j =
1, ..., i + 1: There are the identities
fj + kerpi
j
k+1 + kerpi
j
i+1 = φ
i+1
j,k+1(f
i
k+1 + kerpi
k+1
j + kerpi
k+1
i+1 ), ∀j = 1, ..., i,
= φk+1j,i+1(fi+1 + kerpi
i+1
j + kerpi
i+1
k+1), ∀j = 1, ..., i,
which lead to
f ik+1 + kerpi
k+1
j + kerpi
k+1
i+1 = φ
j
k+1,i+1(fi+1 + kerpi
i+1
j + kerpi
i+1
k+1), ∀j = 1, ..., i,
and it follows that
pik+1i+1 (f
i
k+1)− pii+1k+1(fi+1) = ri+1,k+1 ∈
⋂
j=1,...,i
pik+1i+1 (kerpi
k+1
j ).
Because of ⋂
j=1,...,i
(kerpik+1j + kerpi
k+1
i+1 ) = (
⋂
j=1,...,i
kerpik+1j ) + kerpi
k+1
i+1 ,
in the case of C∗- algebras, applying pik+1i+1 one obtains
⋂
j=1,...,i pi
k+1
i+1 (kerpi
k+1
j )
= pik+1i+1 (
⋂
j=1,...,i kerpi
k+1
j ). Thus one finds r˜i+1,k+1 ∈
⋂
j=1,...,i kerpi
k+1
j , such that pi
k+1
i+1 (r˜i+1,k+1)
= ri+1,k+1, and f
i+1
k+1 = f
i
k+1 − r˜i+1,k+1 satisfies pik+1j (f i+1k+1) = pijk+1(fj), ∀j = 1, ..., i + 1.
This means that there exists fk+1 ∈ Bk+1 satisfying
pik+1j (fk+1) = pi
j
k+1(fj), ∀j = 1, ..., k.
Continuing this procedure one obtains a family (fi)i∈I ∈ B with
p1((fi)i∈I) = f . Thus p1 is surjective. 
If only two algebras are glued together the projections p1 and p2 are always surjective.
3 Adapted differential structures on algebras with covering
Definition 4 A differential algebra Γ(B) over an algebra B is an N−graded algebra, i.e.
Γ(B) =
⊕
n∈N
Γn(B)
Γn(B)Γm(B) ⊂ Γm+n(B),
with
Γ0(B) = B,
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which is equipped with a differential, i.e. a linear map d of Γ(B) fulfilling
d(Γn(B)) ⊂ Γn+1(B)
d(ρη) = (dρ)η + (−1)nρdη, ρ ∈ Γn(B), η ∈ Γ(B)
d2 = 0.
A differential ideal J ⊂ Γ(B) is an ideal of the algebra Γ(B) such that
pri(J) ⊂ J (6)
dJ ⊂ J, (7)
where pri : Γ(B) −→ Γi(B) is the canonical projection.
A homomorphism φ : Γ(B) −→ Γ(A) of differential algebras (of degree 0) is an algebra homo-
morphism with φ ◦ d = d ◦ φ and pri ◦ φ = φ ◦ pri.
Differential ideals are in bijective correspondence with kernels of surjective homomorphisms
of differential algebras.
Definition 5 A differential algebra Γ(B) over an algebra B is called differential calculus, if
every element ρ ∈ Γn(B) has the general form
ρ =
∑
k
ak0da
k
1 ...da
k
n, a
k
i ∈ B, (8)
i. e. if B and dB generate Γ(B) as an algebra.
If Γ(B) is a differential algebra and J ⊂ Γ(B) is a differential ideal, Γ(B)/J is a differential
algebra over B/pr0(J). If Γ(B) is a differential calculus, Γ(B)/J is a differential calculus over
B/pr0(J).
For any algebra there exists the universal differential calculus Ω(B) over B. As is well known,
every differential calculus Γ(B) over B corresponds to a unique differential ideal J(B) ⊂ Ω(B)
such that Γ(B) ≃ Ω(B)/J(B).
For the next definition see also [8].
Definition 6 Let Ψ : A −→ B be a homomorphism of algebras, and let Γ(A), Γ(B) be differen-
tial algebras over A,B. Ψ is called differentiable with respect to Γ(A) and Γ(B) if there exists a
homomorphism of graded algebras ΨΓ : Γ(A) −→ Γ(B) such that
ΨΓ ◦ d = d ◦ΨΓ,
ΨΓ|A = Ψ,
i. e. if there exists an extension of Ψ to a homomorphism of differential algebras. ΨΓ is called
extension of Ψ with respect to Γ(A) and Γ(B).
The following statements are well known or obvious:
If Γ(A) is a differential calculus, the extension ΨΓ is uniquely determined by
ΨΓ(a0da1...dan) = Ψ(a0)dΨ(a1)...dΨ(an). (9)
If Γ(A) = Ω(A), the universal differential calculus over A, ΨΓ always exists (see [10]). We denote
it sometimes by ΨΩ→Γ. If Ψ is surjective, ΨΩ→Γ is surjective if and only if Γ(B) is a differential
calculus. The extension of Ψ with respect to the universal differential calculi Ω(A) and Ω(B)
will be denoted by ΨΩ. If both Γ(A) and Γ(B) are differential calculi, Ψ is differentiable with
respect to Γ(A) ≃ Ω(A)/J(A) and Γ(B) ≃ Ω(B)/J(B) if and only if ΨΩ(J(A)) ⊂ J(B).
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Definition 7 Let Γ(B) be a differential algebra. A covering (Ji)i∈I of Γ(B) is called differen-
tiable if the Ji are differential ideals.
A differentiable covering is complete if it is complete as a covering.
Proposition 10 Let (Ji)i∈I be a differentiable covering of the differential algebra Γ(B). Then
(pr0(Ji))i∈I is a covering of B.
Proof: ⋂
i
pr0(Ji) = {a ∈ B|a ∈
⋂
i
Ji} = {0}.

Definition 8 If the covering of B induced by a differentiable covering of Γ(B) is nontrivial the
differential covering is said to be nontrivial with respect to B.
One easily finds nontrivial differential coverings of the algebra of usual differential forms on
a manifold, which are trivial with respect to the algebra of smooth functions on the manifold,
e. g. just putting the zeroth degree to 0. The above definition is used to avoid such cases.
Definition 9 A differential algebra Γ(B) with a complete differentiable covering (Ji)i∈I which
is nontrivial with respect to B is called LC differential algebra, if the factor algebras Γ(B)/Ji
are differential calculi over the algebras B/pr0(Ji).
LC differential algebras will naturally arise from differential structures on locally trivial
quantum principal fibre bundles (see [3]).
Definition 10 Let (B, (Ji)i∈I) be an algebra with covering, let Bi = B/Ji, let pii : B −→
Bi be the natural surjections, and let Γ(B) and Γ(Bi) be differential calculi such that pii are
differentiable and (kerpiiΓ)i∈I is a covering of Γ(B). Then (Γ(B), (Γ(Bi))i∈I) is called adapted
to (B, (Ji)i∈I).
If (Ji)i∈I is a nontrivial covering in this situation, (ker piiΓ)i∈I is nontrivial with respect to
B, since pr0(ker piiΓ) = Ji.
In the classical case, where the pii are the pull-backs of embeddings of closed submanifolds
Mi into a manifoldM and the Γ’s are usual differential forms, the pii are obviously differentiable,
the piiΓ being the pull-backs on forms, and kerpiiΓ are the differential forms vanishing on Mi,
thus obviously forming a covering.
Proposition 11 Let (B, (Ji)i∈I) be an algebra with covering, and let Γ(Bi) be differential calculi
over the algebras Bi. Up to isomorphy there exists a unique differential calculus Γ(B) such that
(Γ(B), (Γ(Bi))i∈I)) is adapted to (B, (Ji)i∈I).
Proof: As noted above there exist the extensions piiΩ→Γ : Ω(B) −→ Γ(Bi) of pii defined by
piiΩ→Γ(a0da1...dan) := pii(a0)dpii(a1)...dpii(an).
Then J(B) :=
⋂
i kerpiiΩ→Γ is a differential ideal in Ω(B). Because of pr0(J(B)) = J(B)
⋂
B = 0,
Γ(B) := Ω(B)/J(B) is a differential calculus over B. The extensions piiΓ of pii exist and the pair
(Γ(B), (Γ(Bi))i∈I) is adapted to (B, (Ji)i∈I).
Let Γ˜(B) = Ω(B)/J˜ be another differential calculus such that (Γ˜(B), (Γ(Bi))i∈I) is adapted to
(B, (Ji)i∈I). Let piΩ,Γ˜ : Ω(B) −→ Γ˜(B) denote the canonical quotient map. Then differentiabil-
ity of pii with respect to Γ˜(B) and Γ(Bi) means that there exist pii
Γ˜
: Γ˜(B) −→ Γ(Bi) such that
11
pii
Γ˜
◦ piΩ,Γ˜ = piiΩ→Γ . Therefore we have J˜ = kerpiΩ,Γ˜ ⊂ kerpiiΩ→Γ ∀i, i. e. J˜ ⊂
⋂
i kerpiiΩ→Γ = J .
On the other hand, if γ ∈ J \ J˜ , then γ+ J˜ is a nonzero element of ⋂i kerpiiΓ˜, since piiΓ˜(γ+ J˜) =
piiΩ→Γ(γ) = 0 ∀i. 
For a given differential calculus Γ(B) = Ω(B)/J(B), the induced differential calculi Γ(Bi) =
Ω(Bi)/piiΩ(J(B)) in general do not form a pair (Γ(B), (Γ(Bi))i∈I) which is adapted to (B, (Ji)i∈I):
Proposition 12 Let Γ(B) := Ω(B)/J(B) be a differential calculus over the algebra B, and let
(Ji)i∈I be a covering of B.
The pair (Γ(B), (Ω(Bi)/piiΩ(J(B))))i∈I) is adapted to (B, (Ji)i∈I) if and only if the differential
ideal J(B) has the property
J(B) =
⋂
i∈I
(J(B) + kerpiiΩ). (10)
Remark 1: Obviously, not every differential ideal has this property. For example, in the case of
universal differential calculi, where J(B) = 0, the differential ideal
⋂
i kerpiiΩ contains elements
of Jσ(1)Jσ(2)...Jσ(n−1)dJσ(n) in the first degree, where σ is any permutation, thus condition (10)
is not satisfied.
Remark 2: Γ(Bi) = Ω(Bi)/piiΩ(J(B)) is canonically isomorphic to Γ(B)/(Ji, dJi), where (Ji, dJi)
is the differential ideal generated by Ji in Γ(B). ((Ji, dJi))i∈I is a covering of Γ(B) iff (10) is
satisfied.
Proof: First consider a differential ideal J(B) fulfilling condition (10), and differential calculi
Γ(Bi) := Ω(Bi)/piiΩ(J(B)). One has to prove
⋂
i∈I kerpiiΩ→Γ = J(B).
Since kerpiiΩ→Γ = pi
−1
iΩ
(piiΩ(J(B))) = J(B) + kerpiiΩ , and since J(B) fulfills (10), one direction
of the assertion is proved.
Now let (Γ(B), (Γ(Bi))i∈I) be adapted, i.e. J(B) =
⋂
i∈I kerpiiΩ→Γ . J(B) ⊂
⋂
i∈I(J(B)+ker piiΩ)
is trivially true. Conversely,
⋂
k∈I kerpikΩ→Γ ⊂ kerpiiΩ→Γ and kerpiiΩ ⊂ kerpiiΩ→Γ , and it follows
that ⋂
i∈I
((
⋂
k∈I
kerpikΩ→Γ) + kerpiiΩ) ⊂
⋂
i∈I
kerpiiΩ→Γ .
Thus, J(B) satisfies (10). 
Proposition 13 Let (Γ(B), (Γ(Bi))i∈I) be adapted to (B, (Ji)i∈I). Then the covering comple-
tion of (Γ(B), (kerpiiΓ)i∈I) is an LC differential algebra over Bc.
Proof: Let
piijΓ : Γ(B)/kerpiiΓ −→ Γ(B)/(kerpiiΓ + kerpijΓ)
be the quotient maps. Since the ideals kerpiiΓ are differential ideals, the factor algebras
Γ(B)/kerpiiΓ and Γ(B)/(kerpiiΓ + kerpijΓ) are differential calculi over Bi and Bij , and the pro-
jections piijΓ are the extensions of the projections pi
i
j.
According to Definition 2 the covering completion (Γc(Bc), (kerpiiΓc )i∈I) of the pair
(Γ(B), (kerpiiΓ)i∈I) has the entries
Γc(Bc) : = {(γi)i∈I ∈
⊕
i
Γ(B)/kerpiiΓ |piijΓ(γi) = pijiΓ(γj)} (11)
kerpikΓc : = {(γi)i∈I ∈ Γc(Bc)|γk = 0}. (12)
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Γc(Bc) has a natural grading coming from the grading of the differential calculi Γ(B)/kerpiiΓ
and a natural differential dc given by
dc((γi)i∈I) = (dγi)i∈I ∀(γi)i∈I ∈ Γc(Bc). (13)
From pikΓ = pikΓc ◦ KΓ (where KΓ is the extension of K : B −→ Bc) and formula (13) it
follows that pikΓc is surjective and differentiable, thus Γc(Bc)/kerpiiΓc is a differential calculus
isomorphic to Γ(B)/kerpiiΓ . Because of (Γ(B)/kerpiiΓ)
0 = Bi, Γ
0
c(Bc) = Bc. 
If the covering (kerpiiΓ)i∈I is complete, Γc(Bc) is isomorphic to Γ(B) as differential calculus.
Since the differential calculi Γ(Bi) and Γ(B)/(kerpiiΓ) are canonically isomorphic, formula
(11) is the same as
Γc(B) = {(γi)i∈I ∈
⊕
i
Γ(Bi)|piijΓ(γi) = pijiΓ(γi)}.
We also note that the differential ideal J(Bij) ⊂ Ω(Bij) corresponding to
Γ(Bij) := Γ(B)/(kerpiiΓ + kerpijΓ) is
J(Bij) = piijΩ(kerpiiΩ→Γ + kerpijΩ→Γ)
= piijΩ ◦ piiΩ(kerpiiΩ→Γ) + pi
j
iΩ
◦ pijΩ(kerpijΩ→Γ),
and because of piiΩ(kerpiiΩ→Γ) = J(Bi) one can also write
J(Bij) = pi
i
jΩ(J(Bi)) + pi
j
iΩ
(J(Bj)). (14)
All the above considerations remain unchanged if one considers ∗-algebras, ∗-ideals, ∗-
homomorphisms and differentials commuting ( or anticommuting) with ∗ (∗-differential alge-
bras).
4 Example
Here we present an example of a quantum space being glued together from two copies of a
quantum disc. The result is a C∗-algebra isomorphic to the algebra of the Podles´ spheres S2µc,
c > 0. An analogous construction was performed in [2], using another kind of quantum disc, and
it was mentioned there in a footnote, that the resulting C∗-algebra is isomorphic to a Podles´
sphere. To prove this isomorphy, we start with a result of Sheu [11], saying that the Podles´
spheres S2µc, c > 0 are isomorphic as C
∗-algebras to the fibered product C∗(S)⊕σ C∗(S) of two
shift algebras by means of the symbol map σ. In our terminology, two copies of C∗(S) are glued
together using the homomorphism σ : C∗(S) −→ C(S1). On the other hand, using results and
arguments from [5] and [6], it is easy to show that quantum discs are as C∗-algebras isomorphic
to shift algebras, and that the symbol map is transported into a natural homomorphism of the
quantum disc onto C(S1), which just corresponds to the classical circle contained in the quantum
disc. This gives the desired isomorphy. Moreover, using the generators of the quantum disc,
we get a description of the glued C∗-algebra in terms of generators and relations. We argue
that these generators should be considered as natural “coordinates” on a quantum version of a
top of a cone. Finally, we apply our prescription of gluing together differential calculi. Starting
from Uq1/2(sl2)-covariant differential calculi on the discs, we obtain a differential calculus on our
glued quantum top, which can also be characterized in terms of generators and relations, and is
also Uq1/2(sl2)-covariant.
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Definition 11 The C∗-algebra C(Dq), 0 < q < 1, of the quantum disc Dq is defined as the
C∗-closure of the algebra P (Dq) := C < x, x
∗ > /Jq, where Jq is the two-sided ideal in the free
algebra C < x, x∗ > generated by the relation
x∗x− qxx∗ = (1− q)1. (15)
This is a one-parameter subfamily of the two-parameter family of quantum discs described in
[6]. The C*-closure is formed using only bounded *-representations of P (Dq). This is possible,
because ‖ρ(x)‖ = 1 for every bounded *-representation, as is shown in [6]. From there, we also
have
Proposition 14 Every irreducible *-representation of C(Dq) is unitarily equivalent to one of
the following representations:
(i) a one-dimensional representation ρθ, defined by ρθ(x) = e
iθ, ρθ(x
∗) = e−iθ, for 0 ≤ θ < 2pi.
(ii) an infinite dimensional representation piq defined on a Hilbert space H with orthonormal
basis (ei)i≥0 by
piq(x)ei =
√
λi+1 ei+1, i ≥ 0, (16)
piq(x
∗)ei =
{
0 i = 0,√
λi ei−1, i ≥ 1, (17)
with λi = 1− qi, i ≥ 0.
It is also shown in [6] that the infinite dimensional representation piq is faithful. Therefore,
C(Dq) has no nontrivial covering. The one-dimensional representations ρθ correspond to the
classical points, forming a circle, of the quantum disc. Considering C(S1) as the C∗-algebra
generated by a, a∗ with relations aa∗ = a∗a = 1, the embedding of this classical circle into the
quantum disc is described by a C∗-homomorphism φq : C(Dq) −→ C(S1) defined by x 7→ a.
Later we will need
Lemma 2 The elements xkx∗l, k, l ≥ 0 form a vector space basis of P (Dq). The same is true
for the elements (xx∗)kxl, k ≥ 0, l ∈ Z, where x−l := x∗l, l > 0.
Proof: It is obvious from the relations that every element of P (Dq) can be written as a linear
combination of the given elements. Applying the representation piq to an equation
∑
cklx
kx∗l =
0 and acting with the zero operator piq(
∑
cklx
kx∗l) onto suitable basis elements one obtains
ckl = 0, ∀k, l. The linear independence of the second set of elements follows from
(xx∗)kxl = q
1
2
k(k−1+2l)xk+lx∗k + aklk−1x
k+l−1x∗k−1 + . . .+ akl0 x
l, l ≥ 0,
(xx∗)kx∗l = q
1
2
k(k−1)xkx∗k+l + ak0k−1x
k−1x∗k−1+l + . . . ak00 x
∗l, l > 0,
(with some coefficients ajkl ), using a “triangular type” argument. 
The argument proving that the xkx∗l form a basis also shows that piq is faithful on P (Dq)
and that consequently P (Dq) is faithfully embedded in C(Dq).
Lemma 3 1− xx∗ is not a zero divisor in P (Dq).
Proof: Assume (1 − xx∗)∑kl ckl(xx∗)kxl = 0. Lemma 2 gives the following conditions for the
coefficients ckl,
c0l = 0, ∀l
ckl = ck−1,l, ∀l, k ≥ 1
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which lead to ckl = 0, ∀k, l. In the same way one proves that 1 − xx∗ is also not a right zero
divisor. 
The C∗-algebra of the unilateral shift is defined as follows: Let H be a Hilbert space with
orthonormal basis (ei)i≥0. The shift operator S ∈ B(H) is defined by S(ei) = ei+1. Its adjoint
is given by S∗(ei) =
{
ei−1 i > 0
0 i = 0.
C∗(S) is the C∗-subalgebra of B(H) generated by S and
S
∗. The symbol map σ : C∗(S) −→ C(S1) is the homomorphism defined by σ(S) = a.
Proposition 15 C(Dq) is isomorphic to C
∗(S) as C∗-algebra. Under this isomorphism, the
symbol map σ corresponds to the embedding of the classical circle, φq : C(Dq) −→ C(S1).
Proof: We use ideas of [5], where this is proved for another one-parameter family of quantum
discs. In fact, we prove piq(C(Dq)) = C
∗(S). First, it is easy to see that
piq(x) = S
∞∑
k=0
(
√
λk+1 −
√
λk)S
k
S
∗k, (18)
where the series converges in the operator norm. Thus, piq(C(Dq)) ⊂ C∗(S). On the other hand,
if Pi is the orthogonal projector onto ei, piq(x
∗)piq(x) =
∑
λi+1Pi is the spectral resolution of
piq(x
∗)piq(x), and Pi lies in the C
∗-algebra generated by piq(x
∗)piq(x), therefore also in piq(C(Dq)).
The matrix units Eij defined by Eij(ek) = δjkei can be written
Eij =


(
√
λj+1 · · ·λi)−1piq(x)i−jPj i > j,
(
√
λj · · ·λi+1)−1piq(x∗)j−iPj i < j,
Pi i = j.
Since the Eij generate the ideal K of compact operators, it follows that K ⊂ piq(C(Dq)).
Moreover, S−piq(x) is a weighted shift, (S−piq(x))(ek) = (1−
√
λk+1)ek+1, where 1−
√
λk −→ 0
for k −→ ∞. From the next lemma it follows that S − piq(x) ∈ K, therefore S ∈ piq(C(Dq)).
For σ ◦ piq = φq it is sufficient to show σ(piq(x)) = φq(x) = a, which follows from formula (18)
using
∑∞
i=0(
√
λi+1 −
√
λi) = limk→∞
√
λk = 1. 
Lemma 4 Let T ∈ B(H) be a weighted shift,
T (ei) = tiei+1,
with ti ∈ R, limi→∞ ti = 0. Then T ∈ K.
Proof: T ∗(ei) =
{
0 i = 0,
ti−1ei−1 i > 0.
Therefore, T ∗T (ei) = t
2
i ei, and T
∗T is a compact operator
with spectrum consisting of the isolated eigenvalues t2i , t
2
i → 0. Then
√
T ∗T is also a com-
pact operator with eigenvalues |ti|, and T itself is compact, because its polar decomposition is
T = U
√
T ∗T , and K is a two-sided ideal. 
Now, the following proposition is immediate from Proposition 1.2. of [11].
Proposition 16 For |µ| < 1, c > 0, the C∗-algebra C(S2µc) of the Podles´ sphere is isomorphic
to C(Dp)⊕φ C(Dq) = {(f, g) ∈ C(Dp)⊕ C(Dq)|φp(f) = φq(g)}, 0 < q, p < 1.
The isomorphy holds for any pairs of parameters (µ, c) and (p, q). The images of the genera-
tors of C(S2µc) under this isomorphism clearly are also generators of C(Dp)⊕φC(Dq). However,
one can also describe C(Dp)⊕φ C(Dq) by means of generators arising naturally from the gener-
ators of the two quantum discs via the gluing procedure:
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Proposition 17 Let
P (S2pqφ) := C < f1, f−1, f0 > /Jq,p,
where Jq,p is the two-sided ideal generated by the relations
f−1f1 − qf1f−1 = (p− q)f0 + (1− p)1, (19)
f0f1 − pf1f0 = (1− p)f1, (20)
f−1f0 − pf0f−1 = (1− p)f−1, (21)
(1− f0)(f1f−1 − f0) = 0. (22)
With
f∗0 = f0, f
∗
1 = f−1, (23)
P (S2pqφ) is a ∗-algebra.
P (Dp) ⊕φ P (Dq) = {(f, g) ∈ P (Dp) ⊕ P (Dq)|φp(f) = φq(g)} is isomorphic to the *-algebra
P (S2pqφ).
Remark: We have the conjecture that P (S2pqφ) and P (S
2
µc) are not isomorphic as *-algebras.
Proof: Relation (19) is invariant under ∗ whereas (20) and (21) are transformed into each other.
(22) is invariant because of f1f−1f0 = f0f1f−1 which follows from (20) and (21).
Next we show P (Dp) ⊕φ P (Dq) ≃ P (S2pqφ). We denote the generators of P (Dp) by x, x∗ and
those of P (Dq) by y, y
∗. Consider the elements f˜0 = (xx
∗, 1), f˜1 = (x, y), f˜−1 = (x
∗, y∗) of
P (Dp)⊕φ P (Dq). They fulfill the relations (19) - (22).
Lemma 5 f˜0, f˜1, f˜−1 generate P (Dp)⊕φ P (Dq).
Proof of the lemma: Use the basis (xx∗)kxl, (yy∗)kyl, k ≥ 0, l ∈ Z of Lemma 2. First we
notice that
(
∑
m≥0,n∈Z
cmn(xx
∗)mxn,
∑
k≥0,l∈Z
c˜kl(yy
∗)kyl) ∈ P (Dp)⊕φ P (Dq)
if and only if ∑
k≥0
ckl =
∑
k≥0
c˜kl, ∀l. (24)
We obtain
(
∑
m≥0,n∈Z
cmn(xx
∗)mxn,
∑
k≥0,l∈Z
c˜kl(yy
∗)kyl) =
∑
l∈Z
(
∑
m≥0
cml(xx
∗)mxl,
∑
k≥0
c˜kl(yy
∗)kyl) =
∑
l∈Z
((
∑
m≥0
cml(xx
∗)mxl,
∑
k≥0
c˜kly
l) +
(
∑
m≥0
cmlx
l,
∑
k≥0
c˜kl(yy
∗)kyl)− (
∑
m≥0
cmlx
l,
∑
k≥0
c˜kly
l)) =
∑
l∈Z
(
∑
m≥0
cmlf˜
m
0 f˜
l
1 +
∑
k≥0
c˜kl(f˜1f˜−1 − f˜0 + 1)k f˜ l1 −
∑
n≥0
cnlf˜
l
1),
where we have set f˜−11 = f˜−1, and (24) has been used in the last equality. 
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By the lemma there exists a surjective homomorphism F : P (S2pqφ) −→ P (Dp)
⊕
φ P (Dq)
defined by F (fi) := f˜i. Let p1 : P (Dp)
⊕
φ P (Dq) −→ P (Dp) and p2 : P (Dp)
⊕
φ P (Dq) −→
P (Dq) be the restrictions of the first and second projections. By definition ker p1
⋂
ker p2 = 0.
Let pi1 := p1 ◦ F and pi2 := p2 ◦ F , i. e. pi1(f0) = xx∗, pi1(f1) = x, pi2(f0) = 1, pi2(f1) = y. F is
an isomorphism if kerpi1
⋂
kerpi2 = 0.
First we describe kerpi2. Every element a ∈ P (S2pqφ) can be written in the form
a =
∑
k∈Z;m,n≥0
cmnk(f1f−1)
mfn0 f
k
1 ,
where f−11 = f−1. Applying pi2 to a ∈ ker pi2, it follows that∑
k∈Z;m,n≥0
cmnk(yy
∗)myk = 0,
and one obtains the condition
∑
n≥0 cmnk = 0, ∀m,k. Thus, we have the identity
∑
n≥0
cmnk(f1f−1)
mfn0 f
k
1 =
∑
n≥1
n∑
s=1
cmnk(f1f−1)
m(f s0 − f s−10 )fk1
=
∑
n≥1
n∑
s=1
cmnk(f1f−1)
m(f0 − 1)f s−10 fk1 .
In view of f1f−1f0 = f0f1f−1, this means that every element a ∈ kerpi2 can be written in the
form
a = (1− f0)
∑
k∈Z;m,n≥0
amnk(f1f−1)
mfn0 f
k
1 . (25)
Assume now a ∈ kerpi1
⋂
kerpi2. Applying pi1 to a one obtains
(1− xx∗)
∑
k∈Z;m,n≥0
amnk(xx
∗)m(xx∗)nxk = 0,
which yields, since 1−xx∗ is not a zero divisor, the following condition for the coefficients amnk:
l∑
n=0
al−n,n,k = 0, ∀l ≥ 0, k. (26)
This leads to
(1− f0)
∑
k∈Z,m,n≥0
amnk(f1f−1)
mfn0 f
k
n
= (1− f0)
∑
k∈Z
∑
l≥0
l∑
n=0
al−n,n,k(f1f−1)
l−nfn0 f
k
n
= (1− f0)
∑
k∈Z
∑
l≥0
l∑
n=1
n∑
s=1
al−n,n,k((f1f−1)
l−sf s0 − (f1f−1)l−s+1f s−10 )fk1
= −(1− f0)(f1f−1 − f0)
∑
k∈Z
∑
l≥0
l∑
n=1
n∑
s=1
al−n,n,k(f1f−1)
l−sf s−10 f
k
1 = 0. (27)
(26) was used in the second equality. Thus ker pi1
⋂
ker pi2 = 0, and F is an isomorphism. 
Note that the computation leading to (27) can also be used to show that kerpi1 is generated
by f1f−1 − f0, since the application of pi1 to a general element of kerpi1 leads to (27) without
the factor 1− f0.
Proposition 18 Let ρ be a homomorphism of the *-algebra P (S2pqφ) into the *-algebra B(H)
of bounded operators on a Hilbert space H.
Then ker (1−ρ(f0)) and ker ρ(f1f−1−f0) are closed subspaces invariant under all representation
operators. H can be decomposed into the orthogonal direct sum
H = ker(1− ρ(f0))⊕ ker(ρ(f1f−1 − f0)|(ker(1−ρ(f0)))⊥). (28)
Proof: The invariance of the kernels is a direct consequence of the relations. The kernels
are closed since they belong to bounded operators. Thus, H can be decomposed into the
orthogonal direct sum H = ker(1 − ρ(f0)) ⊕ ker(1 − ρ(f0))⊥ of closed invariant subspaces. In
turn, ker(1−ρ(f0))⊥ can be decomposed as ker(ρ(f1f−1−f0)|(ker(1−ρ(f0)))⊥)⊕Hc, with another
invariant subspace Hc. The restrictions to Hc of both 1− ρ(f0) and ρ(f1f−1− f0) are injective.
Thus, if ψ ∈ Hc, ψ 6= 0, it follows that (1 − ρ(f0))ρ(f1f−1 − f0)(ψ) 6= 0, which contradicts
relation (22). 
In the restriction of ρ to ker(1− ρ(f0)) we have ρ(f0) = 1, and the relations reduce to
ρ(f−1)ρ(f1)− qρ(f1)ρ(f−1) = (1− q)1,
which are the relations of a quantum disc with parameter q. On the complement ker(ρ(f1f−1−
f0)|(ker(1−ρ(f0)))⊥) we have ρ(f0) = ρ(f1f−1), and the relation (19) reduces to
ρ(f−1)ρ(f1)− pρ(f1)ρ(f−1) = (1− p)1,
i. e. the relations of a quantum disc with parameter p. (20) and (21) follow from these relations,
whereas (22) is satisfied trivially. Using the results of [6] for quantum discs, we obtain
Proposition 19 The following is a complete list of bounded irreducible *-representations of
P (S2pqφ):
1. A representation in a Hilbert space H with orthonormal basis (ei)i=0,1,...
ρ1(f0)ei =
{
0 i = 0
λiei i > 0
(29)
ρ1(f1)ei =
√
λi+1 ei+1, i ≥ 0, (30)
ρ1(f−1)ei =
{
0 i = 0,√
λi ei−1, i ≥ 1, (31)
with λi = 1− pi, i ≥ 0.
2. A representation in H given by
ρ2(f0)ei = ei, (32)
ρ2(f1)ei =
√
λ′i+1 ei+1, i ≥ 0, (33)
ρ2(f−1)ei =
{
0 i = 0,√
λ′i ei−1, i ≥ 1,
(34)
with λ′i = 1− qi, i ≥ 0.
3. A one parameter family of one dimensional representations given by
ρθ(f0) = 1, (35)
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ρθ(f1) = e
iθ, (36)
ρθ(f−1) = e
−iθ, (37)
where 0 ≤ θ < 2pi.
Moreover, ‖ρ(f1)‖ = ‖ρ(f−1)‖ = ‖ρ(f0)‖ = 1 for any *-representation of P (S2pqφ) in bounded
operators.
Denoting by Repb the set of *-representations of P (S
2
pqφ) in bounded operators, it follows
that for each a ∈ P (S2pqφ) exists ‖a‖ := supρ∈Repb ‖ρ(a)‖ <∞.
Proposition 20 (i) ‖.‖ is a C*-norm on P (S2pqφ).
(ii) ρ1 ⊕ ρ2 is a faithful representation of P (S2pqφ).
(iii) {fk1 f0f l−1, fk1 f l−1|k, l = 0, 1, . . .} is a vector space basis of P (S2pqφ).
Proof: As a first step, one shows that the vectors (iii) form a linear generating system. For
this, one first shows inductively that the monomials fk1 f
l
0f
m
−1, k, l,m = 0, 1, . . . form a linear
generating system. Then one uses (22) to reduce the power of f0.
Let now a =
∑
k,l=0,1...(aklf
k
1 f0f
l
−1 + bklf
k
1 f
l
−1), and assume ρ1 ⊕ ρ2(a) = 0. Then we have
ρ1(a)e0 =
∑
k
(ak0ρ1(f1)
kρ1(f0)e0 + bk0ρ1(f1)
ke0) =
∑
k
bk0
√
λk · · ·λ1ek = 0,
i. e. bk0 = 0 for all k. Thus,
ρ2(a)e0 =
∑
k
(ak0
√
λ′k · · · λ′1ek + bk0
√
λ′k · · ·λ′1ek) = 0
gives ak0 = 0 for all k.
Assume now that
akl = bkl = 0, ∀k
is shown for l ≤ i. Then
ρ1(a)ei+1 =
∑
k
(ak,i+1ρ1(f1)
kρ1(f0)
√
λ1 · · ·λi+1e0 + bk,i+1ρ1(f1)k
√
λ1 · · ·λi+1e0) =
=
∑
k
bk,i+1
√
λk · · · λ21 · · ·λi+1ek = 0,
i. e. bk,i+1 = 0. ∀k. From
ρ2(a)ei+1 =
∑
k
(ak,i+1
√
λ′k · · ·λ′12 · · ·λ′i+1ek + bk,i+1
√
λ′k · · ·λ′12 · · ·λ′i+1ek) = 0
now also follows ak,i+1 = 0, ∀k. This proves the proposition. 
Definition 12 C(S2pqφ) is the closure of P (S
2
pqφ) in the norm ‖.‖.
Proposition 21 C(S2pqφ) is C*-isomorphic to C(S
2
µc) for c > 0.
Proof: It is sufficient to prove that C(S2pqφ) is isomorphic to C
∗(S)⊕σC∗(S). Using that reduced
atomic representations are faithful, it is enough to see that one can choose for both algebras one
element from every equivalence class of irreducible representations in such a way that there is
a bijection between the resulting sets of representations, and that the images of corresponding
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representations are isomorphic as C*-algebras. It follows again from Proposition 1.2 of [11] that
the irreducible representations of C∗(S)⊕σ C∗(S) are up to equivalence p′1, p′2 and pθ ◦σ, where
p′1, p
′
2 are the restrictions of the first and second projections to C
∗(S) ⊕σ C∗(S), and pθ is the
evaluation at eiθ, pθ(f) = f(e
iθ) for f ∈ C(S1). Indeed, p′1, p′2, pθ ◦ σ correspond under the
isomorphism (pi+, pi−) : C(S
2
µc) −→ C∗(S)⊕σ C∗(S) to the representations pi+, pi−, piθ of C(S2µc)
(see [9]) respectively. The representations of C(S2pqφ) corresponding to p
′
1, p
′
2, pθ ◦σ are now ρ1,
ρ2, ρθ respectively. The equality of the corresponding images is trivial for the one-dimensional
representations and follows for the others with the same arguments as in the proof of Proposition
15. 
Note that it would have been sufficient to use only ρ1, ρ2 and p
′
1, p
′
2 in the above proof,
because ρ1 ⊕ ρ2 and p′1 ⊕ p′2 = id are already faithful representations. For ρ1 ⊕ ρ2 this follows
from ρθ = pθ ◦ σ ◦ ρi, i = 1, 2. Moreover, there are the equalities p′i ◦ (pip ⊕ piq) ◦ F = ρi,
i = 1.2, and pθ ◦ σ ◦ (pip ⊕ piq) ◦ F = ρθ, which mean that F extends to a C*-isomorphism
C(S2pqφ) −→ C(Dp)⊕φ C(Dq).
In order to determine an underlying “space” of C(S2pqφ), we look for the spectra of generators.
First we introduce instead of f1, f−1 the selfadjoint elements f+ =
1
2(f1+f−1), f− =
1
2 i(f1−f−1).
In terms of f+ and f− the relations (19) - (22) are
(1− q)(f2+ + f2−) + (1 + q)i(f−f+ − f+f−) = (p − q)f0 + (1− p)1, (38)
f0f+ − pf+f0 − i(f0f− − pf−f0) = (1− p)(f+ − if−), (39)
f+f0 − pf0f+ + i(f−f0 − pf0f−) = (1− p)(f+ + if−), (40)
(1− f0)(f2+ + f2− + i(f+f− − f−f+)− f0) = 0. (41)
Putting here p = q = 1, (38) - (40) just mean commutativity of the algebra, whereas the
geometric counterpart of (41) is the union of the plane f0 = 1 and the cone f
2
+ + f
2
− = f0 in
f0, f+, f−-space. For p, q 6= 1, f+ and f− act in the irreducible representations as follows :
ρ1(f+)ek =
1
2
(
√
λk+1ek+1 +
√
λkek−1), (42)
ρ1(f−)ek =
1
2
i(
√
λk+1ek+1 −
√
λkek−1), (43)
ρ2(f±) obey (42) and (43) with λ
′
k in place of λk, and
ρθ(f+) = cos θ, ρθ(f−) = sin θ. (44)
It follows that
ρ1(f
2
+ + f
2
−)ei = (1−
1
2
(pi + pi+1))ei
and
ρ2(f
2
+ + f
2
−)ei = (1−
1
2
(qi + qi+1))ei,
whereas ρ1,2(f±) are Jacobi “matrices” with continuous spectra. So one may draw the following
picture in f0, f+, f−-space, assigning to every “eigenstate” ei of ρ1,2,θ(f0) the possible values of
a “measurement” of f0, f+, f−:
ρθ, 0 ≤ θ < 2pi give rise to the circle f0 = 1, f2+ + f2− = 1. ρ2 leads to circles f0 = 1,
f2++f
2
− = 1− 12(qi+qi+1), and ρ1 to circles f0 = 1−pi, f2++f2− = 1− 12(pi+pi+1). The union of
all these circles may be considered as a discretized version of the top of the cone arising in the clas-
sical case, i. e. the set {(f0, f+, f−)|f0 = 1, f2++f2− ≤ 1}∪{(f0, f+, f−)|0 ≤ f0 ≤ 1, f2++f2− = f0}.
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As a consequence of the considerations in the proof of Proposition 17 the homomorphisms
pi1,2 : P (S
2
pqφ) −→ P (Dp,q) define a covering (ker pi1, ker pi2), which is just the transport of the
covering (ker p1, ker p2) of P (Dp)⊕φ P (Dq) under the isomorphism F .
Our task is now the construction of a differential calculus over P (S2pqφ) adapted to the
covering (ker pi1, ker pi2). According to Proposition 11, such a differential calculus is uniquely
determined by differential calculi over P (Dp) ≃ P (S2pqφ)/ker pi1 and P (Dq) ≃ P (S2pqφ)/ker pi2.
We choose Γ(P (Dp)) = Ω(P (Dp))/J(P (Dp)), where J(P (Dp)) is generated by the elements:
x(dx) − p−1(dx)x
x∗(dx∗) − p(dx∗)x∗
x(dx∗) − p−1(dx∗)x
x∗(dx) − p(dx)x∗,
analogously for P (Dq). These differential calculi were considered in [12]. Obviously, they are
∗-differential calculi.
Lemma 6 (i) dx and dx∗ form a left and right P (Dq)-module basis of Γ
1(P (Dq)).
(ii) dxdx∗ is a left and right P (Dq)-module basis of Γ
2(P (Dq)).
(iii) Γn(P (Dq)) = 0 for n ≥ 3.
This is proved in the appendix.
For p 6= q the differential calculus Γ(P (S2pqφ)) obtained by gluing together Γ(P (Dp)) and
Γ(P (Dq)) has the following form:
Γ0(P (S2pqφ)) = P (S
2
pqφ)
Γn(P (S2pqφ)) = Γ
n(P (Dq))
⊕
Γn(P (Dp)), ∀n > 0.
This follows from formula (14), which in our case reads J(P (S1)) = φpΩ(J(P (Dp))+φqΩ(J(P (Dq)).
We get in the differential ideal J(P (S1)) elements of the form
a(da)− p−1(da)a = φpΩ(x(dx) − p−1(dx)x)
a(da) − q−1(da)a = φqΩ(y(dy)− q−1(dy)y),
where a is the generator of P (S1), which leads to (q−1 − p−1)da ∈ J(P (S1)) and da = 0 in
Γ(P (S1)). In the same way follows da∗ = 0 in Γ(P (S1)), which means Γn(P (S1)) = 0, ∀n > 0.
So, there is no gluing in all degrees n > 0.
In the case q = p the differential calculus on P (S2pqφ) in higher degree than zero is not simply
the direct sum of the differential calculi on the quantum discs. The differential ideal J(P (S2qqφ))
defining the differential calculus Γ(P (S2qqφ)) can be written in terms of the generators f1, f−1
and f0 as follows:
Proposition 22 Let Γ(P (S2qqφ)) := Ω(P (S
2
qqφ))/J(P (S
2
qqφ)), where the differential ideal
J(P (S2qqφ)) is generated by the elements
f1(df1)− q−1(df1)f1, f−1(df−1)− q(df−1)f−1, (45)
f1(df−1)− q−1(df−1)f1, f−1(df1)− q(df1)f−1, (46)
f0(df1)− (df1)f0, f0(df−1)− (df−1)f0 (47)
(df0)(f1f−1 − f0), (f1f−1 − f0)df0, (48)
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and
(1− q)df0df−1 − qf−1df0df0 (49)
(1− q)df1df0 − qf1df0df0 (50)
(1− f0)((1− q)df1df−1 − df0df0) (51)
(f1f−1 − f0)df0df0. (52)
Then the homomorphisms pi1 and pi2 are differentiable and
kerpi1Γ
⋂
kerpi2Γ = {0}, (53)
i.e. Γ(P (S2qqφ)) is the unique differential calculus such that
(Γ(P (S2qqφ)), (Γ(P (Dq)),Γ(P (Dq)))) is adapted to (P (S
2
qqφ), (ker pi1, ker pi2)) according to Propo-
sition 11.
Proof: One shows easily that pi1Ω(J(P (S
2
qqφ))) ⊂ J(P (Dq)) and pi2Ω(J(P (S2qqφ))) ⊂ J(P (Dq)),
i.e. pi1 and pi2 are differentiable.
First let us prove the assertion (53) for the first degree Γ1(P (S2qqφ)), i. e. (kerpi1Γ)
1
⋂
(kerpi2Γ)
1 =
{0}. Using Proposition 20, (iii), and (45), (46) and (47) one finds that every element γ ∈
Γ(P (S2qqφ)) can be written in the form
γ =
∑
k,l≥0
(ak,lf
k
1 f0f
l
−1 + bk,lf
k
1 f
l
−1)df1
+
∑
k,l≥0
(ck,lf
k
1 f0f
l
−1 + dk,lf
k
1 f
l
−1)df−1
+
∑
k,l≥0
(ek,lf
k
1 f0f
l
−1 + gk,lf
k
1 f
l
−1)df0.
Assuming γ ∈ kerpi2Γ one obtains
pi2Γ(γ) =
∑
k,l≥0
(ak,ly
ky∗l + bk,ly
ky∗l)dy
+
∑
k,l≥0
(ck,ly
ky∗l + dk,ly
ky∗l)dy∗ = 0.
Using the bimodule basis {dy, dy∗} of Γ(P (Dq)) and the vector space basis {yky∗l|k, l =
0, 1, . . .} of P (Dq) one obtains ak,l = −bk,l and ck,l = −dk,l. It follows that an element γ ∈ kerpi2Γ
can be written in the form
γ =
∑
k,l≥0
ak,lf
k
1 (f0 − 1)f l−1df1
+
∑
k,l≥0
ck,lf
k
1 (f0 − 1)f l−1df−1
+
∑
k,l≥0
(ek,lf
k
1 f0f
l
−1 + gk,lf
k
1 f
l
−1)df0.
The relations in the algebra give the identities
(f0 − 1)fi = qifi(f0 − 1), i = −1, 0, 1,
fn−1f1 = q
nf1f
n
−1 + (1− qn)fn−1−1 , n > 0.
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From (48) follows
f1f−1df0 = f0df0,
(f0 − 1)f−1df1 = q(f0 − 1)df0 − q(f0 − 1)f1df−1.
The last four equations, together with (21), (22) and (46) now give the following two identities:
f0f
l
−1df0 = f1f
l+1
−1 df0
+ (q−l − 1)f l−1df0 + l(1− q−1)f l−1df0,
(f0 − 1)f l−1df1 = q(f0 − 1)f l−1−1 df0
− ql+1f1(f0 − 1)f l−1−1 df−1 − q2(1− ql−1)(f0 − 1)f l−2−1 df−1, l > 0.
It follows that γ ∈ kerpi2Γ can be written in the form
γ =
∑
k≥0
a˜kf
k
1 (f0 − 1)df1
+
∑
k,l≥0
c˜k,l(f0 − 1)fk1 f l−1df−1 +
∑
k,l≥0
g˜k,lf
k
1 f
l
−1df0.
Assuming γ ∈ kerpi1Γ
⋂
kerpi2Γ one obtains
pi1Γ(γ) =
∑
k≥0
a˜kx
k(xx∗ − 1)dx
+
∑
k,l≥0
c˜k,l(xx
∗ − 1)xkx∗ldx∗ +
∑
k,l≥0
g˜k,lx
kx∗ld(xx∗) = 0.
The left coefficient of dx is∑
k≥0
(a˜kx
k+1x∗ − a˜kxk) + q−1
∑
k,l≥0
q−1g˜k,lx
kx∗l+1 = 0,
which gives a˜k = 0, ∀k and g˜k,l = 0, ∀k, l. This leads to
pi1Γ(γ) =
∑
k,l≥0
c˜k,l(xx
∗ − 1)xkx∗l = 0.
Since xx∗ − 1 is not a zero divisor, it follows that c˜k,l = 0 ∀k, l, i.e. γ = 0.
Now, let us prove the assertion for Γ2(P (S2qqφ)).
Applying d to (45)-(48) one obtains in Γ(P (S2qqφ)), besides (49)-(52), the following relations
df1df1 = 0, df−1df−1 = 0, df−1df1 = −qdf1df−1,
df0df1 = −df1df0, df−1df0 = −df0df−1,
and one can see that Γ2(P (S2qqφ)) is generated by the elements df1df−1 and df0df0 as a P (S
2
qqφ)-
bimodule. Let us consider a general element γ ∈ Γ2(P (S2qqφ)),
γ = adf1df−1 + bdf0df0.
Applying pi2Γ to γ ∈ kerpi2Γ gives
pi2(a)dxdx
∗ = 0,
and it follows a ∈ kerpi2(Lemma 6, (ii)). kerpi2 is generated by the element 1 − f0 (see (25)),
and because of relation (51) kerpi2Γ is generated by df0df0. Now assume
γ = b˜df0df0 ∈ kerpi1Γ
⋂
kerpi2Γ .
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It follows that
pi1Γ(γ) = pi1(b˜)d(xx
∗)d(xx∗) = pi1(b˜)(x(dx
∗)(dx)x∗ + (dx)x∗x∗(dx))
= pi1(b˜)(x
∗xdxdx∗ + xx∗dx∗dx)
= pi1(b˜)(x
∗xdxdx∗ − qxx∗dxdx∗)
= pi1(b˜)(1− q)dxdx∗ = 0,
and this leads to b˜ ∈ kerpi1.
As noted above kerpi1 is generated by the element f1f−1 − f0. It is immediate from (19)-
(22) that (f1f−1 − f0)fi = qifi(f1f−1 − f0), i = ±1, 0. This and (52) gives γ = 0, i.e.
(kerpi1Γ)
2
⋂
(kerpi2Γ)
2 = 0.
Finally, Γn(P (S2qqφ)) = 0, ∀n > 2, i.e. Jn(P (S2qqφ)) = Ωn(P (S2qqφ)), ∀n > 2, since
Γn(P (Dq)) = 0, ∀n > 2. This can also be obtained directly from the generators of J(P (S2qqφ))
((45)- (48) and (49)- (52)), and we need no additional relations for higher degrees. 
Γ(P (S2qqφ)) is a ∗-differential calculus:
Obviously, the homomorphisms pi1 and pi2 are ∗-homomorphisms. We know that the univer-
sal differential calculus Ω(P (S2qqφ)) is a ∗-differential calculus, and one easily verifies that the
homomorphisms pi1Ω→Γ and pi2Ω→Γ are ∗-homomorphisms. It follows that the kernels of these ho-
momorphisms are ∗-ideals and also the intersection of these kernels is a ∗-ideal. This ideal is just
the differential ideal defining the differential calculus Γ(P (S2qqφ)), i.e. there exists a ∗-structure
on Γ(P (S2qqφ)), such that the quotient map piΩ,Γ : Ω(P (S
2
qqφ)) −→ Γ(P (S2qqφ)) satisfies
piΩ,Γ ◦ ∗ = ∗ ◦ piΩ,Γ.
Finally, the differential calculus Γ(P (S2qqφ)) is also Uq1/2(sl2)-covariant:
First we recall the meaning of the covariance of the differential calculus over the quantum
disc with respect to the action of Uq1/2(sl2) and refer for more details to [12].
The Hopf algebra Uq1/2(sl2) is the algebra generated by K
±1, E, F with the relations
KK−1 = K−1K = 1, K±1E = q±1EK±1, K±1F = q∓1FK±1
EF − FE = (K −K−1)/(q1/2 − q−1/2).
The comultiplication ∆, the counit ε and the antipode S are defined as follows
∆(E) = E ⊗ 1 +K ⊗ E, ∆(F ) = F ⊗K−1 + 1⊗ F,
∆(K±1) = K±1 ⊗K±1,
ε(E) = ε(F ) = 0, ε(K±1) = 1,
S(E) = −K−1E, S(F ) = −FK, S(K±1) = K∓1.
There exists an action · : Uq1/2(sl2)× P (Dq) −→ P (Dq), which means
h · 1 = ε(h)1, ∀h ∈ Uq1/2(sl2)
1 · a = a, ∀a ∈ P (Dq)
h · (ab) =
∑
(h1 · a)(h2 · b), ∀h ∈ Uq1/2(sl2), a, b ∈ P (Dq)
h · (g · a) = (hg) · a, ∀h, g ∈ Uq1/2(sl2), a,∈ P (Dq),
defined by
K±1 · x := q±1x, F · x := q1/41, E · x := −q1/4x2
K± · x∗ := q∓1x∗, F · x∗ := −q5/4x∗2, E · x∗ := q−3/41.
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It was shown in [12] that this action can be extended to the differential algebra Γ(P (Dq)),
which means that there exists · : Uq1/2(sl2)× Γ(P (Dq)) −→ Γ(P (Dq)) defined by
h · da = d(h · a),
and
h · γσ =
∑
(h1 · γ)(h2 · σ), h ∈ Uq1/2(sl2), γ, σ ∈ Γ(P (Dq)).
It turns out that this action is compatible with the gluing procedure, i.e. there is an action
· : Uq1/2(sl2)× P (S2qqφ) −→ P (S2qqφ) given by
h · (a, b) := (h · a, h · b), h ∈ Uq1/2(sl2), (a, b) ∈ P (S2qqφ).
On the generators f1, f−1 and f0 we have
K±1 · f1 = q±1f1, F · f1 = q1/41, E · f1 = −q1/4f21 ,
K±1 · f−1 = q∓1f−1, F · f−1 = −q5/4f2−1, E · f−1 = q−3/41,
K±1 · f0 = f0, F · f0 = q5/4(f−1 − f0f−1), E · f0 = q1/4(f1 − f1f0).
The extension to Γ(P (S2qqφ)) is obvious. The projections pi1 and pi2 intertwine the actions of
Uq1/2(sl2) on P (S
2
qqφ) and on the two copies of P (Dq). This property extends to the universal
differential calculus Ω(P (S2qqφ)), and we even have
piiΩ→Γ(h · γ) = h · piiΩ→Γ(γ),
which means that the kernels of the homomorphisms piiΩ→Γ are invariant under the action ·.
Thus, also kerpi1Ω→Γ
⋂
kerpi2Ω→Γ is invariant under the action ·. This intersection is just our
differential ideal J(P (S2qqφ)), and it follows that one can extend the action · on P (S2qqφ) to the
differential calculus Γ(P (S2qqφ)), i.e. Γ(P (S
2
qqφ)) is covariant.
It is also easy to show that P (S2qqφ) and Γ(P (S
2
qqφ)) are covariant with respect to Uq1/2(su(1, 1))
as ∗-algebras. (cf.[12])
5 Appendix
The purpose of this appendix is to prove Lemma 6.
(i) We have to show that from adx + bdx∗ = 0, a, b ∈ P (Dq) follows a = 0 and b = 0. Recall
that
Ω1(P (Dq)) = {
∑
k
ak ⊗ bk|
∑
k
akbk = 0} ⊂ P (Dq)⊗ P (Dq)
(da = 1⊗ a− a⊗ 1). By Lemma 2 we have a left P (Dq)-module basis in P (Dq)⊗P (Dq) formed
by the elements 1⊗xkx∗l, therefore the elements {d(xkx∗l), k, l > 0} form a left P (Dq)-module
basis in Ω1(P (Dq)): From
∑
kl akld(x
kx∗l) =
∑
kl akl⊗xkx∗l−
∑
aklx
kx∗l⊗1 = 0, akl ∈ P (Dq),
follows akl = 0, ∀k, l.
Now we define the following left module projection P1 : Ω
1(P (Dq)) −→ {adx + bdx∗|a, b ∈
P (Dq)} ⊂ Ω1(P (Dq)):
P1(dx) := dx, P1(dx
∗) := dx∗
P1(d(x
k)) :=
k−1∑
i=0
qixk−1dx, k > 0
P1(d(x
∗l)) :=
l−1∑
i=0
q−ix∗l−1dx∗, l > 0
P1(d(x
kx∗l)) :=
k−1∑
i=0
qi−lxk−1x∗ldx+
l−1∑
i=0
q−ixkx∗l−1dx∗, k > 0; l > 0
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All generators of J(Dq) lie in the kernel of P1 (for example: P1(xdx−q−1(dx)x = P1(q−1((1+
q)xdx− dx2) = 0), thus the left module generated by these elements lies in the kernel of P1. If
we can show that also the right module generated by these elements lies in the kernel of P1, the
whole first degree of J(P (Dq)) lies in kerP1. We show this for the generator xdx− q−1(dx)x =
(1 + q−1)xdx− q−1dx2 and leave the remaining cases to the reader.
The Leibniz rule gives
((1 + q−1)xdx− q−1dx2)xkx∗l = (1 + q−1)xd(xk+1x∗l)− x2d(xkx∗l)− q−1d(xk+2x∗l).
Applying P1 to this formula one gets
P1(((1 + q
−1)xdx− q−1dx2)xkx∗l)
= (1 + q−1)
k∑
i=0
qi−lxk+1x∗ldx− (1 + q−1)
l−1∑
i=0
q−ixk+2x∗l−1dx∗
−
k−1∑
i=0
qi−lxk+1x∗ldx−
l−1∑
i=0
q−ixk+2x∗l−1dx∗
− q−1
k+1∑
i=0
qi−lxk+1x∗ldx− q−1
l−1∑
i=0
q−ixk+2x∗l−1dx = 0, ∀k, l.
The calculation for the remaining generators of J(P (Dq)) is analogous, thus
J1(P (Dq)) ⊆ kerP1. (54)
Let piΩ,Γ : Ω(P (Dq)) −→ Γ(P (Dq)) be the quotient map. Because of formula (54) there
exists a left P (Dq)-module homomorphism Λ1 : Γ
1(P (Dq)) −→ Ω1(P (Dq)) defined by
Λ1 ◦ piΩ,Γ := P1.
Applying Λ1 to adx+ bdx
∗ = 0 it follows that adx+ bdx∗ = 0 in Ω1(P (Dq)), which gives a = 0
and b = 0. The right basis property follows now easily from the left one and the relations
defining Γ(P (Dq)).
(ii) Applying the differential d to the generators of J(P (Dq)) one obtains the following relations
in Γ2(P (Dq)):
dxdx = 0; dx∗dx∗ = 0; dx∗dx = −qdxdx∗.
The procedure of the proof of (i) carries over to the degree two case:
First one proves that the elements d(xmx∗n)d(xkx∗l) form a left P (Dq)-module basis of
Ω2(P (Dq)). Then one defines a left P (Dq)-module projection
P2 : Ω
2(P (Dq)) −→ {adxdx∗, a ∈ P (Dq)} ⊂ Ω2(P (Dq)):
P2(dxdx
∗) := dxdx∗, P2(dx
∗dx) := −qdxdx∗
P2(dx
mdxk) := 0, P2(dx
∗ndx∗l) := 0
P2(dx
mdx∗l) := q1−l
m−1∑
i=0
l−1∑
s=0
qi−sxm−1x∗l−1dxdx∗, m, l ≥ 1
P2(dx
∗ndxk) := −qk
n−1∑
i=0
k−1∑
s=0
qs−ix∗n−1xk−1dxdx∗, n, k ≥ 1
P2(d(x
mx∗n)d(xkx∗l) := qk−l
m−1∑
i=0
l−1∑
s=0
qi−nq1−sxm−1x∗nxkx∗l−1dxdx∗
− qk−l
n−1∑
i=0
k−1∑
s=0
q−iqs−lxmx∗n−1xk−1x∗ldxdx∗, m, n, k, l ≥ 1.
26
With these definitions one proves that J2(P (Dq)) ⊆ kerP2.
Thus, there exists a left P (Dq)-module homomorphism Λ2 : Γ
2(P (Dq)) −→ Ω2(P (Dq))
defined by
Λ2 ◦ piΩ,Γ := P2; (Λ2(adxdx∗) = adxdx∗)
Applying Λ2 to adxdx
∗ = 0, a ∈ P (Dq) in Γ(P (Dq)) it follows that adxdx∗ = 0 in Ω2(P (Dq)),
which gives a = 0. Again, the right basis property is now easily derived.
(iii) Immediate. 
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