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Conventional lenses are limited by their fixed shaped and optical properties. Liquid crys-
tal adaptive lenses (LCLAs) are a promising candidate to move beyond these limitations
thanks their tuneable optical properties. A difficulty of working with LCs is that their
properties are the result of an experimentally un-observable structure. Thankfully, mod-
elling is capable of providing insight into this structure. Unfortunately, progress has been
hamstrung by an over-reliance on experimentation. Further, what little modelling is being
done usually involves simplified models and/or close-source software packages.
This work uses a general model for thermotropic nematic liquid crystals based on
Landau-de Gennes theory to study the texture of liquid crystal adaptive lenses. The
most general version of this model was used, without the common simplifications such
as: hard anchoring, neglecting elastic constants, or geometric symmetry. In order to find
the equilibrium state for the nematic model, the Euler-Lagrange equation for the total
free-energy is set to zero. This form is converted into a transient PDE in order to capture
the dynamics of the system, and to evolve the texture towards its equilibrium state. The
nematic model is coupled with a model for the electric field within the cell, and the two
are solved simultaneously. This is accomplished by using the method of lines for temporal
discretization and the finite element method for spatial discretization.
The validity of the implemented model was first verified by modelling two important
LCD configurations: the TN cell and the IPS cells. The TN cell was modelled with
the electrodes off and with them on. In both cases the correct equilibrium texture was
obtained. Modelling light propagation with cross-polarization microscopy produced the
correct results, a bright cell when the electrodes were off and a dark one when they were on.
Next, the IPS cell was also modelled. Again, the correct equilibrium result was obtained; a
twisted texture was when the electrodes are turned off and an untwisted texture when the
electrodes are turned on. Modelling light propagation resulted in the correct dark state
when the electrodes were off andthe correct bright state when they were on.
Having successful produced the expected texture and cross-polarization microscopy
results, the model was applied to a LCAL. The literature review of this work identified
a wide range of potential liquid crystal adaptive lenses. The final design was chosen
using three criteria: 1) availability of published results, 2) modelling requirements, and 3)
ease of manufacture. Based on these criteria, a design called the HMD cell was chosen.
When modelled, the resulting texture and cross-polarization microscopy did not agree
with previously published results. An investigation into the cause of these discrepancy was
performed, but the cause has not yet been identified.
iv
Acknowledgements
Firstly, I would like to thank Professor Nasser Mohieddin Abukhdeir for his ongoing
support throughout these two years.
I would also like to thank Frank Fu, whose initial work formed the basis of the model
used in this thesis. Additionally, I would like to thank Jake Ferguson for excellent aug-
mentations of Fu’s work Next, I would like to specifically thank Thomas Donnelly, James
Lowman, and Kimia Entezari for their feedback, expertise, and friendship. As well as the
COMPHYS group as a whole for the great team environment and camaraderie.
I would like to acknowledge the following sources of funding that supported both me
and this research over the past two years: the Natural Sciences and Engineering Research
Council of Canada (NSERC) through their CGS M scholarship, the faculty of engineering
through their Engineering Fellowship, the Waterloo Institute of Nanotechnology (WIN)
through their WIN Nanofellowship, and the department of chemical engineering.
Lastly, I would like to thank Compute Canada, without whose compute sources I would







List of Figures x
List of Tables xiii
1 Introduction 1
1.1 Research Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Objectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.3 Thesis Structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
2 Background 4
2.1 Electromagnetism . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2.1.1 Light waves and rays . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2.1.2 Refraction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.1.3 Polarization of Light . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.1.4 Maxwell’s Equations . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.1.5 Electrostatics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.2 Liquid Crystals . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.2.1 Properties . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.2.2 Defects . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.2.3 Experimentally Observable Properties . . . . . . . . . . . . . . . . . 13
2.2.4 Applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
vii
2.3 Lenses . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.3.1 How Lenses Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.3.2 Types of Conventional Lenses . . . . . . . . . . . . . . . . . . . . . 15
2.3.3 Types of Adaptive Lenses . . . . . . . . . . . . . . . . . . . . . . . 18
2.3.4 Lens Design History . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.4 LC Modelling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.4.1 Order Parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.4.2 Frank-Oseen Theory . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.4.3 Landau-de Gennes Theory . . . . . . . . . . . . . . . . . . . . . . . 29
3 Literature Review 33
3.1 Design Considerations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
3.1.1 Modes of Control . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
3.1.2 Lens Shapes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
3.1.3 Shape and Number of LC Domains . . . . . . . . . . . . . . . . . . 38
3.1.4 Polarization Independence . . . . . . . . . . . . . . . . . . . . . . . 38
3.2 Consequences of LCAL Design Choices on Modelling . . . . . . . . . . . . 39
3.3 LCAL Modelling Work in Literature . . . . . . . . . . . . . . . . . . . . . 40
3.4 Applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
4 Methods 44
4.1 Model Formulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
4.1.1 Coupling of Electric Field and Molecular Orientation . . . . . . . . 45
4.1.2 Free-Energy Minimization . . . . . . . . . . . . . . . . . . . . . . . 45
4.2 Numerical Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
4.2.1 Finite Element Implementation . . . . . . . . . . . . . . . . . . . . 46
4.2.2 Time Stepping . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
4.2.3 Periodic Domain . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
4.2.4 Boundary and Initial Conditions . . . . . . . . . . . . . . . . . . . . 48
4.3 Cross-Polarization Microscopy . . . . . . . . . . . . . . . . . . . . . . . . . 48
viii
5 Modelling of LCD Cells 50
5.1 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
5.1.1 TN Cell . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
5.1.2 IPS Cell . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
5.2 Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
5.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
5.3.1 TN Cell . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
5.3.2 IPS Cell . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
5.4 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
6 Modelling of a LCAL 60
6.1 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
6.1.1 Criteria for Choosing a LCAL . . . . . . . . . . . . . . . . . . . . . 60
6.1.2 The HMD Cell . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
6.1.3 Previous Modelling Work . . . . . . . . . . . . . . . . . . . . . . . . 64
6.2 Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
6.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
6.4 Investigation the Discrepancy in Results . . . . . . . . . . . . . . . . . . . 69
6.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
7 Conclusions 72
7.1 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72





2.1 Light ray propagating through space with the electric field shown. Left
showing the x-z plane, right showing the x-y plane with the light ray coming
out of the page. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.2 Light refracting at an interface due to a change in medium. From [9]. . . . 5
2.3 Different polarization diagrams and phase difference changes. (a) Ay = Ax,
(b) Ay = 2Ax. From [13]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.4 Different thermotropic LC mesophases. From [14]. . . . . . . . . . . . . . . 11
2.5 Uniaxial LC ellipsoid with parallel and perpendicular permittivity values
labelled. After [8]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.6 Several types of defects. Lines are director streamlines. From [16]. . . . . . 13
2.7 Cross-polarization microscopy with an optically active sample. . . . . . . . 14
2.8 Two conventional lenses, (a) a converging lens, (b) a diverging lens. After
[20, 21]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.9 Small lens employing multiple aspherical lens elements. From [22]. . . . . . 17
2.10 A spherical lens (right) and the equivalent Fresnel lens (left). From [23]. . . 17
2.11 An adaptive lens in two configurations: (a) A converging lens, (b) A diverg-
ing lens. After [20, 21]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.12 A LCAL in multiple modes: (a) Turned off, (b) Converging Lens, (c) Beam
Steering. From [25]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.13 Index of Refraction Distribution in a LCAL: (a) Lens off, (b) Diverging
Lens, (c) Converging Lens. From [26]. . . . . . . . . . . . . . . . . . . . . . 20
2.14 An example of a late 19th century lens, the Cooke triplet. From [27]. . . . 21
x
2.15 An example of a late 20th century lens made using computer aided design.
From [28]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.16 (a) Molecular orientation, where n̂ is the director and û is orientation of
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The need and desire to manipulate light in ever more complicated, precise, and economical
ways has spurred great progress in the fields of optics, material science, and computational
modelling. As researchers strive for ever smaller and more powerful lenses, materials with
better optical properties, such as a larger index of refraction, have been sought out. As the
design of each lens element has become more advanced, so too has the entire lens system;
where once it consisted of 3 lens elements [1], upwards of 10 elements is now commonplace
[2, 3].
Commonly available mass-produced lenses are characterized by lens elements of a fixed
focal length. In a multi-element lens systems, such as in cameras, focusing and zooming is
achieved by physically moving some of the lens elements relative to the others. For systems
with a single element, such as eyeglasses, focusing is achieved by the eyes themselves and
zooming in/out is not possible. Additionally, if the a person’s eyes are bad enough they will
require multiple pairs of glasses (i.e. reading and distance glasses), bifocal, or progressive
glasses.
Conversely, state of the art lens technology is adaptive. Adaptive lenses elements
have focal lengths and optical properties which can be dynamically controlled. These lens
elements allow for more compact designs and increased reliability since elements no longer
move in order to focus and zoom. Additionally, fewer elements are needed in order to
achieve the same optical results. Adaptive lenses, through their ability to change their
focal length, allow for elegant solutions to engineering problems such as zooming without
movement in a camera lens and eye glasses which dynamically adjust for viewing distance.
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Several approaches exist for adaptive lenses using shape-changing designs, such as liquid
between deformable- membranes [4] or electrowetting [5]. The drawback of such approaches
is that they are not mechanically stable and, consequently, an applied force, such as due
to acceleration, will cause them to deform and deviate from the desired optical properties.
Additionally, the potential for leaks is ever present as they both use liquids.
Another approach for adaptive lenses involves fixed-shape lenses, which have high me-
chanical stability. Liquid crystal (LC) based adaptive lenses (LCAL) are part of this
category. In addition to their mechanical stability, LC-based adaptive lenses leverage the
mature liquid crystal display (LCD) market; a technology with decades of industrial ex-
pertise and which is already commercialized and mass-produced.
One of the main challenges of doing research with LCs is that the resulting molecular
orientation is extremely difficult to observe directly. There exist some techniques for doing
so [6], but their complexity and time requirement make them unfeasible for large scale
engineering design. The alternative has been to observe the optical response of the LC and
then infer the “texture”, the overall orientation of the molecules, that would create this
response.
This motivates the use of theory and modelling. These approaches provide direct, while
approximate, observations of the LC texture. However, the models are challenging to solve
numerically due to their highly non-linear and multiphysics nature as well as the significant
variation in length scales. Specifically, domain length scales are on the order of millimetres
to centimetres but require a resolution on the order of nanometres in order to capture
potential topological defects.
1.2 Objectives
In order to enable engineering design of LC lenses informed by a direct understanding of
molecular orientation, a computationally tractable mathematical model that captures all
of the relevant physical phenomena, optical response, and lens characteristics is needed. To
that end, the overall aim of this work is to study the texture and resulting optical response
of liquid crystal adaptive lenses through the use of modelling. Specific objectives include:
1. Improving an existing multiphysics transient tensorial Landau-de Gennes model, ini-
tially implemented by Fu [7] and expanded on by Ferguson [8], in order to apply it
to liquid crystal lens geometries.
2
2. Incorporate cross-polarization microscopy modelling so the results can be directly
compared to experimentally observable results.
3. Validating the model by recreating known LCD configurations: the TN and IPS cell.
4. Validating the model by recreating published results of a LC lens.
1.3 Thesis Structure
This thesis is organized into 7 chapters. The first chapter outlines the research motivations
and objectives for the thesis. Chapter 2 provides theoretical background on electromagnetic
waves, optics, liquid crystals, liquid crystal applications, and theoretical models for liquid
crystals. Chapter 3 is a literature review of the history and types of liquid crystal lenses,
past modelling of liquid crystal lenses, and applications of liquid crystal lenses. Chapter 4
describes the mathematical and numerical methods used to solve the theoretical equations
laid out in Chapter 2, and describes the visualization methods that will be used. Chapter
5 will validate the model and visualization technique using standard LCD geometries, the
TN and IPS cell. Chapter 6 will introduce a liquid crystal lens to model, discuss past work
on this design—and it’s shortcomings, and then model it and discuss the results. Chapter




This chapter will summarize the necessary background knowledge needed to understand
lensing, the basics of nematic liquid crystals, and the theoretical models for nematic liquid
crystals. First, a brief background on electromagnetism, as it relates to lenses and liquid
crystals, will be presented. Then, liquid crystals and their properties will be discussed.
Following this, the principles of lensing, different ways of producing lenses, and the need
for computer modelling in lens design will be summarized. Finally, the modelling of nematic
liquid crystals using a vector and tensor representation will be presented.
2.1 Electromagnetism
2.1.1 Light waves and rays
Electromagnetic waves, including visible light, are composed of two transverse waves, the
electric and the magnetic. For simplicity, in general application light is often discussed as
a being a ray, rather than a wave. This ray consists of a direction of propagation, and
an associated index of refraction, more of than in the next subsection. Figure 2.1 shows
the electric wave and its corresponding ray representation; note that the magnetic wave
was omitted. This simplification is not compatible with LC optical research due to the









Figure 2.1: Light ray propagating through space with the electric field shown. Left showing
the x-z plane, right showing the x-y plane with the light ray coming out of the page.
2.1.2 Refraction
Refraction refers to the change in a wave’s direction caused by a change in its speed. For
light rays, this occurs due to change in the index of refraction; either due to a change in
medium, or change in the index within a medium. Figure 2.2 below shows a light way










Figure 2.2: Light refracting at an interface due to a change in medium. From [9].







where θi is the angle measured between the ray of light and the surface normal in medium
i, and ni is the refractive index of medium i. The index of fraction, n, of a medium is






An index of a refraction is associated with ray representation of light, but it is related
back to and calculated from material properties associated with the wave representation




where εr is the relative permittivity of the medium, the ratio of its permittivity to the
permittivity of vacuum (related to the electric field), and µr is the relative permeability
of the medium, the ratio of its permeability to the permeability of vacuum (related to
the magnetic field). Both εr and µr are frequency dependant, but in the visible spectrum
µr ≈ 1 for common non-magnetic material, and is therefore often omitted when converting
between n and εr.
Isotropic material have a single value for their relative permittivity regardless of the
direction in which the electric wave oscillates through the material. Anisotropic materials
on the other hand have a relative permittivity which is dependant on the direction of
oscillation, the wave’s polarization.
2.1.3 Polarization of Light
The functionality of a conventional lens is not influenced by the direction in which the
electric wave oscillates, but the functionality of a LCAL is. Distinguishing between them
is therefore very important. As mentioned previously, the electric field oscillates perpen-
dicular to the direction of propagation, e.g. in Figure 2.1 it oscillates along the x-y plane.
However there are an infinite number of waves which oscillate along the x-y plane that can
be represented by the same light ray propagating in the z-direction.
The oscillation of the electric field, and specifically its shape, is referred to as the
polarization of the field [11, 12]. The wave in Figure 2.1 oscillates only along the x-
direction, so it is referred to as linearly polarized light. When a beam of light is made
up of individual waves which all have the same polarization, the beam as a whole is
polarized. Conversely, when the beam of light is made up of individual waves which each
have different polarizations, the beam is referred to as unpolarized; the electric field will
appear to oscillate randomly.
When the oscillation is not random, the wave will appear to trace one of three shapes:
a line, a circle, or an ellipse. In addition to shape, there are two further characteristics:
rotation direction and angle of tilt. The rotation direction applies to circularly and el-
liptically polarized light. It describes the direction in which the shape is drawn, either
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clockwise or counter-clockwise. The angle of tilt applies to elliptically and linearly polar-
ized light. It refers to the angle made between the long axis of the ellipse (or the line) and
the horizontal/vertical axis.
To mathematically describe polarization, we must first describe the electric field. For
a polarized wave propagating in the z-direction, at a point in space, as a function of time,
the two components of the electric field are:
Ex(t) = Ax sin(ωt) (2.4)
Ey(t) = Ay sin(ωt+ δ) (2.5)
where Ax and Ay are the amplitudes of the x and y components, respectively, ω is the
angular frequency, and δ is the phase shift between the x and y components of the field.
Figure 2.3 shows the polarization states for corresponding to different values of δ, Ax,
and Ay. From it, we can see that δ controls both the shape of polarization and rotation
direction, while the ratio of the amplitudes, Ax/Ay, controls the tilt.
(a) (b)
Figure 2.3: Different polarization diagrams and phase difference changes. (a) Ay = Ax, (b)
Ay = 2Ax. From [13].
Not only does the polarization of an EM wave impact its interaction in with anisotropic
medium, but an anisotropic medium can impact the polarization of the wave. The first
way in which this can occur is with an anisotropic material with spatially constant indices
of refraction. If polarized light with δ = 0 enters such a medium one component is slowed
down more than the other, thus the two components will complete a different number of
cycles before exiting the medium and thus exit out of phase, i.e. δ 6= 0. The second way is in
an anisotropic medium with a spatially varying index of refraction. The simplest example
of such behaviour is seen by in the Twisted Nematic cell, which rotates to polarization of
light 90°, as shown in Figure 5.1.
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2.1.4 Maxwell’s Equations
Electromagnetic waves can be accurately modelled by Maxwell’s equations, show here in
their macroscopic version:
∇ ·D = ρf (2.6)
∇ · B = 0 (2.7)
∇× E = −∂B
∂t
(2.8)




where D is the displacement field, B is the magnetic field, E is the electric field, H the
magnetizing field, Jf the free current density, and ρf the free charge density.
ρf is a measure of the density of electric charge which is not bound to an molecules,
and is instead free to move within the domain.
2.1.5 Electrostatics
This thesis will work with electromagnetic waves in two distinct ways. The first is for
modelling the interaction between the LC molecules and the electric field created by the
electrodes. This modelling will be done using the assumption of electrostatics. The second
is for modelling the optical response of the LC domain. This type of modelling will require
the electromagnetic wave to be modelled, and not just the potential field. This modelling
will be based on all of Maxwell’s equations. For now, let us talk about electrostatics.
In order to use the electrostatic form of Maxwell’s equations, we must make a few
assumptions:
1. Pseudo steady-state; the electric field reaches a steady-state much faster than the
molecules re-orient.
2. No current flowing through the liquid crystal material.
3. The free charge density is zero.
4. Electric field is written in terms of the gradient of potential, thus its curl is zero.
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Given these simplifications, we are left with Gauss’ law in terms of the displacement
field:
∇ ·D = 0 (2.10)
The displacement field is obtained by taking the electric field and accounting for the
interaction with the material, especially the effect of polarization. Mathematically, this is
written as:
D = ε0E + P (2.11)
where ε0 is the permittivity of free space, and P is the polarization density vector.
This polarization density vector describes the magnitude and direction of permanent
or induced dipoles throughout a material. For an isotropic material, it can be related to
the electric field as:
P = ε0χE (2.12)
where χ is electric susceptibility of the material. It represents the degree to which a
material polarizes, forms dipoles, in response to an electric field. The higher the value, the
stronger the dipoles. Note that P is parallel to E at every point in space,
Taking this equation for P, and substituting it back into Equation 2.11 allows us to
rewrite it as follows:
D = ε0E + P
D = ε0E + ε0χE
D = ε0 (1 + χ)︸ ︷︷ ︸
ε
E
D = ε0εE (2.13)
where ε is the relative permittivity of the material. Just as with P, D is parallel to E at
every point in space.
A similar procedure can be done for anisotropic material, though with two important
differences. First, the electric susceptibility is now a tensor:
P = ε0χ · E (2.14)
where χ is the electric susceptibility tensor of the material.
The second difference is that unlike in the isotropic case, there is no guarantee that P
and E are parallel. The direction of P depends on the value of χ.
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Substituting Equation 2.14 into Equation 2.11 yields:
D = ε0E + P








D = ε0ε · E (2.15)
where ε is the relative permittivity tensor.
Similarly to P, there is no guarantee that D will be parallel to E.
Substituting Equation 2.15 into Equation 2.10 yields:
∇ · ε0ε · E = 0 (2.16)
Since we are interested in the applied potential at the electrodes, the equation is re-
written in terms of electric potential as:
∇ · ε0ε · ∇V = 0 (2.17)
Finally, cleaning up the equation and rewriting it with tensor notation:
∂iεij∂jV = 0 (2.18)
2.2 Liquid Crystals
2.2.1 Properties
Liquid crystals (LCs) are a state of matter in-between crystalline solids and isotropic liq-
uids, with properties also in-between those two phases. Crystalline solids are characterized
by having long-range translational order (they form a lattice structure) and long-range
orientational order (molecules tend to be oriented in the same direction). Isotropic liquids
on the other hand lack both of these kinds of long-range order, instead having only short-
range order. LCs are somewhere in-between these two states. Under this broad definition
there exist a wide range of LCs, characterized by three major metrics: molecular shape,
what governs their phase transition, and their phase (or “mesophase”).
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The shape of LC molecule can be generally classified as either disc-like (discotic) or
rod-like (calamitic). Their molecular shape has profound impacts on both the mesophase
observed and the resulting texture, the overall orientation of a LC domain.
LC phase transitions are affected by various thermodynamic conditions, such as temper-
ature, concentration, and (to a lesser extent) pressure. LCs with temperature-dependent
phase transitions are called thermotropic, while those with concentration-dependant tran-
sitions are called lyotropic.
In this work, the focus is on thermotropic rod-like nematic liquid crystals as they are
the most commonly used type in LC lens research. Of the many thermotropic rod-like
nematic LCs available, we will focus on 5CB since it is one of the most widely researched
LCs, providing us with better access to the required modelling parameters.
t the low temperature extreme thermotropic LCs are in a crystalline solid phase, at
the high temperature extreme they are in an isotropic liquid phase. In-between these two
extremes, the LC can exist in one or more mesophases, see Figure 2.4; one of which is the
nematic. The nematic phase is characterized by orientational order but no translational
order.
Figure 2.4: Different thermotropic LC mesophases. From [14].
LC mesophases have anisotropic physical properties due to the anisotropy of the molecules
themselves. Relevant to this research is the anisotropic of their permittivity, and in turn
their index of refraction. The orientation of a nematic LC at a point in space is shown
in Figure 2.5 with the permittivity values labelled. Perpendicular and parallel are with
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respect to the long axis of the LC1. When measured perpendicular to the long axis, the per-
mittivity value is the same regardless of direction along the x-z plane. Therefore, uniaxial






Figure 2.5: Uniaxial LC ellipsoid with parallel and perpendicular permittivity values la-
belled. After [8].
2.2.2 Defects
An important phenomena present in LCs is that of defects, or disclinations. Analogous
to a dislocation in a crystalline material, a defect in a LC is a discontinuity or singularity
in the orientation of the molecules. Figure 2.6 shows several different defect types; the
lines shown are director streamlines where the director is tangent to the lines at every
point. What can be observed visually from the figure is captured mathematically by the
m value beneath each defect; beyond knowing that each defect type has a unique number,
the meaning and calculation of this number is not relevant to this thesis. If the reader
wishes to understand more, they are pointed to ref. [15].
Defects are important for two reasons: 1) they influence the optical response, and 2)
they influence the modelling. From an optical point of view, a defect is, almost always,
undesired since it will scatter light. In addition to the scattering, its presence means that
1Throughout this thesis reference will be made to the LC orientation at points in space, either through
words or through glyphs in a figure. Such references do not describe the orientation of individual molecules
at a point in space, but rather a volume and time average of molecular orientation around that point.
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Figure 2.6: Several types of defects. Lines are director streamlines. From [16].
the rest of the texture is not what was desired. To accurately model a defect, a very fine
mesh must be used. This raises feasibility concerns; the domains being modelled usually
has lengths on the order of millimetres if not centimetres, but the defect area will require
a mesh with resolution on the order of nanometers.
Due to these disparate length scales, adaptive mesh refinement must be used in order
for the problem to be computationally tractable [17]. Thus modelling can start with a
relative coarse mesh and iteratively refining only around where defects might exist2.
2.2.3 Experimentally Observable Properties
Thus far, the discussion has focused on the texture, which is what can be controlled and
what must be changed if the optical properties are not correct. Unfortunately, a major
difficulty of working with liquid crystals is that the texture is extremely difficult to observe
directly. There exist techniques for doing so [6], but their complexity and time requirement
make them unfeasible for large scale engineering design. The alternative has been to observe
the optical response of the LC and then back-calculate/infer the texture.
As mentioned previously, when working with anisotropic material, the material impacts
the polarization of the light, and the polarization of light impacts how it interacts with
the material. This behaviour is used to probe the texture of the LC through a technique
called cross-polarization microscopy.
The cross-polarization microscopy setup is show in Figure 2.7.
Unpolarized light passes through a linear-polarization filter, called the polarizer. This
linearly polarized light passes through the sample, where the polarization may be affected
2This can be estimated with a metric like the degree of biaxiality [18] or a local error estimate [17].
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Polarizer AnalyzerSample
Figure 2.7: Cross-polarization microscopy with an optically active sample.
based on the local texture. The resulting light then reaches another linear-polarization
filter, the analyzer, which is perpendicular to the polarizer. Any light that passes through
the analyzer is then visible.
This experimental setup creates an image made up of bright and dark regions; bright
regions have rotated the polarization, allowing it to pass through the analyzer, the brighter
the region the closer the rotation is to ±90◦. Dark regions conversely represent areas where
the polarization has been relatively unaffected. By changing the angle between the sample
and the polarizer, as well as the angle between polarizer and analyzer, further information
can be gained about the sample.
2.2.4 Applications
Despite the difficulty of developing technology using LCs, their anisotropic nature and
resulting interaction with light has turned them into an essential part of the economy
through their biggest application: the liquid crystal display (LCD)3.
LCD technology is based on the same ideas as cross-polarization microscopy: change
the polarization of light in order to allow it or stop it from passing through the second
3For starters, the rise and current ubiquity of cell phones would not have been possible without them;
what would have replaced them, a CRT-based cellphone?
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polarizing filter. The brightness is controlled by the applied voltage. The implementation
and materials have advanced over the decades, but all LCDs create pixels by using LC
shutters. Polarized light enters the LC, the polarization is changed based on the target
brightness, and then it passes through a second polarizer.
Two popular LCD designs are the Twist-Nematic (TN) cell and the In-Plane Switching
(IPS) cell. The TN cell is the older of the two technologies, and therefore much simpler.
While the TN cell is simple to construct, its optical properties leave room for improvements,
one specific area is their poor viewing angles [19]. The IPS cell addresses this and other
issues. These two LCD cells will be explored in greater detail in section 5.1, but for now
let us move on to the application of LCs most relevant to this thesis: lenses.
2.3 Lenses
Lenses are a physical tool which have been employed for thousands of years to uses ranging
from starting fires, enlarging reading material, correcting vision problems, microscopes,
cameras, and a slew of others. For the sake of readability, “lens element” will be used to
these individual lens elements and “lens” to refer to the entire optical system made up of
one or more lens elements
2.3.1 How Lenses Work
Lenses operate by taking advantage of refraction, as described by Snell’s law in Equa-
tion 2.1. Of the four variables in Snell’s law, the angle of incidence and index of refraction
of the lens material are design parameters for a lens; where the index of refraction of the
environment is not under our control, and the angle of refraction is what we are trying to
influence (the dependent variable). Conventional lenses are manufactured by grinding the
glass substrate in order to create a spatially varying incident angle which will converge or
diverge parallel light rays; an example of each is shown in Figure 2.8. The downside of this
approach is that, once manufactured, that optical properties of the lens element are fixed.
2.3.2 Types of Conventional Lenses
A brief overview of the most common broad category of conventional lenses will be provided
below. This overview is included since LC based adaptive lenses attempt to recreate
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(a) (b)
Figure 2.8: Two conventional lenses, (a) a converging lens, (b) a diverging lens. After
[20, 21].
these lens types, and each category poses its own unique manufacturing and/or modelling
challenges.
Spherical
A spherical lens element is the most common shape and is most familiar in everyday use.
They are referred to as spherical since their curved surfaces are sections of spheres, thus
the angle of incidence changes as a function of radial distance. This causes light that enter
the lens element to be converged to a point or broadened out uniformly.
Cylindrical
Like a spherical lens element, a cylindrical lens element gets its name from its surface
curvature, which in this case is that of a cylinder. The angle of incidence for a cylindrical
lens element changes only in one direction, allowing it to converge or diverge light in one
direction. Thus a cylindrical lens element will converge light to a line (rather than a point)
or will diverge light in only one direction.
Aspherical
The broad category of aspherical lenses refers to all lens elements with a surface curvature
that is not based on sphere. An example of such lens elements is show in Figure 2.9, where
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the third and forth elements from the right are aspherical. Aspherical lens elements are
used in order to decrease the aberrations, the size, and/or the number of lens elements in a
lens [22]. Despite these significant benefits, many ground-glass lenses employ at most 1–2
aspherical elements, if any, due to the difficulties associated with grinding such surfaces
[10]. Conversely, moulded lens elements, common for small lenses such as cellphones, are
commonly aspherical since the cost and difficulty in producing them is essentially the same
as for spherical ones [22].
Figure 2.9: Small lens employing multiple aspherical lens elements. From [22].
Fresnel
A Fresnel lens is a variation of a spherical, cylindrical, or aspherical lens which allows it to
be manufactured more compactly. A comparison of a regular spherical lens and its Fresnel
version is show in Figure 2.10. The optical properties of a Fresnel lens will always be lower
than its less compact version due to the diffraction occurring at the sharp corners.
Figure 2.10: A spherical lens (right) and the equivalent Fresnel lens (left). From [23].
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Gradient-Index
While most conventional lenses have a fixed index of refraction, some special purpose lens
elements have a spatially varying index of refraction. These lens elements are referred to
as gradient-index (GRIN) lens elements. The advantage of these lens elements is that they
can have flat surfaces. The downside of GRIN lens elements is that they are harder to
manufacture and, like all conventional lenses, once they have been manufactured, their
optical properties cannot be changed. GRIN lens elements are common in man-made
applications where the ability to have flat surfaces is beneficial, such as in fibre optic
connections and photocopiers. GRIN lenses are also found in nature; many species, humans
included, have GRIN lenses inside their eyes [24].
2.3.3 Types of Adaptive Lenses
Adaptive lens elements are a class of lens elements whose focal length and optical properties
can be dynamically adjusted after being manufactured.
By being able to change their focal length, adaptive lens elements allow for focusing and
zooming without needing to move elements relative to one another. This lack of moving
parts leads to more compact and more reliable designs. Most importantly, adaptive lens
elements are capable of addressing problems that cannot be solved by conventional lenses.
For example, consider bifocal (or progressive) lenses and the ever increasing number of
cameras on cell phones, both a direct result of the space constraints and the fact that
conventional lenses cannot change their focal length.
To demonstrate the ability of such adaptive lens elements, consider Figure 2.11. When
discussing an adaptive lens’ ability change focal length, it is not just within a narrow range
and limited to either converging or diverging light, but rather their focal length can be
changed over a wide range. Figure 2.11 shows the same adaptive lens operating as both
a converging and a diverging lens. To achieve the same result with conventional lenses it
would require a lens with multiple elements which moved relative to one another.
There are a wide range of technological approaches proposed for adaptive lensing. This
thesis focuses solely on LC based adaptive lenses; for a broader overview of several types
of adaptive lens elements see ref. [4].
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(a) (b)
Figure 2.11: An adaptive lens in two configurations: (a) A converging lens, (b) A diverging
lens. After [20, 21].
Liquid Crystal Adaptive Lenses — LCALs
Unlike shape-changing lenses, liquid crystal adaptive lenses (LCALs) have no moving parts
and their shape remains fixed while still having tuneable optical properties. For example,
Figure 2.12 shows a LCAL in three operating models: focusing light, steering light, and
letting light pass through without doing either. Additionally, LCAL can leverage decade
of research, industrial experience, and existing manufacturing processes from the LCD and
LC industry.
(a) (b) (c)
Figure 2.12: A LCAL in multiple modes: (a) Turned off, (b) Converging Lens, (c) Beam
Steering. From [25].
LCALs change their optical properties by changing their texture in response to applied
fields, rather than mechanical deformation. This can include electric and magnetic fields
as well as intense light and ultrasonic waves, as will be discussed further in chapter 3.
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Through precise control of an applied field, a LC texture with a spatially varying index
of refraction, equivalent to a GRIN lens, can be created, see Figure 2.13. Additionally, by
changing the applied field, the index of refraction will change, unlike in a regular GRIN
lens. The same anisotropy that causes a net torque on the molecules in an electric field
also causes light to refract to different degrees.
Figure 2.13: Index of Refraction Distribution in a LCAL: (a) Lens off, (b) Diverging Lens,
(c) Converging Lens. From [26].
The biggest challenge of working with LCALs is the same as for LCs in general: it is not
practical to directly observe the texture experimentally, thus indirect measurements and
models must be relied upon. Unfortunately, these models are computationally intensive
and difficult to work with due to their highly non-linear and inherent multiphysics nature.
Hence, a large portion of published LCAL papers focus exclusively on experimental work.
The anisotropic properties of LCs also pose a design challenge; it results in most LCALs
having some degree of polarization dependence. That is, they will affect incoming light
differently based on its polarization. In display applications, this was not a significant issue
since a polarized light source can be used. Unfortunately, for most lensing applications it
is vital that the lenses be capable of focusing unpolarized light.
2.3.4 Lens Design History
When looking at real-life applications, most lenses contain more than one lens element.
The major use-cases for single-element lenses are very simple and highly constrained, such
as eye glasses. The majority of applications require lenses made up of several lens elements
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to meet many requirements. These include focusing at various distances, “zooming” in
and out, flattening the focal plane4, and minimizing aberration.
An optical aberration refers to any of a large set of optical imperfections that cause
light to not focus at a point. Some common aberrations are:
• Spherical aberrations: observable as a soft glow in the image Cause by spherical
lenses whose focal length varies as a function of radial distance [11].
• Chromatic aberrations: observable as red, green, blue, or magenta highlights
around edges. Causes by lens materials for which the index of refraction varies for
different wavelengths of light [10].
• Coma: observable as point sources close to the image’s edge have a comet-like tail.
Caused by angled incoming rays being focused to different points [10].
Early lens design was performed entirely by hand, limiting lenses to simple designs.
The Cooke triplet, shown Figure 2.14, is one such design from 1893, and is considered one
of the most important designs in the field [1].
Figure 2.14: An example of a late 19th century lens, the Cooke triplet. From [27].
However, lens requirements have advanced significantly since 1893; for example see
Figure 2.15.
4The focal “plane” is plane parallel to the front of a lens where every point on the plane is perfectly in
focus. “Plane” is in quotation marks since it is a flat surface only in theory. In practice, focal “planes”
have curvature.
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Figure 2.15: An example of a late 20th century lens made using computer aided design.
From [28].
These higher demands, and the subsequent higher element count, were not met using
the hand calculations of 1893. As with most other engineering fields, the introduction of
computers and software tools have revolutionized the lens design process. Modern lens
design is performed using specialty software, such as ZEMAX, CODE V, SYNOPSIS, and
OSLO. It allows engineers to generate lens designs by performing non-linear optimiza-
tion on the equations defining the system [29] . Such optimization takes into account
deign considerations such as the number of elements, lens element curvatures, lens element
thicknesses, and optical aberrations. The role of the optical engineer is to identify the
design constraints, setup the cost function, and evaluate the many different results that
the software will provide, each representing a local minimum of equal mathematical merit5.
All of this is possible since conventional lenses are relatively-simple to model; the cur-
vature is easily specified using mathematical functions, and optical properties are modelled
using ray tracing. Such software does not support adaptive lenses; rather than being able
to impose a curvature using a predefined mathematical function, the surface curvature or
index of refraction distribution in an adaptive lens must be obtained from multiphysics
models.
2.4 LC Modelling
For LCALs, the theoretical model used must account for relatively large scales, up to tens
of centimetres. This lengths scale rules out the use of molecular dynamic models as they
5Another, even more important role (to quote a modern lens design textbook) is to manage expectations,
“if the customer wants to violate a law of optics, you might persuade him to adopt a more reasonable set
of goals.” [30].
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would be computationally infeasible. Instead, a continuum model must be used.
For LCs, these model fall into one of two categories: hydrostatic, and hydrodynamic.
This thesis will focus on models that make the hydrostatic approximation, i.e. no flow.
Since hydrodynamic model can be obtained by augmenting the hydrostatic model [31], the
extension of the model to a hydrodynamic model is possible in future work.
Two hydrostatic models will be discussed in this section: one based on Frank-Oseen
theory, and another based on Landau-de Gennes theory. The model based on Frank-Oseen
is less computationally intensive, but it does not capture all of the required physical be-
haviour. In contrast, the model based on Landau-de Gennes theory addresses these short-
comings, but at the cost of higher computational costs and difficult to obtain parameters.
However, before discussing either of these theories, we will first go over the mathematical
representations of orientational ordering in the nematic phase.
2.4.1 Order Parameters
Scalar Order Parameter
The first representation is based on a vector and a scalar order parameter. The vector,
referred to as the “director” and shown as ni in equations, represents the average orientation
of the molecules around some point in space, with their thermal fluctuations averaged out.
The models using it, are invariant under inversions of ni; that is, ni and −ni represent the
same configuration and free-energy contribution. Since it is an average, the orientation of
individual molecules will have some deviation from it. In this representation, the nematic
is assuming to be uniaxial, thus this deviation is only with respect to the azimuthal angle
θ. Figure 2.16(a) shows this angle, θ, between the director, ni, and the orientation of a
particular molecule, ui.
These angles θ are random distributed around a mean of 0, by definition of ni. The
degree to which θ varies is dependant on the conditions of the nematic; Figure 2.16(b)
shows two cases, one with more variation (lower degree of ordering) in dashed-black and
one with less variation (higher degree of ordering) in solid-red. In order to be of use
to the model, the insight seen visually in the probability distributions must be captured




























Figure 2.16: (a) Molecular orientation, where n̂ is the director and û is orientation of a
particular molecule, (b) orientation distribution corresponding to low (dashed-black) and
high (solid-red) degree of ordering. From [8].
Aside from the uniaxial assumption, this representation for the LC texture has another
drawback: it does not handle defects. Recalling Figure 2.6, ni is degenerate in each defect.
This degeneracy and discontinuous change in the director causes problems for numerical
stability.
Tensor Order Parameter
Using ni and S to model liquid crystals has several shortcomings that are intrinsic to the
vector representation. An improved order parameter which addresses these issues is the
alignment tensor, Qij [32]. While ni changed discontinuously around a defect, Qij changes
smoothly, and while the director model assumes uniaxial behaviour, the tensor model
captures biaxiality. The ability to account for biaxiality increases the physicality of the
model since biaxiality occurs around areas of interest such as defects and surfaces. Around
the defect, biaxiality increases due to the discontinuous change in molecular orientation.
Around a surface, biaxiality increases because the molecules are physically unable to vibrate
as freely in the direction of the surface.
To begin the derivation, we again look at a small region of LC material where the
orientation of each molecule is represented by ui, as shown in Figure 2.17(a). Unlike in
the director representation, rotational symmetry around the ŷ is not assumed. Projecting
ui onto the unit sphere, we define f(ui) as the probability density function of ui. Fig-
ure 2.17(b) shows two different equal-probability contours. The blue curve depicts the
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uniaxial case, where rotational symmetry around ŷ is present. The red curve depicts the
biaxial case, where that rotational symmetry is not present and the molecules have a










Figure 2.17: (a) Molecular axis point to position on unit sphere, (b) equal probability
contours for uniaxial alignment (blue) and biaxial alignment (red). From [8].
Taking the first and second moments of this distribution yields:∫
uif(ui)dS = 0 (2.20)∫
uiujf(ui)dS = Mij (2.21)
The first moment is zero since f(ui) = f(−ui), as can be seen from Figure 2.17(a). The
second moment produces a symmetric rank-2 tensor.
The Q-tensor is defined as the deviation of this second moment, Mij, from the second


























Combining the two moments:
Qij = Mij −M (iso)ij




The alignment tensor is a symmetric-traceless rank-2 tensor. Mij was symmetric, and
subtracting M
(iso)
ij from it removes its trace.
Since Qij is symmetric-traceless and real it will have orthonormal eigenvectors and real-
valued eigenvalues. Thus, it is possible to use them as the basis onto which to Qij can be
diagonalized:
Qij = λ1ninj + λ2mimj + λ3lilj (2.24)
where λ1, λ2, and λ3, are the eigenvalues in decreasing size, and ni, mi, and li are the
corresponding eigenvectors.








+ P (mimj − lilj) (2.25)
where S is the degree of uniaxial alignment, and P is degree of biaxial alignment. These










As discussed previously, S quantifies the degree of uniaxial alignment. Visually, the
value of S is directly related to the size of the contours in Figure 2.17(b); the larger the
value, the large the circle/ellipse. P quantifies the degree of biaxial alignment. It can be
visually though of as representing the ratio between the semi-major and semi-minor axes
of the ellipse; the greater the value the more elliptical the equal probability contours.
2.4.2 Frank-Oseen Theory
Frank-Oseen theory is a continuum theory originating in work done by Oseen which was
reformulated and expanded upon by Frank [33]. Oseen’s work sets up the foundations of
liquid crystal elasticity theory, treating the free-energy contributions of changes in director
orientation as one would the energy contribution of the elastic deformation of a spring. The
lowest energy state for a nematic phase is the fully aligned state, and any deviations from
this state are given an associated free-energy contribution. Expanding this free-energy


















(k22 + k24)∇ · (n(∇ · n) + n×∇× n))︸ ︷︷ ︸
saddle-splay
(2.28)
where k11, k22, k33, and k24 are the energy constants associated with splay, twist, bend,
and saddle-splay deformations; each is visually represented in Figure 2.18. Note that each
term in this equation has two instances of ni multiplied together, thus it will be invariant
under sign inversions of ni.
While the free-energy terms are easy to interpret, see Figure 2.18, it suffers from several
limitations:
• Being based on the the director representation, it cannot properly model defects or
defect formations.
• Using only ni and S, the model is unable to capture biaxiality.
• The value of S is assumed to be spatially invariant. Thus the model cannot cap-




Figure 2.18: Visual representation of the Frank-Oseen constants. (a) k11, k22, and k33 from
[14], (b) k24 from [16].
The model is often further simplified in order to speed up computation. The most
common of these simplifications is omitting the saddle-splay contribution. Since that term
can be rewritten as a surface integral, it can be justifiably omitted when other surface
forces, such as strong anchoring, dominate the surface, or when bulk energy contribu-
tions dominate [35]. This approximation is often used in conjunction with using Dirichlet
boundary conditions to apply surface anchoring, an unrealistic approximation which will
be discussed in section 2.4.3. Another common approximation is assuming that the re-
maining 3 constants are the same, i.e. k11 = k22 = k33. And finally, there is the one




k11(∇ · n)2 (2.29)
While these approximations reduce the computational complexity of modelling, the
already limited modelling capabilities of the director approach are further reduced. Such
an approach cannot be taken when trying to create a general model.
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2.4.3 Landau-de Gennes Theory
The Landu-de Gennes theory is the second continuum hydrostatic model being explored in
this thesis. It is based on Pierre-Gilles de Gennes’ model for the nematic-isotropic phase
transition which was extended by Lev Landau through a truncated power-series expansion
with respect to a new order parameter, Qij [34]. It allows for the prediction of LC behaviour
that past models could not capture, such as the formation of topological defects, biaxiality,
spatial variations in degree of alignment, and variation of LC elasticity, and dynamics.
Bulk Free-Energy
As mentioned earlier, Landau-de Gennes theory is based on a free-energy expansion in
terms of Qij. The terms in the expansion written only in terms of Qij are grouped together
and taken to represent the bulk free-energy density:
fbulk = fiso +
1
2








where fiso is the free-energy density of the isotropic state; a0, b, and c are temperature
independent constants related to the phase transition of a particular LC; T is the temper-
ature of the system; and T ∗NI is the supercooling temperature, the temperature at which
the isotropic state is no longer stable, slightly below the nematic-isotropic transition tem-
perature TNI .
Elastic Free-Energy
The gradient terms in that expansion are taken together to represent the energy associ-
ated with elastic deformation. These terms assign a free-energy contribution to different
















Unlike in Frank-Oseen theory, where each constant is associated with a specific type of
deformation (splay, twist, bend, and saddle-splay), the Landau-de Gennes elastic constants
do not have a clear interpretation. Because of this, they are difficult to measure experimen-
tally. Their values are obtained by performing experiments where the Frank-Oseen and
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Landau-de Gennes theory as equally valid, i.e. uniaxial alignment with spatially uniform


















where Seq is the equilibrium uniaxial order parameter calculated under the conditions
described above.










































where ε‖ the relative permittivity parallel to the long axis of the molecule, and ε⊥ the
relative permittivity perpendicular to the long axis of the molecule.
Of note is the term ε‖− ε⊥, which is the contribution associated with the anisotropy of
the material. While the first term, the isotropic contribution, is always positive, the sign of
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this anisotropic contribution depends on the nematic material. Thus, in order to minimize
this free-energy, a molecule with a positive permittivity anisotropy will tend to align its
long axis, parallel to the electric field lines, while a molecule with a negative permittivity
anisotropy with tend to align itself perpendicular to the electric field lines.
We have chosen to work with the electric potential field V rather than the electric field
Ei. This is for convenience since our electrode boundary conditions will be in terms of the
applied electric potential.
A similar equation could be derived and included for the magnetic field, but it has been
omitted from this model as we will be focusing exclusively on stationary applied electric
fields.
Surface-Free Energy
The last term to discuss is associated with the orientation of the molecules at the surface
of the LC domain, the surface anchoring. Physically, this anchoring is imposed through
the use of surfactants, physical rubbing, or polymer brushes. Numerically, this anchoring
can be modelled using either Dirichlet boundary conditions, or a free-energy contribution
term. The use of a Dirichlet boundary condition represents infinitely strong anchoring at
the surface. A more generalizable, and physically accurate, way of modelling the anchor-
ing at the surface is through a free-energy term. Where a Dirichlet boundary condition
forces a particular orientation at the surface, this anchoring free-energy defines a preferred
orientation and allows the molecules to re-orient in response to other competing forces.
This approach is especially more accurate when weak anchoring is present, i.e. very little
energy is needed to re-orient the molecules. It allows for such things as the relaxation of a
defect out of the domain through the surface, something not possible if the orientation of
the surface molecules is fixed.
The simplest anchoring model to use is Rapini-Popualar [37]. It was originally proposed
using the director representation for models based on Frank-Oseen theory, but it has been









where α is the anchoring strength and Qsij is the preferred anchoring on the surface, ob-
tained using Equation 2.25 using S = Seq and ni = hi where hi is the preferred direction
(e.g. surface normal for homeotropic anchoring). In the limit of α → ∞ the anchoring
becomes strong, essentially a Dirichlet boundary condition.
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Total-Free Energy



























































α(Qij −Qsij)2 dΓ (2.41)




This chapter aims to provide the reader with a brief history of liquid crystal adaptive
lenses (LCALs) as well as an overview of design considerations, past modelling work, and
applications being actively pursued. The field of LCALs is small compared to other appli-
cations of liquid crystals, such as LCDs, likely due to the challenges of commercialization.
It has existed since the late 1970s, with the first mention of LCALs dating back to a 1977
patent for Berramen and Bell Labs [39]. This was followed by a 1979 paper from Susumu
Sato [40] and a 1981 NASA presentation by Kowel and Cleverly [41], with two subsequent
papers by the pair [42, 43].
Despite the recent start and the current relatively small size, is too large to exhaustively
review all past research in this chapter. For a broad and comprehensive overview the reader
is directed to all of the following references [44, 45, 46, 4, 47, 48, 49]. While a great number
of LC mesophases are begin investigated for lensing applications [50, 51, 52, 53, 54], this
thesis will focus on the nematic phase as it is the least challenging to model and the one
most commonly used in the literature for LCALs.
The design considerations covered are the different modes of control for LCALs, the
different lens shapes, the shape and number of domains, different anchoring conditions,
and options for achieving polarization independence. Then, the modelling implications
of these design considerations will be discussed. Subsequently, previous modelling work
will be examined in terms of the techniques, models used, and shortcomings. Finally, the
applications covered will be in the field of medicine and consumer electronics, focusing
mainly on the use of LCALs for eyes and cameras.
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3.1 Design Considerations
Even with the limited focus of nematics LCALs, there exists a wide variety of lens designs.
This variety in designs speaks to the very different requirements of the proposed use-cases.
A LCAL used in a cellphone will prioritize response time, energy consumption, and optical
quality; one used for a spotlight will prioritize high-temperature stability and aperture size.
3.1.1 Modes of Control
Some early lenses were created that did not require an external field. Instead, they had
two focal lengths: one for vertical linear polarized light, and one for horizontal [40]. A
polar filter was then placed in front of the lens; the rotation of the filter changed the focal
length between that of the two polarization states. This kind of lens design has not been
pursued further due to the downsides of its strong polarization dependence.
The majority of approaches to liquid crystal lenses are based on the control of the
texture in response to an external field. Some research has looked into using ultrasonic
vibrations to control alignment into lens-like configurations [55]. Such research is an excep-
tion to the norm. Most research has focused on using an electromagnetic field to control
the LC lensing effect. Researchers have generally limited themselves to using either an
electric field or a magnetic field rather than both, likely for simplicity. Some of the more
exotic research into electromagnetic control models involves high intensity light [56]. Just
as the molecules experience a net torque from the electric field created by electrodes, so
too will the experience a net torque from the electric field associated with very intense
light. This thesis will focus on the control of LCAL through electric field since it will allow
the model to have the greatest academic and industrial relevance.
In order to prevent the migration and formation of ions in the LC, an alternating current
(AC) field is used [57]. In addition to no migration, an AC field allows for an extra degree
of freedom: frequency. A LCAL can be controlled by a combination of the electric potential
and frequency of the applied field. Voltage control involves changing the electric potential
of the applied field, thereby changing the “torque” on the molecules. Frequency control
operates by taking advantage of the frequency dependence of the permittivity anisotropy;
it is not constant across frequencies, and the parallel and perpendicular values change
at different rates. As discussed, the permittivity anisotropy dictates the response of a
molecule to an electric field. The magnitude dictates the “torque” experienced, and the
sign dictates if the molecules prefers to align itself parallel or perpendicular to the field
lines.
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Initial designs operated solely on voltage control; the higher the potential difference,
the stronger the torque on the molecules, leading to more re-orientation. A diagram of a
LCAL with voltage control is shown in Figure 3.1. The electrode configuration for this
LCAL allows it to function as both a converging and diverging lens, depending on the
applied electric potential. This approach is simple to implement in the lab, all one needs
is a variable voltage power supply. However, it is much more difficult to implement in
consumer electronics that run on constant voltage batteries.
Figure 3.1: A LCAL in three different configurations: (a) lens powered off, (b) converging
light, (c) diverging light. After [58].
Frequency control, in contrast, is much simpler to implement from a constant voltage
power supply. This is because a square-wave AC signal can be easily created from a DC
source through an approach similar to pulse width modulation. The addition of frequency
control allows for improved lens performance by providing extra degrees of freedom with
which to optimize lens performance. Frequency control can be performed with multiple
frequencies to introduce even more degrees of freedom [59]. Low frequency signals are
able to propagate across the entire aperture providing a “base” lens profile. Higher fre-
quencies are superimposed onto this in order to make small changes to the lens profile at
the periphery of the lens; the higher frequencies dissipate faster, and thus will not pene-
trate beyond the edges of the lens. Another approach is to combine frequency and voltage
control [60, 61]. This allows for designs using so-called “dual-frequency” LCALs whose
permittivity anisotropy changes sign between the two different frequencies (e.g. 50kHz
vs 1kHz [61]). This allows the lens to function as both a converging and diverging lens
while maintaining a simple electrode configuration; the frequency dictates if the lens is in
converging or diverging mode, and the potential difference dictates the strength of the lens.
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3.1.2 Lens Shapes
As shown in Figure 2.13, LCALs function as electrically-tuneable GRIN lenses; allowing the
design of lenses with arbitrary index of refraction fields. Much of the published literature
focuses on “spherical” and “cylindrical” LCALs, with some research on Fresnel-type index
of refraction distributions. “Spherical” and “cylindrical” are in quotation marks since
while the authors refer to them as spherical/cylindrical lenses they are neither of those.
A spherical or a cylindrical lens have a phase profile, or an index of refraction profile,
that is an arc of a circle. The LCALs being published in literature do not have such phase
profiles nor are they trying to achieve them. Rather, they are being designed and compared
against a parabolic profile. Most papers compare their phase profile against a parabolic
one without discussing it, they merely show it in their figures. Only some papers explicitly
state the their reference profile is parabolic [62, 26, 63]. This difference may seem minor,
but from a lens design perspective it very much is not. A parabolic lens profile will result in
a parabolic lens; free of spherical aberrations but inherently featuring coma [10]. However,
for the purposes of this discussion, the terms spherical and cylindrical will be used, despite
not being entirely accurate.
We shall start by looking at cylindrical LCALs, which have the simplest lens design.
From a manufacturing perspective, the linear electrodes required for cylindrical LCAL
designs are easily manufactured since they are the same geometry as those used in LCDs.
The design features a planar thin-film LC domain with electrodes on the top and bottom;
the bottom surface has a single solid electrode, while the top surface has an electrode with
a rectangular hole in it. This geometry is shown in Figure 3.2.
Figure 3.2: Electrode configuration for a simple cylindrical LCAL. From [64].
Compared to spherical LCALs, cylindrical LCALs have received significantly less re-
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search attention (based on the number of papers published). Of the research that has been
done, most focused on creating cylindrical LCALs for the purpose of focusing light to a
line [64, 65, 66]. Some research, on the other hand, combined multiple cylindrical LCALs
in order to produce a lens that focuses light to a point [42, 67, 68]; the first set of cylin-
drical LCALs focus light to a line and the second set, oriented perpendicular to the first,
focused this line to a point. This approach to creating spherical LCALs will be explored
in detail and modelled in chapter 6. This use of cylindrical LCALs to converge light to
a point, or in the reverse process of diverging light in both direction, results in lenses of
lower optical quality than what can be obtained by spherical lenses. The advantage of this
approach is that such lenses can be manufactured more easily by leveraging existing LCD
manufacturing expertise.
While cylindrical LCALs are able to be designed using simple linear electrodes, spherical
LCALs require circular holes-patterned electrodes [69], ring electrodes [70], or a wide range
of more complicated to manufacture configurations [40, 71, 72, 73, 74]. Figure 3.3 shows
an example of the the hole-patterned and the spherical ring electrode configurations.
(a) (b)
Figure 3.3: Electrode configuration: (a) hole-patterned electrode from [69], (b) spherical
ring electrode from [70].
Fresnel-type LCALs are desirable for three reasons: faster response times [63], thinner
lenses [75], and polarization independence [76]. Where spherical LCALs could be con-
structed with a single ring electrode, Fresnel LCALs require anywhere from three to tens
of ring electrodes as well as bus lines, the straight lines in Figure 3.4(a), to connect each ring
[77, 75]. An example of the electrode structure for a Fresnel LCAL is show in Figure 3.41.
1The number of electrodes is not the same between these two lenses as they are from different papers,
but the idea is the same.
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(a) (b)
Figure 3.4: Electrode configuration for a Fresnel LCALs: (a) top-down view from [75], (b)
side view from [78].
3.1.3 Shape and Number of LC Domains
With their ability to spatially vary their index of refraction, LCALs do not need be designed
with curved surfaces in order to function. Despite this, a handful of LCAL designs still
incorporate curved surfaces because the surface curvature offers extra degrees of freedom,
which could be used to improve optical performance. Sato’s original paper placed the LC
material between a glass plate and a conventional lens [40]. Another use of a curved surface
is to create a polarization-independent microlens [79]; a spherical hole is combined with
homeotropic (meaning perpendicular to the surface) anchoring to create a texture with,
theoretically, rotational symmetry. This design is shown in Figure 3.5(a).
3.1.4 Polarization Independence
The polarization dependence of a LCAL is a significant design consideration and drawback
of the technology. Most lensing applications, especially consumer ones, require the focusing
of unpolarized light, such as given off by the sun and most artificial light sources. The
simplest approach, thus far, to overcome this issue is to stack a pairs of LCALs, each of
which focuses linearly polarized light, at 90◦ to each other [80, 81, 82, 83]. The first lens
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in the pair would focus the component of incoming electric waves which are parallel to
polarization its sensitive to, and the second would do the same with the other, orthogonal,
linear polarization.
Other approaches include using a Fresnel lens design with planar anchoring, where the
rubbing direction of the Fresnel zones alternates [76]. This effectively creates two lower
order Fresnel lenses superimposed on one another, each focusing perpendicularly-linearly-
polarized light.
Then there is the designs which use homeotropic anchoring, which relies on the creation
of a radially symmetric texture. One such design is to use a spherically curved bottom
surface, causing the LC molecules to point towards the central axis of the lens [79]. Another,
is to use a LC with negative permittivity anisotropy, which turns to align its short axis
with the electric field lines [84]. Both of these two designs are shown in Figure 3.5.
(a) (b)
Figure 3.5: Designs of polarization independent LCALs with homeotropic anchoring: (a)
curved surface, from [79], (b) negative permittivity anisotropy LC, from [84].
Another approach to overcome polarization dependence is through the use of mirrors.
Light passes through a LCAL and has one component focused, then it reflects off a mirror,
which will flip its polarization [12]. The reflected light passes through the same lens a
second time [85, 86]. The light is then sent to a sensor by use of a beam-splitter.
3.2 Consequences of LCAL Design Choices on Mod-
elling
The design choices discussed throughout this chapter have implications on the requirements
to accurately model the LCAL.
The first design choice discussed was the mode of control. Looking at only the electric
field, the choice of voltage or frequency control dictates the kind of model that has to be
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used. Voltage control is the least complex approach to model since a real-valued permit-
tivity tensor can be used. Frequency control is more challenging since the electric field
model would need to take into account dissipation, represented by a complex permittivity
tensor, and multiple frequencies.
Next, was the choice of lens type (cylindrical, spherical, or Fresnel). It has implications
on the meshing of the domain. Cylindrical and spherical LCALs are the easiest to mesh
since their linear/circular electrodes have characteristic length scales on the same order
as the rest of the domain. The exception to this is spherical LCALS with a thin ring
electrodes, such as those in refs. [87, 70]. For example, ref. [87] has a hole patterned
electrode with a diameter of 4 mm and a ring electrode with a width of 2 µm (0.002
mm), a 3 order of magnitude difference. Where spherical LCALs have sometimes used one
ring electrode, Fresnel LCALs are made up of almost exclusively of ring electrodes, see
Figure 3.4. This results in Fresnel lenses requiring the most complicated meshes, at least
near the boundaries, of the three. For example, ref. [75] constructs a Fresnel LCAL with
a diameter of 2.4 mm, but with ring electrodes as thin as 15 µm (0.015 mm) and spacing
between adjacent rings of 3 µm (0.003 mm).
The next important consideration is the number of modelling domains. Multiple cou-
pled LC domains are sometimes proposed in order to increase the optical power [88],
achieve polarization independence [82], or decrease response time [89]. There is significant
challenge in modelling multiple domains. As currently implemented, the model used in
this thesis does not support multiple domains. Supporting multiple domains will require
setting up the model so that only the relevant equations are solved in each domain, i.e.
Gauss’ law everywhere and the nematic orientation equation only in the LC layer.
3.3 LCAL Modelling Work in Literature
Modelling of a system is performed either to predict experimental results or to gain insight
into them. Unfortunately, very little modelling has been and is being performed in the
field of LCAL; most published research is almost entirely experimental. This is in contrast
to the much more advanced field of conventional lenses, where initial design exploration
and testing is done almost exclusively through software modelling. The models for liquid
crystals, e.g. those discussed in section 2.4, are non-linear and involve multiphysics, thus
far more computationally demanding than those for conventional lenses. This likely plays
a significant role in the lack of modelling.
Some past research involved performing modelling using closed-source software either to
gain insight into experimental results [90, 91] or to propose a new LCAL configuration and
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predict its performance [92, 74, 93, 94, 95], though not all such works have experimentally
validated their predictions. Unfortunately, being closed-source, the underlying models and
numerical implementations are unavailable for verification and validation.
The papers which implemented their own model often used Frank-Oseen theory [96, 97,
98, 99, 100, 101, 102] rather than the more general and accurate Landau-de Gennes theory
[56, 103]. Those that used Frank-Oseen theory share the shortcomings of that theory,
see subsection 2.4.2. Additionally, further simplifications were often made to the model
by neglecting at least the k24 term, though neglecting of further terms was often done
[99]. Sometimes, even the one elastic term approximation, where all terms except k11 are
neglected, was used [101]. A particularly interesting paper is ref. [96]. The authors use
Frank-Oseen theory, but they rewrite it in terms of a simplified Q tensor, where uniaxiality
is imposed, in order to address the issue of director headlessness. Research studies that
used the Landau-de Gennes theory for LCAL modelling did not have the shortcomings
of the Frank-Oseen versions, but have also not yet had their predictions experimentally
verified.
Most of the modelling focused on single domain LCALs, despite experimental research
into multiple domain LCALs being prevalent as early as the year 2000 [104]. One of the
few exceptions is papers like ref. [74]; though they used a closed-source software package.
This topic will be investigated in greater detail in subsection 6.1.3 for the specific LCAL
that will be modelled in this work.
3.4 Applications
LCALs have been designed to function similar to conventional lenses and, thus could replace
essentially any conventional lens. However, given the relative infancy of the technology, the
challenges of LCALs, and the need for a constant power source to operate, the applications
currently being explored for LCAL are those which conventional lenses cannot achieve, or
cannot achieve to a satisfactory level. Such applications are characterized by requiring a
lens capable of focusing and/or zooming under severe space limitations. These applications
range from medical to consumer electronics.
The first medical application is that of eye glasses [105, 106, 107] and contact lenses
[108, 109]. For both of these applications, the goal is to use LCAL either on their own or in
combination with conventional lenses to produce glasses/contact lenses whose prescription
can be dynamically adjusted. The main benefit of this approach is for those who need
bifocal or progressive glasses; rather than being limited to looking at objects in only certain
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regions of their field of view, LCAL-based glasses would allow the wearer to once again
look at objects in a more natural manner. An additional benefit is that it allows for
glasses/contact lenses to be adjusted, rather than replaced, when the prescription changes.
Then there is the eye lens replacement procedure; LCALs are promising candidate for
replacing the crystalline lens in the human eye, a common medical procedure for dealing
with severe cataracts [110, 111, 112]. The advantages of a LCAL solution over other
existing technologies are: a) LCALs can dynamically change their focus, and b) LCALS
can change their focus without requiring muscle contractions. Point b) is a very significant
advantage since eye musculature degrades with age.
The final medical application is in endoscopes, where LCAL has been used to create
2D-imagining endoscopes for previously infeasible applications [113] as well as 3D-imaging
endoscopes [114].
The first consumer electronics use-case is for autofocus and zoom capabilities in cam-
eras, particularly in smartphones where 2 and even 3 lenses are becoming standard [115].
This increase in lens count is a response to consumers wanting to “blur the background”
and the ability to zoom in and out the way a dedicated camera can. Multiple lenses be-
ing the only solution to the problem is a direct result of the spatial limitations of the
smartphone; a conventional zoom lens would simply not fit. A LC-based zoom lens is
one possible solution, since it does not require any space to move while zooming [116]. In
addition to zoom, a LCAL element can be used as the autofocus system for an otherwise
conventional lens [117]. This approach can be faster and more reliable than conventional
autofocus systems [101].
The next consumer application is in reducing eye strain in Augmented Reality (AR) and
Virtual Reality (VR) applications. One of the major causes is “vergence-accommodation
conflict” [118]. Focusing our eyes involves 2 actions: a) pointing both eyes at an object, b)
adjusting each eye’s lens to make the object clear. Each of these steps produces a distance
measurement inside the brain, see Figure 3.6 for a visual representation.
When these two distances are not the same it induces eye strain. The problem for
AR/VR applications is that vergence distance must be different then the physical distance
of the screen from our eyes in order for us to perceive the images as 3D. The focal distance
however is usually not changed, as that would required moving parts for which there is very
little room. Research into using LCALs for this application has been done since LCALs
could change that focal length without needing to move [120, 118] .
And finally, there are smart lighting applications. Current smart lights can be controlled
through software to change their brightness and hue. However, the shape and direction of
such lights is not currently controlled. LCALs have been proposed for such applications
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Figure 3.6: Vergence-accommodation conflict visualized. From [119].
to allow the beam shape, size, and position to be electronically controlled [121, 122], and




This chapter will summarize the analytic and numerical methods used to solve the model
laid out in chapter 2. First, the electric field model and the nematic free-energy models
will be coupled. Then, the free-energy model for the nematic will be converted into an
Euler-Lagrange form and subsequently into a transient PDE. Following this, an overview of
the numerical methods used to solve the resulting coupled PDEs will be provided. Finally,
a brief discussion of how the cross-polarization modelling.
4.1 Model Formulation
The model for the electric field and nematic texture were laid out in subsection 2.1.5
and section 2.4.3, respectively. The first step is to couple them together through the
permittivity tensor. Having done that, we will have a partial differential equation and an
equation for the total free-energy of the nematic phase. In order to minimize that free-
energy, it will be converted from a functional to a partial differential equation through
the calculus of variations. Subsequently, the resulting Euler-Lagrange equation will be
converted into a transient problem by the addition of time-dependence into the model.
This allows the model to converge to the correct equilibrium texture from a much broader
range of initial conditions, as well as to capture the dynamics of the texture.
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4.1.1 Coupling of Electric Field and Molecular Orientation
First, we make the simplification of assuming no dissipation within the material and relate




















∂jV = 0 (4.2)
4.1.2 Free-Energy Minimization
The equilibrium texture is obtained by solving for the tensor field of Qij which minimizes
the total free-energy of the system, Equation 2.41. The approach taken to minimize this















where hk is the unit normal for the bounding surface.
One could attempt to solve Equation 4.3, and Equation 4.2, for Qij directly, but this
would only converge if the initial guess was very close to the equilibrium solution. Instead,
an initial condition can be evolved towards the equilibrium texture by introducing a time-














where µr is the rotation viscosity of the LC phase, and [·]ST represents extracting the
symmetric-traceless component of what’s inside. The symmetric-traceless component must
be extracted in order to keep Qij symmetric-traceless throughout the time evolution.
1Equations originated by Fred Fu [7].
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Note that solving for the equilibrium Qij field requires knowledge of the electric po-
tential field, V . But, solving for V requires knowledge of the alignment field Qij. Thus
Equation 4.2 and Equation 4.5 are coupled, and must be solved simultaneously in order to
arrive at the correct equilibrium solution.
4.2 Numerical Methods
4.2.1 Finite Element Implementation
Equation 4.2 and Equation 4.5 represent a system of coupled transient non-linear PDEs.
These equations will be solved numerically in Python using the open-source finite element
method package FEniCS [125]. The finite element method was chosen since it can handle
the unstructured grid that will be required to capture the complicated geometry of some
LCALs, such as Fresnel LCALs. The work in this thesis will use 1st order (linear) Lagrange
polynomial basis functions. Additionally, since this work will be specifically focusing on
a simple LCAL geometry as a starting point, a structured and uniform grid will be used.
The mesh used in this work will be manually generated using the functionality provided
by FEniCS. In order to use the finite element method, the coupled PDEs must first be
converted into their weak forms. This is done by multiplying the equations by a weighing
function and integrating over the domains. Equation 4.5 is combined with Equation 2.41,
and the weak form is2:
2The Landau-de Gennes portion of the weak form was originally developed by Fred Fu [7], and the

































































































∂jV ∂iν dΩ (4.7)
4.2.2 Time Stepping
In addition to being discretized in space, Equation 4.6 must also be discretized in time.
This was done using the method of lines [7]. Given the wide range of timescales found
during this process, an adaptive time stepping method was used in order to speed up
computation. At each time step, Q
(t+∆t)
ij and V
(t+∆t) are computed twice; first with a
single time step, ∆t, and a second time using two consecutive steps, each of size ∆t
2
. These
two results are used to estimate the local error, which is then used to either increase or
decrease ∆t [7].
3The weak form of Gauss’ law used here was originally developed by Jake Ferguson [8]
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4.2.3 Periodic Domain
Both the LCD and LCAL cells to be modelled are constructed out of a repeating unit
which is tiled in the x and y directions. Thus, to save computation resources, we will be
taking advantage of this periodicity to significantly reduce the computational domain.
4.2.4 Boundary and Initial Conditions
The two equations set up above will require boundary and initial conditions for both molec-
ular orientation and electric potential. Each of these conditions were handled differently.
For the LC orientation, the surface anchoring was handled through the free-energy term,
rather than a Dirichlet boundary condition, as described in section 2.4.3. For the initial
condition, there exist three options for an initial condition: isotropic, random orientation
at every point, and a user specified condition. The first two conditions would require
significantly more time to obtain the equilibrium texture when compared against a well
chosen specific initial condition. Thus, in order to speed up the computation, the initial
condition for the molecular orientation was chosen so that it would satisfy the surface
anchoring in the absence of an electric field, or at least be chose to a texture that would.
E.g. for a rectangular cell with homeotropic anchoring at the top and bottom surfaces,
the initial condition used would be a vertical alignment everywhere in the cell. The exact
condition specified is problem dependant and will be discussed in chapter 5 and chapter 6.
For the electric potential, the boundary condition for each electrode is handled as a
Dirichlet boundary condition, fixing the electric potential as that of the electrode. As with
the orientation, a good guess for an initial condition can result in significant speedups. The
initial condition was found by solving only Gauss’ law and taking the spatial distribution
of εij as fixed. The result was then used as the initial condition for the full model. This
was done in order to speed up the computations, as without this step the model takes
about 3–5 times longer to solve.
4.3 Cross-Polarization Microscopy
Once the equilibrium texture has been obtained, the next step is to compare against exper-
imental observable results, i.e. those that would be obtained from cross-polarization mi-
croscopy as discussed in subsection 2.2.3. To do this, the cross-polarization microscopy re-
sults corresponding to the equilibrium textured are modelled using the open-source Python
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package “dtmm” [126]. This package models the propagation of electromagnetic waves by
solving Maxwell’s equations. Models for doing thisinclude the Jones matrix method [13]
and Berreman’s matrix method [127]. Both of these methods solve Maxwell’s equations by
discretization the domain into layers perpendicular to the direction of propagation. Berre-
man’s method is more comprehensive and general than the Jones method; especially the
regular 2x2 Jones matrix version which does not handle reflections and oblique incoming
rays. As such, the full Berreman 4x4 method was chosen and used.
Note that the molecular orientation is assumed fixed in space and unaffected by visi-
ble light for the purpose of modelling cross-polarization microscopy. Given the low light




Modelling of LCD Cells
In order to validate the model, two common LCD cells, the TN and IPS cells, will be
modelled. The TN cell was chosen for its simplicity, and the IPS cell for the similarity
of its geometry with that of the LCAL to be tested in chapter 6. Both of these cells will
be modelled using a nematic material whose model and physical parameters are readily
available in literature. Finally, the equilibrium texture and cross-polarization results will
be compared against expected results.
5.1 Background
5.1.1 TN Cell
A visualization of the TN cell is shown in Figure 5.1. It features a LC layer with a glass
substrate above and below it. The side of the glass substrates facing the LC is coated with a
flat transparent electrode. A thin polyamide layer is coated onto these electrodes and then
physically rubbed so that the LC aligns itself parallel to the glass and along the direction
of rubbing. The direction of this rubbing on the top and bottom layers are perpendicular
to one another. Finally, on the other side of each glass layer is a linear polarizing filter,
whose direction polarization direction is parallel with the rubbing direction on the end of
the cell.
When no electric potential difference is applied between the electrodes, the LC will
align itself to the surface at either end of the cell and twist smoothly, hence the name,
between these two perpendicular orientations. This is shown in Figure 5.1. This twist
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rotates the polarization of the entering light 90◦, allowing it to pass through the second
polarizing filter, showing up as bright cell. When an electric potential difference is applied
between the electrodes, an electric field is formed through the cell with field lines pointed
perpendicular to the two rubbed surfaces. This field causes the LC molecules to align
themselves perpendicular, for the most part, to the surface. In this orientation, the LC
will not influence the polarization of the light. The light will therefore not pass through
the second polarizer, resulting in a dark pixel.
Figure 5.1: Texture of a TN cell in the light state (left) and dark state (right). From [128].
5.1.2 IPS Cell
Like the TN cell, the IPS cell acts like a light shutter. The difference is that instead of
changing its texture by rotating vertically, it will rotate in the plane. This is achieved
through a more complex electrode structure. The LC has the same polyamide layers and
rubbing as the TN cell, resulting in a twisted texture in the absence of an applied field.
The important difference is that the both electrodes are on the same side of the cell. They
are set up in an interdigitating pattern of alternating positive and negative electrodes, as
shown in Figure 5.2. Again, we will be taking advantage of periodic boundary conditions,
in order to limit the modelling domain to a single repeat unit, shown in the pink rectangle
in Figure 5.2. This repeat unit consists of one positive electrode, red in the figure, and one
negative electrode, blue in the figure, and together forms two pixels.
Further, unlike a TN cell which has its analyzer and polarizer crossed, an IPS cell has
the axes of its analyzer and polarizer parallel. Thus, when the electrodes are turned off,
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Figure 5.2: The interdigitating electrode structure. From [129].
the twisted texture results in a dark state. When the electrodes are turned on, an electric
field is formed between them, with field lines that run, mostly, horizontal and parallel to
the rubbing direction of the opposite surface. This is not true of everywhere in the cell;
especially above the electrodes, slightly to either side of them, and on the surface. The
molecules will reorient themselves to line up with the field, thereby undoing the twist; this
results in a overall bright state since the the polarization of light is no longer being rotated.
This behaviour is shown in Figure 5.3, where the electrodes are labelled as “e1” and “e2”.
Note that this diagram does not show the entirety of the texture, specifically it does not
show what happens to the molecules on the bottom surface, and it does not show what
happens above the electrodes.
Figure 5.3: An IPS cell in its dark and light states, left and right respectively. From [130].
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5.2 Methodology
The TN and IPS cells will be modelled under two conditions: electrodes turned off and
turned on. The first modelling run will obtain the equilibrium texture associated with
the electrodes turned off. The initial condition for both the TN and the IPS cell will be
halfway between the two boundary conditions; one surface is anchored in the x-direction
and the other in the y-direction, therefore initial condition will be at a 45◦ between the
two. The second modelling run will find the equilibrium texture with the electrodes turned
on. The initial condition used for this modelling run is the equilibrium condition from the
electrodes turned off.
The equilibrium textures of each of these runs will be displayed using director glyphs,
shown as rectangular prisms whose long axis points along the director. Then, polarized
microscopy modelling will be performed on each of the equilibrium textures.
The nematic material used for the modelling is 5CB; its material’s properties are listed
in Table A.1. The cell specific parameters for each for the TN and IPS cells are show in
Table 5.1 and Table 5.2, respectively.
Table 5.1: TN cell parameters
Parameter Value Unit
Element size 0.2 µm
Cell size in x 2 µm
Cell size in y 2 µm
Cell size in z 10 µm
Electrode potential 10 V
Table 5.2: IPS cell parameters
Parameter Value Unit
Element size 0.2 µm
Cell size in x 10 µm
Cell size in y 2 µm
Cell size in z 2 µm
Electrode width 1.5 µm
Electrode spacing 3.5 µm




We will start with the equilibrium texture for the TN cell. The expected texture was
described in the subsection 5.1.1, and looking at the modelling results in Figure 5.4, we
can see that the expected texture is obtained. Figure 5.4(a) shows the smooth twist texture
between the rubbing directions of the top and bottom layer that occurs in the absence of
an electric field.
(a) (b) (c)
Figure 5.4: Equilibrium texture model results of the TN cell with the: (a) electrodes off,
(b) electrodes on and view parallel to bottom anchoring direction, (b) electrodes on and
view parallel to top anchoring direction.
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Further, when the electrodes are turned on, this twist texture is replaced by a mostly
vertical texture. This is shown in Figure 5.4(b) and (c) from two different angles, first
with a view parallel to the bottom surface anchoring and the second view parallel to
the top surface anchoring. The texture is mainly vertical in the bulk of the cell where
the electric free-energy contribution dominates. However, the texture has a significant
horizontal component as one approaches the surface due to the increasing competition
between the electric and surface free-energies. If the electric potential was further increased,
the resulting texture would be increasingly vertical as the electric free-energy would become
ever larger than the surface free-energy.
With the equilibrium texture matching literature,we move on to the cross-polarization
microscopy results. The analyzer and polarizer are aligned parallel to the rubbing directions
at their corresponding surfaces. As mentioned previously, a bright cell is expected when
the electrodes are turned off, and a dark cell then they are turned on. As can be seen in
Figure 5.5, the expected results are obtained.
(a) (b)
Figure 5.5: Cross-polarization result of TN cell, (a) Electrodes turned off, (b) Electrodes
turned on.
5.3.2 IPS Cell
Having successfully reproduced the correct equilibrium texture and cross-polarization mi-
croscopy results for the TN cell, the IPS cell will be investigated. The equilibrium texture
for the IPS cell is shown in Figure 5.6. Again, the electrodes have been overlayed, red
for positive and blue for negative. Beginning with the case of the electrodes turned off,
the correct texture is observed in Figure 5.6(a): a smooth 90◦ twist, aligned in the plane
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at the top surface and out of the plane at the bottom. When looked at from below in
Figure 5.6(b), it can be seen that the orientation is not perfectly vertical, i.e. in line with
the rubbing direction. This is due by the competition between the surface anchoring and
elastic free energies.
Next, the electrodes are turned on. The equilibrium texture is again shown from two
angles in Figure 5.6: (c) from the side, and (d) from below showing only the alignment on
bottom surface. Note, in order to make the analysis of the results easier, only one of the
two pixels in the repeat unit are being shown; the results have been cropped to the area
between the electrodes and include half of each electrode.
(a) (b)
(c) (d)
Figure 5.6: Texture of IPS cell. Electrodes off: (a) side view, (b) bottom view of bottom
surface. Electrodes on: (c) side view, (d) bottom view of bottom surface.
When looking at the texture in Figure 5.6(c) that the resulting texture is more complex
than having all molecules orientated horizontally in the plane of the image. The domain will
be broken up into two parts for discussion: 1) the centre region in-between the electrodes,
and 2) above and to the side of the electrodes.
First is the region between the electrodes but above the surface, directly in the middle
of each of the subfigures. In this region we see that the twisted texture has been undone,
with the molecules reorienting themselves to be parallel to the anchoring at the top surface.
However, looking at Figure 5.6(d) we see that the molecules on the bottom surface have not
completely reoriented. This is because of the competition between the surface anchoring
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and the electric forces. Both the surface anchoring and the electric torque have a preferred
orientation that would minimize their respective free-energy. The surface free-energy would
be minimized by having the molecules in (d) pointing vertically, while the electric free-
energy would be minimized by having the molecules pointing horizontally. Unfortunately,
these two orientations are orthogonal to each other, and thus the equilibrium orientation
will be based on the relative strength of each force. Given that the bottom equilibrium
orientation is not perfectly horizontal, it is expected that a slight twist in the texture will
remain in this region. This slight twist is expected influence the polarization of light, and
result in a slightly darker region in the middle under cross-polarizers.
Next is the region above and just to the side of the electrodes. From Figure 5.6(c),
it can be seen that the alignment in this region is not horizontal. The reason for this
alignment is the same as for that occurring between the electrodes, the torque exerted
by the electric field. The molecules reorient to align themselves along the electric field
lines, unfortunately these field lines are not horizontal in this region. Looking at the same
region from below, Figure 5.6(d), it can be seen that molecules along the bottom surface
in this region also are not aligned parallel to the anchoring on the top surface. This again
is due to the competition between the surface anchoring and the electric field free-energy.
With the electrodes turned off, the equilibrium texture has the molecules at the surface
oriented parallel to the surface. And, when the electrodes are turned on, the electric field
lines that come out from the top of the electrodes are mostly in the vertical direction, i.e.
mostly perpendicular to the molecules. Thus the electric field exerts little torque on these
molecules and therefore does not reorient to a large degree. The texture in this area is more
aligned to the surface anchoring than that twisted area in the middle of the electrodes, but
it is also much narrower. Thus we would expect to see a dark region here, but one that is
darker and narrower than that found in-between the electrodes.
Note that a large part of the discussion has been about the competition between the
surface and electric free-energy contributions. Had Dirichlet boundary conditions been
used, there would be no reorientation of the molecules at the surface.
Having investigated the equilibrium texture and found the results good, the polarization
microscopy modelling is performed on the textures. Based on the discussion above and
on the literature, it is expected that the polarization microscopy results will feature a
uniformly dark cell when the electrodes are off and a unevenly lit bright cell when they
are on. That is in fact what the polarization microscopy results Figure 5.7 shown. Note,
the results in this figure, as in Figure 5.6 have also been cropped. Further, the contrast of
Figure 5.7(b) has been increased in order to show the non-uniform illumination
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(a) (b)
Figure 5.7: Cross-polarization result of IPS cell, (a) Electrodes turned off, (b) Electrodes
turned on.
5.4 Summary
The resulting TN texture matches up with expected results; a twisted texture when the
electrodes are turned off, and an untwisted and mostly vertical texture when the electrodes
are turned on. The corresponding cross-polarization microscopy results also match up with
expectations; a bright state when the electrodes are off, due to the rotation of the light’s
polarization, and a dark state when they are on, due a lack of rotation.
Moving on to the IPS cell, there too the expected results are obtained. With the
electrodes turned off, the correct twisted texture is seen. Further, the cross-polarization
results show a uniformly dark cell.
When looking at the texture for the electrodes turned on, the results appear correct
and are understandable. The discussion of this texture was conducted in two parts.
First, the region between the electrodes. Away from the bottom surface, the molecules
had reoriented to point almost entirely along the field lines. Near the surface, the molecules
were not fully aligned with the field lines because of the competition between the surface
and the electric free-energies.
Next, the region above and directly beside the electrodes. The molecules here are
have not reoriented to be horizontal and parallel to the anchoring on the top surface since
that is not the form of the electric field lines in this region. The field lines here have a
significant vertical component, hence the significant vertical component in the alignment
of the molecules. The molecules on the surface in this region have only slightly reoriented
in response to the electric field. This is because the molecules there are parallel to the
electrode’s surface when the electrode is turned on. The field lines at that surface are
mostly vertical, and hence perpendicular to the molecules. This results in a twisted texture
above part of the electrode, a region which shows up as slightly darker when polarization
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microscopy modelling is performed. This non-uniform texture was expected to produce
a bright cell with non-uniform illumination; darker regions were expected where a slight
twist remained. This non-uniform illumination in the bright state of the cell were observed.
Having shown that the model is capable of producing the expected texture and cross-
polarization results for both the TN and IPS cell, it is time to now move on to the more
complicated task of modelling a LCAL.
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Chapter 6
Modelling of a LCAL
Having shown that the model reproduces the expected results for the TN and IPS cells,
we will now model a single domain voltage controlled LCAL. First, a discussion of the
criteria by which a LCAL was chosen out of the many designs in the literature. Then,
a brief overview of the LCAL chosen. Following this is a discussion of past modelling of
this LCAL. Finally, the texture and cross-polarization modelling results are compared to
results in literature, both experimental and modelling.
6.1 Background
6.1.1 Criteria for Choosing a LCAL
In the previous chapter, two LCD technologies were chosen, the TN and IPS cell, based on
their successful commercialization and importance to the field. Unfortunately, given the
infancy of the LCAL field, no such equivalent designs are available. Instead, the LCAL
design to model will be chosen based on three criteria.
First is the availability of published results. Experimental cross-polarization microscopy
results are readily available. However, as discussed in chapter 3, very few LCALs papers
feature any modelling. Without modelling results, it will be much more difficult to ensure
that we obtain the correct texture. We will therefore limit ourselves to those LCAL design
which have both modelling and experimental results.
Next are the modelling requirements. As discussed previously, the model currently only
supports voltage control and single domain LCALs. Thus a simple design is required.
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And finally, there is the ease of production. As mentioned, linear electrodes are easier
to manufacture than hole-patterned, ring, or Fresnel electrodes since they are simpler and
can leverage existing LCD manufacturing expertise.
Based on these three criteria, the design from ref. [67], referred to as an HMD cell, is
chosen. It fit the above criteria very well. First, there exist published results about this
design, both from experimentation and from modelling. Next, it is easy to model since
it features a single LC domain, easy to mesh electrodes, and voltage control. Finally, the
design is easy to manufacture since it uses linear electrodes.
An in-depth exploration of the design, and past modelling work done on it are the
subject of the following two subsections.
6.1.2 The HMD Cell
It was first proposed as a cell for LCDs, and referred to as the Homeotropic to Multido-
mainlike (HMD) cell [131]. The design was subsequently patented in 2000 for display
applications [132]. A decade later a new patent was filed for using the cell in lensing appli-
cations [67], specifically for beam broadening (e.g. spotlights). Subsequently the cell was
also investigated for use in producing privacy windows [133].
We will begin the discussion of the HMD cell’s function as a LCAL with its geometry,
shown in Figure 6.1.
Figure 6.1: Exploded diagram of the HMD cell, showing the LC layer and the orientation
of the interdigitating electrodes. From [67].
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The cell is comprised of a LC layer, labelled as 2 in the figure, with glass substrates
above and below it, 3 and 4. The surfaces of the glass substrates facing the LC layer have
the electrodes printed onto them, 51–54. The electrodes on each surface use the same
interdigitating linear electrode structure as an IPS cell. The electrodes on above the LC
are arranged to be perpendicular to those below the LC. Over these electrodes, directly
in contact with the LC layer, is deposited a thin alignment layer, not pictured, which
promotes the homeotropic alignment of the molecules.
As with the IPS cell, the HMD cell features a repeating unit in the x-y directions. To
facility the discussion, and later the modelling, we shall limit ourselves to a single repeat
unit. This repeat unit is shown in Figure 6.2, as would be seen when looking down the
z-axis.
(a) (b)
Figure 6.2: Top-down view of the HMD cell: (a) electrodes and cell parameters labelled,
(b) view showing the overlap of the electrodes on either side of the LC layer. From [134].
Having gone over the physical construction of the HMD cell, it is time to describe its
function. The HMD cell falls into the category of “lenses” described in chapter 3 that
construct a spherical LCAL by stacking two perpendicular cylindrical ones. While other
designs would have each cylindrical lens in its own LC layer, this design has them both
being formed within a single LC layer. The functioning of one of these cylindrical lenses,
when the electrodes are turned on, is depicted in Figure 6.3.
It must be noted that the HMD cell does not technically qualify as a lens since, among
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other things, it does not have a singular focal point. The region between a pair of electrodes
function as a cylindrical lens and has a focal line, but the device as a whole does not function
as a lens since it has multiple focal points, one for each square aperture. However, this
device will still be referred to as a LCAL for the sake of readability.
Figure 6.3: Side view layer with single cylindrical lens showing the texture and how it
would expand light. From [67].
The unpolarized incoming light, 11 in the figure, is mathematically decomposed into
two perpendicular linear polarization, one in the plane of the page and one out of the
plane. When the incoming unpolarized light enters the lens, the component of light whose
polarization is parallel to the plane will be broadened in the plane, labelled as 13. Further,
the other linear polarization of light, the one oscillating out of the plane, passes through
unaffected. Notice that as a cylindrical lens, it broadened light in only one direction;
another cylindrical lens, acting on the same polarization but broadening it in the other
direction, is required to uniformly broaden the light. For the time being however, we
will limit our modelling to only a single HMD cell; the model does not currently support
multiple LC domains, and published cross-polarization results for stacked HMD cells are
not available.
Having discussed how the HMD cell is supposed to function as a lens, it is time to
discuss the previous modelling work that has been done on it.
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6.1.3 Previous Modelling Work
As mentioned in chapter 3, most LCAL research does not involved modelling; the HMD
cell was chosen for being one of the few designs that have been modelled [135, 133].
The first group to model the HMD cell did so using Frank-Oseen theory [135]. As
described in subsection 2.4.2, this theory is limited by its assumptions of uniaxiality and of
a constant degree of alignment, S, as well as its inability to resolve defects. Additionally,
Dirichlet boundary conditions are used for the homeotropic anchoring, rather than a free-
energy contributions. Furthermore, this paper and its followups, refs. [136, 96], focused
on producing approximate solution to this model in order to improve the computation.
While they were successful, citing a speedup of 60-80x [96], they did by using significant
simplifications to the general model. Including:
• Based on the experimental cross-polarization results, the authors argue for the further
shrinking of the modelling domain. Instead of the repeat unit shown in Figure 6.2,
the authors simplify it to a triangular prism with 1/8th the volume [96]. This may
seem similar to the use of periodic boundary conditions, but it is in fact profoundly
different. The periodic boundary conditions are a numerical technique used to solve a
general model; the symmetry simplifications implemented in ref. [96] are incorporated
into the model itself, making it far less general.
• The domain is broken up the z-direction into three layers based on the distance
from the electrodes [135]. Each of these layers is subsequently treated with different
simplifications; e.g. near the electrode the twist elastic energy term is neglected, but
in the bulk the entire elastic free-energy is neglected.
The problem with this approach is that is relies heavily on prior knowledge of the
resulting texture. This would be adequate for examining the texture of experimental
results for a specific cell geometry, but it is not a general model. It is not capable of
predicting the resulting texture of a previously untested LCAL; this being the end goal of
the model being developed in this thesis.
The second group to model the HMD cell did so using a close-source software package
[133]. Unfortunately, they do not specify which model they used, or even if it was a
vector or tensor representation, and they do not specify how they represented the surface
anchoring. Their resulting texture looks qualitatively similar to that from ref. [135], but a
direct comparison is not possible since it was visualized in a different manner.
Neither of the two groups discussed so far performed any cross-polarization microscopy
modelling of their textures. Thankfully, the model presented in ref. [135] was subsequently
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used by another group to produce cross-polarization microscopy results [134]. The cross-
polarization results from this paper and from experiments will be compared against the
results from the model in this thesis.
6.2 Methodology
As described above, this LCAL design has been modelled by two different groups, once
using E7 and again using an unspecified LC material. Since not enough material parameters
could be obtained for either material, the LCAL was instead modelled using 5CB. The
properties used are the same as for the two LCD cells, and can be found in Table A.1. The
geometric parameters of the cell are listed in Table 6.1.
Table 6.1: Physical cell parameters
Parameter Value Unit




Domain size in x 60 µm
Domain size in y 60 µm
Domain size in z 10 µm
Element size in x and y 0.4 µm
Element size in z 0.2 µm
Beyond the physical domain sizes, there are also boundary and initial conditions to
specify. The HMD cell has homeotropic anchoring at the top and bottom surface, these
were implemented with a surface free-energy term. The initial condition used was vertical
orientation of the molecules throughout the domain; it is the equilibrium texture for the
cell in the absence of an applied electric field.
As with the IPS cell, the HMD cell features a repeating pattern in the x-y plane. The
repeat unit being modelled is shown in Figure 6.2. The origin is defined at the very centre
of this repeat unit on the bottom surface, seen in Figure 6.2(b), and extends out a distance
of L in both x and y. The ends of the domain at x = ±L are set equal to each other, the
same with y = ±L.
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6.3 Results
As before, the discussion begins with the equilibrium texture. Figure 6.4 and Figure 6.5
provide comparisons between the equilibrium texture from this model and that from ref.
[135]. The texture results in these figures are taken from the top-right square aperture
that can be seen in Figure 6.2(b).
(a) (b)
Figure 6.4: Comparison of the equilibrium texture along the x-y plane at z = 0.6d: (a)
this work, (b) from [135].
The resulting textures can be seen to not be in good agreement. We will begin with
a discussion of the similarities. Both the texture from this work and that from literature
feature a diagonal, bottom-left to top-right in Figure 6.4, where the molecules remain
oriented essentially vertically. Furthermore by looking at Figure 6.5, we can see that this
vertical alignment along the diagonal of the cell extends through the entire thickness of
the cell. The molecules in this region stay close to their preferred anchoring direction for
the same reason those above the electrodes in the IPS cell did, they are perpendicular to
the electric field lines. Given this texture, it is expected that the diagonal will show up
as a black line under cross-polarization microscopy since the vertical orientation will not
affect the polarization of incoming light.
Now, let us discuss the differences. Starting with Figure 6.4, we can see that the
published results feature reorientation essentially all along the edges of the square aperture,
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(a) (b)
Figure 6.5: Comparison of the equilibrium texture along the y-z plane in the centre of the
square aperture. (a) this work, (b) from [135].
except for the very corners. The results from this work do not feature this reorientation.
Further, while both results feature a reorientation of the molecules to a mostly horizontal
orientation on either side of the diagonal, the texture from literature has this reorientation
over a much larger area.
Moving on to Figure 6.5, it can be seen that the texture again varies considerably. The
published results features two rectangular regions on either side of the centre in which the
orientation is mostly horizontal and twisting out of the plane. The results of this work do
not show that same texture.
Given that the textures were not in agreement, it is expected that the cross-polarization
results won’t be either. They are shown in Figure 6.6. These results are split into two rows
based on the rotation of the analyzer and polarizer. In the top row, (a)–(c), the analyzer
and polarizer are oriented horizontally and vertically, while in the bottom row, (d)&(e),
they are oriented along the diagonals.
Looking at the top row, the experimental result, (a), shows dark regions above the
electrodes and along the diagonals of the cell as well as 8 triangular bright regions. Next
are the results from this work, (b), which look only mildly similar to the experimental
results. There are dark regions above the electrodes, though not entirely, and there are the
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(a) From [137]. (b) This work. (c) From [134].
(d) From [137]. (e) This work.
Figure 6.6: Cross-polarization results. Top row: polarizer and analyzer running horizon-
tally and vertically with respect to the page. Bottom row: polarizer and analyzer at -45◦
and 45◦ with respect to horizontal.
black diagonal regions, though much thinner. The triangular bright regions do not have
the correct shape. Further, there are extra bright regions where the electrodes from the
top surface overlap with those from the bottom surface.
Finally, there is the published modelling result, (c). It appears, qualitatively, to be in
very good agreement with the experimental results. It show a less uniform illumination of
the bright regions, something that the published experimental result do not. Through this
can be easily due to the poor image quality of the experimental results.
Moving on the second row, the results agree even less. The experimental results, (d),
features the same dark regions seen previously, but the bright regions have changed shape.
Where they used to be triangular, they now have more complicated and harder to describe
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shape. As for the result from this work, (e), the only similarity between it and the ex-
perimental result is the presence of the dark diagonal lines, but, as before, they are much
thinner than the experimental ones. Unfortunately, ref. [134] did not provide any which
were comparable with (d), nor did any other source.
6.4 Investigation the Discrepancy in Results
Given that neither the equilibrium texture nor the cross-polarization results were obtained,
an investigation into the cause of the discrepancies was performed. It began with with
the LC model, as until the textures are the same, it will be assumed the cause of all
discrepancies in the cross-polarization microscopy results. Unfortunately, given the non-
linear nature of the model, the cause of this discrepancy will be tricky to pin down.
One of the first things tested was the implementation of the surface anchoring. Past
modelling of this cell involved the use of Dirichlet boundary conditions, rather than a
surface free-energy term. This possibility was explored in two ways. First, the model
was run using Dirichlet boundary conditions instead of the surface free-energy term. This
resulted in the model being unable to converge for even a single time step. Second, in
the limit of α → infthe surface free-energy term acts essentially as a Dirichlet boundary
conditions; even the smallest deviation from the preferred direction would incur an infinite
free-energy contribution. Thus, the anchoring strength was varied in increments of one
order of magnitude, starting from its value of 10−4 J/m all the way up to 10−1 J/m. At
values of 10−4 J/m and 10−3 J/m the results were essentially the same. Increasing the
strength further to 10−2 J/m resulted in previously unobserved defects forming on the
surface of the domain. These defects could not be relaxed out by forcing the model to
continue performing timesteps beyond the usual equilibrium criteria. Finally, increasing
the strength to 10−1 J/m resulted in the model being unable to converge for even one
time step. These stronger anchoring strengths were tested both from the original initial
condition, molecules all vertical, and by using the equilibrium condition of a lower anchoring
strength model as the initial condition for a stronger anchoring strength one. I.e. the
equilibrium condition from the 10−4 J/m run was used as the initial condition for the
10−3 J/m run. This had no effect on the final result.
Next, the material properties of the nematic were tested. As mentioned earlier, previous
modelling work used E7 and an unspecified nematic. Both appeared to obtain qualitatively
similar textures despite using different nematic materials. Nevertheless, the possibility that
using 5CB was the cause of the issue was investigated. Unfortunately, a significant number
of material parameters were not available for either of the two materials. For E7 this means
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that values not found in literature, and for the unspecified nematic is was impossible to
even search. The missing parameters for both material are: T , a0, b, c, µr, and k24.
Additionally, the value of TNI was unknown for the unspecified material. In order to
perform the modelling, something had to be used for these missing parameters, the values
used in each case were those from 5CB. The LC parameters used for modelling with E7 and
the unspecified material are in Table A.2 and Table A.3, respectively. Naturally, combining
parameters from two different materials reduces the physicality of any modelling results,
and does not rule out the possibility that the parameters are the cause. Nevertheless this
would still provide valuable information as to whether different material parameters would
substantially impact the texture. In short, they did not.
The next thing tested were different initial conditions. Given the highly non-linear
nature of the model, the initial conditions can still play an important role, even given
the transient evolution formulation of the model. As such, two changes were tried to the
initial condition. First, the electric potential initial condition was set to 0 everywhere and
the electric potential of the electrodes was slowly ramped up. Second, rather than starting
with a vertical orientation as the initial condition, the isotropic state was used; i.e. Qij = 0
everywhere. Neither of these changes brought the final results closer to the publish ones.
Following this were different electric potential differences between the electrodes. The
original paper uses 14V, and given that the modelling in this thesis used a different LC,
perhaps a different electric potential difference also had to be used. The different electric
potential tested are: 6, 10, 28, 40, and 100V. These different voltage had an impact of the
resulting texture, but not in a beneficial way. The resulting textures were simply more
weakly or strongly oriented versions of the same texture as provided earlier.
6.5 Summary
Having successfully modelled the texture and cross-polarization microscopy results of the
TN and IPS cell, it was time to model a LCAL. The criteria used to choose a LCAL
design out of the many designs identified in the literature review were: the availability of
published results, the modelling requirements of the design, and the ease of production.
Based on these criteria, the LCAL design known as the HMD cell was chosen. It uses IPS
electrodes on both surfaces, and functions as a pair of stacked cylindrical lenses.
Published modelling results for this cell exist in literature, they were discussed and used
for comparison. Unfortunately, the approach taken in modelling the cell in the literature
work is too heavily dependant on prior knowledge of experimental results. Additionally,
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the model employs too many simplifying assumptions to be of use for predicting the tex-
ture of other LCALs. Nevertheless, the results from this model were in agreement with
experimental results, and were thus of use for comparing against the equilibrium texture
of this model.
Thus, the HMD cell was modelled with the electrodes turned on, and the resulting
texture was compared to that from literature. Upon comparison, it was observed that the
textures were similar in some ways, but differed substantially from each other. Both the
results from this work and from literature had diagonal regions through the cell where the
molecules remained perpendicular to the surface. This region was due to the interaction
between the anchoring conditions of the cell and the electric field. By preferring starting
in a homeotropic orientation, the LC along the cell diagonals were mostly perpendicular
to the electric field lines, and thus experience little torque. However, after this similarity,
the rest of the texture was different.
Given the difference in texture, it was expected that the cross-polarization microscopy
results would also be different. This expectation bore out, the cross-polarization microscopy
results from this work were substantially different from the published results, both exper-
imental and modelling ones.
In an attempt to identify the source of this discrepancy, multiple parts of the model
and modelling parameters were investigated. The implementation of the surface anchoring
was changed, both by using Dirichlet boundary conditions and by increasing the anchoring
strength of the surface free-energy term. Next, the material parameters of the nematic
were changed; two different nematics based on published papers working with the HMD
cell were used. The changes to the material parameters did not address the issue. Next, the
initial condition was tested. The initial condition for the electric potential was changed to
start at 0V everywhere in the domain. The initial condition for orientation was also tested,
starting it in the isotropic phase. Neither of these changes made a difference. Finally, the
applied electric potential difference was varied over a range of 6–100V; none of the tested
values improved the texture.





In this work, a general model for thermotropic nematic liquid crystals based on the Landau-
de Gennes theory was implemented and used to study the texture of liquid crystal adaptive
lenses. A general version of this model was used, without the common simplifications such
as hard anchoring, fewer elastic constant approximations, or the use of geometric symmetry.
This nematic model was coupled with a model for the electric field within the cell, and
the two were solved simultaneously. In order to solve the nematic model, it was converted
from a free-energy functional into an Euler-Lagrange PDE, and then into a transient PDE.
Solving these PDEs was done using the method of lines for temporal discretization, and
the finite element method for spatial discretization.
The validity of the implemented model was first verified by modelling two important
LCD cells, the TN and IPS cell. The TN cell was modelled both with the electrodes off
and with them on. In both cases the correct equilibrium texture was obtained. Modelling
light propagation with cross-polarization microscopy produced the correct results, a bright
cell when the electrodes were off and a dark one when they were on. Next, the IPS cell was
also modelled with the electrodes turned off and turned on. Again, the correct equilibrium
result was obtained, and the same twisted texture was obtained when the electrodes were
turned off, and the twist was unwound when the electrodes were turned on. Performing
the polarized microscopy modelling yielded the correct dark state when the electrodes were
turned off as well as the correct non-uniformly bright state when the electrodes were turned
on.
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Having successful reproduced the expected texture and cross-polarization microscopy
results, the model was applied to a LCAL. The HMD cell was chosen based on three criteria:
1) the availability of published results, 2) the modelling requirements, and 3) the ease of
manufacture. It was modelled with the electrodes turned on, however the resulting texture
did not agree with previously published modelling results. When the cross-polarization
microscopy was performed on the HMD cell, the results of this work did not agree with
the published experimental nor published modelling results.
An investigation into the cause of these was performed, but the cause of the discrepancy
has not been identified.
7.2 Recommendations
Firstly, since the presented model produced texture and cross-polarization results for the
HMD cell which were not in agreement with publish experimental and modelling results,
work should continue in identifying the cause of this discrepancy and addressing it.
Having addressed that discrepancy, the next recommendations involve expanding the
functionality to the model based on the results of the literature review:
• First, use a more general model for the electromagnetic field, specifically: account
for multiple frequencies in the electric field, account for the frequency dependence
of εij, and account for dissipation. This would allow for the modelling of frequency
controlled lenses.
• Next, implement adaptive mesh refinement. This would allow for the accurate mod-
elling of any defects that could form in other designs, without wasting computational
resources my having a fine mesh in areas where it is not needed.
• Finally, augment the model to handle multiple domains. Without this ability, the
modelling of LCALs would be limited to simple designs and of little use to research
or industry.
Two further recommendations are given The first is to augment the finite element
back-end in order to run on GPUs. This change would speed up modelling by almost an
order of magnitude without introducing simplifications [56]. And, finally, to improve the
optical modelling by incorporating predictions of the LCALs optical properties (such as
focal length and aberrations).
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APPENDICES
Appendix 1: Model Parameters
Table A.1: LC parameters for 5CB
Parameter Value Units Source Parameter Value Units Source
T ∗NI 307.5 K [138] L1 4.28× 10−12 J m−1 derived
T 303.5 K - L2 4.28× 10−12 J m−1 derived
a0 1.3× 105 J m−3 K−1 [138] L3 2.68× 10−12 J m−1 derived
b 1.6× 106 J m−3 [138] L24 1.99× 10−12 J m−1 derived
c 3.9× 106 J m−3 [138] ε‖ 18.4 - [139]
k11 4.45× 10−12 J m−1 [138] ε⊥ 7.2 - [139]
k22 2.90× 10−12 J m−1 [138] n‖ 1.69 - [140]
k33 5.75× 10−12 J m−1 [138] n⊥ 1.54 - [140]
k24 7.75× 10−13 J m−1 derived1 µr 0.055 kg m−1s−1 [141]
α 10−4 J m−2 [142]
1This term is difficult to measure reliably [35, 143]. Instead, a value of k24 =
k22
4 is used in order to
satisfy the Eriksen inequalities [144].
2Same problem as for 5CB issue, it difficult to measure reliably. Instead a value of k24 =
k22
4 in order
to satisfy the Eriksen inequalities [144].
3Not provided in the paper, and since the LC was not specified there is no way to find it in literature,
assuming it has even been measured. Instead a value of k24 =
k22
4 in order to satisfy the Eriksen inequalities
[144].
88
Table A.2: LC parameters for E7
Parameter Value Units Source Parameter Value Units Source
T ∗NI 328 K [145] L1 3.15× 10−12 J m−1 derived
T 320 K - L2 2.65× 10−12 J m−1 derived
a0 1.3× 105 J m−3 K−1 [138] L3 9.63× 10−13 J m−1 derived
b 1.6× 106 J m−3 [138] L24 1.43× 10−12 J m−1 derived
c 3.9× 106 J m−3 [138] ε‖ 15.99 - [146]
k11 8.10× 10−12 J m−1 [140] ε⊥ 5.76 - [146]
k22 4.73× 10−12 J m−1 [140] n‖ 1.69 - [140]
k33 9.55× 10−12 J m−1 [140] n⊥ 1.52 - [140]
k24 1.18× 10−13 J m−1 derived2 µr 0.055 kg m−1s−1 [141]
α 10−4 J m−2 [142]
Table A.3: LC parameters used for the unspecified nematic
Parameter Value Units Source Parameter Value Units Source
T ∗NI 307.5 K [138] L1 4.03× 10−12 J m−1 derived
T 303.5 K - L2 2.42× 10−12 J m−1 derived
a0 1.3× 105 J m−3 K−1 [138] L3 5.32× 10−12 J m−1 derived
b 1.6× 106 J m−3 [138] L24 1.21× 10−12 J m−1 derived
c 3.9× 106 J m−3 [138] ε‖ 19.4 - [137]
k11 7× 10−12 J m−1 [135] ε⊥ 12 - [137]
k22 4× 10−12 J m−1 [135] n‖ 1.588 - [137]
k33 1.5× 10−11 J m−1 [135] n⊥ 1.5 - [137]
k24 1× 10−12 J m−1 derived3 µr 0.055 kg m−1s−1 [141]
α 10−4 J m−2 [142]
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