Grant Number: N000140610741 http://www.hydrooptics.spb.ru
APPROACH
The project is broken into three tasks: 1) the determination of IOPs of sea water using LIDAR soundings; 2) the correction of surface wave refractive distortion; and 3) the estimate of optically active materials (OAM) content from the spectrum of returned light.
Our approach in accomplishing the first task, i.e. the determination of IOPs and physical properties of sea water using LIDAR soundings, is to improve IOP estimation from LIDAR returns by using correlations between various IOPs and by jointly processing the signals from two or more sensors with different viewing angles. Specifically algorithms will be developed to determine difficult-to-measure IOPs from easily measured IOPs by taking advantage of observed IOP correlations. The accuracy of these algorithms will then be evaluated. Other algorithms not using IOP correlations will be developed to independently determine the backscattering and scattering coefficients using signals from several sensors. Mathematical models of LIDAR images of the internal waves will also be developed. The basis for this development is given in Dolina et al. (2005) . Using known LIDAR signal equations and analytical models of internal waves, a model and an algorithm for numerically modeling the IWinduced LIDAR image generated by several lower order IW modes will be developed. These will be used to analyze the possible methods to solve the inverse problem and determine the IW parameters from their LIDAR images.
Our approach in accomplishing the second task, i.e. the correction of surface wave refractive distortion, follows the theory developed and described in . Here the mathematical background for the image transfer through a rough sea surface under natural illumination is presented as the basis of an advanced sea bottom imaging model. This model may be used to choose a flight strategy (e.g. direction with respect to waves and sun, etc.) to decrease the image distortion caused by waves. However even the best flight strategy can only mitigate, but not completely remove sea surface wave caused image distortion. Thus we are going to develop a method to correct wave-induced distortion in images of the coastal sea bottom. Our method will involve obtaining surface slope information from multispectral surface images and then developing algorithms that use the full information about two-dimensional anisotropic surface roughness to correct bottom images. Methods will also be developed to correct image distortion when only partial information about sea surface relief and slope is available. We will analyze image retrieval quality as a function of the completeness of the amount of surface relief information. The basis for this research is given in Dolin et al. (2003 Dolin et al. ( , 2004 . Laboratory equipment will be built and experiments conducted on the retrieval of images distorted by surface waves. The experiments will use synchronously registered images of a test object and of surface light glitter while measuring the wave amplitude distribution within the surface area responsible for the image distortion.
Our approach in accomplishing the third task, i.e. the estimate of optically active materials (OAM) content from the spectrum of returned light, is to develop an algorithm computing the best linear estimate of OAM, e.g. phytoplankton, sediment and yellow substance, from radiance spectra measured by multi-or hyperspectral sensors located at arbitrary height above the sea surface. This algorithm will also account for sensor noise and maritime atmospheric variations. Earlier versions of this approach are presented in Levin et al. (2005a and b) . The accuracy of OAM retrieval will be estimated and an analysis will be made of possible ways to increase retrieval accuracy by varying sensor parameters and expanding a priori information about observational conditions.
WORK COMPLETED
Work completed for the first task, i.e. the determination of IOPs of sea water using LIDAR soundings, has been an analysis of errors resulting when extracting the vertical distribution of attenuation coefficient c(z) from LIDAR returns. This analysis used correlations between IOPs given by Levin and Kopelevich. An article on this work has been submitted to the journal "Oceanology". Additional analysis was performed for a wide-angled receiver where the inverse problem could be analytically solved following the method of Dolina et al. (2005) .
Work completed for the second task, i.e. the correction of surface wave refractive distortion, numerically modeled the influence of errors in determining surface slopes from an image. These errors define the correction of wave-induced image distortion. A laboratory setup was installed to study the interaction of light with a wavy water surface. This laboratory installation will be used for image transfer experiments. A fan blowing air across the surface generates short gravity and capillary surface waves. Varying the fan speed varies the waves. Self-illuminated test targets are located at the bottom of a basin. The targets are illuminated from below by a diffused light source shining through a bottom window. Sea surface glitter is produced when the surface is illuminated by a parallel light beam from a specially designed source. Two digital cameras fixed above the water surface on adjustable mounts synchronously record the images of a test object and surface light glitter. The collected images are captured in a small personal computer. Additionally a new experimental technique was developed and constructed to measure the surface wave field properties needed for image correction. This technique gathers additional wave information using three contact wave meters.
Work completed for the third task, i.e. the estimate of optically active materials (OAM) content from the spectrum of returned light, was the development of an algorithm for computing the best linear estimate and residual variance of OAM in sea water. The algorithm computes the linear regression coefficients to retrieve the concentrations of in-situ materials from measured spectra. Additionally it computes the residual variance of OAM concentration estimate for shipboard, airborne and satelliteborne hyperspectral sensors while accounting for shot and dark-current noise. It contains a new model of the maritime optical atmosphere. The most significant of recent optical models of seawater were reviewed and included in our algorithm. The development of related computer codes was begun. The computer codes, computations, and analysis of methods to improve computational accuracy will be completed during the next stage of the Project.
RESULTS
As noted work on the first task has been the extraction of the vertical distribution of the beam attenuation coefficient c(z) from the depth dependence of LIDAR backscattered signal. The method uses known correlations between IOPs. One result of this work is that we now know that even small errors in the correlation derived IOPs produces rather large errors in determining c and hence also in the other IOPs expressed as functions of c. These errors increase with depth. We know that c(z) retrieval is most sensitive to the regression errors between c and the scattering coefficient b. Conversely c(z) retrieval using regressions between c and backscattering coefficient b b are much more robust in minimizing error. We propose to use an adaptive algorithm to decrease the influence of correlation accuracy on IOP retrieval. This adaptive algorithm has an adjustable parameter determined from the leading edge of the LIDAR return, for the case of well mixed homogeneous near surface waters with uniform IOPs existing over deeper water with inhomogeneities in the vertical profile.
One of the major efforts on task 2, the correction of surface wave refractive distortion, was the application of an existing numerical imaging model to study the influence of surface slope errors when correcting wave-induced image distortions. This model employed a correction algorithm given in . Our method extracts information about wave slopes from infrared (IR) imagery of the sea surface. This radiation comes from the sky and not directly from the sun. Here the spatial distribution of apparent surface radiance depends on the projection of surface slopes onto the sky radiance gradient in vicinity of the observer's "specular" point (Zuikova et al., 1987) . Therefore the contrast in an image of a wave depends on the angle between wave vector and the vector of sky radiance gradient. Images of waves running in the direction of the sky radiance gradient have greater contrast, while images of the waves running perpendicular to the sky gradient direction are less visible. Hence the spatial distribution of sea slopes may be determined with some error from an IR image of the surface. These errors will appear when correcting the image of a submerged object. The effect of this error was estimated in a modeling experiment with the following steps: 1) A random realization of sea surface relief was modeled for a given wind wave spatial spectrum;
2) A random realization of the test object viewed through this surface was computed;
3) The image was corrected using information on the exact surface relief;
4) The same image was corrected using relief generated with the reduced Pierson-Moskowitz (P-M) wave spectrum, i.e., occluding waves in an azimuthal angular sector ϕ Δ near the normal to sky radiance gradient; 5) Corrected images using exact and inexact sea surface relieves were compared. 
Δϕ
An example from this modeling experiment is shown in Fig. 1 . Errors in determining the surface relief and slopes produced the spatial noise in the retrieved image. This noise increased with the size of the occluded angle sector ϕ Δ where the waves are invisible. Comparing the original in fig. 1a to fig. 1g obtained using the inexact relief data shows marked distortion correction possible when ϕ Δ < 20 0 .
Usable values of the occluded ϕ Δ increase with decreasing angles between wind and sky radiance gradient directions. This angle varies with relative viewing direction. Thus accuracy in surface slope measurements increases when choice of viewing direction is optimal. Another result appeared when we analyzed sets of multispectral sea surface images. For moderate viewing angles visible slope directions can vary considerably for different colors and spectral ranges. This spectrally dependent variability might be used to improve the accuracy of slope monitoring and hence image correction quality.
A major result on task 3, the estimate of optically active materials (OAM) content from the spectrum of returned light, has been the development of an algorithm to retrieve OAM from spectral measurements. This algorithm contains a simple optical model of maritime atmosphere based on longterm measurements collected by the Shirshov Institute of Oceanology in various ocean regions and analytical expressions corroborated by Monte Carlo simulation. The result is a simple and accurate method to compute light transmittance and backscattered radiance in maritime atmosphere.
