Lomax distribution has been widely used in economics, business and actuarial sciences. Due to its importance, we consider the statistical inference of this model under joint type-II censoring scenario. In order to estimate the parameters, we derive the Newton-Raphson(NR) procedure and we observe that most of the times in the simulation NR algorithm does not converge. Consequently, we make use of the expectation-maximization (EM) algorithm. Moreover, Bayesian estimations are also provided based on squared error, linear-exponential and generalized entropy loss functions together with the importance sampling method due to the structure of posterior density function. In the sequel, we perform a Monte Carlo simulation experiment to compare the performances of the listed methods. Mean squared error values, averages of estimated values as well as coverage probabilities and average interval lengths are considered to compare the performances of different methods. The approximate confidence intervals, bootstrap-p and bootstrap-t confidence intervals are computed for EM estimations.
Introduction
One sample problems have been well studied under different kinds of censoring schemes in the literature. When the experimenter wants to compare two populations that have been produced by two lines within the same facility, the joint censoring scheme has been developed so that the experimenter saves both time and money. More precisely, let us consider the two samples of sizes m and n selected from these two lines and put into a life testing experiment at once. Due to the purposes of experimental necessities, the experimenter can terminate the experiment as soon as a pre-determined number of failures occurs, say r, 1 ≤ r ≤ N and N = m + n.
We refer to the following studies considering the joint censoring in the literature: Basu (1968) proposed a statistics which is the asymptotically most powerful rank test for censored data and it is equivalent to the Savage statistics. Locally most powerful rank test was considered by Johnson and Mehrotra (1972) . These studies and some others was reviewed in Balakrishnan and Basu (1995) . Balakrishnan and Rasouli (2008) studied the exact inference for jointly distributed two exponential distributions under the setting of type-II censoring. Extending this study, Rasouli and Balakrishnan (2010) discussed the exact inference for the two exponential distribution under joint type-II progressive censoring. Parsi et al. (2011) developed the interval estimation for two Weibull distributions under joint Type-II progressive censoring. Doostparast et al. (2013) studied the Bayesian estimation using squared error loss (SEL) and linear-exponential (LINEX) loss functions for a general class of distributions and discussed the Weibull distribution under jointly progressive type-II censoring scheme. Shafay et al. (2014) considered the two exponential populations under the jointly type-II censored setting and developed the Bayesian inference for the unknown parameters using SEL, LINEX and general entropy loss (GEL) functions. Recently, Mondal and Kundu (2017) studied the point and interval estimation of Weibull distribution under jointly progressive type-II censoring scheme using both likelihood and Bayesian estimations. Recently, Volterman et al. (2018) developed inference for two exponential populations based on joint record values.
However, we consider the estimation of unknown parameters of two Lomax distributions under joint type-II censoring scheme in this study. Now, assume that X 1 , X 2 , . . . , X m are the independent and identically distributed (i.i.d.) random variables representing the lifetimes of the first product and similarly Y 1 , Y 2 , . . . , Y n are i.i.d. random variables from the other product having the following Lomax probability density functions (pdf) and cumulative distribution functions (cdf) respectively
where α i , β i > 0 for i = 1, 2 are the shape and scale parameters, respectively. Let us also suppose that W 1 < W 2 < . . . < W N represents the order statistics of the random vari-
The rest of the paper is organized as follows: In Section 2, the maximum likelihood estimators (MLE) of the parameters are introduced by using Newton-Raphson (NR) algorithm and some theorems are developed regarding the exact distributions. Moreover, the expectationmaximization (EM) algorithm is also considered to obtain the MLEs, and the Fisher information matrix is obtained. In Section 3, Bayes estimation for the unknown parameters of two Lomax distributions under the assumption of independent gamma priors using different loss functions such as SEL, LINEX and GEL functions. Moreover, we performed a Monte Carlo simulation experiment to compare the efficiencies of these methods and discussed the results in Section 4.
A real data example is presented in Section 5 to illustrate the findings of the study. Finally, some conclusive remarks are given in Section 6.
Likelihood Inferences
In this section we consider the maximum likelihood inferences. We drive the likelihood equations and give the exact distribution of number of V.
the number of X and Y failures in W respectively, such that r = M r + N r . Then the likelihood function of the observable data (V, W) is given by
Based on the observed data, the corresponding log-likelihood function without the additive constant can be expressed as
Taking the partial derivatives of Equation (2.2) with respect to the parameters and equating them to zero, one can obtain the following normal equations respectively
Upon solving Equations (2.3) and (2.5), we readily get the followings
and plugging in these into Equations (2.4) and (2.6), we obtain the following one dimensional optimization problems respectively
(2.10) Remark 1. From Equations (2.7) and (2.8), it is obvious that the MLEs of (α 1 , β 1 ) and (α 2 , β 2 ) do not exist when r i=1 V i = 0 or r. Therefore, these MLEs are only conditional MLEs which are conditioned on 1 ≤ V r ≤ r − 1.
In the following theorem we give the exact distribution of V.
Theorem 1. When β 1 = β 2 , the joint probability mass function of V is
Proof. When β 1 = β 2 = β, from Equation (2.1), the joint probability function of (V, W)
becomes
After some algebra, we readily obtain the following
Now, integrating the above function with respect to w r and continuing in a similar manner with w r−1 , w r−2 ,..., w 1 , one finally gets the desired probability mass function given in (2.11).
Corollary 1. It is directly seen from Theorem 1 that the probability mass function of M r = r i=1 V i is as follows
for H = {ν = (ν 1 , ν 2 , ..., ν r ) : ν j = 0 or 1, r j=1 ν j = i} such that i = 1, 2, ..., r.
Corollary 2. From Corollary 1, it is readily seen that the following simplified equations hold
,
Expectation-Maximization Algorithm
The EM algorithm proposed by Dempster et al. (1977) can be used to obtain the MLEs of the parameters α i and β i , i = 1, 2. It is known that the EM algorithm converges more reliably than NR. Since type-II joint censoring scheme may be considered as a problem of missing data (see Ng et al. (2002) ), it is possible to apply EM algorithm to obtain the MLEs of the parameters. Now, we denote the incomplete (censored or missing) data by (K,
n − n r . Upon combining both the observed and missing data, we denote the complete data as
The corresponding likelihood equation of the complete data can be written as
Therefore, the log-likelihood equation can be easily obtained by taking the natural logarithm of Equation (2.13) as follows:
Based on the complete sample, the MLEs of the parameters α 1 , β 1 , α 2 and β 2 can be computed by taking the partial derivatives of Equation (2.14) with respect to these parameters respectively and equating them to zero as follows:
Now, in the E-step of the EM algorithm, we need the conditional expectations of the normal equations. Thus, any function of the random variable Z should be replaced by its expectation.
Therefore, Equations (2.15)-(2.18) become, respectively
Following Ng et al. (2002) and Singh and Tripathi (2018) , we see that the conditional distribution of Z is truncated Lomax distribution from the left at w r and it has the following probability density function
( 2.19) Note that this conditional pdf has two components such that if k j = 1 then it reduces to the first component, and if k j = 0 then it reduces to the second component. Using the conditional pdf given in (2.19), the following expectations can be easily obtained as Helu et al. (2015) and Asl et al. (2018) for more details.
Upon updating the missing data with the expectations above in the E-step, the log-likelihood function is maximized in the M-step at the (k + 1)th stage by estimating α k+1
Once α k+1 1 and α k+1 2 are computed, one can readily obtain β k+1 1 and β k+1 2 respectively as follows
The EM estimates of the parameters (α 1 , β 1 , α 2 , β 2 ) can be computed by this iterative procedure until convergence is reached.
Fisher Information Matrix
In this subsection, by making use of the idea of missing information principle proposed by
Louis (1982), we can obtain the observed Fisher information matrix. Louis (1982) suggested the following relation
are the observed, complete and missing information matrices respectively. Now, the information matrix of a complete data set following the Lomax distribution can be obtained as
Moreover, the missing information matrix I K,Z|V,W (ψ) is given by
where the minus expected values of the second partial derivatives of ln f K,Z|V,W (z j |w r , z j > w r )
are computed as follows
Notice that all the remaining entries of the missing information matrix are equal to zero. Hence, the asymptotic variance-covariance matrix of the parameter vector ψ can be readily computed by I V,W ψ −1 such that ψ is obtained using the EM estimates of the parameters. Therefore, an approximate (1 − α)100% confidence interval of ψ i can be constructed by
Bootstrap Confidence Intervals
In this subsection, we also propose to use the bootstrapping method to construct confidence intervals for EM estimations. We use the Boot-p and Boot-t algorithms proposed by Efron (1982) and Hall (1988) respectively. The algorithms are given as follows: i) Boot-p algorithm: In this method, one can construct confidence intervals using the 100(α/2)th and 100(1 − α/2)th quantiles of the empirical bootstrapped sample of ψ * .
Namely, 1) Compute the EM estimation ψ * of ψ * based on the current jointly censored sample (ν, w).
2) Compute the bootstrapped estimate ψ * by re-sampling from the original data with replacement, say (ν * , w * ).
3) Repeat this process D times to obtain the sorted estimations in ascending order as ψ *
(1) , ψ *
(2) , . . . , ψ * (D) 4) Finally, a 100(1−α)% Boot-p confidence interval can be written as ψ * (Dα/2) , ψ * (D(1−α/2)) .
i) Boot-t algorithm: After generating the bootstrap sample as given above, do the following steps:
1) Compute the following t-statistics T ψ * = ψ * − ψ /se( ψ * ) such that se( ψ * ) is the bootstrapped standard error.
2) Repeating this step D times and sorting the bootstrap sample, obtain
, T ψ *
, . . . , T ψ *
3) Finally, a 100(1 − α)% Boot-t confidence interval can be written as
Bayesian Inferences
In this section, we consider the Bayesian estimation for the parameters of the joint Lomax distribution under the assumption that all the parameters have the independent gamma priors such that α 1 ∼ G(a 1 , b 1 ), β 1 ∼ G(c 1 , d 1 ), α 2 ∼ G(a 2 , b 2 ) and β 2 ∼ G(c 2 , d 2 ). More precisely, the prior functions are given as
Therefore, using the likelihood function given in Equation (2.1), the posterior joint density function can be obtained as follows
(3.1) In this paper, three different loss functions are considered. One of them is the most commonly used squared error loss function (SEL) which is defined as follows:
where t(ψ) is an estimator of t(ψ). It is known that SEL, being a symmetric loss function,
gives equal weights to both underestimation and overestimation. This is a drawback when the over estimation and underestimation have not same importance. To overcome this problem, linear-exponential (LINEX) loss function introduced by Varian (1975) as follows
The LINEX loss function is an asymmetric, convex function whose shape is determined by the value of ν. Determining the degree of asymmetry, the negative values of ν result in overestimation and positive values of ν result in underestimation. Therefore, the Bayes estimate of t(ψ)
under the LINEX loss function is given by
Finally, the general entropy asymmetric loss (GEL) function is also considered and it is given by
where κ is a parameter determining the shape of the function and representing the degree of symmetry. κ > 0 corresponds to the overestimation and κ < 0 corresponds to underestimation.
The Bayes estimator under GEL function is given by
Importance Sampling
Notice that the posterior density function given in Equation (3.1) can also be written in the following form
G β 1 and G β 2 denote the distributions of β 1 and β 2 respectively and G α 1 |β 1 and G α 2 |β 2 represent the distributions of α 1 and α 2 given β 1 and β 2 respectively. Now, we can consider the following steps to produce samples from the posterior density given in (3.2) (1) Generate β 1 and β 2 using G β 1 (m r + c 1 , d 1 ) and G β 2 (n r + c 2 , d 2 ), respectively
(2) Given β 1 and β 2 from previous step, generate α 1 and α 2 using G α 1 |β 1 (m r + a 1 , K 1 ) and G α 2 |β 2 (n r + a 2 , K 2 ), respectively
(3) Repeat the steps (1) and (2) to compute ψ i = (α 1i , β 1i , α 2i , β 2i ) for i = 1, 2, ..., T.
After generating T samples, the Bayes estimates under SEL, LINEX and GEL loss functions
can be computed as follows
In order to construct a Bayesian credible interval, using the idea of Chen and Shao (1999) , we consider the posterior density π(η|x) of a parameter η. Assume that
represents the pth quantile of the distribution is where Π(η|x) denotes the posterior cumulative distribution function of η. Now, given the value of η * , one can define a simulation consistent estimator of Π(η * |x) as
where I(η ≤ η * ) is an indicator function. Then, Π(η * |x) is estimated by
where γ j = 1/M and θ (j) is the jth ordered value of θ j . Thus, θ (p) can be approximated by the following 
Monte Carlo Simulation Experiments
In this section, we conduct a Monte Carlo simulation to evaluate the performance of EM and Bayes estimation methods. We consider the following different values for the two populations as m = 20, 40, 80 and n = 20, 40, 80. The size of censored sample is taken as r = 10, 20, 30, 40, 80.
The real values of the parameters are chosen to be (α 1 = 2, β 1 = 3, α 2 = 3, β 2 = 5). For each setting, we compute the MLEs using EM algorithm. Bayes estimates under SEL, LINEX with ν = −0.5 and ν = 0.5, GEL with κ = −0.5 and κ = 0.5 are also computed by generating a size of 10 4 importance sampling procedure together with the following informative prior values (a 1 = 4, b 1 = 2, a 2 = 6, b 2 = 2), these values are chosen so that the prior means are equal to the real parameter values. However, the same argument does not work for the hyper-parameters
Because the scale parameters of the distributions of β 1 and β 2 depend on d 1 and d 2 , respectively. Fixing the values of d 1 and d 2 and computing c 1 and c 2 and then using these values for all situations, we observe that increasing the value of r affects the performance of Bayes estimates dramatically. Therefore, we propose to choose c 1 , d 1 , c 2 , d 2 for each scenario accordingly as given in Table 1 . Moreover, the 95% approximate confidence intervals and 
All of the computations are performed using the R Statistical Program (R Core Team, 2018).
We tabulate the results of the simulation in Tables 6-10. In 
Real Data Example
In this section, we analyze the bladder cancer data which was given in Lee and Wang (2003) and also analyzed by Rady et al. (2016) using the Lomax distribution. This data consists of remission times (in months) of a sample of 128 bladder cancer patients. To illustrate the findings of the paper, we divided the data into two samples by randomly sampling 40 observations and considering these observations as the X sample, and the remaining 88 observations are taken as the Y sample, see Table 2 . Then, we fit Lomax distribution to each sample and report the results in Table 3 . We provided the Kolmogorov-Smirnov test statistic values (D) and the corresponding p-values, saying that the data fit the Lomax distribution with the parameters given in Table 3 . We (2015), uses the optim function to obtain the MLEs. Then MLEs are used as initial values in the EM algorithm. We also consider the following hyper-parameter values as the informative priors for the Bayesian estimators a 1 = 110, b 1 = 10, c 1 = 2, d 1 = 200, a 2 = 40, b 2 = 10, c 2 = 1, d 2 = 300 by simply equating the means of the priors to the corresponding MLEs. We report the estimated values and the corresponding confidence/credible intervals in Tables 4-5. According to Table 4 , it can be concluded that the Bayes estimates based on different loss functions are very close to each other. Further, as r increases, the EM estimates get close to Bayes estimates, especially when r = 40. From Table 5 , it is seen that the confidence interval of EM estimates are very wider than those based on Bayes estimates due to the high variance of EM estimates. Moreover, we can say that the lower bounds of EM confidence interval are always zero. Overall, we prefer to use Bayes confidence interval because of their small length.
Conclusive Remarks
In this paper, we discussed the estimation problem of joint type-II censored data from two Lomax populations. Although we obtained MLEs via the Newton-Raphson (NR) method in a theoretical framework, we observed that NR method is not stable and does not converge most of the time in our simulation studies. Therefore, we made use of EM algorithm to estimate the parameters and construct the asymptotic confidence intervals as well as bootstrap-p and bootstrap-t confidence intervals. EM algorithm always converges in the simulation. We concluded that the asymptotic variance of EM turns out to be large. However, Boot-p and Boot-t confidence intervals are very much narrower. Moreover, we also consider the Bayesian estimation using independent gamma priors based on squared error loss, LINEX loss and generalized hyper-parameters of the prior distributions. In order to obtain better performance, it is needed to select the hyper-parameters suitably due to the dependence of scale parameters of posterior distributions of β 1 and β 2 only on the hyper-parameter d 1 and d 2 respectively. Upon choosing suitable values of these parameters, Bayesian methods produced better performance than EM algorithm. Due to the complexity of posterior distribution, importance sampling method was employed to generate data from posterior. We also computed the average lengths and credible intervals of Bayesian method. We conducted a Monte Carlo simulation to compare the listed methods. According to the results, Bayes estimators had better performance in terms of MSE.
As future studies, it is possible to consider the estimation on two Lomax population under the jointly progressive censoring or further extending the study to more than two populations under different censoring schemes.
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