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Global solutions to the compressible Euler equations with heat
transport by convection around Dyson’s isothermal affine solutions
Calum Rickard∗
Abstract
Global solutions to the compressible Euler equations with heat transport by convection in the whole
space are shown to exist through perturbations of Dyson’s isothermal affine solutions [8]. This setting
presents new difficulties because of the vacuum at infinity behavior of the density. In particular, the
perturbation of isothermal motion introduces a Gaussian function into our stability analysis and a novel
finite propagation result is proven to handle potentially unbounded terms arising from the presence
of the Gaussian. Crucial stabilization-in-time effects of the background motion are mitigated through
the use of this finite propagation result however and a careful use of the heat transport formulation
in conjunction with new time weight manipulations are used to establish global existence. The heat
transport by convection offers unique physical insights into the model and mathematically, we use a
controlled spatial perturbation in the analysis of this feature of our system which leads us to exploit
source term estimates as part of our techniques.
1 Introduction
We consider compressible Euler equations with heat transport by convection for ideal gases in three
space dimensions
∂tρ+ div(ρu) = 0, (1.1)
ρ(∂tu+ u · ∇u) +∇p = 0, (1.2)
α(∂tT + u · ∇T ) + T div(u) = 0, (1.3)
where u : R+ × R3 → R3 is the fluid velocity vector field, ρ : R+ × R3 → R+ is the density,
T : R+ × R3 → R+ is the temperature, p : R+ × R3 → R+ is the pressure and α > 0 is the
heat capacity at constant volume [16], a physical constant. Equations (1.1) and (1.2) express the usual
conservation of mass and momentum respectively. Equation (1.3) expresses the conservation of energy
in terms of the temperatureT in the form of heat transport by convection. This formulation follows from
the ideal gas assumption which lets us express the internal energy e as a linear function of temperature:
e = αT [16].
Our equation of state is the usual equation of state for an ideal gas given in terms of independent
unknowns ρ and T [15, 16]
p(ρ, T ) = ρT. (1.4)
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Together, equations (1.1)-(1.4) describe the compressible flow of an inviscid, non-conducting and calor-
ically perfect [1], ideal gas. The equations (1.1)-(1.3) under consideration can also be derived in a ki-
netic theory framework from the Boltzmann equation [10, 24] where the temperature occurs naturally
as an unknown and the specific heat capacity α = 32 appears modeling the monoatomic gas.
Collectively, we will study the Cauchy problem in the whole space for the Euler system with heat
transport (1.1)-(1.4).
Notably we are interested in a regime that is almost isothermal. Following Dyson [8], we consider
a system isothermal if the temperature function is space independent. We will consider a wider class of
potentially space dependent temperature profiles by perturbing around a background space independent
temperature. Our model admits isothermal solutions in the sense of Dyson and allows the temperature
to vary in time. Mathematically, we are deviating slightly from the notion of the isothermal Euler
models which do not consider temperature but instead focus on the equation of state p = ρ, see [7, 13]
for example. However with the equation of state (1.4) p = ρT , and T close to being space independent,
our framework shares some mathematical similarities with such previously considered models.
Beyond the special Dyson solution [8] discussed below in Section 1.2, to the best of our knowledge
there are no known previous global existence results for almost isothermal or isothermal Euler, with or
without heat conduction. The main goal of this article is to construct open sets of initial data that lead
to global solutions to the physically important almost isothermal Euler system with heat transport.
1.1 Existence Theories for the Euler System
Before we introduce the special Dyson solution, we briefly review some known results for the Euler
equations relevant to us. Firstly the Euler equations are hyperbolic and the existence ofC1 local-in-time
positive density solutions follows from the theory of symmetric hyperbolic systems [14, 19]. However
smooth solutions are expected to breakdown in finite time: the classical result of Sideris [28] shows that
singularities must form if the density is a strictly positive constant outside of a bounded set. Makino-
Ukai- Kawashima [20] proved that singularities form for compactly supported smooth solutionsmoving
into vacuum. A detailed description of shock formation for irrotational fluids starting with smooth
initial data is given by Christodoulou-Miao [4]. For a general framework in this direction see the works
of Speck and Luk-Speck [18, 30]. Very recently Buckmaster-Shkoller-Vicol [2] give a constructive
proof of shock formation from an open set of initial conditions leading to vorticity formation. Further
it is only known in one space dimension that the isentropic (p = ργ for a constant γ > 1) Euler system
allows for a globally defined notion of a unique weak solution [3, 6, 17].
While compression contributes to the breakdown of solutions, expansion provides a mechanism
that can produce global solutions. The so-called affine motions, found across different works by
Ovsyannikov [21], Dyson [8] and Sideris [29], are special expanding global solutions obtained us-
ing a separation-of-variables ansatz for the Lagrangian flow map, see Section 1.2. In particular, Dyson
[8] obtained special affine solutions to the isothermal system with heat transport, where a space in-
dependent initial temperature was considered. A lot of progress has been made in the vacuum free
boundary problem in this direction: notably the Sideris affine solutions [29] are special solutions in this
setting. Then in the isentropic setting, global stability of background affine solutions has been proven
by Hadzˇic´-Jang [11] for γ ∈ (1, 53 ] and then extended to the full range γ > 1 by Shkoller-Sideris [27].
For the nonisentropic (variable entropy) vacuum free boundary problem, Rickard-Hadzˇic´-Jang [23]
recently established global existence through perturbations around a rich class of background non-
isentropic affine motions. Parmeshwar-Hadzˇic´-Jang [22] showed the global existence of expanding
solutions in the vacuum setting with small densities without relying on a perturbation. Small density
global solutions in the whole space were obtained by Serre [26] and Grassin [9] for a special class
of initial data by the perturbation of expansive wave solutions to the vectorial Burgers equation with
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linearly growing velocities at infinity - a related idea was used in the work of Rozanova [25]. We
remark that our result does not require smallness of the density, considers a different pressure law to
nonisentropic models and allows for isothermal solutions in the sense of Dyson [8].
Finally, there is limited work on the mathematical isothermal Euler models which do not consider
temperature but instead focus on the equation of state p = ρ. Akin to Sideris’ work on nonisentropic
Euler [28], Dong [7] proved a blow up result and a finite propagation result when p = ρ. Jenssen-
Tsikkou [13] provide a construction of blow-up solutions in the radial setting, and these are shown to
be weak solutions to the original p = ρ system.
1.2 Isothermal Affine Motion
A special global-in-time solution to the isothermal Euler system with heat transport in the whole space
was given by Dyson [8]. Crucially, Dyson makes following the space independence assumption on the
initial affine temperature profile
TA(0, x) ≡ T > 0, (1.5)
With this assumption in hand, start by writing
x(y, t) = A(t)y. (1.6)
Then by computing ddtx = uA,
uA(x, t) = A
′(t)A(t)−1x. (1.7)
Then div(uA) = tr(A
′(t)A(t)−1). Hence by Jacobi’s formula (detA(t))′ = detA(t)div(uA), we
obtain from (1.3)
α∂tTA + TA
(detA(t))′
detA(t)
= 0 (1.8)
Then we have
∂t(ln [T
α
A detA(t)]) = 0. (1.9)
Then using (1.5)
TA = T [detA(0)]
1
α (detA(t))−
1
α . (1.10)
Hence TA does not depend on space for all time. Then, after plugging (1.6) into the momentum and
continuity equations, one can effectively separate variables and discover the associated density solution
of the Euler equations
ρA(t, x) =
e−
1
2
|A(t)−1x|2
detA(t)
, (1.11)
and fundamental system of ODEs for A(t)
A′′(t) = T [detA(0)]
1
α (detA(t))−
1
αA(t)−⊤, (1.12)
(A(0), A′(0)) ∈ GL+(3)×M3×3. (1.13)
In the aboveM3×3 denotes the set of 3× 3 matrices over R and GL+(3) = {A ∈ M3×3 : detA > 0}.
Notably (1.12) is the same ODE system discovered by Sideris [29]. We let A ∈ C(R,GL+(3)) ∩
C∞(R,M3) be the global solution of this system of ODEs.
Remark 1.1. The density ρA is a Gaussian functionmodulated by the matrixA(t) (1.11). This is unique
to the isothermal whole space problem and in particular we note ρA dispereses to 0 as |x| → ∞, that
is, exhibits vacuum at infinity behavior. This is different to the form of ρA considered in the vacuum
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free boundary perturbation problem [11, 23, 27] where ρA achieves a vacuum state locally through the
modulation of a distance function 1−|y|2. Specifically, in the isentropic problem [11, 27], ρA is fixed to
a particular distance function whereas in the nonisentropic problem [23], ρA has infinite dimensional
freedom associated with its distance function. The isothermal momentum ρAuA decays exponentially
in space because of the Gaussian function while the affine velocity is linearly growing in space.
To conclude our characterization of isothermal affine motion, we provide precise asymptotics-in-
time for A(t).
Lemma 1.2. Consider the initial value problem (1.12)–(1.13) and note T [detA(0)]
1
α > 0. For α ≥ 32 ,
the unique solution A(t) to the fundamental system (1.12)–(1.13) has the property
detA(t) ∼ 1 + t3, t ≥ 0 (1.14)
Furthermore in this case, there exist matrices A0, A1,M(t) such that
A(t) = A0 + tA1 +M(t), t ≥ 0. (1.15)
where A0, A1 are time-independent andM(t) satisfies the bounds
‖M(t)‖ = ot→∞(1 + t), ‖∂tM(t)‖ . (1 + t)− 3α . (1.16)
For 0 < α < 32 , given matrices A0, A1 with A1 positive definite, there exists a unique solution A(t) to
the fundamental system (1.12)–(1.13) such that (1.14), (1.15) and (1.16) hold.
Proof. For all α > 0, we use Theorem 3 and Lemma 6 from [29] to obtain the results. Now note{
0 < α < 32 ⇒ 1α + 1 > 53
α ≥ 32 ⇒ 1 < 1α + 1 ≤ 53 ,
(1.17)
and 1− ( 1α + 1) = − 1α . Then for α ≥ 32 , we additionally use Lemma A.1 from [11]. For 0 < α < 32 ,
we additionally use Lemma 1 from [27].
In this paper we restrict our attention to the class of isothermal affine solutions expanding linearly
in each coordinate direction: namely we require
detA(t) ∼ 1 + t3, t ≥ 0. (1.18)
By Lemma 1.2, for α ≥ 32 this is not a restriction at all in fact since A(t) will immediately satisfy
(1.18). For 0 < α < 32 , Lemma 1.2 shows there exists a rich class of A(t) satisfying (1.18).
Remark 1.3. With expanding affine solutions in hand, we give a physical interpretation of our affine
temperature profile TA = T [detA(0)]
1
α (detA(t))−
1
α . Since detA(t) ∼ 1+t3, our space independent
affine temperature TA → 0 as t → ∞, that is, the isothermal gas becomes cooler for large time. This
is a consequence of the heat conduction equation (1.3).
We denote the set of affine motions under consideration by S . To recap, the set S is parametrized
by the quadruple
(A(0), A′(0), T¯ ) ∈ GL+(3)×M3×3 × R+. (1.19)
With our set of isothermal affine motions S in hand, the goal of this paper is to establish the global-
in-time stability of the isothermal Euler system with heat transport (1.1)-(1.4) by perturbing around the
expanding affine motions.
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2 Formulation and Main Global Existence Result
2.1 Lagrangian Coordinates
In order to analyze the stability problem for affine motions, we will use the Lagrangian formulation that
elucidates the perturbation of the background affine motion compared to the Eulerian formulation. In
particular, the Lagrangian formulation allows us to separate variables in a sense which crucially allows
us to take full advantage of the time stabilizing mechanism provided by the expanding background
motion and on the other hand, isolate the spatial Gaussian profile which will require careful treatment.
Notably the heat transport equation is necessary in providing sufficient decay to close estimates and
establish global stability.
We first define the flow map ζ as follows
∂tζ(t, y) = u(t, ζ(t, y)), (2.20)
ζ(0, y) = ζ0(y), (2.21)
where ζ0 is a sufficiently smooth diffeomorphism to be specified. We introduce the notation
Aζ := [Dζ]
−1 (Inverse of the Jacobian matrix), (2.22)
Jζ := det[Dζ] (Jacobian determinant), (2.23)
v := u ◦ ζ (Lagrangian velocity), (2.24)
f := ρ ◦ ζ (Lagrangian density), (2.25)
T := T ◦ ζ (Langrangian temperature), (2.26)
aζ := JζAζ (Cofactor matrix). (2.27)
In this framework material derivatives reduce to pure time derivatives and in particular, the temperature
equation (1.3) is reformulated as
α∂tT + T [Aζ]jivi,j = 0 (2.28)
By the standard calculation ∂tJζ = Jζ [Aζ ]
j
iv
i,j
α
∂tT
T +
∂tJζ
Jζ
= 0. (2.29)
Then we have
∂t(ln [T αJζ ]) = 0, (2.30)
which implies
T = T0(ζ0(y))
[
Jζ(0, y)
Jζ
] 1
α
. (2.31)
Furthermore is well-known [5, 12] that the conservation of mass equation (1.1) gives
f(t, y) = (Jζ(t, y))
−1ρ0(ζ0(y))Jζ(0, y). (2.32)
Finally using the equation of state for an ideal gas p = ρT the momentum equation (1.2) is reformulated
as
f∂ttζi + [Aζ ]
k
i (fT ),k = 0. (2.33)
Here we use coordinates i = 1, 2, 3 with the Einstein summation convention and the notation F,k to
denote the kth partial derivative of F .
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Next introduce the following notation
w(y) := ρ0(ζ0(y))Jζ(0, y). (2.34)
Then using [Aζ]ki = J
−1
ζ [aζ ]
k
i and the formula for T (2.31) we obtain
w∂ttζi + [aζ ]
k
i
(
wJ −1ζ T0(ζ0(y))
[
Jζ(0, y)
Jζ
] 1
α
)
,k
= 0, (2.35)
Using the Piola identity ([aζ ]
k
i ),k = 0 we rewrite (2.35) as
w∂ttζi +
(
w[Aζ ]
k
i T0(ζ0(y))
[
Jζ(0, y)
Jζ
] 1
α
)
,k
= 0. (2.36)
Affine motions described in Section 1.2 can be realized as special solutions of (2.36) of the form
ζ(t, y) = A(t)y if we make the space independence assumption on our initial affine temperature
TA(0, x) ≡ T > 0, (2.37)
Now in this case, ζ(t, y) = A(t)y, A ⊤ζ = A(t)
−⊤ and Jζ = detA. Hence the ansatz transforms
(2.36) into
wAtty + T [detA(0)]
1
α (detA)−
1
αA−⊤∇(w) = 0, (2.38)
We have that w is independent of t and hence (2.38) will hold if we require
Att = T [detA(0)]
1
α (detA)−
1
αA−⊤A−⊤, (2.39)
wy = −∇(w). (2.40)
At this stage, we demand
w(y) = w(|y|) = e− |y|
2
2 . (2.41)
We observe that (2.39)-(2.41) are nothing but the affine solutions described in Section 1.2, and produce
the set of affine motions S under consideration. Fix an element of S .
Remark 2.1. Through (2.34), the initial data ρ0 for our problem is chosen such that (2.41) is satisfied.
With an affine motion from S fixed, we define the modified flow map η := A−1ζ. Then A ⊤ζ =
A−⊤A ⊤η , Jζ = (detA)Jη where A
⊤
η , Jη are the η equivalents of (2.22), (2.23) respectively. Now
from (2.36) we have
w(∂ttηi + 2[A
−1]iℓ∂tAℓj∂tηj + [A
−1]iℓ∂ttAℓjηj)
+ [detA(0)]
1
α (detA)−
1
α [A−1]iℓ[A
−1]jℓ
(
w[Aη]
k
jT0(ζ0(y))
[
Jη(0, y)
Jη
] 1
α
)
,k
= 0. (2.42)
Via (2.39) we rewrite the above equation as
w(∂ttηi + 2[A
−1]iℓ∂tAℓj∂tηj) + wT [detA(0)]
1
α (detA)−
2
3
− 1αΛiℓηℓ
+ [detA(0)]
1
α (detA)−
2
3
− 1α
(
wΛij [Aη]
k
jT0(ζ0(y))
[
Jη(0, y)
Jη
] 1
α
)
,k
= 0, (2.43)
6
where the notation Λ := (detA)
2
3A−1A−⊤ has been introduced.
Writing A = µO where µ := (detA)
1
3 andO ∈ SL(3), we have A−1At = µ−1µtI +O−1Ot. For
ease of notation set C := T [detA(0)]
1
α > 0. Taking out of a factor of T from the last term of (2.43)
the η equation is
w(∂ttηi + 2
µt
µ
∂tηi + 2Γij∂tηj) + Cwµ
−2− 3αΛiℓηℓ+
+ Cµ−2−
3
α
(
wΛij [Aη]
k
j
[
T0(ζ0(y))
T
] [
Jη(0, y)
Jη
] 1
α
)
,k
= 0, (2.44)
where we have defined Γ := O−1Ot. Note η(y) ≡ y corresponds to affine motion. Introducing the
perturbation
θ(τ, y) := η(τ, y)− y, (2.45)
and using (2.40), equation (2.44) can be written in terms of θ
w(∂ttθi + 2
µt
µ
∂tθi + 2Γij∂tθj) + Cwµ
−2− 3αΛiℓθℓ
+ Cµ−2−
3
α
(
wΛij
(
[Aη]
k
j
[
T0(ζ0(y))
T
] [
Jη(0, y)
Jη
] 1
α
− δkj
))
,k
= 0. (2.46)
Now we discuss how we choose the class of general initial data T0 for our original problem. In partic-
ular we suppose
T0(ζ0(y)) = [Jη(0, y)]
− 1α T (1 + β(y)), (2.47)
where β : R3 → R is a smooth compactly supported function in the unit ball in Hk(R3) with the
following smallness condition
‖β‖2Hk(R3) ≤ λ, (2.48)
for k ∈ Z≥0 taken sufficiently large and λ > 0 taken sufficiently small, to be specified later by
Theorems 2.4 and 2.5.
Remark 2.2. Through (2.47), we are allowing our initial temperature to vary spatially in a controlled
way from the space independent affine temperature. As we will see, 1+β will appear in our high order
energy and β itself will contribute as a source term in our estimates. This motivates the smallness
assumption (2.48).
Now from (2.47)
T0(ζ0(y))[Jη(0, y)]
1
α
T
= 1 + β(y). (2.49)
Then the last term of (2.46) is
Cµ−2−
3
α (wΛij([Aη]
k
jJ
− 1α
η + β[Aη]
k
jJ
− 1α
η − δkj )),k
= Cµ−2−
3
α (wΛij(1 + β)([Aη ]
k
jJ
− 1α
η − δkj )),k + Cµ−2−
3
αΛik(wβ),k , (2.50)
where the second term on the right hand side will act as a source term in our estimates. Thus from
(2.46) we have
∂ttθi + 2
µt
µ
∂tθi + 2Γij∂tθj + Cµ
−2− 3αΛiℓθℓ
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+
Cµ−2−
3
α
w
(wΛij(1 + β)([Aη]
k
jJ
− 1α
η − δkj )),k +
Cµ−2−
3
α
w
Λik(wβ),k = 0. (2.51)
Make the time of change variable
dτ
dt
=
1
µ
. (2.52)
Then we can formulate (2.51) as
1
µ2
∂ττθi +
µτ
µ3
∂τθi +
2
µ2
Γ∗ij∂τθj + Cµ
−2− 3αΛiℓθℓ
+
Cµ−2−
3
α
w
(wΛij(1 + β)([Aη]
k
jJ
− 1α
η − δkj )),k +
Cµ−2−
3
α
w
Λik(wβ),k = 0. (2.53)
where we define Γ∗ = O−1Oτ which implies Γ =
1
µΓ
∗.
To take advantage of additional time decay arising from the heat transport, let
0 < σ < min
(
3
α
, 2
)
, δ :=
3
α
− σ > 0. (2.54)
Multiply (2.53) by µ2+σ to finally obtain
µσ∂ττθi + µτµ
−1+σ∂τθi + 2µ
σΓ∗ij∂τθj + Cµ
−δΛiℓθℓ
+
Cµ−δ
w
(wΛij(1 + β)([Aη]
k
jJ
− 1α − δkj )),k +
Cµ−δ
w
Λik(wβ),k = 0. (2.55)
We consider (2.55) with the initial conditions
θ(0, y) = θ0(y), θτ (0, y) = V(0, y) = V0(y). (2.56)
Above we have introduced the notationV := ∂τθ which will be used interchangeably.
Remark 2.3 (Eulerian initial density ρ0 and temperature T0). The Eulerian initial density ρ0 and
temperature T0 are connected to the background affine motion via
ρ0(x) = w((η0 ◦ ζA(0))−1(x)) det[D(ζ−10 (x))]−1,
T0(x) = det[D(η
−1
0 (x))]
− 1αT [1 + β((η0 ◦ ζA(0))−1(x))]
where the composed maps are defined by η0(y) := A
−1(0)ζ0(y) and ζA(0)(y) := A(0)y.
2.2 Notation
For ease of notation first set
A := Aη; J := Jη. (2.57)
Using A [Dη] = Id, we have the differentiation formulae for A and J
∂A ki = −A kℓ ∂ηℓ,s A si ; ∂J = J A sℓ ∂ηℓ,s (2.58)
for ∂ = ∂τ or ∂ = ∂i, i = 1, 2, 3.
Let F : Ω → R3 and f : Ω → R be an arbitrary vector field and function respectively. First define
the gradient and divergence along the flow map η respectively
[∇ηF]ir := A sr Fi,s; divηF := A sℓ Fℓ,s. (2.59)
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For curl estimates, introduce the anti-symmetric curl and cross product matrices respectively
[CurlΛA F]
i
j := ΛjmA
s
mF
i,s−ΛimA smFj ,s ; [ΛA∇f × F]ij := ΛjmA smf,sFi − ΛimA smf,sFj .
(2.60)
We work with L2 based norms. Define
‖ · ‖ := ‖ · ‖L2(R3). (2.61)
Cartesian derivative operators will be used. For ν ∈ Z3≥0 let
∂ν := ∂ν1y1∂
ν2
y2∂
ν3
y3 . (2.62)
For our gradient energy contributionwhich arises directly from our problem, we need to diagonalize
then positive symmetric matrix Λ = (detA)
2
3A−1A−⊤ ∈ SL(3) as follows
Λ = P⊤QP, P ∈ SO(3), Q = diag(d1, d2, d3), di > 0 eigenvalues of Λ. (2.63)
Then the following quantity will appear in the energy which arises directly from the problem
Nν := P ∇η∂νθ P⊤. (2.64)
Finally define the important µ related quantities
µ1 := lim
τ→∞
µτ (τ)
µ(τ)
, µ0 :=
σ
2
µ1, (2.65)
where we recall 0 < σ < min
(
3
α , 2
)
.
2.3 High-order Quantities
Let N ∈ N. To measure the size of the deviation θ, we define the high-order weighted Sobolev norm
as follows
SN (τ) := sup
0≤τ ′≤τ
{ ∑
|ν|≤N
(
µσ‖∂νV‖2 + ‖∂νθ‖2
)
+
∑
|ν|≤N−1
(
‖∇η∂νθ‖2 + ‖divη∂νθ‖2
)
+
∑
|ν|=N
(
µ−δ‖∇η∂νθ‖2 + µ−δ‖divη∂νθ‖2
)}
. (2.66)
Modified curl terms arise during energy estimates which are not a priori controlled by the norm SN (τ).
These are measured via the following high-order quantity
BN [V](τ) = sup
0≤τ ′≤τ
{ ∑
|ν|≤N−1
‖CurlΛA ∂νV‖2 +
∑
|ν|=N
µ−δ‖CurlΛA ∂νV‖2
}
, (2.67)
with BN [θ] defined in the same way: θ replacesV in (2.67).
2.4 Main Theorem
Local Well-Posedness. Before giving our main theorem, we give the local well-posedness of our
system.
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Theorem 2.4. Fix N ≥ 4. Then there are ε0 > 0, λ0 > 0 and T ∗ > 0 such that for every ε ∈ (0, ε0],
λ ∈ (0, λ0] , pair of compactly supported initial data for (2.55) (θ0,V0) satisfying
SN (θ0,V0) + BN(V0) ≤ ε, suppθ0 ⊆ B1(0), suppV0 ⊆ B1(0), (2.68)
spatial temperature perturbation β appearing in (2.55) satisfying
‖β‖2HN+1(R3) ≤ λ, suppβ ⊆ B1(0), (2.69)
there exists a unique solution (θ(τ),V(τ)) : Ω → R3 × R3 to (2.55)-(2.56) for all τ ∈ [0, T ∗]. The
solution has the property SN (θ,V)(τ) + BN [V](τ) . ε for each τ ∈ [0, T ∗]. Furthermore, the map
[0, T ∗] ∋ τ 7→ SN (τ) ∈ R+ is continuous.
Sketch of proof. The construction of a local Eulerian solution from generic initial data is given in Ap-
pendix C. With an initial flow map specified by our Lagrangian initial data satisfying (2.68), we de-
fine the Eulerian initial data ρ0 and T0, see Remark 2.3, and choose u0 to have the same regularity.
From the theory of symmetric hyperbolic systems [14], the associated local Eulerian solution then pre-
serves the regularity of its initial data. Then using the Picard Iteration Theorem for ODEs to solve
for the flow map, we obtain a perturbation θ, and associated V, which solves (2.55)-(2.56). The
SN (θ,V)(τ) +BN [V](τ) bound is established through regularity obtained from the Eulerian solution
and ODE theory in conjunction with elliptic regularity, desirable curl equations, and finally a standard
div-curl estimate.
A priori assumptions. Finally before our main theorem, make the following a priori assumptions
on our local solutions from Theorem 2.4
‖A − Id‖L∞(R3) <
1
3
, ‖Dθ‖L∞(R3) <
1
3
, ‖J − Id‖L∞(R3) <
1
3
,
SN (τ) < 1/3, ‖DV‖L∞(R3) ≤ C, ‖DVτ‖L∞(R3) ≤ C, (2.70)
for all τ ∈ [0, T ∗].
We are now ready to give our main theorem.
Theorem 2.5. Fix N ≥ 4. Consider a fixed triple
(A(0), A′(0), T ) ∈ GL+(3)×M3×3 × R+, (2.71)
parametrizing an isothermal affine motion from the set S so that detA(t) ∼ 1+ t3, t ≥ 0. Then there
are ε0 > 0 and λ0 > 0 such that for every ε ∈ (0, ε0], λ ∈ (0, λ0] , pair of compactly supported initial
data for (2.55) (θ0,V0) satisfying
SN (θ0,V0) + BN(V0) ≤ ε, suppθ0 ⊆ B1(0), suppV0 ⊆ B1(0), (2.72)
spatial temperature perturbation β appearing in (2.55) satisfying
‖β‖2HN+1(R3) ≤ λ, suppβ ⊆ B1(0), (2.73)
there exists a global-in-time solution, (θ,V), to the initial value problem (2.55)-(2.56) and a constant
C > 0 such that
SN (θ,V)(τ) ≤ C(ε+ λ), BN [V](τ) ≤ C(ε+ λ)(1 + τ2)e−2µ0τ , 0 ≤ τ <∞, (2.74)
where we recall µ1 = limτ→∞
µτ (τ)
µ(τ) , µ0 =
σ
2µ1 and 0 < σ < min
(
3
α , 2
)
.
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We believe Theorem 2.5 is the first global existence result for the almost isothermal Euler system
with heat transport.
Henceforth we assume we are working with a unique local solution (θ,V) : R3 → R3 × R3 to
(2.55)-(2.56) such that SN (θ,V) + BN [V] <∞ and suppθ0 ⊆ B1(0), suppV0 ⊆ B1(0) on [0, T ∗]
with T ∗ > 0 fixed: Theorem 2.4 ensures the existence of such a solution, and furthermore we assume
this local solution satisfies the a priori assumptions (2.70).
To prove our main result, we apply high order energy estimates. A similar methodology to [23] en-
ables us to handle exponentially growing-in-time coefficients. The exponentially growing time weights
take advantage of the stabilizing effect of the expanding background affine motion and were used cru-
cially in [23] to close estimates. As seen in our high order quantities, only spatial derivative operators
are used so as to keep intact the exponential structure of time weights which function as stabilizers
allowing us to close estimates.
The primary difficulty in the isothermal setting is the presence of the Gaussian function
w = e−
|y|2
2 . (2.75)
In particular, as seen in our high order quantities, we cannot include w as a weight function since then
we will have no hope to control unavoidable lower order terms using any kind of weighted Sobolev
embedding. However if we do not use w as a weight function, we instead must contend with potentially
unboundedy terms arising from the following unavoidable calculation resulting from the Gaussian form
of w
w,k
w
= −yk. (2.76)
Therefore without any further analysis, since we are working in the whole space, there is no chance to
close estimates containing clearly unbounded y terms. Furthermore since such y terms arise from the
nonlinear pressure term, they persist throughout the levels of higher order derivatives so we must deal
with them at each stage. There is no such difficulty in the vacuum free boundary problem since in that
setting w behaves like a distance function on a bounded domain instead.
The key to overcoming this issue is that we are able to establish a finite propagation result for our
equation. This will be proven immediately below in Theorem 3.1. We will show that starting from
compactly supported initial data as specified in Theorems (2.4)-(2.5), the support of our solution grows
at most linearly in τ fromB1(0), the support of our initial data. Therefore y terms can be estimated by
a function linear in τ .
This finite propagation result is applied in conjunction with the crucial exponentially growing time
weights and hence it will be seen both in the energy estimates and curl estimates that we will need to
be careful with any expression involving y to establish sufficient time decay for our norm. In particular
in the curl estimates, novel algebraic manipulations of time weights are required but fortunately, we are
still able to close estimates because we have sufficient time decay from our equation.
On this note, it is in particular the temperature formulation which provides us with slightly more
time decay than the isothermal setting without temperature and this allows us to close estimates. Our
spatial perturbation of the temperature through β (2.47) on the other hand means we have to deal with
source terms in our estimates which arise from the last term of (2.55). Through the compact support and
smallness of β, we can use similar methods to [22] to overcome these source terms and still establish
global existence.
Furthermore, from the time decay provided by the temperature formulation, many of our terms will
contain time weights with negative powers. Thus to control such terms without this decay, we apply a
coercivity estimate technique from [23]. This technique employs the fundamental theorem of calculus
to express θ in terms ofV and initial data with the coercivity estimates given in Lemma E.1.
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As mentioned above, we prove the fundamental finite propagation result immediately below in
Section 3. Then in Section 4 we prove our higher order energy estimates and in Section 5 we establish
high order curl estimates. Finally in Section 6, we prove our Main Theorem 2.5 using a continuity
argument.
3 Finite Propagation
We first state our finite propagation theorem and then prove the local energy and curl estimate results
required to prove the theorem, with the final proof of the theorem given at the end of the Section.
Theorem 3.1 (Finite Propagation). Let (θ,V) : Ω → R3 × R3 be a unique local solution to (2.55)-
(2.56) on [0, T ∗] for T ∗ > 0 fixed with suppθ0 ⊆ B1(0), suppV0 ⊆ B1(0) and assume (θ,V)
satisfies the a priori assumptions (2.70). Fix N ≥ 4. Suppose β in (2.55) satisfies ‖β‖2HN+1(R3) ≤ λ
and suppβ ⊆ B1(0) where λ > 0 is fixed. Then there exists K > 0 such that
(θ(τ, y),V(τ, y)) = (0, 0, 0), (3.77)
for τ ∈ [0, T ∗] and |y| > 1 +Kτ .
Local energy estimates are used to prove this theorem. To this end, we first define the required local
energy and curl quantities. For all of the following definitions, we fix y ∈ R3, τ ∈ [0, T ∗] and K > 0,
and with τ fixed, then let s ∈ [0, τ ]. First define the cone Cs
Cs := {(x, s′) : |x− y| ≤ K(τ − s′), 0 ≤ s′ ≤ s}. (3.78)
Cross-sections of Cs are
U(s′) := {x : |x− y| ≤ K(τ − s′)} for s′ ∈ [0, s]. (3.79)
We then define our local energy and boundary energy, where we recall the definitions of di (2.63) and
Nν (2.64),
e(s) :=
1
2
ˆ
U(s)

wµσ 〈Λ−1V,V〉 + Cwµ−δ|θ|2 + wCµ−δ(1 + β)J − 1α [ 3∑
i,j=1
did
−1
j ([N0]
j
i )
2
]
+ +
C
α
wµ−δ(1 + β)(div θ)2
)
(s, x) dx
e∂(s) :=
1
2
ˆ
∂U(s)

wµσ 〈Λ−1V,V〉 + Cwµ−δ|θ|2 + wCµ−δ(1 + β)J − 1α [ 3∑
i,j=1
did
−1
j ([N0]
j
i )
2
]
+
C
α
wµ−δ(1 + β)(div θ)2
)
(s, x) dS(x). (3.80)
As is the case in high order estimates, modified curl energy arise during energy estimates which are not
a priori controlled by the norm SN (τ). The quantities we will need to control are the local θ and V
curl energies as well as the boundary θ curl energy
bθ(s) :=
ˆ
U(s)
(
µ−δw(1 + β)|CurlΛA θ|2
)
(s, x) dx
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bV(s) :=
ˆ
U(s)
(
µ−δw(1 + β)|CurlΛA V|2
)
(s, x) dx
bθ∂(s) :=
ˆ
∂U(s)
(
µ−δw(1 + β)|CurlΛA θ|2
)
(s, x) dS(x) (3.81)
Remark 3.2. We include w at this level unlike our higher order quantities which is allowable because
we do not need high order embeddings here. In fact it is necessary because we do not have higher order
derivative control for our local quantities.
We now prove our local energy estimate result.
Proposition 3.3. Let (θ,V) : Ω → R3 × R3 be a unique local solution to (2.55)-(2.56) on [0, T ∗]
for T ∗ > 0 fixed with suppθ0 ⊆ B1(0), suppV0 ⊆ B1(0) and assume (θ,V) satisfies the a priori
assumptions (2.70). Fix N ≥ 4. Suppose β in (2.55) satisfies ‖β‖2HN+1(R3) ≤ λ and suppβ ⊆ B1(0)
where λ > 0 is fixed. Fix y ∈ R3 and τ ∈ [0, T ∗]. Then there exists K > 0 in (3.79) such that for
s ∈ [0, τ ],
e(s) . e(0) + bθ(0) +
ˆ
U(0)
|β|2 + |Dβ|2dx+ bθ(s) +
ˆ s
0
bV(s
′)ds′ +
ˆ s
0
e(s′)ds′. (3.82)
Proof. Energy estimates First, since we include w in our local energy, rewrite our θ equation (2.55)
as follows
w(µσ∂ττθi + µτµ
−1+σ∂τθi + 2µ
σΓ∗ij∂τθj + Cµ
−δΛiℓθℓ)
+ Cµ−δ(wΛij(1 + β)(A
k
j J
− 1α − δkj )),k + Cµ−δΛik(wβ),k = 0. (3.83)
Multiply (3.83) by Λ−1im∂τθ
m, and integrate over Cs
ˆ s
0
ˆ
U(s′)
w(µσ∂ττθi + µ
−1+σµτ∂τθi + 2µ
σΓ∗ij∂τθj + CΛiℓµ
−δ
θℓ)Λ
−1
im∂τθ
mdxds′
+
ˆ s
0
ˆ
U(s′)
Cµ−δ(wΛij(1 + β)(A
k
j J
− 1α − δkj )),k Λ−1im∂τθmdxds′
+
ˆ s
0
ˆ
U(s′)
Cµ−δΛik(wβ),kΛ
−1
im∂τθ
mdxds′ = 0. (3.84)
Recognizing the perfect time derivative structure of the first integral in (3.84), we rewrite it as
ˆ s
0
ˆ
U(s′)
1
2
d
dτ
(wµσ
〈
Λ−1V,V
〉
+ Cwµ−δ|θ|2)dxds′
+
ˆ s
0
ˆ
U(s′)
(
−σµ
σ−1µτ
2
+ µ−1+σµτ
)
w
〈
Λ−1V,V
〉
dxds′
+
ˆ s
0
ˆ
U(s′)
−µ
σ
2
w
〈
∂τΛ
−1
V,V
〉
+ 2µσw
〈
Λ−1V,Γ∗V
〉
dxds′ + δ
ˆ s
0
ˆ
U(s′)
µ−δ−1µτw|θ|2dxds′.
(3.85)
For the first integral in (3.85), apply the Differentiation Formula for Moving Regions, which inter-
changes the derivative and integrals, and then the Fundamental Theorem of Calculus to write it as,
ˆ
U(s)
1
2
(
wµσ
〈
Λ−1V,V
〉
+ Cwµ−δ|θ|2) (s, x) dx − ˆ
U(0)
1
2
(
wµσ
〈
Λ−1V,V
〉
+ Cwµ−δ|θ|2) (0, x) dx
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+ˆ s
0
ˆ
∂U(s′)
K
1
2
(
wµσ
〈
Λ−1V,V
〉
+ Cwµ−δ|θ|2) dSds′. (3.86)
The second integral in (3.85) is positive,
−σµ
σ−1µτ
2
+ µ−1+σµτ =
(2− σ)µσ−1µτ
2
and 0 < σ < 2,
so we leave it as is.
For the third integral in (3.85), note with A = µO, µ = (detA)
1
3 , O ∈ SL(3), we have
∂τΛ
−1 − 4Λ−1Γ∗ = ∂τ (O⊤O) − 4O⊤OO−1Oτ = −∂τΛ−1 + 2(O⊤τ O −O⊤Oτ ). (3.87)
Since O⊤τ O −O⊤Oτ is anti-symmetric, we can reduce the third integral in (3.85) toˆ s
0
ˆ
U(s′)
µσ
2
w
〈
∂τΛ
−1
V,V
〉
dxds′ (3.88)
which is then bounded by
´ s
0
e(s′)ds via ∂τΛ
−1 = −Λ−1(∂τΛ)Λ−1 and (B.254). The fourth integral
in (3.85) is positive so we leave it as is. For the second integral in (3.84), integrate by parts in x and
apply the identities (A.241)-(A.243)
−
ˆ s
0
ˆ
U(s′)
Cµ−δwΛij(1 + β)(A
k
j J
− 1α − δkj )Λ−1im∂τθm,k dxds′
+
ˆ s
0
ˆ
∂U(s′)
Cµ−δwΛij(1 + β)(A
k
j J
− 1α − δkj )Λ−1im∂τθmnkdSds′
=
ˆ s
0
ˆ
U(s′)
Cµ−δw(1 + β)J −
1
αΛℓj[∇ηθ]ijΛ−1im [∇η∂τθ]mℓ dxds′
+
ˆ s
0
ˆ
U(s′)
Cµ−δw(1 + β)J −
1
α [CurlΛA θ]
ℓ
iΛ
−1
im [∇η∂τθ]mℓ dxds′
+
ˆ s
0
ˆ
U(s′)
Cµ−δw(1 + β)J −
1
αA jl θ
l,m A
k
ℓ θ
ℓ,j ∂τθ
m,k dxds
′
−
ˆ s
0
ˆ
U(s′)
Cµ−δw(1 + β)(J −
1
α − 1)∂τθk,k dxds′
+
ˆ s
0
ˆ
∂U(s′)
Cµ−δwΛij(1 + β)(A
k
j J
− 1α − δkj )Λ−1im∂τθmnkdSds′, (3.89)
where n is the outward facing unit normal to U(s′). Using Lemma A.1, the Differentiation Formula
for Moving Regions and the Fundamental Theorem of Calculus, the first integral on the right hand side
of (3.89) gives a gradient energy contribution with some remainder terms
ˆ
U(s)
Cµ−δw
2
(1 + β)J −
1
α
3∑
i,j=1
did
−1
j ([Nν ]
j
i )
2(s, x)dx
−
ˆ
U(0)
Cµ−δw
2
(1 + β)J −
1
α
3∑
i,j=1
did
−1
j ([Nν ]
j
i )
2(0, x)dx
+
ˆ s
0
ˆ
∂U(s′)
K
Cµ−δw
2
(1 + β)J −
1
α
3∑
i,j=1
did
−1
j ([Nν ]
j
i )
2dSds′
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+ˆ s
0
ˆ
U(s′)
Cµ−δw(1 + β)J −
1
α T0,0dxds′
+ δ
ˆ s
0
ˆ
U(s′)
Cµ−δ−1µτw(1 + β)J
− 1α
3∑
i,j=1
did
−1
j ([Nν ]
j
i )
2dxds′
+
1
2α
ˆ s
0
ˆ
U(s′)
Cµ−δw(1 + β)J −
1
α−1Jτ
3∑
i,j=1
did
−1
j ([Nν ]
j
i )
2dxds′
+
ˆ s
0
ˆ
U(s′)
Cµ−δw(1 + β)J −
1
αΛℓj [∇ηθ]jiΛ−1im [∇ηθ]mp [∇η∂s′θ]pℓdxds′. (3.90)
The same tools, and in addition (A.244): 1−J − 1α = 1αTr[Dθ] +O(|Dθ|2), applied to the second to
last integral on the right hand side of (3.89) gives a divergence energy contributionwith some remainder
terms
1
α
ˆ s
0
ˆ
U(s′)
Cµ−δw(1 + β)θℓ,ℓ ∂τθ
k,k dxds
′ +
ˆ s
0
ˆ
U(s′)
Cµ−δw(1 + β)O(|Dθ|2)∂τθk,k dxds′
=
1
2α
ˆ s
0
ˆ
U(s′)
Cw
d
dτ
(
µ−δ(1 + β)(div θ)2
)
dxds′ +
δ
2α
ˆ s
0
ˆ
U(s′)
Cwµ−δ−1µτ (1 + β)(div θ)
2dxds′
+
ˆ s
0
ˆ
U(s′)
Cµ−δw(1 + β)O(|Dθ|2)∂τθk,k dxds′
=
ˆ
U(s)
C
2α
(
wµ−δ(1 + β)(div θ)2
)
(s, x) dx −
ˆ
U(0)
C
2α
(
wµ−δ(1 + β)(divθ)2
)
(0, x) dx
+
ˆ s
0
ˆ
∂U(s′)
K
1
2α
(
Cwµ−δ(1 + β)(div θ)2
)
dSds′ +
δ
2α
ˆ s
0
ˆ
U(s′)
Cwµ−δ−1µτ (1 + β)(divθ)
2dxds′
+
ˆ s
0
ˆ
U(s′)
Cµ−δw(1 + β)O(|Dθ|2)∂τθk,k dxds′. (3.91)
For the boundary term on the right hand side of (3.89), apply (A.241):
A kj J
− 1α − δkj = −A kℓ [Dθ]ℓjJ −
1
α − δkj (
1
α
Tr[Dθ] +O(|Dθ|2),
and then using µ−δ = µσ−
3
α = µ
σ
2 µ
σ
2
− 3α . µ
σ
2 µ
σ−3/α
2 = µ
σ
2 µ
−δ
2 , we have that there exists C1 > 0
such that∣∣∣Cµ−δwΛij(1 + β)(A kj J − 1α − δkj )Λ−1im∂τθmnk∣∣∣
≤ C1

wµσ
2
〈
Λ−1V,V
〉
+
µ−δwC
2
(1 + β)J −
1
α
[ 3∑
i,j=1
did
−1
j
(
[Nν ]
j
i
)2 ] , (3.92)
where we also use the a priori assumptions (2.70) and the boundedness of β. Therefore at this stage we
takeK > C1.
For the curl term on the right hand side of (3.89), first write as a perfect time derivative and then
integrate by parts in τ
ˆ s
0
ˆ
U(s′)
C
d
dτ
[
µ−δw(1 + β)J −
1
α [CurlΛA θ]
ℓ
iΛ
−1
im [∇ηθ]mℓ
]
dxds′
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−
ˆ s
0
ˆ
U(s′)
C
d
dτ
[
µ−δw(1 + β)J −
1
α [CurlΛA θ]
ℓ
iΛ
−1
imA
m
p
]
θ
p,ℓ dxds
′
=
ˆ
U(s)
C
(
µ−δw(1 + β)J −
1
α [CurlΛA θ]
ℓ
iΛ
−1
im[∇ηθ]mℓ
)
(x, s)dx
−
ˆ
U(0)
C
(
µ−δw(1 + β)J −
1
α [CurlΛA θ]
ℓ
iΛ
−1
im [∇ηθ]mℓ
)
(0, s)dx
+
ˆ s
0
ˆ
∂U(s′)
KCµ−δw(1 + β)J −
1
α [CurlΛA θ]
ℓ
iΛ
−1
im [∇ηθ]mℓ dSds′
−
ˆ s
0
ˆ
U(s′)
C
d
dτ
[
µ−δw(1 + β)J −
1
α [CurlΛA θ]
ℓ
iΛ
−1
imA
m
p
]
θ
p,ℓ dxds
′
= (i) + (ii) + (iii) + (iv). (3.93)
Integral (i) on the right hand side of (3.93) is estimated using Young’s inequality which gives for some
fixed 0 < κ1 ≪ 1
|(i)| ≤
ˆ
U(s)
(∣∣∣∣µ− δ2w 12 (1 + β)1/2[CurlΛA θ]ℓi
∣∣∣∣
∣∣∣∣µ− δ2w 12 (1 + β)1/2CJ − 1αΛ−1im [∇ηθ]mℓ
∣∣∣∣
)
(x, s)dx
.
1
κ1
ˆ
U(s)
(
µ−δw(1 + β) |CurlΛA θ|2
)
(x, s) dx + κ1
ˆ
U(s)
(
µ−δw(1 + β) |Dθ|2
)
(x, s)dx
.
1
κ1
bθ(s) + κ1e(s). (3.94)
Then κ1e(s) is absorbed by the left hand side of our energy inequality. Integral (ii) is bounded by
initial data e(0) + bθ(0). The boundary integral (iii) on the right hand side of (3.93) is also estimated
using Young’s inequality which gives for some fixed 0 < κ2 ≪ 1
|(iii)| . K
κ2
ˆ s
0
ˆ
∂U(s′)
µ−δw(1 + β) |CurlΛA θ|2 dSds′
+ κ2K
ˆ s
0
ˆ
∂U(s′)
w
C
2
µ−δ(1 + β)J −
1
α
[ 3∑
i,j=1
did
−1
j
((
P ∇ηθ P⊤
)j
i
)2 ]
dSds′
. K
ˆ s
0
bθ∂(s
′)ds′ + κ2K
ˆ s
0
e∂(s
′)ds′. (3.95)
The term κ2K
´ s
0
e∂(s
′)ds′ can then be absorbed by the positive boundary energy contribution from
above. ForK
´ s
0 bθ∂(s
′)ds′, we note we can recover this term as follows
ˆ s
0
ˆ
U(s′)
w(1 + β)
d
dτ
[
µ−δ|CurlΛA θ|2
]
dxds′
=
ˆ
U(s)
wµ−δ(1 + β)|CurlΛA θ|2dx−
ˆ
U(0)
wµ−δ(1 + β)|CurlΛA θ|2dx
+K
ˆ s
0
ˆ
∂U(s′)
wµ−δ(1 + β)|CurlΛA θ|2dSds′
= bθ(s)− bθ(0) +K
ˆ s
0
bθ∂(s
′)ds′. (3.96)
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On the other hand note for the left hand side of (3.96)
ˆ s
0
ˆ
U(s′)
w(1 + β)
d
dτ
[
µ−δ|CurlΛA θ|2
]
dxds′ = −δ
ˆ s
0
ˆ
U(s′)
wµ−δ−1µτ (1 + β)|CurlΛA θ|2dxds′
+ 2
ˆ s
0
ˆ
U(s′)
wµ−δ(1 + β)CurlΛA θ ·
[
d
dτ
[CurlΛA θ]
]
dxds′
= −δ
ˆ s
0
ˆ
U(s′)
wµ−δ−1µτ (1 + β)|CurlΛA θ|2dxds′
+ 2
ˆ s
0
ˆ
U(s′)
wµ−δ(1 + β)CurlΛA θ · Curl∂τ (ΛA )θdxds′
+ 2
ˆ s
0
ˆ
U(s′)
wµ−δ(1 + β)CurlΛA θ · CurlΛA Vdxds′. (3.97)
The first two terms on the right hand side above are remainder terms and the last term is estimated
bounded by a remainder term and
´ s
0 bV(s
′)ds′ contribution
ˆ s
0
ˆ
U(s′)
wµ−δ(1 + β)|CurlΛA θ|2dxds′ +
ˆ s
0
ˆ
U(s′)
wµ−δ(1 + β)|CurlΛA V|2dxds′. (3.98)
For integral (iv)
(iv) = −
ˆ s
0
ˆ
U(s′)
C
d
dτ
[
µ−δw(1 + β)J −
1
α [CurlΛA θ]
ℓ
iΛ
−1
imA
m
p
]
θ
p,ℓ dxds
′
= δ
ˆ s
0
ˆ
U(s′)
Cµ−δ−1µτw(1 + β)J
− 1α [CurlΛA θ]
ℓ
iΛ
−1
imA
m
p θ
p,ℓ dxds
′
−
ˆ s
0
ˆ
U(s′)
Cµ−δw(1 + β)
d
dτ
[
J −
1
αΛ−1imA
m
p
]
[CurlΛA θ]
ℓ
iθ
p,ℓ dxds
′
−
ˆ s
0
ˆ
U(s′)
Cµ−δw(1 + β)J −
1
αΛ−1imA
m
p [Curl∂τ (ΛA )θ]
ℓ
iθ
p,ℓ dxds
′
−
ˆ s
0
ˆ
U(s′)
Cµ−δw(1 + β)J −
1
α [CurlΛA V]
ℓ
iΛ
−1
imA
m
p θ
p,ℓ dxds
′, (3.99)
where the last term on the right hand side of above is estimated by
ˆ s
0
bV(s
′)ds′ +
ˆ s
0
e(s′)ds′. (3.100)
All remainder integrals either appear as positive contributions on the left hand side of our inequality or
they are bounded by ˆ s
0
e(s′)ds′. (3.101)
It remains to estimate the third integral in (3.84) which will contribute source terms
ˆ s
0
ˆ
U(s′)
Cµ−δΛik(wβ),kΛ
−1
im∂τθ
mdxds′
=
ˆ s
0
ˆ
U(s′)
(−Cµ−δwβΛikxk + Cµ−δwΛikβ,k)Λ−1im∂τθmdxds′. (3.102)
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where we have used w,k = −xkw,k . For the first term on the right hand side of (3.102), first recall
y ∈ R3 and τ ∈ [0, T ] are fixed. Then for x ∈ U(s′), first note w(x)|x|2 . 1 because w is a Gaussian
function. Then∣∣∣∣∣
ˆ s
0
ˆ
U(s′)
−Cµ−δwβΛikxkΛ−1im∂τθmdxds′
∣∣∣∣∣ .
ˆ s
0
∣∣∣∣∣
ˆ
U(s′)
µσ/2µ−δwβΛikxkΛ
−1
imV
mdx
∣∣∣∣∣ ds′
.
ˆ s
0
(ˆ
U(s′)
µσw|V|2dxds′
)1/2(ˆ
U(s′)
µ−2δw|x|2|β|2dx
)1/2
ds′
.
ˆ s
0
[e(s′)]1/2
(ˆ
U(s′)
µ−2δ|β|2dx
)1/2
ds′
.
ˆ s
0
e(s′)ds′ +
ˆ s
0
ˆ
U(s′)
µ−2δ|β|2dxds′
.
ˆ s
0
e(s′)ds′ +
ˆ s
0
ˆ
U(0)
µ−2δ|β|2dxds′
.
ˆ s
0
e(s′)ds′ +
ˆ
U(0)
|β|2dx
ˆ s
0
µ−2δds′
.
ˆ s
0
e(s′)ds′ +
ˆ
U(0)
|β|2dx (3.103)
where we have used U(s) ⊆ U(s′) for s′ ≤ s and the integrability of negative powers of µ. A similar
argument for the second term on the left hand side of (3.102), this time simply using w . 1, gives the
bound ∣∣∣∣∣
ˆ s
0
ˆ
U(s′)
Cµ−δwΛikβ,kΛ
−1
im∂τθ
mdxds′
∣∣∣∣∣ .
ˆ s
0
e(s′)ds′ +
ˆ
U(0)
|Dβ|2dx. (3.104)
This concludes the proof (3.82).
Next we prove the local curl estimates required to control the curl quantities on the right hand side
of (3.82). Before proving the result, note that we say C(s′) is integrable in s′ if
´∞
0 C(s
′)ds′ . 1 and
we say C(s′, τ, |y|) is integrable in s′ if ´∞
0
C(s′, τ, |y|)ds′ . C(τ, |y|).
Proposition 3.4. Let (θ,V) : Ω → R3 × R3 be a unique local solution to (2.55)-(2.56) on [0, T ∗]
for T ∗ > 0 fixed with suppθ0 ⊆ B1(0), suppV0 ⊆ B1(0) and assume (θ,V) satisfies the a priori
assumptions (2.70). Fix N ≥ 4. Suppose β in (2.55) satisfies ‖β‖2HN+1(R3) ≤ λ and suppβ ⊆ B1(0)
where λ > 0 is fixed. Fix y ∈ R3 and τ ∈ [0, T ∗]. TakeK > 0 from (3.3). Let s ∈ [0, τ ]. Let s ∈ [0, s′].
Then
bV(s
′) . C(s′)bV(0) + C(s
′, τ, |y|)e(0) + C(τ, |y|) sup
0≤s′′≤s′
e(s′′) + C(s′, τ, |y|)
ˆ
U(s′)
|Dβ|2dx,
(3.105)
bθ(s) . bθ(0) + bV(0) + C(τ, |y|)e(0) + C(τ, |y|)
ˆ s
0
sup
0≤s′′≤s′
e(s′′)ds′ + C(τ, |y|)
ˆ
U(0)
|Dβ|2dx,
(3.106)
where C(s′) and C(s′, τ, |y|) are integrable in s′.
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Proof. Proof of (3.105). From our velocity curl equation derivation Lemma D.1 (D.274) we have the
desirable form for our local curl estimate
CurlΛA V =
1
1 + α
ΛA x×V + α
(1 + α)(1 + β)
ΛA∇β ×V
+
µ(0)CurlΛA (V(0))
µ
− µ(0)ΛA x×V(0)
(1 + α)µ
− αµ(0)ΛA∇β ×V(0)
(1 + α)(1 + β)µ
+
1
µ
ˆ s′
0
µ[∂τ ,CurlΛA ]Vds
′′ − 1
(1 + α)µ
ˆ s′
0
µ[∂τ ,ΛA x×]Vds′′
− α
(1 + α)(1 + β)µ
ˆ s′
0
µ[∂τ ,ΛA∇β×]Vds′′
− 2
µ
ˆ s′
0
µCurlΛA (Γ
∗
V)ds′′ +
2
(1 + α)µ
ˆ s′
0
µΛA x× (Γ∗V)ds′′
+
2α
(1 + α)(1 + β)µ
ˆ s′
0
µΛA∇β × (Γ∗V)ds′′
+
C
(1 + α)µ
ˆ s′
0
µ1−δ−σΛx× Λθds′′ − C
(1 + α)µ
ˆ s′
0
µ1−δ−σΛA [Dθ]x × Ληds′′
+
αC
(1 + α)(1 + β)µ
ˆ s′
0
µ1−δ−σΛA∇β × Λθds′′ − αC
(1 + α)(1 + β)µ
ˆ s′
0
µ1−δ−σΛA∇β × Λxds′′
(3.107)
For the purpose of our local curl estimates define the ‖ · ‖2(w(1+β),L2(U(s)) norm as follows
‖f‖2w(1+β),L2(U(s)) :=
ˆ
U(s)
(
w(1 + β)|f |2) (s, x) dx (3.108)
We take the ‖·‖2w(1+β),L2(U(s′)) norm, where s′ ∈ [0, s] , of (3.107), multiply by [µ(s′)]−δ and estimate
the right hand side. As can be seen from (3.107), many terms and hence estimates are similar. Therefore
we give the key estimates below and remark similar arguments will hold for the other terms.
For the first term on the right hand side of (3.107), 11+αΛA x×V, first recall y ∈ R3 and τ ∈ [0, T ]
are fixed. Then for x ∈ U(s′) where s′ ∈ [0, s], first note
|x|2 . |x− y|2 + |y|2 ≤ K2(τ − s′)2 + |y|2 ≤ K2τ2 + |y|2. (3.109)
Then using the boundedness of β
[µ(s′)]−δ‖ 1
1 + α
ΛA x×V‖2w(1+β),L2(U(s′)) . C(τ, |y|)e(s′). (3.110)
For the sixth term on the right hand side of (3.107), − 1(1+α)µ
´ s′
0 µ[∂τ ,ΛA x×]Vds′′,
[∂τ ,CurlΛA ]V
k
j = ∂τ (ΛjmA
s
m)V,
k
s −∂τ (ΛkmA sm)V,js . (3.111)
As the other term can be estimated in the same way, we restrict our focus to the first term only
∂τ (ΛjmA
s
m)V,
k
s = (∂τΛjmA
s
m + Λjm∂τA
s
m)V,
k
s = ∂τΛjmA
s
mV,
k
s +Λjm∂τA
s
mV,
k
s . (3.112)
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Schematically consider the right hand side of (3.112)
∂τΛDηDV + ΛDVDV (3.113)
For the first term in (3.113), one must first integrate by parts in s′′
1
µ
ˆ s′
0
µ∂τΛDηDVds
′′ =
1
µ
(µ∂τΛDηDθ)
∣∣s′
0
(3.114)
− 1
µ
ˆ s′
0
µ(
µτ
µ
∂τΛDη + ∂ττΛDη + ∂τΛDV)Dθ ds
′′.
Then
‖ 1
µ
(µ∂τΛDηDθ)
∣∣s′
0
‖2w(1+β),L2(U(s′)) . e(s′) + C(s′)e(0), (3.115)
where we include 1 + β in our energy here, and C(s′) is integrable in s′. Next
‖ 1
µ
ˆ s′
0
µτ∂τΛDηDθds
′′‖2w(1+β),L2(U(s′))
.
1
[µ(s′)]2
sup
0≤s′′≤s′
ˆ
U(s′)
w(1 + β)|Dθ|2
∣∣∣∣∣
ˆ s′
0
µτ∂τΛDηds
′′
∣∣∣∣∣
2
dx
.
1
[µ(s′)]2
sup
0≤s′′≤s′
ˆ
U(s′)
w(1 + β)|Dθ|2dx
∣∣∣∣∣
ˆ s′
0
µτds
′′
∣∣∣∣∣
2
. sup
0≤s′′≤s′
ˆ
U(s′)
w(1 + β)|Dθ|2dx
. sup
0≤s′′≤s′
ˆ
U(s′′)
w(1 + β)|Dθ|2dx
. sup
0≤s′′≤s′
e(s′′). (3.116)
Similar arguments apply to the remaining terms in (3.114). For the second term in (3.113), we also first
integrate by parts in s′′
1
µ
ˆ s′
0
µΛDVDVds′′ =
1
µ
(µΛDVDθ)
∣∣s′
0
(3.117)
− 1
µ
ˆ s′
0
µ(
µτ
µ
ΛDV+ ∂τΛDV + ΛDVτ )Dθ ds
′′.
Then, noting our a priori assumptions (2.70) used to controlDVτ , a similar argument to the first term
in (3.113) give the same bounds here. Therefore
[µ(s′)]−δ‖ 1
(1 + α)µ
ˆ s′
0
µ[∂τ ,ΛA x×]Vds′′‖2w(1+β),L2(U(s′)) . sup
0≤s′′≤s′
e(s′′) + C(s′)e(0).
(3.118)
For the last term on the right hand side of (3.107), − αC(1+α)(1+β)µ
´ s′
0 µ
1−δ−σΛA∇β × Λxds′′, first
note using Lemma B.1
1
µ2
|
ˆ s′
0
µ1−δ−σds′′|2 . e−2µ1s′
∣∣∣ˆ s′
0
e(1−δ−σ)µ1s
′′
ds′′
∣∣∣2
20
. e−2µ1s
′
(e2(1−δ−σ)µ1s
′
+ 1)
. e−2µ0s
′
, (3.119)
which is integrable in s′. Then with this and using that U(s′) ⊂ U(s) for s ≤ s′ as well as the
boundedness of 11+β and (3.109)
[µ(s′)]−δ‖ αC
(1 + α)(1 + β)µ
ˆ s′
0
µ1−δ−σΛA∇β × Λxds′′‖2w(1+β),L2(U(s′))
. C(s′, τ, |y|)
ˆ
U(s′)
|Dβ|2dx
. C(s′, τ, |y|)
ˆ
U(0)
|Dβ|2dx. (3.120)
Proof of (3.106). From our perturbation curl equation derivation Lemma D.1 (D.275) we have the
desirable form for our local curl estimate
CurlΛA θ = CurlΛA ([θ(0)])
+ µ(0) CurlΛA (V(0))
ˆ s
0
1
µ(s′)
ds′ − µ(0)ΛA x×V(0)
1 + α
ˆ s
0
1
µ(s′)
ds′
− αµ(0)ΛA∇β ×V(0)
(1 + α)(1 + β)
ˆ s
0
1
µ(s′)
ds′ +
ˆ s
0
[∂τ , CurlΛA ]θds
′
+
1
1 + α
ˆ s
0
ΛA x×Vds′ + α
(1 + α)(1 + β)
ˆ s
0
ΛA∇β ×Vds′
+
ˆ s
0
1
µ(s′)
ˆ s′
0
µ(s′′)[∂τ , CurlΛA ]Vds
′′ds′ − 1
1 + α
ˆ s
0
1
µ(s′)
ˆ s′
0
µ(s′′)[∂τ ,ΛA x×]Vds′′ds′
− α
(1 + α)(1 + β)
ˆ s
0
1
µ(s′)
ˆ s′
0
µ(s′′)[∂τ ,ΛA∇β×]Vds′′
−
ˆ s
0
2
µ(s′)
ˆ s′
0
µ(s′′) CurlΛA (Γ
∗
V)ds′′ds′ +
2
1 + α
ˆ s
0
1
µ(s′)
ˆ s′
0
µ(s′′) ΛA x× (Γ∗V)ds′′ds′
+
2α
(1 + α)(1 + β)
ˆ s
0
1
µ(s′)
ˆ s′
0
µ(s′′) ΛA∇β × (Γ∗V)ds′′ds′
+
C
1 + α
ˆ s
0
1
µ(s′)
ˆ s′
0
µ(s′′)1−δ−σΛx× Λθds′′ds′
− C
1 + α
ˆ s
0
1
µ(s′)
ˆ s′
0
µ(s′′)1−δ−σΛA [Dθ]x× Ληds′′ds′
+
αC
(1 + α)(1 + β)
ˆ s
0
1
µ
ˆ s′
0
µ1−δ−σΛA∇β × Λθds′′ds′
− αC
(1 + α)(1 + β)
ˆ s
0
1
µ
ˆ s′
0
µ1−δ−σΛA∇β × Λxds′′ds′. (3.121)
We take the ‖ ·‖2w(1+β),L2(U(s)) norm of (3.121), multiply by [µ(s)]−δ and estimate the right hand side.
As can be seen from (3.121), many terms and hence estimates are similar. Therefore we give the key
estimates below and remark similar arguments will hold for the other terms.
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For the fifth term on the right hand side of (3.121),
´ s
0
[∂τ , CurlΛA ]θds
′, noting U(s) ⊂ U(s′) for
s′ ≤ s,
[µ(s)]−δ‖
ˆ s
0
[∂τ , CurlΛA ]θds
′‖2w(1+β),L2(U(s))
. [µ(s)]−δ
ˆ
U(s)
w(1 + β)
∣∣∣∣
ˆ s
0
[∂τ , CurlΛA ]θds
′
∣∣∣∣2 dx
. [µ(s)]−δ
ˆ
U(s)
w(1 + β)(
ˆ s
0
1ds′)(
ˆ s
0
|[∂τ , CurlΛA ]θ|2 ds′)dx]
.
ˆ s
0
ˆ
U(s)
w(1 + β) |[∂τ , CurlΛA ]θ|2 dxds′
.
ˆ s
0
ˆ
U(s′)
w(1 + β) |[∂τ , CurlΛA ]θ|2 dxds′
.
ˆ s
0
e(s′)ds′. (3.122)
For the eighth term on the right hand side of (3.121),
´ s
0
1
µ(s′)
´ s′
0
µ(s′′)[∂τ , CurlΛA ]Vds
′′ds′, first
note
‖
ˆ s
0
1
µ(s′)
ˆ s′
0
µ(s′′)[∂τ , CurlΛA ]Vds
′′ds′‖2w(1+β),L2(U(s))
=
ˆ
U(s)
w(1 + β)
∣∣∣∣∣
ˆ s
0
1
[µ(s′)]1/2
1
[µ(s′)]1/2
ˆ s′
0
µ(s′′)[∂τ , CurlΛA ]Vds
′′ds′
∣∣∣∣∣
2
dx
.
ˆ
U(s)
w(1 + β)[(
ˆ s
0
1
µ(s′)
ds′)
ˆ s
0
1
µ(s′)
(
ˆ s′
0
µ(s′′)[∂τ , CurlΛA ]Vds
′′)2ds′]dx
.
ˆ s
0
ˆ
U(s)
w(1 + β)
1
µ(s′)
(
ˆ s′
0
µ(s′′)[∂τ , CurlΛA ]Vds
′′)2dxds′
.
ˆ s
0
ˆ
U(s′)
w(1 + β)
1
µ(s′)
(
ˆ s′
0
µ(s′′)[∂τ , CurlΛA ]Vds
′′)2dxds′ (3.123)
where we note U(s) ⊂ U(s′) for s′ ≤ s. Hence applying the argument above used for the sixth term
on the right hand side of (3.107)
[µ(s)]−δ‖
ˆ s
0
1
µ(s′)
ˆ s′
0
µ(s′′)[∂τ , CurlΛA ]Vds
′′ds′‖2w(1+β),L2(U(s))
.
ˆ s
0
C(s′) sup
0≤s′′≤s′
e(s′′) + C(s′)(s′)e(0)ds′
. e(0) +
ˆ s
0
sup
0≤s′′≤s′
e(s′′)ds′. (3.124)
Finally, using (3.119), for the last term on the right hand side of (3.121) we have
[µ(s)]−δ‖ αC
(1 + α)(1 + β)
ˆ s
0
1
µ
ˆ s′
0
µ1−δ−σΛA∇β × Λxds′′ds′‖2w(1+β),L2(U(s))
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. C(τ, |y|)
ˆ
U(s)
|Dβ|2dx
. C(τ, |y|)
ˆ
U(0)
|Dβ|2dx. (3.125)
This concludes the proof of our local curl estimate Proposition 3.4.
We are now ready to prove our Finite Propagation Theorem 3.1.
Proof of Theorem 3.1. Combining the results of the energy estimate and curl estimate Propositions
above, namely the inequalities (3.82), (3.105) and (3.106), we have established the following energy
inequality
e(s) . C(τ, |y|)e(0) + bθ(0) + bV(0) +
ˆ
U(0)
|β|2dx
+ C(τ, |y|)
ˆ
U(0)
|Dβ|2dx+ C(τ, |y|)
ˆ s
0
sup
0≤s′′≤s′
{e(s′′)}ds′. (3.126)
Then taking the supremum over 0 ≤ s′ ≤ s,
sup
0≤s′≤s
{e(s′)} . C(τ, |y|)e(0) + bθ(0) + bV(0) +
ˆ
U(0)
|β|2dx
+ C(τ, |y|)
ˆ
U(0)
|Dβ|2dx+ C(τ, |y|)
ˆ s
0
sup
0≤s′′≤s′
{e(s′′)}ds′. (3.127)
Since C(τ, |y|)e(0) + bθ(0) + bV(0) +
´
U(0) |β|2 + |Dβ|2dx is constant in s, applying Gronwall’s
inequality, we have for some C∗ > 0,
0 ≤ sup
0≤s′≤s
{e(s′)}) ≤ C∗
[
C(τ, |y|)e(0) + bθ(0) + bV(0) +
ˆ
U(0)
|β|2dx
+C(τ, |y|)
ˆ
U(0)
|Dβ|2dx
]
exp
[ˆ s
0
C∗ds′
]
. (3.128)
Hence
0 ≤ sup
0≤s′≤s
{e(s′)}) ≤ C∗
[
C(τ, |y|)e(0) + bθ(0) + bV(0) +
ˆ
U(0)
|β|2dx
+C(τ, |y|)
ˆ
U(0)
|Dβ|2dx
]
eC
∗s. (3.129)
If |y| > 1 +Kτ , then |x| > 1 for x ∈ U(0). Thus
e(0) = bθ(0) = bV(0) = 0 since suppθ0 ⊆ B1(0), suppV0 ⊆ B1(0). (3.130)
Furthermore ˆ
U(0)
|β|2dx =
ˆ
U(0)
|Dβ|2dx = 0 since suppβ ⊆ B1(0). (3.131)
Hence e(s) = 0 for |y| > 1 +Kτ . Thus θ(s, y) = V(s, y) = 0 for |y| > 1 +Kτ . As s ∈ [0, τ ] is
arbitrary,
(θ(τ, y),V(τ, y)) = (0, 0), (3.132)
for τ ∈ [0, T ] and |y| > 1 +Kτ .
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4 High Order Energy Estimates
With our finite propagation theorem in hand, we are now ready to proceed with high order energy
estimates. To this end, we first introduce the two energy based high order quantities which arise directly
from the problem. Denoting the usual dot product on R3 by 〈·, ·〉, introduce the high-order energy
functional
EN (τ) = 1
2
∑
|ν|≤N
ˆ
R3
[
µ
〈
Λ−1∂νV, ∂νV
〉
+ Cµ−δ
〈
Λ−1∂νθ, ∂νθ
〉 ]
+ Cµ−δ(1 + β)J −
1
α
[ 3∑
i,j=1
did
−1
j ([Nν ]
j
i )
2 + 1α (divη∂
ν
θ)
2
]
dy, (4.133)
and the dissipation functional
DN (θ) = C δ
2
µ−δ
µτ
µ
ˆ
R3
∑
|ν|≤N
|∂νθ|2 + (1 + β)J − 1α
[ 3∑
i,j=1
did
−1
j ([Nν ]
j
i )
2 + 1α (divη∂
ν
θ)
2
])
dy.
(4.134)
We also introduce a similar term to EN which does not include top order quantities but will be controlled
through our coercivity Lemma E.1
CN−1(τ) = 1
2
∑
|ν|≤N−1
ˆ
Ω
C
〈
Λ−1∂νθ, ∂νθ
〉
+ C(1 + β)J −
1
α
[ 3∑
i,j=1
did
−1
j
(
(Nν)
j
i
)2
+ 1α (divη∂
ν
θ)2
]
dy. (4.135)
Remark 4.1. Our coercivity Lemma E.1 given in Appendix E allows us to control terms without time
weights with negative powers using our norm SN (τ) and initial data SN (0). Such terms do not appear
immediately from our equation (2.55). Notably, Lemma E.1 will let us include CN−1 in our energy
inequality. However we cannot use Lemma E.1 to control top order quantities since that would require
control of N + 1 derivatives of V which we do not have. This is why we have the particular structure
of SN where we separate top order terms from lower order terms, and secondly why we only include
N − 1 derivatives in CN−1.
Finally, before we prove our main energy inequality, we give the norm-energy equivalence as fol-
lows.
Lemma 4.2. Let (θ,V) : Ω → R3 × R3 be a unique local solution to (2.55)-(2.56) on [0, T ∗] for
T ∗ > 0 fixed with suppθ0 ⊆ B1(0), suppV0 ⊆ B1(0) and assume (θ,V) satisfies the a priori
assumptions (2.70). Fix N ≥ 4. Suppose β in (2.55) satisfies ‖β‖2HN+1(R3) ≤ λ and suppβ ⊆ B1(0)
where λ > 0 is fixed. Then there are constants C1, C2 > 0 so that
C1SN (τ) ≤ sup
0≤τ ′≤τ
{EN(τ ′) + CN−1(τ ′)} ≤ C2(SN (τ) + SN (0)). (4.136)
Proof. Recall the definition SN (2.66), the decomposition of Λ (2.63) and the definition of the con-
jugate Nν (2.64). Then (4.136) is a straightforward application of Lemma B.1 to give bounds on Λ
and associated matrix quantities and the boundedness of β given by (2.48), in conjunction with Lemma
E.1 to control terms without time weights with negative powers, which are included in CN−1(τ ′), by
SN (τ) + SN (0).
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We are now ready to prove our central high order energy inequality which will be essential in the
proof of our main result Theorem 2.5.
Proposition 4.3. Let (θ,V) : Ω → R3 × R3 be a unique local solution to (2.55)-(2.56) on [0, T ∗]
for T ∗ > 0 fixed with suppθ0 ⊆ B1(0), suppV0 ⊆ B1(0) and assume (θ,V) satisfies the a priori
assumptions (2.70). Fix N ≥ 4. Suppose β in (2.55) satisfies ‖β‖2HN+1(R3) ≤ λ and suppβ ⊆ B1(0)
where λ > 0 is fixed. Then for all τ ∈ [0, T ∗], we have the following inequality for some 0 < κ≪ 1,
EN (τ) + CN−1(τ) +
ˆ τ
0
DN (τ ′) dτ ′ . SN (0) + λ+ BN [θ](τ) + κSN (τ)
+
ˆ τ
0
(1 + τ ′)(SN (τ ′)) 12 (BN [V](τ ′)) 12 dτ ′ +
ˆ τ
0
(1 + τ ′)e−µ0τ
′SN (τ ′)dτ ′. (4.137)
Proof. First write (2.55) as follows
µσ∂ττθi + µτµ
−1+σ∂τθi + 2µ
σΓ∗ij∂τθj + Cµ
−δΛiℓθℓ + Cµ
−δ(Λij(1 + β)(A
k
j J
− 1α − δkj )),k
− Cµ−δyk(1 + β)Λij(A kj J −
1
α − δkj ) + Cµ−δΛikβ,k − Cµ−δβΛikyk = 0. (4.138)
Zeroth order estimateMultiply (4.138) by Λ−1im∂τθ
m and integrate over
´ τ
0
´
R3
dydτ ′,
ˆ τ
0
ˆ
R3
(
µσ∂ττθi + µτµ
−1+σ∂τθi + 2µ
σΓ∗ij∂τθj + Cµ
−δΛiℓθℓ
)
Λ−1im∂τθ
m dydτ ′
+
ˆ τ
0
ˆ
R3
Cµ−δ(Λij(1 + β)(A
k
j J
− 1α − δkj )),kΛ−1im∂τθm dydτ ′
−
ˆ τ
0
ˆ
R3
Cµ−δyk(1 + β)Λij(A
k
j J
− 1α − δkj )Λ−1im∂τθmdydτ ′
+
ˆ τ
0
ˆ
R3
(
Cµ−δΛikβ,k − Cµ−δβΛikyk
)
Λ−1im∂τθ
mdydτ ′ = 0. (4.139)
The zeroth order estimate for the first and second integrals in (4.139) follows by a similar argument to
the finite propagation energy estimate argument without boundary contributions and we do not isolate
a divergence contribution: instead we control 1−J− 1α using (A.244). For the third integral in (4.139)
apply (A.241)
−
ˆ τ
0
ˆ
R3
Cµ−δyk(1 + β)Λij(A
k
j J
− 1α − δkj )Λ−1im∂τθm dydτ ′
=
ˆ τ
0
ˆ
R3
Cµ−δyk(1 + β)ΛijA
k
ℓ θ
ℓ,j J
− 1αΛ−1im∂τθ
m dydτ ′
+
ˆ τ
0
ˆ
R3
Cµ−δ(1 + β)Λikyk(
1
α
Tr[Dθ] +O(|Dθ|2))Λ−1im∂τθm dydτ ′ (4.140)
Applying the Finite Propagation Theorem 3.1 to control y, and the boundedness of β, the first integral
on the right hand side of (4.140) is bounded by
ˆ τ
0
ˆ
R3
((1 +Kτ ′)µ−δ/2)µ−δ/2θi,j ∂τθ
m dydτ ′
.
ˆ τ
0
(ˆ
R3
µ−δ|θi,j |2 dy
)1/2(ˆ
R3
|∂τθm|2 dy
)1/2
dτ ′
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.ˆ τ
0
e−µ0τ
′SNdτ ′ (4.141)
A similar argument holds for the second integral on the right hand side of the first term on the right
hand side of (4.140). For the fourth integral in 4.139)
ˆ τ
0
ˆ
R3
(
Cµ−δΛikβ,k − Cµ−δβΛikyk
)
Λ−1im∂τθ
mdydτ ′
=
ˆ τ
0
ˆ
R3
Cµ−δΛikβ,kΛ
−1
im∂τθ
mdydτ ′ −
ˆ τ
0
ˆ
R3
Cµ−δβΛikykΛ
−1
im∂τθ
mdydτ ′. (4.142)
Using the compact support of β to bound yk and then the smallness of ‖β‖L2(R3), the second integral
on the right hand side of (4.140) is bounded by
ˆ τ
0
ˆ
R3
Cβ∂τθ
mdydτ ′ (4.143)
.
ˆ τ
0
(ˆ
R3
β2dx
)1/2(ˆ
R3
|∂τθm|2dx
)1/2
.
ˆ τ
0
λ1/2e−µ0τ
′
(SN )1/2dτ ′
. λ
ˆ τ
0
e−µ0τ
′
dτ ′ +
ˆ τ
0
e−µ0τ
′SNdτ ′
. λ+
ˆ τ
0
e−µ0τ
′SNdτ ′. (4.144)
A similar argument directly using the smallness of ‖Dβ‖L2(R3) gives that the third integral on the right
hand side (4.140) is bounded by
λ+
ˆ τ
0
e−µ0τ
′SNdτ ′. (4.145)
To complete the zeroth order estimate, we obtain the full expression for EN in (4.137) by adding the
following formula
ˆ τ
0
1
2
d
dτ
1
α
ˆ
R3
J −
1
α |divηθ|2dydτ ′ =
ˆ τ
0
1
2α
ˆ
R3
(
∂τ (J
− 1α )|divηθ|2 + J − 1α ∂τ (|divηθ|2)
)
dydτ ′,
(4.146)
with the right-hand side in turn bounded by e−µ0τSN (τ) by the H2(R3) →֒ L∞(R3) embedding.
Then the left-hand side of (4.146) completes EN in (4.137) and contributes to SN (0) by the funda-
mental theorem of calculus.
High order estimates Fix ν ∈ Z3≥0 with |ν| ≥ 1. Apply ∂ν to (4.138)
µσ∂ττ∂
ν
θi + µτµ
−1+σ∂ν∂τθi + 2µ
σΓ∗ij∂τ∂
ν
θj + Cµ
−δΛiℓ∂
ν
θℓ
+ Cµ−δΛij(∂
ν [(1 + β)(A kj J
− 1α − δkj )]),k − Cµ−δΛij∂ν [yk(1 + β)(A kj J −
1
α − δkj )]
+ Cµ−δΛik(∂
νβ),k − Cµ−δΛik∂ν(ykβ) = 0. (4.147)
Multiply (4.147) by Λ−1im∂τ∂
ν
θ
m and integrate over R3 and then from 0 to τ ,
ˆ τ
0
1
2
d
dτ
(
µσ
ˆ
R3
〈Λ−1∂νV, ∂νV〉 dy + Cµ−δ
ˆ
R3
|∂νθ|2 dy
)
dτ ′
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+ˆ τ
0
C
2
µ−δ
µτ
µ
ˆ
R3
|∂νθ|2dydτ ′ −
ˆ τ
0
µσ
2
ˆ
R3
〈[
∂τΛ
−1 − 4Λ−1Γ∗] ∂νV, ∂νV〉 dydτ ′
+ C
ˆ τ
0
µ−δ
ˆ
R3
Λij(∂
ν [(1 + β)(A kj J
− 1α − δkj )]),kΛ−1im∂τ∂νθm dydτ ′
− C
ˆ τ
0
µ−δ
ˆ
R3
Λij∂
ν [yk(1 + β)(A
k
j J
− 1α − δkj )]Λ−1im∂νθmτ dydτ ′
+ C
ˆ τ
0
µ−δ
ˆ
R3
Λik(∂
νβ),kΛ
−1
im∂
ν
θ
m
τ dydτ
′ − C
ˆ τ
0
µ−δ
ˆ
R3
Λik∂
ν(ykβ)Λ
−1
im∂
ν
θ
m
τ dydτ
′ = 0.
(4.148)
By the same reasoning as the zeroth order case, the first four integrals on the left hand side of (4.148)
contribute to the energy inequality (4.137) in the same way. For the fourth to last integral on the left
hand side of (4.148), first note via the Leibniz rule
∂ν [(1 + β)(A kj J
− 1α − δkj )] = (1 + β)∂ν(A kj J −
1
α ) +
∑
0≤|ν′|≤|ν|−1
cν′∂
ν−ν′(β)∂ν
′
(A kj J
− 1α ).
(4.149)
Then the fourth to last integral on the left hand side of (4.148) is
C
ˆ τ
0
µ−δ
ˆ
R3
Λij(∂
ν [(1 + β)(A kj J
− 1α − δkj )]),kΛ−1im∂τ∂νθm dydτ ′
= C
ˆ τ
0
µ−δ
ˆ
R3
Λij [(1 + β)∂
ν(A kj J
− 1α )],kΛ
−1
im∂τ∂
ν
θ
m dydτ ′
+ C
ˆ τ
0
µ−δ
ˆ
R3
Λij

 ∑
0≤|ν′|≤|ν|−1
cν′∂
ν−ν′(β)∂ν
′
(A kj J
− 1α )


,k
Λ−1im∂τ∂
ν
θ
m dydτ ′. (4.150)
For the first integral on the right hand side of (4.150), first note using our differentiation formulae for
A and J (2.58)
∂yi(A
k
j J
− 1α ) = −J − 1αA kℓ A sj (∂yiθℓ),s− 1αJ −
1
αA kj A
s
ℓ (∂yiθ
ℓ),s . (4.151)
Then using this and applying integration by parts which holds due to finite propagation, the first integral
on the right hand side of (4.150) is
C
ˆ τ
0
µ−δ
ˆ
R3
Λij [(1 + β)∂
ν(A kj J
− 1α )],k Λ
−1
im∂τ∂
ν
θ
m dydτ ′
= C
ˆ τ
0
µ−δ
ˆ
R3
Λij [(1 + β)(−J − 1αA kℓ A sj ∂νθℓ,s− 1αJ −
1
αA kj A
s
ℓ ∂
ν
θ
ℓ,s
+ Cν,kj (θ))],k Λ−1im∂τ∂νθm dydτ ′
= −C
ˆ τ
0
µ−δ
ˆ
R3
[(1 + β)(J −
1
αA kℓ (ΛijA
s
j ∂
ν
θ
ℓ,s−ΛℓjA sj ∂νθi,s ) + J −
1
αA kℓ ΛℓjA
s
j ∂
ν
θ
i,s
+ 1αJ
− 1αΛijA
k
j A
s
ℓ ∂
ν
θ
ℓ,s )],k Λ
−1
im∂τ∂
ν
θ
m dydτ ′ + C
ˆ τ
0
µ−δ
ˆ
R3
Λij [(1 + β)Cν,kj ],k Λ−1im∂τ∂νθm dydτ ′
= C
ˆ τ
0
µ−δ
ˆ
R3
(1 + β)J −
1
α (A kℓ [CurlΛA ∂
ν
θ]ℓi + A
k
ℓ Λℓj [∇η∂νθ]ij
+ 1αΛijA
k
j divη(∂
ν
θ))Λ−1im∂τ (∂
ν
θ
m),k dydτ
′
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+ C
ˆ τ
0
µ−δ
ˆ
R3
Λij [(1 + β)Cν,kj ],k Λ−1im∂τ∂νθm dydτ ′
=: I1 + I2, (4.152)
where we define Cν,kj to be the lower order terms resulting from differentiating the result of (4.151).
Note
‖Cν,kj ‖2 . SN , µ−δ‖D(Cν,kj )‖2 . SN . (4.153)
Then using the boundedness of β andDβ
|I2| .
ˆ τ
0
‖∂τ∂νθ‖‖Cν,kj ‖+ ‖∂τ∂νθ‖µ−δ‖D(Cν,kj )‖dτ ′ .
ˆ τ
0
e−µ0τ
′SNdτ ′. (4.154)
For I1 rewrite the gradient and divergence terms, and integrate by parts in τ the curl term as follows
I1 =
ˆ τ
0
µ−δ
ˆ
R3
(1 + β)J −
1
αA kℓ [CurlΛA ∂
ν
θ]ℓiΛ
−1
im∂τ (∂
ν
θ
m) ,k dydτ
′
+
ˆ τ
0
µ−δ
ˆ
R3
(1 + β)J −
1
α
(
A kℓ Λℓj[∇η∂νθ]ij + 1αΛijA kj divη(∂νθ)
)
Λ−1im∂τ (∂
ν
θ
m) ,k dydτ
′
=
ˆ τ
0
µ−δ
ˆ
R3
(1 + β)J −
1
αA kℓ Λ
−1
im [CurlΛA ∂
ν
θ]ℓi∂τ (∂
ν
θ
m) ,k dydτ
′
+
ˆ τ
0
µ−δ
ˆ
R3
(1 + β)J −
1
α
(
Λℓj [∇η∂νθ]ijΛ−1im [∇η∂τ∂νθ]mℓ + 1αdivη(∂νθ)divη(∂τ∂νθ)
)
dydτ ′
= µ−δ
ˆ
R3
(1 + β)J −
1
αA kℓ Λ
−1
im[CurlΛA ∂
ν
θ]ℓi (∂
ν
θ
m) ,k dy
∣∣∣τ
0
−
ˆ τ
0
µ−δ
ˆ
R3
(1 + β)J −
1
αA kℓ Λ
−1
im [CurlΛA ∂
ν
V]ℓi (∂
ν
θ
m) ,k dy dτ
′
+ δ
ˆ τ
0
µ−δ−1µτ
ˆ
R3
(1 + β)J −
1
αA kℓ Λ
−1
im [CurlΛA ∂
ν
θ]ℓi (∂
ν
θ
m) ,k dy dτ
′
−
ˆ τ
0
µ−δ
ˆ
R3
(1 + β)∂τ
(
J
1
αA kℓ Λ
−1
im
)
[CurlΛA ∂
ν
θ]ℓi (∂
ν
θ
m) ,k dy dτ
′
−
ˆ τ
0
µ−δ
ˆ
R3
(1 + β)J −
1
αA kℓ Λ
−1
im [CurlΛτA ∂
ν
θ]ℓi (∂
ν
θ
m) ,k dy dτ
′
−
ˆ τ
0
µ−δ
ˆ
R3
(1 + β)J −
1
αA kℓ Λ
−1
im [CurlΛAτ ∂
ν
θ]ℓi (∂
ν
θ
m) ,k dy dτ
′
+
ˆ τ
0
µ−δ
ˆ
R3
(1 + β)J −
1
α
(
Λℓj [∇η∂νθ]ijΛ−1im∂τ [∇η∂νθ]mℓ + 1αdivη(∂νθ)∂τdivη(∂νθ)
)
dydτ ′
−
ˆ τ
0
µ−δ
ˆ
R3
(1 + β)J −
1
α
(
Λℓj [∇η∂νθ]ijΛ−1im∂τA kℓ (∂νθm) ,k + 1αdivη(∂νθ)∂τA kj
(
∂νθj
)
,k
)
dydτ ′
(4.155)
:= B1 +B2 +B3 +R1 +R2 +R3 + E1 +R4. (4.156)
For B1, for 0 < κ≪ 1,
B1 . SN (0) + κSN (τ) + BN [θ](τ), (4.157)
where we have introduced κ through the Young inequality. For B2,
|B2| .
ˆ τ
0
(SN )1/2(BN [V])1/2dτ ′. (4.158)
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For B3, first apply the Fundamental Theorem of Calculus as follows
CurlΛA ∂
ν
θ(τ ′, y) =
ˆ τ ′
0
∂τCurlΛA ∂
ν
θ(τ ′′, y)dτ ′′ + CurlΛA ∂
ν
θ(0, y)
=
ˆ τ ′
0
CurlΛA ∂
ν
V(τ ′′, y)dτ ′′ +
ˆ τ ′
0
Curl∂τ (ΛA )∂
ν
θ(τ ′′, y)dτ ′′ + CurlΛA ∂
ν
θ(0, y)
. τ ′ sup
0≤τ ′′≤τ ′
{CurlΛA ∂νV}+ τ ′ sup
0≤τ ′′≤τ ′
{Curl∂τ (ΛA )∂νθ}+ CurlΛA ∂νθ(0, y). (4.159)
Then using the boundedness of µτµ
|B3| .
ˆ τ
0
µ−δ
ˆ
R3
(τ ′ sup
0≤τ ′′≤τ ′
{|[CurlΛA ∂νV]ℓi |}+ τ ′ sup
0≤τ ′′≤τ ′
{|[Curl∂τ (ΛA )∂νθ]ℓi |}
+ |[CurlΛA ∂νθ(0)]ℓi |) (∂νθm) ,k dy dτ ′
.
ˆ τ
0
τ ′(SN )1/2(BN [V])1/2 + τ ′e−µ0τ ′SNdτ ′
+
(
κ sup
0≤τ≤τ ′
µ−δ‖∇η∂νθ‖2 + 1
κ
‖CurlΛA ∂νθ(0)‖2
) ˆ τ
0
µ−δdτ ′
.
ˆ τ
0
τ ′(SN )1/2(BN [V])1/2 + τ ′e−µ0τ ′SNdτ ′ + κSN + SN (0). (4.160)
For E1
E1 =
1
2
ˆ τ
0
d
dτ

µ−δ
ˆ
R3
(1 + β)J −
1
α

 3∑
i,j=1
did
−1
j (Nν)
j
i )
2 +
1
α
(divη∂
ν
θ)
2

 dy

 dτ ′
+
ˆ τ
0
δ
2
µ−δ
µτ
µ
ˆ
R3
(1 + β)J −
1
α
[ 3∑
i,j=1
did
−1
j
(
(Nν)
j
i
)2
+ 1α
(
divηX
a
r /∂
β
θ
)2 ]
wa+α+1eS¯ dy dτ ′
+
ˆ τ
0
µ−δ
ˆ
R3
(1 + β)J −
1
α Tνdy dτ ′
− 1
2
ˆ τ
0
µ−δ
ˆ
R3
(1 + β)∂τ
(
J −
1
α
) 3∑
i,j=1
did
−1
j (Nν)
j
i )
2 +
1
α
(divη∂
ν
θ)
2

 dy dτ ′
:= E2 +D1 +R5 +R6, (4.161)
where we have used Lemma A.1. Then E2 contributes to EN (τ) in (4.137), and also to SN (0) by the
fundamental theorem of calculus. Also D1 contributes to
´ τ
0
DN (τ ′) dτ ′ in (4.137). Now
|Ri| .
ˆ τ
0
e−µ0τ
′SNdτ ′, (4.162)
for i = 1, 2, 3, 4, 5, 6.
For the second integral on the right hand side of (4.150) first note
 ∑
0≤|ν′|≤|ν|−1
cν′∂
ν−ν′(β)∂ν
′
(A kj J
− 1α )


,k
= ∂ν(β,k)A
k
j J
− 1α + ∂ν(β)(A kj J
− 1α ),k
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+
 ∑
1≤|ν′|≤|ν|−1
cν′∂
ν−ν′(β)∂ν
′
(A kj J
− 1α )


,k
. (4.163)
For the integral resulting from the first term on the right hand side of (4.163)∣∣∣∣C
ˆ τ
0
µ−δ
ˆ
R3
Λij∂
ν(β,k)A
k
j J
− 1αΛ−1im∂τ∂
ν
θ
m dydτ ′
∣∣∣∣ .
ˆ τ
0
ˆ
R3
(∂νβ),k∂τ∂
ν
θ
mdydτ ′
.
ˆ τ
0
(ˆ
R3
(∂νβ)2,kdx
)1/2 (ˆ
R3
|∂νθmτ |2dx
)1/2
.
ˆ τ
0
λ1/2e−µ0τ
′
(SN )1/2dτ ′
. λ
ˆ τ
0
e−µ0τ
′
dτ ′ +
ˆ τ
0
e−µ0τ
′SNdτ ′
. λ+
ˆ τ
0
e−µ0τ
′SNdτ ′. (4.164)
For the remaining integrals from the last two terms on the right hand side of (4.163) with both the
H2(R3) →֒ L∞(R3) embedding and boundedness of ‖β‖HN+1(R3), the resulting integrals are bounded
by ˆ τ
0
e−µ0τ
′SNdτ ′. (4.165)
For the third to last integral on the left hand side of (4.148), first note:
∂ν [yk(1 + β)(A
k
j J
− 1α − δkj )] = yk∂ν [(1 + β)(A kj J −
1
α − δkj )]
+
∑
|ν′|=|ν|−1
cν′,k∂
ν′ [(1 + β)(A kj J
− 1α − δkj )], (4.166)
where cν′,k are non-negative constants depending on ν
′, k. Then the third to last integral on the left
hand side of (4.148) is
− C
ˆ τ
0
µ−δ
ˆ
R3
Λij∂
ν [yk(1 + β)(A
k
j J
− 1α − δkj )]Λ−1im∂νθmτ dydτ ′
= −C
ˆ τ
0
µ−δ
ˆ
R3
Λijyk∂
ν [(1 + β)(A kj J
− 1α − δkj )]Λ−1im∂νθmτ dydτ ′
− C
ˆ τ
0
µ−δ
ˆ
R3
Λij
∑
|ν′|=|ν|−1
cν′,k∂
ν′ [(1 + β)(A kj J
− 1α − δkj )]]Λ−1im∂νθmτ dydτ ′ (4.167)
For the first integral on the right hand side of (4.167), use finite propagation and then a combination of
theH2(R3) →֒ L∞(R3) embedding, boundedness of ‖β‖HN+1(R3) and (A.245) to estimate∣∣∣∣−C
ˆ τ
0
µ−δ
ˆ
R3
Λijyk∂
ν [(1 + β)(A kj J
− 1α − δkj )]Λ−1im∂νθmτ dydτ ′
∣∣∣∣
≤
ˆ τ
0
ˆ
R3
C
1 +Kτ
µδ
Λij∂
ν [(1 + β)(A kj J
− 1α − δkj )]Λ−1im∂νθmτ dydτ ′
.
ˆ τ
0
e−µ0τ
′SNdτ ′. (4.168)
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Using a combination of the H2(R3) →֒ L∞(R3) embedding, boundedness of ‖β‖HN+1,∞(R3) and
(A.245), the second integral on the right hand side of (4.167) is straightforward to bound by
ˆ τ
0
e−µ0τ
′SNdτ ′. (4.169)
For the second to last integral on the right hand side (4.148), a similar argument to (4.164) gives∣∣∣∣C
ˆ τ
0
µ−δ
ˆ
R3
Λik(∂
νβ),kΛ
−1
im∂
ν
θ
m
τ dydτ
′
∣∣∣∣ . λ+
ˆ τ
0
e−µ0τ
′SNdτ ′. (4.170)
For the last integral on the left hand side of (4.148) on the first note
∂ν(ykβ) = yk∂
νβ +
∑
|ν′|=|ν|−1
cν′,k∂
ν′β. (4.171)
Then the last integral on the left hand side of (4.148) is
− C
ˆ τ
0
µ−δ
ˆ
R3
Λik∂
ν(ykβ)Λ
−1
im∂
ν
θ
m
τ dydτ
′
= −C
ˆ τ
0
µ−δ
ˆ
R3
Λikyk∂
νβΛ−1im∂
ν
θ
m
τ dydτ
′ − C
ˆ τ
0
µ−δ
ˆ
R3
Λik
∑
|ν′|=|ν|−1
cν′,k∂
ν′βΛ−1im∂
ν
θ
m
τ dydτ
′.
(4.172)
Use finite propagation in the same way as in (4.168) and then a similar argument to (4.164) to bound
the first integral on the right hand side of (4.172) by
λ+
ˆ τ
0
e−µ0τ
′SNdτ ′. (4.173)
Finally use a similar argument to (4.164) to bound the second integral on the right hand side of (4.172)
by
λ+
ˆ τ
0
e−µ0τ
′SNdτ ′. (4.174)
This concludes the energy estimate.
5 High Order Curl Estimates
We now prove the high order curl estimates necessary to control the curl contributions on the right hand
side of our energy inequality (4.137).
Proposition 5.1. Let (θ,V) : Ω → R3 × R3 be a unique local solution to (2.55)-(2.56) on [0, T ∗]
for T ∗ > 0 fixed with suppθ0 ⊆ B1(0), suppV0 ⊆ B1(0) and assume (θ,V) satisfies the a priori
assumptions (2.70). Fix N ≥ 4. Suppose β in (2.55) satisfies ‖β‖2HN+1(R3) ≤ λ and suppβ ⊆ B1(0)
where λ > 0 is fixed. Then for all τ ∈ [0, T ∗], we have the following inequalities for some 0 < κ≪ 1
BN [V](τ) . e−2µ0τ (SN (0) + BN [V](0))+ e−2µ0τλ+ (1 + τ2)e−2µ0τSN (τ), (5.175)
BN [θ](τ) . SN (0) + BN [V](0) + λ+ κSN (τ) +
ˆ τ
0
e−µ0τ
′SN (τ ′) dτ ′. (5.176)
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Proof. Proof of (5.175). We have derived the equation (D.274) for CurlΛA V in Lemma D.1. Apply
∂ν to (D.274)
CurlΛA ∂
ν
V = −[∂ν ,CurlΛA ]V + 1
1 + α
∂ν(ΛA y ×V) + α
1 + α
∂ν((1 + β)−1(ΛA∇β ×V))
+
µ(0)∂ν(CurlΛA (V(0)))
µ
− µ(0)∂
ν(ΛA y ×V(0))
(1 + α)µ
+
αµ(0)∂ν((1 + β)−1(ΛA∇β ×V(0))
(1 + α)µ
+
1
µ
ˆ τ
0
µ∂ν [∂τ ,CurlΛA ]Vdτ
′ − 1
(1 + α)µ
ˆ τ
0
µ∂ν [∂τ ,ΛA y×]Vdτ ′
+
α
(1 + α)µ
ˆ τ
0
µ∂ν((1 + β)−1[∂τ ,ΛA∇β×]V)dτ ′
− 2
µ
ˆ τ
0
µ∂ν(CurlΛA (Γ
∗
V))dτ ′ +
2
(1 + α)µ
ˆ τ
0
µ∂ν(ΛA y × (Γ∗V))dτ ′
+
2α
(1 + α)µ
ˆ τ
0
µ∂ν((1 + β)−1ΛA∇β × (Γ∗V))dτ ′
+
C
2µ
ˆ τ
0
µ1−δ−σ∂ν(Λy × Λθ)dτ ′ − C
2µ
ˆ τ
0
µ1−δ−σ∂ν(ΛA [Dθ]y × Λη)dτ ′
+
αC
(1 + α)µ
ˆ τ
0
µ1−δ−σ∂ν((1 + β)−1(ΛA∇β × Λθ))dτ ′
− αC
(1 + α)µ
ˆ τ
0
µ1−δ−σ∂ν((1 + β)−1(ΛA∇β × Λy))dτ ′. (5.177)
We take the ‖ · ‖2 norm of (5.177), and if |ν| = N then multiply by [µ(τ)]−δ , and then estimate the
right hand side. As can be seen from (5.177), many terms and hence estimates are similar. Therefore
we give the key estimates below and remark similar arguments will hold for the other terms.
For the second term on the right hand side of (5.177), 11+α∂
ν(ΛA y × V), for |ν| ≤ N − 1 use
finite propagation, ˆ
R3
1
(1 + α)2
|∂ν(ΛA y ×V)|2 . (1 + τ2)e−2µ0τSN (5.178)
For |ν| = N , similarly
µ−δ‖ 1
1 + α
∂ν(ΛA y ×V)‖2 . (1 + τ2)e−2µ0τSN , (5.179)
including µ−δ in SN if needed.
For the third term on the right hand side of (5.177), use a combination of the H2(R3) →֒ L∞(R3)
embedding and boundedness of ‖β‖HN+1,∞(R3)
e−2µ0τSN &


‖ α
1 + α
∂ν((1 + β)−1(ΛA∇β ×V))‖2 if |ν| ≤ N − 1,
µ−δ‖ α
1 + α
∂ν((1 + β)−1(ΛA∇β ×V))‖2 if |ν| = N.
(5.180)
For the fifth term on the right hand side of (5.177), we use the compact support of ∂ν∂τθ(0) for ν ≤ N
from finite propagation to in this case bound |y| . 1, and we conclude
e−2µ0τ (SN (0)) &


‖µ(0)∂
ν(ΛA y ×V(0))
(1 + α)µ
‖2 if |ν| ≤ N − 1,
µ−δ‖µ(0)∂
ν(ΛA y ×V(0))
(1 + α)µ
‖2 if |ν| = N.
(5.181)
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For eighth term on the right hand side of (5.177), α(1+α)µ
´ τ
0
µ∂ν((1+ β)−1[∂τ ,ΛA∇β×]V)dτ ′, first
compute
∂ν [∂τ ,ΛA y×]∂τθkj = ∂ν(∂τ (ΛjmA sm)ys∂τθk − ∂τ (ΛkmA sm)ys∂τθj). (5.182)
For the first term on the right hand side,
∂τ (∂τΛjmA
s
mys + Λjm∂τA
s
mys)∂τθ
k = ∂τΛjm((∂
νA sm)ys∂τθ
k + A smys(∂
ν∂τθ
k))
+ Λjm(∂
ν(∂τA
s
m)ys∂τθ
k + ∂τA
s
mys∂
ν∂τθ
k) + R. (5.183)
We are denoting by R above favorable remainder terms. Schematically consider the first two terms on
the right hand side of above
∂τΛ ∂
νDθyV︸ ︷︷ ︸
=:D1
+ ∂τΛAy∂
ν
V︸ ︷︷ ︸
=:D2
+Λ(∂νDV) yV︸ ︷︷ ︸
=:D3
+ΛDV y∂νV︸ ︷︷ ︸
=:D4
(5.184)
ForD1 ˆ
R3
1
µ2
∣∣∣ˆ τ
0
µ∂τΛ ∂
νDθyV dτ ′
∣∣∣2 dy
. e−2µ1τ
ˆ
R3
∣∣∣ ˆ τ
0
∣∣∣eµ1τ ′(1 +Kτ ′)∂τΛ ∂νDθV∣∣∣ dτ ′∣∣∣2 dy
. e−2µ1τ sup
0≤τ ′≤τ
ˆ
R3
|∂νDθ|2
∣∣∣ˆ τ
0
|eµ1τ ′(1 + τ ′)∂τΛV| dτ ′
∣∣∣2 dy
. e−2µ1τ sup
0≤τ ′≤τ
(‖∂νDθ‖2) ∣∣∣ˆ τ
0
eµ1τ
′
(1 + τ ′)e−µ1τ
′
e−µ0τ
′
(SN )1/2dτ ′
∣∣∣2
. e−2µ0τSN (τ), (5.185)
where we use theH2(R3) →֒ L∞(R3) embedding on ‖V‖L∞ . ForD2,
ˆ
R3
1
µ2
|
ˆ τ
0
µ∂τΛA y∂
ν∂τθdτ
′|2 .
ˆ
R3
1
µ2
(1 +Kτ)2 sup
0≤τ≤τ ′
|∂ν∂τθ|2|
ˆ τ
0
1dτ ′|2
. e−2µ1τ
′
(1 +Kτ)2e−2µ0τSN τ2
. e−2µ0τ
′SN (5.186)
ForD3, first integrate by parts in τ ,
1
µ
ˆ τ
0
µΛ(∂ν∂τDθ)y∂τθdτ
′ =
1
µ
(µΛV (∂νDθ)y)
∣∣τ
0
− 1
µ
ˆ τ
0
µ(
µτ
µ
Λ∂τθy + ∂τΛ∂τθy + Λ∂ττθy) ∂
νDθ dτ ′
= A+B + C +D. (5.187)
Then
‖A‖ . (1 +Kτ)‖∂τθ‖L∞‖∂νDθ‖+ µ−1SN (0) . (1 + τ)e−µ0τ (SN )1/2‖∂νDθ‖+ e−µ0τSN (0),
‖B‖ . sup
0≤τ ′≤τ
‖∂νDθ‖e−µ1τ
ˆ τ
0
(1 + τ ′)eµ1τ
′−µ0τ
′‖∂τθ‖L∞dτ ′,
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. sup
0≤τ ′≤τ
‖∂νDθ‖(SN )1/2e−µ0τ (1 + τ)
‖C‖ . sup
0≤τ ′≤τ
‖∂νDθ‖(SN )1/2e−µ0τ . (5.188)
Now forD in the same way as for B first note∣∣∣∣e−µ1τ
ˆ τ
0
eµ1τ
′−µ0τ
′
dτ ′
∣∣∣∣ . e−µ0τ . (5.189)
Then using our equation for θ (2.55) to rewrite ∂ττθ and noting each term gains a µ
−σ factor from
µσ∂ττθi in (2.55) and our a priori assumption SN < 1/3, we have
‖D‖ . sup
0≤τ ′≤τ
‖∂νDθ‖e−µ0τ (1 + τ), (5.190)
ForD4,
ˆ
R3
1
µ2
|
ˆ τ
0
µΛDVy∂ν∂τθdτ
′|2 .
ˆ
R3
1
µ2
(1 +Kτ)2‖DV‖2L∞ sup
0≤τ≤τ ′
|∂ν∂τθ|2|
ˆ τ
0
1dτ ′|2
. e−2µ1τ
′
(1 +Kτ)2e−2µ0τSNτ2
. e−2µ0τ
′SN (5.191)
Hence
(1 + τ2)e−2µ0τSN &


‖ 1
(1 + α)µ
ˆ τ
0
µ∂ν [∂τ ,ΛA y×]Vdτ ′‖2 if |ν| ≤ N − 1,
µ−δ‖ 1
(1 + α)µ
ˆ τ
0
µ∂ν [∂τ ,ΛA y×]Vdτ ′‖2 if |ν| = N.
(5.192)
For the thirteenth term on the right hand side of (5.177), C2µ
´ τ
0
µ1−δ−σ∂ν(Λy × Λθ)dτ , first compute
∂ν [(Λy × Λθ)]ij = ∂ν(ΛjsysΛikθk − ΛisysΛjkθk). (5.193)
For the left term
∂ν(ΛjsysΛikθ
k) = ΛjsΛikys∂
ν +
∑
|ν′|=|ν|−1
cv′,sΛjsΛik∂
ν′
θ
k (5.194)
Schematically consider the first term
ΛΛy∂νθ := C1 (5.195)
Then:
‖ C
2µ
ˆ τ
0
µ1−δ−σC1dτ
′‖2 =
ˆ
R3
C
2
4µ2
∣∣∣ˆ τ
0
µ1−δ−σΛΛy∂νθdτ ′
∣∣∣2dy
. (1 + τ2)
1
µ2
∣∣∣ ˆ τ
0
µ1−δ−σdτ ′
∣∣∣2 sup
0≤τ≤τ ′
‖∂νθ‖2
. (1 + τ2)U(τ)SN (τ), (5.196)
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where we define U(τ) = 1µ2 |
´ τ
0
µ1−δ−σdτ ′|2. Now for U ,
U . e−2µ1τ
∣∣∣ ˆ τ
0
e(1−δ−σ)µ1τ
′
dτ ′
∣∣∣2
. e−2µ1τ (e2(1−δ−σ)µ1τ + 1)
. e−2µ0τ (5.197)
Hence
‖ C
2µ
ˆ τ
0
µ1−δ−σC1dτ
′‖2 . (1 + τ2)e−2µ0τSN (5.198)
Similar for the sum in (5.194) except bound is just e−2µ0τSN there. Hence
(1 + τ2)e−2µ0τSN &


‖ C
2µ
ˆ τ
0
µ1−δ−σ∂ν(Λy × Λθ)dτ ′‖2 if |ν| ≤ N − 1
µ−δ‖ C
2µ
ˆ τ
0
µ1−δ−σ∂ν(Λy × Λθ)dτ ′‖2 if |ν| = N
(5.199)
For the fourteenth term on the right hand side of (5.177),− C2µ
´ τ
0
µ1−δ−σ∂ν(ΛA [Dθ]y×Λη)dτ ′, first
rewrite
[ΛA [Dθ]y × Λη]ij = ΛjmA sℓ θℓ,m ysΛikηk − ΛimA sℓ θℓ,m ysΛjkηk
= (ΛjmA
s
ℓ θ
ℓ,m ysΛikθ
k − ΛimA sℓ θℓ,m ysΛjkθk) + (ΛjmA sℓ θℓ,m ysΛikyk − ΛimA sℓ θℓ,m ysΛjkyk)
= [ΛA [Dθ]y × Λθ]ij + [ΛA [Dθ]y × Λy]ij. (5.200)
The ΛA [Dθ]y × Λθ term is similar to other terms and analogous arguments apply to estimate this
term. For the ΛA [Dθ]y × Λy term, first compute:
∂ν(ΛjmA
s
ℓ θ
ℓ,m ysΛiky
k) = cΛΛ(∂ν(DθDθ))yy︸ ︷︷ ︸
=:G1
+
∑
|ν′|=|ν|−2
c(∂ν
′
(DθDθ))ΛΛ +
∑
|ν′|=|ν|−1
c(∂ν
′
(DθDθ))yΛΛ. (5.201)
The two sums above are straightforward to handle using methods from above andH2(R3) →֒ L∞(R3)
embedding. For G1, for 0 ≤ |ν| ≤ N − 1,
‖ C
2µ
ˆ τ
0
µ1−δ−σG1dτ
′‖2 =
ˆ
R3
C
2
4µ2
∣∣∣ˆ τ
0
cµ1−δ−σΛΛ∂ν(DθDθ)yydτ ′
∣∣∣2dy
.
1
µ2
∣∣∣ˆ τ
0
(1 +Kτ ′)2µ1−δ−σdτ ′
∣∣∣2 sup
0≤τ≤τ ′
‖∂νθ‖2
.
1
µ2
∣∣∣ˆ τ
0
(1 +Kτ ′)2µ1−δ−σdτ ′
∣∣∣2 sup
0≤τ≤τ ′
‖∂νθ‖2
.
1
µ2
∣∣∣ˆ τ
0
µ1−σdτ ′
∣∣∣2 sup
0≤τ≤τ ′
‖∂νθ‖2
. e−2µ1τ (e2µ1τ−σµ1τ + 1)SN (τ)
. e−2µ0τSN (τ). (5.202)
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For ν = N a similar argument holds except there we include the additional, artificially introduced, time
weight µ−δ in SN . Hence
(1 + τ2)e−2µ0τSN &


‖ C
2µ
ˆ τ
0
µ1−δ−σ∂ν(ΛA [Dθ]y × Λη)dτ ′‖2 if |ν| ≤ N − 1
µ−δ‖ C
2µ
ˆ τ
0
µ1−δ−σ∂ν(ΛA [Dθ]y × Λη)dτ ′‖2 if |ν| = N
(5.203)
For the last term on the right hand side of (5.177), use the compact support of β and it’s derivatives
to bound y, and then apply (5.197) in combination with the H2(R3) →֒ L∞(R3) embedding and
‖β‖2HN+1,∞(R3) ≤ λ to obtain
e−2µ0τλ &


‖ αC
(1 + α)µ
ˆ τ
0
µ1−δ−σ∂ν((1 + β)−1(ΛA∇β × Λy))dτ ′‖2 if |ν| ≤ N − 1
µ−δ‖ αC
(1 + α)µ
ˆ τ
0
µ1−δ−σ∂ν((1 + β)−1(ΛA∇β × Λy))dτ ′‖2 if |ν| = N
(5.204)
This concludes the proof of (5.175).
Proof of (5.176). Using the Fundamental Theorem of Calculus we rewrite two terms in the
equation (D.275) for CurlΛA θ in Lemma D.1. Apply ∂
ν to the resulting equation
CurlΛA ∂
ν
θ = −[∂ν ,CurlΛA ]θ+ 1
1 + α
∂ν(ΛA y × θ) + α
1 + α
∂ν((1 + β)−1ΛA∇β × θ)
+ ∂ν(CurlΛA ([θ(0)])) − 1
1 + α
∂ν(ΛA y × θ(0))− α
1 + α
∂ν((1 + β)−1ΛA∇β × θ(0))
+ µ(0)∂ν(CurlΛA (V(0)))
ˆ τ
0
1
µ(τ ′)
dτ ′ − µ(0)∂
ν(ΛA y ×V(0))
1 + α
ˆ τ
0
1
µ(τ ′)
dτ ′
− αµ(0)∂
ν((1 + β)−1ΛA∇β ×V(0))
1 + α
ˆ τ
0
1
µ(τ ′)
dτ ′
+
ˆ τ
0
∂ν([∂τ ,CurlΛA ]θ)dτ
′ +
1
1 + α
ˆ τ
0
∂ν([∂τ ,ΛA y×]θ)
+
α
(1 + α)
ˆ τ
0
∂ν((1 + β)−1[∂τ ,ΛA∇β×]θ)dτ ′
+
ˆ τ
0
1
µ(τ ′)
ˆ τ ′
0
µ(τ ′′)∂ν([∂τ ,CurlΛA ]V)dτ
′′dτ ′
− 1
1 + α
ˆ τ
0
1
µ(τ ′)
ˆ τ ′
0
µ(τ ′′)∂ν([∂τ ,ΛA y×]V)dτ ′′dτ ′
− α
(1 + α)
ˆ τ
0
1
µ(τ ′)
ˆ τ ′
0
µ(τ ′′)∂ν((1 + β)−1[∂τ ,ΛA∇β×]V)dτ ′′dτ ′
−
ˆ τ
0
2
µ(τ ′)
ˆ τ ′
0
µ(τ ′′) ∂ν(CurlΛA (Γ
∗
V))dτ ′′dτ ′
+
2
1 + α
ˆ τ
0
1
µ(τ ′)
ˆ τ ′
0
µ(τ ′′) ∂ν(ΛA y × (Γ∗V))dτ ′′dτ ′
+
2α
1 + α
ˆ τ
0
1
µ(τ ′)
ˆ τ ′
0
µ(τ ′′) ∂ν((1 + β)−1ΛA∇β × (Γ∗V))dτ ′′dτ ′
36
+
C
1 + α
ˆ τ
0
1
µ
ˆ τ ′
0
µ1−δ−σ∂ν(Λy × Λθ)dτ ′′dτ ′
− C
1 + α
ˆ τ
0
1
µ
ˆ τ ′
0
µ1−δ−σ∂ν(ΛA [Dθ]y × Λη)dτ ′′dτ ′
+
αC
1 + α
ˆ τ
0
1
µ
ˆ τ ′
0
µ1−δ−σ∂ν((1 + β)−1(Λ∇β × Λθ))dτ ′′dτ ′
− αC
1 + α
ˆ τ
0
1
µ
ˆ τ ′
0
µ1−δ−σ∂ν((1 + β)−1(ΛA∇β × Λy))dτ ′′dτ ′ (5.205)
We take the ‖ · ‖2 norm of (5.205), and if |ν| = N then multiply by [µ(τ)]−δ , and then estimate the
right hand side. As can be seen from (5.205) and (5.177), many terms and hence estimates are similar.
Therefore we give the key estimates below and remark similar arguments to these and the proof of
(5.175) will hold for the other terms.
For the second term on the right hand side of (5.205), 11+α∂
ν(ΛA y × θ),
∂ν(ΛA y × θ) = Λy∂ν(A θ) + R, (5.206)
where R are favorable remainder terms. Note
∂ν(A θ) = A ∂νθ+ ∂ν−1((D2θ)θ) (5.207)
Then
‖ΛyA ∂νθ‖2 . ‖
ˆ τ
0
y∂ν∂τθdτ
′ + y∂νθ(0)‖2
.
ˆ
R3
|
ˆ τ
0
(1 +Kτ ′)∂ν∂τθdτ
′|2 + |∂νθ(0)|2 dy
.
ˆ
R3
|
ˆ τ
0
(1 +Kτ ′)µ−σ/4µ−σ/4µσ/2∂ν∂τθdτ
′|2dy + SN (0)
.
ˆ
R3
(
ˆ τ
0
(1 +Kτ ′)2e−µ0τ
′
dτ ′)(
ˆ τ
0
e−µ0τ
′
µσ|∂ν∂τθ|2dτ ′)dy + SN (0)
.
ˆ τ
0
e−µ0τ
′SNdτ ′ + SN (0). (5.208)
Next,
‖Λy∂ν−1((D2θ)θ)‖2 . SN‖y∂νℓθ‖2L∞(R3) where |νℓ| ≤
N
2
. (‖y∂νℓθ(0)‖L∞ +
ˆ τ
0
‖y∂νℓ∂τθ‖L∞)2
. SN (0) + (
ˆ τ
0
(1 +Kτ ′)e−µ0τ
′√SN )2
. SN (0) + (
ˆ τ
0
(1 +Kτ ′)e−µ0τ
′
dτ ′)(
ˆ τ
0
e−µ0τ
′SNdτ ′)
. SN (0) +
ˆ τ
0
e−µ0τ
′SNdτ ′ (5.209)
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Thus, since top order here with µ−δ is simple,
SN (0) +
ˆ τ
0
e−µ0τ
′SNdτ ′ &


‖ 1
1 + α
∂ν(ΛA y × θ)‖2 if |ν| ≤ N − 1
µ−δ‖ 1
1 + α
∂ν(ΛA y × θ)‖2 if |ν| = N
(5.210)
For the eleventh term on the right hand side of (5.205), 11+α
´ τ
0 ∂
ν([∂τ ,ΛA y×]θ), note
∂ν([∂τ ,ΛA y×]θ) = y∂ν(∂τ (ΛA )θ) + R, (5.211)
where R are favorable remainder terms. Note ∂τ (ΛA ) = (∂τΛ)A + Λ(∂τA ). Also ∂ν(A θ) =
∂ν−1((D2θ)θ) + A ∂ν(θ). Then
‖
ˆ τ
0
y∂τΛ∂
ν−1((D2θ)θ)dτ ′‖2
.
ˆ
R3
|
ˆ τ
0
(1 +Kτ ′)e−
µ0
2
τ ′e−
µ0
2
τ ′∂νhθ∂νℓθdτ ′|2dy
(
where |νh| ≥ N
2
+ 1, |νℓ| ≤ N
2
)
. ‖∂νℓθ‖2L∞
ˆ
R3
(
ˆ τ
0
e−µ0τ
′ |∂νhθ|2dτ ′)(
ˆ τ
0
e−µ0τ
′
(1 +Kτ ′)2dτ ′)dy
.
ˆ τ
0
e−µ0τ
′SNdτ ′. (5.212)
Similar for y∂τΛA ∂νθ, except just bound A . Next,
∂ν(∂τA θ) = (∂
ν(∂τDθ))θ + ∂
ν−1([∂τDθ][Dθ]). (5.213)
For |ν| ≤ N − 1,
‖
ˆ τ
0
Λy∂ν(∂τDθ)θdτ
′‖2 .
ˆ
R3
|
ˆ τ
0
(1 +Kτ ′)e−
µ0
2
τ ′e−
µ0
2
τ ′eµ0τ
′
(∂ν+1∂τθ)θdτ
′|2dy
. ‖θ‖2L∞
ˆ
R3
(
ˆ τ
0
e−µ0τ
′
e2µ0τ
′ |∂ν+1∂τθ|2dτ ′)(
ˆ τ
0
e−µ0τ
′
(1 +Kτ ′)2dτ ′)dy
.
ˆ τ
0
e−µ0τ
′SNdτ ′. (5.214)
For ν = N we integrate by parts in τ
ˆ τ
0
Λyθ∂τ (∂
ν+1
θ)dτ ′ = Λyθ∂ν+1θ|τ0 −
ˆ τ
0
Λy(∂τθ)∂
ν+1
θdτ ′ −
ˆ τ
0
(∂τΛ)yθ∂
ν+1
θdτ ′
= (I) + (II) + (III). (5.215)
Note
µ−δ‖(I)‖2 . SN (0) + µ−2
ˆ
R3
|yθ|2|∂ν+1θ|2dy
. SN (0) + SN‖yθ‖2L∞
. SN (0) + SN (‖yθ(0)‖L∞ +
ˆ τ
0
‖y∂τθ‖L∞dτ ′)2
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. SN (0) + SN (SN (0) + (
ˆ τ
0
e−µ0τ
′√SN (1 +Kτ ′)dτ ′)2)
. SN (0) + SN (SN (0) + (
ˆ τ
0
e−µ0τ
′
(1 +Kτ ′)2dτ ′)(
ˆ τ
0
e−µ0τ
′SNdτ ′))
. SN (0) +
ˆ τ
0
e−µ0τ
′SNdτ ′. (5.216)
For (II), let ς > 0 be such that 2ς < µ0. Then,
µ−δ‖(II)‖2 = µ−δ
ˆ
R3
|
ˆ τ
0
Λy∂τθ∂
ν+1
θdτ ′|2
. µ−δ
ˆ
R3
(
ˆ τ
0
e2ςτ
′|y∂τθ|2dτ ′)(
ˆ τ
0
e−2ςτ
′ |∂ν+1θ|2dτ ′)dy
.
ˆ τ
0
e2ςτ
′‖y∂τθ‖2L∞dτ ′SN
ˆ τ
0
e−2ςτ
′
dτ ′
.
ˆ τ
0
e2ςτ
′
(1 +Kτ ′)2e−µ0τ
′
e−µ0τ
′SNdτ ′
.
ˆ τ
0
e−µ0τ
′SNdτ ′. (5.217)
Now (III) is similar to other estimates as well as top order µ−δ inside integral argument. Also
∂ν−1([∂τDθ][Dθ]) estimate is similar to other estimates. Hence
SN (0) +
ˆ τ
0
e−µ0τ
′SNdτ ′ &


‖ 1
1 + α
ˆ τ
0
∂ν([∂τ ,ΛA y×]θ)‖2 if |ν| ≤ N − 1
µ−δ‖ 1
1 + α
ˆ τ
0
∂ν([∂τ ,ΛA y×]θ)‖2 if |ν| = N
(5.218)
For the fourteenth term on the right hand side of (5.205) which is as follows
− 1
1 + α
ˆ τ
0
1
µ(τ ′)
ˆ τ ′
0
µ(τ ′′)∂ν([∂τ ,ΛA y×]V)dτ ′′dτ ′
we first note
∂ν([∂τ ,ΛA y×]∂τθ) = y∂ν(∂τ (ΛA )∂τθ) + R, (5.219)
where R are favorable remainder terms. Then
‖
ˆ τ
0
1
µ
ˆ τ ′
0
µy∂ν(∂τ (ΛA )∂τθ)dτ
′′dτ ′‖2
.
ˆ
R3
|
ˆ τ
0
(1 +Kτ ′)(1 + τ ′)
µ1/2
1
(1 + τ ′)µ1/2
ˆ τ ′
0
µ∂ν(∂τ (ΛA )∂τθ)dτ
′′)dτ ′|dy
.
ˆ
R3
[(
ˆ τ
0
(1 +Kτ ′)2(1 + τ ′)2
µ
dτ ′)
ˆ τ
0
1
(1 + τ ′)2µ
(
ˆ τ ′
0
µ∂ν(∂τ (ΛA )∂τθ)dτ
′′)2]dy
.
ˆ τ
0
1
(1 + τ ′)2µ
‖
ˆ τ
0
µ∂ν(∂τ (ΛA )∂τθ)dτ
′′‖2dτ ′. (5.220)
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Then by a similar argument to other estimates,
ˆ τ
0
e−µ0τ
′SNdτ ′ &


‖ 1
1 + α
ˆ τ
0
1
µ(τ ′)
ˆ τ ′
0
µ(τ ′′)∂ν([∂τ ,ΛA y×]V)dτ ′′dτ ′‖2 if |ν| ≤ N − 1,
µ−δ‖ 1
1 + α
ˆ τ
0
1
µ(τ ′)
ˆ τ ′
0
µ(τ ′′)∂ν([∂τ ,ΛA y×]V)dτ ′′dτ ′‖2 if |ν| = N.
(5.221)
For the nineteenth term on the right hand side of (5.205), C1+α
´ τ
0
1
µ
´ τ ′
0
µ1−δ−σ∂ν(Λy × Λθ)dτ ′′dτ ′,
we fix 0 < X < 1− σ4 sufficiently small so that σ4 + 12+ δ2−X > 0. Then fix 0 < Y < σ4 + 12+ δ2−X .
Then
‖
ˆ τ
0
C
2µ
ˆ τ ′
0
µ1−δ−σ(∂ν(Λy × Λθ))dτ ′′dτ ′‖2
.
ˆ
R3
(
ˆ τ
0
1
µ2X
dτ ′)
ˆ τ
0
1
µ2−2X
(
ˆ τ ′
0
µ1−δ−σ(∂ν(Λy × Λθ))dτ ′′)2dτ ′dy
.
ˆ τ
0
1
µ2−2X
‖
ˆ τ ′
0
µ1−δ−σ∂ν(Λy × Λθ)dτ ′′‖2dτ ′
.
ˆ τ
0
e−µ0τ
′SN , (5.222)
where we conclude the final bound by a similar argument to other estimates since
1
µ2−2X
|
ˆ τ
0
µ1−δ−σ(1 +Kτ)2dτ |2 . e(2X−2)µ1τ
∣∣∣ˆ τ
0
e(1−δ−σ+Y )µ1τ
′
dτ ′
∣∣∣2
. e(2X−2)µ1τ (e2(1−δ−σ+Y )µ1τ + 1)
. e−µ0τ . (5.223)
Hence
ˆ τ
0
e−µ0τ
′SNdτ ′ &


‖ C
1 + α
ˆ τ
0
1
µ
ˆ τ ′
0
µ1−δ−σ∂ν(Λy × Λθ)dτ ′′dτ ′‖2 if |ν| ≤ N − 1
µ−δ‖ C
1 + α
ˆ τ
0
1
µ
ˆ τ ′
0
µ1−δ−σ∂ν(Λy × Λθ)dτ ′′dτ ′‖2 if |ν| = N
(5.224)
For the twentieth term on the right hand side of (5.205), − C1+α
´ τ
0
1
µ
´ τ ′
0
µ1−δ−σ∂ν(ΛA [Dθ]y ×
Λη)dτ ′′dτ ′, first
ΛA [Dθ]y × Λη = ΛA [Dθ]y × Λθ+ ΛA [Dθ]y × Λy. (5.225)
Then a similar argument to above holds except at top order |ν| = N . At top order order, |ν| = N , note,
withX defined as above,
µ−δ‖
ˆ τ
0
C
2µ
ˆ τ ′
0
µ1−δ−σ(∂ν(Λy × Λθ))dτ ′′dτ ′‖2
. µ−δ
ˆ
R3
[
ˆ τ
0
1
µ(τ ′)2X
dτ ′
ˆ τ
0
1
µ(τ ′)2−2X
(
ˆ τ ′
0
µ1−δ−σ(∂ν(Λy × Λθ))dτ ′′)2dτ ′dy
. sup
0≤τ ′≤τ
[µ(τ ′)−δ]
ˆ τ
0
µ−δ
µ−δµ2−2X
‖
ˆ τ ′
0
µ1−δ−σ(∂ν(Λy × Λθ))dτ ′′‖2dτ ′
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. sup
0≤τ ′≤τ
[µ(τ ′)−δ] sup
0≤τ ′≤τ
[
1
µ(τ ′)−δ
]
ˆ τ
0
1
µ2−2X
µ−δ‖
ˆ τ ′
0
µ1−δ−σ(∂ν(Λy × Λθ))dτ ′′‖2dτ ′
=
ˆ τ
0
1
µ2−2X
µ−δ‖
ˆ τ ′
0
µ1−δ−σ(∂ν(Λy × Λθ))dτ ′′‖2dτ ′
.
ˆ τ
0
e−µ0τ
′SNdτ ′, (5.226)
where the last bound follows from a similar argument to above, where we include µ−δ in SN if needed.
Hence
ˆ τ
0
e−µ0τ
′SNdτ ′ &


‖ C
1 + α
ˆ τ
0
1
µ
ˆ τ ′
0
µ1−δ−σ∂ν(ΛA [Dθ]y × Λη)dτ ′′dτ ′‖2 if |ν| ≤ N − 1,
µ−δ‖ C
1 + α
ˆ τ
0
1
µ
ˆ τ ′
0
µ1−δ−σ∂ν(ΛA [Dθ]y × Λη)dτ ′′dτ ′‖2 if |ν| = N.
(5.227)
Finally for the last term on the right hand side of (5.205), using a combination of the H2(R3) →֒
L∞(R3) embedding and ‖β‖2HN+1,∞(R3) ≤ λ, a similar argument, without applying finite propagation,
to other estimates and then (4.164) gives
λ+
ˆ τ
0
e−µ0τ
′SNdτ ′
&


‖ αC
1 + α
ˆ τ
0
1
µ
ˆ τ ′
0
µ1−δ−σ∂ν((1 + β)−1(ΛA∇β × Λy))dτ ′′dτ ′‖2 if |ν| ≤ N − 1,
µ−δ‖ αC
1 + α
ˆ τ
0
1
µ
ˆ τ ′
0
µ1−δ−σ∂ν((1 + β)−1(ΛA∇β × Λy))dτ ′′dτ ′‖2 if |ν| = N.
(5.228)
This concludes the proof of (5.176).
6 Energy Inequality and Proof of the Main Theorem
By the LocalWell-Posedness Theorem 2.4 there exists a unique solution to (2.55) on some time interval
[0, T ∗], T ∗ > 0. From Propositions 4.3 and 5.1 with κ > 0 chosen small enough and by using the
equivalence of the norm SN and the modified energy EN + CN−1 as well as a similar argument to
(4.164), we conclude that there exist universal constants c1, c2, c3, c4 ≥ 1 such that for any 0 ≤ τ∗ ≤
τ ≤ T
SN (τ ; τ∗) ≤ c1SN (τ∗) + c2λ+ c3(SN (0) + BN [V](0)) + c4
ˆ τ
τ∗
e−
µ0
2
τ ′SN (τ ′; τ∗)dτ ′. (6.229)
Here SN (τ ; τ∗) denotes the sliced norm of SN from τ∗ to τ with sup0≤τ ′≤τ replaced by supτ∗≤τ ′≤τ .
By a standard well-posedness estimate, we deduce that the time of existence T is inversely proportional
to the size of the initial data, i.e.: T ∼ (SN (0) + BN [V](0))−1. Choose ε > 0 so small that the time
of existence T satisfies
e−µ0T/4 ≤ κµ0
c4
, sup
τ≤T
SN (τ) ≤ c (SN (0) + BN [V](0) + λ) (6.230)
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where c > 0 is a universal constant provided by the local-in-time well-posedness theory. Let
C∗ = 3(c1c+ c2 + c3). (6.231)
Define
T := sup
τ≥0
{ solution to (2.55) exists on [0, τ) and SN (τ) ≤ C∗
(SN (0) + BN [V](0) + λ)}. (6.232)
Observe that T ≥ T since c ≤ C∗. Letting τ∗ = T2 in (6.229) for any τ ∈ [T2 , T ] we obtain
SN (τ ; T
2
) ≤ c1SN (T
2
) + c2λ+ c3
(SN (0) + BN [V](0))+ c4 ˆ τ
T
2
e−
µ0
2
τ ′SN (τ ′; T
2
) dτ ′. (6.233)
Therefore, using (6.230) we conclude that for any τ ∈ [T2 , T ]
SN (τ ; T
2
) ≤ c1SN (T
2
) + c2λ+ c3
(SN (0) + BN [V](0))+ c4
µ0
e−µ0T/4SN (τ ; T
2
)
≤ c1SN (T
2
) + c2λ+ c3
(SN (0) + BN [V](0))+ κSN (τ ; T
2
). (6.234)
Since by (6.230), SN (T2 ) ≤ c
(SN (0) + BN [V](0) + λ) we conclude from (6.234) that
SN (τ ; T
2
) ≤ c1c
(SN (0) + BN [V](0) + λ)+c2λ+c3 (SN (0) + BN [V](0))+κSN (τ ; T
2
) (6.235)
which for sufficiently small κ gives
SN (τ ; T
2
) ≤ 2(c1c+ c2+ c3)
(SN (0) + BN [V](0) + λ) < C∗ (SN (0) + BN [V](0) + λ) , (6.236)
and hence
SN (τ) < C∗
(SN (0) + BN [V](0) + λ) . (6.237)
It is now easy to check the a priori bounds in (2.70) are in fact improved. For instance, by the funda-
mental theorem of calculus
‖Dθ‖W 1,∞ = ‖
ˆ τ
0
DV‖W 1,∞ ≤
ˆ τ
0
e−µ0τ
′SN (τ ′) dτ ′ . ε < 1
6
, τ ∈ [0, T ) (6.238)
for ε > 0 small enough. Similar arguments apply to the remaining a priori assumptions.
From the continuity of the map τ 7→ SN (τ ′) and the definition of T we conclude that T = ∞
and the solution to (2.55) exists globally-in-time. Furthermore, also using Proposition 5.1, the global
bound (2.74) follows.
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A Energy Identities
We give key identities which will be used in our estimates. First from Lemma 4.3 [11] we have the
following modified energy identity:
Lemma A.1. Recalling the matrix quantities introduced in (2.63) and (2.64), the following identity
holds
Λℓj(∇η∂νθ)ijΛ−1im(∇η∂νθ)mℓ,τ =
1
2
d
dτ

 3∑
i,j=1
did
−1
j ([Nν ]
j
i )
2

+ Tν . (A.239)
where the error term Tν is given as follows
Tν = −1
2
3∑
i,j=1
d
dτ
(
did
−1
j
)
([Nν ]
j
i )
2 − Tr (QNνQ−1 (∂τPP⊤N ⊤ν + N ⊤ν P∂τP⊤)) . (A.240)
In the next Lemma, we give some useful results concerning our quantities A , J and Λ
Lemma A.2. For A , J and Λ, the following identities hold
A kj J
− 1α − δkj = (A kj − δkj )J −
1
α + δkj (J
− 1α − 1), (A.241)
A kj − δkj = −A kl [Dθ]lj , (A.242)
Λij = Λip(A
j
p + A
j
l θ
l,p ), (A.243)
1−J − 1α = 1
α
Tr[Dθ] +O(|Dθ|2), (A.244)
A kj J
− 1α − δkj = −A kℓ [Dθ]ℓjJ −
1
α − δkj (
1
α
Tr[Dθ] +O(|Dθ|2)). (A.245)
Proof. First (A.241) is straightforward to verify by expanding the right-hand side. For (A.242), first
note A = [Dη]−1 and η = y + θ. We then have
A kj − δkj = A kl δlj −A kl [Dη]lj = A kl (δlj − [Dy]lj − [Dθ]lj) = −A kl [Dθ]lj . (A.246)
Next, (A.243) is proven in the following calculation where we recall A = [Dη]−1 and use η = y + θ,
Λij = Λipδ
j
p = ΛipA
j
l η
l,p= Λip(A
j
p + A
j
l θ
l,p ). (A.247)
Now (A.244) follows from the calculation
J = det[Dη] = det[Id+Dθ] = 1 + Tr[Dθ] +O(|Dθ|2). (A.248)
Finally (A.245) follows from (A.241)-(A.242) and (A.244).
B Time Based Inequalities
We have the following useful τ based inequalities, summarized by the Lemma below.
Lemma B.1. Fix an affine motion A(t) from the set S under consideration, namely require
detA(t) ∼ 1 + t3, t ≥ 0. (B.249)
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Let
µ1 := lim
τ→∞
µτ (τ)
µ(τ)
, µ0 :=
σ
2
µ1. (B.250)
Then we have the following properties
0 < µ0 = µ0(γ) ≤ µ1, (B.251)
eµ1τ . µ(τ) . eµ1τ , τ ≥ 0, (B.252)∑
a+|β|≤N
‖Xar /∂βV‖1+α+a,ψeS¯ +
∑
|ν|≤N
‖∂νV‖1+α,(1−ψ)eS¯ . e−µ0τSN (τ)
1
2 (B.253)
‖Λτ‖ . e−µ1τ , ‖Λ‖+ ‖Λ−1‖ ≤ C, (B.254)
3∑
i=1
(
di +
1
di
)
≤ C (B.255)
3∑
i=1
|∂τdi|+ ‖∂τP‖ . e−µ1τ (B.256)
|w|2 . 〈Λ−1w,w〉 . |w|2, w ∈ R3, (B.257)
for C > 0.
Proof. The result (B.251) is clear from the definition of µ0. For inequalities (B.252) and (B.254)
through (B.257) we first note that by Lemma 1.2, there exist matrices A0, A1,M(t) such that
A(t) = A0 + tA1 +M(t), t ≥ 0. (B.258)
where A0, A1 are time-independent andM(t) satisfies the bounds
‖M(t)‖ = ot→∞(1 + t), ‖∂tM(t)‖ . (1 + t)3−3γ . (B.259)
We also note detA(t) ∼ 1 + t3. Then inequalities (B.252) and (B.254) through (B.257) follow from
Lemma A.1 [11]. Finally, (B.253) follows from the definition of SN (2.66) and properties (B.251)-
(B.252) above.
C Local Well Posedness
We construct a local solution for our original Euler system (1.1)-(1.4) from generic initial data. First
write the equations (1.1)-(1.3) in terms of (ρ,u, T ) as follows where we use the material derivative
D
Dt = ∂t+u ·∇ and we have multiplied by diag(T 2, ρ2TI3, αρ2) where I3 is the 3×3 identity matrix,
T 2
Dρ
Dt
+ ρT 2 div(u) = 0 (C.260)
ρ2T
Du
Dt
+ ρT 2∇ρ+ ρ2T ∇T = 0 (C.261)
αρ2
DT
Dt
+ ρ2T div(u) = 0 (C.262)
Let (∗) denote the symmetric 5× 5 system of equations (C.260)-(C.262).
We first note a fixed affine solution (ρA,uA, TA) solves (∗) with initial data
((ρA)0, (uA)0, (TA)0) = (ρA(0, ·),uA(0, ·), TA(0, ·)). (C.263)
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Next we construct initial data, using generic initial data (ρ0,u0, T0) and our affine initial data
((ρA)0, (uA)0, (TA)0), for a modified system which allows to us to avoid the fact that we want to have
ρ0 → 0 for large x. To this end choose (σρ0 , σu0 , σT0 ) as follows
σρ0 = ϕ(ρ0 − C1) + (1− ϕ)ψ((ρA)0 − C1) + (1− ψ)ρ0, (C.264)
σu0 = ϕu0 + (1− ϕ)(uA)0, (C.265)
σT0 = ϕT0 + (1− ϕ)(TA)0, (C.266)
where ϕ, ψ ∈ C∞c (R3) are such that, for fixed R > 0 and η > 0, ϕ = 1 on B(0, R2 ), ϕ =
0 on R3 \B(0, R), ψ = 1 on B(0, R+ 2η) and ψ = 0 on R3 \B(0, R+ 3η), and C1 > 0 is such that
‖ρ0‖L∞(R3) ≤ C12 . Note the existence of C1 > 0 will be guaranteed through the regularity of ρ0. Then
by construction we will have infR3{σρ0 + C1} > 0. Now we consider (σρ0 , σu0 , σT0 ) as initial data for
the modified system
T 2
Dρ
Dt
+ (ρ+ C1)T
2 div(u) = 0 (C.267)
(ρ+ C1)
2T
Du
Dt
+ (ρ+ C1)T
2∇ρ+ (ρ+ C1)2T ∇T = 0 (C.268)
α(ρ+ C1)
2DT
Dt
+ (ρ+ C1)
2T div(u) = 0 (C.269)
Let (σ-∗) denote the symmetric 5 × 5 system of equations (C.267)-(C.269). Then, with sufficiently
regular (ρ0,u0, T0) which will be specified by the Lagrangian formulation, by Theorem II [14] there
exists Tˆ > 0 such that (σρ, σu, σT ) is a solution to (σ-∗) with initial data (σρ0 , σu0 , σT0 ). Now let
(ρB,uB, TB) = (σ
ρ + C1, σ
u, σT ). (C.270)
Since (σρ, σu, σT ) solve (σ-∗) we have that (ρB,uB , TB) solve (∗) with initial data
((ρB)0, (uB)0, (TB)0) = (σ
ρ
0 + C1, σ
u
0 , σ
T
0 ).
Next let
K = {(x, t) | 0 ≤ t ≤ T 1, x ∈ B(0, R+ η +Mt)}
M = 3c ( sup
0≤t≤T 1−κ
{‖ρB(TB)2‖L∞(B(0,R+2η)) + ‖(ρB)2TBuB‖L∞(B(0,R+2η))
+ ‖(ρB)2TB‖L∞(B(0,R+2η)) + ‖ρA(TA)2‖L∞(B(0,R+2η))
+ ‖(ρA)2TAuA‖L∞(B(0,R+2η)) + ‖(ρA)2TA‖L∞(B(0,R+2η))})
c > 0 is such that c ≤ sup
0≤t≤T∗−κ
{‖(TB)2‖L∞(R3) + ‖(ρB)2TB‖L∞(R3) + ‖α(ρB)2‖L∞(R3)},
T 1 = min(Tˆ − κ, η
2M
− κ),
κ > 0 is sufficiently small. (C.271)
Now we take
(ρ,u, T ) =
{
(ρB,uB, TB) inK,
(ρA,uA, TA) outsideK.
(C.272)
Then (ρ,u, T ) is a solution of (∗) on R3 × [0, T 1] with the following initial data
ρ0 = ϕ(ρB)0 + (1 − ϕ)(ρA)0,
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u0 = ϕ(uB)0 + (1 − ϕ)(uA)0,
T0 = ϕ(TB)0 + (1− ϕ)(TA)0, (C.273)
since (ρ,u, T ) is a solution in K and outsideK , and applying a classical property of local uniqueness
of solutions to (∗) to get that (ρ,u, T ) is continuous across ∂K .
D Curl Equations Derivation
Here we give the derivations of the equations satisfied by the modified curl of our velocity and pertur-
bation which will be used for the purpose of our estimates.
Lemma D.1. Let (θ,V) : Ω → R3 × R3 be a unique local solution to (2.55)-(2.56) on [0, T ∗] for
T ∗ > 0 fixed. Then for all τ ∈ [0, T ] the curl matrices CurlΛA V and CurlΛA θ satisfy the equations
CurlΛA V =
1
1 + α
ΛA y ×V + α
(1 + α)(1 + β)
ΛA∇β ×V
+
µ(0)CurlΛA (V(0))
µ
− µ(0)ΛA y ×V(0)
(1 + α)µ
− αµ(0)ΛA∇β ×V(0)
(1 + α)(1 + β)µ
+
1
µ
ˆ τ
0
µ[∂τ ,CurlΛA ]Vdτ
′ − 1
(1 + α)µ
ˆ τ
0
µ[∂τ ,ΛA y×]Vdτ ′
− α
(1 + α)(1 + β)µ
ˆ τ
0
µ[∂τ ,ΛA∇β×]Vdτ ′
− 2
µ
ˆ τ
0
µCurlΛA (Γ
∗
V)dτ ′ +
2
(1 + α)µ
ˆ τ
0
µΛA y × (Γ∗V)dτ ′
+
2α
(1 + α)(1 + β)µ
ˆ τ
0
µΛA∇β × (Γ∗V)dτ ′
+
C
(1 + α)µ
ˆ τ
0
µ1−δ−σΛy × Λθdτ ′ − C
(1 + α)µ
ˆ τ
0
µ1−δ−σΛA [Dθ]y × Ληdτ ′
+
αC
(1 + α)(1 + β)µ
ˆ τ
0
µ1−δ−σΛA∇β × Λθdτ ′ − αC
(1 + α)(1 + β)µ
ˆ τ
0
µ1−δ−σΛA∇β × Λydτ ′.
(D.274)
and
CurlΛA θ = CurlΛA ([θ(0)])
+ µ(0)CurlΛA (V(0))
ˆ τ
0
1
µ(τ ′)
dτ ′ − µ(0)ΛA y ×V(0)
1 + α
ˆ τ
0
1
µ(τ ′)
dτ ′
− αµ(0)ΛA∇β ×V(0)
(1 + α)(1 + β)
ˆ τ
0
1
µ(τ ′)
dτ ′ +
ˆ τ
0
[∂τ ,CurlΛA ]θdτ
′
+
1
1 + α
ˆ τ
0
ΛA y ×Vdτ ′ + α
(1 + α)(1 + β)
ˆ τ
0
ΛA∇β ×Vdτ ′
+
ˆ τ
0
1
µ(τ ′)
ˆ τ ′
0
µ(τ ′′)[∂τ ,CurlΛA ]Vdτ
′′dτ ′ − 1
1 + α
ˆ τ
0
1
µ(τ ′)
ˆ τ ′
0
µ(τ ′′)[∂τ ,ΛA y×]Vdτ ′′dτ ′
− α
(1 + α)(1 + β)
ˆ τ
0
1
µ(τ ′)
ˆ τ ′
0
µ(τ ′′)[∂τ ,ΛA∇β×]Vdτ ′′
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−
ˆ τ
0
2
µ(τ ′)
ˆ τ ′
0
µ(τ ′′)CurlΛA (Γ
∗
V)dτ ′′dτ ′ +
2
1 + α
ˆ τ
0
1
µ(τ ′)
ˆ τ ′
0
µ(τ ′′) ΛA x× (Γ∗V)dτ ′′dτ ′
+
2α
(1 + α)(1 + β)
ˆ τ
0
1
µ(τ ′)
ˆ τ ′
0
µ(τ ′′) ΛA∇β × (Γ∗V)dτ ′′dτ ′
+
C
1 + α
ˆ τ
0
1
µ(τ ′)
ˆ τ ′
0
µ(τ ′′)1−δ−σΛx× Λθdτ ′′dτ ′
− C
1 + α
ˆ τ
0
1
µ(τ ′)
ˆ τ ′
0
µ(τ ′′)1−δ−σΛA [Dθ]y × Ληdτ ′′dτ ′
+
αC
(1 + α)(1 + β)
ˆ τ
0
1
µ
ˆ τ ′
0
µ1−δ−σΛA∇β × Λθdτ ′′dτ ′
− αC
(1 + α)(1 + β)
ˆ τ
0
1
µ
ˆ τ ′
0
µ1−δ−σΛA∇β × Λydτ ′′dτ ′. (D.275)
Proof. Writing (2.55) without the source term outside the nonlinearity, we have
µσ∂ττθi+µτµ
−1+σ∂τθi+2µ
σΓ∗ij∂τθj+Cµ
−δΛiℓθℓ+
Cµ−δ
w
(wΛij((1+β)A
k
j J
− 1α −δkj )),k = 0.
(D.276)
Return back to η via η = θ+ y,
µσ∂ττηi + µτµ
−1+σ∂τηi + 2µ
σΓ∗ij∂τηj + Cµ
−δΛiℓηℓ +
Cµ−δ
w
(wΛij(1 + β)A
k
j J
− 1α ),k = 0.
(D.277)
Multiply by w
1
1+α (1 + β)−
α
1+α
w
1
1+α (1 + β)−
α
1+α (µσ∂ττηi + µτµ
−1+σ∂τηi + 2µ
σΓ∗ij∂τηj + Cµ
−δΛiℓηℓ)
+ w
1
1+α−1(1 + β)−
α
1+αCµ−δ(wΛijA
k
j J
− 1α ),k = 0 (D.278)
Note
w
1
1+α−1(1 + β)−
α
1+αCµ−δ(wΛijA
k
j J
− 1α ),k = Cµ
−δ(1 + α)ΛijA
k
j (w
1
1+α (1 + β)
1
1+αJ −
1
α ),k .
(D.279)
Moving away from coordinates we then have
w
1
1+α (1 + β)−
α
1+α (∂ττθ+ µτµ
−1+σ
θ+ 2µσΓ∗∂τθ+ Cµ
−δΛη)
+ Cµ−δ(1 + α)ΛA T∇(w 11+α (1 + β) 11+αJ − 1α ) = 0. (D.280)
Note
Cµ−δ(1 + α)ΛA T∇(w 11+α (1 + β) 11+αJ − 1α ) = Cµ−δ(1 + α)Λ∇η(w 11+α (1 + β) 11+αJ − 1α ).
(D.281)
Since CurlΛA (Λ∇ηf) = 0, apply CurlΛA to (D.280),
CurlΛA
(
w
1
1+α (1 + β)−
α
1+α (µσ∂ττθ+ µ
−1+σµτ∂τθ+ 2µ
σΓ∗∂τθ+ Cµ
−δΛη)
)
= 0. (D.282)
Now note
CurlΛA (w
1
1+α (1 + β)−
α
1+αF) = w
1
1+α (1 + β)−
α
1+α CurlΛA F+ ΛA∇(w 11+α (1 + β)− α1+α )× F.
(D.283)
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Also
(w
1
1+α (1 + β)−
α
1+α ),s =
1
1 + α
w
1
1+α−1w,s (1 + β)
− α
1+α − α
1 + α
(1 + β)−
α
1+α−1β,s w
1
1+α
= − 1
1 + α
w
1
1+α (1 + β)−
α
1+α ys − α
1 + α
(1 + β)−
1+2α
1+α β,s w
1
1+α (D.284)
since w,s= −ysw. So
ΛA∇(w 11+α (1+β)− α1+α )×F = −w
1
1+α (1 + β)−
α
1+α
1 + α
ΛA y×F−α(1 + β)
− 1+2α
1+α w
1
1+α
1 + α
ΛA∇β×F
(D.285)
where
[ΛA y × F]ij := ΛjmA smxsFi − ΛimA smysFj . (D.286)
So multiplying (D.282) by w−
1
1+α (1 + β)
α
1+α we have and using CurlΛA (Λη) = 0 we have
µσCurlΛA (∂ττθ) + µ
−1+σµτCurlΛA (∂τθ) + 2µ
σCurlΛA (Γ
∗∂τθ)
− 1
1 + α
ΛA x× (µσ∂ττθ+ µ−1+σµτ∂τθ+ 2µσΓ∗∂τθ+ Cµ−δΛη)
− α
(1 + α)(1 + β)
ΛA∇β × (µσ∂ττθ+ µ−1+σµτ∂τθ+ 2µσΓ∗∂τθ+ Cµ−δΛη) = 0. (D.287)
Divide by µσ
CurlΛA (∂ττθ) + µ
−1µτCurlΛA (∂τθ) + 2CurlΛA (Γ
∗∂τθ)
− 1
1 + α
ΛA x× (∂ττθ+ µ−1µτ∂τθ+ 2Γ∗∂τθ+ Cµ−δ−σΛη)
− α
(1 + α)(1 + β)
ΛA∇β × (∂ττθ+ µ−1µτ∂τθ+ 2Γ∗∂τθ+ Cµ−δ−σΛη) = 0. (D.288)
Note
CurlΛA (Vτ ) = ∂τ (CurlΛA (V))− [∂τ ,CurlΛA ] (V) , (D.289)
where
[∂τ ,CurlΛA ]F
i
j := ∂τ (ΛjmA
s
m)F,
i
s−∂τ (ΛimA sm)F,js . (D.290)
Then
∂τ (µCurlΛA (V)) = µ[∂τ ,CurlΛA ] (V) − 2µCurlΛA (Γ∗V)
+
1
1 + α
ΛA y × (µ∂ττθ+ µτ∂τθ+ 2µΓ∗∂τθ+ Cµ1−δ−σΛη)
+
α
(1 + α)(1 + β)
ΛA∇β × (µ∂ττθ+ µτ∂τθ+ 2µΓ∗∂τθ+ Cµ1−δ−σΛη) . (D.291)
Integrate from 0 to τ ′, where τ ′ ∈ [0, τ ],
CurlΛA (V) =
µ(0)CurlΛA ([V(0)])
µ
+
1
µ
ˆ τ ′
0
µ[∂τ ,CurlΛA ] (V) dτ
′′ − 2
µ
ˆ τ ′
0
µCurlΛA (Γ
∗
V) dτ ′′
+
1
(1 + α)µ
ˆ τ ′
0
ΛA x× (µ∂ττθ+ µτ∂τθ+ 2µΓ∗∂τθ+ Cµ1−δ−σΛη) dτ ′′
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+
α
(1 + α)(1 + β)µ
ˆ τ ′
0
ΛA∇β × (µ∂ττθ+ µτ∂τθ+ 2µΓ∗∂τθ+ Cµ1−δ−σΛη) dτ ′′.
(D.292)
Note
µ(ΛA x× ∂ττθ) = ∂τ (µΛA x× ∂τθ)− µτ (ΛA x× ∂τθ)− µ[∂τ ,ΛA x×]∂τθ, (D.293)
where
[∂τ ,ΛA x×]Fij := ∂τ (ΛjmA sm)xsFi − ∂τ (ΛimA sm)ysFj . (D.294)
Using a similar result for µ(ΛA∇β × ∂ττθ), we have
CurlΛA V =
1
1 + α
ΛA y ×V + α
(1 + α)(1 + β)
ΛA∇β ×V
+
µ(0)CurlΛA (V(0))
µ
− µ(0)ΛA x×V(0)
(1 + α)µ
− αµ(0)ΛA∇β ×V(0)
(1 + α)(1 + β)µ
+
1
µ
ˆ τ ′
0
µ[∂τ ,CurlΛA ]Vdτ
′′ − 1
(1 + α)µ
ˆ τ ′
0
µ[∂τ ,ΛA x×]Vdτ ′′
− α
(1 + α)(1 + β)µ
ˆ τ ′
0
µ[∂τ ,ΛA∇β×]Vdτ ′′
− 2
µ
ˆ τ ′
0
µCurlΛA (Γ
∗
V)dτ ′′ +
2
(1 + α)µ
ˆ τ ′
0
µΛA x× (Γ∗V)dτ ′′
+
2α
(1 + α)(1 + β)µ
ˆ τ ′
0
µΛA∇β × (Γ∗V)dτ ′′
+
C
(1 + α)µ
ˆ τ ′
0
µ1−δ−σΛA y × (Λη)dτ ′′ + αC
(1 + α)(1 + β)µ
ˆ τ ′
0
µ1−δ−σΛA∇β × (Λη)dτ ′′.
(D.295)
Now
[ΛA x× (Λη)]ij = Λjm(δsm −A sℓ [Dθ]ℓm)xsΛikηk − Λim(δsm −A sℓ [Dθ]ℓm)ysΛjkηk
= ΛjsysΛikθ
k − ΛisysΛjkθk + ΛjsysΛikyk − ΛisysΛjkyk
− (ΛjmA sℓ [Dθ]ℓmysΛikηk − ΛimA sℓ [Dθ]ℓmysΛjkηk)
= (ΛjsysΛikθ
k − ΛisysΛjkθk)− (ΛjmA sℓ [Dθ]ℓmxsΛikηk − ΛimA sℓ [Dθ]ℓmysΛjkηk)
:= [Λy × Λθ]ij − [ΛA [Dθ]y × Λη]ij . (D.296)
Second notice that
[ΛA∇β × (Λη)]ij = ΛjmA smβ,sΛikθk − ΛimA smβ,sΛjkθk + ΛjmA smβ,sΛikyk − ΛimA smβ,sΛjkyk
= [ΛA∇β × Λθ]ij + [ΛA∇β × Λy]ij . (D.297)
Hence we have (D.274). Now for CurlΛA θ, first note
∂τ (CurlΛA θ) = CurlΛA (∂τθ) + [∂τ ,CurlΛA ]θ. (D.298)
So integrating (D.298) from 0 to τ via (D.295) we have (D.275).
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E Coercivity Estimates
We give a useful result which will allow us to overcome the time weights with negative powers which
arise from our equation structure.
Lemma E.1 (Coercivity Estimates). Let (θ,V) : Ω → R3 × R3 be a unique local solution to (2.55)-
(2.56) on [0, T ∗] for T ∗ > 0 fixed with suppθ0 ⊆ B1(0), suppV0 ⊆ B1(0) and assume (θ,V)
satisfies the a priori assumptions (2.70). Fix N ≥ 4. Suppose β in (2.55) satisfies ‖β‖2HN+1(R3) ≤ λ
and suppβ ⊆ B1(0) where λ > 0 is fixed. Fix ν with 0 ≤ |ν| ≤ N − 1. Then for all τ ∈ [0, T ∗], we
have the following inequalities
‖∂νθ‖2 . sup
0≤τ≤τ ′
{µσ‖∂νV‖2}+ ‖∂νθ(0)‖2 (E.299)
‖∇η∂νθ‖2 . sup
0≤τ≤τ ′
{
∑
|ν′|=|ν|+1
µσ‖∂ν′V‖2}+ ‖∇η∂νθ(0)‖2 (E.300)
‖divη∂νθ‖2 . sup
0≤τ≤τ ′
{
∑
|ν′|=|ν|+1
µσ‖∂ν′V‖2}+ ‖divη∂νθ(0)‖2. (E.301)
Proof. Proof of (E.299). By the fundamental theorem of calculus, and the exponential boundedness of
µ (B.252) and therefore time integrability of negative powers of µ,
∂νθ =
ˆ τ
0
∂νVdτ ′ + ∂νθ(0) =
ˆ τ
0
µ−
σ
2 µ
σ
2 ∂νVdτ ′ + ∂νθ(0)
. sup
0≤τ≤τ ′
{µσ2 ∂νV} + ∂νθ(0). (E.302)
Therefore applying Cauchy’s inequality (ab . a2 + b2, a, b ∈ R)
‖∂νθ‖2 . sup
0≤τ≤τ ′
{µσ‖∂νV‖2}+ ‖∂νθ(0)‖2. (E.303)
Proof of (E.300). By a similar coercivity estimate to (E.302)-(E.303)
‖∇η∂νθ‖2 . sup
0≤τ≤τ ′
{µσ‖∇η∂νV‖2}+ ‖∇η∂νθ(0)‖2. (E.304)
Now using our a priori bounds (2.70), we have
sup
0≤τ≤τ ′
µσ‖∇η∂νV‖2 . sup
0≤τ≤τ ′
{
∑
|ν′|=|ν|+1
µσ‖∂ν′V‖2}. (E.305)
Then (E.304)-(E.305) imply (E.300).
Proof of (E.301). Finally the proof of (E.301) is similar to the proof of (E.300).
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