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Запропоновано принципи побудови алгоритму екстраполяції характеристик трафіку 
комп’ютерної мережі для його оперативного управління, який дозволяє по попереднім 
значенням характеристик трафіку, що спостерігається, та певній апріорній інформації 
щодо нього, здійснювати екстраполяцію майбутніх значень характеристик  
Вступ 
Рішення все більш широкого кола 
задач управління різноманітних систем та 
об’єктів в різних галузях техніки, науки, 
освіти, фінансів та інших галузей людсь-
кої діяльності базуються на інформацій-
них технологіях, які набули в наш час 
значного розвитку. Технічною базою для 
їх практичного використання є 
комп’ютери, пов’язані між собою в 
комп’ютерні мережі різного типу – лока-
льні, корпоративні, глобальні. Саме вони 
відіграють все більш значну роль для за-
безпечення ефективної спільної роботи в 
різних галузях. 
Сучасні комп’ютерні мережі нада-
ють можливості своїм користувачам на 
базі звичайних персональних комп’ютерів 
спільно працювати з базами даних, здійс-
нювати спільну роботу над різноманітни-
ми проектами, проводити відеоконферен-
ції, створювати потужні обчислювальні 
кластерні системи та багато іншого. Все 
це функціонує на комп’ютерних мережах, 
що використовують пакетну комутацію, 
та зазвичай, на базі універсального сімей-
ства протоколів TCP/IP. 
Окрім цього, практично в кожній та-
кій комп’ютерній мережі відбувається 
стрімке збільшення кількості комп’ютерів 
різного призначення, користувачів, 
об’єму інформації, що передається в 
комп’ютерній мережі. Це призводить до 
збільшення інтенсивності трафіку в ме-
режі та погіршення якості мережених по-
слуг. Звідси постає задача аналізу та ефе-
ктивного керування трафіком в 
комп’ютерних мережах, а це потребує 
проведення експериментальних дослі-
джень мереженого трафіку, причому не 
тільки в режимі оперативного моніторин-
гу, а й для прогнозування його поведінки 
в майбутньому.  
Дослідження по цій проблемі велися 
та ведуться дуже активно багатьма вче-
ними в усьому світі [1]. Але в цих дослі-
дженнях багато питань або досліджені 
недостатньо повно, або орієнтовані на ви-
рішення вузькоспеціалізованих задач. 
Так, достатньо обмеженим є арсенал ста-
тистичних методів, що використовуються 
для аналізу трафіку з метою його подаль-
шої екстраполяції. Математичні моделі 
трафіку будуються на припущені про йо-
го стаціонарність [2]. Все це свідчить про 
необхідність подальших досліджень по 
даній проблематиці та в цілому визначає 
актуальність тематики даної статті. 
Постановка задачі 
Динамічні процеси, що відбувають-
ся в комп’ютерних мережах, мають скла-
дну природу. Вони здебільшого є стохас-
тичними та нестаціонарними. Такі влас-
тивості трафіку виникають через недете-
рмінованості системи в цілому, а також 
неможливості довгострокового прогнозу-
вання дій, що здійснюються алгоритмами 
обробки трафіку [3]. До таких слід віднес-
ти алгоритми, що використовуються в рі-
зноманітних реалізаціях протоколів сі-
мейства TCP/IP: генерація трафіку прото-
колами транспортного рівня, управління 
трафіком на проміжних мережених при-
строях, динамічна маршрутизація, тощо. 
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В наслідок цього процеси, що відбува-
ються в комп’ютерних мережах, знахо-
дяться під постійним впливом регулюю-
чих та збуджуючих стохастичних впливів, 
що обумовлюють складні флуктуації про-
цесів, що досліджуються. 
На сьогоднішній день немає загаль-
ної теорії дослідження, моделювання 
трафіку та методів створення систем ди-
намічного управління в комп’ютерних 
мережах. Управління трафіком має здійс-
нюватись на всіх рівнях OSI - моделі 
міжмережевої взаємодії, оскільки викори-
стання на канальному рівні вбудованих 
механізмів моніторингу перевантаження 
каналу суттєво підвищує його продуктив-
ність. Також самі мережеві додатки, коли 
в них є зворотній зв’язок, також можуть 
здійснювати контроль за навантаженням. 
Всі ці методи є по суті додатковими вбу-
дованими керуючими контурами, 
об’єднання яких в єдину систему управ-
ління дозволяє ефективніше використову-
вати можливості каналу. 
Таким чином, оперативне динамічне 
керування в мережах з комутацією паке-
тів може бути здійснено на основі оцінки 
параметрів трафіку, що спостерігається, 
так і агрегованого потоку інформації. 
Комп’ютерна мережа має певну 
пропускну спроможність. Коли параметри 
трафіку (наприклад, об’єм чи швидкість 
передачі інформації) наближається до 
критичного рівня (рівня пропускної спро-
можності) (рис. 1), це може привести  
до погіршення роботи комп’ютерної ме-
режі та її гарантоздатності. Для запобі-
гання цього з’являється необхідність ана-
лізу та діагностики стану параметрів 
комп’ютерної мережі для оперативного 
керуючого втручання в її роботу – напри-
клад, здійснити перерозподіл трафіку між 
мережними інтерфейсами або користува-
чами. Для здійснення цього оперативного 
керуючого втручання виникає потреба в 
передбаченні, екстраполяції майбутніх 
значень трафіку комп’ютерної мережі для 
передбачення виходу його параметрів на 
критичний рівень. Цей процес повинен 
відбуватись в оперативному режимі. 
 
 
Рис. 1. Ілюстрація процесу переванта-
ження каналу передачі даних 
Для оперативного діагностування та 
управління трафіком комп’ютерної мере-
жі необхідно мати додатковий інтервал 
часу, на протязі якого можна здійснювати 
керуючий вплив на трафік, наприклад, 
його оперативний перерозподіл. Цей ін-
тервал часу може забезпечити процедура 
екстраполяції характеристик трафіку 
комп’ютерної мережі, який буде дорівню-
вати дискретності спостережень його зна-
чень. Процедура екстраполяції буде здій-
снюватись на базі попередніх спостере-
жень та апріорній інформації про параме-
три трафіку. 
Структурна схема, наведена на рис. 
2, пояснює роль процесу екстраполяції 
характеристик трафіку комп’ютерної ме-
режі для його оперативного діагностуван-
ня та управління. 
Спочатку відбувається аналіз зна-
чень виміряних характеристик трафіку: 
при вимірюванні першої пари параметрів 
Y1, Y2 необхідно провести аналіз: чи вико-
нується умова Y2 > Y1, тобто чи здійсню-
ється збільшення значень характеристик 
трафіку. Якщо Y2 ≤ Y1, то значення харак-
теристик трафіку не збільшується і зна-
чення характеристик трафіку не накопи-
чуються. Якщо виконується умова, що Y2 
> Y1, то відбувається збільшення значення 
параметру характеристик трафіку. В цьо-
му випадку здійснюється накопичення 
значень характеристик трафіку. 
Далі відбувається накопичення ре-
зультатів попередніх спостережень за 
трафіком. Потім, аналізуючи результати 
спостережень, здійснюється накопичення 
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апріорної інформації про параметри цього 
трафіку. Це наступні параметри для точок 
спостереження за трафіком Y1 та Y2: mY1, 
mY2, – математичні сподівання для точок 
Y1, Y2; DY1, DY2 – дисперсії для цих точок 
спостереження (або їх середньоквадрати-
чні відхилення σY1 2, σY2 2); KY(t1, t2) – ко-
реляційна функція. 
Потім відбувається довизначення 
необхідної інформації для значення точки 
трафіку, яка 
буде екстраполюватись. Це наступні віро-
гідні параметри трафіку: математичне 
сподівання mY3, дисперсія DY3, середньо-
квадратичне відхилення σ2Y3, та кореля-
ційні функції KY(t1, t3), KY(t2, t3) для точки, 
що відповідає моменту екстраполяції. 
Таким чином, визначаються вірогід-
ні параметри трьох точок спостереження 
Y1, Y2, Y3: mY1, mY2, mY3 – математичні спо-
дівання для точок Y1, Y2, Y3; DY1, DY2, DY3 – 
дисперсії для цих точок спостереження 
(або їх середньоквадратичні відхилення 
σY1 2, σY2 2, σY3 2); KY(t1, t2), KY(t1, t3), KY(t2, 
t3) – відповідні кореляційні функції [4]. 
Далі буде відбуватись екстраполяція 
нестаціонарного трафіку комп’ютерної 
мережі, результати якої будуть викорис-
товуватись для оперативного управління 
трафіком. Екстраполяція може здійснюва-
тись як для прогнозування одного зна-
чення характеристик трафіку в майбут-
ньому за допомогою двопараметричного 
методу оптимальної екстраполяції [5,6], 
так і для декількох значень характеристик 
екстрапольованих параметрів за допомо-
гою рекурсивного способу оптимальної 
екстраполяції [7], який включає в себе 
трипараметричний та чотирипараметрич-
ний методи оптимальної екстраполяції. 
Двопараметричний метод оптима-
льної екстраполяції, який по двом значен-
ням попередніх спостережень – Y1 і Y2 , 
що спостерігаються, та апріорної інфор-
мації про параметри цього трафіку дозво-
ляє отримати оцінку Y3 * майбутнього 
значення Y3:  
 
*
3 1 1 2 2Y Y Ya a= +                     (1) 
 
Трипараметричний метод оптималь-
ної екстраполяції, який по двом значен-
ням попередніх спостережень – Y1 і Y2 , 
що спостерігаються, та отриманій оцінці 
Y3 * визначає оцінку Y4 * майбутнього зна-
чення Y4: 
 
* (3) (3) (3) *
4 1 1 2 2 3 3Y Y Y Ya a a= + + ,             (2) 
 
де α1(3), α2(3), α3(3) – параметри трипараме-
тричної оптимізації, а трійка у верхньому 
індексі не є показником степені 3, а вка-
зує на те, що екстраполяція відбувається 
по трьох параметрах і α1  ≠  α1(3) , α2  ≠  
α2(3) , α3  ≠  α3(3) . 
Чотирипараметричний метод опти-
мальної екстраполяції, який по двом зна-
ченням попередніх спостережень - Y1, Y2 і 
результатам двопараметричної і трипара-
метричної екстраполяції - Y3*, D[Y3*], Y4 *, 
D[Y4*] дозволить екстраполювати Y5 * 
майбутнього значення Y5 . 
 
* (4) (4) (4) * (4) *
5 1 1 2 2 3 3 4 4Y Y Y Y Ya a a a= + + + ,    (3) 
 
де α1(4), α2(4), α3(4), α3(4) – параметри чоти-
рипараметричної оптимізації, причому 
четвірка у верхньому індексі не є показ-
ником степені 4, а вка вказує на те, що 
екстраполяція відбувається по чотирьох 
параметрах і α≠α1(4), α2≠α2(4), α1(3)≠α1(4), 
α2(3)≠α3(4), α3(3)≠α3(4). 
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Рис. 2. Структурна схема процесу екстраполяції та управління трафіком 
 
Точність двопараметричного методу 
оптимальної екстраполяції вище, ніж три-
параметрничного та чотирипараметрич-
ного методу, але їх перевагами є більший 
інтервал екстраполяції. 
Потім здійснюється тестове вимірю-
вання характеристик трафіку. Також в ре-
зультаті екстраполяції характеристик 
трафіку здійснюється актуалізація резуль-
татів екстраполяції трафіку, в результаті 
чого отримується нова апріорна інформа-
ція щодо характеристик трафіку, яка буде 
використана для наступних екстраполяцій 
[8].  
Запропонований алгоритм на базі 
методу двопараметричної оптимальної 
екстраполяції, або трипараметричної чи 
чотирипараметричної екстраполяції хара-
ктеристик трафіку (рекурсивний метод), 
за допомогою якого можливо організову-
вати перерозподіл трафіку між 
комп’ютерами в мережі. Для цього необ-
хідно створити набір спеціального елект-
ронного обладнання та спеціальне про-
грамне забезпечення серверу. 
Перерозподіл трафіку може бути 
здійснено за допомогою інтелектуального 
свіча Cisco Catalyst 3758G або його ана-
логів зі швидкістю 1 Гбіт/с і мережених 
плат GigaByte з пропускною спроможніс-
тю 1 Гбіт/с та спеціалізованою програмою 
аналізу трафіку для сервера та інтелекту-
ального свіча. Ця програма повина аналі-
зувати, якому інтерфейсу чи користувачу 
потрібно дати більшу швидкість, а кому 
швидкість зменшити. Потім сервером фо-
рмується сигнал керування для інтелекту-
ального свіча, який проводить перерозпо-
діл значень швидкостей між користува-
чами або інтерфейсами.  
Висновки 
По матеріалам статті можна зробити 
такі висновки: 
1. Запропоновано та обгрунтовано 
вибір 
апріорних даних про характеристики тра-
фіку комп’ютерної мережі для здійснення 
екстраполяції значень параметрів трафіку 
в оперативному режимі. Це наступні па-
раметри: mY1, mY2, – математичні споді-
вання для точок спостереження Y1, Y2; 
DY1, DY2 – дисперсії для цих точок спосте-
реження (або їх середньоквадратичні від-
хилення σY1 2, σY2 2); KY(t1, t2) – їх кореля-
ційна функція. 
2. Запропоновано та обгрунтовано 
довизначення необхідної інформації для 
значення точки трафіку, для якої буде 
здійснюватись екстраполяція параметрів. 
Це наступні параметри трафіку: матема-
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тичне сподівання mY3, дисперсія DY3, се-
редньоквадратичне відхилення σ2Y3, та ко-
реляційні функції KY(t1, t3), KY(t2, t3) для 
точки, що відповідає моменту екстрапо-
ляції. 
3. Екстраполяція характеристик 
трафіку комп’ютерних мереж може здійс-
нюватися за допомогою двопараметрич-
ного чи рекурсивного методів оптималь-
ної екстраполяції, яки довели свою праце-
здатність та ефективність. Екстраполяція 
може здійснюватись як для прогнозуван-
ня одного значення характеристик трафі-
ку в майбутньому за допомогою двопара-
метричного методу оптимальної екстра-
поляції, так і для декількох значень хара-
ктеристик екстрапольованих параметрів 
за допомогою рекурсивного способу оп-
тимальної екстраполяції. 
4. Запропоновано алгоритм, за до-
помогою якого можливо організовувати 
оперативне керування трафіком, здійсни-
вши перерозподіл трафіку між 
комп’ютерами в мережі за допомогою 
спеціалізованого мережевого обладнання 
- інтелектуального свіча та спеціалізова-
ного програмного забезпечення для аналі-
зу трафіку для сервера та інтелектуально-
го свіча, що реалізує запропонований ал-
горитм оперативного керування трафіком 
в оперативному режимі. 
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