Abstract. Fourth order degenerate di usion equations arise in a`lubrication approximation' of a thin lm or neck driven by surface tension. Numerical studies of the lubrication equation (LE) ht + (h n hxxx)x = 0 with various boundary conditions indicate that singularity formation in which h(x(t);t) ! 0 occurs for small enough n with`anomalous' or`second type' scaling inconsistent with usual dimensional analysis. This paper considers locally symmetric or even singularities in the (LE) and in the modi ed lubrication equation (MLE) ht + h n hxxxx = 0. Both equations have the property that entropy bounds forbid nite time singularities when n is su ciently large. Power series expansions for local symmetric similarity solutions are proposed for equation (LE) with n < 1 and (MLE) for all n 2 R. In the latter case, special boundary conditions that force singularity formation are required to produce singularities when n is large. Matching conditions at higher order terms in the expansion suggests a simple functional form for the time dependence of the solution.
1. Introduction. Fourth order di usion equations appear frequently in the literature on interface motion in physical systems. Two well known examples are the Kuramoto-Sivashinsky equation and the Cahn-Hilliard equation. In addition to addressing issues such as pattern formation and chaos, some recent papers also address singularity formation in modi cations of KS 36, 43, 14] . This paper discusses a family of problems originating in surface tension driven motion in which the fourth order term is degenerate and plays an interesting role in the formation of singularities.
These degenerate di usion equations arise in the study of thin lms and membranes of viscous liquid in which the surface tension of the liquid/air interface determines the evolution. A lubrication approximation, in which the uid velocity is depth averaged in the direction transverse to the lm 44, 34] , yields an evolution equation for the thickness h of the lm of the form h t + r (h n r h) = 0; x 2 R d h(x; 0) = h 0 (x); (1) where n depends on the geometry of the problem and boundary conditions on any liquid/solid interfaces. Examples include a thin neck in the Hele-Shaw cell for which n = 1 and d = 1 24] and a thin lm on a solid surface with no slip on the uid/solid interface for which n = 3 and d = 2 34] . Periodic boundary conditions have been proposed for the Hele-Shaw problem 33, 44] to describe an in nite periodic neck and for the thin lm problem in 2-D 15, 18] to describe a periodic array of droplets. In (PBC) h( 1) = 1; h xx ( 1) = p to model a Hele-Shaw experiment in which a constant external pressure was applied to a thin neck contained between two xed boundaries. Furthermore, the`current' boundary conditions (CBC) h( 1) = 1; h xxx ( 1) = c c > 0
were proposed in 17] (and similarly in 37]) to describe situations in which liquid ows or drains out of a xed region at a constant rate. Topological transitions in the thin lm or neck have a simple mathematical interpretation in the context of the lubrication approximation. They correspond to nite time singularities in the PDE of the form h(x(t); t) ! 0 at the point x(t) as t ! t c : (2) For the analogous second order`porous medium' equation, h t ? h m = 0, singularities of the form (2) are not possible due to a maximum principle 42] . In contrast, fourth order degenerate di usion equations do not possess a maximum principle. However, in 1-D, interior nite time singularities in (1) are forbidden for n 3: 5 17] . The recent work 17] showed detailed numerical evidence for the possibility of nite time singularities in (1) when n is su ciently small. One feature of this work was the observation of various`bifurcations' or transitions in the structure of the solutions at critical values of n. Equation (1) is known to have transitions at critical values of n for nonsingular similarity solutions. For example,`source type' solutions with compact support only exist for 0 < n < 3 and have a transition at n = 3=2 in their regularity at the edge of the support 13]. Another recent work 15] shows that this transition is generic for a class of`weak solutions' to the PDE. The nonexistence of source type solutions for the case n = 3 is particularly relevant to the problem of a spreading drop on a solid surface 21]. Traveling wave solutions have critical transitions at n = 3=2 and 3 as well 19] .
It is not immediately clear why one might expect solutions to (1) to produce nite time singularities of the form (2) . Indeed, with periodic boundary conditions, the at interface h(x; t) = const is linearly stable to perturbations , hence singularity formation should occur when the system is either forced externally or is initially far from equilibrium. The boundary conditions (PBC) and (CBC) are both examples of external forcing at the boundary. In the former case, the solution has a preferred`least energy' state which is simply the static parabola satisfying the boundary conditions. Note however that for p > 2, this parabola changes sign, hence the solution is forced to approach zero in some sense. Alternatively, the`current' boundary conditions (CBC) decrease the volume of uid in the cell at a constant rate, d=dt R 1 ?1 h(x; t)dx = ?2c hence a nite time singularity is guaranteed to occur. In this case the question of interest is whether it occurs in the interior of the domain or on the boundary.
In addition to the above external forcing, nite time singularities are observed with nonforcing periodic boundary conditions when the initial condition is positive but far from the constant solution. Also, one can consider situations in which an in fact one can easily prove it is also nonlinearly stable external force such as gravity plays a role. Typically this introduces a lower order destabilizing term in the equation 27, 44] . This paper does not address forcings of this kind.
The goal here is to study the case of symmetric or even singularity formation in the 1-D lubrication equation (LE) h t + (h n h xxx ) x = 0 and in the modi ed lubrication equation 10, 5, 9] (MLE) h t + h n h xxxx = 0:
The symmetry assumption has two purposes here. First it allows for extremely detailed numerical resolution since the singularity is xed and can be placed at the origin of the numerical computation. The simulations presented in section 4 use this to obtain approximately 30 decades of scaling in the minimum height. Moreover, the symmetry implies a simple leading order form for the solution. The time dependence of the solution is not xed by the leading order form. This paper proposes a matching condition at higher order terms which suggests a selection for the time scale in the singularity. Numerical evidence 17] indicates that such symmetric singularities are quite stable for the lubrication approximation (LE) when n is small (n < 1) but become unstable for larger values of n. The typical scenario for the instability is that the minimum at the origin bifurcates into two local minima that propagate away from each other. This instability can be observed with periodic boundary conditions, or with either`pressure' (PBC) or`current' (CBC) forcing boundary conditions. It has also been observed when the equation has a destabilizing second order term, but the presence of the instability appears to be linked to the`bond number ' 32] . Some interesting questions raised in these works are why one sees certain time dependences in the singularity and what causes changes in behavior as n varies. This paper proposes a matching constraint as the reason for the observed time dependences and changes in behavior for the cases where symmetric singularities are stable.
Notice that the modi ed lubrication equation (MLE) is in fact the lubrication equation (LE) without the`convective term' nh n?1 h xxx h x . The persistence of symmetric singularities (MLE) as n increases suggests that this`convective term' plays a role in the destabilization of such singularities in (LE). One hope is that understanding the dynamics of this and other related equations will shed some light on the dynamics near pinch o in problems such as the Hele-Shaw cell. The question of nite time singularities in (MLE) has not previously been addressed in the literature. This paper shows that solutions to (MLE) appear to be more resistant to the instability described in the previous paragraph. In fact the numerics exhibits a class of solutions with symmetric singularities about x = 0 for all n 2 R in which the scaling and transitions appear to be determined by a matching condition. Section 5 discusses the subtleties and some open problems. This paper is organized as follows: Section 2 discusses elementary properties of the equations. The material on the lubrication equation has appeared elsewhere; the material on (MLE) is new. Both equations have the feature that for a su ciently large n nite time singularity is impossible except perhaps at the boundary of the domain. An upper bound on this critical value of n is n c 7=2 17] for (LE) and n c 5=3 for (MLE).
The symmetric singularities have a leading order self similar behavior which suggests constructing an in nite expansion. Section 3 discusses exact solutions to the equations in the form of power series expansions in rescaled variables; the intent is to describe the generic local behavior of solutions close to the singularity. For small n the power series expansions are a natural extension of a class of polynomial solutions to the linear equation n = 0. Standard Cauchy-Kovalevski theory shows that the expansion converges in a rescaled neighborhood of the singularity and describes a local real analytic solution. The singularity in the PDE can thus be interpreted as the motion of branch points in the complex plane for the successive terms in the expansion (see the appendix for a brief discussion). The symmetry of the solutions considered here suggests a simple form for the expansion. The observed scaling seen in the numerical solutions is consistent with requiring that the higher order terms of the expansions are controlled in a`large variable' as t ! t c . Such a requirement`selects' a time dependence. In some cases even higher order terms in the expansion are not well behaved in the limit as t ! t c . I conjecture that this indicates the presence of a second length scale. Some numerical evidence for such a length scale is presented in Section 4. Such a second length scale was proposed in 25] for an asymmetric singularity in the (LE) with n = 1.
Section 4 discusses observed behavior of solutions to both equations via numerical simulations. There is excellent agreement between the numerical solutions and the two leading order terms in the expansion. Moreover, the transitions in the time dependences predicted for the (MLE) at n = 1=2 and n = 3=2 are clearly observed. In addition calculations for both equations with n negative agree quite well with the similarity solution which predicts a blow up in derivatives of order higher that 4? 2n and a vanishing of derivatives of order greater than 2 but less than 4 ? 2n. It is interesting that this implies a gain of regularity in the pro le at the singular time t c as n ! ?1.
1.1. Self similar singularities and second type scaling.. An important subtlety of singularity formation in these equations is that the observed time dependences are not predicted by dimensional analysis. Consider a solution to (LE) that locally has a self similar leading order behavior given by h(x; t) = (t)H x (t) q near the origin: (3) Plugging (3) into the (LE) gives t (1 ? q @ )H + n?4q (H n H ) = 0:
In some cases the scaling exponent q is determined by`dimensional analysis' from the physics of the problem. In such a case an exact solution of the form (3) is called a similarity solution of` rst type ' 2] . Separation of variables gives ODEs for and H.
The equation for yields a power law behavior in t or t c ? t. For example,`source type' solutions for the (LE) conserve mass xing q = ?1 and therefore t ?1=(n+4) .
Sometimes q is not xed by`dimensional analysis' and the self-similarity is deemed of`second type ' 2] . The exponent q is determined by solving a`nonlinear eigenvalue problem'. Such`second type' similarity solutions were recently addressed in 1].
The observed behavior for self-similar singularities in (LE) 17] di ers from the above scenario. The self-similarity is only a leading order behavior and the second term on the left hand side of (4) dominates the rst. Hence the function H describing the leading order behavior satis es the ODE (H n H ) = 0: (5) The time dependence of is not determined by this leading order structure. On the other hand, the scaling exponent q is determined simply by the parabolic scaling of the singularity (which xes q = 1 2 ; (this scaling can be seen for example in the fact that when h ! 0, the second derivative remains bounded away from zero and in nity). Although the behavior of the leading order ODE (5) does not determine the time dependence , in general its behavior at in nity can suggest a range of n for which this particular singularity structure is observed. The recent work 17] argued that transitions in the structure of this and related ODE's were responsible for certain transitions in the behavior of self similar singularities in (LE) as n varies.
This paper addresses singularities that are symmetric about the singular point (which we assume here to be x = 0). Hence the leading order function H must have the simple form H( ) = A 0 + A 2 . Since the solution is positive and has a minimum at zero, both A 0 and A must be positive. an unbounded domain and all n > 0 and proves change in sign of all nontrivial solutions as well as nite speed of propagation of the support of solutions to the Cauchy problem. The change in sign is striking since the lubrication equation (LE) has weak solutions that do not change sign for n > 0. One question not addressed in Bernis's work is whether the onset of the change in sign originates at the edge of the support of the solution or if the equation permits solutions that will locally extinguish at a point. The results here suggest that such local singularities are possible and propose a mechanism for their onset.
We have the following associations between exponents in (MLE) and in (6) :
In particular the case ?1 < n < 1 produces solutions to (6) . In nite time blow up should happen for q 2 (?3; ?1).
An interesting question is whether the remaining equation (SALE) permits nite time singularities and if so how they behave.
2. Elementary Properties of the Equations. The lubrication-type equations are deceptively simple in appearance. One goal of this paper is to convince the reader that their behavior is far from trivial and that many interesting questions remain unanswered.
The degeneracy of lubrication-type equations as h ! 0 requires h to be bounded away from zero for standard parabolic theory to insure well{posedness. An a priori bound on jhj H 1 for solutions of the (LE) and on jhj H 2 for solutions of (MLE) insures that h is bounded away from in nity on any time interval of its existence. Hence, given appropriate boundary conditions, the initial value problem for either (MLE) or (LE) with smooth initial condition h 0 (x) > 0 has a unique smooth solution on any time interval on which the solution is bounded away from zero. Thus, the only possible nite time singularities are of the form h ! 0. This section presents some rigorous results for global existence of solutions and existence of nite time singularities.
Fourth order parabolic equations do not possess a maximum principle to forbid (2) as in the case of analogous second order problems. However, (LE) and (MLE) possess a family of entropies (see Section 2) which forbid singularity formation when the degree of degeneracy, n, is large. The theorems presented here use this fact.
Some systems have a comparison principle in Fourier space 41] which can prove singularity formation if the Fourier modes`cooperate' to preserve their sign and a nonlinearity guarantees a nite time singularity in a nite dimensional subsystem 22, 14] . In fact, singularity formation in the (LE) and (MLE) requires the Fourier coe cients to be of mixed sign. Indeed consider a 1-D periodic solution even about x = 0 with a minimum at x = 0 and expand the solution in a Fourier series, P A(k; t) cos kx. Then h xx (0; t) 0 implies P k A(k; t)k 2 0. However, if the minimum decreases then h t (0; t) 0 and hence h xxxx (0; t) 0 so that P k A(k; t)k 4 0.
A simple argument 17] shows that locally if h ! 0 then for n 1, the fourth derivative h xxxx must become unbounded. This fact is true for both equations (LE) and (MLE). The class of solutions discussed in Sections 3 and 4 all have jh xxxx j L 1 ! 1 even for 0 < n < 1. Moreover, for n < 0 they show a blow up in all derivatives of order greater than 4 ? 2n with a vanishing at the origin of all derivatives of order less than 4 ? 2n and greater than 2.
The theorems here for (MLE) have not appeared elsewhere in the literature. . This is the key tool used to prove the lack of singularities for su ciently large values of n. The following subsection extends these arguments to prove similar results for the (MLE).
Theorem 2.1. 17] Let h be a solution to (LE) with either periodic boundary conditions or (8) and smooth initial data h 0 (x) > 0. Then (1) if n 3:5 then there exists a unique smooth solution h(x; t) for all time that satis es h(x; t) > 0. (2) If n 2, then the above is true on any time interval on which h xx (x; t) remains bounded.
Regarding the constant pressure boundary conditions (PBC) we have the following results: then h will go to zero in nite time, i.e. there exists a nite time T such that min x h(x; t) ! 0 as t ! T . The proof uses the fact that the boundary conditions dictate that an in nite time limit can not be bounded away from zero for p > 2.
Despite the similarities between Corollary 2.2 and Theorem 2.1, the in nite time limit of the system is quite di erent. For periodic boundary conditions, the energy identity d dt When p < 2 there need not be a singularity, since the solution can tend towards the positive solution h 1 (x). However, one cannot rigorously rule out the possibility of nite time singularities for the constant pressure boundary conditions with n < 4.
Another result from 17] involves the \current" boundary conditions (CBC). They force a nite time singularity to happen and the question becomes one of whether or not it happens on the boundary or in the interior.
Theorem 2.4. 17] Let h be a solution to (LE) with boundary conditions (CBC) and smooth initial data h 0 (x) > 0. (1) If n 3:5 then h(x; t) goes to zero in nite time with the singularity occurring on the boundary of the domain, that is at least one of h x (1; t), h xx (1; t) h x (?1; t), h xx (?1; t) becomes unbounded as t ! t c , and min I (h(x; t)) ! 0 as t ! t c for all arbitrarily small neighborhoods I of the boundary.
(2) If n 2, then the above is true provided that on every compact set contained in the interior of ?1; 1] h xx (x; t) remains bounded.
While the (CBC) force a singularity on the boundary for su ciently large n in the lubrication equation (LE) they have a much weaker e ect when used with the (MLE). In fact boundary singularities have never been observed for the (MLE).
The modi ed lubrication equation (MLE). (MLE)
h t + h n h xxxx = 0:
The following rigorous results hold for the equation (MLE). The rst result concerns the positivity of solutions with periodic boundary conditions.
Theorem 2.5. Let h be a solution to the (MLE) on a bounded domain I with periodic boundary conditions and smooth initial data h 0 (x) > 0. Then (1) if n 5=3 then there exists a unique smooth solution h(x; t) for all time that satis es h(x; t) > 0. (2) If n 3=2, then the above is true provided that h xx (x; t) remains bounded.
Proof. Integration by parts gives d dt 
Where G is de ned in (12) . Note that for c > 0 and n < 1 there must be a nite time singularity. Furthermore for all n there must be at least an in nite time singularity. With the (CBC), the entropy G(h) provides useful a priori bounds as in the case of the periodic boundary conditions. On any time interval that the solution is greater than zero, there exists x 0 (t) so that h(x 0 (t); t) This is similar to the weak solution w 1 (10) to the (LE) with the constant pressure boundary conditions (PBC).
The numerical solutions to (MLE) with (CBC)`pinch o ' in nite time (with bounded jh xx j) for n < 3=2, in in nite time (with bounded jh xx j) for n 3=2 and all occur at the origin when c < 6. In addition, these symmetric singularities have h xxx bounded. This is not the case for symmetric singularities in (LE) when n > 1=2 and for asymmetric singularities in (MLE) when n 1.
Power Series Expansions. This section describes a family of power series expansion solutions to both equation (LE) and (MLE).
Complete expansions for symmetric singularities have not been considered for either equation before. The reason for considering such expansions is twofold. First they are exact local symmetric solutions to the equations with a singularity at the origin at a critical time. Second the asymptotic behavior of successive terms in the expansion suggests a selection mechanism for the time dependence of the minimum height, , by demanding that the self similarity match to an outer solution.
The expansions are power series in a time variable s(t) with coe cients that are analytic functions of the rescaled variable y = x= p (t). The time scales (t) and s(t) are powers of t or t c ? t. The change of variables removes the singularity from the solution h(x; t) and converts the question of a nite time singularity into a question of the asymptotic behavior of the expansion. In all cases, the expansions converge in a neighborhood of the origin in y and s space. Hence, they de ne a rescaled local solution to the PDE with a nite time singularity. Moreover, the analytic form provides an explanation of the onset of the singularity via the motion of branch in the complex plane. Despite their local convergence in the rescaled variables, it is not known whether the expansions converge in the original (x; t) variables on a xed neighborhood of the origin in the limit as t ! t c . However, one can say very precise things about the asymptotic behavior of each term in the expansion as t ! t c . This asymptotic behavior then suggests conditions needed in order for the local solution described by the expansion to match to a global solution. These conditions select functions for s and that produce an expansion with good asymptotic behavior for each of the terms in the expansion in the large y limit. Subsection 3.2 shows that an arbitrary choice of s and will not produce good asymptotic behavior.
An obvious concern is that these solutions are special and may not in general describe phenomema occurring for the more general class of C 1 initial data. Section 4 presents numerical evidence supporting the claim that local structure of the solutions dictated by the two leading order terms in the expansion. The numerics also clearly supports the time dependences proposed here. In particular, the numerics con rm several transitions at critical values of n predicted by the expansions. However, as the following subsections show, the expansions can not tell the whole story. In many instances the expansions show weak logarithmic divergences or even algebraic divergences at higher order terms than those used to select the time dependence. Perhaps these divergences signify the presence of an additional length scale for the singularity. Section 4 shows such a length scale for (MLE) at the critical exponent of n = 1=2. 3.2. Nonlinear case, small n.. The following section describe local solutions that apply to the (LE) for n < 1 and to the (MLE) for n < 1=2. The range of n includes all all negative values of n. Again consider solutions that look like a decreasing parabola to leading order: (t) + Ax 2 .
In the linear case, the rescaling allowed for a simple computation of the power series expansion. In the nonlinear case, it also serves to remove the singularity from the problem by transforming it into a nonsingular solution in the rescaled variables. The main issue is then the realizeability of the expansion in matching onto a smooth bounded functional form at large values of the rescaled variable y.
Motivated by the previous argument, make the ansatz h(x; t) = H(x=
1=2
; s), where (t) and s(t) to be determined. As in the linear case, one must check the large y behavior due to the rescaling. In fact the coe cients H j (y) can be determined by a recursion relation and thus can be computed as a formal series even for large y. To see this, plug (18) ; and P r denotes the coe cient of the s r term in the series. The structure of (1 + P 1 j=1 s j Hj 1+Ay 2 ) n ? 1 implies that each H j depends only on lower order terms and yields a recursion relation.
Consider now the case where n is an irrational number. For a general p, such a recursion relation yields H j (y) which grow like y j(4?2n) for large y for j 1. Plugging in the x; t variables gives a jth term s j H j (y) x j(4?2n) (t c ? t) p?j : (22) Note that this behavior is similar to the bad behavior of the exact solution (16) for large y. This is true for (LE2) for all n < 1 but is only valid for (MLE2) when n < 1=2. In fact for the (MLE) (H 1 (y)) yyy constant for large y for n 1=2. This necessarily produces an expansion with a second term that blows up like x 3 (t c ? t) 1=2?n for n > 1=2. It is therefore not surprising that for the (MLE) numerical solutions have a characteristicly di erent behavior for n > 1=2 than for n < 1=2. The next subsection proposes an alternative expansion for n > 1=2 in (LE).
Remarks: The case where n is rational introduces a logarithmic divergence at a higher H j . It is not clear what the signi cance of these divergences are in the context of the singularity in the PDE.
Symmetric singularities for n 1 in the (LE) become harder to nd and their structure does not seem to be directly explained by the methods here, as in the case of the (MLE) for n > 1=2. (t c ? t) 1=(3=2?n) 1=2 < n < 3=2; e ?t n = 3=2; (t) 1=(3=2?n) n > 3=2: (25) for large y. In particular, this expansion can not directly match on to an outer solution because this third term would contribute to a solution h(x; t) that grows like 2n?2 as goes to zero. Sucessive higher order terms are even worse behaved and one can nd higher order divergences in the rescaled limit for all n < 3=2.
The modi ed lubrication equation (MLE)
The fact that even higher order terms do not directly match to the outer solution suggests the presence of an intermediate length scale. Numerical evidence supports this conjecture.
The divergences indicate that there is still more to be understood regarding the local structure of the singularities. However, the next section shows numerical data with many decades of scaling for the singularity that con rms the prediction of the leading order functional form and the scaling law (25).
Comparison with Numerical Results. This section describes numerical
results for both the (LE) and the (MLE). Since numerical simulations for the (LE) with n > 0 are presented in 17] only one example is given. Local singularities of the form h ! 0 have not been studied before in (MLE) hence many examples are presented for di erent values of n. In addition examples of symmetric singularity formation with n < 0 for both equations are presented. There are two main points of this section. First, that the numerics supports extremely well the predicitions of the functional form and time dependences proposed in the previous section. Second that the numerical method used here produces extremely good resolution of the singularity with approximately 30 decades of scaling.
The numerical method used is an adaptation of a code used in 17] and earlier papers 24, 25] . It is a conventional nite di erence method using an implicit, two level scheme based on central di erences. It employs a dynamically adaptive self similar mesh for accurate study of the scaling structure of the singularity. The computations exploit the fact that the singularity occurs at the origin to remove any roundo error associated with the computation of dx in the di erence scheme. The details of the di erence scheme and adaptive mesh are presented in the appendix.
4.1. The lubrication equation. Symmetric singularities were numerically observed in 17] for (LE) for n < 1. The numerics showed a bounded second derivative and a leading order behave of the form (t)+Ax 2 +: : :. As discussed in the expansions of the previous section, the next order yields h xxx _ 1=2?n y (1 + Ay 2 ) n ; y = x 1=2 : (28) This functional form was veri ed in 17] for solutions with (PBC) and (CBC) boundary conditions for many values of 0 < n < 1. Furthermore, for n < 1, the solutions all showed (t c ?t) and hence a transition at n = 1=2 from a bounded third derivative to a singular third derivative as t ! t c .
The analysis of the previous section (in particular equations (LE2) and (MLE2)) indicates that n = 1=2 is a critical value for which symmetric singularities in the (LE) diverge from symmetric singularities in the (MLE). The key di erence is that symmetric singularities in the (LE) have a blow up in the third derivative for n > 1=2 while symmetric singularities in the (MLE) do not.
To illustrate this behavior in ( In addition Figure 3 veri es the time dependence by depicting log 10 (h min ) versus log 10 (jdh min =dtj). The slope measured is 0:0000 : : : (to ve decimal places) and is computed using data with h min ranging from 10 ?16 to 10 ?34 and a standard linear regression t of the data. dh min =dt is computed by simply di erencing (h min (t + t)?h min (t))= t over the step. This data clearly indicates a linear time dependence For the lubrication approximation, as n increases, the symmetric singularities become harder to nd with any of the boundary conditions discussed in this paper. On the other hand the symmetric singularities ( nite and in nite time) for (MLE) seem quite stable for all n > 0 when computed with the current boundary conditions (CBC). Figure 4 shows several height pro les close to the singularity time. Note that log 10 h(x) are plotted instead of h itself in order to show several decades on one graph. The sharp tip is due to the log scale and not the structure of the singularity. In fact the rst and second derivatives remain bounded as we approach the singularity time, with the second derivative approaching the constant value of 1:36. Figure  5 depicts the fourth derivative close to the singularity time. Figure 6 compares the characteristic width of the fourth derivative with the minimum height. The width of the fourth derivative is measured by computing the width over which h xxxx decreases by a factor of two. The slope of 2 shows that this width scales precisely as the square root of h min . Figure 7 Shows rescaled pro les of h xxxx . The variable x is rescaled by h 1=2 min while the y variable is rescaled by h xxxx (0). The data collapses onto a single curve, con rming the self similar behavior outlined in Section 3. The solid line pictured is the similarity solution. The coe cient A in front of y 2 in the similarity solution is not a free parameter. It is xed by the curvature of the solution at touch down. The numerical data of h xx shows this constant to be 0:68.
The modi ed lubrication equation (MLE)
Since the most interesting feature of the functional form of the singularity is the structure of the fourth derivative, Figures 8-10 show data for rescaled h xxxx pro les for other values of n; 0.6,1, and 2.5. This includes values of n with both nite and in nite time singularities. Nonetheless, the structure of the singularity remains the same. In all of these gures the coe cient A in front of y 2 in the similarity solution is computed from numerical data of h xx close to the singularity time. The collapse of the data onto the similarity solution con rms the behavior proposed in the previous section.
4.4. Negative exponents. In addition to the positive values of n su ciently small, the expansions apply equally well to all negative values of n. They indicate that for all n < 0 both equations should have singularities exhibiting a blowup in derivatives of order > 4 ? 2n and local extinguishing of derivatives of order greater than 2 but less than 4 ? 2n. Figure 11 depicts the fourth derivative close to the singularity time for the (LE) with n = ?0:5, periodic boundary conditions, and initial condition (29) . Note that the fourth derivative shows a clear jump discontinuity in its derivative. Figure 12 shows the rescaled pro les. The solid line depicts the similarity solution. Similar results (not shown) occur for the (MLE). Furthermore numerical results with other values of n < 0 also show excellent agreement with the similarity solution.
4.5. Time dependence of the minimum. Figure 13 demonstrates the power law behavior in t c ?t for (MLE) with n = 0:2. The points plotted are log 10 (t c ?t) vs. log 10 (h min ). The straight line is a t with slope 1:00. This computation was performed using a hybrid double/quadruple precision code which computes some quantities like dt and time in QP to obtain greater accuracy. The result is a code that can resolve over 30 decades of scaling in t c ? t. The critical time t c was chosen by extrapolation from the data. Figure 14 depicts the exponent p in h min (t c ?t) p for singularities in the (MLE) measured for many values of n in the range ?0:5 < n < 1:5. Smaller values of n also show a linear behavior in (t c ?t). Note that the computed powers agree quite well with the prediction from the matching condition in the previous section. As one might expect, the largest errors occur near the transition point of n = 1=2. The case n = 1:5 (not pictured) yields a clear in nite time singularity with the minimum height an exponential function of t. Furthermore, the cases n > 1:5 show time dependence of the form h min t 1=(3=2?n)
. In addition to measuring the exponent in h min the matching condition predicts a number for the prefactor in front of the power. For example for n > 1=2 where C 3 is the far eld value of the third derivative. This is not the third derivative on the boundary, but the third derivative that the singularity solution must match to. It is the size of the jump discontinuity formed in h xxx at the singularity time. . As before the value of A is determined by computing the value of the second derivative at x = 0 close to the singularity time. The dotted line is y = n?3=2 which is predicted by the theory.
Note that the data agrees quite well. The worst behavior is as expected near the transition value of n = 1=2. Also note that the prefactors are computed for both nite and in nite time singularities, yet one curve displays the data. 4.6. Intermediate lengthscale. Recall that the expansions from the previous section have higher order divergences for rational values of n in both (LE) and (MLE) and for all 3=2 > n > 1=2 for (MLE). This suggests that either (1) corrections should be made to the expansions or (2) there is another length scale present in the system. The numerics indicates that while small corrections may or may not be present, there is quite clearly a second length scale in the singularity formation for n > 1=2 in (MLE). Evidence of a second length scale can be seen quite clearly by looking at for instance the length scale over which h t varies. Figure 16 shows the critical case of n = 1=2 for the (MLE). This length scale is not very important for small n but appears to be important as an intermediate matching scale for n in the region 1=2 n < 1. Note that the characteristic width of the curves in Figure 14 are 10 ?9 at these times. In contrast the characteristic widths of h xxxx at the same times is 10 ?15 .
An interesting question is the signi cance of this length scale and its relationship to a second length scale observed in the asymmetric singularity for the (LE) with n = 1 in 25]. Perhaps such a length scale also plays an important role in the case of symmetric singularities in (LE) as n approaches 1.
5. Conclusions and Remarks. The use of expansions, asymptotic behavior, and similarity solutions to study singularity formation in nonlinear PDE appears in a vast number of other applications include nonlinear wave equations 38], vortex sheets 23], semi linear di usion equations 31, 30, 46] .
The symmetric singularities discussed here are only one type of singular behavior observed in lubrication-type equations. For a discussion of other types of behavior in the case of the lubrication equation, including some with non self similar complex structure, see 17] . Likewise other behaviors are observable for the (MLE). For instance one can observe asymmetric singularities for 1 n in which the third derivative blows up.
This paper illustrates that even in the case of symmetric singularities, the behavior of nite and in nite time singularities in equations of`lubrication-type' is far from trivial. This compares observations for the lubrication equation (LE) with a modi ed lubrication equation (MLE), obtained by removing the`convective term' from (LE). The combination of numerical and analytic results here indicate that the two equations have quite similar singular behavior for n < 1=2 but that this behavior diverges for n 1=2. In particular for n < 1=2 they both show leading order behavior h(x; t) = + Ax 2 + : : : with a fourth derivative approaching locally cjxj ?2n at the singularity time. The most striking change for n > 1=2 is the blowup of the third derivative observed for (LE) and the boundedness of the third derivative in solutions of (MLE). As noted in 17], as n is increased to 1 the symmetric singularities in the lubrication approximation exhibit pronounced symmetry breaking instabilities. One typically has to use`adiabatically varying' boundary conditions near a critical curvature and height to nd a symmetric singularity 20, 17] . On the other hand, the current boundary conditions (CBC) yield a smooth transition for the singularity formation in (MLE). As n varies, the symmetric singularities in (MLE) exhibit a change in time dependence which shows a transition from nite time to in nite time at n = 3=2. As noted in Section 2 when solutions to (MLE) have bounded second derivative as in the numerics shown here, nite time singularities in the interior are not possible for n 3=2. The numerics suggests this bound may be sharp.
Another feature of note is that despite the apparently universal exponent in the time scale , the symmetric singularities appear to have two free parameters, e.g. the prefactor in the time dependence (t) and the coe cient A which determines the curvature of the solution at the singularity time. This is quite di erent from other related interfacial singularities such as the similarity solution for droplet pinch o which has no free parameters 26, 45] .
A number of problems remain unsolved. It would be interesting to know if the arguments presented here for the determination of the`second type' scaling could be made more rigorous. Also, are there are any singular similarity solutions of` rst type' for these equations? Another question is the role of an intermediate length scale. Furthermore, when n < 1=2 in either equation, the expansions alone suggest the possibility of solutions with (t c ? t) p for all p 2 Z + . One might conjecture that p = 1 is the generic case but that solutions with other values of p exist, as in the linear case n = 0.
Another important question is the role of boundary conditions in the stability and structure of the singularity. With periodic boundary conditions, such symmetric singular solutions have not been observed for the lubrication equation with n = 1 (Hele-Shaw) unless one adds a destabilizing lower order term 33, 44, 32] . The (MLE) also shows similar behavior when n > 0:5. It appears that the boundary conditions e ect the stability of the singularities in a subtle way.
No work has been done on singularity formation in higher dimensional versions of lubrication-type equations. For example the question of nite time singularities in (LE) in 2-D is particularly relevant to the slip models used to study thin lm dynamics 28, 35] . Also, it would be interesting to compare the results here to solutions of the self-adjoint (SALE) or direct simulations of the (ALE).
Finally, to date, despite the strong numerical evidence in favor of it, the rigorous question of nite time singularities in the lubrication equation for 0 < n 3:5 with such non-forcing boundary conditions as periodic or (8) is not known. The latter problem is also unsolved for the (MLE) for 0 < n 5=3. The numerical evidence presented here suggests that the bound of n = 3=2 attained rigorously with the restriction that jh xx j L 1 is bounded may be sharp for this problem.
6. Acknowledgements. I would like to thank several key people for contri- 7. Appendix. 7.1. Finite time singularities as motion of branch points in the complex plane. The formal expansions and the behavior of the numerical solutions suggests relating singularity formation to the motion of branch points in the complex plane. The recursion relation (21a-21b) gives exact expressions for the H j (y). In particular, they are real analytic functions of the variable y on the whole real axis. However they can not be extended into the complex plane as an entire function. This is due to the presence of branch points on the imaginary axis.
For example, in the lubrication equation expansion, the second term H 1 (y) sati es @ The`current' boundary conditions (CBC) are imposed by xing h(k) and v(k ? 1) at the endpoints. Note that this e ectively xes v to be a constant half a mesh point from the boundary. This can cause di culties when a singularity forms on the boundary but is not relevant for the solutions computed here. The`pressure' boundary conditions (PBC) are by xing p(k).
The time discretization of the above set of di erential-algebraic relations uses a simple two level scheme. In advancing from time t to time t + dt a di erence quotient replaces the time derivative term. The di erence quotient involves the solution at the old time level ( At each time level, the code uses Newton's method to solve the set of nonlinear di erence equations. By choosing an appropriate ordering of the 3N ? 1 equations (31{33), the Jacobi matrix has its nonzero entries close to the diagonal. For this reason, the use of Newton's method is not a prohibitive expense.
The length of the time steps adapts during the computation to control several aspects. If the result of the time step violates any of a list of constraints, it rejects the step and tries again with a smaller step size. To avoid using unnecessarily short time steps, if the the computation easily meet all the constraints for several steps, it increase the step size by about 20% on the next step. The rst constraint comes from local time truncation. Another constraint rejects any step for which the minimum of h decreases by more than 10%. Furthermore the correction on the rst iteration of Newton's method must be a small fraction of the change over the step, where the initial guess at the change was the change over the previous step, corrected for any di erence in dt's. Hence the method can solve the equations (31{33) in only one Newton iteration per time step, if desired.
The key part of the simulations needed to produce such high resolution of the singularity is a dynamically adaptive regridding scheme.
Self similar adaptive mesh scheme
The method is straightfoward and much simpler to implement than for instance the`dynamic rescaling' proposed in 39, 40] or the rescaling algorithm of Berger and Kohn 4] .
In addition to ease of implementation this method is extremely e cient since it O(jlogrj) mesh points to resolve a self similiar singularity to width r. The computation described below took only a few minutes to run on a Sparc10 in double precision and about an hour using the hybrid DP/QP method described below. The method described here assumes a singularity at the origin. However, it can be generalized to a singularity at another point or a moving singularity. Initially start with a xed mesh. The computation presented here uses an initial grid of 2 10 = 1024 uniform intervals. A second parameter is the number of grid points desired to resolve the singularity scale. In this calculation, this scale is 1=2 (for the remainder of this section denotes the minimum height, h min : see below). The calculation presented here uses 64 mesh points resolving the smallest length scale. When 1=2 decreases to 64 mesh points (= 64=1024) wide divide the rst 64 intervals in half and de ne this to be the new mesh. When 1=2 decreases to 64 of the new mesh points, repeat the division process. Each regridding introduces only 64 new mesh points. This can be repeated ad in nitum with only logarithmic dependence of the number of mesh points on the smallest scale resolved. Moreover, in this special case where the singularity occurs at x = 0, the fact that intervals are always halved exploits the binary arithmetic of of the computation and hence computes dx to in nite precision. However, roundo error is introduced at the level of the spatial di erencing. This error is damped out by the implicit time step for large dt but becomes signi cant as dt gets small. Some of these calculation, were run with a hybrid double/quadruple precision code which e ectively produces QP accuracy. The method stores stores h, v and time in QP and computes the matrix elements for the Newton iteration using QP di erences but computes the linear algebra in DP. This hybrid scheme is quite necessary to obtain good scaling results especially for n < 0 where the fourth derivative remains bounded.
The simulation presented here typically use 55 levels of regridding, producing 3520 new points. Hence the smallest dx at the end of the simulation is dx = 2 ?65 . The values of h at each new mesh point are computed by linearly interpolating h xx . y The third derivative h xxx , stored as a separate array throughout the calculation, is computed by linear interpolation. , symmetric singularity with n = 0:6, time dependence of the minimum height. Shown, log 10 (h min ) versus log 10 (jdh min =dtj). The slope measured is 0:0000: : : (to ve decimal places) and is computed using data with h min ranging from 10 ?16 to 10 ?34 and a standard linear regression t of the data. dh min =dt is computed by simply di erencing (h min (t + t) ? h min (t))=dt over the step. 
