Abstract. We develop an alternative view of the semiclassical wave packets of Hagedorn-often called the Hagedorn wave packets-stressing the roles of the symplectic and metaplectic groups along with the Heisenberg-Weyl group. Our point of view clarifies the relationship between the Hagedorn wave packets and the Hermite functions by building a bridge between the ladders of wave functions in both theories. This Hagedorn-Hermite correspondence provides an elegant view as well as simple proofs of some essential results on the Hagedorn wave packets. We build the theory starting from fundamental properties of ladder operators. Particularly, we show that the ladder operators of Hagedorn are a natural set obtained from the position and momentum operators using the symplectic group. The idea that pervades our view of the Hagedorn wave packets is socalled symplectic covariance; it generalizes some of fundamental results concerning the Hagedorn wave packets as well as simplifies their proofs. We apply our formulation to show the existence of minimal uncertainty products for the Hagedorn wave packets; it generalizes the one-dimensional result by Hagedorn to multi-dimensions. The Hagedorn-Hermite correspondence also leads to an alternative derivation of the generating function for the Hagedorn wave packets and clarifies its relationship with the generating function for the Hermite functions. This result, in turn, reveals the relationship between the Hagedorn polynomials and the Hermite polynomials.
and also Robert [20] ): (i) they are an orthonormal basis for L 2 (R d ) with associated ladder operators; (ii) each wave packet ϕ n is an exact solution to the Schrödinger equation with quadratic Hamiltonians when the parameters evolve in time according to a certain set of ordinary differential equations; (iii) one may construct an approximate solutions of order O( N/2 ) for any N ∈ N by taking a certain linear combination of a finite subset of {ϕ n } n∈N d 0 for the Schrödinger equation with non-quadratic potentials with some regularity.
It goes without saying that these results give significant insights into solutions of the Schrödinger equation in the semiclassical regime ≪ 1. Furthermore, in recent years, the Hagedorn wave packets have been attracting a great deal of attention because they also turn out to be amenable to numerical approximations. They have been implemented by Faou et al. [6] and Gradinaru and Hagedorn [8] to solve the semiclassical Schrödinger equation numerically.
Many of such theoretical and numerical results take full advantage of the key properties of the Hagedorn wave packets. As one can see in the series of works of Hagedorn [10, 11, 12, 13] , the Hagedorn wave packets share many properties with the Hermite functions, most notably the ladder operators discovered in [13] , which are very useful in simplifying calculations and proofs involving the Hagedorn wave packets.
The relationship between Hagedorn and Hermite seems to be understood to some extent, but it is rather that those similarities are discovered by inspection case by case: Most of such properties of the Hagedorn wave packets have been proved by mimicking the proofs of the corresponding properties of Hermite functions. However, these proofs tend to be much more intricate and tedious because the Hagedorn wave packets are more general and involved than the Hermite functions.
1.2. Motivation. Our main motivation is to clarify the relationship between Hagedorn and Hermite, and by doing so, to gain a deeper understanding as well as give a simpler explanation of why they have some properties in common. More specifically, we reveal the exact correspondence between the Hagedorn wave packets and the Hermite functions (Theorem 3.8), and then show that many properties of the Hagedorn wave packets fall out naturally from the corresponding properties of the Hermite functions by exploiting this correspondence, i.e., the former are a consequence of the latter.
The main tools involved in this approach are the Heisenberg-Weyl and metaplectic operators (reviewed in Appendix A). The approach resembles that of the generalized coherent states literature (see, e.g., Combescure and Robert [2] and references therein), but our aim is to strike the balance between such abstract operator approach and concrete results. Specifically, we exploit the abstraction to simplify and avoid tedious calculations as well as extract explicit formulas when deemed useful in applications.
The key property that crops up throughout the paper is symplectic covariance (see, e.g., de Gosson [4] ). Symplectic covariance is particularly helpful in simplifying calculations involving metaplectic operators because it essentially turns those calculations involving metaplectic operators into matrix multiplications by the corresponding symplectic matrices. Furthermore, it turns out that many of the known results regarding the Hagedorn wave packets turn out to be simple corollaries of some forms of symplectic covariance, and are proved easily by exploiting the property.
1.3.
Main Results and Outline. Section 2 starts off with a brief review of the canonical commutation relations defined on the Schwartz space S (R d ) and looks into the set of operators that are written as linear combinations of them. The main result of this section, Theorem 2.8, shows the necessary and sufficient condition for such a set of operators to be ladder operators. The symplectic group Sp(2d, R) plays the key role here. The reader who is not familiar with the Heisenberg-Weyl and metaplectic operators may consult the brief review of them in Appendix A before Section 2.4 as they play a critical role throughout the paper.
Section 3 applies the results from Section 2 to the setting of the Hagedorn wave packets. In fact, it turns out that the ladder operators characterized in Theorem 2.8 in terms of the symplectic group Sp(2d, R) are essentially those of Hagedorn [13] . Moreover, the relationship between the ladder operators for Hagedorn and Hermite is clarified in Proposition 3.2; we note that an essentially the same result is obtained by Lasser and Troppmann [15, Proposition 6] . This result is exploited to prove one of the main results, Theorem 3.8, that builds a bridge between the ladders of the Hagedorn wave packets and the Hermite functions. We also prove symplectic covariance of the ladder operators and Hagedorn wave packets in this section. These results yield some of the fundamental and essential results on the Hagedorn wave packets as simple corollaries.
In Section 4, we apply the approach developed in Section 3 to prove the existence of uncertainty products of the Hagedorn wave packets; this is a multi-dimensional generalization of the onedimensional result of Hagedorn [14] .
In Section 5, we obtain the generating function for the Hagedorn wave packets and those polynomials appearing in them (called the Hagedorn polynomials in this paper) again exploiting the results from Section 3. Such a generating function is obtained by Dietert et al. [5] and Hagedorn [9] using the recurrence relations and by direct calculations, respectively. Our approach is different from them in the sense that the generating function for the Hagedorn wave packets is obtained directly from that for the Hermite functions; particularly, this is done in a manner that exactly parallels the Hagedorn-Hermite correspondence obtained in Theorem 3.8. In other words, we reveal a simple relationship between the generating functions of Hagedorn and Hermite. The Hagedorn-Hermite correspondence in terms of generating functions in turn yields (Corollary 5.5) the relationship between the Hagedorn and Hermite polynomials as well.
Appendix B is a summary of some known facts on the Hermite functions and Hermite polynomials. The main purpose is to set up our notation as well as to include some key results to refer to in the main body in an effort to make the paper as self-contained as possible. 
Canonical Commutation Relations and Ladder Operators
Then the set of 2d operatorsẑ is said to satisfy the canonical commutation relations on S (R d ) if, for any j, k ∈ {1, . . . , 2d}, (i) the domain D(ẑ j ) is S (R d ) and, for any f ∈ S (R d ),ẑ j f ∈ S (R d ) as well; and (ii) the set of operatorsẑ satisfies
where J is the 2d × 2d real matrix defined as
This definition is based on the following standard example:
Example 2.2 (Position and momentum operators). Letx andp be the standard position and momentum operators in L 2 (R d ); more specifically, for any element f in the Schwartz space
, we define, for each j ∈ {1, . . . , d},
Defining the set of 2d operatorsẑ = (x,p) withx = (x 1 , . . . ,x d ) andp = (p 1 , . . . ,p d ), it is easy to see that the above two properties are satisfied, and henceẑ = (x,p) satisfies the canonical commutation relations on S (R d ). 
Clearly span C ({ẑ}) is a vector space isomorphic to C 2d . We may then define the linear isomorphism
or equivalently, using the matrix J defined in (2), we have
Alternatively, one may regard, with a slight abuse of notation,ẑ as a vector in the symplectic vector space T * R d ∼ = R 2d with the standard symplectic form Ω defined by Ω(v, w) = v T Jw for v, w ∈ R 2d , and can rewrite the above expression in the following succinct form:
Remark 2.3. Having J in the definition (4) is crucial in making sure that ̺ has the "symplectic covariance" property as we shall see in (23) of Section 2.4 below. Now let us extend this idea further to define a set of 2d operators, each of which belongs to span C ({ẑ}). Specifically, let M 2d (C) be the set of complex 2d × 2d matrices, and define the homomorphism
as follows:
In particular, writing X =
We mention in passing that a similar idea of defining such complex transformation is discussed in Wolf [22] . It turns out that it is convenient to group the resulting 2d operators into two-one consisting of the first d operators and the other the rest of them-and so we may also define
The motivation behind this grouping is that, as well shall see below, we will later characterize ρ ♭ (X ;ẑ) and ρ ♯ (X ;ẑ) as lowering and raising operators, respectively, with a certain assumption on the matrix X ∈ M 2d (C).
2.3. Symplectic Group Sp(2d, R) and Ladder Operators. So far we did not impose any additional assumptions on the matrix X ∈ M 2d (C). In this subsection, we show the necessary and sufficient condition for the matrix X so that the set of operators ρ(X ;ẑ) defines ladder operators on S (R d ).
We first mention an auxiliary result when restricting X to M 2d (R) ⊂ M 2d (C). Let Sp(2d, R) be the symplectic group of degree 2d, i.e.,
or equivalently, written as block matrices consisting of
Then it is straightforward to see the following:
Proof. It is clear, for any j ∈ {1, . . . , 2d}, that ρ(X ;ẑ) j is symmetric because X ∈ M 2d (R) and also that ρ(
But then X T JX = J if and only if X ∈ Sp(2d, R).
Remark 2.5. Littlejohn [16, Section 4.1] does not have J in the definition of ρ, but as far as this result is concerned, it is equivalent to the above. Having J is important for us to maintain symplectic covariance of ρ as alluded above; see Proposition 2.10 below. Wolf [22, Appendix B] discusses more or less an equivalent result in terms of a complex matrix X ∈ M 2d (C), which is also related to Theorem 2.8 below.
The goal of this subsection is to come up with a condition for X ∈ M 2d (C) so that the set of 2d operators ρ(X ;ẑ) gives ladder operators. Let us first define what we mean by ladder operators: Definition 2.6 (Ladder operators on S (R d )). Let X ∈ M 2d (C) andẑ be 2d symmetric operators on L 2 (R d ) that satisfy the canonical commutation relations (1) on S (R d ). We say that the 2d operators ρ(X ;ẑ) defined by (5) are ladder operators on S (R d ) if the following conditions are satisfied for any j, k ∈ {1, . . . , 2d}:
i.e., we have
More specifically, we call ρ ♭ (X ;ẑ) the lowering operators and ρ ♯ (X ;ẑ) the raising operators.
The ladder operators for the harmonic oscillator is a special example of the above definition. To see this, let us first define the following set of matrices: Let us define a unitary matrix W ∈ U(2d) by
This is related to the unitary matrix 
We may also incorporate the small parameter by defining
It is easy to see that W satisfies
Similarly, we may define
Now it is easy to see that the ladder operators for the harmonic oscillator are defined in terms of ρ and the above matrices: Example 2.7 (Ladder operators for harmonic oscillator). Letẑ = (x,p) be the standard position and momentum operators from Example 2.2. Set X = W and define
This yields the ladder operators for the harmonic oscillator:
They clearly satisfy the conditions in Definition 2.6 and thus define ladder operators on S (R d ).
It turns out that, for any symplectic matrix S ∈ Sp(2d, R), the set of 2d operators ρ(SW ;ẑ) also defines ladder operators; furthermore, conversely, any set ρ(X ;ẑ) of ladder operators in the sense of Definition 2.6 can be written as ρ(SW ;ẑ) with some S ∈ Sp(2d, R):
(i) The 2d operators ρ(X ;ẑ) with X ∈ M 2d (C) are ladder operators on S (R d ) if and only if X = SW with S ∈ Sp(2d, R).
(ii) With a symplectic matrix S = A B C D ∈ Sp(2d, R), the ladder operators ρ(SW ;ẑ) take the form
Specifically, the lowering and raising operators are given by
respectively.
Proof. First recall from the proof of Proposition 2.4 that
This implies that
Let us first prove the sufficiency in (i) and also (ii). It is a straightforward calculation to check that the above relationship holds with X = W , i.e.,
as mentioned above. Therefore, by setting X = SW with any S ∈ Sp(2d, R), we have
Moreover, it is easy to see that ρ ♯ (SW ;ẑ) = ρ ♭ (SW ;ẑ) * as well: First notice that
where we used the following equality: Using S T JS = J ⇐⇒ S T J = JS −1 and (9),
and so
Therefore,
and so we see that ρ ♯ (SW ;ẑ) = ρ ♭ (SW ;ẑ) * . This proves the sufficiency in (i) as well as (ii). For the necessity in (i), let us first set X =
and so the condition (7) on the adjoints, i.e., ρ ♯ (X ;ẑ) = ρ ♭ (X ;ẑ) * on S (R d ), implies that
Also recall from above that [ρ j (X ;ẑ), ρ k (X ;ẑ)] = J jk is equivalent to X T JX = − i J; but then this in turn is equivalent to the following conditions on the block components:
The second equation in (15) is equivalent to the first one due to (14) , and so is redundant here. Now, writing A = A 1 + iA 2 and (15) is equivalent to
whereas (16) combined with (14) gives
Now (17) and (19) together imply
whereas (18) and (20) give
To conclude the proof, first notice that (14) implies that the matrix X ∈ M 2d (C) takes the following form:
where we set S = √ 2
and W is defined in (10); but then the conditions (21) and (22) imply that S ∈ Sp(2d, R) in view of (6a).
2.4.
Transformations under the Heisenberg-Weyl and Metaplectic Operators. So far, besides specific examples such as Examples 2.2 and 2.7, the set of operatorsẑ = (x,p) has been an arbitrary set of 2d symmetric operators that satisfies the canonical commutation relations (1)
In what follows, we assume thatẑ = (x,p) is the standard position and momentum operators from Example 2.2 and derive and exploit further properties of the maps ̺ and ρ defined in Section 2.2. Specifically, it turns out that an operator of the form ̺(c;ẑ) defined in (4) transforms rather nicely under the Heisenberg-Weyl and metaplectic operators (see Appendix A for a brief review of these operators), and as a result, so does ρ(X ;ẑ) defined in (5).
Recall (see Section A.1) that the Heisenberg-Weyl operator (A.1) transforms the standard position and momentum operatorsẑ as follows:
Then it follows easily from the definition (4) of ̺ that, for any c ∈ C 2d and j ∈ {1, . . . , 2d}, we also have
A similar property holds with the metaplectic operators as well. Namely, we have the following symplectic covariance property (see, e.g., de Gosson [4, Section 7.3.1]) alluded in Remark 2.3: For any metaplectic operator S ∈ Mp(2d, R) with S = π Mp ( S) ∈ Sp(2d, R),
Remark 2.9. As mentioned in Remark 2.3, having J in the definition (4) of ̺ is critical because defining, e.g.,̺(c;ẑ) = c Tẑ without the matrix J results in violating the symplectic covariance. This is easy to see by checking that, e.g.,
, where M L is one of the generators of Mp(2d, R) defined in (A.4) of Section A.2.
These properties of transformations of operators ̺(c;ẑ) can be easily extended to those ρ(X ;ẑ) defined in (5): Proposition 2.10. Let z ∈ T * R d and T z be the corresponding Heisenberg operator (A.1), and S ∈ Mp(2d, R) be a metaplectic operator corresponding to a symplectic matrix S ∈ Sp(2d, R), i.e., π Mp ( S) = S. Then, for any X ∈ M 2d (C),
i.e., for any j ∈ {1, . . . , d}, we have
Proof. Follows easily from the above transformation formulas for ̺ since, writing X in terms of column vectors, i.e.,
i.e., ρ j (X ;ẑ) = ̺(X * j ;ẑ). Therefore, we have
A similar calculation yields the desired equality for the Heisenberg-Weyl operator T z as well.
Ladder Operators and Wave Packets of Hagedorn
3.1. The Hagedorn Ladder Operators. Let S ∈ Sp(2d, R), S ∈ Mp(2d, R) be a corresponding metaplectic operator, z := (q, p) ∈ T * R d , andẑ = (x,p) be the position and momentum operators (3). We now define a set of operators (A (S, z), A * (S, z)) by
i.e., for any j ∈ {1, . . . , d},
Note that the ambiguity in the sign of S ∈ Mp(2d, R) is immaterial here because the signs cancel out by the conjugation. Using Proposition 2.10 and (12), we may write
Since the symmetric operators z − z = (x − q,p − p) clearly satisfy the canonical commutation relations (1) on S (R d ), Theorem 2.8 implies that (A (S, z), A * (S, z)) define ladder operators on S (R d ) with A (S, z) = ρ ♭ (SW ;ẑ − z) being the lowering operators and A * (S, z) = ρ ♯ (SW ;ẑ − z) being the raising operators; hence for any j, k ∈ {1, . . . , d},
We now employ the following parametrization of S ∈ Sp(2d, R) due to Lubich [17, Section V.1]:
that is, we set
in (24). Then, using the expressions (13) from Theorem 2.8, we have
We recognize them as the ladder operators of Hagedorn [13] (Hagedorn [13] uses parameters A, B ∈ M d (C), which are related to Q and P as A = Q and B = −iP ; see also Lubich [17, Section V.2]).
As we shall see later in Section 3.3, the normalized "ground state" ϕ 0 (S, z; · ) of the Hagedorn wave packet contains the d × d complex matrix P Q −1 in its quadratic term inside the exponential (see (35) below). In fact, one can show that if S = Re Q Im Q Re P Im P ∈ Sp(2d, R) then P Q −1 is an element in the Siegel upper half space
i.e., the set of symmetric d× d complex matrices (symmetric in the real sense) with positive-definite imaginary parts; this guarantees that
Remark 3.1. Geometrically, this is because the Siegel upper half space Σ d is identified as the homogeneous space Sp(2d, R)/U(d), where the (transitive) action is defined as the following generalized linear fractional transformation:
This action gives rise to the following natural quotient map (see Siegel [21] 
Therefore, with the parametrization (26) for S ∈ Sp(2d, R), we have
Now let us go back to the definition (24) of the Hagedorn ladder operators. We observed in Example 2.7 that ρ(W ;ẑ) gives the ladder operators (â,â * ) for the harmonic oscillator. This implies the following: Proposition 3.2. The ladder operators (A (S, z), A * (S, z)) of Hagedorn [13] are related to those (â,â * ) for the harmonic oscillator (see (11)) as follows:
that is, the diagrams
commute for each j ∈ {1, . . . , d}.
Proof. Follows easily from the definition (24) of (A (S, z), A * (S, z)) and the fact that (â,â * ) are given as ρ(W ;ẑ) as shown in Example 2.7. 3.2. Symplectic Covariance of the Hagedorn Ladder Operators. The above characterization of the ladder operators of Hagedorn [13] leads to the following symplectic covariance property of the ladder operators:
Proposition 3.4 (Symplectic covariance of Hagedorn ladder operators). For any S 0 ∈ Mp(2d, R) with S 0 := π Mp ( S 0 ) ∈ Sp(2d, R), the ladder operators (A (S, z), A * (S, z)) satisfy
for each j ∈ {1, . . . , d}.
Proof. First recall from (24) that
Then, using the symplectic covariance (A.10) of the Heisenberg-Weyl operator T z and Proposition 2.10, we have
This is a generalization of the transformation property of the ladder operators under the conjugation by the Fourier transform in Hagedorn [13] : Let F be the semiclassical Fourier transform defined as
Then it is easy to see the following:
Corollary 3.5 (Hagedorn [13, Eqs. (2.12) and (2.13)]). The ladder operators (A (S, z), A * (S, z)) satisfy, for each j ∈ {1, . . . , d},
, where F is the semiclassical Fourier transform defined in (32); or equivalently, writing
we have, for each j ∈ {1, . . . , d},
Remark 3.6. The apparent difference from Eqs. (2.12) and (2.13) of Hagedorn [13] by the constant factors ±i stems from different parametrizations of elements in S ∈ Sp(2d, R). Namely, the parameters (A, B) in Hagedorn [13] correspond to ours (originally due to Lubich [17, Section V.1]) as A = Q and B = −iP . This implies that what corresponds to the transformation (Q, P ) → (P, −Q) is (A, B) → (iB, iA) in Hagedorn's parametrization, and the imaginary unit i is pulled out of the expressions to appear as the constant factors ±i in Eqs. (2.12) and (2.13) of [13] .
Proof. Using the identity
2) for the definition of J ∈ Mp(2d, R)), we have
for each j ∈ {1, . . . , d}. Then, setting S 0 = J in the above proposition, we have S 0 = J (see (A.5)) here and so the above proposition gives
the maps S → JS and z → Jz correspond to (Q, P ) → (P, −Q) and (q, p) → (p, −q), respectively.
The Hagedorn Wave Packets and the Hermite Functions.
Recall that the ground state ψ 0 ∈ L 2 (R d ) for the harmonic oscillator may be defined aŝ a j ψ 0 = 0 for any j ∈ {1, . . . , d} and
where · is the L 2 norm. It is easy to find (modulo the phase factor)
Likewise, one may define the "ground state" of the Hagedorn ladder operators as A j (S, z) ϕ 0 (S, z; · ) = 0 for any j ∈ {1, . . . , d} and ϕ 0 (S, z; · ) = 1, but then it is easy to see from (30) of Proposition 3.2 that, for any j ∈ {1, . . . , d},
and also that T z S ψ 0 = 1 because both T z and S are unitary. So we would like to define the ground state ϕ 0 (S, z; · ) as, with an extra phase factor, 
Remark 3.7. Again, strictly speaking, the above expression represents two functions that differ by the sign, depending on how one takes the branch cut in defining the square root (det Q) 1/2 . The same goes with many of those functions to follow that are defined to be parametrized by S ∈ Sp(2d, R) and contain factors like (det Q) −1/2 in their expressions. They are in fact parametrized by S ∈ Mp(2d, R) and hence is double-valued. Nevertheless, we ostensibly parametrize those functions by S ∈ Sp(2d, R) or (Q, P ) and let the square root term take care of the ambiguity in the sign.
Hagedorn [13] generated an orthonormal basis {ϕ n (S, z;
by applying the raising operator recursively just as is done with the Hermite functions in (B.3), i.e., for any multiindex n = (n 1 , . . . , n d ) ∈ N d 0 and j ∈ {1, . . . , d},
where e j is the unit vector in R d whose j-th entry is 1. One can also show (see Hagedorn [13] ) inductively that
It is also easy to see that each ϕ n (S, z; x) is the ground state ϕ 0 (S, z; x) multiplied by a polynomial in x. Therefore, for any multi-index n ∈ N d 0 , we may define the polynomial
with c n := √ 2 |n| n! as in (B.1), and call {P n (S, z; · )} n∈N d 0 the Hagedorn polynomials so that ϕ n (S, z; x) = P n (S, z; x) c n ϕ 0 (S, z; x).
It turns out that Proposition 3.2 also implies that the Hagedorn wave packets and the Hermite functions are related to each other just as in (34) at every level of their ladders, not just at the ground level: 
commute for any n ∈ N d 0 and j ∈ {1, . . . , d}, where n j ≥ 1 is assumed in the left diagram.
Proof. We know from (34) that (39) holds for n = 0, i.e., at the bottom of the ladders. Then the above diagrams follow by stacking up the diagrams (31) from Proposition 3.2-with the operators being divided by appropriate constants √ n j and n j + 1 etc.-recursively (or more precisely by induction) along with the relations (36), (37), and (B.3).
The above characterization of the Hagedorn wave packets can be exploited to give very simple proofs of the following fundamental facts originally due to Hagedorn [12, 13] : Proof. Using F = i d/2 J and the symplectic covariance (A.10) of T z , we have
Recall that S → JS and z → Jz correspond to (Q, P ) → (P, −Q) and (q, p) → (p, −q), respectively.
Remark 3.11. Again, the apparent difference in the constant factors-i d/2 in our expression whereas (−i) |k| in Lemma 2.1 of Hagedorn [12] or Eq. (3.19) of Hagedorn [13] -stems from different parametrizations of elements in S ∈ Sp(2d, R); see Remark 3.6.
Minimal Uncertainty Products for Ground State Hagedorn Wave Packet
The characterization of the ladder operators of Hagedorn in Section 3.1 is also useful in generalizing the minimal uncertainty product obtained by Hagedorn [14] for the one-dimensional case to any finite d-dimensions.
Symplectic Rotation of Position & Momentum Operators.
Let us first express the operatorsx−q andp−p in terms of the ladder operators (A (S, z), A * (S, z)) as is done in Hagedorn [13] . In our setting, this is done by inverting the relation (24). Since W is unitary (see (8)), one obtainsẑ
which are (3.28) and (3.29) in Hagedorn [13] . Now, consider the set of 2d operatorsζ := (ξ,η) defined as a symplectic rotation by R ∈ Sp(2d, R) ∩ O(2d) of the operatorsẑ − z = (x − q,p − p) in the phase space T * R d ∼ = R 2d , i.e.,
or equivalently, by setting
we may writeζ
Note that the intersection Sp(2d, R) ∩ O(2d) may be identified with the unitary group U(d) by the map
It is easy to see thatζ = (ξ,η) satisfies the canonical commutation relations (1) on S (R d ): Let us first rewriteζ
Since JR T ∈ Sp(2d, R) andẑ − z clearly satisfies the canonical commutation relations, so doeŝ ζ := (ξ,η) due to Proposition 2.4.
4.2.
Minimal Uncertainty Products for Ground State Hagedorn Wave Packet. Let us introduce some shorthand notation before stating the main result of this section. Suppose B is a symmetric operator with domain D(B) = S (R d ) along with the property that Bψ ∈ S (R d ) for any ψ ∈ S (R d ). We introduce the following shorthand notation for the expectation value for measurements of B in the state ϕ 0 (S, z; · ):
For example, it is easy to see that ξ j 0 = η j 0 = 0 for each j ∈ {1, 2, . . . , d}. Also let ∆ 0 B stand for the uncertainty or standard deviation associated with measurements of B in the state ϕ 0 (S, z; · ), i.e., for each j ∈ {1, 2, . . . , d} where no summation is assumed over j.
Hagedorn [14] showed in the one-dimensional case, i.e., for d = 1, that there exists R ∈ SO(2, R) such that ∆ 0ξ1 and ∆ 0η1 give the minimal uncertainty product, i.e.,
The main result of this section generalizes this to multi-dimensions:
Theorem 4.1 (Minimal uncertainty products for ϕ 0 (S, z; · )). Consider the set of 2d operatorŝ ζ = (ξ,η) defined in (41) with a symplectic rotation matrix R ∈ Sp(2d,
There exists an element R ∈ Sp(2d, R) ∩ O(2d) such that the uncertainty product for the operatorsξ j and η j with respect to the ground state (35) of the Hagedorn wave packets is minimized, i.e.,
for any j ∈ {1, 2, . . . , d}.
Proof. We first write the set of operatorsζ := (ξ,η) in terms of the ladder operators (A , A * ) using (40) and (41)
where we suppressed the parameters (S, z) and used A as a shorthand for A (S, z). Then we find ξξ TξηT
whereξη T , for example, stands for the d × d matrix of operators whose (j, k)-component isξ jηk and similarly for others. Taking the expectation values of both sides of the above equality with respect to the ground state wave packet (35),
However, writing ϕ 0 = ϕ 0 (S, z; · ) for brevity, A j ϕ 0 = 0 for any j ∈ {1, . . . , d}; so
for any j, k ∈ {1, . . . , d}, whereas, using the identity [A j (S, z), A * k (S, z)] = δ jk from (25),
Hence A j A * k 0 = δ jk and as a result we have
and hence, using the expression (8) for W,
because S, R ∈ Sp(2d, R); that is,
for each j ∈ {1, 2, . . . , d} (no summation is assumed over j). Now, notice that the matrix SS T is positive-definite and symplectic; therefore there exists R ∈ Sp(2d, R) ∩ O(2d) such that
where λ j > 0 for each j ∈ {1, 2, . . . , d} (see, e.g., de Gosson [4, Proposition 32 on p. 26]). As a result we obtain, for each j ∈ {1, 2, . . . , d},
which implies the minimum uncertainty relation (43).
Example 4.2 (The one-dimensional case; Hagedorn [14] ). Consider the one-dimensional case, i.e., d = 1. The matrix S in (27) is 2×2 with Q, P ∈ C, and R in (42) is in Sp(2, R)∩O(2, R) = SO(2, R) and thus can be written as
However, from the last step of the above proof, we know that the minimal uncertainty relation (43) is realized if the row vectors of R are the normalized eigenvectors of SS T . Tedious but straightforward calculations of these eigenvectors yield
where A = Q and B = −iP is the notation of Hagedorn [10, 13, 14] . This is precisely Theorem 5.2 of Hagedorn [14] .
Generating Function for the Hagedorn Wave Packets
In Theorem 3.8, we established a link between the Hagedorn wave packets and Hermite functions using a unitary operator essentially consisting of the Heisenberg-Weyl and metaplectic operators. This simple link suggests that those properties satisfied by the Hermite functions may also be adapted into the corresponding ones for the Hagedorn wave packets by means of the unitary operator. One such example is the simple proof of Corollary 3.9 that the Hagedorn wave packets form an orthonormal basis for L 2 (R d ).
As another example, this section takes the generating functions for the Hermite functions and polynomials and shows how they can be transformed into the generating functions for the Hagedorn wave packets and polynomials. Such generating functions are obtained in Dietert et al. [5] and Hagedorn [9] . We present an alternative derivation of them based on Theorem 3.8 using the Heisenberg-Weyl and metaplectic operators. Our derivation reveals how the generating functions of Hagedorn and Hermite are related to each other, and shows that the former follows from the latter. 
where ψ 0 is the ground state (33) and {p n } n∈N d 0 are the semiclassically scaled Hermite polynomials; see (B.2). It is well known that
and
where w ∈ C n , and the coefficients {c n } n∈N d 0 are defined in (B.1); hence we may call Γ (w, x) and γ (w, x) the generating functions for the Hermite functions and Hermite polynomials, respectively.
5.2.
Transformation of Generating Function Γ . Now we would like to derive the generating functions for the Hagedorn wave packets and Hagedorn polynomials using the same techniques and tools as in Section 3.
Based on what we have in Theorem 3.8, it is natural to conjecture that e
would give the generating function for the Hagedorn wave packets. In fact, applying the operator e
p·q T z S to both sides of (44), we have, using (39) in Theorem 3.8,
p·q T z S is unitary and thus applies to the series on the right-hand side term by term. Therefore, the problem boils down to finding an explicit expression of the function on the left-hand side of the above equation; the resulting function gives the generating function for the Hagedorn wave packets.
Finding an expression for the generating function-particularly the calculation of S Γ (w, · )-is a little tricky, because the metaplectic operators S ∈ Mp(2d, R) are not always given in simple explicit forms as we mentioned in Section A.2 (particularly Remark A.2). Therefore, we first would like to find S Γ (w, · ) for the special case where S ∈ FSp(2d, R), i.e., S is a free symplectic matrix (see the definition (A.6) in Section A.2), because in this case S is given explicitly as a quadratic Fourier transform (A.9). Let S ∈ FSp(2d, R) and write, as in (27),
where Im Q = 0 is assumed by definition. Then, using (A.9) and evaluating the resulting Gaussian integral, we obtain
where µ :
so that µ(S, iI d ) = (det Q) −1/2 . Again, the sign of µ changes depending on the branch chosen for the square root. The definition of the factor µ is a variant of that of Folland [7, Eq. (4. 61) on p. 201] but µ retains the same key property: It is straightforward to show that, for any S j ∈ Sp(2d, R) with j = 1, 2 and Z ∈ Σ d , we have
where Ψ is the action defined in (28), and we need to interpret the square roots with proper branch cuts. This motivates us to define for any S ∈ Sp(2d, R),
where we note that both P and Q are invertible if S = Re Q Im Q Re P Im P ∈ Sp(2d, R). The above definition generalizes the generating function Γ (w, x) for the Hermite functions because Γ (I 2d ; w, x) = Γ (w, x). Clearly, if S ∈ FSp(2d, R) then Γ (S; w, x) = S Γ (w, x) by definition; but then we would like to show that it is the case for any S ∈ Sp(2d, R) so that (46) holds for any S ∈ Sp(2d, R), i.e., S Γ (w, x) = Γ (S; w, x) for any S ∈ Sp(2d, R). To that end, we first prove the following lemma; it is slightly more general than what we need, but may be thought of as the symplectic covariance of the generating function (48):
Lemma 5.1 (Symplectic covariance of generating function Γ ). Let S 0 ∈ Sp(2d, R) and S ∈ Mp(2d, R) with S := π Mp ( S) ∈ Sp(2d, R). Then, S Γ (S 0 ; w, x) = Γ (SS 0 ; w, x).
Remark 5.2. The above expression S 0 Γ (S; w, x) is a shorthand for [ S 0 Γ (S; w, · )](x). We will use similar shorthands below for notational simplicity.
Proof. Recall from Section A.2 that the metaplectic group Mp(2d, R) is generated by J, M L , and V R with L ∈ GL(d, R) and R ∈ Sym(d, R). So it suffices to prove the above assertion for those cases where S is J, M L , and V R for any L ∈ GL(d, R) and R ∈ Sym(d, R). First set S = J. We would like to show that J Γ (S 0 ; w, x) = Γ (JS 0 ; w, x). Let us first evaluate JΓ (S 0 ; w, x). We have
but then, using the expression (48), the integrand becomes
Carrying out the integral (see, e.g., Folland [7, Theorem 1 on p. 256] for a useful formula for such Gaussian integrals) gives
Now for the last term, recall from (26) that
Taking the transpose of it and multiplying both sides from the left by P −1
But then P 0 Q −1 0 ∈ Σ d as we have seen in (29), and so (Q
and so 2iP
How about Γ (JS 0 ; w, x)? We have
and thus µ(JS 0 , iI d ) = (det P 0 ) −1/2 ; so it is easy to see from the definition (48) that Γ (JS 0 ; w, x) takes the same form as the above expression for JΓ (S 0 ; w, x); hence JΓ (S 0 ; w, x) = Γ (JS 0 ; w, x). Next set S = V R with any R ∈ Sym(d, R). It is easy to see that
On the other hand,
and thus µ(V R S 0 , iI d ) = (det Q 0 ) −1/2 ; hence, using (48), Γ (V R S 0 ; w, x) yields the same expression as the one above for 
Then it takes the form
and is the generating function for the Hagedorn wave packets {ϕ n (S, z;
Equivalently,
is the generating function for the Hagedorn polynomials {P n (S, z;
Remark 5.4. Again, strictly speaking, there are two expressions for (50) that differ by the sign, depending on how one takes the branch cut in µ(S, iI d ) = (det Q) −1/2 of ϕ 0 (S, z; · ); see (35).
Proof. First it is easy to see that setting S 0 = I 2d in Lemma 5.1 implies that S Γ (w, x) = Γ (S; w, x) holds for any S ∈ Sp(2d, R), and therefore, using (48), we have
for any S ∈ Sp(2d, R). Then the expression (50) follows easily from the definition (49):
where we used the following identity in the last equality:
which is easy to verify using (35) and (47) along with (A.1). Now recall the generating function (44) of the Hermite polynomials, i.e.,
and let us apply the operator e − i 2 p·q T z S to both sides. As mentioned in the beginning of the section, this operator is unitary and thus applies to the series on the right-hand side term by term, i.e., Γ (S, z; w, x) =
where we used (39) from Theorem 3.8. Dividing both sides by ϕ 0 (S, z; x), we have,
where we used the definition (38) of the Hagedorn polynomials {P n (S, z; · )} n∈N d 0 .
We may now exploit the generating function (49) to find the relationship between the Hagedorn polynomials {P n (S, z; · )} n∈N d 
Therefore, we may think of J as an isomorphism from S (R d ) to itself with its inverse given by
Since J is essentially the Fourier transform F , one can easily extend it to the unitary operator J ∈ U(L 2 (R d )) and so J * = J −1 . Secondly, we define, for any
It is clearly a unitary operator on L 2 (R d ) with its inverse given by
where the index m ∈ Z is defined by 
where we incorporated the term i m into the square root, and is taken care of by the branch chosen to define the square root.
Since the three classes of operators J, V R , and M m L are all elements of the group U(L 2 (R d )), one may consider the subgroup of U(L 2 (R d )) generated by these elements. The metaplectic group Mp(2d, R) is precisely this subgroup of U(L 2 (R d )), i.e., any element in Mp(2d, R) is written as a composition of the above three classes of operators.
We may then construct (see de Gosson [4, Chapters 3] and Folland [7, Chapter 4] for details) the homomorphism π Mp : Mp(2d, R) → Sp(2d, R) such that the generators J, V R , and M m L can be related to elements of the symplectic group Sp(2d, R) in the following way:
(A.5) One can also show that ker π Mp = {± id L 2 (R d ) } and hence π Mp : Mp(2d, R) → Sp(2d, R) is a double cover.
In general, it is not straightforward to construct a concrete form of S ∈ Mp(2d, R) for a given S ∈ Sp(2d, R) such that π Mp ( S) = S. However, this can be done with a particular class of elements of Sp(2d, R). Specifically, let us define the set of free symplectic matrices as where, as is the case with M L , the sign due to the term i m is determined by the branch chosen to define the square root in the factor (det B) −1/2 . Then we have
with appropriate choices of branches for S and M B −1 .
Remark A.1. One can see that the above index m is essentially in Z/4Z as follows. If det B > 0 then m must be even, i.e., m = 2l with l ∈ Z and so i m = (−1) l ; hence the sign of S m = S 2l depends on the parity of l: If l is even, i.e., l = 2k with k ∈ Z, then S m = S 4k is the same operator for any k ∈ Z, and if l is odd, i.e., l = 2k + 1 with k ∈ Z, then S m = S 4k+2 is the same for any k ∈ Z as well, and these two versions differ only by the sign, i.e., S 4k+2 = − S 4k . Likewise, if det B < 0 then m = 2l + 1 with l ∈ Z and so i m = (−1) l i, and thus the sign of S m = S 2l+1 again depends on the parity of l: With l = 2k and k ∈ Z, S m = S 4k+1 is the same for any k ∈ Z and with l = 2k + 1 and k ∈ Z, the same goes with S m = S 4k+3 , and these two differ only by the sign, i.e., S 4k+3 = − S 4k+1 . That is, given any element S ∈ FSp(2d, R), there exist two elements written as S m . The same goes with the above definition (A.3) of M m L .
Remark A.2. Unfortunately, not all the elements of Mp(2d, R) are written in the form (A.8) or (A.9). However, one can show (see the above references) that any element S ∈ Mp(2d, R) may be written as the composition of two operators of the form (A.9) (or (A.8)), i.e., S = S 1 S 2 with those elements S 1 , S 2 ∈ FSp(2d, R) such that S = π Mp ( S) = S 1 S 2 , although this factorization is not unique.
The integral expression (A.9) suggests that that the metaplectic operators S ∈ Mp(2d, R) are, in a sense, a quantization of the linear symplectic transformation z → Sz on the phase space T * R d defined by the matrix S ∈ Sp(2d, R). This can be also illustrated by the following fact: Taking the conjugation of the Heisenberg-Weyl operator (A.1) by a metaplectic operator S ∈ Mp(2d, R) corresponding to S ∈ Sp(2d, R), one obtains (see, e.g., de Gosson 
