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線形半無限計画問題 (Linear Semi‐Infinite Programming: LSIP)[2, 3] とは,有限
次元の変数空間において,無限個の線形不等式制約で表される制約条件の下,線形関数
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2を最小化する問題  *1であり,一般に次のように定式化される.
 M\dot{{\imath}}n\dot{{\imath}}m\dot{{\imath}}zex\in \mathbb{R}^{n} c^{T}x
subject to  a(t)^{T}x-b(t)\geq 0  (\forall t\in T) . (1)
ここで  T\subseteq \mathbb{R}^{s} は空でないコンパクト集合であり,  c\in \mathbb{R}^{n} は与えられた定数ベクトル
を表す.また  a :  Tarrow \mathbb{R}^{n} および  b :  Tarrow \mathbb{R} は与えられた連続関数である.ベクトル
 t\in \mathbb{R}^{8} は有限個の制約条件を含むような通常の最適化問題における制約関数の添字に
相当するので,本稿では  t を添字ベクトル (または単に添字) ,  T を添字集合と呼ぶこと
にする.なお,LSIP には有限個の等式制約を含めることができるが,表記の簡易性の
ため本稿では省略する.
典型的な LSIP の例として,チェビシェフ近似問題 [3] がある.この問題は,閉区間
 [\alpha, \beta] 上で定義される関数  \varphi(t) を多項式  P(t, x) で近似する問題である.近似の度合
いを誤差の一様ノルム  *2で測るとすれば,誤差の最大値を最小化する問題として次のよ
うに定式化することができる.
Minixmize   \max_{t\in[\alpha,\beta]}|P(t, x)-\varphi(t)| (2)




subject to  -\eta\leq P(t, x)-\varphi(t)\leq\eta  (\forall t\in[\alpha, \beta]) . (3)
ここで,多項式  P(t, x) が実係数の多項式  P(t, x)  := \sum_{\dot{i}=0}^{n-1}x_{i}t^{i} のように与えられる
とき,問題 (3) の目的関数および制約関数はいずれも変数  (x, \eta) に関して線形である.
また,変数  (x, \eta) の次元は有限で,制約条件の個数は無限であるので問題 (3) はLSIP
に他ならない.





における集合  T を,有限個の要素からなる  T の部分集合  T'  :=\{t_{1}, t_{2}, t_{7n}\} に置
 *1 目的関数を最大化する問題は,目的関数値を  (-1) 倍することで最小化問題へ帰着できる.
 *2 集合  S 上で定義される実数値関数  f(x) に対する一様ノルム  \Vert f\Vert_{\infty} は,  \Vert f\Vert_{\infty}  := \sup_{x\in S}|f(x)| で定義
される.




subject to  a(t_{i})^{T}x-b(t_{i})\geq 0  (i=1,2, \ldots , m) . (4)
問題 (4) の目的関数は  x に関して線形であり,制約条件は有限個の線形不等式で表さ
れる.このような最適化問題は線形計画問題(Linear Programming: LP) と呼ばれ,
単体法や内点法などの既存のアルゴリズムによって効率的に解くことができる [12].
LSIP に対するアルゴリズムとしてよく知られている手法に,離散化法 (discretiza‐
tion method) [5, 8, 9] と交換法 (exchange method) [5, 11] がある.離散化法は,
 |T_{k}|^{*3}<\infty かつ   \lim_{karrow\infty} dist  (T_{k}, T)=0^{*4}を満たすような  T のグリッド部分集合の
列  \{T_{k}\}\subseteq T を逐次生成する.そして,   karrow\infty とすることによって,  LP(T_{k}) の最適
解  x^{k} を解くべき LSIP の最適解へ収束させることを考える.この手法は直感的にも分
かりやすく,アルゴリズムの実装も比較的容易である.しかし,  k が大きくなるにつれ
て部分問題 LP  (T_{k}) の制約の個数が無限に大きくなるという問題点があり,必ずしも効
率的な手法とは言えない.一方,交換法では,臨に属する要素  t_{rmv}^{k} と  \tau\backslash 職に属す
る要素  t_{new}^{k} に対して,  T_{k+1}  :=T_{k}\backslash \{t_{rmv}^{k}\}\cup\{t_{new}^{k}\} とすることによって集合乃を
更新することを考える.この手法は,集合職の要素数  |T_{k}| は上に有界であるので,離
散化法のように制約の個数が無限に多くなることは一般にはない.しかし,  LP(T_{k}) の
最適解  x^{k} を解くべき LSIP の最適解へ収束させるためには,交換要素である  t_{rmv}^{k} と
 t_{new}^{k} を上手く選ぶ必要がある.
これらのアルゴリズムとは別に,切除平面法(cutting plane method) [1, 11] と呼ば
れる解法がある.この手法では職  \subseteq T かつ  |T_{k}|<\infty を満たすような  T のグリッド
部分集合の列  \{T_{k}\} を,  T\backslash 職に属する要素  t_{\min} を上手く選び,  T_{k+1}  :=T_{k} 火  \{t_{\min}\}
とすることで更新する.そして,   karrow\infty とすることによって  LP(T_{k}) の最適解  x^{k} を
LSIP (1) の最適解へ収束させることを考える.ここで,新たに加える添字 tmin の典型
的な選び方として,下位問題




回の反復で  t に関する最適化問題 (5) を解かなければならない点である.特に,集合
 *3 集合  E の要素数を  |E| で表す.
 *4 X  \subset Y であるような二つの集合間の距離を dist  (X, Y)  := \sup_{y\in y}\inf_{x\in X}\Vert x-y\Vert で定義する.
4 T が高次元の場合や,  T 上の関数  a(t),  b(t) が凸でない場合,問題 (5) の大域的最適
解を求めることは一般に困難である.次に,(ii) 部分問題 LP  (T_{k}) を厳密に解くこと
を前提としている点が挙げられる.  LP(T_{k}) は線形計画問題であるため,非線形最適化
問題に比べると高速に解くことが期待できる.しかし,決定変数の次元が大きい場合
や制約条件の個数が多い場合,解を求めるためにより多くの計算コストがかかる.(i)
の問題に関して,Wu, Fang, Lin [11] は問題 (5) の大域的最適解  t_{\min} を求める代わり
に,十分小さな正の定数  \delta>0 に対して,   a(t)^{T}x^{k}-b(t)<-\delta を満たすような添
字  t_{k+1}\in T\backslash 職を求め,  T_{k+1}  :=T_{k}\cup\{t_{k+1}\} と更新するアルゴリズム (Relaxed













subject to  A_{1}x=b_{1},  A_{2}x\leq b_{2} . (6)
ここで,  A_{1},  A_{2} は適当な次元の行列,  b_{1},  b_{2},  c は適当な次元の定数ベクトル,  x は変
数ベクトルをそれぞれ表す.以下では,問題 (6) の形式で与えられる線形計画問題を数
学的に取り扱いやすくするために,次のような標準形を定める.
 M\dot{{\imath}}n\dot{{\imath}}m\dot{{\imath}}zex\in \mathbb{R}^{n} c^{T}x
subject to  Ax=b,  x\geq 0 . (7)





. 最大化問題は目的関数を  (-1) 倍することによって最小化問題へ変換する.
. 非負制約を持たない変数  (e.g., \overline{x}) は,新しい非負変数  \overline{x}_{1}\geq 0,  \overline{x}_{2}\geq 0 を導入し
て,  \overline{x}:=\overline{x}_{1}-\overline{x}_{2} と置くことによって消去する.
 \bullet 不等号制約  a_{i}^{T}x\leq b_{i} は,新たな変数  z を導入し,等式制約  a_{i}^{T}x+z=b_{i} と非
負制約  z\geq 0 に直す (不等号制約  a_{i}^{T}x\geq b_{i} についても同様).
問題 (7) を主問題とするとき,その双対問題は次のように記述される.
 (y,z)\in \mathbb{R}^{m}\cross \mathbb{R}^{n}Max\dot{{\imath}}mize  b^{T}y
subject to  A^{T}y+z=c,  z\geq 0 . (8)
主問題と双対問題の間には密接な関係があり,互いの目的関数値が最適解において一致
することを述べた双対定理と呼ばれる重要な定理が成り立つ.





系2.1 [12, 系2.2] 主問題 (7) の実行可能解を  x , 双対問題 (8) の実行可能解を  (y, z)
とする.このとき,次の条件1と条件2は同値である.
条件1.  x は主問題の最適解であり,  (y, z) は双対問題の最適解である.
条件2.  x^{T}z=0 が成り立つ.
2.2 内点法
線形計画問題に対するアルゴリズムとして,内点法がよく知られている.内点法は,






以下では,主問題 (7) と双対問題 (8) に対する最適解を求める主双対内点法について





x_{i}z_{i}=0 (i=1,2, \ldots, n)
x\geq 0, z\geq 0
\end{array} (9)
が成り立つならば,  x は主問題 (7) の最適解であり,  (y, z) は双対問題 (8) の最適解で
ある.したがって,式(9) を満たすようなベクトルの組  (x, y, z) を求めることによっ
て,主問題と双対問題を同時に解くことができる.以下では,式(9) を満たすベクトル
の組  (x, y, z) を求める問題を主双対問題と呼ぶことにする.
主双対アフィンスケーリング法は主双対問題 (9) を解く手法の一つであり,Monterio,
Adler, Resende[7] によって提案された.この手法では,双対ギャップ  (x^{k})^{T}z^{k} の値
が単調減少するように実行可能内点列  \{(x^{k}, y^{k}, z^{k})|k=0,1,2, . . .\} を生成すること
を考える.ここで,主双対問題 (9) に対する実行可能内点の集合は次のように定義さ
れる.
定義2.1 ベクトルの組  (x, y, z) が集合
 \mathcal{F}_{PD}:=\{(x, y, z)|Ax=b, A^{T}y+z=c, x>0, z>0\}
の要素であるとき,  (x, y, z) は主双対問題 (9) の実行可能内点であるという.
主双対アフィンスケーリング法の具体的なアルゴリズムは次のように記述される.
主双対アフィンスケーリング法
 5tep0 . 十分小さな定数  \varepsilon>0 を定める.  k:=0 とし,初期点を  (x^{0}, y^{0}, z^{0})\in \mathcal{F}_{PD}
とする.
 5tep1 . 収束条件  (x^{k})^{T}z^{k}\leq\varepsilon が成り立つならば計算終了する.さもなければ,線形
方程式系
 (\begin{array}{lll}
A   0   0
0   A^{T}   I










を解き,  (\triangle x^{k}, \triangle y^{k}, \triangle z^{k}) を求める.
Step 2. 条件  (x^{k}+\alpha_{P}^{k}\triangle x^{k}, z^{k}+\alpha_{D}^{k}\triangle z^{k})>0 を満たすようなパラメータ  \alpha_{P}^{k} と  \alpha_{D}^{k}










 5tep3.  k:=k+1 とし,Step 1へ戻る.
7ここで式 (10) における  X_{k}=diag(x^{k}) は  x^{k} の各要素を対角成分とする対角行列を,
 Z_{k}=diag(z^{k}) は  z^{k} の各要素を対角成分とする対角行列をそれぞれ表す.
主双対アフィンスケーリング法のアルゴリズムの Step 2において,主問題と双対問
題のステップサイズが等しい場合,次のような定理が成り立つことが知られている.
定理2.2 [12, 定理4.1] 主双対アフィンスケーリング法のアルゴリズムの Step 2にお
いて,条件  (x^{k}+\alpha_{P}^{k}\triangle x^{k}, z^{k}+\alpha_{D}^{k}\triangle z^{k})>0 を満たすような,あるパラメータ  \alpha>0
が存在して,  \alpha_{P}^{k}=\alpha,  \alpha_{D}^{k}=\alpha とする.このとき,
 (x^{k+1})^{T}z^{k+1}=(1-\alpha)(x^{k})^{T}z^{k}
が成り立つ.
定理2.2により,任意の  \alpha>0 に対して  (x^{k+1})^{T}z^{k+1}>(x^{k})^{T}z^{k} が成り立つので,
主双対アフィンスケーリング法で生成される点列の双対ギャップは単調に減少する.
3 LSIP に対するア  \ovalbox{\tt\small REJECT}レゴリズム
3.1 緩和切除平面法
まず,Wu, Fang, Lin [11] によって提案された緩和切除平面法 (RCP 法) について
述べる.RCP 法では,アルゴリズムの第  k 回目の反復において,集合  T の部分集合
 T_{k} で特徴づけられる部分問題 LP  (T_{k}) を厳密に解き,暫定解  x^{k} を求める.暫定解  x^{k}
がLSIP (1) の解であるためには,すべての  t\in T に対して  a(t)^{T}x^{k}-b(t)\geq 0 を満
たしている必要がある.もし,暫定解  x^{k} において  a(t)^{T}x^{k}-b(t)<0 なる添字  t_{k+1}
が存在するならば,  T_{k+1}  :=T_{k} 火  \{t_{k+1}\} として,次の反復で解く部分問題  LP(T_{k+1})
を構成し,反復を繰り返す.RCP 法は具体的に次のように記述される.
ALG 1: RCP 法
 5tep0 . 十分小さな定数  \delta>0 を定める.集合  T の中から有限個の要素を任意に選び
 T_{0}  :=\{t_{1}, t2, t_{m}\}\subset T とする.集合乃 によって特徴づけられる部分問題
 LP(T_{0}) を解き,最適解  x^{0} を求める  *5.  k:=0 とする.
Step 1.   a(t)^{T}x^{k}-b(t)<-\delta を満たすような添字  t_{new}^{k}\in T\backslash 臨を見つける.もし,
  a(t)^{T}x^{k}-b(t)<-\delta を満たす  t_{new}^{k} が存在しない  *6 ならば計算終了.さもなけ
れば  T_{k+1}  := 几俺  \{t_{new}^{k}\} とする.
 5tep2 . 集合  T_{k+1} で特徴づけられる部分問題 LP  (T_{k+1}) を解き,最適解  x^{k+1} を求め
る.  k:=k+1 とおき,Step 1へ戻る.
 *5 LP  (T_{0}) が最適解を持つように,  T_{0} として十分な数の添字を選ぶ.
 *6 すべての  t\in T に対して   a(t)^{T}x^{k}-b(t)\geq-\delta であることを意味する.
8Step 1では,従来の切除平面法で解かなければならなかった下位問題 (5) を解く代
わりに,   a(t)^{T}x^{k}-b(t)<-\delta を満たすような添字  t_{new}^{k}\in\tau\backslash 媒を見つけることに




る手法では,RCP 法の Step  0 と Step 2において厳密に解くことが前提となっている
LP を非厳密に解くことにより全体の高速化を図るアプローチを導入する.ここで部分
問題は (4) の形式で与えられる線形計画問題であるが,以下では (7) の形式で与えられ
る問題を部分問題として考える.なお.問題 (4) から問題 (7) へ再定式化できることは
2節で確認した通りである.さて,提案手法では部分問題の厳密な最適解を求める代わ
りに,次のように定義される精度  \beta(\geq 0) の近似解を求めることを考える.
定義3.2 線形計画問題 (7) とその双対問題 (8) に対して
  \max\{\frac{\Vert Ax-b||_{2}}{\max(1,\Vert b||_{2})}, \frac{\Vert A^{T}y+z-
c\Vert_{2}}{\max(1,\Vert c\Vert_{2})}, \frac{|c^{T}x-b^{T}y|}{\max(1,|c^{T}x|,
|b^{T}y|)}\}\leq\beta (12)
を満たすようなベクトル」 および  (y, z) を精度  \beta(\geq 0) の近似解とよぶ.
定義3.2において,Ax—b は主問題 (7) の残差,  A^{T}y+z-c は双対問題 (8) の
残差 ,  c^{T}x-b^{T}y は双対ギャップをそれぞれ表し,  \Vert  \Vert_{2} は本稿を通してユークリッ
ドノルムを表すことにする.また,式(12) における各分母は誤差の相対化をそれぞれ
行っている.  \beta=0 において式 (12) を満たすようなベクトル  x および  (y, z) は,主
問題 (7) と双対問題 (8) の厳密な最適解にそれぞれ対応し,MATLAB optimization
Toolbox の linprog” では,  \beta を十分小さな定数 (e.g.,  \beta=10^{-6} ) とすることによっ
て LP の最適解を求めている.本研究で提案する手法では,部分問題として解くべき
LP を定義3.2で定められる精度  \beta(\geq 0) の近似解で留めることを考える.具体的なア
ルゴリズムは次のように記述される.
ALG 2: RCP 法(高速化)
 5tep0 . 十分小さな定数  \gamma>0 と適当な正のパラメータ  M>0,  \rho>0 をそれぞれ定
める.次の条件 (i), (ii) を満たすような数列  \{\beta_{k}\}_{k=0}^{\infty} を定める.
(i)  \beta_{k}\geq 0  (k=0,1,2, \ldots ) (ii)   \lim_{karrow\infty}\beta_{k}=0
集合  T の中から有限個の要素を任意に選び  T_{0}  := {  t_{1},  t_{2} , 幅}  \subset T とおく.
集合乃 によって特徴づけられる部分問題 LP  (T_{0}) に対する精度  \beta_{0} の近似解  \tilde{x}^{0}
を求める.  k:=0 とする.
9 5tep1 . 次の不等式を満たす  t_{new}^{k}\in T\backslash 環を見つける.
 a(t)^{T}\tilde{x}^{k}-b(t)<-M\rho\beta_{k} . (13)
 T_{k+1}  :=T_{k} 火  \{t_{new}^{k}\} とおき,Step 3へ進む.もし,式(13) を満たす  t_{new}^{k}\in T\backslash T_{k}
が存在しない  *7 ならばStep 2へ進む.
 5tep2.   M\rho\beta_{k}\leq\gamma であるならば計算終了.さもなければ,  t_{new}^{k}  := \arg\min_{\in tT}\{a(t)^{T}\tilde{x}^{k}-
 b(t)\} を計算し,  T_{k+1}  :=T_{k} 俺  \{t_{new}^{k}\} とする.Step 3へ進む.
Step 3. 集合  T_{k+1} によって特徴づけられる部分問題 LP  (T_{k+1})\ovalbox{\tt\small REJECT}こ対する精度  \beta_{k+1} の
 \tilde{x}^{k+1} を求める.  k:=k+1 とし,Step 1へ戻る.
Step  0 で設定する十分小さな定数  \gamma>0 はRCP 法における  \delta>0 に相当し,解く
べき LSIP の解に対する精度を表す.また,数列  \{\beta_{k}\}_{k=0}^{\infty} は,   karrow\infty の極限で  0 に
収束する非負数列であり,  \beta_{k}  :=2^{-k}  (k=0,1,2\ldots ) などが例として挙げられる. こ
の数列  \{\beta緑離  0 は,定義3.2における精度  \beta\geq 0 に相当し,提案手法では反復を重ね
る度に部分問題 LP  (T_{k}) に対する解への精度が厳しくなることを要求している.
Step 1では,添字集合蝶 を更新するためのステップである.既存の RCP 法で
は,   a(t)^{T}x^{k}-b(t)<-\delta を解くことにより,新たな制約条件として加える添字
 t_{new}^{k}\in T\backslash 臨を見つけることができた.しかし,提案アプローチでは LP  (T_{k}) に対し
て近似最適解を求めるに留めているため,同じ手法を直接適用することはできない.そ
こで,添字集合職を更新するために,次の定理を考える.
定理3.3 部分問題 LP  (T_{k}) の最適解を  x^{k} , 精度  \beta_{k}\geq 0 の近似解を  \tilde{x}^{k}=\tilde{x}^{k}(\beta_{k}) と
する.さらに任意の  \beta\geq 0 に対して,  \Vert x^{k}-\tilde{x}^{k}\Vert_{2}\leq\rho魚を満たすような正の実数
 \rho>0 が存在すると仮定する.このとき,   a(t)^{T}\tilde{x}^{k}-b(t)<-M\rho魚を満たすような任
意の  t\in T に対して,  a(t)^{T}x^{k}-b(t)<0 が成り立つ.ただし,  M:= \sup_{t\in T}\Vert a(t)\Vert_{2}
である.







定理3.3より,  \Vert x^{k}-\tilde{x}^{k}\Vert_{2}\leq\rho\beta_{k} を満たすような  \rho>0 の値を事前に予測すること
ができれば,  LP(T_{k}) の厳密な最適解  x^{k} を実際に計算しなくても,近似最適解  \tilde{x}^{k} の
情報だけで,  a(t)^{T}x^{k}-b(t)<0 を満たす添字  t\in T\backslash 乃を見つけることができる.
 *7 すべての  t\in T に対して   a(t)^{T}\tilde{x}^{k}-b(t)\geq-M\rho魚であることを意味する.
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Step 2は,Step 1 で式 (13) を満たすような添字  t_{new}^{k}\in T\backslash 職が存在しない
ときのステップである.まず,  M\rho\beta_{k} の値が Step  0 で定めた  \gamma 以下である場合は
暫定解  \tilde{x}^{k} を解として出力し,計算を終了する.一方,   M\rho\beta_{k}>\gamma であるならば,
 t_{new}^{k}  := \arg\min_{t\in T}\{a(t)^{T}\tilde{x}^{k}-b(t)\} を計算し,  T_{k+1}  :=T_{k}\cup\{t_{new}^{k}\} とすることで更新
する.
上記の手法 (ALG 2) で  \beta_{k}  :=0(k=0,1,2\ldots ) とすると,RCP 法において  \delta:=0
としたときに対応する.このとき,ALG 2における Step 2の   M\rho\beta_{k}\leq\gamma は   0\leq\gamma と
なるため,常に成り立つ.したがって,ALG 2のStep 1において,式(13) を満たすよ
うな添字  t_{new}^{k}\in T\backslash 乃が存在しなければ計算が終了されることを意味しており,これ
はALG 1のStep 1に対応している.
3.3 収束解析
本項では,提案手法が  \gammaarrow 0 の極限において,ALG 2によって得られる出力が
LSIP (1) の最適解に収束することを示す.はじめに,定義3.2で記述される精度
 \beta(\geq 0) の近似解に対して次のエラーバウンド性が成り立つことを仮定する.
仮定  A 部分問題 LP  (T_{k}) は唯一の最適解  x^{k} をもつとする.さらに,それに対する任
意の精度魚 の近似解を砂としたとき,  \Vert x^{k}-\tilde{x}^{k}\Vert_{2}\leq\rho魚を満たす  k に依らない正
数  \rho>0 が存在する.
仮定  A のもと,次の定理が成り立つ.
定理3.4 仮定  A が成り立つとする.また,所与の  \gamma>0 に対して,ALG 2は有限の
反復回数  k_{0}=k_{0}(\gamma) で終了するとする.このとき,LSIP(I) の最適解集合  \mathcal{S} に対し
て   \lim_{\gammaarrow 0} dist  (\tilde{x}^{k_{0}}, \mathcal{S})=0 が成り立つ.
証明.まず,  LP(T_{k_{0}}) の厳密な最適解  x^{k_{0}} に対して,以下の不等式が成り立つ.
  \min_{t\in T}[a(t)^{T}x^{k_{0}}-b(t)]=\min_{t\in T}[a(t)^{T}\tilde{x}^{k_{0}}-
b(t)+a(t)^{T}(x^{k_{0}}-\tilde{x}^{k_{0}})]
  \geq\min_{t\in T}[a(t)^{T}\tilde{x}^{k_{0}}-b(t)]+\min_{t\in T}[a(t)^{T}(x^{k_
{0}}-\tilde{x}^{k_{0}})]




ここで,最初の不等式は   \min の性質より,2つめの不等式は Cauchy‐Schwarz の不等
式より,3つめの不等式は式 (13) を満たす  t\in T が存在しないことと,仮定  A および
 M= \sup_{t\in T}\Vert a(t)\Vert_{2} より,4つめの不等式は ALG 2の終了条件より成り立つ.
一方,LSIP(I) の実行可能領域は  LP(T_{k_{0}}) の実行可能領域に含まれるので,
LSIP (1) の最適解を  x^{*} に対して不等式  c^{T}x^{*}\geq c^{T}x^{k_{0}} が成り立つ.これより,
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  \lim_{\gammaarrow 0} dist  (x^{k_{0}}, \mathcal{S})=0 を得る [4].
さらに,  \Vert x^{k_{0}}-\tilde{x}^{k_{0}}\Vert_{2}\leq\rho\beta_{k0}\leq M^{-1}\gamma であることに注意すると,
dist  (\tilde{x}^{k_{0}}, \mathcal{S})\leq dist  (x^{k_{0}}, \mathcal{S})+\Vert x^{k_{0}}-\tilde{x}^{k_{0}}\Vert_{2}\leq dist  (x^{k_{0}}, \mathcal{S})+M^{-1}\gamma
であるので,  \gammaarrow 0 の極限をとれば,   \lim_{\^{i}arrow 0} dist  (\tilde{x}^{k_{0}}, \mathcal{S})=0 を得る.  \blacksquare
4 数値実験
本節では,RCP 法 (ALG 1) と提案手法 (ALG 2) の比較を行う.実験には1節
で述べたチェビシェフ近似問題 (3) において,  \varphi(t)=-\sqrt{2\pi t-t^{2}},  P(t, x);=




subject to  - \eta\leq\sum_{i=1}^{n}x_{i}\cos(i-1)t-(-\sqrt{2\pi t-t^{2}})\leq\eta  (\forall t\in[0,2\pi]) . (14)
この実験では,RCP 法の Step  \theta における定数  \delta の値を  \delta=10^{-6} と設定した.ま
た,提案手法におけるパラメータ  M の値は,  M=\sqrt{n} と設定し,数列  \{\beta緑毘  0 は
 \beta_{k}=10^{-3} (轟)‐k  (k=0,1,2, . . ) と設定した.さらに,Step  0 における集合  \tau_{0}
はどちらの手法でも  T_{0}  :=\overline{T}_{0}\cup\{0,2\pi\} で構成した.ここで,集合乃は  n 個の要素を
含む集合で,各要素は  0 以上   2\pi 以下の一様乱数で構成される.
表1は,それぞれの手法を20回ずつ試行した結果の平均値を表し,  n は決定変数  x
の次元,#ite (out) はRCP 法の反復回数 (外部反復回数) , #ite (in) は部分問題である
LP を解くためにかかった反復回数 (内部反復回数) ,  cpu(s) は計算時間 (秒) をそれぞ
れ表す.表1より次のようなことが考察できる.まず計算時間に関しては,決定変数  x
の次元が低いときは,RCP 法と高速化を施した提案手法のいずれの場合で解いても計
算時間に大きな差は見られない.一方,決定変数  x の次元が高くなるにつれて , 提案
手法の方が計算時間が短縮されていることが観察できる.また反復回数に関しては,外











られる.特に本稿では,定理3.3で仮定されている定数  \rho>0 に関して十分に議論でき
ておらず,その値が提案手法にどのような影響を及ぼすのか明らかになっていない.
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