We study the quadratic eigenvalue problem ( A + AB + A"C)n: = 0, where A, B, and C are symmetrie real n x n matrices, and A, C are positive definite. We propose an efficient numerical algorithm to compute a few of the smallest positive eigenvalues of the problem and their associated eigenvectors.
Hereafter we shall refer to the problem (1.1) with A positive definite as (DI'). Problems (DP) arise in the analysis of geometrical nonlinear buckling structures with finite element methods [l, 3, 4, 61 . In these cases the matrices A, B, and C under considerations are large and banded. The real eigenvalue h of (DP) is usually the factor of safety for the applied extemal force in the buckling structure, and the associated eigenvector x is the buckling mode shape. Since the higher buckling modes only describe the behavior of a structure that would have buckled under a lighter load and rarely have engineering meaning, it is usually the case that only a few of the smallest real eigenvalues in modulus are important. If the load is thought of as being applied in one direction, then only either positive or negative eigenvalues are significant. For the convenience of discussion, we hence focus our attention on developing an efficient algorithm to compute a few of the smallest positive eigenvalues of (DP) and their associated eigenvectors.
Letting p = l/h, by an intuitive consideration the quadratic eigenvalue problem (DP) can be transformed to an enlarged linear eigenvalue problem (1.2) Since both enlarged 2n x 2n matrices in (1.2) are indefinite, the eigenvalues /_L can be complex. Some well-known algorithms such as subspace iteration to solve the eigenvalue problem (1.2) . In practice, al1 the above methods always converge faster to the extreme eigenvalues, i.e. the eigenvalues which lie on the boundary of the spectrum. If our desired real eigenvalues are not the extreme values, then these methods are not suitable for solving the problem (1.2). Besides, no elegant theory of convergente analysis has been developed. From practica1 point of view, the shift-invert technique [lO] can be considered to solve the problem (1.2 ). This technique is reliable when the matrix on the right-hand side of (1.2) are positive semidefìnite. In 1990, Parlett and Chen [20] formally used the symmetrie Lanczos method by utilizing the shift-invert technique to solve the symmetrie indefinite pencil as in (1.2) . Since both matrices of (1.2) are indefinite, the shift-invert technique has its dangers. It is pointed out in [2O] that undetectable growth of Lanczos vectors in certain directions and breakdown of the algorithm are problems that remain unsolved.
The quadratic eigenvalue problem has been studied for some time.
Lancaster et al. [ll, 17 , 181 p rovided a good theoretical treatment of the subject and explored the application to vibrating systems. By numerical algorithms, Kublanovskaja [16] , Ruhe [23] , and Peters and Wilkinson [22] presented some Newton-type algorithms for the calculation of eigenvalues of genera1 h-matrix polynomials. Al1 these methods are only locally quadratically convergent. There is no guarantee of convergente to the smallest positive eigenvalue even if a zero is chosen as initial value. Besides, the symmetry and positivity property of the matrices in (DP) are not utilized. Some deflation strategies proposed by Ruhe [23] This equation is very closely related to the problem of finding scalar h and nonzero vector x such that (1.1) holds.
For EI given real A, we now consider the linear symmetrie eigenvalue problem
P(A)&(h) = -(B + AC)x(A). (1.3)
Since A is symmetrie positive definite and -(B + AC) is real symmetrie, the eigenvalues of (1.3) are al1 real and can be labeled as P,(A) > P,(A) 2 *.. 2 P,,(A)- (1.4 We cal1 the curve defined by the function Pi(h), i = 1,. . . , n, the ith eigenvalue curve. It can be proven that these functions are al1 strictly decreasing. Therefore, to find the smallest positive eigenvalue of (DP) it is suffcient to find the smallest fned point of the function l/P1(h) for h > 0.
Three iteration methods given in Section 2 can be used to compute this fixed point.
To obtain the second smallest positive eigenvalue, we develop a so-called nonequivalence transformation (sec Section 3 for details). This allows US to transform the original problem to a new problem in which the matrix corresponding to the A-term is positive semidefinite. Moreover, the new problem has the same eigenvalues as the old problem except that the smallest positive eigenvalue of the old problem is replaced by zero. Now, the second smallest positive eigenvalue of the old problem becomes the smallest positive eigenvalue of the new, transformed problem. Hence, the three iteration methods given in Section 2 can be applied again to compute this eigenvalue.
Proceeding in this way, we can obtain the 3rd, 4th,. . . smallest positive eigenvalues of (DP) when th ese desired eigenvalues satisfy some mild restrictions (sec comments in Algorithm 5.11. We remark that when A is positive semidefinite, then the labeled eigenvalue curves as in (1.4) are allowed to be f w. We wil1 show that the finite eigenvalue curves are strictly decreasing and analyze their asymptotic behavior.
We organize this paper as follows. In Section 2, we give a basic iteration with global linear convergente rate, and the tangent and Newton iterations with local quadratic convergente rate, for finding the current smallest positive eigenvalue. In Section 3, we develop the nonequivalence transformation for the quadratic eigenvalue problem. We give the relations of eigenvalues and the associated eigenvectors between the original and the new transformed problems. In Section 4, we give some properties of the eigenvalue curves p(h) of (1.3) for the more genera1 case that A is positive semidefinite.
In Section 5, we use the iteration methods of Section 2 and the results of Sections 3 and 4 to develop an efficient algorithm for finding a few of the smallest positive eigenvalues and their associated eigenvectors. Some numerical results are also given. Finally, the conclusions are given in Section 6.
ITERATIVE METHODS
In this section we propose three iterative methods for finding the smallest positive eigenvalue of (DP). Since A is positive definite, by a well-known result of [15] the eigenvalue curve B(A) in (1.3) is differentiable at A except at a finite number of exceptional points and the derivative of P(A) is equal to -xl'(A)Cx(A).
Because of the positivity of the matrix C the eigenvalue curves P&h), for j = 1,. . . , n, are strictly decreasing. It follows that the smallest positive eigenvalue of (DP) is the smallest positive fEed point of the function I/&(A). Let A, d enote the smallest positive eigenvalue of (DP). Then A, is the fixed point of the function l/&(h).
In the following we give three iterative methods for finding h, .
BASIC ITERATIVE METHOD. For linear convergente, we note that
Given an initial guess
for some $ between A,, and A,, by the mean-value theorem. Since the quantity on the right-hand side of (2.1) tends to (I/p, )'( A *) as p -+ m, which is less than one, the linear convergente for the basic iteration method follows. W
The basic iterative method ensures that the iteration always converges with linear convergente rate. In order to accelerate the convergente, we develop the tangent and Newton iterative methods.
Tangent Iterative Method. We can write the tangent iteration as A, + 1 = g( Ar). To prove that the tangent iteration converges quadratically is equivalent to showing that if <Y is a fmed point of g(A) then g'(a) = 0. From (2.2) the numerator of g '(a) Hence from (2.3) and (2.4) we obtain exists almost everywhere, we can apply Newton's method to f< A) for finding A * .
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NE~ON'S ITERATIVE METHOD.
Given an initial guess A, > 0. Let p = 0. Since Newton's method converges locally quadratically, rp is controlled so that A, approaches the smallest positive root, That is, if rp < 1 for al1 p and A, -+ A, as p -+ ~0, then A, converges quadratically to h, .
NONEQUIVALENCE DEFLATION
We now start with the original quadratic eigenvalue problem F(A)x = O in (1.1) with A and C positive definite, i.e., the problem (DP). From the positivity of C it is clearly seen that F(h) has 2n finite eigenvalues, i.e., F (h) is regular in the sense that det Section 2, where p,, is the smallest positive eigenvalue of (DP) with multiplicity m,. We want to compute the second smallest positive eigenvalue of (DP). The following nonequivalence deflation allows US to transform the original problem to a new problem with the same eigenvalues except that pLo is replaced by zero. Therefore, the second smallest positive eigenvalue of (DP) becomes the smallest positive eigenvalue of the new problem. Since the new transformed quadratic eigenproblem has the symmetrie positive semidefinite matrix A (sec below), in order to distinguish it from (DP) we cal1 this new problem (SP). S ince some of the eigenvalue curves as in (1.3) and (1.4) for the problem (SP) can be infinity, in the next section we wil1 show the strictly decreasing property and the asymptotic behavior of those finite eigenvalue curves. Hence, the iterative methods of Section 2 with some slight modifications can be applied successively to find the 2nd, 3rd, 4th, . . . smallest positive eigenvalues of (DP).
Let ( po, Y,) be the simple eigensolution of (DP) as above, with YzA,,Y,, = I,,,". Note that we have F( po)Yo = 0. Define the matrices A,, Bi, and C, as follows: Since A,Y0 = 0 and A, is positive definite, by interlacing theorem [12] for symmetrie matrices it follows that A, is positive semidefinite with rank A, = n -mO. 
(A-PO) j=l (3.5)
Hence, the quadratic eigenvalue problem (3.2) preserves al1 eigenvalues of (1.1) except that po is replaced by zero with multiplicity m,. Then (3.6a) follows by subtracting (3.7a) from (3.7b), and (3.6b) follows by subtracting rul X (3.7a) from po X (3.7b). 
REMARK.
(a) From Theorems 3.1 and 3.3, we see that the nonequivalence deflation (3.1) allows US to transform the original problem (DP) to a new problem (SP) which has the same eigenvalues and their associated eigenvectors as (DP) except that po is replaced by zero. Note that the deflation (3. Wielandt deflation is more complex than the deflation (3.1). The quadratic Wielandt deflation is needed to solve several liner systems before deflating the computed eigenvalue of (DP). Besides, the symmetry and positivity of the new transformed matrices are destroyed. Therefore, we prefer using the deflation (3.1) rather than the quadratic Wielandt deflation.
(b) On the other hand, from (3.5) there is also an equivalent form of the deflation (3.1) as follows:
fi -Po (3.9)
The roundoff errors on performing (3.9) wil1 become large when A is close to wo. Moreover, the symmetry and the positivity properties for F,(h) can be lost if we perform (3.9) directly. Therefore, we stil1 prefer using (3.1) rather than (3.9).
In the following, we extend Theorem 3.1 and 3.3. Proof.
The theorem is obtained by induction. The proof is similar to that of Theorem 3.3: we omit the details.
?? (4.14)
ANALYSIS OF EIGENVALUE CURVES
Therefore, the jììnction p(A) is strictly decreasing and satisfies -A,,,(C) <
P'(A) < -A,,,i,(C).
Proof.
Let A E (3, y, + r ) for some j E (0, 1, . . . , E). According to (4.6), for i = 1 , . . . , r. Hence, the eigenpair ( p(A), x(A)) as in (4.1) must be equal to an eigenpair ( fis, + i,, ( A), x::)(A)) for some i, E {l, . . . , r). Taking the inner product of (4.15a) with x(A) and making use of the normalization (4.15b), we obtain for some constant scalars cr, . . . , c,. Substituting (4.18) into (4.17) and using (4.6b), we obtain that (4.14) holds for A E (y., yj+r), j = O,l, . . . ,l. we get the assertion (4.143 at A = r,, j = 1, . . . , 1.
P(A) = -~(h)~Bx(h) -h~(h)~Cx(A).
??
FIG. 1. The functions /3(h).
The graph of eigenvalue curves /3(A) is probably best illustrated by an example. Suppose the matrix A, of order 6, has rank 3, and let yi = -1 with Vl = 1 and ys = 1 with vs = 2. According to the strictly decreasing property of P(A) from Theorem 4.1, the graph of P(A) for this example is as shown in Figure 1 .
We now exploit the decreasing property of P(h) and the representation formula (4.14) of P'(A) to generalize three iterative methods in Section 2 for finding the smallest positive eigenvalue of the (SP) problem.
Suppose that the smallest positive eigenvalue, say A *, of the (SP) problem satisfies Y, < 0 < A, < Ym+l for some m E (0, . . . , 1). Then the eigenvalue h, is the fued point of the function 1//3,,+ {h). Note that for the problem (DP) the condition (4.19) is automatically satisfied (k = Z = 0) and th e ei 'g envalue A, is the fixed point of the function l/&(A).
Given an (SP) p ro bl em satisfying the conditions (4.2). The following three iterative methods find the smallest positive eigenvalue h, which satisfies (4.19).
BASIC ITERATIVE METHOD (SP).
0. If yj = 0 for some j E 11, . . . , Z}, then fail and stop, else let m E {O ,..., Z) such that 'y, < 0 < xn+i. 
Newton Zterative Method (S P).
0. If 7, = 0 for some j E 11,. . . , Z}, then fail and stop, else let tn E {O, . . . , 1) such that 'y,,, < 0 < 'y,,,+ i. We can also prove the linear convergente rate of the basic iterative method (SP), and the quadratical convergente rate of the tangent and Newton iterative methods (SP), as in Section 2.
Given a suitable initial guess
For the initial guess, we have some comments as follows. Since the 
But
Bs"z+,+l(Y,,l+l + E) + ~0 and"' p,_+ i(r,, + I -E) < 03 (bounded) as E + O+, since the Kronecker structure at the point near yfn+ 1 of the form (4.6) or (4.9) is very sensitive [26] . The graph of this case is shown in Figure 2 . Therefore, our iterative methods fail for this case. Fortunately, in our numerical experiments the desired positive eigenvalues have been found before we meet this case.
NUMERICAL ALGORITHM AND EXAMPLES
In this section, we develop an algorithm for finding a few of the smallest positive eigenvalues of (DP) by using the iterative methods proposed in Section 4 combined with the nonequivalence deflation technique (in Section 3). Here, we assume that the desired positive eigenvalues are simple, namely, the multiplicity of each desired eigenvalue is equal to the dimension of the subspace spanned by its associated eigenvectors. We tested Algorithm 5.1 on several examples by using MATLAB (16 digits) on a Sparc Station 10 computer.
In Section 1 we mentioned that the unsymmetric Lanczos method [7, 211 can be applied to the matrix [:
01-'[ --oc Al
for finding the extreme eigenvalues p E l/h of (1.2) . dl' > 0.
Here, E is the elasticity matrix, o is the stress, and E is the strain, which satisfy the elastic relation u = E( E -co) + uo. We now apply Algorithm 5.1 to this example. Table 1 shows that the smallest positive eigenvalues can successively be found until the criterion (5.1) holds. The second column of Table 1 records the number of tangentNewton iterations (combined with basic iteration), the third column records the number of corresponding black Lanczos steps with black size in parentheses, the fourth and fifth column record, respectively, the convergent eigenvalues pj and residuals of the convergent eigenpair ( pj, yj), where residual = ll(A + pjB + /.$C)yjjl 2, and the last column records the smallest nonnegative eigenvalue y* of (YjTBjY,, -T'C,k;) in the criterion (5.1). Note that the vertical line in Figure 3 denotes the position of l/y, . In Table   1 , we see that the tangent-Newton iteration converges very fast. It needs about four steps on average for converging to one positive real eigenvalue.
the number of black Lanczos steps is about 28.5 on average for one tangent-Newton iteration. In general, this quantity is independent of the dimension n, but depends on the distribution of the eigenvalues. In Table 1 many numbers of black Lanczos steps are equal to one. In fact, after performing black Lanczos iterations, we can obtain a subspace spanned by some Ritz vectors. If the iterative value h eigenvalue h * , then this spanned subspace is c ose to the subspace spanned P is very close to a desired by the eigenvectors corresponding to some desired eigenvalues. This is like taking the eigenpairs of a perturbed eigenvalue problem as the initial guess of the next black Lanczos iteration. So the Lanczos iteration iteration usually converges to the desired value in one step. In addition, there are other, larger numbers of Lanczos steps among those 1's in Table 1 , arising from the intersection of the desired eigencurve with the other eigencurves. Further- more, the magnitude of the first value of each row of the number of Lanczos steps yields the spectrum gap ratio. The accuracy of the convergent eigenvalues is at least 10 significant digits.
EXAMPLE 5.2. Given three 100 X 100 randomly generated symmetrie matrices A, B, and C with A, C positive definite and B negative definite.
We now consider the quadratic eigenvalue problems 
CONCLUSIONS
In this paper, we propose an efficient and reliable algorithm to compute a few of the smallest positive eigenvalues of a large sparse quadratic eigenvalue problem. This method is quite different from the previous methods [7, 14, 16, 21, 22, 23, 24, 251 . Although our algorithm sometimes requires more computational time than the other methods, it guarantees convergente to the 
