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ABSTRACT
Autonomous vehicles are developing rapidly and will lead to a
significant change in the driver’s role: he/she will have to move
from the role of actor to the role of supervisor. Indeed, the driver
will soon be able to perform a secondary task but he/she must be
able to take over control in the event of a critical situation that
is not managed by the autonomous system. This implies that
the role of new interfaces and interactions within the vehicle is
important to take into account. This article describes the design
of an application that provides the driver with information
about the environment perceived by his/her vehicle in the form
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of modules. This application is displayed as split screen on a
tablet by which a secondary task can be performed. Initial tests
were carried out with this application in a driving simulator.
They made it possible to test the acceptance of the application
and the clarity of the information transmitted. The results
generally showed that the participants correctly identified some
of the factors limiting the proper functioning of the autonomous
pilot while performing a secondary task on a tablet.
CCS CONCEPTS
• Human-centered computing → Interaction tech-
niques.
KEYWORDS
mobile application, semi-autonomous driving, Human-Vehicle
Interaction (HVI), situation awareness, secondary task, user
test
RÉSUMÉ
Les véhicules autonomes se développent rapidement et en-
traîneront un changement de rôle important chez le conduc-
teur : ce dernier sera amené à passer du rôle d’acteur à celui
de superviseur. En effet, le conducteur sera bientôt en mesure
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d’effectuer une tâche secondaire mais devra toutefois être
capable de reprendre le contrôle dans le cas d’une situation
critique non gérée par le système autonome. Ceci implique
que le rôle des nouvelles interfaces et interactions au sein du
véhicule est important à prendre en compte. Cet article décrit
la conception d’une application transmettant au conducteur
des informations relatives à l’environnement perçu par son
véhicule sous forme de modules. Cette application s’affiche
en partage d’écran sur une tablette grâce à laquelle une tâche
secondaire peut être effectuée. De premiers tests ont été effec-
tués avec cette application dans un simulateur de conduite.
Ils ont permis de tester l’acceptation de l’application et la
clarté des informations transmises. Les résultats ont globale-
ment montré que les participants ont correctement identifié
certains facteurs limitant le bon fonctionnement du pilote
autonome tout en réalisant une tâche secondaire sur tablette.
MOTS CLÉS
application mobile, conduite semi-autonome, Interaction
Homme-Véhicule (IHV), conscience de la situation, tâche
secondaire, test utilisateur
1 INTRODUCTION
L’industrie de l’automobile connaît aujourd’hui de nombreux
changements suite à l’implémentation de systèmes de plus
en plus automatisés. L’utilisation de nouveaux algorithmes
de machine learning et deep learning et notamment des in-
telligences artificielles permet de développer des aides à la
conduite (ADAS) de plus en plus performantes, tendant à une
conduite complètement autonome dans les années à venir.
A terme, la conduite autonome vise à augmenter la sécurité
sur les routes (90% des accidents sont dûs à une erreur hu-
maine [3]) et le confort des usagers mais également à réduire
le trafic et son impact environnemental. Les ADAS actuelles
permettent déjà de prévenir de situations dangereuses (aide
au freinage d’urgence), d’assister le conducteur dans la per-
ception de l’environnement (voyants d’angle mort, caméra
de recul...) et de libérer le conducteur de certaines tâches
(régulateur ou limiteur de vitesse). Cependant, le conducteur
doit encore surveiller entièrement son environnement et ne
peut pas effectuer une tâche non liée à la conduite. C’est
pourquoi des véhicules semi-autonomes sont en cours de dé-
veloppement avant la mise en place de systèmes totalement
autonomes. Les véhicules de niveau 3 selon la classification
proposée par SAE [20] permettent ainsi au conducteur d’ef-
fectuer une tâche non liée à la conduite sans que celui-ci
n’ait besoin de surveiller constamment son environnement.
En effet, des études démontrent que la tâche de surveillance
est particulièrement ennuyante et peut induire de la som-
nolence sans tâche secondaire associée [31]. Toutefois, le
conducteur doit quand même être capable de reprendre le
contrôle du véhicule (passage de la conduite autonome à la
conduite manuelle) à la demande de ce dernier si la situation
ne peut être gérée par le système autonome. Si le conducteur
s’engage dans une tâche secondaire, ce dernier se retrouvera
en dehors de la boucle de contrôle et un retour à la conduite
manuelle lui apparaîtra plus difficile car lui demandera une
charge cognitive plus importante [14].
Dans cet article, nous proposons de transmettre différentes
informations relatives à l’environnement du véhicule et liées
au bon fonctionnement du système autonome sur une ta-
blette via une application Android. Le but de cette application
est de permettre au conducteur d’effectuer une tâche secon-
daire tout en conservant sa conscience de l’environnement
afin de pouvoir réaliser des reprises de contrôle efficaces
si nécessaire. En plus de partager la même interface que la
tâche secondaire, l’utilisation d’une tablette ou d’un smart-
phone ne requiert aucun ajout d’interfaces sur la voiture ou
l’utilisateur (affichage ambiant, casque. . . ). De plus, ces types
d’appareil sont déjà couramment utilisés. Leur utilisation se-
rait donc facilement intégrable dans un véhicule de niveau 3
autorisant ces dispositifs (avec la seule condition de pouvoir
récupérer les informations collectées par le véhicule). L’ap-
plication est également en charge de transmettre la demande
de reprise de contrôle dans le cas d’une situation critique.
Cet article présente tout d’abord un état de l’art des inter-
actions actuelles permettant d’augmenter la conscience de
l’environnement du conducteur et de réaliser des demandes
de reprises de contrôle dans le cas de la conduite autonome.
Il présente aussi les facteurs limitant l’utilisation des ADAS
et des systèmes autonomes. Il décrit ensuite la conception de
l’application ainsi que les tests utilisateurs réalisés et leurs
résultats. Enfin, de futures pistes de recherches utilisant cette
application ou dérivant de ces résultats sont avancées.
2 ETAT DE L’ART
Analyses des interactions
Un état de l’art a tout d’abord été effectué afin d’extraire les
types d’interaction et interface permettant d’augmenter la
conscience de l’environnement (en anglais Situation Aware-
ness, SA) du conducteur dans le cadre de la conduite semi-
autonome dans un contexte de recherche. A notre connais-
sance et basé sur les résultats de cette revue de la littérature,
il n’existe pas encore d’articles scientifiques ayant proposé
un tel concept d’application mobile sur tablette ou smart-
phone. Seule l’étude de Miller et al. [25] propose d’utiliser
une tablette afin d’effectuer une reprise de contrôle mais
ne communique aucune information concernant l’environ-
nement du véhicule. Jusqu’à maintenant, les interactions
proposées sont principalement visuelles (lumières ambiantes
sur le pare-brise et montants [24], utilisation de la réalité aug-
mentée sur le pare brise [28]), sonores (utilisation d’alarmes
' ,  , , l , . Capa lera  
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lors de situations critiques [32], voire même d’alarmes spatia-
lisées [6]) et haptiques (vibrations dans le dossier du conduc-
teur [18]], changement de forme du volant [26]). Une étude
sur les systèmes olfactifs a même été réalisée [12] et pourra
s’implémenter par la suite dans le cadre des véhicules auto-
nomes. Les interactions multimodales sont le plus souvent
des interactions visuelles et auditives (principalement des
logos associés à des sons ou des textes écrits associés à des
conversation) [27, 29].
Analyses des Take-Over Request
L’état de l’art sur les Take-over requests (TOR) (appelé de-
mande de reprise de contrôle) a permis de démontrer leur
usage en tant qu’objet primaire de recherche dans le cadre
des IHV (Interaction Homme-Vehicule) [7], [17], [23], mais
aussi en tant qu’évaluateur de la SA [21]. L’acceptation des
TOR par les utilisateurs a aussi été étudiée [5], avec plusieurs
conclusions à considérer, notamment une préférence des uti-
lisateurs pour les signaux multimodaux en cas de situation
critique, ce qui est le cas dans le cadre de cette expérience.
Concernant la modalité auditive, les messages vocaux sont
également préférés aux sons abstraits [5]. Dans le cadre de
cette expérience, un TOR a été implémenté selon le modèle
multimodal visuel-auditif, répandu dans la littérature [17].
Analyses des limitations
En plus de l’analyse permettant d’identifier les types d’in-
teraction et interface, il est aussi nécessaire d’identifier
les facteurs limitant le fonctionnement des véhicules semi-
autonomes. Dans toute la suite de l’article, le mot limitation
désignera un facteur limitant l’utilisation des ADAS et des
systèmes autonomes. Afin de déterminer les situations cri-
tiques auxquelles sont confrontés ces véhicules, deux études
ont été menées sur les facteurs limitant l’utilisation des sys-
tèmes autonomes des véhicules actuellement sur le marché
(niveau 2 SAE) et des véhicules semi-autonomes en cours de
test (niveau 3 SAE et plus) [20]. Cette analyse a permis de
déduire les informations utiles à transmettre au conducteur
via les interfaces homme-machine afin d’augmenter sa SA.
L’étude des niveaux 2 s’est portée sur l’extraction des limita-
tions directement dans les manuels utilisateurs des modèles
de voitures choisies [9]. Au total, 12 manuels (disponibles
au public) de 12 marques de véhicules différentes ont été
analysés. Les principales limitations concernent la gestion
de l’environnement et des obstacles sur la voie par le véhi-
cule. Cette analyse permet de mettre en avant les situations
critiques auxquelles font face les ADAS et donc de déduire
des potentiels scénarios de test d’interfaces et interactions
homme-véhicule. Cette analyse a également été complétée
par l’analyse des interfaces de ces véhicules. Ce complément
a permis de faire le lien entre les limitations et les informa-
tions prioritaires à communiquer au conducteur.
Figure 1: Architecture du concept
L’étude des niveaux 3 s’est faite au travers des rapports de
désengagement des systèmes autonomes de 2015 à 2018 [13].
Cette analyse complète les précédent travaux de [16] et [15].
Un total de 154 962 désengagements (sans prendre en compte
des désengagements planifiés pour tester la technologie) ont
été reportés parmi 36 fabricants au cours des ces trois an-
nées. Les principales limitations concernent le conducteur.
La majorité des transitions du mode autonome au mode ma-
nuel ont été effectuées par ce dernier suite à un sentiment
d’inconfort ou de manque de confiance envers le système
autonome. Cette analyse démontre qu’il est nécessaire de
prendre en compte le conducteur et les implications de ces
limitations dans le design et la conception des interactions
homme-véhicule.
Conclusion de l’état de l’art
Cette recherche sur l’état de l’art a donc permis de mettre en
exergue plusieurs point-clefs : les limitations des véhicules
semi-autonomes ne sont que peu transmises au public, hors
leur présence dans les manuels d’utilisateurs. Par conséquent,
transmettre passivement ces informations pour augmenter la
SA est une possibilité. Le choix d’utiliser une tablette tactile
comme vecteur d’information est intéressant car cette piste
n’est pas représentée dans la littérature à notre connaissance.
3 CONCEPTION
La conception des interactions entre le conducteur et le véhi-
cule se base sur l’implémentation de différentes limitations
relevées ci-dessus et la communication de ces dernières par
une tablette Android sur laquelle est réalisée une tâche se-
condaire (Figure 1). Les limitations et informations relatives
à l’environnement sont transmises par différents modules
décrits ci-après.
Actuellement, les ADAS implémentées dans les véhicules
de niveau 2 utilisent des technologies telles que des camé-
ras, des radars ou des capteurs à ultrasons pour détecter des
objets jusqu’à une certaine distance [4]. Dans le futur, on
peut aussi imaginer que les véhicules pourront bénéficier
de technologies déjà existantes telles que des services de
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Figure 2: Application Android en partage d’écran avec une
tâche secondaire (ici, l’agenda)
géo-localisation similaires à Waze [1], mais aussi de techno-
logies émergentes telles que V2V (Vehicle to Vehicle) ou V2I
(Vehicle to Infrastructure) [10, 19]. Ce genre de technologie
pourraient permettre au véhicule de connaître les dangers
et facteurs critiques qui se situeraient plus loin sur son par-
cours, comme des obstacles, des accidents, ou encore des
conditions météorologiques défavorables. Toutes ces don-
nées relatives à l’environnement du véhicule sont envoyées
en temps réel à l‘application dans une trame. Chaque limita-
tion est associée à un niveau de sévérité (de 0 à 3) qui pourra
correspondre à différente modalité ou à une variation de son
affichage. Une requête de désengagement par le véhicule
est également envoyée par cette même trame à l’application
Android. Ainsi, l’affichage de l’application Android (Figure 2)
que nous avons développée s’appuie sur cette réflexion et se
divise en 2 parties :
• “Informations et Alertes” : cette partie transmet des
données relatives à des évènements ponctuels qui né-
cessitent d’alerter le conducteur. Elles sont affichées
par le biais de différents logos (Figure 3) si la limitation
est présente (forte pente, obstacles, virages serrés. . . ).
Un changement de conditions météorologiques est ca-
ractérisé par un changement de l’image du fond. Diffé-
rentes icônes sont prévues pour distinguer les niveaux
1 et 2 de sévérité. Dans le cas d’un niveau 3, le logo de
niveau 2 s’affiche en clignotant.
• “Environnement proche” : cette partie transmet des
informations relatives à l’environnement proche du
véhicule, pouvant être obtenues par le biais de cap-
teurs. Ici, les capteurs de proximité sont représentés
pour signaler la présence d’un élément autour de la
voiture (vert : rien à signaler, orange : détection d’un
obstacle, rouge : détection d’un obstacle très proche).
Si le véhicule suit un véhicule (en utilisant le régu-
lateur de vitesse adaptatif par exemple), la distance
Figure 3: Logos utilisé par l’application pour fort relief, vi-
rage serré et obstacle à l’avant
entre les deux véhicules est affichée. Ce module donne
également des informations sur l’état du marquage au
sol.
L’application est affichée en partage d’écran et permet ainsi
d’afficher ces deux modules, tout en laissant la possibilité au
conducteur de réaliser une tâche secondaire sur la tablette
(ou smartphone). Il est à noter que la partie “Environnement
proche” comprend un bouton permettant d’accéder aux di-
verses options de connexion.
Dans le cas d’une demande de désengagement, un texte
“TAKEOVER” s’affiche en même temps qu’une voix annon-
çant “takeover now”. Il est aussi prévu de faire vibrer la
tablette si elle le permet.
4 EXPÉRIENCE
Participants
12 participants (9 hommes et 3 femmes) ont pris part à l’ex-
périence. L’âge des participants était situé entre 18 et 37 ans
(M=23.75, SD = 5.05). En moyenne, ils ont déclaré parcourir
3105 km par an (SD=4188 km) et sont tous détenteurs du
permis de conduire depuis environ 6 ans (SD=5.25). 4 partici-
pants ont admis avoir eu un accident au cours des 3 dernières
années. Le seul critère pour participer à cette expérience était
d’être en possession d’un permis de conduire valide. Chaque
participant a rempli un formulaire de consentement avant
de prendre part à l’expérience.
Matériel
L’expérience a été réalisée sur un simulateur à base fixe
comme le montre la Figure 4. Le poste de conduite principal
comprend deux sièges de voiture positionnés côte à côte, des
ceintures de sécurité, un volant Logitech G27, et des pédales
d’accélération, de freinage et d’embrayage. Dans cette étude,
la pédale d’embrayage n’est pas utilisée car la transmission
des vitesses se fait de manière automatique. L’inclinaison, la
hauteur et la position longitudinale des sièges par rapport
au volant sont réglables comme dans un vrai véhicule. Une
tablette tactile (marque Waveshare, taille 13.3 pouces) est
située derrière le volant afin d’afficher le tableau de bord
du véhicule avec le compteur de vitesse, le compte tours et
certains logos relatifs à l’état du système autonome du vé-
hicule. Toute cette structure a été installée devant un grand
' ,  , , l , . Capa lera  
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Figure 4: Simulateur de conduite
écran (158 x 210 cm) où le logiciel de simulation de conduite
est projeté grâce à un rétro-projecteur (modèle Epsilon EH-
TW3200). Deux haut-parleurs ont été installés derrière les
sièges. L’ensemble de l’installation est situé dans une cabine
plastique semi-fermée avec un éclairage ambiant relative-
ment faible, permettant d’isoler et immerger le plus possible
le participant dans l’environnement de conduite. Concernant
la simulation de conduite, le logiciel utilisé est GENIVI [2],
créé en collaboration par un consortium de constructeurs
automobiles pour la recherche sur les véhicules autonomes.
Ce logiciel a été choisi car il propose 3 environnements de
conduite réalistes, dont un comprenant le mode autonome.
Le scénario utilisé modélise le parc national Yosemite (USA)
et propose une conduite en mode autonome pendant au mi-
nimum 20 minutes sans interruption. Ici, le mode autonome
ne requiert pas au conducteur de surveiller l’environnement,
lui laissant la possibilité de faire une tâche secondaire. Ce
niveau d’automation peut être classé comme niveau 3 selon
la classification SAE [20]. Pour réaliser la tâche secondaire, le
participant tenait dans ses mains une tablette tactile (marque
Samsung Galaxy Tab A). Pour la moitié des participants, l’ap-
plication développée dans le cadre de cette expérience était
affichée sur le côté gauche de la tablette et la tâche secon-
daire en partage d’écran sur le côté droit (groupe A). Pour
l’autre moitié des participants, seulement l’application de la
tâche secondaire était affichée (groupe B). Un dictaphone a
également été utilisé afin d’enregistrer les commentaires des
participants durant l’expérience de conduite.
Scénario
Afin de tester l’utilisation d’une telle application dans une
voiture semi-autonome de niveau 3, nous avons modifié le
scénario de base proposé par GENIVI dans lequel ont été im-
plémentées les limitations suivantes (Figure 5). La première
zone est caractérisée par une forte pluie et une modification
du relief à certains endroits (forte pente). La deuxième zone
comprend unmarquage légèrement effacé de la ligne centrale
de la route (ligne gauche par rapport au véhicule). La troi-
sième zone comprend un obstacle (rocher) présent sur la voie
opposée à celle du véhicule. Le marquage de la ligne droite de
la route est légèrement effacé dans la quatrième zone. Enfin,
la dernière zone marque la présence d’un obstacle mobile
(cerf) sur le bas côté droit et qui ensuite se déplace sur la voie
principale, entraînant le véhicule à demander une reprise
de contrôle de la part du-de la participant-e. Le bon com-
portement à adopter dans cette situation est de reprendre
le contrôle et de freine et/ou d’éviter l’obstacle. Le passage
dans chacune de ces zones provoque une modification des
logos ou des modules de l’application, qui peuvent être ob-
servés par le conducteur sans avoir à regarder la route. Il a
été choisi d’implémenter ces limitations car elles font parties
des plus critiques parmi celles relevées lors de l’analyse [9].
De plus, elles sont aussi relativement faciles à implémenter
dans l’environnement virtuel d’un scénario de conduite.
Procédure
Le-la participant-e entre dans la salle et est accueilli-e par
l’expérimentateur qui lui explique le but de l’expérience. Il-
elle commence par remplir le formulaire de consentement et
lire les instructions décrivant le contexte, les objectifs et la
procédure de l’expérience. Il-elle peut ensuite remplir la pre-
mière partie du questionnaire sur l’ordinateur, qui comprend
des questions portant sur des données démographiques ainsi
que sur la conduite de manière générale. Le-la participant-e
est ensuite invité-e à entrer dans le simulateur et à s’installer
derrière le volant. Il-elle peut régler l’inclinaison, la hauteur
et la distance entre le siège et le volant afin de se sentir
installé-e comme dans un vrai véhicule. Quelques instruc-
tions supplémentaires sont données par l’expérimentateur
avant de commencer la session principale de conduite. Il
est rappelé au-à la conducteur-trice qu’il-elle est au volant
d’un véhicule autonome de niveau 3 [20]. Dans le cas d’une
demande de désengagement, le-la pilote recevra une alerte
visuelle et sonore sur le tableau de bord et la tablette tactile
servant à faire la tâche secondaire (dans le cas de l’utili-
sation de l’application). Le groupe A reçoit également une
pré-alerte avant la demande de reprise de contrôle. Cette
pré-alerte est réalisée par l’affichage d’un logo dans le mo-
dule supérieur (Figure 3, droite). Pour reprendre le contrôle
et désactiver le pilote autonome, le-la conducteur-trice peut
soit tourner le volant, soit freiner, soit appuyer sur le bouton
supérieur droit du volant. Comme mentionné auparavant,
il est demandé au-à la participant-e de réaliser une tâche
secondaire sur une tablette pendant que le véhicule roule
de manière autonome. La tâche secondaire demandée est de
finir le plus grand nombre de sudoku en 14 minutes (durée
de l’expérience). Le choix s’est porté sur cette tâche car elle
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Figure 5: Scénario de l’expérience
implique au conducteur d‘être assez concentré pour résoudre
les sudoku et ainsi se délaisser de la tâche de supervision
de l’environnement du véhicule. De plus, cette tâche permet
de mesurer la performance de chaque participant-e. Pour
le groupe A, il est aussi expliqué qu’il-elle a accès aux don-
nées relatives à l’environnement du véhicule directement sur
la partie gauche de l’écran grâce à l’application en partage
d’écran développée dans le cadre de l’étude. La signification
des différents modules est détaillée par l’expérimentateur
avant le début de l’expérience. Le-la participant-e a peut aussi
voir la vitesse du véhicule ainsi que l’état du système auto-
nome sur l’écran situé derrière le volant. Le logo change si le
pilote autonome est activé ou non. Il est également demandé
à tous les participants de commenter oralement, pendant
toute la durée de l’expérience, tout changement visible dans
l’environnement du véhicule et/ou sur l’application mobile.
Lorsque le sujet est prêt, la session de conduite autonome
peut commencer. La session de conduite se termine après la
reprise de contrôle (réussie ou non). Le-la participant-e peut
alors sortir du simulateur et remplir la deuxième partie du
questionnaire. Il-elle est ensuite remercié-e et récompensé-e
pour sa participation.
Questionnaires et mesures
Lors de pré-tests, un des objectifs était de valider le fonc-
tionnement de l’application développée sous Android, de
valider l’acceptation de l’application et la compréhension
des différents éléments de celle-ci. Pour cela, nous avons créé
un questionnaire post-expérience composé de 3 sections. Ce
questionnaire a été réalisé grâce au module Google Form. La
première section demandait aux participants quels étaient les
facteurs rencontrés lors de l’expérience qui limitent le bon
fonctionnement du système autonome. De plus, différents
logos correspondants à des limitations étaient proposés et
chaque participant devait dire si il avait vu le logo ou non.
La deuxième section proposait des questions fermées por-
tant sur le design global de l’application et des différents
modules, ainsi que sur la compréhension des logos et chan-
gements d’états. Toutes les questions fermées comprenaient
une échelle de 1 à 7, 7 étant le score le plus haut. Une question
ouverte permettait aussi au participant de suggérer des amé-
liorations sur le design de l’application Android. La dernière
section était composée de questions ouvertes afin d’avoir un
retour global écrit (points positifs et négatifs) de la part des
participants sur l’expérience qu’ils venaient de réaliser.
Un autre objectif de cette expérience était de comparer
le nombre de facteurs critiques vu par les participants avec
ou sans l’application. Pour cela, un enregistrement audio
des commentaires des participants a été réalisé, dans le but
d’extraire le temps de prise de conscience des participants
pour chaque limitation. Ce temps a pu être calculé seulement
dans le cas où le participant a mentionné la limitation. Cette
information a aussi été recoupée avec le questionnaire post-
expérience.
Les données relatives à la conduite ont aussi été enre-
gistrées de manière automatique pour tous les participants,
comme par exemple la vitesse du véhicule ou encore l’état du
système autonome (activé ou désactivé). Ainsi, nous avons
pu extraire leur temps de réaction suite à la demande de
reprise de contrôle.
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5 RÉSULTATS
Pré-tests
Le but de cette phase de pré-test était de valider le fonction-
nement de l’application mobile et vérifier sa synchronisation
avec le scénario de conduite présenté aux participants. 5 par-
ticipants (4 hommes et 1 femme) y ont pris part. Nous avons
aussi profité de ces pré-tests pour demander aux participants
de noter le design et la compréhension des éléments de l’ap-
plication. Le design global de l’application a obtenu une note
de 5.6 sur 7 (SD=1.02) et le design des logos une note de 6 sur
7 (SD=0.89). Pour la partie “Environnement proche” affichant
les informations relatives à l’environnement du véhicule, les
participants ont noté son design avec une note moyenne de
6.4 sur 7 (SD=0.8). Ensuite, les participants ont indiqué avoir
compris les informations transmises par l’application (logos,
couleurs, fond d’écran) avec une note de 6 sur 7 (SD=0.63).
De manière globale, ils ont jugé l’expérience immersive (5.2
sur 7, SD=0.75) et ont estimé que cette application serait
utile dans le cadre de la conduite semi-autonome (6.2 sur
7, SD = 0.75). De plus, lors du passage du véhicule dans la
première zone avec les conditions climatiques défavorables
(forte pluie), un changement du fond d’écran de la partie su-
périeure montrait au participant que la météo avait changé.
Ils ont jugé ce changement de fond d’écran pertinent avec
une note de 6.4 sur 7 (SD=0.8).
Tâche secondaire
Les 12 participants ont été correctement impliqués dans la
tâche secondaire durant toute la durée de l’expérience. 3 par-
ticipants n’ont pas réussi à finir un sudoku mais les grilles
étaient à 75% remplies en moyenne. Ces trois personnes se
sont annoncées comme étant novices dans cette tâche. 7 parti-
cipants ont rempli un sudoku à 100%. Ils ont mis en moyenne
10min30 pour le remplir. 2 participants ont complètement
rempli 2 grilles de sudoku en un temps moyen de 5min46
par grille.
Facteurs repérés par les participants
Dans cette partie, nous présentons les résultats concernant
l’identification des facteurs limitant le bon fonctionnement
du système autonome rencontrés lors de l’expérience. Ces
résultats sont exposés dans la Table 1. Pour chaque limita-
tion, la colonne O représente le nombre de participants ayant
annoncé oralement avoir vu cette limitation lors de l’expé-
rience, soit en observant l’environnement du véhicule, soit
via l’application Android. Cette information a été vérifiée par
le biais d’un questionnaire et est reportée dans la colonne Q
du tableau.
Dans le cas où les personnes ont vu le changement dans
l’environnement et l’ont annoncé oralement, nous avons
comparé les temps de prise de conscience entre les deux
groupes. La différence de temps de prise de conscience entre
les 2 groupes au moment de l’apparition de la pluie est signi-
ficative (Mapp = 4.2 secondes, SE = 0.84, MsansApp = 5.60
secondes, SE = 0.55, t(8) = 3.13, p < .05). Cependant, la diffé-
rence de temps de prise de conscience au moment de la zone
à fort relief n’est pas significative (Mapp = 16.00 secondes, SE
= 8.51, MsansApp = 17.00 secondes, SE = 11.93, t(6) = 0.068,
p > .05). Pour les autres limitations, trop peu de participants
l’ont annoncé oralement pour pouvoir réaliser une analyse
statistique (cf. Table 1).
Enfin, nous avons aussi analysé le temps de réaction des
participants au moment de la reprise de contrôle. Là encore,
la différence du temps de réaction entre le groupe ayant reçu
une pré-alerte visuelle via l’application et le groupe sans
l’application n’est pas significative (Mapp = 3.093 secondes,
SE = 0.46, MsansApp = 4.169 secondes, SE = 0.56, t(10) =
1.487, p > .05).
Retours des participants
En plus des notes et des résultats aux questionnaires, il était
important de récolter des informations écrites sur le res-
senti des participants concernant l’expérience en générale
et d’obtenir plus détails afin d’améliorer l’application pour
les futures expériences. Dans ce sondage, il était demandé
aux participants de suggérer des idées afin d’améliorer le
design de l’application. Voici deux suggestions venant de
deux participants différents :
• Participant 7 : “Logo plus gros et stopper l’applica-
tion secondaire (sudoku) [dans le cas d’une situation
critique]”
• Participant 12 : “Ajouter une lumière pour indiquer
qu’il y a un obstacle”.
Nous leur avons aussi demandé quels étaient selon eux les
points positifs et négatifs de l’expérience. Voici un extrait de
leurs réponses concernant les points positifs :
• Participant 5 : “Le sudoku est vraiment une acti-
vité que je pourrais faire si j’avais une voiture semi-
autonome donc c’était très intéressant de s’impliquer
et la conduite passait au second plan”
• Participant 2 : “Immersif, jouer au sudoku, gagner de
la confiance dans la conduite autonome ; se rendre
compte qu’on ne fait que très peu attention à l’extérieur
(que de brefs regards par instants)”
• Participant 6 : “Le setup permet de s’immerger comme
dans une situation réelle, qui crée la même sorte de
"petit stress permanent" que lorsqu’on conduit sur l’au-
toroute par exemple. La voix du "takeover now" permet
de nous sortir de cette torpeur efficacement.“
Enfin, voici leurs remarques sur les points négatifs de l’ex-
périence et sur les choses à améliorer pour des futures expé-
riences :
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Table 1: Nombre de participants ayant vu les différentes limitations au cours de l’expérience
Fort relief Pluie Ligne gauche effacée Rocher Ligne droite effacée Pré-alerte
O Q O Q O Q O Q O Q O Q
Avec application 5 6 6 6 1 0 1 1 1 1 3 5
Sans application 3 4 5 6 1 1 1 2 1 1 / /
• Participants 2 et 12 : “J’ai eu l’impression que peu
de choses se passent (pas beaucoup d’événements)”,
"Davantage d’obstacles aurait été préférable"
• Participant 5 : “Utiliser le système pour la première
fois fait "stresser", on ne sait pas à quoi s’attendre, aux
différentes images et possibilités auxquelles s’attendre”
6 DISCUSSION
D’après les résultats reportés dans la partie Pré-tests, le
concept et le design de l’application ont reçu des retours
positifs. Les participants aux pré-tests ont trouvé que les in-
formations transmises par l’application étaient claires. Cela
a aussi permis de valider le changement de fond d’écran
pour annoncer un changement de condition climatique dans
l’environnement. Ces pré-tests nous ont aussi montré que
chaque participant pouvait réaliser une tâche secondaire,
tout en recevant des informations sur l’environnement du
véhicule via l’application mobile.
Si on se concentre maintenant sur l’expérience princi-
pale, les résultats montrent que les participants étaient cor-
rectement engagés dans une tâche secondaire non liée à
la surveillance de l’environnement du véhicule. Ainsi, les
conditions de l’expérience permettaient de vérifier l’utilité
de l’application Android pour un conducteur réalisant une
tâche secondaire au volant d’un véhicule de niveau 3.
Les résultats de la Table 1 montrent qu’une majorité des
participants a su identifier la zone à fort relief ainsi que la
zone de pluie. Si on compare le nombre de participants ayant
identifié les limitations avec ou sans l’application, on peut
dire que cette dernière n’est pas spécialement utile pour ai-
der à identifier les limitations, à part pour la zone à fort
relief. En effet, le logo montré par l’application a poussé les
conducteurs à mentionner oralement que la route s’élevait.
Ceci est positif sachant qu’aucun d’entre eux ne savaient que
ce genre de facteur pouvait être un facteur limitant le bon
fonctionnement du système autonome avant l’expérience.
De plus, le changement de fond d’écran du module supé-
rieur de l’application, indiquant l’apparition de la pluie, a été
vu plus rapidement par les conducteurs possédant l’appli-
cation Android que par les conducteurs ayant seulement le
sudoku en plein écran sur la tablette. Ceci suggère qu’il est
aussi possible d’améliorer le temps de prise de conscience
du conducteur par rapport à certaines limitations grâce à ce
genre d’application.
Concernant les autres limitations proposées, peu de par-
ticipants ont vu le marquage au sol effacé à deux endroits
différents du scénario ainsi que le rocher présent sur la voie
opposée. Pour le rocher, cela peut s’expliquer par le fait que
la voiture passait rapidement à côté de l’obstacle alors les
participants étaient concentrés sur la tâche secondaire. Leur
regard était sûrement fixé sur le sudoku et le changement de
couleur des capteurs de proximité sur l’application n’a pas
suffi à attirer l’attention des conducteurs vers l’obstacle. De
même, la modification de l’état des lignes sur l’application
Android n’a pas suffi à attirer le regard des participants vers
le marquage au sol dans l’environnement du véhicule. Pour
augmenter la conscience du conducteur par rapport à ce
facteur essentiel quant au bon positionnement du véhicule
semi-autonome sur la voie, il serait possible de combiner
l’affichage de l’état du marquage au sol sur l’application
avec des vibrations envoyées dans le siège du conducteur
lorsque le marquage se dégrade. Un prototype est en cours
de développement et son efficacité sera bientôt testée [8].
Suite à la demande de reprise de contrôle initiée par le
véhicule, le temps de réaction des participants est réduit
d’une seconde grâce à la pré-alerte proposée par à un logo
sur l’application. Même si cette différence n’est pas statis-
tiquement significative, cela demanderait à être testé avec
un plus grand nombre de participants pour vérifier les effets
de cette pré-alerte visuelle sur le temps de réaction. Dans
le cadre de la conduite semi-autonome, d’autres études ont
déjà montré les bénéfices des pré-alertes auditives quant au
temps de réaction suite à une reprise de contrôle [30].
Ainsi, cette applicationmultimodale offre de nouvelles pos-
sibilités de développement d’interactions homme-véhicule
pour maintenir le conducteur dans la boucle de contrôle au
cours de la conduite autonome. De plus, l’utilisation d’une
tablette apparaît comme une tâche secondaire proche de
la réalité dans le futur cadre de la conduite autonome. Ces
résultats permettent de réfléchir à de nouvelles pistes de re-
cherche et d’amélioration de l’application afin d’augmenter
la conscience de l’environnement du conducteur ainsi que
de développer des reprises de contrôle efficaces. Les pistes
de recherches sont les suivantes :
• Définir les niveaux de sévérité en fonction des limita-
tions. Il serait intéressant de définir différentes moda-
lités et association de modalités par niveau de sévérité
et de les comparer au cours d’une nouvelle expérience.
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Seul un participant a annoncé que “lors des moments
critiques on ne perçoit pas bien l’urgence de la situa-
tion”. Ceci montre qu’un travail sur les niveaux de
criticité pourrait faire l’objet d’une étude plus détaillée.
Ces niveaux pourraient également s’adapter en fonc-
tion de l’état du conducteur.
• Pour une limitation donnée, il serait également inté-
ressant de tester plusieurs niveaux d’abstraction [22].
Par exemple pour les conditions météorologiques, il
serait possible de signaler cette limitation en utilisant
une simple couleur, un texte explicite, des formes ou
des logos pour les modalités visuelles. Une expérience
pourrait être menée pour savoir jusqu’à quel niveau
d’abstraction la notification d’une limitation peut se
faire. Ainsi, pour les conditions météorologiques, une
simple couleur pourrait suffire tandis que, pour la dé-
tection d’un obstacle il serait nécessaire d’avoir un
logo. Dans le cadre des interactions auditives, il serait
possible de comparer l’utilisation d’un son ou conver-
sation en fonction de la limitation. Différents niveaux
de combinaison de modalités sont également une piste
de recherche importante.
• Des recherches concernant la quantité d’information
à transmettre sont également envisageable. En effet,
en fonction de la confiance que le conducteur porte
au système autonome, il serait possible de faire varier
le niveau d’information à transmettre. Prenons par
exemple une situation où un piéton traverse la route,
que le véhicule le détecte mais qu’il n’est pas nécessaire
de reprendre le contrôle. Certains conducteurs souhai-
teraient simplement savoir que le véhicule a détecté
un élément à l’avant du véhicule tandis que d’autres
personnes pourraient souhaiter savoir que le véhicule
a détecté un élément à l’avant et qu’il l’identifie en
plus en tant que “piéton” [11].
• L’acceptation de l’application en fait un outil de re-
cherche intéressant pour explorer de nouvelles formes
de TOR, notamment en combinant les modalités de
communication propres à l’application à celles du véhi-
cule. La multimodalité des TOR étant reconnu comme
indicateur de l’urgence de la situation [5], explorer de
nouvelles modalités est pertinent.
• Une dernière possibilité serait de comparer l’utilisa-
tion de l’application avec l’utilisation d’un Head-Up
Display afin de valider quelle interface serait la plus
efficace en terme de maintien de l’attention du conduc-
teur et communication de la situation.
7 CONCLUSION
Les voitures semi-autonomes de niveau 3 sont désormais
prêtes au niveau technique, mais des recherches sont en-
core nécessaires au niveau des Interfaces Homme-Machine
pour garantir une reprise de contrôle efficace dans les situa-
tions plus critiques. Maintenir le conducteur occupé dans
une tâche secondaire tout en le gardant conscient de son
environnement semble garantir les meilleures performances.
Pour ce faire, nous avons développé une application pour
tablette qui permet de transmettre au conducteur les informa-
tions critiques qui pourraient affecter le bon fonctionnement
du système de conduite autonome pendant l’utilisation nor-
male d’une tablette en écran partagé. Nous avons testé cette
application dans un simulateur de conduite semi-autonome.
Nous avons constaté que les participants aux tests ont pu
identifier certains des facteurs critiques proposés. Globale-
ment, les participants ont aussi apprécié la facilité de com-
préhension des informations transmises par l’application.
À présent, nous explorons aussi une modalité alternative
d’affichage par superposition transparente pour permettre
à l’utilisateur d’exploiter toute la surface de l’écran pour
la tâche secondaire. Des tests comparatifs seront effectués
afin de comprendre quelle interface est la plus efficace pour
augmenter la conscience de l’environnement ainsi que pour
améliorer les performances lors de la reprise de contrôle.
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