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Abstract. We continue our study of the scale-inhomogeneous Gaussian free field
introduced in Arguin and Ouimet (2016). Firstly, we compute the limiting free en-
ergy on VN and adapt a technique of Bovier and Kurkova (2004b) to determine the
limiting two-overlap distribution. The adaptation was already successfully applied
in the simpler case of Arguin and Zindy (2015), where the limiting free energy was
computed for the field with two levels (in the center of VN ) and the limiting two-
overlap distribution was determined in the homogeneous case. Our results agree
with the analogous quantities for the Generalized Random Energy Model (GREM);
see Capocaccia et al. (1987) and Bovier and Kurkova (2004a), respectively. Sec-
ondly, we show that the extended Ghirlanda-Guerra identities hold exactly in the
limit. As a corollary, the limiting array of overlaps is ultrametric and the limiting
Gibbs measure has the same law as a Ruelle probability cascade.
1. The model
Let (Wk)k≥0 be a simple random walk starting at u ∈ Z2 with law Pu. For
every finite box B ⊆ Z2, the Gaussian free field (GFF) on B is a centered Gaussian
field φ $ {φv}v∈B with covariance matrix
GB(v, v
′) $ pi
2
· Ev
[
τ∂B−1∑
k=0
1{Wk=v′}
]
, v, v′ ∈ B, (1.1)
where τ∂B is the first hitting time of (Wk)k≥0 on the boundary of B,
∂B $ {v ∈ B : ∃z ∈ Z2\B such that ‖v − z‖2 = 1}, (1.2)
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and ‖ · ‖2 denotes the Euclidean distance in Z2. With this definition, B contains its
boundary. We let Bo $ B\∂B. By convention, summations are zero when there are
no indices, so φ is identically zero on ∂B. This is the Dirichlet boundary condition.
The constant pi/2 in (1.1) is a convenient normalization for the variance.
We build a family of Gaussian fields constructed from the GFF {φNv }v∈VN on
the square box VN $ {0, 1, ..., N}2. For λ ∈ (0, 1) and v = (v1, v2) ∈ VN , consider
the closed neighborhood [v]λ in VN consisting of the square box of width N
1−λ
centered at v that has been cut off by the boundary of VN :
[v]λ $
(
(v1, v2) +
[
− 1
2
N1−λ,
1
2
N1−λ
]2)⋂
VN . (1.3)
By convention, define [v]0 $ VN and [v]1 $ {v}. Let F∂[v]λ∪[v]cλ $ σ({φNv , v /∈ [v]oλ})
be the σ-algebra generated by the variables on the boundary of the box [v]λ and
those outside of it. Since the neighborhoods are shrinking when λ increases, for
any v ∈ VN , the collection Fv $ {F∂[v]λ∪[v]cλ}λ∈[0,1] is a filtration. In particular, if
we let
φNv (λ) $ E
[
φNv | F∂[v]λ∪[v]cλ
]
, (1.4)
then
for every v ∈ VN , the process (φNv (λ))λ∈[0,1] is a Fv-martingale.
It is also a Gaussian field, therefore disjoint increments of the form φNv (λ
′)−φNv (λ)
are independent. These observations motivate the definition of scale-inhomogeneous
Gaussian free field, which can be seen as a martingale-transform of (φNv (λ))λ∈[0,1]
applied simultaneously for every v ∈ VN .
Fix M ∈ N and consider the parameters
σ $ (σ1, σ2, ..., σM ) ∈ (0,∞)M , (variance parameters) (1.5)
λ $ (λ1, λ2, ..., λM ) ∈ (0, 1]M , (scale parameters) (1.6)
where
0 $ λ0 < λ1 < ... < λM $ 1. (1.7)
We write ∇i for the difference operator with respect to the index i. When the index
variable is obvious, we omit the subscript. For example,
∇φNv (λi) $ φNv (λi)− φNv (λi−1). (1.8)
Definition 1.1 (Scale-inhomogeneous Gaussian free field). Let {φNv }v∈VN be the
GFF on VN . The (σ,λ)-GFF on VN is a Gaussian field {ψNv }v∈VN defined by
ψNv $
M∑
i=1
σi∇φNv (λi) =
M∑
i=1
σi
(
φNv (λi)− φNv (λi−1)
)
. (1.9)
Similarly to the GFF, we define
ψNv (λ) $ E
[
ψNv | F∂[v]λ∪[v]cλ
]
and ψNv (λ, λ
′) $ ψNv (λ′)− ψNv (λ). (1.10)
From hereon, we make the dependence on N implicit everywhere for φ and ψ.
The (σ,λ)-GFF is the analogue of various types of inhomogeneous branching
processes :
• The GREM, see e.g. Bovier and Kurkova (2004a,b); Capocaccia et al.
(1987); Derrida (1985); Ruelle (1987);
• The non-hierarchical GREM, see Bolthausen and Kistler (2006, 2009);
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• The perceptron GREM, see Bolthausen and Kistler (2012);
• The multi-scale logarithmic potential (also called multi-scale log-REM), see
e.g. Fyodorov and Bouchaud (2008b); Cao et al. (2016);
• The branching random walk in time-inhomogeneous environment, see e.g.
Fang and Zeitouni (2012a); Mallein (2015a,b); Ouimet (2017);
• The variable speed branching Brownian motion, see e.g. Bovier and Har-
tung (2014, 2015); Fang and Zeitouni (2012b); Maillard and Zeitouni (2016).
Remark 1.1. Our model is most closely related to the multi-scale log-REM of Fy-
odorov and Bouchaud (2008b). In both cases :
(1) There is a boundary effect, meaning that the variance of the variables of
the field decays to 0 as we approach the boundary;
(2) There is no exact hierarchical structure;
(3) The covariance between two random variables of the field is directly tied to
the distance between their index in a finite-dimensional Euclidean space;
(4) The number of possible covariance values grows with the size of the system.
Amongst the other models, not one has property 1 or 3, only the non-hierarchical
GREM has property 2, and only the time-inhomogeneous branching random walk
and the variable speed branching Brownian motion have property 4.
The only significant difference between the single-scale log-REM and the crit-
ical GFF is the fact that the field is indexed in a N ′-dimensional space (instead
of 2-dimensional) and the covariance is defined to be logarithmic directly instead
of it being a consequence of estimates on the Green function in two dimensions.
Fyodorov and Bouchaud (2008b) calculate the limiting free energy and the limiting
two-overlap distribution in the limit N ′ → ∞ (for a finite system size) by using
the replica trick and Parisi’s hierarchical ansatz. In the thermodynamic limit, they
recover the same structure as in the GREM case and argue that the results should
also hold if N ′ is fixed instead and the system size grows to infinity. In this article,
we put their argument on rigorous ground via the (σ,λ)-GFF. We go even further
by showing that the limiting Gibbs measure has the same law as the one found in
Bovier and Kurkova (2004a) for the GREM. For an introduction to log-REM mod-
els and physical motivations, see e.g. Carpentier and Le Doussal (2001); Fyodorov
and Bouchaud (2008a,b); Fyodorov et al. (2009); Cao et al. (2016).
2. Motivation for the scale-inhomogeneous GFF
In contrast with branching random walks (BRWs) :
• The branching structure is approximate in the sense that φv(λ) and φv′(λ)
are not perfectly correlated when λ is smaller than the branching scale,
namely the largest scale at which [v]λ and [v
′]λ intersect. The branching
scale itself is arbitrarily defined since it is conceptually more of a transition
interval : between the scale where v′ is “well-inside” [v]λ and the smallest
scale for which [v]λ ∩ [v′]λ = ∅.
• At a given scale, the covariance of the increments of the field decays near
the boundary of the domain. In the context of BRWs, this means that at
a given time, the law of each point process would depend on the position
of the associated ancestors in the tree.
Several covariance estimates can be found in Appendix A.
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We are interested in the (σ,λ)-GFF to see how the results on the extremes (and
the methods of proof) are robust to perturbations in the correlation structure.
This interest is amplified by the fact that many models in recent applications have
underlying approximate branching structures. For example :
• Cover times, see e.g. Abe (2014); Belius (2013); Belius and Kistler (2017);
Comets et al. (2013); Dembo et al. (2003, 2004, 2006); Ding (2012, 2014);
Ding et al. (2012); Ding and Zeitouni (2012);
• The randomized Riemann zeta function on the critical line, see e.g. Arguin
et al. (2017c); Arguin and Tai (2017); Harper (2013); Saksman and Webb
(2016);
• The Riemann zeta function on random intervals of the critical line, see e.g.
Arguin et al. (2017b); Najnudel (2016);
• The characteristic polynomials of random unitary matrices, see e.g. Arguin
et al. (2017a); Chhaibi et al. (2017); Paquette and Zeitouni (2016);
In particular, note that all these models are heavily correlated in the critical regime,
that is when the correlation starts to affect the extremal statistics.
Generally, there are two ways to study the distribution of the extremes : via
the extremal process and via the Gibbs measure. Since one of our goal here is to
show the tree structure of the extremes in the limit N → ∞ (this interest comes
partly from the physicists and the Parisi ultrametricity conjecture for mean field
spin glass models (see e.g. Bovier (2006); Me´zard et al. (1987); Panchenko (2013b);
Talagrand (2011a,b))), the mathematics in the latter approach is much simpler (at
least in our case). A very important advancement was made recently in Panchenko
(2013a) where it is shown that a random measure supported on the unit ball of
a separable Hilbert space that satisfies the extended Ghirlanda-Guerra identities
must have an ultrametric support with probability one. The summary in Section
3 gives a detailed description of the steps we will make to prove the extended
Ghirlanda-Guerra identities and the consequences we can deduce from the work of
Panchenko.
Remarkably, despite the imperfect branching structure of the (σ,λ)-GFF and
the growing number of scales as N → ∞, the results of this paper show that the
limiting Gibbs measure has the same tree structure as in the context of the GREM.
More precisely, we show that the limiting Gibbs measure has the same law as a
Ruelle probability cascade (see Ruelle (1987)) with functional order parameter ζ
defined by the limiting two-overlap distribution. This is the content of Corollary
7.2. In the limit, this means, in particular, that the extremes of the model are
clustered in a hierarchical way and in fact satisfy the ultrametric inequality, see
Corollary 7.1.
Another reason why the study of the extremes via the Gibbs measure might be
more desirable to prove ultrametricity results is its robustness, i.e. the applicability
of the methods to other models. For instance, Jagannath (2017) defines the notion
of approximate ultrametricity for finite system sizes by imposing conditions on the
sequence of Gibbs measures. It is proved that if the sequence of two-overlap dis-
tributions converge weakly and the approximate extended Ghirlanda-Guerra iden-
tities are satisfied (in his sense, see Definition 1.4 in Jagannath (2017)), then the
sequence of Gibbs measures (assuming they are supported on the unit ball of a sep-
arable Hilbert space) is regularly approximately ultrametric. His paper tie in very
nicely with our approach since we prove the weak convergence of the two-overlap
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distribution in Theorem 6.3, we prove a slightly different version of the approximate
extended Ghirlanda-Guerra identities in Theorem 6.4, and then we show that the
identities must hold exactly in the limit (Theorem 6.5). Of course, this doesn’t
prove that our model is regularly approximately ultrametric, but it seems at least
plausible that the notion of approximate ultrametricity could hold for a large class
of non-hierarchical models and could be (part of) the grand explanation behind the
phenomenon of ultrametricity of the extremes in the system size limit.
3. Structure of the paper
In order to make the logical structure of this article as clear as possible, the new
results and their proof are stated and written in a linear fashion. Some technical
lemmas are relegated to appendices. However, we emphasize that these lemmas
are not at all necessary to understand the main structure and are sparsely used.
Below, we summarize the main results of the paper, give the main ingredients of
the proofs and indicate exactly where the lemmas in the appendices are needed.
Section 5 : We recall the main results of Arguin and Ouimet (2016) :
• Theorem 5.1 : maxv∈VN ψv/ logN2 P−→ γ?.
• Theorem 5.2 : log(|{v ∈ VN : ψv ≥ γ logN2}|)/ logN2 P−→ E(γ).
Section 6 : The new main results are stated :
• Theorem 6.1 : Limit of the free energy on VN :
1
logN2
log
∑
v∈VN
eβψv
P and Lp−−−−−−→ max
γ∈[0,γ?]
βγ + E(γ) = fψ(β).
The proof uses the results of Section 5 for the P-convergence and we show
that the powers of the free energy are uniformly integrable. We find the
explicit form of the maximum on the right-hand side using
– Lemma B.1 : Differentiability of E ,
– Lemma B.2 : Solution of the maximization problem.
• Theorem 6.2 : Same as Theorem 6.1, but on a set far enough from the
boundary of VN , denoted AN,ρ.
• Theorem 6.3 : If Gβ,N denotes the Gibbs measure of ψ and qN (v, v′) denotes
the normalized covariance (overlap) between ψv and ψv′ , then we compute
the limit of the two-overlap distribution, namely r 7→ EG×2β,N
[
1{qN (v,v′)≤r}
]
.
The main ingredients of the proof are :
– The Gibbs measure doesn’t hold any weight outside AN,ρ in the limit,
– The overlap estimates of Corollary A.6,
– Gaussian integration by parts,
– The mean convergence of the derivative at u = 0 of a perturbed version
of the free energy to fψ
u
(β). This is proved using
∗ Theorem 6.2,
∗ Lemma B.3 : Convexity of the free energy with respect to the
perturbation variable u,
∗ Lemma B.4 : Differentiability of u 7→ fψu(β) for all |u| < δ.
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• Theorem 6.4 : As N →∞, the extended Ghirlanda-Guerra identities hold
approximately. The main ingredients are the same as in the proof of The-
orem 6.3, but we also need Theorem 6.2 and the main ingredients to get a
concentration result (Lemma 8.9).
• Theorem 6.5 : In the limit, the extended Ghirlanda-Guerra identities hold
exactly. The main ingredients of the proof are :
– Theorem 6.3 and Theorem 6.4,
– The representation theorem of Dovbysh and Sudakov (1982).
Section 7 : The consequences of Theorem 6.3 and Theorem 6.5 :
• Corollary 7.1 : The limiting array of overlaps is almost-surely ultrametric
under the mean of the limiting Gibbs measure.
• Corollary 7.2 : The limiting Gibbs measure has the same law as a Ruelle
probability cascade Ruelle (1987) with functional order parameter ζ defined
by the limiting two-overlap distribution, which means that it samples ex-
treme values from an exact tree structure, where the number of branching
scales is finite and controlled by the inverse temperature β.
Section 8 : Proof of the main results.
Appendix A : The sole purpose of this appendix is to prove Corollary A.6.
Appendix B : We indicated above where each of its four lemmas are needed.
4. Some notations
Now, we introduce some notations. The parameters (σ,λ) can be encoded si-
multaneously in the left-continuous step function
σ(s) $ σ11{0}(s) +
M∑
i=1
σi1(λi−1,λi](s), s ∈ [0, 1]. (4.1)
For any positive measurable function f : [0, 1]→ R, define the integral operators
Jf (s) $
∫ s
0
f(r)dr and Jf (s1, s2) $
∫ s2
s1
f(r)dr. (4.2)
We refer to Jσ2(·) as the speed function. The concavification of Jσ2 , denoted Jˆσ2 ,
is the function whose graph is the concave hull of Jσ2 . From Arguin and Ouimet
(2016), we know that the asymptotics of the maximum and the log-number of high
points of ψ are controlled by this function. Its graph is an increasing and concave
polygonal line, see Figure 4.1 for an example.
Clearly, there exists a unique non-increasing left-continuous step function s 7→
σ¯(s) such that
Jˆσ2(s) = Jσ¯2(s) =
∫ s
0
σ¯2(r) dr for all s ∈ (0, 1]. (4.3)
The scales in [0, 1] where σ¯ jumps are denoted by
0 $ λ0 < λ1 < ... < λm $ 1, (4.4)
where m ≤ M . To be consistent with previous notations, we set σ¯l $ σ¯(λl). In
particular, note that
σ¯1 > σ¯2 > ... > σ¯m. (4.5)
We define σ¯m+1 $ 0 and interpret βc(σ¯m+1) $ 2/σ¯m+1 as +∞ whenever it is
encountered.
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λ0
λ1 λ2 λ3 λ4 λ5 λ6
λ7
λ0
λ1 λ2 λ3
λ4
slope = σ¯21
σ¯22
σ¯23
σ¯24
Jσ2(λ1)
Jσ2(λ2)
Jσ2(λ3)
Jσ2(λ4)
Figure 4.1. Example of Jσ2 (closed line) and Jˆσ2 (dotted line)
with 7 values for σ2.
5. Previous results
In this section, we recall the main results from Arguin and Ouimet (2016) on
the first order asymptotics of the maximum and the log-number of γ-high points of
the (σ,λ)-GFF. These results are needed to compute the limiting free energy.
Theorem 5.1. Let {ψv}v∈VN be the (σ,λ)-GFF on VN of Definition 1.1, then
lim
N→∞
maxv∈VN ψv
logN2
= Jσ2/σ¯(1) $ γ? in probability . (5.1)
In fact, from Lemma 3.1 and Lemma 3.3 in Arguin and Ouimet (2016), for any
ε > 0, there exists a constant c = c(ε,σ,λ) > 0 such that for N large enough,
P
(
max
v∈VN
ψv ≥ (1 + ε)γ? logN2
)
≤ N−c (5.2)
and
P
(
max
v∈VN
ψv ≤ (1− ε)γ? logN2
)
≤ N−c. (5.3)
The set of γ-high points of the field ψ is defined as
HN (γ) $ {v ∈ VN : ψv ≥ γ logN2}, for all γ ∈ [0, γ?]. (5.4)
The number of γ-high points depends on critical levels defined by
γl $
∫ 1
0
σ2(s)
σ¯(s ∧ λl)ds, 1 ≤ l ≤ m, γ
0 $ 0 . (5.5)
For γ ∈ (γl−1, γl], define
E(γ) $ (1− λl−1)− (γ − Jσ2/σ¯(λ
l−1))2
Jσ2(λl−1, 1) and E(0) $ 1. (5.6)
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Theorem 5.2. Let {ψv}v∈VN be the (σ,λ)-GFF on VN of Definition 1.1 and let
γ ∈ [0, γ?), then
lim
N→∞
log |HN (γ)|
logN2
= E(γ) in probability. (5.7)
In fact, from Lemma 3.4 and Lemma 3.5 in Arguin and Ouimet (2016), for any
γ ∈ [0, γ?] and for any ε > 0, there exists a constant c = c(γ, ε,σ,λ) > 0 such that
for N large enough,
P
(
|HN (γ)| ≥ N2E(γ)+ε
)
≤ N−c, (5.8)
and, when γ ∈ [0, γ?),
P
(
|HN (γ)| < N2E(γ)−ε
)
≤ N−c. (5.9)
Remark 5.1. The case γ = 0 is not explicitly covered in Arguin and Ouimet (2016).
In that case, (5.8) is trivial (the probability is 0) and (5.9) is a simple and direct
application of the Paley-Zygmund inequality.
6. New results
The first main result of this article concerns the free energy of the (σ,λ)-GFF,
which is defined by
fψN (β) $
1
logN2
logZψN (β), β > 0, (6.1)
where ZψN (β) $
∑
v∈VN e
βψv . The L1-limit of the free energy will be central to
obtain the limiting two-overlap distribution of the (σ,λ)-GFF and the extended
Ghirlanda-Guerra identities. This limit is better expressed in terms of the limiting
free energy of the REM(σ) model consisting of N2 i.i.d. Gaussian variables of
variance σ2 logN . From Theorem 8.1 in Bolthausen and Sznitman (2002),
fREM(σ)(β) $ lim
N→∞
logZ
REM(σ)
N (β)
logN2
a.s.
=
{
2(β/βc(σ)), if β > βc(σ),
1 + (β/βc(σ))
2, if β ≤ βc(σ), (6.2)
for all β > 0, where βc(σ) $ 2/σ.
Theorem 6.1 (Limit of the free energy on VN ). Let {ψv}v∈VN be the (σ,λ)-GFF
on VN of Definition 1.1, then
lim
N→∞
fψN (β) = max
γ∈[0,γ?]
(βγ + E(γ))
=
m∑
j=1
fREM(σ¯j)(β)∇λj $ fψ(β), (6.3)
where the limit holds in probability and in Lp, 1 ≤ p <∞.
Remark 6.1. This result was first proved for the GREM by Capocaccia et al. (1987),
although with vastly different notations. The expression for the GREM can also
be recovered from Theorem 1.6 in Bovier and Kurkova (2004a).
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In Arguin and Zindy (2015), the convergence in probability (and in L1) of the
free energy of the scale-inhomogeneous GFF with two variance parameters was
only proved on a subset of VN that excludes the points that are too close to the
boundary ∂VN . This was done because the decay of variance near ∂VN makes the
asymptotics of the log-number of points in sets of the form
HAN (γ) $ {v ∈ AN : ψv ≥ γ logN2} (6.4)
harder to determine when AN includes points close to ∂VN . In contrast, let
AN,ρ $
{
v ∈ VN : min
z∈Z2\VN
‖v − z‖2 ≥ N1−ρ
}
, ρ ∈ (0, 1]. (6.5)
Then, it turns out that for ρ > 0 small enough, the variance of the increments of
ψ on AN,ρ is within a uniform bound from the analogue quantity in the context of
the GREM (except when the scale 0 is involved), see Lemma A.2.
Theorem 6.1 not only generalizes Theorem 2.1 in Arguin and Zindy (2015), but
is also stronger because it tells us that including points arbitrarily close to ∂VN in
the free energy has no impact on its limit, as long as we include the center of VN .
We are able to prove Theorem 6.1 here because the asymptotics of |HN (γ)| were
proved on VN in Arguin and Ouimet (2016).
Even though Theorem 6.1 is interesting on its own, we will instead use the version
on AN,ρ later in this article.
Theorem 6.2 (Limit of the free energy on AN,ρ). Let {ψv}v∈VN be the (σ,λ)-GFF
on VN of Definition 1.1 and define
fψN,ρ(β) $
1
logN2
logZψN,ρ(β), β > 0, (6.6)
where ZψN,ρ(β) $
∑
v∈AN,ρ e
βψv . Then, for all ρ ∈ (0, 1],
lim
N→∞
fψN,ρ(β) = f
ψ(β), (6.7)
where the limit holds in probability and in Lp, 1 ≤ p <∞.
For the second main result of this article, consider the normalized covariances or
overlaps of the (σ,λ)-GFF :
qN (v, v′) $ E[ψvψv′ ]Jσ2(1) logN + C0 , v, v
′ ∈ VN , (6.8)
where C0 is the constant introduced in Lemma A.3. The overlap is the covariance
divided by the uniform upper bound on the variance. From the Cauchy-Schwarz
inequality, it is clear that |qN (v, v′)| ≤ 1, for any v, v′ ∈ VN .
We are concerned with the limiting distribution of the overlaps, when the vari-
ables are sampled from the Gibbs measure
Gβ,N ({v}) $ e
βψv
ZψN (β)
, v ∈ VN . (6.9)
Since the Gibbs measure samples extreme values of the field ψ, the overlaps under
the Gibbs measure can be interpreted as measures of relative distance between the
extremes. In spin-glass theory, the relevant object to classify the extreme value
statistics of strongly correlated variables is the two-overlap distribution
EG×2β,N
[
1{qN (v,v′)≤r}
]
, r ∈ [0, 1]. (6.10)
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Since the overlaps are normalized, their asymptotics will also be normalized to lie
in [0, 1]. Define
J¯σ2(·) $ Jσ
2(·)
Jσ2(1) . (6.11)
This is motivated by the fact that if
bN (v, v
′) $ max{λ ∈ [0, 1] : [v]λ ∩ [v′]λ 6= ∅} (6.12)
denotes the branching scale between v and v′ (the analogue of the normalized
branching time for BRWs), then Corollary A.6 in Appendix A shows (in partic-
ular) that for all ρ ∈ (0, 1] and N large enough,
max
v,v′∈AN,ρ
∣∣qN (v, v′)− J¯σ2(bN (v, v′))∣∣ ≤ C7√
logN
+ C8 ρ. (6.13)
For any inverse temperature β > 0, denote
lβ $
{
min{l ∈ {1, ...,m} : β ≤ βc(σ¯l) $ 2/σ¯l}, if β ≤ 2/σ¯m,
m+ 1, otherwise.
(6.14)
This is the smallest index l for which a critical inverse temperature βc(σ¯l) is larger
or equal to β.
Remark 6.2. In Bovier and Kurkova (2004a), l(β) is defined such that l(β) = lβ−1.
Our choice is more natural with the notation we used in (5.5) and (5.6), see the
proof of Lemma B.2.
Remark 6.3. In order to state the results on the limiting two-overlap distribution
and on the Ghirlanda-Guerra identities, we need to restrict β from taking any
critical value βc(σ¯j) $ 2/σ¯j . The restriction will be used in exactly two places
throughout the article :
• In the proof of Theorem 6.3 (Limiting two-overlap distribution);
• In the proof of Lemma 8.9. The result of Lemma 8.9 is then used to prove
Theorem 6.4 (Approximate extended Ghirlanda-Guerra identities).
Let
B $ (0,∞)\ ∪1≤j≤m {2/σ¯j}. (6.15)
Theorem 6.3 and Theorem 6.4 (and their consequences) will hold as long as β ∈ B.
In the proof of both theorems, the restriction β ∈ B is needed to obtain the mean
convergence of the derivative of a perturbed version of the free energy, see (8.58).
Ultimately, the restriction is related to Lemma B.4, where it is shown that the
limiting free energy is differentiable with respect to a perturbation inside [λj−1, λj ]
if and only if β 6= 2/σ¯j .
We are now ready to state the second main result of this article.
Theorem 6.3 (Limiting two-overlap distribution). Let {ψv}v∈VN be the (σ,λ)-
GFF on VN of Definition 1.1. Then, for β ∈ B,
lim
N→∞
EG×2β,N
[
1{qN (v,v′)≤r}
]
=
 0, if r < 0,βc(σ¯j)/β, if r ∈ [xj−1, xj), j ≤ lβ − 1,
1, if r ≥ xlβ−1,
(6.16)
where βc(σ¯j) $ 2/σ¯j and xj $ J¯σ2(λj).
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Remark 6.4. This is the same expression as in the context of the GREM. Compare
this to Proposition 1.11 in Bovier and Kurkova (2004a). In the homogeneous case,
the theorem was proved by Arguin and Zindy (2014) for a certain class of non-
hierarchical log-correlated Gaussian fields with no boundary effect, by Arguin and
Zindy (2015) for the GFF (trivial adjustments of their proof show the same result
for the BRW), and by Jagannath (2016) for the BRW (using an alternative method).
Remark 6.5. In the context of the GFF, we have to show that the Gibbs measure
doesn’t carry any weight outside AN,ρ in the limit. In Arguin and Zindy (2015), a
crucial step was to use self-averaging and Slepian’s lemma in order to compare the
free energy outside AN,ρ with that of a REM. Here, we find an upper bound on the
free energy outside AN,ρ through the optimization problems for the maximum and
γ-high points, see the proof of Lemma 8.3. This approach is much more efficient
when there are several effective scales λj .
Remark 6.6. Theorem 6.3 tells us that even though the overlap between the ex-
tremes can be (almost) anything between 0 and 1 for finite system sizes, this vari-
ability disappears in the limit. The extremes can only branch asymptotically at
the effective distances N1−d, d ∈ {0, λ1, λ2, ..., λlβ−1}, where λj is defined in (4.4).
We see that the number of branching scales λj for the extremes is finite in the
limit and increases as the inverse temperature β becomes larger than some of the
critical thresholds 0 < βc(σ¯1) < βc(σ¯2) < ... < βc(σ¯lβ−1) < ∞. In comparison, for
homogeneous models (like the GFF and the BRW), there is only one critical inverse
temperature
• above which the extremes only branch at scale 0 or 1 in the limit, and
• under which the extremes only branch at scale 0 in the limit (meaning that
the extremes are all asymptotically uncorrelated).
The third and final main result of this article concerns the Ghirlanda-Guerra
identities. These identities were introduced in Ghirlanda and Guerra (1998) and
an extended version of the identities was proved for a general class of models,
called the mixed p-spin, in Panchenko (2010b). Before taking the limit, we have
the following approximate version.
Theorem 6.4 (Approximate extended Ghirlanda-Guerra identities). Let β ∈ B,
and let α < α′ be any pair of scales such that
λj−1 < α < α′ < λj+(m−j)1{j=lβ} (6.17)
for some j ∈ {1, 2, ..., lβ}. Denote v $ (v1, v2, ..., vs) and Sα,α′ $ (J¯σ2(α), J¯σ2(α′)].
Then, for any s ∈ N, any k ∈ {1, ..., s}, and any functions h : V sN → R such that
supN ‖h‖∞ <∞,
lim
N→∞
∣∣∣∣∣∣∣∣∣
EG×(s+1)β,N
[ ∫
Sα,α′
1{r<qN (vk,vs+1)}dr h(v)
]
−
{
1
sEG×2β,N
[ ∫
Sα,α′
1{r<qN (v1,v2)}dr
]
EG×sβ,N
[
h(v)
]
+ 1s
∑s
l 6=k EG×sβ,N
[ ∫
Sα,α′
1{r<qN (vk,vl)}dr h(v)
]}
∣∣∣∣∣∣∣∣∣ = 0. (6.18)
Remark 6.7. The word “approximate” here is NOT to be understood in exactly the
same sense as in Definition 1.4 of Jagannath (2017). It is approximate in the sense
that the limit N →∞ is taken, but also because linear combinations of functions of
the form q 7→ ∫
Sα,α′
1{r<q}dr do not describe all the bounded mesurable functions
defined on [0, 1].
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We now show that the extended form of the Ghirlanda-Guerra identities hold
exactly in the limit. Along with Theorem 6.3, these identities completely determine
the law of the limiting array of overlaps when the variables are sampled by the Gibbs
measure, see Section 7.
We follow closely the reasoning from page 101 in Panchenko (2013b) and page
1459 in Arguin and Zindy (2014). Let (vl)l∈N be an i.i.d. sequence sampled from
the Gibbs measure Gβ,N and let
RN $ (RNl,l′)l,l′∈N $ (qN (vl, vl
′
))l,l′∈N (6.19)
be the array of overlaps of this sample. Note that the array RN is symmetric and
non-negative definite because the entries are normalized covariances of the Gaussian
field ψ. Since each point is sampled independently, it is also weakly exchangeable,
namely, for any permutation pi of a finite number of indices,(
RNpi(l),pi(l′)
) law
=
(
RNl,l′
)
. (6.20)
The push-forward of the probability measure EG×∞β,N under the mapping
(vl)l∈N 7→ RN (6.21)
defines a probability measure on the space C of N×N arrays with entries in [−1, 1],
endowed with the product topology. Since C is a compact metric space (by Ty-
chonoff’s theorem), the spaceM1(C) of probability measures on C is compact under
the weak topology. Therefore, there exists a subsequence {Nm}m∈N under which
the above push-forward measures converge weakly to the distribution of some infi-
nite array R $ (Rl,l′)l,l′∈N in the sense of convergence of all their finite dimensional
marginals. In particular, the three properties of RN mentioned above are preserved
by the limit, meaning that R is also symmetric, non-negative definite and weakly
exchangeable.
By the representation theorem of Dovbysh and Sudakov (1982) (see also the
proof in Panchenko (2010c)) and the atoms in Theorem 6.3, we can assume that
the limiting array R is a random element of some probability space with measure
P (and corresponding expectation E), generated by(
Rl,l′
)
l,l′∈N =
(
(ρl, ρl
′
)H + (1− xlβ−1)1{l=l′}
)
l,l′∈N, (6.22)
where (ρl)l∈N is an i.i.d. sample of replicas from some random measure µβ concen-
trated a.s. on the sphere of radius
√
xlβ−1 of a separable Hilbert space H.
By construction, there exists a subsequence {Nm}m∈N such that for any s ∈ N
and any continuous function h : [−1, 1]s(s−1)/2 → R,
lim
m→∞EG
×∞
β,Nm
[
h((RNml,l′ )1≤l,l′≤s)
]
= Eµ×∞β
[
h((Rl,l′)1≤l,l′≤s)
]
. (6.23)
In particular, from Theorem 6.3, we have
Eµ×2β
[
1{R1,2≤r}
]
=
 0, if r < 0,βc(σ¯j)/β, if r ∈ [xj−1, xj), 1 ≤ j ≤ lβ − 1,
1, if r ≥ xlβ−1,
(6.24)
where βc(σ¯j) $ 2/σ¯j and xj $ J¯σ2(λj).
Next, we show the consequence of taking the limit (6.23) in the statement of
Theorem 6.4. Note that a bounded function h : {x0, x1, ..., xlβ−1}s(s−1)/2 → R can
always be embedded in a continuous function defined on [−1, 1]s(s−1)/2.
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Theorem 6.5 (Extended Ghirlanda-Guerra identities in the limit). Let β ∈ B and
let µβ be a subsequential limit of {Gβ,N}N∈N in the sense of (6.23). Then, for any
s ∈ N, any k ∈ {1, ..., s}, and any functions h : {x0, x1, ..., xlβ−1}s(s−1)/2 → R and
g : {x0, x1, ..., xlβ−1} → R, we have
Eµ
×(s+1)
β
[
g(Rk,s+1)h((Ri,i′)1≤i,i′≤s)
]
=
1
s
Eµ×2β
[
g(R1,2)
]
Eµ×sβ
[
h((Ri,i′)1≤i,i′≤s)
]
+
1
s
s∑
l 6=k
Eµ×sβ
[
g(Rk,l)h((Ri,i′)1≤i,i′≤s)
]
.
(6.25)
Proof of Theorem 6.5: Let α < α′ be a pair of scales such that
λj−1 < α < α′ < λj+(m−j)1{j=lβ} (6.26)
for some j ∈ {1, 2, ..., lβ}. From (6.23) and from Theorem 6.4 (in the particular
case where h is a function of the overlaps), we deduce
Eµ
×(s+1)
β
[ ∫
(J¯σ2 (α),J¯σ2 (α′)]1{r<Rk,s+1}dr h((Ri,i
′)1≤i,i′≤s)
]
= 1sEµ
×2
β
[ ∫
(J¯σ2 (α),J¯σ2 (α′)]1{r<R1,2}dr
]
Eµ×sβ
[
h((Ri,i′)1≤i,i′≤s)
]
+ 1s
∑s
l 6=k Eµ
×s
β
[ ∫
(J¯σ2 (α),J¯σ2 (α′)]1{r<Rk,l}dr h((Ri,i
′)1≤i,i′≤s)
]
.
(6.27)
From (6.24), we know that 1{r<Ri,i′} is Eµ
×2
β -a.s. constant in r on the interval
[xj−1, xj+(m−j)1{j=lβ}). Therefore, from (6.26) and (6.27), we get
Eµ
×(s+1)
β
[
1{xj−1<Rk,s+1} h((Ri,i′)1≤i,i′≤s)
]
= 1sEµ
×2
β
[
1{xj−1<R1,2}
]
Eµ×sβ
[
h((Ri,i′)1≤i,i′≤s)
]
+ 1s
∑s
l 6=k Eµ
×s
β
[
1{xj−1<Rk,l} h((Ri,i′)1≤i,i′≤s)
]
.
(6.28)
Since Ri,i′ ≥ 0 Eµ×2β -a.s. by (6.24), the last equation is also trivially satisfied with
say x−1 $ −1. But, any function g : {x0, x1, ..., xlβ−1} → R can be written as a
linear combination of the indicator functions 1{xj−1<·}, j ∈ {0} ∪ {1, 2, ..., lβ}, so
we get the conclusion (by the linearity of (6.28)). 
Remark 6.8. The extended Ghirlanda-Guerra identities are still the subject of on-
going research in spin glass theory and the study of log-correlated random fields, so
it is still not clear why these identities seem to be a property shared in the limit by
such a vast collection of models. Perhaps even more universal could be the stochas-
tic stability property of random overlap structures (ROSt’s), which are defined and
treated (for example) in Aizenman and Contucci (1998); Contucci and Giardina`
(2005); Arguin and Aizenman (2009); Talagrand (2010); Arguin and Chatterjee
(2013). For instance, it is conjectured in Arguin and Chatterjee (2013) that the
laws of the ROSt’s satisfying the Ghirlanda-Guerra identities correspond to the
extremes of the convex set of laws of the stochastically stable ROSt’s. It is also
conjectured that the stochastic stability of a ROSt for a subsequence of p-th power
cavity fields implies ultrametricity. In this sense, it is expected that the stochastic
stability property is more universal then the Ghirlanda-Guerra identities but still
implies ultrametricity under technical conditions. In Panchenko (2012), it is shown
how the Aizenman-Contucci stochastic stability property can be combined with a
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specific form of the Ghirlanda-Guerra identities into a unified stability property
analogous to the Bolthausen-Sznitman invariance property in the setting of Ruelle
probability cascades (see Bolthausen and Sznitman (1998)).
Remark 6.9. It is expected that the results of Arguin and Ouimet (2016) on the first
order asymptotics of the maximum and γ-high points can be extended to the more
general case where the variance function σ in (4.1) is piecewise C1. Therefore, it
is also expected that the results in the present article could be generalised just like
Bovier and Kurkova (2004b) did when they generalized the results of the GREM
to the CREM (the GREM with a continuum of hierarchies).
We could take this further by imposing σ to be piecewise C1 and by working
directly with the continuous version of the two-dimensional GFF instead of the
discrete version. A formal definition of such a field is given in Section 1.3 of Arguin
and Ouimet (2016) as well as a conjecture on the Hausdorff dimension of the γ-thick
points (the analogue of the γ-high points). The field is a random distribution (i.e.
generalized function), so it cannot be defined pointwise, but we can make sense of
the collection of circle averages around a point v ∈ [0, 1]2 as a stochastic process.
In fact, we would expect such a process, after a time-change, to be equal in law
to
∫ ·
0
σ(s)dBv(s), where Bv is a Brownian motion adapted to a certain filtration
Fv. We could then ask if it is possible to characterize the limiting (with respect
to the approximation procedure) law of the Liouville measure (the analogue of the
Gibbs measure) of this new field. For an introduction to these concepts, see e.g.
Berestycki (2015); Rhodes and Vargas (2014); Sheffield (2007).
Finally, another natural question is to ask if there is a way to introduce random-
ness in the function s 7→ σ(s) and still make sense of the questions above, although
this is not clear since the process (σ(s))s∈[0,1] cannot be adapted (let alone pre-
dictable) simultaneously to all the filtrations Fv, v ∈ [0, 1]2. Maybe there is a way
around this problem if the filtrations share “information” in a very structured way.
7. Consequences of Theorem 6.3 and Theorem 6.5
The first consequence concerns the geometry of the overlaps in the limit. It
was shown in Panchenko (2010a) (see also Panchenko (2011) for a simplified proof)
that any limiting array of overlaps that takes finitely many values and satisfy (6.25)
must be ultrametric under Eµ×∞β .
Corollary 7.1 (Ultrametricity in the limit). Let β ∈ B and let µβ be a subsequential
limit of {Gβ,N}N∈N in the sense of (6.23). We must have
Eµ×3β
(
R1,2 ≥ R1,3 ∧R2,3
)
= 1. (7.1)
Since the replicas ρl all have norm
√
xlβ−1 almost-surely in H, then (7.1) is equiv-
alent to the ultrametric inequality
Eµ×3β
(‖ρ1 − ρ2‖ ≤ ‖ρ1 − ρ3‖ ∨ ‖ρ2 − ρ3‖) = 1. (7.2)
Remark 7.1. The random measure µβ gives more weight to extreme values, so we
can interpret this corollary as saying that the extremes are clustered in a hierarchical
way. From (6.24), the number of hierarchies increases as the inverse temperature β
becomes larger than some of the critical thresholds βc(σ¯j).
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The second consequence makes the description of the structure of µβ even more
precise. Probability cascades were introduced in Ruelle (1987) to describe the
limiting Gibbs measure of the GREM. Since the (σ,λ)-GFF satisfies the extended
Ghirlanda-Guerra identities and the limiting two-overlap distribution takes finitely
many values, we can show that the limiting Gibbs measure µβ is a Ruelle probability
cascade. First, we define probability cascades by following Panchenko (2013b).
For a given r ≥ 1, let
T $ {∅} ∪ N ∪ N2 ∪ ... ∪ Nr (7.3)
be the vertex set of a tree rooted at ∅. Each vertex v = (n1, ..., np) ∈ Np, for
p ≤ r − 1, has children
vn $ (n1, ..., np, n) ∈ Np+1, n ∈ N. (7.4)
Each vertex v ∈ Np is connected to the root by a path. Denote by p(v) the set of
vertices (excluding the root) on the shortest path from v to the root. Additionally,
fix two sequences of parameters :
0 $ ζ−1 < ζ0 < ζ1 < ... < ζr−1 < ζr $ 1,
0 $ q0 < q1 < ... < qr−1 < qr ≤ 1. (7.5)
For all v ∈ T , denote by |v| its distance in the tree, namely |v| $ #p(v). Then, for
all v ∈ T \Nr, generate independent Poisson point processes, denoted by Πv, with
mean measure ζ|v|x−1−ζ|v|dx on (0,∞). We arrange the points in Πv in decreasing
order :
zv1 > zv2 > ... > zvn > ... (7.6)
For each vertex v ∈ T \Nr, the relative weight of each point in Πv is defined by
wvn $
zvn∑
i∈N zvi
, n ∈ N. (7.7)
Say we are on a separable Hilbert space H with orthonormal basis {ev}v∈T \{∅}.
Consider the vectors in H
hv $
∑
u∈p(v)
eu (q|u| − q|u|−1)1/2, v ∈ T \{∅}, (7.8)
and define a random measure on them by
G(hv) $
∏
u∈p(v)
wu, v ∈ Nr. (7.9)
The random measure G is called a Ruelle probability cascade (RPC) associated
with the parameters in (7.5). It is defined up to an orthonormal change of basis.
We can think of Nr as the leaves in the tree structure. From (7.8), each element
in {hv}v∈Nr has norm √qr and the scalar product between two such elements can
only take values in the finite set
{0, q1, q2, ..., qr}. (7.10)
The weights (7.7), associated with each branch in the tree, are random. Hence, (7.9)
defines a random probability measure and each instance of G samples elements in
{hv}v∈Nr by choosing a branch independently at each step, between the root and a
leaf, with probability given by the associated weight in (7.7). The tree structure is
illustrated in Figure 7.2. Since the weights are ordered in decreasing order at each
scale, the branches on the left are more likely to be selected at each step.
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{∅}
N1
N2
... ...(1) (2) (n1)
w(1) w(2) w(n1)
... ...
(1,1)(1,2) (1,n2)
w(1,1) w(1,2) w(1,n2)
... ...
(2,1)(2,2) (2,n2)
w(2,1) w(2,2) w(2,n2)
... ...
(n1,1)(n1,2) (n1,n2)
w(n1,1) w(n1,2)w(n1,n2)... ...
Figure 7.2. Exact tree structure of a Ruelle probability cascade
with r = 2 levels. Given an instance ω ∈ Ω of the random weights,
the measureG samples elements in {hv}v∈Nr with probability equal
to the product of the probabilities associated with the branches
on the shortest path from the root to the leaf v. For example,
(G(ω))(h(1,2)) = w(1)(ω)w(1,2)(ω). For the scalar products, we
have, for example, (h(1,1), h(2,2))H = 0 and (h(2,1), h(2,2))H = q1.
The corollary below shows that the limiting Gibbs measure of the (σ,λ)-GFF is
a RPC, despite its underlying tree structure being only approximate for finite N .
Corollary 7.2. Let β ∈ B and let µβ be a subsequential limit of {Gβ,N}N∈N in the
sense of (6.23). Then, µβ has the same law as a RPC with parameters
• r = lβ − 1,
• ζj = Eµ×2β
[
1{R1,2≤xj}
]
= (2/σ¯j+1)/β, for all j ∈ {0, 1, ..., r − 1},
• qj = xj $ J¯σ2(λj), for all j ∈ {0, 1, ..., r}.
Proof : The proof follows directly from Theorem 2.13 in Panchenko (2013b) or
from the proof of Theorem 1.13 in Bovier and Kurkova (2004a) (once we have the
ultrametricity). We simply need to match the parameters so that {qj}rj=0 are the
atoms of Eµ×2β (R1,2 ∈ ·) and {∇ζj}rj=0 are the corresponding probabilities. 
Scale-inhomogeneous Gaussian free field 17
8. Proofs of the main results
Throughout the proofs, c, C, C˜, etc., will denote positive constants whose value
can change from line to line and can only depend on the parameters (σ,λ), unless
additional variables are specified. Equations are always implicitly stated to hold
for N large enough when needed.
8.1. Computation of the limiting free energy. Theorem 6.1 is a direct consequence
of Lemma 8.1, which shows fψN (β)→ fψ(β) in probability, and Lemma 8.2, which
shows the uniform integrability of the sequence {|fψN (β)|p}N∈N for all p ∈ [1,∞).
Lemma 8.1 (Convergence in probability of the free energy). Let η > 0 and β > 0.
There exists c = c(η, β,σ,λ) > 0 such that for N large enough,
P
(
|fψN (β)− fψ(β)| > η
)
≤ N−c. (8.1)
Proof : Fix η > 0 and β > 0. For all i ∈ {0, 1, ...,K + 1}, define γi $ iγ?/K. We
will choose K ∈ N large enough later. We prove the upper bound first. Define
HabsN (γ) $ {v ∈ VN : |ψv| ≥ γ logN2}. (8.2)
From (5.2), (5.8), and the symmetry of Gaussian densities, the event
UN,K,η $
K⋂
i=0
{
|HabsN (γi)| < N2E(γi)+η
}⋂{
max
v∈VN
|ψv| < K + 1
K
γ? logN2
}
(8.3)
satisfies P
(
U cN,K,η
) ≤ N−c(K,η,σ,λ) for any given K. On the event UN,K,η,
ZψN (β) $
∑
v∈VN
eβψv ≤
K+1∑
i=1
(|HabsN (γi−1)| − |HabsN (γi)|)N2βγi
=
K∑
i=1
(N2βγi+1 −N2βγi)|HabsN (γi)|+N2βγ1 |HabsN (γ0)|
≤ N2βγ?/K
K∑
i=0
N2βγi |HabsN (γi)|. (8.4)
We used the fact that |HabsN (γK+1)| = 0 to obtain the second equality. Therefore,
on UN,K,η,
fψN (β)
(8.4)
≤ βγ
?
K
+
log(K + 1)
logN2
+ max
0≤i≤K
(βγi + E(γi)) + η
2
≤ max
0≤i≤K
(βγi + E(γi)) + η
for K large enough with respect
to η and β, and N large enough
with respect to K and η,
≤ max
γ∈[0,γ?]
(βγ + E(γ)) + η
= fψ(β) + η by Lemma B.2. (8.5)
Thus, for K large enough (fixed, depending on η and β), we have
P
(
fψN (β) > f
ψ(β) + η
)
≤ P(U cN,K,η) ≤ N−c(K,η,σ,λ). (8.6)
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We now prove the lower bound. Recall that
HN (γ) $ {v ∈ VN : ψv ≥ γ logN2}. (8.7)
From (5.2) and (5.9), the event
BN,K,η $
K−1⋂
i=1
{
|HN (γi)| ≥ N2E(γi)−η
}⋂{
max
v∈VN
ψv <
K + 1
K
γ? logN2
}
(8.8)
satisfies P
(
BcN,K,η
) ≤ N−c(K,η,σ,λ) for any given K. On the event BN,K,η,
ZψN (β) $
∑
v∈VN
eβψv ≥
K+1∑
i=1
(|HN (γi−1)| − |HN (γi)|)N2βγi−1
=
K∑
i=1
(N2βγi −N2βγi−1)|HN (γi)|+N2βγ0 |HN (γ0)|
≥ 1
2
K−1∑
i=1
N2βγi |HN (γi)|. (8.9)
We used the fact that |HN (γK+1)| = 0 to obtain the second equality. We dropped
the 0-th and K-th summands to obtain the last inequality and took N large enough
that 1−N−2βγ?/K ≥ 1/2. Therefore, on BN,K,η,
fψN (β)
(8.9)
≥ max
1≤i≤K−1
(βγi + E(γi))− η
2
− log 2
logN2
≥ max
1≤i≤K−1
(βγi + E(γi))− 3η
4
for N large enough
with respect to η,
≥ max
γ∈[0,γ?]
(βγ + E(γ))− η
for K large enough with respect
to η and β since γ 7→ (βγ + E(γ))
is continuous by Lemma B.1,
= fψ(β)− η by Lemma B.2. (8.10)
Thus, for K large enough (fixed, depending on η and β), we have
P
(
fψN (β) < f
ψ(β)− η
)
≤ P(BcN,K,η) ≤ N−c(K,η,σ,λ). (8.11)
Equations (8.6) and (8.11) together prove the lemma. 
For the uniform integrability, we follow the proof of Capocaccia et al. (1987),
originally given in the context of the GREM.
Lemma 8.2 (Uniform integrability of {|fψN (β)|p}N∈N). Let β > 0 and 1 ≤ p <∞.
Then,
lim
α→∞ supN∈N
E
[
|fψN (β)|p 1{|fψN (β)|p>α}
]
= 0. (8.12)
Proof : By definition, fψN (β) $ 1logN2 log
∑
v∈VN e
βψv . Bound from above every
summand by the maximum summand and bound from below by keeping only the
maximum summand. If ξN $ maxv∈VN ψv/(logN2), it is easily seen that for N ≥ 2,
βξN ≤ fψN (β) ≤ βξN +
log(N + 1)2
logN2
≤ βξN + 2. (8.13)
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Assume that α1/p − 2 > 0. By splitting the event {|fψN (β)| > α1/p} in two parts :
{fψN (β) > α1/p} and {−fψN (β) > α1/p}, and then using (8.13), we deduce
E
[
|fψN (β)|p 1{|fψN (β)|>α1/p}
]
≤ E
[
(βξN + 2)
p 1{βξN+2>α1/p}
]
+ E
[
(−βξN )p 1{−βξN>α1/p}
]
=
∞∑
l=1
E
[
(βξN + 2)
p 1{(l+1)α1/p≥βξN+2>lα1/p}
]
+
∞∑
l=1
E
[
(−βξN )p 1{(l+1)α1/p≥−βξN>lα1/p}
]
≤ 2
∞∑
l=1
(l + 1)p α P
(
|ξN | > 1
β
(lα1/p − 2)
)
. (8.14)
Note that |ξN | ≤ maxv∈VN |ψv|/(logN2), and maxv∈VN V(ψv) ≤ Jσ2(1) logN +C0
by Lemma A.3. Therefore, for all l ∈ N, a union bound and a standard Gaussian
tail estimate yield (when N is large enough, say N ≥ N0 ≥ 2)
P
(
|ξN | > 1
β
(lα1/p − 2)
)
≤ (N + 1)2 max
v∈VN
2P
(
ψv >
1
β
(lα1/p − 2) logN2
)
≤ (N + 1)2N−2
(lα1/p−2)2
β2J
σ2
(1)
≤ (N + 1)2N−2
(α1/p−2)2
β2J
σ2
(1) N
−2 (l−1)2α2/p
β2J
σ2
(1) . (8.15)
To obtain the last inequality, we wrote (lα1/p− 2)2 = (α1/p− 2 + (l− 1)α1/p)2 and
used (a+ b)2 ≥ a2 + b2, a, b ≥ 0. If we further assume that (α1/p−2)2 > β2Jσ2(1),
the sum in (8.14) tends to 0 as α→∞, uniformly for N ≥ N0. 
Proof of Theorem 6.2: Since x 7→ log x is an increasing function and AN,ρ ⊆ VN ,
we have the upper bound on the limit in probability :
fψN,ρ(β) ≤
1
logN2
log
∑
v∈VN
eβψv $ fψN (β)
N→∞−→ fψ(β). (8.16)
On the other hand, from Lemma A.2 in Arguin and Ouimet (2016) and the inde-
pendence of the increments, we know that for any δ ∈ (0, 1/2] and j ∈ {1, 2, ...,m},
then for N large enough and all v ∈ V δN $
{
v ∈ VN : minz∈∂VN ‖v− z‖2 ≥ δN
}
, we
have
− C1(δ,σ) ≤ V
(∇ψv(λj))− σ¯2j∇λj logN ≤ C2(σ). (8.17)
Hence, from the remark at the end of Lemma 3.1 in Arguin and Ouimet (2016), we
know that Theorem 5.1 and Theorem 5.2 (in this paper) hold on V δN ; the proof is
in fact easier. Since AN,ρ ⊇ V δN for N large enough, we have
fψN,ρ(β) $
1
logN2
log
∑
v∈AN,ρ
eβψv ≥ 1
logN2
log
∑
v∈V δN
eβψv . (8.18)
A rerun of the proof of the lower bound in Lemma 8.1, with HN (γ) restricted to
V δN , yields the conclusion. 
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8.2. The Gibbs measure near the boundary. The first step in the proof of Theorem
6.3 is to show that the Gibbs measure does not carry any weight near the boundary
of VN in the limit N →∞. For this purpose, recall
AN,ρ $
{
v ∈ VN : min
z∈Z2\VN
‖v − z‖2 ≥ N1−ρ
}
, ρ ∈ (0, 1]. (8.19)
This box contains the points in VN that are at least at a distance of N
1−ρ from the
exterior. The Gibbs measure of the (σ,λ)-GFF restricted to AN,ρ is
Gβ,N,ρ({v}) $ e
βψv
ZψN,ρ(β)
, v ∈ AN,ρ, (8.20)
where ZψN,ρ(β) $
∑
v∈AN,ρ e
βψv . We start by proving an upper bound on the
following quantity :
f˜ψN,ρ(β) $
1
logN2
log
∑
v∈AcN,ρ
eβψv . (8.21)
Lemma 8.3. Let η > 0, β > 0 and ρ ∈ (0, λ1). There exists c = c(η, β, ρ,σ,λ) > 0
such that
P
(
f˜ψN,ρ(β) > (f
ψ(β)− ρ/2) + η
)
≤ N−c (8.22)
for N large enough.
Proof : In Arguin and Ouimet (2016), Theorem 1.2 and Theorem 1.3 prove that
lim
N→∞
maxv∈VN ψv
logN2
= γ?, in probability, (8.23)
where
γ? = maxγ1,γ2,...,γM
∑M
i=1∇γi,
under the constraints
∑k
i=1
(
∇λi − (∇γi)
2
σ2i∇λi
)
≥ 0, 1 ≤ k ≤M,
and, for all 0 ≤ γ < γ?,
lim
N→∞
log(|HN (γ)|)
logN2
= E(γ), in probability, (8.24)
where
E(γ) = maxγ1,γ2,...,γM−1
∑M−1
i=1
(
∇λi − (∇γi)
2
σ2i∇λi
)
+
(
∇λM − (γ−γM−1)
2
σ2M∇λM
)
,
under the constraints
∑k
i=1
(
∇λi − (∇γi)
2
σ2i∇λi
)
≥ 0, 1 ≤ k ≤M − 1.
The unique solution of each optimization problem is rigorously found in Appendix
A of Ouimet (2014) by using the Karush-Kuhn-Tucker theorem, and the solutions
are shown to coincide with (8.23) and (8.24) in Arguin and Ouimet (2016).
Now, to bound f˜ψN,ρ(β) from above, we need to find the analogues of (8.23) and
(8.24) on AcN,ρ instead of VN . To this end, we recall the set of representatives at
scale λ from Arguin and Ouimet (2016), denoted by Rλ. Loosely speaking, at a
given scale λ, the points in Rλ ⊆ VN represent the O(N2λ) nods of the underlying
branching quaternary tree structure of the GFF, see Figure 8.3. This branching
structure is motivated by the fact that if vλ denotes the representative at scale
λ > 0 that is closest to v, then, from Lemma A.6 in Arguin and Ouimet (2016), we
know that maxv∈VN V(ψv(λ)− ψvλ(λ)) ≤ C, for N large enough.
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Figure 8.3. The representatives at scale 0, 1/4, 1/2 and 3/4.
More precisely, let R1 $ VN , and for λ ∈ [0, 1), the set Rλ contains bNλc2 v’s
with neighborhoods [v]λ that can only touch at their boundary (if they do touch)
and are not cut off by ∂VN . To remove any ambiguity, define Rλ in such a way
that maxv∈VN minz∈Rλ ‖v − z‖2 is minimized. For instance, if N = 2n, λ ∈ [0, 1)
and λn ∈ N0, then divide VN into a grid with N2λ squares of side length N1−λ;
the center point of each square is a representative at scale λ.
Since we assumed ρ ∈ (0, λ1), the only difference is that there are O(N2(λi−ρ/2))
representatives at each scale λi onA
c
N,ρ (ψ is still defined on VN ) instead ofO(N
2λi).
Therefore, a rerun of the proof of Lemma 3.1 and 3.4 in Arguin and Ouimet (2016)
(note that only the upper bounds work) shows that for all ε > 0,
P
(
max
v∈AcN,ρ
ψv ≥ (1 + ε)γ?ρ logN2
)
≤ N−c(ε,σ,λ), (8.25)
for N large enough, where
γ?ρ $ maxγ1,γ2,...,γM
∑M
i=1∇γi,
under the constraints
∑k
i=1
(
∇λi − (∇γi)
2
σ2i∇λi
)
≥ ρ/2, 1 ≤ k ≤M,
and, for all 0 ≤ γ ≤ γ?ρ ,
P
(
|{v ∈ AcN,ρ : ψv ≥ γ logN2}| ≥ N2Eρ(γ)+ε
)
≤ N−c(γ,ε,σ,λ), (8.26)
for N large enough, where
Eρ(γ) $ maxγ1,γ2,...,γM−1
∑M−1
i=1
(
∇λi − (∇γi)
2
σ2i∇λi
)
+
(
∇λM − (γ−γM−1)
2
σ2M∇λM
)
− ρ/2,
under the constraints
∑k
i=1
(
∇λi − (∇γi)
2
σ2i∇λi
)
≥ ρ/2, 1 ≤ k ≤M − 1.
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A rerun of the upper bound in the proof of Lemma 8.1 shows that for all η > 0,
there exists a constant c = c(η, β, ρ,σ,λ) > 0 such that for N large enough,
P
(
f˜ψN,ρ(β) > max
γ∈[0,γ?ρ ]
(βγ + Eρ(γ)) + η
)
≤ N−c. (8.27)
The constraints associated with γ?ρ and Eρ(γ) are respectively more restrictive than
the constraints associated with γ? and E(γ), so we obviously have
γ?ρ ≤ γ? and Eρ(γ) ≤ E(γ)− ρ/2, 0 ≤ γ ≤ γ?ρ . (8.28)
Therefore,
max
γ∈[0,γ?ρ ]
(βγ + Eρ(γ)) ≤ max
γ∈[0,γ?]
(βγ + E(γ)− ρ/2) (6.3)= fψ(β)− ρ/2. (8.29)
The conclusion of the lemma follows directly from (8.27) and (8.29). 
Lemma 8.4. Let β > 0 and ρ ∈ (0, λ1). Then,
lim
N→∞
Gβ,N (AcN,ρ) = 0, (8.30)
where the limit holds in P-probability and in Lp, 1 ≤ p <∞.
Remark 8.1. The result in Lemma 8.4 would not hold if we considered instead the
complement of V δN , which is much larger than the complement of AN,ρ.
Proof of Lemma 8.4: Fix ρ ∈ (0, λ1) and ε ∈ (0, 1), and let η˜ > 0 depend on ρ. We
have
P
(Gβ,N (AcN,ρ) > ε) ≤ P(Gβ,N (AcN,ρ) > ε, 1logN2 logZψN (β) ≥ fψ(β)− η˜
)
+ P
(
1
logN2
logZψN (β) < f
ψ(β)− η˜
)
$ (1) + (2). (8.31)
For any η˜ > 0, we have (2)→ 0 by (8.11). Furthermore, since{Gβ,N (AcN,ρ) > ε} ⊆ { log ∑
v∈AcN,ρ
eβψv > logZψN (β) + log ε
}
, (8.32)
then
(1) ≤ P
(
1
logN2
log
∑
v∈AcN,ρ
eβψv > fψ(β)− ρ/2 + η
)
, (8.33)
where
η $ ρ/2− η˜ + log ε
logN2
. (8.34)
Choose η˜ > 0 small enough, with respect to ρ, and N large enough, with respect
to ρ and ε, that η > 0. The right-hand side of (8.33) converges to 0 by Lemma 8.3.
This proves limN→∞ Gβ,N (AcN,ρ) = 0 in P-probability. Since
sup
N∈N
|Gβ,N (AcN,ρ)|p ≤ 1, (8.35)
the Lp convergence follows trivially. 
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The fact that the Gibbs measure does not carry any weight on AcN,ρ in the limit
generalizes to expectations of bounded functions of s vertices in VN sampled from
the product of Gibbs measures. In Section 8.5, this will be used to obtain the
approximate extended Ghirlanda-Guerra identities on VN from the ones on AN,ρ.
Proposition 8.5. Let β > 0 and ρ ∈ (0, λ1). Denote v $ (v1, v2, ..., vs). Then,
for any s ∈ N and any functions h :V sN → R such that supN ‖h‖∞ <∞,
lim
N→∞
∣∣∣EG×sβ,N [h(v)]− EG×sβ,N,ρ[h(v)]∣∣∣ = 0. (8.36)
Proof : Introducing an auxiliary term,∣∣∣EG×sβ,N [h(v)]− EG×sβ,N,ρ[h(v)]∣∣∣ ≤ ∣∣∣EG×sβ,N [h(v)]− EG×sβ,N [h(v) 1{v∈A×sN,ρ}]∣∣∣
+
∣∣∣EG×sβ,N [h(v) 1{v∈A×sN,ρ}]− EG×sβ,N,ρ[h(v)]∣∣∣
$ (1) + (2). (8.37)
Now, by monotonicity and sub-additivity,
(1) = EG×sβ,N
[
h(v)1{∃i∈{1,...,s} s.t. vi∈AcN,ρ}
] ≤ s EGβ,N (AcN,ρ) · sup
N
‖h‖∞. (8.38)
Similarly, for the second term,
(2) = EG×sβ,N,ρ
[
h(v)
]− EG×sβ,N [h(v) 1{v∈A×sN,ρ}]
= E
[G×sβ,N [h(v) 1{v∈A×sN,ρ}]
G×sβ,N (v ∈ A×sN,ρ)
(
1− G×sβ,N (v ∈ A×sN,ρ)
)]
≤ E
[
1− G×sβ,N (v ∈ A×sN,ρ)
]
· sup
N
‖h‖∞
≤ s EGβ,N (AcN,ρ) · sup
N
‖h‖∞. (8.39)
By Lemma 8.4, (1) + (2)→ 0 as N →∞. This ends the proof. 
When s = 2 and h(v, v′) $ 1{qN (v,v′)≤r}, Proposition 8.5 tells us that we can
compute the limiting two-overlap distribution of Theorem 6.3 by only considering
a restricted version, where the points are sampled from A2N,ρ instead of V
2
N . This
property will be crucial to control the covariance of the increments in the next
section, where we adapt the Bovier-Kurkova technique. The proof of Theorem 6.3
will be given right after, in Section 8.4.
Corollary 8.6. Let β > 0 and ρ ∈ (0, λ1). Then, for any r ∈ R,
lim
N→∞
∣∣∣EG×2β,N [1{qN (v,v′)≤r}]− EG×2β,N,ρ[1{qN (v,v′)≤r}]∣∣∣ = 0. (8.40)
Note that (8.40) is valid even if r depends on ρ.
8.3. An adaptation of the Bovier-Kurkova technique. The Bovier-Kurkova tech-
nique is a way to compute the two-overlap distribution of a model in terms of the
free energy of a perturbed version of that model. In the context of this paper, this
connection is established by Proposition 8.8 below in the case (s = 1, k = 1, h ≡ 1).
One difficulty in the present case is the fact that the covariance between the incre-
ments of the field depends on their position relative to the boundary. The restriction
to the set AN,ρ is a way to control this, cf. Lemma 8.7.
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To simplify the notation, recall
J¯σ2(·) $ Jσ
2(·)
Jσ2(1) , (8.41)
and denote the increments of overlaps by
qNα,α′(v, v
′) $
E
[
ψv(α, α
′)ψv′
]
Jσ2(1) logN + C0 , v, v
′ ∈ VN , (8.42)
where C0 is the constant introduced in Lemma A.3. Estimates on (8.42) are given
in terms of (8.41) in Corollary A.6 of Appendix A. The following lemma uses these
estimates in order to compare qN (v, v′) and qNα,α′(v, v
′).
Lemma 8.7. Let 0≤α<α′≤1 and ρ ∈ (0, 1]. Then, for all v, v′ ∈ AN,ρ, for all
ε ≥ C7√
logN
+ C8 ρ, (C7, C8 are from (A.44)) (8.43)
and for N large enough (dependent on α and α′, but independent from v, v′, and
independent from ρ (except when α = 0)) :
(1) If qN (v, v′) ≤ J¯σ2(α)− ε, then
qNα,α′(v, v
′) = O
(
(logN)−1/2
)
+O(ρ).
(2) If J¯σ2(α) + ε ≤ qN (v, v′) ≤ J¯σ2(α′)− ε, then
qNα,α′(v, v
′) = qN (v, v′)− J¯σ2(α) +O
(
(logN)−1/2
)
+O(ρ).
(3) If J¯σ2(α′) + ε ≤ qN (v, v′), then
qNα,α′(v, v
′) = J¯σ2(α, α′) +O
(
(logN)−1/2
)
+O(ρ).
In all three cases, O(ρ) is uniform in N .
Proof : From (A.44), we know that |qN (v, v′) − J¯σ2(bN (v, v′))| ≤ ε. Thus, in each
case respectively, we deduce (1) : bN ≤ α, (2) : α ≤ bN ≤ α′, and (3) : α′ ≤ bN .
Use (A.44) again to get the appropriate bounds on qNα,α′(v, v
′). 
Here is the main result of this section.
Proposition 8.8. Let 0≤α<α′≤1, ρ ∈ (0, 1] and Sα,α′ $ (J¯σ2(α), J¯σ2(α′)]. Let
β > 0, s ∈ N, k ∈ {1, ..., s}, and let h : V sN → R be such that supN ‖h‖∞ < ∞.
Then, for all
ε ≥ C7√
logN
+ C8 ρ, (C7, C8 are from (A.44)) (8.44)
and for N large enough (dependent on α and α′, but independent from v, v′, and
independent from ρ (except when α = 0)), we have∣∣∣∣∣ EG×sβ,N,ρ[ψvk(α, α′)h(v)]β (Jσ2(1) logN + C0) −
{∑s
l=1 EG×sβ,N,ρ
[ ∫
Sα,α′
1{r<qN (vk,vl)}dr h(v)
]
−sEG×(s+1)β,N,ρ
[ ∫
Sα,α′
1{r<qN (vk,vs+1)}dr h(v)
]} ∣∣∣∣∣
≤ C · s · sup
N
‖h‖∞ ·

EG×2β,N,ρ
[
1{J¯σ2 (α)−ε≤qN (v,v′)≤J¯σ2 (α)+ε}
]
EG×2β,N,ρ
[
1{J¯σ2 (α′)−ε≤qN (v,v′)≤J¯σ2 (α′)+ε}
]
+O
(
(logN)−1/2
)
+O(ρ)
 , (8.45)
where O(ρ) is uniform in N and C > 0 is a universal constant.
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Proof : For any l ∈ {1, ..., s+ 1},
EG×(s+1)β,N,ρ
[ ∫
Sα,α′
1{r<qN (vk,vl)}dr h(v)
]
(8.46)
= EG×(s+1)β,N,ρ
[
(qN (vk, vl)− J¯σ2(α))1{J¯σ2 (α)<qN (vk,vl)≤J¯σ2 (α′)} h(v)
]
+ EG×(s+1)β,N,ρ
[
J¯σ2(α, α′)1{J¯σ2 (α′)<qN (vk,vl)} h(v)
]
.
On the other hand,
EG×sβ,N,ρ
[
ψvk(α, α
′)h(v)
]
=
∑
v∈A×sN,ρ
E
[
ψvk(α, α
′)h(v)
∏s
l=1exp(βψvl)∏s
l′=1
∑
vl′∈AN,ρexp(βψvl′ )
]
. (8.47)
For a centered Gaussian vector X $ (X1, ..., Xn) and a twice-continuously differ-
entiable function F on Rn, of moderate growth at infinity, we have the formula
E[XiF (X)] =
∑n
j=1 E[XiXj ]E
[
∂XjF (X)
]
. Here, for any v ∈ A×sN,ρ, the relevant
Gaussian vector is(
ψvk(α, α
′) ; ψvl , l ∈ {1, ..., s} ; ψvl′ , vl
′∈ AN,ρ, l′ ∈ {1, ..., s}
)
, (8.48)
where Xi $ ψvk(α, α′) and F $ h(v)
∏s
l=1exp(βψvl)/
∏s
l′=1
∑
vl′∈AN,ρexp(βψvl′ ).
Applying the formula to the right-hand side of (8.47) yields
(8.47) =
s∑
l=1
β EG×sβ,N,ρ
[
E
[
ψvk(α, α
′)ψvl
]
h(v)
]
− s β EG×(s+1)β,N,ρ
[
E
[
ψvk(α, α
′)ψvs+1
]
h(v)
]
.
(8.49)
If we divide (8.49) on both sides by β (Jσ2(1) logN + C0), we deduce
EG×sβ,N,ρ
[
ψvk(α, α
′)h(v)
]
β (Jσ2(1) logN + C0) =
{∑s
l=1 EG×sβ,N,ρ
[
qNα,α′(v
k, vl)h(v)
]
−sEG×(s+1)β,N,ρ
[
qNα,α′(v
k, vs+1)h(v)
] } . (8.50)
Now, one by one, take the difference in absolute value between each of the s + 1
expectations inside the braces in (8.50) and the corresponding expectation on the
left-hand side of (8.46). We obtain the bound (8.45) by using Lemma 8.7. 
8.4. Computation of the limiting two-overlap distribution. Let α, α′ ∈ [0, 1] be such
that
λj
?−1 ≤ λi?−1 ≤ α < α′ ≤ λi? ≤ λj? (8.51)
for some i? and j?. Define ψu, the perturbed scale-inhomogeneous GFF, mentioned
in the previous section, by
ψuv $ uφv(α, α′) + ψv, where u > −σi? . (8.52)
The dependence on α and α′ is made implicit to lighten the notation. In the
proof of Theorem 6.3, Proposition 8.8 will be used to link the limiting two-overlap
distribution of ψ to the derivative of the limiting free energy of ψu with respect to
the perturbation parameter u.
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Proof of Theorem 6.3: By Corollary 8.6, it suffices to prove that
lim
ρ→0
lim
N→∞
EG×2β,N,ρ
[
1{qN (v,v′)≤r}
]
=
 0, if r < 0,(2/σ¯j)/β, if r ∈ [J¯σ2(λj−1), J¯σ2(λj)), j ≤ lβ − 1,
1, if r ≥ J¯σ2(λlβ−1).
(8.53)
Since [0, 1] ⊆ R is compact, the space M1([0, 1]) of probability measures on [0, 1]
is compact under the weak topology. Thus, any subsequence of the cumulative
distribution functions on the left-hand side of (8.53) has a subsequence converging
to a cumulative distribution function. Pick any converging sub-subsequence and
denote its limit by r 7→ Qβ(r). Since M1([0, 1]) is a metric space, the proof is
reduced to showing that Qβ is given by the right-hand side of (8.53).
We already know that Qβ(r) = 0 for all r < 0 since Corollary A.6 implies
lim inf
ρ→0
lim inf
N→∞
min
v,v′∈AN,ρ
qN (v, v′) ≥ 0. (8.54)
We also have Qβ(r) = 1 for all r ≥ 1 since maxv,v′∈VN qN (v, v′) ≤ 1 by Lemma A.3
and the Cauchy-Schwarz inequality.
To determine Qβ on [0, 1), let α, α
′ ∈ [0, 1] be such that J¯σ2(α), J¯σ2(α′) are
continuity points of Qβ and (8.51) is satisfied. Direct differentiation gives
2σi?
β2Jσ2(1)
∂
∂u
E
[
fψ
u
N,ρ(β)
]∣∣∣∣
u=0
=
EGβ,N,ρ
[
ψv(α, α
′)
]
βJσ2(1) logN . (8.55)
Combine this result with Proposition 8.8 in the special case (s = 1, k = 1, h ≡ 1).
After taking the limits N →∞ (use Corollary 8.6 on the right-hand side of (8.45)),
ρ→ 0 and then ε→ 0, we find∫
(J¯σ2 (α),J¯σ2 (α′)]
Qβ(r)dr = lim
ρ→0
lim
N→∞
2σi?
β2Jσ2(1)
∂
∂u
E
[
fψ
u
N,ρ(β)
]∣∣∣∣
u=0
. (8.56)
For all ρ ∈ (0, 1], the function u 7→ E[fψuN,ρ(β)] is convex by Lemma B.3, and by
Theorem 6.2,
lim
N→∞
E
[
fψ
u
N,ρ(β)
]
= fψ
u
(β). (8.57)
Pointwise limits preserve convexity, so u 7→ fψu(β) is convex. From Lemma B.4,
assuming β ∈ B, we also know that u 7→ fψu(β) is differentiable on an open interval
(−δ, δ), for δ = δ(β, α, α′,σ,λ) small enough. In particular, by another standard
result of convexity (see e.g. Theorem 25.7 in Rockafellar (1970)),
lim
N→∞
∂
∂u
E
[
fψ
u
N,ρ(β)
]
=
∂
∂u
fψ
u
(β), (8.58)
for all u ∈ (−δ, δ) (and all ρ ∈ (0, 1]). The derivative of u 7→ fψu(β) at u = 0 is
given by (B.32). Thus, from (8.56), we get∫
(J¯σ2 (α),J¯σ2 (α′)]
Qβ(r)dr =
{
J¯σ2(α, α′) (2/σ¯j? )β , if j? ≤ lβ − 1,
J¯σ2(α, α′), if j? ≥ lβ .
(8.59)
But Qβ is right-continuous (it’s a cumulative distribution function) and (8.59) holds
for all pairs J¯σ2(α), J¯σ2(α′) of continuity points satisfying (8.51), so Qβ must be
equal to the right-hand side of (8.53). This ends the proof. 
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8.5. Proof of the approximate extended Ghirlanda-Guerra identities. We start by
proving a concentration result. Denote v $ (v1, ..., vs) everywhere in this section.
Lemma 8.9. Let λi?−1 ≤ α < α′ ≤ λi? for some i?, and let β ∈ B and ρ ∈ (0, 1].
Then, for any s ∈ N, any k ∈ {1, ..., s} and any functions h : V sN → R such that
supN ‖h‖∞ <∞,
lim
N→∞
∣∣∣EG×sβ,N,ρ[ψvk(α, α′)h(v)]− EGβ,N,ρ[ψvk(α, α′)]EG×sβ,N,ρ[h(v)]∣∣∣
β (Jσ2(1) logN + C0) = 0. (8.60)
Proof : If we apply Jensen’s inequality to the expectation EG×sβ,N,ρ[·], followed by
the triangle inequality, we have∣∣∣EG×sβ,N,ρ[ψvk(α, α′)h(v)]− EGβ,N,ρ[ψvk(α, α′)]EG×sβ,N,ρ[h(v)]∣∣∣
≤ EGβ,N,ρ
∣∣∣ψvk(α, α′)− EGβ,N,ρ[ψvk(α, α′)]∣∣∣ · sup
N
‖h‖∞
≤ ((a) + (b)) · sup
N
‖h‖∞, (8.61)
where
(a) + (b) $ EGβ,N,ρ
∣∣∣ψvk(α, α′)− Gβ,N,ρ[ψvk(α, α′)]∣∣∣
+ E
∣∣∣Gβ,N,ρ[ψvk(α, α′)]− EGβ,N,ρ[ψvk(α, α′)]∣∣∣. (8.62)
In the remainder, we follow the strategy developed in the proof of Theorem 3.8 in
Panchenko (2013b), where the same concentration result was proved for the mixed
p-spin model. We show that, for all ρ ∈ (0, 1],
lim
N→∞
(a)
logN
= 0 and lim
N→∞
(b)
logN
= 0. (8.63)
Step 1 : For all ρ ∈ (0, 1], limN→∞ (a)logN = 0.
Note that
(a) = EGβ,N,ρ
∣∣∣∣∣ ∑
v2∈AN,ρ
(ψv1(α, α
′)− ψv2(α, α′)) exp(βψv
2)∑
z2∈AN,ρexp(βψz2)
∣∣∣∣∣
≤ EG×2β,N,ρ
∣∣ψv1(α, α′)− ψv2(α, α′)∣∣. (8.64)
For u ≥ 0, we define a perturbed version of the last quantity (where the Gibbs
measure Gβ,N,ρ,u is now defined with respect to ψu) :
D(u) $ EG×2β,N,ρ,u
∣∣ψv1(α, α′)− ψv2(α, α′)∣∣
= E
[ ∑
v1,v2∈AN,ρ
∣∣ψv1(α, α′)− ψv2(α, α′)∣∣ (8.65)
· e
β(uφv1 (α,α
′)+ψv1 )∑
z1∈AN,ρ e
β(uφz1 (α,α
′)+ψz1 )
· e
β(uφv2 (α,α
′)+ψv2 )∑
z2∈AN,ρ e
β(uφz2 (α,α
′)+ψz2 )
]
.
We can easily verify that
uD(0) =
∫ u
0
D(y)dy −
∫ u
0
∫ x
0
∂
∂y
D(y)dydx, (8.66)
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and also that
∂
∂y
D(y) =
β
σi?
EG×3β,N,ρ,y
[ ∣∣ψv1(α, α′)− ψv2(α, α′)∣∣
· (ψv1(α, α′) + ψv2(α, α′)− 2ψv3(α, α′))
]
. (8.67)
If we separate the last expectation in two parts and apply the Cauchy-Schwarz
inequality to each one of them, we find (for y ≥ 0) :∣∣∣∣ ∂∂yD(y)
∣∣∣∣ ≤ βσi?
{
EG×3β,N,ρ,y
∣∣ψv1(α, α′)− ψv2(α, α′)∣∣∣∣ψv1(α, α′)− ψv3(α, α′)∣∣
+EG×3β,N,ρ,y
∣∣ψv1(α, α′)− ψv2(α, α′)∣∣∣∣ψv2(α, α′)− ψv3(α, α′)∣∣
}
≤ β
σi?
· 2EG×2β,N,ρ,y
[(
ψv1(α, α
′)− ψv2(α, α′)
)2]
. (8.68)
From the elementary inequality (c+ d)2 ≤ 2c2 + 2d2, we also have
2EG×2β,N,ρ,y
[(
ψv1(α, α
′)− ψv2(α, α′)
)2]
≤ 8EGβ,N,ρ,y
[(
ψv(α, α
′)− Gβ,N,ρ,y
[
ψv(α, α
′)
])2]
. (8.69)
By putting (8.68) and (8.69) together in (8.66), we obtain (for u > 0) :
D(0) ≤ 1
u
∫ u
0
D(y)dy +
∫ u
0
∣∣∣∣ ∂∂yD(y)
∣∣∣∣ dy
≤ 2
(
1
u
∫ u
0
EGβ,N,ρ,y
[(
ψv(α, α
′)− Gβ,N,ρ,y
[
ψv(α, α
′)
])2]
dy
)1/2
+
8β
σi?
∫ u
0
EGβ,N,ρ,y
[(
ψv(α, α
′)− Gβ,N,ρ,y
[
ψv(α, α
′)
])2]
dy. (8.70)
In order to bound 1u
∫ u
0
D(y)dy, we separated D(y) in two parts (with the triangle
inequality) and we applied the Cauchy-Schwarz inequality to the two resulting
expectations 1u
∫ u
0
EGβ,N,ρ,y[ · ] dy. Denote
εN,ρ(u) $
1
logN
∫ u
0
EGβ,N,ρ,y
[(
ψv(α, α
′)− Gβ,N,ρ,y
[
ψv(α, α
′)
])2]
dy. (8.71)
So far, we have shown that
(a)
logN
≤ D(0)
logN
≤ 2
√
εN,ρ(u)
u logN
+
8β
σi?
εN,ρ(u). (8.72)
Let
F (u) $ fψ
u
N,ρ(β) =
1
logN2
log
∑
v∈AN,ρ
eβ(uφv(α,α
′)+ψv), (8.73)
and note that
E[F ′′(y)] =
β2
σ2i? logN
2
E
[
Gβ,N,ρ,y
[(
ψv(α, α
′)
)2]− (Gβ,N,ρ,y[ψv(α, α′)])2]
=
β2
2σ2i?
· 1
logN
EGβ,N,ρ,y
[(
ψv(α, α
′)− Gβ,N,ρ,y
[
ψv(α, α
′)
])2]
. (8.74)
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From (8.71) and the convexity of F (see Lemma B.3), we have, for all y ∈ (0, σi?),
εN,ρ(u) =
2σ2i?
β2
∫ u
0
E[F ′′(y)] dy =
2σ2i?
β2
E[F ′(u)− F ′(0)]
≤ 2σ
2
i?
β2
E
[
F (u+ y)− F (u)
y
− F (0)− F (−y)
y
]
. (8.75)
By putting (8.75) in (8.72) and by using the mean convergence in Theorem 6.2, we
get, for all ρ ∈ (0, 1] and all u > 0 and y ∈ (0, σi?),
lim sup
N→∞
(a)
logN
≤ 8β
σi?
· 2σ
2
i?
β2
(
f(u+ y)− f(u)
y
− f(0)− f(−y)
y
)
, (8.76)
where f(u) $ fψu(β). From Lemma B.4, there exists δ = δ(β, α, α′,σ,λ) such
that f is differentiable on (−δ, δ). Therefore, take u→ 0+ and then y → 0+ in the
above equation, the right-hand side goes to 0. The left-hand side does not depend
on u or y, so we conclude that for all ρ ∈ (0, 1], limN→∞(a)/ logN = 0.
Step 2 : For all ρ ∈ (0, 1], limN→∞ (b)logN = 0.
Let F (u) $ fψ
u
N,ρ(β) as in (8.73) and, for u ∈ (0, σi?), let
η(u) $
∣∣F (−u)− E[F (−u)]∣∣+ ∣∣F (0)− E[F (0)]∣∣+ ∣∣F (u)− E[F (u)]∣∣. (8.77)
Differentiation of the free energy gives
(b) =
σi? logN
2
β
E
∣∣∣F ′(0)− E[F ′(0)]∣∣∣. (8.78)
From the convexity of F (see Lemma B.3),
F ′(0)− E[F ′(0)] ≤ F (u)− F (0)
u
− E[F ′(0)]
≤
∣∣∣∣∣E
[
F (u)
]− E[F (0)]
u
− E[F ′(0)]∣∣∣∣∣+ η(u)u , (8.79)
F ′(0)− E[F ′(0)] ≥ F (0)− F (−u)
u
− E[F ′(0)]
≥ −
∣∣∣∣∣E
[
F (0)
]− E[F (−u)]
u
− E[F ′(0)]∣∣∣∣∣− η(u)u . (8.80)
By taking the absolute value and the expectation, we get
β
2σi?
· (b)
logN
≤
∣∣∣∣∣E
[
F (u)
]− E[F (0)]
u
− E[F ′(0)]∣∣∣∣∣
+
∣∣∣∣∣E
[
F (0)
]− E[F (−u)]
u
− E[F ′(0)]∣∣∣∣∣+ E
[
η(u)
]
u
. (8.81)
Recall that F and η are functions of N and ρ by definition. From Theorem 6.2, we
know that for all ρ ∈ (0, 1] and all u ∈ (0, σi?),
lim
N→∞
E
[
η(u)
]
= 0. (8.82)
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Using (8.57) and (8.58) in (8.81), we get, for all ρ ∈ (0, 1] and all u ∈ (0, σi?),
lim sup
N→∞
{
β
2σi?
· (b)
logN
}
≤
∣∣∣∣f(u)−f(0)u −f ′(0)
∣∣∣∣
+
∣∣∣∣f(0)−f(−u)u −f ′(0)
∣∣∣∣ , (8.83)
where f(u) $ fψu(β). Finally, take u→ 0+ in the last equation, the differentiability
of f at 0 (from Lemma B.4) implies that for all ρ ∈ (0, 1], limN→∞(b)/ logN = 0.
This ends the proof of Lemma 8.9. 
Finally, we can prove the approximate extended Ghirlanda-Guerra identities.
Proof of Theorem 6.4: In addition to (6.17), assume that λi?−1 ≤ α < α′ ≤ λi? for
some i?. Also, let ρ ∈ (0, λ1). If we combine Lemma 8.9 and Proposition 8.8 with
the triangle inequality, we get∣∣∣∣∣∣∣∣∣∣
EGβ,N,ρ[ψvk (α,α′)]
β (Jσ2 (1) logN+C0) EG
×s
β,N,ρ
[
h(v)
]
−
{∑s
l=1 EG×sβ,N,ρ
[ ∫
Sα,α′
1{r<qN (vk,vl)}dr h(v)
]
−sEG×(s+1)β,N,ρ
[ ∫
Sα,α′
1{r<qN (vk,vs+1)}dr h(v)
]}
∣∣∣∣∣∣∣∣∣∣
≤ RHS(8.45) + oN (1),
(8.84)
where RHS means “right-hand side of”. Furthermore, from Proposition 8.8 in the
special case (s = 1, k = 1, h ≡ 1),∣∣∣∣∣∣∣∣∣∣
EGβ,N,ρ[ψvk (α,α′)]
β (Jσ2 (1) logN+C0)
−
{
EGβ,N,ρ
[ ∫
Sα,α′
1{r<qN (vk,vk)}dr
]
−EG×2β,N,ρ
[ ∫
Sα,α′
1{r<qN (v1,v2)}dr
]}
∣∣∣∣∣∣∣∣∣∣
≤ RHS(s=1,h≡1)(8.45). (8.85)
By combining the last two bounds with the triangle inequality, we find
lim sup
N→∞
∣∣∣∣∣∣∣∣∣
EG×(s+1)β,N,ρ
[ ∫
Sα,α′
1{r<qN (vk,vs+1)}dr h(v)
]
−
{
1
sEG×2β,N,ρ
[ ∫
Sα,α′
1{r<qN (v1,v2)}dr
]
EG×sβ,N,ρ
[
h(v)
]
+ 1s
∑s
l 6=k EG×sβ,N,ρ
[ ∫
Sα,α′
1{r<qN (vk,vl)}dr h(v)
] }
∣∣∣∣∣∣∣∣∣ (8.86)
≤ C˜ · sup
N
‖h‖∞ ·

lim supN→∞ EG×2β,N,ρ
[
1{J¯σ2 (α)−ε≤qN (v,v′)≤J¯σ2 (α)+ε}
]
lim supN→∞ EG×2β,N,ρ
[
1{J¯σ2 (α′)−ε≤qN (v,v′)≤J¯σ2 (α′)+ε}
]
+O(ρ)
 .
Using the triangle inequality, Proposition 8.5 and Corollary 8.6 in (8.86), it is easy
to show that inequality (8.86) is also true if Gβ,N,ρ is replaced everywhere by Gβ,N .
From Theorem 6.3, condition (6.17) guarantees that J¯σ2(α) and J¯σ2(α′) are conti-
nuity points of the limiting two-overlap distribution. Thus, after the replacement
of the Gibbs measures in (8.86), take ρ→ 0 and then ε→ 0 to deduce (6.18).
If we only assume (6.17), note that λi−1 ≤α<λi and λi′−1 <α′ ≤ λi′ for some
i, i′. By the above argument, we have (6.18) for each pair of scales
α < λi ; λi < λi+1 ; . . . ; λi′−2 < λi′−1 ; λi′−1 < α′. (8.87)
Add all the limits together and use the triangle inequality to conclude. 
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Appendix A. Covariance estimates
The Markov property of the GFF, which is a consequence of the strong Markov
property of the simple random walk (in the covariance function in (1.1)), implies
that the value of the field inside a neighborhood is independent of the field outside
given the boundary, see e.g. Dynkin (1980). In particular, for theneighborhood [v]λ,
this implies
φv(λ) $ E
[
φv | F∂[v]λ∪[v]cλ
]
= E
[
φv | F∂[v]λ
]
. (A.1)
Define the branching scale between v and v′ in VN :
bN (v, v
′) $ max
{
λ ∈ [0, 1] : [v]λ ∩ [v′]λ 6= ∅
}
. (A.2)
This is the largest λ for which the two neighborhoods [v]λ and [v
′]λ intersect. We
always have by definition that ‖v−v′‖2 is of order N1−bN (v,v′). The branching scale
plays the same role as the branching time (normalized to lie in [0, 1]) in branching
random walk. Define
εN $
log 4
logN
.
For all v, v′ ∈ VN (v 6= v′), this definition guarantees that for all N ∈ N,
[v]1∧(bN+εN ) ∩ [v′]1∧(bN+εN ) = ∅
and
[v]bN ∪ [v′]bN ⊆ [v]0∨(bN−εN ) ∩ [v′]0∨(bN−εN ).
(A.3)
To convince the reader, see Figure A.4 below and note that NεN = 4.
If λ < λ′ and µ < µ′, a direct consequence of (A.3) and the Markov property of
the GFF is the fact that when
v 6= v′ and
 (1) : λ, µ ≥ bN (v, v
′) + εN ,
or (2) : λ ≥ bN (v, v′) + εN > bN (v, v′)− εN ≥ µ′,
or (3) : bN (v, v
′)− εN ≥ λ ≥ µ′ + εN ,
or
v = v′ and λ ≥ µ′
then
φv(λ, λ
′) is independent of φv′(µ, µ′). (A.4)
This is because the shell [v]λ ∩ [v]cλ′ does not intersect the shell [v′]µ ∩ [v′]cµ′ in all
cases, see Figure 2.2 in Arguin and Ouimet (2016). The “spacing” εN is not optimal
but sufficient for our purpose. We stress that, in general, the field ψ does not have
the Markov property. However, by working with increments of the field ψ, the
property analogous to (A.4) can be proved. The following lemma is a refinement of
Lemma A.1 in Arguin and Ouimet (2016), where the error term εN is introduced
to make the statement hold for all N , not only N large enough.
Lemma A.1. Let v, v′ ∈ VN , λ < λ′, µ < µ′ and εN $ (log 4)/(logN). If
v 6= v′ and
 (1) : λ, µ ≥ bN (v, v
′) + εN ,
or (2) : λ ≥ bN (v, v′) + εN > bN (v, v′)− εN ≥ µ′,
or (3) : bN (v, v
′)− εN ≥ λ ≥ µ′ + εN ,
or
v = v′ and λ ≥ µ′
then
ψv(λ, λ
′) is independent of ψv′(µ, µ′). (A.5)
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Proof : Using the tower property of conditional expectations, we have the following
decomposition (see (A.4) in Arguin and Ouimet (2016)) :
ψv(λ, λ
′) =
∑
1≤i≤M :
λ≤λi−1<λ′ or λ<λi≤λ′
or λi−1≤λ<λ′≤λi
σi φv(λ ∨ λi−1, λ′ ∧ λi). (A.6)
The conclusion follows directly from (A.4) above. 
[v]bN
[v′]bN
N1−(bN+εN)
N1−bN
CN1−bN
∼
CN1−bN
[v]bN
[v′]bN
N1−bN
N1−(bN−εN)
CN1−bN
∼
CN1−bN
Figure A.4. Illustration of Equation (A.3).
The next lemma gives upper and lower bounds on the variance of the increments
of the field ψ in AN,ρ. Recall from (8.19) that
AN,ρ $
{
v ∈ VN : min
z∈Z2\VN
‖v − z‖2 ≥ N1−ρ
}
, ρ ∈ (0, 1]. (A.7)
Lemma A.2. Let λi−1≤α<α′≤λi for some i ∈ {1, ...,M}, α 6= 0 and ρ ∈ (0, α].
Then, for N large enough (dependent on α, but independent from ρ),
max
v∈AN,ρ
∣∣E[ψv(α, α′)2]− (α′ − α)σ2i logN ∣∣ ≤ Cσ2i . (A.8)
Proof : This is Lemma A.2 in Arguin and Ouimet (2016) with v ∈ AN,ρ instead of
v ∈ V δN . The proof is exactly the same and the constant C is independent of α
because ρ ∈ (0, α] implies that the boxes [v]α are not cut off by ∂VN . 
The next lemma shows that the upper bound on the variance of the increments in
(A.8) is in fact uniform on VN . We extend the statement to include all combinations
of scales α < α′.
Lemma A.3. There exists a constant C0 = C0(σ) > 0 such that for all scales
0 ≤ α < α′ ≤ 1 and N large enough (independent from α and α′),
max
v∈VN
E
[
ψv(α, α
′)2
] ≤ Jσ2(α, α′) logN + C0. (A.9)
Proof : This follows immediately from Lemma A.3 in Arguin and Ouimet (2016)
and the independence of the increments. 
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In Section 8.3, estimates on the covariance of the increments are needed to bound
certain overlaps and adapt the Bovier-Kurkova technique. The next two lemmas
take care of this problem. To simplify the notation, define
φv(A) $ E
[
φv | F∂(A∩VN )
]
, (A.10)
φv(A1, A2) $ φv(A2)− φv(A1), (A.11)
for any sets A,A1, A2 ⊆ Z2. With this notation, we can also mix sets and scales
with the obvious meaning. For example,
φv(A, λ) $ φv(λ)− φv(A). (A.12)
For simplicity, we write bN instead of bN (v, v
′) in the remaining of this section.
Lemma A.4. Let λi−1≤α<α′≤λi for some i ∈ {1, ...,M}, α 6= 0, ρ ∈ (0, α/2],
and εN $ (log 4)/(logN). All four equations below hold for N large enough (depen-
dent on α and α′, but independent from ρ and v, v′). All the constants Ci, 1 ≤ i ≤ 4,
depend only on (σ,λ).
For all v, v′ ∈ AN,ρ such that 1 ∧ (α′ + 2εN ) ≤ bN ≤ 1,∣∣E[ψv(α, α′)ψv′]− (α′ − α)σ2i logN ∣∣ ≤ C1√logN. (A.13)
For all v, v′ ∈ AN,ρ such that α′ − 2εN ≤ bN ≤ 1 ∧ (α′ + 2εN ),∣∣E[ψv(α, α′)ψv′]− (α′ − α)σ2i logN ∣∣ ≤ C2√logN. (A.14)
For all v, v′ ∈ AN,ρ such that α+ 2εN ≤ bN ≤ α′ − 2εN ,∣∣E[ψv(α, α′)ψv′]− (bN − α)σ2i logN ∣∣ ≤ C3√logN. (A.15)
For all v, v′ ∈ VN such that bN ≤ α+ 2εN ,∣∣E[ψv(α, α′)ψv′]∣∣ ≤ C4√logN. (A.16)
Proof of Equation (A.13): Let v, v′ ∈ AN,ρ be such that 1 ∧ (α′ + 2εN ) ≤ bN ≤ 1.
The case bN = 1 (i.e. v = v
′) is covered by Lemma A.2. Therefore, assume
α′ + 2εN ≤ bN < 1.
From (1)− (3) in Lemma A.1 :
(2) : E
[
ψv(α, α
′)ψv′(1 ∧ (bN + εN ), 1)
]
= 0,
(3) : E
[
ψv(α, α
′)ψv′(α′ + εN , bN − εN )
]
= 0,
(3) : E
[
ψv(α, α
′)ψv′(α− εN )
]
= 0.
(A.17)
Moreover, by the Cauchy-Schwarz inequality and Lemma A.3,∣∣E[ψv(α, α′)ψv′(bN − εN , 1 ∧ (bN + εN ))]∣∣∣∣E[ψv(α, α′)ψv′(α′, α′ + εN )]∣∣∣∣E[ψv(α, α′)ψv′(α− εN , α)]∣∣
 ≤ C
√
εN logN. (A.18)
From the last six equations, it thus suffices to prove∣∣E[ψv(α, α′)ψv′(α, α′)]− (α′ − α)σ2i logN ∣∣ ≤ C√logN. (A.19)
But, from Definition 1.1 and the tower property of conditional expectations, it is
easily shown (see (A.6)) that when λi−1≤ α< α′≤ λi,
ψu(α, α
′) = σiφu(α, α′), u ∈ VN . (A.20)
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Therefore, to show (A.19), it suffices to prove∣∣E[φv(α, α′)φv′(α, α′)]− (α′ − α) logN ∣∣ ≤ C√logN. (A.21)
Since bN ≥ α′ + 2εN by hypothesis, we have
[v]α ∪ [v′]α ⊆ [v]α−εN and [v]α′ ∪ [v′]α′ ⊆ [v]α′−εN . (A.22)
From (A.22) and Lemma A.5 in Arguin and Ouimet (2016), we deduce
E
[
φu(λ, [v]λ−εN )
2
] ≤ C, for all u ∈ {v, v′}, λ ∈ {α, α′}. (A.23)
By combining these four inequalities in (A.21) with the Cauchy-Schwarz inequality
and Lemma A.3, it suffices to prove∣∣E[φv([v]α−εN , [v]α′−εN )φv′([v]α−εN , [v]α′−εN )]− (α′ − α) logN ∣∣ ≤ C. (A.24)
For u ∈ {v, v′}, the Markov property (A.1) yields
E
[
φu([v]α−εN , 1) | F∂[v]α′−εN
]
= φu([v]α−εN , [v]α′−εN ). (A.25)
Using (♣) : E[E[X | F ]E[Y | F ]] = E[XY ] − E[(X − E[X | F ])(Y − E[Y | F ])]
together with (A.25), we can compute the covariance in (A.24) :
E
[
φv([v]α−εN , [v]α′−εN )φv′([v]α−εN , [v]α′−εN )
]
(A.25)
= E
[
E
[
φv([v]α−εN , 1) | F∂[v]α′−εN
]
E
[
φv′([v]α−εN , 1) | F∂[v]α′−εN
]]
(♣)
= E
[
φv([v]α−εN , 1)φv′([v]α−εN , 1)
]
− E[φv([v]α′−εN , 1)φv′([v]α′−εN , 1)]. (A.26)
But, it is well known that {φu(B, 1)}u∈B is a GFF on B when B ⊆ Z2 is a finite
box, see e.g. Zeitouni (2014). Simply choose B = [v]λ−εN , λ = α, α
′, in (A.26),
then by the covariance definition in (1.1),
(A.26) = G[v]α−εN (v, v
′)−G[v]α′−εN (v, v
′) . (A.27)
Using standard estimates for the discrete Green function, we can now evaluate the
last expression. For every finite box B ⊆ Z2, Proposition 1.6.3 of Lawler (1991)
shows that (keeping in mind our normalization by pi/2 in (1.1)) :
GB(x, y) =
[ ∑
z∈∂B
Px(Wτ∂B = z) a(z − y)
]
− a(y − x), x, y ∈ B, (A.28)
where
a(w) =
{
log(‖w‖2) + const. +O(‖w‖−22 ), if w ∈ Z2\{0},
0, if w = 0,
(A.29)
and Px is the law of the simple random walk starting at x ∈ Z2. Using (A.28), we
can rewrite the difference of Green functions in (A.27) as∑
z∈∂[v]α−εN
Pv
(
Wτ∂[v]α−εN
= z
)
a(z − v′) −
∑
z∈∂[v]α′−εN
Pv
(
Wτ∂[v]
α′−εN
= z
)
a(z − v′). (A.30)
Since ρ ≤ α/2 < α − εN < α′ − εN by hypothesis, the boxes [v]α−εN and [v]α′−εN
are not cut off by ∂VN for N large enough. Furthermore, α
′ ≤ bN implies that
‖v − v′‖∞ ≤ N1−α′ , so it is easily seen that N1−λ ≤ ‖z − v′‖2 ≤ 4
√
2N1−λ for all
z ∈ ∂[v]λ−εN and λ ∈ {α, α′}. Then, (A.24) follows immediately by using (A.29)
in (A.30). This proves Equation (A.13). 
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Proof of Equation (A.14): Let v, v′ ∈ AN,ρ be such that
α′ − 2εN ≤ bN ≤ 1 ∧ (α′ + 2εN ). (A.31)
Define α˜′ $ α′− 4εN . For N large enough (independent from v, v′ and ρ), we have
λi−1 ≤ α < α˜′ < α′ ≤ λi and 1 ∧ (α˜′ + 2εN ) ≤ bN ≤ 1. From Equation (A.13),∣∣E[ψv(α, α˜′)ψv′]− (α′ − α− 4εN )σ2i logN ∣∣ ≤ C1√logN, (A.32)
and from the Cauchy-Schwarz inequality and Lemma A.3,∣∣E[ψv(α˜′, α′)ψv′]∣∣ ≤ C√εN logN. (A.33)
This proves Equation (A.14). 
Proof of Equation (A.15): Let v, v′ ∈ AN,ρ be such that α+ 2εN ≤ bN ≤ α′− 2εN .
From (1)− (3) in Lemma A.1 :
(1) : E
[
ψv(bN + εN , α
′)ψv′(bN + εN , 1)
]
= 0,
(2) : E
[
ψv(α, bN − εN )ψv′(bN + εN , 1)
]
= 0,
(2) : E
[
ψv(bN + εN , α
′)ψv′(α, bN − εN )
]
= 0,
(2) : E
[
ψv(bN + εN , α
′)ψv′(α− εN )
]
= 0,
(3) : E
[
ψv(α, bN − εN )ψv′(α− εN )
]
= 0.
(A.34)
Moreover, by the Cauchy-Schwarz inequality and Lemma A.3,∣∣E[ψv(bN − εN , bN + εN )ψv′(bN + εN , 1)]∣∣∣∣E[ψv(α, α′)ψv′(bN , bN + εN )]∣∣∣∣E[ψv(bN , α′)ψv′(bN − εN , bN )]∣∣∣∣E[ψv(bN , bN + εN )ψv′(α, bN − εN )]∣∣∣∣E[ψv(α, α′)ψv′(α− εN , α)]∣∣∣∣E[ψv(bN − εN , bN + εN )ψv′(α− εN )]∣∣

≤ C√εN logN. (A.35)
From the last eleven equations, it thus suffices to prove∣∣E[ψv(α, bN )ψv′(α, bN )]− (bN − α)σ2i logN ∣∣ ≤ C√logN. (A.36)
The conclusion follows from the exact same argument used after (A.19) in the proof
of Equation (A.13), with bN replacing α
′ everywhere. 
Proof of Equation (A.16): Let v, v′ ∈ VN be such that bN ≤ α + 2εN ≤ α′ − 2εN .
From (1)− (3) in Lemma A.1 :
(1) : E
[
ψv(α+ 3εN , α
′)ψv′(α+ 3εN , 1)
]
= 0,
(1) : E
[
ψv(α+ 3εN , α
′)ψv′(α ∧ (bN + εN ), α)
]
= 0,
(2) : E
[
ψv(α+ 3εN , α
′)ψv′(α ∧ (0 ∨ (bN − εN )))
]
= 0.
(A.37)
Moreover, by the Cauchy-Schwarz inequality and Lemma A.3,∣∣E[ψv(α+ 3εN , α′)ψv′(α, α+ 3εN )]∣∣∣∣E[ψv(α+ 3εN , α′)ψv′(α ∧ (0 ∨ (bN − εN )), α ∧ (bN + εN ))]∣∣∣∣E[ψv(α, α+ 3εN )ψv′]∣∣
 ≤ C
√
εN logN.
The last six equations together yield Equation (A.16). 
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We summarize the results of the previous lemma and extend the statement to
include all combinations of scales α < α′ and all ρ ∈ (0, 1].
Lemma A.5. Let 0 ≤ α < α′ ≤ 1 and let ρ ∈ (0, 1]. Then, for N large enough
(dependent on α and α′, but independent from ρ (except when α = 0)),
max
v,v′∈AN,ρ
∣∣E[ψv(α, α′)ψv′]− Jσ2(α ∧ bN , α′ ∧ bN ) logN ∣∣
≤ C5(σ,λ)
√
logN + C6(α, α
′,σ,λ) ρ logN. (A.38)
Proof : If α 6= 0 and ρ ≤ α/2, then write the decomposition from (A.6),
ψv(α, α
′) =
∑
1≤i≤M :
α≤λi−1<α′ or α<λi≤α′
or λi−1≤α<α′≤λi
ψv(α ∨ λi−1, α′ ∧ λi), (A.39)
and apply Lemma A.4 to each increment (C6 = 0). If α 6= 0 and ρ > α/2, or if
α = 0 and ρ ≥ α′/2, then simply choose C6 big enough (depending on α or α′) that
(A.38) is satisfied. This is always possible since Jσ2(·, ·) is bounded and since
max
v,v′∈VN
∣∣E[ψv(α, α′)ψv′]∣∣
logN
≤ C, (A.40)
by Lemma A.3. Finally, if α = 0 and ρ < α′/2, then define α˜ $ 2ρ and apply
(A.38) in the first case (0 6= α˜ < α′ and ρ ≤ α˜/2), we have
max
v,v′∈AN,ρ
∣∣E[ψv(α˜, α′)ψv′]−Jσ2(α˜∧ bN , α′∧ bN ) logN ∣∣ ≤ C5(σ,λ)√logN. (A.41)
On the other hand, if we “cut” the increments with small covariance contributions
like we did multiple times in the proof of the previous lemma (using Lemma A.1,
Lemma A.3 and the Cauchy-Schwarz inequality), then
max
v,v′∈VN
∣∣E[ψv(α˜)ψv′]∣∣ ≤ max
v,v′∈VN
∣∣E[ψv(α˜ ∧ bN )ψv′(α˜ ∧ bN )]∣∣+ C√εN logN
≤ C˜ (α˜ ∧ bN ) logN + C0 + C√εN logN
≤ C˜ ρ logN + C
√
logN. (A.42)
Combining (A.41) and (A.42) proves (A.38) in the last case. 
The following corollary gives estimates on the increments of overlaps. For con-
venience, we recall their definition from (8.42) :
qNα,α′(v, v
′) $
E
[
ψv(α, α
′)ψv′
]
Jσ2(1) logN + C0 , v, v
′ ∈ VN , (A.43)
where C0 is the constant introduced in Lemma A.3. The estimates are crucial in
Section 8.3 to adapt the Bovier-Kurkova technique and prove Proposition 8.8.
Corollary A.6. Let 0≤ α < α′ ≤ 1 and let ρ ∈ (0, 1]. Then, for N large enough
(dependent on α and α′, but independent from ρ (except when α = 0)),
max
v,v′∈AN,ρ
∣∣qNα,α′(v, v′)− J¯σ2(α ∧ bN , α′ ∧ bN )∣∣
≤ C7(σ,λ)√
logN
+ C8(α, α
′,σ,λ) ρ. (A.44)
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Appendix B. Technical lemmas
Lemma B.1. The function E : [0, γ?]→ R defined in (5.6) is in C1([0, γ?]).
Proof : The function E is clearly continuously differentiable at γ ∈ [0, γ?]\{γl}ml=0.
Furthermore, for 0 < h < γ1,
lim
h→0+
E(h)− E(0)
h
= lim
h→0+
−h
Jσ2(1) = 0 = limh→0+
−2h
Jσ2(1) = limh→0+ E
′(h). (B.1)
Therefore, E is continuously differentiable at γ = 0 $ γ0 (from the right).
For γ = γ?, we can write
γ? = γm = Jσ2/σ¯(λm−1) + Jσ
2(λm−1, 1)
σ¯m
, (B.2)
where Jσ2(λm−1, 1) = σ¯2m∇λm. Thus, for 0 < h < ∇γm,
lim
h→0+
E(γ? − h)− E(γ?)
−h = limh→0+
−1
h
[
∇λm − (σ¯m∇λ
m − h)2
σ¯2m∇λm
]
=
−2
σ¯m
, (B.3)
and
lim
h→0+
E ′(γ? − h) = lim
h→0+
−2(σ¯m∇λm − h)
σ¯2m∇λm
=
−2
σ¯m
. (B.4)
Therefore, E is continuously differentiable at γ = γ? (from the left).
For the remaining points γ = γl, fix l ∈ {1, ...,m− 1}. The critical level γl from
(5.5) can be expressed in two ways :
γl = Jσ2/σ¯(λl−1) + Jσ
2(λl−1, 1)
σ¯l
(B.5)
= Jσ2/σ¯(λl) + Jσ
2(λl, 1)
σ¯l
. (B.6)
Also, note that
E(γl) (B.5)= (1− λl−1)− Jσ2(λ
l−1, 1)
σ¯2l
(B.7)
= (1− λl)− Jσ2(λ
l, 1)
σ¯2l
, (B.8)
where the last equality follows from Jσ2(λl−1, λl) = σ¯2l∇λl. For 0 < h < minj ∇γj ,
lim
h→0+
E((B.5)− h)− E((B.5))
−h
(B.7)
= lim
h→0+
+h
Jσ2(λl−1, 1) +
−2
σ¯l
=
−2
σ¯l
, (B.9)
lim
h→0+
E((B.6) + h)− E((B.6))
h
(B.8)
= lim
h→0+
−h
Jσ2(λl, 1) +
−2
σ¯l
=
−2
σ¯l
. (B.10)
and
lim
h→0+
E ′(γl − h) (B.5)= lim
h→0+
−2(Jσ2 (λl−1,1)σ¯l − h)
Jσ2(λl−1, 1) =
−2
σ¯l
(B.11)
lim
h→0+
E ′(γl + h) (B.6)= lim
h→0+
−2(Jσ2 (λl,1)σ¯l + h)
Jσ2(λl, 1) =
−2
σ¯l
. (B.12)
Hence, E is continuously differentiable at γ = γl, for all l ∈ {1, ...,m − 1}. This
ends the proof of the lemma. 
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Lemma B.2. Let β > 0. Define Pβ(γ) $ βγ + E(γ), and recall
lβ $
{
min{l ∈ {1, ...,m} : β ≤ βc(σ¯l) $ 2/σ¯l}, if β ≤ 2/σ¯m,
m+ 1, otherwise,
(B.13)
from (6.14). Then,
max
γ∈[0,γ?]
Pβ(γ) =
lβ−1∑
j=1
{
2
β
(2/σ¯j)
}
∇λj +
m∑
j=lβ
{
1 +
β2
(2/σ¯j)2
}
∇λj $ fψ(β). (B.14)
Proof : We consider three cases :
(1) lβ = m+ 1; (2) lβ = 1; (3) lβ ∈ {2, ...,m}.
Since σ¯1 > σ¯2 > ... > σ¯m, these three cases imply (respectively) :
(i) β > 2/σ¯j for all j ∈ {1, ...,m};
(ii) β ≤ 2/σ¯j for all j ∈ {1, ...,m};
(iii) β ∈ (2/σ¯lβ−1, 2/σ¯lβ ].
Case (1) : For any γ ∈ (γl−1, γl]\{γ?}, we have
P ′β(γ) = β − 2
(γ − Jσ2/σ¯(λl−1))
Jσ2(λl−1, 1) . (B.15)
Any solution to P ′β(γ) = 0 must satisfy
γ = Jσ2/σ¯(λl−1) + β
2
Jσ2(λl−1, 1)
(i)
> Jσ2/σ¯(λl−1) + Jσ
2(λl−1, 1)
σ¯l
(B.5)
= γl, (B.16)
which is impossible. Therefore, the maximum maxγ∈[0,γ?] Pβ(γ) must be achieved
at the boundary of [0, γ?]. We have
Pβ(γ
?) $ βγ? + 0 =
m∑
j=1
{
2
β
(2/σ¯j)
}
∇λj (i)> 2 > β · 0 + 1 $ Pβ(0), (B.17)
which proves (B.14) when lβ = m+ 1.
Case (2) : From (B.15), any solution γ ∈ (γl−1, γl]\{γ?} to P ′β(γ) = 0 must satisfy
γ = Jσ2/σ¯(λl−1) + β
2
Jσ2(λl−1, 1) and l = 1, (B.18)
because l ≥ 2 and the restriction (ii) would otherwise imply γ ≤ γl−1, from (B.6).
In other words, the maximum maxγ∈[0,γ?] Pβ(γ) must be achieved at the boundary
of [0, γ?] or at γ¯ $ β2Jσ2(1) ∈ (0, γ1]. Since β > 0, we have
Pβ(γ¯) =
β2
2
Jσ2(1) + 1− β
2
4
Jσ2(1) = 1 + β
2
4
Jσ2(1) > 1 = Pβ(0), (B.19)
and the identity 1 + x2 ≥ 2x yields
Pβ(γ¯) =
m∑
j=1
{
1 +
β2
(2/σ¯j)2
}
∇λj ≥
m∑
j=1
{
2
β
(2/σ¯j)
}
∇λj = Pβ(γ?). (B.20)
This proves (B.14) when lβ = 1.
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Case (3) : From (B.15), any solution γ ∈ (γl−1, γl]\{γ?} to P ′β(γ) = 0 must satisfy
γ = Jσ2/σ¯(λl−1) + β
2
Jσ2(λl−1, 1) and l = lβ . (B.21)
We must have the restriction l = lβ since γ ∈ (γl−1, γl] and β ∈ (2/σ¯lβ−1, 2/σ¯lβ ]
from (iii) imply
Jσ2/σ¯(λl−1) + Jσ2 (λ
l−1,1)
σ¯l−1
(B.6)
= γl−1 < γ
(iii)
≤ Jσ2/σ¯(λl−1) + Jσ2 (λ
l−1,1)
σ¯lβ
Jσ2/σ¯(λl−1) + Jσ2 (λ
l−1,1)
σ¯lβ−1
(iii)
< γ ≤ γl (B.5)= Jσ2/σ¯(λl−1) + Jσ2 (λ
l−1,1)
σ¯l

=⇒
{
σ¯lβ < σ¯l−1
σ¯l < σ¯lβ−1
}
=⇒ { l = lβ }, (B.22)
where the last implication holds because σ¯1 > σ¯2 > ... > σ¯m.
When we evaluate Pβ at γ¯ $ Jσ2/σ¯(λlβ−1) + β2Jσ2(λlβ−1, 1), we get
Pβ(γ¯) = βJσ2/σ¯(λlβ−1) + β
2
2
Jσ2(λlβ−1, 1)
+ (1− λlβ−1)− β
2
4
Jσ2(λlβ−1, 1)
= βJσ2/σ¯(λlβ−1) +
{
(1− λlβ−1) + β
2
4
Jσ2(λlβ−1, 1)
}
=
lβ−1∑
j=1
{
2
β
(2/σ¯j)
}[∇Jσ2/σ¯(λj)
σ¯j∇λj
]
∇λj
+
m∑
j=lβ
{
1 +
β2
(2/σ¯j)2
[
∇Jσ2(λj)
σ¯2j∇λj
]}
∇λj
=
lβ−1∑
j=1
{
2
β
(2/σ¯j)
}
∇λj +
m∑
j=lβ
{
1 +
β2
(2/σ¯j)2
}
∇λj . (B.23)
The last equality holds because the pairs of brackets [ · ] on the second and third to
last line are equal to 1. Since β > 2/σ¯lβ−1 > 0 by (iii), we have
Pβ(γ¯)
(B.23)
>
lβ−1∑
j=1
{2}∇λj +
m∑
j=lβ
{1}∇λj > 1 = Pβ(0), (B.24)
and the identity 1 + x2 ≥ 2x yields
Pβ(γ¯)
(B.23)
≥
m∑
j=1
{
2
β
(2/σ¯j)
}
∇λj = Pβ(γ?). (B.25)
This proves (B.14) when lβ ∈ {2, ...,m}, and end the proof of Lemma B.2. 
We recall the definition of the perturbed field ψu. Let λi?−1 ≤ α < α′ ≤ λi? for
a given i? ∈ {1, ...,M}, and let u > −σi? . Then,
ψuv $ uφv(α, α′) + ψv, v ∈ VN . (B.26)
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Lemma B.3. Let β > 0, ρ ∈ (0, 1] and let λi?−1 ≤ α < α′ ≤ λi? for some i?.
Then, u 7→ fψuN,ρ(β) is almost-surely convex and u 7→ E
[
fψ
u
N,ρ(β)
]
is convex.
Proof : By definition, we have
F (u) $ fψ
u
N,ρ(β) =
1
logN2
log
(∫
AN,ρ
(g(v))udµ(v)
)
, (B.27)
where g(v) $ exp(βφv(α, α′)) and µ(A) $
∑
v∈A exp(βψv) for any A ⊆ VN . By
standard properties of logarithms, we see that u 7→ F (u) is convex almost-surely
since, for all λ ∈ [0, 1] and all u, u′ > −σi? , we have
F (λu+ (1− λ)u′) ≤ λF (u) + (1− λ)F (u′)
⇐⇒
∫
AN,ρ
(g(v))λu(g(v))(1−λ)u
′
dµ(v)
≤
(∫
AN,ρ
(g(v))udµ(v)
)λ(∫
AN,ρ
(g(v))u
′
dµ(v)
)1−λ
, (B.28)
and the last inequality is true by Holder’s inequality (p $ 1/λ, q $ 1/(1 − λ) and
1/p+ 1/q = 1). The fact that u 7→ E[F (u)] is also convex follows immediately from
the linearity and monotonicity of expectations. 
The parameters of ψu can be encoded simultaneously in the left-continuous step
function
σu(r) $
{
σ(r), for all r ∈ [0, 1]\(α, α′],
σi? + u, for all r ∈ (α, α′]. (B.29)
Since Jσ2u(·) is an increasing polygonal line, there exists a unique non-increasing
left-continuous step function r 7→ σ¯u(r) such that the concavification of Jσ2u can be
expressed as the integral of r 7→ σ¯2u(r) :
Jˆσ2u(s) = Jσ¯2u(s) =
∫ s
0
σ¯2u(r) dr for all s ∈ (0, 1]. (B.30)
As for the field ψ,
• σ¯u,j , 1 ≤ j ≤ mu, denote the heights of the steps of r 7→ σ¯u(r),
• mu denotes the number of steps,
• λju denote the scales at which r 7→ σ¯u(r) jumps.
Recall lβ from (B.13) and define the analogue for ψ
u :
lβ,u $
{
min{l ∈ {1, ...,mu} : β ≤ βc(σ¯u,l) $ 2/σ¯u,l}, if β ≤ 2/σ¯u,mu ,
mu + 1, otherwise.
(B.31)
The following lemma studies the differentiability of the limiting free energy of ψu
with respect to the perturbation parameter u.
Lemma B.4. Let β > 0 and let λj
?−1≤ λi?−1≤α<α′≤ λi? ≤ λj? for some i?, j?.
Whenever β 6= 2/σ¯j? , there exists δ = δ(β, α, α′,σ,λ) > 0 such that u 7→ fψu(β) is
differentiable on (−δ, δ). The derivative at u = 0 is given by
∂
∂u
fψ
0
(β) =
{
βσi? (α
′−α)
σ¯j?
, if j? ≤ lβ − 1,
β2σi? (α
′−α)
2 , if j
? ≥ lβ .
(B.32)
When β = 2/σ¯j? , there exists δ = δ(β, α, α
′,σ,λ) > 0 such that u 7→ fψu(β) is
differentiable on (−δ, δ)\{0}, but the derivative at u = 0 does not exist.
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Proof : We separate the proof in two cases :
Case (i) : Jσ2(r) < Jσ¯2(r) for all r ∈ (λj?−1, λj?);
Case (ii) : ∃r ∈ (λj?−1, λj?) such that Jσ2(r) = Jσ¯2(r).
Case (i) : The function u 7→ σ¯u(r) is continuous, uniformly in r ∈ [0, 1]. Hence,
we can choose δ = δ(α, α′,σ,λ) > 0 small enough that for all u ∈ (−δ, δ) :
• σ¯u,j = σ¯j for all j 6= j?;
• λju = λj for all j ∈ {1, ...,mu};
• mu = m.
Figure B.5 below illustrates this point more clearly.
Note that lβ,0 = lβ and also 2/σ¯lβ−1 < β ≤ 2/σ¯lβ (β > 2/σ¯m when lβ = m+ 1).
We can choose δ = δ(β, α, α′,σ,λ) > 0 small enough that
when β 6= 2/σ¯j?(=⇒ 1 ≤ j?≤ m), then lβ,u = lβ for all u ∈ (−δ, δ), (B.33)
when β = 2/σ¯j?(=⇒ j?= lβ), then lβ,u =
{
lβ , if u ∈ (−δ, 0],
lβ + 1, if u ∈ (0, δ). (B.34)
From (B.14),
fψ
u
(β)− fψ(β) =

β(σ¯u,j? − σ¯j?)∇λj?, if j?≤ lβ − 1 and lβ,u = lβ ,
β(σ¯u,j? − β4 σ¯2j?)∇λj
?
, if j?= lβ and lβ,u = lβ + 1,
β2
4 (σ¯
2
u,j? − σ¯2j?)∇λj
?
, if j?≥ lβ and lβ,u = lβ ,
=

β
(√
σ¯2u,j?∇λj? −
√
σ¯2j?∇λj?
)√
∇λj? , if j?≤ lβ − 1 and lβ,u = lβ ,
β(σ¯u,j? − σ¯j?)∇λj? + βσ¯j?(1− β4 σ¯j?)∇λj
?
, if j?= lβ and lβ,u = lβ + 1,
β2
4 (σ¯
2
u,j? − σ¯2j?)∇λj
?
, if j?≥ lβ and lβ,u = lβ ,
=

(1∗) : β
{
(2uσi?+u
2)(α′−α)
2σ¯j?
+O(u2)
}
, if j?≤ lβ − 1 and lβ,u = lβ ,
(2∗) : β
{
(2uσi?+u
2)(α′−α)
2σ¯j?
+O(u2)
}
+βσ¯j?(1− β4 σ¯j?)∇λj
?
, if j?= lβ and lβ,u = lβ + 1,
(3∗) : β
2
4 (2uσi? + u
2)(α′ − α), if j?≥ lβ and lβ,u = lβ .
(B.35)
To get the last equality, we used
(σ¯2u,j? − σ¯2j?)∇λj
?
= ((σi? + u)
2 − σ2i?)(α′ − α). (B.36)
The function u 7→ fψu(β) is always differentiable on (−δ, δ)\{0}. Furthermore,
when β > 2/σ¯j? ,
∂
∂u−
fψ
0
(β)
(1∗)
=
βσi?(α
′ − α)
σ¯j?
(1∗)
=
∂
∂u+
fψ
0
(β), (B.37)
when β = 2/σ¯j? ,
∂
∂u−
fψ
0
(β)
(3∗)
=
β2σi?(α
′ − α)
2
6= +∞ (2
∗)
=
∂
∂u+
fψ
0
(β), (B.38)
when β < 2/σ¯j? ,
∂
∂u−
fψ
0
(β)
(3∗)
=
β2σi?(α
′ − α)
2
(3∗)
=
∂
∂u+
fψ
0
(β). (B.39)
Thus, u 7→ fψu(β) is also differentiable at u = 0, except when β = 2/σ¯j? .
42 F. Ouimet
λj
õ−1 λiõ−1 α α′ λiõ λj
õ= λjõu
σ2iõ
(σiõ+u)2
σ2iõ
σ¯2jõ
slope = σ¯2u,jõ
σ¯2jõ−1
σ¯2jõ+1When u ∈ (−δ, 0) :
σ¯jõ−1 > σ¯jõ > σ¯u,jõ > σ¯jõ+1
λj
õ−1 λiõ−1 α α′ λiõ λj
õ= λjõu
σ2iõ
(σiõ+u)2
σ2iõ
slope = σ¯2u,jõ
σ¯2jõ
σ¯2jõ−1
σ¯2jõ+1When u ∈ (0, δ) :
σ¯jõ−1 > σ¯u,jõ > σ¯jõ > σ¯jõ+1
Figure B.5. The dotted paths represent Jσ¯2 and Jσ¯2u . The closed
paths represent Jσ2 and Jσ2u . The paths containing a red part are
the ones for the perturbed field ψu.
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Case (ii) : Here are all the possible subcases of Case (ii) :
(ii.1) • Jσ2(r) < Jσ¯2(r) for all r ∈ [α′, λj?);
• ∃s ∈ (λj?−1, α] such that Jσ2(s) = Jσ¯2(s);
(ii.2) • Jσ2(r) < Jσ¯2(r) for all r ∈ (λj?−1, α];
• ∃t ∈ [α′, λj?) such that Jσ2(t) = Jσ¯2(t);
(ii.3) • ∃s ∈ (λj?−1, α] such that Jσ2(s) = Jσ¯2(s);
• ∃t ∈ [α′, λj?) such that Jσ2(t) = Jσ¯2(t).
Denote
s? $ max
{
r ∈ [λj?−1, α] : Jσ2(r) = Jσ¯2(r)
}
, (B.40)
t? $ min
{
r ∈ [α′, λj? ] : Jσ2(r) = Jσ¯2(r)
}
. (B.41)
Again, the function u 7→ σ¯u(r) is continuous, uniformly in r ∈ [0, 1]. Hence, we
can choose δ = δ(α, α′,σ,λ) > 0 small enough that for all u ∈ (−δ, δ) :
Case u < 0 u > 0
(ii.1) • σ¯u,j =
{
σ¯j for j ≤ j?
σ¯j−1 for j ≥ j? + 2 • σ¯u,j = σ¯j for j 6= j
?
• λju =
λ
j for j ≤ j? − 1
s? for j = j?
λj−1 for j ≥ j? + 1
• λju = λj for all j
• mu = m+ 1 • mu = m
(ii.2) • σ¯u,j = σ¯j for j 6= j? • σ¯u,j =
{
σ¯j for j ≤ j? − 1
σ¯j−1 for j ≥ j? + 1
• λju = λj for all j • λju =
λ
j for j ≤ j? − 1
t? for j = j?
λj−1 for j ≥ j? + 1
• mu = m • mu = m+ 1
(ii.3) • σ¯u,j =
{
σ¯j for j ≤ j?
σ¯j−1 for j ≥ j? + 2 • σ¯u,j =
{
σ¯j for j ≤ j? − 1
σ¯j−1 for j ≥ j? + 1
• λju =
λ
j for j ≤ j? − 1
s? for j = j?
λj−1 for j ≥ j? + 1
• λju =
λ
j for j ≤ j? − 1
t? for j = j?
λj−1 for j ≥ j? + 1
• mu = m+ 1 • mu = m+ 1
In other words, the parameter δ is chosen small enough that, on (λj
?−1, λj
?
],
the field ψu has either one or two effective variance parameters (depending on the
subcase) and they remain strictly between σ¯j?−1 and σ¯j?+1. If there is only one
effective slope, then λj
?
u = λ
j? . If there are two effective slopes, the segments meet
at λj
?
u ∈ {s?, t?}. Figure B.6 on the next page (analogous to Figure B.5) illustrates
this point more clearly.
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Case (ii.1) : In this case, s? ∈ (λj?−1, α]. We can choose δ = δ(β, α, α′,σ,λ) > 0
small enough that
when β > 2/σ¯j?(=⇒ j?≤ lβ − 1), then lβ,u =
{
lβ + 1, if u ∈ (−δ, 0),
lβ , if u ∈ [0, δ), (B.42)
when β = 2/σ¯j?(=⇒ j?= lβ), then lβ,u =
{
lβ , if u ∈ (−δ, 0],
lβ + 1, if u ∈ (0, δ), (B.43)
when β < 2/σ¯j?(=⇒ j?≥ lβ), then lβ,u = lβ for all u ∈ (−δ, δ). (B.44)
When u < 0,
fψ
u
(β)− fψ(β)
=
{
β(σ¯u,j?+1 − σ¯j?)(λj? − s?), if j?≤ lβ − 1 and lβ,u = lβ + 1,
β2
4 (σ¯
2
u,j?+1 − σ¯2j?)(λj
? − s?), if j?≥ lβ and lβ,u = lβ ,
=

β
(√
σ¯2u,j?+1(λ
j? − s?)−
√
σ¯2j?(λ
j? − s?)
)√
λj? − s?,
if j?≤ lβ − 1 and lβ,u = lβ + 1,
β2
4 (σ¯
2
u,j?+1 − σ¯2j?)(λj
? − s?), if j?≥ lβ and lβ,u = lβ ,
=
 (1
−) : β
{
(2uσi?+u
2)(α′−α)
2σ¯j?
+O(u2)
}
, if j?≤ lβ − 1 and lβ,u = lβ + 1,
(2−) : β
2
4 (2uσi? + u
2)(α′ − α), if j?≥ lβ and lβ,u = lβ .
(B.45)
To get the last equality, we used
(σ¯2u,j?+1 − σ¯2j?)(λj
? − s?) = ((σi? + u)2 − σ2i?)(α′ − α). (B.46)
When u > 0, it is the same as in (B.35) :
fψ
u
(β)− fψ(β)
=

(1+) : β
{
(2uσi?+u
2)(α′−α)
2σ¯j?
+O(u2)
}
, if j?≤ lβ − 1 and lβ,u = lβ ,
(2+) : β
{
(2uσi?+u
2)(α′−α)
2σ¯j?
+O(u2)
}
+βσ¯j?(1− β4 σ¯j?)∇λj
?
, if j?= lβ and lβ,u = lβ + 1,
(3+) : β
2
4 (2uσi? + u
2)(α′ − α), if j?≥ lβ and lβ,u = lβ .
(B.47)
The function u 7→ fψu(β) is always differentiable on (−δ, δ)\{0}. Furthermore,
when β > 2/σ¯j? ,
∂
∂u−
fψ
0
(β)
(1−)
=
βσi?(α
′ − α)
σ¯j?
(1+)
=
∂
∂u+
fψ
0
(β), (B.48)
when β = 2/σ¯j? ,
∂
∂u−
fψ
0
(β)
(2−)
=
β2σi?(α
′ − α)
2
6= +∞ (2
+)
=
∂
∂u+
fψ
0
(β), (B.49)
when β < 2/σ¯j? ,
∂
∂u−
fψ
0
(β)
(2−)
=
β2σi?(α
′ − α)
2
(3+)
=
∂
∂u+
fψ
0
(β). (B.50)
Thus, u 7→ fψu(β) is also differentiable at u = 0, except when β = 2/σ¯j? .
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Case (ii.2) : In this case, t? ∈ [α′, λj?). We can choose δ = δ(β, α, α′,σ,λ) > 0
small enough that
when β > 2/σ¯j?(=⇒ j?≤ lβ − 1), then lβ,u =
{
lβ , if u ∈ (−δ, 0],
lβ + 1, if u ∈ (0, δ), (B.51)
when β = 2/σ¯j?(=⇒ j?= lβ), then lβ,u =
{
lβ , if u ∈ (−δ, 0],
lβ + 1, if u ∈ (0, δ), (B.52)
when β < 2/σ¯j?(=⇒ j?≥ lβ), then lβ,u = lβ for all u ∈ (−δ, δ). (B.53)
When u < 0, it is the same as in (B.35) (without (2∗)) :
fψ
u
(β)− fψ(β)
=
 (1
−) : β
{
(2uσi?+u
2)(α′−α)
2σ¯j?
+O(u2)
}
, if j?≤ lβ − 1 and lβ,u = lβ ,
(2−) : β
2
4 (2uσi? + u
2)(α′ − α), if j?≥ lβ and lβ,u = lβ .
(B.54)
When u > 0,
fψ
u
(β)− fψ(β)
=

β(σ¯u,j? − σ¯j?)(t? − λj?−1), if j?≤ lβ − 1 and lβ,u = lβ + 1,
β(σ¯u,j? − β4 σ¯2j?)(t? − λj
?−1), if j?= lβ and lβ,u = lβ + 1,
β2
4 (σ¯
2
u,j?+1 − σ¯2j?)(t? − λj
?−1), if j?≥ lβ and lβ,u = lβ ,
=

β
(√
σ¯2u,j?(t
? − λj?−1)−
√
σ¯2j?(t
? − λj?−1)
)√
t? − λj?−1,
if j?≤ lβ − 1 and lβ,u = lβ + 1,
β(σ¯u,j? − σ¯j?)(t? − λj?−1)
+βσ¯j?(1− β4 σ¯j?)(t? − λj
?−1), if j?= lβ and lβ,u = lβ + 1,
β2
4 (σ¯
2
u,j?+1 − σ¯2j?)(t? − λj
?−1), if j?≥ lβ and lβ,u = lβ ,
=

(1+) : β
{
(2uσi?+u
2)(α′−α)
2σ¯j?
+O(u2)
}
, if j?≤ lβ − 1 and lβ,u = lβ + 1,
(2+) : β
{
(2uσi?+u
2)(α′−α)
2σ¯j?
+O(u2)
}
+βσ¯j?(1− β4 σ¯j?)(t? − λj
?−1), if j?= lβ and lβ,u = lβ + 1,
(3+) : β
2
4 (2uσi? + u
2)(α′ − α), if j?≥ lβ and lβ,u = lβ .
(B.55)
To get the last equality, we used
(σ¯2u,j? − σ¯2j?)(t? − λj
?−1) = ((σi? + u)2 − σ2i?)(α′ − α). (B.56)
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The function u 7→ fψu(β) is always differentiable on (−δ, δ)\{0}. Furthermore,
when β > 2/σ¯j? ,
∂
∂u−
fψ
0
(β)
(1−)
=
βσi?(α
′ − α)
σ¯j?
(1+)
=
∂
∂u+
fψ
0
(β), (B.57)
when β = 2/σ¯j? ,
∂
∂u−
fψ
0
(β)
(2−)
=
β2σi?(α
′ − α)
2
6= +∞ (2
+)
=
∂
∂u+
fψ
0
(β), (B.58)
when β < 2/σ¯j? ,
∂
∂u−
fψ
0
(β)
(2−)
=
β2σi?(α
′ − α)
2
(3+)
=
∂
∂u+
fψ
0
(β). (B.59)
Thus, u 7→ fψu(β) is also differentiable at u = 0, except when β = 2/σ¯j? .
Case (ii.3) : In this case, s? ∈ (λj?−1, α] and t? ∈ [α′, λj?). We can choose
δ = δ(β, α, α′,σ,λ) > 0 small enough that
when β > 2/σ¯j?(=⇒ j?≤ lβ − 1), then lβ,u =
{
lβ + 1, if u ∈ (−δ, 0],
lβ + 1, if u ∈ (0, δ), (B.60)
when β = 2/σ¯j?(=⇒ j?= lβ), then lβ,u =
{
lβ , if u ∈ (−δ, 0],
lβ + 1, if u ∈ (0, δ), (B.61)
when β < 2/σ¯j?(=⇒ j?≥ lβ), then lβ,u = lβ for all u ∈ (−δ, δ). (B.62)
When u < 0, it is the same as in (B.45) :
fψ
u
(β)− fψ(β)
=
 (1
−) : β
{
(2uσi?+u
2)(α′−α)
2σ¯j?
+O(u2)
}
, if j?≤ lβ − 1 and lβ,u = lβ + 1,
(2−) : β
2
4 (2uσi? + u
2)(α′ − α), if j?≥ lβ and lβ,u = lβ .
(B.63)
When u > 0, it is the same as in (B.55) :
fψ
u
(β)− fψ(β)
=

(1+) : β
{
(2uσi?+u
2)(α′−α)
2σ¯j?
+O(u2)
}
, if j?≤ lβ − 1 and lβ,u = lβ + 1,
(2+) : β
{
(2uσi?+u
2)(α′−α)
2σ¯j?
+O(u2)
}
+βσ¯j?(1− β4 σ¯j?)(t? − λj
?−1), if j?= lβ and lβ,u = lβ + 1,
(3+) : β
2
4 (2uσi? + u
2)(α′ − α), if j?≥ lβ and lβ,u = lβ .
(B.64)
The function u 7→ fψu(β) is always differentiable on (−δ, δ)\{0}. Furthermore,
when β > 2/σ¯j? ,
∂
∂u−
fψ
0
(β)
(1−)
=
βσi?(α
′ − α)
σ¯j?
(1+)
=
∂
∂u+
fψ
0
(β), (B.65)
when β = 2/σ¯j? ,
∂
∂u−
fψ
0
(β)
(2−)
=
β2σi?(α
′ − α)
2
6= +∞ (2
+)
=
∂
∂u+
fψ
0
(β), (B.66)
when β < 2/σ¯j? ,
∂
∂u−
fψ
0
(β)
(2−)
=
β2σi?(α
′ − α)
2
(3+)
=
∂
∂u+
fψ
0
(β). (B.67)
Thus, u 7→ fψu(β) is also differentiable at u = 0, except when β = 2/σ¯j? . This
ends the proof of Lemma B.4. 
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