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Abstract In this article we consider the linear sufficiency of statistic Fy when
estimating the estimable parametric function of β under the linear model A =
{y,Xβ ,V}. We review some properties that have not been received much atten-
tion in the literature and provide some new results and insight into the meaning of
the linear sufficiency. In particular, we consider the best linear unbiased estimation
(BLUE) under the transformed model At = {Fy,FXβ ,FVF′} and study the pos-
sibilities to measure the relative linear sufficiency of Fy by comparing the BLUEs
under A and At . We also consider some new properties of the Euclidean norm of
the distance of the BLUEs under A and At . The concept of linear sufficiency was
essentially introduced in early 1980s by Baksalary, Kala and Drygas, but to our
knowledge the concept of relative linear sufficiency nor the Euclidean norm of the
difference between the BLUEs under A and At have not appeared in the literature.
To make the article more self-readable we go through some basic concepts related
to linear sufficiency. We also provide a rather extensive list of relevant references.
1.1 Introduction
In this paper we consider the linear model defined by
Radosław Kala
Department of Mathematical and Statistical Methods, Poznan´ University of Life Sciences, Wojska
Polskiego 28, PL-60637 Poznan´, Poland, e-mail: kalar@up.poznan.pl
Augustyn Markiewicz
Department of Mathematical and Statistical Methods, Poznan´ University of Life Sciences, Wojska
Polskiego 28, PL-60637 Poznan´, Poland, e-mail: amark@up.poznan.pl
Simo Puntanen
School of Information Sciences, FI-33014 University of Tampere, Finland, e-mail:
simo.puntanen@uta.fi
1
This is the accepted manuscript of the article, which has been published in Bebiano, N. (eds) 
Applied and Computational Matrix Analysis : MAT-TRIAD, Coimbra, Portugal, September 
2015 Selected, Revised Contributions. Cham, Switzerland: Springer. Springer proceedings in 
mathematics & statistics vol. 192. ISBN: 978-3-319-49982-6. ISSN: 2194-1009. 
http://dx.doi.org/10.1007/978-3-319-49984-0_19
2 Authors Suppressed Due to Excessive Length
y = Xβ + ε , or shortly notated A = {y,Xβ ,V} , (1.1)
where y is an n-dimensional observable response variable, X is a known n× p ma-
trix, i.e., X ∈ Rn×p, β ∈ Rp is a vector of fixed (but unknown) parameters, and ε is
an unobservable random error with a known covariance matrix cov(ε) =V= cov(y)
and expectation E(ε) = 0.
Under the model A = {y,Xβ ,V}, the statistic Gy, where G ∈ Rn×n, is the best
linear unbiased estimator, BLUE, of Xβ whenever Gy is unbiased, i.e., GX=X, and
it has the minimal covariance matrix in the Lo¨wner sense among all unbiased linear
estimators of Xβ . The BLUE of an estimable parametric function Kβ , where K ∈
Rk×p, is defined in the corresponding way. Recall that Kβ is said to be estimable
under A if it has a linear unbiased estimator Ly, say, so that E(Ly) = LXβ = Kβ
for all β ∈ Rp, which happens if and only if
C (K′)⊂ C (X′) , (1.2)
where C (·) stands for the column space (range) of the matrix argument.
In what follows, we frequently refer to the following lemma; see, e.g., Drygas
(1970, p. 55), Rao (1973, p. 282), and Baksalary (2004).
Lemma 1. Consider the general linear model A = {y,Xβ ,V}. Then the statistic
Gy is the BLUE for Xβ if and only if G satisfies the equation
G(X : VX⊥) = (X : 0) . (1.3)
The corresponding condition for By to be the BLUE of an estimable parametric
function Kβ is
B(X : VX⊥) = (K : 0) . (1.4)
The notation (X : VX⊥) refers to a columnwise partitioned matrix by juxta-
posing matrices X and VX⊥. The matrix X⊥ refers to a matrix spanning the
orthocomplement of the column space C (X). One convenient choice for X⊥ is
M := In − PX = In −H, with PX = XX+ =: H denoting the orthogonal projec-
tor onto C (X) and X+ referring to the Moore–Penrose inverse of X. Of course,
C (X⊥) = C (M) =N (X′), whereN (·) stands for the nullspace.
The solution G for (1.3) always exists but is unique if and only if C (X : V) =Rn.
However, the numerical observed value of Gy is unique (with probability 1) once
the random vector y has realized its value in the space
C (X : V) = C (X)⊕C (VM) . (1.5)
In (1.5) the symbol ⊕ stands for the direct sum. Two estimators G1y and G2y are
said to be equal (with probability 1) whenever G1y = G2y for all y ∈ C (X : V).
When talking about the equality of estimators we sometimes may drop the phrase
“with probability 1”. The consistency of the modelA means that the observed y lies
in C (X : V) which is assumed to hold whatever model we have. For the consistency
concept, see, e.g., Baksalary et al. (1992).
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In this paper we use the notation W for the set of nonnegative definite matrices
defined as
W =
{
W ∈ Rn×n : W = V+XUU′X′, C (W) = C (X : V)} . (1.6)
In (1.6) U can be any p×m matrix as long as C (W) = C (X : V) is satisfied. One
obvious choice is of course U = Ip. In particular, if C (X) ⊂ C (V), we can choose
U = 0. The set W appears to be a very useful class of matrices and it has numerous
applications related to linear models. For example, it is easy to confirm the following
lemma.
Lemma 2. Let W∈W . Then Gy is the BLUE for Xβ underA = {y,Xβ ,V} if and
only if Gy is the BLUE for Xβ under AW = {y,Xβ ,W}.
We will later consider some interesting properties of W and the corresponding
extended set
W∗ =
{
W ∈ Rn×n : W = V+XTX′, C (W) = C (X : V)} . (1.7)
Notice that W that belongs to W∗ is not necessarily nonnegative definite and it can
be nonsymmetric. For example, the following statements concerning W belonging
to W∗ are equivalent:
C (X : V) = C (W) , (1.8a)
C (X)⊂ C (W) , (1.8b)
X′W−X is invariant for any choice of W−, (1.8c)
C (X′W−X) = C (X′) for any choice of W−, (1.8d)
X(X′W−X)−X′W−X = X for any choices of W− and (X′W−X)−. (1.8e)
Moreover, each of these statements is equivalent also to C (X : V) = C (W′), and
hence to the statements (1.8b)–(1.8e) by replacing W with W′. Notice that obviously
C (W) = C (W′) and that the invariance properties in (1.8d) and (1.8e) concern also
the choice of W ∈W∗. For further properties ofW∗, see, e.g., Baksalary & Puntanen
(1989, Th. 1), Baksalary et al. (1990, Th. 2), Baksalary & Mathew (1990, Th. 2),
and Puntanen et al. (2011, §12.3).
The usefulness of W∗ appears, e.g., from the following well-known representa-
tion of the BLUE of Xβ :
BLUE(Xβ |A ) = X(X′W−X)−X′W−y =: Cy , (1.9)
where W ∈ W∗. The general representation for the BLUE can be written as Ay,
where
A = C+N(In−PW) , (1.10)
with N ∈Rn×n being free to vary. In this context we might mention also the follow-
ing expression:
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BLUE(Xβ |A ) = [In−VM(MVM)−M]y . (1.11)
For further expressions, see, e.g., Puntanen et al. (2011, §10.4).
Recall that the multipliers of the random vector y in (1.9) and (1.11) are not
necessarily the same but the following holds:
X(X′W−X)−X′W−y = [In−VM(MVM)−M]y for all y ∈ C (W) . (1.12)
One more property requiring attention before proceeding into the concept of lin-
ear sufficiency is the invariance of the matrix product AB−C. According to Rao &
Mitra (1971, Lemma 2.2.4), for any nonnull A and C the following holds:
AB−C = AB+C for all B− ⇐⇒ C (C)⊂ C (B) and C (A′)⊂ C (B′) . (1.13)
We shall frequently need the invariance property (1.13). For example, we immedi-
ately see that for W ∈ W∗, the matrices X′W−X and X(X′W−X)−X′ are invariant
for any choice of W−. Similarly in (1.12) we can use any generalized inverses in-
volved.
1.2 Definition of the linear sufficiency
Now we can formally define the concept of linear sufficiency as done by Baksalary
& Kala (1981). Actually they talked about “linear transformations preserving best
linear unbiased estimators” and it was Drygas (1983) who adopted the term “linear
sufficiency”.
Definition 1. A linear statistic Fy, where F ∈ R f×n, is called linearly sufficient for
Xβ under the model A = {y,Xβ ,V}, if there exists a matrix A ∈ Rn× f such that
AFy is the BLUE for Xβ . Correspondingly, Fy is linearly sufficient for estimable
Kβ , where K ∈Rk×p, if there exists a matrix A ∈Rk× f such that AFy is the BLUE
for Kβ .
Sometimes we may use the short notations
Fy ∈ S(Xβ ), Fy ∈ S(Kβ ) (1.14)
to indicate that Fy is linearly sufficient for Xβ or for Kβ , respectively.
By definition, Fy is linearly sufficient for Xβ if and only if the equation
AF(X : VM) = (X : 0) (1.15)
has a solution for A, which happens if and only if
C
(
X′
0
)
⊂ C
(
X′F′
MVF′
)
. (1.16)
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The concept of linear minimal sufficiency, introduced by Drygas (1983), is de-
fined as follows.
Definition 2. A linear statistic Fy is called linearly minimal sufficient if for any
other linearly sufficient statistics Sy, there exists a matrix A such that Fy = ASy
almost surely.
In Lemma 3 we collect some well-known equivalent conditions for Fy being
linearly sufficient for Xβ . For the proofs of parts (c) and (d), see Baksalary & Kala
(1981); part (e), see Baksalary & Kala (1986, Cor. 2); and part (f), Mu¨ller (1987,
Prop. 3.1a). For further related references, see Drygas (1983), Baksalary & Mathew
(1986), Baksalary & Drygas (1992), Groß (1998), Isotalo & Puntanen (2006a,b),
Kornacki (2007), and Kala & Pordzik (2009).
Lemma 3. The statistic Fy is linearly sufficient for Xβ under the linear modelA =
{y,Xβ ,V} if and only if any of the following equivalent statements holds:
(a) C
(
X′
0
)
⊂ C
(
X′F′
MVF′
)
,
(b) N (FX : FVX⊥)⊂N (X : 0),
(c) C (X)⊂ C (WF′), where W ∈W ,
(d) rank(X : VF′) = rank(WF′), where W ∈W ,
(e) C (X′F′) = C (X′) and C (FX)∩C (FVX⊥) = {0},
(f) N (F)∩C (X : V)⊂ C (VX⊥),
(g) there exists a matrix A such that AF(X : VX⊥) = (X : 0).
Moreover, Fy is linearly minimal sufficient for Xβ if and only if C (X) = C (WF′),
or equivalently, the equality holds in (a), (b) or (f).
Baksalary & Kala (1986) proved the following:
Lemma 4. Let Kβ be an estimable parametric function underA = {y,Xβ ,V}, i.e.,
C (K′)⊂ C (X′). Then Fy is linearly sufficient for Kβ underA if and only if any of
the following equivalent statements holds:
(a) C
(
K′
0
)
⊂ C
(
X′F′
MVF′
)
,
(b) N (FX : FVX⊥)⊂N (K : 0),
(c) C [X(X′W−X)−K′]⊂ C (WF′), where W ∈W ,
(d) there exists a matrix A such that AF(X : VX⊥) = (K : 0).
Moreover, Fy is linearly minimal sufficient for Kβ if and only if equality (instead of
subspace inclusion) holds in (a), (b) or equivalently (c).
Suppose that Fy is linearly sufficient for Xβ under the modelA , and F1 is some
arbitrary matrix with n columns. Then it is interesting to observe that the extended
statistic
F0y :=
(
F
F1
)
y (1.17)
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is also linearly sufficient for Xβ . This is so because
C (X)⊂ C (WF′)⊂ C [W(F′ : F′1)] = C (WF′0) . (1.18)
Similarly
Fy ∈ S(Xβ ) =⇒ F∗y ∈ S(Xβ ) , if C (F′) = C (F′∗) . (1.19)
Thus if rank(F) = r we can replace F ∈R f×n with F∗ ∈Rr×n, where r ≤ f , i.e., the
columns of F′∗ provide a spanning basis for C (F′).
Notice also that the linear sufficiency condition C (X) ⊂ C (WF′) implies that
we necessarily must have
rank(Xn×p)≤ p≤ rank(F f×n)≤ f . (1.20)
In passing we note that X′W−y is linearly minimal sufficient for Xβ under the
model A ; this follows from C (X) = C [W(W−)′X].
1.3 The transformed model At
Consider the model A = {y,Xβ ,V} and let F ∈ R f×n be such a matrix that Fy
is linearly sufficient for Xβ . Then the transformation F applied to y induces the
transformed model
At = {Fy,FXβ ,FVF′} . (1.21)
Now, as the statistic Fy is linearly sufficient for Xβ , it sounds intuitively believable
that both models provide the same starting point for obtaining the BLUE of Xβ . In-
deed this appears to be true as proved by Baksalary & Kala (1981, 1986). Moreover,
Tian & Puntanen (2009, Th. 2.8) and Kala et al. (2015, Th. 2) showed the following:
Lemma 5. Consider the model A = {y,Xβ ,V} and its transformed version
At = {Fy,FXβ ,FVF′} , (1.22)
and let Kβ be estimable under A . Then the following statements are equivalent:
(a) Fy is linearly sufficient for Kβ .
(b) BLUE(Kβ |A ) = BLUE(Kβ |At) with probability 1.
(c) There exists at least one representation of BLUE of Kβ under A which is the
BLUE also under the transformed model At .
It is noteworthy that if Fy is linearly sufficient for Xβ , then, in view of (1.16),
we have
C (X′) = C (X′F′), i.e., rank(FX) = rank(X) . (1.23)
On the other hand, on account of (1.2), Xβ is estimable under the transformed model
At = {Fy,FXβ ,FVF′} if and only if
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C (X′)⊂ C (X′F′) , (1.24)
i.e., C (X′) = C (X′F′), which is (1.23). This confirms the following:
Fy ∈ S(Xβ ) =⇒ Xβ is estimable under At . (1.25)
However, the reverse relation in (1.25) does not hold. In view of part (e) of Lemma 3,
we need the following two conditions for Fy ∈ S(Xβ ):
C (X′F′) = C (X′) and C (FX)∩C (FVX⊥) = {0}, (1.26)
which can be expressed equivalently as
Xβ is estimable under At and C (FX)∩C (FVX⊥) = {0}. (1.27)
Let us consider some special choices of F. For example, if F has the property
C (F′) = Rn (implying that the number of the rows in F ∈ R f×n is at least n), then
C (X)⊂ C (W) = C (WF′) , (1.28)
and thereby Fy is linearly sufficient for Xβ . In particular, for a nonsingular F ∈
Rn×n, the statistic Fy is linearly sufficient. For a positive definite V the linear suffi-
ciency condition becomes simply
C (X)⊂ C (VF′) . (1.29)
Supposing that V1/2 is the positive definite square root of V we observe that V−1/2y
is linearly sufficient and thus the BLUE of Xβ under the transformed model
At = {V−1/2y, V−1/2Xβ , In} (1.30)
is the same as in the original model A = {y,Xβ ,V}, i.e., the BLUE(Xβ ) under A
equals the ordinary least squares estimator of Xβ , OLSE(Xβ ), under At :
BLUE(Xβ |A ) = OLSE(Xβ |At) . (1.31)
This technique, sometimes referred to as the Aitken-approach, see Aitken (1935), is
well known in statistical textbooks. However, usually these textbooks do not men-
tion anything about linear sufficiency feature of this transformation.
Consider then a more general case. By Lemma 2 we know that the BLUEs under
A = {y,Xβ ,V} and AW = {y,Xβ ,W} are equal. Suppose that rank(W) = w and
that W has the eigenvalue decomposition W = ZΛZ′, where the columns of Z ∈
Rn×w are orthonormal eigenvectors of W with respect to nonzero eigenvalues λ1 ≥
·· · ≥ λw > 0 of W, and Λ = diag(λ1, . . . ,λw). Choosing
F =Λ−1/2Z′ ∈ Rw×n, (1.32)
we observe that
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C (WF′) = C (WZΛ−1/2) = C (W) (1.33)
and hence C (X) ⊂ C (WF′) and thereby Fy is linearly sufficient in AW. Thus the
BLUE of Xβ under the original model A is the same as under AW and further the
same as under the transformed model
At = { Λ−1/2Z′y,Λ−1/2Z′Xβ , Iw} . (1.34)
Because F′F = ZΛ−1Z′ = W+, we have
BLUE(Xβ |A ) = BLUE(Xβ |At) = OLSE(Xβ |At)
= X(X′W+X)−X′W+y , (1.35)
where we actually can use any generalized inverses involved.
We may note that Christensen (2011, p. 239) uses the transformation matrix
Λ−1/2Z′ when considering the so-called weakly singular linear model, i.e., when
C (X)⊂ C (V), and Hauke et al. (2012, §4) while comparing the BLUEs under two
linear models with different covariance matrices.
We complete this section by considering a partitioned linear model
A12 = {y, X1β 1+X2β 2, V} . (1.36)
Le us assume that C (X1)∩C (X2) = {0} implying that X1β 1 is estimable. Premul-
tiplying the model A12 by M2 = In−PX2 yields the reduced model
A12·2 = {M2y, M2X1β 1, M2VM2} . (1.37)
Now the well-known Frisch–Waugh–Lovell theorem, see, e.g., Groß & Puntanen
(2000, 2005), and Arendacka´ & Puntanen (2015, Th. 1), states that the BLUEs of
X1β 1 under A12 and A12·2 coincide. Hence, in view of Lemma 5, the statistic M2y
is linearly sufficient for X1β 1. One expression for the BLUE of X1β 1, obtainable
from the reduced model A12·2, is
Ay := X1(X′1M˙2X1)
−X′1M˙2y , (1.38)
where M˙2 =M2(M2W1M2)−M2 and W1 =V+X1U1U′1X
′
1 is such that C (W1) =
C (X1 : V). Notice that of course the BLUE of X1β 1 can be written also as
By := (X1 : 0)(X′W−X)−X′W−y = K(X′W−X)−X′W−y , (1.39)
where K = (X1 : 0) ∈ Rn×p and W ∈W . The equality AW = BW implies
WM˙2X1(X′1M˙2X1)
−X′1 = X(X
′W−X)−K′, (1.40)
and it is easy to confirm that C [WM˙2X1(X′1M˙2X1)
−X′1] = C (WM˙2X1). Thus, in
view of part (c) of Lemma 4, the statistic Fy is linearly sufficient for X1β 1 if and
only if
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C (WM˙2X1)⊂ C (WF′) . (1.41)
From (1.41) we immediately see that X′1M˙2y is linearly minimal sufficient for X1β 1,
as observed by Isotalo & Puntanen (2006a, Th. 2).
1.4 Properties of C (WF′)
Consider the linear sufficiency condition
C (X)⊂ C (WF′) , where W ∈W . (1.42)
One question: is the column space C (WF′) unique, i.e., does it remain invariant
for any choice of W ∈ W ? In statistical literature, the invariance of C (WF′) is
not discussed. It might be somewhat tempting to conjecture that for a given F, the
column space C (WF′) would be invariant. However, our counterexample below
shows that this is not the case. In any event, it is of interest to study the mathematical
properties of the possible invariance.
Before our counterexample, we will take a quick look at the rank of WF′ by
allowing W to belong to set W∗, defined as in (1.7),
W∗ =
{
W ∈ Rn×n : W = V+XTX′, C (W) = C (X : V)} . (1.43)
Now, on account of (1.5) and the equality C (W) = C (W′) = C (X : V), we have
C (FW′) = C (FW) = C [F(X : VM)]. Using the rank rule for the partitioned ma-
trix: rank(A : B) = rank(A)+ rank[(I−PA)B], see, e.g., Marsaglia & Styan (1974,
Th. 19), we get
rank(WF′) = rank(FW′) = rank(FW) = rank(FX)+ rank(QFXFVM) , (1.44)
where QFX = I−PFX. Now (1.44) means that rank(WF′) is invariant with respect
to W ∈W∗. In particular, if C (X)⊂ C (WF′), we obtain
rank(WF′) = rank(X : WF′) = rank(X)+ rank(MWF′)
= rank(X)+ rank(MVF′)
= rank(X : VF′) . (1.45)
We can summarise our observations as follows:
Theorem 1. Consider the linear model A = {y,Xβ ,V}. Then:
(a) The rank of WF′ is invariant for any W ∈W∗ and it can be expressed as
rank(WF′) = rank(FX)+ rank(QFXFVM) . (1.46)
(b) For any W ∈W∗, the inclusion C (X)⊂ C (WF′) holds if and only if
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rank(WF′) = rank(X)+ rank(FVM) = rank(X : VF′) . (1.47)
(c) For any W ∈W∗, we have rank(W′F′) = rank(WF′).
Example 1. Our purpose is to confirm that the following statement is not correct:
Let W1,W2 ∈W . Then for any matrix F,
C (W1F′) = C (W2F′) . (1.48)
Consider the model where
V =
1 0 00 1 0
0 0 0
 , X =
1 00 0
0 1
 , F′ =
10
0
 , (1.49)
and let U1U′1 = I2 , U2U
′
2 =
(
2 1
1 1
)
. Denoting Wi = V+XUiU′iX′, we have
C (W1F′) = C
10
0
 6= C (W2F′) = C
30
1
 , (1.50)
and hence the statement (1.48) is not correct. uunionsq
It is interesting to observe that in the above Example 1 the linear sufficiency con-
dition C (X)⊂ C (WF′) does not hold. Actually Xβ is not even estimable under the
transformed model At since rank(X′F′) 6= rank(X). For Fy to be linearly sufficient
it is necessary that rank(X)≤ rank(F), which in this case would mean rank(F)≥ 2.
Consider the Example 1 by extending the matrix F′ by one column:
F′ =
1 00 0
0 1
= X . (1.51)
Then we immediately observe that C (W1F′) = C (W2F′). Actually,
C (X) = C (WiF′) = C (WiX) , i = 1,2, (1.52)
implying that in this situation Fy = X′y is linearly minimal sufficient for Xβ . This
provokes the following questions:
(A) When is X′y linearly sufficient for Xβ?
(B) What can be said about C (WF′) in such a case when rank(X′F′) = rank(X), i.e.,
Xβ is estimable under At?
(C) Is C (WF′) invariant for any choice of W if Fy ∈ S(Xβ )?
Let us first take a look at the problem (A). Now X′y is linearly sufficient for Xβ
if and only if C (X) ⊂ C (WX) , which, in light of rank(WX) = rank(X), becomes
equality
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C (X) = C (WX) . (1.53)
The column space equality (1.53) holds if and only if
HWX = WX , (1.54)
where H = PX. Now (1.54) can be equivalently expressed as
HV = VH , (1.55)
which is the well-known condition for the equality of the OLSE(Xβ ) = Hy and
BLUE(Xβ ) under the model A ; see, e.g., Puntanen & Styan (1989) and Puntanen
et al. (2011, Ch. 10). We can express our conclusion as follows:
Theorem 2. The statistic X′y is linearly sufficient for Xβ under the model A =
{y,Xβ ,V} if and only if
OLSE(Xβ ) = BLUE(Xβ ) . (1.56)
In this situation X′y is linearly minimal sufficient.
The corresponding result as in Theorem 2, for a positive definite V, appears also
in Baksalary & Kala (1981, p. 913). We recall that expression (1.56) is supposed to
hold with probability 1, just like any other equality between estimators.
Example 2. As a reply to question (B) above, let us consider the situation where
V =
1 0 00 0 0
0 0 1
 , X =
1 00 1
0 0
 , F′ =
1 00 1
1 0
 , (1.57)
In this situation the estimability condition rank(FX) = rank(X) holds but Fy is not
linearly sufficient for Xβ . Choosing U1U′1 = I2 , U2U
′
2 =
(
0 0
0 1
)
, and denoting Wi =
V+XUiU′iX′, we have
C (W1F′) = C
2 00 1
1 0
 6= C (W2F′) = C
1 00 1
1 0
 . (1.58)
Thus the estimability condition is not enough for the invariance of C (WF′). uunionsq
The following theorem is a reply to question (C) above. However, we formulate
it in a more general setup by using the setW∗ of W-matrices defined by (1.7) instead
of W .
Theorem 3. Consider the linear model A = {y,Xβ ,V}, let W ∈ W∗ and suppose
that C (X) ⊂ C (WF′). Then the column space C (WF′) is invariant for any choice
of W ∈W∗ and
C (WF′) = C (X)⊕C (MVF′) = C (W′F′) . (1.59)
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Proof. Suppose that C (X)⊂ C (WF′). Then
C (WF′) = C (X : WF′) = C (X)⊕C (MVF′) , (1.60)
and the proof is completed. uunionsq
Next we present the following extended version of Lemma 3:
Theorem 4. Let W ∈ W∗. Then the statistic Fy is linearly sufficient for Xβ under
the linear model A = {y,Xβ ,V} if and only if
C (X)⊂ C (WF′) , (1.61)
or, equivalently,
C (X)⊂ C (W′F′) . (1.62)
Proof. The proof is parallel to that of Baksalary & Kala (1981, p. 914) who utilize
the fact that By is a BLUE of estimable Kβ if and only if
BW = K(X′W+X)+X′, where W ∈W . (1.63)
However, it is easy to confirm, using (1.8a)–(1.8e), that in this condition the set W
can be replaced with W∗. Moreover, if W ∈ W∗, then also W′ ∈ W∗ and (1.63) can
be replaced with
BW′ = K[X′(W′)+X]+X′ . (1.64)
Proceeding then along the same lines as Baksalary & Kala (1981), we observe that
AFy is the BLUE for Xβ under A = {y,Xβ ,V} if and only if
AFW′ = X[X′(W′)+X]+X′ . (1.65)
Now (1.65) has a solution for A, i.e., Fy is linearly sufficient for Xβ , if and only if
C [X(X′W+X)+X′]⊂ C (WF′) . (1.66)
Using (1.8a)–(1.8e), we observe that C [X(X′W+X)+X′] = C (X) and so we have
obtained (1.61). Notice also that in light of Theorem 3, the statements (1.61) and
(1.62) are equivalent. uunionsq
According to our knowledge, in all linear sufficiency considerations appearing in
literature, it is assumed that W is nonnegative definite. However, this is not neces-
sary, and W can also be nonsymmetric. Of course, sometimes it is simpler to have
W from set W .
Remark 1. There is one feature in the paper of Baksalary & Kala (1981) that is worth
special attention. Namely in their considerations they need the “W-matrix” in the
transformed model At = {Fy,FXβ ,FVF′}. The appropriate set is the following:
Wt = {Wt : Wt = F(V+XSX′)F′, C (Wt) = C [F(X : V)]}. (1.67)
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Let W = V+XSX′ be some matrix from W∗, and so W may not be nonnegative
definite. We then have
C (Wt) = C (FWF′)⊂ C (FW) = C [F(X : V)] . (1.68)
If W is nonnegative definite, as Baksalary & Kala (1981) have, then we have equal-
ity in (1.68). However, if W belongs to W∗ and is not nonnegative definite, then we
must add the condition
rank(FWF′) = rank(FW) (1.69)
if we want to have FWF′ ∈Wt . Thus one representation for the BLUE of FXβ under
At is
FX[X′F′(FWF′)−FX]−X′F′(FWF′)−Fy , (1.70)
where W ∈W∗ and W satisfies (1.69). uunionsq
1.5 Comments on the relative linear sufficiency
When studying the relative efficiency of OLSE vs BLUE of β we are dealing with
two linear models
A = {y,Xβ ,V}, AI = {y,Xβ ,In}, (1.71)
where the corresponding BLUEs are
β˜ = (X′V−1X)−1X′V−1y, βˆ = (X′X)−1X′y. (1.72)
Then it is assumed that model {y,Xβ ,V} is correct and then the relative goodness
of βˆ with respect to β˜ is measured by various means. The most common measure is
the Watson efficiency, see Watson (1955) and Bloomfield & Watson (1975),
φ =
|cov(β˜ )|
|cov(βˆ )| =
|X′X|2
|X′VX| · |X′V−1X| , (1.73)
where |·| refers to the determinant. Obviously 0 < φ ≤ 1 and the upper bound is
attained when β˜ = βˆ .
Let us consider the models
A = {y,Xβ ,V} , At = {Fy,FXβ ,FVF′} , (1.74)
and try to do something similar with
BLUE(β |A ) = β˜ = (X′V−1X)−1X′V−1y , (1.75)
BLUE(β |At) = β˜ t = [X′F′(FVF′)−FX]−1X′F′(FVF′)−Fy . (1.76)
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Above we have some rank problems. To simplify the considerations, we have as-
sumed that V is positive definite. The model matrix X has to have full column rank
so that β would be estimable under A . Similarly, FX has to have full column rank
for β to be estimable under At ; using the rank rule of Marsaglia & Styan (1974,
Cor. 6.2) for the matrix product, we must have
p = rank(X) = rank(FX) = rank(X)−dimC (X)∩C (F′)⊥, (1.77)
so that
C (X)∩C (F′)⊥ = {0} . (1.78)
It is noteworthy that in view of C (FX) ⊂ C (FVF′) = C (F) the model At =
{Fy,FXβ ,FVF′} is so-called weakly singular linear, or Zyskind–Martin model, see
Zyskind & Martin (1969), and hence the representation (1.76) indeed is valid for any
(FVF′)−. Moreover, it is easy to confirm that X′F′(FVF′)−FX is positive definite.
Notice that E(β˜ ) = E(β˜ t) = β and
cov(β˜ t) = [X
′F′(FVF′)−FX]−1, cov(β˜ ) = (X′V−1X)−1. (1.79)
Remark 2. The following Lo¨wner ordering obviously holds:
cov(β˜ )≤L cov(β˜ t) , (1.80)
i.e.,
(X′V−1X)−1 ≤L [X′F′(FVF′)−FX]−1. (1.81)
We can rewrite (1.81) as
X′V−1/2PV1/2F′V
−1/2X≤L X′V−1/2V−1/2X , (1.82)
where the equality is obtained if and only if C (V−1/2X)⊂C (V1/2F′), i.e., C (X)⊂
C (VF′), which is precisely the condition for linear sufficiency (when V is positive
definite). uunionsq
Corresponding to Watson efficiency, we could consider the ratio
γ =
|cov(β˜ )|
|cov(β˜ t)|
=
|(X′V−1X)−1|
|[X′F′(FVF′)−FX]−1|
=
|X′F′(FVF′)−FX|
|X′V−1X|
=
|X′V−1/2PV1/2F′V−1/2X|
|X′V−1/2V−1/2X| . (1.83)
Clearly
0 < γ ≤ 1, (1.84)
1 Linear sufficiency 15
where the upper bound is attained if and only if Fy is linearly sufficient for β . What
might be the lower bound? Here we now keep X and V given and try to figure out
which F yields the minimum of γ subject to the condition rank(X) = rank(FX). The
lower bound for the Watson efficiency was found by Bloomfield & Watson (1975)
[actually it appeared already in Watson (1955) but there was a flaw in the proof].
However, it seems to be nontrivial to find the lower bound for γ . The (attainable)
lower bound zero does not make sense, of course.
Remark 3. Consider matrices F1 and F2 and the corresponding transformed models
Ati = {Fiy,FiXβ ,FiVF′i} , i = 1,2, (1.85)
and suppose that rank(F1X) = rank(F2X) = rank(X) = p, so that β is estimable
under both models. We observe that the Lo¨wner ordering
cov(β˜ t1)≤L cov(β˜ t2) (1.86)
holds if and only if
X′V−1/2PV1/2F′2V
−1/2X≤L X′V−1/2PV1/2F′1V
−1/2X , (1.87)
i.e.,
X′V−1/2(PV1/2F′1 −PV1/2F′2)V
−1/2X≥L 0 . (1.88)
The matrix PV1/2F′1 −PV1/2F′2 is nonnegative definite if and only if
C (F′2)⊂ C (F′1) . (1.89)
Hence we can conclude that (1.86) holds if C (F′2)⊂ C (F′1). In this case we can say
that in a sense F1y is “more than or equally linearly sufficient” than F2y even though
neither of them need to be “fully linearly sufficient”. Notice that if C (F′1) =Rn, i.e.,
F1 is a nonsingular n×n matrix, then cov(β˜ t1) is the smallest in the Lo¨wner sense
in the set of cov(β˜ t): it is cov(β˜ ).
However, it may well be that there is no Lo¨wner ordering between the covariance
matrices cov(β˜ t1) and cov(β˜ t2). Then some other criteria should be used to compare
the “linear sufficiency” of F1y and F2y. uunionsq
Bloomfield & Watson (1975) introduced also another measure of efficiency of
the OLSE, based on the Frobenius norm of the commutator HV−VH:
δ = 12 ‖HV−VH‖2F = ‖HVM‖2F = tr(HVMVH) , (1.90)
where tr(·) refers to the trace. They showed that the maximum of δ is attained in the
same situation as the minimum of the Watson efficiency φ . Of course, δ = 0 if and
only if OLSE(Xβ ) equals BLUE(Xβ ).
We can now try to develop something similar as the commutator criterion for the
linear linear sufficiency condition C (X)⊂ C (WF′) which is equivalent to
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PWF′X = X . (1.91)
Hence one can wonder how “badly” (1.42) is satisfied by considering the difference
D := X−PWF′X . (1.92)
The “size” of D could be measured by the Frobenius norm as
‖D‖2F = tr(D′D) = tr(X′X)− tr(X′PWF′X) . (1.93)
Hence the relative linear sufficiency of Fy could be defined as
ψ =
tr(X′PWF′X)
tr(X′X)
. (1.94)
Now
0≤ ψ ≤ 1 , (1.95)
where the lower bound is attained when C (X)⊂ C (WF′)⊥ and the upper bound is
attained when C (X)⊂ C (WF′), i.e., when Fy is linearly sufficient for Xβ .
1.6 Euclidean norm of the difference between the BLUEs under
A and At
In this section we will study the properties of the Euclidean norm of the difference
between the BLUEs of µ :=Xβ under the modelsA andAt . We can denote shortly
BLUE(Xβ |A ) = µ˜ , and BLUE(Xβ |At) = µ˜ t . (1.96)
The corresponding considerations for OLSE(Xβ )−BLUE(Xβ ) have been made by
Baksalary & Kala (1978, 1980) and for the BLUEs under two models by Hauke et
al. (2012); see also Ma¨kinen (2000, 2002), Pordzik (2012), Baksalary et al. (2013),
and Haslett et al. (2014).
Suppose that W ∈ W . Then the BLUE under the original model A can be ex-
pressed as Gy where
G = X(X′W−X)−X′W−. (1.97)
Moreover, assuming that Xβ is estimable under the transformed modelAt , the esti-
mator BFy is the BLUE for Xβ under At if and only if B satisfies
B[FX : FVF′(FX)⊥] = (X : 0) . (1.98)
One choice for B is X[X′F′(FWF′)−FX]−X′F′(FWF′)− and so the BLUE of Xβ
under At has representation Gty, where
Gt = X[X′F′(FWF′)−FX]−X′F′(FWF′)−F . (1.99)
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We observe that GtG = G and hence for all y ∈ C (W) we have
(Gt −G)y = (Gt −GtG)y
= Gt(In−G)y
= GtVM(MVM)−My , (1.100)
where we have used (1.12), i.e.,
(In−G)y = VM(MVM)−My for all y ∈ C (W) . (1.101)
Notice that in view of (1.13), the expression VM(MVM)−My is invariant for the
choice of (MVM)− for all y ∈ C (W).
The Euclidean norm of vector a is of course ‖a‖2 =
√
a′a and the correspond-
ing matrix norm (spectral norm) ‖A‖2 is defined as the square root of the largest
eigenvalue of A′A. Then, for all y ∈ C (W), we have
‖Gty−Gy‖22 = ‖GtVM(MVM)−My‖22
≤ ‖GtVM‖22 ‖(MVM)+‖22 ‖My‖22 . (1.102)
The inequality in (1.102) follows from the consistency and multiplicativity of the
matrix norm ‖A‖2; see, e.g., Ben-Israel & Greville (2003, pp. 19–20).
The special situation when VM= 0, i.e.,C (V)⊂C (X), deserves some attention.
Notice also, as pointed out by Haslett et al. (2014, p. 554), that y′My = 0 for all
y ∈ C (X : V) holds if and only if VM = 0. Groß (2004, p. 317) calls a model with
property VM = 0 a degenerated model. If A is not a degenerated model then the
right-hand side of (1.102) is zero if and only if
GtVM = 0 . (1.103)
Noticing that obviously Gt satisfies GtX = X, we can conclude that (1.103) means
that Gty is a BLUE also under the original model A . Thus, in light of Lemma 5,
(1.103) means also that Fy is linearly sufficient.
Thus we have proved the following:
Theorem 5. Suppose that µ = Xβ is estimable under the transformed model At .
Then, using the above notation,
‖µ˜ t − µ˜‖22 ≤ ‖GtVM‖22 ‖(MVM)+‖22 y′My
=
a
α2
y′My , (1.104)
where α is the smallest nonzero eigenvalue of MVM, and a is the largest eigenvalue
of GtVMVG′t . Moreover, if A is not a degenerated model then the right-hand side
of (1.104) is zero if and only if Fy is linearly sufficient for Xβ .
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1.7 Conclusions
The origins of the idea of transformingA = {y,Xβ ,V} by a matrix F of order f ×n
follow from a desire of reduction of the initial information delivered by an observed
value of a random vector variable y in such a way that it is still possible to obtain
the BLUE of Xβ from the transformed model At = {Fy,FXβ ,FVF′}. Hence the
concept of the linear sufficiency has an essential role when studying the connection
between A and its transformed version At .
In the theory of linear models the classes of matrices
W =
{
W ∈ Rn×n : W = V+XUU′X′, C (W) = C (X : V)} , (1.105a)
W∗ =
{
W ∈ Rn×n : W = V+XTX′, C (W) = C (X : V)} , (1.105b)
have important roles. In our paper we study in details the properties of these W-
matrices related to the concept of linear sufficiency. As far as we know, in all linear
sufficiency considerations appearing in literature, it is assumed that W is nonnega-
tive definite, i.e., W belongs to set W . We have shown that this is not necessary: it
is enough if W belongs to set W∗.
If Fy is linearly sufficient then the BLUEs of Xβ under A and under At are
equal (with probability 1). Hence it might be of interest to describe the relative
linear sufficiency of Fy by comparing the BLUEs under A and under At by some
means. Some suggestions on this matter are made in Section 1.5. The applicability
of these measures is left for further research.
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