Due to its efficiency to handle uncertain information, Dempster-Shafer evidence theory has become the most important tool in many information fusion systems. However, how to determine basic probability assignment, which is the first step in evidence theory, is still an open issue. In this article, a new method integrating interval number theory and k-means++ cluster method is proposed to determine basic probability assignment. At first, k-means++ clustering method is used to calculate lower and upper bound values of interval number with training data. Then, the differentiation degree based on distance and similarity of interval number between the test sample and constructed models are defined to generate basic probability assignment. Finally, Dempster's combination rule is used to combine multiple basic probability assignments to get the final basic probability assignment. The experiments on Iris data set that is widely used in classification problem illustrated that the proposed method is effective in determining basic probability assignment and classification problem, and the proposed method shows more accurate results in which the classification accuracy reaches 96.7%.
Introduction
Information fusion is a process to combine information from the multi-source of same object or scene to obtain more complex, reliable, and accurate information. Multi-source information fusion technology plays a significant role in real applications, such as classification problem, [1] [2] [3] [4] [5] [6] fault diagnosis, 7-9 medical diagnosis, 10 risk and reliability analysis, 11 decision-making, 12 ,13 tracking problem, 14, 15 and online estimation of batteries state-ofcharge. 16 There are many methods to analyze fused data from multi-sources including Dempster-Shafer evidence theory (DS theory), [1] [2] [3] [4] principal component analysis (PCA), 17, 18 independent component analysis (ICA), 19, 20 and Z-number. [21] [22] [23] As an effective tool, 24 DS theory has been widely used especially for classification problem. [25] [26] [27] Compared with ICA and PCA in combination with another kind of approaches, Dempster's combination rule can fuse multi-source information without depending on prior information 28 and it has tremendous advantages in uncertainty modeling and evidence combination, that is, it allows for the allocation of probability mass to sets or intervals. 29 Many scholars have made great contribution to improve evidence theory, for example, Su and Xu extended the evidence theory which can combine dependent evidence, 30, 31 Gong et al. 32 proposed a new basic probability assignment (BPA) construction method, and Jiang and Hu 33 extended Yager's soft likelihood function to combine BPA. The first step of this evidence theory is to obtain BPA. But how to determine BPA is still an open issue and there is no general method.
Recently, interval number has become more popular in uncertainty measurement field in which the bounds of the uncertain coefficients are only required, not necessarily knowing the probability distributions or membership functions. 34, 35 The interval method provides a natural way to directly incorporate measurement uncertainty into computation, 36, 37 and the combination of interval method and DS theory has been demonstrated convenient and comprehensive. 38 , 39 Kang et al. 40 have proposed a method to determine BPA based on interval number. In Kang et al.'s method, the relationship between interval number model of the sample and test sample is determined to obtain BPA. It can be found that their approach can be improved in some way. Because Kang et al. used maximum and minimum values of the sample to be the upper and lower bound values of interval number, their approach cannot handle environmental noises and human disturbances in real application well. In the engineering applications, the data reported by sensors may be imprecise due to noises, that is, the maximum and minimum values are probably much more than or less than any other data in the same sample. If it happens, the maximum and minimum values are not precise enough to describe the detailed information of the target.
To address this issue, an improved method to determine BPA is proposed in this article and its reasonability is verified by some classification problems. First of all, the process of constructing interval number model is focused. The clustering method can divide data points into some clusters and each cluster center can be regarded as the mean point of the points belonging to same cluster. If the sample can be divided into two clusters, the two cluster centers are two mean points of the upper and lower parts of the sample. Then, the two cluster centers can be the upper and lower bound values of the interval number. Based on this idea, k-means++ method is used to find cluster centers. After constructing improved interval number model, the distance and similarity between sample and model are calculated. Finally, the similarity is normalized and the value of BPA is obtained. Some experiments prove that the improved interval number model can handle noises well and the proposed method shows more precise results in determining BPA than the related work.
The contribution of this article is conducted as follows:
The proposed method put forward an innovative focus on the problem of BPA determination in DS evidence theory.
A new interval number model is built based on k-means++ , which is effective in determining the BPAs. The proposed method is data-driven, thus can reduce the subjectivity. The proposed method can be easily used in many engineering applications to accomplish classification problem in reality.
The article is organized as follows. Section ''Preliminaries'' is about preliminaries' knowledge of Dempster-Shafer evidence theory, interval number, and k-means++ cluster method. The proposed method to determine BPA is presented in section ''The proposed method.'' Section ''Numerical example'' illustrates a numerical example. Some experiments and discussion are presented in section ''Experiments and analysis.'' Conclusions are presented in section ''Conclusion.''
Preliminaries

Dempster-Shafer evidence theory
Researchers have put forward many powerful methods to handle uncertainty, including evidence theory, 41 D numbers, [42] [43] [44] and so on. Dempster-Shafer evidence theory was proposed by Dempster 26 and later developed by Shafer. 27 It is a complete theory of dealing with uncertainty. It can handle not only epistemic uncertainty but also aleatoric uncertainty. It has abilities to deal with uncertainty and unknown information and requires fewer conditions than probability theory. 45 It is hence widely applied in the field of information fusion, such as sensor data fusion, [46] [47] [48] decision-making, 49 -51 multicriteria decision-making, 52 risk and reliability analysis, 53 target recognition, 54 failure mode and effects analysis, 55 online energy management strategy, 56 and conflict evidence combination. 57 Formally, DS theory concerns the following preliminary notations.
Frame of discernment. DS evidence theory first supposes the definition of a set of hypotheses u that represents the complete answer collection a system can give when a certain problem remains to be solved, which is called the frame of discernment. For instance, in a real application of Iris classification problem, the hypotheses stand for three classes of Iris data sets, such as Setosa, Versicolor, and Virginica, and it is defined as follows
where the set u is composed of N exhaustive and exclusive hypotheses H i (i = 1, 2, 3, . . . , N ) and each hypothesis H i represents one possible answer that a system can give. Any one set that contains only one element in the N sets is called singleton.
BPA. Denote P(u), the power set composed of the 2 N propositions of u, by
where [ denotes the empty set and each subset in P(u) represents a proposition of the problem. When the frame of discernment is determined, the BPA m is defined as a mapping of the power set P(u) to a number between 0 and 1, that is
which satisfies the following conditions X
The BPA m is also called the mass function. m (G) expresses the proportion of all relevant and available evidence that supports the claim that a particular element of P(u) belongs to the set G but to no particular subset of G. Any subset G of P(u), such that m(G).0, is called a focal element.
Belief and plausibility functions. The belief function Bel is defined as follows
The plausibility function Pl is defined as follows
and
The function Bel is the lower limit function of proposition G and the function Pl is the upper limit function of proposition G.
Dempster's combination rule. Suppose m 1 and m 2 are two BPAs obtained from two different evidence in the frame of discernment u; Dempster's rule of combination, denoted by m = m 1 È m 2 , also known as the orthogonal sum, is to combine two BPAs m 1 and m 2 to a new BPA
where z represents the conflict between two BPAs. The larger the value of z is, the more conflicting are two evidence.
Pignistic probability. Let m be a BPA on u. Its associated pignistic probability function BetP(G) is defined as follows
where jGj is the cardinality of subset G. BetP(G) is the piginistic probability transform proposed by Smets and Kennes. 58 The transferable belief model (TBM) is based on the assumption that beliefs have two levels: the ''credal'' level where beliefs are entertained and combined and the ''piginistic'' level where beliefs are used to make decisions, and function of piginistic probability transform is to transform a BPA to probability.
Interval number
Interval analysis is an approach to putting bounds on rounding errors and measurement errors in mathematical computation and thus developing numerical methods that yield reliable results. 59 Archimedes is the first one to use interval number with lower and upper bounds ½223=71, 22=7 to represent the value of p in the third century BC. 60 Its rules for calculating and other subsets of the real numbers were the first one published by Young 61 and modern interval arithmetic was developed by Moore 62 in 1963. And then, many scholars made contribution to modern interval arithmetic. 59, 63, 64 Interval arithmetic is one of the mathematical theories of uncertainty. 63 Almost any scientific calculation starts with inaccurate initial data. The interval method provides a natural way to directly incorporate measurement uncertainty into computation. Usually, interval computation was designed for machine implementation. In applications, interval analysis provides rigorous enclosures of solutions to model equations. In this way, what a mathematical model represents can be obtained for sure, and, from that, it can be determined whether it adequately represents reality. It is used in many fields such as parameter estimation problems, 64 set inversion, and set estimation. 65 Definition
Definition 2. The intersection of two interval numbers A(a 1 , a 2 ) and B(b 1 , b 2 ) is empty if either a 2 \b 1 or b 2 \a 1 . In this case
Otherwise, the intersection A \ B is defined as follows
be two interval numbers and the distance between them is defined as follows
Definition 4. If A(a 1 , a 2 ) and B(b 1 , b 2 ) be two interval numbers, its similarity S(A, B) can be defined as follows
where a.0 is support coefficient and its function is to increase the discreteness of data preventing errors due to accuracy according to Kang et al. 40 The value of a is chosen as 5 in this article, and the reason is discussed in section ''Experiments and analysis.'' In this section, A and B are interval numbers.
k-means++ method k-means clustering is a method of vector quantization that is popular for cluster analysis in data mining. Given an integer k and a set of n data points in an I-dimensional space x, the proposed method can divide n points into k clusters and choose k centers, so that the total squared distance between each point and its closest center is minimized. 66 Given an integer k and a set of n data points x, our aim is to choose k centers C and to minimize the potential function
where x is a data point and c is a cluster center. However, the k-means method has at least two major theoretic shortcomings. First, it has been shown that the worst case running time of this method is superpolynomial in the input size. 67 Second, the approximation found can be arbitrarily bad with respect to the objective function compared to the optimal clustering.
To improve these issues, k-means++ method is proposed by Arthur and Vassilvitskii. 67 The proposed method addresses the second shortcoming by specifying a procedure to initialize the cluster centers for the standard k-means method. The main point behind this approach is that the first cluster center is chosen randomly from the given data points after which each subsequent cluster center is chosen from the remaining data points, and the shortest distance D(x) between a data point and its closest center already chosen with probability
2 is measured. This method yields considerable improvement in the final error of k-means and lowers the computation time. In this section, C is the set of cluster centers.
The proposed method
In this section, a new method will be presented for determining BPA. In multiple sensors system, the specific value of the target properties is hard to obtain. And, due to error caused by the actual measurement and the calculation of the processing of data and lack of information, objective error will often be caused. So, some interval range represents the behavior of the feature instead of a specific value, that is, interval number. Using interval number to solve the uncertainty problem can avoid the subjective error and objective error and the result accords with the actual need. Interval number can be used to represent information of an object as mentioned above. But in application, things go different. Not only the procedure of constructing interval number model may cause addition or loss of target information compared to original information but also, in engineering applications, environmental noises and human disturbances often lead to conflict among the reports of multiple sensors. Therefore, data reported by multiple sensors may be imprecise, that is, the maximum value is probably much more than any other data and the minimum is much less than others. Thus, the kind of model using the maximum and minimum values as the upper and lower bounds of interval number is not precise enough to use. Based on the analysis described above, an improved method that constructs the interval number model using k-means++ cluster method is proposed. Data of each attribute reported by sensors are divided into two clusters according to its value and each cluster center can be found with k-means ++ method. The two cluster centers can be regarded as the upper and lower bounds of interval number. Until now, a new and more accuracy model is constructed.
A flow chart of the proposed method is illustrated in Figure 1 and details are shown as follows. Suppose that there are n classes fc 1 , c 2 , . . . , c n g in the frame of discernment. Each class c i has k attributes c i1 , c i2 , . . . , c ik . If the test sample is j, it also has k attributes j 1 , j 2 , . . . , j k . m instances for each class c i are randomly chosen and a model is built
where T i is a k 3 m matrix and t Step 1. The multi-attribute data set is divided into two parts: the training set and the test set. The training set is used to build interval number model and the test set is used to evaluate the performance of proposed method.
Step
A ij donates the interval number model of jth attribute of class c i . Then, the improved interval number model for each attributes of class c i can be obtained, where
can represent all the improved interval number models for all classes, where each column of M represents the interval numbers belonging to different classes but the same attribute.
Step 3. Select a test instance and construct interval number.
Select a test instance j. Each attribute of the instance is a number and can be regarded as a particular interval number ½j k , j k , which has the same lower and upper values.
Step 4. Measure the distance between test sample and constructed model.
The distance between two interval numbers can be calculated according to equation (13) 
Step 5. Measure the similarity between test sample and constructed model. Input: k, the number of clusters. x = fx 1 , x 2 , . . . , x n g, a set of data points Output:
; Choose one center x uniformly at random from x, C = C [ fxg while jCj\k do Sample x 2 x with probability
and iter ł MaxIters
The similarity can be obtained according to equation (14) 
Step 6. Normalize similarity and generate BPA
Step 7. So far, for a test sample j, k BPAs have been determined for all attributes. Combine k BPAs and get the final BPA of sample j using Dempster's combination rule according to equations (10) and (11).
Numerical example
Step 1. In this step, 40 instances are randomly selected as the training set, and the remaining 10 instances serve as the test set.
Step 2. Construct improved interval number model. For instance, for attribute sepal length in the class of Setosa, k-means++ method is used first to find two cluster centers that are 4.90 and 5.40, respectively, as shown in Figure 2 . Similar procedure is used for the other two classes and result is shown in Figure 3 . In order to reflect the relationship between the attribute intervals of different classes, the intersection between them should be taken into account. The intersection of single subset proposition can represent the multi-subset propositions. (Based on the evidence theory, if a frame of discernment is {Setosa, Versicolor, Virginica}, its subset propositions are {Setosa}, {Versicolor}, {Virginica}, {Setosa, Versicolor}, {Versicolor, Virginica}, {Setosa, Virginica}, {Setosa, Versicolor, Virginica}). And, their relationships are shown clearly in Figure 4 . Tables 1 and 2 show the numerical results.
Step 3. Select a test sample instance (5.1, 3.5, 1.4, 0.2) which belongs to species Setosa. For the attribute sepal length = 5.1 cm, calculate it as an interval number [5.1, 5.1] ( Figure 5 ).
Step 4. Calculate the similarity between test sample and constructed model. The distance of two interval numbers needs to be calculated first according to equation (13) . Then, the support coefficient a is set 5 and the similarity can be calculated according to equation (14) . The result is shown in Table 3 and the similarity between the test sample and class Setosa is much bigger than the others. It can be illustrated that the test sample belongs to class Setosa with high probability.
Step 5. Normalize the similarity and generate BPA (Table 4) .
Step 6. Improved interval number model for the four attributes of the three species is constructed using the proposed method as shown in Table 5 .
Step 7. In this step, BPAs for each attribute of each test sample are obtained and combined using Dempster's combination rule to get the final BPA.
For an arbitrary instance, its result is shown in Table 6 . Obviously, the final BPA of hypothesis {Se} is the biggest and the result is almost equal to 1.
Step 8. The final BPA can be transformed to pignistic probability and it can be obtained as follows The maximum pignistic probability is taken as the decision-making criterion. As the result shows, the test sample belongs to Setosa and it is consistent with its actual class, and the final true pignistic probability is almost equal to 1 which illustrates proposed method has the superiority.
Experiments and analysis
Data set
Data set employed in this article is from UCI repository of machine learning databases (https://archive.ics.uci.edu/ml/index.php). This database contains many kinds of multi-attribute data and the Iris data set is one of the classic data sets used in the classification problem. 68 Iris data set contains the three classes (Setosa, Versicolor, and Virginica) and there are 50 instances for each of the three classes. Each type of iris plant contains the four attributes, namely, sepal length, sepal width, petal length, and petal width.
Experiments
Several experiments are conducted in this section to demonstrate the proposed approach. Multi-attribute data are common in many application systems and each attribute can be considered as an information source. Iris data set is a typical multi-attribute data set so it is suitable to do classification recognition. The whole data set is divided into training set and test sample as mentioned above. First, training set is used to build interval number model. The proposed method Table 3 . Similarity between sample's sepal length and interval number model. can be used to obtain BPAs for different attributes of a test sample. Then, these BPAs can be combined to get a final BPA for the test samples. The maximum pignistic probability can be regarded as the decision-making criterion. Therefore, when the final BPA is obtained, it can be transformed to pignistic probability by equation (12) and its classification can be determined according to its belief.
Hypothesis Similarity
Experiment without noise. In order to demonstrate that the proposed method has better superiority and recognition rate than Kang et al.'s method, 50 instances of each class are tested to obtain their belief and its results are shown in Figure 6 (a)-(c). Apparently, the proposed method can identify the correct category with higher probability than Kang et al.'s method. And, the training percentage is set from 50% to 100% to test two methods' classification accuracy. Figure 6 (a) shows the probability result of class Setosa, from which it is obvious that the proposed method can identify the correct category with a much higher probability. Figure 6(b) shows the probability result of class Versicolor; the proposed method also performs better than Kang et al.'s method in most cases. Figure 6 (c) shows the probability result of class Virginica; for some instances, Kang et al.'s method fails to recognize the correct class as its results reach below 0.5, but for the proposed rule, it still can identify the correct class. Figure 6 (d) shows the classification accuracy for the average of three classes, and our result is 95.33%, whereas Kang et al.'s result is 92.80%. Apparently, the proposed method is still better and has a more stable performance.
Experiment with noise. As mentioned above, environmental noises and human disturbances often lead to conflict among the reports of multiple sensors in engineering applications. So, in this experiment, these circumstances are simulated by adding Gaussian noise to Iris data set to test the ability of proposed method in application. First, Gaussian noise is added to training set randomly and interval number model is constructed. Then, same steps are conducted and results are shown in Figure 7 . Generally speaking, the proposed method performs better than Kang et al.'s method although in noise situation as it is more effective and stable to determine BPA and classify category in application. It is obvious from Figure 7 (a) that probability result of class Setosa by Kang et al.'s method has an average drop of 0.5 but the proposed method still performs well without noise. The probability result of class Versicolor in Figure 7 (b) shows that the proposed method is still better but not as obvious as without noise. The probability result of class Virginica in Figure 7 (c) shows that it is similar to condition without noise; in some instances, the probability results can reach below 0.5, but the number increases. In addition, results of some instances are less than 0.4 which loses much accuracy. The proposed method is still convincing. Similarly, Kang et al.'s method does not perform well in classification in noise environment as its average accuracy decreases from 92.80% to 91% but the proposed method increases from 95.33% to 96% (Figure 7(d) ). Obviously, the proposed method is not influenced by noise and even improves in accuracy.
Classification test on different data sets. There are other well-known classifier algorithms in Waikato Environment for Knowledge Analysis (WEKA), 69 including naive Bayes (NB), support vector machine (SVM), SVM with radial basis function (RBF), decision tree learner (REFTree), 1 nearest neighbor (1NN), multilayer perceptron (MP), RBF network (RBFN), and so on. These are popular machine learning and data mining algorithms which have a good performance in classification problem. The comparison of identification accuracy between proposed method and these classifiers is presented in Table 7 .
About the support coefficient. In the previous section, a support coefficient a is assigned to determine the similarity of two interval numbers. In this part, the object is to model the attribute of support coefficient. Obviously, its function is to increase the discreteness of data preventing errors due to accuracy. For all assignments to singletons of the correct test sample class, the average assignment and the classification accuracy are computed and recorded, and the average assignment and the classification accuracy are used for judgment. The influence of the parameter a is discussed where the experimental results are shown in Figure 8 . When a is set 1, the distances of two interval numbers are not discrete and their values are relatively concentrated. Therefore, some errors are caused in the calculation of similarity due to the influence of data accuracy, and the results in Figure 8 (a) and (b) are consistent with fact. With the increase in a, the distance of two interval numbers is more discrete and judgment performs better. Through statistical analysis, conclusions are summarized as follows: when a varies from 1 to 7, it may promote the accuracy of detecting the class that a test sample belongs to. If the support coefficient increases, the membership degree has a stable performance but the classification of the Iris will be much fuzzier. It shows that the evidence after combination will not give a correct judgment. Thus, the value of support coefficient a is set 5 in the experiment setting.
Discussion. The two experiments prove that the proposed method has a better performance both in generating BPA and in classification and whether there is noise in data or not. For class Setosa, the belief of each instance is larger than 0.9 and some are even almost equal to 1 both in circumstances with noise and without noise. For classes Versicolor and Virginica, although the results are better than Kang et al.'s method, it is not as obvious as class Setosa. Kang et al.'s method apparently loses much accuracy in noise environment as most belief of class Virginica can reach below 0.5 and its classification rate decreases 1.8% in noise environment. The reason is that the shortcomings of their representation of interval number model, which only considers the maximum and minimum values, are considered and it is solved using k-means ++ method. The proposed method can handle imprecise data and uncertain information as it constructs model using data from sensors. In the third experiment, it is clear that the classification accuracy of our method is one of the highest and it can be proved that our method has a good performance as other well-known classifiers. Based on the results, it is not difficult to see that the proposed method has a significant capacity to determine BPA compared with Kang et al.'s method.
Conclusion
In this article, a method based on interval number and k-means ++ method to obtain BPA was proposed.
The proposed method effectively avoids high data conflict reported from sensors caused by environmental noises and human disturbances so that it can be helpful to build reasonable model. Since the interval number is available with fewer data from the information source, in the real application, it is easy to apply this method in many engineering applications to accomplish multisource data fusion and classification. Meanwhile, it is data-driven and can reduce the uncertainty of subjectivity. Finally, the experiment results supported that the proposed method is superior in determining BPA and simple and practical in actual engineering application, whereas the object lying in overlapping borders of several classes could be hard to classify and its classification result is considered with low reliability. In further research, this issue would be improved. Some researchers compared different classification algorithms and found that DS theory has marginal improvement in classification performance in fusion algorithm. 70 In the future work, the new BPA determination method will be applied in fusion algorithm to improve classification performance.
