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This paper studies the “internal structure” of the periodic solutions of 
differential equations with the aim of stating when they are constant functions. 
Yorke [21] and Lasota and Yorke [lo] are the first works which show the 
existence, udder certain conditions, of a lower bound for the period of non- 
constant solutions. As applications of the general results proved in Section 1 
we obtain a negative solution to an open problem of Browder, the discovery 
that the periodic solutions ensured by Vidossich [17, Theorem 3.161, are 
constant functions, and conditions under which the periodic solutions of 
hyperbolic and parabolic equations are constant functions. Finally, we note 
that Li [ 1 l] applies the results of Section 1 to differential equations with delay. 
Various result of this paper point out a strong connection between the 
existence of periodic solutions of small period of x’ = f(x) and the fact that 
the origin belongs to the range off. This situation is explored in [19]. 
TERMINOLOGY AND NOTATIONS 
For simplicity, we call 
p-periodic 
any function x which is periodic of period p: x(t) = x(t + p). 
We use the notion of maximal solution of a Cauchy problem for ordinary 
differential equations as in [8]. 
We shall denote by 
II Ilm the SUP norm: II x II = SW II @>ll; 
jj /!Lip the Lipschitz constant: II x //Lip = SUP II 4t> - WI 
/It--sll * 
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1. GENERAL RESULTS 
We start with a result which includes Theorems 4 and 5 of Lasota and 
Yorke [lo] as special cases. Moreover, it shows that the existence of a sort 
of L1-modulus of continuity is sufficient for certain periodic function in 
Lf,,, to be in Lcu. 
THEOREM 1. Let X be a Banach space, v: R + X a p-periodic function 
with the following properties: 
(4 v E&(F X); 
(ii) there exists u E Ll([O, p/2], R+) such that 
II 44 - w < u(t - 4 
almost everywhere for s < t, t - s < p/2; 
(iii) LP w(t) dt = 0. 
Then 
P II v llL= < 2 j-o’, u(t) dt 
and hence v E Lm(R, X). 
If o is continuous, then (i) holds and 
Proof of Theorem 1. By (ii) there is a subset A of [0, p] such that [0, p]\A 
has measure zero and 
II v(t) - Ml G f4 - 4 
for every 0 < t - s <p/2. Fixing t E A and integrating with respect to s 
over [t - p/2, t + p/2] both sides of the equality 
we get from (iii) (since r” v = st v by the p-periodicity of v): 
p(t) = lyp;:’ (v(t) - v(s)) ds. 
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Therefore for every t E A we have: 
P 11 v(t)11 G j-z,: II f@> - +)I1 ds < j-t,,. II s(t) - v(s)11 ds 
+ re 
II $0 - 44ll ds 
t < s u(t - s) ds + lt+Y’2 u(s - t) ds (by (4) t--s12 t 
s 
PI2 
<2 u(s) ds (by the changes of variables 
0 
p)(s) = t - s and 1,6(s) = t + s). 
As this inequality holds for every t E A we have 
P II 21 Ilp < 2 ip’2 u(s) ds, 
which implies II e, llLrn < +co. Q.E.D. 
The following corollary generalizes Theorem 5 of Lasota and Yorke [lo] 
by relaxing the differentiability of D. As a matter of fact, a special case of(i) is 
ti>* II v’ IL dL II 7J Ilm 
in case v is continuously differentiable. 
COROLLARY. Let X be a Banach space, v: [w -+ X a p-periodic, Lipschitz 
function with v(t) # 0 for at least one t. If 
(9 II 0 /!Lip <L II ~1 /Im ; and 
(ii) 1”’ u(t) dt = 0; 
then p 3 4/L. 
Proof. The result follows from Theorem 1 by choosing u(t) = L Ij e, /Iat, 
since Jc’2 u(t) dt = L II v /Im (p2/8) and II e, Ilrn # 0. Q.E.D. 
Remark 1. Contrary to the claim in [lo, p. 881 Theorem 5 of [IO] implies 
Theorem 4 of [IO]. Let x be a nonconstant p-periodic solution of x’ = f (x). 
Put 
v(t) = x(t) - x(t + h) 
where h = tl - t, with t r , t2 such that x(tl) # x(t2). Then o satisfies (i)* 
with L = II f jlLip and, by Ji x(t + h) dt = Jhp’ x(s) ds = J: x(s) ds, 
JI w(t) dt = 0. Moreover, o(t,) # 0. 
266 GIOVANNI VIDOSSICH 
Finally, we note that Theorem 4 of [IO] cannot be extended to the case 
as shown by the example x’ = sin t. 
From Theorem 1 we get an extension to non-Lipschitzean second members 
of the main conclusion of Lasota and Yorke [lo, Theorem 41 concerning the 
nonexistence of nonconstant periodic solutions with small period. Theorem 2 
below shows that the existence of a positive lower bound for the norms of 
the derivatives of nonconstant periodic solutions implies the existence of a 
positive lower bound for their periods. 
THEOREM 2. Let X be a Banach space, A C X, f: A -+ X continuous, and 
N the lower bound of the norms /I x’ /Im of the derivatives of nonconstant periodic 
solutions of
x’ = f(x). 
If N > 0 and at least one of the following conditions holds: 
(i) f is uniformly continuous and bounded, or 
(ii) there is a Lipschitx function g: A -+ X such that /j f - g /jm < N/2; 
then there existsp, > 0 such that every nonconstant periodic solution of x’ = f (x) 
has period >pO . 
A case in which we have N > 0 is when 0 $f (A). We note that, by 
Vidossich [19, Theorem 21, the result under hypothesis (i) is included in 
that under (ii) when A is precompact. 
Proof of Theorem 2. Let x be any nonconstant p-periodic solution of 
x’ = f (x). 
(i) Let w be the modulus of continuity off, i.e., let w: Rf + Rf be 
the increasing function defibed by 
4) = p&II f (4 - f(Y)ll* \ 
For every s < t we have 
II xv> - x’(4II = Ilf (x(t)) - fW>ll G 4 x(t> - xNl> 
G 4 x’ Ilm (t - 4) < w(M(t - s>>, 
where 
M = Ilf Ilm 
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(so that M > II x’(t)11 = IIf(xW)ll for every t). Now we apply Theorem I 
with v = x’ and u(t) = W(M) which is summable on [0, p/2] since it is 
increasing. We get 
P d (2/U x’ IL) 6/2 4W dt. 
Since N < // x’ /lrn , we get 
P G P/W /op’2 4W dt G (2/N)(~/2) o;t;;,2 4W, 
and hence 
N < sup w(Mt). 
ost<t7/2 
Since f is uniformly continuous, lim,,, w(t) = 0. Therefore the above 
inequality is impossible if p can be arbitrarily small. 
(ii) Let L be a Lipschitz constant for g and E = IIf - g II1xi . For every 
s < t we have 
II x’(t) - WII = II f(4t)) - fMall < II fW) - &(tNll 
+ II&(t)) - BCWI + II &(4 - fW)ll 
< 2E + L II x(t) - @)I1 < 2 + L II x’ IL (t - s>. 




* G II x’ IL 0 (2~+Lll~‘llm,t)dt=&+~p2<~ 
++-p2. 
Therefore 
P 3 (4/L)(l - (2QW 
Since E < N/2 we may choose p, = (4/L)(l - (2e/N)). Q.E.D. 
Lasota and Yorke [lo, Theorem 41 and Theorem 2 show that under certain 
conditions the periodic solutions with sufficiently small period are constant 
functions. The following result points out when the same happens for arbitrary 
periods. 
THEOREM 3. Let X be a Banach space, A C X and f: A -+ X bounded 
on bounded sets such that: 
(f(x) -f(Y), x - YL < -4 x -Y II”) (x, Y E 4 
OY 
(f(x) - f(Y), x - YL d -4ll x - Y II) II x - y II (x> Y E 4 
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where w: R+ -+ W is continuous with 
w(u) = 0 0 u = 0. 
Then every bounded weak solution of x’ = f (x) has a limit at in$nity, and 
therefore every periodic solution of x’ = f(x) is a constant function. 
In the above statement, (., .)- denotes the generalized inner product on a 
Banach space X: 
(x9 Y)- = inf@(x) I h E J(y)>, 
where J: X -+ 2x’ is the duality map: 
J(x) = {h E X* I II h II = II x IL 44 = II x II”). 
When X is a Hilbert space, (., .)- coincides with the inner product. 
COROLLARY. The periodic solutions ensured by Vidossich [ 17, Theorem 3.161 
are constant functions in the autonomous case. 
To prove Theorem 3 we need the following lemma. One of the major 
examples of w’s having property (*) in Lemma is 
4, 4 = h(t) g(u) 
where h: [a, + co [-+ R+ and g: R+ 3 I%+ are continuous functions such that 
g(u) = 0 0 u = 0, and $+i h(t) exists and is >0 
(since J;t” w(s, u(s)) ds < +co and the existence of limtf+P w(t, u(t)) = 
g(uW) limtt+oo h(t) imply lim,t+m w(t, u(t)) = 0. By lim,,,, h(t) > 0, g(u,)=O 
and so u, = 0). Thus the w is Theorem 3 has property (*). It seems to me 
that the proof of the lemma cannot be carried over by a separation of variables 
argument in case w(t, u) = h(t) g(u) b ecause 
+co is avoided. 
the hypothesis J’zr (1 /g(u) du = 
LEMMA. Let w: [a, + co [x R+ -+ R+ be a continuous function such that 
w(t, 0) = 0 for all t > a and 
(*) for every continuous function u: [a, + a~ [-+ R+, cm W(S, u(s)) ds < 
+ 00 and lim,,,, u(t) = u, imply u, = 0. 
For every u,, > 0 the Cauchy problem 
24’ = -w(t, u), u(a) = u0 
has a maximal soZution u on [a, + w [and limtP+m u(t) = 0. 
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Proof. Let A be the set of all c > a such that there exists the maximal 
solution 24, on [a, c] of 
u’ = -w(t, u), u(a) = u() . (1) 
By Theorem iii.2.1 of Hartman [8] applied to the map W: R2 -P R defined by 
w(t, u) = -w(t, 1 u I) for t > a, 24 E R, 
= -4% I u I) for t < a, 24 E R, 
A # +. Therefore c, = sup A is greater than a. Let c1 , c2 be elements of A 
such that c1 < c2 . Then uC,jr. c , is a solution of (1) on [a, cI] and so, by the 
maximality of uC1 , we have ’ 1 
UC2 G UC1 
on [a, cJ. On the other hand, the maximality of uCz on [a, c2] implies (by 
the definition of maximal solution, cf. [8]): 
on [a, cl]. Therefore 
% = uc*l[,,,ll (Cl , c2 E A; Cl G c2>- 
Then we have a uniquely defined function u: [a, co [-+ Rf by 
u(t) = @c(t) (c > t; c E A). 
Obviously u is the maximal solution of (1) on [a, c,,[ (for, u is a solution, 
and if w is a solution of (1) on [a, b] C [a, c,,[, then for c E ]b, cs[ n A we have 
e, < u, = u on [a, b]). Assume c,, < + co and argue for a contradiction. 
Since u’ < 0, u is decreasing. Let J+, = lim,teO u(t). Two cases can occur: 
Case 1. y,, = 0. Then we define ~1: [a, +co[ + R+ by 
w(t) = u(t) if t<c,, 
=o if taco. 
Obviously o is a solution of (1) (by the well-known fact that limtTCO w’(t) = 
-w(cO , 0) = 0 and lim+, w’(t) = 0 implies v’(c~) = 0 = -w(cO , D(c~)). 
In order to prove that w is the maximal solution of (1) on [a, +co[, choose 
any solution w of (1) on a compact interval [u, b]. We have to show that 
w < v on [a, b]. Let (c,&~ be an increasing sequence in A converging to c, . 
For any t E [a, b] n [a, ca[ there is c,$ > t. Therefore we have 
w(t) G UC”,(t) = 44 
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and so w < u = v on [a, b] r\ [u, cO[. if b > c, , then from 
0 < w(t) < u(t) (a < t < co> 
and y0 = 0 we have 
w(co) = gy w(t) = 0. 
0 
Since w is decreasing (by w’ < 0), w(t) = 0 for all t 3 c0 . It follows w < pl 
in [cO , b], and hence w < w in [a, b]. Thus v is the maximal solution of (1) 
on [a, + oo[, which contradicts the assumption c0 < + co. 
Case 2. ye > 0. By applying Theorem iii.2.1 of Hartman [8] to the 
function W + R defined by 
cqt, u) = -w(t, j 24. I) if t > c0 , 24 E 08, 
= -(co 3 I 24 I) if t < c, , u E R, 
we get the existence of a maximal solution x of 
x’ = -w(t, w), x(co) = Yo a 
on a suitable interval [co , c, + 61, 6 > 0. Define y: [u, co + 61 + I%+ by 
r(t) = 4th if t<c,, 
= x(t), if t > co . 
To show that y is the maximal solution of (1) on [a, co + 61, let z be any 
solution of (1) on [a, b] C [a, co + 61. By considering the sequence c, t co 
as in Case 1, we get x < u = y on [a, b] n [a, co[. If b > co , then we have 
By this and the fact that x is the maximal solution of (2) on any interval 
[co P 0 c + S’] C [co, co + 61 (as shown by the argument in the beginning 
of the proof used to define u), we have z < x = y on [co, b] by [3, Theorem 
A, p. 14.61 (applied locally in order to have the boundedness of w). Thus y is 
the maximal solution of (1) on [a, co + 61, contradicting the definition of co . 
Since both cases contradict co < + co, we must have co = +CO. So, by 
the above, u is the maximal solution of (1) on [a, + OO[. Since u’ < 0, 
UC0 = l%+co u(t) exists. Since the left side of 
s t u(t) - 240 1 - 4,W) ds a 
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has a finite limit as t -+ +co, s;I’” w(s, U(S)) ds is convergent. Then (*) 
implies u, = 0. Q.E.D. 
Proof of Theorem 3. Obviously a periodic function having a limit at 
infinity is constant. Let x be a bounded solution of X’ = f (t, x). Choose 
u0 > 0 greater than 
sup II x(t) - W” and sup II x(t) - X(~)ll* 
s,t>o s,t>o 
By the above lemma, there exists the maximal solution u on [0, +co[ of the 
Cauchy problem 
u’ = -2w(u), resp. u’ = -W(U), 
u(O) = %I , 
and lim,,,, u(t) = 0. Fix s 3 0. Since I/ x( )I1 is Lipschitz (X is bounded 
and f is bounded on bounded sets), hence absolutely continuous, on compact 
intervals, the function o(t) = jl x(t + s) - x(t)l12 is absolutely continuous 
and almost everywhere we have, by Kato [9, Lemma 1.31, 
v’(t) = 2(f (x(t + s)) - f (x(t)), x(t + s) -x(t))- G --24/l x(t + s> - #)112) 
or 
G --2414t + 4 - WI) II 4 + 4 - 4)ll. 
Thus we have v’ < -2w(v) or v’ < --2~(vl/~) (v1i2) a.e. It is easily seen 
that if u 3 0 is the maximal solution of u’ = --W(U), u(0) = u. , then 
u2 is the maximal solution of 
w’ = g(w), w(0) = uo2 
with g(w) = --~w(w~~~)w~~~, w 3 0. Then by Theorem A of Cafiero [3, 
p. 1461 (applied locally in order to have the boundedness of w) we have 
v < u or v < u2 on [a, +a[. Since limtT+co u(t) = 0, for every E > 0 there 
is t, > e such that 
Therefore we have 
II x(t + 4 - WI2 < E (t > t, ; s 3 O), 
which implies the existence of limtT+m x(t) by Cauchy criterion. Q.E.D. 
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2. APPLICATION TO A PROBLEM OF BROWDER 
We apply a corollary of Theorem 1, namely, Lasota and Yorke [lo, 
Theorem 41, to solve the following open problem: 
(*) Let X be a Hilbert space, f: R x X + X continuous bounded on 
bounded sets and such that 
(9 (f (c 4 - f (c Y) I x - Y) < M II x - Y 11’ (all 4 x, Y); 
69 (f (4 4 I 4 < 0 0 E R II x II = 4; 
where M, E are constant >O. If f is p-periodic in t, then does there exist a 
p-periodic solution of x’ = f (t, x) ? 
This problem, pointed out in a conversation with F. E. Browder, arises 
in a natural way from [l]. Its interest lies on the fact that a Lipschitz map 
satisfies to (i). The following counterexample solves this problem in the 
negative even for Lipschitz functions, giving so a better value to the positive 
results of Browder [ 1, 21. 
THEOREM 4. For every E > 0 there are a function fE : l2 -+ l2 and 8, > 0 
such that fe is Lipschitz of constant < 1 + E, 
(f&) -fG(Y) I x -Y) < E II x - Y II2 (all x, 3% 
(f&4 I 4 < 0 (II x II > u 
and the autonomous equation 
3’ = f&4 
has no periodic solution of period p < 4/( 1 + l ). 
Since a Lipschitz map is bounded on bounded sets, fe satisfies all the 
requirements of (*). 
Proof of Theorem 4. We handle an example of a map without fixed 
points of Granas [6] in order to achieve our goal. We shall denote by x1 , 
x2 ) . . . , x, ,..., the coordinates of x E P. For every E > 0 let T, be the map 
T,(x) = (4 - II x II), xl , x2 v-) 
of the unit ball B(0, 1) of 12 into 22. The map T, is Lipschitzean of constant 
< 1 + E since it is the sum of the nonexpansive map (= Lipschitz of 
constant 1) 
x- (0, Xl 9 x2 Y) 
and of the map 
x - 41 - II x II)% 
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with x0 = (1, 0, O,...), which is Lipschitz of constant GE. From 
II T4x)l12 = (4 - II x II))” + f I %I I2 
n=1 
< c2 + II x II2 
< E2 + 1, 
we get that T, takes all the values in the ball B(O,6,) of center 0 and radious 
S, = (e2 + 1)1/2. Let P: l2 + B(0, 1) be the orthogonal projection. It is 
well known that P is nonexpansive, so that T, 0 P is a Lipschitz map 
Z2 ---t B(0, 6,) of constant < 1 + E. Define 
f&) = T#‘(x)) - x. 
For every x, y E l2 we have 
(f&4 -h(r) I x -Y) = (TP(4 - TP(Y) I * - Y) - II x -Y II2 
< (1 + 4 II x -Y II2 - II x - Y II2 
= E I/ x - y 112. 
For every x E 12, jj x 11 > 6, , we have 
(13) I 4 = (T2’64 I 4 - II x II2 
< 6, II x II - II x II2 
= II x II (& - II x II) 
< 0. 
We claim that the origin cannot be in the range of fc . Assume fc(x) = 0, i.e., 
x = TEP(x), and let us find a contradiction. If II x 11 < 1, then P(x) = x 
and hence from x = T,P(x) = T,(x) we have 
Xl = 4 - II x II) 
Therefore 
and x, = Xl = E(1 - II x 11) for n 3 2. 
/I x II2 = f 1 x, I2 = C ~~(1 - 11 x ll)2 = +co 
n=1 B 
by~jx/~<l,whichisimpossible.If~~x/~=l,thenP(x)=xand~/x~~=1, 
so that (by the above) x1 = 0 and x, = x, = 0, which implies x = 0, a 
contradiction. If jl x 11 > 1, then II P(x)11 = 1 and hence 
q = E(1 - II P(x)ll) = 0. 
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Moreover, 
X n = WNn-1 (n 2 3, 
where (P(x)), is the nth coordinate of P(x). Then we have 
1 < II x /I2 = f I x, I2 = 0 + II fyx)ll” < 1, 
?I=1 
which is impossible. Thus 
0 @f$“)- (3) 
Now let us choose any p ~10, 4/(1 + l )[. If x’ = fe(x) has a p-periodic 
solution x, , then only the following two cases can occur, but each one leads 
to a contradiction. 
Case 1. X~ is constant. Then x9’ = 0, so that for any t 3 0 we have 
0 = x,‘(t) = f&%@h 
which contradicts (3). 
Case 2. x, is not constant. Then Theorem 4 of Lasota and Yorke [IO] 
implies p 3 4/(1 + E), a contradiction. Q.E.D. 
3. APPLICATION TO HYPERBOLIC EQUATIONS 
From Theorem 1 we obtain the following result which applies to the 
situations offered by Cesari [4], De Simon and Torelli [5], Hale [7], Prodi [12], 
Rabinowicz [14], Torelli [16], and the references there. 
THEOREM 5. Let X be a Banach space, A C X x X, f: [a, b] x A + X 
locally Lipschitx and u a continuous olutions of 
U ml = f (Y> % %> 
which is p-periodic in x. If there exists yO E [a, b] such that u(*, yO) = const., 
then u(., y) = const. for a2Z y E [a, b]. 
In place of the local Lipschitz hypothesis, we may assume 
II.f(y, u, v) -f (y, u’, 411 <-qY)(ll u - u’ II + II v - ZJ’ II) 
with L summable. 
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Proof of Theorem 5. By Rouche and Mawhin [16, Proposition 2.8, 
Chapter iv], f is Lipschitz on the compact set K = u([O,p] x [u, b]) = 
u(R x [a, b-J). Th ere fore there exist L > 0 such that 
IIf (Y, w, 4 - f (3’7 w’, +I1 d L(II w - w’ 11 + I] v - v’ 11) (w, w’, v, v’ E K). 
Assume the following statement holds: 
(*) For any y* E [a, b], if u(., y*) G const., then there exists a right 
neighborhood V of y* such that u(., y) = const. for all y E V n [y*, b]. 
Let B = {y E [y,, , b] / u(., y) = const.} and /3 = sup B. There is a 
sequence (y,)t=r in B converging to /I. Let c, be the constant value of u(., m). 
For every x we have 
u(x, /3) = lip 24(x, yn) = IiF c, 
and hence u(., /3) = const. Therefore, by (*), we have /3 = b. This shows 
that for any equation v,, = g(y, v, a,) with g Lipschitz, if a solution v has 
the property v(., y,,) = const. for some y,, , then v(., y) = const. for all 
y E [yO, b]. We use this result to prove that a(., y) = const. also for all 
y E [a, y,]. Define g: [a, y,,] x K + X by 
g(y, z, w) = -f (a + yo - y, x, 4. 
Obviously v(x, y) = U(X, a + y. - y) is a solution of vzl/ = g(y, v, et,) with 
v(., a) z const. Then the above result implies v(., y) = const. for all 
y E [a, yo], which means u( ., y) = const. for all y E [a, yo]. 
To prove (*), assume there is no right neighborhood v of y* such that (*) 
holds. Then there exists a sequence (yn)~SI in ]yo , b] converging to y* such 
that 
u(., yn) + const. (n > 1). (4) 
Fix n > 1 and y E [y. , y,J. For every s < t we have 
e s y L(llu(4 4 - u(s, 4 + II %a 4 - %(S> 4l) fk %I* 
(by mean value theorem) 
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(by Gronwall lemma). 
Applying Theorem 1 to v(t) = u,(t, y) and 
we get 
u(t) = (m - y*)LeL(‘“-‘*) - Ovid II ~(6, Oll4 . 
y*scsyfl 
P sty I/ u,(4 r>ll < (m - Y*> LeL(y+*) =J;~ II d5,5)ll$- . 
Y*SLSffn 
This being true for ally E [r*, y,J, we have 
Since %(., y,J f 0 by (4), we can divide by sup II zl%(t, y)ll and we get 
p >, 4/(m - y*) LeL(‘*+*). 
Letting ?t + + co we have p + + co, which is impossible. Therefore the 
wanted right neighborhood must exist. Q.E.D. 
4. APPLICATION TO PARABOLIC EQUATIONS 
From Theorem 3 we obtain the following result. Concerning its applications 
we note that Prodi [13] investigates the existence of periodic solution sub- 
jected to the boundary condition 
up, a) = 0 = u(t, b) (all t). 
THEOREM 6. Let X be a Hilbert space, A C X and f: [a, b] x A -+ X 
continuous uch that 
(f(% 4 -f(% 4 Iv - 4 < ---Mu fI - wl12 (all X, V, w) 
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where M is a constant >O. Let 01 > 0 and j3 E R. If u is a solution of 
ut = wvz + P% + f (x9 4 
such that u(. , x) is p-periodic for all x, u,, is continuous and u(t, a) = 0 = u(t, b) 
for all t, then u(., x) = const. for every x. 
Proof. Let B be the set of all v E C2([a, b], X) such that v(u) = 0 = v(b), 
II v Ilm < II u IL , II v’ Ilm d II u, /Ia and II 0” IL < II u,, /Im (II u IIn0 ,..., II u,, IL 
being taken with respect to both variables). Let Y = L2([a, b], X) and let 
y:lR-+Y,F:BCY-+Ybethemapsdefinedby 
y(t)(x) = up, 4, (F(v)(x) = av”(x) + Bv’(x> + f (x, v). 
It is easily seen (using mean value theorem, Lebesgue convergence theorem 
and the obvious relations (d/dx) y(t)(x) = uZ(t, x), (d2/dx2) y(t)(x) = u,,(t, x)) 
that y is a strongly differentiable function R’ -+ (Y, I/ llL2) with 
r’(t) = FCYW 
Therefore y is a p-periodic, strong solution of the autonomous equation 
y’ = F(y) in Y. For every V, w E B we have 
= 
.r 
ab +a”(~) - w”(s) 1 v(s) - w(s)) ds 
+ s” B(W) - w’(s) I v(s) - w(s)) ds 
a 
+ j-” (f (s, v(s)) - f (s, w(s)) I ~(4 - 44) ds a 
< -ff s.” II v’(s) - w’N12 ds + j”” (f (s, v(s)) - f (s, w(s)) I v(s) - w(s)) ds 
a 
(after integrating the first addendum by parts, 
we used the vanishing property of v and w twice) 
G I ,” (f (s, v(s)) - f (s, w(s)) I v(s) - w(s)) ds 
< -M 
I 
b /I v(s) - w(s)l12 ds 
a 
= -M 11 v - w I&. 
By this and the boundedness of F, Theorem 3 implies the constancy of y. 
Q.E.D. 
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