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1. Bevezetés
A mélységérzetet visszaadó képmegjelenítés hosszú
múltra tekint vissza, hiszen az elsô 3D technikát, a szín-
szûréses, más néven anaglif szemüveges módszert már
több mint 160 éve, 1853-ban dolgozta ki Wilhelm Roll-
mann. Azóta számos eljárás és technológia látott nap-
világot, melyek népszerûsége erôsen ingadozott az év-
tizedek folyamán. Az elmúlt néhány évben az otthoni 3D
TV-k elterjedésének lehettünk tanúi, azonban a kezde-
ti, erôs marketinggel fûtött lelkesedés mára alábbha-
gyott. Igazán nagy áttörés tehát most sem született. A
színszûrôs módszert felváltotta a polárszûrôs és aktív-
záras megoldás, azonban a kényelmetlenséget jelentô
szemüveg használata továbbra is nélkülözhetetlen. Az
igazi, maradandó áttörés a 3D televíziózás területén ak-
kor várható, ha sikerül szemüveg nélkül is mélységér-
zetet visszaadó képmegjelenítést megvalósítani. Ha-
sonló folyamatokat láthattunk a mozi esetén is, azon-
ban ott a szemüveg okozta kényelmetlenséget jobban
tolerálják a nézôk.
A 3D megjelenítés tökéletesítése folyamatos moti-
vációt ad a kutatóknak és a fejlesztômérnököknek. Ma
már megjelentek olyan szemüveg nélkül is nézhetô 3D
kijelzôk prototípusai, mely reményeink szerint már va-
lóban meghozzák az áttörést. Az új technológia a sok-
kamerás felvételeken és a tetszés szerint nézôpont elô-
állításon alapul.
A 3D videó új generációja a Free Viewpoint Video
(FVV), melynek lényege, hogy felhasználók interaktív
módon változtathatják a megjelenített nézôpontot, aho-
gyan például a 3D számítógépes grafika esetén már meg-
szokhattuk. A legfôbb különbség azonban az, hogy míg
az utóbbi esetén 3D modelleket alkalmazunk, a FVV ese-
tén valós kamerák képét használjuk a képszintézishez.
Akár apró nézôpont elmozdulásokat is kezelni kell a rend-
szernek, például a nézô fejének mozgását követve. Rá-
adásul, a perspektíva változása folyamatos, így valósi-
dejû képszintézisre van szükség minden egyes nézô
számára. Az egyedi nézôpontok elôállításához több nagy-
felbontású kamera képe szükséges, melyek IP-hálóza-
ton való továbbítása a FVV képszintetizáló egységhez
újabb nehézséget jelenthet, fôleg abban az esetben, ha
maga a felhasználó eszköze végzi ezt a feladatot. Az
elôállított kép minôsége annál jobb, minél közelebb he-
lyezkednek el egymáshoz a kamerák, vagyis minél több
kamerát alkalmazunk. Ugyanakkor, a nagyszámú kame-
rakép átviteléhez jelentôs átviteli kapacitásra van szük-
ség, ami hatékony átviteli megoldások nélkül nem len-
ne megvalósítható, hiszen a megnövekedett forgalom
gyorsan túlterhelné a hálózatot. A hálózati kérdéseken
túl természetesen a szemüveg nélküli kijelzô is fontos
szerepet játszik. Míg egyes megoldások perspektíva-
függô 2D megjelenítést támogatnak, ma már megjelen-
tek olyan szemüveg nélküli 3D kijelzôk prototípusai, me-
lyek valós mélységérzetet keltenek. Utóbbiban a buda-
pesti székhelyû Holografika Kft. úttörô szerepet játszik.
A FVV iránti érdeklôdés folyamatosan növekszik, hi-
szen ez a technológia már valóban meghozhatja az át-
törést a 3D videózás területén. Számos újszerû alkal-
mazás megjelenését is várhatjuk az technológiától, ilyen
például az IPTV alapokon mûködô Free Viewpoint Tele-
vision (FTV). Az alkalmazott mûszaki megoldás hason-
ló lehet a mai IPTV rendszerekhez, annyi különbséggel,
hogy egy csatornához nem egy videó folyam tartozik,
hanem akár több tíz is. A másik fontos különbség, hogy
minden felhasználó egyedi perspektívából nézi a meg-
jelenített tartalmat. Mivel a technológia még kutatási
szinten van csupán, több egymással versengô megol-
dásról lehet olvasni, akár az átviteli megoldások, akár
a megjelenítés terén.
Hasonlóan a hagyományos médiakommunikációs
rendszerekhez, a kamerákkal rögzített videótartalom szá-
mos folyamaton halad keresztül, mire a felhasználó ké-
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A 3D multimédia folyamatos fejlôdésen megy keresztül napjainkban, melynek legújabb irányzata a FVV (Free Viewpoint Video). 
A technológia lehetôséget ad a felhasználónak, hogy valós idôben tetszôleges nézôpont alapján jelenítsék meg a videótartalmat.
Tetszôleges nézôpontok elôállítása képszintetizáló algoritmus segítségével történik, amely sokkamerás felvételeken alapszik. 
Az új szolgáltatás megvalósításához számos részfeladatot kell megoldani, a képrögzítés, tömörítés, átvitel, képszintézis 
és megjelenítés területén. A cikk ezt a folyamatot hivatott áttekinteni. 
Ha a folyamatlánc minden eleme hibátlanul és kimagasló módon képes mûködni, csupán akkor várhatjuk, hogy a tartalom 
elôállítók is támogassák a technológiát, melytôl most valóban nagy áttörést várunk a 3D videózás területén.
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szülékén megjelenítésre kerül. A folyamat természete-
sen a tartalom elôállításával, illetve rögzítésével kezdô-
dik, majd a tömörítési eljárások segítségével az átvitel-
re és tárolásra alkalmas formátumba való alakítással
folytatódik. A következô feladat a tömörített tartalom fel-
használóhoz való továbbítása vezetékes és vezeték nél-
küli hálózatokon, ezt követôen pedig dekódolás, virtuális
nézôpont szintézise, majd megjelenítés. Meg kell emlí-
teni, hogy a képszintézis (renderelés) funkciót több he-
lyen is meg lehet valósítani, nemcsak a felhasználó esz-
közén, így például egy központi médiaszerveren vagy
akár elosztott módon is.
A cikk következô szakaszaiban a FVV/FTV tartalom
elôállítás, tömörítés, átvitel és megjelenítés módszere-
it tekintjük át. 
2. Többkamerás felvétel
A 3D tartalom elôállításának több módja is létezik, mely
alapulhat 3D hálómodelleken, kamerafelvételeken, il-
letve ezek kombinációján. A képalkotási módszereket
ábrázoljuk akár egy egyenes mentén is, ahogyan az 1.
ábra mutatja [1].
1. ábra  FVV képalkotási módszerek
A geometria alapú 3D háló modellezési módszert már
régóta alkalmazzák a számítógépes grafikában. A mo-
dellezés elônye, hogy a felépített virtuális világban a fel-
használó tetszôleges nézôpontot választhat magának,
bármiféle megkötés nélkül. A módszer hátránya, hogy
nagy a számításigénye és a valós világ megfelelôen rész-
letes modellezése még várat magára. 
A másik irányzat a Ray-Space vagy
Light Field módszer [2], mely valós ka-
meraképeket használ és a virtuális né-
zôpontban lévô képet a szomszédos
képekbôl interpolációval állítja elô. A
kamerák elhelyezkedésétôl függôen
két vagy három kamera képére van
szükség a tetszôleges nézôpont elô-
állításához. A nézô egy szûkebb tér-
részben választhatja ki a nézôpontját,
azonban a szintetizált képek szinte meg-
k ülönböztethetetlenek lehetnek a való-
ságtól. A módszer hátránya, hogy na-
gyon sok kamerára van szükség, ami-
nek következtében hatalmas adatmennyiséget kell fel-
dolgozni, illetve szükség esetén továbbítani.
A két szélsôséges megoldás között azonban vannak
más lehetôségek is, ahogy azt az ábra is mutatja. A v a-
lós környezet rögzítésére használt másik módszer a ha-
gyományos kamerák mellett mélységkamerákat is al-
kalmaz: MVD (Multivew Plus Depth) [3]. Az MVD megol-
dás elônye, hogy nagyobb távolságokra lehet elhelyezni
a kamerákat, így kevesebb eszközre van szükség, mint
a Light Field esetén. Mélységkamerák pedig ma már ol-
csón hozzáférhetôk, pl. Kinect, Wii.
A többféle módszerhez különbözô felvétel, feldolgo-
zás és adatstruktúra tartozik. Mindegyiknek van elônye
és hátránya, így minden egyes megvalósításnál meg kell
fontolni, hogy éppen melyik megoldást érdemes hasz-
nálni a legjobb élmény érdekében.
Természetesen a kamerák száma és elhelyezése meg-
köti a virtuális perspektíva tartományát. A legegysze-
rûbb elrendezés, ha a kamerákat egy egyenes mentén
(pl. sín) helyezzük el, azonban a kamerák telepítése tör-
ténhet síkon, rácspontos elrendezésben, vagy akár ku-
polaszerûen is.
3. Multiview Video Coding
A hálózati rendszerek korlátozott kapacitá-
sai túl szûkösek ahhoz, hogy nagyszámú ka-
mera- és mélységképet lehessen a hálózat
túlterhelése nélkül a felhasználóknak továbbí-
tani. Míg a hagyományos 2D videókódolási
eljárások a képkockák közötti jelentôs re-
dundanciát használják ki, addig az új több-
kamerás videó tömörítô eljárások a térbeli
hasonlóságon is alapszanak. A Multiview Vi-
deo Coding (MVC) eljárás a különbözô kame-
raképek között fellelhetô jelentôs hasonló-
ságot próbálják meg kihasználni azzal, hogy
együtt kódolják a kamerák képeit. A mód-
szer már a H.264/AVC szabvány része [4], amely jelen-
leg a leghatékonyabb tömörítési módja egy többkame-
rás videónak, de akár sztereoszkóp felvételek tömöríté-
sére is kiválóan alkalmas. Az MVC mûködését a 2. ábra
mutatja be.
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2. ábra  Multiview Video Coding
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Mélységképet és videóképet tartalmazó Free View-
point Video esetére az MPEG-C Part 3 [5] szabvány tar-
talmaz megoldást, azonban ezen a téren még folynak
kutatások. A mérések alapján a mélységinformáció kb.
10-20%-kal növeli a szükséges sávszélességet az átvi-
tel során [6].  
4. FVV streaming
A hatalmas adatmennyiség hálózaton való továbbítása
nehézséget okoz, melynek kezeléséhez érdemes átte-
kinteni, hogy milyen videófolyamokat kell kezelni. Az
átvitelt két nagy szakaszra bonthatjuk: kamera-képszin-
tézis és képszintézis-felhasználó közötti szakasz. Az
elsô szakaszban a kamerák és mélységérzékelôk ké-
peit kell továbbítani, a második szakaszban pedig a fel-
használók által igényelt egyedi nézôpontokhoz tartozó
képeket. Kulcsszerepet játszik tehát a képszintézis he-
lye a FVV architektúrában (3. ábra), melynek alapján
három modellt különböztethetünk meg [7]: 
(i) médiaszerver alapú, 
(ii) kliens alapú és 
(iii) elosztott (proxy) modellt.
A médiaszerver alapú képszintézis esetén a kame-
rák képeibôl helyben történik a virtuális nézôpont elô-
állítása, majd az egyedi videófolyamok a hagyományos
módon, streaming protokollok (RTP/UDP, MPEG-TS) se-
gítségével, kerül továbbításra. Annak érdekében, hogy
a szerver tudja, mely egyedi nézôpontokat kell létrehoz-
nia, folyamatos vezérlôinformáció átvitelre van szükség
a felhasználótól a szerver irányába. Mivel minden elô-
állított videófolyam egyedi, multicast megoldás nem al-
kalmazható a forgalom csökkentésére. Nagyszámú fel-
használó szintén gondot jelenthet, hiszen a képszintézis
rendkívül erôforrásigényes feladat, ami túlterhelheti a
szervert. A skálázhatósági prob-
lémák miatt a médiaszerver alapú
képszintézis csupán alacsony fel-
használószám esetén javasolt. 
A második lehetôség a kliens
alapú nézôpont elôállítás, mely-
nek feltétele, hogy a szükséges
k ameraképek a felhasználó esz-
közhöz eljussanak, ahol az igény
szerinti, egyedi nézôpont elôállí-
tásra kerül. A megoldás elônye,
hogy nem kell vezérlôinformáció-
kat továbbítani a hálózaton, így a
késleltetést is alacsonyabb szin-
ten lehet tartani. Hátrányt okozhat azonban a hatalmas
adatforgalom, hiszen minden felhasználóhoz legalább
két kameraképet kell eljuttatni, de adott esetben akár
hármat vagy négyet is. Több kameraképre akkor lehet
szükség, ha síkbeli kameraelrendezést alkalmazunk,
ami egyben nagyobb mozgásteret ad a felhasználó né-
zôpontjának. A másik eset az új kameraképeket igénylô
nézôpontváltozás felgyorsítása esetén lehetséges. Ha
meg tudjuk becsülni, mely kamerákra lesz szüksége a
nézônek a közeljövôben, akkor ezek elôtöltésével ha-
tékonyabban fedhetôk el a kameraváltások okozta meg-
szakadások. A kliens alapú nézôpont elôállítás egyik
elônye, hogy a hálózaton a valós kameraképeket kell to-
vábbítani, melyek esetén a multicast routing hatékony
forgalomcsökkentést eredményezhet. Ez a módszer
nagyszámú felhasználó esetén jó választás.
Végül, a harmadik lehetôség, ha elosztott módon szol-
gáljuk ki a felhasználókat. A nézôpont elôállítás ebben
az esetben több proxy szerveren történik. A valós ka-
merák képeit a proxy szerverekhez kell eljuttatni, majd
onnan már az egyedi videófolyam továbbítása történik.
Ez a módszer akkor hatékony, ha felhasználó eszköze
nem rendelkezik elegendô számítási kapacitással a kép-
szintézis elvégzésére, ugyanakkor a nagyszámú fel-
használó kiszolgálása pedig skálázhatósági problémát
jelentene a központ médiaszerver számára. A proxy
szerver, il letve médiaszerver általános modelljét a 4.
ábra mutatja.
A proxy szerver és kliens szerver alapú megoldásnál
a multicast továbbítási mód mellett további forgalom-
csökkentést tudunk elérni, ha fölösleges kameraképe-
ket nem továbbítunk a képszintetizálást végzô eszköz-
nek, csupán azokat, melyekre valóban szüksége van,
vagy szükséges lehet a közeljövôben.
HÍRADÁSTECHNIKA
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3. ábra  FVV streaming modellek
4. ábra  Proxy/média szerver felépítése
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5. Nézôpont elôállítás, képszintézis
Számos 3D technológia elérhetô manapság, melyek kö-
zül a Light Field Rendering (LFR) [8] és Depth Image Bas-
ed Rendering (DIBR) [9] technológiát érdemes kiemelni.
A LFR technológia tisztán kép alapú képszintézis tech-
nológia, mely a kameraképek különbözô módszerek
alapján történô interpolálásával hozza létre a kívánt né-
zôponthoz tartozó képet.
DIBR esetén a színes kameraképek és mélységké-
pek felhasználásával történik a virtuális nézôpont elô-
állítása (5. ábra). 3D térre vetített pontokat a virtuális
k amera képére vetítjük, így elôállítva a virtuális nézô-
pontot. Ezt a 2D-3D, majd 3D-2D transzformációt „3D
image warping” technikának nevezik a számítógépes
képalkotásban. Ha a szintetizált nézôpont sokkal távo-
labb helyezkedik el, mint az eredeti kamerakép, úgy kép-
hibák jelenhetnek meg abból fakadóan, hogy a rend-
szernek nincs információja a tér azon pontjairól. Ilyen
hibák keletkezhetnek akkor is, ha a mélységkép nem
pontos, ez pedig gyakran elôforduló hiba. A hibák elfe-
déséhez különbözô algoritmusok léteznek [10].
6. Megjelenítés
A 3D tartalom megjelenítésére különbözô eszközök lé-
teznek, melyek közül a legegyszerûbb a hagyományos
2D kijelzôk alkalmazása, annyi módosítással, hogy a
megjelenített nézôpont a nézô igényei szerint kerül meg-
jelenítésre. Ezzel a módszerrel találkozhatunk például
a számítógépes játékok, 3D modellezô szoftverek ese-
tén. Az LFR, illetve DIBR képszintetizáló algoritmusok
segítségével azonban már élô, képalapú nézôpont elô-
állítás valósítható meg. A 2D kijelzô alkalmazásával a
perspektívakövetés ugyan megvalósítható, de igazi mély-
ségérzet mégsem adható vissza.
Valós mélységérzetet és szabad nézôpont választást
támogató kijelzôk közé tartoznak a virtuális sisakok.
Annak ellenére, hogy ma már alacsony késleltetésû és
nagy felbontású eszközök állnak rendelkezésre, vise-
lésük kényelmetlen. Speciális igények esetén és 3D já-
tékokra megfelelnek ezek a megjelenítôk, de a hétköz-
napi médiafogyasztásra alkalmatlanok.
Szerencsére kezdenek megjelenni olyan kijelzôk is,
melyek nem igényelnek speciális szemüveget vagy si-
sakot, ugyanakkor a perspektívakövetés mellett mély-
ségérzet is adnak. A Light Field kijelzôk mûködésének
alapját a fénysugarak irányszûrése adja. A hagyomá-
nyos kijelzô képpontjait elhagyó fénysugár a tér min-
den irányába haladhat, míg a 3D kijelzôk esetén csupán
megadott térszögben történhet a sugárzás, mint ahogy
a magyar vonatkozású HoloVizio [11] megjelenítô is te-
szi. A módszer segítségével elérhetô, hogy a megjele-
nített objektum olyan hatást adjon, mintha az a képernyô
síkja elôtt vagy mögött helyezkedne el, ahogy a 6. ábra
szemléleti.
Az áttörést hozó kijelzôk ma már megvásárolhatók,
azonban még jelentôs fejlôdésen kell átesniük ahhoz,
hogy a mindennapjaink részévé váljanak. Emellett az-
zal is tisztában kell lennünk, hogy a kijelzô önmagában
semmit nem ér, ha nincs hozzá tartalom.
7. Összefoglalás
A 3D multimédia folyamatos és gyors fejlôdésen megy
keresztül napjainkban, melynek legújabb irányzata a Free
Viewpoint Video szolgáltatás. Az új technológia lehetô-
séget ad a felhasználónak, hogy valós idôben tetszôleges
nézôpont alapján szemlélje a videótartalmat. A rendszer
alapja, hogy több kamera által rögzítik a jelenetet, majd
a kameraképekbôl az alkalmas képszintetizáló algorit-
mus segítségével tetszôleges nézôpont állítható elô. A
szolgáltatás megvalósításához számos részfeladatot kell
megoldani, a képrögzítés, tömörítés, átvitel képszintézis
és megjelenítés területén. Ha a folyamatlánc minden ele-
me hibátlanul és kimagasló módon képes mûködni, csu-
pán akkor várhatjuk, hogy a tartalomelôállítók is támo-
gassák a technológiát, melytôl valóban a nagy áttörést
várunk a 3D videózás területén.
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5. ábra  Kamerakép és mélységkép
6. ábra  Mélységérzet 3D kijelzôn
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A szerzôrôl
HUSZÁK ÁRPÁD a Budapesti Mûszaki és Gazdaságtudo-
mányi Egyetemen szerezte villamosmérnöki oklevelét
2003-ban, majd 2010-ben védte meg PhD fokozatát a BME
Híradástechnikai Tanszékén, IP-alapú multimédia szolgál-
tatások témakörben. A Hálózati Rendszerek és Szolgálta-
tások Tanszéken (korábbi nevén Híradástechnikai Tanszé-
ken) 2010-tól adjunktusként dolgozik a Multimédia Háló-
zatok és Szolgáltatások Laboratórium (MEDIANETS) tag-
jaként. Kutatási területe a multimédia kommunikáció.
Számos munkája jelent meg az újfajta transzport protokollok (UDP-lite,
DCCP, SCTP) média-átviteli teljesítményének vizsgálata témakörében. Mun-
kája során a vezeték nélküli környezet, videó minôségre gyakorolt hatását
kutatja. Az elmúlt néhány évben a 3D és Free Viewpoint Video átvitel okoz-
ta nehézségek kerültek kutatásának fókuszába.
HÍRADÁSTECHNIKA
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