Abstract. A famous result of Orey and Taylor gives the Hausdorff dimension of the set of fast times, that is the set of points where linear Brownian motion moves faster than according to the law of iterated logarithm. In this paper we examine what happens to the set of fast times if a variable drift is added to linear Brownian motion. In particular, we will show that the Hausdorff dimension of the set of fast times cannot be decreased by adding a function to Brownian motion.
Introduction
Let B(t) be standard one-dimensional Brownian motion with B(0) = 0. In 1974 Orey and Taylor [OT74] studied the so-called fast points of Brownian motion. That is, for a given a > 0 a time t ∈ [0, 1] with lim sup h↓0 |B(t + h) − B(t)| 2h log (1/h) ≥ a is called an a-fast time of linear Brownian motion. By the law of iterated logarithm follows that the set of a-fast times has Lebesgue measure zero. Therefore, to quantify how often these a-fast times occur we use Hausdorff dimension. Orey and Taylor [OT74] showed for every a ∈ [0, 1], dim t ∈ [0, 1] lim sup h↓0
|B(t + h) − B(t)|
2h log (1/h)
almost surely. Khoshnevisan and Shi ([KS] ) extended Orey's and Taylor's results [OT74] in several different ways. One of which is the intersection of the set of fast points with the zero set of Brownian motion. Theorem 1.1 ( [KS] ). Let Z(B) := {t ∈ (0, 1]|B(t) = 0}. For every a ∈ (0, 1] dim t ∈ Z(B) lim sup h↓0 |B(t + h) − B(t)| 2h log (1/h) ≥ a = max 1 2 − a 2 , 0 almost surely.
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In the present note we will first give some general remarks on fast times of Brownian motion with variable drift, see section 2. We can extend the result of Orey and Taylor by adding a continuous function f to Brownian motion and giving a general lower bound on the Hausdorff dimension of the set of afast times. In particular, this theorem implies that by adding a function to Brownian motion the Hausdorff dimension of the set of a-fast times cannot be decreased. An example of a function f where the dimension of a-fast times is strictly greater than 1 − a 2 is given in the next section (see Proposition 2.2 and the subsequent example). The following result is an upper bound analogue of Theorem 1.1 for 1/2-Hölder continuous functions added to one-dimensional Brownian motion. Note that the Hausdorff dimension of the zero set of the latter is 1/2, see Corollary 1.7 of [ABPR] . Theorem 1.3. Suppose f : R + → R is a 1/2-Hölder continuous function,
We will prove the upper using the method of [KS] in section 3 . A general lower bound for continuous functions can be given as well.
with positive probability.
Some first remarks on fast times of Brownian motion with variable drift
By the Cameron-Martin theorem (see Theorem 1.38 in [MP] or Theorem 2.2 in Chapter 8 in [RY] ) we see that the Theorem of Orey and Taylor, see (1) , holds as well if we replace Brownian motion by a function f added to Brownian motion where f is in the Cameron-Martin space D(I) (integrals of functions in L 2 (I)). We will show that the same holds for any function f which is locally 1/2-Hölder continuous. Because all functions in D(I) are 1/2-Hölder continuous, this is a stronger statement than the one implied by the Cameron-Martin theorem.
Corollary 2.1. Let f : R + → R be a locally 1/2-Hölder continuous function and let X(t) := B(t) − f (t). Then, for every a
Proof. By the definition of 1/2-Hölder continuity and the triangle inequality we get that for every t ≥ 0,
Note that the statement of corollary 2.1 also holds if f is not locally 1/2-Hölder continuous on a countable subset of R + .
A natural question to ask is if we can perturb linear Brownian motion by a function such that the Hausdorff dimension of the set of a-fast times differs from the result (1). The following proposition gives a positive answer. Also, this is an example for a function such that a strict inequality holds in Theorem 1.2 (for some a). More examples are given below.
Note here that − log 2 log γ is also both the Hausdorff dimension of the Cantor set and the Hölder exponent of the Cantor function.
Proof. For n > 0 we call the n-th approximation of the Cantor set C γ,n , C γ,n the set of all connected components of C γ,n , and f γ,n the corresponding n-th approximation of the Cantor function, see e.g. [ABPR] , section 3 for precise definition. Take an arbitrary γ < γ 1 < 1/4. There is an n 0 > 0 such that n≥n 0 (2
1 /2] and define the set M n 0 = n≥n 0 0≤k≤2 n J k,n . Take t ∈ C γ \f −1 γ (M n 0 ) and any s = t in the same connected component of the interior of C γ,n 0 . The largest integer ℓ such that both s and t are contained in the same interval of C γ,ℓ sat-
and |s − t| ≤ γ ℓ . We see that t satisfies lim sup
with β = log γ 1 2 log γ < 1/2. Hence, t is an a-fast time of the process X γ . Because n≥n 0 (2 √ γ 1 ) n ≤ 1/2 note that for every n holds Note that there are functions such that for all a > 0 the Hausdorff dimension of the set of a-fast times of these functions added to Brownian motion is 1 almost surely. For instance, Loud in [Loud] constructed functions which satisfy a certain local reverse Hölder property at each point (see also the construction in [MP53] ). These functions are defined as g(t) = ∞ k=1 g k (t) where g k (t) = 2 −2Aαk g 0 (2 2Ak t), for 0 < α < 1, a positive integer A such that 2A(1 − α) > 1, and a continuous function g 0 which has value 0 at even integers, value 1 at odd integers and is linear at all other points. It holds that there is a positive constant c such that |g(t + h) − g(t)| > ch α for infinitely many arbitrarily small h > 0 (see Theorem of [Loud] ). Therefore, if we choose α < 1/2, then for every
For fractional Brownian motion Khoshnevisan and Shi ([KS] ) proved the following analogue result to (1).
As before we can extend this result. 
Proof. Analogously to the proofs of Corollary 2.1 and Proposition 2.2.
As we have already mentioned, Khoshnevisan and Shi ([KS] ) also looked at the intersection set of a-fast times and the zero set of Brownian motion (see 1.1). Unfortunately, it is not known whether an analogue statement holds for fractional Brownian motion. (The proof cannot be adapted for fractional Brownian motion with H = 1/2 since the increments of the process are not independent.)
Theorem 1.3: Upper bound
First we denote the set of a-fast times for every a ∈ (0, 1] by F (a), that is
By the proof of corollary 2.1 we see that,
Further we define for every a ∈ (0, 1] and h > 0,
Then, for all 0 < b < a, we have that
for any β, η > 1, all j ≥ 1, and every integer 0 ≤ k < β ηj . For all t ∈ F(b, δ) it holds for δ < h < 1 with
It follows t ∈ F(bβ −1/2 , β 1−j ). We fix β, η > 1, θ ∈]0, 1[, then we get for any integer i ≥ 1,
f is a 1/2-Hölder continuous function, that is |f (t) − f (s)| ≤ c 0 |t − s| 1/2 for some c 0 > 0 and all s, t ∈ [0, 1]. Now we will bound the probability of the event |B(kβ −ηj ) − f (kβ −ηj )| ≤ c 1 ηjβ −ηj log(β) from above with c 1 := max{2c 0 , 2 √ 2}. By the scaling property of Brownian motion we get,
We obtain 0 ≤ |f (kβ −ηj )|k −1/2 β ηj/2 ≤ c 0 . By symmetry and the unimodality property of the normal distribution, we get that
Also, note that by Levy's modulus of continuity there exists a finite random variable K, depending on η and β, such that for all j ≥ K almost surely
The next step is to show that this is a good covering. With (3) we get, for any γ > 0,
where we used the independence of increments of Brownian motion in the last step.
In order to bound P(I η k,j ∩ F(θaβ −1/2 , β 1−j ) = ∅) from above we will need the following Lemma.
Lemma 3.1 (see Lemma 3.1. of [KS] ). For all b > 0, 0 < ε < 1, η > 1, and all β > 1, there is a 2 ≤ J < ∞ depending on ε, η, b and β such that for all j ≥ J and all k ≥ 0,
Hence, we obtain that for all µ ∈]0, 1[ there is a ∞ > J ≥ 2 depending on µ, η, a, β and θ such that for j ≥ J and all k > 0, P(I η k,j ∩ F(θaβ −1/2 , β 1−j ) = ∅) is bounded from above by β −θ 2 a 2 β −1 (1−µ)(j−1) . Note that β −θ 2 a 2 β −1 (1−µ)(j−1) ≤ β −θ 2 a 2 β −2 (1−µ)j for large enough j. Thus, for large enough i,
By letting µ ↓ 0, θ ↑ 1, β ↓ 1 and η ↓ 1 the claim follows.
4. Proof of Theorem 1.4
In order to prove Theorem 1.4 we will give a proof of the following theorem which is an analogue of Theorem 8.1. of [KS] . The statement of Theorem 4.1 might be of independent interest.
is non-empty with positive probability.
Now the lower bound of Theorem 1.4 follows using the following stochastic codimension argument. For a random set M ⊂ R + the upper stochastic codimension codim(M ) is defined by the smallest value γ such that for all Borel measurable sets G with dim(G) > γ holds that P(G ∩ M = ∅) > 0. Then codim(M ) + dim(M ) ≥ 1 with positive probability, see [Kho02] , p. 436 and also [Kho03] , p. 238.
In order to prove Theorem 4.1 we need some technical lemmas. First we give some definitions. For η > 0 and an atomless probability measure µ, call
Further, define for h > 0
, and
The first lemma is a version of the famous Frostman's lemma.
Lemma 4.2 (Frostman, cf. [Kah] , p. 130). Let η > 0, and let E ⊂ [0, 1] be Borel measurable set satisfying η < dim(E), then there is an atomless probability measure µ on E for which A η (µ) < ∞.
Lemma 4.3 ([KS], Lemma 8.2).
Let µ be an atomless probability measure on a compact set E ⊂ [0, 1], and for h > 0 and η > 1/2,
Proof of Theorem 4.1. First, for h > 0 we define the two sets
and
Now for an atomless probability measure µ on E let
Since µ is a probability measure on the set E ⊂ [0, 1] it follows 1
In the following we will denote the event B(s
For h > 0 and s ∈ [0, 1], there are constants C 1 > 0 and C 2 > 0 (only depending on max x∈[0,1] |f (x)|) with
Note that, by the independence of increments of Brownian motion,
Applying 4 we get
We fix an h ′ > 0, then there is a constant c 1 > 0 (depending on max
Later we will apply the second moment method to J µ (h, a). Therefore, we need to bound the second moment of J µ (h, a) from above.
where
First, we will estimate T 1 , note that
Take a t ∈ [h, 1] and an s ∈ [0, t − h]. Then we have s ≤ s + h ≤ t and,
Since B(t − s − h) is normally distributed we know by the unimodality property of the normal distribution that,
Hence, we get for T 1 that,
Now, by applying (4),
with some positive constant c 2 (depending on max x∈ [0, 1] |f (x)|). Further, we get
where the last step follows from Lemma 4.3, with η > 1/2. The next step is to estimate T 2 . Again, we use the unimodality argument as before. For all t ≥ s and h > 0,
Now we can use the same calculations as in [KS] , p.413 to bound T 2 from above. For the sake of completeness we perform them in the following. With (4) we get that,
Therefore, with (6), (7) and (8) we can now bound E(J 2 µ (h, a)) from above. There is a constant c 3 > 0 such that
where Φ =
2 )du. The next step is applying the second moment method. First, we define the four sets,
2s log (1/s) < −a ,
, then there is an atomless probability measure µ on E with A η (µ) < ∞. Fix such a measure µ and an η such that a 2 + 1/2 < η < dim(E). By the Paley-Zygmund inequality,
. Using the fact that
2 ) (see for instance [MP] , Lemma 12.9), we see that Φ ≥
. Now, for small enough h and some positive constant c 4 we get
goes to 0 as h goes to 0, it follows that there is a number ρ depending on η for small enough h with lim inf h→0
Observe that for every
is an open subset of [0, 1] . We can apply Lemma 4.4 since codim(G(a, h) ∩ Z h (X)) ≤ dim(E) for all small enough h > 0). It follows that
5. Proof of Theorem 1.2
We will need some notation first. J is called limsup fractal since 1 J = lim sup m→∞ 1 Jm . In order to prove Theorem 1.2 we will show a lower bound on the Hausdorff dimension of a certain limsup fractal. For more on this method see for instance [MP] . Now we want to show that the set J associated with this family of random variables {L(I), I ∈ F } is contained in a set of points fulfilling that at least "half of the points" are a-fast times. Then, a lower bound of the Hausdorff dimension of the set of J is also a lower bound of the set of a-fast times of the process X.
Note that there is a constant c 1 > 0 such that for all s, t ∈ [0, 2] with |s − t| ≤ h ′ with random h ′ > 0,
almost surely (see Theorem 1.12 of [MP] ). Let t ∈ J and also t ∈ I = [t I , s I ] ∈ F m with L(I) = 1. Then, by the triangle inequality it follows
Now we see that for m (larger than some random m ′ > 0 and) large enough such that aǫ 2m log(m −1 2 m ) ≥ 2c 1 √ log 2 m the following inequalities hold,
This event happens for infinitely many m's. Therefore, t is an a-fast time of B.
Further, we define a processB depending on the Brownian motion B by tossing a coin,B = B, with probability 1/2, −B, with probability 1/2.
If the time t is an a-fast time of B, then it is also an a-fast time ofB. Note that if
holds, then conditional on this the event
happens with probability of at least 1/2 and
happens with probability of at least 1/2 as well. Therefore, we see that the event
happens with probability of at least 1/2. SinceB is also a Brownian motion, it follows that t is an a-fast time of the process X with probability of at least 1/2. Now set dim J = α (we actually know by Orey, Taylor (1) and Theorem 5.1 that dim J = 1 − a 2 almost surely). Let ǫ > 0, then there exists a probability measure µ on J such that the energy
see for instance [MP] , p.113 or [Matt] . Definê J := {t ∈ J |t is an a-fast time of X}, and a probability measure onĴ by µ ′ (A) = This implies dimĴ > α − ǫ almost surely (see Theorem 4.27 of [MP] ), and by letting ǫ ↓ 0, it follows that dimĴ ≥ dim J almost surely.
The rest of the proof is the same as in [MP] and we give the details for the sake of completeness. The next step is to bound the first moment of L(I) for I ∈ F m from below. Note that P(L(I) = 1) ≥ P B(t I + m2 −m ) − B(t I ) > a(1 + ǫ) m2 −m+1 log(m −1 2 m )
≥ P(B(1) > a(1 + ǫ) 2 log(m −1 2 m ))
for large enough m and where the last step follows from the fact that
(see for instance [MP] , Lemma 12.9) and a(1+ǫ) √ 2 log(m −1 2 m )) √ 2π(1+2a 2 (1+ǫ) 2 log(m −1 2 m )) exp(−a 2 (1+ ǫ) 2 log(m −1 2 m )) ≥ 2 −ma 2 (1+ǫ) 3 for sufficiently large enough m.
In order to prove Theorem 1.2 we will apply the following theorem.
Theorem 5.1 (Theorem 10.6 of [MP] ). Let J be a limsup fractal associated to the family of random variables {L(I), I ∈ F }. Suppose p k := P(L(I) = 1) is the same for all I ∈ F k , and for an interval I ∈ F m let M n (I) := I ′ ⊂I,I ′ ∈Fn L(I ′ ) with m ≤ n. If there are η n ≥ 1 and γ ∈ (0, 1) such that V(M n (I)) ≤ η n E(M n (I)) = η n p n 2 n−m , and also lim n→∞ 2 (γ−1)n · η n p n = 0, then dim J ≥ γ, almost surely.
In order to be able to apply Theorem 5.1 it is left to bound the variance V(M n (I)) from above. To achieve this, we see that (2n + 1)p n = 2 n−m (2n + 1)p n .
Applying Theorem 5.1 for γ < 1 − a 2 (1 + ǫ) 3 , the claim follows by letting ǫ ↓ 0.
