1. Introduction. The elliptic integral of the third kind may be defined as (1) n(0) a , k) = / j--2 ■ 2 ,\ jr. ,2 • 2 ,\ J0 (1 -a sin <2>)V (1 -A; sin <j>) (0 á Ö á t/2); -» < a2 < =o ; 0 á fc2 < 1. When 6 = x/2, it is known that the above integral can be expressed in terms of elliptic integrals of the first and second kind, respectively [1] . For other values of 0, the integral can be expanded in series involving theta functions. Because of their high complexity, these are seldom used as a means of computation. Recourse is usually made to evaluation of the integral by quadrature, or sometimes by numerically integrating the differential equation which is satisfied by 11(6, a2, k) when the latter is regarded as a function of k. A combination of these last mentioned methods was employed by Selfridge and Maxfield [2] in compiling their extensive tables. Clearly either one is wholly unsuitable if (for example) a computer subroutine for obtaining 11(6, a2, k) were required, and even the representation by means of theta functions would probably be much too clumsy to use as a means of generating the function directly. The method presented in the present paper, based on Gauss' modulus-reducing transformation, enables one to write an efficient program for direct computation of the integral for any given values of its three arguments.
Numerous methods using this and'similar transformations have been proposed as a means of computing integrals of the first and second kind, [3] , [4] , [5] , but the utility of Gauss' transformation as a practical tool for computing integrals of the third kind appears to have been overlooked.
The basic idea is to express the original integral in terms of one with a smaller value of the modulus together with perhaps elementary functions, and to apply the transformation repeatedly until the modulus is sufficiently small for the integral to be evaluated in terms of elementary functions. The value of the original integral may then be found by reversing the order of the transformations or, alternatively, by developing a recurrence relationship which enables one to express the original integral directly in terms of elementary functions.
2. Gauss' Transformation Defined. The basic relations to be used are listed below in a form suitable for routine computation. Since all of the formulae or their equivalents can be found elsewhere (see, e.g., [1] . Art. 164.02), their derivations will not be given here. Defining
it can be shown that
where (6)
(8) i
and u(e, a2, k) = -{2(i + fci)n(0! ,«!2 ,fci) + (l + h)(P -DFie^h)
(For a > 1,11(0, a, k) is defined to be the Cauchy principal value of the resulting divergent integral when 6 > sin-1 (1/a).) In order that Eq. 5 define a real transformation, it is necessary that p be real. Clearly, this can happen in three of four possible cases, namely: Case 1. a2 < 0; Case 2. a' S¡ lj Case 3. k2 < a2 g 1. But, in addition, it can be shown that in each of these three cases the new values of p and k will also fall into the same range, and therefore, that the transformation may be applied successively until a modulus of sufficiently small magnitude has been reached. We consider each of these in turn, after first noting that
In this case, it is clear that a2 < 0 and, hence, a sequence of real p¿ and at2 will always result.
Case II. a2 ^ 1.
Here, since (1 -k /a ) ^ k 2, p Sï fc' and, therefore, c*i2 ^ a2 ^ 1 so the sequence will again remain real.
Case III. 0 < k2 g a.
In this case, since k ¡a g¡ 1 and p < 1, it follows that fci7«i2 = fci(l -p)/(l +p)ál.
Thus, all subsequent p,, a¡ will be real. In the remaining Case IV. 0 < a ^ k2, The transformation can not conveniently be applied, since complex values will result in the subsequent transformations. However, since k2/d 3: 1, n(0, k2/a, k) may be found by employing the transformation applicable to Case II, and the desired result obtained by using the following known identities [1, Art. 117.02]:
3. The Case a2 > 1. When a > 1, the function 11(0, a2, k) is singular for sin 6 = 1/a, and for 0 > sin-1 ( 1/a) is defined by the Cauchy principal value of the resulting divergent integral. Since it is easier to work with quantities which remain finite, we introduce, in place of 11(0, a2, k), the function 
The expression (19) remains finite when 0 -> sin-1 (1/a), 0i -* sin_1(l/ai), but assumes an indeterminate form. However, it is easily transformed in such a way that it becomes determinate by multiplying numerator and denominator by 4. Calculation of 11(0, a2, fc) by a Recurrence Procedure. Eq. (15) expresses a linear relationship between the function n(0, a2, k) and the same function of the parameters 0X, a2, fa . A similar relation can be written between II(0i, a2, ki) and n(02, a2, fc2) where 02, a2, k2 ai;e found from 6X, a2, fa in the same way as 0i, a/, ki were found from the original parameters.
In general we can write
where (26) G(0",an2) = n(0",a"2,O), and the variables with subscript (n + 1) come from those with subscript (n) through the relations
Pn+1 -/J/ ^1 -*** [y+jJ)
Eq. (25) shows that the expression n(0i, ai2, ki) in Eq. (5) may be replaced by a corresponding relation in terms of ü(02, a22, k2) and that this process may be continued so that the result after TV steps will be of the form Hence, finally, n(0, a2, k) S QN6N + S"G" -Ty ;
F(6,k) ^RN6y.
To discover the general rule for generating Qn , Rn , Sn , Tn we write n(0, a2, k) = QnF(6" , kn) + S"n(0" , a2, kn) -Tn ;
F(6,k) = RnF(8n,kn).
Substituting from Eq. (28), 
