Hausdor metrics are used i n g e ometric settings for measuring the distance b etween sets of points. They have been used extensively in areas such as computer vision, pattern recognition and computational chemistry. While computing the distance b etween a single pair of sets under the Hausdor metric has been well studied, no results were known for the Nearest Neighbor problem under Hausdor metrics. Indeed, no results were known for the nearest neighbor problem for any metric without norm structure, of which the Hausdor is one.
Introduction
The Nearest Neighbor Search NNS problem is:
Given a set of n points X = fx 1 ; : : : ; x n g in a metric space with distance function d, preprocess X so as to e ciently answer queries for nding the point i n P closest to a query point q. This problem has been well-studied in the case where d is the k-dimensional Euclidean space. The low-dimensional case is wellsolved 9 , though running times and space are exponential in the dimension. In 15 and 19 , the approximate version of the problem was addressed in an e ort to reduce the dependence on d. Recently, 14 considered the nearest neighbor problems in non-Euclidean metrics, in particular for the l 1 norm.
All of these results are examples of nearest neighbor searching in normed spaces, that is, the metrics on the points form a norm. Such metrics have a good deal of structure which can be exploited algorithmically. While many metrics of interest for nearest neighbor searching are normed, not all are. One of the most interesting cases of a non-normed metric are the Hausdor metrics. The Hausdor metric is an example of a derived metric. Suppose we h a ve an arbitrary underlying metric d on a set of points X. Then, for any t wo subsets say A and B o f X the directed Hausdor distance from A to B is de ned as a maximum distance from any point from A to its nearest neighbor in B; the undirected Hausdor distance between A and B is computed by considering both directions and taking the larger value.
Hausdor metrics do not have the useful structure of norms. Even if the underlying metric is well-behaved" for example, when taking the Hausdor metric of points in low-dimensional Euclidean space no nearest neighbor algorithms are known. This state of the art is unfortunate, since the Hausdor metric over low dimensional Euclidean spaces is a commonly used metric over geometric objects. Geometric point set matching in two and three dimensions is a well-studied family of problems with application to areas such as computer vision 22 , pattern recognition 6, 1 3 and computational chemistry 11, 1 2 , 23 . Thus the problem of computing exactly or approximately the Hausdor distance between two point sets P and Q in two and three dimensions has been studied extensively 1, 5 , 6 , 1 3 , 2 4 with the interesting problems being those where one set can be rotated or translated and one seeks the transform which minimizes the Hausdor distance.
Unfortunately, no e cient algorithms have been designed for the case when we w ant to match P with many Q's and nd the closest one. This problem is of crucial importance in many applications; in particular, computational chemistry 11, 12, 23 and pattern recognition 6, 13 , require matching a pattern against a h uge database of molecules or images, respectively.
Our results. Here we s k etch out the avor of the results, highlighting the main contributions.
Our rst result is an algorithmfor approximate nearest neighbor searching in Hausdor metrics over low dimensional normed spaces l d p . The algorithm proceeds by approximately embedding the Hausdor metric into l 1 norm with dimension D roughly equal to Os 2 = d , where s is the sets' size and is the distortion see formal de nitions in Section 2. Notice, that D does not depend on the database size, but only on size of database sets, which i s m uch smaller. After the embedding, we apply the approximate nearest neighbor search algorithm in l 1 of 14 to nd the neighbor. In particular, for the most interesting case of d = 2 o r d = 3 w e get:
A constant factor approximation algorithm with query time roughly Os 2 log n and mildly superpolynomial storage n Ologs An Ologlog s-approximation algorithm with the same query time and roughly s 2 n 1+ space, for any 0.
Our algorithms can be generalized to minimum Hausdor distance under isometries i.e. rotations and translations. The time space bounds remain essentially the same if only translations are allowed; for general isometries both query time and space are multiplied by s. Also, our approach i.e. embedding Hausdor metric into l 1 has several additional bene ts. One of them is that any future improvements of algorithms for l 1 automatically yield improved algorithms for Hausdor distance. Also, from the practical prespective, it gives a exibility i n c hoosing the l 1 algorithm from many existing implementations which works best for particular applications.
Since the dimensionality D of the l 1 space is crucial for the e ciency of the embedding, we further investigate the relationship between D and s; d; and . I n particular, we show a l o wer bound for D of roughly s 2 for the case when the underlying norm is l log s 1 . Since the corresponding upper bound in this case is Os 2 O1 d = s O1 , w e conclude that either the superlinear dependence on s or exponential dependence on d is neccessary 1 we believe that the most likely case is that both of them occur. It is interesting that both the upper and lower bound uses superimposed c odes; i n particular, our lower bound proceeds by showing that an assumed embedding allows us to construct codes of small length, which contradicts known lower bounds. We believe this technique can be applicable to showing other lower bounds for derived metrics.
Our second line of research focus on arbitrary underlying metrics. We show the following result: a Hausdor metric over any metric M can be embedded into l 1 with roughly D = s 2 m dimensions and constant error here m is the size of of the metric. Moreover, if e cient approximate nearest neighbor oracle exists for M, then the embedding can be performed by using D oracle calls. Thus we obtained the following surprising structural result: for any metric M for which a sublinear-time approximate nearest neighbor algorithm exists, the approximate nearest neighbor problem on the Hausdor metric over M also has a sublinear-time algorithm.
Our embedding is randomized, requiring the selection of a collection of reference sets which are used in the embedding. In this regard, it resembles other embedding algorithms see e.g. 4, 20, 21 , etc.. However, in all of those results, the reference sets are selected uniformly at random, a scheme which turns out not to work in our case. Instead, we develop an embedding algorithm which relies on non-uniform sampling. We believe this technique could nd further applications for other metric space problems.
Outline. In x2, we i n troduce notation and preliminary ideas. In x3, we give bounds on embedding Hausdor metrics over normed spaces. In x4, we give bounds on embedding Hausdor metrics over general space.
Finally, i n x5, we show h o w to use our embeddings for nearest neighbor searching.
Preliminaries
Metric spaces. Let X = fx 1 ; : : : ; x n g and let d : X 2 ! + be a metric, that is dx; y = dy;x dx; x = 0 a n d dx; y dx; z + dy;z: The pair X;d forms a nite metric space. W e extend d to pairs p; S where S X by de ning dp; S = min q2S dp; q. We also extend it to pairs S; S 0 for S; S 0 X by de ning dS; S 0 = min p2S dp; S 0 . Notice that the above extensions do not constitute metric spaces and should not be confused with the Hausdor metric dened later.
Let P 2 d . Then
When X d , w e refer to X;l k a s l d k , with X understood. We will sometimes refer to l d 2 as Euclidean d-space. When we wish to emphasize that the points in l d k are in some range 0; R d rather than in d , w e will write 0; R d k .
For any p 2 X and r 0 w e de ne Bp; r t o b e t h e set of points q 2 X such that dp; q r.
For any pair of X;d and X 0 ; d 0 of metric spaces, we s a y that a function f : X ! X 0 is an R; ; rembedding if for any points p; q 2 X: if dp; q r then d 0 fp; f q r if dp; q R then d 0 fp; f q R.
Most of the embeddings introduced in this paper are, in fact, contractions; in such cases we call them R; -embeddings as the value of r is irrelevant. Furthermore, in many situations the actual value of R is not important; in such cases we assume R = 1 and call f an -embedding.
Hausdor metric. For any metric D = X;d the Hausdor metric over D denoted by HD is de ned over the powerset of X. F or any sets A; B X the Hausdor distance d D is equal to d D A; B = maxfmax p2A dp; B; max p2B dp; Ag The problem of estimating the generalized Hausdor distance between two point sets in 2 and 3 dimensions usually under translations and rigid motions has been studied extensively 7, 13, 24 see also the survey by Alt and Guibas 3 . The approximate versions of the above problems have also been investigated 1, 16, 5 . In particular, the combination of the results of 1 and 5 results in an Os log s-time algorithm for estimating up to any constant factor the Hausdor distance of sets from H s T l 2 2 , where T is the set of all rigid motions.
Finally, w e consider another derived metric similar to the Hausdor , de ned as follows: d D A; B = X p2A dp; B + X p2B dp; Ag
We will commonly refer to this d D as H 1 D. Using this notation, the Hausdor metric can be thought o f as the H 1 D metric, however, we will use the simpler HD for convenience throughout.
Approximate nearest neighbor algorithms.
The approximate nearest neighbor problem was recently the subject of extensive research. The most recent results of 15 and 19 give algorithms for approximate nearest neighborind-dimensional Euclidean space with polynomial storage and query time polynomial in log n and d. These algorithms are of mainly theoretical interest, as their storage requirements are quite large. Indyk and Motwani 15 also gave another algorithm with small polynomial storage and sublinear query time. Unfortunately, the techniques used to achieve these results heavily exploit properties of the Euclidean norm and therefore do not seem applicable to other metric spaces. Subsequently, Indyk 14 gave an algorithm for the approximate nearest neighbor problem in l d 1 . The algorithm achieves an approximation ratio of 4 log 1+ log4d with Odn 1+ log n storage and Od logn query time. The latter result is crucial for our applications, as we obtain our results by embedding Hausdor metrics into l 1 .
De nition 1 c-Point Location in Equal Balls c-PLEB Given n unit balls centered a t P = fp 1 ; : : : ; p n g in metric space X;d, devise a data structure which for any query point q 2 X does the following:
if In 15 i t w as proved that given an algorithm for c-PLEB which uses fn space on an instance of size n where f is convex, there is a data structure for c+ , NNSproblem requiring Ofnpolylog n; 1=c , 1 space and using Opolylogn; 1=c,1 invocations to c-PLEB per query. T h us in this paper we will concentrate on solving the c-PLEB problem. Notice that each codeword corresponds to a subset of M take the set of all coordinates set to 1 and therefore we can refer to codewords as sets.
Here, we are interested in the situation when M and z are given and the goal is to minimize N. Let N min M;z denote the minimum length of any z;M-code. Dyachkov and Rykov 8 showed that N min z;M = z 2 log z M similar bounds were also obtained by Erdos, Frankl and Furedi 10 . However, their upper bound was obtained by a probabilistic argument and is non-constructive. The best explicit construction 18 based on Reed-Solomon codes achieves N = Oz 2 log 2 z M.
Embeddings of Hausdor metrics over normed spaces
We begin by showing a 1-embedding into l 1 . Our approximate embeddings will be based on this exact embedding. It is well known that any metric X;d can be 1-embedded into l jXj 1 . T h us any Hausdor metric Hd can be 1-embedded into l 1 , with the number of dimensions equal to the number of sets. Here, we show that fewer dimensions su ce. Proof: Assume X = fp 1 ; : : : ; p n g. F or any S X, the value fS is de ned as fS = dp 1 ; S ; : : : ; d p n ; S :
Notice that this mapping is a contraction; therefore it is su cient to show jfS , fS 0 j 1 1 for any S; S 0 X such that d D S; S 0 1. To this end note that if d D S; S 0 = t, then there exists p 2 S such that dp; S 0 = t or p 0 2 S 0 such that dp 0 ; S = t, w e will assume the rst case without loss of generality. Then jfS , fS 0 j 1 j dp; S , dp; S 0 j j 0 , tj = t; thus establishing the claim. The points de ned by dimension j are all between 2j , 1 and 2j , 1 and so, the distance from the S i;j to S k is simply jS i;j , S k;j j. T h us the Hausdor distance between S i and S j is simply l 1 x i ,x j .
Therefore, Hausdor and l 1 metrics are closely linked. In the following we will provide the sets S 1 : : : S E such that for any A; B and q as above there exists S i such that the following conditions are true: dp; S i a dB;S By using superimposed codes we know there exists E = uc 2 logjCj sets S 1 : : : S E such that for any p; B as above there exists S i containing p but none of then elements from B. We then construct S i from S i by replacing each grid cell by its center. These sets satisfy the above requirements. d . This is due to the fact that the sets B are not arbitrary but have special structure. Unfortunately, we do not have any explicit construction which yields such a bound.
Remark 2 We need not use superimposed c odes in the construction. If we pick each cell with probability 1=2uc, then with probability 1=uc we get a set S such that dp; S a and dB;S b. Choosing uc log 2 I s such sets gives, w.h.p., the needed c ode words. The rst bound is direct, and the second comes from 15 . We once again use superimposed codes and get E p = u p c 2 log jCj, t h us achieving the following Therefore by triangle inequality all pairwise distances are at most 2.
We can therefore assume that P 0; 2 E . Impose a uniform grid on 0; 2 E of side = r , R , for arbitrary 0. For any point p 2 0; 2 E let g i p be the ith coordinate of the cell containing p; for convenience we assume that the coordinate values for distinct i's are distinct. Then we de ne: 4 Embeddings of Hausdor metrics over general spaces Let X;d be an arbitrary metric space. Then our method for embedding a Hausdor of a normed space does not work anymore. The crucial problem is that jBj cannot be bounded, that is, jBp; rj=jBp; r1, j can be unbounded. Here, we give a randomized embedding procedure which is a modi cation of the randomized embedding given above. Our main modi cation will be that we select our reference sets via non-uniform sampling according to local properties of the metric.
In order to achieve a n 1 = -Nearest Neighbor, we need to be able to generate r; -embeddings, for many v alues of r. Instead, we will be able to generate r 0 ; -embeddings, for some r 0 r . Notice, that an r 0 ; -embedding is by de nition also an r; r 0 rembedding. Thus the dependence on in the nearest neighbor search algorithm will become worse by a constant factor. Proof: Let = +2 and let r i = r= i for i = 0 : : : 1= + 1 . Our embedding will have a set of dimensions for each r i . W e will show that for each pair A; B, some dimension corresponding to some r i will correctly approximately represent their Hausdor distance. Since our embedding is into l 1 , w e can simply concatenate all dimensions for all r i in order to achieve our nal embedding. Once again, we will provide the sets S 1 : : : S E such that for any A; B as above there exists S i such that the following conditions are true: dp; S i r 0 dB;S i r 0 Call the reference set S i a witness to A, B if it satis es these conditions. We will select points to go into the reference sets according to the density of their neighborhood, that is, node v is selected with probability Pv = 1 =sjBv;tj. Let P A be the probability of selecting some element i n A X. We show the following:
Claim 4 The probability that S i is a witness to A, B is 1=sn
Proof of Claim: The proof proceeds by showing that PBp; r 0 = 1=sn and 1 , P q2B Bq;r 0 = 1. Consider PBp; r 0 rst. We know that for all x 2 Bp; r 0 , we h a ve Bx; t Bp; t + r 0 , so jBx; tj j Bp; r 0 + 2j j Bp; r 0 jn . Therefore Px = 1 =sjBx; tj 1=sn jBp; r 0 j, and thus P Bp; r 0 is 1=sn .
Consider now 1 ,P q2B Bq;r 0 . Let q 2 Bq;r 0 . Since t = 2 r 0 ,for any x 2 Bq;r 0 , we know that Bq;r 0 Bx; t. Therefore jBx; tj j Bq;r 0 j, and Px 1=sjBq;r 0 j. W e get PBq;r 0 1=s. The probability that dB;S i r 0 is then 1.
Therefore, we get both events with probability 1=sn , as required. 2 In order to have a witness for all n Os pairs A and B such that rp = r 0 we need to repeat the above procedure Os log n times. Taking all 1= values of r 0 gives a total of Os 2 n log n= dimensions.
Approximate Nearest Neighbor Problem
In this section we rst describe how to apply the embedding results proved so far to achieve a fast algorithm for the Approximate Nearest Neighbor problem. Then we point out how to generalize our algorithms to work for the minimum Hausdor distance under isometries.
Notice that this theorem would be su cient to obtain a sublinear time approximate nearest neighbor algorithm for H s 1 but su ciently far away from each other so that there is no interaction" between them when computing the distances. As the result does not yet have any algorithmic applications, we defer the full proof to the nal version of this paper.
