Chandra View of the LINER-type Nucleus in the Radio-Loud Galaxy CGCG
  292-057: Ionized Iron Line and Jet-ISM Interactions by Balasubramaniam, K. et al.
,Draft version June 9, 2020
Typeset using LATEX twocolumn style in AASTeX63
Chandra View of the LINER-type Nucleus in the Radio-Loud Galaxy CGCG292−057:
Ionized Iron Line and Jet--ISM Interactions
K. Balasubramaniam,1  L. Stawarz,1 V. Marchenko,1 M. Sobolewska,2 C. C. Cheung,3 A. Siemiginowska,2
R. Thimmappa,1 and E. Kosmaczewski1
1Astronomical Observatory of the Jagiellonian University, ul. Orla 171, 30-244 Krako´w, Poland
2Harvard Smithsonian Center for Astrophysics, 60 Garden Street, Cambridge, MA 02138, USA
3Naval Research Laboratory, Space Science Division, Washington, DC 20375, USA
ABSTRACT
We present an analysis of the new, deep (94 ksec) Chandra ACIS-S observation of radio-loud active
galaxy CGCG 292−057, characterized by a LINER-type nucleus and a complex radio structure that
indicates intermittent jet activity. On the scale of the host galaxy bulge, we detected excess X-ray
emission with a spectrum best fit by a thermal plasma model with a temperature of ∼ 0.8 keV. We
argue that this excess emission results from compression and heating of the hot diffuse fraction of the
interstellar medium displaced by the expanding inner, ∼ 20 kpc-scale lobes observed in this restarted
radio galaxy. The nuclear X-ray spectrum of the target clearly displays an ionized iron line at∼ 6.7 keV,
and is best fitted with a phenomenological model consisting of a power-law (photon index ' 1.8)
continuum absorbed by a relatively large amount of cold matter (hydrogen column density ' 0.7 ×
1023 cm−2), and partly scattered (fraction ∼ 3%) by ionized gas, giving rise to a soft excess component
and Kα line from iron ions. We demonstrate that the observed X-ray spectrum, particularly the
equivalent width of Fe XXV Kα (of order 0.3 keV) can in principle, be explained in a scenario involving
a Compton-thin gas located at the scale of the broad-lined region in this source and photoionized by
nuclear illumination. We compare the general spectral properties of the CGCG 292−057 nucleus, with
those of other nearby LINERs studied in X-rays.
Keywords: radiation mechanisms: non-thermal — ISM: jets and outflows — galaxies: active — galax-
ies: individual (CGCG 292−057) — galaxies: jets — X-rays: galaxies
1. INTRODUCTION
The nearby galaxy CGCG 292−057 (redshift, z =
0.054; Stoughton et al. 2002) has some unusual prop-
erties revealed in studies at radio, infrared, optical, and
UV wavelengths by Kozie l-Wierzbowska et al. (2012)
and Singh et al. (2015). It is a complex, bulge-
dominated system viewed nearly face-on, for which the
spiral arm tails extend up to ∼ 80 kpc, and has a
bulge radius of ∼ 30 kpc. The concentration index of
2.81 ± 0.03 places the galaxy at the border between
early-type and late-type galaxies. Its disturbed opti-
cal morphology indicates that it is a relatively recent
merger, and the lack of an over-density at the posi-
tion of the source, as observed in the Tenth Data Re-
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lease of the Sloan Digital Sky Survey (SDSS; Ahn et
al. 2014), suggests that it is not associated with any
group or cluster of galaxies (Singh et al. 2015). Opti-
cal spectroscopy of the system reveals that the active
nucleus is of the “low-ionization nuclear emission-line
region” (LINER) type (see Ho 2008, for a review). The
mass of the central supermassive black hole (SMBH),
estimated based on mass–bulge luminosity relations, is
' (2.7− 5.7)× 108M. Based on IR and UV photome-
try, the star formation rate in the galaxy was estimated
as ' (1.5− 2.8)M yr−1.
However, what is particularly interesting about
CGCG 292−057 is its multi-scale and multi-component
radio morphology, displayed in Figure 1. On arc-second
scales, radio maps of the galaxy reveal a pair of compact
lobes extending linearly from the radio core, with a total
size of ∼ 20 kpc, characteristic of a “medium symmetric
object” (MSO; see, e.g., Augusto et al. 2006). These
ar
X
iv
:2
00
6.
03
71
7v
1 
 [a
str
o-
ph
.H
E]
  5
 Ju
n 2
02
0
2 Balasubramaniam et al.
0.0
0.1
0.4
0.9
1.9
3.9
8.0
16.0
32.2
64.2
127.9
40.0 30.0 20.0 10.0 11:59:00.0 58:50.0
23
:0
0.
0
22
:0
0.
0
21
:0
0.
0
58
:2
0:
00
.0
19
:0
0.
0
Figure 1. The Chandra ACIS-S image of CGCG 292−057, with the superimposed 606 GHz radio contours from GMRT. The
white contours display the outer structure of the radio source, corresponding to the beam size 45′′ × 45′′, while the magenta
contours map the inner radio structure with a beam size 5.9′′ × 4.6′′ with a beam position angle of 46.2 deg. The contour levels
are spaced by a factor of
√
2, starting from 4 mJy beam−1 (white) and 1.5 mJy beam−1 (magenta). The Chandra image displays
the 0.5–7 keV count rate, smoothed with a 3 px-radius Gaussian.
lobes are confined to the central bulge and interact di-
rectly with the interstellar medium (ISM) of the host.
Furthermore, this “inner” radio structure is embedded
within the arcmin-scale “outer” radio lobes, which ex-
tend ∼ 250 kpc from the galaxy center; the entire ra-
dio structure, therefore, may be classified as a “double-
double radio galaxy” (DDRG; see Mahatma et al. 2019).
The outer lobes are characterized by a monochromatic
1.4 GHz radio power of ∼ 2×1024 W Hz−1, which places
the source at the low end of the border between the
classification of a Fanaroff-Riley type I and type II ra-
dio galaxy; these lobes have an additional pair of diffuse
wings, giving the system a clear “X-shaped” appearance
(see Cheung 2007; Cheung et al. 2009). This morpholog-
ical complexity is most likely reflective of intermittent
jet activity of the system’s central SMBH.
The duty cycle of active galactic nuclei (AGN) is, in
general, a subject of ongoing debate. This debate per-
tains to the various observational manifestations of the
activity, timescales, and feedback processes involved.
On extended timescales, up to 108 yrs, major galaxy
mergers are broadly considered to be the cause of en-
hanced accretion flow onto central SMBHs, thus provid-
ing material for black hole growth and spin evolution,
and fuelling the dominant phase of the central activity.
During this phase, as well as in later stages, AGN are
likely to pass through subsequent epochs of enhanced
and dormant activity. Intermittent behaviour of this
type is likely to be caused by minor mergers or instabil-
ities in the accretion flow.
In this framework, the large-scale morphology of ra-
dio galaxies with X-shaped radio lobes, could in prin-
ciple be due to the Lense-Thirring precession, in which
the jet axis changes abruptly following the flip in the
SMBH spin during an ongoing merging process (see, e.g.,
the discussion in Machalski et al. 2016, and references
therein). On the other hand, DDRGs, where the inner
and outer lobes are well-aligned, are consistent with the
development of perturbations in the accretion rate and
subsequent intermittent radio activity along the same
direction of the outflow (see, e.g., Konar et al. 2019,
and references therein). Moreover, radio galaxy pop-
ulation studies indicate the existence of far too many
compact (linear sizes ≤ 1 kpc) and presumably young
Chandra view on the LINER CGCG 292−057 3
0.0 0.1 0.4 0.9 1.9 3.9 8.0 16.0 32.2 64.2 127.9
09.0 08.0 07.0 11:59:06.0 05.0 04.0 03.0
50
.0
58
:2
0:
40
.0
30
.0
20
.0
0 35 105 247 527 1092 2209 4434 8925 17807 35493
09.0 08.0 07.0 11:59:06.0 05.0 04.0 03.0
50
.0
58
:2
0:
40
.0
30
.0
20
.0
Figure 2. The Chandra ACIS-S image (0.5–7 keV count rate) and the PanSTARRS optical (g-band) image of CGCG 292−057
host galaxy (left and right panels, respectively), both with the superimposed 606 MHz GMRT contours of the inner radio
structure (same as in Figure 1).
(ages < 105 yrs) sources, as compared to the number of
galaxies with old extended radio structures (O’Dea, &
Baum 1997). A likely explanation for this inconsistency
is that the jet activity is in general highly modulated,
and the source is effectively reborn every ∼ 104−105 yrs
(Reynolds & Begelman 1997); again, distinct accretion
disk instabilities can be responsible for such behavior
(Czerny et al. 2009).
Interestingly enough, in the case of CGCG 292−057,
one can potentially witness all the aforementioned pro-
cesses at work, imprinted in the complex morphology of
its radio jets/lobes, as well as in its host galaxy. Due to
the presence of such peculiar characteristics, we studied
this source with the Chandra X-ray Observatory, mak-
ing use of the unprecedented combination of the excel-
lent angular resolution and high sensitivity of the ACIS
instrument. Below we report on the analysis of the deep
Chandra exposure of the source, including a detailed
profile analysis of the surface brightness covering the
galactic bulge, as well as the spectroscopy of the unre-
solved nucleus. Preliminary results of the analysis were
presented in Balasubramaniam et al. (2017).
Throughout the paper we assume modern ΛCDM cos-
mology with H0 = 70 km s
−1 Mpc−1, Ωm = 0.3, and
ΩΛ = 0.7, so that the luminosity distance of the source
for the given redshift z = 0.054 is dL = 240 Mpc, and
the conversion scale reads as 1.05 kpc/arcsec.
2. CHANDRA DATA ANALYSIS
We observed CGCG 292−057 with Chandra on 2015
Aug 14 (ObsID 17116; cycle 16) with an expo-
sure totaling 93.8 ksec. The source (J2000 position,
RA = 11h59m5.7s, Decl. = +58d20′36′′) was placed at
the aim-point of the back-illuminated ACIS-S3 CCD
with the data collected in VFAINT mode. The X-
ray data analysis was performed with the CIAOv.4.12
software (Fruscione et al. 2006) using CALDBv.4.9.1.
We processed the data by running the CIAO tool
chandra repro. Spectral modeling was performed with
Sherpa (Freeman et al. 2001) specifically using the Cash
and C-stat fitting statistics and the Nelder-Mead or
Levenberg-Marquardt optimization methods.
Below in § 2.1 we present the profile analysis of the
surface brightness profile for our target, and in § 2.2 we
present spectral modeling of the unresolved nucleus.
2.1. Surface Brightness Profile
The target was detected with a total number of 393
net counts within the 0.5 − 7.0 keV range. Figure 2
displays the ACIS-S image of the central region of
CGCG 292−057, along with overlaid 606 MHz contours
from the Giant Metrewave Radio Telescope (GMRT)
marking the inner radio structure of the source (see
Kozie l-Wierzbowska et al. 2012). As shown, the active
nucleus of the system is clearly detected in X-ray, sur-
rounded by diffuse emission with a low-surface bright-
ness.
We extracted the radial profile of the counts from the
exposure-corrected Chandra map using concentric an-
nular regions centered on the CGCG 292−057 nucleus.
The resultant surface brightness profile was fit with a
model including the core PSF and a constant back-
ground, with both the PSF normalization and the back-
ground (constant) amplitude set free. Instead of a 2D
Gaussian approximation for the core PSF, we built a
table model from the averaging of over 100 PSF sim-
ulations, as described in Appendix A. The correspond-
ing best-fit model along with the residuals are given in
Figure 3. As shown, positive residuals are seen within
a range starting at around 10 px extending to . 20 px
from the core, signalling the presence of an additional,
extended, X-ray emission component.
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Figure 3. Upper: X-ray surface brightness profile resulting from extracting the counts of a concentric stack of annular regions
centered on the CGCG 292−057 nucleus. The dot-dashed curve denotes the table model for the core PSF, horizontal dotted
line corresponds to the constant background, and the solid red curve gives the PSF+background model. Lower: residuals of the
surface brightness profile fitting with the PSF+background model.
As the significance of the excess may not seem high, we
calculated the Kolmogorov-Smirnov (KS) test to quan-
tify the probability that the samples of surface bright-
ness profiles within the annuli 10 px—X px, and X px—
50 px, with a running variable X∈ (10 px, 50 px), were
drawn from the same distribution. The results of the
test, i.e. the KS statistics and the corresponding p-
values as functions of X, are presented in Figure 4. As
shown, p ' 10−5 for X' 18 px, implying that the emis-
sion seen between 10 px and 18 px — which is beyond
the 3σ radius for the photon counts from the unresolved
core (see Appendix A) — is significantly distinct from
the constant background present outside of the 18 px
radius.
10 15 20 25 30 35 40 45 50
0.4
0.5
0.6
0.7
0.8
0.9
KS
(s
ta
t)
10 15 20 25 30 35 40 45 50
Radius (pixels)
10−5
10−3
10−1
p
−
va
lu
e
Figure 4. KS statistics and p-values corresponding to the
null hypothesis that the samples of surface brightness profiles
within the annuli 10 px—X px and X px—50 px were drawn
from the same distribution, as functions of a running variable
X∈ (10 px, 50 px).
Notably, this excess emission, located at physical dis-
tances of ∼ 5 kpc from the core (up to ∼ 9 kpc, for the
conversion scale ∼ 1 kpc/′′ and 1 px' 0.5′′), coincides
with the edges of the inner radio structure (MSO) of
CGCG 292−057 (the radio lobe radius ∼ 10 kpc). It is,
therefore, natural to relate this feature with the compact
radio jets/lobes in the system. In particular, the X-ray
excess could either be non-thermal emission of the com-
pact lobes (Stawarz et al. 2008), or a hot diffuse phase
of the ISM, compressed and heated by the expanding
young radio lobes (Reynolds et al. 2001).
2.2. Spectral Analysis
For spectral modeling, we defined the following ex-
traction regions corresponding to the emission compo-
nents identified in the X-ray surface brightness profile
in CGCG 292−057 from the previous section (2.1; cf.,
Figure 3).
(i) The “AGN” region is extracted using a circular
region with a 5 px radius centered on the central
X-ray peak. The region includes at least 95.45%
of photons emitted by the active nucleus (for all
the simulated PSFs; see Appendix A and in par-
ticular the 2σ confidence line in Figure 8), and on
the other hand minimizes contamination from the
extended (excess) emission component.
(ii) The “ISM” emission is defined with an annulus
with an inner radius of 10 px and an outer radius of
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Table 1. Results of the simultaneous fitting of the ISM (= source) and the BKG (= background)
regions.
Region Model†/Parameter Value/Value with 1σ errors Unit‡
BKG: powerlaw
Photon index Γbcg 0.87± 0.15
PL amplitude (8.62± 1.48)× 10−7 keV−1 cm−2 s−1 at 1 keV
ISM: zphabs * xsapec
Hydrogen column density N
(ISM)
H 0.53
+0.14
−0.14 10
22 cm−2
Temperature kTISM 0.81
+0.23
−0.35 keV
Normalization (2.21± 0.65)× 10−6 10−14(1 + z)2n2V/4pid2L
C-stat./DOF 455/887
BKG: powerlaw
Photon index Γbcg 0.87± 0.18
PL amplitude (8.44± 1.64)× 10−7 keV−1 cm−2 s−1 at 1 keV
ISM: zphabs * powerlaw
Hydrogen column density N
(ISM)
H 0.35
+0.35
− × 10−7 1022 cm−2
Photon index ΓISM 4.01± 1.78
PL amplitude (1.87± 1.86)× 10−7 keV−1 cm−2 s−1 at 1 keV
C-stat./DOF 455/887
Note—† all the models moderated by the Galactic hydrogen column density NH,Gal = 1.43 × 1020 cm−2; thermal model assumes solar
abundance; ‡ normalization for the model xsapec assumes uniform ionized plasma with number density n and volume V in cgs units.
15 px. This annulus contains the bulk of the excess
extended emission component with only minimal
pollution from the AGN (< 0.27% of the photons
from the core; see the 3σ line in Figure 8).
(iii) The background, “BKG”, was taken from an an-
nulus with the inner radius of 20 px and the outer
radius of 30 px, and corresponding to the outer
regions characterized by a flat (constant) X-ray
surface brightness.
The spectra for these regions and the corresponding cal-
ibration files (ARF and RMF) were extracted with the
CIAO script specextract.
First, we simultaneously fitted the 0.5− 7.0 keV spec-
tra of the ISM region (= source) and the BKG region
(= background), assuming an absorbed thermal model
for the former (zphabs * xsapec, redshift z = 0.054)
and an unabsorbed power-law model for the latter, both
moderated by the Galactic hydrogen column density
NH,Gal = 1.43 × 1020 cm−2. In the thermal model, we
have also fixed the plasma abundance to solar. The re-
sults of the fitting (including 1σ errors calculated using
the Nelder-Mead optimization method) are summarized
in Table 1. As follows, the excess emission seen in the
ISM region, could be well represented by a thermal emis-
sion of a hot gas with the temperature of ∼ 0.8 keV and
non-negligible intrinsic absorption ∼ 5× 1021 cm−2.
Next we repeated the fit, replacing the absorbed ther-
mal model for the ISM region with an absorbed (zphabs,
z = 0.054) power-law model. The results of this fit-
ting are again summarized in Table 1. In this case,
the intrinsic absorption turns out to be negligible, and
the poorly constrained photon index reads as relatively
steep, ∼ 4.0 ± 1.8. Consequently, we conclude that the
thermal fit to the ISM region (corresponding to the ex-
cess in the surface brightness profile over the constant
background), returns more plausible parameters, and as
such is favored.
Finally, we performed simultaneous fitting for the
0.5 − 7.0 keV spectra of the AGN (= source) and the
BKG (= background) regions, assuming various emis-
sion models for the former (at z = 0.054), and, as
before, an unabsorbed power-law model for the latter,
all moderated by the Galactic hydrogen column den-
sity NH,Gal = 1.43 × 1020 cm−2. The emission models
assumed for the AGN include: (A) an absorbed power-
law, (B) an absorbed power-law with a Gaussian line,
(C) an absorbed thermal model, (D) a combination of
an absorbed thermal model with an absorbed power-
law, with different absorbers, (E) a combination of two
absorbed thermal models, again allowing for two differ-
ent absorbers, and (F) an absorbed scattered power-law
model with a Gaussian line and two different absorbers.
In all the thermal models, we froze the abundance at
the solar value; in the models including a redshifted
Gaussian line, the source-frame line width was frozen
at σl = 10 eV. The results of the fitting (including 1σ
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Figure 5. The 0.5− 7 keV spectrum of the AGN emission component within CGCG 292−057 (with a signal-to-noise ratio 3 in
each bin), fitted with various emission modelsl: A (top left panel) a power-law model “PL”, B (top right) a power-law with a
Gaussian line “PL+G”, C (middle left) a thermal model “APEC”, D (middle right) a combination of thermal and power-law
components “APEC+PL”, E (bottom left) a combination of two thermal components “2×APEC”, and F (bottom right) a
scattered power-law with a Gaussian line “Scattered PL+G”; see Table 2 for the resulting best-fit model parameters.
errors calculated using the Nelder-Mead optimization
method) are summarized in Table 2 and Figure 5.
Note that clear residuals, reminiscent of line emis-
sion, are visible in the AGN spectrum below 5 keV;
if real, those could signal, e.g., the presence of a col-
lisionally ionized gas within the central parts of the
CGCG 292−057 host (see in this context Beuchert et al.
2018). Detailed modeling of those features is, however,
beyond the scope of the current paper, since such an
analysis and line identification are all hampered by an
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Table 2. Results of the simultaneous fitting of the AGN (= source) and the BKG (= background) regions.
Model? Model parameter Value/Value with 1σ errors Units
Model A: zphabs * powerlaw
C-stat./DOF: 817/887 Hydrogen column density NH 0.028
† 1022 cm−2
Photon index Γ −0.37± 0.04
PL amplitude (1.28± 0.06)× 10−6 keV−1 cm−2 s−1 at 1 keV
BKG Photon index Γbcg 0.86± 0.17
BKG PL amplitude (8.23± 1.41)× 10−7 keV−1 cm−2 s−1 at 1 keV
Model B: zphabs * powerlaw + xszgauss
C-stat./DOF: 815/884 Hydrogen column density NH 0.052
† 1022 cm−2
Photon index Γ −0.31± 0.05
PL amplitude (1.35± 0.08)× 10−6 keV−1 cm−2 s−1 at 1 keV
Source frame line energy El 6.76
† keV
Line normalization 3.17× 10−7† cm−2 s−1
BKG Photon index Γbcg 0.86± 0.15
BKG PL amplitude (8.23± 1.23)× 10−7 keV−1 cm−2 s−1 at 1 keV
Model C: zphabs * xsapec
C-stat./DOF: 867/884 Hydrogen column density NH 3.15± 0.36 1022 cm−2
Temperature kT > 10† keV
Normalization 1.05× 10−4† 10−14(1 + z)2n2V/4pid2L
BKG Photon index Γbcg 1.08± 0.19
BKG PL amplitude (10.65± 1.92)× 10−7 keV−1 cm−2 s−1 at 1 keV
Model D: zphabs(1) * xsapec + zphabs(2) * powerlaw
C-stat./DOF: 784/884 Hydrogen column density N
(1)
H 1.38± 0.39 1022 cm−2
Temperature kT 0.12± 0.06 keV
Normalization 0.00664+0.025− 10
−14(1 + z)2n2V/4pid2L
Hydrogen column density N
(2)
H 3.96± 0.96 1022 cm−2
Photon index Γ 1.09± 0.35
PL amplitude (1.45± 0.82)× 10−6 keV−1 cm−2 s−1 at 1 keV
BKG Photon index Γbcg 0.86± 0.19
BKG PL amplitude (8.24± 1.61)× 10−6 keV−1 cm−2 s−1 at 1 keV
Model E: zphabs(1) * xsapec(1) + zphabs(2) * xsapec(2)
C-stat./DOF: 785/884 Hydrogen column density N
(1)
H 5.01± 0.43 1022 cm−2
Temperature kT (1) 17.27± 3.37 keV
Normalization(1) (1.13± 0.08)× 10−4 10−14(1 + z)2n2V/4pid2L
Hydrogen column density N
(2)
H 1.09± 0.06 1022 cm−2
Temperature kT (2) 0.22± 0.01 keV
Normalization(2) 1.5× 10−4† 10−14(1 + z)2n2V/4pid2L
BKG Photon index Γbcg 0.86± 0.17
BKG PL amplitude (8.22± 1.39)× 10−7 keV−1 cm−2 s−1 at 1 keV
Model F: zphabs(1) * (1-fsc) * powerlaw + zphabs(2) * (fsc * powerlaw + xszgauss)
C-stat./DOF: 784/882 Hydrogen column density N
(1)
H 6.86
+0.67
−0.58 10
22 cm−2
Scattering fraction fsc 0.033
+0.011
−0.009
Hydrogen column density N
(2)
H 0.09
+0.13
− 10
22 cm−2
Photon index Γ 1.80+0.42−0.05
PL amplitude (4.57+4.54−2.16)× 10−5 keV−1 cm−2 s−1 at 1 keV
Source frame line energy El 6.76
+0.03
−0.03 keV
Line normalization (5.43+2.81−2.32)× 10−7 cm−2 s−1
Equivalent width of the line EW‡ 330+210−160 eV
BKG Photon index Γbcg 0.86
+0.14
−0.12
BKG PL amplitude (8.25+1.71−1.51)× 10−7 keV−1 cm−2 s−1 at 1 keV
Note—? all the models moderated by the Galactic hydrogen column density NH,Gal = 1.43 × 1020 cm−2; thermal models assume solar
abundance; in the models including redshifted Gaussian line the source-frame line width frozen at σl = 10 eV;
 normalization for the model xsapec assumes uniform ionized plasma with number density n and volume V , both in cgs units;
† lower and upper 1σ bounds unconstrained when using Nelder-Mead optimization method;
‡ EW calculated against the direct PL continuum; 1σ bounds calculated with error=True option in Sherpa, using 104 number of draws.
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insufficient energy resolution and limited photon statis-
tics of the currently available Chandra dataset.
The main conclusions emerging from our modeling,
as described above, are as follows: (i) simple power-
law fits imply very flat, unphysical, photon indices and
negligible, although hardly constrained, hydrogen col-
umn densities; (ii) a basic thermal model can be re-
jected, because of the unconstrained, very high, gas tem-
perature; (iii) multi-component models, including two-
temperature thermal plasma or thermal plus power-law
emission components, do not provide any significant im-
provement in this respect either; (iv) the source spec-
trum clearly displays an ionized iron line at ∼ 6.7 keV.
Keeping this in mind, we introduced our phenomenolog-
ical “absorbed scattered power-law” model (F), which
returns very reasonable source parameters and provides
a satisfactory fit, and as such, should, in our opinion,
be considered as the most plausible option, even though
lower and upper 1σ bounds for one of the model pa-
rameters could not be constrained with the Nelder-Mead
optimization method. In Figure 6 we provide the com-
plementary confidence contour plots of the main model
parameters, calculated using the Levenberg-Marquardt
optimization method. The unabsorbed 2−10 keV flux of
the power-law emission component in this model reads
as S2−10 keV ' (0.73±0.20)×10−13 erg cm−2 s−1, and the
corresponding luminosity as L2−10 keV ' 5×1041 erg s−1.
3. DISCUSSION
3.1. Ionized Iron Line
In type-2 AGN, direct emission of the accretion disk
is expected to be observed through a high-column den-
sity, cold, circumnuclear gas; some fraction of this emis-
sion may, in addition, be scattered by photoionized,
optically-thin, medium located at further distances from
the center (e.g., Matt et al. 1996). The Chandra spec-
trum of the active nucleus in CGCG 292−057 conforms
to this general scenario, as it is best fitted with a phe-
nomenological model consisting of a direct, relatively
steep-spectrum (photon index Γ ' 1.8), X-ray contin-
uum emission absorbed by a relatively large amount of
cold matter (with the equivalent hydrogen column den-
sity N
(1)
H ' 0.7×1023 cm−2), and partly scattered (frac-
tion fsc ∼ 3%) by ionized gas giving rise to a soft ex-
cess component (moderated by a relatively small column
density of N
(2)
H ' 1021 cm−2) and pronounced Kα lines
from iron ions.
We note that photoionized, Compton-thin gas, scat-
tering the direct X-ray continuum of the accretion
disk/disk corona, is not the only viable option for the
production of the Fe XXV and Fe XXVI Kα lines in AGN.
Alternative models proposed in literature, in this con-
text, include a high-temperature (> 5 keV) diffuse ther-
mal plasma (Koyama et al. 1989; Smith et al. 2001),
cosmic-ray electrons interacting with a low-temperature
(∼ 0.3 keV) thermal plasma (Valinia et al. 2000; Masai
et al. 2002), and a Compton-thick accretion disk illumi-
nated by an external X-ray source (Ro´z˙an´ska et al. 2002;
Miller et al. 2006).
Hereafter, however, we exclusively discuss the scenario
in which the ionized iron line, detected in the spec-
trum of CGCG 292−057, results from a Compton-thin
gas photoionized by nuclear (direct AGN) illumination,
referring, in particular, to the calculations of the result-
ing line equivalent width performed by Bianchi & Matt
(2002). In this context, we note that in the Compton-
thin regime the ratio between the reflected and trans-
mitted fluxes of the ionizing continuum is expected to
be of the order of the Thomson optical depth (assuming
the geometrical factor of the order of unity),
τ ' N
(1)
H
1.5× 1024 cm−2 ∼ 0.045 , (1)
which is indeed very close to the observed (best-fit) value
of the scattering fraction fsc ' 0.033.
The primary parameter in the Bianchi & Matt (2002)
model is the “X-ray–defined” ionization parameter,
namely
Ux ≡
∫ νH
νL
Lν
hν dν
4pir2c ne
, (2)
where Lν is the luminosity spectral density of the AGN
continuum. The integration is over the frequency range
corresponding to the photon energy range, 2 − 10 keV,
r is the distance of the ionized scattering medium from
the source of the photoionizing photons (i.e. from the
active nucleus), and ne is the electron number density
characterizing the scattering medium. Since the direct
(unabsorbed) AGN continuum is best fitted as a power-
law with photon index Γ ' 1.8, the electron number
density can be expressed as
ne ' N (1)H /∆r ∼ 2× 104
(
r
pc
)−1 ( r
∆r
)
, (3)
where ∆r is the equivalent depth of the ionized absorber
involved in re-processing the AGN continuum emission.
From equation 2 we obtain
Ux∼ 30
(
S2−10 keV
10−13 cgs
)(
r
pc
)−2 ( ne
cm−3
)−1
∼ 10−3
(
r
pc
)−1(
∆r
r
)
. (4)
Unfortunately, observational constraints on the dis-
tance scale r are lacking, with the exception that it must
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Figure 6. Confidence contours of 1, 2, and 3σ on the two-thaw-parameters plane for the model F applied to the 0.5–7.0 keV
Chandra spectrum of CGCG 292−057 nucleus, calculated using the Levenberg-Marquardt optimization method: hydrogen col-
umn density N
(1)
H vs. scattering fraction fsc (upper left panel), power-law photon index Γ vs. source-frame line energy El
(upper right), power-law photon index Γ vs. hydrogen column density N
(1)
H (lower left), source-frame line energy El vs. line
normalization (lower right).
be smaller than the AGN source extraction region in
the Chandra data analysis, namely r < 5 px' 2.5′′ ∼
2.6 kpc. On the other hand, a characteristic scale at
which one may naturally expect the presence of high-
density medium, subjected to a substantial photoion-
ization by the nuclear X-ray emission continuum, is the
radius of the “Broad Line Region” (BLR), most likely
marking a transition between a Compton-thick accre-
tion disk and a clumpy torus of hot circumnuclear dust
(see, e.g., Czerny 2019). In order to estimate this ra-
dius, in the specific context of CGCG 292−057, first we
note that with the given observed flux of the Hα emisi-
son line of the source (Kozie l-Wierzbowska et al. 2012;
Singh et al. 2015), the corresponding luminosity reads
as LHα ' 2.5 × 1040 erg s−1. Hence, the bolometric lu-
minosity of the accreting matter can be found as
Lbol ' 2× 103LHα ∼ 5× 1043 erg s−1 (5)
(Netzer 2009), and the corresponding Eddington ratio
λEdd ≡ Lbol
LEdd
∼ (0.7− 1.4)× 10−3 (6)
for the available SMBH mass estimates (see Section 1
above). Given the values for the disk luminosity and
accretion rate — reinforcing the classification of the an-
alyzed source as a low-luminosity AGN — we use the
best-fit relation between the BLR radius RBLR and the
monochromatic disk luminosity [λLλ]5100A˚ as derived by
Bentz et al. (2013), namely,
log
(
RBLR
l.d.
)
= 1.527+0.533× log
(
[λLλ]5100A˚
1044 erg/s
)
, (7)
where we approximate [λLλ]5100A˚ as simply
[λLλ]5100A˚ ' ζ−15100A˚ Lbol ∼ 0.1Lbol , (8)
noting the range for the bolometric correction factor,
ζ5100A˚ ' 5.5− 12.5, stated in the literature (see Runnoe
et al. 2012, and references therein). With such, the BLR
radius in CGCG 292−057 reads as
RBLR ∼ 6.8 l.d. ∼ 5.7× 10−3 pc . (9)
Finally, keeping in mind all the estimates presented
above, and assuming r ∼ RBLR as well as, for rather
illustrative purposes, ∆r ∼ r, we obtain ne ∼ 3 ×
106 cm−3, and Ux ∼ 0.1. Given such a value of the
ionization parameter, the model calculations by Bianchi
& Matt (2002) — performed assuming a photon index,
of the illuminating continuum, of 2.0, gas number den-
sity 106 cm−3, and gas temperature 106 K — for the hy-
drogen column density of the order of N
(1)
H , imply an
Fe XXV equivalent width of the order 300 eV, in excellent
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agreement with our best-fit value EW' 330 eV. This
indicates the scenario involving a Compton-thin gas, lo-
cated at the distance within the BLR and photoionized
by a nuclear illumination, can, in principle, explain the
Chandra observations of CGCG 292−057. If the scatter-
ing medium is, however, located at some larger distance
from the core, r  RBLR, another source of ionization
(additional to the AGN illumination) would be needed
in order to account for the observed line intensity.
3.2. Jet—ISM Interactions
Interestingly, pronounced 6.7 keV (ionized) iron emis-
sion lines, with no accompanying 6.4 keV (neutral)
features, have recently been reported in the spectra
of two other restarted/young radio galaxies, namely
0710+43 (Siemiginowska et al. 2016) and PMN J1603–
4904 (Mu¨ller et al. 2015; Goldoni et al. 2016). Based
on those examples (0710+43, PMN J1603–4904, and
CGCG 292−057), it would be tempting (although pre-
mature) to speculate that the ionized iron line emission
is somehow related to the presence of compact (galactic-
scale) radio lobes of newly triggered relativistic jets. In
particular, an expansion of such lobes through the host
could lead to the injection of suprathermal/non-thermal
electrons into the ISM, providing an additional source
of ionization of the iron atoms in the environment (see
in this context Masai et al. 2002)
What is much less speculative, however, is the impact
the newly triggered relativistic jets may have on the dif-
fuse phase of the ISM through which the jets propagate.
As argued in Section 2.1, in the surface brightness pro-
file of CGCG 292−057 we see excess X-ray emission, best
fitted as a thermal plasma component with the temper-
ature of kTISM ' 0.8 keV, present at kpc distances from
the center. The best-fit normalization of this emission
component (see Table 1), implies the gas number den-
sity,
ng '
(
2.2× 10−6 4pid2L
10−14(1 + z)2V
)1/2
∼ 0.024 cm−3, (10)
assuming uniform ionized plasma within the emission
volume
V ' 4
3
pi
(
R3out −R3out
) ∼ 74 kpc , (11)
where Rout = 15 px∼ 7.9 kpc and Rin = 10 px∼ 5.3 kpc
follows from the applied source extraction region for the
ISM emission component. The corresponding gas pres-
sure therefore reads as,
pISM ' ng kTISM ∼ 3× 10−11 erg cm−3 . (12)
Since the excess thermal component coincides with the
edges of the inner radio structure of the target, it may
naturally be explained as resulting from compression
and heating of the hot diffuse fraction of the host galaxy,
displaced by expanding radio lobes. In such a case, as-
suming: (i) typical values of the jets’ advance velocities
vadv ∼ 0.01 − 0.1c, for radio galaxies with linear sizes
of the order of ` ∼ 10 kpc (see Kawakatu et al. 2008),
meaning the jet lifetime τj ∼ `/vadv ∼ 0.3 − 3 Myr, (ii)
rough pressure equilibrium between the compact lobes
and the surrounding ISM, p` ' pISM, and (iii) the lobes’
volumes are of the same order as V estimated above,
then the required jet kinetic power reads as
L
(in)
j ∼ 4p`V/τj ∼ (0.3− 3)× 1043 erg s−1 . (13)
This, in fact, results in a very plausible value, keeping in
mind that the bolometric luminosity of the nucleus, as
estimated above (equation 5), implies the mass accretion
rate in the source is at least one order of magnitude
larger than L
(in)
j , namely
M˙accc
2 ' η−1d Lbol ∼ 1045 erg cm−1 (14)
where we assumed the radiative disk efficiency ηd at the
level of a few percent, as appropriate at lower accretion
rates (see Sharma et al. 2007). Moreover, the 1.4 GHz
luminosity spectral density of the outer radio structure
in the source, L1.4 GHz ' 2 × 1024 W Hz−1, by means
of the calorimetric scaling relation, established for the
evolved radio sources by Willott et al. (1999, see also
equation 2 in Rusinek et al. 2017), implies the compa-
rable jet kinetic power
L
(out)
j = 5.0× 1022
(
L1.4 GHz
W Hz−1
)6/7
erg s−1
∼3× 1043erg s−1 . (15)
The fact that the estimated values of jet kinetic power,
supplying the outer and inner structures in this source,
are of the same order, is reminiscent of the analo-
gous finding claimed by Machalski et al. (2016) for the
restarted radio galaxy with MSO-like inner radio struc-
ture, 3C 293.
3.3. Comparison with Other LINERs
Narrow Kα lines from He- and H-like iron ions are be-
ing routinely detected in the X-ray spectra of optically-
selected quasars and Seyfert 1s, i.e. radio-quiet type-1
AGN characterized by higher accretion rates (Patrick
et al. 2012), and have also been reported in the spec-
tra of lower-luminosity AGN such as nearby LIN-
ERs, NGC 4579 and NGC 4102 (Terashima et al. 1998;
Gonza´lez-Mart´ın et al. 2009b, 2011). We note that the
lines’ variability established in NGC 4579 rules out a
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thermal (hot ISM plasma) origin of those spectral fea-
tures (see Terashima et al. 2000).
In general, the overall spectral shape of the X-ray ra-
diative output of the CGCG 292−057 nucleus, is rem-
iniscent of the other LINERs studied in X-rays, for
which the instruments such as Chandra or XMM-Newton
reveal power-law emission continua, moderated by in-
trinsic absorption with a wider range of column den-
sities. Still, the 2–10 keV luminosity of our target,
' 5 × 1041 erg s−1, the estimated EW of the Fe XXV
line, ' 330 eV, and the nuclear hydrogen column den-
sity ' 0.7 × 1023 cm−2, are all at the high ends of
the corresponding distributions derived for LINERs (see
Gonza´lez-Mart´ın et al. 2006, 2009a,b). Also, the BH
mass in the system, ' (3 − 6) × 108M, as well as the
derived Eddington ratio ' 10−3, both seem higher than
the average values characterising the LINER population
(see Gonza´lez-Mart´ın et al. 2009a; Eracleous et al. 2010).
Interestingly, the anti-correlation between the X-ray
photon index and the 2–10 keV luminosity (expressed
in the Eddington units), as claimed by Younes et al.
(2011) for LINERs with broad Hα emission (equa-
tion 3 therein), in the case of CGCG 292−057, for which
L2−10 keV/LEdd ' 10−5, yields Γ ' 1.66; this is, in
fact, quite close to the best-fit value of 1.8. Yet,
at the same time with the bolometric disk luminosity
in the system, as given above in equation 5, we get
Lbol/L2−10 keV ∼ 100, which is much larger than the
bolometric correction factor of the order of 10 claimed
by, e.g., Ho (2009) or, more recently, Netzer (2019). In
other words, the system studied here appears under-
luminous in X-rays for its bolometric disk luminosity,
when compared with the general population of LIN-
ERs. Related, it also appears over-luminous in radio,
as its “X-ray defined radio-loudness parameter” — in-
troduced by Terashima & Wilson (2003) in the context
of low-luminosity AGN as simply the ratio of the total
5 GHz luminosity to the 2–10 keV luminosity — reads
as logL5 GHz/L2−10 keV ' −1.2, meaning a radio-loud
object indeed (see also Younes et al. 2012). Here we
took L5 GHz ' 3.8 × 1040 erg s−1, following from scaling
down the 1.4 GHz luminosity of the outer lobes with the
mean radio spectral index of 0.76 (Kozie l-Wierzbowska
et al. 2012). Note that with such, the “standard” radio-
loudness parameter, i.e. the ratio of the 5 GHz and opti-
cal B-band (λB = 4400A˚) luminosity spectral densities,
R ≡ Lν5
LνB
' 1.4× 106
(
L5 GHz
Lbol
)
∼ 103 , (16)
places the source on the R− λEdd plane almost exactly
in between the populations of “Seyferts+LINERs hosted
by disk galaxies” and “radio galaxies hosted by ellipti-
cals”, as presented and discussed in detail by Sikora et
al. (2007) in the general context of the AGN jet pro-
duction efficiency. In the above, we assumed that the
monochromatic B-band luminosity [νLν ]B ' 0.1×Lbol.
4. SUMMARY
The galaxy CGCG 292−057 is a complex, post-merger
system at the border between early-type and late-
type galaxies, with a LINER-type nucleus and multi-
scale/multi-component radio morphology, reflecting in-
termittent jet activity of the central SMBH. We ob-
served this source with the Chandra ACIS-S instrument
with an exposure totalling 93.8 ks.
In our Chandra exposure, we clearly detected the ac-
tive nucleus of the system (with the total number of 393
net counts within the 0.5 − 7.0 keV range and 5 px ra-
dius), surrounded by a diffuse, low-surface brightness,
emission. We carefully studied the Chandra PSF and
the source radial surface brightness profile, and in this
way we found evidence (with significance quantified by
the Kolmogorov-Smirnov test) for the presence of an
excess X-ray emission component at kpc distances from
the center. This component is best fitted by a ther-
mal plasma model with the temperature of ∼ 0.8 keV.
We argued that the excess emission results from com-
pression and heating of the hot diffuse fraction of the
interstellar medium displaced by expanding compact ra-
dio jets in the source, for which the kinetic power was
estimated as Lj ∼ (0.1 − 1) × 1044 erg s−1, in agree-
ment with the overall energetics of the studied AGN,
and, in particular, the estimated bolometric disk lumi-
nosity Lbol ∼ 5 × 1043 erg s−1 and the mass accretion
rate M˙accc
2 ∼ 1045 erg s−1.
The 0.5−7.0 keV spectrum of the CGCG 292−057 nu-
cleus clearly displays an ionized iron line at ∼ 6.7 keV
(with no accompanying neutral feature at 6.4 keV). We
modeled the spectrum assuming various emission mod-
els, and concluded that a simple power-law or either
thermal fits imply unphysical photon indices or equiv-
alently very high and unconstrained plasma tempera-
tures. The best fit is obtained assuming a phenomeno-
logical model consisting of a relatively steep-spectrum
(photon index Γ ' 1.8), direct, X-ray continuum emis-
sion absorbed by a relatively large amount of cold
matter (with the equivalent hydrogen column density
N
(1)
H ' 0.7× 1023 cm−2), and partly scattered (fraction
fsc ∼ 3%) by ionized gas, giving rise to a soft excess
component and pronounced Kα lines from iron He-like
ions. Th X-ray luminosity of the direct nuclear contin-
uum reads, in this model, as L2−10 keV ' 5×1041 erg s−1.
Following detailed calculations by Bianchi & Matt
(2002), we demonstrated that the scenario involving a
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Compton-thin gas, located at the distance of the Broad-
Line Region in the source (RBLR ∼ 6 × 10−3 pc), and
photoionized by nuclear illumination, with the corre-
sponding ionisation parameter Ux ∼ 0.1, can explain
the Chandra observations of CGCG 292−057, and, in
particular, the observed equivalent width of the Fe XXV
Kα line, which is of the order of 0.3 keV.
We compare the general spectral properties of the
CGCG 292−057 nucleus, with those of other nearby
LINERs studied in X-rays, and argue that the system
appears under-luminous in X-rays for its bolometric disk
luministy, and at the same time over-luminous in radio.
In fact, on the “radio-loudness vs. accretion rate” plane,
CGCG 292−057 is located almost exactly in between the
populations of Seyferts+LINERs, which are typically
hosted by disk galaxies, and radio galaxies, which are
typically hosted by ellipticals (see in this context Sikora
et al. 2007).
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Figure 7. Left: the estimated mean FWHM of the PSF modeled with 2D Gaussian, 〈FWHM〉N ± ΣN, as a function of the
number N of PSF simulations performed (upper panel); the successive difference in the mean values |〈FWHM〉N−〈FWHM〉N−1|,
along with the standard error of the mean ΣN (dashed curve), are shown on the lower panel.
Right: Histogram of the emerging FWHM values after 100 PSF simulations, along with the best-fit normal distribution returning
〈FWHM〉100 ' 2.84 px and Σ ' 0.21 px.
APPENDIX
A. MODELING THE CHANDRA PSF
We performed High Resolution Mirror Assembly (HRMA) PSF simulations for the core, using the Chandra Ray
Tracer (ChaRT) online tool (Carter et al. 2003)1. For these simulations, the source spectrum file (corresponding to
the model fit A, i.e. absorbed power-law; see Table 2) was uploaded to ChaRT, obtaining a set of rays, which were
next projected onto the detector plane with the MARX software (Davis et al. 2012)2. The resulting PSF files were
normalized to the observed count rate, and filtered with the source region at a bin factor of 1.
Because of limited photon statistics, it is reasonable to expect quite substantial differences in each particular re-
alization of the PSF due to random photon fluctuations. To investigate this effect in more detail, we repeated PSF
simulations several times, and modeled the resulting PSF profiles with a 2D Gaussian. In this way, we estimate the Full
Width at Half Maximum (FWHM) of the central point source in the given image. We then investigated the point of
convergence for the fluctuations in the PSF simulations by deriving the mean values, 〈FWHM〉N±ΣN, for an increasing
number, N, of PSF simulations performed, as well as the successive difference in the mean values of FWHM, namely
|〈FWHM〉N − 〈FWHM〉N−1|. The results of this analysis, for N up to 100, are presented in the left panel of Figure 7.
As shown in the figure, the mean FWHM converges to ' 2.85 px after only about 20 iterations, N, at which point the
standard error of the mean, which decreases as ΣN ' Σ/
√
N (as in fact expected for a normal distribution of FWHM
values with a standard deviation of the population Σ) exceeds the differential error |〈FWHM〉N − 〈FWHM〉N−1|.
Right panel of Figure 7 presents the histogram of the emerging FWHM values after 100 PSF simulations along
with the best-fit normal distribution returning, 〈FWHM〉100 ' 2.84 px and Σ ' 0.21 px. Given this, the radius
for the extraction region encompassing 3σ of the photons from a point source formally reads as, ' (3/2√2 ln 2) ×
1
2 〈FWHM〉100 ' 1.8 ± 0.1 px. However, the source PSF is not well represented by a 2D Gaussian and particularly
with limited photon statistics, broad wings of the PSF do matter. To illustrate this, in Figure 8 we plot the enclosed
photon count fraction for each simulated PSF. As shown, the real 2σ radius ranges between 2.5 px and 5 px, depending
on a particular PSF realization, and the 3σ radius is, in all cases, at ∼ 10 px. Hence, in the analysis of the surface
brightness presented in this paper, instead of a 2D Gaussian approximation, we build a table model for the core PSF
as a result from the averaging of over 100 PSF simulations.
1 http://cxc.harvard.edu/ciao/PSFs/chart2/runchart.html
2 https://space.mit.edu/cxc/marx
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Figure 8. Enclosed count fraction for 100 simulated PSF images; horizontal dotted lines from bottom to top correspond to 1σ,
2σ, and 3σ count fractions, respectively.
