Abstract One of the major limitations of the classical ensemble Kalman filter (EnKF) is the assumption of a linear relationship between the state vector and the observed data. Thus, the classical EnKF algorithm can suffer from poor performance when considering highly non-linear and non-Gaussian likelihood models. In this paper, we have formulated the EnKF based on kernel-shrinkage regression techniques. This approach makes it possible to handle highly non-linear likelihood models efficiently. Moreover, a solution to the preimage problem, essential in previously suggested EnKF schemes based on kernel methods, is not required. Testing the suggested procedure on a simple, illustrative problem with a non-linear likelihood model, we were able to obtain good results when the classical EnKF failed.
spirit of the classical Kalman filter (KF) [21] , that provides the analytical solution of the posterior probability distribution when the prior, forward and likelihood models are Gaussian and linear, termed the Gausslinear model.
Analytical tractability of the posterior distribution will be lost in a general model setting. Thus, we may apply techniques such as Markov chain Monte Carlo (McMC) or rejection sampling to generate realisations from the posterior distribution of interest [6] . For highdimensional problems, however, these methods tend to be computationally prohibitive.
The EnKF approach is based on the approximation that the output of the forward and likelihood models are jointly Gaussian, with unknown mean and covariance. Using an ensemble of independent realisations to estimate the model parameters empirically, ensures that the EnKF is consistent with the KF for Gausslinear models as the ensemble size tends to infinity [8, 25] .
As shown in Anderson [2] , we can equally formulate the classical EnKF updating scheme as a multivariate linear regression problem, where the Kalman gain matrix defines the unknown matrix of regression coefficients. Hence, the classical EnKF can have poor performance when considering highly non-linear likelihood models. Methods such as the randomised maximum likelihood filter (RMLF) [31] can improve on the EnKF updating scheme for non-linear likelihood models. However, the RMLF algorithm requires an optimisation step making the method more computationally demanding than the traditional EnKF. This is especially true when considering high dimensional data such as time-lapse seismic. In addition, it is unclear how to use the RMLF if the error term is not additive [27] .
The classical EnKF tends to underestimate the prediction uncertainty for small ensemble sizes [10, 17, 28, 37, 48] . This can potentially lead to an ensemble collapsing into one single realisation. In a recent paper, Saetrom and Omre [46] , reformulated the classical EnKF updating scheme using shrinkage regression techniques known from multivariate statistics. It is well known from statistical literature that the unbiased classical least squares estimator for the matrix of regression coefficients is not optimal in the presence of collinear data, and can lead to severe problems of model overfitting [12] . The purpose of shrinkage regression techniques is therefore to replace the classical, unbiased estimator of the unknown matrix of regression coefficients with biased alternatives having improved predictive capabilities; e.g. using dimension reduction techniques on the predictor variables, or by regularising the estimated matrix of regression coefficients. Because the updated ensemble members will be coupled through the estimated Kalman gain matrix, collinearities between the ensemble members will eventually occur [17] . Hence, it is not surprising that applying shrinkage regression techniques can lead to significant improvements compared with the classical EnKF updating scheme, as illustrated in the examples considered in Saetrom and Omre [46] .
In recent years, kernel methods have become popular within the field of machine learning [44, 47] . The aim of these methods is to transform data from the original vector space into a possibly high dimensional feature space, where we assume that the underlying model assumptions, such as linear dependencies in a regression setting, are valid. Kernel methods are frequently used in non-linear principal component analysis (PCA) [39, 41] , data mining [18] , classification [49] and non-linear regression [36] . Common for these methods is that the algorithms can be reformulated through inner products in the original space. Because we can define inner products in a feature space through positive definite functions, known as kernel functions, there is no need to generate realisations in the feature space [15, 44] .
In the current paper, we extend the EnKF updating scheme to a non-linear setting using previously defined kernel-based shrinkage regression techniques [36, 47] . We demonstrate the suggested approach on a simplistic example with a non-linear and non-Gaussian likelihood model. The procedure has the same computational complexity and memory requirements as the fastest implementations of the traditional EnKF.
We are not the first to recognise the potential of kernel methods in an EnKF setting [3, 38] . However, the focus of these studies is to incorporate highly nonGaussian features of the state vector into the EnKF, which require a solution to the pre-image problem of mapping the state vector from the feature space back to the original space. Solving this problem using traditional approaches requires non-linear optimisation techniques [24, 26, 44] , which can lead to high computational demands. In the current study we use kernel methods for handling non-linearities in the likelihood model, which do not require this back-transformation.
Notation and model formulation
Throughout the paper, we use the notation x ∈ R n x ×1 to denote that x is an n x -dimensional column vector in the real space and x T will denote its transpose. Similarly, we will write X ∈ R m×n to denote that X is a matrix in the real space containing m rows and n columns. Note that we will use that the same notation for both scalars and random variables. Probability density functions (PDF) will be denoted by f (x), and the notation x ∼ f (x), implies that the random vector x follows the PDF f (x). Furthermore, we will denote the conditional PDF of x given y by f (x| y). As a special case, the notation x ∼ Gauss n x (μ x , x ) will be used to denote that x follows the n x -dimensional multivariate Gaussian distribution with mean vector μ x and covariance matrix x .
Consider the sequence of stochastic vectors x t 0 , . . . , Fig. 1 . Here, x t k denotes the state of the unknown random vector of interest at time step k and time t k , and similarly d t k denotes the vector of observed data. For notational convenience, we will from now on drop the subscript t k , and simply write x k and d k . Also note that we will for simplicity refer to x and d as the state and observation vector respectively. 
We define the PDF, f (x k+1 |x k ), through a known, possibly highly non-linear forward function, ω : (∈ R n x ×1 × ∈ R n x ×1 ) →∈ R n x ×1 , which implies
Here, x k ∈ R n x ×1 represents random model errors or numerical errors in the forward model, assumed to follow a known probability distribution. Thus, f (x 0 ) and ω(·, ·) implicitly defines the prior PDF f (x 0 , . . . , x K+1 ). We define the likelihood function,
Again,
, represents the random observation error following a known PDF.
For notational convenience, we from now on let 
Generally, we only know the conditional distributions defined in Eq. 3 up to an unknown normalising constant. One possibility is to use computationally demanding techniques such as McMC or rejection sampling to generate realisation from the correct posterior distribution [6] . However, for applications such as petroleum reservoir evaluation, these techniques are computationally prohibitive [8] . An approximate solution can be obtained by assuming that x u k and d k follows a distribution that ensures analytical tractability of f (x k |d 0:k ), such as the Gaussian. These model assumptions are equivalent to those made in the EnKF [7] .
Classical ensemble Kalman filter
(n e ) k ∈ R n d ×n e as the state ensemble and data ensembles matrices respectively. For notational convenience, we will from now on omit the subscript k because the focus will be on a single time step.
If we assume that the joint distribution of (x u , d) is Gaussian, a classical updating scheme for each ensemble member would be:
We refer to this as the classical EnKF updating scheme, where we denote the estimated Kalman gain matrix bŷ K. Here,
is the idempotent centring matrix, where I is the identity matrix, and 1 is a vector with each entry equal to one, both having proper dimensions. Under the Gaussian assumption stated above, x c(i) k will tend towards a realisation from the Gaussian posterior distribution f (x k |d 0:k ) as n e → ∞.
From multivariate statistical theory, we know that the estimated Kalman gain matrix is equal to the least squares estimate of the matrix of regression coefficients in a multivariate linear regression setting [42] :
where tr{·} denotes the trace operator. Hence, it is not surprising that the classical EnKF can perform poorly for highly non-linear functions in the likelihood model. Note that for situations where n d ≥ n e , the matrix DH D T in Eq. 5 will be singular, meaning that its inverse does not exist. To avoid this problem we can add a positive definite matrix, (n e − 1) r , which corresponds to adding a regularisation term, (n e − 1)tr{K r K T }, to the objective function in Eq. 7. This giveŝ
which is an extension of the standard EnKF updating scheme to non-linear likelihood models, similar to the approach in [ 
will indeed be consistent with the estimator defined in Eq. 5. This follows because the data ensemble matrix can be split into two parts, D =D + E, where
is error perturbation ensemble matrix. However, in the general model setting with d = ζ (x, d ), the two estimators will not be consistent.
Another potential problem with the classical least squared estimate of the Kalman gain is model overfitting. This is especially true in the presence of collinear data [9] . Because we couple the updated ensemble members through the estimated Kalman gain matrix, they can become increasingly collinear with time [28] . This can potentially lead to an ensemble collapsing into a single realisation, and certainly lead to an underestimation of the prediction uncertainty [46] . Fortunately, we can handle the problems described above efficiently using kernel shrinkage regression techniques known from multivariate non-linear regression, which we will consider next.
Kernel-shrinkage regression
To motivate the use of kernel methods, we start this section with a probabilistic discussion of a nonlinear regression problem with multivariate predictor variables:
Here, x is a univariate, centred response variable; d is a centred multivariate predictor variable; γ (d) is the non-linear regression function; and x|d is a univariate Gaussian error term having zero mean and variance σ 2 x|d . For notational simplicity we only consider one-dimensional response variables, because it can be shown [12] that we under certain assumptions obtain corresponding solutions for each component in the multivariate case.
Following Williams [50] , let the non-linear function γ (·) be decomposed into L terms
is an unknown random vector. Here 0 is the zero vector of proper dimensions, and the L-dimensional vector
T , is a collection of known link functions. Two examples of link functions are
and k,l are model parameters. Under the assumption of independent observation errors for x|d this entails:
with δ(·, ·) being the Dirac function taking value one when the arguments are identical and zero otherwise. Consider a set of centred realisations {(
. . , n e } and define the corresponding univariate, centred state vectorx = [x (1) , . . . , x (n e ) ] ∈ R n e ×1 with associated centred data ensemble matrix D. In addition, let d * be a new, centred data vector, with unknown centred state variable x * . Under the Gaussian assumption above we have
where Cov(
, for any function g : R n e → R [32] . Hence,
is the optimal predictor of x * in terms of the MSPE.
An alternative formulation of the non-linear regression problem is to parametrise γ (d) by a Gaussian random field (GRF), as defined in Appendix A,
Using the definition of a GRF together with well-known results from multivariate Gaussian theory, the predictive mean of x * givenx is:
with c
, and
Comparing Eqs. 12 and 13, we see that there is a dual formulation of the non-linear regression problem, where we can interpret inner products between vectors ϕ(·) ∈ R L×1 as covariance functions c(·, ·) of a GRF. For the link-function defined in Eq. 11 this can be realised by letting L → ∞ and selecting k,l = for all k and l, which entails [11] :
which we recognise as the second-order exponential covariance function. The assumption that we can describe inner products between vectors ϕ(d) and ϕ(d ) through symmetric, positive definite functions, c(d, d ), is the foundation of kernel methods known from the machine learning literature [44] .
Kernel methods
We now generalise the mapping ϕ(·), and let ϕ :
where F is some unspecified inner product space [52] , which we for simplicity will refer to as the feature space. In the non-linear regression setting this entails transforming the predictor variable, d, into a feature space where the linear relationship with the response variable, x, is valid, as described in Fig. 2 .
In Eq. 12, we expressx * through inner products in the feature space, which we can equally describe through values of the covariance function, c(·, ·), under the GRF assumption. In general, this will hold for any symmetric, positive definite function, c(·, ·), also known as kernel functions [44] . In the machine learning literature, this is known as the "kernel-trick" [44] , which in practise means that we can reformulate any algorithm involving inner products in the input [15] , namely symmetry and positive definiteness. The interested reader can find further details in Smola and Schölkopf [44] or Taylor and Cristianini [47] .
Saetrom and Omre [46] , reformulated the classical EnKF updating scheme using principal component regression (PCR) [16] and partial least squares regression (PLSR) [51] , known from shrinkage regression. Both methods can be transformed into a non-linear setting using kernelised versions; see Rosipal et al. [35] and Rosipal and Trejo [36] for PCR and PLSR, respectively. Common to the kernel versions of these two shrinkage regression techniques is that we perform a dimension reduction in the feature space. Moreover, given a new observation vector, d
* , we predict the state variable, x * , by evaluating the kernel function. Hence, the methods does not require an inverse mapping, avoiding the preimage problem occurring when using the kernel approach on the state variables [3, 38] .
Comments
An early reference to the Bayesian formulation of the non-linear regression problem is O'Hagan [30] . However, the connection with kernel methods known from the machine learning literature was not realised until recently [33, 50] . Moreover, readers familiar with Geostatistics will surely recognise the connection between the probabilistic formulation above and a generalisation of kriging using non-stationary covariance models [5, 19] .
The decoupling of the state vector into univariate components, as done in the decomposition above, is theoretically only valid if the elements in the stochastic error term, x|d , are independent, which implies that the covariance x|d is proportional to the identity matrix, I. Note, however, that the methods considered in this paper will not be affected by this model assumption because we are solving the regression problem using a least squares approach. This entails that the obtained regression models do not depend on the model parameter x|d [12] .
Ensemble Kalman filtering using kernel-shrinkage regression
We will now present the kernelised versions of the EnKF updating scheme based on three common shrinkage regression techniques; ridge regression (RR) [14] , PCR and PLSR. However, we will only consider kernel RR in detail. This is motivated because kernel RR is connected to the probabilistic solution of the nonlinear regression problem discussed above; details are given below. The interested reader can find a thorough description of the PCR and PLSR shrinkage regression techniques in Saetrom and Omre [46] . For simplicity, we define kernel matrices
For all three methods, we find the estimated Kalman gain matrix by solving the following multivariate linear regression problem in a feature space, F:
where x|d ∈ R n x ×1 represents the regression model error. Similar to above,
, and we assume that all vectors and ensemble matrices are centred, unless otherwise stated.
Kernel ridge regression
Kernel RR is a regularisation method where we select the estimated regression coefficients by minimising the mean squared error with additional constraints, that is:
Solving this minimisation problem analytically gives [42] :
Thus, we obtain kernel RR predictions for an unknown x * , with associated d * , based on
Comparing this expression with Eq. 13, we see that the two predictors, x * and E[x * |X] are identical for σ 2 x|d = ξ . This follows because each variable x * i , for i = 1, . . . , n x , can be computed independently. Thus, applying kernel RR in an EnKF setting leads to the following updating scheme:
Here, X c and X u are the state ensemble matrices, conditioned and unconditioned respectively and HC H is the centred kernel matrix [41] , with the centring matrix, H, defined in Eq. 6.
Kernel principal component regression
PCR is based on the assumption that most of the variability in the predictor variables can be explained through a small set of random variables, termed principal components. The estimated matrix of regression coefficients is then constructed using the principal components as predictor variables. Hence, we define a matrix of regression coefficients in a reduced order space. Kernel PCR follows directly by applying kernel PCA [35, 41] to ϕ(d). The resulting expression for the estimated Kalman gain matrix iŝ
Here E p ∈ R n e × p contains the p eigenvectors of the centred kernel matrix, HC H, with the p largest corresponding eigenvalues given in the diagonal matrix, p ∈ R p× p . The following expression then forms an EnKF updating scheme based on kernel PCR:
5.3 Kernel partial least squares regression Similar to PCR, PLSR applies dimension reduction techniques to the predictor variables. The main difference between the two methods is that, PLSR uses the information available from both the response and predictor variables when projecting into the pdimensional subspace, which entails that PLSR is based on a supervised dimension reduction technique. The kernelised version of the PLSR algorithm follows from the algorithm presented in Ränner et al. [34] . This results in the following estimate of the Kalman gain matrix:
Here 
Ränner et al. [34] outline an efficient procedure for solving this problem when n x and n d are larger than n e . This gives the following EnKF updating scheme based on kernel PLSR:
with A defined above. Note that centring of the ensemble matrices is unnecessary because of the identities T = HT and W = HW [46] .
Comments
Although the three shrinkage regression techniques presented above, and their kernelised versions, all reduce the problems caused by collinearities in the data ensemble, they accomplish this differently. Note that collinearities in the data ensemble will result in small eigenvalues in the estimated data covariance matrix, d , or the corresponding centred kernel matrix, HC H, which can result in large weights in the respective Kalman gain matrices. Whilst the RR technique reduces the weight caused by smallest eigenvalues by adding a positive constant to all eigenvalues, the PCR technique eliminates small eigenvalues, whilst retaining the p dominant. The PLSR technique works in a similar manner as the PCR, although the analysis is slightly more complicated (see Hastie et al. [12] for a detailed description). However, it has been noted that because the PLSR technique uses the information from both the state and data ensemble matrices in the dimension reduction, a small number of components, p, is often required in PLSR compared with PCR [13, 20] .
It should be noted that the optimality of the different shrinkage regression techniques appears to be problem dependent. That is, whilst RR leads to the smallest prediction error in one study, PCR or PLSR can be optimal in other studies. It is therefore advisable to test the predictive performance of the different methods based on the prior and likelihood model, before selecting which method to use in an EnKF setting. Finally it is important to note that the performance of all three schemes are highly dependent on the model hyperparameters used. Thus, schemes which enables an automatic selection of these model parameters are called for.
Model hyperparameter selection
The results obtained using the kernel-shrinkage regression techniques described above, will in general depend on one or more hyperparameters, θ . For kernel RR this involves selecting the size of the regularisation parameter, ξ , whilst for kernel PCR and PLSR the dimension of the reduced order space, p, is required. In addition, we need to select the kernel function, c(·, ·), which implicitly defines ϕ(·). This can be challenging if all symmetric, positive definite kernel functions are considered.
The usual approach for selecting c(·, ·) is to consider only certain families of kernel functions. An example is translation and rotation invariant functions c(d, d )
2 ), referred to as radial basis function (RBF) kernels, where · 2 is the Euclidean norm [44] . The second order exponential kernel function, defined in Eq. 11, is an example of such a kernel function. Another example of a kernel function is the polynomial, defined as c(d,
, which entails that ϕ(·) represents polynomials. Common for most of the kernel functions in the literature, however, is that we only need to specify one or two hyperparameters.
To avoid overfitting the regression model to the data, we can apply cross-validation (CV), as discussed in Saetrom and Omre [46] . CV works by sequentially splitting the state vector and data ensembles into training ensemble matrices, (X Train , D Train ), used for model estimation, and test ensembles matrices, (X Test , D Test ), used for model validation. Using the training ensemble matrices to estimate the Kalman gain matrix for model parameters θ ,K Train (θ), we can predict the state vectors based on the test data,X Test =K Train (θ) D Test . Computing the sum of squares of the mismatch between X Test and X Test , referred to as the predictive error sum of squares (PRESS) statistic, can be used to measure of the predictive power for the chosen model. Note, however, that it is straightforward to use other objective functions than the sum of squares. We can then select the model hyperparameters by minimising the PRESS statistic for different values of θ, as discussed below. A pseudo-code describing the workflow of the EnKF updating scheme based on kernel PCR, using m-fold CV to select the model parameters is given in Algorithm 1. Note that we here use the notation I i to denote the set of indices for members of test ensemble i. A similar workflow can be used for the RR and PLSR techniques as well.
The model parameters, θ, will for most applications of kernel-shrinkage regression contain two parameters, which can be both discrete and continuous. Alternative methods for solving this problem are gradient based optimisation techniques [29] , or stochastic optimisation techniques such as particle swarm optimisation [22] and simulated annealing [23] . In practise, however, it is often sufficient to consider a limited number discrete values for the continuous model parameters, for example ∈ {1, 2, . . . , 20} for the second order exponential covariance function, rather than searching for the global optimum [44] . Hence, we do not necessarily suffer from high computational demands if we select the model parameters based on an exhaustive search rather than sophisticated optimising schemes. Also note that for applications of the EnKF where it is extremely time consuming to evaluate the forward model ω(·), such as petroleum reservoir characterisation, the use of CV for model parameter selection will not increase the total computational time significantly. In addition, we emphasise that the CV scheme is straightforward to run in parallel. A discussion regarding the computational properties of the EnKF updating scheme based on kernel-shrinkage regression techniques can be found in Appendix B.
Finally, because the likelihood model is known, selection of the kernel function is easier in this setting, compared with non-linear regression problems where the relation between d and x is unknown. An alternative approach is therefore to select the kernel function based on prior knowledge of the state vector and the likelihood model. That is, we select the hyperparameters of the kernel function based on the predictive power of the non-linear regression model created using realisations from the initial prior model.
Empirical study
We define the state vector x k ∈ R 100×1 , k = 0, . . . , 19 on a (10 × 10) regular grid domain. Here, x i, j,k denotes the value of the state vector at location (i, j), i = 1, . . . , 10, j = 1, . . . , 10 and time step k. We assume that the state vector is static, meaning x k+1 = x k , k = 0, . . . , 19 , with a reference model generated from the Gaussian prior model:
Here, μ x = 5 × 1, and we construct x based on an exponential covariance function,
where
The range parameters l x and l y are one and 10, respectively. We use the non-linear likelihood model:
to connect the observations d k to the state vector. 
Non-linear regression
To demonstrate the effect of the suggested kernel regression techniques we initially consider a univariate non-linear regression problem, with a bivariate predictor variable, based on the function defined in Eq. 23 as follows: Define the date ensemble matrix, D, through n e = 91 uniformly spaced points, d ∈ R 2×1 , with d 1 and d 2 having values between −4 and 4. Assume that at each of these 91 locations, we observe values of the function,
where the noise term, x|d , is Gaussian having zero mean and standard deviation 0.5. Figures 5 and 6 display the reference solution and the observed data.
Using the ensemble matrices D and X, the task is to fit a regression model based on the classical linear least squares approach and the three kernel-shrinkage regression models discussed above. Because the Gaussian kernel function, described in Eq. 14, is a robust choice when no prior information is available regarding the Fig. 3 Reference state vector used in the empirical case study generated from a Gaussian prior distribution with an anisotropic covariance function [43, 45] , we use it to map d into the feature space F. To select the scaling factor in the kernel function and shrinkage factor for the three regression methods, we apply 10-fold CV. Figure 7 display the results. Note that because the prior and likelihood models are fully specified, another alternative is to tailor the kernel function based on this known prior information. How this task can be accomplished in an automatic manner is, however, somewhat unclear and is a topic for further research. Hence, we apply the Gaussian kernel function for the case studies considered in this paper, even if this selection might be sub-optimal. As expected, the plane resulting from the linear least squares method, does not provide a good prediction of the non-linear function. The three kernel methods, on the other hand, are able to capture the non-linear trend of the function, thus providing reasonable predictions. Figure 8 display the absolute deviance between the reference and predicted solution for the four methods. Except for the larger error occurring at the origin for the kernel RR method, the deviance is within one standard deviation of the observation error at all predicted Fig. 7 Predicted outcome based on least squares linear regression (LSQ), kernel RR (KerRR), kernel PCR (KerPCR) and kernel PLSR (KerPLSR); 10-fold CV was used to select the prior hyperparameters θ Fig. 8 Absolute deviance between the true solution and the predicted outcome based on least squares linear regression (LSQ), kernel RR (KerRR), kernel PCR (KerPCR) and kernel PLSR (KerPLSR). 10-fold CV was used to select the prior hyperparameters θ locations using the three kernel methods. The main difference between the PCR and PLSR approaches is, however, that the former requires p = 13 components, whilst the latter only requires p = 1. Note that this behaviour is in accordance with the discussion above, because PLSR uses information from both the stateand data vector in the dimension reduction.
Results
Based on the results seen in the non-linear regression based on the likelihood model, we proceed using the EnKF based on kernel PCR and PLSR techniques on the filtering problem with the Gaussian kernel function defined in Eq. 14. We use the following sampling scheme to generate the initial ensemble with n e = 100:
with μ x and x defined above. Hence, there is a high uncertainty regarding the mean of the true underlying distribution. The purpose of this study is to assimi-late observed data using the standard EnKF updating scheme for non-linear observations [ , the classical EnKF is not able to get a good representation of the state vector at the final updating step. The estimated posterior mean is farther from the reference state vector than at the initial time step and the ensemble has collapsed into a single realisation. Because we are using a linear updating scheme on a non-linear likelihood model, we expect that the ensemble mean is missing the reference state vector. However, it is more troubling that we are not able to obtain estimates of the prediction uncertainty. Ideally, the estimated prediction interval based on the updated ensemble, should cover 95% of the reference state vector. In this case, however, the coverage is 0%.
The EnKF-KerPLSR1 method is able to obtain reasonable estimates of the reference state vector, x
True . The estimated posterior mean is centred around x True , and the estimated prediction interval is giving a good description of the solution uncertainty. The EnKFKerPCR1, EnKF-KerPLSR2 and EnKF-KerPCR2 updating schemes have a similar behaviour, as shown in Fig. 9c -e. Figure 10 contains two realisations of the state vector in the initial ensemble and the corresponding re- alisations after the final updating step, using the five different EnKF updating schemes. We also display the ensemble mean. At the initial time step, the realisations and the ensemble mean do not resemble the reference state vector, as expected from the prior distribution described above. Again, we notice that the realisations obtained using the classical EnKF scheme has collapsed, and are farther from x True , than they were initially. The four kernel-shrinkage regression techniques, on the other hand, appear to give a good representation of the reference state vector. We especially note that the anisotropic behaviour in x True is captured in both the realisations and the ensemble mean for all of the four schemes based on kernel-shrinkage regression.
It is interesting to note that the results obtained using the automatic and supervised methods to select θ produces similar results. For the supervised parameter selection approach θ was selected as: θ PCR = (10, 5) and θ PLSR = (10, 1) , whilst for the CV based selection scheme θ PCR ∈ { [1, 7] (5), [5, 30] (20)} and θ PLSR ∈ { [1, 5] (1), [5, 30] (20)}. Here the notation [1, 5] (5) is used to denote the smallest, largest and median value of the selected parameters respectively.
To quantify the performance of the five updating schemes the model is rerun 100 times using different initial ensembles. We then compute the scaled total sum of squares (TSS), given as 1/n e n e i=1 μ x c − x True 2 2 , and the coverage of the reference solution within the estimated 95% prediction intervals. The results are summarised in Table 1 . Here we have included the results obtained using PLSR regression in the Euclidean space, rather than the feature space, selecting the subspace dimension p using 10-fold CV (EnKF-PLSR1). As we can see from this table, the TSS increase with 412% from the initial updating step when using the classical EnKF updating scheme. On average, the prediction interval only covers 6.2% of the reference state vector. Note, however, that the coverage for the majority of the reruns is zero percent.
Using the kernelised shrinkage regression techniques reduces the TSS with between 87% and 91%, with the largest decrease when we use the supervised parameter selection scheme. This suggests that the PRESS statistic is not the optimal measure of the goodness-of-fit for this model. Replacing the PRESS statistic with alternative measures, is a topic for future research. The estimated mean coverage is close to the theoretical value of 95% for all four schemes.
Contrary to the classical EnKF updating scheme, using the EnKF-PLSR1 scheme does not lead to an increase in the TSS compared with the initial ensemble. As explained in Saetrom and Omre [46] , we expect to see this behaviour because we reduce the problem of regression model overfitting caused by collinear ensemble members, when using shrinkage regression techniques. However, the estimated prediction interval is not able to capture the reference state vector, which we expect when using a linear updating scheme on a highly non-linear likelihood model. As we can see from these figures, the RSS for the classical EnKF is increasing rapidly for the first two updating steps. At the same time, the coverage is rapidly decreasing and after two assimilation steps it is down to zero percent. A similar trend can be seen for the EnKF-PLSR1 updating scheme. However, the effect of model overfitting is not as prominent as for the classical EnKF. This illustrates the usefulness of applying shrinkage regression techniques in an EnKF updating scheme.
For the kernelised shrinkage regression techniques, the behaviour of the RSS and coverage is similar for all of the four updating schemes considered. Initially, the RSS decrease rapidly before it stabilises at the later time steps. Similarly, the coverage is slowly converging towards the expected value of 95%, where it appears to stabilise. In addition, note that we are better able to preserve the spread of the updated ensemble members using the kernel-shrinkage regression techniques compared with the EnKF-PLSR1 updating scheme. We believe that the additional non-linearities introduced when mapping the data vector into the feature space is the cause of this behaviour. Hence, we reduce the collinearities between the updated ensemble members, which potentially can lead to model overfitting.
Conclusions
We have formulated an EnKF updating scheme based on kernel-shrinkage regression techniques to handle highly non-linear and non-Gaussian likelihood models. Contrary to previously suggested EnKF updating schemes based on kernel methods, the approach does not require solving a pre-image problem. Moreover, the computational complexity is equal to the fastest EnKF algorithms previously suggested.
We presented kernel regression as a natural extension of the classical EnKF to the non-linear case using GRF. Under the assumption that the response variable is a GRF, we obtained a prediction scheme defined through the inner product between data vectors in the feature space. We can equally describe these inner products through symmetric, positive definite kernel functions in the Euclidean space, which corresponds to covariance functions for a GRF. Hence, we gave an extension of the Bayesian formulation of the classical EnKF to a non-linear setting, from which kernel RR is a special case. In addition, we considered two additional kernel shrinkage regression techniques based on dimension reduction, namely kernel PCR and PLSR.
We evaluated the performance of the three kernelshrinkage regression techniques for a non-linear regression problem. Here we used a CV scheme to select the prior hyperparameters of the regression models. When we applied the estimated models for prediction purposes, we obtained similar results for the kernel PCR and PLSR methods. However, the dimension of the respective reduced order models was smaller for the kernel PLSR, because this method uses both the predictor and response variables in the dimension reduction. Kernel RR gave slightly larger errors in the predictions.
EnKF updating schemes based on kernel PCR and PLSR were further tested on a hidden Markov model with a non-linear, non-Gaussian likelihood model. For comparison, we considered the standard EnKF updating scheme for non-linear likelihood models. The kernelised shrinkage regression techniques provided good estimates of unknown reference state vector, with uncertainty estimates close to the theoretical bounds. On this model, the updating scheme based on kernel PCR performed slightly better than kernel PLSR, although the subspace dimension tended to be smaller when using the supervised PLSR approach. The standard EnKF, on the other hand, completely missed the reference solution, with an ensemble collapsing after a few updating steps.
