Abstract. Among the many attempts made to represent families of 2D shapes in a simpler way, the Medial Axis (MA) takes a prominent place. Its graphical representation is intuitively appealing and can be computed efficiently. Small perturbations of the shape can have large impact on the MA and are regarded as instabilities, although these changes are mathematically known from the investigations on a super set, the Symmetry Set (SS). This set has mainly been in a mathematical research stage, partially due to computational aspects, and partially due to its unattractive representation in the plane.
Introduction
The simplification of shapes by conversion to alternative structures is widely investigated in 2D shape representation analysis [51] . The Medial Axis (MA), based on Blum's skeleton concept [7] , is commonly used, since it can be calculated in a fast and robust way. It is also an intuitively clear representation, see e.g. [22] and references therein. When augmented with extra information, the MA is a powerful tool in describing shapes, and many results on simplification, reconstruction and database search are reported, see e.g. [3, 8, 12, 13, 19, 32, 37-39, 41-45, 47, 48] .
The MA is a sub-set of the Symmetry Set (SS) [11] . The SS exhibits nice mathematical properties, but is more difficult to compute than the MA. It also yields more distinct branches, i.e. unconnected "skeleton-like" parts, which makes it hard to represent it as a graph, in contrast to the MA. In Section 2 the definitions of these sets and related properties are given. They result, for example, in so-called Shock Graphs: MA skeletons, augmented with information of the distance from the boundary (the distance function). As the aforementioned MA results were partially derived from investigations of the SS, we investigate the SS itself and its use for shape description.
Section 3 is concerned with the computation of the MA and the SS. The simplicity of the MA allows a fast computation using partial derivative equations (PDEs). The complexity of the SS appears to prohibit these methods, as well as modifications of them. Therefore, geometrical methods must be used.
In contrast to the 2D visualization of the MA skeleton, the SS gives rise to several intersecting curves. Therefore, an visually appealing representation of the SS is not trivial. In Section 4 issues regarding representation are discussed. Extra information about the shape and its SS is given by the evolute, where all the non-differential points of the latter relate to endpoints of the SS. With the need for augmenting the skeleton with the distance function, the need for a representation in a space with an extra dimension (viz. the distance) is evident. This space also visually explains why new branches of the skeleton may suddenly appear when the shape is slightly perturbed. These branches are parts of the Symmetry Set that become part of the Medial Axis. The shape in the parameterized space can be studied using the so-called pre-Symmetry Set (pre-SS). This set allows one to extract special points on the Symmetry Set relatively easy.
To overcome the complicated representation of the SS, we introduce in Section 5 a string-like data structure containing information of the symmetry set and, in an adjusted version, also the evolute of the shape.
Two simple example shapes are used in Sections 6 and 7. They explain the derivation of the new data structure. In Section 8 the string structure for two shapes of a standard data base [35, 38, 39, 45, 47, 48] is shown. The conclusions follow in Section 9.
Shapes and Representations: An Overview
In this section we briefly give the necessary background regarding properties of shapes, the Medial Axis, the Symmetry Set, and the labeling points on these sets. More details can be found in the literature mentioned throughout this section.
Let S(x(t), y(t)) denote a closed 2D shape in the (x, y) plane, parameterized by t. Let (.) t =
∂(.) ∂t
, then N (t) = (−y t , x t )/ x 2 t + y 2 t denotes the unit normal vector, and κ(t) = (x t y tt − y t x tt )/ x 2 t + y 2 t 3 the curvature. The evolute E is given by the set S + N /κ. Note that as κ can traverse through zero, the evolute moves "through" (minus) infinity. This occurs by definition only for non-convex shapes. An alternative representation can be given implicitly: S(x, y) = {(x, y)|L(x, y) = 0} for some function L(x, y). Then the following formulae can be derived for N (x, y) and κ(x, y):
Although the curve is smooth and differentiable, the evolute contains non-smooth and non-differentiable points, viz. those where the curvature is zero or takes a local extremum, respectively.
Medial Axis
The Medial Axis (MA) is defined as the closure of the set of centers of circles that are tangent to the shape at at least two points and that contain no other tangent circles: they are so-called maximal circles. This yields a connected element inside the shape, and, for non-convex shapes, infinitely long elements outside the shape. For purposes like shape matching, it is therefore convenient to consider only the maximal circles inside the shape are taken as the MA.
Distance Function.
As fast (marching) method [18, 40] , one can trace the deformation of the shape in the direction of the unit normal vectors. They are multiplied with a (negative) constant α, and the shape at the new location S α = S + αN is calculated. This shape has distance α from the original shape. The MA points are then given by the intersection points of the new locations of the shape: at these positions the new shape has a minimal distance to a least two different locations at the original shape, see Fig. 1 . Note that the swallowtails in the second and third image are imaginary in this viewpoint, since they will (eventually) only constitute circles that are not maximal. The endpoints of the MA are given by the non-differential points on the evolute: if α = κ the first intersection takes place, see the left image of Fig. 1 . Consequently, the MA arises as the discontinuities of the closed 2D manifold in 3D spanned by (S α , α). This can easily be visualized as a mountain landscape. The discontinuities appear as ridges and ravines, i.e. elongated, connected curved structures. Isolated points are non-generic, an infinitesimal small perturbation of the shape would either remove them or transform them into a connected structure.
Geometrical Derivation.
To calculate this set from above definition, the following procedure can also be used, see Fig. 2 : Let a circle with unknown location be tangent to the shape at two points (left). Then its center can be found by using the normal vectors at these points: it is located at the position of each point minus the radius of the circle times the normal vector at each point.
To find these two points, the location of the center and the radius, do the following: Given two vectors p i and p j , i = j (Fig. 2, right) pointing at two locations at the shape, construct the difference vector p i − p j . Given the two unit normal vectors N i and N j at these locations, construct the vector N i + N j . If the two constructed vectors are non-zero and perpendicular, the two locations give rise to a tangent circle. The radius r and the center of the circle are given by
and one only has to make sure that the circle is maximal.
Augmentation.
It is known that the MA in itself carries insufficient information for representing and reconstruction a shape, since different shapes can yield the same MA [14] . Therefore additional information can be added to the MA and used, as proposed by various authors. By adding the value of the radius on the MA one can identify special points, depending on increasing or decreasing values when moving along the MA.
Shock Graphs. Sidiqqi et al. defined in their
Shock Graph method [41, 43] four types of special points on the MA describing the changes of the radius when moving along the MA:
1. protrusion: ordinary points where the radius is increasing or decreasing. 2. necks of the shape, the local minima of the radius. 3. bends of the shape: Maxwell sets: constant radius. 4. an annihilation point, or a maximum of the radius.
Sub-classification is applicable when regarding the radius flow. Sebastian et al. [38, 39] , and Pelillo et al. [35] , applied shock graphs to searching in large databases.
Tek and Kimia [46] [47] [48] smooth the shape by editing the medial axis, based on removing shocks.
Reconstruction.
The MA together with the flow of radius function, as well as information in the special points, are sufficient to reconstruct the shape, as shown by Giblin and Kimia [14] .
Symmetry Sets
If the restriction in the definition of the MA regarding maximal circles is omitted, the Symmetry Set is obtained: The Symmetry Set (SS) is defined as the closure of the set of centers of circles that are tangent to the shape at least two points [9, 11, 14, 15] . Obviously, the MA and the R-skeleton are a subset of the SS [14] .
Derivation.
To find the SS, the geometrical procedure as given in the previous section can be used. This is illustrated in Fig. 3 . Firstly, the same point is found as in the MA case, see Fig. 2 .Secondly, also another circle is tangent to the shape with normal vectors N 1 and N 4 , satisfying the conditions given by Eqs.
(1-2) with radius s and a center of the circle outside the shape. So indeed extra points are found.
Classification of Points on the Symmetry Set.
It has been shown by Bruce et al. [11] that only five distinct types of points can occur for the SS, and by Giblin and Kimia [14, 15] that some are inherited by the MA. The order of contact of a curve with a circle, denoted in A n k notation, is visualised in Fig. 4 
Example
The ellipse S : L(x, y) = x 2 + 4y 2 − 4 has a SS formed by a straight line along the x-axis with its endpoints (A 3 points) at the cusps of the evolute within the shape: (x, y) = (±3/2, 0) (the MA), and a straight line along the y-axis with its endpoints at the cusps of the evolute outside the shape: (x, y) = (0, ±3), as shown in Fig. 5 . At the origin, where both lines cross, an A 
Computational Methods
In this section we first give an overview of fast PDE methods to derive the MA. Second, we show that such methods cannot be used for the SS and describe a geometric method that can be used for non-parameterized shapes.
PDE Methods
The computation of the intersections of S α = S + αN , as described in Section 2.1.1, can be formalized as solving the so-called normal motion flow
with initial condition S(0) = S, by taking infinitesimal steps t:
and taking the limit for t → 0 gives Eq. (3). This equation is also know as the Grassfire equation, since it can be considered as describing the burning of grassland starting at S. Solving this equation yields the 2D manifold with the MA as the discontinuities where non-smooth parts of the dome are "glued" together.
Level Sets.
Since most shapes are not given in a parameterized way, but as some zero-level set, e.g. the boundary of an object, the implicit representation described in Section 2 is commonly used. The 2D implicit representation of Eq. (3) is given by a so-called Hamilton-Jacobi equation:
with initial condition that u(x, y, 0) = S, the given shape. The solution u(x, y, t) satisfies u(S, t) = 0, ∀t. Level set methods [34, 40] are commonly used to solve this equation. Just as in the parameterized version, for small time (distance) steps the new shape at the new time is calculated. Due to numerical errors, however, the newly calculated shape does not exactly lie on the manifold prescribed by the distance function, so a reinitialization step is needed before a next time step can be taken.
Level Set Methods vs. Geometric Methods.
Recently, Gomes and Faugeras [18] pointed out that in order to overcome re-initialization problems for the more general equation Kuijper et al.
Hamilton Jacobi Skeletons.
The exact location of the shock graph points with PDE based methods is difficult to find, but the Hamilton Jacobi approach seems to be promising.It was proposed by Siddiqi et al. [44, 45] . Using the Grassfire equation, the MA is found by solving a Hamiltonian system that determines the shocks efficiently. It applies a vector field on the distance function-surface and traces the discontinuities of this vector field. Dimitrov et al. [13] added a homotopy preserving thinning algorithm in 2D. In [12] they present the mathematics needed for deriving the singularities, i.e. the skeleton. The divergence theorem yields zero on the distance function surface, but at the skeleton (the singularities of the surface) a non-zero value is found (cf. the winding number for singularities of images by Kalitzin et al. [22] ). The value found gives the angle between the normals of the shape at skeleton points, while a more complicated expression is found at the endpoints and the junction points. 3D applications are presented by Bouix and Siddiqi in [8] .
An overview is given in [45] .
Symmetry Sets
The next step would be to generalize the Eqs. (3) and (4) such, that they return the symmetry set as the discontinuities of the solution.
In contrast to the MA method however, PDE methods for deriving the SS exploiting the viscosity solution are not appropriate. This becomes clear when recalling Fig. 1 . For the SS, the swallowtailsimaginary in the MA viewpoint-are essential. Any PDE method, however, will remove these swallowtails. This is due to the fact that the intersection points, the skeleton points, are the points of convergence of the PDE method. The swallowtails, in contrary, are obtained by continuing through earlier intersection points. Forcing PDE methods to do this too, equals to forcing the PDE methods not to converge. This is obviously a contradiction to the basic idea of using PDE methods.
This idea is visible in Fig. 6 , where the manifold S α of the ellipse is shown. The ellipse shrinks as α decreases, yielding the MA as the bottom line inside the cup-like structure, with starting swallowtails (Fig. 6  left) . If α decreases further, the swallowtails become larger and form an "inverse" cup ( Fig. 6 right) . The top ridge of this cup forms the non-MA part of the SS. If α decreases further, this inverse cup keeps on growing. Any PDE designed for finding the SS should construct this surface and find its self-intersections. However, the size of the manifold is not a priori known, i.e. the manifold should be extended to infinity. Consequently, a PDE designed to find the SS faces problems with convergence-simply because the surface does not end. An example is given in Section 7, where the Symmetry Set consists of a curve that moves towards plus infinity and is connected to a part starting at minus infinity.
Combining PDE Methods.
Although PDE methods on the complete manifold fail, one may try to construct sub-solutions, based on PDE methods and combine these solutions. Fig. 6 , one may think that a way to avoid the convergence problem is to use the PDE approach on the shape that is obtained when such a value for α is taken, that the shape does not change "significantly", i.e. topologically, anymore. For instance, the inverse cup mentioned in the previous section, does not change anymore when α < −5. Using this shape S −5 as input, the complement of the MA, viz. MA C , of the MA with respect to the SS will be found. Basically, this assumes that
Inverting the Shape. Inspired by
This is, however, erroneous. As an example, see Fig. 7 . This is the distance manifold for the shape used in Section 6, a cubic oval, which is a perturbation of the ellipse. Although the two main cups are visible, now also a discontinuity can be seen in the ridge-shaped branches connecting them. This is due to a self-intersection of the evolute and the consecutive extra branch of the SS. This part is swallowtailshaped and cannot occur in a MA by its definition. For more details on this shape and its SS, see Section 6.
Partitioning the Shape.
Alternatively, one can also, by investigation of Fig. 1 , observe that the horizontal branch of the SS (the MA) is caused by the parts of the shape above and beneath the x-axis, and similarly for the vertical part-which is, of course, by the very definition of the sets, true. Then the shape can be divided into four parts, with endpoints the local extrema of the curvature. By applying a PDE method on the pairs that join an endpoint, one "thus" finds the SS branches from endpoints of the SS to the point where two SS branches are connected. In the example of the ellipse this is the origin, where each pair starting on one of the axis, meet.
This method fails too on similar arguments as in the previous section. Points on the shape contribute to multiple critical distances, independent if they are on two parts of the shape joined by an extremum of the curvature. The method proposed only takes into account two possible critical distances, thus ignoring extra points, e.g. the swallowtail structure.
Geometric Methods.
The main problem with PDE methods is that they are local methods-thus enabling fast implementation. The SS, however, is a global property of the shape. Therefore other methodsgeometrically based-are needed. The Liverpool Surface Modeling Package (LSMP, [36] ) is such a method. It is based on the geometrical description as mentioned in Section 2.2: finding the zero-crossings of the inner products of vectors related to the positions and tangents of points on the parameterized shape. Instead of
Given the rules for unit normals and tangents, this yields equivalent results.
A major drawback of the LSMP is that it is only suited for parameterized shapes, or functions that can be parameterized. A challenging task is therefore to use the theoretical basis of the LSMP, but extending it to general shapes. Furthermore, an automatic augmentation of points on the derived SS is needed as well as an interactive environment allowing user-and task-dependent visualizations. This has been accomplished in a Mathematica [49] program described in [24] . This interactive program is used to derive the results presented in the following sections.
Representation
In this section we present methods to visualize the SS in Euclidean and parameter space.
Euclidean Space
The most common way to represent the MA and the SS is by the plotting the calculated values in the spatial coordinates as in Fig. 5 . For the MA this is almost trivial, since this graph is by definition the reason for its existence. For the SS it is less trivial, since crossings of branches of the SS can have different interpretation, e.g. at the A 1 points where one circles is tangent at three points. In the former case two lines intersect, in the latter case three lines intersect, so one is able to distinguish between the two cases when plotted in the plane.
Evolute.
A way to get extra insight in the behaviour of the SS is by drawing its evolute, just as in Fig. 5 . A 3 points of the SS start (or end) at the cusp points of the evolute and A 1 A 2 points (the cusp points of the SS) are located at the evolute. Furthermore, the cusps along the evolute are ordered by the parameterization of the curve.
Radius Space.
Having incorporated the radius (distance) function upon the MA-as suggested by Blum [7] -or the SS, one has extra information. This information can be exploited in much more detail when the radius is considered as an extra dimension. For the MA this is used in e.g. shock graph and level set methods. First attempts for the SS were reported in [50] , albeit only on a spline approximation of the shape and not used afterwards. Using this dimension, the 1D curves in the 2D plane become 1D curves in 3D space. So only the discontinuities of the distance function in 3D are considered, see e.g. Figs. 6 and 7. In this 3D space the curve reveals information that does not appear in a trivial manner in the 2D plane. For example, at an A 
Anti Symmetry Set
Another extension is the Anti-Symmetry Set (anti-SS). It is defined as the set of points satisfying Eq. (1), but not being part of the Symmetry Set. Figure 8 clarifies this definition.
The points p 1 to p 4 have all in common that they give rise to points on the MA or the SS in specific pairs. For example, p 1 and p 2 define a MA point and p 1 and p 4 a SS point. The combination p 1 and p 3 satisfies Eq. (1), but they are not both tangent to one circle. The same observation can be made for the combination p 2 and p 4 .
The anti-SS appeared in the early 1990's due to Blake et al. [5, 6] in the field of robotics. There they considered this set in order to find an optimal finger position for a two finger grasp. Another-perhaps less striking-name is the Mid Parallel Tangent Locus (MPTL), describing exactly what it is, see e.g. [20] .
In combination with the previous representation, one can see that the third type of local extrema of the SS are the intersections with the anti-SS, i.e. necks for the shock graph approach.
Parameter Space: Pre-Symmetry Set
One way to visualize the locations the sign changes of Eq. (1) is by taking all points on the shape pair-wise and plot these sign changes in a diagram. This was used by Holtom [20] and Giblin and Sapiro [4, 16, 17] represent the zero-crossings of Eq. (1). At intersections of the diagonal and a zero-crossing, a branch of the SS starts in an A 3 point. Since the shape is closed, the lines continue through the boundaries. Therefore the SS part contains four intersections with the diagonal, corresponding to the four cusps of the evolute. The two lines forming the SS of the square in the left image constitute one branch of the SS. The long line together with the point at the origin (being a A 3 point) forms the second part of the SS, Fig. 9 (right) . The anti-SS image (middle) connects the curves. The intersections of the SS and the anti-SS are local extrema w.r.t. radius of the SS, see Fig. 10 where the 3D visualization of both sets is shown.
Classification of Points at the (Pre) Symmetry
Set. Since numerical localization in the spatial coordinates is difficult, the parameter space is used to determine the special points (Section 2.2.2). Given the parameterization, the zero-crossings of Eq. (1) are calculated: these are the locations where
Secondly, the anti-SS points are obtained as the points where (N i ± N j ) = 0. The intersecting points of both sets points are removed from the former set, yielding the pre-SS. Since curves in the pre-SS do not intersect, one easily obtains the separate branches. On these branches the points are classified as follows: Note that the SS branches can be subdivided into sub-branches, with endpoints either A 3 or A 1 A 2 points.
A Linear Data Structure
The SS can be represented as a linear data structure. The fact that the SS is a larger, more complicated set than the MA turns out to be advantageous is generating a simpler data structure. In this section the structure is described, together with the stability issues. Examples are given in Sections 6, 7 and 8.
Construction of the Data Structure
The data structure contains the elements described in the previous sections: The SS, its special points and the evolute. They are combined in the following way (see also [24] ) for an arbitrary planar shape:
1. Parameterize the shape. Moth branches [10] are SS branches without A 3 points. They contain four A 1 A 2 points, that are located on the evolute. Each point is connected by the SS branch to two other points along the moth. In the pre-SS they appear as closed loops that do not intersect the diagonal.
The data structure thus contains the A 3 points in order, links between pairs of them and augments along the links. Alternatively, one can think of a construction of a set of strings (the links), where each string contains the special points of the SS along the branch represented by the string.
Note that string representation is not suitable for the MA: Since the MA is a subset of the SS, of the string only a subset of the A 3 points are part of the MA (less or equal than half of the number of points). But worse, the connections between two A 3 points can consist of unconnected segments. This is due to the fact that at the SS all local extrema of the curvature are taken into account, in contrast to the MA.
We note that the data structure is similar to the arc-annotated sequences described by Jiang et al. [21] , who investigated a general edit distance between these representations of RNA sequences. The techniques described in that paper can be used to compare the strings defined above.
Modified Data Structure
Since the introduction of void cusps due to moth branches violates the idea of using only the A 3 points as nodes, a modified structure can be used as well. In this structure the nodes contain A 3 
Transitions
In this section the known transitions of the SS, see Fig. 11 , in relation to the proposed data structure is presented. The similar thing has been done in the work on comparison of different Shock Graphs, yielding meaningful possible changes of the SG [15, 38, 42, 43, 45] . Figure 11 . Transitions of the Symmetry Set occurring in a generic one-parameter family of curve deformations [10] . Transitions can occur either in the direction of the arrows, left to right, or in the reverse direction, right to left. In this figure, the dashed line is the evolute (locus of centers of curvature) of the deforming curve, which is not shown.
MA is a reordering of the connection of two connected Y-parts of the skeleton. For the SS, however, the Y-parts are the visible parts of SS branches going through A 3 1 points. So for the SS representation nothing changes. [4] , if the pairs 1,2 and 3,4 are one the same part of the evolute. 
A
c 1 − A 1 A 2 [2] − c 2 become a 1 − A 3 1 [1] − A 3 1 [2] − a 3 , b 1 − A 3 1 [1] − A 1 A 2 [1] − A 2 1 /A 2 1 [1] − A 3 1 [2] − b 2 and c 1 − A 3 1 [1] − A 2 1 /A 2 1 [1] − A 1 A 2 [2] − A 3 1 [2] − c 2 , vice versa.
1 A 2 [1] − A 2 1 /A 2 1 [1] − A 1 A 2 [3]− A 1 A 2 [2]− A 2 1 /A 2 1 [1]− A 1 A 2
1 − A 3 1 [1] − A 1 A 2 [1] − A 2 1 /A 2 1 [1] − A 1 A 2 [2] − A 3 1 [1] − b 2 , vice versa.
A 4 .
The A 4 transition corresponds to creation or annihilation of a swallowtail structure of the evolute and the creation or annihilation of the enclosed SS branch with two A 3 and two A 1 A 2 points: the string
5.3.7. Stability. The possible transitions as given above invoke only deletion, insertion or reordering of special points or branches on the data structure in an exact and pre-described manner. It is therefore a robust and stable description of the original shape.
Example I: A Convex Shape
As first example the closed part of a cubic oval is taken, which is implicitly given by f (x, y; a, b) = 2bx y+a 2 (x −x 3 )−y 2 = 0 and x ≥ 0. Figure 12 shows this shape for a = 1.025 and b = 0.09, 0.15, 0.30. Changing one of these parameters, one is likely to encounter one of the transitions described above. On this shape with these values for the parameters, six extrema of the curvature occur, while the curvature does not change sign and the shape is thus convex. Firstly the case a = 1.025 and b = 0.09 is considered [9] .
Symmetry Set and Anti-Symmetry Set, 2D
The two extra extrema of the curvature, compared to the ellipse, arise from a perturbation of the shape involving an A 4 transition. For b = 0 and a = .5 an egg-shape is obtained with a SS similar to the ellipse, although the vertical branch is curved. A direct consequence is that a new branch of the SS is created. In Fig. 13a the complete SS with the evolute and a part of the shape as visualized. Figure 13 (b) shows that three curves joining pair-wise in cusps for the anti-SS. The newly created branch has the shape of a swallowtail, as expected from the A 4 transition, is visible in the close-up in Fig. 16 . Here special points are annotated.
Symmetry Set and Anti-Symmetry Set, 3D
More details can be seen in the 3D representation, Fig. 14 .
Since the extrema of the curvature alternate along the shape, a maximum and a minimum are created. As a prerequisite of the A 4 transition, the evolute is self-intersecting. Furthermore, the evolute contains six cusps. The two existing branches of the SS both arose from either local maxima of the curvature, or minima. These SS curves essentially need to have a local extremum with respect to the radius in 3D. The newly created branch, however, has endpoints due to a minimum and a maximum of the curvature, so its behaviour in 3D must be different. This is shown in Fig. 14(a) , where the two "old" branches are parabolashaped, with a local extremum. The swallowtail has maxima at one pair of A 3 and A 1 A 2 points, and minima on the other pair. It also intersects the lower parabola. Since it is a real intersection (an A The 3D anti-SS part, Fig. 14(b) , shows that although the 2D projection may look like a combination of 3 cusps, it is in fact a closed loop. The ellipse had one straight vertical line, but a perturbation shows that this was in fact a combination of two lines: one due to the point set (x, y), (−x, −y), and one due to (x, −y), (−x, y). For the oval they become visible as two separate curves joining extrema of the parabolas.
Pre-Symmetry Set
The behaviour of the pre-SS is also different: a new branch implies a new curve in the pre-SS. Since the perturbation is a local effect, not all points on the shape are involved in creation the new branch. The curve in the pre-SS thus must be a closed loop. This is indeed what occurs in Fig. 15 , where the loop continue a along the boundaries. Counting the A 3 points along the diagonal, the loop contains the points at position 5 and 6 (subsequent, because two subsequent extrema of the curvature were created). The other curves contain A 3 's at position 1 and 3, and 2 and 4 (odd and even, since each pair corresponds to the same kind of extrema).
Symmetry Set, 2D Augmented
The newly created branch introduces besides the A 3 and A Fig. 17(a) . The points are marked with dots on top of them. There 
Data Structure
To obtain the data structure, the first cusp of the evolute (A 3 of the SS), is the one in the middle at the bottom. The others are taken clockwise. Then the SS consists of the branches 1-3, 2-4, and 5-6. Branch 1-3 intersects 2-4 at the first A So the data structure is given by the string [6] and the links (see also Fig. 18 ): 
A
3 [2]− A 2 1 /A 2 1 [1]− A 3 1 [1]− A 1 A 2 [1]− A 2 1 /A 2 1 [2]− A 1 A 2 [2] − A 3 1 [1] − A 3 [4] 3. A 3 [5] − A 2 1 /A 2 1 [3] − A 1 A 2 [3] − A 1 A 2 [4] − A 2 1 /A 2 1 [3] − A 3 1 [1] − A 2 1 /A 2 1 [2] − A 3 [6]
Transitions
When b is increased, the shape modifies according to Fig. 12 . The symmetry set changes also when b is increased. At two stages a "significant" change takes place: one of the aforementioned transitions. In the following sections the resulting symmetry sets and data structures after the transitions are given. Note that it is non-generic to encounter a situation at which a transition occurs. The data structure is now given by the string [6] and the links (see also Fig. 20 ): The data structure is now given by the string [6] and the links (see also Fig. 22 ): [6] One can verify that the structure obtained for b = 0.09 and b = 0.30 are not identical up to rotational invariance due to the ordering of the cusps of the evolute. With respect to the MA representation, the first A Regarding it as instability may come from the fact that the number of branches of the MA is not related to the number of extrema of the curvature of the shape, in contrast to the SS. Changing the shape without 
3.
A 3 [5] − A 2 1 /A 2 1 [3] − A 1 A 2 [3] − A 1 A 2 [4] − A 2 1 /A 2 1 [3] − A 3 [6]A 3 [1]− A 3 [2] − A 3 [3] − A 3 [4] − A 3 [5] − A 31. A 3 [1] − A 3 1 [1] − A 1 A 2 [1] − A 2 1 /A 2 1 [2] − A 1 A 2 [2] − A 3 1 [1] − A 2 1 /A 2 1 [1] − A 3 [3] 2. A 3 [2] − A 2 1 /A 2 1 [1] − A 3 [4] 3. A 3 [5]− A 2 1 /A 2 1 [2]− A 3 1 [1]− A 2 1 /A 2 1 [3]− A 1 A 2 [3]− A 1 A 2 [4] − A 2 1 /A 2 1 [3] − A 3
Example II: A Concave Shape
The previous section dealt with a convex shape. This simplifies the structure of the evolute, since it also is a closed shape. For concave shapes, the curvature κ becomes zero at some points, and the evolute is not defined at those points. Recall that the evolute is given by S + N /κ. If the points at infinity are added, again a closed shape is obtained. As an example the function
2 is taken and the shape for f = 0 with a = 1.99 and b = 4 is shown in Fig. 24(a) . Figure 24(b) shows the evolute connecting the four cusps. The image includes the four asymptotes to which the evolute converges at (minus) infinity. One can see that the evolute starting in a cusp, moves towards infinity and continues at the other side of the straight line representing the asymptotes at minus infinity, towards the next cusp, and so on.
The pre-SS, shown in Fig. 25 , does not show any "infinity" behaviour -since it appears in the parameter space-, although the anti-SS part shows some extra closed loops. The SS part, however, is very simple and even similar to that of an ellipse: Two branches and four A 3 points. There are no A 1 A 2 points (and thus no A To see what happens along this branch of the SS, see Fig. 27(a) . This image shows four circles defining points on the SS. The first is the one on the A 3 point, resulting in the smallest circle, due to the minimal curvature of the shape at the "neck" between the two bubbles. The next circle touches at two points close to this neck, resulting in a point at some distance of the A 3 point on the SS. Figure 27 . Left: The concave shape, its SS and four (parts of) tangent circles with radii increasing to infinity. Right: Two pairs of circles with almost infinite radius, located at either plus infinity or minus infinity. At the two pairs of points the circle at plus and minus infinity coincidei.e. the circle has become a straight line.
This continues for the next two circles until the point on the SS reaches infinity. There the circle is tangent at the two points on the shape, that have identical normals and that are connected by a line tangent at these points.
In Fig. 27 (b) these points are dotted. On the other hand, at these two points, also the circle on the SS branch at minus infinity touches the shape. So these points give rise to a special A is again encountered, when two circles are tangent to the shape at the two points dotted at the lower part of it. Figure 27(b) shows the four points where the circles with radii ±∞ at the special A 2 1 /A 2 1 are tangent to the shape, as well as four parts of circles close to these two circles.
The special A 2 1 /A 2 1 points can be found easily in the 3D representation with spatial coordinates and the radius: there the SS simply changes radius from largely positive to largely negative, or vice versa.
In the pre-SS they are part of the points being also present at the anti-SS, since the normals are identical. In Fig. 25 (a) and (b) four closed loops can be seen. The two on the diagonal are due to zeros of N 1 − N 2 , the other two and the two line segments in Fig. 25 (b) are due to zeros of N 1 + N 2 . Since the points of currently interest do not cancel out each other due to opposite signs, but to the fact that they are parallel, they are the part of the intersection of the two "N 1 − N 2 = 0"-loops of the anti-SS. The according data structure is thus derived as Figure 28 . From left to right two fish shapes, their pre-Symmetry Sets and the string structure.
Example III: Database Shapes
The previous examples mainly clarified the proposed method. In this section shapes from an existing data base are taken (see also [37, 38, 41-45, 47, 48] ). The two fish shapes in Fig. 28 (left) are obtained as the boundaries of binary images. The points are put in sequential order, i.e. a parameterization is derived. On this parameterized set a small regularization is applied by means of a Gaussian filter. This approaches a Mean curvature motion, a well-defined way to smooth shapes. This Gaussian filter allows the computation of the normal vectors. It has the additional advantage that small perturbations on the shape (that can be considered as noise) is removed.
As the Symmetry Set yields a very complicated set of curves that are unbounded in R 2 , the pre-Symmetry Sets of the fishes provide better insight as they only relate the points on the shapes pair-wise, see Fig. 28 (middle). From this set the sub part representing the MA can easily be determined [29] . The much less complicated string structure for both fishes, without the annotations for visualization purposes, is shown on the right. The length of the arcs is proportional to the lengths of the branches in the pre-Symmetry Set. So one can see that, for instance, there are two major curves of pre-Symmetry Set spanned by all points on both fishes.
To compare different shapes, their string structures need to be compared. The possible changes of the connections and labeling are described in Section 5.3. Algorithms carrying out this task are in a premature stage, although first results based on a simplified version of the string structure presented here, are promising [30] .
The authors note that the structure is very similar to the so-called arc-annotated sequences. They are used for matching are comparing RNA sequences and efficient elementary edit-distance operations have been developed for these sequences, see e.g. [1, 21] . Parameters that need to be set, can be derived from the pre-Symmetry Set. For instance, for removing a connection in the string, one actually has to remove a branch in the pre-Symmetry Set. Then the (relative) length of this branch, or the (relative) number of points contributing to this branch, can be regarded as cost.
Conclusions
In this paper a new linear data structure representing the Symmetry Set (SS) is presented. This structure depends on the ordering of the cusps of the evoluterelated to both the local extrema of the curvature of the shape, and the A 3 points on the SS. The A 3 points are the endpoints of the branches of the SS. Cusps of the evolute that are connected by the SS are linked in this data structure. Special points on the SS (where it touches the evolute, the A 1 A 2 points, as well as intersection points-both real and those due to projection) are augmented on these links. A modified data structure takes all the points with evolute interaction-the A 3 and the A 1 A 2 points-into account, again in order along the evolute.
Although the SS is a larger set than the Medial Axis (MA)-even containing it-the representing string structure is in complexity simpler than that for the MA, which yields a graph structure. It is similar to arc-annotated sequences, used for matching are comparing RNA sequences. This structure allows fast algorithms for the comparison of different shapes, as well as (large) database queries. The richer complexity of the SS prevents it from instabilities that occur in the MA. These instabilities are due to parts of the SS that "suddenly", i.e. due to certain well-known transitions, become visible.
Secondly, two previously unexplored ways of representing the SS itself are presented and used. The first representation extends the common 2D visualization to 3D by including the distance from the SS to the shape as an extra dimension. The second representation, called pre-SS, uses parameter space. Both representations reveal the richness of the SS in more detail than the common 2D visualization and can be used to derive the aforementioned data structure efficiently.
Thirdly, an investigation of possible methods to calculate the SS has been carried out. The MA can be found by fast implementations of partial differential equations (PDEs). However, due to the definition and the properties of the SS, PDEs (and modifications of them) cannot be used to calculate the SS. The only way to derive the SS is therefore by means of a direct implementation of its geometric definition. The complexity of the obtained algorithm is quadratic in the number of points on the shape.
Examples of the data structures and the visualization methods are given on a convex and a concave shape, as well as real fish shapes. Stability issues are discussed in relation to the known transitions, the significant changes of the SS. Their description is translated in terms of the data structures, showing its stability and robustness. For visualization and clarifying purposes, simple shapes are used in the two examples. The third example shows the applicability of the proposed method to real shapes. The fish shape is taken from a data base used in [25, 38, 39, 41-45, 47, 48] . Further research comprises the development of appropriate algorithms, known from related research on string structures, enabling string matching and comparison. Extensions to shapes in 3D are only in a very premature stage. Only recently results for the structure of their Pre-Symmetry Set [26] and computational aspects [28] were presented.
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