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0. INTRODUCTION 
In this paper we consider partial functional differential equations which 
can be written in the form 
y’(t) = A(t) Y(f) + L(t) Y, + h(t), tao, y,=cp, (1) 
where ,4(t) generates a strongly contiuous evolutionary system in a real or 
complex Banach space B and L(t): PM B is a linear operator in a space P 
of functions rp: K I--+ B which has some qualifications as a state space for 
infinite delay equations (cf. Sect. 1). Here we use the notations 
[w- := (-co,O], R+ :=[O, co), and 
Yl(l) := Y(t + i), iEW. 
For the moment let us assume that the initial value problem (1) is well 
posed in a certain sense explained later in Section 1. Let 2’(B) denote the 
Banach algebra of ail linear bounded mappings of B into itself. We call a 
strongly continuous family 
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a “resolvent operator” of (1 ), if the solution of (1) for the initial function 
cp = 0 is given by 
y(t) = &Y(t, 1) h(l) dA 
0 
for every forcing function h. The strongly continuous family 
T(t, $1 E -WV, O<s<t, 
which is defined by 
T(t, s) cp := yy, 
Y ‘srp being the solution of (1) with h = 0 and initial condition ys = cp, is 
called the “solution map” of (1). 
In this paper it is our aim to make contributions to the following 
problems: 
(a) What conditions on A(t) and L(t) imply existence of the 
resolvent operator? 
(b) How is the solution map related to the resolvent operator? 
If the delay is finite and if B : = R” and P : = C( [ -r, 01, B), an answer 
to these questions can be found in Hale’s book on functional differential 
equations [3]. If B= R” but the delay is infinite, sufficient conditions for 
the existence and a representation of the resolvent operator have been 
given by Naito [7, 81 using an axiomatically defined phase space. If 
dim B = co, A(t) and L(t) are independent of t, the delay is finite, and 
P : = B x L.P(( - r, 0), B) is the underlying phase space, the situation (among 
other interesting problems) has been clarified in various papers due to 
Schappacher, Kunisch, and Grimmer [ 1, 2, 5, 61. Moreover, if L(t) has the 
special form 
L(t) $7 :=JO C(a) q?(a) da, 
--I 
and if dim B= co, Grimmer and Schappacher [ 1,2] have shown that the 
existence of the resolvent operator is equivalent to the existence of certain 
weak solutions of (1). Unfortunately, it is not clear whether their method 
can be generalized for more general delay operators L(t). In the present 
paper we use another method which still works for discrete delays which 
depend on the space and time variables. The basic idea consists in a 
generalization of Duhamel’s principle, where the discontinuous initial 
function q(O) : = Z, q(a) : = 0, 0 < 0, is approximated by smooth functions. 
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1. PRELIMINARIES 
In this section we explain some definitions which will be used 
throughout the paper, formulate the exact hypotheses, and draw some 
elementary conclusions from them. 
DEFINITION 1. A parametrized family of functions H”: Iww [IO, 11, 
0 < E < 1, is called a “smoothing of the Heaviside function” if 
(1) H”isC”onR. 
(2) H”(t)=Ofor t<--Fand H”(t)=1 for t30. 
(3) H” is nondecreasing. 
(4) H&‘(t)<H’(t) for all tE[W and O<E’<E. 
Since for partial functional differential equations there are many different 
kinds of past dependence which are of interest with respect o applications, 
e.g., delays depending on the space variables, we refrain from a 
specification of the delay operator L(t) and give instead an axiomatic 
description of the underlying phase space. 
DEFINITION 2. A seminormed linear space P of functions cp: IwP HB 
over the same scalar field as B is called an “admissible phase space” if 
(1) The equivalence classes P/P, 1” : = { cp E P, \rpl p = 0}, where 1 1 P 
denotes the seminorm of P, form a Banach space. 
(2) There exists a number Z>O such that Iq(0)lB f Z IpIP for all 
cp E P, where I IB denotes the norm of B. 
(3) If cp: [w- + B is continuous and has compact support, then cp 
belongs to P. 
(4) There exists a continuous function c: R+ H (0, co) such that 
I~IP~c(~)max{lcp(a)J.: -r<a<O} 
for all continuous cp: II- + B with support in C-t, 0] and all r > 0 
(Without loss of generality we assume that c is nondecreasing). 
(5) For every CpEP and Aa0 let 
denote the “static continuation” of cp by the amount 1. Let P, denote the 
closed subspace of P consisting of all cp E P with ~(0) = 0 (cf. condition 
(2)). Then the operators S(n) map P, into itself and form a strongly con- 
tiuous semigroup of bounded linear operators in P, . 
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For a discussion of these phase space axioms we refer to paper of Kappel 
and Schappacher [4]. It follows from these axioms (cf. Lemma 1) that the 
static continuation operators form a strongly continuous semigroup in P 
also. Since we will include the case of time dependent delays vanishing for 
certain values of t in our definition of the delay operator L(t), it is not 
reasonable to assume that P is a space consisting of functions on 52 ~ \ (0) 
instead of K. Standard examples of admissible phase spaces are the 
following: 
EXAMPLE 1. P consists of all continuous 0: [w ~~ H B with the seminorm 
where r 2 0 is given. 
EXAMPLE 2. P consists of all cp: [wP + B such that Pus Iq(a)ls is 
uniformly continuous and bounded for r~ E R -. w E R is given. The 
seminorm of P is 
((PIP := sup ewO Iq(o)ls 
l7<0 
EXAMPLE 3. P consists of all continuous cp: [w- + B such that 
lim e”” Icp(o)l.=O. 
“‘-XI 
P is a closed subspace of the space P in Example 2. 
EXAMPLE 4. Let r >, 0, K > 1, and cc) ER’ be given. Let P consist of all 
strongly Lebesgue measurable cp: W -+ B such that PtiuO lcp(o)J; is 
integrable and cp is continuous on C-r, 01. The seminorm of P is 
DEFINITION 3. A linear subspace P, of P is called an “admissible sub- 
space” if P, is dense in P and if a dense linear subspace B, of B exists such 
that all functions 
$(o) = Y(O) h C-J < 0, 
belong to PI, when b belongs to B, and y: W + R is C” and has its sup- 
port in a compact subset of R - \{O}. 
Now we are able to formulate the hypotheses on A(t), L(t), and the forc- 
ing function h(t). 
RESOLVENT OPERATOR FOR PDE WITH DELAY 359 
(Hl) Hypothesis on A(t) 
The operators A(t): D(t) -+ B, t > 0, where D(t) c B is dense, are linear 
and generate a strongly continuous evolutionary system wt, s), 
0 <s d t < co, of bounded linear operators in B. This means that for all 
numbers s and t, O<s<t<co: 
(1) Vt, s)~g(B), 
(2) U(s, S) = Z (identity), U(t, t’) U( t’, S) = U( t, s), s d t’ 6 t, 
(3) U( t, S) a E B is jointly continuous with respect o t and s for every 
fixed a E B, and 
(4) lim,,, h-‘(U(t+h, t)-Z)a=A(t)a for all aeD and D(t) 
consists of all a E B such that this limit exists in B. 
Conditions on the operators A(t) which imply (Hl ) and examples are 
given in the book of Tanabe [lo], for instance. If A(t) = A is independent 
of t, the hypothesis (Hl) is equivalent to the Hille-Yosida-Phillips con- 
dition for a closed densly defined linear operator A to generate a strongly 
continuous semigroup of bounded linear operators in B. 
(H2) Hypothesis on t(t) 
There exists an admissible phase space P together with an admissible 
subspace P, such that: 
(1) L(t):P,-+Bis linear for all taOand L(t)cpEBis continuous in 
t for every fixed cp E P, 
(2) For every z > 0 there exists a contiuous function m, : (0, t] + R + 
such that j;, m,(A) dl< co and 
l~(t,~)~(~)cpl,~mm,(t-~)IcpI. 
for all ~DEP, and O<i<t<z. 
It is important that in the estimate in condition (2) of (H2) the 
seminorm ( cp) p appears instead of a seminorm of the subspace P,. 
Therefore the operators 
W(t, A) := U(t, I,) L(A), O61<t<m, (2) 
have extensions to 2(P), such that 
I W4 i)ly,pJ 6 m,(t - A) for O<Act<z. (3) 
If we denote this extension by W again, it follows that W(t, A) is strongly 
continuous in t and 1 for 0 <I < t < 00. The use of a dense subspace P, of 
P may be useful for the application to partial functional differential 
360 KONRADSCHUMACHER 
equations which have time-delays in the arguments of spatial derivatives. 
However the assumption that the majorant m, is integrable at 0 excludes 
the case of delays in the highest order spatial derivatives (cf. Eq. 69) in 
Sect. 5). 
Another hypothesis on A(t) and L(t) that is required for the proof of the 
existence of the resolvent operator is the following. 
(H3) Hypothesis on A(t) and I;(t) 
For every UEB~ and all numbers 0 <s d t < cc there exists 
6 = &a, s, t) > 0 such for every sequence of C”-functions y” (n E N) on Iw ~ 
with range in [0, 1 ] and support in intervals Z, c ( -6,O) satisfying 
Z n + I c Z, and diameter Z,, + 0 for n + co, it follows that 
’ w(t,n)s(n-s)(y”(.)a)d~=O in B (4) 
(cf. Definition 3 of an admissible subspace). 
The condition (4) is trivially satisfied if the sequence y” converges 
to 0 in the seminorm of P. This holds in the case of the phase space of the 
example 4 with r := 0. Other conditions which imply (H3) are given in 
Proposition 5 in Section 5. 
The following counterexample shows that the hypothesis (H3) is not a 
consequence of the hypotheses (Hl) and (H2): 
EXAMPLE 5. Let B : = Cb(Rc, R’), the continuous and bounded real 
functions on R + with the sup-norm, and P : = C,,(R-, B), the uniformly 
continuous and bounded functions on iw- with range in B, endowed with 
the sup-norm. For a given cp E P we define cp(t, 5) : = q(Z)([), t < 0, 5 3 0, 
and for r30 and (20 
Then together with A(t) : = 0 for all t B 0, the hypotheses (Hl ) and (H2) 
hold. Now let Y”E Cm(R-, [0, l]), n E N, be given such that the supports 
of the functions y” are contained in (-l/n, 0) and y”( - 1/2n) = 1 for all 
n E N. Let a E B be defined by a(4) : = 1 for all 5 2 0. Then we obtain for all 
(20 and net% 
(s 
‘L(A)S(l)(y”(.)a)dA (()=ty”(-ee-5), 
0 > 
showing that (4) and hence (H3) is not true in this case. 
We assume that the forcing h satisfies the following hypothesis. 
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(H4) Hypothesis on the Forcing Function h 
h: R+ -+ B belongs to Zg,(R+, B) for a certain number p E (1, co] which 
may depend on h, i.e., h is strongly Lebesgue measurable and IA(t)& is 
locally integrable (locally essentially bounded if p = cc ). 
The reason for the assumption p > 1 is that our method for the 
verification of the variation of constants formula does not work in the case 
p= 1. 
2. WELL POSEDNESS OF THE MILD PROBLEM 
In this section we provide some elementary lemmata and show in what 
sense the initial value problem (1) is well posed. 
LEMMA 1. Let P be an admissible phase space. Then there exist numbers 
M > 1 and CO E R (only depending on P ) such that for every function 
y: R --) B and for every s c R such that y is continuous on [s, CO) and y, E P 
holds the following statements are true: 
(1) y, E P for all t > s and y, E P is continuous in t for all t 3 s (“Hale’s 
property,” cf [4] ). 
(2) The estimate 
1 y,J,< Mmax(e’““~“’ ly.,Jp, max e’“(‘-i.’ 1 y(l)lB) (5) s<i.<t 
holds for all t >, s. 
Proof Let (Pl )-( P5) denote the various conditions in Dehniton 2 of an 
admissible phase space. Choose y: R --t B and s E R according to the 
hypothesis. If 
w(t) := 
I 
0, t<s-1, 
(1 + t-s) y(s), s-l<t<s, 
Y(t)? s < t, 
it follows from (P3) and (P4) that w, E P for all t E R and w, is continuous 
in t. The representation 
Yl=wr+S(t-s)(Ys-w,), t 2 s, (6) 
together with (P5) and the assumption y,~ P prove the first statement. 
Now by (P5) we find a number N> 1 such that 
Is( LP(P”) 6 N O<t<l. (7) 
505/59,3-6 
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Then we obtain from (P2), (P4), (P5), (6), and (7) for s < I Q s + 1, after 
some elementary calculations, the estimate 
where fi : = N( 1 + c( 1) c”) + c(2). Repeating the argument for s + 1 instead 
of s we get from (8) by induction for all n E N, and I = s + n + CJ with 
0 < 0 < 1 the estimate (note I@ > 1) 
,,$y<, IY(4ld (9) . . 
Choosing w := In & and M := a’ the estimate (5) follows from (9). 1 
Lemma 1 gives the reason for the following definition which generalizes 
the idea of the relaxation property of fading memory spaces: 
DEFINITION 4. The inlimum op E [w u { - cc } of all number such that 
(5) holds for a certain M > 1 is called the “relaxation exponent” of the 
space P. We say P has the relaxation property if up < 0. 
It is easy to see that phase spaces for problems with finite delay (i.e., 
there exists r >O such that (‘pip = 0 for all cp E P with ~(1) = 0 for 
--Y < 2 < 0) have wp = - cc. The phase spaces in Examples 24 have 
up= -co. 
As a basic tool for our study we require 
LEMMA 2. Let g(t, s) E B, 0 d s 6 t, be given such that g is jointly con- 
tinuous in t and s and g(s, s) = 0 for all s 2 0. Then for every s 2 0 there is a 
unique solution u( t, s) E B of the equation 
46 $1 =A& 3) + j-’ w(t, A) u(., s)A d;l, t 3 s, s (10) 
u(t, s) = 0, t < s, 
which has the following properties: 
(1) u is jointly continuous in t and s. 
(2) For each z > 0 there exist K, > 0 and N, > 0 such that 
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and 
for O<s<tbz. 
(3) The mapping (t,s)-+u(.,s),EP is continuousfor O~sdt. 
Proof: For a given number z > 0 let Co,, denote the Banach space of all 
continuous functions 4: ( - co, r] + B such that q = 0 on [w- with the norm 
where q > 0 is for our disposal. Then we conclude from (Hl), (H2), (3), 
and Lemma 1 that the operators R”: Co,, + Co,, , 0 6 s < z, defined by 
(R”q)(t):= g(t,s)+[’ W(t,i)q2dA, s < t, 
A 
(R”?)(t) := 0, t d s, 
are well defined and continuous. Moreover, the mapping 
[O,Z]~S+R~~EC~,~ 
is continuous for every fixed q. For all vi E Co,, (i = 1,2) and s E [0, r] we 
obtain 
with 
Lz,y : = c(z) 5’ e-%z,(p) dp. 
0 
Hence we get Lr3y < 1, if q > 0 is sufficiently large, and (13) shows that the 
operators R”, 0 <s 4 z, are uniformly contracting. Thus (10) has a unique 
solution u and since R”q is continuous in s for fixed q, claim (1) follows 
(uniform contraction principle). Now if us denotes the fixed point of R” in 
C O,r, we have the estimate 
IusI,< (1 - LTs9)-’ IR”OI,, O<s<t, 
which proves (11) with K, := (1 - L’.4)-‘. Inequality (12) comes from 
inequality ( 11) and Lemma l(5), showing claim (2). Finally claim (3) 
follows from claims (1) and (2) applying Lemma 1 again. 1 
We remark that (H3) was not used in the proof of Lemma 2. 
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In the following we will distinguish the following two kinds of solutions 
of (1): 
DEFINITION 5. Let s > 0 and q E P be given. Then we call a function 
y: R’ + B a strong solution of the equation 
y’(t) = A(t) y(t) + L(t) Yt + h(t), t 3 s, (14) 
with initial data s and cp, if y, = cp, y(t) E D(t) for all t 3 s, yr E P, for all 
t 3 s, and y is continuous, right-differentiable for all t 2 s, and (14) holds. A 
continuous function y: R + B is called a mild solution of (14) with initial 
data s and cp, if y, = cp and y solves the integral equation 
Y(t) = u(t> s) do) + j-’ Wt, A)(L(i) y, + h(l)) dA, s < t. (15) c 
(Note that by Lemma 1 and the remark after hypothesis (H2) the right- 
hand side of (15) is well defined.) 
LEMMA 3. Let (Hl), (H2), and (H4) hold. Then a strong solution of (14) 
is a mild solution. 
Proof Since (15) is always satisfied for t = s assume s < t. Then for each 
1~ [s, t) and 6E(O, t-2) we have 
s-‘(V(t,~+6)y(1+6)-U(t,i)y(~)) 
= U(t, r?+s)(y(1+6)-y(A))6-’ 
-u(t,A+s)(U(;1+6,A)-z)y(A)fF’. 
Passing to the limit for 6 -+ 0 in (16) shows that U(t, 2) y(n) is right-dif- 
ferentiable in II and 
= u(t, n)(W) Y,I + h(A)). (17) 
As the right-hand side of (17) is locally integrable, we can integrate (17) 
over [s, t] to obtain 
U(t, t) y(t) - U(t, s) y(s) = I’ Wt, ~)(W)Y, + 42)) 4 (18) 
s 
which is (15). (Note that continuity together with the existence of a locally 
Bochner-integrable right-derivative are enough to make the transformation 
from (17) into (18) correct; cf. [lo]). 0 
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In the following we shall use the notion solution always in the sense of a 
mild solution. A contribution to the regularity problem of mild solutions is 
given in [9] for the case that A(t) is independent of t. 
LEMMA 4. Assume (Hl ), (H2), and (H4). Then for every s > 0, cp E P, 
and h satisfying (H4) there exists a unique solution ~‘3~3~. Moreover the 
solution map 
T(t, s) q := yyo, O<s<t, 
of the homogeneous equation (h =0) forms a strongly continuous 
evolutionary system in P (this means that conditions (l)-(3) of (Hl ) with T 
instead of U and P instead of B hold). In particular, for each z > 0 there is 
R, > 0 such that 
I T(t, s)l,(,j G R,, O<s<t<z. (19) 
Proof It follows from Lemma 1 that the static continuation operators 
S(t), t >/ 0, form a strongly continuous semigroup of bounded linear 
operators in P. We define 
and 
u(t, s) : = 0, t d s, 
u(t, s) := y”“,h(t) - (S(t -s) q)(O), t 2 s, 
g(t,s):= (U(t,s)-I)~(O)+~‘W(t,1)S(j.--s)qdi 
s 
+ j-’ U( t, A) h(l) d& t 3 s. 
s 
(20) 
(21) 
Then because of 
u( ,s),=ys,V,h-S(t-s)(p, t > s, (22) 
Eqs. (10) and (15) are equivalent. Thus the claim follows from Lemma 2 by 
standard arguments employing (Hl ), (H2), (H4), the admissibility of P, 
and the representations (20), (21), and (22). 1 
It should be remarked that all results can be reformulated in such a way 
that the phase space P is replaced by the Banach space P : = P/P of the 
equivalence classes with respect o the seminorm in P. This is true since by 
means of the property 2 in Definition 2 the value ~(0) depends only on the 
class to which cp belongs and since every continuous mapping from P into 
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an arbitrary seminormed space Q has a unique representation as a mapp- 
ing from P into the equivalence classes of Q. The assumption that P is a 
Banach space was used for the conclusion that a family of bounded linear 
operators in P which depends strongly continuously on real parameters is 
uniformly bounded on compact parameter sets. 
3. EXISTENCE OF THE RESOLVENT AND THE VARIATION OF 
PARAMETERS FORMULA 
The aim of this section is to prove 
THEOREM 1. Assume (Hl )-(H4) and let a smoothing of the Heaviside 
function be given according to Definition 1. Define 
A?( t, s) a : = (T( t, s)( H”( . ) a),(O), aEB, O<sgt, O-=z~<l. (23) 
((H”( . ) a),, denotes the function H”(L) a, 2 < 0, which belongs to P.) Then the 
following statements hold 
(1) The limit 
X( t, s) a : = lim X6( t, s) a 
c+o (24) 
exists for all a E B and 0 < s d t. 
(2) X(t, s) E 9’(B) and X(t, s) is jointly strongly continuous with 
respect to t and s for 0 6 s 6 t. 
(3) For all s > 0, cp E P, and h according to (H4) the solution ys,Vp,h has 
the representation 
Y ‘,“,h(t)=(T(t,s)cp)(0)+lrX(t, l)h(L)d& 
s 
t Z s (variation of parameters formula). (25) 
The family X(t, s) E Y(B), 0 < s < t, is called the resolvent. 
Remark. The aproximation of the resolvent X by the operators x” 
generalizes the Duhamel principle: The resolvent X is the solution of the 
homogeneous problem with the step initial function &A) : = 0 for A < 0 and 
d(O) = I (cf. [3]). 
Proof The proof of Theorem 1 proceeds in several steps. 
Step 1. Existence of the limit (24) for a E B,. Let a E B, be fixed. For all 
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numbers O<s’<s<l, s>O, and PER, we define (;YE(t,.s)u:= F(t-~)a, 
t<s), 
Y”( t, s) a : = A-( t, s) a - H”( t - s) a, 
YE2”‘(t, s) a : = YE(f) s) a - Y’(l) s) a, 
H”.“’ := H” _ H”‘. 
Then by (23) and the definition of T we find that P”’ solves the integral 
equation 
Y’,“( t, s) a = !” W( t, A)( H’.“( . ) u)~ _ s di 
s 
+ j-t W( t, A)( Y’,“( ., s) a) j, dA, O<sst, 
9 
(26) 
Yqt, s) a : = 0, t < s. 
Application of Lemma 2 to Eq. (26) yields for each z > 0 and 0 <s 6 t <z 
the estimate (cf. (11)) 
where 
fl”s”‘(t’, s) := 1” W(t’, L)(H”-“‘(.) a),-, dk. 
s 
(27) 
(28) 
Hypothesis (H3) implies 
E _ ,5ye, < E P”% 3) = 0 (29) 
for fixed t and s, 0 < s < t. Next we will show that the limit in (29) is locally 
uniform with respect o t and s. In particular, by (27) this then implies 
lim P”‘( t, s) a = 0 
E - 0,o < E’ < E 
and therefore also the existence of the limit (24) for t 2 s. Now let us 
assume that the limit in (29) is not locally uniform in t and s. Then we can 
find numbers r>O and p>O together with sequences O<s, < t,,<~, 
0 <EL <E,, < 1, n E fV, such that s, -+ s, t, -+ t, and E, -+ 0 for n + 00 and 
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Since P is admissible there exists a number C > 0 such that 
I(H”f+ .) a),[,< c, rzEN/, 06odz. (31) 
Then we obtain from (H3), (28), (30), and (31) 
which shows that the case t = s is impossible. Therefore we can select num- 
ber s” and f and n,~kI such that O<s<S<Z<t<r, and, for all n>n,, 
s”-6/2<s,<$ f<t,, ~,<6/2 (d=d(a,?, f) and 
I 
J 
m,(n) dJ 6 p/(42), I ” m,(l) dl d p/(42). (33) sn 7 
Now we obtain from (28) (30), (31), and (33) for all n>n, the estimate 
d I U(t,, h(B) W(lA)S(I-S)y”(.)adl 
B’ 
(34) 
where 
y”(o) := H+z-s,+o), 0 6 0. (35) 
Since the operators U( t,, t) are uniformly bounded by (Hl) and the 
sequence y” has the properties which are assumed in (H3), inequality (34) 
contradicts (H3). 
Step 2. Existence of the limit (24) for a E B and claim (2). For every 
r>O we conclude from (19) with the aid of the properties of H” and the 
phase space P 
IX”(t,s)al.~~R,c(l)~lal., O<E<~, aEB, 
o<s<t<z. (36) 
showing that the operators XE(t, s) belong to 9’(B) and having norms 
which are uniformly bounded in E E (0, l] locally in t and s. As B, was 
dense in B, we get the existence of the limit (24) in B and the claim 
X(t, s) E 9(B) for 0 <s 6 t. As by the definition (23) and Lemma 4 the 
operators X’(t, s) are strongly continuous in t and s for fixed E, the strong 
continuity of the operators X(t, s) in t and s follows from the fact that the 
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limit of the operators x” for E + 0 is locally uniform with respect o t and s. 
(For the present, this holds if a E B, , but since the operators A’(t, s) are 
locally uniformly bounded in t and s by means of (36), the strong con- 
tinuity of X(t, s) in B1 implies the strong continuity in B.) 
Step 3. Verification of the variation of parameters formula. By the 
linearity of the equation it is sufficient o prove (25) for the case cp = 0. The 
definition (23) of X” says that X” solves the following integral equation: 
JTt, 3) a = Ut, s) a + j’ Wt, pL)(Y( , s) a)@ dp, Ods<t, 
s 
(37) 
T(t,,s)a=H”(t-s)a, t < s. 
Standard arguments employing the properties of X”, hypothesis (H4), and 
conditions (3) and (4) of an admissible phase space imply that the mapping 
[w+ xlR+ 3(~,~)j(X&(.,d)h(3L))~,P 
is strongly measurable and locally Bochner integrable, where 
j” (X’( ., 2) h(i)),, dA = 
s 
j” X’(., 2) h(A) drl 
s M 
(38) 
holds for 0 <s < ~1. Thus we obtain from (37) and Fubini’s theorem (put 
s= 3. and a=h(A) in (37)) that 
iP,“( t) : = j’ X’( t, A) h(l) dA, OGs<t, 
s 
(39) 
satisfies for 0 d s d t, 
w’.‘*“(t) = j’ U(t, A) h(A) dk) 
s 
= s ’ Wt, PL) A(P) dp s 
(40) 
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Now let us consider the quantities 
#w : = Wy.h _ 
0 
pxe(.,IZ)h(A)dA. EP 
s ) P 
for s < ~1s t. For all v d 0 we conclude from (23) and (39) 
qP( v) = - Sk, H”(p + v-2) h(A) dA, if cr,<cr,, 
(41) 
p(v) = 0, otherwise, 
where a,,:= max{s,,u+v}, CI~ := min{~,~+v+s}. Choose p> 1 
according to (H4) and let 4 : = p/(p - 1). Then because of c1r - CI~ < E we 
get from (41) the estimate 
~pyv)~ B d &I’4 (j-;,h(A),~di)l’p ~60, s<p,<t. (42) 
Let r > 0 be given and suppose 0 d s d t < r. As the support of &SP is con- 
tained in C-r - E, 0] for s d ,u < t, we conclude from (42) and condition 
(4) in Definition 2 for 0 < E < 1: 
Jpyp<c(5+ 1) &‘I4 (j; ,h(A),;dA)“p; O,<s<,u<t<t. 
Rewriting (40) we get 
i,eh(t) = j’ w(t, p) w’-‘,~ dp + j’ U(t, p) h(p) dp 
J s 
By means of (39) and the results of Step 2 it follows that 
lim wE,S,h(t) = ws,h(t) : = j’ X(t, 1) h(l) dl, t 2 s, 
E-0 5 
locally uniform with respect to t. Thus defining 
Ws3h(t) : = 0, t < s, 
we conclude (cf. Definition 2) 
lim wyh = wS;” in P locally uniform in p. 
E-0 
(43) 
(44) 
(45) 
(46) 
RESOLVENTOPERATORFORPDEWITHDELAY 371 
Gathering (43) (44) (45), and (46) together we conclude that wsh solves 
the equation 
w”,h(t) = j’ W(t, p) Ws;h dp + j’ U(t, CL) h(p) dp, t 2 s, 
s s 
WS3h( t) = 0, t < s, 
showing that wS%h is a solution of (15) with initial data s and cp = 0. By uni- 
queness (Lemma 4) we must have ys,O,h =wSxh which proves claim (3). m 
We remark that the properties of the resolvent together with the 
variation of parameters formula (25) define the resolvent uniquely. Namely, 
if X and 8 would be two resolvent satisfying claims (2) and (3) of 
Theorem 1, it follows from the uniqueness and linearity of the initial value 
problem that 
s r(x(t,+&,/I))h(l)dll=O s (47) 
for all numbers 0 < s 6 t and all functions h satisfying (H4). Since X and 2 
are locally uniformly bounded and strongly continuous in t and s, (47) 
implies X(t, s) = f(t, s) for all numbers 0 d s < t. 
Lemma 4, (19) togther with (23), and the admissibility of the phase 
space P (Definition 2) imply that the norms of the resolvent operators 
X( t, s) can be estimated by the norms of the solution operators T( t, s): 
COROLLARY 1. The norm of the resolvent satisfies the estimate 
IX(t, s)l Y(B) G c”c(O) I T(t, s)l pu(p)> (48) 
for all numbers 0 6 s d t < co, where Z and c(0) are chosen according to 
Definition 2. 
4. REPRESENTATION OF THE SOLUTION OF 
THE HOMOGENEOUS EQUATION BY THE RESOLVENT 
So far we have given conditions that the contribution of the forcing term 
h to the solution of the homogeneous initial value problem can be written 
in the form 
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with an operator kernel X (the resolvent) which is uniquely determined by 
the operators A(1) and L(t). This makes the application of local pertur- 
bation arguments available to nonlinear partial functional differential 
equations, provided that the linearization satisfies hypotheses (Hi t(H3) 
and estimates on the norm of X(r, A.) are known. Corollary 1 says that 
estimates on the norm of the solution map in 5?(P) always provide 
estimates on the norm of the resolvent in L?(B). However, since the 
resolvent corresponds to the solutions of initial value problems with fairly 
special initial functions (cf. (23)), it may sometimes be easier to obtain 
estimates of the norm of the resolvent in L?(B) than norms of the solution 
map in the generally more complicated space L!(P). Therefore conditions 
will be of interest which permit us to estimate the norms of T(t, s) in Y’(P) 
by the norms of X(t, s) in Z(B). Since the case of an unbounded delay- 
operator L(t) provides difficulties, we will restrict ourself to the following 
situation: 
(H2’) Stronger Version of Hypothesis (H2) 
The operators L(t): P -+ B are linear and bounded for all t 3 0 and 
L(t) cp E B is continuous in t for every fixed cp E P. 
It is easy to see that hypotheses (Hl) and (H2’) together imply (H2). 
Now we can prove 
THEOREM 2. Assume (Hl ), (H2’), (H3), and let a smoothing H” of the 
Heaviside function be given. For each E E (0, 1 ] and cp E P define 
~~“(11: = cp(l) - H’(A) VW, 2 do. (49) 
Then we have for all cp E P and numbers 0 < s < t < co the following represen- 
tation: 
(T(t.s)~)(O)=X(t,~)~(O)+fi_muJ‘~X(t,i)L(i.)S(1-s)~“d~, (50) 
9 
where the limit on the right-hand side of (50) exists in B and is independent 
of the special choice of the smoothing H”. Moreover, assume that P has the 
relaxation property (cf Definition 4) and that there exists a number 2 > 0 
such that 
IL(t)1 YCBj 6 L” for all t > 0. (51) 
Then for every number o E (0, -wp) there exists a number K> 0 which is 
independent oft and s such that 
JT(t, s)jYu(Pj<KeP”“~~“‘(l +t-s) sup eruci’-‘) /X(2’, ~)IT~BJ, 
s s j. < AI’ < I 
O<s<t.(52) 
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Remark. If an estimate of the form IX(t, s)\~~~) 6 K,,e’(‘PS) is known 
for 0 Q s < t < co, where 0 > -w, then we obtain from (52) the estimate 
I T(t> $11 y(p) d KK,( 1 + t-s) e’i(r-‘), O<sft. (53) 
Proof of Theorem 2. Let s > 0 and cp E P be given. By the definition (23) 
and the linearity of the equation we have 
(T(t, s) cp)(O) = x74 s) do) + (T(t, $1 cp”W), (54) 
and 
y”(t) : = (T(t, s) cp”)(O), t 3 s, 
y”(t) := cp”(t -s), t < s, 
solves the equation 
y”(t) = jt Wt, 2) Y;. di, t 2s. 
I 
(55) 
Because of 
y;, = S(A -s) cpc + w”., WE(t) := y”(t), s 6 t, 
w”(t) := 0, t ds, 
we get from (55) for t > s, 
w~(t)=j’V’(t,~)~~,d~+j’U(tJ,)L(A)S(~~-s)qfdA. 
s r 
(56) 
Now we can apply the variation of parameters formula to (56) to obtain 
y”(t) = w”(t) = j’X(t, A) t(l) S(A-s) (P’ dl, t>s>o. (57) F 
Hence (54) and (57) together yield for 0 d s < t: 
(T(t,s)tn)(O)=X”(t,s)(P(O)+j’X(t,i)L(i)S(j.-~)rg~d~. (58) 
1 
Because of Theorem 1 (claim (1)) (58) shows the representation (50) and 
the first claim by transition to the limit for E -+ 0. 
Now let us assume (51). Let o E (0, - oP) be given and choose A4 > 1 
such that (5) holds. We conclude (cf. Definitions 1 and 2) 
l@lPG(l +c(E)z) IdP (59) 
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and 
/S(v) @l,~~e-“” Idi+ v 3 0. 
Then (50) yields for Od.r<t<cO with R:= F+(l +c(O)c”)Mz: 
I(T(4 $1 (P)(O)1 
(60) 
Lemma 1 implies for O<Sd t, 
JT(t, s) (pIp<A4max(e-““P”’ IqlP, max e 
s<r’<r 
-w(‘-“) I(T(t’, s) (p)(O)1,}. 
(62) 
Now the existence of the claimed number K and inequality (52) follow 
from (61) and (62). 1 
Under the hypotheses of Theorem 2 we find by comparing the 
inequalities (48) and (52) that the exponential growth-rates of the resolvent 
operators X( t, s) and the solution maps T(t, S) are the same for t - s -+ co, 
provided that they are greater than op. The following trivial example 
shows that this restriction related to the relaxation exponent of the space P 
is essential and it is not caused by the technique of the proof only. 
EXAMPLE 6. Let P denote the space in the Example 2 with 
oP = -u < 0. Choose K > o and consider the equation (1) with 
A(t) a := -~a and L(t) := 0. In this case we have 
X(t, s)=ep”“p”‘Z, t 3 s, 
and hence IX(t, s)I~(~) 6 e-K(‘Ps). However an easy calculation shows 
I T(t, .y)l ie(pj > e-w(‘ps), O<Sdf. 
5. SOME SPECIAL CASES AND REMARKS 
By the following proposition we make a contribution to the problem 
under which conditions on A(t) and L(t) the hypothesis H3 is satisfied: 
PROPOSITION 1. Assume W(t,J.)= W,(t,1)+W,(t,2), 0<1<t, where 
W, satisfies (H2) and WI satisfies (H2) and (H3). In addition suppose that 
WJt, 1) is continuous in 1 with respect to the operator norm in .Z(P, B) for 
0 < 2 < t and all t > 0. Then W satisfies hypothesis (H3). 
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Proof: Let a E B,, numbers 0 <s6 t, and sequences of functions y”, 
n E N, be given according to hypothesis (H3). By (H2) we find a con- 
tinuous function m: (0, t] + IX+ such that 
I Wo(4 J)l 9e(p,B) G W - 4, O<l<t, ‘m(v)dv<co. s (63) 0 
Let p > 0 be given. There exists a partition of the interval [s, t], namely 
s=A,<J.,<A,< .‘. <&,<t such that 
s 
* - E., 
m(v) dv < p (64) 
0 
and 
I Wo(t, 1) - Wo(t, J.ji)l2T(P,B, G PY j=l,..., m, Aj-,<IZ<A,. (65) 
Let 6 = 6(a, t, s) such that the support-intervals Z, are contained in ( - 6,O). 
Then we have (cf. Definitions 2,4) 
IS(v)(~“(.)a)l.~c(t--++S) lalB, 06v<t-s, nEN. (66) 
Hence (63 t(66) imply for all n E N, 
Wo(t, l)S(A-s)(y”(.)a)dA 
- f Wo(t,l,)ji’ S(i-s)(y”(.)a)dl 
/=I A,- 1 B 
< pc(t-s+6)(1 + t-s) (alB. (67) 
Since p > 0 was arbitrary, (67) shows that (H3) is valid if 
lim s 
s 
S(A - s)(y”(.) a) di = 0 (68) 
n + m 2, 1 
for every jE {l,..., m}. Let F, denote the length of the interval Z, containing 
the support of y” (cf. (H3)). Then we have for all v < 0 (note 0 f y”(a) d l), 
S(A-s)(y”(.)a)dl ii’ y”(i-s+v)dAa < lalBEn 
B A,- I B 
and therefore 
IJ 
4 
S(A-s)(y”(.)a)dA <c(t--++)E, lalB 
A,- I P 
which proves (68). [ 
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Proposition 1 shows that the verification of (H3) is necessary for 
W- W, only, when W, has the property that Wo(t, A) is continuous in 1 
with respect to the operator norm 0 < 1~ t. The continuity of W( t, ,I) in A 
with respect o the operator norm is violated if U(t, A) is discontinuous in ,I 
with respect to the operator norm in Z’(B), e.g., if U(t, A)=exp(A(t-A)) 
with hyperbolic A, or if L(A) is discontinuous in ;1 with respect to the 
operator norm in 9(P, B) which may happen in the case of time-depen- 
dent delays. 
To demonstrate the verification of hypotheses (HI)-(H3) we are going 
to consider some special cases. First, we take the equation 
y’(t) = AAt) + C(t) Y(t - t(t)) 
s 0 + G(t, v)y(t+v)dv+h(t) (69) -03 
in a real Hilbert space B, where the operators A, C(t), G(t, v), and the 
delay f(t) have the following properties: 
(1) A: D(A)- B is linear, selfadjoint, and generates an analytic 
semigroup exp(At), t > 0, such that 0 belongs to the resolvent of A. 
(2) The operators C(t): D(C(t))t-+B and G(t, v): D(G(t, V))H B are 
closed, linear, and densly defined for all t > 0 and v 6 0. 
(3) There exists CI E [0, 1) such that the domain D(( -A)‘) of (-A)” 
is contained in the domains D(C(t)), D(G(t, v)), D(C*(t)), and D(G*(t, v)) 
for all t > 0 and v ~0, where C*(t) and G*(t, v) denote the adjoint 
operators of C(t) and G(t, v). 
(4) C(t) a E B and G(t, v) a E B are continuous in t E R+ and 
(t, v)ER+ x W for every fixed aeD((-A)“). 
(5) There exists o > 0 such that for every r > 0 a continuous function 
/?, : R ~ + R + can be chosen satisfying 
s 
0 
cw”B,(v) dv < cc 
-00 
and 
IG(A ~)(-A)-~l,,,,dB,(v), IG*(A v)(-A)Y Z(B) 9 IL(v) (70) 
for all A E [0, r] and v 60 (note that by (l)-(3) and the closed graph 
theorem the operators G(A, v)( --A))” and G*(;l, v)( -A))” are bounded.) 
(6) S:R+-+R + is continuous. There exists 6 > 0 such that for every 
r > 0 and 0 2 -6 the set {t E [0, r]: t - t(t) = o} has the Lebesgue measure 
zero. 
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For the verification of (Hl)-(H3) we take P as the phase space of Exam- 
ple 2, B, : = D(( - A)“) with the graph norm 
bl,, := bl.+ I(-A)“al., 
and P, the space of all cp: R- -+ B, such that e”“cp(v) is uniformly con- 
tinuous and bounded in B, for all v < 0. Take 
Idp, := suPe’UY Idv)lB,. 
VSO 
PROPOSITION 2. Zf (1 t( 6) hold, then hypotheses (Hl )(H3) are satisfied. 
Proof. It is easy to see that P, is an admissible subspace of the 
admissible phase space P. With U( t, s) : = exp(A( t - s)) hypothesis (Hl ) is 
certainly satisfied. To verify (H2), (l), we note 
L(f) cp = C(t) vo( -z(t)) + 1” G(f, v) P(V) dv, t30, CpEP,. 
r 
Because of 
L(t) cp =C(t)( -A)-*( -A)” cp( -z(t)) 
+ s ’ (G(h v)(-A)-“)(-A)’ cp(v)dv, 2 
we see by means of the property (5) and the boundedness of C(t)( -A)-“, 
that L(t) cp is well defined for all t 3 0 and cp E P,. Since the operator 
C( t)( -A)-“: B -+ B depends strongly continuously on t by 4, the operators 
C(t)( -A))” are uniformly bounded on compact t-intervals. Together with 
the choice of P, and assumption (6) this shows that C(t) cp( -r(t)) is con- 
tinuous in t for every cp s P,. A similar argument employing (5) and 
Lebesgue’s theorem on dominated convergence shows that 
G(t, v) q(v) dv E B 
- z 
is continuous in t for every fixed cp E P,. To show (H2), (2), we use for 
every cp E P, and 0 <I < t, the representation 
W(t, A) q = (-A)” exp(A(t-A))(( -A))” C(i)) cp( -r(n)) 
+ (-A)” exp(A(t -2)) Jo ((-A) -’ G(& v) q(v) dv. (71) -~ x 
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We note that 
where c > 0 is independent of v. Moreover the operators (--A))” C(A) and 
(-A)-” G(A, v) have the bounded adjoint operators C*(A)( -A))” and 
G*(A, v)( --A)-“. Therefore we have 
It-A)-” G(A v)Ile(iz)= IG*(A v)(-W”l,~,,@&) (73) 
for all v < 0, 0 < A < t. Similarly for each t > 0 there exists p, > 0 such that 
1(-A)-* c(~)I,(,,= IC*(~)(-A)~“l,,,,dp,, o<il<z. (74) 
Then (71)-( 74) yield for 0 d A < t 6 r and cp E Pi, 
(75) 
Inequality (75) shows (H2), (2). To prove (H3) let a E B,, numbers 
0~s < t, and sequences of functions y” with support in intervals 
Z, c ( - 6,0), n E N, according to (H3) be given. Define y”(A) : = 0 for A> 0. 
Then we obtain 
6, : = j’ W(t, A) s(n - s)(y”( ) a) 69 = s; + b;, 
s 
SA:= /‘exp(A(r--A))y”(A--s-r(E.))C(A)a&, 
s 
(76) 
dz:= j’exp(A(t-A)) Jo (G(A,v)a)y”(A-s+v)dv &. 
s -m > 
For all n E N and 1 E [s, t) we define the sets 
Jp) := (v<0:A--s+vEz,}, Jt,:= {~E(S,t):CL-----(C1)EZ,}. 
Then the properties of the intervals Z, according to (H3) imply 
Jz, ,(A) c J11(2), J!z+, c Jiy nEN, 
diameter E(A) 3 0 uniformly in A. (77) 
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Because of 
n ={ J!l pE(S, t):p-s-T~p~E n I, nerm nerm 
and the intersection of the intervals Z, is either empty or consists of exactly 
one point, property (6) implies 
n JL has Lebesgue measure zero. 
HEN 
Hence (77), (78), and Lebesgue’s theorem on dominated convergence imply 
Si + 0 for n + cc (i = 1,2). Then (76) shows that (H3) is valid. 1 
It is remarkable that property (6) of the delay-function r(r) is not only a 
technical assumption. If it is violated the following counterexample shows 
that a jointly strongly continuous resolvent X( t, S) (Theorem 1) fails to 
exist: 
EXAMPLE 6. Take B=R’, A=O, C(t)=Z, G(t,A)=O, and 
(79) 
i.e., we are considering the delay equation y’(t) = ~(t - r(t)) + h(t). Then 
the limit (24) yields for all number 0 6s 6 t < co, 
showing that X(t, S) is discontinuous in s at s = 1 if t > 1. It is easy to see 
that (80) is the only possible choice of a piecewise continuous resolvent for 
which the variation of parameters formula is satisfied for every continuous 
forcing function h(t). 
However, weakening hypothesis (H3), we can show that a resolvent still 
exists which has all properties of the resolvent X(t, S) according to 
Theorem 1 despite of the dependence on s which is merely strongly 
Lebesgue-measurable. The weakened version of hypothesis (H3) reads as 
follows: 
(H3’) Weakened Version of (H3) 
For every a~ B, and all numbers 0 ds < t < cc there exists 
6 = &a, s, t) > 0 such that for every sequence of P-functions y” (n E N) on 
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I&!- with range in [0, l] and support in intervals Z, c ( -6,O) satisfying 
Z n+I c I, and n,, rm Z, = a, condition (4) is true. 
Then the following theorem still holds: 
THEOREM 3. Assume (Hl ), (H2), (H3’), and (H4). Then Theorem 1 
remains true except statement (2) which has to be replaced by the following: 
(2’) For all 7 > 0 there exists K: > 0 such that X(t, s) E Y(B) and 
W(t, s)l 9CBj<KT for all numbers O<s< t 67. If aE B is given, then 
X(t, s) a E B is continuous in t for every s 3 0 and t 3 s and strongly 
Lebesgue-measurable in s E [0, t]. Moreover, X(t, s) a E B is continuous in s 
from the left for 0 d s < t. 
If (H 1 ), (H2’), and (H3’) hold, Theorem 2 remains true again, provided that 
the estimate (52) is replaced by the following: 
IT(t, s)lipCP) < KinfeP’““P”‘( 1 + t-s) sup e”(“‘-“‘rc(A’, A), 
K .,<i<i.‘$, 
O<sd t, (81) 
where the infimum runs over all function.7 K E .Y,;~(~ +2, [w+ ) such that 
Iwn’, 211 Y(B) d x(2’, A), 0 G 1, d A’. 
Proof: The proof goes on by checking up in what parts of the proofs of 
Theorems 1 and 2 we can do with the weaker hypothesis (H3’). To show 
the existence of the limit (24) for fixed s and t by means of (27) and (29) we 
only need that the limit (29) is locally uniform in t for every fixed s > 0. In 
what follows we can therefore let s, . - s for all n E N. Then the functions y” 
according to (35) are different from zero at most in the open intervals 
I, := (s-z-&,,S-q. 
Since E, + 0 for n -+ co, the intersection of the intervals I,, is empty. Hence 
(H3’) implies by the same argument as in the proof of Theorem 1 that the 
limit (29) is uniform in t for t B s and every fixed s 3 0. As a consequence, 
the limit (24) exists and X( t, s) a is continuous in t 2 s for every fixed s 2 0 
and a E B. Since every approximation X&( t, s) a is jointly continuous in t 
and s, it follows that X(t, s) a is at least strongly Lebesgue-measurable in B 
with respect to t and s. Now let a E B and t > 0 be fixed and assume that 
X(t, s) a is not continuous from the left in s E (0, t). Then we can find 
s^ E(0, t), p > 0, and a sequence of numbers s, E (0, f) such that s, -+ s* for 
n + cc and 
4pG Mt, S*)a-xX(4 sn) aI,, rzEN. (82) 
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Let E; E (0, 11, i E N, be such that E, + 0 for i + co. Because of (24) and 
lim IXE’(Z,S*).-X”(~,S,)U(.=O, i E N fixed, 
n-m 
we find i, E N and for every i > i0 a number ni E fW such that 
IP( t, J) a - P( t, s,,) al f) 6 p, i>i,, 
and 
(83) 
(X(t,S;)a-X”‘(t,b)uJ.~p, i2 i,. 
AS 
lim 
pm 
IXq( t, s,,) a - X( t, s,,) al B = 0 
for every fixed i E N, there exists for each i > i, a number k(i) E fV such that 
IXY4 s,,) Q - J44 s,,) 4 B < P, i>i,. (85) 
Gathering (82)-(85) together we find 
p 6 IJyt, s,,) a - x”““‘(t, s,,) UlB, i>i,. 
Renaming E: := akCij and s, : = s,, we conclude from (27) the existence of 
p > 0 and tie (So,, t], HEN,, such that ti-+ibt (i+co) and 
fi d IfiE’2i’(ti, s,)JB, i> i,. (86) 
Now we can proceed as in the proof of Theorem 1 beginning with formula 
(30). As si --t 5 for i--t 03, the support of the y’ is now contained in the 
intervals 
Ii := (Si-S-&,, i-S), ibi,. (87) 
Suppose there exists 5 E [w such that C? E Ii for all i 2 i,. Then by (87) we 
must have 5 = 5 - S and therefore 
s,-3-&,<B-d<$-5, i3 i,, 
which is a contradiction. Hence the intersection of the open intervals Ii is 
empty and by (H3’) we get a contradiction to (86) as in the proof of 
Theorem 1. Thus statement (2’) holds. To prove the variation of 
parameters formula we can proceed as in the proof of Theorem 1, provided 
we can check that X(t, 1) h(A), s < ,I < t, is Bochner-Lebesgue-integrable in 
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A. By (H4) we can find a sequence of continuous functions h,: [s, t] -+ B 
such that 
h(A)= lim h,(A) almost everywhere in [s, t]. 
n-tat 
Then by means of statement (1) and the uniform boundedness of the 
operators X”“(t, A), n E N, with respect to A E [s, t], we get 
X(t, 3,) h(;l) = lim JY(t, A) h,(ll), s<I<t, 
n - m 
almost everywhere in 1, showing that X(t, . ) h( .) is strongly Lebesgue- 
measurable since the approximations X”“(t, ) h, are continuous. As the 
approximating functions h, can be chosen such that 
sup s ’ Ih,(/I)l, dA < co, nGN s 
the Bochner-Lebesgue-integrability of X(t, . ) h(. ) in [s, t] follows. The 
proof of Theorem 2 goes through except that it is not clear whether 
IJTG ~)lYe(B) is Lebesgue-measurable in 2 E [s, t]. Therefore we replace 
IN4 ~)IT(B) Y b a strongly Lebesgue-measurable majorant rc(t, 2) to obtain 
the estimate (61) which by transition to the infimum over K leads to the 
estimate (81). 1 
PROPOSITION 3. Assume that hypotheses (l)-(5) for Eq. (69) hold and 
replace the hypothesis (6) by the following weaker hypothesis: 
(6’) T: R + -+ R + is continuous. 
Then (Hl), (H2), and (H3’) hold. 
Proof: The arguments in the proof of Proposition 2 go through except 
that the intersection of the intervals Z, is now assumed to be empty. Then 
the intervals JA are open and form a decreasing sequence with empty inter- 
section. Hence the conclusion is valid again. 1 
Now let us consider four other examples of partial functional differential 
equations which are not covered by equations of the type (69). 
EXAMPLE 7. Consider the diffusion-reproduction equation 
+ b(t, 5) u(t - ?(t, t)+ 5) + h(t, 0, 
if t>O, rE52, and 46 t) = 0, if t>O, 56%2, (88) 
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where $2 is a bounded domain in IR” having the Cl-extension property and 
d, b, ?: R+ + fi + R+ are continuous. We suppose that h belongs to 
P’i,(Iw + x 8, R) and is continuous in t in the T2-mean. Choose 
B : = 6p2(Q, R). Then hypotheses (Hl ) and (H4) are certainly satisfied, 
where A : = A generates an analytic semigroup in B. If G(t, 5, q), 
t > 0, 5, q E 52, denotes the Green function of the Laplacian in Q with 
respect o Dirichlet boundary conditions, we have 
U(t,s)a=exp(A(t-~))a, 
(exp(At) a)(t) = ?:, G(t, 5, I?) 4~) dtl, O<t, aEB. 
Let P be the space of Example 2 with arbitrary o > 0 and let P, := P. 
Then for every cp E P (q(v)(r) =: cp(v, 0) 
(L(t) (PI(~) := -d(t, 5) do, O+b(f, 5) d-f(t, 0, 5h 5~8, 
defines an operator L(t) E .P’(P, B) which depends strongly continuously on 
t. Thus (H2) holds and if d, 6, and f are bounded in R + x 0, (H2’) holds, 
too. For a given a E B, 0 <s < t, and y” according to (H3) we obtain for all 
t noting that the support of y” is contained in Z, c R - \ { 0}: 
(y”(A) := 0, A>,O), 
s”(t):= j: w(r,n)s(n-s)(y”(.)a)d;l (5) 
( 1 
=IS ’ G(t-~,4,?)b(~,r)a(~)y”(~.-s-?(E,,rl))dyd~. (89) s R 
From (89) we see that the functons q” converge to zero in the diP2-norm, if
the Lebesgue measure of the sets 
J”:= {(n,vl)E[S,t]XSZ:i-s-?(~,v])Ez,} 
in [W+ -t a goes to zero for n -+ co. As by the continuity of r and the boun- 
dedness of [s, t] x Ss this is always true if the intersection of the intervals 1, 
is empty, (H3’) holds. The stronger hypothesis (H3) holds if we assume the 
existence of 6 > 0 such that 
((~,Yf)E[O,r]Xm-q~,~)=u} has Lebesgue measure zero (90) 
for every r > 0 and 0 > -6. If h: R + x a + R is continuous, we can also 
take the space B= C(B). With aid of the integrability and smootheness 
properties of G we obtain exactly the same conclusion since the functions 
q” in (89) converge to zero in C(0) under the same hypotheses on z”, also. 
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EXAMPLE 8. Let us consider the migration-reproduction equation 
+ H4 04t--z,(t, 0, 5)+h(t, 0 t>o, 5EQ (91) 
where 0 is a bounded domain in KY’, the functions b, d, z, : K! ‘0 + R, 
K:~*--+R,Zz:iR+x~-+R,andz,:R+x~*+R+areassumedtobecon- 
tinuous. We take B : = C(Q, IR), p > 1, B, : = B, P, : = P, P being the phase 
space of Example 2 for a given number UJ E R. Let A : = 0. Then (HI ) and 
(H4) hold trivially (U(t, S) = I). The operators 
belong to LZ(P, B) for all t 3 0 and depend strongly continuously on t. 
Hence (H2) holds. If in addition d, h, r,,, and r, are bounded, (H2’) holds, 
too (If o < 0, we can refrain from the boundedness of t0 and t, ). To verify 
(H3) (H3’) we have to look for conditions such that for given QE B, 
0~s~ t, and a sequence y” according to (H3) (H3’) (y”(A) := 0,180) 
l’L(1) S(A-s)(y”(.) a) d% 
(‘ 
converges to zero in B for n + co. One finds that this is satisfied if for every 
sequence of support-intervals Z, according to (H3) (H3’) the Lebesgue 
measure of the sets 
converge to zero uniformly in 5 E 0 for all t > s 2 0. Eamples for z0 and t, 
which fullil this condition in both cases are 
1.1 norm in KY. 
RESOLVENT OPERATOR FOR PDE WITH DELAY 385 
where c(A) > 0 for 13 0 is differentiable and bounded, and 
where ~~(5) > 0 is Frechet differentiable in 8. 
EXAMPLE 9. Consider the equation 
O<i”<l, t30, (92) 
under the following hypotheses: 
(i) g: (0, l] -+ (0, co) is continuous, bounded, and fultils 
j:,gW’&= 03. 
(ii) d: KY+ x (0, 1) + R is continuous. There exists a continuous 
/A: (o,l)+R+ such that for every r > 0 and t E [0, r] the function 
[0, r] 3 t + d(t, ) + p( .) E C,((O, 1 ), R) is continuous (with respect to the 
sup-norm in C,). 
(iii) The function p in (ii) can be chosen such that 
jY’ P(S) g(v)-lh < 00 and jii2 CL(V) 4 = 00. 
(iv) i: R + x [0, 11’ -+ R+ is continuous. 
(v) K: R+ x [0, 112 -+ R is Lebesgue measurable, K(t, 1, ye) = 0 for 
all t>O, 0~1~ 1. For all r>O the mapping 
is well defined and continuous. 
(vi) h(t;)~CJ(0, l), R) for all t30 and the mapping lR+ 3 t+ 
h( t, . ) E C,((O, l), R) is continuous. h(t, 1) = 0 holds for all t > 0. 
To verify hypotheses (til )-(H4) define B : = C,,,( (0, 11, R), the boun- 
ded, continuous real functions on (0, l] which vanish at c = 1. The norm of 
B is the sup-norm. Choose o > 0 arbitrarily and let P the phase space of 
Example 2, P, := P. Define A(t) := A, where 
W)(4) := --g(5) a’([) -P(r) 40, O<<<l, QED(A). 
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Then by (i) and (iii) we see that A generates a strongly continuous 
semigroup in B which is given by 
((exp(At) a)(t) = exp 
[‘:= G-‘(G(t)-t), 0~5~1, ((exp(At)a)(<)=O, 4=1, 
where 
G(t) := - j,’ s(v)-’ 4, O<[<l. 
(We require the boundedness of g to ensure that exp(dt) a is continuous in 
t with respect to the norm of B.) Hence (Hl ) holds. (H4) is trivially 
satisfied by means of condition (vi). For t > 0, 0 < < d 1, and cp E P we have 
(Qt) cp)(t) = (46 0 + P(5)) cp(O> 0 
It follows from (ii) and (v) that L(t) belongs to Y(P, B) and is strongly 
continuous in t. Thus (H2) holds. (H2’) holds if in addition d+ p is boun- 
ded on R+ x (0,l) and 
A similar argument as before shows that (H3) (H3’) is satisfied if for all 
numbers 0 <s < t and support-intervals 1, according to (H3) (H3’) the 
Lebesgue measure of the sets 
converges to zero for n + co uniformly in 5 E (0, 1). 
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