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The paper proposes the method to analyze the internal dynamics of nanoscopic systems by periodic
modulation of the electrochemical potentials of the attached leads and measuring the time-averaged
current. The idea is presented using the example of the a double quantum dot coupled to one
nonmagnetic and one spin-polarized lead. The current flowing through the molecule is shown to
depend on both the frequency of the modulation and the exchange coupling between the electrons
occupying the molecule. In particular, one can observe a pronounced oscillatory behavior of the
current-frequency dependence, which reveals the coherent oscillations between the spin states of the
system.
PACS numbers: 73.63.Kv, 73.23.Hk
I. INTRODUCTION
The ability to accurately characterize the internal dy-
namics of quantum systems is essential to the progress
of quantum technologies. In nanoscopic systems such as
quantum dots and molecules the time-dependent electron
transport has been shown to be a valuable tool for the
characterization of the internal dynamics associated, for
example, with the presence of charge [1–3], spin [4–6] or
vibrational [7–9] degrees of freedom.
Studies of the electron transport are usually confined
to the analysis of the steady state. However, the dy-
namical properties often cannot be sufficiently revealed
by the analysis of the steady state mean current or even
the zero-frequency full counting statistics [10, 11]. On
the other hand, the approaches more sensitive to the
short-time dynamics, like the finite-frequency counting
statistics [5, 10, 12–14] or the waiting time distribu-
tion [6, 11, 15, 16], are experimentally very demand-
ing [17]. For example, study of the waiting time dis-
tribution requires the use of the single-electron counting
techniques [18, 19], which time resolution is limited by
the detector bandwidth [20, 21]. According to my best
knowledge all experimental measurement of the waiting
time distribution reported up to this date have been con-
fined to the tunneling frequencies up to kHz range (for
exemplary experiments see Refs. [17, 22–24]; for the same
conclusion see Ref. [25]).
The other approach to the study of the internal dynam-
ics of nanoscale systems is based on introducing the time
dependence of the Hamiltonian of the system. For exam-
ple, the periodic voltage modulation has been shown to
reveal the spin precession in a single quantum dot [26]
or charge relaxation in double quantum dot [27]. Also
a transient response after the voltage quench in sys-
tems with the Kondo correlations [28–30] or the Andreev
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bound states [31], as well as transport in time-dependent
magnetic fields [32–34], has been a topic of interest. It
should be also mentioned, that the technique of peri-
odic voltage modulation is widely applied in the field of
nanoelectronics, for example in different kinds of single-
electron current sources [35–39], single-electron cooling
devices [40] or for the study of quasiparticle excitations
in superconductors [41]; voltage modulation is also used
in standard lock-in technique, commonly applied, for ex-
ample, in the measurements of the differential conduc-
tance [42].
In this paper I propose a method to analyze the inter-
nal dynamics of nanoscopic systems, like quantum dot
molecules, by periodic modulation of electrochemical po-
tentials of the attached leads and measuring the time-
averaged current. The idea is similar to the one applied
in Refs. [26, 27] where, however, not the electrochem-
ical potentials of the leads but internal parameters of
the quantum dots were modulated. The applicability of
the method is presented using the example of the dou-
ble quantum dot system attached to the spin-polarized
leads. The previous study of this system [11] has shown,
that its internal spin dynamics can be revealed by the
waiting time distribution, whereas it cannot be accessed
by the zero-frequency counting statistics. This paper
shows that the periodic modulation of the electrochemi-
cal potential can also provide information about the in-
ternal dynamics. Specifically, the time-averaged current
is dependent on both the value of the exchange coupling
and the frequency of modulation. In particular, one can
observe oscillatory behavior of this dependence, with a
period related to the frequency of the coherent oscilla-
tions between different spin states. Since the proposed
method does not require the use of the single-electron
counting techniques, and modulation of the gate volt-
ages with frequencies up to GHz has been experimentally
achieved [43, 44], it seems to be perfectly suitable for the
study of the short-time internal dynamics of electronic
systems.
The paper is organized as follows. Section II speci-
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FIG. 1. Scheme of the analyzed double quantum dot system.
Parameters U and  denote the intra-dot Coulomb interaction
and the orbital energy, respectively; U12 – inter-dot Coulomb
interaction, t12 – hopping parameter, J – exchange interaction
between dots. Electrochemical potential of the left lead µL(t)
switches between two values V and −V after every half of the
period T = 1/f . Spin polarization of the right lead, with the
constant electrochemical potential µR, is characterized by the
parameter pR.
fies the analyzed model of a double quantum dot. Sec-
tion III presents methods used to describe the electron
transport. In Sec. IV the results are presented and dis-
cussed. Finally, Sec. V brings conclusions following from
my results. Two appendices contain evaluations of the
current fluctuations and the cotunneling rates.
II. MODEL
The studied system consists of two tunnel-coupled sin-
gle level quantum dots attached to the nonmagnetic left
lead and the spin-polarized right lead (Fig. 1). The elec-
trochemical potential of the left lead is modulated by
the square-wave voltage signal. The Hamiltonian of the
system consists of four terms [11, 45–49]:
Hˆ = HˆL + HˆR + HˆD + HˆT . (1)
The first two terms, describing the noninteracting elec-
trons in the left (L) and the right (R) lead, read as
Hˆα =
∑
kσ αkσc
†
αkσcαkσ, where α ∈ {L,R}, αkσ is the
energy of the electron with a wave vector k and spin
σ ∈ {↑, ↓}, and c†αkσ (cαkσ) denotes the creation (anni-
hilation) operator associated with such an electron. The
third term HˆD, describing the isolated double dot sys-
tem, reads [46–49]
HˆD =
∑
jσ
d†jσdjσ + t12
∑
σ
(
d†1σd2σ + d
†
2σd1σ
)
(2)
+
∑
j
Unˆj↑nˆj↓ +
(
U12 − J
2
)
nˆ1nˆ2 − 2J Sˆ1 · Sˆ2,
where d†jσ (djσ) is the creation (annihilation) operator of
the electron with spin σ in the first (j = 1) or the sec-
ond (j = 2) quantum dot,  is the orbital energy (here
assumed to be the same on both dots), t12 is the in-
terdot hopping integral, and U (U12) is the value of the
intradot (interdot) Coulomb interaction; particle number
operators are defined as nˆjσ = d
†
jσdjσ, nˆj = nˆj↑ + nˆj↓;
J is the exchange interaction between the spins in the
left and the right dot, with J > 0 (J < 0) correspond-
ing to the ferromagnetic (antiferromagnetic) interaction;
Sˆj = (1/2)
∑
σσ′ d
†
jσσσσ′djσ′ is the spin operator, with
σ = (σx, σy, σz) being the vector of Pauli matrices.
The last term HˆT , describing the tunneling between
the double quantum dot and the leads, is expressed as
follows [45–49]:
HˆT =
∑
kσ
(
tLc
†
Lkσd1σ + t
∗
Ld
†
1σcLkσ
)
(3)
+
∑
kσ
(
tRc
†
Rkσd2σ + t
∗
Rd
†
2σcRkσ
)
,
where tL (tR)is the tunnel coupling between the left
(right) lead and the first (second) dot. The spin-
dependent tunneling rate between the molecule and the
lead α (in units of frequency) reads as Γσα = 2pi|tα|2ρσα/~,
where ρσα is the density of states for spin σ electrons in
the lead α. The tunneling between the left lead and the
first dot is spin-independent and thus Γ↑L = Γ
↓
L = ΓL.
The spin polarization of the right lead is defined as
pR = (ρ
↑
R − ρ↓R)/(ρ↑R + ρ↓R). Tunneling rates between
the second dot and the right lead can be than writ-
ten as Γ↑R = (1 + pR)ΓR and Γ
↓
R = (1− pR)ΓR, where
ΓR = (Γ
↑
R + Γ
↓
R)/2.
III. METHODS
Now I present the methods used to describe the elec-
tronic transport. The study is confined to the regime
of unidirectional transport in which the thermally ex-
cited tunneling can be neglected (i.e. when for all states
|Eν′,n+1 −Eν,n − µα|  kBTα, where Eν,n is the energy
of the n electron state |ν〉 and µα, Tα are the electro-
chemical potential and the temperature of the lead α).
I focus on the parameter range in which only the sin-
gle and the double occupancy of the whole system is
allowed – zero occupancy is excluded due to the suffi-
ciently low orbital energy , whereas triple and higher
occupancies are not enabled due to the Coulomb inter-
action. On the other hand, all possible spin states are
assumed to be well within the transport window. This
regime is achieved by assuming that parameters fulfill
the following conditions:  = −U12 (energies of singly-
and doubly-occupied states are close to each other),
− − |µα| − 2|t12| − |J |  kBTα (zero occupancy of the
molecule is forbidden), U − |µα| − 2|t12| − |J |  kBTα
(triple occupancy of the molecule is not enabled) and
|µα| − 2|t12| − |J |  kBTα (thermally excited tunnel-
ing between singly- and doubly-occupied states is for-
bidden). To be more quantitative, let us consider ex-
perimentally feasible [50–52] parameters  = −U12 =
−1 meV, U = 10 meV, |t12| = 30 µeV, J = 90 neV,
3|µL| = |µR| = 0.5 meV, TL = TR = T = 500 mK
(kBT ≈ 43 µeV). According to the detailed balance con-
dition [53] rate of the tunneling against the bias is about
exp[(|µα| − 2|t12| − |J)/kBT ] ≈ 8.5× 1010 times smaller
than the rate of the tunneling with the bias; therefore,
transport is in practice unidirectional.
It is also assumed that the single dot can be occu-
pied by at most one electron (in reality finite value of
J requires the finite double occupancy of the dot [54,
55], but for small values of J its influence on trans-
port can be neglected). The state space is de-
fined as {|↑0〉, |↓0〉, |0↑〉, |0↓〉, |↑↑〉, |↑↓〉, |↓↑〉, |↓↓〉}, where
the first/second position in the ket corresponds to the
first/second dot, 0 refers to the unoccupied dot and ar-
rows denote the spin polarization of the occupying elec-
trons.
The electrochemical potential of the left lead is as-
sumed to be modulated by the square-wave voltage signal
and is given by the following conditional function of the
time t:
µL(t) =
{
+V for t mod T ∈ [0, T2 ),
−V for t mod T ∈ [T2 , T ),
(4)
where T is the period of the modulation. Here the
square-wave form of the modulation signal is chosen for
the sake of the simplicity of calculation: the system im-
madietally switches between regimes in which either the
tunneling from the left lead to the left dot or in the
reverse direction is enabled. Nearly immediate switch-
ing could be also possible to obtain using the sinusoidal
modulation µL(t) = V sin(2pit/T ) if the modulation am-
plitude is much higher than the level splitting and the
thermal energy (i.e. V  |J |, 2|t12|, kBT ); however, in
such a case the requirements for the values of the pa-
rameters are more stringent than in the case of square-
wave modulation. More specifically, for |J |  |t12| a
part of the period during which ratio of the rate of
the tunneling against the bias to the rate of the tun-
neling with the bias is higher than 10−n is approxi-
mately equal to 2T arcsin[(nkBT ln 10 + |t12|)/V ]/pi. For
n = 3, V = 0.5 mV, |t12| = 10 µeV and T = 50 mK
(kBT = 4.3 µeV) it would be about 0.05T .
As in the paper of Riwar et al. [27], I assume that fre-
quency of the driving is sufficiently low and coupling to
the leads is weak such that driving-induced transitions
between states [56] or non-Markovian transient memory
effects [57] can be neglected. In such a regime trans-
port can be described by the Markovian quantum master
equation [58, 59] which can be written in the Lindblad
form
dρˆ
dt
= − i
~
[
HˆD, ρˆ
]
(5)
+
∑
σ,σ′
θ+ΓL
2
(
2l†σσ′ ρˆlσσ′ − lσσ′ l†σσ′ ρˆ− ρˆlσσ′ l†σσ′
)
+
∑
σ,σ′
θ−ΓL
2
(
2lσσ′ ρˆl
†
σσ′ − l†σσ′ lσσ′ ρˆ− ρˆl†σσ′ lσσ′
)
,
+
∑
σ,σ′
Γσ
′
R
2
(
2r†σσ′ ρˆrσσ′ − rσσ′r†σσ′ ρˆ− ρˆrσσ′r†σσ′
)
,
+
ΓD
2
∑
k
(
2D†kρˆDk −DkD†kρˆ− ρˆDkD†k
)
,
+
ΓF
2
∑
jσ
(
2F †jσρˆFjσ − FjσF †jσρˆ− ρˆFjσF †jσ
)
.
The first term of the equation describes the coherent evo-
lution of the density matrix of the system ρˆ. This is
associated with two processes. First is the coherent os-
cillation of the electron between the dots in case when
the molecule is singly occupied. The second is the oscil-
lation between the |↑↓〉 and |↓↑〉 states induced by the
exchange coupling. This process can be interpreted as
follows: Tunneling to the dot generates not the eigen-
states of the Hamiltonian |S〉 = (|↑↓〉 − |↓↑〉)/√2 and
|T0〉 = (|↑↓〉+ |↓↑〉)/
√
2, but the states | ↑↓〉 and | ↓↑〉,
which are coherent superpositions of these eigenstates.
Since energies of the eigenstates |S〉 and |T0〉 differ (for
J 6= 0), this leads to the coherent oscillations in the {|S〉,
|T0〉} (or, equivalently, {| ↑↓〉, | ↓↑〉}) subspace. This is
similar to the principle of operation of the singlet-triplet
qubits, which have been already widely studied experi-
mentally [60–64]. For the spin-polarized right lead such
oscillations result in the oscillatory behavior of the tun-
neling probability [6, 11]. One can notice an analogy
to the quantum optical phenomenon known as quantum
beats, where the coherent excitation may produce a su-
perposition of different excited states; this leads of the
coherent oscillations between them resulting in the oscil-
latory behavior of the emission signal [65].
The next three terms describe electronic transport [58,
59], with Lindblad operators describing the tunneling
through the left and right junction, respectively, de-
fined as l†σσ′ = |σσ′〉〈0σ′| and r†σσ′ = |σ0〉〈σσ′|. Here
θ± = θ[±µL(t)] is the Heaviside step function of the elec-
trochemical potential of the left lead, which describes the
switching between the transport regimes.
The last two terms of the master equation describe
the decoherence of the system in a phenomenological
way [66, 67]. This decoherence may result from mech-
anisms which are not directly included in the Hamilto-
nian in Eq. (1), for example interactions with nuclei,
charge noise or phonons [61, 64, 68–71]. The first of
them describes the dephasing in the {|↑↓〉, |↓↑〉} subspace,
where D†j , Dj are phenomenological dephasing opera-
tors [66, 67] defined as D†1 = |S〉〈S|, D†2 = |T0〉〈T0|. The
4action of this term can be interpreted as follows: the co-
herent superposition of the |S〉 and |T0〉 states is trans-
formed into the statistical mixture of these states, which
damps the coherent oscillations. The next term describes
spin-flip processes, with respective operators defined as
F †j↑ = c
†
j↑cj↓, F
†
j↓ = c
†
j↓cj↑ [66]. The decoherence of the
single-electron charge states is neglected since I will focus
on the regime, in which oscillations between them are too
fast to be observed, and therefore they do not influence
the results.
The master equation can be then written in the Liou-
ville space [72, 73]:
ρ˙(t) = L(t)ρ(t), (6)
where ρ(t) is the column vector containing both the diag-
onal and the non-diagonal elements of the density matrix
ρˆ (the state probabilities and the coherences) and L(t) is
the square matrix representing the Liouvillian. Here the
Liouvillian is time-periodic: L(t) = L(t+ nT ) where n
is an integer. It can written as a conditional function of
t:
L(t) =
{
L1 for t mod T ∈ [0, T2 ),
L2 for t mod T ∈ [T2 , T ),
(7)
where L1 and L2 are time-independent Liouvillians cor-
responding to the cases of µL(t) = V and µL(t) = −V ,
respectively. Let us now focus on the periodic steady
state, for which the vector ρ(t) is a periodic function of
t: ρ(t) = ρ(t + nT ). The vector ρ(0) = ρ(nT ) = ρ0 can
be determined by solving the following equation [27]:
eL2T /2eL1T /2ρ0 = ρ0, (8)
and the time-dependent vector ρ(t) is given by the ex-
pression [27]
ρ(t) =
{
eL1τρ0 for t mod T ∈ [0, T2 ),
eL2(τ−T /2)eL1T /2ρ0 for t mod T ∈ [T2 , T ).
(9)
where τ = t mod T . The time-averaged current flowing
through the double quantum dot can be then expressed
as follows:
〈I〉 = 1T
∑
σσ′
Γσ
′
R
∫ T
0
Pσσ′(t)dt, (10)
where Pσσ′(t) is the probability of the state |σσ′〉 [with
σ, σ′ ∈ {↑, ↓}] at the time t.
IV. RESULTS
In the following I analyze the dependence of the time-
averaged current on the modulation frequency f = 1/T
or the period T . For simplicity ~ = 1 is taken. Similarly
to my previous work [11], |t12|  ΓL,ΓR, f, J is assumed,
such that interdot tunneling is the fastest timescale of
the system. Furthermore, in the first part of the section
I take two idealistic assumptions: pR = 1 (the full polar-
ization of the right lead) and ΓL  f,ΓR [the molecule
is instantaneously depopulated through the tunneling to
the left lead after µL(t) is switched to the value −V ].
I also neglect the decoherence. When such assumptions
are taken the studied quantities depend only on the pa-
rameters ΓR, J and f , which simplifies the analysis. The
case of more realistic parameters, including the presence
of the decoherence, will be discussed in the second part
of the section.
The results for idealistic parameters are presented
in Fig. 2. First, for f  J,ΓR one finds 〈I〉 ≈ f .
This means, that in average one electron is transported
through the molecule during one period of the modula-
tion. This can be understood in the following way: Be-
cause the period of the modulation is long, at the end of
the first phase of the period [with µL(t) = V ] the sys-
tem will be finally trapped into the blocking | ↓↓〉 state
[even if the system is initialized in | ↑↑〉 state the tran-
sient current decays fast due to trapping; for example,
for J  ΓR it is equal to I(t) = 2ΓR exp(−ΓRt/2)]. Af-
ter the switching of the voltage to the value −V , the
molecule becomes occupied by the single electron with
the spin ↓. At the beginning of the next period either
the state |↓↓〉, blocking the transport, or the state |↑↓〉
can be generated with equal probabilities 1/2. The state
|↑↓〉, which do not allow the tunneling, can then be trans-
formed into the state |↓↑〉 due to the oscillation between
the spin states; this enables the electron tunneling to the
right lead resulting in the generation of the state with
the spin ↓. In the next step, the same process can occur.
Since the probability of the generation of the conducting
state in every step is equal to 1/2, the average number
of electrons transported in the single period is approxi-
mately equal to
∑∞
n=1(1/2)
n = 1, which leads to 〈I〉 ≈ f .
Secondly, the case of the very fast oscillation between
the spin states (J  ΓR) is considered. In this case, the
states |↑↓〉 and |↓↑〉 are fully mixed and their probabilities
are equal. The time-averaged current is then given by the
expression
〈I〉 = f 2− 2e
ΓR/4f
1− 2eΓR/4f . (11)
The time-averaged current monotonically increases as the
frequency f rises [see the blue dashed line in Fig. 2 (a)].
For f  ΓR (T  1/ΓR) it tends asymptotically to the
value ΓR/2 [see the blue dashed line in Fig. 2 (b)]. The in-
crease of the current with f can be understood as follows:
When the frequency is low, the probability of trapping in
the blocking state |↓↓〉 is high (cf. the previously consid-
ered case). However, as the f increases, the occupancy
of the blocking state decreases, since it is reseted after
the end of the period. In consequence, the value of the
time-averaged current rises with the frequency.
5FIG. 2. Time-averaged current flowing through the double
quantum dot as a function of the modulation frequency f (a)
and period T (b) for J = ΓR (black dotted line), J = 15ΓR
(red solid line) and J  ΓR (blue dashed line). All results for
ΓL  ΓR, pR = 1, ΓD = ΓF = 0.
FIG. 3. Occupancies of states | ↑↑〉 (black solid line), | ↑↓〉
(red dotted line), |↓↑〉 (blue dashed line) and |↓↓〉 (green solid
line) at the end of the first half of the period (t = T /2) as a
function of the modulation frequency f for J = ΓR, ΓL  ΓR,
pR = 1, ΓD = ΓF = 0.
FIG. 4. Time-averaged current flowing through the double
quantum dot as a function of the exchange coupling J for
f = 2ΓR, ΓL  ΓR, pR = 1, ΓD = ΓF = 0.
Next, the situation when the exchange coupling (and
thus the frequency of oscillation between the spin states)
is relatively low (J = ΓR) is analyzed. As the modula-
tion frequency increases, the time-averaged current first
rises, reaching some maximal value, but then decreases
[see the black dotted line in Fig. 2 (a)]. For f  ΓR
(T  1/ΓR) it completely vanishes [see the black dotted
line in Fig. 2 (b)]. To explain this, is it useful to con-
sider the state probabilities at the end of the first half
of period, i.e. in the moment when the electrochemical
potential µL(t) is switched to the value −V (Fig. 3). For
sufficiently low frequencies, the current increases because
the probability of the blocking state decreases due to the
resetting (see the green solid line in Fig. 3). However,
for higher values of f the current is reduced because of
the decreased probability of the state |↓↑〉 (see the blue
dashed line in Fig. 3). This takes place because the state
|↑↓〉 has not enough time to transform into the state |↓↑〉
during the single period of the modulation.
Finally, I consider the frequency-dependence of the
time-integrated current for moderately high value of
J/ΓR ≈ 15, which is the most nontrivial case [see the
red solid line in Fig. 2 (a)]. For sufficiently high frequen-
cies one can observe a pronounced oscillatory behavior
of the current-frequency characteristics. Furthermore,
when one considers the dependence of the current on
the period rather than the frequency, these oscillations
appear to be periodic [red solid line in Fig. 2 (b)].
To provide an interpretation of this fact, let us consider
the dependence of the current on the exchange coupling J
for the constant frequency, where the similar periodicity
is observed (Fig. 4). Apart from the first peak with an ir-
regular shape, one can clearly observe that the current is
maximized (minimized) for J = (2n + 1)pif [J = 2npif ],
where n is a natural number. To explain this, let us
analyze the dependence of the state occupancies at the
beginning (t = 0) and the end (t = T /2) of the first half
6FIG. 5. (a) Occupancies of states |↑↑〉 or |↓↑〉 (equal, black
solid line) and |↑↓〉 or |↓↓〉 (equal, red dashed line) as a func-
tion of J at the beginning of the period (t = 0). (b) Occu-
pancies of states |↑↑〉 (black solid line), |↑↓〉 (red dotted line),
|↓↑〉 (blue dashed line) and |↓↓〉 (green solid line) as a function
of J at the end of the first half of the period (t = T /2). All
results for f = 2ΓR, ΓL  ΓR, pR = 1, ΓD = ΓF = 0.
of the period on the value of J (Fig. 5). First, one can
observe that at t = 0 the probabilities of the |σ↓〉 states
are always higher than the probabilities of the |σ↑〉 states
[Fig. 5 (a)]. This increased occupancy of the right dot by
electrons with the ↓ spin can be easily explained – since
only electrons with the spin ↑ can tunnel from the dot
to the right lead, electrons with the spin ↓ are trapped
in the right dot. However, for J ≈ (2n+ 1)pif the prob-
ability of the state |↓↑〉 at the time t = T /2 exceeds
the probability of the |↑↓〉 state [see Fig. 5 (b)]. It is
due the oscillation between the conducting state |↓↑〉 and
the non-conducting state |↑↓〉 with the angular frequency
ω = J , which for ωT /2 = (2n + 1)pi/2 [or, equivalently,
J = (2n + 1)pif ] leads to the full reversal of the sign of
the spin in the right dot. This, in turn, leads to the in-
creased generation of the state with the spin ↑ due to the
resetting, and thus to the higher occupancy of the |σ↑〉
FIG. 6. Time-averaged current flowing through the double
quantum dot as a function of the modulation period T for (a)
different values of pR with ΓL = 100ΓR, (b) different values
of ΓL with pR = 0.9. All results for J = 15ΓR, ΓD = ΓF = 0.
states at the beginning of the next period [see Fig. 5 (a)].
In consequence, due to the increased population of elec-
trons with the spin ↑ in the right dot, the current is also
enhanced. In an analogous way, for J = 2npif the spin
state of the molecule at the end of the first half of the pe-
riod is left unchanged, which decreases the population of
the |σ↑〉 states, and therefore also the current. Now one
can easily explain the periodicity of the averaged current
in function of T : it is maximized for T = (2n+ 1)pi/J
[which corresponds to J = (2n+ 1)pif ] and minimized for
T = 2npi/J [J = 2npif ].
The study focuses on the analysis of the mean cur-
rent. One should be aware, however, that the number
of electrons transferred during the first half of the pe-
riod, until the system is trapped in the blocking state, is
stochastic and may differ significantly between different
periods. This leads to enhancement of the current fluc-
tuations. The magnitude of the current fluctuations is
usually characterized by the Fano factor, defined as the
ratio of the current variance to the mean current [53]. In
the considered system Fano the factor takes values within
the range [1, 2]. For more details see Appendix A.
Now the case of more realistic parameters is consid-
ered (Fig. 6). I focus on intermediate exchange cou-
pling regime with J = 15ΓR, in which oscillatory be-
havior of the dependence of the current on the period
can be observed. First, the case without the decoher-
ence (ΓD = ΓF = 0) is considered. Figure 6 (a) shows,
that oscillations can be observed also for the partial po-
larization of the right lead, however they become less
7FIG. 7. Time-averaged current flowing through the double
quantum dot as a function of the modulation period T for
(a) different values of ΓD with ΓF = 0, (b) different values
of ΓF with ΓD = 0. All results for J = 15ΓR, ΓL = 100ΓR,
pR = 0.9.
pronounced. One can also observe that the current is en-
hanced for lower values of pR, which is a consequence of
the opening of the transport in the spin ↓ channel; this
is also the reason why the current does not drop to zero
for T → 0 or T → ∞. As Fig. 6 (b) shows, oscillatory
behavior becomes less visible when the tunneling rate ΓL
is reduced to the values comparable to the exchange cou-
pling J . It is because the assumption, that the molecule
is immediately reseted to the singly-occupied state af-
ter the switching of the voltage, does not longer hold.
Therefore, in contrast with the situation discussed in the
paragraph above, spin state of the right dot may change
in the second part of the period. This makes the state
occupancies at the beginning of the period less depen-
dent on J in comparison with the situation presented in
Fig. 5 (a).
Next, the influence of decoherence is presented (Fig. 7).
As Fig. 7 (a) shows, dephasing damps the oscillations;
however, they are still well visible for dephasing rates
comparable to the tunneling rate ΓR. It does not en-
hance the current because it does not lift the spin block-
ade. The spin-flip processes [Fig. 7 (b)] reduce the visi-
bility of the oscillations quite strongly, as well as enhance
the current due to the lifting of the spin blockade. Tak-
ing these results into account, let us discuss conditions of
the visibility of the oscillations of the time-averaged cur-
rent for the realistic decoherence rates. In singlet-triplet
qubits, which are similar to the considered system, re-
laxation times (associated with spin-flip processes due to
the interactions with nuclei or phonons) as long as sev-
eral milliseconds has been achieved [61, 68, 69]. To obtain
such low relaxation rates one needs the external magnetic
field, which is not directly included in the model; but the
application of the homogeneous magnetic field (in which
the states |↑↓〉 and |↓↑〉 have the same expected value of
the energy) do not change the result as long as all rele-
vant states are within the transport window. The main
decoherence mechanism is therefore the dephasing associ-
ated with the hyperfine interaction [71], charge noise [64]
or phonons [70]. In qubit based on Si quantum dots
dephasing times of the order of few hundred nanosec-
onds [62, 63] or even about 1 microsecond [64] have been
achieved, which corresponds to ΓD of the order of few
MHz. Therefore, taking into account Fig. 7 (a), one may
expect that the oscillations of the time-averaged current
may be visible for f , ΓR and ΓL in the MHz range and
J in the neV range.
Coupling to the leads may also result in additional de-
coherence mechanisms. One of them is the spin-flip co-
tunneling [74]. However, it can be shown that for the
realistic parameters its rate can be 2-3 orders of magni-
tude smaller than ΓR (see Appendix B for details). An-
other mechanism is the thermally excited tunneling; this
process can be enhanced by the driving-induced heating
of the left electrode [75]. For ΓL  ΓR the main de-
coherence mechanism would be spin-flip in the left dot
generated by tunneling from the molecule to the left lead
and subsequent jump of the electron with another spin
to the dot. The rate of this process is of the order of
ΓL/[1 + exp(|µL|/kBTL)]. As shown at the beginning of
Sec. III, for experimentally realistic parameters this rate
can be negligible at temperatures of the order of few hun-
dred mK. Since electronic temperatures as low as 30 mK
have been achieved [76], this should be also feasible.
V. CONCLUSIONS
I have presented a method to analyze the internal dy-
namics of nanoscopic systems which is based on the peri-
odic modulation of the electrochemical potentials of the
leads and measurements of the time-averaged current.
The applicability of this approach is studied using the
example a double quantum dot molecule attached to the
nonmagnetic left lead and the spin-polarized right lead.
The electrochemical potential in the left lead has been as-
sumed to be modulated by the square-wave signal, which
causes the periodic switching between two regimes: one
enabling the flow of the transient current from the left
to the right lead until the blocking double-electron spin
state is occupied, and another in which the occupancy of
the system is reduced which causes the resetting of its
spin state. As a result, when the exchange interaction
causing the coherent oscillations between the spin states
are present, the blocking state can be removed and tun-
neling through the molecule is enabled even in the case
when DC transport is blocked. The magnitude of the
8time-averaged current flowing through the system is de-
pendent on both the frequency of the voltage modulation
and the value of the exchange coupling. In particular, in
a certain parameter regime one can observe a pronounced
oscillatory behavior of the current-frequency dependence
with a period related to the frequency of the coherent
oscillations between the spin states of the molecule. Dis-
cussion of the possible decoherence mechanisms suggests
that such effects can be experimentally observable.
Periodic voltage modulation has been therefore shown
to give an insight into the internal spin dynamics of the
analyzed system. While it can be achieved also by the
analysis of the waiting time distribution [11], this tech-
nique is currently confined to the tunneling frequencies
up to kHz range [17, 22–25]. In contrast, the method
analyzed now can be applicable to the study of much
faster processes, since the voltage modulation with fre-
quencies up to GHz have been experimentally demon-
strated [43, 44]. Possible generalizations of the consid-
ered approach may include application of the other forms
of the time-dependent voltage or analysis of the higher
cumulants of the transmitted charge [77, 78].
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Appendix A: Current fluctuations
I characterize the current fluctuations by the finite-
time Fano factor
FN =
〈[∆n(N)]2〉
〈n(N)〉 , (A1)
where 〈n(N)〉 is the mean number of electrons flowing
through the system within N periods and 〈[∆n(N)]2〉
is the variance of this number. Here the Fano factor is
calculated using the approach to current fluctuations in
periodically driven systems presented by Croy and Saal-
mann [77]. I use counting-field-dependent Liouvillians
Liχ (with i = 1, 2), which are operators Li defined in
Eq. (7), in which in all off-diagonal elements the tunnel-
ing rate ΓσR is replaced by Γ
σ
Re
χ. Fano factor is calculated
using the formula
FN =
[
∂2(qANρ0)/∂χ2
∂(qANρ0)/∂χ
]
χ→0
, (A2)
where A = exp(L2χT /2) exp(L1χT /2), ρ0 is the solution
of Eq. (8) and q = (1, 1, . . . , 1, 0, 0, . . . , 0) is the row vec-
tor defined in such a way that in the Liouville space, in
which the density matrix ρˆ is represented by the column
vector ρ, the product qρ is equivalent to the trace of the
FIG. 8. Fano factor FN as a function of the modulation period
frequency f for different values of N for J = 15ΓR, ΓL  ΓR,
pR = 1, ΓD = ΓF = 0.
density matrix Tr(ρˆ) (for such a definition of the vector
q see Ref. [15]).
Results for the case of intermediate exchange coupling
(J = 15ΓR) and idealistic parameters (ΓL  ΓR, pR = 1,
ΓD = ΓF = 0) are presented in Fig 8. The study is con-
fined to the case of N ≤ 5, since for increasing N cal-
culations become more computationally demanding. For
f → 0 the noise is super-Poissonian and the Fano factor
equals 2. This can be explained in the following way:
Probability of transmitting of n electrons in the one pe-
riod equals 1/2n+1 (see the main text). Mean number
of the transmitted electrons equals
∑∞
n=0 n/2
n+1 = 1,
while the variance equals
∑∞
n=0(n − 1)2/2n+1 = 2; thus
F1 = 2. Because both the current and the variance grow
linearly in time, FN = F1 = 2. For higher frequencies
the Fano factor decreases because the probability of the
transmitting of large number of electrons within one pe-
riod is reduced. For very short periods f  ΓR the
Fano factor tends to the Poissonian value 1. This is
because in the one period either one electron is trans-
ported, with the small probability p, or zero electrons,
with the probability 1 − p. Number of electrons trans-
mitted in the N periods follows then the binomial distri-
bution P (n,N) =
(
N
n
)
pn(1 − p)N−n with p → 0, which
results in F = 1. One can also observe, that for interme-
diate frequencies the Fano factor rises with the increasing
N , which indicates that the variance does not grow lin-
early with time. This may be associated with the switch-
ing between different transport channels, which is present
in the considered system [11].
Appendix B: Evaluation of the cotunneling rates
Let us consider a parameter regime for which the os-
cillatory behavior of the current should be observable
in spite of dephasing: ΓL = 1 GHz, ΓR = 10 MHz,
 = −1 meV, U = 10 meV, µL = −µR = 0.5 meV and
9TL = 500 mK. Cotunneling-induced decoherence is then
associated mainly with two mechanisms. The first is the
spin-flip in the left dot due to the coupling with the left
lead. Its rate can be approximated as [45, 79]
Γcot,LL =
~kBTLU2Γ2L
2pi2(+ U)2
, (B1)
where ΓL is in the units of frequency. For the considered
parameters one finds this rate approximately equal to
30 kHz, so much lower than ΓR. The rate of cotunneling
from the left to the right lead is even lower. It can be
approximated as [79]
Γcot,LR =
~(µL − µR)U2ΓLΓR
2pi2(+ U)2
. (B2)
For the considered parameters it would be about 7 kHz.
Therefore, the influence of cotunneling should not be de-
cisive.
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