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This paper is concerned with sequential Monte Carlo methods for op- 
timizing a system under constraints. We wish to minimizef(x), where q”(x) Q 0 
(i = l,..., m) must hold. We can calculate the q”(x), but f(x) can only be 
observed in the presence of noise. A general approach, based on an adaptation of 
a version of stochastic approximation to the penalty function method, is 
discussed and a convergence theorem is proved. 
1. INTRODUCTION 
This paper develops an interesting Monte Carlo method for sequentially 
optimizing a constrained stochastic system. The need for such methods 
arises frequently in systems theory, but we will mention only one particular 
(nonsystems theory) example. Let x denote the vector of percentages of 
certain ingredients in some drug. We wish to determine the value of x which 
maximizes -f(x), the probability that the drug is effective, while keeping 
the cost C(X) no greater than c1 . We must do this by performing a series of 
experiments, each at a different level of X. On each experiment we can cal- 
culate c(x), but we only observe whether there was cure or not. We do not 
know f(x); only noise-corrupted samples are observed. The object is to 
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select a sequence of random variables X” converging w.p.1. to the point 0 
minimizing f(x) under the constraint c(x) < cr . Many other examples can 
easily be found. 
There is virtually no material available on Monte Carlo methods for such 
problems. 
For each x E R', Euclidean r space, let H(y 1 X) denote the distribution 
function of a real-valued random variable Y with meanf(X) = J’ y  dH(y 1 X) 
and variance bounded by a real number 6, uniformly in x. For some integer s, 
let #(‘) (i = l,..., s) denote real-valued functions on RT and define 
c SE (x: q”(x) < 0, i = l)...) S>. 
The problem of the paper is to develop an iterative method for finding an 
element x E C at which f(.) is minimum. But f(x) cannot be calculated for 
any fixed X; for each x only noise-corrupted observations Y(X) drawn from 
H(y / X) can be obtained; $(x) can be calculated. 
Kushner (1972) considers the same problem and develops algorithms 
(of the sequential Monte Carlo or stochastic approximation type) which 
are suggested by, and structurally related to, the deterministic algorithms of 
feasible directions and also to the method of centers. In this paper, we will 
develop algorithms based on the penalty function methods (see, e.g. Fiacco 
and McCormick, 1968) which require a different approach. 
Although we would like to find the global minimum off(.) in the set C, 
this is usually too much to ask for even in the deterministic case, since there 
may be many local minima. Define a constraint qi(.) to be active at x E C 
if q%(x) = 0; otherwise, the constraint is inactive. Let J(X) denote the set of 
constraints which are active at x E C, and let J+(X) denote the set of i for 
which qi(x) >, 0 for any x (X not necessarily in C). I f  x is optimal in C, then 
there are real hi 3 0 not all zero, for which 
X,Vj”(x) + 1 h,Vq@) = 0. 
id(X) 
(1.1) 
Define C, to be the set of all x E C, for which there are hi > 0, not all zero, 
so that (1.1) holds for h, > 0. 
Generally the deterministic algorithms are designed to yield a sequence 
(X”} converging to a point x in C where (1.1) holds, and we adopt the same 
point of view here. 
Next, we briefly describe the exterior penalty function method and give a 
brief description of our approach. Then our method will be defined precisely, 
the assumptions will be listed, and a convergence theorem will be proved. 
As will be seen, there is a wide variety of algorithms for which we can prove 
convergence to a random variable X E C satisfying (1.1). 
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2. EXTERIOR PENALTY FUNCTIONS 
The sequence {p”(.)> of real-valued functions on Rr is called a sequence of 
exterior penalty functions if p”(x) = 0 for x E C; for each x $ C, p”(x) > 0, 
p”“(x) > p”(x), and p”(x) -+ co as it + co. 
In particular, we will use the commonly used form defined by 
where {en} is a positive sequence tending to zero. 
Define h”(.) on Ri' by h”(x) =f(x) + p”(x). In the almost classical deter- 
ministic procedure of Fiacco and McCormick (1968), for each integer n, 
h”(.) is minimized (globally) with minimum at, say, Xn, and it is proved 
under some mild conditions that Xn converges to a point satisfying (l.l), 
where ha = 1. Of course, in practice we cannot usually minimize h”(.) 
globally in a finite time by numerical means. The errors that are involved 
when one truncates the search for a minima of h”(.) and starts searching on 
@+l(.), before actually finding the minimum of A”(.), are dealt with by Polak 
(1971), who shows that (under some addition conditions), roughly speaking, 
if (i) for each Ed we take a specific sequence of search steps in the negative 
gradient directions and stop when the norm of the gradient of A”(.) is less 
than Ed , defining the stopping point to be X”, and (ii) replace cll by l ,+r , 
return to (i), and continue, then X” converges to a point satisfying (1.1) for 
A, = 1. 
In the stochastic case we cannot minimize A”(.) in a finite time, nor would 
we know when the minimum is reached, since we can never observe noise- 
free values off(.). Polak’s versions, interesting as they are, are also inappro- 
priate since the gradients off(.) cannot be measured exactly. 
3. A STOCHASTIC APPROXIMATION METHOD 
Our basic method is the following. For each n, we do a type of truncated 
stochastic approximation search, seeking the minimum of h”(.). The search 
with h”(.) consists of a random number N, of iterates, the last of which is 
denoted by Xn+l. Then Xn+i is the initial point of the stochastic approxima- 
tion type of procedure with hfl+r(.), etc. The stop rule (which determines N,) 
is reasonably unrestrictive, as will be seen. Under the conditions to be listed, 
X” converges w.p.1. to a random variable X at which (1.1) holds for h, = 1. 
The nth search (by which we mean the stochastic approximation type of 
process, which involves the use of Jr”(.)) can utilize any one of a great variety 
of stochastic approximation methods; we select a particular family that is 
based on an extension of an adaptive method of Kesten (1958) and is dealt 
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with in Kushner and Gavin (1972a), because it seems more flexible than 
others and is just complicated enough to indicate some of the techniques that 
would be useful for handling other stochastic approximation or sequential 
Monte Carlo optimization methods. 
We will next give a rough description of the method and introduce some 
of the (regrettably cumbersome) terminology. The notation is cumbersome 
largely because the (finite) search for the minimum of each A”(.) is divided 
into cycles and each cycle is a truncated stochastic approximation. We need to 
distinguish the function P(.), the search cycle, and the iterate number within 
the cycle. Let (Ma} and {L,,, , m < M,) denote sequences of integer- 
valued random variables, each of which is finite w.p.1. We start with the 
penalty function pl(.) and an initial estimate X1 and attempt to minimize 
K(x) =J(z) + p’(x) via a type of stochastic approximation starting at X1. 
A finite number L, = CfJIL,,, of iterates are taken, and the last iterate is 
denoted by X2, which we then take as the initial point of the second search, 
using P(.), etc. For each A”(.), the stochastic approximation is divided into 
cycles, Mn of them, each one containing L,,, iterates (171 = l,..., M,). The 
mth cycle of the nth search will sometimes be called the (n, m)th cycle. 
Suppose that we are beginning the nth search and Xn is available. Set 
xy zzz X”, the intial iterate of the (n, 1) cycle. A direction vector d,,, is 
chosen, and L,., iterates of a stochastic approximation are taken on the 
line Znn.r through X:-l in the directions &d,,, . Define Xz;,‘, = Xtz”, the 
initial point of the (n, 2)-th cycle. Choose a direction vector d,,, . Take 
L IE,2 iterates of a stochastic approximation along the line Zn,2 through X;t*” 
in the directions &dn,, . Repeat until the (n, MJ-th cycle. Then, we define 
X”;? , the last iterate of the (n, M,)-th cycle (the last cycle using h”( .)) as L 
Xn;l. nD&ne Xn+l = X:+1,1, the first iterate of the (n + l,l)-st cycle, in 
which h”+l(.) is used for the first time, and so forth. 
The Mn, L,., and d,., can be selected rather freely as functions of the 
(previous) data, as can the coefficients of the stochastic approximation, 
although we will impose a more precise structure on them in Section 4. 
Refer to Figs. 1 and 2 for elaboration on the notation. 
Let 3% denote the minimal o algebra which measures Xz*s for all i, ,B and 
all 01 < n, as well as d,,, for all /3 and all 01 < n. Then 6Bn measures also 
Xtpl = X”. Let JBa 111 , denote the minimal u algebra which measures, in 
addition (to g’,), 
X 7331 xn,m-1 1 ,...Y L,,,-1 = x(y and 4, ,..., dm.m-l . 
Thus @!n.m. contains ain and also measures the first m - 1 subcycles of the 
nth search but not d,,m. Let g!n,m,i denote the minimal o algebra that 
measures, in addition (to a,,,), d,,, and XF.“‘,..., XyVrn. 
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use h’(*) use h’( * 1 
FIG. 1. The initial and terminal points of the searches. 
x7%q yy py+’ 
I 
I 1 1 I I I I 
(n,l)cycle h,2) cycle (n,3)cycle ’ . ’ (n,M,) cycle 
FIG. 2. Initial and terminal points of the subcycles of the nth search. 
4. A PRECISE DESCRIPTION OF THE ITERATIVE ~?IETHOD 
Let {brsn”, er*7n> denote real-valued random sequences that are nonanti- 
cipative with respect to the {XF,“} sequence (i.e., bF*” and eySrn are 9n,m,i 
measurable). I f  XF*, is defined and the mth subcycle has not yet been termi- 
nated (; <L,,,), define (the rules for selecting d,,, , by,“, and e;vm will be 
discussed below) 
where YzFr and Yzi’m are drawn from H(y ) x) with parameters 
X,“., + dn,me;sm and z XI”*” - dn,mey*m, 
respectively. Define ([:*“’ is the “noise,” and DY is a “noisy” finite-dif- 
ference estimate of the derivative off(.) in direction d,,, , the (n, m)-th 
search direction) 
We also define (the prime (‘) denotes transpose) 
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Then (4.1) becomes 
xy;y = xp*m - d,,,b;‘“(Dh”(XF*“, ey’“, d,,,) + El*“). (4.2) 
By condition (Cl) below, it is true that there is a sequence B;*” such that 
1 BF*” 1 < K,, , for a real K, , and 
Dh”(Xas”d, eT*“, d,,,) = di,,Vhn(X:*“) + B;*n”eTsm. 
The Rule for Selecting the brvm, e;*“’ 
The method of selecting the coefficients follows that for the unconstrained 
problem in Kushner and Gavin (1972a) (henceforth referred to as KG), 
which was based on an idea of Kesten (1958). Let N,,, denote a sequence of 
positive integers. Suppose that {a;~~, CT*“} are sequences of positive real- 
valued numbers satisfying w.p.1. (recall that M,, is random): 
(4.3) 
For each n, m, set 
*,vl b, = b;l*” = atarn and e:*“l = etsrn = r$*“. 
The b”*“‘and e?sm 
on th iine I,,,’ 
change values only when the sequence (in i) {X2*“} oscillates 
. In general, suppose that for some i > j > 1 we have 
by*“’ = @llz and eFsrn = ~j”*~. 
If  both 
d;,,(X;;y - X,“,“) and d;,,(X;sm - X;$) 
have the same sign or one or both are zero, set 
(4.4) 
b;;r;” = ,f,;*” z a;*m and e$y = eTsm. 
If neither term in (4.4) is zero and they are of opposite sign, then set 
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At the N,,,- th change in coefficient, the (n, m)-th cycle terminates. This rule 
determines L,,, . At the termination, we set Xg*m+l = XI;l”, , select d,,,,, , 
and continue. 
We have supposed that the a;sm and c;*” are positive real numbers for 
notational simplicity. The proof goes through if they are random variables, 
provided simply that the by,” and eFvm which the selection rule gives are 
B n,m,i measurable. 
The Termination Rule for the nth Search 
It will be shown in the proof that there is a real R (independent of n, m, 
and i), so that, if the case of any h”(.) were continued indefinitely, (4.5) 
would hold infinitely often w.p.1. 
(4.5) 
The nth search can terminate at any nonanticipative random time that (4.5) 
holds. 
5. SOME REQUIRED CONDITIONS 
The following conditions will be required (see discussion after the listing). 
(Cl) f(.) and $(.) are continuous, together with their first and second 
derivatives, and there are real numbers B and K,, so that f(x) > B, 
I Y%z(4Y I + c I Y’d&Y I G Kl I Y2 I 
for all x,y, where Euclidean norms are used. For any Rr-valued function 
g(.), gz5(.) is the matrix of second derivatives. C is bounded. 
(C2) For an arbitrary integer n and real 8 > 0, c > 0, and d E RT, define 
(a set where the finite-difference estimates of the directional derivative has 
“small” values) 
rl(c, d; n, 6) = {x: 1 Dhn(x, c, d)l ,< S}. 
Suppose that there is a real 6, > 0, so that for some real 6 > 0 
P~,,,,i{Dh”(XF*“, eY, dn,m) + EYp” > O> 3 6, 
and 
on the set where Xy*, E o(e;*m, d,,,; n, 6). 
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Let N( .) denote a nonnegative continuous real-valued function on Rr - (0). 
(C3) There are positive real numbers yr and yZ so that 
w.p.1. on the set where Vh”(X,“*“) # 0 and n 2 N[Vh”(Xt*“)]. 
(C4) There is a real CT, so that 
E d,,,,i5;snL = 0 and Ea,,,,i 1 [T’” I2 < 02/(ersm)2. 
(C6) For each n, x, and d, d’VP(x + td) ---f co as t --+ co. There are 
positive real numbers R and R, , so that, for I x I 3 R, II VP(x)11 3 R, . 
(C7) For each compact set S, there is a KS so that 
where x E S and Ai 3 0, implies that all hi < K, . 
The conditions (C2)-(C4) are fairly similar to those used for the uncon- 
strained problem in KG, where they are discussed in more detail. (C2) says 
basically that noise plays a role where the differences Dh” are small, in the 
sense that if Dh” is small it is possible that the noise be positive or negative 
enough so that Dhn + noise can be either positive or negative with a pro- 
bability uniformly bounded away from zero. It is not restrictive. (C3) is a 
condition on the directions d,,, . It states essentially that, for large n (how 
large can depend on the value of Vh”), the direction dn,m is sometimes not 
orthogonal to Vhn, which is clearly necessary and not restrictive. 
Thus, our procedures are fairly general. 
(C4) merely states that the observation noise is conditionally unbiased 
and has a uniformly bounded variance. (C5) is related to the rule for stopping 
the searches-that is, to stopping search with p”(.) and using p”+l(.) instead. 
It is required to assure that 
; PV”“) (L - +, < CXIJ. 
%I+1 
(C6) is not very restrictive, since we can always add a constraint Q~(*) that 
is zero for x < R for any large R and will assure (C6). This condition is used 
to assure that our iterates do not diverge to infinity. 
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(C7) is perhaps the most stringent of the conditions. It is true if f(.) is 
convex, qi(.) is strictly convex, and C is bounded. It implies, among other 
things, that the Kuhn-Tucker (as well as the Fritz-John) necessary condition 
holds. It eliminates situations such as that in Fig. 3, where, as x -+y, the Ai 
approach infinity. More importantly, it implies (4.4). In any case, when the 
nth search does not actually locate the minimum of the current function 
/I”(.) (n = 1, 2,...), th en some condition such as (C7) seems to be needed, 
even in the deterministic case. [See, e.g. Polak (1971), pp. 141-144, where 
linear independence of the Vqi (i E J+(x)) is assumed in some (perhaps large) 
set containing C. (C7) is slightly less restrictive.] 
qYx)=O 
Vffx) 
\I 
VqYx 1 
FIG. 3. An example violating (C7) in a neighborhood of y. 
6. THE CONVERGENCE THEOREM 
THEOREM. If (4.3) and (Cl)-(C7) hold, then so does (4.4), each h”(.) is 
used for a jinite number of iterates only w.p.1. and X” + C,, as n + 03. 
Remark. Many of the estimates required for the proof are obtained in a 
manner which is almost identical to the manner in which the analogous 
estimates were obtained in the proof for the unconstrained problem in 
Kushner and Gavin (1972a). We will make use of these estimates whenever 
possible, with the necessary translation of notation, and not reprove them 
here. The necessary details will be given in the few crucial places where the 
proofs differ. 
Proof. Part 1. Let My*” denote the random number ofj’s for which 
by.” = ay,n” 
3 t 3 and let Q- deiote the random number of j’s for which 
Q” = bj”J” and Xjnsm E A(c:*~, d,,,; n, 6) 
simultaneously. Let k denote any nonanticipative random variable satisfying 
k ,< min{j: br-” = aySR}. (C6) implies that {XF*m} is bounded for each n, m. 
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Then the proof of parts 1 and 2 of Theorem 1 in KG immediately yields that 
MT*, < 00 w.p.1. and 
J%q,,& G 1 + 2/s,. 
Consequently, b;*m and et,” go to zero as n + m + i + co. 
Part 2. Several useful inequalities will be derived in this section. 
We will write YFsrn for dh,,Vhn(X;,m). We need the estimate of the 
difference 
< _ b;pm 1 V;*m I2 + &,e;~mb;*m 1 V;,, ) 
+ 4K,(l + l/e,) (bTs”)’ (I VT,l” j2 + Kz(eysm)2 + o”/(e~*“)“). (6.1) 
Rearranging (6.1) and using the inequality / ZJ 1 < 1 + 1 ZI I2 yields that 
(6.1) is bounded above by the following for a real K,: 
(6.2) 
By (4.3) and part 1, there is a finite-valued w.p.1. random time p, so that for 
n>p 
(1 - KoeFsm - 4K,,(l + l/en) b;*“) > 8, 
gy E (Kl/cn) [b~sm(e~*“)2 + b~s”/(e~s”)2] + K,,eTsm < s2/16, 
and also (if n >, p) I V:S~ 1 < S/2 implies that j DIz”(X~,~, eT*“, &,Jl < 6 
(since the finite difference CITY will be small for n > p). For n >, p, we can 
bound (6.2) from above by (lo is the indicator function of the set Q) 
- bYV2/W I{, y1,m,>,w2~ - a by’f$ vy,m,<~,z~ I VtTrn I2 
Define the right-hand term of (6.3) as p;*“. Then, following the procedure 
of part 3 in the proof in GK, we have 
E C PY’ < 00. (6.4) 
n,m,i 
n2.n 
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Summing the bound (6.3) over the nth (n 3 p) search and noting that 
P+l(x) - h”(x) = p(x) [l/cn+r - l/en] yields 
If the use of the nth function were continued indefinitely, then the iteration 
would produce a sequence {X;,m} in (m, ;) which is bounded and converges 
to a point Xn, where hn(Xn) = 0 ( see KG; the boundedness is a consequence 
of (C6)). Also, (C6) im pl ies that 1 Xn 1 < R for all n. Let S (in (C7)) denote 
the R ball. Then (C7) implies that 
for all k E J+(XTS~), occurs infinitely often if we continue the use of the h”( .) 
indefinitely. Thus, the R in (4.5) exists. 
Next, by assuming (4.5), (C5) yields 
; J%J4x”+1) (;2, - +, < c0 
w.p.l., and furthermore p(X”)/ E, + 0 as n -+ co. Thus, (6.5) and the lower 
bound B onf(*) yield (via an application of the supermartingale convergence 
theorem) that f(Xn) converges w.p.1. and that (for otherwise the sum over 
n (n 3 p) of the r.h.s. of (6.5) would be --co, which contradicts the lower 
bound B on f(x)) 
(6.4) and (6.6) yield that 
(6.7) 
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Part 3. For any set A, let N,(A) (respectively, m,(A)) denote the E 
neighborhood of A (respectively, closure) and define CoE as: x E CoE if and 
only if x E NC(C) and there are hi > 0 so that 
Of(x) + c h,Vqi(x) = 0 (6.8) 
i:&(r)>0 
holds. Observe that: (i) both C,c and Co are compact sets (a consequence of 
(C7) and the compactness of C); (ii) f  or any l > 0 there is a 6 > 0 so that 
Co6 c N,(Co), and (iii) for any E > 0 there is a 8s > 0, so that for 
x E NC(C) - NE(COE) we have 
(6.9) 
We will show the following. There is a positive 8, so that, if A is any 
sphere with diameter 26, < 28, and A’ is a sphere of diameter 48, < &a 
with the same center as A and (6.9) holds uniformly in A’ for some positive 
6, , then X” E A only finitely often. 
The above implies that Xn -+ Co w.p.1. as n -+ co by the following argu- 
ment. Recall that the distance between C and Xn tends to zero as n + CO. 
For any small E > 0, (i)-(iii) imply that there is a 6, > 0 so that 
SC(C) - NE(CO3 can be covered by a finite number of spheres A, ,..., A, , 
so that the pairs (Ai , Ai’) all have the properties of the pair (A, A’) (they all 
have the same S, and 6,) and are in m,(C). Then Xn can fall in the complement 
of CoE only finitely often w.p.1. Since Co = &,, C,c, we have that X” con- 
verges to Co as n--t co w.p.1. 
The result to be proved can be derived from a result in part 4 of the proof 
in GK. 
Part 4. Let (A, A’) denote a pair of sets as defined above, for arbitrary 
6, > 0. We define the “reentry cycles” into A as 
tr=min{n:X”EA,n>,p}, 
and 
t1 + = min{n: xSrn $ A’, for some m, i and n 3 tl}. 
Let ml , il denote the first pair (m, i) at which X$ $ A’ 
tk = min{n: X” E A, n > tj?--l}, 
and 
tk + = min{n: Xyzrn 6 A, for some m, i and n > tk}. 
Let mk , ik denote the first pair (m, i) at which X>*, $ A’. 
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The iterates from the start of the t,-th cycle up to (t,+, m, , ZJ are termed 
the kth reentry cycle. As was done in GK, we can easily prove that t,+ < co 
w.p.1. relative to the set where t, < co. We only need show that t, < co 
only finitely often w.p.1. 
The proof is very close to the proof of a related result for the unconstrained 
problem in GK. 
Define Jf*n*m = 1 if X>fS,t E A’ for all iterates up until at least the 
(tk + n, m, i)-th. Set JF*n,m = 0 otherwise. Thus Jfsnvm indicates the iterates 
of the Rth reentry cycle. In the iteration (4.2) and bound (6.5), 
takes the place of dn’V’(Xin)in the relevant equations of GK, and (6.7) takes 
the place of 
in GK. The bounds in part 4 of GK were obtained by using the last inequality 
and the fact that / d,‘Vj(Xin)j was uniformly bounded away from zero in 
the set D’ there (replacing our set A’). The upper bound 8, on 8, arises since 
the diameters of the sets D and D’ in GK had an upper bound. By making 
the appropriate substitutions line by line, part 4 of GK yields (we use K 
here to index the reentry cycle rather than n) 
and 
&II+ E,t,r,l,<a)[htL+(X:C,mx) - ht”(Xtk)] 
Equations (6.10) and (6.11) contradict the fact that hn(XB) converges, as is 
implied by (6.5) unless t, < co only finitely often (in fact, the convergence 
of h”(Xy*“) as II + m + i+ co is implied by (6.5) also). Thus, X” E A 
only finitely often w.p.1. Q.E.D. 
Note. A version of the penalty function method, when the constraints can only be 
observed in the presense of noise, appears in [7]. 
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