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C∗-CROSSED PRODUCTS BY TWISTED
INVERSE SEMIGROUP ACTIONS
Na´ndor Sieben
Abstract
The notions of Busby-Smith and Green type twisted actions are extended to dis-
crete unital inverse semigroups. The connection between the two types, and the
connection with twisted partial actions, are investigated. Decomposition theorems
for the twisted crossed products are given.
1991 Mathematics Subject Classification. Primary 46L55.
1. Introduction
The work of Renault [Re1] connecting a locally compact groupoid to its am-
ple inverse semigroup makes the study of inverse semigroups interesting. Some of
the results on inverse semigroups are Paterson’s [Pa1] and Duncan and Paterson’s
work [DP1], [DP2] on the C∗-algebras of inverse semigroups, Kumjian’s localiza-
tion C∗-algebras [Kum] and Nica’s F˜ -inverse semigroups [Nic]. We have seen in
[Sie] that the theory of crossed products can be generalized to inverse semigroups.
The strong connection between the C∗-algebras of locally compact groupoids and
inverse semigroups found by Paterson [Pa2] promises a similar connection between
the groupoid crossed products of [Re2] and inverse semigroup crossed products.
Green [Gre] and Packer and Raeburn [PR] showed how to use twisted crossed
products to decompose crossed product C∗-algebras. In this paper we partially
generalize their results to discrete inverse semigroups. We prove decomposition
theorems for both Green and Busby-Smith style twisted actions. We show that
unlike in the group case, Green twisted actions seem slightly more general than
Busby-Smith twisted actions.
We show that the close connection between partial actions [Ex1], [McC] and
inverse semigroup actions seen in [Sie] and [Ex3] still holds for the twisted partial
actions of [Ex2] and Busby-Smith twisted inverse semigroup actions. It is a natural
question to ask, whether there is a similar connection between Green twisted inverse
semigroup actions and some sort of Green twisted partial actions.
The research for this paper was carried out while the author was a student at
Arizona State University under the supervision of John Quigg. Part of the research
was done during a short visit at the University of Newcastle. The author is grateful
to Professor Iain Raeburn for his hospitality.
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2. Twisted inverse semigroup actions
Twisted actions of locally compact groups were introduced in [BS]. The inverse
semigroup version closely follows Exel’s definition of twisted partial actions in [Ex2].
Recall that a semigroup S is an inverse semigroup if for every s ∈ S there
exists a unique element s∗ of S so that ss∗s = s and s∗ss∗ = s∗. The map s 7→ s∗
is an involution. An element f ∈ S satisfying f2 = f is called an idempotent of S.
The set of idempotents of an inverse semigroup is a semilattice. There is a natural
partial order on S defined by s ≤ t if and only if s = ts∗s.
Definition 2.1. Let A be a C∗-algebra. A partial automorphism of A is an
isomorphism between two closed ideals of A.
Definition 2.2. Let A be a C∗-algebra, and let S be a unital inverse semigroup
with idempotent semilattice E, and unit e. A Busby-Smith twisted action of S on
A is a pair (β, w), where for all s ∈ S, βs : Es∗ → Es is a partial automorphism of
A, and for all s, t ∈ S, ws,t is a unitary multiplier of Est, such that for all r, s, t ∈ S
we have
(a) Ee = A;
(b) βsβt = Ad ws,t ◦ βst;
(c) ws,t = 1M(Est) if s or t is an idempotent;
(d) βr(aws,t)wr,st = βr(a)wr,swrs,t for all a ∈ Er∗Est.
We also refer to the quadruple (A, S, β, w) as a Busby-Smith twisted action.
Note that βr(aws,t) makes sense since a = a1a2 for some a1, a2 ∈ Er∗Est and
so aws,t = a1a2ws,t ∈ a1Est ⊂ Er∗ .
Our definition is a generalization of inverse semigroup actions defined in [Sie].
Every inverse semigroup action is a trivially twisted Busby-Smith inverse semigroup
action by taking wr,s = 1M(Ers). Conversely, every trivially twisted Busby-Smith
inverse semigroup action is an inverse semigroup action. The definition is also a
generalization of discrete twisted group actions in case our inverse semigroup S is
actually a group.
The basic properties of Busby-Smith twisted inverse semigroup actions are
collected in the following.
Lemma 2.3. If (A, S, β, w) is a Busby-Smith twisted action and r, s, t ∈ S, then
(a) Es = Ess∗ ;
(b) βss∗ = idEs ;
(c) βe = idA;
(d) βs∗ = Ad ws∗,s ◦ β−1s ;
(e) βr(Er∗Es) = Ers;
(f) βr(aw
∗
s,t) = βr(a)wr,stw
∗
rs,tw
∗
r,s for all a ∈ Er∗Est;
(g) βr(ws,ta) = wr,swrs,tw
∗
r,stβr(a) for all a ∈ Er∗Est;
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(h) βr(w
∗
s,ta) = wr,stw
∗
rs,tw
∗
r,sβr(a) for all a ∈ Er∗Est;
(i) ws∗r∗r,s = ws∗,r∗rs;
(j) ws∗,s1M(Es∗r∗ ) = ws∗,r∗rs;
(k) βs(ws∗,s) = ws,s∗ .
Proof. (a) and (b) follow from the calculations
Es = dom (βsβs∗) = dom (Ad ws,s∗ ◦ βss∗) = Ess∗
βf = βfβfβ
−1
f = Ad 1M(Ef ) ◦ βffβ−1f = βfβ−1f = idEf ,
where f = ss∗. (c) is a special case of (b). Using (b) we have (d) since
βs∗ = βs∗βsβ
−1
s = Ad ws∗,s ◦ βs∗sβ−1s = Ad ws∗,s ◦ β−1s .
We have
βr(Er∗Es) = im (βrβs) = im (Ad wr,s ◦ βrs) = Ers,
which proves (e). Replacing a by aw∗s,t in Definition 2.2(d) gives (f). Applying (f)
we have (g) because
βr(ws,ta) = βr(a
∗w∗s,t)
∗ = (βr(a
∗)wr,stw
∗
rs,tw
∗
r,s)
∗ = wr,swrs,tw
∗
r,stβr(a).
Replacing a by w∗s,ta in (g) we have (h). To show (i) let b ∈ Es∗r∗ . Then by (a), (b)
and (e) there is an a ∈ EsEr∗ = βr∗r(Er∗rEs) = Er∗rs such that b = βs∗(a). Hence
b = βs∗(awr∗r,s) ( 2.2(c) )
= βs∗(a)ws∗,r∗rws∗r∗r,sw
∗
s∗,r∗rs ( 2.2(d) )
= bws∗r∗r,sw
∗
s∗,r∗rs ( (a) and 2.2(c) ) ,
which means ws∗r∗r,sw
∗
s∗,r∗rs is the identity of Es∗r∗ . This implies our statement
since by (a) both ws∗r∗r,s and ws∗,r∗rs are unitary multipliers of Es∗r∗ . To show (j)
let a and b as in the proof of part (i). Then we have
b = βs∗(aws,s∗r∗rs) ( 2.2(c) )
= βs∗(a)ws∗,sws∗s,s∗r∗rsw
∗
s∗,ss∗r∗rs ( 2.2(d) )
= bws∗,s1M(Es∗r∗ )w
∗
s∗,r∗rs
and the statement follows as in part (i). Finally, (k) follows from Definition 2.2(c,
d) if we extend βs to the multipliers of Es∗ .
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Recall from [Pet], [CP], [How] that a congruence relation on an inverse semi-
group S is an equivalence relation ∼ on S such that if s ∼ t then rs ∼ rt and
sr ∼ tr for all r ∈ S. If E is the idempotent semilattice of S, then the kernel nor-
mal system of the congruence ∼ on S is the set {[f ] : f ∈ E} of congruence classes
containing idempotents. The kernel normal system is exactly the set of idempotents
in the quotient inverse semigroup S/∼. The kernel normal system determines the
congruence relation, since ∼ = {(s, t) : ss∗, tt∗, st∗ ∈ [f ] for some f ∈ E}.
If ∼ is an idempotent-separating congruence, that is, no two idempotents are
congruent, then every equivalence class [f ] in the kernel normal system is a group
with identity f . The union N = ∪{[f ] : f ∈ E} is an inverse subsemigroup of S
contained in the centralizer of E. It is also a normal subsemigroup, that is, E ⊂ N
and sNs∗⊂ N for all s ∈ S. On the other hand, if N is normal subsemigroup of S
in the centralizer of E then N determines a kernel normal system {[f ] : f ∈ E} of
an idempotent-separating congruence ∼, where [f ] = {s ∈ N : ss∗ = f}. We also
write S/N for S/∼. Note that a normal subsemigroup N of S is contained in the
centralizer of E if and only if N is a Clifford semigroup, that is, N is an inverse
semigroup such that n∗n = nn∗ for all n ∈ N . We call such a subsemigroup N a
normal Clifford subsemigroup of S, that is, N is a normal subsemigroup which is also
a Clifford semigroup. We thus get a bijective correspondence between idempotent-
separating congruences on S and normal Clifford subsemigroups of S. In the theory
of twisted group actions, normal subgroups play an important role. For inverse
semigroups the situation is more complicated, but normal Clifford subsemigroups
give an appropriate substitute for normal subgroups.
Definition 2.4. If N is a normal Clifford subsemigroup of the inverse semigroup
S with idempotent semilattice E, then a cross-section c : S/N → S is called order-
preserving if c([f ]) = f for all f ∈ E and [s] ≤ [t] implies c([s]) ≤ c([t]) for all
s, t ∈ S.
Proposition 2.5. Let T be an inverse semigroup with idempotent semilattice E,
and let N be a normal Clifford subsemigroup of T . Let S = T/N , and suppose
there is an order-preserving cross-section c : S → T . For s ∈ S define
Es = span ∪ {[f ] : f ≤ c(s)c(s)∗, f ∈ E},
where the closed linear span is taken in C∗(N). Then each Es is a closed ideal of
C∗(N). For r, s ∈ S define
βs : Es∗ → Es by βs(a) = c(s)ac(s)∗, and
wr,s = c(r)c(s)c(rs)
∗ ∈M(Ers).
Then (C∗(N), S, β, w) is a Busby-Smith twisted action.
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Proof. First notice that since c(rs)∗c(rs) is the identity of the congruence class
containing (c(r)c(s))∗c(r)c(s), we have c(r)c(s) = c(r)c(s)c(rs)∗c(rs) = wr,sc(rs)
for all r, s ∈ S. Also c(s)c(s)∗ = c(ss∗) because c([f ]) = f for all f ∈ E, and
similarly c(s)∗c(s) = c(s∗s). Each Es is a right ideal because if a ∈ N ∩Es, that is,
a ∈ [f ] for some f ≤ c(s)c(s)∗ and b ∈ [g], then ab ∈ [fg] ⊂ Es since fg ≤ c(s)c(s)∗.
A similar argument shows that Es is also a left ideal. It is clear that each βs is an
isomorphism and each wr,s is a unitary multiplier of Ers. It remains to check the
conditions of Definition 2.2. Condition (a) holds since Ee = C
∗(N).
To check (b), let a ∈ dom (βrβs) ∩ dom (βrs). Then
βrβs(a) = c(r)c(s)ac(s)
∗c(r)∗ = wr,sc(rs)ac(rs)
∗w∗r,s = Ad wr,s ◦ βrs(a).
We need to show that βrβs and Ad wr,s ◦ βrs have the same domain. First we
show that dom βrβs ⊂ domβrs. If a ∈ domβrβs, then a = limi ai for some
ai ∈ span ∪ {[f ] : f ≤ c(s)∗c(s)} and c(s)ac(s)∗ ∈ Er∗ . Hence c(s)ac(s)∗ = limj bj
for some bj ∈ span ∪ {[f ] : f ≤ c(r)∗c(r)}. Since
c(s)∗c(s)ac(s)∗c(s) = lim
i
c(s)∗c(s)aic(s)
∗c(s) = lim
i
ai = a ,
we have a = limj c(s)
∗bjc(s). It suffices to show that c(s)
∗bjc(s) ∈ span ∪ {[f ] :
f ≤ c(rs)∗c(rs)}. This follows from the fact that if b ∈ [f ] such that f ≤ c(r)∗c(r),
then c(s)∗bc(s) ∈ [c(s)∗fc(s)] and c(s)∗fc(s) ≤ c(s)∗c(r)∗c(r)c(s) = c(rs)∗c(rs).
Next we show dom βrβs ⊃ dom βrs. If a ∈ dom βrs, then a = limi ai for some
ai ∈ span ∪ {[f ] : f ≤ c(rs)∗c(rs)}. Since
c(rs)∗c(rs) = c(s)∗c(r)∗c(r)c(s) ≤ c(s)∗c(s) ,
ai ∈ span ∪ {[f ] : f ≤ c(s)∗c(s)} and so a ∈ Es∗ . We have c(s)ac(s)∗ =
c(s) limi aic(s)
∗ = limi c(s)aic(s)
∗, so it remains to check that c(s)aic(s)
∗ ∈ ∪{[f ] :
f ≤ c(r)∗c(r)}. This is true since if b ∈ [f ] such that f ≤ c(rs)∗c(rs), then
c(s)bc(s)∗ ∈ [c(s)fc(s)∗] and
c(s)fc(s)∗ ≤ c(s)c(rs)∗c(rs)c(s)∗ = c(s)c(s)∗c(r)∗c(r)c(s)c(s)∗ ≤ c(r)∗c(r) .
To check (c), fix a ∈ N ∩ E[f ]s for some f ∈ E. Then a ∈ [g] for some
idempotent g ∈ T such that
g ≤ c([f ]s)c([f ]s)∗ = c([f ]ss∗[f ]) = c([f ]ss∗) = fc(ss∗).
Since c is order-preserving and [f ]s ≤ s, we have
w[f ],s = c([f ])c(s)c([f ]s)
∗ ≥ fc([f ]s)c([f ]s)∗ = fc(ss∗)
and so aw[f ],s = w[f ],sa = a. The other part of (c) follows similarly.
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To check (d), fix a ∈ N ∩Er∗Est. Since the classes in the kernel normal system
are disjoint, a ∈ [f ] for some f ∈ T such that f ≤ c(r∗)c(r∗)∗ = c(r∗r) = c(r)∗c(r)
and f ≤ c(st)c(st)∗. Now we have
c(r)aws,tc(r)
∗wr,st = c(r)ac(s)c(t)c(st)
∗c(r)∗c(r)c(st)c(rst)∗ .
Since ac(s)c(t)c(st)∗ ∈ [f ]st(st)∗, the domain projection of ac(s)c(t)c(st)∗ is
fc(st)c(st)∗ = f . Hence ac(s)c(t)c(st)∗c(r)∗c(r) = ac(s)c(t)c(st)∗, so
c(r)aws,tc(r)
∗wr,st = c(r)ac(s)c(t)c(st)
∗c(st)c(rst)∗ = c(r)ac(s)c(t)c(rst)∗
= c(r)ac(r)∗c(r)c(s)c(t)c(rst)∗
= c(r)ac(r)∗c(r)c(s)c(rs)∗c(rs)c(t)c(rst)∗
= c(r)ac(r)∗wr,swrs,t.
In Proposition 9.2 we further investigate the action in the previous lemma.
Example 2.6. If in Proposition 2.5 N is the idempotent semilattice of T , then the
(trivially) twisted Busby-Smith action becomes the canonical action of the inverse
semigroup on its semilattice [Sie].
Proposition 2.5 shows the significance of an order-preserving cross-section. Un-
fortunately, these cross-sections do not always exist, as we can see in the following.
Example 2.7. Let s =(ai, · · · , an) denote the partial bijection in the symmetric
inverse semigroup I({1, . . . , n}) whose domain is {i : ai 6= 0} and s(i) = ai for all
i ∈ dom s. Let n = 6 and consider the 19-element inverse subsemigroup generated
by the elements
r = (1, 4, 5, 0, 0, 0), s = (0, 5, 4, 0, 0, 6) .
It is tedious but not hard to check that we can define a kernel normal system con-
sisting of {s∗r, s∗rs∗r}, {rs∗, rs∗rs∗} and the singleton sets containing idempotents
other than s∗rs∗r and rs∗rs∗, and the congruence determined by this kernel normal
system separates idempotents. Then [ss∗r] ≤ [r] = {r} and [ss∗r] ≤ [s] = {s}, but
we cannot choose a representative of [ss∗r] which is less than both s and r.
The situation is not as bad as it seems. In many cases we have an order-
preserving cross section. Recall [Nic] that an F˜ -inverse semigroup is a unital in-
verse semigroup in which every non-zero element is majorized by a unique maximal
element.
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Proposition 2.8. Let S be a unital inverse semigroup with identity e, and let ∼
be an idempotent-separating congruence on S such that T = S/∼ is an F˜ -inverse
semigroup. Denote the set of maximal elements in T byM. Choose a cross-section
c :M→ S with c([e]) = e. Extend c to T by defining c(0) = 0 and c(t) = c(mt)f
for t 6= 0, where mt ∈ M is the unique maximal element majorizing t and f is the
idempotent in [t]∗[t]. Then c is an order-preserving cross-section.
Proof. It is clear that for all non-zero idempotents f ∈ S we have m[f ] = [e] and
hence c([f ]) = f . If 0 6= s ≤ t in S/∼ then ms = mt and so
c(t)c(s)∗c(s) = c(mt)c(t
∗t)c(s∗s)c(ms)
∗c(ms)c(s
∗s)
= c(ms)c(t
∗t)c(s∗s) = c(ms)c(s
∗s) = c(s) .
3. Busby-Smith Twisted crossed products
Given a Busby-Smith twisted inverse semigroup action (A, S, β, w), define mul-
tiplication and involution on the closed subspace
L = {x ∈ l1(S,A) : x(s) ∈ Es for all s ∈ S}
of l1(S,A) by
(
x ∗ y)(s) = ∑
rt=s
βr(β
−1
r (x(r))y(t))wr,t and x
∗(s) = ws,s∗βs(x(s
∗)∗).
We will show that the multiplication is well-defined in the proof of Proposition 3.1
below. For a ∈ Es we are going to denote by aδs the function in L taking the value
a at s and zero at every other element of S, so that L is the closed span of the aδs.
Then we have
asδs ∗ atδt = βs(β−1s (as)at)ws,tδst
(aδs)
∗ = β−1s (a
∗)w∗s∗,sδs∗ .
Notice that aeδe ∗ atδt = aeatδt and asδs ∗ aeδe = βs(β−1s (as)ae)δs.
Proposition 3.1. L is a Banach ∗-algebra.
Proof. First notice that
(
x ∗ y)(s) ∈ Es by Proposition 2.3(e) and so to show that
the product is well-defined we only need to check that ‖x ∗ y‖ is finite:
‖x ∗ y‖ =
∑
s∈S
∑
rt=s
‖βr(β−1r (x(r))y(t))wr,t‖
≤
∑
s∈S
∑
rt=s
‖β−1r (x(r))y(t)‖ ≤
∑
r∈S
∑
t∈S
‖β−1r (x(r))‖‖y(t)‖
≤
∑
r∈S
‖β−1r (x(r))‖
∑
t∈S
‖y(t)‖ ≤ ‖x‖‖y‖.
8 Na´ndor Sieben
One can easily check that ‖x∗‖ = ‖x‖ and so x∗ ∈ L. For a ∈ Es we have
(aδs)
∗∗ = β−1s∗ (ws∗,sβ
−1
s (a))w
∗
s,s∗δs
= w∗s,s∗βs((w
∗
s∗,sβs∗(x(s)
∗))∗)
= w∗s,s∗βs(ws∗,sβ
−1
s (a))δs (Proposition 2.3(d) )
= w∗s,s∗ws,s∗wss∗,sw
∗
s,s∗sβs(β
−1
s (a))δs (Proposition 2.3(g) )
= aδs.
Next we show that the multiplication is associative. Let a, b and c be elements of
Er, Es and Et, respectively, and let uλ be an approximate identity for Es∗ . Then
we have
(aδr ∗ bδs) ∗ cδt = βrs(β−1rs (βr(β−1r (a)b)wr,s)c)wrs,tδrst
= lim
λ
βr(β
−1
r (a)b)wr,sβrs(uλc)wrs,tδrst
= lim
λ
βr(β
−1
r (a)b)βr(βs(uλc))wr,swrs,tδrst
= lim
λ
βr(β
−1
r (a)bβs(uλc))wr,swrs,tδrst
= lim
λ
βr(β
−1
r (a)βs(β
−1
s (b)uλc))wr,swrs,tδrst
= βr(β
−1
r (a)βs(β
−1
s (b)c))wr,swrs,tδrst
= βr(β
−1
r (a)βs(β
−1
s (b)c)ws,t)wr,stδrst ( 2.2(c) ),
= aδr ∗ (bδs ∗ cδt) .
Finally we show that the involution is anti-multiplicative. Fix a ∈ Er and b ∈ Es.
Then we have
(aδr ∗ bδs)∗
= (βr(β
−1
r (a)b)wr,sδrs)
∗
= β−1rs (w
∗
r,sβr(b
∗β−1r (a
∗)))w∗s∗r∗,rsδs∗r∗
= w∗s∗r∗,rsβs∗r∗(w
∗
r,sβr(b
∗β−1r (a
∗)))δs∗r∗ ( 2.3(d) )
= w∗s∗r∗,rsβs∗r∗(w
∗
r,sβr(βs(β
−1
s (b
∗β−1r (a
∗)))))δs∗r∗
= w∗s∗r∗,rsβs∗r∗(w
∗
r,swr,sβrs(β
−1
s (b
∗β−1r (a
∗)))w∗r,s)δs∗r∗ ( 2.2(b) )
= w∗s∗r∗,rsβs∗r∗(βrs(β
−1
s (b
∗β−1r (a
∗))))ws∗r∗,rsw
∗
s∗r∗r,sw
∗
s∗r∗,rδs∗r∗ ( 2.3(f) )
= β−1rs (βrs(β
−1
s (b
∗β−1r (a
∗))))w∗s∗r∗r,sw
∗
s∗r∗,rδs∗r∗ .
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On the other hand, we have
(bδs)
∗ ∗ (aδr)∗
= (β−1s (b
∗)w∗s∗,sδs∗) ∗ (β−1r (a∗)w∗r∗,rδr∗)
= βs∗(β
−1
s∗ (β
−1
s (b
∗)w∗s∗,s)β
−1
r (a
∗)w∗r∗,r)ws∗,r∗δs∗r∗
= βs∗(w
∗
s,s∗βs(β
−1
s (b
∗)w∗s∗,s)ws,s∗β
−1
r (a
∗)w∗r∗,r)ws∗,r∗δs∗r∗
= βs∗(w
∗
s,s∗βs(β
−1
s (b
∗))ws,s∗sw
∗
ss∗,sw
∗
s,s∗ws,s∗β
−1
r (a
∗)w∗r∗,r)ws∗,r∗δs∗r∗ ( 2.3(f) )
= βs∗(w
∗
s,s∗b
∗β−1r (a
∗)w∗r∗,r)ws∗,r∗δs∗r∗ ( 2.2(c) )
= ws∗,ss∗w
∗
s∗s,s∗w
∗
s∗,sβs∗(b
∗β−1r (a
∗)w∗r∗,r)ws∗,r∗δs∗r∗ ( 2.3(h) )
= w∗s∗,sβs∗(b
∗β−1r (a
∗))ws∗,r∗rw
∗
s∗r∗,rw
∗
s∗,r∗ws∗,r∗δs∗r∗ ( 2.3(f) )
= β−1s (b
∗β−1r (a
∗))w∗s∗,s1M(Es∗r∗r)w
∗
s∗r∗,rδs∗r∗ ( 2.3(d) ),
and so the equality (aδr ∗ bδs)∗ = (bδs)∗ ∗ (aδr)∗ follows from Proposition 2.3(i) and
(j).
Definition 3.2. A covariant representation of a Busby-Smith twisted action
(A, S, β, w) is a triple (π, v,H), where π is a nondegenerate representation of A on
the Hilbert space H and vs is a partial isometry for all s ∈ S, such that for all
r, s ∈ S we have
(a) π(βs(a)) = vsπ(a)v
∗
s for a ∈ Es∗ ;
(b) vrvs = π(wr,s)vrs;
(c) vs has initial space π(Es∗)H and final space π(Es)H.
To evaluate π(wr,s) we extend π to the enveloping von Neumann algebra A
∗∗ of A.
We sometimes use the shortened notation (π, v) if we do not need a symbol
for the Hilbert space. Note that the above definition is a generalization of a covari-
ant representation of an inverse semigroup action [Sie], which is a trivially twisted
Busby-Smith twisted action.
Proposition 3.3. Let (π, v,H) be a covariant representation. If s ∈ S and f is
an idempotent in S then
(a) vf is the orthogonal projection onto π(Ef )H;
(b) ve = 1B(H);
(c) vs∗ = π(ws∗,s)v
∗
s ;
(d) v∗s = vs∗π(w
∗
s,s∗);
(e) v∗s = π(w
∗
s∗,s)vs∗ .
Proof. We have vf = vfvfv
∗
f = π(wf,f)vfv
∗
f = π(1M(Ef )). Since Ee = A, (b) is a
special case of (a). (c) follows from the calculation vs∗ = vs∗vsv
∗
s = π(ws∗,s)vs∗sv
∗
s =
π(ws∗,s)v
∗
s . We can get (d) from (c) upon taking adjoints. Finally using (c) we have
π(w∗s∗,s)vs∗ = π(w
∗
s∗,sws∗,s)v
∗
s = π(1Es∗s)v
∗
s = π(1Es∗ )v
∗
s = v
∗
s .
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Definition 3.4. Let (π, v,H) be a covariant representation. Define π × v : L →
B(H) by (
π × v)(x) =∑
s∈S
π(x(s))vs ,
where the series converges in norm.
Proposition 3.5. π × v is a nondegenerate representation of L.
Proof. It is clear that π × v is linear. It suffices to show multiplicativity for aδs
and bδt where a ∈ Es and b ∈ Et:
(
π × v)(aδs ∗ bδt) = (π × v)(βs(β−1s (a)b)ws,tδst)
= π(βs(β
−1
s (a)b)ws,t)vst
= vsπ(β
−1
s (a)b)v
∗
sπ(ws,t)vst
= vsπ(w
∗
s∗,sβs∗(a)ws∗,s)π(b)v
∗
svsvt
= vsπ(w
∗
s∗,s)vs∗π(a)v
∗
s∗π(ws∗,s)π(b)v
∗
svsvt
= vsv
∗
sπ(a)vsπ(w
∗
s∗,s)π(ws∗,s)π(b)v
∗
svsvt
= π(a)vsπ(b)vt.
To show that π × v preserves adjoints let a ∈ Es. Then we have
(
π × v)(aδs)∗ = (π(a)vs)∗ = v∗sπ(a∗) = v∗svsπ(β−1s (a∗))v∗s
= π(β−1s (a
∗))v∗s = π(β
−1
s (a
∗))π(w∗s∗,s)π(ws∗,s)v
∗
s
= π(β−1s (a
∗)w∗s∗,s)vs∗ =
(
π × v)(β−1s (a∗)w∗s∗,sδs∗)
=
(
π × v)((aδs)∗).
If {uλ} is a bounded approximate identity for A then {uλδe} is a bounded approx-
imate identity for L, since for a ∈ Es we have limλ uλδe ∗ aδs = limλ uλaδs = aδs,
and limλ aδs ∗ uλδe = limλ βs(β−1s (a)uλ)δs = βs(β−1s (a))δs = aδs. Since π is a
nondegenerate representation,
(
π × v)(uλδe) = π(uλ) converges strongly to 1B(H)
and so (π × v) is nondegenerate.
Definition 3.6. Let (A, S, β, w) be a Busby-Smith twisted action. Define a C∗-
seminorm ‖ · ‖c on L by
‖x‖c = sup{‖(π × v)(x)‖ : (π, v) is a covariant representation of (A, S, β, w)}.
Let I = {x ∈ L : ‖x‖c = 0}. The Busby-Smith twisted crossed product A ×β,w S
is the completion of the quotient L/I with respect to ‖.‖c. We denote the quotient
map of L onto L/I by Φ.
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Note that for trivially twisted Busby-Smith actions this definition gives the
inverse semigroup crossed product of [Sie].
Let (π, v) be a covariant representation of (A, S, β, w), and let π × v be the
associated representation of L. Since ker Φ ⊂ ker π × v, we can factor π × v
through the quotient L/I and extend to A ×β,w S by continuity. We denote this
extension also by π× v. Thus every covariant representation gives a nondegenerate
representation of the crossed product. Proposition 3.8 will show how to reverse this
process. The following lemma shows that the ideal I may be nontrivial.
Lemma 3.7. If s ≤ t in S, that is, s = ft for some idempotent f ∈ S, then
Φ(aδs) = Φ(aδt) for all a ∈ Es. In particular Φ(aδs) = Φ(aδe) if s is an idempo-
tent.
Proof. It is clear that a ∈ Et. If (π, v) is a covariant representation of (A, S, β, w)
then (
π × v)(aδft) = π(a)vft = π(a)π(w∗f,t)vfvt
= π(a)vt (Proposition 3.3(a) )
=
(
π × v)(aδt),
which shows that Φ(aδs−aδt) = 0. The second statement follows from the fact that
s = se.
In spite of the above lemma, we identify aδs with its image in A×β,w S.
Proposition 3.8. Let (Π, H) be a nondegenerate representation of A ×β,w S.
Define a representation π of A on H and a map v : S → B(H) by
π(a) = Π(aδe) and vs = s-lim
λ
Π(uλδs) ,
where {uλ} is an approximate identity for Es and s-lim denotes strong operator
limit. Then (π, v,H) is a covariant representation of (A, S, β, w).
Proof. π is a nondegenerate representation, since {uλδe} is an approximate identity
for A ×β,w S whenever {uλ} is an approximate identity for A. We show that vs is
well-defined. If h ∈ π(Es∗)H then h = Π(aδe)k for some a ∈ Es∗ and k ∈ H. Hence
lim
λ
Π(uλδs)h = lim
λ
Π(uλδs)Π(aδe)k = lim
λ
Π(uλδs ∗ aδe)k
= lim
λ
Π(βs(β
−1
s (uλ)a)δs)k = Π(βs(a)δs)k,
since βs∗(uλ) is an approximate identity for Es∗ . Note that the limit is independent
of the choice of {uλ} since the expression h = Π(aδe)k was. On the other hand if
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h ⊥ π(Es∗)H then
lim
λ
Π(uλδs)h = lim
λ
Π(βs(β
−1
s (
√
uλ)β
−1
s (
√
uλ))δs)h
= lim
λ
Π(
√
uλδs ∗ β−1s (
√
uλ)δe)h
= lim
λ
Π(
√
uλδs)π(β
−1
s (
√
uλ))(h).
But π(Es∗)h = 0, so vs(h) = 0. Hence vs is well-defined. Clearly vs is a bounded
linear transformation, and if f is an idempotent then vf is the orthogonal projection
onto π(Ef)H. Notice that
v∗s = s-lim
λ
Π(uλδs)
∗ = s-lim
λ
Π(β−1s (uλ)w
∗
s∗,sδs∗) = π(w
∗
s∗,s)vs∗ .
For s, t ∈ S let {usλ} and {utµ} be bounded approximate identities for Es and Et
respectively. Then
vsvt = s-lim
λ,µ
Π(usλδs ∗ utµδt) = s-limΠ(βs(βs∗(usλ)utµ)ws,tδst)
= Π(ws,tδst) = s-limΠ(ws,tβs(βs∗(u
s
λ)u
t
µ)δst)
= s-limΠ(ws,tδe)Π(βs(βs∗(u
s
λ)u
t
µ)δst) = π(ws,t)vst ,
since the net {βs(βs∗(usλ)utµ)} with the product direction is an approximate iden-
tity for βs(Es∗Et) = Est (using boundedness of {usλ} and {utµ}). Thus v is mul-
tiplicative. We have v∗svs = π(w
∗
s∗,s)vs∗vs = vs∗s, which is the projection onto
π(Es∗s)H = π(Es∗)H. Hence vs is a partial isometry with initial space π(Es∗)H,
hence final space π(Es)H (since v
∗
s = π(w
∗
s∗,s)vs∗).
The covariance condition is satisfied since if a ∈ Es∗ then
vsπ(a)v
∗
s = vsπ(a)π(w
∗
s∗,s)vs∗
= s-lim
µ,λ
Π(uλδs ∗ aw∗s∗,sδe ∗ β−1s (uµ)δs∗)
= s-lim
µ,λ
Π(βs(β
−1
s (uλ)aw
∗
s∗,s)δs ∗ β−1s (uµ)δs∗)
= s-lim
µ,λ
Π(uλβs(aw
∗
s∗,s)uµws,s∗δss∗)
= Π(βs(a)δe) ,
since {β−1s (uµ)} is an approximate identity for Es∗ .
Proposition 3.9. The correspondence (π, v,H) ↔ (π × v,H) is a bijection be-
tween covariant representations of (A, S, β, w) and nondegenerate representations
of A×β,w S.
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Proof. Let (π˜, v˜, H) be a covariant representation of (A, S, β, w), and let (π, v) be
the covariant representation associated to π˜ × v˜ by Proposition 3.8. Then
π(a) =
(
π˜ × v˜)(aδe) = π˜(a)v˜e = π˜(a)
vs = s-lim
λ
(
π˜ × v˜)(uλδs) = s-lim
λ
π˜(uλ)v˜s = v˜s ,
since π˜(uλ) converges strongly to the projection of H onto π˜(Es)H. On the other
hand, if Π is a representation of A ×β S and (π, v) is the covariant representation
associated to Π, then for a ∈ Es we have
(
π × v)(aδs) = π(a)vs = Π(aδe) s-lim
λ
Π(uλδs)
= s-lim
λ
Π(aδe ∗ uλδs)
= s-lim
λ
Π(auλδs) = Π(aδs).
Thus the correspondence is a bijection.
4. Connection with twisted partial actions
We have seen in [Sie] and [Ex3] that there is a close connection between partial
actions of [McC] and untwisted inverse semigroup actions. There is a similar con-
nection between twisted partial actions of [Ex2] and Busby-Smith twisted inverse
semigroup actions, which is the topic of this section. Recall the definition of a
twisted partial action from [Ex2].
Definition 4.1. A twisted partial action of a group G on a C∗-algebra A is a pair
(α, u), where for all s ∈ G, αs : Ds−1 → Ds is a partial automorphism of A, and for
all r, s ∈ G, ur,s is a unitary multiplier of DrDrs, such that for all r, s, t ∈ G we
have
(a) De = A, and αe is the identity automorphism of A;
(b) αr(Dr−1Ds) = DrDrs;
(c) αr(αs(a)) = ur,sαrs(a)u
∗
r,s for all a ∈ Ds−1Ds−1r−1 ;
(d) ue,t = ut,e = 1M(A);
(e) αr(aus,t)ur,st = αr(a)ur,surs,t for all a ∈ Dr−1DsDst;
Recall from [Sie], that if α is a partial action of G on A then the par-
tial automorphism αs1 · · ·αsn has domain Ds−1n Ds−1n s−1n−1 · · ·Ds−1n ···s−11 and range
Ds1Ds1s2 · · ·Ds1···sn for all s1, . . . , sn ∈ G. A similar proof shows that this is also
true for twisted partial actions, even if αsi is replaced by α
−1
s
−1
i
for some i.
Recall from [Ex3] that for a groupG, the associated inverse semigroup S(G) has
elements written in canonical form [g1][g
−1
1 ] · · · [gm][g−1m ][s], where g1, . . . , gn, s ∈ G,
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and the order of the [gi][g
−1
i ] terms is irrelevant. Multiplication and inverses are
defined by
[g1][g
−1
1 ] · · · [gm][g−1m ][s] · [h1][h−11 ] · · · [hm][h−1m ][t]
= [g1][g
−1
1 ] · · · [gm][g−1m ][s][s−1][sh1][(sh1)−1] · · · [shm][(shm)−1][st]
and
([g1][g
−1
1 ] · · · [gm][g−1m ][s])∗ = [s−1gm][(s−1gm)−1] · · · [s−1g1][(s−1g1)−1][s−1] .
The idempotents of S(G) are the elements in the form [g1][g
−1
1 ] · · · [gm][g−1m ][e],
where e is the identity of G. The next theorem shows that every twisted partial
action of G determines a Busby-Smith twisted action of S(G).
Theorem 4.2. Let (A,G, α, u) be a twisted partial action. For all p =
[g1][g
−1
1 ] · · · [gm][g−1m ][s] and q = [h1][h−11 ] · · · [hn][h−1n ][t] in S(G), define Ep =
Dg1 · · ·DgmDs and let
βp = αg1α
−1
g1
· · ·αgmα−1gmαs .
Also let
wp,q = 1M(Epq)us,t .
Then (A, S(G), β, w) is a Busby-Smith twisted action.
Proof. Throughout the proof, let p and q be in the form p =
[g1][g
−1
1 ] · · · [gm][g−1m ][s] and q = [h1][h−11 ] · · · [hn][h−1n ][t]. First note that for all
p ∈ S(G), βp is an isomorphism between the closed ideals Ep∗ and Ep of A. Also
note that wp,q is a unitary multiplier of Ep,q, since us,t is a unitary multiplier of
DsDst and Epq = Dg1 · · ·DgmDsDsh1 · · ·DshnDst is contained in DsDst. If e is the
identity of G then E[e] = De = A, verifying Definition 2.2(a). For all p, q ∈ S(G)
we have
βpβq = αg1α
−1
g1
· · ·αgmα−1gmαsαh1α−1h1 · · ·αhnα−1hnαt ,
which is the restriction of αsαt to
Dt−1Dt−1hn · · ·Dt−1h1Dt−1s−1Dt−1s−1gm · · ·Dt−1s−1g1 = E(pq)∗ .
On the other hand
βpq = αg1α
−1
g1
· · ·αgmα−1gmαsα−1s αsh1α−1sh1 · · ·αshnα−1shnαst ,
which is the restriction of αst to E(pq)∗ . Thus, Definition 2.2(b) follows from Defi-
nition 4.1(c), since E(pq)∗ ⊂ Dt−1Dt−1s−1 . To check Definition 2.2(c), note that if
f = [g1][g
−1
1 ] · · · [gm][g−1m ][e] is an idempotent in S(G), then wf,q = 1M(Efq)ue,t =
1M(Efq) for all q ∈ S(G). Similarly, wq,f = 1M(Eqf ) for all q ∈ S(G). Finally
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to check Definition 2.2(d), let k = [f1][f
−1
1 ] · · · [fl][f−1l ][r], p and q be arbitrary
elements of S(G), and fix
a ∈ Ek∗Epq = Dr−1Dr−1fl · · ·Dr−1f1Dg1 · · ·DgnDsDsh1 · · ·DshnDst .
Then a ∈ Dr−1DsDst, and so we have
βk(awp,q)wk,pq = βk(a1M(Epq)us,t)1M(Ekpq)ur,st
= αr(aus,t)ur,st = αr(a)ur,surs,t
= αr(a)1M(Ekp)ur,s1M(Ekpq)urs,t
= βk(a)wk,pwkp,q .
This process works the other way too. Starting with a Busby-Smith twisted
action β of S(G), the restriction of β to the canonical image of G in S(G) gives a
twisted partial action:
Theorem 4.3. Let (A, S(G), β, w) be a Busby-Smith twisted action. If αs = β[s]
and us,t = w[s],[t] for all s,t ∈ G, then (A,G, α, u) is a twisted partial action.
Proof. Let Ds be the range of αs for all s ∈ G. If e is the identity of G, then
De = E[e] = A. We have
αr(Dr−1Ds) = imβ[r]β[s] = imβ[r][s] = im β[r][r−1][rs]
= imβ[r]β[r−1]β[rs] = E[r]E[rs] = DrDrs ,
which verifies Definition 4.1(b). Similar calculations can be used to verify the other
conditions in Definition 4.1.
It is clear that the processes above are the inverses of each other. Thus we
have a bijective correspondence between twisted partial actions of G and Busby-
Smith twisted actions of S(G). Although the theory of crossed products by twisted
partial actions has not been developed, we believe that the crossed products of
corresponding twisted partial actions mentioned in [Ex2] and Busby-Smith twisted
actions are isomorphic. This is, in fact, the case for untwisted actions, since the
semigroup action constructed in Theorem 4.2 factors through the semigroup action
giving the isomorphic crossed product constructed in [Sie]. We plan to pursue this
in an upcoming paper.
It would be interesting to know if there is a similar correspondence for the
Green twisted actions defined in Section 6 below. It would first be necessary to find
a satisfactory definition of Green twisted partial actions of a group.
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5. Exterior equivalence
Exterior equivalence is defined by Packer and Raeburn for twisted group actions
in [PR]. We extend this definition to Busby-Smith twisted inverse semigroup actions.
Definition 5.1. Two Busby-Smith twisted actions (α, u) and (β, w) of S on A are
exterior equivalent if for all s ∈ S there is a unitary multiplier Vs of Es such that
for all s, t ∈ S
(a) βs = Ad Vs ◦ αs;
(b) ws,t = Vsαs(1M(Es∗ )Vt)us,tV
∗
st.
We say that the exterior equivalence is implemented by V . Notice that for
all s ∈ S, αs and βs have to have the same domain and range. Also note that
1M(Es∗ )Vt ∈ E∗∗s∗ since E∗∗s∗ = 1M(Es∗ )A∗∗. Hence we can evaluate αs(1M(Es∗ )Vt) if
we extend αs to the double dual of Es∗ .
Proposition 5.2. Exterior equivalence is an equivalence relation.
Proof. Let V implement an exterior equivalence between the Busby-Smith twisted
actions (α, u) and (β, w). Then taking adjoints we have αs = Ad V
∗
s ◦ βs and
us,t = αs(1M(Es∗ )V
∗
t )V
∗
s ws,tVst = V
∗
s βs(1M(Es∗ )V
∗
t )ws,tVst, so V
∗ implements an
exterior equivalence between (β, w) and (α, u), showing symmetry. Reflexivity is
clear by letting Vs = 1M(Es) for all s ∈ S. To show transitivity let V implement
an exterior equivalence between (α, u) and (β, w), and X implement an exterior
equivalence between (β, w) and (γ, z). Then
γs = Ad XsVs ◦ αs ,
zs,t = Xsβs(1M(Es∗ )Xt)ws,tX
∗
st
= XsVsαs(1M(Es∗ )Xt)V
∗
s Vsαs(1M(Es∗ )Vt)us,tV
∗
stX
∗
st
= XsVsαs(1M(Es∗ )XtVt)us,t(XstVst)
∗ ,
which shows that XV implements an exterior equivalence between (α, u) and (γ, z).
Proposition 5.3. If (α, u) and (β, w) are exterior equivalent Busby-Smith twisted
inverse semigroup actions of S on A, then A×α,u S and A×β,w S are isomorphic.
Proof. Suppose V implements an exterior equivalence between (α, u) and (β, w).
Let (π, z) be a covariant representation of (β, w), and define vs = π(V
∗
s )zs. We
show that (π, v) is a covariant representation of (α, u). If s ∈ S and a ∈ Es∗ then
π(αs(a)) = π(V
∗
s βs(a)Vs) = π(V
∗
s )zsπ(a)z
∗
sπ(Vs) = vsπ(a)v
∗
s .
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We also have
vsvt = π(V
∗
s )zsπ(1M(Es∗ )V
∗
t )zt
= π(V ∗s )π(βs(1M(Es∗ )V
∗
t ))zszt
= π(V ∗s )π(Vs)π(αs(1M(Es∗ )V
∗
t ))π(V
∗
s )π(ws,t)zst
= π(us,t)π(V
∗
st)zst = π(us,t)vst.
The other conditions of Definition 3.2 are clearly satisfied. Note that the images of
π × v and π × z are the same, that is, (π × v)(A×α,u S) = (π × z)(A×β,w S).
Now suppose that π×z is a faithful representation of A×β,w S. Then Φ =(π×
z)−1 ◦ (π × v) : A ×α,u S → A ×β,w S is a surjective homomorphism. Similarly,
starting with a faithful representation ρ × l of A ×α,u S, we can find a covariant
representation (ρ,m) of (β, w) such that Ψ = (ρ×l)−1◦(ρ×m) : A×β,wS → A×α,uS
is a homomorphism. We are going to show that Ψ ◦ Φ is the identity map, which
implies that Φ is an isomorphism. For a ∈ Es we have
Ψ ◦ Φ(aδs) = Ψ ◦ (π × z)−1(π(a)vs) = Ψ ◦ (π × z)−1(π(a)π(V ∗s )zs)
= Ψ ◦ (π × z)−1(π(aV ∗s )zs) = Ψ(aV ∗s δs)
= (ρ× l)−1(ρ(aV ∗s )ms) = (ρ× l)−1(ρ(aV ∗s )ρ(Vs)ls)
= (ρ× l)−1(ρ(aV ∗s Vs)ls) = aδs .
Example 5.4. If we have two order-preserving cross-sections c, d : S → T in
Proposition 2.5, then the corresponding Busby-Smith twisted actions (β, w) and
(γ, z) defined by c and d respectively, are exterior equivalent, and so C∗(N)×β,w S
and C∗(N)×γ,z S are isomorphic.
To see this define Vs = d(s)c(s)
∗ for all s ∈ S. Then we have
γs = Ad d(s) = Ad d(s) ◦Ad c(s)∗ ◦Ad c(s)
= Ad d(s)c(s)∗ ◦Ad c(s) = Ad Vs ◦ βs ,
and
Vsβs(1M(Es∗ )Vt)ws,tV
∗
st
= d(s)c(s)∗c(s)1M(Es∗ )d(t)c(t)
∗c(s)∗c(s)c(t)c(st)∗(d(st)c(st)∗)∗
= d(s)d(t)d(st)∗ = zs,t
showing that V implements an exterior equivalence between (β, w) and (γ, z).
6. Green twisted actions
Green studies another type of twisted group action in [Gre], and here we adapt
this to inverse semigroups:
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Definition 6.1. Let A be a C∗-algebra, let S be a unital inverse semigroup
with idempotent semilattice E, and let N be a normal Clifford subsemigroup of
S. A Green twisted action of (S,N) on A is a pair (γ, τ), where γ is an inverse
semigroup action of S on A, that is, a semigroup homomorphism s 7→ (γs, Es∗ , Es) :
S → PAut (A) with Ee = A, and for all n ∈ N , τn is a unitary multiplier of En,
such that for all n, l ∈ N we have
(a) γn = Ad τn;
(b) γs(τn) = τsns∗ for all s ∈ S with n∗n ≤ s∗s;
(c) τnτl = τnl.
We call τ the twisting map, and we also refer to (A, S,N, γ, τ) as a Green twisted
action.
Example 6.2. Let S, E, N be as in Definition 6.1. Define Es = span ∪ {[f ] : f ≤
ss∗ for some idempotent f ∈ E} ⊂ C∗(N). For all s ∈ S define γs : Es∗ → Es by
γs = Ad s, and for all n ∈ N define τn = n. Then (C∗(N), S, N, γ, τ) is a Green
twisted action.
Definition 6.3. Let (A, S,N, γ, τ) be a Green twisted action. A covariant repre-
sentation of the Green twisted action (γ, τ) is a covariant representation (π, u) of
the action γ that preserves the twist τ , that is, π is a nondegenerate representation
of A on the Hilbert space H, and u : S → B(H) is a multiplicative map such that
(a) usπ(a)u
∗
s = π(γs(a)) for all a ∈ Es∗ ;
(b) us is a partial isometry with initial space π(Es∗)H and final space π(Es)H;
(c) un = π(τn) for all n ∈ N .
To evaluate π(τn) we again extend π to the enveloping von Neumann algebra A
∗∗
of A.
Definition 6.4. Let (A, S,N, γ, τ) be a Green twisted action. The Green twisted
crossed product A×γ,τ S is the quotient of A×γ S by the ideal
Iτ = ∩{ker (π × u) : (π, u) is a covariant representation of (γ, τ)}.
Our definitions of Green twisted inverse semigroup action and Green twisted
crossed product are generalizations of inverse semigroup action and crossed prod-
uct defined in [Sie]. Every action β of S may be regarded (trivially) as a Green
twisted inverse semigroup action by taking τn = 1M(En) for all n in the idempotent
semilattice E of S, and we have A×β S ∼= A×β,τ S.
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Theorem 6.5. There is a bijective correspondence between nondegenerate rep-
resentations of the Green twisted crossed product and covariant representations of
the Green twisted action.
Proof. Let Ψ : A ×γ S → A ×γ,τ S be the quotient map. If Π is a representation
of A ×γ,τ S then Π ◦ Ψ is a representation of A ×γ S and so Π ◦ Ψ = π × u for
some covariant representation (π, u) of γ by Proposition 3.9. We show that (π, u)
preserves the twist. If a ∈ En then for every covariant representation (ρ, z) of (γ, τ)
we have
(
ρ× z)(aτnδe − aδn) = ρ(a)(ρ(τn)− zn) = 0 and so
π(a)(π(τn)− un) =
(
π × u)(aτnδe − aδn) = Π ◦Ψ(aτnδe − aδn) = Π(0) = 0.
Thus
(
π(τn)
∗− u∗n
)
π(En)H = {0}. Since π(τn)∗ and u∗n are partial isometries with
initial space π(En)H, we must have π(τn) − un = 0 and so (π, u) is a covariant
representation of (γ, τ).
On the other hand, if (π, u) is a covariant representation of the twisted action
(γ, τ), then Iτ ⊂ ker (π × u), and so there is a unique representation π ×τ u of
A×γ,τ S defined by π ×τ u(Ψ(x)) =
(
π × u)(x).
For the uniqueness, note that Proposition 3.9, in the absence of the Busby-
Smith twist, gives a bijection between nondegenerate representations Π of A × γS
and covariant representations (π, u) of (A, S, γ). By the above argument, Π kills
the ideal Iτ if and only if (π, u) preserves the twist τ , so we are done.
7. Connection between Busby-Smith and Green twisted actions
There is a close connection between Busby-Smith twisted and Green twisted
actions just like in the group case [PR]. In this section we show that starting with a
Busby-Smith twisted action we can construct a Green twisted action with the same
crossed product. Conversely starting with a Green twisted action we construct a
Busby-Smith twisted action with the same crossed product. This latter construction
depends on the existence of an order-preserving cross-section, suggesting that Green
twisted actions are “more general” than Busby-Smith twisted actions. This may
seem surprising since in the discrete group case there is an essentially bijective
correspondence between Busby-Smith twisted and Green twisted actions.
Theorem 7.1. Let (A, S,N, γ, τ) be a Green twisted action, and suppose there is
an order-preserving cross-section c : S/N → S. For q, r ∈ S/N define
βq = γc(q) and wq,r = τc(q)c(r)c(qr)∗ .
Then (A, S/N, β, w) is a Busby-Smith twisted action, and the crossed products
A×γ,τ S and A×β,w S/N are isomorphic.
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Proof. First we show that (β, w) is a Busby-Smith twisted action. If q, r ∈
S/N then wq,r is a unitary multiplier of Ec(q)c(r) = Ec(q)c(r)c(r)∗c(q)∗ since
τc(q)c(r)c(qr)∗ is a unitary multiplier of Ec(q)c(r)c(qr)∗ = Ec(q)c(r)c(qr)∗c(qr)c(r)∗c(q)∗ =
Ec(q)c(r)c(r)∗c(q)∗ . It is clear that E[e] = Ee = A. For q, r ∈ S/N we have
βqβr = γc(q)γc(r) = γc(q)c(r) = γc(q)c(r)c(qr)∗c(qr)
= Ad τc(q)c(r)c(qr)∗ ◦ γc(qr) = Ad wq,r ◦ βqr ,
which verifies Definition 2.2(b). To check Definition 2.2(c) let f ∈ E and q ∈ S/N .
Then we have
w[f ],q = τfc(q)c([f ]q)∗ = 1M(E[f]qq∗ ) = 1M(E[f]q) .
To see this notice that since c is order-preserving and q ≥ [f ]q, we have c(q) ≥
c([f ]q). Hence fc(q)c([f ]q)∗ = fc([f ]q)c([f ]q)∗ is an idempotent in [f ]qq∗. Similarly
wq,[f ] = 1M(Eq[f]). It remains to check Definition 2.2(d). If p, q, r ∈ S/N and
a ∈ Ec(p∗)Ec(qr), then
βp(awq,r)wp,qr = γc(p)(aτc(q)c(r)c(qr)∗)τc(p)c(qr)c(pqr)∗
= γc(p)(a)τc(p)c(q)c(r)c(qr)∗c(p)∗c(p)c(qr)c(pqr)∗
= γc(p)(a)τc(p)c(q)c(r)c(pqr)∗
= γc(p)(a)τc(p)c(q)c(pq)∗c(pq)c(r)c(pqr)∗
= βp(a)wp,qwpq,r .
Next we investigate the connection between (γ, τ) and (β, w). Let (π, v) be a
covariant representation of (β, w). Define us = π(τsc([s])∗)v[s]. We show that (π, u)
is a covariant representation of (γ, τ). First notice that u is a homomorphism since
for s, t ∈ S we have
usut = π(τsc([s])∗)v[s]π(τtc([t])∗)v[t]
= π(τsc([s])∗)π(β[s](τtc([t])∗))v[t]v[t]
= π(τsc([s])∗τc([s])tc([t])∗c([s])∗)π(w[s],[t])v[st]
= π(τstc([t])∗c([s])∗)π(τc([s])c([t])c([st])∗)v[st]
= π(τstc([st])∗)v[st] = ust .
To check the covariance condition let s ∈ S and a ∈ Es∗ , then
usπ(a)u
∗
s = π(τsc([s])∗)v[s]π(a)v
∗
[s]π(τ
∗
sc([s])∗)
= π(γsc([s])∗(β[s](a))) (Definition 6.1(a) )
= π(γsc([s])∗c([s])(a)) = π(γs(a))
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where we used the fact that sc([s])∗ ∈ N . It is clear that us has the right initial
and final spaces. The following calculation shows that (π, u) preserves the twist.
un = π(τnc([n])∗)v[n] = π(τn)v[n]
= π(τn)Ppi(E[n])H (Proposition 3.3(a) )
= π(τn)Ppi(En)H = π(τn) .
We show that im (π ×τ u) = im (π × v). For a ∈ Es we have
π(a)us = π(a)π(τsc([s])∗)v[s] = π(aτsc([s])∗)v[s] ∈ im (π × v)
and so im (π ×τ u) ⊂ im (π × v). On the other hand,
π(a)v[s] = π(aτ
∗
sc([s])∗)π(τsc([s])∗)v[s] = π(aτ
∗
sc([s])∗)us ∈ im (π ×τ u)
and so im (π ×τ u) ⊃ im (π × v).
Next let (π, u) be a covariant representation of (γ, τ). Define vq = uc(q). We
show that (π, v) is a covariant representation of (β, w). If a ∈ Eq∗ then
π(βq(a)) = π(γc(q)(a)) = uc(q)π(a)u
∗
c(q) = vqπ(a)vq∗ ,
which shows that the covariance condition holds. We also have
vqvr = uc(q)uc(r) = uc(q)c(r)c(qr)∗uc(qr)
= π(τc(q)c(r)c(qr)∗)uc(qr) = π(wq,r)vqr .
It is clear that vq has the right initial and final spaces. It is also clear that im (π×τ
u) ⊃ im (π × v) since for a ∈ E[s] we have π(a)v[s] = π(a)uc([s]) ∈ im (π ×τ u).
Now let π × v be a faithful representation of A×β,w S/N . Then by the above
correspondence, π ×τ u is a representation of A ×γ,τ S such that im (π × v) =
im (π ×τ u), and so we have a surjective homomorphism Φ = (π × v)−1 ◦ (π ×τ u) :
A ×γ,τ S → A ×β,w S/N . Similarly, starting with a faithful representation ρ ×τ z
of A ×γ,τ S the representation ρ × (z ◦ c) can be used to find a homomorphism
Ψ = (ρ×τ z)−1 ◦ (ρ× (z ◦ c)) : A×β,w S/N → A×γ,τ S. We show that Ψ ◦Φ is the
identity map, hence Φ is an isomorphism. For a ∈ Es we have
Ψ ◦Φ(aδs) = Ψ ◦ (π × v)−1(π(a)us)
= Ψ ◦ (π × v)−1(π(a)π(τsc([s])∗)v[s])
= Ψ(aτsc([s])∗δ[s])
= (ρ×τ z)−1 ◦
(
ρ× (z ◦ c))(aτsc([s])∗δ[s])
= (ρ×τ z)−1(ρ(a)ρ(τsc([s])∗)zc[s])
= (ρ×τ z)−1(ρ(a)zsc([s])∗zc[s])
= (ρ×τ z)−1(ρ(a)zs) = aδs .
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Proposition 7.2. If we use a different order-preserving cross-section b : S/N → S
in Theorem 7.1 then we get an exterior equivalent Busby-Smith twisted action
(α, u).
Proof. The exterior equivalence is implemented by Vq = τc(q)b(q)∗ because for q ∈
S/N we have
βq = γc(q) = γc(q)b(q)∗b(q) = γc(q)b(q)∗γb(q) = Ad τc(q)b(q)∗ ◦ γb(q) ,
and for q, r ∈ S/N we have
Vqαq(1M(Eq∗ )Vr)uq,rV
∗
qr = τc(q)b(q)∗γb(q)(1M(Eq∗ )τc(r)b(r)∗)τb(q)b(r)b(qr)∗τ
∗
c(qr)b(qr)∗
= τc(q)1M(Eq∗ )τc(r)b(r)∗τb(r)b(qr)∗τ
∗
c(qr)b(qr)∗
= τc(q)1M(Eq∗ )τc(r)τb(qr)∗τ
∗
b(qr)∗τ
∗
c(qr) = wq,r .
Our next goal is to show that starting with a Busby-Smith twisted action we
can build a Green twisted action with the same crossed product. The construction
mimics that of Fell’s in [Fel, Theorem I.9.1].
Lemma 7.3. Let (A, T, β, w) be a Busby-Smith twisted action. The set
S = {u∂t : u ∈ UM(Et), t ∈ T}
with multiplication and adjoint defined by
ur∂r ∗ ut∂t = βr(β−1r (ur)ut)wr,t∂rt
(ut∂t)
∗ = β−1t (u
∗
t )w
∗
t∗,t∂t∗
is an inverse semigroup with idempotent semilattice
ES = {1M(Ef )∂f : f ∈ ET },
where ET is the idempotent semilattice of T . If for ut∂t ∈ S, a ∈ Et∗ and uf∂f in
N := {u∂f : u ∈ UM(Ef), f ∈ ET }
we define
γut∂t(a) = utβt(a)u
∗
t and τuf∂f = uf ,
then (A, S,N, γ, τ) is a Green twisted action.
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Proof. To verify that S is an inverse semigroup note that the operations are well-
defined and as in the proof of Proposition 3.1, associativity holds for the multipli-
cation. Also if ut∂t ∈ S then by the calculation in the proof of Proposition 3.1 and
Proposition 2.3(k) we have
ut∂t(ut∂t)
∗ut∂t = βt(β
−1
t (ut)βt∗(β
−1
t∗ (β
−1
t (u
∗
t )w
∗
t∗,t)ut))wt,t∗wtt∗,t∂tt∗t
= βt(β
−1
t (ut)β
−1
t (u
∗
t )w
∗
t∗,t)βt∗(ut))wt,t∗∂t
= utu
∗
tβt(w
∗
t∗,t)βt(βt∗(ut))wt,t∗∂t
= w∗t,t∗βt(βt∗(ut))wt,t∗∂t = ut∂t
and similarly (ut∂t)
∗ut∂t(ut∂t)
∗ = (ut∂t)
∗. It is easy to see that ES is in fact the
idempotent semilattice of S. The definition
u∂r ∼ v∂t if and only if r = t
gives an idempotent-separating congruence on S. The corresponding normal Clif-
ford subsemigroup is N .
If a ∈ E(rt)∗ then we have
γur∂r(γut∂t(a)) = urγr(utγt(a)u
∗
t )u
∗
r = βr(β
−1
r (ur)utβt(a)u
∗
tβ
−1
r (u
∗
r))
= βr(β
−1
r (ur)ut)wr,tβrt(a)w
∗
r,tβr(u
∗
tβ
−1
r (u
∗
r))
= γβr(β−1r (ur)ut)wr,t∂rt(a) = γur∂r∗ut∂t(a) ,
showing that γ is a homomorphism. To verify Definition 6.1(b) note that by Propo-
sition 2.3(k) for s = ut∂t we have
ss∗ = βt(β
−1
t (ut)β
−1
t (u
∗
t )w
∗
t∗,t)wt,t∗∂tt∗ = βt(w
∗
t∗,t)wt,t∗∂tt∗ = 1M(Ett∗ )∂tt∗ ,
for all s ∈ S. Thus if n = uf∂f ∈ N and s = ut∂t ∈ S with n∗n ≤ s∗s then
1M(Eft∗t)∂ft∗t = 1M(Ef )∂f1M(Ett∗ )∂tt∗ = n
∗ns∗s = n∗n = 1M(Ef )∂f ,
and so f ≤ t∗t. Hence τn = uf ∈ Et∗t = Et and we have
τsns∗ = βt(β
−1
t (ut)ufβ
−1
t (u
∗
t )w
∗
t∗,t)wt,fwtf,t
= utβt(uf )u
∗
twt,t∗tw
∗
tt∗,tw
∗
t,t∗
= utβt(uf )u
∗
t = γs(τn) .
The conditions in Definition 6.1(a) and (c) are easy to verify.
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Definition 7.4. The Busby-Smith twisted actions (A, S, α, u) and (B, T, β, w) are
called conjugate, if there is a pair (ρ, φ) such that ρ : A → B and φ : S → T are
isomorphisms such that for all s, t ∈ S we have
ρ ◦ αs = βφ(s) ◦ ρ and ρ(us,t) = wφ(s),φ(t) ,
where ρ is extended to the double dual of A.
The proof of the following is straightforward.
Lemma 7.5. Conjugate Busby-Smith twisted actions have isomorphic crossed
products.
Theorem 7.6. If (A, T, β, w) is a Busby-Smith twisted action and (A, S,N, γ, τ) is
the corresponding Green twisted action constructed in Lemma 7.3, then the crossed
products A×β,w T and A×γ,τ S are isomorphic.
Proof. It is easy to see that the cross-section c : S/N → S defined by c([u∂t]) =
1M(Et)∂t is order-preserving so if for all q, r ∈ S/N
β˜q = γc(q) and w˜q,r = τc(q)∗c(r)∗c(qr)∗ ,
then by Theorem 7.1, (A, S/N, β˜, w˜) is a Busby-Smith twisted action and the crossed
products A×γ,τ S and A×β˜,w˜ S/N are isomorphic. We finish the proof by showing
that (id, φ) is a conjugacy between the Busby-Smith twisted actions (A, T, β, w) and
(A, S/N, β˜, w˜), where
φ(t) = [1M(Et)∂t].
It is easy to see that φ is an isomorphism. For s, t ∈ T we have
β˜φ(s) = γc([1M(Es)∂s]) = βs
and
w˜φ(s),φ(t) = τc([1M(Es)∂s])c([1M(Et)∂t])c([1M(Est)∂st])∗
= τ1M(Es)∂s∗1M(Et)∂t∗(1M(Est)∂st)∗
= βqr(β
−1
qr (wq,r)w
∗
(qr)∗,qr)wqr,(qr)∗ = wq,r ,
and so we are done by Lemma 7.5.
8. Decomposition of Green twisted actions
Now we prove that in the presence of a normal Clifford subsemigroup, a Green
twisted crossed product can be decomposed as an iterated Green twisted crossed
product. The close analogy with Green’s decomposition theorem [Gre] gives further
evidence that in the inverse semigroup case, normal Clifford subsemigroups play the
same role as normal subgroups do in the group case.
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Theorem 8.1. Let (A, S,N, γ, τ) be a Green twisted action and K be a normal
Clifford subsemigroup containing N . The restriction of γ toK gives a Green twisted
action (A,K,N, γ, τ). Let µ×τ m be the universal representation of A×γ,τ K, and
identify A×γ,τ K with its image under µ×τ m. Let
E˜s = span {µ(a)mk : a ∈ Ek, k ∈ K, kk∗ ≤ ss∗}
and define
γ˜s : E˜s∗ → E˜s by γ˜s = Adms .
Let τ˜k = mk for all k ∈ K. Then (A ×γ,τ K,S,K, γ˜, τ˜) is a Green twisted action
and
A×γ,τ S ∼= (A×γ,τ K)×γ˜,τ˜ S .
Proof. First we show that (γ˜, τ˜) is a Green twisted action. E˜s is an ideal by the
calculation in the proof of Proposition 3.5 and the fact that k, l ∈ K and kk∗ ≤ ss∗
imply kl(kl)∗ ≤ ss∗ and lk(lk)∗ ≤ ss∗. It is clear that γ˜s is multiplicative and
preserves adjoints. Since
γ˜s(µ(a)mk) = msµ(a)mkm
∗
s = msµ(a)m
∗
smsks∗ = µ(γs(a))msks∗
for all µ(a)mk ∈ E˜k, γ˜s is a bijection and therefore an isomorphism of E˜s∗ to E˜s,
hence a partial automorphism of A×γ,τ K. For µ(a)mk ∈ E˜(st)∗ we have
γ˜sγ˜t(µ(a)mk) = γ˜s(µ(γt(a))mtkt∗) = µ(γs(γt(a))mstkt∗s∗ = γ˜st(µ(a)mk) ,
so to show that γ˜ is a homomorphism from S to PAutA ×γ,τ K we only need
to check that dom γ˜sγ˜t = dom γ˜st. First note that if T ∈ A˜t then T = limi Ti
for some Ti ∈ span {µ(a)mk : a ∈ Ak, k ∈ K, kk∗ ≤ tt∗}. Hence, µ(1M(At))T =
limi µ(1M(At))Ti = T since for a ∈ Ak, k ∈ K and kk∗ ≤ tt∗ we have Ak ⊂ At and
so
µ(1M(At))µ(a)mk = µ(1M(At)a)mk = µ(a)mk .
Now, if T ∈ dom γ˜sγ˜t then γ˜t(T ) = limi Ti for some Ti ∈ span {µ(a)mk : a ∈ Ak, k ∈
K, kk∗ ≤ s∗s}. Then
T = m∗tµ(1M(At))γ˜t(T )mt = lim
i
m∗tµ(1M(At))Timt ,
so to see that T ∈ dom γ˜st, it suffices to show that if a ∈ Ak, k ∈ K and kk∗ ≤ s∗s,
then
m∗tµ(1M(At))µ(a)mkmt = µ(γt∗(1M(At)a))mt∗kt ∈ A˜(st)∗ .
This is true since γt∗(1M(At)a) ∈ At∗k = At∗kk∗t and t∗kk∗t ≤ t∗s∗st = (st)∗st.
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To see that dom γ˜sγ˜t ⊃ dom γ˜st, first note that A˜t∗ ⊃ A˜(st)∗ since kk∗ ≤ (st)∗st
implies kk∗ ≤ t∗s∗st ≤ t∗t. So it suffices to show that if a ∈ Ak, k ∈ K and
kk∗ ≤ (st)∗st then
γ˜t(µ(a)mk = mtµ(a)mkm
∗
t = µ(γt(a))mtkt∗ ∈ A˜s∗ .
But this follows since
γt(a) ∈ Atk = Atkk∗t∗ = Atkt∗tk∗t∗ = Atkt∗(tkt∗)∗ = Atkt∗
and tkt∗(tkt∗)∗ = tkk∗t∗ ≤ tt∗s∗stt∗ ≤ s∗s. We used the fact that tkk∗t∗ =
tkt∗tk∗t∗. This is true because tkk∗t∗ is the unique idempotent in [t][kk∗][t∗]
and tkt∗tk∗t∗ is the unique idempotent in [t][k][t∗t][k∗][t∗] = [t][kk∗][t∗t][kk∗][t∗] =
[t][kk∗][t∗].
Next we show that τ˜k is a unitary multiplier of E˜k. If a ∈ El for some l ∈ K
with ll∗ ≤ kk∗ then we have µ(a)mlmk = µ(a)mlk ∈ E˜k since lk(lk)∗ = ll∗ and
so lk(lk)∗ ≤ kk∗ and a ∈ El = Ell∗ = Elk(lk)∗ = Elk. We also have mkµ(a)ml =
(µ(τ∗l a
∗)mk∗)
∗ ∈ E˜k since τ∗l a∗ ∈ El and so τ∗l a∗ ∈ El = Ekk∗l = γkk∗(Ekk∗El) ⊂
Ekk∗ = Ek. Hence τ˜k is a multiplier of E˜k. The multiplier mk is clearly unitary
with inverse m∗k.
To check Definition 6.1(a) let k ∈ K and µ(a)ml ∈ E˜k∗ . Then a ∈ El for some
l ∈ K such that l∗l ≤ k∗k, so
γ˜k(µ(a)ml) = mkµ(a)mlm
∗
k = τ˜kµ(a)mlτ˜
∗
k .
Since for s ∈ S and k ∈ K with k∗k ≤ s∗s we have
γ˜s(τ˜k) = γ˜s(mk) = msmkm
∗
s = msks∗ = τ˜sks∗ ,
Definition 6.1(b) is verified and so we are finished showing that (γ˜, τ˜) is a Green
twisted action.
Next we find a correspondence between covariant representations of our ac-
tions. First let (Π, v) be a covariant representation of (γ˜, τ˜). Then Π = π ×τ u for
some covariant representation (π, u) of (γ|K, τ). We show that (π, v) is a covariant
representation of (γ, τ) by checking the conditions of Definition 6.3. Condition (a)
follows from the calculation
vsπ(a)v
∗
s = vsΠ(µ(a)ms∗s)v
∗
s = Π(γ˜s(µ(a)ms∗s))
= Π(γs(a)mss∗ss∗) = π(γs(a)) .
Since vs has final space
Π(E˜s)H = span {Π(µ(Ek)mk) : k ∈ K, kk∗ ≤ ss∗}
= Π(µ(Ess∗)mss∗) = π(Es) ,
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vs has the required initial and final spaces. The equality vn = Π(τ˜n) = Π(mn) =
Π(µ(τn)) = π(τn) for all n ∈ N shows that (π, v) preserves the twist.
Next we show that if (π, v) is a covariant representation of (γ, τ), then
(π ×τ v|K, v) is a covariant representation of (γ˜, τ˜). Condition (a) follows from
the calculation
vs
(
π ×τ v|K
)
(µ(a)mk)v
∗
s = vsπ(a)vkv
∗
s = vsπ(a)v
∗
svsvkv
∗
s
= π(γs(a))vsks∗ =
(
π ×τ v|K
)
(µ(γs(a))msks∗)
=
(
π ×τ v|K
)
(γ˜s(µ(a)mk)) ,
where a ∈ Ek for some k ∈ K satisfying kk∗ ≤ ss∗. Conditions (b) and (c) are
clearly satisfied.
Now we investigate the ranges of the corresponding representations. If (π ×τ
u, v) is a covariant representation of (γ˜, τ˜) and (π, v) is a covariant representation
of (γ, τ) then for a ∈ Es and s ∈ S we have
(
π ×τ v
)
(µ(a)ms) = π(a)vs = π(a)uss∗vs =
(
(π ×τ u)×τ˜ v
)
(µ(a)mss∗δs) .
Hence the range of π×τv is contained in the range of (π×τu)×v since µ(a)mss∗ ∈ E˜s.
On the other hand, for µ(a)mk ∈ E˜s∗ , that is, a ∈ Ek for some k ∈ K with
kk∗ ≤ ss∗, we have
(
(π×τ u)×τ˜ v
)
(µ(a)mkδs) = π(a)
(
π×τ u
)
(τ˜k)vs = π(a)vkvs =
(
π×τ v
)
(µ(a)mks) .
Hence the range of (π ×τ u)× v is contained in the range of π ×τ v.
Now starting with a faithful representation ρ×τ z of A×γ,τS we know that (ρ×τ
z|K)×τ˜ z is a representation of (A×γ,τK)×γ˜,τ˜S and Ψ = (ρ×τ z)−1◦(ρ×τ z|K)×τ˜ z
is a surjective homomorphism. Similarly, starting with a faithful representation
(π ×τ u) ×τ˜ v of (A ×γ,τ K) ×γ˜,τ˜ S we know that π ×τ v is a representation of
A×γ,τ S and Φ = ((π×τ u)×τ˜ v)−1 ◦ (π×τ v) is a surjective homomorphism. The
relationship among these maps is expressed by the commutative diagram:
A×γ,τ S
ρ×τz−֒−−→ im (ρ×τ z)
pi×τv
y
x(ρ×τz|K)×τ˜z
im ((π ×τ u)×τ˜ v) ←−−−֓
(pi×τu)×τ˜ v
(A×γ,τ K)×γ˜,τ˜ S
We show that Ψ ◦ Φ is the identity map, which implies that Φ is an isomorphism.
For a ∈ Es we have
Ψ ◦ Φ(aδs) = Ψ ◦ ((π ×τ u)×τ˜ v)−1(π(a)vs) = Ψ(µ(a)mss∗δs)
= (ρ×τ z)−1(ρ(a)zss∗zs) = µ(a)ms .
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Recall [Sie] that if β is the canonical action of the inverse semigroup S on
its semilattice E (Example 2.6), then C∗(S) ∼= C∗(E) ×β S. Also recall that if
β is the trivial action of S on C, that is, βs is the identity for all s ∈ S, then
C∗(GS) ∼= C ×β S, where GS is the maximal group homomorphic image of S.
These results can be extended to Green twisted inverse semigroup actions. Similar
results will be given for Busby-Smith twisted actions in Proposition 9.2.
Proposition 8.2. Let S be an inverse semigroup with idempotent semilattice
E, and let K be a normal Clifford subsemigroup of S. For all s ∈ S let Es be
the closed span of {k ∈ K : kk∗ ≤ ss∗} in C∗(K), and define αs : Es∗ → Es by
αs(a) = sas
∗. For k ∈ K let σk = k. Then (C∗(K), S,K, α, σ) is a Green twisted
action and C∗(S) ∼= C∗(K)×α,σ S.
Proof. Let β be the canonical action of S on its semilattice E. The result can be
obtained by following through the isomorphism chain
C∗(S) ∼= C∗(E)×β S ∼= (C∗(E)×β K)×β˜,τ˜ S ∼= C∗(K)×α,σ S,
using Theorem 8.1.
Proposition 8.3. Let S be an inverse semigroup with idempotent semilattice E,
and let K be a normal Clifford subsemigroup of S. For all s ∈ S let Es be the
closed span in C∗(GK) of {[k] : k ∈ K, kk∗ ≤ ss∗}, where GK is the maximal group
homomorphic image of K and [k] is the canonical image of k in C∗(GK), and define
αs : Es∗ → Es by αs(a) = sas∗. For k ∈ K let σk = [k]. Then (C∗(GK), S,K, α, σ)
is a Green twisted action and C∗(GS) ∼= C∗(GK)×α,σ S, where GS is the maximal
group homomorphic image of S.
Proof. Let β be the trivial action of S onC. The result can be obtained by following
through the isomorphism chain
C∗(GS) ∼= C×β S ∼= (C×β K)×β˜,τ˜ S ∼= C∗(K)×α,σ S,
using Theorem 8.1.
Recall from [Re1] that the Cuntz algebra is the C∗-algebra C∗(On) of the Cuntz
groupoid On. Paterson recently found a connection between groupoid C
∗-algebras
and inverse semigroup crossed products [Pa3]. The details of this connection will be
included in his upcoming book. Using his results it is possible to identify C∗(On)
with a crossed product of C0(O
0
n) by the Cuntz inverse semigroup On.
Since the only normal Clifford subsemigroup of the Cuntz inverse semigroup
is its idempotent semilattice, there is no nontrivial decomposition of this crossed
product. This is further evidence of the rigidity of the Cuntz relations. The question
remains whether the Cuntz-Krieger inverse semigroups [HR] have normal Clifford
subsemigroups supplying a possible decomposition of the Cuntz-Krieger algebras.
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9. Decomposition of Busby-Smith twisted actions
Since every Busby-Smith twisted action corresponds to a Green twisted action,
we can apply our Decomposition Theorem 8.1 to Busby-Smith twisted actions.
Theorem 9.1. If (A, T, β, w) is a Busby-Smith twisted action and L is a normal
Clifford subsemigroup of T with an order-preserving cross-section c : T/L → T ,
then the crossed product can be decomposed as an iterated Busby-Smith twisted
crossed product
A×β,w T ∼= (A×β,w L)×β˜,w˜ T/L.
Proof. Let (A, S,N, γ, τ) be the Green twisted action corresponding to (A, T, β, w),
constructed in Lemma 7.3. Let ∼L denote the idempotent-separating congruence
on T determined by L. Define a normal Clifford subsemigroup
K = {ut∂t : ut ∈ UM(Et), t ∈ L}
of S. The corresponding congruence relation on S is given by
u∂r ∼K v∂t if and only if r ∼L t.
By Theorem 8.1 there is a Green twisted action (A ×γ,τ K,S,K, γ˜, τ˜) such that
A×γ,τ S is isomorphic to (A×γ,τ K)×γ˜,τ˜ S. Define a cross-section
d : S/K → S, d([ut∂t]) = 1M(Ec([t]))∂c([t]) .
To see that d is order-preserving, let [us∂s] ≤ [ut∂t] in S/K. Then [us∂s] = [ut∂t ∗
(us∂s)
∗ ∗ us∂s] and so s ∼L ts∗s. This means [s] ≤ [t] in T/L and so d([us∂s]) ≤
d([ut∂t]) because
d([ut∂t])d([ut∂t])
∗d([ut∂t]) = 1M(Ec([t]))∂c([t]) ∗ 1M(Ec([t])∗ )∂c([t])∗c([t])
= wc([t]),c([s])∗c([s])∂c([t])c([s])∗c([s])
= 1M(Ec([s]))∂c([s]) .
Hence by Theorem 7.1 there is a Busby-Smith twisted action (A×γ,τ K,S/K, α˜, u˜)
such that (A×γ,τ K)×γ˜,τ˜ S and (A×γ,τ K)×α˜,u˜ S/K are isomorphic. By Theorem
7.6 there is an isomorphism ρ : A×β,w L→ A×γ,τ K, and it is easy to see that
φ : T/L→ S/K, φ([t]) = [1M(Et)∂t]
is an isomorphism. So if for all s, t ∈ T/L we define
β˜s = ρ
−1 ◦ α˜φ(s) ◦ ρ and w˜s,t = ρ−1(u˜φ(s),φ(t)) ,
then (A×β,w L, T/L, β˜, w) is clearly a Busby-Smith twisted action, which is conju-
gate to (A×γ,τ K,S/K, α˜, u˜). Thus we have the following chain of isomorphisms
A×β,w T ∼= A×γ,τ S
∼= (A×γ,τ K)×γ˜,τ˜ S
∼= (A×γ,τ K)×α˜,u˜ S/K
∼= (A×β,w L)×β˜,w˜ T/L .
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Using Theorem 7.1 we get analogs of Propositions 8.2 and 8.3 for Busby-Smith
twisted actions:
Proposition 9.2. If (C∗(N), T/N, β, w) is the Busby-Smith twisted action of
Proposition 2.5, then
C∗(T ) ∼= C∗(N)×β,w T/N .
Proposition 9.3. Let S be an inverse semigroup and let N be a normal Clifford
subsemigroup with an order-preserving cross-section from S/N to S. Then
C∗(GS) ∼= C∗(GN )×β,w S/N .
This material is based upon work supported by the National Science Foundation
under Grant No. DMS9401253.
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