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IRREDUCIBILITY OF ITERATES OF POST-CRITICALLY
FINITE QUADRATIC POLYNOMIALS OVER Q
VEFA GOKSEL
Abstract. In this paper, we classify, up to three possible exceptions, all
monic, post-critically finite quadratic polynomials f(x) ∈ Z[x] with an iter-
ate reducible module every prime, but all of whose iterates are irreducible over
Q. In particular, we obtain infinitely many new examples of the phenomenon
studied in [6]. While doing this, we also find, up to three possible exceptions,
all integers a such that all iterates of the quadratic polynomial (x+a)2−a−1
are irreducible over Q, which answers a question posed in [1], except for three
values of a. Finally, we make a conjecture that suggests a necessary and suf-
ficient condition for the stability of any monic, post-critically finite quadratic
polynomial over any field of characteristic 6= 2.
1. Introduction
Hilbert gave examples of irreducible polynomials f(x) ∈ Z[x] which are reducible
modulo every prime, namely any irreducible polynomial of the form x4+2ax2+ b2,
where a, b ∈ Z. Moreover, polynomials of the form x2n + 1 for n ≥ 2 share the
same property as well. In [6], Jones gives a generalization of this, and constructs
infinitely many infinite families of such examples. He achieves this by giving criteria
ensuring that a quadratic polynomial f ∈ Z[x] has all iterates irreducible over Q,
but a given iterate reducible modulo every prime. The strategy of [6] is to consider
carefully selected conjugates of polynomials of the form x2 + c. In this paper, we
classify, up to three possible exceptions, all monic, post-critically finite (see below
for a definition) quadratic polynomials f(x) ∈ Z[x] with an iterate reducible mod-
ule every prime, but all of whose iterates are irreducible over Q. Note that having
an iterate reducible modulo every prime implies that all subsequent iterates also
have the same property. We say that the quadratic polynomial f is post-critically
finite or PCF for short, if the orbit of its critical point under the iteration of f
is finite. It follows from a straightforward calculation that all the monic PCF qua-
dratic polynomials with integer coefficients are conjugate to x2, x2 − 1 or x2 − 2
under the map x → x + a, a ∈ Z. So, our method proceeds by classifying all con-
jugates over Z of the maps x2, x2 − 1, and x2 − 2 that have the desired properties.
In particular, this leads to infinitely many new examples of the above phenomenon
not covered by the criteria given in [6].
Precisely, we prove the following theorem:
Theorem 1.1. Let f(x) ∈ Z[x] be a monic PCF quadratic polynomial. Let S =
{9, 9801, 332929}, and suppose that f(x) 6= (x − m2)2 + m2 − 1 for any m ∈ S.
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Then fn(x) ∈ Z[x] is irreducible for all n, and there exists N ∈ N such that fn(x)
is reducible modulo every prime for all n ≥ N if and only if f(x) has one of the
following forms:
1) f(x) = (x− b2)2 + b2 for some b ∈ Z such that b 6= 2k2 for any k ∈ Z.
2) f(x) = (x+ b2)2 − b2 − 1 for some b ∈ Z.
3) f(x) = (x− b2)2 + b2 − 1 for some b ∈ Z such that b 6= 2k2 − 1 for any k ∈ Z.
4) f(x) = (x− b2 − 1)2 + b2 for some b ∈ Z such that b 6= 2(r2 ± r
√
2(r2 − 1))2 for
any integer solution r of the Pell equation 2r2 − t2 = 2.
5) f(x) = (x+2− b2)2 + b2− 4 for some b ∈ Z such that b 6= 2v2− 2 for any v ∈ Z.
Note that the exceptions such as b 6= 2k2, b 6= 2k2− 1, b 6= 2(r2± r
√
2(r2 − 1))2
and b 6= 2v2 − 2 come from the fact that those values make one of the first few it-
erates of the corresponding polynomials reducible over Q. We say that a quadratic
polynomial f(x) ∈ Z[x] is stable if all of its iterates are irreducible over Q. In
particular, our work implies that stability is a rigid property for the monic PCF
quadratic polynomials with integer coefficients. In other words, for these polyno-
mials, irreducibility of first few iterates implies the irreducibility of all the iterates.
We will now state this phenomenon more concretely:
Set fa(x) = (x + a)
2 − a, ga(x) = (x + a)2 − a − 1, ha(x) = (x + a)2 − a − 2,
where a ∈ Z. We prove the following theorem which shows that the stability is a
rigid property for these families of polynomials:
Theorem 1.2. Let S = {9, 9801, 332929}, and suppose that ga(x) 6= (x −m2)2 +
m2 − 1 for any m ∈ S. Then we have the following:
(i) All the iterates of fa are irreducible ⇐⇒ f2a is irreducible.
(ii) All the iterates of ga are irreducible ⇐⇒ g3a is irreducible.
(iii) All the iterates of ha are irreducible ⇐⇒ h2a is irreducible.
Note that the part (ii) of Theorem 1.2 also answers a question posed by Ayad
and McQuillan in [1], except for the excluded three values of a. See Remark 3.11
for more details about this.
The structure of the paper is as follows: In Section 2, we give some preliminary
definitions and results. In Section 3, we prove the main results. In Section 4,
we first generalize one of the results that appears in Section 3, and then make a
conjecture regarding the stability of monic, PCF quadratic polynomials over any
field of characteristic 6= 2.
2. Preliminaries
Let K be a field, f(x) ∈ K[x] a quadratic polynomial. For any n ≥ 1, we denote
by fn(x) the nth iterate of f(x). We also make the convention that f0(x) = x. Let
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c be the critical point of f . Then the post-critical orbit of f is given by
Of = {f(c), f2(c), . . . }.
When this set is finite, we say f is post-critically finite, or PCF for short. In
this case, |Of | is the size of the post-critical orbit, which we denote by of . We also
define the tail of f , Tf , by the set
Tf = {f i(c) | i ≥ 1, f i(c) 6= fk(c) for any i 6= k}.
Hence, |Tf | is the tail size of f , which we denote by tf .
Example 2.1. Take K = Q, and f(x) = x2 − 2 ∈ Q. The critical point is c = 0,
hence the post-critical orbit becomes Of = {−2, 2}. In this case, we have of = 2,
tf = 1.
Since we will study the iterates of quadratic polynomials modulo primes, next we
need to give some definitions related to the polynomials over finite fields. Through-
out, we denote by Fq the finite field of size q, where q is a prime power.
Definition 2.2. Let f(x) ∈ Fq[x] be a quadratic polynomial with post-critical
orbit Of , and g(x) ∈ Fq[x] be an irreducible polynomial. We define the type of
g(x) at β to be s if g(β) is a square in Fq, and n if it is not a square. The type of
g is a string of length |Of | whose kth entry is the type of g(x) at the kth entry of
Of .
Example 2.3. Take g(x) = (x + 1)2 − 2 ∈ F5[x], and f(x) = x2 − 2 ∈ F5[x]. We
have Of = {−2, 2}. Since g(−2) = −1 is a square in F5, and g(2) = 2 is not a
square in F5, we conclude that g has type sn.
We now quote the following lemma from [7], which will be one of the building
stones of our paper:
Lemma 2.4. [7] Let K be a field of odd characteristic, f(x) ∈ K[x] a monic,
quadratic polynomial with the critical point c ∈ K. Suppose that g ∈ K[x] is
another monic polynomial such that g ◦ fn−1(x) has degree d, and is irreducible
over K for some n ≥ 1. Then g ◦ fn is irreducible over K if g(fn(c)) is not a
square in K. If K is finite, we can replace “if” with “if and only if”.
The following remark is a straightforward consequence of Lemma 2.4:
Remark 2.5. Let q be an odd prime power, and f(x) ∈ Fq[x] an irreducible quadratic
polynomial with post-critical orbit Of . Then, by Lemma 2.4, all the iterates of f
are irreducible over Fq if and only if f has type nn . . . n. Moreover, suppose f does
not have type nn . . . n. For some i ≥ 1, let s appear in the ith entry of the type of
f for the first time. Then f i+1 is the first iterate of f that is reducible.
Throughout the paper, we will use the framework of [1]. To do this, we need to
recall some technical notions they use. We will give all of them in the next definition:
Definition 2.6. [1] Let K be a field, and f(x) = x2 + ax + b. We denote the
discriminant of f by df = a
2 − 4b. We also define another invariant δf of f by
δf = −df + 2a.
Set δ0 =
δf
4
. We define the sequence {di}i≥0 by d0 = df4 , and the recursion
relation di = −δ0 +
√
di−1 for i ≥ 1. Using this sequence, we define a sequence
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{Ki}i≥0 of fields by setting K0 = K, and Ki = K(di) for i ≥ 1.
We would like to include the following translation of the notation in the previous
paragraph, for the readers more familiar with the framework of [6]: By completing
the square, one can write f of the form f(x) = (x− γ)2 + γ +m. Then δ0 is m, d0
is −f(γ) (= −γ −m), and √di is a root of f i+1(x+ γ).
Finally, let g0(x) = −x, g1(x) = x2 + δ0 and gr+1(x) = g1(gr(x)), so gr+1(x) =
[gr(x)]
2 + δ0 for r ≥ 1. We define the sequence {gr}r≥0 ⊆ K by gr = gr(δ0) for all
r ≥ 0. In other words, we have g0 = −δ0, g1 = δ20 + δ0, gr+1 = g2r + δ0 for r ≥ 1.
Example 2.7. Let f(x) = x2 − x− 1. If we calculate the quantities defined above
for f(x), we get df = 5, δf = −7, δ0 = −74 . Hence the sequence {di}i≥0 becomes
d0 =
5
4
, di =
7
4
+
√
di−1 for i ≥ 1. Finally, the sequence {gr}r≥0 becomes g0 = 74 ,
g1 =
21
16
, gr+1 = g
2
r − 74 for r ≥ 1.
Having given Definition 2.6, we now quote a theorem from [1], which will be an
important ingredient throughout the paper:
Theorem 2.8. [1] Let n ≥ 1 and let fn(x) be irreducible in K[x]. If fn+1(x) is
reducible over K, then for every r, 0 ≤ r ≤ n − 1, there exist elements ar, br ∈
Kn−r−1 such that g
2
r − b2r = dn−r−1 and a2r = gr+br2 . Furthermore, for every r such
that 1 ≤ r ≤ n− 1, we have
(2.1) br−1 = ±(ar −
√
dn−r−1
2ar
).
Conversely, if there exist elements ar and br with these properties, then f
n+1(x) is
reducible in K[x].
Notation 2.9. Let a ∈ Z. We define Xa to be a set of polynomials, given by
Xa = {fa, ga, ha},
where fa, ga, ha ∈ Z[x] are as in Theorem 1.2.
Remark 2.10. Note that by the discussion preceding Theorem 1.1, the union ∪a∈ZXa
is equal to the set of all monic PCF quadratic polynomials with integer coefficients.
3. Proof of the main results
We start with the following lemma which gives a simple characterization of the
PCF quadratic polynomials with integer coefficients and an iterate reducible modulo
every prime. From now on, for any polynomial f(x) ∈ Z[x] and prime p, f¯(x) ∈
Fp[x] denotes the polynomial f reduced mod p.
Lemma 3.1. Let f(x) ∈ Xa for some a ∈ Z. Suppose that f(x) ∈ Z[x] is ir-
reducible. Then we have the following: There exists N ∈ N such that fn(x) is
reducible modulo all primes for all n ≥ N if and only if there does not exist any
odd prime p such that f¯(x) ∈ Fp[x] has type nn . . . n.
Proof. Recall that for some a ∈ Z, f is equal to fa, ga or ha, where fa, ga, ha are
as in Theorem 1.2. It is clear that for any a ∈ Z, all three of these polynomials are
already reducible modulo 2. Hence, it suffices to consider f modulo odd primes.
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Note that ( =⇒ ) part is clear by Remark 2.5. We now prove the other direction.
Using Remark 2.5, for any odd prime p, if f¯(x) ∈ Fp[x] does not have type nn . . . n,
then there exists Np ∈ Z such that f¯ i(x) ∈ Fp[x] is reducible for all i ≥ Np. Since f
is PCF with orbit size |Of |, by the second part of Remark 2.5, we haveNp ≤ |Of |+1
for each odd prime p. Now, taking N = |Of |+ 1, the result directly follows. 
To be able to use Lemma 3.1, we will first determine all f(x) ∈ Z[x] such that
f ∈ Xa for some a and there does not exist any odd prime p such that f¯(x) ∈ Fp[x]
has type of the form n . . . n. For simplicity, we give the following definition:
Definition 3.2. Let f(x) ∈ Xa for some a ∈ Z. Suppose f(x) ∈ Z[x] is irreducible.
We say f is a special type polynomial if there does not exist any odd prime p,
for which f¯(x) ∈ Fp[x] is irreducible and has type n . . . n.
The following lemma gives all special type polynomials:
Lemma 3.3. Let a ∈ Z, and f(x) ∈ Xa. Then f is a special type polynomial if and
only if it has one of the forms (x− b2)2 + b2, (x+ b2)2 − b2 − 1, (x− b2 − 1)2 + b2,
(x− b2)2 + b2 − 1 or (x + 2− b2)2 + b2 − 4, where b ∈ Z.
Proof. We will look at each form of polynomials in Xa separately:
i) f(x) = (x+ a)2− a : The critical point is −a, and it follows that the post-critical
orbit becomes {−a}. Hence, type is determined by the set {f(−a)} = {−a}. For
f to be special type, −a must be square in Fp for every odd prime p such that
f¯(x) ∈ Fp[x] is irreducible, which holds if and only if a = −b2 for some b ∈ Z.
ii) f(x) = (x + a)2 − a − 1 : The critical point is −a, and the post-critical orbit
becomes {−a − 1,−a}. So, type is determined by the set {f(−a − 1), f(−a)} =
{−a,−a − 1}. For f to be special type, for any given odd prime p such that
f¯(x) ∈ Fp[x] is irreducible (i.e., (a+1p ) = −1), either −a or −a−1 need to be square
in Fp. It easily follows that all such values of a are a = b
2, a = −b2 or a = −b2 − 1
for some b ∈ Z.
iii) f(x) = (x + a)2 − a − 2: The post-critical orbit is {−a− 2,−a+ 2}. Similarly,
type is determined by the set {f(−a−2), f(−a+2)} = {2−a}. For f to be special
type, 2 − a must be a square in Fp for any odd prime p such that f¯(x) ∈ Fp[x] is
irreducible. It easily follows that all such a values are a = 2 − b2 for some b ∈ Z,
which completes the proof. 
Next, we recall some terminology from the theory of polynomial iteration:
Definition 3.4. Let K be a field, and f(x) ∈ K[x] a polynomial. We say that
f(x) is stable if fn(x) is irreducible over K for all n ≥ 1.
We now determine, up to three possible exceptions, all monic, stable PCF qua-
dratic polynomials f(x) ∈ Z[x]. We will then combine this with Lemma 3.1 and
Lemma 3.3 to prove Theorem 1.1.
To do this, we will give three separate results for the three forms fa, ga, ha.
Proposition 3.5. Let f(x) = fa(x) ∈ Z[x] be irreducible for some a ∈ Z. Then f
is stable if and only if a 6= −4u4 for any u ∈ Z.
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Proof. Recall that fa(x) = (x+a)
2−a. Note that the nth iterate of fa for any n is
(x+a)2
n−a. It is a well-known fact in field theory that for a field F , for any c ∈ F ,
and k ≥ 1 an integer, xk− c ∈ F [x] is irreducible if and only if c /∈ F p for all primes
p|k and c /∈ −4F 4 when 4|k (see Thm 8.1.6 in [8]). Taking F = Q, making the
change of variable y = x + a, and noting that 4|2n in our case, the result directly
follows. 
Remark 3.6. It is clear from the proof that fa is stable if and only if f
2
a is irreducible.
Proposition 3.7. Let f(x) = ha(x) ∈ Z[x] be irreducible for some a ∈ Z. Then f
is stable if and only if a 6= 2− (2v2 − 2)2 for any v ∈ Z.
Proof. Recall that ha(x) = (x + a)
2 − a− 2. Using the notation in Definition 2.6,
we have df = 4a + 8, δf = −8. By ([1], Theorem 3), f is stable if 16 6 | df . So,
assume 16|df . Then by ([1], Remark 4), since δf = −8, we have f is stable if and
only if f2 is irreducible. So, it is enough to understand the values of a that make
f2 reducible. Noting that f is irreducible, if f2 is reducible, using ([7], Proposition
2.6),
f2(x) = h(x+ a)h(−(x+ a))
for some monic quadratic polynomial h(x) ∈ Z[x]. Putting h(x) = x2 + vx + w,
and equating the coefficients on both sides, we get
(3.1) 2w − v2 = −4,
and
(3.2) − a+ 2 = w2.
Note that v must be even. If we replace v by 2v, (3.1) becomes
(3.3) w − 2v2 = −2.
Combining (3.2) with (3.3), we get a = 2 − (2v2 − 2)2. It is clear that f2 will be
reducible if a is of this form. Thus, f2(x) is irreducible if and only if a 6= 2−(2v2−2)2
for any v ∈ Z, which completes the proof. 
Theorem 3.8. Let f(x) = ga(x) ∈ Z[x] be irreducible for some a ∈ Z. Let S =
{9, 9801, 332929}, and suppose that f(x) 6= (x−m2)2+m2−1 for any m ∈ S. Then
f is stable if and only if a 6= −4(r2 ± r
√
2(r2 − 1))4 − 1 for any integer solution r
of the Pell equation 2r2 − t2 = 2 and a 6= −(2k2 − 1)2 for any k ∈ Z.
To prove this theorem, we will first prove two different lemmas, which together
will directly imply Theorem 3.8.
Lemma 3.9. Let f(x) = ga(x) ∈ Z[x] be irreducible for some a ∈ Z. Then f3 is
irreducible if and only if a 6= −4(r2 ± r
√
2(r2 − 1))4 − 1 for any integer solution r
of the Pell equation 2r2 − t2 = 2 and a 6= −(2k2 − 1)2 for any k ∈ Z.
Proof. Recall that ga(x) = (x + a)
2 − a − 1. We will first determine the values a
that make f2 irreducible. For this, suppose that f2 is reducible. Noting that f is
irreducible and using ([7], Proposition 2.6), we have
f2(x) = h(x+ a)h(−(x− a))
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for some monic quadratic polynomial h(x) ∈ Z[x]. Setting h(x) = x2 + kx+ l, and
equating the coefficients in both sides, get
a = −l2
and
2l− k2 = −2.
Note that k is even, so replace k by 2k, and obtain
l − 2k2 = −1,
which gives
a = −(2k2 − 1)2.
So, if a 6= −(2k2 − 1)2 for any k ∈ Z, f2 is irreducible. It is also clear that if a is
of this form, then f2 is reducible. Hence, we get that f2 is irreducible if and only
if a 6= −(2k2 − 1)2 for any k ∈ Z.
We now assume that f2 is irreducible and f3 is reducible. Again using ([7],
Proposition 2.6), we have
f3(x) = h(x+ a)h(−(x+ a))
for some monic quartic h(x) ∈ Z[x]. Setting h(x) = x4 + kx3 + lx2 +mx+ n, and
equating the coefficients in both sides, get
(3.4) 2l− k2 = −4,
(3.5) l2 + 2n− 2km = 4,
(3.6) 2ln−m2 = 0,
and
(3.7) − (n2 + 1) = a.
If we consider (3.4), for l to be an integer, k must be even, so put k = 2r. Using
this in (3.4) and (3.6), get
(3.8) l = 2r2 − 2
and
(3.9) n =
m2
4r2 − 4 .
Using (3.8) and (3.9) in (3.5), and simplifying, get
(3.10) 8m2 − [16r(4r2 − 4)]m+ (4r2 − 4)3 − 16(4r2 − 4) = 0.
Considering this as a quadratic equation in m, to have an integer solution, the
discriminant needs to be a square, i.e. (after simplification) (4r2 − 4)(512r4) needs
to be square, i.e. 2(r2 − 1) needs to be a square. Therefore, there exists an integer
t such that
2r2 − t2 = 2,
which is a Pell equation, solutions of which could easily be given in terms of a
fundamental unit in Z[
√
2]. Writing m in terms of r using (3.10), and using (3.7)
and (3.9), after simplifying, get
(3.11) a = −4(r2 ± r
√
2(r2 − 1))4 − 1.
8 V.GOKSEL
Hence, if f2 is irreducible and a 6= −4(r2 ± r
√
2(r2 − 1))4 − 1 for any r ∈ Z, then
f3 irreducible. It is also clear that f3 is reducible if a is of this form. Hence,
assuming that f2 is irreducible, we get that f3 is irreducible if and only if a 6=
−4(r2 ± r
√
2(r2 − 1))4 − 1 for any r ∈ Z. Combining this with the first part, the
proof of the lemma is complete. 
Lemma 3.10. Let f(x) = ga(x) ∈ Z[x] be irreducible for some a ∈ Z. Let S =
{9, 9801, 332929}, and suppose that f(x) 6= (x − m2)2 + m2 − 1 for any m ∈ S.
Then f is stable if and only if f3 is irreducible.
Proof. One direction is obvious, so assume f3 is irreducible, and we will show
that f is stable. Assume for the sake of contradiction that there exists N ≥ 3
such that fN is irreducible, but fN+1 is reducible. We will use the notation in
Definition 2.6 throughout the proof. First note that by direct calculation, we have
df = 4a + 4, δf = −4. By ([1], Theorem 3), f is stable if d is not divisible by 16.
So, assume 16|d. With the notation in Definition 2.6, we have δ0 = δ4 = −1, hence
g0 = 1, g1 = 0, g2 = −1, g3 = 0, . . . In other words, we have
(3.12) g0 = 1, g2k−1 = 0, and g2k = −1 for all k ≥ 1.
First assume that N ≥ 3 above is odd. So, gN−1 = −1. Since fN is irreducible
and fN+1 is reducible, taking n = N and r = N − 1 in Theorem 2.8, there exist
integers aN−1, bN−1 such that
g2N−1 − b2N−1 = 1− b2N−1 =
df
4
= a+ 1
and
a2N−1 = (gN−1 + bN−1)/2 = (−1 + bN−1)/2,
which give
(3.13) a = −b2N−1,
and
(3.14) bN−1 = 2a
2
N−1 + 1,
respectively. Taking n = N and r = N − 2 in Theorem 2.8 and using (3.13), there
exist aN−2, bN−2 ∈ Q(
√
−b2N−1 + 1) such that
(3.15) g2N−2 − b2N−2 = −b2N−2 = 1+
√
−b2N−1 + 1
and
(3.16) 2a2N−2 = bN−2.
Let
(3.17) bN−2 = x+ y
√
−b2N−1 + 1
for some x, y ∈ Q. Using this in (3.15), get
(3.18) x2 + y2(−b2N−1 + 1) = −1
and
(3.19) − 2xy = 1.
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Using (3.19) in (3.18) and simplifying, get
4x4 + 4x2 − b2N−1 + 1 = 0,
which gives us
bN−1 = ±(2x2 + 1).
Using (3.14), bN−1 is a positive integer, so
(3.20) bN−1 = 2x
2 + 1
for some integer x. Again using (3.14), get
x = ±aN−1.
Since both cases give the same a value (by (3.13) and (3.14)), we can assume
without loss of generality that
(3.21) x = aN−1.
Using (3.19), this gives
(3.22) y = − 1
2aN−1
.
Set
aN−2 = α+ β
√
−b2N−1 + 1
for some α, β ∈ Q. Using this expression together with (3.17), (3.20) and (3.21) in
(3.16), after simplifying, get
(3.23) 2(α2 + β2(−b2N−1 + 1)) = aN−1
and
(3.24) 4αβ = − 1
2aN−1
.
Using (3.14) and (3.24) in (3.23), and simplifying, get
a2N−1 + 8α
2aN−1 − 16α4 + 1 = 0.
Hence,
aN−1 = −4α2 ±
√
32α4 − 1.
Set α = p
q
for p, q ∈ Z with gcd(p, q) = 1. Using this, we get
aN−1 =
−4p2 ±
√
32p4 − q4
q2
.
q must be even, as otherwise inside of the radical would be −1 (mod 4), so set
q = 2r. Simplifying, get
aN−1 =
−p2 ±
√
2p4 − r4
r2
.
Noting that gcd(p, q) = gcd(p, r) = 1, a direct divisibility calculation implies that
r = ±1. So,
aN−1 = −p2 ±
√
2p4 − 1.
Recall that aN−1 is an integer, so
2p4 − 1 = t2
for some t ∈ Z. It is known that this Diophantine equation has only 2 positive
integer solutions, namely p = 1 and p = 13 (see [9]). Using these solutions together
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with (3.13) and (3.14), we only get the solutions a = −12,−92,−98012,−3329292.
Note that a = −1 gives f(x) = (x−1)2, which contradicts f being irreducible. The
remaining values were also forbidden at the beginning. Hence, we are done with
this case.
Next, we look at the case that N is even. Note that gN−1 = 0. Since f
N is
irreducible and fN+1 is reducible, taking n = N and r = N − 1 in Theorem 2.8,
there exists an integer bN−1 such that
g2N−1 − b2N−1 = −b2N−1 = a+ 1,
hence
(3.25) a = −(b2N−1 + 1).
Secondly, taking n = N and r = N−2 in Theorem 2.8 and using (3.25), there exist
aN−2, bN−2 ∈ Q(
√
−b2N−1) = Q(i) such that
g2N−2 − b2N−2 = 1− b2N−2 = 1 +
√
−b2N−1
and
a2N−2 = (gN−2 + bN−2)/2 = (−1 + bN−2)/2,
which give
(3.26) − b2N−2 = ibN−1
and
(3.27) bN−2 = 2a
2
N−2 + 1,
respectively. We can assume without loss of generality that bN−1 is positive. Now,
setting bN−2 = z + ti for some z, t ∈ Q, and using this in (3.26), we get
(3.28) z = −t
(3.29) bN−1 = 2z
2.
(Note that (3.28) and (3.29) also show that z, t are integers, since bN−1 is an
integer.) Setting aN−2 = u + iv for some u, v ∈ Q, using this together with (3.26)
and (3.29) in (3.27), it follows that
(3.30) 2u2 − 2v2 + 1 = −4uv = ±z,
which gives
(3.31) 2u2 + 4vu− 2v2 + 1 = 0.
Considering (3.31) as a quadratic equation in u, get
u = −v ±
√
8v2 − 2
2
.
Using this together with (3.30), and simplifying, get
(3.32) ± z = 4v2 ± 2v
√
8v2 − 2.
Recall that z is an integer. Set v = p
q
for some p, q ∈ Z such that gcd(p, q) = 1.
Using this in (3.32), and simplifying, get
(3.33) ± z = p
q2
(4p± 2
√
8p2 − 2q2),
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hence
8p2 − 2q2 = w2
for some w ∈ Z. Since w must be even, put w = 2w1, and get
4p2 − q2 = 2w21 .
Since q must be even, put q = 2q1 and get
2(p2 − q21) = w21 ,
which gives
2(p− q1)(p+ q1) = w21 .
Since gcd(p, q1) = 1, we can assume without loss of generality that
(3.34) 2(p− q1) = θ2,
and
(3.35) p+ q1 = γ
2.
Isolating p and q1 using (3.34) and (3.35), get
p =
θ2 + 2γ2
4
,
and
q = 2q1 =
2γ2 − θ2
2
.
Note that p and q are both integers, so it follows that θ and γ are both even. Put
θ = 2θ1 and γ = 2γ1, hence get
p = θ21 + 2γ
2
1 ,
and
q = 4γ21 − 2θ21.
Using these in (3.33), get
(3.36) ± z = (θ
2
1 + 2γ
2
1)(θ
2
1 + 2γ
2
1 ± 4θ1γ1)
(2γ21 − θ21)2
.
Recall again that z is an integer. Note that gcd(p, q) = 1, which implies that
gcd(θ1, γ1) = 1 as well. Since z is an integer, it follows from an elementary divisi-
bility calculation that
2γ21 − θ21 = ±2b
for some non-negative integer b. However, if b is positive, then θ1 will have to be
even, which will make p even, which will contradict with the fact that p and q are
relatively prime, since q is also even. Hence, b has to be 0, and we get
2γ21 − θ21 = ±1.
Since two cases follow similarly, assume without loss of generality that
2γ21 − θ21 = 1.
Using this in (3.36), get
±z = (4γ21 − 1)(4γ21 − 1± 4θ1γ1)
for θ1, γ1 ∈ Z such that 2γ21 − θ21 = 1. Setting r = 4γ21 − 1, and simplifying, this
last equation gives
±z = r(r ±
√
2(r2 − 1)).
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Combining this with (3.25) and (3.29), get
a = −4(r2 ± r
√
2(r2 − 1))4 − 1,
which, by Lemma 3.9, implies that f3 is reducible, contradicting our assumption.
So, f is stable if and only if f3 is irreducible, as desired. 
Proof of Proposition 3.8. It directly follows from Lemma 3.9 and Lemma 3.10. 
Remark 3.11. Except for the excluded three integer values of a, Theorem 3.8 also
answers the question posed at the end of ([1], Remark 4), namely the question of
stability of an irreducible quadratic polynomial f(x) = x2+ax+b in the case 16|df
and δf = −4, as follows: It is clear that any polynomial of the form (x+a)2−a− 1
such that a ≡ 3 (mod 4) gives 16|df and δf = −4. To see the converse, suppose
f(x) = x2+ax+b is such that 16|df and δf = −4. We have df = a2−4b is divisible
by 16, set a = 2a1 for some a1 ∈ Z. Using this and Definition 2.6, we have
δf = −df + 4a1 = −4a21 + 4b+ 4a1 = −4.
Simplifying, we get
b = a21 − a1 − 1,
hence f(x) = x2+2a1x+ a
2
1− a1− 1 = (x+ a1)2− a1− 1, which finishes the proof.
We found using MAGMA that the excluded three values in Theorem 3.8 still
make the first 10 iterates of f(x) irreducible, so based on this we make the following
conjecture:
Conjecture 3.12. Let S be the set given in Theorem 3.8. Then for any m ∈ S,
f(x) = (x−m2)2 +m2 − 1 ∈ Z[x] is stable.
We now restate Theorem 1.2 and give its proof:
Theorem 1.2. Let S = {9, 9801, 332929}, and suppose that ga(x) 6= (x−m2)2 +
m2 − 1 for any m ∈ S. Then we have the following:
(i) All the iterates of fa are irreducible ⇐⇒ f2a is irreducible.
(ii) All the iterates of ga are irreducible ⇐⇒ g3a is irreducible.
(iii) All the iterates of ha are irreducible ⇐⇒ h2a is irreducible.
Proof of Theorem 1.2.
(i) This follows from Remark 3.6.
(ii) This follows from Lemma 3.10.
(iii) Recall from the proof of Proposition 3.7 that since δf = −8 in this case, we
have f is stable if and only if f2 is irreducible (by ([1], Remark 4)), as desired. 
We can finally prove Theorem 1.1. We first restate the theorem using Notation
2.9:
Theorem 1.1. Let f(x) ∈ Xa for some a ∈ Z. Let S = {9, 9801, 332929}, and
suppose that f(x) 6= (x − m2)2 + m2 − 1 for any m ∈ S. Then fn(x) ∈ Z[x] is
irreducible for all n, and there exists N ∈ N such that fn(x) is reducible modulo
every prime for all n ≥ N if and only if f(x) has one of the following forms:
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1) f(x) = (x− b2)2 + b2 for some b ∈ Z such that b 6= 2k2 for any k ∈ Z.
2) f(x) = (x+ b2)2 − b2 − 1 for some b ∈ Z.
3) f(x) = (x− b2)2 + b2 − 1 for some b ∈ Z such that b 6= 2k2 − 1 for any k ∈ Z.
4) f(x) = (x− b2 − 1)2 + b2 for some b ∈ Z such that b 6= 2(r2 ± r
√
2(r2 − 1))2 for
any integer solution r of the Pell equation 2r2 − t2 = 2.
5) f(x) = (x+ 2− b2)2 + b2 − 4 for some b ∈ Z such that b 6= 2v2 − 2 for any v ∈ Z.
Proof of Theorem 1.1. Recall that the union ∪a∈ZXa is equal to the set of all monic,
PCF quadratic polynomials with integer coefficients. Using Lemma 3.1 and Defini-
tion 3.2, and also again noting that for any a ∈ Z, all three polynomials in Xa are
reducible (mod 2), it suffices to classify all f(x) which are stable and special type.
We will look at the cases fa, ga and ha separately:
(i) f(x) = fa(x). Recall that fa(x) = (x + a)
2 − a. For f to be a special type
polynomial, by Lemma 3.3, it must be of the form f(x) = (x − b2)2 + b2 for some
b ∈ Z. Using this and Proposition 3.5, f is stable if and only if b 6= 2k2 for any
k ∈ Z, which gives that f is a stable and special type polynomial if and only if
f(x) = (x− b2)2 + b2 for some b ∈ Z such that b 6= 2k2 for any k ∈ Z.
(ii) f(x) = ga(x). Recall that ga(x) = (x + a)
2 − a − 1. For f to be a special
type polynomial, by Lemma 3.3, it must be of the form f(x) = (x + b2)2 − b2 − 1,
(x− b2)2+ b2− 1 or (x− b2− 1)2+ b2 for some b ∈ Z. Using this and Theorem 3.8,
f is a stable and special type polynomial if and only if f(x) = (x + b2)2 − b2 − 1
for some b ∈ Z or f(x) = (x − b2) + b2 − 1 such that b 6= 2k2 − 1 for any k ∈ Z
or f(x) = (x − b2 − 1)2 + b2 such that b 6= 2(r2 ± r
√
2(r2 − 1))2 for any integer
solution r of the Pell equation 2r2 − t2 = 2.
(iii) f(x) = (x + a)2 − a − 2. For f to be a special type polynomial, by Lemma
3.3, it must be of the form f(x) = (x + 2 − b2)2 + b2 − 4 for some b ∈ Z. Using
this and Proposition 3.7, f is a stable and special type polynomial if and only if
f(x) = (x+ 2− b2)2 + b2 − 4 such that b 6= 2v2 − 2 for any v ∈ Z, which completes
the proof. 
4. A rigidity conjecture for stability
In this last section, we first give a generalization of Proposition 3.7, and then
make a conjecture based on the results we have found so far.
Let K be any field of characteristic 6= 2, and f(x) ∈ K[x] a quadratic polyno-
mial. Recall that we denote by of and tf the critical orbit size and tail size of f ,
respectively.
Theorem 4.1. Let K be any field of characteristic 6= 2, and f(x) ∈ K[x] be a
monic, PCF quadratic polynomial. Suppose that tf = 1. Then f is stable if and
only if fof is irreducible.
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Proof. One direction is obvious, so we can assume that fof is irreducible. We will
show that f is stable.
We can assume of ≥ 2, as otherwise tf cannot be 1. Let f(x) = (x− c)2 + c+m
for some c,m ∈ K, where c is the critical point of f . So, the post-critical orbit of
f becomes
Of = {c+m, c+m2 +m, c+ (m2 +m)2 +m, . . . }.
Setting fm(x) = x
2 +m gives
Of = {fm(0) + c, f2m(0) + c, f3m(0) + c, . . . }.
Since tf = 1, we have
f
of
m (0) = f
2
m(0).
⇐⇒ (fof−1m (0))2 +m = m2 +m.
⇐⇒ fof−1m (0) = ±m.
The fact that tf = 1 directly implies f
of−1
m (0) = −m. Hence, it follows that the
sequence −m,m2 +m, (m2 +m)2 +m, . . . is periodic with period of − 1.
With the notation in Definition 2.6, we have δf = 4m, hence δ0 = m. So, again
using the notation in Definition 2.6, the corresponding sequence {gi}i≥0 is given
by g0 = −m, gi = (gi−1)2 +m for i ≥ 1. Thus, the sequence {gi}i≥0 is periodic
by the first part. Suppose for the sake of contradiction that there exists N > of
such that fN is irreducible, but fN+1 is reducible. By Theorem 2.8, for every r,
0 ≤ r ≤ N − 1, there exist elements ar, br ∈ KN−r−1 such that g2r − b2r = dn−r−1
and a2r =
gr+br
2
. We now let N ′ be the integer such that 1 ≤ N ′ ≤ of − 1 and
N ≡ N ′ (mod of −1). Since the sequence {gi}i≥0 is periodic, applying the converse
part of Theorem 2.8 to fN
′
, we get that fN
′+1 is reducible, which contradicts the
initial assumption, since N ′ + 1 ≤ of − 1 + 1 = of . Thus, f is stable if and only if
fof is irreducible, as desired. 
Remark 4.2. In Proposition 3.7, it is proven that f is stable if and only if f2 is
irreducible for the polynomials of the form f(x) = (x + a)2 − a − 2. Note that
tf = 1 and of = 2 in that particular case. Hence, it follows that Proposition 3.7 is
a special case of Theorem 4.1.
Remark 4.3. It is natural to ask whether Theorem 1.2 generalizes to post-critically
finite polynomials with rational coefficients, since those are also of the form (x +
a)2 − a, (x + a)2 − a − 1 or (x + a)2 − a − 2, a ∈ Q. It follows from Theorem
4.1 that this generalization is true for the family (x + a)2 − a − 2. It is also clear
from the proof of Proposition 3.5 that same is true for the family (x + a)2 − a.
However, our methods do not work for the polynomials of the form (x+a)2−a−1,
a ∈ Q, because the proof of Lemma 3.10 relies heavily on the fact that a is an
integer. In particular, if we do not assume that a is integer, in the first part of the
proof of Lemma 3.10, we come across the elliptic curve y2 = 2x4 − 1, which has
infinitely many rational points, none of which can be dealt with our methods. We
get infinitely many such problematic values of a from the second part of the proof
of Lemma 3.10 as well. So, this last case remains open.
Based on the results we have so far, we make the following conjecture:
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Conjecture 4.4. Let K be any field of characteristic 6= 2, and f(x) ∈ K[x] be a
monic, PCF quadratic polynomial. Then we have the following:
i) If tf = 0, f is stable if and only if f
of+1 is irreducible.
ii) If tf > 0, f is stable if and only if f
of is irreducible.
Remark 4.5. The exact analogue of Conjecture 4.4 already holds over finite fields of
odd characteristic, and it was indeed part of our motivation to state this conjecture.
Namely, let Fq be the finite field of odd size q, and f(x) ∈ Fq[x] be a monic quadratic
polynomial with the critical point c. Then for any n ≥ 2, using ([7], Lemma 2.5),
f is stable if and only if the elements of the sequence
{−f(c), f2(c), . . . , fof (c), fof+1(c)} ⊆ Fq
are all non-squares in Fq. If tf = 0, we have f
of+1(c) 6= −f(c) and fof+1(c) 6= f i(c)
for all 2 ≤ i ≤ of . Then ([7], Lemma 2.5) directly implies that f is stable if and
only if fof+1 is irreducible. If tf > 0, then f
of+1(c) = −f(c) or fof+1(c) = f i(c)
for some 2 ≤ i ≤ of . Then ([7], Lemma 2.5) again implies that f is stable if and
only if fok is irreducible.
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