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BIO-INSPIRED MULTI OBJECTIVE
LTE DOWNLINK SCHEDULER
SUMMARY
The voice, video, and data traffic can be carried as IP packets over Long Term
Evolution (LTE) networks which bring the cellular communication to the fourth
generation (4G) era. LTE enables digital convergence by offering higher capacity,
including inherent IP support in its architecture, and supporting multi-user diversity
scheduling. Recent increases in Voice over IP (VoIP) and video traffic usage require
the prioritization of the real-time traffic to meet its stringent QoS requirements. As
the complexity of networks increases significantly, cognitive networking becomes an
essential tool to provide efficient management of the valuable resources. In this thesis,
we propose a bio-inspired QoS-aware LTE downlink scheduler to enable cognitive
networking mechanism.
Firstly, the existing Round Robin and Best CQI schedulers are enhanced to enable the
QoS support for the real-time traffic. For both schedulers, a configurable parameter,
which determines the degree of priority level, is introduced so that the real-time traffic
throughput can be administratively controlled without jeopardizing the overall network
performance. Simulation results demonstrate the trade-off among the real-time traffic
throughput, the overall system throughput and the overall system fairness for various
scenarios.
Secondly, in order to avoid the convergence inadequacies of the previous work
bio-inspired algorithm has been studied. GA based cognitive LTE downlink schedulers
is proposed to allocate radio resources to the users. In the proposed scheme, a network
administrator defines high level network policies by setting the operational mode to
throughput or fairness and a target threshold for the selected mode. For example, the
proposed scheduler dynamically and quickly adapts its decisions to ensure the best
fairness among the solutions satisfying the target throughput or the highest throughput
if none of the solutions achieves the desired throughput. In addition QoS support is
added to GA based scheduler in order to satisfy the realtime traffic users requirements.
While assuring the throughput level of realtime flows, QoS-aware GA scheduler
ensures the highest throughput or highest fairness for users by providing an option
for the network administrator.
We implemented a C# based simulation tool and demonstrated the trade-off between
the convergence speed and the quality of the solution by varying the parameters of
LTE and GA. Numerical results demonstrated that the proposed GA scheduler can
be effectively used to manage throughput and fairness objectives in dynamic network
scenarios.
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BI˙YOLOJI˙DEN ESI˙NLENEN ÇOK HEDEFLI˙
LTE AS¸AG˘I YÖNLÜ ÇI˙ZELGELEYI˙CI˙
ÖZET
3. Nesil Ortaklık Projesi (3GPP) tarafından uzun vadeli evrim (LTE) standartları
gelis¸tirilerek hücresel haberles¸me 4. Nesil (4G) dönemine tas¸ınmıs¸tır. Bir önceki
hücresel teknojilerin aksine radyo ag˘ kontol (RNC) mekanizmasi baz istasyonlarına
tas¸ınarak radyo kaynak yönetimi (RRM) görevleri burada gerçekles¸mektedir. MAC
çizelgeleleyici radyo kaynaklarının kullanıcılarak atama is¸lemini gerçekles¸tiren önemli
bir kaynak yönetim mekanizmasıdır. LTE, IP tabanlı mimarisi ve daha yüksek
veri tas¸ıma kapasitesi ile çok kullanıcı çes¸itlilik palanlamasını destekler. Son
dönemde mobil iletis¸imde VoIP ve video trafiklerindeki artıs¸, gerçek zamanlı
trafiklerin önceliklendirilmesi ihtiyacını dog˘urmus¸tur. Yeni nesil haberles¸me ag˘larında
karmas¸ıklıg˘ın artması, kaynakların daha akıllı bir s¸ekilde yönetilmesi ishtiyacını
dog˘urmus¸tur. Bu tezde, biyolojiden esinlenen, sunulan hizmet kalitesini(QoS) gözeten
çok hedefli LTE as¸ag˘ı yönlü çizelgeleyici önerilmis¸tir.
Öncelikle, literatürde sunulmus¸ olan Round Robin ve Best CQI çizelgeleyicileri,
gerçek zamanlı trafikler için QoS desteg˘i sag˘layacak s¸ekilde gelis¸tirilmis¸tir. Gelis¸tir-
ilen çizelgeleyiler QRR ve QBC ismini almıs¸tır. QRR ve QBC çizelgeleyicilerinde,
gerçek zamanlı trafiklere öncelik tanınmıs¸ ve öncelik seviyelerini belirlemede
ayarlanabilir parametreler sunulmus¸tur. Ag˘ yöneticisi,deg˘is¸en ag˘ kos¸ullarına göre,
bu parametreleri dinamik olarak ayarlayarak toplam gerçek zamanlı trafik çıktısı
ve toplam sistem çıktısı arasındaki ödünles¸meyi kontrol edebilmektedir. τ ile
gösterilen ayarlanabilir parametre, Round Robin çizelgeleyicisini gelis¸tirerek QRR
çizelgeleyicisini tasarımında kullanılmıs¸tır. Bu τ parametresi gerçek zamanlı trafik
kullanıcılarının gerçek zamanlı olmayan trafik kullanıcılarına göre kaç kaç daha fazla
kaynak alacag˘ını belirler. Bir anlamda ag˘ırlıklandırılmıs¸ Round Robin (Weighted RR)
çizelgeleyicisindeki ag˘ırlık parametresine kars¸ılık gelmektedir. δ ile temsil edilen
benzer bir parametrede Best CQI çizelgeleyicisini deg˘is¸tirmek için kullanılmaktadır.
Burada δ gerçek zamanlı trafik kullanıcılarına, en iyi kanala sahip kullanıcı gibi
davranılmasını belirleyecek es¸ik deg˘eri olarak belirlenmis¸tir. Bu sayede es¸ik deg˘erini
geçen gerçek zamanlı trafik kullanıcıları, kendilerinden daha iyi kanala sahip gerçek
zamanlı olmayan trafik kullanıcıları ile es¸it deg˘erde kaynak alma s¸ansı yakalar. Farklı
senaryolarda bu çizelgeleyicilerin davranıs¸ları simulasyon sonuçları ile gösterilmis¸tir.
I˙kinci olarak, bir önceki çalıs¸madaki yakınsama eksikliklerinin önlemek amacıyla,
biyolojiden esinlenen algoritmalar üzerinde çalıs¸ılmıs¸tır. Önceden belirlenen hedefleri
gerçekleyecek, genetik algoritma tabanlı LTE as¸ag˘ı yönlü çizelgeleyici gelis¸tirilerek
radyo kaynaklarının kullanıcılara dag˘ıtımı is¸lemi gerçekles¸tirilmis¸tir. Radyo kaynak
yönetim is¸lemini genetik algoritma ile gerçekles¸tirmek için öncelikle, bu probleme
uygun bir kromozom yapısı belirlenmis¸tir. Belirlenen kromozom yapısına göre,
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bir kromozom mevcut kaynak sayısı adedince genden olus¸maktadır ve bu genlerin
alabileceg˘i deg˘erler baz istasyonuna bag˘lı bulunan kullanıcılardır. Örneg˘in bir baz
istasyonuna bag˘lı 5 kullanıcı için 6 adet kaynak blog˘umuz oldug˘unu düs¸ünelim.
Kromozom zincirinin alabileceg˘i 65 farklı varyasyon bulunmaktadır. Genetik
algoritmanın önemli adımlarından biri olan çaprazlama is¸lemi, iki adet ebeveyn kromo-
zomunun seçilen bir çaprazlama noktasından itibaren genlerini deg˘is¸tirmesi s¸eklinde
gerçekles¸tirilmis¸tir. Bir dig˘er önemli genetik algoritma adımı mutasyondur. Mutasyon
is¸lemi kromozomdaki genlerden birinin rastgele deg˘is¸tirilmesi ile gerçekles¸tirilmis¸tir.
Çaprazlama ve mutasyon is¸lemlerinin sonunda kromozomlara uygunluk fonksyonuna
ile bir uygunluk deg˘eri atanır. I˙yi kromozomların bir sonraki nesile aktarılması
için, yüksek uygunluk deg˘erine sahip kromozomların seçilmesi is¸lemi de genetik
algoritmanın seçme adımını olus¸turur. Bu is¸lem uygun sayıda iterasyon boyunca
tekrarlanarak en iyi çözüm seçilir.
Önerilen genetik algoritma tabanlı çok hedefli çizelgeleyicinin uygunluk fonksyonu
için iki mod bulunmaktadır. Bunlar, veri çıktısı s¸artlı ve adalet s¸artlı olarak
adlandırılmıs¸tır. Veri çıktısı s¸artlı modu seçildig˘inde, önerilen algoritma ilk olarak
önceden belirlenmis¸ hedef veri çıktısı deg˘erine ulas¸mayı amaçlar. Uygunluk
fonksiyonu hedeflenelen veri çıktısı deg˘eri üzerindeki çözümlere öncelik verir. I˙kinci
hedefi ise, veri çıktısı hedefini sag˘layan çözümler arasından en yüksek adalet deg˘erine
sahip çözümü sunmaktır. Burada belirtilen adalet deg˘eri kullanıcılara ulas¸an veri
miktarının birbirlerine yakınlıg˘ı ile ifade edilmektedir. Adalet s¸artlı modu seçildig˘inde,
uygunluk fonksiyonu belirtilen es¸ik deg˘erini geçen çözümlere öncelik verecektir.
Belirtilen es¸ik deg˘erini geçen çözümlerden en yüksek veri çıktısı deg˘erine sahip olan
çözüme, uygunluk fonksiyonu tarafından en yüksek uygunluk deg˘eri atanacaktır. Her
iki mod içinde geçerli olmak üzere, eg˘er hiçbir çözüm önceden belirlenen birincil
hedefe eris¸ememis¸se, çözümler arasından birincil hedefe en yakın çözüm en yüksek
uygunluk deg˘eri alacaktır.
Gerçek zamanlı trafik kullanıcılarının ihtiyacını kars¸ılamak amacıyla genetik algoritma
tabanlı çizelgeleyici gelis¸tirilerek QoS desteg˘i eklenmis¸tir ve QGA olarak ad-
landırılmıs¸tır. Kromozom yapısı, mutasyon ve çaprazlama adımları genetik algoritma
tabanlı çizelgeleyici ile aynı kalmak üzere uygunluk fonksiyonu güncellenerek QoS
yeteneg˘i eklenmis¸tir. QGA çizelgeleyicisi, birçok hedefi birlikte gerçekles¸tirmek için
tasarlanmıs¸tır. Bu hedeflerden birincisi QoS ihtiyaçlarını kars¸ılamaktır. Bu amaçla,
ayarlanabilir bir es¸ik deg˘eri sunulmus¸tur (β ). β deg˘eri gerçek zamanlı kullanıcıların
toplam veri çıktısını belirlemek için bir es¸ik deg˘eridir. Ag˘ yöneticisi bu es¸ik deg˘erini
düzenleyerek gerçek zamanlı trafik veri çıktısı, toplam sistem veri çıktısı ve toplam
sistem adalet deg˘eri arasındaki ödünles¸meyi dengeleyebilir. I˙kincil hedef olarak iki
mod bulunmaktadır. Bunlar en yüksek veri çıktısı modu ve en yüksek adalet modu
olarak sunulmus¸tur. En yüksek veri çıktısı modu seçildig˘inde, birincil hedefi sag˘layan,
çözümler arasından en yüksek veri çıktısını sag˘layan çözüm en yüksek uygunluk
deg˘erini alır. En yüksek adalet modu seçildig˘inde ise, uygunluk fonksiyonu, birincil
hedefi sag˘layan çözümler arasında en yüksek adalet deg˘erine sahip çözüme en yüksek
uygunluk deg˘erini atar. Birincil hedefin sag˘lanamadıg˘ı durumlarda ise uygunluk
fonksiyonu belirlenen es¸ik deg˘erine en yakın çözüme yani en yüksek gerçek zamanlı
veri çıktısına sahip çözüme en yüksek uygunluk deg˘erini atar.
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Genetik algoritma tabanlı çizelgeleyicileri deg˘erlendirmek için C# tabanlı bir benzetim
aracı gerçeklenmis¸tir. Bu araç, farklı ag˘ senaryolarını gerçekles¸tirmeye olanak
sag˘lamaktadır. Örneg˘in ag˘ parametrelerinden olan, kullanıcı sayısı, kaynak sayısı,
kullanıcıların hızı parametreleri önerilen algoritmaların performanslarını deg˘er-
lendirmek için kullanılmıs¸tır. Bunun yanında genetik algoritma parametrelerinden olan
çaprazlama oranı, mutasyon oranı, bas¸langıç nüfusu ve maksimum iterasyon sayısı
parametreleri genetik algoritmanın çözüme yakınsama hızını belirlemektedir.
Sayısal sonuçlar incelendig˘inde, arama uzayı genis¸ledikçe, genetik algoritmanın
optimum çözüme ulas¸ması için daha yüksek iterasyon sayısına ihtiyaç duydug˘u
gözlenmis¸tir. Bu sebeple genetik algoritmanın parametre seçimi yakınsama hızı ve
önerdig˘i çözümün kalitesini belirlemede son derece önemlidir. Önerilen genetik
algoritma tabanlı çok hedefli çizelgeleyicilerin, dinamik ag˘ senaryolarına hızlı bir
s¸ekilde uyum sag˘layabildig˘i gözlenmis¸tir. Bu çizelgeleyicilerde sunulan ayarlanabilir
parametreler yardımıyla ag˘ yöneticisi, veri çıktısı ve adalet deg˘erleri arasındaki
ödünçles¸meyi verimli bir s¸ekilde kontrol edebilmektedir.
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1. INTRODUCTION
1.1 Motivation
Recently, multimedia applications, requiring high data rates and Quality of Service
(QoS), have become widespread along with internet. Long Term Evolution (LTE),
which is developed by the 3rd Generation Partnership Project (3GPP), brings the
cellular communication to the fourth generation (4G) era. The objectives of LTE are to
obtain significantly lower end-to-end latency, higher user data rates, improved system
capacity and coverage, and lower cost of operation. As opposed to the previous cellular
technologies, in LTE networks, the functionality of Radio Network Controller (RNC)
is moved to eNodeB so that all Radio Resources Management (RRM) tasks such
as admission control, handover, and Medium Access Control (MAC) scheduling are
carried out within eNodeB. The MAC scheduler, as one of the key RRM mechanisms,
allocates radio resources to the users.
Since LTE employs Orthogonal Frequency Division Multiple Access (OFDMA) at
the downlink, data is transmitted simultaneously on a large number of parallel
narrow-band sub-carriers in the frequency domain. A transmission frame consists
of multiple sub-frames in the time domain. LTE has many Resource Blocks (RBs),
which are defined by one subcarrier in the frequency domain and one time slot in the
time domain. The radio resource quality indicator for each RB is periodically received
as feedback from the mobile terminal. Using this feedback information, LTE performs
an adaptive modulation and coding (AMC) mechanism to improve the transmission
performances. This information can also be used at the scheduler to efficiently map
the right RBs to the right users to increase the network performance [1].
The user satisfaction of real-time traffic flows such as VoIP, video, and online gaming
is significantly degraded when the end-to-end delay exceeds a certain threshold value
while non-real-time traffic flows such as ftp, http, and e-mail can tolerate higher delays.
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A well-known mechanism to keep the end-to-end delay of real-time flows bounded is
to allocate more resources to the real-time traffic during the congestion events. Existing
LTE downlink schedulers, namely, Round Robin and Best CQI, do not take traffic types
into account when Resource Blocks (RBs) are assigned to the users.
Recently there are many studies on LTE scheduler design, we provide some recent
example studies relevant to our study. Best CQI and Round Robin (RR) are heavily
used and well known LTE schedulers [2], [3]. The Best CQI scheduler maximizes
throughput while the objective of RR is to provide the fair allocation of resources
among users. [4] designs a new queue-and channel-aware scheduler which requires
low computational complexity, and demonstrates design trade-offs when QoS support
is enabled. In [5], a new scheduling algorithm which provides fair resource allocation
is presented. [6] presents a scheduling algorithm which is QoS-aware and optimized
for the MIMO support. These algorithms operate in polynomial time to maximize
only a single objective: either throughput or fairness. However, the importance of
these objectives may change and the network administrator should be able to configure
their priority. For example, network policies may dictate that throughput is the most
important performance measure when there are severe congestion in the network.
On the other hand, fairness becomes critical when only a few percent of total users
consume a large amount of resources. It is highly desirable to have a reconfigurable
scheduler which can balance the trade-off between these two objectives by setting high
level network policies. Genetic algorithm (GA) is a powerful tool for achieving a
desired solution when there is no polynomial time algorithm. GA based LTE downlink
schedulers are proposed in [7] [1] to improve the service quality of video streaming.
GA can also be used in energy efficient scheduler design [8]. An implementation on
GA based multiuser cooperative systems is presented [9]. However, they only focus on
a single metric either throughput, delay and energy efficiency. Instead, our GA based
scheduler can consider both throughput and fairness support during its optimization
process.
2
1.2 Contribution
In this study, first of all, Round Robin (RR) and Best CQI schedulers are modified
such that more resources can be assigned to the real-time flows during the congestion
events. The modified schedulers include a configurable priority parameter such that
the network administrator has the flexibility of tuning this parameter to balance
the trade-off among the real-time traffic throughput, the overall system throughput,
and the overall system fairness according to time varying network conditions. This
configurable parameter represented by τ for the modified RR is an integer number and
defined as priority weight. It provides on the average τ times more RBs for real-time
flows compared to the non-real time traffic. In other words, τ corresponds to a weight
parameter in the Weighted Round Robin (WRR) scheduler. A similar configurable
parameter represented by δ for the modified Best CQI is defined as a priority threshold
to treat real-time flows as if they have the best channel conditions. In the latter case,
real-time flows are equally likely to get RBs even though their channel qualities are
worse than non-real time flows. Although priorities are applied for desired objectives,
the designated network performance could not be achieved only determine the priority
levels whereupon it is understood that polynomial time algorithm is not adequate for
the exact convergence.
Secondly, a GA based cognitive LTE downlink scheduler is proposed to allocate radio
resources to the users according to pre-defined objectives. The fitness function of GA
is defined by two modes which are throughput conditional and fairness conditional.
If throughput conditional mode is configured by the network administrator, the first
objective of the fitness function is to achieve the target throughput by giving high
priority to the solutions whose throughput values are higher than a pre-defined
threshold. The second objective is to maximize fairness among the solutions which
satisfy the throughput objectives. Therefore, the fitness function ensures the best
fairness among the solutions satisfying the target throughput or the highest throughput
if none of the solutions satisfies the throughput objectives. In addition the QoS-aware
GA based LTE downlink scheduler is proposed to provide designated priority levels
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to realtime flows. To accomplish that aim, multi objective GA algorithm is modified
such that the first objective is set as adjusting the total throughput of realtime flows
as designated values. After realizing the first objective, there is two modes for the
second objective which are highest throughput and highest fairness modes. If the
highest throughput is selected, GA ensures a resource allocation solution that ensures
the highest total throughput among the solutions satisfies the first objectives. If highest
fairness mode is selected GA yields solution with the highest fairness instead of highest
total throughput. If the first objective is not satisfied scheduler returns the highest
realtime flows throughput.
C# based simulation tool is implemented to evaluate the performance of the proposed
GA based scheduler. The user interface of the tool allows us to define various scenarios
by changing the number of UEs, the number of RBs, the mobility speed of UEs. It
also lets us to change the GA parameters which are the maximum number of GA
iterations, the number of initial population, cross-over rate and mutation rate. It is
observed from the numerical results that when the search space of GA increases,
finding the optimal solution takes higher number of iterations. In other words, the
same number of iterations yields lower fitness values. Results showed that selection
of the GA parameters are significantly important to balance the trade-off between the
convergence speed and the quality of the solution. We believe that the proposed GA
scheduler can be effectively used to manage throughput and fairness objectives in
dynamic network scenarios.
1.3 Organisation of Thesis
This thesis is organized in five chapters including the Introduction chapter. Chapter 2,
introduces LTE and presents LTE downlink schedulers. Well known LTE downlink
schedulers are also introduced in Chapter 2. The proposed QoS-aware schedulers
are introduced in Chapter 3. Chapter 4 presents the bio-inspired approach to the
schedulers. In Chapter 3 and Chapter 4 also presents the performance evaluation and
numerical results of proposed schedulers. Finally, Chapter 5 concludes this thesis.
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2. LTE OVERVIEW
2G mobile networks are designed and optimized for voice transportation. With the
advancing technology, this communication system has also been added to the data
traffic. The introduction of third generation networks with High Speed Downlink
Packet Access (HSDPA) has boosted data usage considerably. Therefore HSDPA led
mobile communication networks to move data dominated networks.
In recent years, data usage has increased in mobile communication systems. This
situations leads researchers to design new communication systems which should
provide high capacity, high data rates to users. The successful solutions of 3GPP on 2.
generation and 3. generation mobile communication systems has created a foundation
for next-generation technologies. Long Term Evolution(LTE) is the standard which is
developed by this group. LTE which is designed to increase the capacity and speed of
mobile telephone networks, brings the mobile communication to 4G era.
2.1 Demand Drivers for LTE
LTE is presented to ensure following objectives. [10]
• Performance requirements: LTE was designed to make mobile internet as good as
or better than wired broadband provides. High throughput and low latency are two
key network parameters that improves quality of users communication experiences.
LTE design goal was to achive an average user data rate that is 3-4 times better
than that of the original HSPA and average uplink throughput is 2-3 times better.
LTE is designed by considering delay sensitive applications like voice over internet
protocol (VoIP), interactive gaming. In order to provide better service for these
kinds of applications network latency kept low. The target round-trip latency for
LTE radio network is set to be less than 10ms. This condition is better than
many DSL systems. In addition, Enhancing QoS capabilities to support variety
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of applications is another LTE goal. LTE networks provide this abilities with
mobility. Although, LTE networks are optimized for low mobile speed from 0 to
15 km/h, higher mobile speed between 15 and 120 km/h are supported with high
performance. Mobility across the cellular network shall be maintained at speeds
from 120 km/h to 350 km/h (or even up to 500 km/h depending on the frequency
band)
• Flexible spectrum usage: LTE supports high degree of spectrum flexibility. It can
be deployed in different bands such as 900MHz, 1800MHz, 700MHz and 2.6GHz.
It is also supported that variety of channel bandwidths are 1.4, 3, 5, 10, 15 and
20MHz. Another flexibility of LTE is that, end user devices are able to operate at
all the channel bandwidths. For example a 10MHz mobile device will support all
bandwidths up to 10MHz. LTE also supports frequency division duplexing (FDD)
and time division duplexing (TDD) to accommodate paired as well as unpaired
spectrum allocations.
• Co-existence and interworking with 3G Systems as well as Non-3GPP Systems:
Interworking LTE with existing 2G and 3G networks is crucial requirement. In
order to be truly global network standard, interworking requirements have been
achived to non-3GPP systems such as 3GPP2, CDMA and WiMAX networks.
• Reducing cost per megabyte: It is essential to reduce cost while improving
wireless data consumption. LTE is designed by considering this crucial issue.
Table 2.1: LTE Requirements
System Performance LTE Requirements
Peak rate
Downlink 100Mbps @ 20MHz
Uplink 50Mbps @ 20MHz
User-plane delay (without load) 5ms
Spectral efficieny
Peak Downlink : 3 to 4 times of R6 HSPA @ 2x2
Average Downlink : 2 to 3 times of R6 HSPA @ 2x2
Mobility 350km/h
Flexible bandwidth deployment 1.4, 3, 5, 10, 15, 20MHz. Support paired spectrum
and unpaired spectrum
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2.2 Key Enabling Technologies and Features of LTE
In order to provide network demands, the following technologies are the deployed in
LTE [10].
2.2.1 OFDM and OFDMA
Orthogonal Frequency Division Multiplexing (OFDM) is the one of the key difference
between LTE and 3G systems. 3G systems are performed by Code Division Multiple
Access (CDMA) technology. However, CDMA remained insufficient in applications
which needs high data rates. OFDM is the technology that emerged to achive high data
rates. Thus, other advanced communication standards such as Wi-Fi and WiMAX also
deploy OFDM technology. The downlink of LTE implements Orthogonal Frequency
Division Multiple Access (OFDMA) to allow that multiple users can send their traffic
over OFDM.
2.2.2 SC-FDE an SC-FDMA
LTE employ a power efficient transmission for uplink because, battery life is crucial
for end user devices. Single Carrier Frequency Domain Equalization (SC-FDE) is
similar to OFDM. However instead of transmitting IFFT of the data symbols at OFDM,
SC-FDE sent data symbols sequentially with cyclic prefix. SC-FDE also provides
lots of advantages of OFDM such as multipath resistance and low complexity while
having low peak to average ratio. Single Carrier Frequency Division Multiplexing
(SC-FDMA) allows multiple users to use the part of the frequency spectrum. LTE uses
SC-FDMA for the uplink.
2.2.3 Channel Dependent Multi-user Resource Scheduling
OFDMA scheme in LTE makes attainable high flexibility on resource allocation.
OFDMA allows for radio resource allocation both in time and frequency. This feature
allows us to design flexible and dynamic resource scheduling algorithms in order to
enhance the network performance.
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2.2.4 Multiantenna Techniques
Variety of multiannea techniques are supported in LTE networks in order to develop
link robustness, system capacity and spectral efficiency. These techniques can be listed
as follows:
• Transmit diversity is the technique that improves capacity and cell range by
overcoming multipath fading in the wireless channel.
• Beamforming can be used in multiple antenna systems for directional signal
transmission. It is employed in LTE to increase received signal to interference ratio.
• Spatial multiplexing, provides transmitting multiple independent streams in
parallel in order to provide data rate and capacity gains. LTE standard supports
with up to 4x4 spatial multiplexing.
• Multi-user MIMO, let multiple users at the uplink to transmit same frequency and
same time resource by using spatial multiplexing.
2.2.5 IP-Based Flat Network Architecture
One of the key features of LTE is that LTE has IP-based core network architecture.
This feature reduces the interoperability costs, provides short session start-up time and
simplifies the architectural design. Unlike the previous networks, all services including
voice are on the IP packet network using IP protocol.
2.2.6 Adaptive Modulation and Coding (AMC)
Adaptive Modulation and Coding (AMC) module is the key part of LTE downlink.
AMC is employed by LTE so as to take advantage of instabilities in the channel
over both time and frequency. AMC determines modulation type and coding type
dynamically. The main idea of this module is to transmit as high data rate as possible
where and when the channel is good [10]. If the channel is poor in order to avoid
possible packet drops, data is transmitted at low data rates. QPSK, 16-QAM and
64-QAM are the employed modulation types in LTE. High order modulations such
as 64-QAM is more sensitive to poor channel condition. Furthermore, error correction
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Table 2.2: CQI to MCS mapping table
CQI Index modulation code rate x 1024 efficiency
0 out of range
1 QPSK 78 0.1523
2 QPSK 120 0.2344
3 QPSK 193 0.3770
4 QPSK 308 0.6016
5 QPSK 449 0.8770
6 QPSK 602 1.1758
7 16-QAM 378 1.4766
8 16-QAM 490 1.9141
9 16-QAM 616 2.4063
10 64-QAM 466 2.7305
11 64-QAM 567 3.3223
12 64-QAM 666 3.9023
13 64-QAM 772 4.5234
14 64-QAM 873 5.1152
15 64-QAM 948 5.5547
codes are also decided according to channel conditions. In an OFDMA system, each
user will be allocated a subcarrier or more. According to propagation losses, each
subcarriers might have different signal to noise ratios (SNR). Therefore each subcarrier
will have different modulation and coding types. At the MAC layer packet scheduler,
these SNR values are converted to channel quality indicators (CQI). Table 2.2 [11]
demonstrates the modulation and coding rate corresponding CQI index.
2.3 LTE Downlink
In this thesis, we study on LTE downlink schedulers. Therefore we provide more
information on LTE downlink. LTE uses OFDM at the downlink with flexible
bandwidths which are from 1.25MHz to 20 MHz. OFDM was selected as the basic
modulation scheme because of its robustness in the presence of severe multipath
fading. Downlink multiplexing is accomplished via OFDMA to serve multiple users
[12].
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Table 2.3: Available Downlink Bandwidth is Divided into Physical Resource Blocks
Bandwidth (MHz) 1.25 5 10 15 20
Maximum number of RBs 6 12 25 50 10
2.3.1 LTE Downlink Frame Structure
OFDMA is chosen as LTE downlink modulation scheme by 3GPP working
group. Although it brings complexity on scheduling, it has high performance on
packet-oriented approaches in terms of efficiency and latency [12].
Figure 2.1: LTE Generic Frame Structure
As shown in Figure 2.1, 1 LTE radio frame has 10 msec duration. Frames are divided
into 10 subframes. Each subframe of one millisecond duration is divided into 2 slots
which are 0.5 msec long. In the time domain, a slot is exactly 1 resource block(RB).
Number of symbols at each slot depends on cyclic prefix (CP). If normal cyclic prefix
is in use, a slot contains 7 symbols. If extended cyclic prefix is in use, a slot contains 6
symbols.
The smallest modulation structure is Resource Element which is one 15KHz subcarrier
by one symbol. 12 consecutive subcarriers in the frequency domain and 6 or 7 symbols
in time domain form an resource block (RB) which has 180 KHz bandwidth. A
resource block is the smallest element of resource allocation assigned by the LTE base
station scheduler. Resource grid is presented in Figure 2.2.
LTE bandwidth flexibility directly effects the number of available RBs of system.
Bandwidth corresponding to the number of RBs are given in Table 2.3.
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Figure 2.2: LTE Downlink Resource Grid
2.3.2 LTE Downlink Scheduler
As mentioned in previous subsection, a physical resource block is the smallest element
of resource allocation assigned by the base station scheduler. LTE downlink scheduler
runs in subframes by allocating of RBs.
Figure 2.3 depicts the basic concept of LTE downlink scheduler which runs the
scheduling algorithm to decide how RBs are allocated to User Equipments (UEs). An
example set of inputs to the scheduling algorithm is the number of UEs connected to
eNodeB, the number of RBs (bandwidth), the traffic characteristics (rate, packet size,
type, etc.), and the channel qualities. The number of UEs connected to evolved Node
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Figure 2.3: LTE Scheduler Concept Overview
B (eNodeB) and the channel qualities between eNodeB and UEs dynamically change
due to the UEs’ mobility and the characteristics of wireless medium such as multipath
fading, shadowing, etc. Furthermore, since the LTE architecture is designed to support
Internet Protocol (IP), it can support all types of traffic such as file sharing, video
streaming, VoIP, online gaming, etc. The scheduler runs a scheduler algorithm which
takes all these inputs into account and assigns RBs to UEs. The scheduler also decides
power level, coding and modulation type to be used in each transmission time interval
(TTI). The scheduler decisions together with the network conditions solely determine
the performance results such as throughput, delay, energy efficiency and fairness [13].
• Round Robin Scheduler Round Robin (RR) scheduler assigns RBs in a round
robin manner such that RBs are allocated to UEs equally, and hence a high level
of fairness among UEs is provided. RR scheduler assigns RBs to UEs in order
and not based on any channel condition. Basic RR flowchart is presented in 2.4.
Since RR does not take any network feedback such as, traffic characteristics and
channel qualities into account, its throughput performance is usually low. Despite
the fact that RR share resources among users equally, there can not be a full justice
but provides high fairness among users. Even though user may have the same RB
count, adaptive modulation and coding scheme module (AMC) causes that slight
unfair throughput values.
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Figure 2.4: Round Robin Scheduler Flow Chart
• Best CQI Scheduler Best CQI scheduler is channel dependent scheduler and
maximize the throughput. It uses feedbacks received from UEs to determine the
channel quality indicator (CQI) metrics. CQI metric is determined according to
SNR values of subcarriers(resource blocks -RBs). In LTE, CQI values are from the
minimum value 1 to maximum value 15. Each CQI value in the Table2.2 determines
an appropriate modulation and coding for the corresponding RB. In this scheme,
RBs can be assigned to UEs with high quality channel conditions. In spite of this
scheduling algorithm provides maximum throughput, fairness among user is ruined.
Basic Best CQI Scheduler flowchart is presented in Figure 2.5.
• Proportionally Fair (PF) Scheduler
Proportional Fair scheduler is a commonly used scheduling algorithm for
time-frequency shared multi-user systems. The main idea is to achieve a good
trade-off between overall system throughput and data-rate fairness among the users
by exploiting multi-user diversity [14]. Fairness is calculated by using the Jain’s
fairness index [15] as follows:
J(T ) =
(∑Kk=1 T (k))2
K∑Kk=1 T (k)
2 (2.1)
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Figure 2.5: Best CQI Scheduler Flow Chart
Here T is a vector representing UEs’ current throughput values, T (k) is k-th UE’s
throughput, and K is the number of UEs. The fairness index is between zero and one.
If all UEs have the same throughput value, the fairness index is one (i.e., the best
fairness case).
This scheduler tries to ensure high throughput level without ignoring data-rate fairness
among users by considering two time slot at the same time.The scheduling algorithm
assigns RBs to the user that maximizes the CQI in the first slot period of each sub
frame; whereas in the subsequent second slot period the scheduler assigns the RB
in turn to each user [16]. Therefore, at the first time slot scheduler runs as Best
CQI scheduler at the second time slot scheduler runs as Round Robin Scheduler. PF
Scheduler flowchart is demonstrated in Figure2.6.
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Figure 2.6: Proportionally Fair Scheduler Flow Chart
15
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3. QOS-AWARE CONFIGURABLE LTE DOWNLINK SCHEDULERS
The user satisfaction of real-time traffic flows such as VoIP, video, and online gaming
is significantly degraded when the end-to-end delay exceeds a certain threshold value
while non-real-time traffic flows such as ftp, http, and e-mail can tolerate higher delays.
A well-known mechanism to keep the end-to-end delay of real-time flows bounded is
to allocate more resources to the real-time traffic during the congestion events. Existing
LTE downlink schedulers, namely, Round Robin and Best CQI, do not take traffic types
into account when Resource Blocks (RBs) are assigned to the users.
In this chapter, Round Robin (RR) and Best CQI schedulers are modified such
that more resources can be assigned to the real-time flows during the congestion
events. The modified schedulers include a configurable priority parameter such that
the network administrator has the flexibility of tuning this parameter to balance
the trade-off among the real-time traffic throughput, the overall system throughput,
and the overall system fairness according to time varying network conditions. This
configurable parameter represented by τ for the modified RR is an integer number and
defined as priority weight. It provides on the average τ times more RBs for real-time
flows compared to the non-real time traffic. In other words, τ corresponds to a weight
parameter in the Weighted Round Robin (WRR) scheduler. A similar configurable
parameter represented by δ for the modified Best CQI is defined as a priority threshold
to treat real-time flows as if they have the best channel conditions. In the latter case,
real-time flows are equally likely to get RBs even though their channel qualities are
worse than non-real time flows.
For a given scenario, the performance of a scheduling mechanism is evaluated based
on the following metrics: the average system throughput, the average throughput per
traffic class, and the system fairness index. Simulation results demonstrate the trade-off
among the real-time traffic throughput, the overall system throughput and the overall
system fairness for various scenarios. The results show that by intelligently selecting
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Table 3.1: Algorithm to allocate RBs on QoS-aware RR.
Algorithm of QoS-aware Round Robin
τ = priority wieght;
rbindex = 0;
while (rbindex < RBmax)
for k = 1toK
if (k has a real-time flow)
if (rbindex +n∗ τ < RBmax)
allocate n∗ τ RBs to k
else
allocate RBmax− rbindex−1 RBs to k
else
if (rbindex +n < RBmax)
allocate n RBs to k
else
allocate RBmax− rbindex−1 RBs to k
end
end
if (all RBs allocated)
break
end
the priority level, the real-time traffic flows get higher throughput with only slight
degradation of either the system throughput or the system fairness.
3.1 QoS-Aware Configurable Schedulers
3.1.1 QoS-aware round robin scheduler
The QoS-aware RR (QRR) scheduler is designed to give priority to real-time flows
without taking any channel quality information into account. The QRR scheduler is
similar to the standard RR case, but the difference is that the parameter τ is introduced
in QRR to prioritize real-time flows. τ corresponds to a weight parameter in the
well-known Weighted RR scheduler [17] and used as a configurable weight parameter
to determine the degree of priority level in this study. When τ is set to 1, both
schedulers are the same. The algorithm of the QRR scheduler is given in Table 3.1. If
the k-th user has a real-time traffic it gets n ∗ τ RBs, otherwise n RBs, where n is the
number of RBs allocated to this user in one round. Here, K is the number of UEs and
RBmax is the total number of RBs.
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3.1.2 QoS-aware best CQI scheduler
The QoS-aware Best CQI (QBC) scheduler is designed to give priority to real-time
flows by considering the channel qualities of UEs. The configurable parameter δ is
used as a priority threshold to treat real-time flows as if they have the best channel
conditions. When δ is set to 1, the QBC scheduler work as Best CQI, while δ is set to
0 QBC treats all real-time flows as if they have the best channel quality. The network
administrator can change the value of δ to manage the trade-off between throughput
and fairness when the QoS is enabled (see the simulation results). 3.2 shows the pseudo
code of the QBC scheduler. Here, K and RBmax represent the number of UEs and the
maximum number of RBs, respectively. First, CQI feedbacks of all UEs for each
RB are received and maxCqiVal is calculated using cqiList. After this calculation,
candidatesList, which consist of UEs with maxCqiVal channel conditions, is generated.
Up to this point all operations are the same as the standard Best CQI. In QBC, real-time
flows with lower CQI values are also added to candidatesList if their CQI values are
greater than maxCqiVal ∗δ . This operation makes sure that priorities are given to UEs
with whose channel qualities are closer to the best channel quality. Finally, each RB is
allocated to UE which is randomly selected from candidatesList.
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Table 3.2: Algorithm to allocate RBs on QoS-aware Best CQI.
Algorithm of QoS-aware Best-CQI :
δ=priority threshold;
for rb = 1 to RBmax
cqiList = getCqiFeedbackValues for rb
maxCqiVal = getMaximumCqiValues form cqiList
candidatesList = getUeList with maxCqiVal
for k = 1 to K (except members of candidatesList)
if (k has a real-time flow)
if (CQI value of k > maxCqiVal ∗δ )
add k to candidatesList
end
end
end
randomly allocate rb to UE from candidatesList
end
3.2 Numerical Results
The MATLAB-based “LTE System Level Simulator” [18] is used to perform the
simulation experiments. This simulation tool allows us to define various scenarios
by changing network topologies (e.g., number of UEs and their locations), traffic
types, scheduler mechanisms, etc. For a given scenario, the performance of a
scheduling mechanism is evaluated based on the following metrics: the average system
throughput, the average throughput per traffic class, and the system fairness index.
The average system throughput is calculated by summing the throughputs of all UEs
irrespective of their traffic classes and dividing this summation to the number of UEs.
Note that this calculation is performed every TTI. The average throughput per traffic
class is calculated using only traffic flows of UEs within a certain class (e.g., UEs with
real-time traffic such as voice, video, and online gaming).
Unless stated otherwise, the LTE system parameters used for all simulation
experiments are depicted in Table 4.3. The performance of four schedulers, namely
the standard RR, the standard Best CQI, QRR and QBC schedulers, is compared under
various scenarios by changing the QoS parameters of the modified schedulers and
traffic types of UEs. The positions of UEs are randomly chosen for all simulations.
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Table 3.3: LTE simulation parameters
Parameter Name Parameter Value
Total Bandwidth 20 MHz
Carrier Frequency 2.14 GHz
Resource Bandwidth 180 kHz
Number of RBs 100
Number of UEs 50
Simulation Time in TTI 2000
TTI length 1 ms
eNodeB rings 0
eNodeB sectors 1
eNodeB transmit power 20 watt
User Speed 1.4 km/h
Environment Deep Door
Channel Model Winner+
Traffic Type Full Buffer
3.2.1 Results for the QRR scheduler
In the first scenario, the number of UEs is set to 50 and half of the UEs generates
the real-time flows (VoIP, video, and online gaming) while the other half uses the
non-real-time flows (ftp and http). The simulation time is 6000 TTIs and the standard
RR is used for the first 1000 TTIs by setting the parameter τ to one while QRR is used
for the remaining TTIs. The parameter τ is increased by one in every 1000 TTIs to
increase the priority level of real-time traffic. For example, τ is set to 2 between 1000
and 2000 TTIs and 3 between 2000 and 3000 TTIs.
Figure 3.1 demonstrates the effects of τ on the average throughput values of system,
real-time, and non-real-time flows. During the first 1000 TTIs, since there is no QoS
support for real-time traffic (the standard RR case), the average throughput values
for real-time and non-real-time traffic are close to each other. Beyond 1000 TTIs,
as the parameter τ increases, real-time flows get more RBs due to higher priority
weights. The effects of increasing priority weight can clearly be observed in Figure
3.1 as real-time throughput increases while non real-time decreases every 1000 TTIs.
Note that despite a significant increase on average throughput of real-time flows, the
average system throughput does not degrade. However, as the parameter τ increases,
the system fairness decreases as shown in Figure 3.2 since real time flows get more
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Figure 3.1: QoS-aware Round Robin scheduler average throughput
RBs than non-real-time. These results clearly show that there is a trade-off between
real-time throughput and fairness with respect to τ which can be dynamically tuned by
the network administrator.
For the second set of experiments, the parameter τ is set to 3 and the percentage of the
real-time traffic is varied to observe its effects on the performance results. In Figure 3.3
AST, ARTT, ANRTT and SFI refer to average system throughput, average real time
throughput, average non-real-time throughput and system fairness index, respectively.
Note that these values are calculated for all corresponding UEs and 6000 TTIs. Figure
3.3 shows that as the percentage of real-time flows increases from 20% to 80%, ARTT
significantly decreases while AST only slightly changes. This behavior is due to the
fact that the standard RR (and hence QRR) does not intelligently assign limited number
of RBs to UEs although more weights are given to real-time flows. On the other hand,
SFI increases as the percentage of the real-time traffic increases.
3.2.2 Results for QoS-aware best CQI scheduler
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Figure 3.2: QoS-aware Round Robin scheduler system fairness index
Figure 3.3: QoS-aware RR scheduler with various traffic distributions
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Figure 3.4: QoS-aware Best CQI scheduler average throughput
For the third simulation, the number of UEs and traffic distributions are the same as
the first scenario. The standard Best CQI is used for the first 1000 TTIs while QBC
is used for the remaining TTIs. The parameter δ of QBC is varied between 1000 and
6000 TTIs such that δ is decreased by 0.2 every 1000 TTI from 1.0 to 0. When δ is
1.0, QBC works as the standard Best CQI. On the other hand, when it is set to 0 all
real-time flows are treated as if they have the best channel conditions.
Figure 3.4 illustrates the effects of δ on the average throughput values of system,
real-time, and non-real-time flows. During the time interval between 0 and 1000
TTIs, the standard Best CQI scheduler is in use (no QoS-awareness) hence the average
throughput values for real-time and non-real-time traffic are close to each other. The
variations in throughput values are likely because of the changes in UEs’ positions
with respect to the mobility.
After the simulation time is beyond 1000 TTIs, the average throughput values of the
real-time traffic gets higher since QBC assigns more RBs to the real-time flows. The
effects of δ are also observed since δ decreases every 1000 TTIs (the percentage of
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Figure 3.5: QoS-aware Best CQI scheduler system fairness index
real-time traffic which may get the QoS support increases). Although, there is an
average 10% increase on the average throughput of the real-time flows between 1000
to 2000 TTIs compared to the case of the standard Best CQI (below 1000 TTIs),
the average system throughput decreases only 0.8%. According to these results, by
slightly conceding the average system throughput, the real-time flows gets considerable
amount of extra throughput. When the parameter δ varies beyond the simulation time
of 5000 TTIs, all throughput values decrease significantly because RBs are forced to
be allocated for real-time traffic with very low quality channels. In the mean time, the
system fairness index rises with the decrease of the parameter δ as seen in Figure 3.5
This is because of the fact that, real-time traffic with low quality channels get more
RBs, and hence treated more equally with the traffic of high quality channels.
For the last set of experiments, δ is set to 0.7 and the percentage of the real-time traffic
is varied to observe its effects on the network performance. Figure 3.6 shows that
as the percentage of real-time flows increases from 20% to 80%, ARTT significantly
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Figure 3.6: QoS-aware Best CQI scheduler with various traffic distributions
decreases while AST only slightly changes. On the other hand, SFI increases with the
increase of the real-time flow percentage.
In this chapter, the existing Round Robin and Best CQI schedulers in the LTE networks
are modified to enable the QoS support to the real-time traffic. Configurable parameters
which determine the degree of the priority level are introduced for the QoS-aware
schedulers; therefore, a network administrator can manage these parameters to meet
the QoS requirements of the UEs while utilizing the system resources efficiently.
The operating regimes of these schedulers are analyzed for various scenarios and the
QoS parameter settings. The results show that by intelligently selecting the priority
level, the real-time traffic flows get higher throughput with only slight degradation
of either the system throughput or the system fairness. Although, these satisfied
algorithms are capable of providing privileges, they only determine the level and
direction of priorities. It is realized that, in order to provide the ability of convergence
to pre-determined objective levels polynomial time algorithms could not be adequate.
In the following chapter, a new bio-inspired scheduler which can dynamically manage
the high level network policies is designed .
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4. BIO-ISNPIRED MULTI-OBJECTIVE LTE DOWNLINK SCHEDULERS
In the previous chapter QoS based schedulers are presented as provide designated
priorities to real-time flows. But this work has some deficiencies about the convergence
to pre-desired levels. Polynomial time algortihms are not sufficient to eliminate this
shortcomings. Because of that the usage bio-inspired algorithms are more likely to
achieve pre-determined objective levels are studied in this chapter.
Best CQI and Round Robin (RR) are heavily used LTE schedulers. The Best CQI
scheduler maximizes throughput while the objective of RR is to provide the fair
allocation of resources among users. Their algorithms operate in polynomial time
to maximize only a single objective: either throughput or fairness. However, the
importance of these objectives may change and the network administrator should
be able to configure their priority. For example, network policies may dictate
that throughput is the most important performance measure when there are severe
congestions in the network. On the other hand, fairness becomes critical when only a
few percent of total users consume a large amount of resources. It is highly desirable
to have a reconfigurable scheduler which can balance the trade-off between these two
objectives by setting high level network policies. Genetic algorithm (GA) is a powerful
tool for achieving a desired solution when there is no polynomial time algorithm.
In this chapter, a GA based cognitive LTE downlink scheduler is proposed to allocate
radio resources to the users according to pre-defined objectives. The fitness function of
GA is defined by two modes which are throughput conditional and fairness conditional.
If throughput conditional mode is configured by the network administrator, the first
objective of the fitness function is to achieve the target throughput by giving high
priority to the solutions whose throughput values are higher than a pre-defined
threshold. The second objective is to maximize fairness among the solutions which
satisfy the throughput objectives. Therefore, the fitness function ensures the best
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fairness among the solutions satisfying the target throughput or the highest throughput
if none of the solutions satisfies the throughput objectives.
C# based simulation tool is implemented to evaluate the performance of the proposed
GA based scheduler. The user interface of the tool allows us to define various scenarios
by changing the number of UEs, the number of RBs, the mobility speed of UEs. It
also lets us to change the GA parameters which are the maximum number of GA
iterations, the number of initial population, cross-over rate and mutation rate. It is
observed from the numerical results that when the search space of GA increases,
finding the optimal solution takes higher number of iterations. In other words, the
same number of iterations yields lower fitness values. Results showed that selection
of the GA parameters are significantly important to balance the trade-off between the
convergence speed and the quality of the solution. We believe that the proposed GA
scheduler can be effectively used to manage throughput and fairness objectives in
dynamic network scenarios.
4.1 GA Based LTE Scheduler
4.1.1 Genetic algorithm
Genetic Algorithm (GA), which is inspired by the “survival-of-the-fittest” principle,
is a population based metaheuristic providing a powerful way for exploring the
search space in complex optimization problems. In this paper, GA based LTE
downlink scheduler is proposed to allocate radio resources to the users according to the
pre-defined objective function. The flow chart of a GA is shown in Figure 4.1. Initially,
a set of solutions (i.e., a population) is generated using the appropriate chromosomes.
This solution set is periodically updated using the crossover and mutation operations on
the current population to generate individuals for the next generation [1]. This update
process intelligently explores candidate solutions among a huge solution set. A set of
individuals whose fitness values are higher are kept whereas others are eliminated in
the selection phase. This process is repeated until the maximum number of iterations
(i.e., stopping criterion) is reached. In this paper, a GA based LTE downlink scheduler
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which can be configured to balance the tradeoff between throughput and fairness is
proposed. The details of the proposed scheduler are given in the following sections.
Figure 4.1: The flow chart of Genetic Algorithm
4.1.2 Chromosome structure and initialization
An example chromosome representing a scheduler solution for the network consists
of five RBs and four UEs is shown in Figure 4.2. In each chromosome, there are
five genes corresponding to five RBs and each gene can have four different values
corresponding to four UEs. Hence, each gene takes an integer number from 1 to 4
uniquely representing each UE (i.e., each UE is assigned a unique integer number). If
the LTE downlink bandwidth is 20 MHz, there are 100 RBs. When there are 50 active
UEs, there are 10050 different RB to UE assignments. A GA is used to explore this
huge search space in a time efficient manner to find a reasonably fit solution. At the
initialization phase, N individuals (i.e., N chromosomes) are created randomly. The
algorithm in the main loop updates the chromosomes until the stopping criterion is
met.
Figure 4.2: An Example of Chromosome Structure
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4.1.3 Cross-over and mutation
The search diversity is provided by creating new individuals in the cross-over process.
The amount of individuals which is updated by the cross-over process is determined by
the cross over rate µ which is a floating number between 0 and 1. We employ a single
point cross-over by randomly selecting a switching point. At each iteration, a parent
chromosome is selected and a random number is generated. If the random number is
lower than the cross-over rate µ , a randomly selected another individual is selected
as the second parent. Figure 4.3 shows an example cross-over process. The last two
genes of the first parent are exchanged with the last two genes of the second parent to
generate two new children chromosomes.
Figure 4.3: Cross-over Process
Figure 4.4: 3rd gene is changed from UE2 to UE1 after the mutation operation
The mutation operation also provides the search diversity by avoiding the local
maximums. Mutation can alter one or more genes independently but in this paper,
the alteration of only one gene in each mutation operation is considered. Similar to
the cross-over process, the amount of individuals which is updated by the mutation
process is determined by the mutation rate ζ which is a floating number between
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0 and 1. Note that all chromosomes generated after the cross-over operation enters
the mutation phase but only some of them are updated according to the comparison
result of the generated random number with the mutation rate. Figure 4.4 demonstrates
an example mutation process. For a chromosome which is selected for the mutation
operation, the value of a randomly selected gene is arbitrarily changed to one of the
candidate genes.
4.1.4 Selection and fitness function
After the cross-over and mutation operations, there are 2 ∗N chromosomes including
N initial parents and N new children. The first N chromosomes, which have higher
fitness values, are selected and transferred to the next generation. The fitness values of
these chromosomes are calculated using a fitness function which evaluates how close
the performance of the candidate solution to the target objectives. In this study, the
fitness function is defined by two metrics: normalized throughput (throughput index)
and fairness index. Throughput index, which is a floating number between 0 and 1, is
calculated by dividing the total throughput of all UEs to the maximum total throughput
which can be obtained by the Best CQI scheduler. Fairness index is calculated by using
the Jain’s fairness index Fairness index is a floating number between 0 and 1. If all UEs
have the same throughput value, fairness index is 1 representing the best fair case.
The pseudo code of the fitness function calculation is given in Table 4.1. The fitness
value is calculated according to two modes which are throughput conditional and
fairness conditional. For the throughput conditional mode, the objective of the fitness
function is to meet the target throughput first by giving high priority to the solutions
whose throughput index are higher than the pre-defined threshold α . The second
objective is to maximize fairness index among the solutions which satisfy the target
throughput. If a solution does not satisfy the target throughput, the function returns
throughput index. If a solution satisfies the target throughput, the function returns
1+fairness index. Therefore, this fitness function ensures the best fairness among
the solutions satisfying the target throughput or the highest throughput if none of the
solutions satisfies the target throughput.
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Table 4.1: Pseudo code of the GA fitness function
Fitness Function of GA. :
α = network administrator defined threshold
Inputs: throughput index, fairness index
Output: Fitness value
Switch ( Mode )
Case : Throughput conditional
if ( throughput index > α)
Fitness value = 1 + fairness index
else
Fitness value = throughput index
end
Case : Fairness conditional
if (fairness index > α)
Fitness value = 1 + throughput index
else
Fitness value = fairness index
end
return Fitness value
In the second mode, the fitness function meets the fairness objective first and the second
objective is to maximize throughput index among the solutions which satisfy the target
fairness. Therefore, in the fairness conditional mode, the fitness function ensures the
highest throughput among the solutions satisfying the target fairness or the best fairness
if none of the solutions satisfies the target fairness.
4.2 Numerical Results of GA based Scheduler
In this section, we present the numerical results of the proposed GA based scheduler.
We implemented a C# based simulation tool which allows us to change the number
of UEs (NUE), the number of RBs (NRB), the mobility speed of UEs which uses
random waypoint mobility model.Figure 4.5 shows user interface of this simulation
tool. The propagation loss model given in [19] is used to calculate the Signal-to-Noise
Ratio (SNR) values. The tool also lets us to change the GA parameters which are
the maximum number of GA iterations (NIMAX ), the number of individuals (NI), the
cross-over rate (RCO) and mutation rate (RM).
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4.2.1 LTE simulator Implementation
In order to calculate estimated SNR values of UEs for all simulations, correctly
modeling the propagation loss model is the key point. Applied propagation loss
model is calculated with following objects. Calculated SNR values with distances
is demonstrated in Figure 4.6.
Figure 4.5: LTE Simulator User Interface
• Pathloss is applied using following equation while d representing the distance.
PL = 128.1+37.6log10(d) (4.1)
• Penetration loss is 10 dB.
• Shadowing is log-normal distribution with mean is 0dB and standard deviation is
8dB.
• Multipath model is Jacks Model [19].
In order to implement the AMC module of LTE to the LTE simulator the study [19] is
utilized. The exact CQI values are determined according to the procedure proposed in
[20]. For each resource block, spectral efficiency(n) is calculated by using Shannon’s
limit theorem. PSDrx, B, F , and N0 represents respectively the PSD of the received
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Figure 4.6: Estimated SNR vs distance
signal, bandwidth of resource block (180KHz), noise figure(default 2.5), and the noise
spectral density (default −174dBm/Hz) respectively.Γ which is introduced in [19], is
a model coefficient depicts the difference between theoretical bound and performance
of real MCS bound.Γ=− ln(5∗BER)/1.5 The spectral efficiency value is mapped to
a corresponding CQI value using Table 4.2 [19]. Therefore transported block (TB) size
is determined by this table. Figure 4.7 demonstrates the CQI index distribution over
distance. Furthermore, transported block size distribution over distance is presented in
Figure 4.8. When the distance between UE and eNodeB increases, transported block
size decreases according to CQI index.
n = log2(1+
SINR
Γ
)where,SINR =
PSDrx ∗B
F ∗N0 ∗B (4.2)
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Table 4.2: Mapping function from the spectral efficient to the TB size
Interval for n CQI Index Modulation Scheme TB size (bit)
≤ 0.15 1 4-QAM 18
0.15 - 0.23 2 4-QAM 28
0.23 - 0.38 3 4-QAM 45
0.38 - 0.60 4 4-QAM 72
0.60 - 0.88 5 4-QAM 105
0.88 - 1.18 6 4-QAM 141
1.18 - 1.48 7 16-QAM 177
1.48 - 1.91 8 16-QAM 230
1.91 - 2.40 9 16-QAM 289
2.40 - 2.73 10 64-QAM 308
2.73 - 3.32 11 64-QAM 363
3.32 - 3.90 12 64-QAM 433
3.90 - 4.52 13 64-QAM 506
4.52 - 5.12 14 64-QAM 578
≥ 5.12 15 64-QAM 640
Figure 4.7: Chosen CQI
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Figure 4.8: Selected TB size
4.2.2 GA convergence experiments
RM is varied from 20% to 100% to observe its effects on the GA convergence as
depicted in Figure 4.10 When RM is 100%, we observe that GA can quickly converge
to a certain fitness value; however, the converged value is significantly lower than
the maximum fitness value. On the other hand, when RM is 20%, the speed of the GA
convergence becomes slower but the converged value eventually reaches the maximum
fitness. The mutation rates of 40%, 60%, and 80% shows the trade-off between the
convergence speed and the quality of the fitness value. Unless otherwise stated, the
default value of RM is set to 60% for the rest of the experiments.
In the second set of experiments, we change RCO from 20% to 100% to demonstrate
its effects on the GA convergence. Figure 4.9 shows that, as RCO increases, the speed
of the GA convergence increases. Since the converged fitness values are very close for
80% and 100%, the default cross-over rate is set to 80% to save on the computational
load.
36
Figure 4.9: Effects of cross-over rate on GA convergence
In the last set of experiments, NI is varied from 5 to 25. Figure 4.11 demonstrates that
the fast convergence is observed when NI increases. However, this improvement comes
at the expense of more computational load. Since the behavior of the convergence is
similar when NI is 15 and 25, the default value is set to 15 to balance the trade-off
between the convergence speed and the computational load.
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Figure 4.10: Effects of mutation rate on GA convergence
Figure 4.11: Effects of number of individuals on GA convergence
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Table 4.3: Simulation parameters
Parameter Name Parameter Value
Number of RBs (NRB) 25
Number of UEs (NUE) 25
UE speed 5km/h
eNodeB rings 1
Mobility Model Random way point
Resource Block Bandwidth 180 KHz
noise spectral density -174dbM/Hz
GA Mutation Rate (RM) 60%
GA Cross-over Rate (RCO) 80%
GA # of individuals (NI) 15
GA # of maximum iterations (NIMAX ) 100
4.2.3 Effects of network parameters on GA performance
In this part of experiments, the performance of the proposed GA scheduler is presented
when the LTE network parameters are varied. Unless otherwise stated, the default
values of the GA and LTE parameters given in Table 2 are used for all experiments. The
GA fitness function is used in the throughput conditional mode and the administrator
defined threshold α is set to 1. Thus, the objective of the GA based scheduler is to
maximize the system throughput. The total system throughput is measured for all
UEs for 100 TTIs and the normalized total throughput is calculated by dividing the
measured throughput to the maximum throughput of the best CQI scheduler. The
reported results are the average of 50 random experiments. Note that GA transfers the
best individuals to the next TTI.
NRB is varied from 10 to 100 to simulate an LTE network operating under various
bandwidths and NIMAX is varied as 10, 50, 100, and 200. As depicted in Figure 4.12
the normalized throughput decreases when NRB increases. This is due to the fact that
the search space significantly increases when NRB increases and it is expected that
finding the optimal solution takes relatively longer time. For example, for the NRB
value of 100, the normalized throughput is about 0.94, which is far from the optimal
solution of 1. However, when NIMAX is 200, the normalized throughput value of 0.999
is obtained even though NUE is 100. For the NRB value of 10, the NIMAX values of
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Figure 4.12: GA performance with various RB count
50 and beyond yield the optimal solution of 1 while the NIMAX value of 10 provides
about 0.999. Note that the computational load increases as NIMAX increases and higher
number of computations is required to reach the optimal solution when the search space
increases.
The mobility speed of UEs is varied from 10 to 100 km/h in Figure 4.13 to demonstrate
the adaptation capability of the proposed GA scheduler to changing network dynamics.
As the mobility speed of UEs increases, the normalized throughout decreases when
NIMAX is equal to 10 and 50. However, when NIMAX is 100 and 200, the normalized
throughput is very close to the maximum normalized throughput. These results
indicate that, when UEs are highly mobile, their channel qualities are dynamically
changed. As a result, the chromosome corresponding to the maximum normalized
throughput is also changed. When NIMAX is higher, GA can converge even if its initial
population corresponds to lower throughputs.
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Figure 4.13: GA performance with various user speed
4.2.4 GA based LTE downlink scheduler
In this section, the performance of the proposed GA scheduler is compared with Round
Robin (RR) and Best CQI schedulers. The default parameters given in Table 2 are used.
The simulation time is set to 300 TTIs. The GA runs in throughput conditional mode
in the first 150 TTIs by setting α to 0.25, 0.5, and 1 for 1-50 TTIs, 51-100 TTIs, and
101-150 TTIs respectively. Furthermore, the GA scheduler runs in fairness conditional
mode in 151-300 TTIs by setting α to 0.25, 0.5, and 1 for 151-200 TTIs, 201-250
TTIs, and 251-300 TTIs respectively. Figure 4.14 and Figure 4.15 demonstrate the
normalized throughput and fairness index, respectively. For the first 50 TTIs, since
throughput threshold is set to 0.25, the highest fair one is selected among the solutions
satisfying the throughput objective. Between 51 and 100 TTIs, throughput threshold
is increased to 0.5. The GA scheduler quickly converges a solution which satisfies the
throughput objective. However, fairness index is decreased about 0.17 compared to the
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first 50 TTIs. At 101 to 150 TTIs, since throughput threshold is set to 1, the normalized
throughput results are very close the Best CQI as expected.
Between 151 and 300 TTIs, the GA scheduler runs in the fairness conditional mode.
At the 151 to 200 TTIs, fairness threshold is set to 0.25, among the solutions which
satisfy the target fairness, the solution corresponding to highest throughput is selected.
Similarly, for 201 to 250 TTIs, the fairness objective of 0.5 is reached and the
normalized throughput is decreased about 0.27. For the last 50 TTIs, fairness threshold
is set to 1. Results show that higher fairness index compare to the fairness index of RR
is achieved while lower normalized throughput is observed. Since there are 25 RBs
with varying channel qualities and 25 UEs, the fairness index of 1 can be achieved
only if all the channel qualities are the same. It is very unlikely to have the same
channel qualities for randomly located mobile UEs.
GA based cognitive LTE downlink scheduler is proposed to allocate radio resources
to the users according to the network administrator defined high level policies. In the
proposed scheme, a network administrator sets the operational mode to throughput or
fairness and a target threshold for the selected mode. We implemented a C# based
simulation tool and demonstrated the trade-off between the convergence speed and
the quality of the solution by varying the parameters of LTE and GA. Numerical
results demonstrated that the proposed GA scheduler can be effectively used to manage
throughput and fairness objectives in dynamic network scenarios.
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Figure 4.14: GA, RR, and BCQI throughput results
Figure 4.15: GA, RR, and BCQI fairness results
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4.3 GA Based QoS-aware LTE Scheduler
In this section, QoS-aware GA based LTE downlink scheduler is proposed to provide
designated priority levels to realtime flows. The proposed GA based scheduler
is modified such that a configurable threshold property for the real-time flows is
introduced to provide a designated priority for real-time flows. Similar to the proposed
GA scheduler, this scheduler allocates resource blocks to meet multiple objectives. The
first objective is to satisfy the QoS requirements in configurable manner. This feature
provides the network administrator with the flexibility of balancing the trade-off among
the real-time traffic throughput, the overall system throughput, and the overall system
fairness with respect to time varying network conditions. There are two modes for
the second objective which can be the highest throughput or the highest fairness. If
the highest throughput is selected, GA ensures the highest total throughput among
the solutions satisfying the first objective. If highest fairness mode is selected, GA
yields solution with the highest fairness. If the first objective is not satisfied, the
scheduler returns the highest throughput of real time flows. A configurable parameter
β is introduced as a threshold level for controlling throughput of real time flows.
Since GA based QoS-aware LTE Scheduler is the modified version of the GA
based LTE scheduler, chromosome structure, initialization, cross-over, mutation, and
selection steps are the same as presented in section 4.1. The fitness function is modified
to include QoS support.
4.3.1 GA based QoS-aware LTE scheduler fitness function
In this section, the fitness function is defined by three metrics: normalized throughput
(throughput index), fairness index and realtime-flow index. Throughput index and
fairness index have been introduces in this chapter on GA based LTE scheduler. The
realtime-flow index is a floating number between 0 and 1 calculated by dividing the
total realtime flows throughput to the maximum total throughput which can be obtained
by the Best CQI scheduler. If the all UEs in the solution has real time flow and all of
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Table 4.4: Pseudo code of the QoS-aware GA fitness function
Fitness Function of QoS-aware GA. :
α = network administrator defined threshold
Inputs:throughput index, fairness index ,realtimeflow index
Output: Fitness value
Switch ( Mode )
Case : Highest throughput
if (realtimeflow index > β )
Fitness value = 1 + throughput index
else
Fitness value = realtimeflow index
end
Case : Highest Fairness
if (realtimeflow index > β )
Fitness value = 1 +fairness index
else
Fitness value = realtimeflow index
end
return Fitness value
them have the maximum CQI level then, realtime-flow index will be 1. If non of the
UEs in the solution has realtime flows the realtime-flow index will be 0.
The pseudo code of the fitness function calculation is given in Table 4.4. The fitness
value is calculated according to two modes which are highest throughput and highest
fairness modes. For the highest throughput mode, the objective of the fitness function
is to meet the target realtime throughput first by giving high priority to the solutions
whose realtime-flow index are higher than the pre-defined threshold β . The second
objective is to maximize throughput index among the solutions which satisfy the
target realtime data rate. If a solution does not satisfy the realtime data rate, the
function returns realtime flow index. If a solution satisfies the realtime data rate, the
function returns 1+throughput index. Therefore, this fitness function ensure the highest
throughput level while satisfying the target realtime flow throughput or the highest
realtime throughput if none of the solutions satisfies the target realtime flow data rate.
In the second mode, the fitness function meets the realtime flow objective first and the
second objective is to maximize fairness index among the solutions which satisfy the
target realtime flows throughput. Therefore, in the highest fairness mode, the fitness
function ensures the highest fairness among the solutions satisfying the target realtime
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flows throughput or the highest realtime flows throughput if none of the solutions
satisfies the target realtime flows data rate.
4.4 Numerical Results for GA Based QoS-aware LTE Scheduler
In this section, we present the numerical results of the proposed QoS-aware GA
based LTE downlink scheduler. The implemented C# based simulation tool is used
to perform the simulation experiements. For a given scenario, the performance of a
scheduling mechanism is evaluated based on the following metrics: the normalized
total throughput, the normalized total throughput per traffic class, and the system
fairness index. The normalized total throughput is calculated by summing the
throughputs of all UEs irrespective of their traffic classes and dividing this summation
to the maximum throughput of the best CQI scheduler. The normalized total
throughput per traffic class is calculated by summing the throughputs of UEs which
have the same traffic type and dividing this summation to the maximum throughput
of the best CQI scheduler. In these experiments there ara 2 different type of traffic
classes which are realtime traffic type including VoIP, video, and online gaming and
non-realtime traffic type including ftp and http. System fairness index is calculated
by Jains fairness index [15]. Note that this calculation is performed every TTI and
GA transfers the best individuals to the next TTI. The reported results are the average
of 50 random experiments. For all experiments simulation parameters set as given
in Table 4.3. The performance of the proposed QoS-aware GA scheduler is compared
with Round Robin (RR) and Best CQI schedulers. For all simulations the realtime-flow
index (β ) is varies with time. β is set to 0, 0.2, 0.4, 0.6, 0.8, and 1 for 1-50 TTIs, 51-100
TTIs, 101-150 TTIs, 151-200 TTIs, 201-250 TTIs, and 251-300 respectively. 15 UEs
have realtime traffic and 15 UEs have non-realtime traffic is set for all simulations and
simulation runs for 300 TTIs.
For the first set of experiements, QoS-aware GA based LTE scheduler run in highest
throughput mode. Figure 4.16 demonstrates the throughput responses of schedulers
and normalized total throughput per traffic class of QoS-aware GA. When priority
threshold increases the normalized total throughput of realtime-flows increases and
non-realtime-flows decreases. However, the total throughput values of GA decreases
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significantly when (β ) increases because RBs are forces to be allocated for real-time
traffic with very low quality channels. Beside this, a considerable increment on real
time traffic is provided with prioritizing the realtime flows when negligible decrease
on the total throughput.Figure 4.17 depicts the fairness results for this experiment.
QoS-aware GA scheduler causes a quiet low fairness when it run in highest throughput
mode. Note that, the variations in results are likely because of the changes in UEs’
positions with respect to the mobility.
Figure 4.16: Throughput results for highest throughput mode
For the second set of experiments, QoS-aware GA based LTE scheduler run in highest
fairness mode. Figure 4.18 demonstrates the throughput responses of schedulers
and and normalized total throughput per traffic class of QoS aware GA. When the
QoS-aware GA scheduler is in consider, total throughput values and realtime-flow
throghput values are increase when β increases. This is because β force to real time
flows to get more resource block before trying the maximizing fairness. At first 50
TTIs as β is set to 0 the proposed schedulers tries maximizes the fairness index so
total throughput value is quite low.
Fairness results for this experiments are shown in Figure 4.19. At first 50 TIIs as there
is no prioritizing the genetic algorithm provides the best fair case while the QoS-aware
GA running in highest fairness mode. When the β increases the sytem fairness index
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Figure 4.17: Fairness results for highest throughput mode
decreases because resources are allocating the realtime flows that causes a significant
decrement on fairness index.
Figure 4.18: Throughput results for highest fairness mode
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Figure 4.19: Fairness results for highest fairness mode
In this study, QoS-aware multiobjective LTE downlink scheduler is proposed by using
bio-inspired methods. In order to improve the satisfaction on realtime traffic users, one
of the objectives is defined as the satisfying the QoS requirements of network. Second
objective can be selected as maximizing throughput or maximizing fairness depending
on the network needs. Simulations carried out that, the proposed scheduler is a
successful resource allocation method which can cognitively adapt and the dynamic
network conditions. The trade-off between the QoS requirements and high network
policies can be managed using the proposed scheduler.
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5. CONCLUSIONS AND RECOMMENDATIONS
At the first part of this study the existing Round Robin and Best CQI schedulers are
enhanced to enable the QoS support to the real-time traffic. For both schedulers, a
configurable parameter, which determines the degree of priority level, is introduced
so that the real-time traffic throughput can be administratively controlled without
jeopardizing the overall network performance. Simulation results demonstrate the
trade-off among the real-time traffic throughput, the overall system throughput and
the overall system fairness for various scenarios. Therefore the degree of priority level
determines only the convergence level without specifying value.
Secondly, in order to avoid the convergence inadequacies of the first part, bio-inspired
algorithms have been studied to realize high level network policies. A GA based
cognitive LTE downlink scheduler is proposed to allocate radio resources to the users.
Pre-defined high level network policies are determined by setting the operational
mode to throughput or fairness and a target threshold for the selected mode. The
proposed scheduler dynamically and quickly adapts its decisions to ensure the best
fairness among the solutions satisfying the target throughput or the highest throughput
if none of the solutions achieves the desired throughput. It is demonstrated that the
management of the trade-off between throughput and fairness objectives is provided
by proposed GA scheduler in dynamic network scenarios.
Lastly in order to meet the QoS requirements of users, a GA based QoS-aware LTE
downlink scheduler is introduced. The pre-defined configurable parameter and high
level policies are set by the network operator to manage the trade-off among various
QoS related performance objectives.
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Future work will extend the proposed GA scheduler by increasing the number of
eNodeB in the network. We will also work on analytical modeling of how the number
of active UEs change with the mobility to define a new fitness function.
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