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Summary
With the increased popularity of normal mode analy-
ses in structural biology, it is important to carefully
consider how to best utilize the results for gaining bi-
ological insights without over interpretation. The dis-
cussion in this article argues that for the purpose of
identifying correlated motions in biomolecules,
a case separate from concomitant conformational
changes of structural motifs, it is generally important
to use a large number of normal modes. This is illus-
trated through three increasingly complex examples.
The simplest case includes two bilinearly coupled har-
monic oscillators and serves as a straightforward
problem where the important considerations are ex-
plicit and transparent. The argument is then general-
ized to include a system of N-coupled harmonic oscil-
lators and finally to a realistic biomolecule. Although
a small number of normalmodes are useful for probing
structural flexibility, it is clear that a much larger num-
ber of modes are required for properly investigating
correlated motions in biomolecules.
Introduction
Normal mode analysis (NMA) has been one of the major
computational tools for the study of biological mole-
cules over the past 25 years (Brooks and Karplus,
1983; Go et al., 1983; Hayward, 2001; Levitt et al.,
1985). This technique was first utilized because of its rel-
atively modest computational demands, but even now,
when more complex calculations are routinely per-
formed, NMA has remained of value because of the
type of information it can provide. Particularly, NMA is
able to report on the large, domain-scale motions pres-
ent in biological macromolecules (Bahar et al., 1997; Cui
and Bahar, 2005; Cui et al., 2004; Delarue and Sane-
jouand, 2002; Doruker et al., 2000; Hinsen, 1998; Krebs
et al., 2002; Ma and Karplus, 1998; Mouawad and Pera-
hia, 1996; Tama and Sanejouand, 2001; Tama et al.,
2002, 2003; Van Wynsberghe et al., 2004; Wang et al.,
2004; Zheng et al., 2006), which are difficult to analyze
by other computational approaches, especially when
the resolution of structural data is limited (Kong et al.,
2003; Ming et al., 2002; Tama et al., 2002). These data
can be particularly informative regarding the identifica-
tion of flexible and rigid motifs in large biomolecules,
*Correspondence: cui@chem.wisc.eduwhich may in turn suggest interesting sites for mutation
or other experiments (e.g., FRET measurements). In ad-
dition, NMA has been used for various other purposes
including the refinement of structural data (Delarue
and Dumas, 2004; Ma, 2005; Tama et al., 2004) and the
search for ligand binding sites (Ming and Wall, 2005;
Yang and Bahar, 2005).
It is because of the usefulness, simplicity, and rela-
tively low computational cost of NMA that many re-
searchers have been able to incorporate NMA results
into their research programs. While the acceptance of
these methods is encouraging, it is also worrisome
that without careful consideration, data from NMA can
easily be over interpreted. NMA perhaps suffers from
this disproportionately among computational tech-
niques because it is simple to visualize NMA data as mo-
lecular animations (movies) of large-amplitude motions.
These movies are of great value in understanding flexi-
ble degrees of freedom, but without care, they can
lead to incorrect conclusions.
This article is motivated by a need to clarify what NMA
can and cannot provide as the supplement to a recent
insightful summary (Ma, 2005). Specifically, the use of
NMA to describe correlated motions between atoms or
structural motifs, a common subject of interest in the ap-
plication of NMA to biomolecules with allosteric proper-
ties, is discussed (Ma and Karplus, 1998). In an attempt
to present the point most clearly, the argument is broken
into three increasingly complex examples. Two Bili-
nearly Coupled Harmonic Oscillators discusses a simple
system of two one-dimensional, bilinearly coupled har-
monic oscillators. N-Bilinearly Coupled Harmonic Oscil-
lators examines the case of N oscillators in order to give
a more general analytic result. Lastly, in A Realistic Ex-
ample Using the KvAP Ion Channel, these arguments
are applied to a realistic and complex biological system,
the voltage-gated potassium channel KvAP, through
numerical calculations. These examples illustrate that
when using NMA to study equal-time correlated mo-
tions, many of the low-frequency normal modes must
be considered. This result does not conflict with the ob-
servation that only a few normal modes may account for
a large fraction of functionally relevant structural transi-
tions in biomolecules (Cui et al., 2004; Petrone and
Pande, 2006; Tama and Sanejouand, 2001); mapping
onto conformational changes between functional states
reflects flexibility in the structure but does not directly
address the issue of correlated motions. This mapping
can only improve with an increasing number of modes,
and it is often sufficient to use only a few, although the
quantitative measure depends on the system and de-
sired accuracy (Petrone and Pande, 2006). Motional cor-
relation between different parts of a system has a clear
statistical mechanics definition (Brooks et al., 1988)
and widely appreciated biological significance (Kormos
et al., 2006; Rod et al., 2003). The probe of motional cor-
relation involves the calculation of the off-diagonal ele-
ments of the covariance matrix, which in general re-
quires the use of a much larger number of modes for
proper convergence.
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Two Bilinearly Coupled Harmonic Oscillators
First, a simple mechanical system that includes a set of
two one-dimensional harmonic oscillators coupled bili-
nearly is discussed (Figure 1); each oscillator can be
regarded to model either a single atom or an entire
protein domain, although this correspondence is not
necessary to the argument. Despite its simplicity, this
model problem illustrates all the salient points of the
argument, and the simple mathematics allows the
physics to be transparent. The potential energy, V, and
Hessian matrix, F, are given in equations 1 and 2. For
mathematical simplicity, k1 = k2 = k and m1 = m2 = 1 are
assumed. (Note that this representation implies that
the coupling, kc, is weaker than the intrinsic spring con-
stant, k.)
V =
1
2
kDx21 +
1
2
kDx22 2 kcDx1Dx2 (1)
F =

k 2 kc
2 kc k

; (2)
where Dxi indicates the displacement of oscillator i from
its equilibrium position. The eigenvalues (Ui) and eigen-
vectors (Wi) of the Hessian are readily obtained by diag-
onalization, which produces a symmetric mode and an
antisymmetric mode:
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It is interesting to note that for any nonzero coupling
(kc), the eigenvectors invariably take this exact form;
the eigenvalues obviously differ.
Given the two sets of eigenvectors and eigenvalues
and initial conditions, one can describe the motion of
the system at all times, including the motional correla-
tion between the two oscillators. The main point is that
for the latter purpose, the appropriate quantity to use
is the covariance matrix rather than the character of in-
dividual normal mode vectors.
The covariance matrix, C, can be readily calculated
based on the eigenvalues and eigenvectors (Brooks
et al., 1988; Hayward, 2001; Mizuguchi et al., 1994):
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The brackets denote an ensemble average, and the
columns of the matrix W contain the eigenvectors of
the Hessian. Note that the sum is over all the modes—
in this case, two. Evaluating equation 4 using the eigen-
vectors and eigenvalues in equation 3 gives:C=
1
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k
kc
k
1
0
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CA: (5)
Since the covariance matrix is normalized, the diago-
nals are equal to one, and the off-diagonal term repre-
sents the motional correlation between the two oscilla-
tors. With the current model, the oscillators are
positively correlated, and the magnitude of the correla-
tion depends linearly on the strength of the coupling
constant (kc), which is consistent with physical consid-
eration. This is in contrast to the conclusion that one
would have drawn based merely on inspecting the char-
acter of individual eigenvectors. As stressed above, the
character of the eigenvectors suggests that the two os-
cillators move in an either perfectly correlated or anti-
correlated fashion, depending on which mode is being
examined, regardless of the strength of the coupling
constant as far as kc is nonzero. Apparently, the discrep-
ancy only reminds us that all modes contribute to the
motion of the system and the motional correlation be-
tween system components. Focusing on the nature of
an individual eigenvector is akin to ignoring all the other
types of motion represented by the remaining modes,
and this may lead to incorrect conclusions regarding
correlated motions. In other words, the observation of
two components moving in a specifically correlated
fashion in a single mode does not, in general, mean
that they have significant overall motional correlation
(also see A Realistic Example Using the KvAP Ion Chan-
nel for a realistic biomolecular example).
To further support the use of the covariance matrix in
analyzing the correlation between system components,
the correlation in equilibrium positions given an external
perturbation is investigated; this mimics the conforma-
tional change in one part of a protein as induced by
the conformational change at a distant site upon ligand
binding. If a force in the positive direction with magni-
tude F0 is applied to oscillator number one in Figure 1
(i.e., mimicking ligand binding), the new equilibrium po-
sitions may be acquired by solving the following matrix
equation:

2 k kc
kc 2 k

Dxeq1
Dxeq2

=

2F0
0

(6)
with solutions:
Dxeq1 =
kF0
k22 k2c
Dxeq2 =
kcF
0
k22 k2c
: (7)
Figure 1. Two Bilinearly Coupled One-Dimensional Harmonic
Oscillators
Each oscillator has an intrinsic Hookean spring (k1 or k2) that defines
its unperturbed equilibrium position. In this work, k1 = k2 = k, and
m1 = m2 = 1. The oscillators are coupled via another Hookean spring
with force constant kc.
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Dxeq1
=
kc
k
: (8)
The application of force, F0, on oscillator one has an
indirect effect on oscillator two that propagates through
the coupling spring. The magnitude of the displacement
of oscillator two is obviously dependent on the coupling
constant, kc, reinforcing the importance of the strength
of coupling in correlation, both in fluctuations (equation
5) and in the equilibrium positions (equation 7). In fact,
comparing equation 5 and equation 8 shows that the ra-
tio of the displacements in the two oscillators is equal to
the normalized covariance between them. This will be
shown to be generally valid for bilinearly coupled oscil-
lators in the next section and further illustrates the use-
fulness of the covariance matrix.
N-Bilinearly Coupled Harmonic Oscillators
To provide an intermediate but still analytic example, the
case where the system is extended to N such oscillators
as in Two Bilinearly Coupled Harmonic Oscillators is
considered. Each oscillator is held by a spring of con-
stant k to its ‘‘intrinsic’’ equilibrium position and is bili-
nearly coupled with coupling constant kc to its neigh-
bors. The terminal oscillators are only coupled to one
other oscillator, while all others are coupled to two. In
this case, the Hessian matrix is given by the symmetric
tridiagonal form:
F =
0
BBBB@
k 2 kc 0 / 0
2 kc k 2 kc / 0
0 2 kc k / 0
« « « 1 2 kc
0 0 0 2 kc k
1
CCCCA: (9)
Because this matrix is a normal continuant (Ruther-
ford, 1947), the corresponding matrix of eigenvectors,
W, and the eigenvalues, Uj, are readily solvable (Lo-
sonczi, 1992):
Wrj =

2
N + 1
1
2 sin

jrp
N + 1

r = 1.N
Uj = k2 2kc cos

jp
N + 1

j = 1.N
: (10)
The same analysis as in Two Bilinearly Coupled Har-
monic Oscillators can be used to show that a properly
converged covariance matrix is more useful in studying
correlated motions than individual normal modes. For
example, with N chosen as 20, the covariance matrices
using only the first or second lowest eigenvalue modes
are shown in Figures 2A and 2B, respectively. The first
mode corresponds to the motion of all of the oscillators
in one direction, so all the oscillators are perfectly posi-
tively correlated with each other. The second mode cor-
responds to motion in the positive x direction for the first
ten oscillators but motion in the negative x direction for
the rest. Hence, oscillators 1–10 are positively corre-
lated with each other, oscillators 11–20 are positively
correlated with each other, but oscillators 1–10 ten are
negatively correlated with oscillators 11–20. As in the
simple case in Two Bilinearly Coupled Harmonic Oscilla-
tors, the first two modes represent opposite motional
patterns. To properly address the overall motional cor-relation, the full covariance matrix (Figure 2C) must be
calculated with all available modes. With a value of kc/
k = 0.5, all oscillators are somewhat positively correlated
to each other, and the correlation decreases with oscil-
lator separation from a value of approximately 0.9 for
nearest neighbors to a value of 0.05 for the terminal
oscillators.
An analytic expression for the covariance between the
terminal oscillators (first and Nth; to mimic two allosteric
sites in a protein), C1,N, can be deduced by substituting
equation 10 into the covariance matrix definition,
equation 4:
C1;N =

kc
k
ðN2 1Þ
PN=2
i = 0

N212 i
i

ð2 1Þi

kc
k
2i = 1
UN2 1

k
2kc
; (11)
whereUk(x) is the kth order Chebyshev polynomial of the
second kind (Rivlin, 1974), which arise naturally in the
study of continuants (Dub and Litzman, 1999; Losonczi,
1992). As in Two Bilinearly Coupled Harmonic Oscilla-
tors, the motional correlation increases as the coupling
spring constant, kc, increases (relative to the intrinsic
spring constant, k), which makes physical sense. The
numerator of equation 11 holds N21 factors of kc; this
is the number of coupling springs separating the termi-
nal oscillators.
The importance of the covariance matrix can be fur-
ther cemented by looking at the correlation in equilib-
rium positions upon external perturbation. The task is
to solve a set of N simultaneous equations with a form
much like equation 6:
Figure 2. Covariance Matrix of a System of 20 Bilinearly Coupled
Oscillators
(A) is calculated with only the lowest frequency mode, (B) is calcu-
lated with only the second lowest frequency mode, and (C) is calcu-
lated with all modes. For (C), kc/k = 0.5. The diagonal is omitted for
clarity. In (A) and (B), all values are either 1 (light gray) or 21 (dark
gray). The values in (C) are given by the color bar.
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Using the eigenvectors for the coefficient matrix,
which is a nonnormal continuant (Losonczi, 1992),
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the displacement of the Nth oscillator given a force of F0
on the first oscillator is given by:
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which takes a form much like that of the corresponding
covariance matrix element (equation 11) and can again
be written compactly in terms of the Chebyshev polyno-
mials of the second kind. The factor of F0/k arises natu-
rally as the displacement of the single isolated oscillator
upon whichF0 acts. This factor is attenuated by a prefac-
tor that is determined by the ratio of the coupling spring
constant and the intrinsic spring constant. Again, the
order of the ratio kc/k in the numerator is determined
by how many coupling springs are between the two
terminal oscillators.
Another interesting result is the ratio of the displace-
ment of the terminal oscillators. By using the result:
Dxeq1 =
F0
kc
:
UN2 1

k
2kc

UN

k
2kc
 (15)
and equations 11 and 14, it is easy to show that:
DxeqN
Dxeq1
=
1
UN2 1

k
2kc
=C1;N: (16)
That is, the ratio of the displacements in the terminal
oscillators in a system of bilinearly coupled harmonic
oscillators when perturbed by an external force is equal
to the normalized covariance between the two oscilla-
tors. Thus, the general results in this section confirm
the simpler and more transparent case in Two Bilinearly
Coupled Harmonic Oscillators: when investigating either
motional or equilibrium positional correlation using nor-
mal mode analysis, the covariance matrix, whose calcu-
lation requires using all the modes, is the most useful
quantity to examine.
A Realistic Example Using the KvAP Ion Channel
To further illustrate the point on motional correlation,
a realistic biomolecular system is studied. A block nor-
mal mode analysis using each residue as a block (Liand Cui, 2002; Tama et al., 2000) is performed on the
voltage gated ion channel, KvAP (see Figure 3), by using
established protocols (Brooks et al., 1983; Van Wyns-
berghe et al., 2004). This membrane protein is a homote-
tramer; each subunit has a domain known as a ‘‘paddle’’
that has been postulated to play a role in voltage sensing
(Jiang et al., 2003). Although this is a fascinating system
from many perspectives, for the purposes of this article,
it is chosen because of its large size and relatively flex-
ible domains. This example illustrates the points in the
previous sections but in a more realistic context.
Figures 4A and 4B show the covariance matrix calcu-
lated with only the lowest frequency mode and only the
second lowest frequency mode, respectively. The area
enclosed by both rectangles shows the covariance of
the paddle domains in the first and second subunits.
The lowest frequency mode (Figure 4A) predicts that
the two domains are positively correlated, while the sec-
ond lowest frequency mode (Figure 4B) predicts anticor-
relation. Again, as seen in the last two sections, different
motional patterns are observed, which reflect the ortho-
normal nature of different modes. However, both indi-
vidual modes suggest that the two paddles are strongly
correlated in their motion. With the properly converged
covariance matrix, which requires including between
10 and 76 lowest-frequency modes (compare Figures
4C and 4D), it is clear that, in fact, very little correlation
(<0.2) exists between the two domains.
Concluding Remarks
In the study of complex biomolecular systems, it is
often necessary to make approximations to reduce the
amount of data for analysis. However, such data reduc-
tion has to be done in a sound manner to ensure that the
subsequent analysis is meaningful. Simple analytic
models such as those in Two Bilinearly Coupled Har-
monic Oscillators and N-Bilinearly Coupled Harmonic
Oscillators of this paper are useful in this regard be-
cause the transparent physical representation allows
one to see a problem clearly. In this work, the results
from these simple models, presented in conjunction
and in analogy with the realistic biological problem in
A Realistic Example Using the KvAP Ion Channel, allow
one to have a deeper understanding of the techniques
used on the frontiers of computational biophysics.
The key point borne out of the discussions here is that
single normal modes, if used improperly, can be deceiv-
ing. It should be remembered that an individual mode is
only a single piece of the overall motion of the molecule.
Although a very small number of normal modes may be
very useful in visualizing and representing structural
flexibilities in specific applications (e.g., structural re-
finements), motional correlations cannot be studied in
this manner. Motional correlations can be both positive
and negative; thus, positive correlation ascribed to one
pair of residues from one low-frequency mode can be
negated or even reversed by a group of modes that dis-
play a negative correlation. In other words, the observa-
tion of two motifs moving in a specifically correlated
fashion in a single mode does not, in general, imply
that there is a significant degree of motional coupling
between them when the full motion of the system is con-
sidered. This is clearly illustrated by both the simple
mechanical models and the paddle motions in KvAP;
Interpreting Correlated Motions Using NMA
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Coordinates are from PDB code 1ORQ (Jiang
et al., 2003). In the top panel, the view is down
the ion conducting pore. In the bottom panel,
the view is parallel to the surface of the
membrane.e.g., individual low-frequency modes indicate strong
couplings between the paddles in KvAP, but the full co-
variance matrix indicates little motional correlation at all.
Therefore, the proper quantity to calculate for examining
correlated motions is the full covariance matrix summed
over all modes, although a limited number of modes is
likely sufficient in practical applications. In the KvAP
system studied here, only approximately 50 modes are
needed to arrive at a converged covariance matrix; it is
suspected that this number will vary in different sys-
tems. Along this line, although simplified normal mode
methods such as elastic network models (Atilgan
et al., 2001; Bahar et al., 1997; Cui and Bahar, 2005;
Ma, 2005; Tama et al., 2003; Tirion, 1996) have been
shown to give rather robust eigenvectors for lowest-
frequency modes, whether they also give reliable infor-
mation regarding the covariance matrix and therefore
correlated motions in a biomolecule requires careful
analysis because the eigenvalues from these elastic
models may not be reliable. Since the covariance matrix
has large contributions from the low-frequency modes,
it is sufficient if the low-frequency eigenvalues gener-
ated by elastic models correlate well with those from
more realistic models.
It is worth emphasizing again that our work is not in
conflict to the previous observation (Cui et al., 2004; Pet-
rone and Pande, 2006; Tama and Sanejouand, 2001) that
only a few long-frequency modes are often sufficient to
describe the large-scale conformational transitions in
biomolecules. This is because in this work, we distin-guish motional correlation, which has a clear statistical
mechanics definition (Brooks et al., 1988) and is com-
monly used in molecular dynamics simulations for prob-
ing long-range effects in biomolecules (Kormos et al.,
2006; Rod et al., 2003), from concomitant conformational
changes of structural motifs between functional states.
The latter phenomena, which may be referred to as ‘‘cor-
related structural changes,’’ certainly has significance
from the perspective of the biological function of the sys-
tem. However, the temporal relations between these
‘‘correlated structural changes’’ observed in different
functional states of the system are often difficult to deter-
mine, in contrast to the motional correlation defined by
the equal-time covariance matrix. The fact that only
a few modes overlap well with the large-scale conforma-
tional changes mostly reflect the intrinsic structural flex-
ibilities of functionally important motifs rather than any
direct motional coupling between them; this is partly
why it is generally difficult to determine a priori which
set of modes are functionally relevant. This does not
mean, however, that it is not useful to examine the char-
acter of low-frequency modes. In fact, many previous
studies have shown how to utilize a few low-frequency
modes in quantifying functionally important structural
transitions (Zheng et al., 2006). The current study hopes
to point out, however, the conceptual difference be-
tween ‘‘(equal-time) motional correlation’’ and ‘‘corre-
lated structural changes’’ between functional states
and that different numbers of modes are required to
study them in the NMA framework. In the specific context
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(A) is calculated with only the lowest frequency mode, (B) with only the second lowest frequency mode, (C) with the ten lowest frequency modes,
and (D) with the 76 lowest frequency modes. The axes are residue indices that run from the N-terminal residue of subunit 1 to the C-terminal
residue of subunit 4. The residue ranges of paddles 1 and 2 are highlighted with outlines.of analyzing allosteric transitions, for example, the ob-
servation of two (or more) structural motifs moving in
a correlated fashion in a few low-frequency modes
does not necessary imply that perturbation (such as li-
gand binding) at one site will propagate to the others;
if, in addition, there is significant motional correlation be-
tween them, the existence of allosteric coupling between
these sites is more likely to exist. Considering the wide
spread of normal mode analysis to biomolecules of allo-
steric nature, the current analysis should be a useful ad-
dition to the discussion of value and limitations of this
simple and attractive computational technique.
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