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ABSTRACT
Numerous previous studies have investigated the phenomenon wherein initially spherical N -body
systems are distorted to triaxial shapes. We report on an investigation of a previously described
orbital instability that should oppose triaxiality. After verifying the instability with numerical orbit
integrations that extend the original analysis, we search for evidence of the instability in N -body
systems that become triaxial. Our results highlight the difficulty in separating dynamical process
from finite-N effects. While we argue that our analysis points to the presence of the instability in
simulated triaxial systems, discreteness appears to play a role in mimicking the instability. This
suggests that predicting the shapes of real-world systems, such as dark matter halos around galaxies,
based on such simulations involves more uncertainty than previously thought.
Subject headings: galaxies:structure — galaxies:kinematics and dynamics
1. INTRODUCTION
Elliptical galaxies, galactic bulges, and some star clus-
ters are well-approximated by collisionless models. It is
also commonly assumed that dark matter halos around
galaxies are best described as collisionless systems. All
of these systems commonly have triaxial shapes that
are typically described in terms of semi-axis lengths
labeled a, b, and c for long, intermediate, and short
axes, respectively. In particular, simulated dark matter
halos that form via hierarchical growth in cold dark
matter cosmologies are generally triaxial with mean
axial ratios b/a ∼ 0.6 and c/a ∼ 0.4 (Bardeen et al.
1986; Barnes & Efstathiou 1987; Frenk et al. 1988;
Dubinski & Carlberg 1991; Jing & Suto 2002;
Bailin & Steinmetz 2005; Allgood et al. 2006).
Attempts to understand the development of this triax-
iality typically invoke what has become known as the ra-
dial orbit instability (ROI) (e.g., Merritt & Aguilar 1985;
Bardeen et al. 1986; Palmer & Papaloizou 1987). This
instability starts with a spherical system that hosts par-
ticles on radial orbits. The radial anisotropy of the or-
bits may be prescribed by initial conditions or it may
develop as a result of a dynamically cold collapse. De-
tailed comparisons of the onset and triggering of the
ROI in these situations has been previously presented
(Barnes, Lanzel, & Williams 2009). Independent of the
specifics of the initial conditions, the instability grows as
neighboring orbits tend to become aligned along a direc-
tion that has slightly more particles than others. The end
products of this instability are important as the shapes
of simulated dark matter halos impact how they will in-
teract with satellite objects (e.g., Shaya et al. 2010). At
the same time, this instability also affects density profiles
of simulated halos (Barnes et al. 2005; Bellovary et al.
2008). Both of these effects could have observable con-
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sequences, if real halos are accurately modeled by simu-
lations.
Our goal in this work is to complement those earlier
studies by investigating how simulated systems halt, and
even reverse, their evolutions to triaxial shapes. In par-
ticular, we are interested in an orbit instability that arises
in triaxial systems which deflects orbits that lie near prin-
cipal planes. This type of instability has been consid-
ered previously (Binney 1981; Merritt & Fridman 1996),
but Adams et al. (2007) have provided a more recent de-
tailed analysis. What we refer to as the Adams insta-
bility acts to change orbits that support triaxial shapes.
Particles that orbit near principal planes can show ex-
ponential divergence perpendicular to those planes. In
this way, orbital families that would underlie a triaxial
shape are depleted. We expect that a system vulnerable
to the Adams instability would become more spherical
or, at least, have a limited range of non-sphericity. The
work in Adams et al. (2007) focuses on the behavior of
orbits in the central region of a cusped potential. As we
are interested in looking at the behavior of entire simu-
lated systems, our work picks up a thread from theirs by
extending the investigation to outer regions of triaxial,
cuspy potentials.
The larger part of our investigation searches for evi-
dence of the instability in N -body simulations. We use
the publicly available GADGET-2 code (Springel 2005)
to evolve systems with 105 ≤ N ≤ 106 in cosmological
and non-cosmological situations. The time dependence
of the instability for orbits in smooth, analytical poten-
tials forms a template to search for signs of the insta-
bility in N -body systems, however the discrete nature
of these systems complicates our approach. A similar
situation arises in recent investigations of isolated and
initially cold systems which show that initially spherical
systems with small-scale density fluctuations will evolve
in a manner similar to systems with initial triaxiality
(Benhaiem & Sylos Labini 2015).
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The remainder of the paper will lay out our meth-
ods and results. Section 2 details our extension of the
Adams et al. (2007) work to include non-central regions
of triaxial systems. Descriptions of the initial conditions
and evolutions of our N -body models form § 3. Our in-
vestigation of the impact of discreteness effects follows
in Section 4. We summarize the results of our search for
evidence of the Adams instability in N -body simulations
in § 5.
2. ADAMS INSTABILITY IN SMOOTH POTENTIALS
The Adams instability has been observed in triaxial
potentials with the form
Φ(x, y, z) = 2
∫
∞
0
ψ(m) du√
(a2 + u)(b2 + u)(c2 + u)
, (1)
where m is length defined by
m2 =
x2
a2
+
y2
b2
+
z2
c2
. (2)
The values a, b, and c specify the long, intermedi-
ate, and short semi-axis lengths of the triaxial shape.
The ψ function is defined as (Chandrasekhar 1969;
Binney & Tremaine 1987)
ψ(m) =
∫
∞
m
2m′ ρ(m′) dm′. (3)
The Adams et al. (2007) work uses two com-
mon analytical density profiles, (Hernquist 1990;
Navarro, Frenk, & White 1996)
ρNFW =
ρ0
m(1 +m)2
and
ρH =
ρ0
m(1 +m)3
. (4)
As the precise form of the potential is not of interest here,
we will concern ourselves only with the Navarro-Frenk-
White (NFW) form and set ρ0 = 1.
Analytical expressions for the potential and accelera-
tion in the central regions of such density distributions
have been derived (Poon & Merritt 2001; Adams et al.
2007). Based on these expressions, one can focus on
the behavior of accelerations for particles that approach
the origin along one of the principal axes. For concrete-
ness, we imagine a particle moving towards the center
nearly along the long (x) axis with the particle’s y and
z positions being ≪ 1. With these conditions, the x-
acceleration becomes a step function about the origin
(Figure 1a). The acceleration is constant and negative
for x > 0 and immediately becomes positive (and con-
stant) for x < 0. The y- and z-accelerations do not
change sign with x, but reach their largest magnitudes
at x = 0. A representative y-acceleration curve is shown
in Figure 1b. These accelerations work to create a large
change in the direction of the velocity vector perpendic-
ular to the long axis as it passes near the origin. This
seems to be the origin of the instability. It is absent for
particles that do not move along principal axes because
the accelerations take on very different characteristics
in other regions. Figure 2 shows acceleration behaviors
near x = 0 when z remains small, but y does not. In this
Fig. 1.— The x dependence of accelerations for a potential with
a =
√
2, b = 1, c = 0.5071 along a path where y = z = 10−4.
Panel a shows the x-component of the acceleration while panel b
shows the y-component. The rapid change in sign of x-acceleration
coupled with the more impulsive nature of the y-acceleration lead
to strong deflections of particles moving along principal axes as
they pass near the origin.
Fig. 2.— The x dependence of accelerations for a potential with
a =
√
2, b = 1, c = 0.5071 along a path where y = 0.2 and
z = 10−4. Panel a shows the x-component of the acceleration
while panel b shows the y-component. The step-like feature of the
x-acceleration and the impulsive nature of the y-acceleration have
been removed, guaranteeing that particle velocities do no undergo
sudden changes.
non-principal axis situation, the x-acceleration is nearly
harmonic and the y-acceleration is nearly constant.
We begin by validating our numerical orbit integration
routines through comparisons with orbits highlighted
in Adams et al. (2007). The integration scheme uses
a standard variable time step, Runge-Kutta approach
(Press et al. 1994). Using the analytical approximation
to the potential near the center, we have found a good
match to an orbit in Adams et al. (2007, their Figure 3).
The close comparison of orbit shape and size, along with
the instability behavior, between Figure 3 and similar
figures in Adams et al. (2007) serve as evidence that we
are seeing the same behavior using our techniques. With
the success of this base step, we extend to a full NFW
potential, not relying on the limiting, analytical forms.
Figure 4 shows a comparison between long-axis potential
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Fig. 3.— Panel a shows a projection of a particle orbit that
originates near the x − z plane, with initial y = 10−8 and un-
dergoes exponential growth in a potential with a =
√
2, b = 1,
c = 0.5071. This shape should be compared to the orbit in Figure
3 of Adams et al. (2007). Panel b shows how the y position of the
orbit grows with time, replicating the evidence of the instability
shown in Figure 4 of Adams et al. (2007). The exponential growth
of the deviation from the initial orbit plane results in the linear
growth segment. The time units are arbitrary, but typical orbits
investigated have periods 1 . T . 10.
values from the centrally-limited approximation (labeled
‘Analytic’) and the full NFW form (labeled ‘Grid’). In
extending beyond the central region, Equation 1 has been
numerically evaluated to determine potential values on
a three-dimensional grid with logarithmic spacing. Simi-
larly, expressions for accelerations have been analytically
determined by differentiating Equation 1. The resulting
integrals have then been numerically evaluated on the
same grid as the potentials. The logarithmic grid allows
for better spatial resolution near the center of the poten-
tial where more dramatic changes in potential and accel-
eration occur. Spline interpolation routines are used to
determine values at arbitrary locations in the grid. We
utilize the EZSPLINE implementation of the PSPLINE li-
brary, http://w3.pppl.gov/ntcc/PSPLINE/. In regions
where orbits are investigated, analytical and grid-based
values of potential vary by as much as 15%. Acceler-
ations are calculated on the same grid by numerically
integrating spatial derivatives of Equation 1. With these
values, our integrations conserve energy to roughly one
part in one thousand over roughly 100 orbits.
With the full potential, we have generated surface of
section plots to study a larger family of possible orbits.
Figure 5 shows a surface of section plot for orbits with
initial y values ≈ 10−8 but varying initial x and z loca-
tions. Stable orbits form regular curves whereas unstable
orbits appear as swarms of scattered points throughout
regions of a surface of section plot. Orbits in the inner
regions most typically show evidence of the instability,
but there are also unstable regions for orbits which pass
through areas where the difference between the approxi-
mate and full potentials seen in Figure 4 becomes signif-
icant. As a result of this extension to previous work, we
conclude that the Adams instability should be present
in any triaxial system with a cuspy inner profile, inde-
pendent of the details of the potential further from the
center. As cuspy cores are common results in N -body
simulations of collapsing systems, we now turn to find-
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Fig. 4.— Representative potential values along the major axis of
a triaxial model. The red line indicates how the centrally-limited
approximation would behave beyond its region of validity. The blue
line represents the full NFW potential. We investigate orbits that
move through regions where the difference between the potentials
is significant.
Fig. 5.— Analogous to the surface of section plot in Figure
1b of Adams et al. (2007), this plot shows a slice through phase
space that clearly delineates regions of regularity (smooth, con-
nected curves) from irregularity. The axis ratios used match those
in Adams et al. (2007) (3:4:5), but the full NFW potential is uti-
lized. Each orbit has |y|initial ≤ 10−8 but varying x and z initial
positions.
ing evidence of the Adams instability among them.
3. N -BODY SIMULATIONS
One of the main results of the Adams et al. (2007)
work is the recognition that there is a specific signature of
the instability. As an orbit experiences the instability, its
position perpendicular to the principal plane in which it
originally moved exponentially increases. We search for
evidence of this behavior among the orbits that compose
various N -body systems.
We have evolved systems with both N = 105 and
N = 106 particles. All systems are initialized by ran-
domly placing particles in spherical volume according to
a prescribed density distribution. Typically, we will dis-
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cuss models with Gaussian (ρ ∝ e−r
2
) density distribu-
tions, but models with cuspy (ρ ∝ 1/r) profiles have also
been evolved. Past work has indicated little difference
between the onset of the ROI in such systems when the
amount of initial kinetic energy present is limited to in-
duce triaxiality (Barnes, Lanzel, & Williams 2009). For
non-cosmological evolutions, this amounts to limiting the
initial virial ratio of the system. We define the virial ratio
asQ = 2T/|W |, where T andW are the kinetic and grav-
itational potential energies, respectively. Velocity distri-
butions are made initially isotropic by randomly orient-
ing each particle’s velocity. Cosmological evolutions are
started somewhat differently. The random component
of the kinetic energy is limited and each particle’s ini-
tial velocity is a combination of Hubble expansion and
isotropic random motion.
All N -body evolutions have been calculated using the
publicly available GADGET-2 code (Springel 2005). Sim-
ulations with N = 105 use softening values δ = 10−4.
In N = 106 simulations, evolution times are kept rea-
sonable by adopting softening length values δ ∝ N−1/2
(Power et al. 2003). Specifically, we set δ = 4 × 10−3.
Test runs with different values of δ have been performed
and produce essentially identical results. Cosmologi-
cal evolutions run between redshifts of nine and zero,
while non-cosmological evolutions proceed for at least
ten initial-system crossing times. The virial ratio be-
haves reasonably, with early oscillations settling down to
the equilibrium value of one by the end of an evolution.
Periodic output files are analyzed in the post-evolution
stage. Particle positions and velocities are used to de-
termine axis ratio and energy behaviors as functions of
time/redshift. The x, y, and z axes are defined as the
long, intermediate, and short axes of the system deter-
mined at the last output time. In cosmological simu-
lations, all coordinates and velocities are comoving. All
previous output values are transformed to this coordinate
system for consistency. Examples of analysis products
are presented in Figure 6. In general, our initially dy-
namically cold systems quickly deform to triaxial shapes
followed by a longer-term relaxation towards sphericity.
We also filter for particles that are on orbits that should
be susceptible to the Adams instability. Focusing on par-
ticles that are near the x−z plane with small y-velocities
gives us a subset that may show exponential growth per-
pendicular to the long axis of the system. Through trial-
and-error, we have determined ranges of y-positions and
velocities that balance the need to only look at parti-
cles with near-principal plane orbits with the desire to
have as many particles as possible to analyze. Specif-
ically, we demand that particles have |y| ≤ 10−4 and
|vy| ≤ 5× 10
−2 to be investigated further. We note that
in varying these values, there are no changes to the qual-
itative behaviors we will now discuss. Simply tracking
the numbers of particles that fit these constraints should
provide a crude way to distinguish between the presence
and absence of the instability. In the absence of the in-
stability we expect the numbers of near-principal plane
particles to be relatively steady. An example of this kind
of behavior is shown in Figure 7. This figure corresponds
to a non-cosmological simulation where there is enough
initial kinetic energy to prevent triaxiality.
Our hypothesis is that an active instability should de-
Fig. 6.— Results from a cosmological evolution of a system with
N = 106, Gaussian initial density distribution, and zero initial
random kinetic energy. Panel a shows the behavior of systemic
axis ratios for two mass cutoff values. Using the innermost 80% of
the mass in a system to determine axis ratios excludes many of the
particles that are either escaping or near-escape as a result of such
a cold collapse. Panel b illustrates the evolution of the virial ratio.
This rapid approach to equilibrium is essentially the same for all
of our evolutions.
Fig. 7.— Results from a non-cosmological evolution of a sys-
tem with N = 105, Gaussian initial density distribution, and just
enough kinetic energy to avoid becoming triaxial (initial Q = 0.08).
Panel a shows the behavior of the number of particles in near-
principal plane orbits. The near constancy of this value is seen
in all of our non-cosmological evolutions, even those that result
in triaxiality. Panel b illustrates the systemic axis ratios in the
same way as in Figure 6. This model remains essentially spherical
throughout its evolution.
populate near-principal plane orbits. As an active insta-
bility requires triaxiality, we present results from a sim-
ulation where the initial conditions are cold enough that
the ROI will act. Figure 8 is analogous to Figure 7, but
for a colder, non-cosmological system. Counter to our
expectations, there is no obvious evolution of the num-
ber of near-principal-plane orbits. Another example of
an evolution of near-principal-plane particles is shown in
Figure 9. In this cosmological simulation, there is no ini-
tial random kinetic energy. The loss of near-principal
plane orbits begins even as the system is still mostly
spherical. When the system is most triaxial, the popula-
tion seems rather stable. As the system moves towards
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Fig. 8.— Results from a non-cosmological evolution of a sys-
tem with N = 106, Gaussian initial density distribution, and not
enough kinetic energy to avoid becoming triaxial (initial Q = 0.04).
The panels contain the same information as those in Figure 7. We
note the same constant behavior of the number of near-principal-
plane orbits even in the face of significant triaxiality in the system.
Fig. 9.— Results from the same evolution shown in Figure 6.
Panel a shows the behavior of the number of particles in near-
principal plane orbits for a system. Unlike the analogous panel in
Figure 7, there are two different trends in this behavior. There is
a sharp initial decrease in the particles trapped near the principal
plane. This decrease is seen only in systems with zero initial ran-
dom kinetic energy (independent of cosmological expansion). Also,
as redshift of zero is approached, this number climbs significantly.
This late-time climb is common among all of the cosmological sim-
ulations we have run, independent of the duration and/or severity
of the triaxiality induced. Panel b illustrates the corresponding
systemic axis ratios. With the initial conditions we have investi-
gated, all cosmological evolutions result in triaxiality. However,
increasing the amount of initial random kinetic energy delays the
onset of triaxiality.
a more spherical shape, the population rises again.
In other cosmological simulations with non-zero ini-
tial random kinetic energy, plots analogous to Figure 9
lack the large initial value and subsequent decrease. The
absence of any initial random velocities produces a size-
able population of orbits that satisfy our criteria for be-
ing near-principal plane, but subsequent evolution leads
to random motion that remove them from considera-
tion. Similar large decreases are also present in non-
cosmological evolutions with zero initial kinetic energy.
Fig. 10.— Behavior of the y-positions of several particles in the
same N -body simulation as in Figure 9. The starting point has
been chosen so that it roughly agrees with the time when the sys-
tem is beginning to become triaxial. Some orbits share the same
qualitative behavior as Adams unstable orbits.
Apparently, the decrease seen in Figure 9 has nothing
to do with the Adams instability. In the dynamically
warmer cosmological simulations, triaxiality takes longer
to develop, but the increase in near-principal-plane par-
ticles as z = 0 is approached remains. Similar late-
evolution increases are not present in any of our non-
cosmological simulations. The cause of this difference is
not clear at present.
We have also searched for a signal of the Adams in-
stability in the behavior of individual orbits of masses
in the N -body simulations. After identifying particles in
near-principal plane orbits at a specified point in an evo-
lution, we have tracked the subsequent positions of those
particles for the remainder of the simulation. Plots of
near-principal plane orbit behaviors are shown in Fig-
ure 10. At least some of the orbits show the same qual-
itative behavior as unstable orbits in smooth potentials.
Numerous particles experience rapid rises in their posi-
tions perpendicular to the principal plane followed by a
steady-state behavior. Unfortunately, a similar plot can
be created starting at a point in time when the system
is essentially spherical. The large changes in y-positions
appear to happen even though the potential should not
support the Adams instability. Without an unambigu-
ous signal like the one shown in Figure 3b, and given that
instability-like behavior occurs in spherical systems, the
analysis of these N -body systems does not provide con-
clusive evidence of the Adams instability.
4. INVESTIGATING DISCRETENESS EFFECTS
The qualitative hints of the instability discussed above
do provide some motivation to look beyond our simplest
approaches. Given that there can be numerical effect
competing with physical processes, we next turn to un-
tangling any instability effects from finite-N effects by
taking parallel tracks. We investigate how small-scale
noise superimposed on a smooth background potential
impacts the Adams instability. Separately, we analyze
orbits in smoothed potentials derived from N -body sim-
ulations. The results of these investigations are described
below.
Before moving on, we note that this discussion
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is not intended to imply that these simulations suf-
fer from global-scale two-body effects. In previous
work with similar models, we have found that neither
mass segregation nor pervasive impulsive events occur
(Barnes, Lanzel, & Williams 2009). By these yardsticks,
our simulations are collisionless.
We have added Gaussian perturbations to the smooth
potentials described in Section 2. Specifically, each per-
turbation has the form,
Φpert(r) = A exp
[
−(r− r0)
2
2σ2p
]
, (5)
with A controlling the strength of the potential and r0
specifying its location. The width of the Gaussian σp
has been set to half the average distance between per-
turbers. Typically, thousands of perturbers are placed
randomly throughout a potential. Using the orbit inte-
gration scheme described in Section 2, we have inves-
tigated the same range of initial conditions for these
bumpy potentials.
For the values of A and σp adopted, we find that orbits
that are stable in a smooth potential remain stable in a
bumpy version. Conversely, smooth-potential unstable
orbits remain unstable. We have been unable to convert
stable orbits to unstable and vice versa. The two specific
orbits resulting in Figures 11 and 12 illustrate this result.
A broader range of orbit families have also been studied.
Figure 13 shows various surfaces of section plots based
on these families. The smooth potential underlying these
plots is the same as the one used to create Figure 5. The
panels highlight the lack of substantial changes as the
perturbing strength changes. We interpret these results
to mean that discreteness effects are not changing the ba-
sic structure of phase space. However, the time it takes
an unstable orbit to reach its steady-state y-position de-
creases as the strength of the perturbations grows, as il-
lustrated in Figure 11. The behaviors of the y-positions
of orbits in our N -body simulations (e.g., Figure 10) are
similar to those that result from encounters with strong
perturbers. Specifically, the extremely rapid rise followed
by a slower exponential increase leading to an eventual
steady-state value is a common pattern. This supports
the view that at least some of the motions away from
the principal plane that occur in N -body simulations are
caused by discreteness and not the Adams instability.
In order to test the possibility that the overall poten-
tials do not have the appropriate shapes and/or profiles
to support the Adams instability, we have also investi-
gated the behavior of orbits in smoothed versions of our
N -body simulations. Based on particle positions cor-
responding to highly triaxial states, we use a Gaussian
kernel to smooth the mass distribution. Each particle
is replaced by a Gaussian mass distribution with a pre-
scribed scale length σs. This modifies that particle’s con-
tribution to the potential at a point with displacement
r by a term proportional to the error function of r/σs.
Small σs values (compared to the semiaxis lengths) result
in essentially point-like behavior. For a given smoothed
mass distribution, a grid of potential and force values are
calculated. Again using the procedures in Section 2, a
variety of initial conditions have been numerically inte-
grated. As examples of the impact of smoothing on the
orbits, Figure 14 shows segments of orbit paths derived
Fig. 11.— Behaviors of an unstable orbit in a triaxial potential
with a = 5, b = 4, c = 3 and |y|initial < 10−8. Panels a through d
correspond to perturbation strengths 10−5, 10−4, 10−3, and 10−2,
respectively. The tell-tale exponential growth in the unstable y di-
rection is independent of the perturbing strength. However, as the
perturbation strengthens, the time it takes for the particle to reach
an equilibrium position decreases. Also, for the largest amplitudes
studied, we note an almost immediate offset from zero develops
before the exponential behavior begins.
Fig. 12.— Behavior for an stable orbit in an gravitational poten-
tial with triaxial values a = 5, b = 4, c = 3. The panels correspond
to the same increase in perturbation strength shown in Figure 11.
The signature of the Adams instability fails to appear at any per-
turbing strength investigated.
from identical initial conditions in potentials with differ-
ent smoothing lengths. The N -body model that serves as
the basis for these potentials is spherical. The orbit is one
that should run essentially through the center of the po-
tential along the x-axis, if it were perfectly smooth. The
discrete nature of the relatively unsmoothed (σs = 10
−5)
potential is evident.
Figure 15 shows the signature of the Adams instability
for a particle orbiting in a highly smoothed (σs = 0.1)
version of a triaxial c/a ≈ 0.5, b/a ≈ 0.7 N -body po-
tential. In line with the previous findings of this sec-
tion, we see the same signature in potentials with smaller
smoothing lengths, but the “rise time” of the instability
decreases with the smoothing length.
Overall, these findings suggest that numerical issues
can conflate physical processes to disguise the presence
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Fig. 13.— Panels a through d again correspond to the same in-
creasing perturbation strengths as in Figure 11. Each panel shows
a surface of section plot based on orbits in triaxial potentials with
a = 5, b = 4, c = 3. Orbits take on a range of initial x and z
positions, but |y|initial < 10−8. We interpret the lack of differences
in the plots as evidence against the perturbers changing the overall
character of orbits.
Fig. 14.— Projections of orbits (x− y, x− z, and y− z in panels
a, b, and c, respectively) in four different potentials derived from
a spherical N -body system. Each orbit starts with the same ini-
tial conditions. The smoothing lengths used to create the various
potentials are given in the legend. For comparison, the initial sys-
tem has a radius of one. As expected, the impact of discreteness
decreases with increasing smoothing length.
of the Adams instability. The specific signature of the
instability seen in smooth potentials has its quantitative
details altered by finite-N effects, but the qualitative be-
havior remains.
5. CONCLUSIONS
Numerous previous studies have investigated how ini-
tially spherical N -body systems become triaxially dis-
torted during self-gravitating evolution. The most com-
mon explanation involves what has become known as the
radial orbit instability. Axes along which more mass re-
sides in these simulations can strongly influence the tan-
gential motions of neighboring orbits, causing alignments
which lead to non-sphericity. However, these systems do
not evolve to extreme triaxiality, as one would expect
if the radial orbit instability operated continuously. We
Fig. 15.— The y-positions of orbits in smoothed versions of a
triaxial N -body potential. Panels a, b, c, and d correspond to
smoothing lengths σs = 1× 10−1, σs = 5× 10−3, σs = 1 × 10−3,
and σs = 1 × 10−5, respectively. The orbits all have the same
initial conditions. The positions are normalized to the initial value,
which is ≈ 10−8. The exponential growth inherent with the Adams
instability is evident, and the orbits show the same qualitative
behavior as those in Section 2. The major distinction between the
panels is that the steady-state y-position is reached more rapidly
in less smoothed potentials.
have investigated a way in which the growth of triaxial-
ity in simulations of collapsing systems could be halted.
Beginning with a previously examined orbital instabil-
ity that occurs in triaxial systems (Adams et al. 2007),
we have shown that what we term the Adams instability
persists beyond the centrally-limited situation originally
investigated. The Adams instability gives rise to a char-
acteristic exponential growth in position perpendicular
to a principal axis. In this way, triaxial-supporting or-
bits can be depopulated.
To determine the presence of the Adams instability in
simulations, we have created and analyzed evolutions of
N -body systems from a variety of initial conditions. Fol-
lowing previous work, we control the amount of initial
random kinetic energy present in the systems to create
both spherical and triaxial evolutions. Particle number,
softening length, and the presence of cosmological ex-
pansion have all been varied for our investigation. By
tracking orbits near principal planes of systems, we have
seen the signature of the Adams instability. However,
this signature also appears in systems that are essen-
tially spherical. Individual orbits of particles making up
N -body systems do not provide unambiguous evidence
for the Adams instability.
After creating perturbed versions of the smooth po-
tentials used to discover the Adams instability, we have
found that small-scale noise, like that due to discreteness
effects in an N -body simulation, can make the onset of
the instability more rapid. However, the perturbations
studied cannot change an orbit that would be stable in
a smooth potential into an unstable one, and vice versa.
The behavior of orbits in sufficiently perturbed potentials
does mirror what is seen in our N -body evolutions.
We have also looked for the Adams instability in
smoothed versions of our N -body systems. Fixed-time
snapshots of our systems have been used to create
smoothed potentials. Tracking orbital motions of partic-
ular initial conditions as the smoothing length changes
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shows that these potentials will support the Adams in-
stability. It appears that a combination of discreteness
effects and the Adams instability are present in N -body
simulations like ours. Numerical effects can disguise the
quantitative outcomes of the instability, but they cannot
erase its qualitative behavior. Given that physical sys-
tems should be essentially free of discreteness effects, the
inability to quantify the contributions of the two mech-
anisms to simulated end-state shapes gives makes ques-
tionable any simulation-based prediction of impact on
the shapes of real-world systems.
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