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History
The spectral radius ρ(G) of a graph G is the maximum eigenvalue of its adjacency matrix. Which graph has the maximum spectral radius among all graphs with e edges? If e = k 2 , Brualdi and Hoffman [1] proved that the maximum of ρ(G) is reached by the union of a compete graph on k vertices and some possible isolated vertices. They conjectured that the maximum spectral radius of a graph G with e = k 2 + s edges is attained by the graph G e , which is obtained from complete graph K k by adding a new vertex and s new edges. In 1987, Stanley [18] proved that the spectral radius of a graph G with e edges is at most
. The equality holds if and only if e = k 2 and G is the union of the complete graph K k and some isolated vertices. Friedland [7] proved a bound which is tight on the complete graph with one, two, or three edges removed or the complete graph with one edge added. Rowlinson [17] finally confirmed Brualdi and Hoffman's conjecture, and proved that G e attains the maximum spectral radius among all graphs with e edges.
On the problem of maximizing spectral radius of a certain class of hypergraphs, Fan, Tan, Peng and Liu [6] determined the extremal spectral radii of several classes of r-uniform hypergraphs with few edges. Xiao, Wang and Lu [19] determined the unique r-uniform supertrees with maximum spectral radii among all r-uniform supertrees with given degree sequences. Li, Shao, and Qi [13] determined the extremal spectral radii of r-uniform supertrees. In [9] , Kang, Liu, Qi, and Yuan solved a conjecture of Fan et al. [6] related to compare the spectral radii of some 3-uniform hypergraphs. Chen, Chen, and Zhang [4] proved several good upper bounds for the adjacency and signless Laplacian spectral radii of uniform hypergraphs in terms of degree sequences.
In this paper, we will generalize Stanley's theorem to hypergraphs, that is, maximizing the spectral radius of r-uniform hypergraphs among all r-uniform hypergraphs with a given number of edges. For r ≥ 3, an r-uniform hypergraph H on n vertices consists of a vertex set V and an edge set E ⊆ V r . The adjacency tensor A of r-uniform hypergraph H refers to an r-order n-dimensional tensor A = (a i1···ir ) defined by
where each i j runs from 1 to n for j ∈ [r]. The adjacency tensor A of r-uniform hypergraph is always nonnegative and symmetric. Given a r-uniform hypergrpah H, the polynomial form
Then the spectral radius of a r-uniform hypergrpah H is
In general, one can also define the spectral radius of any tensor A using eigenvalues. A pair (λ, x) ∈ C × (C n \ {0}) is called an eigenvalue and an eigenvector of A if they satisfy Ax
The spectral radius ρ(A) is defined to be the largest modulus of eigenvalues of A. When A is symmetric and non-negative, the two definitions are equivalent. If x is a real eigenvector of A, clearly the corresponding eigenvalue λ is also real. In this case, x is called an H-eigenvector and λ an H-eigenvalue. Furthermore, [12] proved that the adjacency tensor A of a connected hypergraph H is weakly irreducible, thus by Perron-Frobenius theorem, there exists a unique positive eigenvector up to scales corresponding to ρ(H). And this eigenvector is called Perron-Frobenius vector. Please read the survey paper [3] on the spectral theory of nonnegative tensors for the terminologies not defined in this paper.
Note that the spectral radius of the complete hypergraph K 
See the detailed definition of f r (x) in section 3. The following theorem generalizes Stanley's theorem.
Theorem 2. For r ≥ 2, suppose that H is an r-uniform hypergraph with e edges. Then its spectral radius ρ(H) is at most f r (e). The equality holds if and only if e = k r for an integer k and H is the complete r-uniform hypergraph K r k possibly with some isolated vertices added.
and solve for n. We get
Stanley's theorem is just a special case with r = 2.
The main tool that we used in the paper is the α-normal labeling method, which was first developed by the second author and Dr. Man to classifying all connected r-uniform hypergraphs with spectral radius at most r √ 4 in the paper [15] . This method is used in [9] and is generalized in [21] .
The paper is organized as follows: In section 2, we review tools and prove new lemmas regarding the spectral radius of r-uniform hypergraphs. An important lemma about the function f r (x) will be proved in section 3. Finally we prove our main theorem in the last section.
Lemmas on uniform hypergraphs
Let H = (V, E) be a connected r-uniform hypergraph whose spectral radius attains the maximum among all the r-uniform hypergraphs with e edges. We call H a maximum hypergraph.
For k ≥ 1, moving k edges (e 1 , · · · , e k ) from (v 1 , · · · , v k ) to v means replacing each edge e i by new edge e i \ {v i } ∪ {v} for i = 1, 2, . . . , k. Here v i is a vertex incident to e i . This edge-shifting operation can be used to increase the spectral radius.
Assume that H contains no multiple edges. If x is a Perron vector of H and
By Lemma 1, we can increase the spectral radius by doing the edge-shifting operations stated in the lemma; this process will end until no potential edge can be moved in H. The resulted graph only has one non-trivial connected component.
Lemma 2. [6]
If H is a maximum hypergraph among the connected hypergraphs with fixed number edges, then H contains a vertex v adjacent to all other vertices.
Remark: In fact, from the proof of the above Lemma, one can choose v to be any one of the vertices where the Perron-Frobenius vector achieves the maximum value. Definition 1. Given a family F of r-sets, the shadow ∂(F ) is defined as ∂(F ) = {e ′ : e ′ = e \ {v}, for some e ∈ F , and v ∈ e}.
Definition 2. Given an r-hypergraph H and a vertex v of H, the link graph G v is the (r − 1)-graph consisting of all S ⊂ V (H) with |S| = r − 1 and S ∪ {v} ∈ E(H).
The celebrated Kruskal-Katona Theorem determines the minimum size of the shadow ∂(F ) given the size of F . 
Kruskal-Katona Theorem has many applications. However, it is not easy to apply directly. In this paper, we use a slightly weaker version due to Lovász : 
one non-trivial connected component.
3. The link graph G v has at least f r (e) edges.
Proof. Let H be the maximum hypergraph on vertices
be the Perron vector, in which each x i is the entry of x corresponding to vertex v i for i = 1, 2, · · · , n. Then we have x v ≥ x u for any other vertex u.
We will prove Item 1 by contradiction. Suppose
. By the definition of the shadow ∂(H v ), there is a vertex u = v so that {u, v i1 , . . . , v ir−1 } is an edge of H v . By moving this edge from u to v, we obtain a new hypergraph H ′ from H with larger spectral radius as guaranteed by Lemma 1, a contradiction.
For Item 2, removing all edges of H v from H, the resulted hypergraph is still connected. Thus G v has no isolated vertices. Now we will prove that G v is connected. Otherwise, G v has at least two non-trivial connected components. Let {v j1 , · · · , v jr−1 } and {v k1 , · · · , v kr−1 } be any two edges from different connected components of G v . Here we assume the vertices are ordered non-increasingly according to the Perron-Fronenius vector x; that is x j1 ≥ x j2 ≥ · · · ≥ x jr−1 and x k1 ≥ x k2 ≥ · · · ≥ x kr−1 . We also assume that x j1 ≥ x k1 . By Lemma 1, We can move the edge {v, v k1 , · · · , v kr−1 } from v k1 to v j1 to increase the spectral radius. Contradiction. A similar argument can show that H v has only one non-trivial component.
For Item 3, we write e = 
Applying Lemma 3, we have
Thus,
Thus, s ≥ y + 1. It implies
The proof is finished.
In [15] , Lu and Man discovered a novel way to link the spectral radius to α-normal labeling of any connected hypergraph. 
Moreover, the incidence matrix B is called consistent if for any cycle
In this case, H is called consistently α-normal.
A hypergraph H is called α-subnormal if there exists a weighted incidence matrix B satisfying (a)
e:v∈e B(v, e) ≤ 1, for any v ∈ V (H). (b) v∈e B(v, e) ≥ α, for any e ∈ E(H).
Moreover, H is called strictly α-subnormal if it is α-subnormal but not α-normal.
Definitions about α-supernormal hypergraph is defined in [15] , but we omit it since it is irrelevant.
Lemma 4. [15]
Let H be a connected r-uniform hypergraph. Then the spectral radius of H is ρ(H) if and only if H is consistently α-normal with α = (1/ρ(H)) r .
Lemma 5. [15]
Let H be an r-uniform hypergraph.
1. If H is consistently α-normal, then the spectral radius of H satisfies
2. If H is α-subnormal, then the spectral radius of H satisfies
3 Lemmas on the function f r (x) We have
View η as a function of y and apply the Chain rule. We have
Since η > r − 1, the right-hand side of f ′ r (y) is positive. Thus f r (y) is an increasing function.
For convenience, we also define f 1 to be the constant function f 1 (x) ≡ 1.
Lemma 7.
For an integer r ≥ 2 and any two reals e and x with e ≥ x ≥ f r (e), we have
fr (e) r/(r−1) +
fr(e) . Note F (x) is a smooth function. To show F (x) ≤ 1 for all x ∈ [f r (e), e], it is sufficient to prove the following facts:
Note that item 3 indicates that F ′ (x) is a decreasing function on [f r (e), e), together with item 2, we get F ′ (x) < 0, implies that F (x) is a strictly decreasing function on [f r (e), e]. By item 1, we conclude that F (x) ≤ 1 for x ∈ [f r (e), e], with the inequality holds if and only if x = f r (e).
Let s, t, and u be three positive reals satisfying e = 
It implies that u ≤ s − 1. Thus, we have Proof of item 1 is finished. Now we compute the derivative of F (x). Note that e and s are constants while t and u are functions of x. Applying item 1 of Lemma 6 to x = t r−1 and x = − u r + e, we get
Thus, we have
f r (e) r/(r−1)
. When x = f r (e), by equations t = u = s − 1, we replace u by t for convenience.
Proof of item 2 is finished.
Let us compute the second derivative. Since x = t r−1 , we have
Similarly, from e − x = u r , we get
To simplify the above equation, we compute the derivative of each main term separately, the derivative of first main term x 1/(r−1) r t − r−1 t 2 r−2
Similar work for the derivative of the second main term
After simplification, we have
Applying these two inequalities,
we have
and similarly
Let H be the maximum hypergraph among all r-hypergraphs of e edges. By Lemma 1, H has only one non-trivial connected component. By deleting isolated vertices if possible, we may assume that H is connected.
Let x be the Perron-Frobenius vector of H and v be a vertex such that x v = max{x u , u ∈ V (H)}. By Lemma 3, the degree d of v is at least f r (e).
Recall that H v is the induced hypergraph obtained from H by deleting the vertex v and G v is the link graph of H at v.
The main idea is to construct an α-subnormal labeling for H by combining the α 1 -normal labeling of G v and the α 2 -normal labeling of H v properly. By Lemma 3, G v is a connected (r − 1)-hypergraph with d edges. By inductive hypothesis, we have ρ(G v ) ≤ f r−1 (d).
By Lemma 4, G v has a consistent α 1 -normal labeling with α 1 = ρ(G v ) −(r−1) . Let B 1 be the weighted incidence matrix of G v corresponding to this α 1 -normal labeling. We have f ∈E(Gv) : u∈f B(u, f ) = 1, for any vertex u ∈ V (G v ),
u∈f B(u, f ) = α 1 , for any edge f ∈ E(G v ).
Let H 
u∈f B(u, f ) = α 2 , for any edge f ∈ E(H ′ v ).
Now we define a weighed incidence matrix B of the hypergraph H. For any vertex u ∈ V (H) and any edge f ∈ E(H), we have 
