INTRODUCTION
High-speed digitizing of waveforms plays an important part in broadband measurements and one of the possibilities to increase the sampling frequency is the equivalent time sampling with reconstruction of the signal in the prolongation of the acquisition time [1] . In many applications of practical interest, we often wish to estimate signal parameters and reconstruct a signal from incomplete time samples, which can be attained non-uniformly and randomly as in the case of random equivalent sampling [2] , [3] . Unlike the uniform sampling case, where the aliases are simply periodic replicas of the signal's original spectrum when the sampling theorem is fulfilled, random sampling theory shows that sparsing and randomization of the sampling intervals shape the aliases into a noise floor in the sampled spectrum [4] . By sampling signals non-uniformly, the average sample rate can be more than a magnitude lower than the Nyquist rate, provided that these signals have a relatively low information content as measured by the sparsity of their spectrum.
Random equivalent time sampling is a technique which is used for achieving high sample rates with reduction of the equivalent sampling interval eq S, t . It is applicable only for periodic signals. It is usually used in digital oscilloscopes and some other high-speed sampling applications [5] , [6] . The general idea behind equivalent time sampling is shown in , where rs N is the number of random samples from a total of N samples in the non-coherent measurement interval .
The basic raster of N samples is equidistant with the sampling interval eq S, t [7] . The whole acquired signal contains 3.8 cycles of the sine 8 . 3 eq S,
points and samples are captured randomly to the triggering point (signal ABSTRACT Estimations of the signal component parameters in the case of random equivalent time sampling and under non-coherent sampling condition comprise two main error contributions: spectral leakage effect due to non-coherency and additional noise due to the randomization of sampling intervals. In the estimation procedure the non-parametric interpolated DFT approach has to be used first to estimate the component frequency and, after that, an iterative 4-parametric sine-fit algorithm should be used for other component parameters (amplitude and phase). Their estimations are possible when the duty ratio of random samples from the total samples in the non-coherent measurement interval is above 0.1. With these duty ratios of random samples it is possible to achieve error levels of 0.001 bins of the frequency estimations in relation to the estimation on full ensemble of points. If the Analog-to-Digital conversion is relatively slow compared to the signal period, the sampling raster relatively increases and the sampling theorem could not be fulfilled (see 
) and beside noise of the acquisition signal we have also the 'noise' of random sampling ( Figure 6 -line b) . This fact has to be considered in estimations of the signal components.
Estimations of the component signal parameters are distorted due to the missing samples in the time domain [8] or due to large random sampling noise in the frequency domain ( , parameter estimations are not an easy task [9] , [10] . The leakage signal energy additionally spreads along the frequency axis and disturbs the DFT coefficients ( Figure 6 ) [11] , which cannot be removed as in the case of compressive sensing with the coherent sampling model [12] , [13] .
ANALYSIS FOR PARAMETERS' ESTIMATIONS
Accurate measurement of a multi-sine waveform is a classic problem in spectral analysis. It is well known that nonparametric algorithms based on the discrete Fourier transform (DFT) have to contend with spectral leakage, which affects both amplitude estimation accuracy and frequency resolution [14] . These methods usually estimate the signal component frequency as key parameter by searching for the maximum in the spectrum by using DFT [15] . Advanced windowed functions and interpolation schemes have been applied to compensate for the effects of leakage caused by incoherent sampling and finite frequency resolution problems [16] , respectively. It is also common knowledge that approaches based on a parametric signal model can achieve much better frequency resolution, but this is obtained at the price of greater complexity [17] .
For estimations of the signal parameters from sparse sampled periodic signals two methods are investigated and compared: the non-parametric interpolated DFT and the sinefit parametric approach [18] . In the first approach, one can choose the number of DFT coefficients in interpolation and the window function w(*) [16] . In the second approach, a number of parameters has to be defined: non-iterative 3-parametric sine-fit estimation when the component frequency is known or 4-parametric estimation when also the frequency has to be estimated in the iterative procedure [17] .
In the first approach typically two or three largest DFT coefficients
and Rife-Vincent windows class I with suitable order P are used [16] :
-Two-point frequency estimation where s is a sign of displacement m δ :
-Three-point frequency estimation: 
-One-point amplitude estimation:
-Three-point amplitude estimation: 
Since the sparse sampling considerably increases the noise in the frequency domain ( Figure 6 ) it is not suitable to increase the number of interpolation DFT coefficients in interpolations due to their distortions. Figure 7 shows the mean values of the absolute relative errors of the amplitude DFT coefficients ( 
Analyses of Figure 7 show that it is better to use two-point estimation for frequency to determine the position of the measurement component 
surrounding the component m as the key parameter, due specific distortion in sparse sampling. This conclusion can be supported also by analyzing the error characteristics using two and three-point estimations (Figure 8 ) [16] . Figure 8 shows collected minimal curves of the maximal bias errors of the frequency estimations due to phase changing with the two-point (IDFT-2p) and three-point (IDFT-3p) interpolations of the DFT using RV-I windows and the corresponding orders 6 ... 1 = P with which these minimal values have been obtained. It can be seen that bias errors are on the same level with two (1) or three-point (2) estimations but window order P has to be increased with two-point estimation.
Whenever there is no information of frequency content of the signal, the component frequency estimation is the first step and the key to estimate other parameters (amplitude, phase, and sometimes also damping). This is valid for both the parametric and the non-parametric approach. Results in Figures 9 and 10 confirm above presumptions, where the frequency estimation error is defined as ( ) The iterative 4-parametric estimation (Figures 12 -line c and  13 -line c) gives a better result than one-step 3-parametric estimation ( Figure 13 -line d) when the sampling frequency is relatively low but the initial frequency has to be very well estimated. If we fix the value of the estimated frequency by IDFT the one step 3-parametric sine-fit estimation gives the error values as with the non-parametric approach ( Figure 13 line d).
EXPERIMENTAL RESULTS
To demonstrate the behavior of estimations of the periodic signal parameters in the case of random sampling and under non-coherent sampling condition in a real measurement environment a digitizing oscilloscope (DO), Agilent 54501A [19] was used to randomly acquire signals. The signal was generated by a stable voltage generator, Keysight 33500B [20] , with a nominal sine voltage of amplitude 
. Sampling points were acquired with the multiple 'randomly triggered' sweeps to fill the points for display presentation [19] . To fulfil all 500 = N points typically 150 sweeps were needed and this acquisition procedure was controlled remotely by SCPI commands: :TIM:MODE SING and :RUN [19] .
Figures 15 (frequency estimation) and 16 (amplitude To analyze the estimation error behavior when the relative frequency is changing the testing conditions from Figure 15 were enhanced from one frequency of 
). The frequency estimation errors in Figure 17 show that by changing the relative frequency the relation of errors between estimations with low sampling duty cycle and estimations with the whole ensemble of points remain on the same level.
CONCLUSIONS
Estimations of the signal component parameters from random equivalent and non-coherent sampling periodic signals comprise additional problems of random sampling noise. The non-coherency is more problematic due to frequency leakage than in the case of the coherent sampling where the problem of frequency estimation is much reduced like in approaches of compressive sensing. To achieve the lowest estimation errors the non-parametric IDFT estimation of frequency has to be used first for detection of the component frequency in both the parametric and non-parametric approach and after that the iterative parametric method should be used for other parameters when the sampling frequency is relatively lower than the Nyquist frequency and the sampling procedure becomes pure random. Simulations and experimental results show that the estimations of the component frequency, amplitude and phase are possible when the duty ratio of the random samples from the total number of samples in the non-coherent measurement interval is very low -around 0.1. 
