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R-BOUNDEDNESS OF SMOOTH OPERATOR-VALUED
FUNCTIONS
TUOMAS HYTO¨NEN AND MARK VERAAR
Abstract. In this paper we study R-boundedness of operator families T ⊂
B(X, Y ), where X and Y are Banach spaces. Under cotype and type as-
sumptions on X and Y we give sufficient conditions for R-boundedness. In
the first part we show that certain integral operator are R-bounded. This
will be used to obtain R-boundedness in the case that T is the range of an
operator-valued function T : Rd → B(X, Y ) which is in a certain Besov space
B
d/r
r,1 (R
d;B(X, Y )). The results will be applied to obtain R-boundedness of
semigroups and evolution families, and to obtain sufficient conditions for exis-
tence of solutions for stochastic Cauchy problems.
1. Introduction
The notion of R-boundedness (see Section 2.3 for definition) appeared implic-
itly in the work of Bourgain [6] and was formalized by Berkson and Gillespie [5].
Cle´ment, de Pagter, Suckochev and Witvliet [7] studied it in more detail in relation
to vector-valued Schauder decompositions, and shortly after Weis [40] found a char-
acterization of maximal regularity for the Cauchy problem u′ = Au + f , u(0) = 0,
in terms of R-boundedness of the resolvent of A or the associated semigroup. After
this, many authors have used R-boundedness techniques in the theory of Fourier
multipliers and Cauchy problems (cf. [8, 16, 21] and references therein).
For Hilbert space operators, R-boundedness is equivalent to uniform bounded-
ness. The basic philosophy underlying much of the work cited above is that many
results for Hilbert spaces remain true in certain Banach spaces if one replaces bound-
edness by R-boundedness. Thus it is useful to be able to recognize R-bounded sets
of operators.
Let X and Y be Banach spaces. In this paper we will study R-boundedness of
some subsets of B(X,Y ) under type and cotype assumptions. Although the defini-
tion of R-boundedness suggests connections with type and cotype, there are only
few results on this in the literature. Arendt and Bu [3, Proposition 1.13] pointed
out that uniform boundedness already implies R-boundedness if (and only if) X has
cotype 2 and Y has type 2. Recently, van Gaans [12] showed that a countable union
of R-bounded sets remains R-bounded if the individual R-bounds are ℓr summable
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for an appropriate r depending on the type and cotype assumptions, improving on
the trivial result with r = 1 (the triangle inequality!) valid for any Banach spaces.
Implicitly, one can find similar ideas already in Figiel [11].
In [13, Theorem 5.1], Girardi and Weis have found criteria for R-boundedness
of the range of operator-valued functions T : Rd → B(X,Y ) in terms of their
smoothness and the Fourier type of the Banach space Y . Their result states that
if Y has Fourier type p ∈ [1, 2] and T is in the Besov space B
d
p
p,1(R
d;B(X,Y )), then
{T (t) : t ∈ Rd} is R-bounded.
We will prove a similar result as [13, Theorem 5.1] under assumptions on the
cotype of X and the type of Y . More precisely, if X has cotype q and Y has type
p and if T ∈ B
d
r
r,1(R
d;B(X,Y )) for some r ∈ [1,∞] such that 1r =
1
p −
1
q , then
{T (t) : t ∈ Rd} is R-bounded (see Theorem 5.1 below). Our result improves [13,
Theorem 5.1]. This follows from the fact that every space with Fourier type p has
type p. Furthermore, we note that the only spaces which have Fourier type 2 are
spaces which are isomorphic to a Hilbert space. However, there are many Banach
spaces with type 2, e.g., all Lp spaces with p ∈ [2,∞). In the limit case that X has
cotype 2 and Y has type 2 our assumption on T becomes T ∈ B0∞,1(R
d;B(X,Y )).
This condition is quite close to uniform boundedness of {T (t) : t ∈ Rd} which under
these assumption on X and Y is equivalent to R-boundedness.
Following [13, Section 5], we apply the sufficient condition for R-boundedness to
strongly continuous semigroups. Furthermore, we show that our results are sharp in
the case of the translation semigroup on Lp(R). The R-boundedness result for semi-
groups leads to existence, uniqueness and regularity results for stochastic equations
with additive noise. As a second application we present an R-boundedness result
for evolution families, assuming the conditions of Acquistapace and Terreni [1].
We will write a . b if there exists a universal constant C > 0 such that a ≤ Cb,
and a h b if a . b . a. If the constant C is allowed to depend on some parameter
t, we write a .t b and a ht b instead.
2. Preliminaries
Throughout this paper (Ω,A,P) denotes a probability space, and E is the ex-
pectation. Let X and Y be Banach spaces. Let (rn)n≥1 be a Rademacher sequence
on Ω, i.e. an independent sequence with
P(rn = 1) = P(rn = −1) =
1
2
.
For N ≥ 1 and x1, . . . , xN ∈ E, recall the Kahane-Khinchine inequalities (cf. [10,
Section 11.1] or [23, Proposition 3.4.1]): for all p, q ∈ [1,∞), we have
(2.1)
(
E
∥∥∥ N∑
n=1
rnxn
∥∥∥p) 1p hp,q (E∥∥∥ N∑
n=1
rnxn
∥∥∥q) 1q .
These inequalities will be often applied without referring to it explicitly.
For each integer N , the space RadN (X) ⊂ L
2(Ω;X) is defined as all elements of
the form
∑N
n=1 rnxn, where (xn)
N
n=1 are in X .
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2.1. Type and cotype. Let p ∈ [1, 2] and q ∈ [2,∞]. The space X is said to have
type p if there exists a constant C ≥ 0 such that for all (xn)
N
n=1 in X we have(
E
∥∥∥ N∑
n=1
rnxn
∥∥∥2) 12 ≤ C( N∑
n=1
‖xn‖
p
) 1
p
.
The space X is said to have cotype q if there exists a constant C ≥ 0 such that for
all (xn)
N
n=1 in X we have( N∑
n=1
‖xn‖
q
) 1
q
≤ C
(
E
∥∥∥ N∑
n=1
rnxn
∥∥∥2) 12 ,
with the obvious modification in the case q =∞.
For a detailed study of type and cotype we refer to [10]. Every Banach space
has type 1 and cotype∞ with constant 1. Therefore, we say that X has non-trivial
type (non-trivial cotype) if X has type p for some p ∈ (1, 2] (cotype q for some
2 ≤ q <∞). If the space X has non-trivial type, it has non-trivial cotype. Hilbert
spaces have type 2 and cotype 2 with constants 1. For p ∈ [1,∞) the Lp-spaces
have type p ∧ 2 and cotype p ∨ 2.
Recall the following duality result for RadN (X) (cf. [34] or [10, Chapter 13]). If
X has non-trivial type then
(2.2) RadN (X)
∗ = RadN (X
∗)
isomorphically with constants independent of N .
2.2. Fourier type. The Fourier transform f̂ = Ff of a function f ∈ L1(Rd;X)
will be normalized as
f̂(ξ) =
1
(2π)d/2
∫
Rd
f(x)e−ix·ξ dx, ξ ∈ Rd.
Let p ∈ [1, 2] and p′ be the conjugate exponent, 1p +
1
p′ = 1. The space X has
Fourier type p, if F defines a bounded linear operator for some (and then for all)
d = 1, 2, . . . from Lp(Rd;X) to Lp
′
(Rd;X).
If X has Fourier type p, then it has both type p and cotype p′. In particular,
spaces isomorphic to a Hilbert space are the only ones with Fourier type 2 (see [22]).
The Lp-spaces have Fourier type p ∧ p′ (see [30]), while every Banach space has
Fourier type 1. The notion becomes more restrictive with increasing p.
2.3. R-boundedness. A collection T ⊂ B(X,Y ) is said to be R-bounded if there
exists a constant M ≥ 0 such that(
E
∥∥∥ N∑
n=1
rnTnxn
∥∥∥2
Y
) 1
2
≤M
(
E
∥∥∥ N∑
n=1
rnxn
∥∥∥2
X
) 1
2
,
for all N ≥ 1 and all sequences (Tn)
N
n=1 in T and (xn)
N
n=1 in X . The least constant
M for which this estimate holds is called the R-bound of T , notation R(T ). By
(2.1), the role of the exponent 2 may be replaced by any exponent 1 ≤ p <∞ (at
the expense of a possibly different constant).
The notion of R-boundedness has played an important role in recent progress in
Fourier multiplier theory and this has applications to regularity theory of parabolic
evolution equations. For details on the subject we refer to [8, 21] and references
therein.
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A property which we will need later on is the following. If T ⊂ B(X,Y ) is
R-bounded and X has non-trivial type, then it follows from (2.2) that the set of
adjoint operators T ∗ = {T ∗ ∈ B(Y ∗, X∗) : T ∈ T } is R-bounded as well.
2.4. Lorentz spaces. We recall the definition of the Lorentz space (cf. [14, 38]).
Let (S,Σ, µ) be a σ-finite measure space. For f ∈ L1(S) + L∞(S) define the non-
increasing rearrangement of f as
f∗(s) = inf{t > 0 : µ(|f | > t) ≤ s}, s > 0.
For p, q ∈ [1,∞] define
Lp,q(S) = {f ∈ L1(S) + L∞(S) : ‖f‖Lp,q(S) <∞},
where
‖f‖Lp,q(S) =

(∫∞
0 t
q/pf∗(t)q dtt
)1/q
if q ∈ [1,∞),
supt>0 t
1/pf∗(t) if q =∞.
For p ∈ [1,∞] and q1 < q2 one has
‖f‖Lp,p(S) = ‖f‖Lp(S), ‖f‖Lp,q2(S) ≤ cp,q1,q2‖f‖Lp,q1(S).
Also recall (e.g. [35, pp. 331–2]) that for p, q ∈ [1,∞)
(2.3) ||f‖Lp,q(S) =
( ∫ ∞
0
p tq
(
µ(|f | > t)
)q/p dt
t
) 1
q
;
indeed, just compare the two iterated integrals of sq−1tq/p−1 over the subset {f∗(t) >
s} = {µ(|f | > s) > t} of (0,∞)2.
2.5. Besov spaces. We recall the definition of Besov spaces using the so-called
Littlewood-Paley decomposition (cf. [4, 38]). Let φ ∈ S (Rd) be a fixed Schwartz
function whose Fourier transform φ̂ is nonnegative and has support in {ξ ∈ Rd :
1
2 ≤ |ξ| ≤ 2} and which satisfies∑
k∈Z
φ̂(2−kξ) = 1 for ξ ∈ Rd \ {0}.
Such a function can easily be constructed (cf. [4, Lemma 6.1.7]). Define the sequence
(ϕk)k≥0 in S (R
d) by
ϕ̂k(ξ) = φ̂(2
−kξ) for k = 1, 2, . . . and ϕ̂0(ξ) = 1−
∑
k≥1
ϕ̂k(ξ), ξ ∈ R
d.
Similar as in the real case one can define S (Rd;X) as the usual Schwartz space
of rapidly decreasing X-valued smooth functions on Rd. As in the real case this
is a Fre´chet space. Let the space of X-valued tempered distributions S ′(Rd;X) be
defined as the continuous linear operators from S (Rd) into X .
For 1 ≤ p, q ≤ ∞ and s ∈ R the Besov space Bsp,q(R
d;X) is defined as the space
of all X-valued tempered distributions f ∈ S ′(Rd;X) for which
‖f‖Bsp,q(Rd;X) :=
∥∥∥(2ksϕk ∗ f)k≥0∥∥∥lq(Lp(Rd;X))
is finite. Endowed with this norm, Bsp,q(R
d;X) is a Banach space, and up to an
equivalent norm this space is independent of the choice of the initial function φ. The
sequence (ϕk ∗ f)k≥0 is called the Littlewood-Paley decomposition of f associated
with the function φ.
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If 1 ≤ p, q < ∞, then Bsp,q(R
d;X) contains the Schwartz space S (Rd;X) as a
dense subspace.
For 1 ≤ p1 ≤ p2 ≤ ∞, q ∈ [1,∞] and s1, s2 ∈ R with s1 −
d
p1
= s2 −
d
p2
the
following continuous inclusion holds (cf. [38, Theorem 2.8.1(a)]
Bs1p1,q(R
d;X) →֒ Bs2p2,q(R
d;X).
Next we give an alternative definition of Besov spaces. Let I = (a, b) with
−∞ ≤ a < b ≤ ∞. For h ∈ R and a function f : I → X we define the function
T (h)f : R→ X as the translate of f by h, i.e.
(T (h)φ)(t) :=
{
φ(t+ h) if t+ h ∈ I,
0 otherwise.
For h ∈ R put
I[h] :=
{
r ∈ I : r + h ∈ I
}
.
For a strongly measurable function f ∈ Lp(I;X) and t > 0 let
̺p(f, t) := sup
|h|≤t
(∫
I
‖T (h)f(r)− f(r)‖p dr
) 1
p
.
We use the obvious modification if p =∞. For p, q ∈ [1,∞] and s ∈ (0, 1) define
Λsp,q(I;X) := {f ∈ L
p(I;X) : ‖f‖Λsp,q(I;X) <∞},
where
(2.4) ‖f‖Λsp,q(I;X) =
( ∫
I
‖f(r)‖p dr
) 1
p
+
(∫ 1
0
(
t−s̺p(f, t)
)q dt
t
) 1
q
with the obvious modification if p = ∞ or q = ∞. Endowed with the norm
‖ · ‖Λsp,q(I;X), Λ
s
p,q(I;X) is a Banach space. Moreover, if I = R, then Λ
s
p,q(R;X) =
Bsp,q(R;X) with equivalent norms (cf. [31, Proposition 3.1] and [36, Theorem
4.3.3]). Similarly, if I 6= R, then for every f ∈ Λsp,q(I;X) there exists a function
g ∈ Λsp,q(R;X) such that g|I = f and there exists a constant C > 0 independent of
f and g such that
(2.5) C−1‖g‖Λsp,q(R;X) ≤ ‖f‖Λsp,q(I;X) ≤ ‖g‖Λsp,q(R;X).
3. Tensor products
We start with a basic lemma, which can be viewed as a generalization of the
Kahane-contraction principle.
Lemma 3.1. Let X be a Banach space and let (S,Σ, µ) be a σ-finite measure space
and let q ∈ [2,∞). The following assertions hold:
(1) If X has cotype q, then there exists a constant C such that for all (fn)
N
n=1
in Lq,1(S) and (xn)
N
n=1 in X∥∥∥ N∑
n=1
rnfnxn
∥∥∥
Lq(S;L2(Ω;X))
≤ C
∫ ∞
0
max
1≤n≤N
µ(|fn| > t)
1/q dt
∥∥∥ N∑
n=1
rnxn
∥∥∥
L2(Ω;X)
.
(3.1)
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(2) If X has cotype q, then for all q˜ ∈ (q,∞] there exists a constant C such
that for all (fn)
N
n=1 in L
q˜(S) and (xn)
N
n=1 in X
(3.2)
∥∥∥ N∑
n=1
rnfnxn
∥∥∥
Lq˜(S;L2(Ω;X))
≤ C sup
1≤n≤N
‖fn‖Lq˜(S)
∥∥∥ N∑
n=1
rnxn
∥∥∥
L2(Ω;X)
.
Moreover, if q ∈ {2,∞}, then (3.2) holds with q˜ = q.
(3) Assume (S,Σ, µ) contains N disjoint sets of equal finite positive measure
for every N ∈ Z+. If there exists a constant C such that (3.1) holds for all
(fn)
N
n=1 in L
q,1(S) and (xn)
N
n=1 in X, then X has cotype q.
Remark 3.2. Note that by (2.3) for q ∈ [1,∞) it holds that∫ ∞
0
max
1≤n≤N
µ(|fn| > t)
1/q dt ≤
∫ ∞
0
λ
(
max
1≤n≤N
(f∗n) > t
)1/q
dt =
1
q
∥∥ max
1≤n≤N
(f∗n)
∥∥
Lq,1
,
where λ denotes the Lebesgue measure on (0,∞). Moreover, if the f1, . . . , fN are
identically distributed, then one has∫ ∞
0
max
1≤n≤N
µ(|fn| > t)
1/q dt =
1
q
‖f1‖Lq,1(S).
With this in mind, one can also view (3.1) as an extension of [24, Proposition
9.14] and [33, Proposition 3.2(ii)]. There it is shown that (3.1) holds for the case
that µ(S) = 1, (fn)n≥1 are i.i.d. and symmetric.
Remark 3.3. By (2.1), one could rephrase (3.2) as follows when q˜ < ∞. In the
natural embedding Lq˜(S) →֒ B(X,Lq˜(S;X)), f 7→ f ⊗ (·), the unit ball BLq˜(S)
becomes an R-bounded subset of B(X,Lq˜(S;X)).
Proof of Lemma 3.1. (1) and (2): Define the operator T : ℓ∞N → L
2(Ω;X) by
T (a) =
∑N
n=1 rnanxn. By the Kahane contraction principle there holds
‖T ‖B(ℓ∞N ,L2(Ω;X)) ≤ 2
∥∥∥ N∑
n=1
rnxn
∥∥∥
L2(Ω;X)
.
Since L2(Ω;X) has cotype q it follows from [10, Theorem 11.14] that T is (q, 1)-
summing with πq,1(T ) ≤ CX,q‖T ‖. Then [32, Theorem 2.1] (also see [10, Theorem
10.9]) implies that there is a probability measure ν on {1, 2, . . . , N} such that
T = T˜ j, where j : ℓ∞N → ℓ
q,1
N (ν) is the embedding and T˜ ∈ B(ℓ
q,1
N (ν), L
2(Ω;X))
satisfies ‖T˜‖B(ℓq,1N (ν),L2(Ω;X))
≤ q−1+
1
q πq,1(T ). It follows that for all scalars (an)
N
n=1,
∥∥∥ N∑
n=1
rnanxn
∥∥∥
L2(Ω;X))
≤ CX,q‖(an)
N
n=1‖ℓq,1N (ν)
∥∥∥ N∑
n=1
rnxn
∥∥∥
L2(Ω;X)
≤ CX,q,q˜‖(an)
N
n=1‖ℓq˜N (ν)
∥∥∥ N∑
n=1
rnxn
∥∥∥
L2(Ω;X)
,
where ℓq,1N (ν) denotes the Lorentz space L
q,1 defined on {1, . . . , N} with measure ν,
and the second step follows from the embedding of ℓq,1N (ν) into ℓ
q˜
N (ν) for q˜ ∈ (q,∞].
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If we apply this with an = fn(s) and take the L
q(µ)-norms, then it follows from
(2.3) and Minkowski’s inequality that∥∥∥ N∑
n=1
rnfnxn
∥∥∥
Lq(S;L2(Ω;X))
×
∥∥∥ N∑
n=1
rnxn
∥∥∥−1
L2(Ω;X)
≤ CX,q
( ∫
S
(∫ ∞
0
( N∑
n=1
ν(n)1{|fn(s)|>t}
)1/q
dt
)q
dµ(s)
) 1
q
≤ CX,q
∫ ∞
0
( ∫
S
N∑
n=1
ν(n)1{|fn(s)|>t}dµ(s)
)1/q
dt
= CX,q
∫ ∞
0
( N∑
n=1
ν(n)µ(|fn| > t)
)1/q
dt
≤ CX,q
∫ ∞
0
(
max
1≤n≤N
µ(|fn| > t)
)1/q
dt.
Similarly with Lq˜(µ)-norms, it follows that∥∥∥ N∑
n=1
rnfnxn
∥∥∥
Lq˜(S;L2(Ω;X))
×
∥∥∥ N∑
n=1
rnxn
∥∥∥−1
L2(Ω;X)
≤ CX,q,q˜
( ∫
S
( N∑
n=1
ν(n)|fn(s)|
q˜
)q˜/q˜
dµ(s)
)1/q˜
= CX,q,q˜
( N∑
n=1
ν(n)
∫
S
|fn(s)|
q˜ dµ(s)
)1/q˜
≤ CX,q,q˜
(
max
1≤n≤N
∫
S
|fn(s)|
q˜ dµ(s)
)1/q˜
.
(3): Let x1, . . . , xN ∈ X . Let (Sn)
N
n=1 be disjoint sets in Σ with µ(Sn) =
µ(S1) ∈ (0,∞) for all n. Letting fn = µ(S1)
−1/q1Sn for n = 1, 2, . . . , N , we obtain
that ∥∥∥ N∑
n=1
rnfnxn
∥∥∥q
Lq(S;L2(Ω;X))
=
N∑
n=1
‖xn‖
q.
On the other hand,
µ(|fn| > t) = µ(S1) · 1[0,µ(S1)−1/q)(t)
for all n = 1, . . . , N . Therefore, (3.1) implies that
N∑
n=1
‖xn‖
q ≤ Cq
∥∥∥ N∑
n=1
rnxn
∥∥∥q
L2(Ω;X)
,
which shows that X has cotype q.

We do not know, whether we can take q˜ = q in Lemma 3.1(2) if q 6= 2. However,
if X is an Lq-space with q ≥ 2, then one may take q˜ = q. This follows from the
next remark in the case that X˜ = R.
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Remark 3.4. Let (A,A, ν) be a σ-finite measure space. Let 2 ≤ q1 < q < ∞. Let
X˜ be a Banach space with cotype q1. If X = L
q(A; X˜), then (3.2) of Lemma 3.1(2)
holds with q˜ = q.
Proof. By Fubini’s theorem, Lemma 3.1(2) applied to X˜ and (2.1) we obtain that∥∥∥ N∑
n=1
rnfnxn
∥∥∥
Lq(S;L2(Ω;X))
hq
∥∥∥ N∑
n=1
rnfnxn
∥∥∥
Lq(A;Lq(S;L2(Ω; eX)))
≤ C sup
1≤n≤N
‖fn‖Lq(S)
∥∥∥ N∑
n=1
rnxn
∥∥∥
Lq(A;L2(Ω; eX))
.
hq C sup
1≤n≤N
‖fn‖Lq(S)
∥∥∥ N∑
n=1
rnxn
∥∥∥
L2(Ω;X)
.

Remark 3.5. Notice that a version of Lemma 3.1 also holds for quasi-Banach spaces.
This can be proved in a similar way as above. Instead of [32] one has to use the
factorization result of [18, Theorem 4.1]. Note that in [18] the role of the Lorentz
space Lq,1(S) is replaced by Lq,r(S), where r is some number in (0, 1] which depends
on X . One can see from the above proof that this number r will also appear in the
quasi-Banach space version of (3.2). The details are left to the interested reader.
The following dual version of Lemma 3.1 holds:
Lemma 3.6. Let X be a Banach space, let (S,Σ, µ) be a σ-finite measure space
and let p ∈ (1, 2]. The following assertions hold:
(1) If X has type p, then there exists a constant C such that for all (fn)
N
n=1 in
Lp,∞(S) which are identically distributed and (xn)
N
n=1 in X
‖f1‖Lp,∞(S)
∥∥∥ N∑
n=1
rnxn
∥∥∥
L2(Ω;X)
≤ C
∥∥∥ N∑
n=1
rnfnxn
∥∥∥
Lp(S;L2(Ω;X))
.(3.3)
(2) If X has type p, then for all p˜ ∈ [1, p) there exists a constant C such that
for all (fn)
N
n=1 in L
p˜(S) and (xn)
N
n=1 in X
(3.4) inf
1≤n≤N
‖fn‖Lp˜(S)
∥∥∥ N∑
n=1
rnxn
∥∥∥
L2(Ω;X)
≤ C
∥∥∥ N∑
n=1
rnfnxn
∥∥∥
Lp˜(S;L2(Ω;X))
.
Moreover, if p ∈ {1, 2}, then (3.2) holds with p˜ = p.
(3) Assume (S,Σ, µ) contains N disjoint sets of equal finite positive measure
for every N ∈ Z+. If there exists a constant C such that (3.3) holds for
all (fn)
N
n=1 in L
p,1(S) which are identically distributed and (xn)
N
n=1 in X,
then X has type p.
A similar statement as in Remark 3.4 also holds.
Proof. (1) : Without loss of generality, ‖f1‖Lp,∞(S) = supt>0 t
1/pf∗1 (t) = 1. Choose
t0 so that f
∗
1 (t0) > (2t0)
−1/p, or equivalently t0 < µ
(
|f1| > (2t0)
−1/p
)
. Let An :=
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{|fn| > (2t0)
−1/p}, so by equidistribution, µ(An) = µ(A1) > t0. It follows that∣∣∣ N∑
n=1
〈xn, x
∗
n〉
∣∣∣ = 1
µ(A1)
∣∣∣ ∫
S
E
〈 N∑
n=1
rn1Anxn,
N∑
m=1
rm1Amx
∗
m
〉
dµ(s)
∣∣∣
≤
1
µ(A1)
∥∥∥ N∑
n=1
rn1Anxn
∥∥∥
Lp(S;L2(Ω;X))
∥∥∥ N∑
m=1
rm1Amx
∗
m
∥∥∥
Lp′(S;L2(Ω;X∗))
.
Now X∗ has cotype p′, hence by Lemma 3.1(1) there holds∥∥∥ N∑
m=1
rm1Amx
∗
m
∥∥∥
Lp′(S;L2(Ω;X∗))
≤ Cµ(A1)
1/p′
∥∥∥ N∑
m=1
rmx
∗
m
∥∥∥
L2(Ω;X∗)
.
SinceX has non-trivial type, taking the supremum over all
∑N
n=1 rnx
∗
n ∈ RadN (X
∗)
with norm one, it follows that∥∥∥ N∑
n=1
rnxn
∥∥∥
L2(Ω;X)
.
∥∥∥ N∑
n=1
rn
1An
µ(A1)1/p
xn
∥∥∥
Lp(S;L2(Ω;X))
.
∥∥∥ N∑
n=1
rnfnxn
∥∥∥
Lp(S;L2(Ω;X))
,
where the last estimate used the contraction principle and the fact that |fn| >
(2t0)
−1/p1An & µ(A1)
−1/p1An by the definition of An.
(2) : The case p = p˜ = 1 follows from
LHS(3.4) ≤
∥∥∥ N∑
n=1
rn
∫
S
|fn(s)|dµ(s)xn
∥∥∥
L2(Ω;X)
≤
∫
S
∥∥∥ N∑
n=1
rn|fn(s)|xn
∥∥∥
L2(Ω;X)
dµ(s) = RHS(3.4),
where the first estimate was the contraction principle. For p > 1, we argue by
duality in a similar spirit as in (1): assuming min1≤n≤N ‖fn‖Lp˜(S) = 1, choose
gn ∈ L
p˜′(S) of at most unit norm so that
∫
S
fn · gn dµ = 1 and write
N∑
n=1
〈xn, x
∗
n〉 = E
∫
S
〈 N∑
n=1
rnfnxn,
N∑
m=1
rmgmx
∗
m
〉
dµ.
Then proceed as in (1), only using Lemma 3.1(2) instead of Lemma 3.1(1).
(3): This follows in a similar way as the corresponding claim in Lemma 3.1. 
4. Integral operators
An operator-valued function T : S → B(X,Y ) will be called X-strongly measur-
able if for all x ∈ X , the Y -valued function s 7→ T (s)x is strongly measurable.
Let r ∈ [1,∞]. For an X-strongly measurable mapping T : S → B(X,Y ) with
‖T (s)x‖Lr(S;Y ) ≤M‖x‖ and f ∈ L
r′(S) we will define Tf ∈ B(X,Y ) as
Tfx =
∫
S
T (s)x f(s) dµ(s).
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By Ho¨lder’s inequality, we have ‖Tf‖B(X,Y ) ≤ M‖f‖Lr′(S). If r = 1, then by [21,
Corollary 2.17]
(4.1) R
(
{Tf : ‖f‖L∞(S) ≤ 1}
)
≤ 2M.
In the next result we will obtain R-boundedness of {Tf : ‖f‖Lr′(S) ≤ 1} for
different exponents r under assumptions on the cotype of X and type of Y .
Proposition 4.1. Let X and Y be Banach spaces and let (S,Σ, µ) be a σ-finite
measure space. Let p0 ∈ [1, 2] and q0 ∈ [2,∞]. Assume that X has cotype q0 and
Y has type p0. The following assertions hold:
(1) If r ∈ [1,∞) is such that 1r >
1
p0
− 1q0 . Then there exists a constant
C = C(r, p0, q0, X, Y ) such that for all T ∈ L
r(S;B(X,Y )),
(4.2) R
(
{Tf ∈ B(X,Y ) : ‖f‖Lr′(S) ≤ 1}
)
≤ C‖T ‖Lr(S;B(X,Y )).
(2) Assume the pair (p0, q0) is an element in {(1,∞), (2,∞), (2, 2), (1, 2)}. If
r ∈ [1,∞] is such that 1r =
1
p0
− 1q0 , then there exists a constant C = C(X,Y )
such that for all T ∈ Lr(S;B(X,Y )) (4.2) holds.
Remark 4.2. Since B(X,Y ) is usually non-separable, it could happen that T : S →
B(X,Y ) is not strongly measurable and therefore not in Lr(S;B(X,Y )). However,
one can replace the assumption that T ∈ Lr(S;B(X,Y )) by the condition that T is
X-strongly measurable and s 7→ ‖T (s)‖ is in Lr(S) or is dominated by a function
in Lr(S). This does not affect the assertion in Proposition 4.1 and the proof is the
same.
The following will be clear from the proof of Proposition 4.1 and Remark 3.4.
Remark 4.3. Let (Ai,Ai, νi), i = 1, 2 be a σ-finite measure space. Let 1 < p0 <
p1 ≤ 2 and 2 ≤ q1 < q0 <∞. Let X˜ be a Banach space with cotype q1 and Y˜ be a
Banach space with type p1. If X = L
q0(A1; X˜) and Y = L
p0(A2; Y˜ ) , then (4.2) of
Proposition 4.1 (1) holds with 1r =
1
p0
− 1q0 .
Proof of Proposition 4.1. (1): Let (fn)
N
n=1 in L
r′(S) be such that supn ‖fn‖Lr′(S) ≤
1 and x1, . . . , xN ∈ X .
First assume p0 > 1 and q0 < ∞. Let p ∈ (1, p0) and q ∈ (q0,∞) be such that
1
r :=
1
p −
1
q , and hence
1
r′ =
1
p′ +
1
q . Let gn = |fn|
r′/q and hn = sign(fn)|fn|
r′/p′
for n = 1, . . . , N . Then ‖gn‖Lq(S) ≤ 1, ‖hn‖Lp′(S) ≤ 1 and fn = gnhn for all n.
Let (y∗n)
N
n=1 in Y
∗ be such that
∥∥∥∑Nn=1 rny∗n∥∥∥
Lp′(Ω;Y ∗)
≤ 1. Then it follows from
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Ho¨lder’s inequality and 1p =
1
r +
1
q that
E
〈 N∑
n=1
rnTfnxn,
N∑
n=1
rny
∗
n
〉
=
N∑
n=1
〈Tfnxn, y
∗
n〉
=
∫
S
N∑
n=1
〈gn(s)T (s)xn, hn(s)y
∗
n〉 dµ(s)
=
∫
S
E
〈
T (s)
N∑
n=1
rngn(s)xn,
N∑
n=1
rnhn(s)y
∗
n
〉
dµ(s)
≤
∥∥∥T N∑
n=1
rngnxn
∥∥∥
Lp(S×Ω;Y )
∥∥∥ N∑
n=1
rnhny
∗
n
∥∥∥
Lp′(S×Ω;Y ∗)
≤ ‖T ‖Lr(S;B(X,Y ))
∥∥∥ N∑
n=1
rngnxn
∥∥∥
Lq(S×Ω;X)
∥∥∥ N∑
n=1
rnhny
∗
n
∥∥∥
Lp′(S×Ω;Y ∗)
.
Since X has cotype q0 < q it follows from Lemma 3.1(2) that
∥∥∥ N∑
n=1
rngnxn
∥∥∥
Lq(S×Ω;X)
≤ C1
∥∥∥ N∑
n=1
rnxn
∥∥∥
Lq(Ω;X)
Since Y has type p0 it follows that Y
∗ has cotype p′0 < p
′ (cf. [10, Proposition
11.10]) and therefore it follows from Lemma 3.1(2) that
∥∥∥ N∑
n=1
rnhny
∗
n
∥∥∥
Lp′(S×Ω;Y ∗)
≤ C2
∥∥∥ N∑
n=1
rny
∗
n
∥∥∥
Lp′(Ω;Y ∗)
≤ C2.
We may conclude that
E
〈 N∑
n=1
rnTfnxn,
N∑
n=1
rny
∗
n
〉
≤ C1C2‖T ‖Lr(S;B(X,Y ))
∥∥∥ N∑
n=1
rnxn
∥∥∥
Lq0(Ω;X)
.
By assumption Y has non-trivial type, hence RadN (Y )
∗ = RadN (Y
∗) isomorphi-
cally (see (2.2)). Taking the supremum over all y∗1 , . . . , y
∗
N ∈ Y
∗ as above, we obtain
that ∥∥∥ N∑
n=1
rnTfnxn
∥∥∥
Lp(Ω;Y )
. ‖T ‖Lr(S;B(X,Y ))
∥∥∥ N∑
n=1
rnxn
∥∥∥
Lq(Ω;X)
.
The result now follows from (2.1).
If p0 > 1 and q0 = ∞ one can easily adjust the above argument to obtain the
result. In particular, gn = 1 for n = 1, . . . , N in this case.
If p0 = 1 and q0 <∞, then the duality argument does not hold since Y only has
the trivial type 1. However, one can argue more directly in this case. Now r′ > q0.
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By the triangle inequality, Ho¨lder’s inequality and Lemma 3.1, we obtain that∥∥∥ N∑
n=1
rnTfnxn
∥∥∥
L2(Ω;Y )
≤
∫
S
∥∥∥T N∑
n=1
rnfnxn
∥∥∥
L2(Ω;Y )
dµ(s)
≤ ‖T ‖Lr(S;B(X,Y ))
∥∥∥ N∑
n=1
rnfnxn
∥∥∥
Lr′(S;L2(Ω;Y ))
≤ C‖T ‖Lr(S;B(X,Y ))
∥∥∥ N∑
n=1
rnxn
∥∥∥
L2(Ω;Y )
.
(2): The case p0 = 1 and q0 = ∞ follows from (4.1). The cases (p0 = 2 and
q0 =∞) and (p0 = q0 = 2) follow from Lemma 3.1 in the same way as in as (1).
If p0 = 1 and q0 = 2 then r = 2 and by the Cauchy-Schwartz inequality and
Lemma 3.1 we obtain that∥∥∥ N∑
n=1
rnTfnxn
∥∥∥
L2(Ω;Y )
≤
∫
S
∥∥∥T (s) N∑
n=1
rnfn(s)xn
∥∥∥
L2(Ω;X)
dµ(s)
≤ ‖T ‖L2(S;B(X,Y ))
∥∥∥ N∑
n=1
rnfnxn
∥∥∥
L2(S×Ω;X)
≤ C‖T ‖L2(S;B(X,Y ))
∥∥∥ N∑
n=1
rnxn
∥∥∥
L2(S×Ω;X)
.

With a certain price to pay, it is possible to relax the norm integrability condition
of Proposition 4.1 to the uniform Lr-integrability of the orbits s 7→ T (s)x. This
is reached at the expense of not being able to exploit the information about the
cotype of X but only the type of Y , as shown in the following remark. In the
example further below, it is shown that in general the Lr-integrability of the orbits
is not sufficient for the full conclusion of Proposition 4.1.
Remark 4.4. Let X and Y be Banach spaces and let (S,Σ, µ) be a σ-finite measure
space. Let p0 ∈ [1, 2]. Assume that Y has type p0. The following assertions hold:
(1) Assume p0 ∈ (1, 2). If r ∈ (1, p0) and T : S → B(X,Y ) is such that
(4.3) ‖Tx‖Lr(S;Y ) ≤ CT ‖x‖, x ∈ X.
Then there exists a constant C = C(r, p0, Y ) such that
(4.4) R
(
{Tf ∈ B(X,Y ) : ‖f‖Lr′(S) ≤ 1}
)
≤ CCT .
(2) Assume that p0 = 1 or p0 = 2 and that (4.3) holds for r = p0. Then there
exists a constant C = C(Y ) such that (4.4) holds.
If Y is as in Remark 4.3, then (4.4) holds for r = p0.
Proof. (1): One can argue as in the proof of Proposition 4.1 with p = r, gn = 1
and hn = fn. Indeed, we have
E
〈 N∑
n=1
rnTfnxn,
N∑
n=1
rny
∗
n
〉
≤
∥∥∥T N∑
n=1
rnxn
∥∥∥
Lr(S×Ω;Y )
∥∥∥ N∑
n=1
rnhny
∗
n
∥∥∥
Lr′(S×Ω;Y ∗)
.
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By the assumption 4.3 one can estimate∥∥∥T N∑
n=1
rnxn
∥∥∥
Lp(S×Ω;Y )
≤ CT
∥∥∥ N∑
n=1
rnxn
∥∥∥
Lp(S×Ω;X)
.
The term
∥∥∥∑Nn=1 rnhny∗n∥∥∥
Lr′(S×Ω;Y ∗)
can be treated in the same way as in the
proof of Proposition 4.1.
(2): The case p0 = 1 follows from (4.1). The case p0 = 2 can be proved as
above. 
In the next example, we will show that even if X has cotype q for some q ∈ (2,∞)
the result in Remark 4.4 cannot be improved.
Example 4.5. Consider the spaces X = ℓq, q ∈ (2,∞), and Y = R, so that X has
cotype q and Y has type 2. Let S = Z+ with the counting measure, and define the
B(X,Y )-valued function T on S by T (s)x := t(s)x(s) for some t : S → R. Then we
can make the following observations:
T ∈ Lr(S;B(X,Y )) if and only if t ∈ Lr(S) = ℓr. The condition (4.3) means
‖tx‖r . ‖x‖q (where tx is the pointwise product), which holds if and only if t ∈ ℓ
u,
1/u = (1/r− 1/q)∨0. Under this condition, the operators x 7→
∫
S
T (s)f(s)x ds are
well-defined and bounded from X to Y for f ∈ Lr
′
(S) = ℓr
′
.
Let us then derive a necessary condition for the R-boundedness of the mentioned
operators. Let xi ∈ X = ℓ
q be α(i)ei, where ei is the ith standard unit-vector and
α(i) ∈ R. Let fi = ei. The defining inequality of R-boundedness for these functions
reduces to
‖tα‖2 h E
∥∥∥ N∑
i=1
rit(i)α(i)
∥∥∥ . E∥∥∥ N∑
i=1
riα(i)ei‖q h ‖α‖q.
This holds if and only if t ∈ ℓv, 1/v = 1/2−1/q, which is stronger than (4.3) unless
r ≤ 2. Conversely, the condition (4.3) suffices for R-boundedness in this range, as
shown in Remark 4.4.
As a final result in this section we will show how one can use Lemma 3.1 to
obtain a version of Proposition 4.1 with sharp exponents. It may seem artificial at
first sight, but it enables us to obtain a sharp version of Theorem 5.1 below. For
f ∈ L1(S) + L∞(S) let
(4.5) Lf(S) = {g ∈ L
1(S) + L∞(S) : µ(|g| > t) = µ(|f | > t) for all t > 0}
Proposition 4.6. Let X and Y be Banach spaces and let (S,Σ, µ) be a σ-finite
measure space. Let p ∈ [1, 2] and q ∈ [2,∞]. Assume that X has cotype q and Y
has type p. If r ∈ [1,∞] is such that 1r =
1
p −
1
q . Then there exists a constant
C = C(p, q,X, Y ) such that for all f0 ∈ L
r′,1(S) and T ∈ Lr(S;B(X,Y )),
(4.6) R
(
{Tf ∈ B(X,Y ) : f ∈ Lf0(S)}
)
≤ C‖T ‖Lr(S;B(X,Y ))‖f0‖Lr′,1(S).
Since each f ∈ Lf0(S) is also in L
r′(S), Tf ∈ B(X,Y ) is well-defined. Note
that Remark 4.2 applies also here. In the limit cases p ∈ {1, 2} and q ∈ {2,∞},
Proposition 4.1 (2) yields a stronger result.
Proof. Without loss of generality we may assume that ‖f0‖Lr,1(S) = 1. Let (fn)
N
n=1
in Lf0(S) and x1, . . . , xN ∈ X .
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First assume p > 1 and q < ∞. Let gn = |fn|
r′/q and hn = sign(fn)|fn|
r′/p′
for n = 1, . . . , N . Then the |gn| have the same distribution as |f0|
r′/q and the |hn|
have the same distribution as |f0|
r′/p′ , and fn = gnhn for all n. Let (y
∗
n)
N
n=1 in Y
∗
be such that
∥∥∥∑Nn=1 rny∗n∥∥∥
Lp′(Ω;Y ∗)
≤ 1. Then it follows from Ho¨lder’s inequality
and 1p =
1
r +
1
q that
E
〈 N∑
n=1
rnTfnxn,
N∑
n=1
rny
∗
n
〉
=
N∑
n=1
〈Tfnxn, y
∗
n〉
=
∫
S
N∑
n=1
〈gn(s)T (s)xn, hn(s)y
∗
n〉 dµ(s)
=
∫
S
E
〈
T (s)
N∑
n=1
rngn(s)xn,
N∑
n=1
rnhn(s)y
∗
n
〉
dµ(s)
≤
∥∥∥T N∑
n=1
rngnxn
∥∥∥
Lp(S×Ω;Y )
∥∥∥ N∑
n=1
rnhny
∗
n
∥∥∥
Lp′(S×Ω;Y ∗)
≤ ‖T ‖Lr(S;B(X,Y ))
∥∥∥ N∑
n=1
rngnxn
∥∥∥
Lq(S×Ω;X)
∥∥∥ N∑
n=1
rnhny
∗
n
∥∥∥
Lp′(S×Ω;Y ∗)
.
Since X has cotype q it follows from Lemma 3.1 (1) that∥∥∥ N∑
n=1
rngnxn
∥∥∥
Lq(S×Ω;X)
≤ C1
∫ ∞
0
µ(|f0| > t
q/r′)1/q dt
∥∥∥ N∑
n=1
rnxn
∥∥∥
Lq(Ω;X)
.
It follows from (2.3) and Lr
′,1 →֒ Lr
′, r
′
q that∫ ∞
0
µ(|f0| > t
q/r′)1/q dt =
r′
q
∫ ∞
0
µ(|f0| > t)
1/qtr
′/q dt
t
=
r′
q
(r′)−r
′/q‖f0‖
r′/q
L
r′, r
′
q (S)
≤ Cq,r.
Since Y has type p it follows that Y ∗ has cotype p′ (cf. [10, Proposition 11.10])
and therefore it follows from Lemma 3.1 (1) that∥∥∥ N∑
n=1
rnhny
∗
n
∥∥∥
Lp′(S×Ω;Y ∗)
≤ C2
∫ ∞
0
µ(|f0| > t
p′/r′)1/q dt
∥∥∥ N∑
n=1
rny
∗
n
∥∥∥
Lp′(Ω;Y ∗)
.
As before it holds that ∫ ∞
0
µ(|f0| > t
p′/r′)1/q dt ≤ Cp,r
The result now follows with the same duality argument for RadN (Y ) as in Propo-
sition 4.1.
If p > 1 and q = ∞ one can easily adjust the above argument to obtain the
result. In particular, gn = 1 for n = 1, . . . , N in this case. If p = 1 and q <∞, then
one can argue as in Proposition 4.1, but instead of Lemma 3.1 (2) one has to apply
Lemma 3.1 (1). If p = 1 and q =∞ the result follows from Proposition 4.1. 
Similar as in Remark 4.4 the following strong version of Proposition 4.6 holds.
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Remark 4.7. Let X and Y be Banach spaces and let (S,Σ, µ) be a σ-finite measure
space. Let p ∈ (1, 2]. Assume that Y has type p. If f0 ∈ L
p′,1(S) and T : S →
B(X,Y ) is such that (4.3) holds, then there exists a constant C = C(p, Y ) such
that
(4.7) R
(
{Tf ∈ B(X,Y ) : f ∈ Lf0(S)}
)
≤ CCT ‖f0‖Lp′,1(S).
Proof. Similar as in Remark 4.4 one can argue as in the proof of Proposition 4.6
with p = r, gn = 1 and hn = fn.

5. Besov spaces and R-boundedness
Recall from [40] that for an interval I = (a, b) and T ∈W 1,1(I;B(X,Y )),
(5.1) R(T (t) ∈ B(X,Y ) : t ∈ (a, b)) ≤ ‖T (a)‖+ ‖T ′‖L1(I;B(X,Y ))
In [13, Theorem 5.1] this result has been improved under the assumption that Y has
Fourier type p. In the next result we obtain R-boundedness for the range of smooth
operator-valued functions under (co)type assumptions on the Banach spaces X and
Y . The result below improves [13, Theorem 5.1].
Theorem 5.1. Let X and Y be Banach spaces. Let p ∈ [1, 2] and q ∈ [2,∞]. As-
sume that X has cotype q and Y has type p. If r ∈ [1,∞] is such that 1r =
1
p−
1
q , then
there exists a constant C = C(p, q,X, Y ) such that for all T ∈ B
d
r
r,1(R
d;B(X,Y )),
(5.2) R
(
{T (t) ∈ B(X,Y ) : t ∈ Rd}
)
≤ C‖T ‖
B
d
r
r,1(R
d;B(X,Y ))
.
Note that B
d
r
r,1(R
d;B(X,Y )) →֒ BUC(Rd;B(X,Y )) (the space of bounded, uni-
formly continuous functions) for all r ∈ [1,∞] (cf. [38, Theorem 2.8.1(c)]).
If p = q = 2 in (2), then the uniform boundedness of {T (t) : t ∈ Rd} ⊂ B(X,Y )
already implies R-boundedness (see [3, Proposition 1.13]).
Proof. (1): Let Z = B(X,Y ). We may write T =
∑
k≥0 Tk =
∑
k≥0
∑
n≥0 ϕn ∗Tk,
where Tk = ϕk ∗T and the series converges in Z uniformly in R
d. Let ϕ−1 = 0. By
[40, Lemma 2.4] we obtain that
R
(
T (t) ∈ Z : t ∈ Rd
)
≤
∑
k≥0
∑
n≥0
R
(
ϕn ∗ Tk(t) ∈ Z : t ∈ R
d
)
=
∑
k≥0
k+1∑
n=k−1
R
(
ϕn ∗ Tk(t) ∈ Z : t ∈ R
d
)
.
Fix n ∈ {0, 1, 2, . . . , } and t ∈ Rd and define ϕn,t ∈ S (R
d) by ϕn,t(s) = ϕn(t −
s). Then for all t ∈ Rd, ϕn,t ∈ Lϕn(R
d), where Lϕn(R
d) is as in (4.5) and
‖ϕn‖Lr′,1(Rd) ≤ c2
dn
r . Indeed, it is elementary to check that ϕ∗n(t) = 2
dnϕ∗(2ndt).
Therefore,
‖ϕn‖Lr′,1(Rd) = 2
dn
∫ ∞
0
t
1
r′ ϕ∗(2ndt)
dt
t
= 2
dn
r
∫ ∞
0
t
1
r′ ϕ∗(t)
dt
t
= 2
dn
r ‖ϕ‖Lr′,1(Rd)
Letting Tk,ϕn,t ∈ Z be the integral operator from Propositions 4.1 and 4.6, it
follows that for all k ≥ 0,
R
(
ϕn ∗ Tk(t) ∈ Z : t ∈ R
d
)
= R
(
Tk,ϕn,t ∈ Z : t ∈ R
d
)
≤ C12
dn
r ‖Tk‖Lr(Rd;Z).
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We may conclude that
R
(
T (t) ∈ Z : t ∈ Rd
)
≤ C1
∑
k≥0
k+1∑
n=k−1
2
dn
r ‖Tk‖Lr(Rd;Z)
≤ C2
∑
k≥0
2
dk
r ‖Tk‖Lr(Rd;Z) = C2‖T ‖
B
d
r
r,1(R
d;Z)
.

In [13, Remark 5.2] the following result is presented for operator families which
are in a Besov space in the strong sense. If Y has Fourier type p and T : Rd →
B(X,Y ) is such that for all x ∈ X ,
‖Tx‖
B
d/p
p,1 (R
d;Y )
≤ CT ‖x‖,
then {T (t) : t ∈ Rd} is R-bounded. We will obtain the same conclusion assuming
only type p. Notice that many Banach spaces have type 2, whereas all Banach
spaces with Fourier 2 are isomorphic to a Hilbert space.
We first need an analogue of Proposition 4.1 involving the space γ(H,Y ) of γ-
radonifying operators from H to Y . See [29] for information on this space. We note
that a version of the following Lemma is also in [15, Proposition 3.19], where it is
instead assumed that Y has so-called property (α). Moreover, in [15, Remark 5.3
and Proof of Proposition 3.19] it is claimed that this assumption can be relaxed
to non-trivial cotype, which is weaker than our assumption below. However, there
seems to be a small confusion there: in [15, Remark 5.3] it is observed that non-
trivial cotype suffices, thanks to a result in [17], if (a certain Hilbert space) H1 = C,
whereas in [15, Proposition 3.19] and the following lemma one has the dual situation:
H1 = H is a general Hilbert space and H2 = C. Indeed one could deduce the
following lemma by a standard duality argument from the result in [17], but since
a self-contained argument is only slightly longer, we provide it for completeness:
Lemma 5.2. Let Y be a Banach space with non-trivial type and let H be a Hilbert
space. Then there exists a constant C such that for all Ψn ∈ γ(H,Y ) and fn ∈ H,
∥∥∥ N∑
n=1
rnΨnfn
∥∥∥
L2(Ω;Y )
≤ C sup
1≤n≤N
‖fn‖H
∥∥∥ N∑
n=1
rnΨn
∥∥∥
L2(Ω;γ(H,Y ))
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Proof. Let (hk)
K
k=1 be an orthonormal basis for the span of (fn)
N
n=1 in H , so that
fn =
∑K
k=1(hk, fn)hk. Let further (rn)
N
n=1 be a Rademacher sequence on a proba-
bility space Ω, and (γk)
K
k=1 a Gaussian sequence on Ω
′. Then∣∣∣ N∑
n=1
〈Ψnfn, y
∗
n〉
∣∣∣ = ∣∣∣ N∑
n=1
K∑
k=1
〈
Ψnhk, (hk, fn)y
∗
n
〉∣∣∣
=
∣∣∣EE′〈 K∑
k=1
γk
( N∑
n=1
rnΨn
)
hk,
N∑
m=1
rm
K∑
ℓ=1
γℓ(hℓ, fm)y
∗
m
〉∣∣∣
≤
∥∥∥ K∑
k=1
γk
( N∑
n=1
rnΨn
)
hk
∥∥∥
L2(Ω;L2(Ω′;Y ))
×
∥∥∥ N∑
m=1
rm
K∑
ℓ=1
γℓ(hℓ, fm)y
∗
m
∥∥∥
Lq(Ω′;L2(Ω;Y ∗))
, q ∈ [2,∞).
The first factor is bounded by∥∥∥ N∑
n=1
rnΨn
∥∥∥
L2(Ω;γ(H,Y ))
by the definition of the norm in γ(H,Y ). As for the second, the non-trivial type of
Y implies some non-trivial cotype q0 ∈ [2,∞) for Y
∗, and then, taking q ∈ (q0,∞)
and applying Lemma 3.1(2),∥∥∥ N∑
m=1
rm
K∑
ℓ=1
γℓ(hℓ, fm)y
∗
m
∥∥∥
Lq(Ω′;L2(Ω;Y ∗))
≤ C sup
1≤m≤N
∥∥∥ K∑
ℓ=1
γℓ(hℓ, fm)
∥∥∥
Lq(Ω′)
∥∥∥ N∑
m=1
rmy
∗
m
∥∥∥
L2(Ω;Y ∗)
.
Here
∑K
ℓ=1 γℓ(hℓ, fm) is a centered Gaussian variable with variance
∑K
ℓ=1(hℓ, fm)
2 =
‖fm‖
2
H , hence its L
q norm is cq‖fm‖H for a constant cq.
The assertion follows by taking the supremum over all
∑N
m=1 rmy
∗
m ∈ RadN (Y
∗)
of norm 1, using the non-trivial type of Y . 
Proposition 5.3. Let X and Y be Banach spaces. Let p ∈ [1, 2], and assume that
Y has type p. If T : Rd → B(X,Y ) satisfies
(5.3) ‖Tx‖
B
d/p
p,1 (R
d;Y )
≤ CT ‖x‖, x ∈ X,
then there exists a constant C = C(p, Y ) such that
(5.4) R
(
{T (t) ∈ B(X,Y ) : t ∈ Rd}
)
≤ CCT .
Proof. If p = 1, the result follows from [13, Remark 5.2]. Let then p ∈ (1, 2].
Fix for the moment x ∈ X and k ≥ 0. Let fk : R
d → Y be defined as fk(t) =
Tk(t)x = ϕk ∗ T (t)x. Then by [19, Theorem 1.1],
(5.5) ‖fk‖γ(L2(Rd),Y ) ≤ C‖fk‖
B
d( 1
p
−
1
2
)
p,p (Rd;Y )
≤ C2dk(
1
p−
1
2 )‖fk‖Lp(Rd;Y ).
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Choose (tm)
M
m=1 in R
d and (xm)
M
m=1 in X arbitrarily. Since Y has type p > 1 it
follows from Lemma 5.2 that∥∥∥ M∑
m=1
rmT (tm)xm
∥∥∥
L2(Ω;Y )
≤
∑
k≥0
k+1∑
n=k−1
∥∥∥ M∑
m=1
rmϕn ∗ Tk(tm)xm
∥∥∥
L2(Ω;Y )
=
∑
k≥0
k+1∑
n=k−1
∥∥∥ M∑
m=1
rm
∫
Rd
Tk(u)xm ϕn(tm − u)du
∥∥∥
L2(Ω;Y )
.
∑
k≥0
k+1∑
n=k−1
sup
1≤m≤M
‖ϕn(tm − ·)‖L2(Rd)
∥∥∥ M∑
m=1
rmTkxm
∥∥∥
L2(Ω;γ(L2(Rd),Y ))
h
∑
k≥0
2kd/2
∥∥∥Tk( M∑
m=1
rmxm
)∥∥∥
L2(Ω;γ(L2(Rd),Y ))
.
Applying (5.5) pointwise in Ω yields that
(5.6)
∥∥∥Tk( M∑
m=1
rmxm
)∥∥∥
γ(L2(Rd),Y )
. 2kd(
1
p−
1
2 )
∥∥∥Tk( M∑
m=1
rmxm
)∥∥∥
Lp(Rd;Y )
.
Therefore, we obtain from (5.6) and (2.1) that
∑
k≥0
2kd/2
∥∥∥Tk( M∑
m=1
rmxm
)∥∥∥
L2(Ω;γ(L2(Rd),Y ))
.
∑
k≥0
2kd/22kd(
1
p−
1
2 )
∥∥∥Tk( M∑
m=1
rmxm
)∥∥∥
L2(Ω;Lp(Rd;Y ))
h
∫
Ω
∑
k≥0
2kd/p
∥∥∥Tk( M∑
m=1
rmxm
)∥∥∥
Lp(Rd;Y )
dP
=
∫
Ω
∥∥∥T( M∑
m=1
rmxm
)∥∥∥
B
d/p
p,1 (R
d;Y )
dP
≤
∫
Ω
CT
∥∥∥ M∑
m=1
rmxm
∥∥∥
X
dP ≤ CT
∥∥∥ M∑
m=1
rmxm
∥∥∥
L2(Ω;X)
.
Putting things together yields the required R-boundedness estimate. 
As a consequence of Theorem 5.1 we have the following two results. One can
similarly derive strong type results from Proposition 5.3.
Corollary 5.4. Let X and Y be Banach spaces. Let p ∈ [1, 2] and q ∈ [2,∞].
Assume that X has cotype q and Y has type p. Let r ∈ [1,∞] be such that 1r =
1
p−
1
q .
If there exists an M such that
(5.7)
(∫
Rd
‖DαT ‖rB(X,Y )
) 1
r
≤M
for every α ∈ {0, 1, . . . , d}d with |α| ≤ ⌊dr ⌋ + 1, then {T (t) ∈ B(X,Y ) : t ∈ R
d} is
R-bounded.
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Corollary 5.5. Let X and Y be Banach spaces. Let p ∈ [1, 2] and q ∈ [2,∞].
Assume that X has cotype q and let Y have type p. Let I = (a, b) with −∞ ≤ a <
b ≤ ∞. Let r ∈ (1,∞] be such that 1r ≥
1
p−
1
q . Let α ∈ (
1
r , 1). If T ∈ L
r(R;B(X,Y ))
and there exists an A such that
(5.8) ‖T (s+ h)− T (s)‖ ≤ A|h|α(1 + |s|)−α, s, s+ h ∈ I, h ∈ I,
then {T (t) ∈ B(X,Y ) : t ∈ I} is R-bounded by a constant times A.
Note that in the case that I is bounded, the factor (1 + |s|)−α can be omitted.
Proof. By taking a worse p or q it suffices to consider the case that 1r =
1
p −
1
q .
First consider the case that I = R. As in [13, Corollary 5.4] one may check that
T ∈ Λ
1
r
r,1(R;B(X,Y )), where the latter is defined in Section 2.5, and therefore the
result follows from Theorem 5.1.
If I 6= R, then one can reduce to the above case by (2.5). 
6. Applications
6.1. R-boundedness of semigroups. In the next result we will give a sufficient
condition for R-boundedness of strongly continuous semigroups restricted to frac-
tional domain spaces.
Theorem 6.1. Let (T (t))t∈R+ be a strongly continuous semigroup on a Banach
space X with ‖T (t)‖ ≤ Me−ωt for some ω > 0. Assume X has type p ∈ [1, 2] and
cotype q ∈ [2,∞]. Let α > 1r =
1
p −
1
q and let iα : D((−A)
α) → X be the inclusion
mapping. Then
{T (t)iα : t ∈ R+} ⊂ B(D((−A)
α), X)
is R-bounded.
Proof. For θ ∈ (0, 1) let Xθ = (X,D(A))θ,∞. Then x ∈ Xθ if and only if
‖x‖Xθ := ‖x‖+ sup
t∈R+
t−θ‖(T (t)x− x)‖
is finite, and this expression defines an equivalent norm on Xθ (cf. [25, Proposition
3.2.1]). If we fix θ ∈ (1r , α), then we obtain that
sup
t∈R+
t−α‖T (t)iα − iα‖B(D((−A)α),X) = sup
‖x‖D((−A)α)≤1
sup
t∈R+
t−α‖T (t)x− x‖X
≤ sup
‖x‖D((−A)α)≤1
‖x‖Xθ
. sup
‖x‖D((−A)α)≤1
‖x‖D((−A)α) = 1.
Therefore,
‖T (s+ h)iα − T (s)iα‖B(D((−A)α),X) .Me
−ωshα
and the result follows from Corollary 5.5. 
The result in Theorem 6.1 is quite sharp as follows from the next example. An
application of Theorem 6.1 will be given in Theorem 6.3.
For α ∈ R and p ∈ [1,∞], let Hα,p(R) be the Bessel-potential spaces (cf. [38,
2.3.3]).
20 TUOMAS HYTO¨NEN AND MARK VERAAR
Example 6.2. Let p ∈ [1,∞). Let (T (t))t∈R be the left-translation group on X =
Lp(R) with generator A = ddx . Then for all α ∈ (|
1
p −
1
2 |, 1) and M ∈ R+,
(6.1) {T (t)iα : t ∈ [−M,M ]} ⊂ B(H
α,p(R), Lp(R)),
is R-bounded, where iα : H
α,p(R)→ Lp(R) denotes the embedding.
On the other hand, for α ∈ (0, | 1p −
1
2 |) and M = 1, the family (6.1) is not
R-bounded.
Proof. Note that Lp(R) and Hα,p have type p ∧ 2 and cotype p ∨ 2. Therefore, for
α > | 1p −
1
2 | the R-boundedness of
{e−tT (t)iα : t ∈ R+} ⊂ B(H
α,p(R), Lp(R))
follows from Theorem 6.1. Therefore, we obtain from the Kahane-contraction prin-
ciple that
{T (t)iα : t ∈ [0,M ]} ⊂ B(H
α,p(R), Lp(R))
is R-bounded. Since a similar argument works for T (−t), the R-boundedness of
(6.1) follows from the fact that the union of twoR-bounded sets is again R-bounded.
For the converse, let ψ ∈ C∞(R) \ {0} be such that supp(ψ) ⊂ (0, 1). For
c ∈ (0,∞) let ψc(t) = ψ(ct). Then (−A)
αψc = c
α[(−A)αψ]c. Fix an integer N
and let fn = f0 := ψN for all n. Then f0 has support in (0, 1/N) and ‖f0‖
p
Lp(R) =
N−1‖ψ‖pLp(R).
There holds, on the one hand,∥∥∥ N∑
n=1
rnT (n/N)iαfn
∥∥∥p
L2(Ω;X)
=
∥∥∥ N∑
n=1
rnf0(·+ n/N)
∥∥∥p
L2(Ω;X)
=
N∑
n=1
‖f0(·+ n/N)‖
p
Lp(R) = N‖f0‖
p
Lp(R) = ‖ψ‖
p
Lp(R),
and on the other hand,∥∥∥ N∑
n=1
rnfn
∥∥∥p
L2(Ω;D((−A)α))
= N
p
2 ‖f0‖
p
D((−A)α) = N
p
2
(
‖f0‖
p
Lp(R) + ‖(−A)
αf0‖
p
Lp(R)
)
= N
p
2
(
‖ψN‖
p
Lp(R) + ‖N
α[(−A)αψ]N‖
p
Lp(R)
)
= N−1+
p
2
(
‖ψ‖pLp(R) +N
αp‖(−A)αψ]‖pLp(R)
)
.
Therefore, if τ := {T (t)iα : t ∈ [−1, 1]} is R-bounded, then it follows that there
exists a constant C such that
1 ≤ CN−
1
p+
1
2+α.
Letting N tend to infinity, this implies that α ≥ 1p−
1
2 , i.e., τ can only be R-bounded
in this range.
We still have to prove that the R-boundedness also implies α ≥ 12 −
1
p . This can
be proved by duality. If {T (t) ∈ B(Hα,p(R), Lp(R)) : t ∈ [−1, 1]} is R-bounded,
then {T ∗(t) ∈ B(Lp
′
(R), H−α,p
′
(R)) : t ∈ [−1, 1]} is R-bounded as well. It follows
that {(1−A)−αT ∗(t) ∈ B(Lp
′
(R), Lp
′
(R)) : t ∈ [−1, 1]} is R-bounded. This implies
that {T ∗(t) ∈ B(Hα,p
′
(R), Lp
′
(R)) : t ∈ [−1, 1]} is R-bounded. According to the
first part of the proof this implies that α ≥ 1p′ −
1
2 =
1
2 −
1
p . 
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6.2. Stochastic Cauchy problems. We apply Theorem 6.1 to stochastic equa-
tions with additive Brownian noise. We refer the reader to [29] for details on sto-
chastic Cauchy problems, stochastic integration and γ-radonifying operators. Let
(Ω,F ,P) be a probability space. Let H be a separable Hilbert space and let WH be
a cylindrical Wiener process. Recall from [29] that for an operator-valued function
Φ : [0, t]→ B(H,E) which belongs to γ(L2(0, t;H), X) (the space of γ-radonifying
operators from L2(0, t;H) to X) we have∥∥∥ ∫ t
0
Φ(s) dWH(s)
∥∥∥
L2(Ω;X)
= ‖Φ‖γ(L2(0,t;H),X).
On a real Banach space X we consider the following equation.
(SE)
{
dU(t) = AU(t) dt+B(t)dWH (t), t ∈ R+,
U(0) = x,
Here A is the generator of a strongly continuous semigroup (T (t))t∈R+ , B : R+ →
B(H,E) and x ∈ X . We say that a strongly measurable process U : R+ × Ω→ X
is a mild solution of (SE) if for all t ∈ R+, almost surely we have
U(t) = T (t)x+
∫ t
0
T (t− s)B(s) dWH(s).
In general (SE) does not have a solution (cf. [29, Example 7.3]). In the case
when B(t) = B ∈ γ(H,X) is constant, there are some sufficient conditions for
existence. Indeed, if X has type 2 or (T (t))t∈R+ is an analytic semigroup, then
(SE) always has a unique mild solution and it has a version with continuous paths
(see [39, Corollary 3.4] and [9] respectively). In the next result we prove such an
existence and regularity result under assumptions on the noise in terms of the type
and cotype of X .
Theorem 6.3. Assume X has type p ∈ [1, 2] and cotype q ∈ [2,∞]. Let w ∈ R be
such that limt→∞ e
wtT (t) = 0. Let α > 1p−
1
q and B ∈ γ(L
2(R+;H), D((w−A)
α)).
Then (SE) has a unique mild solution U . Moreover, if there exists an ε > 0 such
that for all M ∈ R+,
(6.2) sup
t∈[0,M ]
‖s 7→ (t− s)−εB(s)‖γ(L2(0,t;H),D((w−A)α) <∞
then U has a version with continuous paths.
In particular we note that if B(t) = B ∈ γ(H,D((w−A)α)) is constant then for
all ε ∈ (0, 12 )
‖s 7→ (t− s)−εB(s)‖γ(L2(0,t;H),D((w−A)α)) = (1− 2ε)
−1t
1
2−ε‖B‖γ(H,D((w−A)α)).
Remark 6.4. Here is a sufficient condition for (6.2): there is an s ∈ (2,∞) such
that for all M ∈ R+,
B ∈ B
1
p−
1
2
s,p (0,M ;D((w − A)
α)).
Indeed, it follows from [28, Lemma 3.3] that (6.2) holds for all ε ∈ (0, 12 −
1
s ).
Proof. Assume that (6.2) holds for some ε ∈ [0, 12 ). In the case ε = 0 we will show
existence of a solution, and in the other case we show that the solution has a version
with continuous paths.
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By Theorem 6.1, {ewtT (t)iα ∈ B(D((w − A)
α), X) : t ≥ 0} is R-bounded. It
follows that for fixed M > 0,
{T (t)iα ∈ B(D((w −A)
α), X) : t ∈ [0,M ]}
is R-bounded by some constant C. Therefore, by [20] (see also [27, Theorem 9.14]),
the function s 7→ T (s)iα acts as a multiplier between the spaces γ(L
2(0, t;H), D((w−
A)α)) and γ(L2(0, t;H), X), and we conclude that
sup
t∈[0,M ]
‖s 7→ (t− s)−εT (t− s)B(s)‖γ(L2(0,t;H),X)
≤ C sup
t∈[0,M ]
‖s 7→ (t− s)−εB(s)‖γ(L2(0,t;H),D((w−A)α)) <∞.
Now the result follows from [39, Proposition 3.1 and Theorem 3.3]. 
6.3. R-boundedness of evolution families. In the next application we obtainR-
boundedness of an evolution family generated by a family (A(t))t∈[0,T ] of unbounded
operators which satisfy the conditions (AT) of Acquistapace and Terreni (see [1]).
For φ ∈ (0, π], we define the sector
Σ(φ) := {0} ∪ {λ ∈ C \ {0} : | arg(λ)| < φ}.
The condition (AT) is said to be satisfied if the following two requirements hold:
(AT1) The A(t) are linear operators on a Banach space E and there are constants
K ≥ 0, and φ ∈ (π2 , π) such that Σ(φ) ⊂ ̺(A(t)) and for all λ ∈ Σ(φ) and
t ∈ [0, T ],
‖R(λ,A(t))‖ ≤
K
1 + |λ|
.
(AT2) There are constants L ≥ 0 and µ, ν ∈ (0, 1] with µ+ ν > 1 such that for all
λ ∈ Σ(φ, 0) and s, t ∈ [0, T ],
‖A(t)R(λ,A(t))(A(t)−1 −A(s)−1)‖ ≤ L|t− s|µ(|λ| + 1)−ν .
Under these assumptions there exists a unique strongly continuous evolution family
(P (t, s))0≤s≤t≤T in B(X) such that
∂P (t,s)
∂t = A(t)P (t, s) for 0 ≤ s < t ≤ T .
Moreover, ‖A(t)P (t, s)‖ ≤ C(t− s)−1.
For analytic semigroup generators one has that for all ε > 0 and T ∈ [0,∞),
{tεS(t) ∈ B(X) : t ∈ [0, T ]} is R-bounded. This easily follows from (5.1). This may
be generalized to evolution families (P (t, s))0≤s≤t≤T , where (A(t))t∈[0,T ] satisfies
the (AT) conditions. Indeed, then by the same reasoning we obtain that for all
α > 0,
sup
s∈[0,T ]
R
(
{(t− s)αP (t, s) ∈ B(X) : t ∈ [s, T ]}
)
<∞.
This argument does not hold if one considers the R-bound with respect to s ∈ [0, t]
instead of t ∈ [s, T ]. This is due to the fact that
(6.3)
∥∥∥∂P (t, s)
∂s
∥∥∥ ≤ C(t− s)−1
might not be true. The R-boundedness with respect to s ∈ [0, t] has applications for
instance in the study of non-autonomous stochastic Cauchy problems (see [39]). We
also note that (6.3) does hold if (A(t)∗)t∈[0,T ] satisfies the (AT)-conditions (see [2]).
Recall from [42, Theorem 2.3] that for all θ ∈ (0, µ),
(6.4) ‖P (t, s)(−A(s))θ‖ ≤ C(t− s)−θ, 0 ≤ s < t ≤ T.
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Due to this inequality one might expect that under assumptions on µ, one can still
obtain a fractional version of (6.3). This is indeed the case and in the next theorem
we will give conditions under which the R-boundedness with respect to s ∈ [0, t]
holds.
The authors are grateful to Roland Schnaubelt for showing them the following
result.
Proposition 6.5. Assume (AT). Then for all θ ∈ (0, µ) there exists a constant C
such that for all 0 ≤ s ≤ t ≤ T ,
(6.5) ‖(−A(t))−θ(P (t, s)− I)‖ ≤ C(t− s)θ.
Proof. First let θ ∈ (1− ν, µ). By [26, equation (A.5)] we can write
(−A(t))−θ(P (t, s)− I) = g(t, s) +
∫ t
s
(−A(t))−θP (t, τ)(−A(τ))θh(τ, s)dτ,
where
g(t, s) = (−A(t))−θ(e(t−s)A(s) − I),
h(t, s) = (−A(t))1−θ
[
(−A(s))−1 − (−A(t))−1
]
A(s)e(t−s)A(s).
We may write
‖g(t, s)‖ ≤‖((−A(t))−θ − (−A(s))−θ)(e(t−s)A(s) − I)‖
+ ‖(−A(s))−θ(e(t−s)A(s) − I)‖.
By [37, equation (2.10)]
‖((−A(t))−θ − (−A(s))−θ)(e(t−s)A(s) − I)‖ . |t− s|µ . (t− s)θ.
For the other term it is clear that
‖(−A(s))−θ(e(t−s)A(s) − I)‖ ≤
∫ t−s
0
‖(−A(s))1−θeτA(s)‖ dτ . (t− s)θ.
This shows that ‖g(t, s)‖ . (t− s)θ. By [41, equation (2.2)] we obtain that
‖h(t, s)‖ . (t− s)µ−1.
Since by [26, Lemma A.1] V (t, s) = (−A(t))−θP (t, τ)(−A(τ))θ is uniformly bounded,
it follows that ∫ t
s
‖V (t, τ)h(τ, s)‖dτ . (t− s)µ . (t− s)θ.
We may conclude (6.5) for the special choice of θ.
For general θ ∈ (0, µ) choose ε > 0 so small that µ − ε > 1 − ν. Then by
interpolation with θ/(µ− ε) it follows that
‖(−A(t))−θ(P (t, s)− I)‖
. ‖(−A(t))−(µ−ε)(P (t, s)− I)‖θ/(µ−ε)‖P (t, s)− I‖1−θ/(µ−ε) . (t− s)θ.

Theorem 6.6. Let X be a Banach space with type p ∈ [1, 2] and cotype q ∈ [2,∞].
Assume (AT) with
µ >
1
p
−
1
q
.
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Then for all ε > 0,
sup
t∈[0,T ]
R
(
{(t− s)εP (t, s) ∈ B(X) : s ∈ [0, t]}
)
<∞.
As a consequence one obtains a version of [39, Corollary 4.5] without assuming
‖∂P (t,s)∂s ‖ ≤ C(t− s)
−1.
Proof. Choose θ ∈ ( 1p −
1
q , µ). Let r ∈ (1,∞) be such that θ >
1
r ≥
1
p −
1
q and ε >
θ− 1r . Fix t ∈ [0, T ]. We will apply Theorem 5.1, with the equivalent norm explained
in Section 2.5, to the function f : [0, t]→ B(X) defined by f(s) = (t− s)εP (t, s).
Let h ∈ (0, t). By the triangle inequality we can write
‖(t− s− h)εP (t, s+ h)− (t− s)εP (t, s)‖
≤ ‖(t− s− h)ε(P (t, s+ h)− P (t, s))‖+ |(t− s− h)ε − (t− s)ε|‖P (t, s)‖.
Since the main point is dealing with small ε, we may assume that (ε− 1)r < −1.
Then ∫ t−h
0
|(t− s)ε − (t− s− h)ε|r ds =
( ∫ 2h
h
+
∫ t
2h
)
|uε − (u− h)ε|r du
≤
∫ 2h
h
uεr du +
∫ t
2h
|hε(u− h)ε−1|r du ≤ h(2h)εr + (hε)r
∫ ∞
h
u(ε−1)r du
.ε,r h
1+εr + hrh1+(ε−1)r h h1+εr.
For the other part it follows from (6.4) and Proposition 6.5 that for all θ < µ
‖P (t, s+ h)− P (t, s)‖ = ‖P (t, s+ h)(−A(s+ h))θ(−A(s+ h))−θ(I − P (s+ h, s))‖
≤ C(t− s− h)−θ‖(−A(s+ h))−θ(P (s+ h, s)− I)‖
≤ C(t− s− h)−θhθ.
We conclude that(∫ t−h
0
‖(t− s− h)εP (t, s+ h)− (t− s)εP (t, s)‖r ds
) 1
r
. hε+
1
r + hθ
(∫ t−h
0
(t− s− h)(ε−θ)r ds
) 1
r
h hε+
1
r + hθ . hθ
where we used ε > θ − 1r . Similar results hold for h < 0.
It follows that ̺r(f, τ) . τ
θ, for τ ∈ (0, 1), where ̺r is defined as in Section
2.5. Since θ > 1r we can conclude that f ∈ Λ
1
r
r,1(0, t;B(X)). Now the result follows
from (2.5), the norm equivalence of Λ
1
r
r,1(R;B(X)) and B
1
r
r,1(R;B(X)), and Theorem
5.1. 
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