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Satyanarayana and Srinath [I] have defined several types of invariance in 
linear estimators, and have given necessary and sufficient conditions for 
signal, parameter, and signal and parameter invariance. They assumed, 
however, that the Kalman gain matrix K(t) is invariant, an assumption which 
is not at all necessary. 
By direct manipulation of Eq. (5) of [l], it follows that 
v/4 (PI - P) 0) = W) [PI(O - w + PI(t) - WI w 
- PI(t) - W)l w PIW - fwl 
- P(t) w L?&) - W)l - [PI(t) - W)l w w 
+ P(t) p&J + P&l E’(t) + G(t) dt) ‘391, (1) 
where 
D(t) = H’(t) R-‘(t) H(t). 
From the above equation the necessary condition, 
E(f) p(t) + p(t) E’(t) + G(t) q(t) G’(t) = 0, (2) 
as given in [I], follows directly. 
Sufficiency of (2) f or signal and parameter invariance can be proved as 
follows: 
Let 
P = PI - P. 
Then, from (I), we have 
j(f) = [F(t) + E(t) - P(t) D(t)] P(t) + P(t) [F’(t) + E’(t) - D(t) P(t)] 
- P(t) D(t) P(t), (3) 
with P”(t,) = 0. 
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It is known (Kalman and Bucy [2]) that the Matrix Ricatti Eq. (5) of [I] 
has a unique, bounded solution P(t) on any finite interval. 
Integrating (3) we obtain: 
p(f) = &,) + j-1 [A(s) P(s) + P(s) B(s)] ds - jt: [p(s) D(s) P(s)] ds, (4) 
where 
A(t) = F(t) + E(t) - P(t) D(t) and B(t) = F’(f) + E’(t) - D(t) P(t). 
Furthermore, by using an appropriate matrix norm, we have 
II owl < II %Jll + j-” (II 4s)ll + II WI) II &II ds + j-1 II WI II &)ll” ds. 
to (5) 
Since P(t) and PI(t) are continuous, it follows that 
=J~P~ II &II = m 
is finite. 
From (5) and Gronwell’s lemma it follows that 
II PWII G II fl&Jll exp jt: [Ud + m~,(~)l d7, 
where 
fw = II 4)ll + II Wll 9 W) = II WI * 
Thus, since 
%) = 0, P(t) = 0, t E [&I TI. 
It is to be noted that, although the assumption of invariant K(t) is not 
necessary, it turns out that K(t) is invariant when Condition (2) is satisfied. 
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