Abstract. Local or lambda tomography reconstructs f which has the same discontinuities as the searched-for density distribution f. Computing f, however, requires only local tomographic measurements. Local tomography is usually implemented by a ltered backprojection algorithm (FBA). In the present article we design reconstruction lters for the FBA such that 2m+1 f will be reconstructed for a given m 2 N0 . Moreover, we prove convergence and convergence rates for the FBA as the discretization step size goes to zero. To this end we express the FBA in the framework of approximate inverse. Based on our analysis we further propose a scheme which yields a proper scaling of the reconstruction lters. Numerical experiments illustrate the analytic results.
1. Introduction. Local tomography recovers jump discontinuities of the searched for density distribution f in a point x using only integrals of lines passing near to x. Typical applications for local tomography are non-destructive testing and local microtomography.
The analytic basis of lambda tomography in 2D is the formula ? f = (2 ) ?1 R 1? Rf (1.1) where R denotes the Radon transform mapping a function to its line integrals and R is the adjoint with respect to a suitable L 2 -space, see, e.g., Natterer 12] . Formally, is the square root of the negative Laplacian ? : = (? ) 1=2 . Note that any positive even power of is a local operator in the following sense: to compute 2 f(x) we only need to know the values of f near x. In the contrary, any positive odd power of is a global integral operator. With this knowledge let us have a closer look at (1.1). For = 0 we have standard tomography. Here, the global operator acts on the data Rf. Reconstructing f in x therefore calls for all data (even integrals of f over lines`far away' from x are needed). Now set = ?1. Thus, (1.1) represents a local reconstruction formula for f.
This situation is usually referred to as local tomography. Since f and f share the same singular support, both functions have the same discontinuities. So, if we are interested in edges only, f tells us the story at much less computational expense than in standard tomography.
The idea of reconstructing f is due to Smith 16] . Analytic properties of have been studied extensively by Faridani et al. 6, 5] . In particular, they propose techniques for cup removing and estimating the sizes of density jumps from local data, see also An algorithmic realization of local tomography may be based on the formula (? denotes an appropriate convolution) f ? e = R ( ? Rf); e = R ; (1.2) where f ? e = f ? e e and e e is a smooth approximation to the -distribution. The computation of the smoothed (molli ed) version f ?e e rather than f has a stabilizing (regularizing) e ect.
In this paper we pursue two objectives. First, we investigate which properties of a compactly supported lead to an e such that f ? e(x) 2m+1 f(x) for an m 2 N 0 (Section 3). We also propose a scheme to design such functions with a prescribed smoothness. Second, we discretize (1.2) yielding a variation of the ltered backprojection algorithm, see, e.g., Natterer 12, Chap. V]. For this algorithm we show convergence to 2m+1 f as the discretization step size approaches zero (Section 4). Moreover, our convergence analysis tells us how to scale and e properly for a xed discretization step size. Numerical experiments for m = 0 and m = 1 illustrate some of our results in Section 5. Our investigations will be described in the framework of approximate inverse, see Louis and Maa 10] . Thus, we can rely on our convergence theory developed in 14]. The present paper may be viewed as a sequel to 14].
We start our exposition in the next section by introducing some notation and by commenting brie y on the concept of approximate inverse. (3.2) imply the decay jR (x)j = O(kxk ?(2m+3) ) as kxk ! 1:
Proof. Since does not depend on the angle # and is even, we have that
We obtain (3.1) by substituting cos # = s=r in the last integral above.
The second assertion follows from (3.1) for kxk 1 using a Taylor expansion of (kxk 2 ? s 2 ) ?1=2 about s = 0.
In the sequel we denote the Fourier transform of a function f 2
whenever has a vanishing mean value, that is, (3.2) holds for m = 0. Moreover, (3.5) shows that e from (3.4) is a twodimensional radial wavelet provided has a zero mean value. Up to normalization W e is the corresponding integral wavelet transform, see, e.g., 11, Chap. 1.6] .
This connection between the Radon and the wavelet transforms has been observed for the rst time by Holschneider 7] Berenstein and Walnut proved a result (Lemma 3.1 in 1]) which is close to our Lemma 3.1. In two space dimensions, however, our decay rates (3.3) are sharper.
We will now investigate the convergence in Sobolev spaces of W e f( ; ) as tends to zero. We de ne the Sobolev spaces H (R 2 ), 2 R, to be the closure of L 2 (R 2 ) with respect to the norm
The -operator, 
Due to the vanishing moments of , the Taylor expansion of b about 0 becomes
for a suitable t between 0 and t. From this Taylor expansion we infer that
By the Riemann-Lebesgue Lemma, the supremum M := sup The stated convergence follows now from the dominated convergence theorem.
A modi cation of the proof above shows that the convergence of W e f( ; ) to 2m+1 f is quadratic in with respect to a weaker norm. Since jb (2m+4) ( )j R s 2s+4 jv(s)j ds= p 2 we are done with the proof.
In the remainder of this section we focus on the design of smooth lters satisfying the hypotheses of Theorem 3. The constants b; a 0 ; : : : ; a m will be adjusted such that (3.2) holds and m = (?1) m+1 (2m + 2)!; see (3.7). Thus, c m = (2 ) ?1 , see (3.8 4. Filtered backprojection type algorithm. In practice only discrete measurements of Rf are available. Given these samples we need to compute an approximation to the inner product W e f(x; ) = hV x; ; Rfi L 2 (Z) .
Assume that we observe g(s i ; # j ) := Rf(s i ; # j ) at s i = ih s , i = ?q; : : : ; q, and # j = jh # , j = 0; : : : ; p ? 1, for q; p 2 N where h s = 1=q and h # = =p are the discretization step sizes. Set h := maxfh s ; h # g. Our notation A B indicates the existence of a generic constant c > 0 such that A c B. In our applications this generic constant will be independent of f, , x, h, and . which, in view of (4.2), allows us to prove the stated error bound.
We are now able to verify convergence of T h Rf( ; h ) to 2m+1 f as h ! 0. The last inequality follows from Lemma 4.1 and from the continuous embedding where the last step is due to Corollary 3.4. The proof is nished when balancing the terms on the above right hand side and taking into account that C m k k 0 .
The convergence results of Theorem 4.2 are asymptotic relations in the rst place.
They do not advise us how to select = h for a xed discretization step size h.
What is a reasonable value for in (4.4)? The smaller is the faster the ltered backprojection algorithm becomes computationally as the sum over i in (4.1) may be restricted to a few non-zero terms.
The problem of relating to h was rst solved empirically and then analytically explained by Faridani 3] . Here, btc 2 Z for t 2 R denotes the greatest integer: btc t < btc + 1. 5. Numerical experiments. We demonstrate the mode of action of our strategy for determining h by local reconstructions. The tomographic data were computed from the phantom designed by Shepp and Logan 15] which simulates the density relations and the geometry in a human skull, see Figure 5 .1.
Our implementation of the ltered backprojection algorithm (4.1) for the parallel scanning geometry is taken from Natterer 12, Chap. V.1.1]. In all our computations below we worked with p = 400 directions and 513 rays per direction, that is, q = 256 and h s = 1=256, respectively. All reconstructions below are shown on a 511 511 grid. We like to mention that = h s =0:2939686889 (cf. Table 4 .1) leads to a reconstruction of f SL which cannot be distinguished visually from the reconstruction with = h s =0:3642431314.
Finally we computed approximations to 3 f SL based on 10;1 , see Figure 5 .3, where was given by the three local minima of M 1 from Table 4 .1. The reconstruction with the sharpest contrasts belongs to the smallest minimum at which M 1 is also smallest.
In our experiments we noticed that the cupping e ect is less pronounced when computing 3 f rather than f. Since 3 f = ? f and f has more vanishing moments than f (at least formally) the observed cup-removing e ect of 3 
