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Abstract
■ Optimal behavior relies on flexible adaptation to environ-
mental requirements, notably based on the detection of errors.
The impact of error detection on subsequent behavior typically
manifests as a slowing down of RTs following errors. Precisely
how errors impact the processing of subsequent stimuli and in
turn shape behavior remains unresolved. To address these
questions, we used an auditory spatial go/no-go task where
continual feedback informed participants of whether they
were too slow. We contrasted auditory-evoked potentials to
left-lateralized go and right no-go stimuli as a function of perfor-
mance on the preceding go stimuli, generating a 2 × 2 design
with “preceding performance” (fast hit [FH], slow hit [SH]) and
stimulus type (go, no-go) as within-subject factors. SH trials
yielded SH trials on the following trials more often than did
FHs, supporting our assumption that SHs engaged effects sim-
ilar to errors. Electrophysiologically, auditory-evoked potentials
modulated topographically as a function of preceding per-
formance 80–110 msec poststimulus onset and then as a func-
tion of stimulus type at 110–140 msec, indicative of changes in
the underlying brain networks. Source estimations revealed a
stronger activity of prefrontal regions to stimuli after successful
than error trials, followed by a stronger response of parietal
areas to the no-go than go stimuli. We interpret these results
in terms of a shift from a fast automatic to a slow controlled
form of inhibitory control induced by the detection of errors,
manifesting during low-level integration of task-relevant fea-
tures of subsequent stimuli, which in turn influences response
speed. ■
INTRODUCTION
Rapid and flexible adaptation to environmental require-
ments is critical for optimal goal-directed behaviors. Be-
havioral adjustments are typically driven by the detection
of inappropriate responses, potentially yielding negative
consequences (e.g., MacDonald, Cohen, Stenger, & Carter,
2000). The impact of error detection on subsequent be-
havior typically manifests as a slowing down of RTs fol-
lowing errors as reported in various paradigms including
the Stroop task (Egner & Hirsch, 2005), stop signal task
(Li et al., 2008), or go/no-go tasks (e.g., Hester, Simoes-
Franklin, & Garavan, 2007). Whereas the neural underpin-
nings of error detection have been the focus of extensive
investigations, how it impacts the processing of subse-
quent stimuli and in turn shapes behavior remains unclear.
Error detection processes have been repeatedly found to
involve the ACC (Garavan, Ross, Murphy, Roche, & Stein,
2002) as notably evidenced by higher activity within ACC,
following errors than correct responses (e.g., Ullsperger
& von Cramon, 2004). ERP studies further revealed that
error-related components generated within ACC peak 50–
100 msec postresponse onset when the inappropriate-
ness of a response is detected (Dikman & Allen, 2000;
Gehring, Goss, Coles, Meyer, & Donchin, 1993). Although
still debated, current views hold that error-related activity
is elicited by comparison mechanisms between the ex-
pected versus actual response outcome (Carter & van Veen,
2007).
Prominent models suggest that, in the case of an error,
performance monitoring mechanisms supported by ACC
trigger the engagement of antero-lateral prefrontal re-
gions, notably including the dorsolateral pFC (DLPFC).
In turn, these areas would mediate behavioral adjustments
(e.g., Botvinick, Braver, Barch, Carter, & Cohen, 2001; see
also Kerns et al., 2004). Supporting the role of ACC–
DLPFC interactions in behavioral adjustment, the activity
of ACC has been found to predict both the magnitude
of subsequent pFC involvement and the extent of post-
error slowing (PES; Kerns et al., 2004; Ridderinkhof,
Ullsperger, Crone, & Nieuwenhuis, 2004).
A recent account for PES effects assumes that response
speed decreases because participants need to refocus
attention to the task following the distraction (Nunez
Castellar, Kuhn, Fias, & Notebaert, 2010; Notebaert et al.,
2009) or the increase in arousal induced by the occurrence
of infrequent, unexpected error trials (Carp & Compton,
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2009; Taylor, Stern, & Gehring, 2007). Alternative, non-
exclusive hypotheses advance that PES merely reflects a
switch to more conservative response modes, increasing
the probability of making a correct response on subse-
quent trials by favoring accuracy over response speed
(Holroyd, Yeung, Coles, & Cohen, 2005; Botvinick et al.,
2001). Compatible with these assumptions, converging
evidence documents the involvement of DLPFC in modu-
lating the allocation of attention (MacDonald et al., 2000)
and in modulating the level of top–down executive con-
trol engaged in resolving a task (Ridderinkhof, van den
Wildenberg, Segalowitz, & Carter, 2004).
The studies reviewed above demonstrate that errors
impact behavioral responses to the subsequent stimulus
mediated by interaction between error detection mecha-
nisms comprised within ACC and the consequent increase
in executive control or attentional modulation driven by
the DLPFC. However, how these processes act on the neu-
rophysiological processing of subsequent stimuli to shape
behavior remains unclear.
Recent models of inhibitory control suggest that partic-
ipants adopt an automatic, controlled response mode
once stimulus–response mapping rules are learned. Auto-
matic response mode concerns both responses to go trials
and inhibition of motor responses to no-go trials (engage-
ment of no-go goals) and involves a feedforward control
of stimulus–response mapping by parieto-prefrontal ex-
ecutive networks over the very initial stages of sensory in-
tegration (Manuel, Grivel, Bernasconi, Murray, & Spierer,
2010; Verbruggen & Logan, 2008; Logan, 1988; Shiffrin &
Schneider, 1977). As it does not rely solely on slow top–
down inputs from frontal executive modules, an automatic
response mode allows optimal go/no-go performance con-
sisting in reduced RT to go stimuli while keeping low the
rate of false alarms (FAs; Kenner et al., 2010; Manuel et al.,
2010). According to this model, it could be predicted that
the detection of errors would induce a switch from auto-
matic to more controlled forms of inhibition and increase
the level of top–down executive control, in turn slowing
down responses.
Most of the previous studies focused on the neural cor-
relates of error detection (i.e., processes related to the
commission of the error) and correlated it with subsequent
performance and behavioral adjustments (e.g., Kerns et al.,
2004; Ridderinkof, Ullsperger, et al., 2004). Consequently,
previous literature did not directly distinguish between
error detectionmechanisms and subsequent behavioral ad-
justments (e.g., Fiehler, Ullsperger, & von Cramon, 2004;
Garavan et al., 2002). For example, Garavan et al. (2002) as-
sessed the brain mechanisms of behavioral adjustments but
did not directly focus on how the following stimulus was
processed. As another example, Fiehler and colleagues
(2004) aimed at distinguishing between error detection
and correction. Participants were separated in two groups
and were asked to either immediately correct their errors
or not. Because they were asked to immediately correct
their errors and because error detection precedes error
correction in both cases, it seems difficult to evaluate the
specific network implicated in behavioral adjustments. How-
ever, to our knowledge, only few functional studies on the
neural correlates of post-error behavioral adjustment
directly addressed how the detection of error affects the
processing of subsequent stimuli. Using a stop signal task,
Li et al. (2008) examined the brain responses to go trials
as a function of the performance to a previous stop stimu-
lus. Their results suggest a role for prefrontal areas, notably
the right ventrolateral prefrontal area, in PES. Reinforce-
ment learning studies have also pointed out associations
between activity in prefrontal areas and associative learn-
ing (Brown & Braver, 2005; Nieuwenhuis, Holroyd, Mol,
& Coles, 2004; Holroyd & Coles, 2002), and more specifi-
cally, this literature reported associations between error-
related activity in pFCs and immediate changes in post-error
behavior (Hester, Murphy, Brown, & Skilleter, 2010; Hester,
Barre, Murphy, Silk, & Mattingley, 2008; Frank, Woroch, &
Curran, 2005; Frank, Seeberger, & OʼReilly, 2004). How-
ever, the low temporal resolution of fMRI technique used
in their study did not allow for disentangling the precise
dynamics of brain mechanisms underlying post-error be-
havioral adjustments.
To resolve how errors impact the processing of sub-
sequent stimuli to shape behavior, we contrasted electri-
cal neuroimaging analyses of auditory-evoked potentials
(AEPs) to stimuli as a function of response performance
to the preceding go stimulus recorded during the comple-
tion of a speeded auditory spatial go/no-go task, generating
a 2× 2 design with “preceding performance” (fast hit [FH],
slow hit [SH]) and stimulus type (go, no-go) as within-
subject factors.
EEG investigations of error-related processes are typi-
cally analyzed using response-locked ERPs, notably be-
cause error detection processes manifest in time relative
to the error commission rather than to the stimulus pre-
sentation. Most of the literature focusing on error detec-
tion provides convergent evidence for the importance of
response-locked error processes during the postresponse
period including, for example, the error-related negativity
(ERN), N2/P3 components (Dimoska, Johnstone, & Barry,
2006; Falkenstein, Hoormann, Christ, & Hohnsbein, 2000;
Falkenstein, Hoormann, & Hohnsbein, 1999; Falkenstein,
Koshlykova, Kiroj, Hoormann, &Hohnsbein, 1995; Gehring
et al., 1993). The preresponse period has also been shown
to comprise indices of FA, indicating that error-related
processes manifest before the actual error commission
(Pourtois, 2011). However, this study does not focus on
error-related processes per se but in how error detection
impacts the processing of subsequent stimuli and in turn
shapes behavioral adjustments. Therefore, we time-locked
the ERP to stimulus onset.
We expect SHs to be processed as error and induce be-
havioral adjustments for three reason: (i) emphasis was
explicitly put on response speed over accuracy, (ii) partic-
ipants were continuously informed of whether they were
too slow by a negative feedback following SHs, and (iii)
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SHs were considered as error in the calculation of the
global accuracy provided to participants after each trial. In
addition, we assessed whether SH induced the typical ERN
by averaging response-locked ERP to SH and FH. The former
condition indeed showed an ERN, further supporting that
SH can be considered as errors in our study. This assump-
tion will be controlled by evaluating if SHs induce PES, that
is, the typical post-error behavioral adjustment pattern.
METHODS
Participants
Ten healthy volunteers participated in the study (all men,
all right-handed;Oldfield, 1971), aged 22–39 years (mean=
30.10 years, SD = 1.53 years). Each participant provided
written, informed consent to participate in the study. No
participant had a history of neurological or psychiatric ill-
ness, and all reported normal hearing. All procedures were
approved by the ethics committee of the Faculty of Biology
and Medicine of the CHUV and University of Lausanne.
Stimuli
Auditory stimuli were 150 msec noise bursts (200–500 Hz
band-pass filtered, 5 msec rise/fall, 44.1 kHz sampling) lat-
eralized by means of a right- or left-ear leading interaural
time difference of 770 μsec, which led to perceived laterali-
zation of ca. 80° from the central midline (Blauert, 1997).
The sounds were presented via insert earphones (ER-4P;
Etymotic Research, Elk Grove Village, IL) at a level judged
comfortable by the participant.
Procedure and Task
This study is based on a reanalysis of the data reported
in Manuel et al. (2010). Participants underwent an auditory
spatial go/no-go task, in which they had to respond as
fast as possible via a manual response box button to left-
lateralized sounds (go stimuli, hereafter termed LG) and
to withhold responses to right-lateralized sounds (no-go
stimuli, RNG).
Throughout the experiment, participants were seated in
an electrically shielded and sound-attenuated booth in
front of a 19-in. LCD screen. Stimulus delivery and response
recording were controlled using E-Prime 2.0 (Psychology
Tools, Inc., Pittsburgh, PA). Each trial started with the pre-
sentation of a visual cue (centrally presented gray cross on
a black background) of a randomly determined duration
ranging from 1000 to 1900 msec. At the same time that
the cross was turned off, the LG or RNG sounds were pre-
sented and the time window during which response were
recorded was open. LG and RNG trials were presented with
an equal probability of .5.
The go/no-go task was divided into three experimental
sessions. Each session started with a calibration block of
16 randomly presented trials (8 LG and 8 RNG), followed
by two test blocks each of 80 randomly presented trials
(40 LG and 40 RNG). The calibration blocks were used
to individually adjust the task difficulty and to maintain
time pressure across the whole experiment. This was ac-
complished in the following way. During each calibration
phase, the mean RT to LG trials was calculated on-line
and used to determine the participantʼs RT threshold,
which was set slightly below current response speed (i.e.,
calculated as 80% of the mean RT from the calibration
block). During the test block, a go-response RT was con-
sidered as correct if it was below the 80% RT threshold of
the immediately preceding calibration phase (FH). Other-
wise, a feedback screen indicating “too late!” was displayed
immediately after the go-response (SH). The instructions
emphasized the speed of response over accuracy. SHs
and FA were considered as errors in the calculation of
the global feedback on performance displayed continu-
ously on the top of the screen, such that the participants
were also aware when they responded correctly. The global
feedback indexing mean performance consisted of the
cumulated accuracy expressed in percent correct. The in-
dex of mean performance was updated during the inter-
trial interval, immediately after the feedback on response
speed for SH trials. No visual feedback on response speed
was displayed after FHs or FAs (i.e., a response to a no-go
stimulus; see Vocat, Pourtois, & Vuilleumier, 2008, for a
similar procedure).
Participants were not informed about this thresholding
procedure. The whole go/no-go training session included
528 stimuli ([160 stimuli in the test block + 16 stimuli in
the calibration block] × 3 sessions = 528 stimuli) and
lasted for ca. 35 min. After the completion of each ses-
sion, a rest period of 10 min was provided to participants.
EEG Acquisition and Preprocessing
Continuous EEG was acquired at 1024 Hz through a 128-
channel Biosemi ActiveTwo system (Biosemi, Amsterdam,
Netherlands) referenced to the CMS-DRL ground (which
functions as a feedback loop driving the average poten-
tial across the montage as close as possible to the ampli-
fier zero). EEG data preprocessing and analyses were
conducted using Cartool (sites.google.com/site/fbmlab/
Cartool.htm; Brunet, Murray, & Michel, 2011). EEG epochs
from 146msec prestimulus to 146msec poststimulus onset
(i.e., 150 data points before and 150 data points after stim-
ulus onset) were averaged, for each participant, for go and
no-go trials following performance at preceding go stim-
uli, generating a 2 × 2 within-subject design with factors
of “Preceding Performance” (SH, FH) and “Stimulus” (go
vs. no-go; Figure 1). As we were interested in the process-
ing of the stimulus as a function of previous performance,
we locked the ERPs and focus our analyses to the stimu-
lus and not to the response. Moreover, because processes
occurring after 150 msec post-S2 onset were differentially
contaminated by the initiation of the motor response as
a function of factor stimulus (go but not no-go stimuli
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were followed by a motor responses), we restricted our
analyses with the initial 146 msec poststimulus onset pe-
riod (mean RT was ca. 260 msec in our study [see Results
section] and minimal latency of response initiation in the
motor cortex occurs ca. 100 msec before the execution of
the buttonpress [Thorpe&Fabre-Thorpe, 2001]).Wewould
note, however, that several lines of evidence report that
response-related cortical motor activity already manifest
200–500 msec before response onset as, for example, the
lateralized readiness potential, a measure of selective re-
sponse preparation (Gratton, Coles, Siveraag, Ericksen, &
Donchin, 1988; Kutas & Donchin, 1980). Although motor-
related activity could have occurred during our period of
interest, restraining our analyses to the first 150 msec low-
ered the probability of a contamination of our effects by
motor responses. In addition, such contamination would
havemodulated themain effect of stimulus but not themain
effect of preceding performance or the interaction term. In
turn, this possible confoundwould not invalidate our results.
In addition to a ±80 μV artifact rejection criterion, EEG
epochs containing eye blinks or other noise transients
were removed after visual inspection. Before group aver-
aging, data at artifact electrodes from each participant
were interpolated using 3-D splines (Perrin, Bertrand, &
Pernier, 1987). Data were band-pass filtered (0.18–40 Hz)
and recalculated against the average reference. By remov-
ing slow drifts at the single epoch level, the low-pass fil-
ter resulted in a baseline correction on the whole epoch.
Because one factor involved performance preceding
stimulus onset, prestimulus differences could have been
expected. Therefore, we did not apply a prestimulus base-
line correction on our data.
The average number (±SEM) of accepted epochs was
57 ± 5.3 for the go preceded by an SH, 53.6 ± 5.5 for the
go preceded by an FH, 62 ± 5.6 for the no-go preceded
by an SH, and 53.3 ± 4.9 for the no-go preceded by an FH
conditions. These values did not statistically differ ( p >
.16), ruling out that our effects followed from differences
in signal-to-noise ratios across conditions.
Topographic Patterns Analyses
Topographic analyseswereperformed todeterminewhether
the configuration of intracranial generators changed across
either or both factors (i.e., preceding performance and
stimulus type). These methods have been detailed else-
where and have many analytical and interpretational
benefits over canonical AEP waveform analyses (Tzovara,
Murray, Michel, & De Lucia, in press; Murray, Brunet, &
Michel, 2008). We provide only the essentials here. Major
impetuses for the use of the present analyses were the
ability to circumvent interpretational issues because of
the reference-dependent nature of AEPs and to differen-
tiate effects arising from topographicmodulations from ef-
fects owing to changes in response strength. Moreover,
the multivariate analyses used here require no selection
either of the electrodes or periods of interest which are
two major sources of potential bias in the statistical anal-
ysis of ERPs (Tzovara et al., in press). Still, we would be
remiss to not acknowledge that a period of interest was
defined by the experimenters during the act of epoch-
ing the continuous EEG into peristimulus intervals for sig-
nal averaging and ERP calculation. Likewise, parameters
such as filtering and artifact rejection criteria were like-
wise selected by the experimenters.
The most dominant scalp topographies appearing in
the AEPs of the group-averaged ERPs from each condition
over time were identified with a k-means cluster analysis
(Pascual-Marqui, Michel, & Lehmann, 1995). This approach
is based on the observation that evoked potential topog-
raphies do not change randomly but rather remain for a
period in a certain configuration and then switched to a
new stable configuration (e.g., Murray et al., 2008; Michel
et al., 2004). The optimal number of clusters to describe
the data set is identified using a modified Krzanowski–Lai
criterion (Tibshirani, Walther, Botstein, & Brown, 2005).
These steps are all a hypothesis generation tool that is
then statistically evaluated using single-subject data. Dif-
ferences in the pattern of maps observed between condi-
tions in the group-averaged data were tested by calculating
the spatial correlation between these “template” maps
from the group-averaged data and each time point of
single-subject data from each experimental condition (re-
ferred to as “fitting”). For this fitting procedure, each time
point of each AEP from each subject was labeled accord-
ing to the map with which it best correlated spatially (see
Murray et al., 2008; Brandeis, Lehmann, Michel, &Mingrone,
1995). The output of fitting is a measure of relative map
presence in milliseconds, which indicates the amount of
time over a given interval that each map that was identi-
fied in the group-averaged data best accounted for the
response from a given individual subject and condition.
Figure 1. Experimental design.
Each participant completed a
35-min go/no-go task. The
period of interest comprises
the processing of Stimulus 2
as a function a preceding
performance (fast or slow).
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Electrical Source Estimations
We estimated the sources in the brain using a distributed
linear inverse solution and the local autoregressive aver-
age (LAURA) regularization approach (Grave de Peralta,
Gonzalez-Andino, & Gomez-Gonzalez, 2004; Grave de
Peralta, Gonzalez-Andino, Lantz, Michel, & Landis, 2001;
also Michel et al., 2004, for a comparison of inverse solu-
tionmethods). LAURA selects the source configuration that
better mimics the biophysical behavior of electric fields
(i.e., activity at one point depends on the activity at neigh-
boring points according to electromagnetic laws). Homog-
enous regression coefficients in all directions and within
the whole solution space were used. For the lead field cal-
culation, the Spherical Model with Anatomical Constrains
method was applied (Spinelli, Andino, Lantz, Seeck, &
Michel, 2000). This method first transforms the individual
MRI to the best-fitting sphere using homogeneous trans-
formation operators. It then determines a regular grid of
3005 solution points in the gray matter of this spherical
MRI and computes the lead field matrix using the known
analytical solution for a spherical head model with three
shells of different conductivities as defined by Ary, Darcey,
and Fender (1981).
To confirm and extend the above-described topographic
analyses in the sensor space, we conducted a parallel anal-
ysis in the brain space independently to the topographic
pattern analyses. Intracranial sources were estimated for
each participant and condition and then statistically com-
pared at each node level between conditions using the
same within-subject design as in the topographic pattern
analysis. Time-point wise 2 × 2 ANOVAs were computed
with factors Preceding Performance and Stimulus for the
3005 solution points. A spatial criterion of a minimum of
eight contiguous points and a duration criterion of 11 time
samples was applied in the statistical parametric mapping
procedure.
RESULTS
Behavioral Results
The performance with go stimuli was analyzed as a func-
tion of the performance on the preceding stimulus (S1),
yielding two conditions for responses to go S2: those pre-
ceded by an SH or FH response to S1. We calculated PES
effects as the number of SH following FH versus the num-
ber of SH following SH. Whether a given RT to go stimuli
was considered as an SH or FH depended on its value
relative to the RT threshold calculated during the RT cali-
bration block that participants underwent before each test
block. Because the threshold was determined for each
participant individually and adjusted dynamically for each
block of trials, we assume that the RT relative to individu-
ally determined response speed threshold is not the most
sensitive index of response speed in our study. The mean
absolute RTs for SH and FH occurrence for the four pos-
sible types of stimulus sequence (FH–FH, SH–FH, FH–SH,
SH–SH) are displayed in Table 1. According to classical
PES formula (difference between postcorrect trial RT and
post-error trial RT), we report the differences in RT. RT for
FH following FH or SH did not significantly differ (t(9) =
−0.63, p = .54) nor did RT for SH following FH or SH dif-
fer (t(9) = 0.59, p = .56). However, as stated above, be-
cause of the individual calibration procedure implemented
in our study and the separation of the RTs in FH and SH
groups, the most relevant index of PES in our experimen-
tal paradigm is the relative number of FH and SH follow-
ing accuracy at Stimulus 1.
The feedback “too late” was provided to the participants
following SH. After an SH, participants committedmore SH
than FH (t(9) = 4.16; p< .005), replicating well-established
PES effects (e.g., Ridderinkhof, Ullsperger, et al., 2004)
and supporting that SH were indeed considered as error
in our paradigm. After FHs, participants tended to com-
mit more FH than SH, although not in a significant way
(t(9) = 1.66; p = .13). These additional data are provided
in Table 2.
The performance on no-go stimuli was analyzed as a
function of the performance to the preceding stimuli. The
percentage of FAs after an FH or after an SH did not statis-
tically differ (6.39 ± 1.03% [7/109.4] and 6.75 ± 1.68% [8.5/
125.9], respectively; t(9) = −0.20; p = .84). The absence
of significant differences in FA as a function of the preced-
ing performance likely followed from the fact that empha-
sis was put on speed over accuracy.
Electrical Neuroimaging Results
Topographic Pattern Analysis
K-means clustering was performed on the AEPs to iden-
tify the pattern of predominating topographies (“maps”)
of the electric field at the scalp in the cumulative group-
averaged data. The output of the topographic pattern
analysis is displayed in Figure 2A (see also exemplar AEP
waveforms (C3 electrode)). The global explained variance
of the results of the cluster analysis was 92.84%. This topo-
graphic pattern analysis identified the same sequence of
stable maps for trials from the correct and error conditions
and LG and RNG trial types with the exception of two
Table 1. Detailed Behavioral Effects of SH and FH
Commission: RTs
Go1 Type–Go2 Type Go1 (msec) Go2 (msec)
FH–FH 213.4 ± 15.5 217.6 ± 16.6
FH–SH 211.6 ± 17.5 302.5 ± 27.9
SH–FH 316.6 ± 23.6 214.3 ± 19.2
SH–SH 301.6 ± 29.5 307.9 ± 32.5
Mean and SEM of RTs before and following SH or FH commission
(in msec).
Manuel et al. 1335
periods. Over these periods, distinct sets of maps were
observed first as a function of preceding performance
and then as a function of the stimulus. The fitting proce-
dure was then applied to the single-subject data from each
condition to calculate the number of time points for each
of the maps identified over the periods of topographic
modulation observed in the group-averaged AEPs. This
generated a quantification of how well each map ac-
counted for an individual participantʼs AEPs over a given
time interval. In the first time window (76–111 msec),
there was a significant interaction between preceding per-
formance and map (F(1, 9) = 11.74; p < .01; Figure 2B).
In the second time window (113–146 msec), a significant
interaction between stimulus and map was observed (F(1,
9) = 4.84; p < .05; Figure 2C). No other main effects or
interactions were statistically reliable over either period.
Although several studies showed prestimulus differ-
ences as a function of accuracy (Pourtois, 2011; Hajcak,
Nieuwenhuis, Ridderinkhof, & Simons, 2005), we did not
take into account performance at the trial following FH
or SH, representing a possible confound in the interpre-
tation of our results. We did not sort trials as a function
of performance because go and no-go stimuli were taken
in account for the factor stimulus and that performance on
these two trial types cannot not be assessed similarly (e.g.,
error to no-go trial are FA and error for go trials are too
slow), the same rejection criterion based on performance
cannot be applied to both trials type. Thus, the absence of
effect during the prestimulus period could have resulted
from a differential activity before successful versus unsuc-
cessful trial that was not controlled in our study.
Source Estimations
A timeframe wise 2× 2 ANOVA, with factors of Preceding
Performance (SH, FH) and Stimulus (LG, RNG) was per-
formed for each of the 3005 solution points. This analysis
revealed a significant ( p < .05) main effect of the Pre-
ceding Performance over the 104–126 msec period (F(1,
9) > 5.12; p < .05) and a main effect of Stimulus over
the 122–146 msec interval (F(1, 9) > 5.12; p < .05), but
no interaction between these factors at any point in time.
These periods and the sequence of main effects corre-
sponded to those observed in the above analyses of the
surface-recorded AEPs. The slight differences between
the period of the effects revealed by the topographic
and sources analyses could follow from the fact that data
were reduced in time by the clustering procedure applied
during the temporal segmentation of the ERPs but not
during the time-wise analyses of the inverse solutions (e.g.,
Murray et al., 2008). The topographic pattern analyses
thereby relied on a reduced number of periods of stable
Figure 2. (A) The AEP in response to go (blue trace) and no-go (black) stimuli preceded by SHs and go (red) and no-go (green) preceded by FHs
are displayed in microvolts as a function of time. Topographic pattern analyses in the group-averaged AEPs identified two periods of stable
electric field topography where multiple maps were differentially engaged as a function of the experimental conditions: 76–111 msec (framed
in red) and 113–146 msec (framed in blue). All topographies (i.e., maps) are shown with the nasion upward and left scalp leftward. The
reliability of this observation at the group-averaged level was then assessed at the single-subject level using a spatial correlation fitting procedure
(see Methods). (B) Over the 76–111 msec poststimulus period, different maps (framed in dark and light red) described AEPs in response to
stimulus (go/no-go) as a function of preceding performance (FH/SH). There was a significant main effect of Preceding Performance. Error bars
indicate SEM. (C) Over the 113–146 msec poststimulus period, different maps again (framed in dark and light blue) described AEPs in response
to stimulus (go/no-go) as a function of preceding performance (FH/SH). Results showed a significant main effect of factor Stimulus. Error bars
indicate SEM.
Table 2. Detailed Behavioral Effects of SH and FH Commission
Preceding Go Stimuli FH (n) SH (n)
FH 32.1 ± 4.5 24.7 ± 2.2
SH 17.1 ± 1.1 42.2 ± 5.5
Mean number and SEM of SHs or FHs as a function of previous
performance.
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microstate as compared with the source analyses, which was
performed at each time frame. Figure 3A displays LAURA
distributed source estimations averaged over the post-
stimulus period when the timeframe wise ANOVA showed
significant main effects of factor Preceding Performance
and factor Stimulus. To facilitate the visualization of the
temporal dynamics of the effects in Figure 3A, we down-
sampled the 3005 solution points into the 80 ROIs of the
AAL space (Tzourio-Mazoyer et al., 2002). The AAL ROIs
are arranged from anterior (up) to posterior (down) re-
gions along the y axis. The brain regions showing the main
effect of factor Preceding Performance comprised ACC
and DLPFC (Figure 3D) and the main effect of Stimuli at
the left parietal cluster comprising the precuneus, the pos-
terior cingulate cortex, the parahippocampal gyrus, the
fusiform gyrus, the lingual gyrus, the middle and inferior
occipital gyri, the middle temporal gyrus, and the angular
gyrus (Figure 3E).
To determine the direction of these effects, AEPs for
each participant and each experimental condition sepa-
rately were first averaged across the period of interest to
generate one data point per participant and experimental
condition. Source estimations were then calculated, and
the scalar value of each solution point comprised within
the ROI, showing the main effect of Preceding Perfor-
mance as well as Stimulus, were extracted and averaged
separately for each subject and condition. The main effect
of Preceding Performance followed from a significant de-
crease in the activation strength of the left prefrontal ROI
for SH as compared with FH followed either by a go or
no-go stimulus type (Figure 3B). The main effect of Stimu-
lus followed from a lower activation of the left parietal
ROI for go than no-go stimuli in both FH and SH condi-
tions (Figure 3C).
To determine whether and how the prefrontal and
parietal ROIs were functionally coupled, we performed a
correlational analysis. The correlations were performed
between factor Preceding Performance (FH or SH) and
factor Stimulus irrespective of stimulus type, that is, activ-
ity of the parietal ROI were averaged between the go and
no-go condition before the calculation of the correlations.
This analysis revealed a significant correlation between
prefrontal cluster and parietal clusters when the preceding
performance was FH (r(8) = 0.72, p < .02). There was
only a nonsignificant tendency for such a correlation in
the SH condition (r(8) = 0.58, p = .07). The activity of
prefrontal and parietal clusters is functionally coupled after
FH, but not after the participant made an SH.
Figure 3. (A) Time-wise ANOVA in brain space is displayed as a function of time. The y axis shows the brain space merged in 80 ROIs (AAL space),
organized from frontal (top) to occipital (bottom) brains areas. Red bars indicate significant main effect of Preceding Performance. Blue bars
represent a significant main effect of Stimulus. (B) Follow-up analyses on the mean scalar value of the prefrontal ROI revealed a decrease in left
pFCs following an SH relative to an FH. (C) Follow-up analyses on the mean scalar value of the parietal ROI revealed a decrease in left parietal
cortices for the processing of go stimulus relative to no-go. (D) The main effect of preceding performance included a prefrontal cluster comprising
the ACC and the DLPFC. (E) The main effect of stimuli included a parietal cluster comprising the precuneus, the posterior cingulate cortex,
the parahippocampal gyrus, the fusiform gyrus, the lingual gyrus, the middle and inferior occipital gyri, the middle temporal gyrus, and the
angular gyrus. Brain slices are displayed in z-coordinates in the MNI space.
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Correlational analysis showed significant negative correla-
tions between the parietal ROIs activity and log-transformed
RT both at FH and SH (r(8)=−0.67, p< .05; r(8)=−0.65,
p< .05, respectively). These results indicate that the more
the parietal ROI was active after an FH or an SH, the more
the participants slowed down their responses.
DISCUSSION
Behaviorally, we replicated previous evidence for PES ef-
fects (e.g., Li et al., 2008). As compared with FH, SHs, con-
sidered as errors in our paradigm, induced a significant
increase in the number of SH. We contrasted electrical
neuroimaging responses to go and no-go stimuli as a func-
tion of the performance to the preceding stimuli. Our re-
sults showed that AEPs modulated topographically as a
function of whether participants made an error or not
on the preceding trial 70–110 msec post-onset, indicative
of the engagement of distinct configurations of intracranial
generators. Then AEP modulated topographically as a
function of stimulus type 110–150 msec. A second level
of time-wise statistical analyses conducted in the brain
space independently to the topographic pattern analyses
revealed an identical sequence of effects. Source estima-
tions revealed a significantly stronger activity within pre-
frontal regions to go and no-go stimuli following FH
than SH trials over the 100–120 msec poststimulus onset.
This effect was followed by a stronger response of parietal
areas to the no-go than go stimulus type 120–140 msec
independently of preceding performance. This pattern of
results suggests that errors in a speeded go/no-go task
modulate early, low-level integration of the following
stimuli, in turn influencing subsequent inhibitory profi-
ciency. By capitalizing on prior but not current perfor-
mance to contrast brain activity to trial processed with
low versus high inhibitory proficiency, we were able to as-
sess the effect of factor “stimulus type” in our design, that
is, including no-go trials for which no behavioral responses
were measured. This approach allowed to assess the effect
of inhibitory proficiency in conditions where responses
had to be elicited or not.
As go/no-go performance on a given trial determines in-
hibitory proficiency at the subsequent trial (i.e., response
speed decrease following errors; Lawrence, Luty, Bogdan,
Sahakian, & Clark, 2009; Rabbit, 1966), by contrasting AEPs
to the auditory stimuli as a function of the preceding per-
formance, we actually contrasted brain responses to the
stimuli in a situation in which efficient versus inefficient
inhibitory control processes were engaged. Accordingly,
we hypothesize that the main effect of preceding perfor-
mance at 120 msec poststimulus onset reflects distinct
response modes, allowing either fast or slow inhibitory
control.
Recent models of inhibitory control suggest that optimal
go/no-go performance is achieved by adopting an auto-
matic form of inhibition, involving a feedforward control
of stimulus–response mapping by parieto-prefrontal ex-
ecutive networks over the very initial stages of sensory in-
tegration (Manuel et al., 2010; Verbruggen & Logan, 2008;
Logan, 1988; Shiffrin & Schneider, 1977). An automatic
response mode would allow for increasing the speed of
go/no-go decisions by shortcutting inputs from slow, con-
trolled top–down executive modules (Kenner et al., 2010;
Manuel et al., 2010). We would note that the term “automa-
ticity” as used here not only refers to automatic responses
to go stimuli because of the response prepotency induced
by task instruction but also to the fact that no-go goals con-
sisting in inhibiting motor response are no more solely sup-
ported by controlled processes once stimulus–response
mapping rules are learned. Because the stimulus–response
mapping rule was straightforward in our study and that
emphasis was put on speed rather than on accuracy (nega-
tive feedback was provided after two SHs, and the later
trials were counted as errors), participants were likely
engaged in such automatic response mode during most
of the trials. Further supporting that participants actually
responded on the basis of speed rather than accuracy, re-
sponse speed but not accuracy was modulated by prac-
ticing the go/no-go task in this study (Manuel et al., 2010).
RTs for FH corresponded to the minimal physiological re-
sponse speed in such tasks (Manuel et al., 2010) corre-
sponding to asymptotic RT of approximately 200 msec.
However, the detection of errors would have broken
down the engagement of automatic inhibition and in-
creased the level of top–down executive control, in turn
slowing down responses.
Supporting this hypothesis, we showed that the effect
of preceding performance manifesting as topographic
modulation over the 100–120 msec poststimulus onset
followed from lower activity within prefrontal regions
after SH than FH. This finding fits well with traditional
views holding that error detection modulates dorsome-
dial pFCs comprising top–down executive mechanisms
involved in subsequent behavioral adjustment (e.g., Li
et al., 2008; Kerns et al., 2004; Ridderinkhof, van den
Wildenberg, et al., 2004; Botvinick et al., 2001). For in-
stance, Kerns et al. (2004) showed that the greater pFC
was activated following errors, the greater were PES effects.
In addition, animal data indicate that DLPFC activity reflects
conflict level and maintain information about previous con-
flict in memory (Mansouri, Buckley, & Tanaka, 2007).
However, the direction of our effect contrasts with pre-
vious evidence for an increased prefrontal activity accom-
panying the engagement of top–down executive control
following error detection (Kerns et al., 2004; Garavan
et al., 2002). This apparent discrepancy might follow
from differences in the period of interest examined in
these studies. Our effect manifested during the process-
ing of the subsequent stimuli and not immediately after
the detection of the error, as investigated in previous
literature (Ullsperger & von Cramon, 2001; Falkenstein
et al., 2000). Supporting this explanation, differential ac-
tivation patterns of pFC during error detection and sub-
sequent processing have indeed been shown when these
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phases were analyzed as separate within-trial processes.
For instance, Chevrier and Schachar (2010) showed deac-
tivation of medial pFC during error detection but increased
activity in the same regions during subsequent PES. Ac-
tivity within these structures was also found to decrease
during cognitive tasks requiring mental effort or goal-
directed behaviors (Tomasi, Ernst, Caparelli, & Chang,
2006; Greicius & Menon, 2004; Raichle et al., 2001). Alter-
natively, medial versus lateral pFCs have been shown to
dynamically adjust their relative activity, depending on task
demand, which could explain discrepancies between acti-
vation versus deactivation patterns of these areas between
previous literature and our results. Medial pFC consistently
shows increased activity during rest or low-demand across
a wide range of tasks, compared with high demanding
tasks (Mazoyer et al., 2001; Shulman et al., 1997; see also
Hester & Garavan, 2004, for a deactivation in the left me-
dial frontal gyrus before stopping in a response inhibition
task). This default mode network is typically inversely cor-
related with lateral prefrontal regions, suggesting there to
be a “dynamic equilibrium” between medial and lateral
prefrontal regions (Greicius, Krasnow, Reiss, & Menon,
2003). The engagement in complex cognitive processes
would be supported by a reallocation of neural resources
from default mode medial areas to lateral prefrontal re-
gions (Greicius & Menon, 2004).
The issue of a hemispheric specialization of the brain
mechanisms supporting inhibitory processes and post-
error behavioral adjustment remain debated. Kerns et al.
(2004) reported post-error behavioral adjustments to be
associated with activity in the right DLPFC. Further evi-
dence also pointed the right DLPFC might contribute to
on-line behavioral adjustments by amplifying task-relevant
features (King, Korb, von Cramon, & Ullsperger, 2010;
Egner & Hirsch, 2005). By contrast, several studies docu-
ment a role for the left pFC in behavioral adjustment
(Garavan et al., 2002; Kiehl, Liddle, & Hopfinger, 2000)
and suggest that the left DLPFC would support mainte-
nance of task sets (MacDonald et al., 2000). Garavan
et al. (2002) further proposed the left pFC to be mostly
activated by tonic inhibitory tasks in which inhibition
processes must be sustained over a period rather than
phasic inhibitory tasks such as the go/no-go task. Although
top–down attentional processes are commonly associated
to the left DLPFC (MacDonald et al., 2000), recent research
revealed an essential role of the right DLPFC in task prep-
aration (Vanderhasselt, De Raedt, Baeken, Leyman, &
Dʼhaenen, 2006; Brass & von Cramon, 2004). A recent re-
view by Vanderhasselt, De Raedt, and Baeken (2009), sug-
gest that the left DLPFC is activated when attentional
adjustments are required regarding the processing of up-
coming stimulus. Whereas the left DLPFC does not seem
to be activated in the presence of conflict in the Stroop
task, the right DLPFC is activated in conflict-driven cog-
nitive control. Finally, basic task parameters could also
participate in the lateralization of the effects related to be-
havioral adjustment and inhibitory control. For instance, in
our task, the left lateralization of the main effect of Pre-
ceding Performance might also follow from the fact that
participants responded with their right hand, which could
have required the engagement inhibitory processes com-
prised within the same hemisphere as the motor areas
solicited during the task.
That pFCs modulated at a latency of 100–120 msec
poststimulus onset as a function of inhibitory proficiency
further supports that it may reflect the differential in-
volvement of early-stage forms of inhibition. Previous ERP
studies of go/no-go tasks indeed demonstrate that the sup-
pression of prepotent responses by top–down executive
modules manifests over processing stages subsequent to
initial sensory encoding, around 150–400 msec (Kaiser
et al., 2006; Falkenstein et al., 1999; Kiefer, Marzinzik,
Weisbrod, Scherg, & Spitzer, 1998).
According to recent hypotheses on the mechanisms
mediating PES, the switch between automatic to top–
down executive control could have been caused by an at-
tentional modulation. PES has been advanced to follow
from the need to refocus attention to the task following
distraction induced by the infrequent error trials (orient-
ing hypothesis: Nunez Castellar et al., 2010; Notebaert
et al., 2009; Taylor et al., 2007) or error-related increase
in arousal (Carp & Compton, 2009). Similarly, King et al.
(2010) reported that PES could be because of the inter-
ference of the OR with task preparation and stimulus pro-
cessing. Arguing against this hypothesis, we did not find
evidence for modulation in attention-related areas during
the prestimulus period (Brass, Derrfuss, Forstmann, & von
Cramon, 2005). However, the prestimulus period analy-
ses here were perhaps too short, which prevented to
reveal the role of attention in the switch between the
automatic versus controlled response mode. In addition,
our analyses would not have caught nonphase locked
attention-related processes manifesting at the level of
oscillatory activity. Previous evidence indeed suggest that
modulations in attention, supporting, for example, the
anticipation of forthcoming stimuli manifest as an in-
crease in the power of oscillation in the alpha frequency
band in the hemisphere contralateral to the attended
hemispace (Rihs, Michel, & Thut, 2009; Romei et al.,
2008; Thut, Nietzel, Brandt, & Pascual-Leone, 2006). Be-
cause go stimuli were always presented in the left hemi-
space, the participants possibly learned to attend to the
left for increasing response speed, yielding a main effect
of stimuli during the prestimulus period in oscillatory
activity.
Errors constitute a strong negative reinforcement learn-
ing signal; in this regard, the effect of error in the processing
of subsequent stimuli is interpretable in terms of reflect-
ing changes in associative learning. Interestingly, recent
evidence shows that modifications in learned stimulus–
response mapping associations depend on error-related
activity within medial pFCs when feedback is provided to
participants (Hester et al., 2010). This finding indicates
that processes related to monitoring and reweighting of
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a behaviorʼs value parallel those related to increases in
executive control within prefrontal areas following errors;
both mechanisms impacting how subsequent stimuli are
handled. Because they shape stimulus–response mapping
rules, feedback-related learning mechanisms likely par-
ticipate to plastic brain mechanisms underlying the de-
velopment of automatic feedforward forms of inhibitory
processes developing with go/no-go training as observed
in Manuel et al. (2010; see also Verbruggen & Logan, 2008).
Go andno-go stimuli were differentially processedwithin
parietal structures in the period immediately following the
main effect of factor Preceding Performance, 120–140msec
poststimulus onset. Importantly, the activity within this
parietal cluster positively correlated with the prefrontal
clusters following FH but not SHs. We interpret this finding
in terms of a facilitation of stimulus–response mapping
processes occurring within parietal areas by prefrontal
areas supporting fast inhibitory control. The stimulus–
response mapping would directly depend on prefrontal
areas during automatic response mode, but not in the
top–down executive control engaged following errors.
Fronto-parietal circuits have been repeatedly implicated
in action planning and initiation, with the degree of inter-
action between these areas modulating as a function of
participantsʼ control over responses (e.g., Pesaran, Nelson,
& Andersen, 2008). These reports are in line with our hy-
pothesis for a role of attention in switching between auto-
matic to top–down response modes following errors.
When no errors are committed, automatic control of re-
sponse inhibition would be engaged and supported by a
functional coupling between prefrontal and parietal areas.
Following errors, however, top–down control would be
engaged and this functional interaction would break down.
Consistently, Prado, Carp, and Weissman (2010) linked re-
duced functional connectivity between the prefrontal and
parietal cortices with increases in RT during a selective at-
tention task, suggesting that, mediated by attention, the
communication between these regions would facilitate re-
sponse selection (Rushworth, Buckley, Behrens, Walton, &
Bannerman, 2007) and action planning (Andersen & Cui,
2009).
Medial parietal regions, notably the precuneus, play a
critical role in shifting attention toward relevant stimulus–
response associations (Corbetta&Shulman, 2002; Rushworth,
Paus, & Sipila, 2001). Moreover, stimulus–response map-
ping repertoires have been advanced to preactivate within
parietal cortices (Barber & Carter, 2005; Ridderinkhof, van
den Wildenberg, et al., 2004). Accordingly, during the pre-
stimulus anticipatory period, parietal structures would send
signals for increasing alertness and preactivating relevant
stimulus–response associations (Barber & Carter, 2005;
Astafiev et al., 2003; Rushworth et al., 2001).
Parietal structures are a suitable candidate for compris-
ing stimulus–response mapping mechanisms involved in
initiating or inhibiting motor responses based on the spa-
tial attributes of the auditory go and no-go stimuli. Relative
to the mean RT in our study, the 120–140 msec interval
when main effect of stimulus type manifested corresponds
to the period of motor response initiation (at ca. 130 msec
post S2 onset, 130 msec before the mean RT (Thorpe &
Fabre-Thorpe, 2001). On one hand, parietal structures
have been involved in the interfacing between sensory sig-
nals and motor command (Andersen, Snyder, Bradley, &
Xing, 1997), in the response preparation processes includ-
ing control of motor planning (Ruge et al., 2005; Brass &
von Cramon, 2004) or preparation for movements (Deiber,
Ibanez, Sadato, & Hallett, 1996). Supporting these re-
sults, we recently demonstrated that parietal areas support
learned associations between stimuli and behavioral re-
sponses early in the processing of a stimulus in a go/no-go
task (Manuel et al., 2010). On the other hand, parietal
structures are also involved in discriminating the spatial at-
tributes of the stimuli (Spierer, Murray, Tardif, & Clarke,
2008; Spierer, Tardif, Sperdin, Murray, & Clarke, 2007).
Accordingly, we would note that in our study go stimuli
were always presented on the left and no-go on the right
hemispace. These acoustic differences, coupled with the
well-established functional lateralization of auditory spatial
processing, could have biased the main effect of stimuli
and thus limit the related interpretations. Furthermore, we
cannot rule out from our data that participant paid more at-
tention to the left hemispace from where go stimuli came
and therefore that the main effect of stimuli reflected dif-
ferential attention to go and no-go stimuli in addition to
their acoustic difference. Further investigations, involving
control of acoustic differences between go and no-go stimuli
by, for example, reversing the SR mapping rule in half of the
experiment would be necessary to disentangle this issue.
Collectively, our results support amodel of executive con-
trol wherein either feedforward/automatic or top–down/
controlled forms of inhibition can be engaged to resolve
go/no-go tasks. In the former, stimulus response mapping
is directly dependent on the activity of prefrontal executive
module activated over the initial stage of cortical integra-
tion of the stimuli, allowing for fast response inhibition to
no-go stimuli and in turn, fast RT to go stimuli. More con-
sciously controlled top–down form of inhibition would
instead involve higher-order executive modules activated
by attention following error or in situation of new or com-
plex stimulus–response mapping rules (Verbruggen &
Logan, 2008). According to this model, PES would reflect
a switch from automatic to controlled form of inhibition
induced by errors.
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