Abstract: Mixture of Experts (MoE) are successful models for modeling heterogeneous data in many statistical learning problems including regression, clustering and classification. Generally fitted by maximum likelihood estimation via the well-known EM algorithm, their application to high-dimensional problems is still therefore challenging. We consider the problem of fitting and feature selection in MoE models, and propose a regularized maximum likelihood estimation approach that encourages sparse solutions for heterogeneous regression data models with potentially high-dimensional predictors. Unlike state-of-the art regularized MLE for MoE, the proposed modelings do not require an approximate of the penalty function. We develop two hybrid EM algorithms: an Expectation-Majorization-Maximization (EM/MM) algorithm, and an EM algorithm with coordinate ascent algorithm. The proposed algorithms allow to automatically obtaining sparse solutions without thresholding, and avoid matrix inversion by allowing univariate parameter updates. An experimental study shows the good performance of the algorithms in terms of recovering the actual sparse solutions, parameter estimation, and clustering of heterogeneous regression data.
Introduction
Mixture of experts (MoE) models introduced by Jacobs et al. (1991) are successful for modeling heterogeneous data in statistics and machine learning problems including regression, clustering and classification. MoE belong to the family of mixture models (Titterington et al., 1985; McLachlan and Peel., 2000; Frühwirth-Schnatter, 2006) and is a fully conditional mixture model where both the mixing proportions, i.e, the gating network, and the components densities, i.e, the experts network, depend on the inputs. A general review of the MoE models and their applications can be found in Nguyen and Chamroukhi (2018) . While the MoE modeling with maximum likelihood estimation (MLE) is widely used, its application in high-dimensional problems is still challenging due to the well-known problem of the ML estimator in such a setting. Indeed, in high-dimensional setting, the features can be correlated and thus the actual features that explain the problem reside in a low-dimensional space. Hence, there is a need to select a subset of the potentially large number of features, that really explain the data. To avoid singularities and degeneracies of the MLE as highlighted namely in Stephens and Phil (1997) ; Snoussi and Mohammad-Djafari (2005) ; Raftery (2005, 2007) , one can regularize the likelihood through a prior distribution over the model parameter space. A better fitting can therefore be achieved by regularizing the objective function so that to encourage sparse solutions. However, feature selection by regularized inference encourages sparse solutions, while having a reasonable computational cost. Several approaches have been proposed to deal with the feature selection task, both in regression and in clustering.
For regression, the well-known Lasso method (Tibshirani, 1996) is one of the most popular and successful regularization technique which utilizes the ℓ 1 penalty to regularize the squared error function, or by equivalence the log-likelihood in Gaussian regression, and to achieve parameter estimation and feature selection. This allows to shrink coefficients toward zero, and can also set many coefficients to be exactly zero. While the problem of feature selection and regularization is more popular in this supervised learning context, it has took an increasing interest in the unsupervised context, namely in clustering, as in Witten and Tibshirani (2010) where a sparse K-means algorithm is introduced for clustering highdimensional data using a Lasso-type penalty to select the features, including in model-based clustering. In that context, Pan and Shen (2007) considered the problem of fitting mixture of Gaussians by maximizing a penalized log-likelihood with an ℓ 1 penalty over the mean vectors. This allows to shrink some variables in the mean vectors to zero and to provide a sparse mixture model with respect to the means and thus to perform the clustering in a low-dimensional space. Maugis et al. (2009b) proposed the SRUW model, by relying on the role of the variables in clustering and by distinguishing between relevant variables and irrelevant variables to clustering. In this approach, the feature selection problem is considered as a model selection problem for model-based clustering, by maximizing a BIC-type criterion given a collection of models. The drawback of this approach is that it is time demanding for high-dimensional data sets. To overcome this drawback, Celeux et al. (2017) proposed an alternative variable selection procedure in two steps. First, the variables are ranked through a Lasso-like procedure, by an ℓ 1 penalties for the mean and the covariance matrices. Then their roles are determined by using the SRUW model. Other interesting approaches for feature selection in model-based clustering for high-dimensional data can be found in Law et al. (2004) ; Raftery and Dean (2006) ; Maugis et al. (2009a) .
In related mixture models for simultaneous regression and clustering, including mixture of linear regressions (MLR), where the mixing proportions are constant, Khalili and Chen (2007) proposed regularized ML inference, including MIXLASSO, MIXHARD and MIXSCAD and provided asymptotic properties corresponding to these penalty functions. Another ℓ 1 penalization for MLR models for highdimensional data was proposed by Städler et al. (2010) which uses an adaptive Lasso penalized estimator. An efficient EM algorithm with provable convergence properties has been introduced for the optimization variable selection. Meynet (2013) provided an ℓ 1 -oracle inequality for a Lasso estimator in finite mixture of Gaussian regression models. This result can be seen as a complementary result to Städler et al. (2010) , by studying the ℓ 1 -regularization properties of the Lasso in parameter estimation, rather than by considering it as a variable selection procedure. This work was extended later in Devijver (2015) by considering a mixture of multivariate Gaussian regression models. When the set of features can be π k (x x x i ; w w w) = P(Z i = k|X X X i = x x x i ; w w w) = exp(w k0 + x x x T i w w w k )
exp(w l0 + x x x T i w w w l )
for k = 1, . . . , K − 1 with (w k0 , w w w T k ) ∈ R p+1 and (w K0 , w w w T K ) = (0, 0) for identifiability Jiang and Tanner (1999) . The experts network is defined by the conditional densities f (y y y i |x x x i ; θ θ θ k ) which is the short notation of f (y y y i |X X X = x x x, Z i = k; θ θ θ ). The MoE thus decomposes the probability density of the observed data as a convex sum of a finite experts weighted by a softmax gating network, and can be defined by the following 
that is parameterized by the parameter vector defined by θ θ θ = (w w w T 1 , . . . , w w w T K−1 , θ θ θ T 1 , . . . , θ θ θ T K ) T ∈ R ν θ θ θ (ν θ θ θ ∈ N) where θ θ θ k (k = 1, . . . , K) is the parameter vector of the kth expert. For a complete account of MoE, types of gating networks and experts networks, the reader is referred to Nguyen and Chamroukhi (2018) .
The generative process of the data assumes the following hierarchical representation. First, given the predictor x x x i , the categorical variable Z i follows the multinomial distribution:
where each of the probabilities π z i (x x x i ; w w w) = P(Z i = z i |x x x i ) is given by the multinomial logistic function (1). Then, conditional on the hidden variable Z i = z i , given the covariate x x x i , a random variable Y i is assumed to be generated according to the following representation
where
is the probability density or the probability mass function of the expert z i depending on the nature of the data (x x x, y y y) within the group z i . In the following, we consider MoE models for regression and clustering of continuous data. Consider the case of univariate continuous outputs Y i . A common choice to model the relationship between the input x x x and the output Y is by considering regression functions. Thus, within each homogeneous group Z i = z i , the response Y i , given the expert k, is modeled by the noisy linear model:
where the ε i are standard i.i.d zero-mean unit variance Gaussian noise variables, the bias coefficient β β β k0 ∈ R and β β β k ∈ R p are the usual unknown regression coefficients describing the expert Z i = k, and σ k > 0 corresponds to the standard deviation of the noise. In such a case, the generative model (4) of Y becomes
Maximum likelihood parameter estimation
Assume that, D = ((x x x 1 , y y y 1 ), . . . , (x x x n , y y y n )) is an observed data sample generated from the MoE (2) with unknown parameter θ θ θ . The parameter vector θ θ θ is commonly estimated by maximizing the observed data log-likelihood log
; w w w) f (y y y i |x x x i ; θ θ θ k ) by using the EM algorithm (Dempster et al., 1977; Jacobs et al., 1991) which allows to iteratively find an appropriate local maximizer of the log-likelihood function. In the considered model for Gaussian regression, the maximized log-likelihood is given by
However, it is well-known that the MLE may be unstable of even infeasible in high-dimension namely due to possibly redundant and correlated features. In such a context, a regularization of the MLE is needed. 
Regularized Maximum Likelihood parameter Estimation of the MoE
Regularized maximum likelihood estimation allows the selection of a relevant subset of features for prediction and thus encourages sparse solutions. In mixture of experts modeling, one may consider both sparsity in the feature space of the gates, and of the experts. We propose to infer the MoE model by maximizing a regularized log-likelihood criterion, which encourages sparsity for both the gating network parameters and the experts network parameters, and does not require any approximation, along with performing the maximization, so that to avoid matrix inversion. The proposed regularization combines a Lasso penalty for the experts parameters, and an elastic net like penalty for the gating network, defined by:
A similar strategy has been proposed in Khalili (2010) where the author proposed a regularized ML function like (7) but which is then approximated in the EM algorithm of the model inference. The EM algorithm for fitting the model follows indeed the suggestion of Fan and Li (2001) to approximate the penalty function in a some neighborhood by a local quadratic function. Therefore, a Newton-Raphson can be used to update parameters in the M-step. The weakness of this scheme is that once a feature is set to zero, it may never reenter the model at a later stage of the algorithm. To avoid this numerical instability of the algorithm due to the small values of some of the features in the denominator of this approximation, Khalili (2010) replaced that approximation by an ε-local quadratic function. Unfortunately, these strategies have some drawbacks. First, by approximating the penalty functions with (ε-)quadratic functions, none of the components will be exactly zero. Hence, a threshold should be considered to declare a coefficient is zero, and this threshold affects the degree of sparsity. Secondly, it cannot guarantee the non-decreasing property of the EM algorithm of the penalized objective function. Thus, the convergence of the EM algorithm cannot be ensured. One has also to choose ε as an additional tuning parameter in practice. Our proposal overcomes these limitations. The ℓ 2 term penalty is added in our model to take into account possible strong correlation between the features x j which could be translated especially on the coefficients of the gating network w w w because they are related between the different experts, contrary to the regression coefficients β β β . The resulting combination of ℓ 1 and ℓ 2 for w w w leads to an elastic net-like regularization, which enjoys similar sparsity of representation as the ℓ 1 penalty. The ℓ 2 term is not however essential especially when the main goal is to retrieve the sparsity, rather than to perform prediction.
Parameter estimation with block-wise EM
We propose two block-wise EM algorithms to monotonically find at least local maximizers of (7). The E-step is common to both algorithms, while in the M-step, two different algorithms are proposed to update the model parameters. More specifically, the first one relies on a MM algorithm, while the second one uses a coordinate ascent to update the gating network w w w parameters and the experts network β β β ' parameters. The EM algorithm for the maximization of (7) firstly requires the construction of the penalized complete-data log-likelihood
is the standard complete-data log-likelihood, Z ik is an indicator binary-valued variable such that Z ik = 1 if Z i = k (i.e., if the ith pair (x x x i , y y y i ) is generated from the kth expert component) and Z ik = 0 otherwise. Thus, the EM algorithm for the RMoE in its general form runs as follows. After starting with an initial solution θ θ θ [0] , it alternates between the two following steps until convergence (e.g., when there is no longer a significant change in the relative variation of the regularized log-likelihood).
E-step
The E-Step computes the conditional expectation of the penalized complete-data log-likelihood (8), given the observed data D and a current parameter vector θ θ θ [q] , q being the current iteration number of the blockwise EM algorithm:
is the conditional probability that the data pair (x x x i , y y y i ) is generated by the kth expert. This step therefore only requires the computation of the conditional component probabilities τ [q] ik (i = 1, . . . , n) for each of the K experts.
M-step
The M-Step updates the parameters by maximizing the Q function (9), which can be written as
with Q(w w w; θ θ θ
and
The parameters w w w are therefore separately updated by maximizing the function
We propose and compare two approaches for maximizing (12) based on a MM algorithm and a coordinate ascent algorithm. These approaches have some advantages since they do not use any approximate for the penalty function, and have a separate structure which avoid matrix inversion. 
By doing so, we can find a local maximizer of F(x). If G(x m |x m ) is well constructed, then we can avoid matrix inversion when maximizing it. Next, we derive the surrogate function for Q(w w w; θ θ θ [q] ). We start by the following lemma.
By applying this lemma and following (Lange, 2013 , page 211) we have
k0 +x x x T i w w w [s] k and x i0 = 1.
Proof. Using Lemma 3.1, I 1i (w) = − log 1 +
e w k0 +x x x T i w w w k can be minorized by
Now, by using arithmetic-geometric mean inequality then When (w k0 , w w w k ) = (w [s] k0 , w w w [s] k ) the equality holds. Thus, I 1i (w) can be minorized by
This leads us to the minorizing function G 1 (w w w|w w w [s] ) for I 1 (w)
Therefore, the minorizing function G [q] (w w w|w w w [s] ) for Q(w w w; θ θ θ [q] ) is given by
Now, let us separate G [q] (w w w|w w w [s] ) into each parameter for all k ∈ {1, . . . , K − 1}, j ∈ {1, . . . , p}, we have:
where A k (w w w [s] ) and B k j (w w w [s] ) are only functions of w w w [s] . The update of w [s] k0 is straightforward by maximizing (16) and given by
The function G [q] (w k j |w w w [s] ) is a concave function. Moreover, it is a univariate function w.r.t w k j . We can therefore maximize it globally and w.r.t each coeffcient w k j separately and thus avoid matrix inversion. Indeed, let us denote by
hence, G [q] (w k j |w w w [s] ) can be rewritten as We therefore have both F
k jm (w k j )+ γ k w k j are smooth concave functions. Thus, one can use one-dimensional Newton-Raphson algorithm to find the global maximizers of these functions and compare with F [q] k jm (0) in order to update w
The update of w k j can then be computed by a one-dimensional generalized Newton-Raphson (NR) algorithm, which updates, after starting from and initial value w
k j , at each iteration t of the NR, according to the following updating rule:
where the first and the scalar gradient and hessian are respectively given by:
Unluckily, while this method allows to compute separate univariate updates by globally maximizing concave functions, it has some drawbacks. First, we found the same behaviour of the MM algorithm for this non-smooth function setting as in Hunter and Li (2005) : once a coefficient is set to be zero, it may never reenter the model at a later stage of the algorithm. Second, the MM algorithm can stuck on non-optimal points of the objective function. Schifano et al. (2010) made an interesting study on the convergence of the MM algorithms for nonsmoothly penalized objective functions, in which they proof that with some conditions on the minorizing function (see Theorem 2.1 of Schifano et al. (2010) ), then the MM algorithm will converge to the optimal value. One of these conditions requires the minorizing function must be strickly positive, which is not guaranteed in our method, since we use the arithmeticgeometric mean inequality in (15) to construct our surrogate function. Hence, we just ensure that the value of Q(w w w; θ θ θ [q] ) will not decrease in our algorithm. In the next section, we propose updating (w k0 , w w w k )
by using coordinate ascent algorithm. This approach overcomes this weakness of the MM algorithm.
Coordinate ascent algorithm for updating the gating network
We now consider another approach for updating (w k0 , w w w k ) by using coordinate ascent algorithm. Indeed, based on Tseng (1988 Tseng ( , 2001 ), with regularity conditions, then the coordinate ascent algorithm is successful in updating w w w. Thus, the w w w parameters are updated in a cyclic way, where a coefficient w k j ( j = 0) is updated at each time, while fixing the other parameters to their previous values. Hence, at each iteration one just needs to update only one parameter. With this setting, the update of w k j is performed by maximizing the component (k, j) of (14) given by where
Hence, Q(w k j ; θ θ θ [q] ) can be rewritten as 
k j to find the maximizers of these functions and compare with F(0; θ θ θ [q] ) in order to update w
where s denotes the sth loop of the coordinate ascent algorithm. The update of w k j is therefore computed iteratively after starting from and initial value w
k j following the update equation
where t in the inner NR iteration number, and the one-dimensional gradient and hessian functions are respectively given by
and where Q(w k0 ; θ θ θ [q] ) is a univariate concave function given by
The other parameters are fixed while updating w k0 . By using the coordinate ascent algorithm, we have univariate updates, and make sure that the parameters w k j may change during the algorithm even after they shrink to zero at an earlier stage of the algorithm.
Updating the experts network
Now once we have these two methods to update the gating network parameters, we move on updating the experts network parameters ({β β β , σ 2 }). To do that, we first perform the update for (β k0 , β k ), while fixing σ k . This corresponds to solving K separated weighted Lasso problems. Hence, we choose to use a coordinate ascent algorithm to deal with this. Actually, in this situation the coordinate ascent algorithm can be seen as a special case of the MM algorithm, and hence, this updating step is common to both of the proposed algorithms. More specifically, the update of β k j is performed by maximizing
using a coordinate ascent algorithm, with initial values (β [0] k0 , β β β
. We obtain closed-form coordinate updates that can be computed for each component following the results in (Hastie et al., 2015, sec. 5.4) , and are given by
with r
In the next step, we take (w [q+2] k0 , w w w
k0 , w w w
, β β β
), rerun the E-step, and update σ 2 k according to the standard update of a weighted Gaussian regression Each of the two proposed algorithms is iterated until the change in PL(θ θ θ ) is small enough. These algorithms increase the penalised log-likelihood function (7) as shown in Appendix. Also we can directly get zero coefficients without any thresholding unlike in Khalili (2010) ; Hunter and Li (2005) . The R codes of the developed algorithms and the documentation are publicly available on this link 1 . An R package will be submitted and available soon on the CRAN.
Algorithm tuning and model selection
In practice, appropriate values of the tuning parameters (λ , γ, ρ) should be chosen. To select the tuning parameters, we propose a modified BIC with a grid search scheme, as an extension of the criterion used in Städler et al. (2010) for regularized mixture of regressions. First, assume that K 0 ∈ {K 1 , . . . , K M } whereupon K 0 is the true number of expert components. For each value of K, we choose a grid of the tuning parameters. Consider grids of values {λ 1 , . . . , λ M 1 }, {γ 1 , . . . , γ M 2 } in the size of √ n and a small enough value of ρ ≈ O(log n) for the ridge turning parameter. ρ = 0.1 log n can be used in practice. For a given triplet (K, λ i , γ j ), we select the maximal penalized log-likelihood estimators θ θ θ K,λ ,γ using each of our hybrid EM algorithms presented above. Then, the following modified BIC criterion,
where DF(λ , γ) is the estimated number of non-zero coefficients in the model, is computed. Finally, the model with parameters (K, λ , γ) = (K,λ ,γ) which maximizes the modified BIC value, is selected. While the problem of choosing optimal values of the tuning parameters for penalized MoE models is still an open research, the modified BIC performs reasonably well in our experiments.
Experimental study
We study the performance of our methods on both simulated data and real data. We compare the results of our two algorithms (Lasso+ℓ 2 (MM) and Lasso+ℓ 2 with coordinate ascent (CA)), with the following four methods: i) the standard non-penalized MoE (MoE), ii) the MoE with ℓ 2 regularization (MoE+ℓ 2 ), iii) the mixture of linear regressions with Lasso penalty (MIXLASSO), and the iv) MoE with BIC penalty for feature selection. We consider several evaluation criteria to assess the performance of the models, including sparsity, parameters estimation and clustering criteria.
Evaluation criteria
We compare the results of all the models for three different criteria: sensitivity/specificity, parameters estimation, and clustering performance for simulation data. The sensitivity/specificity is defined by -Sensitivity: proportion of correctly estimated zero coefficients; -Specificity: proportion of correctly estimated nonzero coefficients. In this way, we compute the ratio of the estimated zero/nonzero coefficients to the true number of zero/nonzero coefficients of the true parameter for each component. In our simulation, the proportion of correctly estimated zero coefficients and nonzero coefficients have been calculated for each data set for the experts parameters and the gating parameters, and we present the average proportion of these criteria computed over 100 different data sets. Also, to deal with the label switching before calculating these criteria, we permuted the estimated coefficients based on an ordered between the expert parameters. If the . By doing so, we ensure that the log-likelihood will not change, that means L(θ θ θ ) = L(θ θ θ per ) and these parameters satisfy the initialized condition w w w per K = 0 0 0. However, the penalized log-likelihood value can be different from the one before permutation. So this may result in misleading values of the sparsity criterion of the model when we permute the parameters. However, for K = 2 both log-likelihood function and the penalized log-likelihood function will not change since we have w w w per 1 = −w w w 1 . For the second criterion of parameter estimation, we compute the mean and standard deviation of both penalized parameters and non penalized parameters in comparison with the true value θ θ θ . We also consider the mean squared error (MSE) between each component of the true parameter vector and the estimated one, which is given by θ j −θ j 2 . For the clustering criterion, once the parameters are estimated and permuted, the provided conditional component probabilitiesτ ik defined in (10) represent a soft partition of the data. A hard partition of the data is given by applying the Bayes's allocation rulê
whereẑ i represents the estimated cluster label for the ith observation. Given the estimated and true cluster labels, we therefore compute the correct classification rate and the Adjusted Rand Index (ARI). Also, we note that for the standard MoE with BIC penalty, we consider a pool of 5 × 4 × 5 = 100 submodels. Our EM algorithm with coordinate ascent has been used with zero penalty coefficients and without updating the given zero parameters in the experts and the gating network to obtain the (local) MLE of each submodel. After that, the BIC criterion in (30) was used to choose the best submodel among 100 model candidates.
Simulation study
For each data set, we consider n = 300 predictors x x x generated from a multivariate Gaussian distribution with zero mean and correlation defined by corr(x i j , x i j′ ) = 0.5 | j− j′| . The response Y |x x x is generated from a normal MoE model of K = 2 expert components as defined by (3) and (5) and σ 1 = σ 2 = σ = 1. 100 data sets were generated for this simulation. The results will be presented in the following sections. Table 1 presents the sensitivity (S 1 ) and specificity (S 2 ) values for the experts 1 and 2 and the gates for each of the considered models. As it can be seen in the obtained results that the ℓ 2 and MoE models cannot be considered as model selection methods since their sensitivity almost surely equals zero. However, it is obvious that the Lasso+ℓ 2 , with both the MM and the CA algorithms, performs quite well for experts 1 and 2. The feature selection becomes more difficult for the gate π k (x x x; w w w) since there is correlation between 
Sensitivity/specificity criteria

Parameter estimation
The boxplots of all estimated parameters are shown in Figures 1, 2 and 3 . It turns out that the MoE and MoE+ℓ 2 could not be considered as model selection methods. Besides that, by adding the ℓ 2 penalty functions, we can reduce the variance of the parameters in the gate. The BIC, Lasso+ℓ 2 (MM) and Lasso+ℓ 2 (CA) provide sparse results for the model, not only in the experts, but also in the gates. However, the Lasso+ℓ 2 (MM) in this situation forces the nonzero parameter w 14 toward zero, and this effects the clustering result. The MIXLASSO can also detect zero coefficients in the experts, but since this model does not have a mixture proportions that depend on the inputs, it is least competitive than others.
For the mean and standard derivation results shown in Table 2 , we can see that the model using BIC for selection, the non penalized MoE, and the MoE with ℓ 2 penalty have better results, while Lasso+ℓ 2 and MIXLASSO can cause bias to the estimated parameters, since the penalty functions are added to the log-likelihood function. In contrast, from Table 3 , in terms of average mean squared error, the Lasso+ℓ 2 and MIXLASSO provide a better result than MoE and the MoE with ℓ 2 penalty for estimating the zero coefficients. Between the two Lasso+ℓ 2 algorithms, we see that the algorithm using coordinate ascent can overcome the weakness of the algorithm using MM method: once the coefficient is set to zero, it can reenter nonzero value in the progress of the EM algorithm. The BIC still provides the best result, but as we commented before, it is hard to apply BIC in reality especially for high-dimensional data, since this involves a huge collection of model candidates.
Clustering
We calculate the accuracy of clustering of all these mentioned models for each data set. The results in terms of ARI and correct classification rate values are provided in Table 4 . We can see that the Lasso+ℓ 2 (CA) model provides a good result for clustering data. The BIC model gives the best result but always with a very significant computational load. The difference between Lasso+ℓ 2 (CA) and BIC is smaller than 1%, while the MIXLASSO provides a poor result in terms of clustering. Here, we also see that the Lasso+ℓ 2 (MM) estimates the parameters in the experts quite well. However, the MM algorithm for updating the gate's parameter causes bad effect, since this approach forces the non-zero coefficient w 14 toward zero. Hence, this may decrease the clustering performance. Overall, we can clearly see the Lasso+ℓ 2 (CA) algorithm performs quite well to retrieve the actual sparse support; the sensitivity and specificity results are quite reasonable for the proposed Lasso+ℓ 2 regulariza- tion. While the penalty function will cause bias to the parameters, as shown in the results of the MSE, the algorithm can perform parameter density estimation with an acceptable loss of information due to the bias induced by the regularization. In terms of clustering, the Lasso+ℓ 2 (CA) works as well as two other MoE models and BIC, better than the Lasso+ℓ 2 (MM), MIXLASSO models. 
Applications to real data sets
We analyze two real data sets as a further test of the methodology. Here, we investigate the housing data described on the website UC Irvine Machine Learning Repository and baseball salaries from the Journal of Statistics Education (www.amstat.org/publications/jse). This was done to provide a comparison with the work of Khalili (2010) , Khalili and Chen (2007) . While in Khalili and Chen (2007) the authors used Lasso-penalized mixture of linear regression (MLR) models, we still apply penalized mixture of experts (to better represent the data than when using MRL models). We compare the results of each model based upon two different criteria: the average mean squared error (MSE) between observation values of the response variable and the predicted values of this variable; we also consider the correlation of these values. After the parameters are estimated, the following expected value under the estimated model
is used as a predicted value for Y . We note that here for the real data we do not consider the MoE model with BIC selection since it is computationally expensive.
Housing data
This data set concerns houses' value in the suburbs of Boston. It contains 506 observations and 13 features that may affect the house value. These features are: Per capita crime rate by town (x 1 ); proportion of residential land zoned for lots over 25, 000 sq.ft. (x 2 ); proportion of non-retail business acres per town (x 3 ); Charles River dummy variable (= 1 if tract bounds river; 0 otherwise) (x 4 ); nitric oxides concentration (parts per 10 million) (x 5 ); average number of rooms per dwelling (x 6 ); proportion of owner-occupied units built prior to 1940 (x 7 ); weighted distances to five Boston employment centres (x 8 ); index of accessibility to radial highways (x 9 ); full-value property-tax rate per $10, 000 (x 10 ); pupilteacher ratio by town (x 11 ); 1000(Bk − 0.63) 2 where Bk is the proportion of blacks by town (x 12 ); % lower status of the population (x 13 ). The columns of X were standardized to have mean 0 and variance 1. The response homes in variable of interest is the median value of owner occupied homes in $1000 ′ s, MEDV. Based on the histogram of Y = MEDV/sd(MEDV), where sd(MEDV) is the standard deviation of MEDV, Khalili decided to separate Y into two groups of houses with "low" and "high" values. Hence, a MoE model is used to fit the response where π 1 (x x x; w w w) = e w 10 +x x x T w w w 1 1 + e w 10 +x x x T w w w 1 . The parameter estimates of the MoE models obtained by Lasso+ℓ 2 and MLE are given in Table 5 . We compare our results with those of Khalili and the non-penalized MoE. In Table 6 , we provide the result in terms of average MSE and the correlation between the true observation value Y and its predictionŶ . Our result provides a least sparse model than Khalili's. Some parameters in both methods have the same value. However, the MSE and the correlation from our method are better than those of Khalili. Hence, in application one would consider the sparsity and the prediction of each estimated parameters. Both Lasso+ℓ 2 algorithms give comparative results with the MLE. 
Baseball salaries data
We now consider baseball salaries data set from the Journal of Statistics Education (see also Khalili and Chen (2007) ) as a further test of the methodology. This data set contains 337 observations and 33 features. We compare our results with the non-penalized MoE models and the MIXLASSO models (see Khalili and Chen (2007) ). Khalili and Chen (2007) used this data set in the analysis, which included an addition of 16 interaction features, making in total 32 predictors. The columns of X X X were standardized to have mean 0 and variance 1. Histogram of the log of salary shows multimodality making it a good candidate for the response variable under the MoE model with two components:
By taking all the tuning parameters to zero, we obtain the maximum likelihood estimator of the model. We also compare our result with MIXLASSO from Khalili and Chen (2007) . Table 7 presents the estimated parameters for baseball salary data and Table 8 shows the results in terms of MSE, and R 2 between the true value of Y and its predicted value. These results suggest that the proposed algorithm with the Lasso+ℓ 2 penalty also shrinks some parameters to zero and have acceptable results compared to MoE. It also shows that this model provides better results than that of the MIXLASSO model. 
Discussion for the high-dimensional setting
Indeed, the developed MM and coordinate ascent algorithms for the estimation of the parameters of our model could be slow in a high-dimensional setting since we do not have the closed-form updates of the parameters of the gating network w w w at each step of the EM algorithm; while a univariate NewtonRaphson is derived to avoid matrix inversion operations, it is still slow in high-dimension. However, as we very recently developed it, this difficulty can be overcome by a proximal Newton algorithm. The idea is that, for updating the parameters of the gating network w w w, rather than maximizing Q(w w w; θ [q] ) which is non-smooth and non-quadratic, we maximize an approximate of the smooth part of Q(w w w; θ [q] ) by its local quadratic form by using Taylor expansion around the current parameter estimate,Q(w w w; θ [q] ). For more details on the proximal Newton methods, we refer to Lee et al. (2006 ), Friedman et al. (2010 and Lee et al. (2014) . The resulting proximal functionQ(w w w; θ [q] ) is then maximized, by using a coordinate ascent algorithm, but which has a closed-form update at each step, and thus also still avoid computing matrix inversions. Hence, this new algorithm improves the running time of the EMM algorithm with MM and coordinate ascent algorithm, and performs quite well in a high-dimensional setting. The R code we publicly provide also contains this version.
To evaluate the algorithm in a situation in which we have a high number of features, we consider the Residential Building Data Set (UCI Machine Learning Repository). This data set contains 372 and 108 features with the two response variables (V-9 and V-10), which represent the sale prices and construction costs. We choose the V-9 variable (sale prices) as the response variable to be predicted. All the features are standardized to have zero-mean and unit-variance. We provide the results of our algorithm with K = 3 expert components and λ = 15, γ = 5. The estimated parameters are given in Table 9 and 10. The correlation and the mean squared error between the true value V-9 with its prediction can be found in Table 11 . These results show that the proximal Newton method performs well in this setting, in which it provides a sparse model and competitive criteria in prediction and clustering. We also provide the correlation and the mean squared error between those values after clustering the data in Table 12 . For the CPU times, we compare two methods: the coordinate ascent algorithm (CA) and the proximal Newton method (PN). We test these algorithms on different data sets. The first one is the one of 100 data sets used for the simulation study. With this data set, we run these algorithms 10 times and the number of clusters K = 2 and K = 3. The second data set is the baseball salaries. Finally, we also consider the residential building data set as a further comparison with the proximal Newton method. The computer used for this work has CPU Intel i5-6500T 2.5GHz with 16GB RAM. The obtained results are given in Table 13 . We can see that the algorithm for the residential data which has a quite high number of features, requires only few minutes and is thus has a very reasonable speed, and for moderate dimensional problems, is very fast.
An experiment for d > n: To consider the high-dimensional setting, we take the first n = 90 observations of the residential building data with all the d = 108 features. We use a mixture of three experts and provide the results by applying the proximal Newton method of the algorithm. The parameter estimation results are provided in Table 16 and Table 17 . The results in terms of correlation and the mean squared error between the true value V-9 and its prediction, are given in Table 14 and Table 15 .
From these Tables we can see that, in this high-dimensional setting, we still obtain acceptable results for the regularized MoE models and the EM algorithm using the proximal Newton method is a good tool for the parameter estimation. The running time in this experiment is about only few (∼ 8) minutes and the algorithm is quite effective in this setting.
Conclusion and future work
In this paper, we proposed a regularized MLE for the MoE model which encourages sparsity, and developed two versions of a blockwise EM algorithm to monotonically maximize this regularized objective towards at least a local maximum. The proposed regularization does not require using approximations as in standard MoE regularization. The proposed algorithms are based on univariate updates of the model parameters via and MM and coordinate ascent, which allows to tackle matrix inversion problems and obtain sparse solutions. The results in terms of parameter estimation, the estimation of the actual support of the sparsity, and clustering accuracy, obtained on simulated and three real data sets, confirm the effectiveness of our proposal at least for problems of moderate dimension. Namely, the model sparsity does not include significant bias in terms of parameter estimation nor in terms of recovering the actual clusters of the heterogeneous data. The obtained models with the proposed approach are sparse which promote its scalability to high-dimensional problems. The hybrid EM/MM algorithm is a potential approach. However, this model should be considered carefully, especially for non-smooth penalty functions. The coordinate ascent approach for maximizing the M-step, however, works quite well although, while we do not have the closed form update in this situation. A proximal Newton extension is possible to obtain closed form solutions for an approximate of the M-step as an efficient method that is promoted to deal with high-dimensional data sets. First experiments on an example of a quite high-dimensional scenario with a subset of real data containing 90 observations and 108 features provide encouraging results. A future work will consist in investigating more the high-dimensional setting, and performing additional model selection experiments as well as considering hierarchical MoE and MoE for discrete data.
and is accordingly maximized separately w.r.t. w w w, {β β β k } and {σ 2 k }. To update w w w, first we use a univariate MM algirthm to iteratively maximize the minorizing function G(w w w|w w w [q] ) for Q(w w w; θ θ θ [q] ) which satisfies Q(w w w; θ θ θ [q] ) ≥ G(w w w|w w w [q] ), ∀w w w
and Q(w w w [q] ; θ θ θ [q] ) = G(w w w [q] |w w w [q] ).
In our situation, the minorizing function is concave and has a separate structure. We thus use a onedimensional Newton Raphson algorithm to maximize it. Thus, the solution w w w [q+1] guarantees
and hence we have
Hence, the MM algorithm leads to the improvement of the value of the Q(w w w; θ θ θ [q] ) function.
For the second version of the EM algorithm which uses the coordinate ascent algorithm to update w w w, we rely on the work of Tseng (1988) and Tseng (2001) , where it is proved that, if the nonsmooth part of Q(w w w; θ θ θ [q] ) has a separate structure, the coordinate ascent algorithm is successful in finding the w w w [q+1] = arg max w w w Q(w w w; θ θ θ [q] ). At each step of the coordinate ascent algorithm, within the M-step of the EM algorithm, we iteratively update the jth component, while fixing the other parameters to their previous values: w
s being the current iteration of the coordinate ascent algorithm. The function Q(w k j ; θ θ θ [q] ) is concave, and the used iterative procedure to find w
is the Newton Raphson algorithm. Hence, the coordinate ascent leads to the improvement of the function Q(w w w; θ θ θ [q] ), that is
The updates of the experts' parameters {β β β } and {σ 2 } are performed by separate maximizations of Q(β β β , σ 2 ; θ θ θ [q] ). This function is concave and has the quadratic form. Hence, the coordinate ascent algorithm with soft-thresholding operator is successful to provide the updates
and thus we have
Equations (41), (43), (46), and (47) show that (32) holds, and hence the penalised log-likelihood in monotonically increased by the proposed algorithm. 
