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Abstract
The Holographic Wess–Zumino (HWZ) consistency condition is shown through a step by
step mapping of renormalization group flows to Hamiltonian systems, to lead to the Holo-
graphic anomaly. This condition codifies how the energy scale, when treated as the emergent
bulk direction in Holographic theories, is put on equal footing as the other directions of the
space the field theory inhabits. So, this is a defining feature of theories possessing local
Holographic bulk duals. In four dimensional Holographic conformal field theories, the a and
c anomaly coefficients are equated, and this is seen as a defining property of theories which
possess General Relativity coupled to matter as a dual. Hence, showing how the former con-
sistency condition leads to the latter relation between anomaly coefficients adds evidence to
the claim that the HWZ condition is a defining feature of theories possessing local gravity
duals.
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1 Introduction
A Holographic quantum field theory is one whose renormalization group flow can be mapped
into a dynamical system in one higher dimension. The sources of the theory are mapped into
the dynamical fields in the dual description and the energy scale or RG time is the evolution
parameter for the dual fields. In order to track the renormalization group flow of space dependent
sources, the local renormalization group need be employed. This is a perspective in which the
couplings are upgraded into background sources and the coarse graining transformations are
implemented through local Weyl rescaling of the background metric. Holographic theories are
those which turn the RG flow equations of these background sources into dynamical equations
of motion of fields in one higher dimension.
When the bulk theory is expected to be just classical general relativity coupled to matter
fields, the relevant subset of these holographic theories are in a regime characterised by possessing
a large number of degrees of freedom in which all the operators barring a finite set gain an
infinitely large anomalous dimension. The few composite operators whose scaling dimensions
are finite are those whose sources are the bulk fields and typically includes the metric. However,
in several known examples where the holographic duality is manifest, an infinite number of single
trace operators have protected scaling dimensions and therefore gain no corrections even in the
strong coupling limit.1
Restricting attention to the case where the dynamics of the bulk theory is dictated by general
relativity, to be borne out, it is necessary to ensure that diffeomorphism invariance in the bulk
emerges. This means that the RG time or energy scale in the quantum field theory when mapped
into a dimension of the bulk space is then treated on equal footing as the other directions of the
boundary space. This concretely translates into the demand that the bulk Hamiltonian system
is totally constrained as expected of one describing reparameterization and refoliation invariant
systems. The feature of general covariance is encoded in a specific Poisson bracket algebra
of these constraints. When translated back into field theoretic terms, this is the Holographic
Wess–Zumino consistency condition. In the case where the only source to consider is the metric
tensor, i.e. if for some reason the only operator that the renormalization group acts on is the
energy momentum tensor in the holographic quantum field theory, this specific Poisson algebra
of the constraints actually fixes the form of the constraint completely. If an additional scalar
operator is also included in the set of composite operators that possess finite scaling dimension-
then the Poisson algebra can fix the form of the Hamiltonian and momentum densities up to
the potential for the scalar field. Constructing these Hamiltonians will be the aim of the third
and fourth sections.
In the fifth and final section, the step of renormalization is formulated. This corresponds to
finding a chart on the space of sources, or ‘theory space’ where one can take the flow time to
infinity and also define transition maps away from said chart that are reasonably well behaved.
Given that the renormalization group flow is mapped into a Hamiltonian system, this chart
1Examples include the BPS operators in 4D N = 4 SYM which are dual to KK modes in supergravity in the
bulk supergravity theory on AdS5 × S5.
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translates into a set of local phase space co-ordinates. This is accomplished through a canonical
transformation from an arbitrary set of co-ordinates to the ones where one can take the flow
time to infinity. The regularity of this canonical transformation results from the aforementioned
regularity in the transition maps on theory space. Given that the bulk theory of interest is
gravitational and that the flow time is related to a direction in the bulk spacetime, the renor-
malization procedure in the field theory is related to that of finding asymptotic solutions to
the bulk equations of motion. This is what is known as Holographic renormalization. Also, in
this section, it is shown how the conformal algebra at infinity and consequently the asymptotic
isometry group of Asymptotically Anti-deSitter spaces as duals to UV conformal field theories
emerges, thereby making clear the relationship between the formalism presented in the first four
sections and the AdS/CFT correspondence.
One of the celebrated results of Holographic renormalization is the computation of the trace
anomaly of the holographic quantum field theory at its ultraviolet fixed point. In four dimensions,
the signature of holographic theories possessing general relativity duals is that the a and c
anomaly coefficients are equated (at large N). This is reproduced through the aforementioned
Hamiltonian methods in the fifth section.
2 Comparison to earlier work
The following work is an amalgamation of several related ideas and in order to point out what
the novelty of the results are, it will help to put it in context with earlier work.
I will start with the idea of mapping renormalization group flows to Hamiltonian systems.
This was first done by Dolan in [19] where a dictionary to map renormalised beta function and
Callan–Symanzik equations to a Hamiltonian system was presented. In the case of large N
matrix field theories, efforts to rewrite the RG flow equations as Hamilton–Jacobi equations and
to identify a Hamiltonian from the exact RG equations were made in the work of Becchi et. al.
in [14], Akhmedov in [13] and references therein. All the works dealt with the Wilsonian RG
flow of regulated yet un-renormalized quantities, but a dictionary very similar to the one laid
out by Dolan seems to still apply, and this point is elucidated upon in [22].
The same kind of mapping can be seen to result from the semiclassical limit of the quantum
RG introduced by Sung–Sik Lee in [11],[10]. This is a more general procedure that aims to map
the RG flow of large N matrix field theories into quantum field theories in one higher dimension
where a subset of the scale dependent sources play the role of dynamical fields. The author’s
addendum to this body of work was to recognise the key role the emergence of diffeomorphism
invariance in the dual bulk theory plays in defining Holographic theories [18] (more on this in
what is to follow).
The formulation of holographic renormalization in the language of canonical transformations
first appeared in [21]. This method is dubbed the Hamiltonian approach to holographic RG. The
systematic algorithm to solve the Hamilton-Jacobi equation based on the dilatation operator was
put forward in [23], and to see a review of both these results, see [22]. The results of standard
Holographic RG as formulated in [8] for example are reproduced including the computation of
the Holographic anomaly (as was first done in [25]). All this features in section 5.
The novelty of the results presented in this article is to start with deducing the off shell bulk
theory of general relativity coupled to matter by combine the insights of mapping RG flows of
large N theories to Hamiltonian systems and also that the emergence of general covariance as
encoded in the so called Holographic Wess–Zumino consistency conditions is a defining feature
of holographic dualities. This approach sidesteps the path integral construction in the quantum
RG as it applies mainly to the large N limit. Then, the Hamiltonian approach to holographic
RG can be applied in order to study the theory at UV fixed point leading to identical results of
conventional Holographic renormalization in the AdS/CFT context.
3
3 Mapping RG flows to Hamiltonian Systems
The renormalization group flow equations are a statement of the independence of physical
observables in quantum field theories under change of scale. As is customary, observables
such as correlation functions are computed through the intermediary of the partition function
Z[Jα(x), gµν (x)] where the coupling constants are upgraded into space dependent sources J
α(x)
including that of the composite operators like the energy momentum tensor which couples to
gµν(x). Correlations functions are computed through taking functional derivatives of this parti-
tion function with respect to the appropriate sources. For now, these sources and operators are
un-renormalized, although it is assumed that the partition function is appropriately regulated.
The following results can be arrived at through the semiclassical limit of a procedure that con-
structs a path integral for the quantum theory in the bulk known as the quantum renormalization
group [11], [10].
3.1 The Phase Space
For renormalization group flows to be related to some Hamiltonian system, an identification of
the phase space variables need be made. One obvious candidate is the source J(x), and the
conjugate is the one point function in this source’s presence:
〈Oα(x)〉J = δlnZ
δJα(x)
. (1)
And so the symplectic form on this phase space reads
Ω =
ˆ
dDx
√
gδ〈Oα(x)〉 ∧ δJα(x). (2)
Then, it isn’t hard to see that the generating functional W [Jα(x), gµν(x)] = lnZ[J
α(x), gµν(x)]
plays the role of Hamilton’s principal function, or the on shell action. Hence, the symplectic
form evaluated on shell vanishes:
Ω|〈O〉= δW
δJ
= 0.
For notational convenience, henceforth I introduce the notation, Pα(x) ≡ 〈Oα(x)〉. In all that
follows, the index α runs over all operators and sources, so it is a multi index set as it encomapsses
sources and operators potentially with different numbers of spacetime indices. In the case of the
renormalised theory, these identifications were first made by Dolan in [19]. This identification
for the regularised theory was also made in [22].
More shall be said about this in a later section where the Hamilton–Jacobi theory is described
in detail. Now I wish to identify the Hamiltonian which generates evolution in scale.
3.2 The Hamiltonian
In order to deduce which function on the previously identified phase space drives the RG flow,
one can exploit the fact that the generating functional plays the role of Hamilton’s principal
functional. This is analogous to the treatment of this matter in [22]. Then the Hamilton–Jacobi
equation reads:
H[J, P ] =
∂W [J ]
∂τ
. (3)
Recalling that Hamilton’s principal function is nothing but the on shell action, a Lagrangian
too can be identified as
L[J, P ] =
dW [J ]
dτ
=
ˆ
dDx
√
g
(
PαJ˙
α −H[J, P ]
)
. (4)
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Hamilton’s equations then read:
βα(J) ≡ J˙α(x) = δH
δPα
P˙α ≡ ∂〈Oα〉
∂τ
= − δH
δJα
When dealing with an unrenormalized generating functional, which shall be the object of con-
siderations in section 4, we note that its scale dependence is carried solely by the sources it
depends on. This implies that there is no explicit dependence on the flow time in the generating
functional, and conseqently
H[P, J ] =
∂W [J ]
∂τ
= 0.
In other words, the Hamiltonian is totally constrained. Given the beta functions, integrating
the first Hamilton’s equation yields a more explicit form:
H[P, J ] =
ˆ
dDx
√
gσ(τ) (βα(J)Pα + U(J)) = 0. (5)
The function σ(τ) inserted into this expression is the lagrange multiplier enforcing the Hamil-
tonain constraint. The invariance this constraint generates is an RG version of re-parameterization
invariance. This is invariance under the re-labelling τ → f(τ), and the role of σ(τ) is to ensure
that the analogue of ‘proper time’
´
σ(τ)dτ remains invariant under such changes. The function
U(J) is related to the beta function encoding the renormalization of the identity operator. In
order to see this, note the explicit version of the second Hamilton’s equation:
− ∂Pα
∂τ
=
∂βκ(J)
∂Jα
Pκ +
∂U
∂Jα
. (6)
Recalling that Pα = 〈Oα〉, we see that this equation is the Callan–Symanzik equation describing
the scale evolution of the one point function in the presence of sources Jα. The derivative of
the beta function near a fixed point defines the matrix of anomalous dimensions and in analogy,
the second term too can be seen as encoding the renormalization of the coupling of the identity
operator with U(J) playing the role of the beta function.
When dealing with the generating functional of a renormalized theory, the condition of
relevance is that it doesn’t depend on the scale at all:
d
dτ
W ren[J ] = 0.
This implies the vanishing of the Lagrangian:
L = 0 =
(ˆ
dDx
√
gβα(J)P renα
)
− ∂
∂τ
W ren[J ]. (7)
The explicit dependence of the generating functional on the RG scale is carried by the anomaly:
∂
∂τ
W ren[J ] = A[J ]. (8)
The symbol A[J ] denotes the integrated anomaly: A = ´ dDx√gA(J), where A(J) is a local
functional of the sources and their spatial derivatives. This then defines a true Hamiltonian:
Hren[P
ren, J ] =
ˆ
dDx
√
gσ(τ)βα(J)P renα = −Aσ[J ]. (9)
The object on the right hand side of the second equality is defined as the integrated anomaly
smeared against σ, i.e. Aσ[J ] =
´
dDxσA(J).
The step of renormalization involves going from the phase space with canonical variables
(Jα(x), Pα) and Hamiltonian H[P, J ] to a phase space with variables (J
α, P renα ) and Hamiltonian
Hren[P
ren, J ] and is accomplished via a canonical transformation as noticed in [21].
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3.3 Local Renormalization Group
The most general notion of coarse graining available in real space which remains meaningful
even on arbitrary backgrounds is the one given by local Weyl transformations of the background
metric and of the other sources. The renromalization group flow can be seen as the response of
the generating functional under such a change. This perspective is known as the local renormal-
ization group. It is a continuum generalisation of Kadanoff’s idea of block spin transformations.
This approach was pioneered by Osborn in [16].
This generalization can be summarised by allowing the function σ now to also depend on
space. First, note that under general scale transformations, the set of sources
{
J αˆ
}
that includes
the sources for the energy momentum tensor and the identity operator are transformed in a
manner involving beta functions: J αˆ(x)→ ∆σJ αˆ = −σ(x, τ)βαˆ(J(x, τ)). This response is such
that the generating functional invariant:
∆σW [J ] =
ˆ
dDx
√
gσ(x, τ)βαˆ(J)
δW [J ]
δJ αˆ
= 0. (10)
Note that here too the generating functional remains unrenormalized. Given that the identity
operator too is included now in the set of sources, and that the function U(J) encodes the flow
of the coupling of the identity operator, the Hamiltonian now reads
H(σ;P, J ] =
ˆ
dDx
√
gσ(x, τ)βαˆ(J)Pαˆ(x) = 0. (11)
The fact that this is a constraint, meaning it vanishes, reflects the condition (10). 2 This
will be important in the later sections. For notational ease, I will drop the dependence of the
Hamiltonian on the phase space variables and write it as H(σ) henceforth. Notice that the
above expression implies that the metric too has a beta function term, i.e.
∆σgµν = −σ(x)βµν(g),
which seems somewhat odd from the conventional framing of the local RG. This is an artefact of
the fact that this equation deals with the unrenormalized generating functional. When dealing
with a renormalized theory in the vicinity of the fixed point, this equation reads
∆σW
ren[J ] =
ˆ
dDx
√
gσ(x, τ)
(
−gµν δ
δgµν
+ βαˆ
′
(J)
δ
δJ αˆ′
)
W ren[g, J ] = Aσ[g, J ]. (12)
The primed index set excludes the metric. This is the form of the local renormalization group
equation most often encountered in the literature. Notice that here, the metric beta function if
expanded in derivatives to orders two or higher, i.e. anything beyond βµν ∝ gµν doesn’t feature.
Given this setup, I will proceed to apply it to field theories possessing gravity duals in the bulk.
3.4 Large N Matrix Field Theories
Consider a theory with N degrees of freedom (where N could for example be the rank of the
gauge group) organised as matrix fields. Also, let us pay heed to the case where N is taken
to infinity. The advantages this situation has to offer is that there is an effective factorisation
of one point functions of a certain class of singlet composite operators known as ‘multi trace’
2To see why this is just the same as the unrenormalized Hamiltonian (5), one need only separate the identity
sectors’ contribution to the above expression:
H(σ;P, J ] =
ˆ
dDx
√
gσ(x, τ )
(
β
αˆ′(J)Pαˆ′(x)− U(J)
)
,
where the primed indices don’t include the identity operator.
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operators into a class of operators known as ‘single trace’ operators. Beyond the large N limit
there is but suppression of these multi trace operators by powers of 1/N .
To illustrate this, I will consider the one point function of such a generic multi trace operator
at large N . This factories as
〈Oα˜〉|N→∞ =
∑
(αˆ)
(µ),(ν),(ρ),···
F
(
j
){(αˆi),(αˆj ),(αˆk),··· }
(µ),(ν),(ρ),··· ,
∇(µ)〈Oαˆi1 αˆi2 ···〉∇
(ν)〈Oαˆj1 αˆj2 ···〉∇
(ρ)〈Oαˆk1 αˆk2 ···〉 · · ·
(13)
{Oα˜} denotes the set of all composite singlet operators, single and multi-trace except the identity.
The multi index notation works as follows: The symbol ∇(µ) is short hand for ∇µ1∇µ2∇µ3 · · · .
The sets
{
O(αˆ)
}
refers to the single trace operators, and the multi indices in parantheses (αˆi)
idenote the sets {αˆi1αˆi2 · · · , αˆj1αˆj2 · · · , αˆk1αˆik2 · · · , · · · }.
This factorisation property implies something very interesting when the RG Hamiltonian is
considered. The phase space variables in the large N limit will go from the set of sources of all
singlet operators and the expectation values of such operators down to the sources and expec-
tation values of single trace operators only. The cost of this reduction is that the Hamiltonian
no longer takes a simple form. To see this, consider the RG Hamiltonian for such theories in the
large N limit:
H(σ)|N→∞ =
ˆ
dDx
√
gσ(x)
(
βα˜(J)Pα˜ − U(J)
) |N→∞
=
ˆ
dDx
√
gσ(x)
(
F(p(αˆ), j(αˆ))− U(j)
)
. (14)
The identity operator’s contribution has been separated and thus the multi indices do not include
it. The canonical variables now defined by the sources and expectation values of the single trace
operators only are denoted (p(αˆ), j
(αˆ)).
The function F(p(αˆ), j(αˆ)) results from the expansion of the expectation values of the general,
multi trace operators into single trace operators:
Pα˜|N→∞ =
∑
(αˆ)
(µ),(ν),(ρ),···
F
(
j
){(αˆi),(αˆj),(αˆk),··· }
(µ),(ν),(ρ),···
∇(µ)pαˆi1 αˆi2 ···∇
(ν)pαˆj1 αˆj2 ···∇
(ρ)pαˆk1 αˆk2 ··· · · · (15)
The various momentum independent functions F (j)
{(αˆi),(αˆj ),(αˆk),··· }
(µ),(ν),(ρ),··· , can be thought of as the
beta functions for various higher trace operators. Similarly the potential U(j) depends on just
the single trace sources j(αˆ)(x) and its derivatives.
Thus, the Hamiltonian in the large N limit effectively describes the projected RG flow down
to the subspace of single trace operators. However, the dynamics it generates is much more non
trivial than for generic RG flows in that it is no longer linear in the momentum. This means
that if one can find conditions under which this Hamiltonian is restricted to be quadratic in the
momenta say, then the RG flow can be seen as describing the dynamical evolution of a system
with second order equations of motion in configuration space. The system it describes also seems
to inhabit one higher dimension than the quantum field theory whose RG flow is being studied.
These are all the features one expects to find for holographic RG flows of quantum field theories
possessing bulk duals. Naturally, the scale dependence of the sources plays the role of the extra
‘radial’ direction as one would expect.
Such an identification of a Hamiltonian for renormalization group flows of matrix field the-
ories was also made in [14], [13].
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4 Holographic RG flows
Large N matrix field theories whose RG flow can be mapped into a dynamical Hamiltonian
which is quadratic in momenta through the aforementioned procedure will be of primary interest.
This is the case for holographic theories in regimes where the bulk dynamics is that of general
relativity coupled to matter. In addition to possessing quadratic Hamiltonians, such theories
are also assumed to be those for which one is allowed to truncate the infinite set of single trace
operators to a set containing only a finite number of them. The mechanism behind such a
truncation is a gap in the spectrum of anomalous dimensions which scales with N in such a
way that in the large N limit the only operators with finite scaling dimensions are those in
the finite set mentioned above. I will show for a simple setting that the quadratic nature of
the Hamiltonian follows form an additional consistency condition for the local renormalization
group, which I call the Holographic Wess–Zumino consistency conditions.
4.1 Pure gravity in the bulk
For simplicity, I will take this set to contain just one operator, which is the single trace energy
momentum tensor of the matrix field theory Tµν(x, τ). The dual theory, living in one higher
dimension shall be one of a dynamical metric gµν(x, τ) (with conjugate momentum pi
µν(x, τ) ≡
〈T µν(x, τ)〉g). The phase space for the bulk theory is thus the one spanned by the variables
(gµν , pi
µν) and tentatively, the Hamiltonian must take the form
H(σ) =
ˆ
dDx
√
gσ(x, τ) (F(pi, g) + U(g)) .
There is more than just the RG Hamiltonian, which one can think of as the anomalous
Ward identity corresponding to violated Weyl invariance, in the case of this theory. The dif-
feomorphism Ward Identity too must be translated into a constraint which is added to the
total Hamiltonian. The fact that constraints in the bulk are related to the Ward identities
of the quantum field theory was noticed by Corley in [17]. The connection between the local
renormalization group and the holographic renormalization group was also discussed in [15].
The diffeomorphism Ward identity is expressed as the covariant conservation of the expectation
value of the Energy momentum tensor, which on this phase space reads
∇µ〈T µν〉g = ∇µpiµν = 0,
and so this can be written as a vector constraint
Hµ(ξ
µ) = −2
ˆ
dDx
√
gξµ∇νpiνµ. (16)
Through its Poisson algebra it does represent the algebra of diffeomorphisms as one would
expect:
{Hµ(ξµ),Hν(ζν)} = Hµ([ξ, ζ]µ). (17)
The demand that the scalar Hamiltonian constraint respect this invariance is ensured thought
the fact that the Hamiltonian density is a tensor density of weight one. For any such density,
the Poisson brackets with the above vector constrained are fixed, and in particular, we have
{H(σ),Hµ(ξµ)} = H(ξµ∂µσ). (18)
In order to further fix the form of the functions F(pi, g) and U(g), which would then fix the
form of the Hamiltonian, we need consider the Poisson bracket between two scalar constraints.
Here is where positing that diffeomorphism invariance currently manifest on the constant radius
hypersurfaces need be upgraded into diffeomorphism invariance in the full D + 1 dimensional
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bulk. This translates into a very specific manner in which the Poisson brackets between two
scalar constraints needs to close:
{
H(σ),H(σ′)
}
= Hµ(g
µν(σ∂νσ
′ − σ′∂νσ)). (19)
These Poisson bracket relations reflect the Lie bracket structure of spacetime vector fields that
are decomposed tangentially and orthogonally to the hypersurface. These components describe
the normal and tangential deformations of hypersurfaces embedded in spacetime as is discussed
in detail in [7].
The Poisson bracket relation (19) which translated back into field theory terms becomes a
particular manner in which the Wess–Zumino consistency conditions of the local renormalization
group need be satisfied:
0 = [∆σ,∆σ′ ]lnZ[g]|N→∞ =
ˆ
dDxgµν(σ∂νσ
′ − σ′∂νσ)∇σ δlnZ[g]
δgµσ
. (20)
This is what I call the Holographic Wess–Zumino consistency condition. This was first posited
in [18]. These considtions are the field theoretic codification of bulk diffeomorphism invariance.
These Poisson bracket relations restrict the functional forms of F(pi, g) and U(g). There are two
cases of interest:
4.1.1 General Relativity
When the number of dimensions D ≤ 4, there is in fact a unique function on phase space up
to canoncial transformations (see next subsection) that realizes this Poisson bracket relation,
which is of the form:
H(σ) =
ˆ
dDxσ(x)
(
1√
g
(
piµνpi
µν − 1
D − 1trpi
2
)
−√g(R − 2Λ)
)
. (21)
This is nothing but the scalar Hamiltonian constraint of general relativity first written down
in [1]. Thus the demand for emergent diffeomorphism invariance fixes the off shell dynamics
of the bulk theory to be that which GR describes. The theorem that ensures this is that of
Hojman, Kuchar and Teitelboim in [9]. For notational convenience it is worth noting that the
term quadratic in the momenta can be written more compactly by introducing the de- Witt
supermetric:
Gµνρσ ≡ gµρgνσ + gµσgνρ − 1
D − 1gµνgρσ ,
and so
piµνpiµν − 1
D − 1trpi
2 = Gµνρσpi
µνpiρσ.
Without going into details of the proof that this is the unique function that satisfies the constraint
algebra, the idea is as follows: the Poisson brackets maintain the number of derivatives while
decreasing the total power of the momenta by one. Also, the only non vanishing terms are those
where derivatives hit the smearing functions so terms ultralocal in the metric and the momenta
commute. To see how these facts might aid with proving this result, consider the bracket:
{
H(σ),H(σ′)
}
=
{ˆ
x
σ(x)(F(g, pi) + U(g)),
ˆ
y
σ′(y)(F(g, pi) + U(g))
}
=
ˆ
dDx
ˆ
dDy
({
σ(x)F(g(x), pi(x)), σ′(y)F(g(y), pi(y))}+
{
σ(x)F(g(x), pi(x)), σ′(y)U(g(y))} − (σ ↔ σ′)
)
.
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If the function F(g, pi) contains n momenta, then the first terms yields a term with 2n − 1
momenta and the second yeilds a term with n− 1 momenta. The right hand side reads
ˆ
dDx
√
ggµν(σ∂νσ
′ − σ′∂νσ)∇κpiκµ.
It contains two derivatives and one power of the momentum. The most minimal prescription for
this to be satisfied would be that the n = 1 and F(g, pi) contains one derivative, except there
is no way to form a scalar from just these variables. The other alternative is that there are no
gradients in the function and it is thus ultralocal. Then, looking at the second line involving the
bracket between F and U , one sees that this must be a quadratic ultralocal function at most.
Then, working through the bracket and comparing it to Hµ(g
µν(σ∂νσ
′−σ′∂νσ)) whose form
is known, one finds that
F(g, pi) = 1√
g
(
piµνpi
µν − 1
D − 1trpi
2
)
, (22)
and
U(g) = −√g(R − 2Λ). (23)
Note that the reltative sign between the ‘kinetic’ term F(g, pi) and the ‘potential’ √g(R − 2Λ)
originating from the sign on the right hand side of (19) reflects the spacelike nature of the radial
direction.
4.1.2 Lovelock type higher derivative theories
In dimensions 4 and higher, in all generality, theories of a dynamical metric posessing second
order equations of motion in configuration space and respecting diffeomorphism invariance are
of the Lovelock type 3. This means that in the bulk, in addition to the Einstein Hilbert term,
there are very specific higher curvature terms of the following form:
S =
ˆ
dD+1x
√
γ(Λ + (D+1)R(γ) +
D+1
2∑
k=1
Sk) (24)
where
Sk = − 1
2k!
ˆ
dD+1x
√
γδa1···a2kb1···b2k
(D+1)Rb1b2a1a2 · · · (D+1)R
b2k−1b2k
b2k−1b2k
The indices a, b, · · · run from 0 toD+1 and bulk spacetime metric is denoted γab. The superscript
(D+1) indicates that the curvature tensors are of the bulk spacetime.
Each term in the sum is an Euler characteristic in dimensions lower than D + 1. The
Hamiltonian analysis of these theories is of interest here. In order to see the difficulties this
presents, it is worth limiting our attention to the D = 4 case, which will also be of relevance
to the next section. In 5 bulk dimensions the higher curvature contribution to the action is the
Gauss-Bonnet invariant:
S =
ˆ
dD+1x
√
γ
(
Λ+ (D+1)R+ α
(
(D+1)R2 − 4 (D+1)Rab (D+1)Rab + (D+1)Rabcd (D+1)Rabcd
))
.
Now, in order to study the Hamiltonian formulation, it is necesary to perform a (D+1) split of
the above action and then perform the Legendre transform.
The spacetime metric is related to the metric on a r = const hypersurface with normal na
through the relation γab = nanb − gab and the D dimensional diffeomorphism covariant version
of the ‘velocity’ field for the hypersruface metric is given by the extrinsic curvature tensor:
3In this section, I follow the treatement of [4] and [3]
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Kab = ∇(anb) its components lie entirely tangential to the hypersruface and it can alternatively
be written as Kµν = Lngµν , i.e. the Lie derivative of the metric on the hypersurface with respect
to the normal. The key identity is the one relating the hypersurface tangential components of
the bulk curvature tensor to the intrinsic and extrinsic curvature tensors on the hypersurface
(D+1)Rµνρσ = Rµνρσ +KµσKνρ −KµρKνσ (25)
In terms of (Kµν , gµν), the above action is written as
S =
ˆ
dD+1x
√
γ
(
Λ+R+K2−KµνKµν+α
(
(R+K2−KµνKµν)2−4(Rµν+KKµν−KµκKκν )2
+(Rµνρσ+KµσKνρ−KµρKνσ)2−4
3
K4+8K2KµνK
µν−32
3
KKµσK
ρ
µK
σ
ρ−4(KαβKαβ)2+8KµνKνσKσρKρµ
)
,
it is easy to see that in the α→ 0 limit, one recovers the action of General relativity involving only
the Ricci scalar and the cosmological constant. Now, in order to performa Legendre transform,
one first identifies the Momentum conjugate to the metric on the hypersurface defined by
piµν =
∂L
∂Kµν
,
where the Lagrangian is identified as the integrand of the action: S =
´
dD+1xL(g,K). This
momentum can be readily computed explicitly:
piµν = Kµν −Kgµν − 2α
(
gµν(RK − 2RµνKµν)−RKµν − 2RµνK + 4Rγ(µKν)γ+
+2RµνρσK
µρ +
1
3
gµν(−K3 + 3KKαβKαβ + 2KδγKηδKγη ) +K2Kµν−
2KKγµKγν −KµνKαβKαβ + 2KσµKρσKρν
)
, (26)
and the Hamiltonian density is then defined as
H(gµν , pi
µν) = piµνKµν − L(Kµν , gµν),
and it is understood that the relationship between the momentum and the extrinsic curvature
need be inverted in order to determine this function. There is however an obstacle to doing
so, which is readily seen by noticing that the right hand side of (26) is cubic in the extrinsic
curvature tensors. This implies that if somehow this equation can be solved for piµν , there could
be one or three distinct values of Kµν corresponding to a given value of piµν . This leads to a
so called ‘branched’ or multi-valued Hamiltonian which could also possess cusps. This problem
was noted in [2] and [3] originally.
It is however possible to invert the relationship between the momentum and extrinsic curva-
ture if the higher order terms are treated perturbatively with α playing the role of the necessary
small parameter. Then a Hamiltonian can be found to O(α2). Analysis along these lines was
performed in [4] with the goal of computing counterterms in an asymptotically AdS space.
Consequently the constraint algebra is also satisfied up to corrections of some order in α for
such a Hamiltonian and not exactly. Thus such an RG Hamiltonian doesn’t strictly satisfy the
consistency conditions.
A more robust method to deal with this issue is to treat the Gauss–Bonnet theory as one
would a more general higher derivative theory. This involves treating the configuration variable,
i.e. the metric and it’s velocity, here the extrinsic curvature as independent configuration like
variables and finding momenta for both these variables. Then for theories such as Gauss–Bonnet
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gravity that ought to possess the same number of degrees of freedom as general relativity,
there are additional constraints on this enlarged phase space that eliminte the right number of
auxiliary degrees of freedom for this to be accomplished. A resolution of the branched nature of
the Hamiltonian along these lines but in addition to also adding other non Gauss–Bonnet type
higher derivative terms, was described in [5] in the minisuperspace context.
In fact the introduction of new degrees of freedom allows one to treat a variety of higher
derivative theories of gravity in the Hamiltonian formalism, and there too if the corrections
beyond general relativity are treated perturbatively, one may obtain an approximate ‘pseudo
Hamiltonian’ on the phase space of general relativity. This procedure is described in detail in
[6]. There too however, it was noted that such a Hamiltonian is not the true Hamiltonian of
the system as it generates different evolution from the full Hamiltonian living on the extended
phase space.
4.1.3 Summary
Starting with noticing that the Poisson bracket relations:
{Hµ(ξµ),Hν(ζν)} = Hµ([ξ, ζ]µ),
{H(σ),Hµ(ξµ)} = H(ξµ∂µσ),{
H(σ),H(σ′)
}
= Hµ(g
µν(σ∂νσ
′ − σ′∂νσ)),
represent the manifestation of spacetime diffeomorphism invariance on the phase space with
canonical co-ordiantes (gµν , pi
µν). ForD ≤ 3, the unique set of phase space fucntionsH(σ),Hµ(ξµ)
that satisfy this algebra are those of general relativity given by
H(σ) =
ˆ
dDxσ(x)
(
1√
g
(
piµνpi
µν − 1
D − 1trpi
2
)
−√g(R− 2Λ)
)
,
Hµ(ξ
µ) = −2
ˆ
dDx
√
gξµ∇νpiνµ,
which are the constraint of general relativity in the ADM formalism. In higher dimensions
however, the most general diffeomorphism invariant theories posessing second order equations
of motion in the Lagrangian formulation are the Lovelock type theories with action given by
(24). However, on the phase space co-ordinatised by (gµν , pi
µν), the dynamics generated by the
Hamiltonian obtained from the Legendre transform of the Lagrangian in (24) is problematic.
Specifically, this Hamiltonian is a branched or multivalued fucntion of the momenta with cusps.
The dynamics generated by such Hamiltonians is generically pathological as the flow generated
by such a Hamiltonian could jump from one branch to the other in the course of the evolution
it generates. Potential resolutions of this difficulty necessarily invovles enlarging phase space
through the inclusion of new fields. This is despite the fact that the number of degrees of freedom
these theories propagate is the same as those that general relativity does.
In conclusion, the single valued functions that are unique up to canonical trnasforrmations
(see following subsection) on the phase space co-ordinatised by (gµν , pi
µν) that realise the con-
straint algebra (17), (18), (19) are the constraints of general relativity (21), (16) in any number
of dimensions.
The single valuedness of the Hamiltonian translates into the same for the RG flow it generator
for the boundary theory, and this will be the case I restrict attention to in this article. It would
be interesting to udnerstand what such a branched RG flow implies in a more general setting,
which might be an interesting problem for future work to address.
4.2 Terms linear in the momenta
One might ask wether a single trace beta beta function term which would appear as a term
linear in momentum in the RG Hamiltonian is allowed by the consistency conditions. The
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answer is in the affirmative, if and only if the single trace beta function satisfies a certain
gradient condition. This condition is exactly that which would allow such a term to be removed
through a canonical transformation which would also redefine the potential. Suppose we started
with the Hamiltonian
H(σ) =
ˆ
dDxσ(x)
(
1√
g
(
piµνpi
µν − 1
D − 1trpi
2
)
+ βµν(g)pi
µν + U(g)
)
,
then it so happens that the consistency conditions demand that
βµν(g) =
1√
g
Gµνρσ
δC[g]
δgρσ
, (27)
such that performing the canonical transformation
piµν → piµν − δC[g]
δgµν
, (28)
would remove the linear term and modify the potential as
U(g)→ U(g) −Gµνρσβµνβρσ,
where the beta function satisfy (27). Of course, the consistency conditions also dictate the final
form of the potential so that
U(g)−Gµνρσβµνβρσ = √g(R − 2Λ). (29)
To summarise, provided some C[g], the consistency conditions allow for a Hamiltonian of the
form
H(σ) =
ˆ
dDxσ(x)
(
1√
g
(
piµνpi
µν − 1
D − 1trpi
2
)
+ βµν(g)pi
µν −√g(R− 2Λ)−Gµνρσβµνβρσ
)
,
(30)
where the beta function for the metric satisfies (27). The fact that the terms linear in the
momenta can be absorbed by a canonical transformation accompanied by a redefinition of the
momenta was first noticed in the Lagrangian theory by Kuchar in [26].
4.3 Adding scalar matter
If this truncation of single trace operators also includes a scalar single trace operator O(x, τ)
with source j(x, τ) conjugate to the expectation value 〈O(x, τ)〉j,g ≡ P (x, τ). The presence of
such an operator does modify the diffeomorphism and anomalous Weyl Ward identities, and
hence the constraints on the dual phase space. The former now reads
∇ν〈T µν〉g,j + 〈O〉g,j∇µj = 0
=> Hµ(ξ
µ) =
ˆ
dDx
√
gξµ(−∇νpiνµ + P∂µj) = Hgµ(ξµ) +Hjµ(ξµ) = 0. (31)
The Poisson algebra of the above constraint remains unaltered.
Then the fixing of the scalar Hamiltonian constraint requires a similar analysis of the previous
section. Again, being agnostic to the form of the constraint and letting the algebra dictate what
it shall eventually be. This leads to
Hj(σ) =
ˆ
dDxσ(x)
(
G(j)P 2 +
1
G(j)
∂µj∂
µj + V (j)
)
. (32)
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The analysis is fairly straightforward and a further simplification arises from the Poisson com-
mutativity of the scalar and gravitational sectors. If we had many scalar operators, the above
expression is modified into
Hj(σ) =
ˆ
dDxσ(x)
(
GAB(j)P
APB +GAB(j)∂µjA∂
µjB + V (j)
)
. (33)
The total scalar constraint thus reads HT (σ) = H(σ) + H
j(σ), similarly for the momentum
constraint HT,µ(ξ
µ) = Hµ(ξ
µ) + Hjµ(ξµ). These satisfy the same constraint algebra as their
constituents, as follows from the linearity of the Poisson brackets. Now if a linear in momentum
term is added to the scalar Hamiltonian, i.e. if it is modified into
Hj(σ) =
ˆ
dDxσ(x)
(
GAB(j)P
APB + PAβA(j) +G
AB(j)∂µjA∂
µjB + V
′(j)
)
,
then the consistency conditions will demand here too that the beta function term is forced to
be of the form
βA(j) = GAB
δC[g, j]
δjB
. (34)
The reason for using the same notation for this canonical transformation too is that it will also
contribute towards the metric beta function given it’s metric dependence. At the very least, if
this is the integral of a purely scalar function of the sources jA and contains no derivatives, the
integrand still will contain a factor of
√
g and hence will not be ignored by the metric sector of
the phase space. Thus the appropriate canonical transformation to consider is the one defined
on the total phase space as
(
piµν
PA
)
→
(
piµν − δC/δgµν
PA − δC/δjA
)
, (35)
) and the effect of this on the total Hamiltonian constraint should be seen as requiring the
redefinition of the potential
U(g) + V ′(j)→ U(g) + V ′(j)−Gµνρσβµνβρσ −GABβAβB ,
This should be the same as the original potential for the scalar field and gravity:
U(g) + V ′(j) −Gµνρσβµνβρσ −GABβAβB = √g(R − 2Λ) + V (j). (36)
Now to study the vicinity of a fixed point of such holographic theories.
5 Holographic Renormalization
The previous sections dealt with aspects of the renormalization group flow which in principle
will hold even if the theory under consideration is an effective field theory with a finite UV
cutoff. This means that any solution to the flow equations cannot be extended to infinite flow
time. The step of renormalization is to find a set of flows emanating from an ultraviolet fixed
point so that the flow time can be taken to infinity. Corresponding to that there is a chart on
the theory space with well defined transition maps corresponding to the renormalized sources.
This perspective is emphasised in [24].
In order to define renormalized correlation functions and other such observables, one need
only renormalize the generating functional. In the Hamiltonian system the flow gets mapped
to, this corresponds to finding the on shell action defined with boundary conditions at large
flow times. The on shell action is the same as Hamilton’s principal functional so in order to
study renormalization of the boundary theory, we need solve the Hamilton–Jacobi equation with
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large (radial) time asymptotics. This procedure is known as holographic renormalization (see for
instance [8]). The approach followed henceforth is that of Skenderis, Papadimitriou et. al. (see
for instance [21], [22], [23] and references therein) and is known as the Hamiltonian approach to
holographic renormalization.
Going back to the renormalized RG Hamiltonian (9), we notice that it is not a constraint,
and its value is given by the integrated anomaly. Since the theory is renormalized and the cutoff
is taken to infinity, the only terms appearing in this expression are those that remain finite in
the UV limit. Restricting to the case where there are no marginal or relevant deformations,
the only remaining source is the metric and the Hamiltonian itself is given by the trace of the
renormalized energy momentum tensor: Hren = 〈T µµ 〉|τ→∞. The aim is to compute this in two
and four dimensions from the more general unrenormalized RG Hamiltonian.
From the bulk perspective, this implies fixing a specific set of asymtptoic boundary condi-
tions. As is wel known, specifying the asymptotic boundary conditions also fixes the sign of
the cosmological constant. Thus a parameter in the unrenormalized RG Hamiltonian is fixed
though the demand that the flow remain meaninfgul at large values of τ . In the coming section
I will argue why the negative sign for the cosmological constant is the natural choice to turn the
unrenormalized RG Hamiltonian into the renormalized one.
5.1 The sign of the Cosmological constant
One can ask which canonical transformation removes the cosmological constant in favour of a
term linear in the momenta. To determine the generating function for this we look at
2Λ−Gµνρσ δC
δgµν
δC
δgρσ
= 0.
If the cosmological constant is negative, the constant term in the potential can be rewritten in
terms of the cosmological radius l: 2Λ = −(D(D−1))
l2
. Then the above expression reads
−D(D − 1)
l2
= Gµνρσ
δC
δgµν
δC
δgρσ
Which is satisfied if
C[g] = D − 1
l
ˆ
dDx
√
g. (37)
In this case, the Hamiltonian constraint can be written as an equation for trpi:
2
l
trpi =
1√
g
(
piµνpi
µν − 1
D − 1trpi
2
)
−√gR. (38)
Thus the Hamiltonian constraint can be turned into an equation for the trace of the conjugate
momentum through a real canonical transformation in the case where the cosmological constant
is negative. Given that the aim is the renormalized RG Hamiltonian at infinity whose left
hand side is given by the trace of the enrgy momentum tensor, we see that such a canonical
transformation is a step in the right direction. In order to fully appreciate this, one needs to
study the Hamilton–Jacobi equations which shall be done in subsection 5.4 onwards. More
evidence for this intuition can be gained by studying the dilatation operator at large times as
well. This is the subject of the next subsection.
5.2 The Dilatation Operator
I will present another reason why it is desirable to choose a negative cosmological constant if we
want to tether the dynamics generated by the unrenormalized RG Hamiltonian to that of the
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renormalized one. Recalling that at the UV fixed point, the renormalized Hamiltonian is just
the trace of the renormalized energy momentum tensor, as τ →∞ we have
∂τ (·) ∼ {Hren, ·} ∝
ˆ
dDx
(
2gµν
δ(·)
δgµν
) ∣∣∣∣
τ→∞
. (39)
for later convenience I will denote δg(·) ≡ 2gµν δ(·)δgµν . So we see that the action of the Hamiltonian
and that of the dilatation operator at infinity are thus identified in a simple manner. This means
that the renormalized Hamiltonian has a simple expression in terms of the asymptotic value of
the metric tensor. The significance of the above expression (39) is that it equates isolating the
depedence of the metric and functions of it on τ to the problem of studying eigenfunctions of
the dilataion operator. This is what the Hamiltonian approach to Holographic renormalization
is based on. This identification corresponds to an asymptotic fixing of the Lagrange multipliers
to (σ, ξµ) = (1, 0).
Isolating the dependence of the metric itself in the large τ limit is easy to work out:
g˙µν
τ→∞∼ δggµν = 2gµν , (40)
and so gµν |τ→∞ = e2τg(0)µν . For future convenience it will help to rescale the exponent so that
gµν = e
2τ
l g(0)µν
This type of behaviour hints at asymptotic boundary conditions of the Anti-de Sitter type
(assuming the radial direction is Euclidean). Additionally I will demonstrate more explicitly how
the conformal algebra emerges at the fixed point which is nothing but the Lie bracket algebra
of the Killing vectors that generate the asymptotic isometry group of Anti de Sitter space.
5.3 The Conformal Algebra
In the previous section, we see that when considering the U.V. fixed point of the theory the
background metric takes the form gµν = e
2τ
l g(0)µν where τ →∞. In this section, we will utilise
this and focus on the case where g(0)µν = ηµν , i.e. when the metric is conformally flat. Also, if
we choose the the diffeomorphism transformations to be generated by
ξµ = aµ + ωµνx
ν + λxµ + 2(b · x)xµ − x2bµ, (41)
and the Weyl factor given by ∂·ξ
D
,
σ(x) =
∂ · ξ
D
= λ+ 2b · x. (42)
It then follows that the local RG transformations and diffeomorphisms generated by
H(λ) +Hµ(λx
µ) = D(λ), H(2b · x) +H(2b · xxµ − x2bµ) = K(b),
Hµ(a
µ) = P (a), Hµ(ω
µ
νx
ν) = J (ω).
Then, it follows from the constraint algebra that these generators satisfy the following algebra:{
K(b),D(λ)
}
= −K(λb),
{
P (a),D(λ)
}
= P (λa),
{
K(b), P (a)
}
= −D(a·b) + J (a×b), (43)
{
J (ω),K(b)
}
= K(ω·b),
{
J (ω), P (a)
}
= P (ω·a),
{
J (ω), J (ω
′)
}
= J (ω·ω
′).
Here a× b ≡ a[µbν], ω · a ≡ ωµνaν , ω · b ≡ ωµν bν and ω ·ω′ ≡ ωµνω′νρ . This is the conformal algebra
that emerges as the residual symmetry group of the background geometry that arises at the UV
fixed point. Note that in order to derive the above algebra, it is crucial that to note that the
background given by the conformally flat metric with the infinite Weyl factor, the Hamiltonian
constraint commutes strongly. This is because the structure function vanishes e−
2τ
l gµν(0)(σ∂νσ
′−
σ′∂νσ)→ 0 as τ →∞. This is consistent with the fact that Weyl transformations commute.
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5.4 Hamilton–Jacobi Equations
The Hamilton–Jacobi equation is obtained from setting the momenta equal to derivatives of
Hamilton’s principal functional:
piµν =
δS
δgµν
, PA =
δS
δjA
. (44)
This is nothing but a restatement of (1) making the identification of the generating functional
with Hamilton’s principal functional. The Hamilton–Jacobi equations then take the form
Gµνρσ
δS
δgµν
δS
δgρσ
+GAB
δS
δjA
δS
δjB
−√g(R− 2Λ) + V (j) = 0, (45)
∇ν δS
δgµν
+ (∇µjA) δS
δjA
= 0. (46)
These are nothing but a restatement of the local renormalization group equations satisfying the
holographic Wess–Zumino consistency conditions.
The Hamilton–Jacobi equations can also be seen as a canonical transformation away from
zero momenta. From this perspective, the beta functions are given by the gradient formula
where C is replaced by S. The fixed point of interest where the trace anomaly shall be computed
is characterised by the zero value of the scalar beta function, so Hamilton’s principal function
will have trivial jA dependence and the scalar potential V (j) takes a constant value. It adds to
the cosmological constant term in the gravitational Hamiltonian. Thus in order to study this
fixed point, it will suffice to consider pure gravity.
5.5 Solving the Hamilton–Jacobi Equations
The approach followed in this subsection and the next summarises that which is described
in detail in [21], [22] and introduced in [23]. As mentioned before, the idea is to expanding
Hamilton’s principal functional in eigenfunctions of δg:
S = S(0) + S(1) + S(2) + · · · , S(k) =
ˆ
dDx
√
gL(k), (47)
such that these functions satisfy
δgS(k) = (D − k)S(k).. (48)
This aids us with determining the expansion of the momentum:
piµν = piµν(0) + pi
µν
(1) + pi
µν
(2) + · · · , (49)
through the realtion So the relation (48) can be written through the momenta as
trpi(k) = (D − k)L(k), (50)
and recalling that one can define the momentum through the functional derivative of the principal
function with respect to the metric. Recalling the canonical transformation performed to trade
the negative cosmological constant for a term linear the momentum, we see already that S can
already eb decomposed as
S = D − 1
l
ˆ
dDx
√
g + S ′,
where the expansion S ′ goes from order 1 onwards. Then the equation (38) which is equivalent
to the Hamilton–Jacobi equations reads
2gµν
l
δS ′
δgµν
=
1√
g
Gµνρσ
δS ′
δgµν
δS ′
δgρσ
−√gR. (51)
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Notice that the left hand side is the generator if dilatations with Weyl factor e
2
l . This can be
seen as follows
2gµν
δS ′
δgµν
=
δS ′(e2φ(x)g)
δφ(x)
∣∣∣∣
φ=0
.
Then recalling the relation (40), we see that this can be turned into the following equation:
2∂τS ′(e
2τ
l g(0)) =
ˆ
dDx
(
1√
g
Gµνρσ
δS ′
δgµν
δS ′
δgρσ
) ∣∣∣∣
g=exp ( 2τl )g(0)
− e(D−2) 2τl R(g(0))
√
g(0).
then expanding the term in the prantheses in terms of the eigenvalues of the dilatation operator:
(
1√
g
Gµνρσ
δS ′
δgµν
δS ′
δgρσ
) ∣∣∣∣
g=exp ( 2τl )g(0)
=
∞∑
m,n=1
e
2τ
l
(−D+2m+2n) 1√
g(0)
Gµνρσ
δS(m)
δgµν
δS(n)
δgρσ
.
Plugging this back in the above expression, you get
∞∑
n=1
(D − k)
l
Sk =
ˆ
dDxe
2τ
l
(2−D)√g0R+
∞∑
m,n=1
ˆ
dDxe
2τ
l
(−D+2m+2n) 1√
g(0)
Gµνρσ
δS(m)
δgµν
δS(n)
δgρσ
.
(52)
By comparing powers of e
2τ
l , one finds that
S(1) =
l
2(D − 2)
ˆ
dDx
√
g(0)R(g(0)). (53)
Then, there is a set of recursion relations for the higher order terms
2(D − k)S(k) =
k−1∑
n=1
ˆ
dDx
1√
g
(0)
Gµνρσpi
µν
(n)pi
ρσ
(k−n). (54)
The terms in the expansion of the momenta have been inserted for notational ease.
5.6 Pole Terms and the Conformal Anomaly
Clearly, in various even dimensions, the expansion of S goes only up to k = D due to the
presence of poles. Let us start by lookig at the D = 2 case. Here, S(1) is divergent. To cure
this, dimensional regularisation is employed, as mentioned before to set τ0 =
1
D−2 , and then one
defines
L(2)|τ0 = −
2
l
τ0L˜(2)|τ0 ,
so that
L˜(2) = −
1
2
trpi(2). (55)
This is finite as τ →∞ and in that limit this defines the trace Ward identity, again from recalling
the relation limτ→∞ trpi(2) = 〈T µµ 〉ren. So, thus we find the expression for the anomaly at the
fixed point:
HRen(g(0)) = 〈T µµ 〉ren = l
ˆ
dDx
√
g(0)
(
R(g(0))
)
. (56)
Reinstating units, one sees that the well known relationship c ∝ l
G
is recovered. Then, doing
the same for the pole term in D = 4 one finds:
trpi(4) = Gµνρσpi
µν
(2)pi
ρσ
(2)
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from which it follows that:
Hren(g(0)) = 〈T µµ 〉ren =
(
1
3
R2 −RµνRµν
)
. (57)
This is known as the Holographic anomaly, which is one of the celebrated results of the
AdS/CFT correspondence: [25], [12]. Comparing this to the general expression for the anomaly
in conformal field theories in four dimensions, i.e.
A =
( c
3
− a
)
R2 + (−2c+ 4a)RµνRµν + (a− c)RµνρσRµνρσ,
we see that the relation a = c between the anomaly coefficients is implied by the above
expression. Another way to see how the a = c condition arises in the local holographic RG was
demonstrated by Nakayama in [20].
6 Conclusion
In this article, the case is made for the Holographic Wess–Zumino consistency condition is a
defining feature of the quantum field theories possessing local gravity duals. This consistency
condition encodes the emergence of diffeomorphism invariance in the holographically dual bulk.
It encodes the response of holographic field theories to local renormalization group transforma-
tions such that the energy scale or RG flow time that is identified with the emergent direction
is treated on equal footing with the other directions the field theory inhabits.
So, this condition has to be reconcilable with the condition that the a and c anomaly coef-
ficients are equated at the fixed point for conformal field theories possessing General Relativity
duals. This fact follows from the computation of the holographic anomaly, which in turn is
derived through solving Einstein Hamilton–Jacobi equations in asymptotically (A)dS spaces.
The Hamiltonian underlying the latter has a structure fixed completely by the HWZ conditions.
Running this logic backwards is how the consistency conditions lead to the computation of the
holographic anomaly.
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