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In recent years, the robot systems with learning algorithms are deployed in the real world situation,
for example, automatic driving car, warehouse robots and so on. A reinforcement learning (RL) can be
contributed for increasing of intelligence of the robot system, and RL do not need the supervised data.
Additionally, RL can explore the optimal solution by itself. However, the robot with reinforcement learning
(called RL-agent) has probability to encounter with over ﬁtting caused by reusing obtained policy. A transfer
rate has been proposed to reduce the utilization of the policy. Moreover, the transfer rate is thought to
have the eﬀect of rolling back the learning progress of the policy to be reused. However, this eﬀectiveness is
not validated based on actual reinforcement learning and transfer learning. In this paper, the transfer rate
is validated with transfer surface which is visual and quantitative evaluation method of transfer, and the












































ジェントは環境の状態空間 S から状態 sを観測でき，それ
を共に行動空間 A から行動 a を選択し，実行することが
可能である．エージェントは目的を達成すると報酬 r が獲
得でき，次式により方策 Q(s, a)を獲得する．




ここで，αは学習率で (0 < α ≤ 1)，γは割引率 (0 ≤ γ ≤
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Qc(s, a) = Qt(s, a) +Qs(χs(s), χa(a)) (2)
ここで，Qs(s, a)は Source taskから転移された方策で





なのは，他の文献では明示的に Qt や Qs と区別しない場
合が多い．
関数 χx(·)は Inter-task mappingとよばれ，Target task
における S と Aのそれぞれの元を，Source taskの S と
A のそれぞれの元に対応関係を記述する手法である．す


























Qc(s, a) = Qt(s, a) + τQs(s, a) (4)
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Fig. 1 Simplified example of learning curve.
Fig. 2 Example of transfer surface of transfer learn-







を構成可能である．Fig. 3 では，転移率を 0.2 に設定す
ると転移先で高いパフォーマンスが得られることが見て取
れる．











Fig. 3 Example of transfer surface with transfer rate.







Se(es, et) = pt (5)
ここで ptは転移先でのパフォーマンス（例えばNumber
of steps）である．なお，転移曲面 Se を et と pt の軸で読
み取ると，転移先での学習曲線となる．また，転移曲面 Se
の es を転移率 τ (0 < τ ≤ 1)に置き換えた転移曲面 St を
次式のように定義する．






転移曲面と Se と St が与えられたとき，軸 es と τ が同
等で，さらに軸 et と eτ が同等に設定される時，軸 pt と
pτ の比較が可能となる．軸 es と τ を同等に設定するため
には，転移元でエピソード es まで強化学習を行い，獲得し












ここで，理想的な Se = St とは pt = pτ であり線形関
係が成立する．曲面形状の比較を行う技術は多く存在す
るが，本研究の曲面比較では単純に得られた 2 つの転移
曲面から pt = pτ における直線へのフィッティングを評
価すればよい．そのため，本論文では転移曲面 Se と St
の比較に，1次式へのフィッティングを評価する相関係数
（correlation coeﬃcient: CC）と二乗平均平方根誤差（root


























(pτ,i − pe,i)2 (8)
ここで，n は転移曲面における pe, pτ の総数であり，
pτ,i, pe,i の添え字 i はそれぞれの転移曲面で対応する点







(a) With episode axis (b) With transfer rate axis
Fig. 5 Transfer surfaces of condition 1.
(a) With episode axis (b) With transfer rate axis
Fig. 6 Transfer surfaces of condition 2.
ドの学習を行う．またグリッドワールドでは障害物が配置
されており，その配置を変更することで計 5種類の転移曲
面を生成する．真値となる転移曲面 Se は，転移元の 50エ
ピソードずつで転移学習を行い，転移先では 500エピソー
ドの転移学習を行い学習曲線を取得，統合することで生成
する．評価対象となる転移曲面 St は，転移元で 500エピ
ソードの学習を行った状態の方策を転移し，その方策の再
利用時に式（4）を用いる．そのとき，転移率 τ を 1から 0
まで 0.1ずつ値を変更して学習曲線を取得し，転移曲面を
構成する．転移率 τ は (0 < τ ≤ 1)であり，τ ∈ Nである









上述の実験条件により生成した 5 種類，計 10 個の転移
曲面を Fig. 5 から Fig. 9 に示す．それぞれの図の転移
曲面において，(a) With episode axis は転移曲面 Se であ
り，(b) With transfer rate axis は転移曲面 Sτ である．
また，明らかに Se = Sτ が成立しない，言い換えれば
転移学習の効果が無い状態の CCと RMSEも，疑似的に
条件を作成し評価する．この評価には，転移曲面 Se には
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(a) With episode axis (b) With transfer rate axis
Fig. 7 Transfer surfaces of condition 3.
(a) With episode axis (b) With transfer rate axis
Fig. 8 Transfer surfaces of condition 4.
(a) With episode axis (b) With transfer rate axis
Fig. 9 Transfer surfaces of condition 5.
x と呼ぶこととする．
4.3 結果と考察
Condition 1から Condition 5，Condition xまでの CC
と RMSEを Table. 1に示す．相関係数で転移曲面同士の
評価を考えた場合，Conditon 1 から 5 のすべてで 0.6 以
上であり pt と pτ の間には線形関係が成立していると考え
られる．一方，Condition x においては，相関係数が 0.2
を下回ることから相関が無く，すくなくとも pt と pτ は成
立していないと言える．しかし相関係数の場合，評価して
いる直線とのフィッティングは pt = apτ + b の一次方程
式における相関関係であるため，完全な pt = pτ ではな
い．例えば，Fig. 9の転移曲面では，明らかに pt = pτ で
はないが比例関係があると考えられ，pt = apτ + b とし
ては比較的高い相関係数が得られたと考えられる．そのた
め，Condition 5においては RMSEが Condition xと同様
に高い値となっている．他の条件においては，Condition
x と比較すると RMSE も値が低く，相関係数の値からも
pt = pτ の関係が成り立っていると考えることが出来る．
相関係数が高く RMSE も高い場合における pτ の散布
Table. 1 Results of CC and RMSE in each condition
Condition CC RMSE
Condition 1 0.81 34.98
Condition 2 0.83 38.71
Condition 3 0.91 77.54
Condition 4 0.62 231.63
Condition 5 0.74 2256.36
Condition x 0.16 3094.72
Fig. 10 Scatter plot between pe and pτ with regres-
sion slope in condition 5.
図を Fig. 10 に示す．Fig. 10 から真値とする pe の誤差
はあるものの，pt = pτ となるような相関関係が表れてい
ると考えられる．Conditon x の散布図を Fig. 11に示す．
Fig. 11から，転移元と転移先において転移曲面の形状が


















Fig. 11 Scatter plot between pe and pτ with regres-
sion slope in condition x.
る転移曲面を用いて，真値となる転移曲面 Se と転移率の
調整により得られた転移曲面 Sτ の線形関係 pe = pτ を相
関係数と RMSE により評価した．評価結果から，転移学
習が成功するという前提条件において，2つの転移曲面は
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