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Abstract
The proliferation of off-grid photovoltaic (PV) systems is rapidly increas-
ing in the least developed countries. The sizing of system components—
primarily PV panels and batteries—is critically influenced by the expected
daily load. However, accurately estimating incipient electrical load of rural
consumers is fraught with challenges. Load estimation error is propagated
through the design phase, potentially resulting in a system that is unduly
expensive or fails to meet reliability targets. This article investigates the
effects of daily load estimation error on system design, cost and reliability.
Load and insolation data from seven off-grid systems in Malawi were col-
lected. The systems were redesigned using three different intuitive design
approaches considering different levels of load estimation error, ranging from
± 90% of the actual measured load. The cost of each design is estimated
from in-country prices. The reliability of each design is determined from an
hourly simulation using the measured data. The results show that PV array
and battery sizing scale proportionately with load estimation error and that
the cost of load over-estimation is approximately US$1.92 to US$6.02 per
watthour, whereas under-estimation can precipitously degrade reliability. A
cost-versus-reliability analysis shows that for the Malawi systems, on average
46% of the PV and battery costs are used to improve the simulated hourly
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reliability from 99% to 100%. Moreover, the results point to the challenges
with intuitive design approaches, showing that consideration of average load
alone can lead to over- or under-designed systems.
Keywords: Microgrids, solar power, reliability, rural electrification.
1. Introduction
As is articulated by the UN Global Goal Seven, universal energy access is
a critical global objective [1]. Sufficient access to clean and sustainable energy
underpins many if not all development objectives in least developed countries
(LDCs). Achieving universal access is an ongoing struggle for LDCs, where
national electrification rates are less than 10 percent, and less than 1 percent
in rural areas [2]. Different solutions are being proposed, piloted, and rolled-
out by a wide-range of actors: multilateral aid agencies, individual countries,
private companies, civil society, universities, communities, and individuals.
Progress is being made, since 2000, over 145 million people in Africa alone
gained access to electricity [3].
Off-grid renewable energy projects utilizing photovoltaics (PV), wind en-
ergy, biomass or hydro deployed in stand-alone systems or mini-grids are
a widely promoted solution to universal energy access. The International
Energy Agency has estimated that off-grid solutions will provide 59% of
first-time access to electricity [4], requiring US$50B per year invested until
2030. The stakes are high for these projects; failure to address the ongoing
sustainability challenges will undermine these investments and impacts they
can have.
By definition, off-grid systems have no connection to the national grid.
As such, they must be designed to independently balance energy supply
with the anticipated load over the short and long term. The PV array must
sized appropriately to satisfy the load (inclusive of losses), and the battery
capacity must be sufficient to buffer against periods of decreased insolation,
and increased load. Over time, batteries and PV arrays suffer from both
aging effects and load increases, putting further pressure on the system to
deliver an adequate level of reliability.
Approaches to sizing the PV array, battery and other components vary in
their sophistication from simple ad-hoc (‘rule of thumb’) methods to the use
of simulation-based computer programs (e.g. HOMER, Hybrid2, PVSyst)
which optimize cost or reliability. In the literature, several approaches to PV
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system sizing have been established and are classified as intuitive, numerical,
and analytical [5, 6].
The intuitive method, as highlighted within this article, involves a sim-
plified set of calculations for the PV sub-systems to reduce the modeling
complexity. Simplifications include modeling solar radiation based on the
single worst month in the year, ignoring dynamics of the charging cycle,
and disregard a reliability optimization. Daily load profiles are commonly
reduced to a single value, the average daily energy use, despite research
showing the impact different load profiles have on reliability and cost of the
designed system [7, 8, 9]. Various iterations on the method have been docu-
mented throughout the literature [10, 11] while the specific sizing approach
investigated in this paper is found in [12, 13].
Numerical methods involve detailed simulation of energy supply and load
over a specified length with the objective of minimizing costs or loss of load
probability. Numerical solutions will typically involve modeling stochastic
elements such as in [14, 15].
Analytical techniques optimize reliability by adjusting array and battery
size using deterministic input data as shown in [16, 17, 18, 19]. These meth-
ods seek to model the reliability of the system mathematically. Under certain
assumptions, closed form equations can be derived [20, 21]; other approaches
rely on fitting parametric equations to simulated data [22], [23].
Both the numerical or analytical techniques will produce more exact-
ing sizing than the intuitive approaches. However, intuitive methods re-
main widespread among practitioners in LDCs due to the tractability of the
method, ability to provide rough but seemingly accurate results, and lack of
sufficient data to support more advanced techniques. Intuitive methods in
particular are more often applied to small-scale systems—typically less than
2 kW—where the additional effort of numerical or analytic design approaches
may not be justified.
Regardless of the sizing approach, the resulting design is intimately tied
to and dependent on the estimate of average daily load, which is notoriously
difficult to estimate in the context of LDCs [24, 25, 26, 27]. Constant daily
loads are often assumed within the optimization techniques for simplicity
despite the uncertain and variable nature of newly electrified customers. The
problem can be addressed from three angles. First, the load estimate can be
assumed based on past experience of similar installations [28]. However, these
data are rare, not widely available and perhaps not generalizable. Second,
an econometric model with existing consumers that estimates, for example,
3
the demographic variables correlating to energy consumption, can be used
to hypothesize loads for potential future locations [29, 30]. The selection of
the predictor variables is non-trivial, for example [31] showed there exists
wide variety in consumption patterns even within the same customer class.
Third, a bottom-up approach can be used to build up an aggregate load
from expected appliance duty cycles and various customer classifications,
often employing a field survey as a basis for current and future load.
Surveys of ‘aspirational’ load can be conducted to provide insight into
what electric appliances and loads a consumer anticipates on purchasing and
how frequently they would be used [25, 32, 33]. The ability of an individual
without prior access to electricity and often irregular income to accurately
predict their future appliance purchases and usage pattern is questionable.
There is little, if any, rigorous research on the accuracy and potential biases
of the survey method, but there is at least anecdotal evidence within the
practitioner community that surveys can be inaccurate and unreliable [34? ].
Loads can be added or removed over time, and human behavior is difficult to
predict. For example, it has been reported that on average, a person switches
electric devices on and off hundreds of times per day, mostly unaware that
they are doing so [35]. Not surprisingly, researchers have called for improved
methods for estimating load [24, 26, 27], but a practical and proven approach
has yet to emerge.
Errors in the estimation of the average daily load propagate through the
design phase, resulting in systems perhaps ill-suited to their application. The
practical consequences are considerable and are most tangibly presented in
the form of increased or decreased cost or reliability. Acute over-estimation
of load may yield extraordinarily reliable systems with larger than needed
PV arrays and batteries at an exorbitant cost. Managers of often insufficient
rural electrification budgets may prefer to install a greater number of off-grid
systems with lower—but still acceptable—reliability than fewer at high reli-
ability. On the other hand, under-estimation of load may lead to inexpensive
under-sized systems that fail to meet reliability targets.
The reliability of PV systems has been the subject of several research
studies going back to at least the 1970’s. Early work was focused on com-
ponent reliability [36, 37]. Contemporary research tends to focus on grid-
tied rather than off-grid systems. The research often seeks to develop new
methods of conceptualizing or calculating reliability, often using probabilistic
approaches. A Markov Reward Model was developed in [38] to incorporate
reliability into grid-tied PV performance analysis. In [39], the authors present
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a new method to incorporate reliability into the levelized cost of energy of
grid-tied PV systems. Methods for computing the reliability of off-grid sys-
tems using the loss of load probability metric are derived in [20, 21] based on
probabilistic models. Off-grid systems are also considered in [40], where the
authors combine reliability considerations into the design of such systems.
Other existing research considers the reliability of hybrid systems [41] and
clustered microgrids [42] using various probabilistic techniques. No exist-
ing research directly investigates the the impact of load estimation error on
reliability or associates system cost with the error.
This article takes a practical, data-driven approach to investigating the
implications of average daily load estimation error on small-scale off-grid
PV systems. Hourly insolation and load data from seven real-world systems
in Malawi were collected over the course of approximately one year. With
the actual average daily load known, several intentional over- and under-
estimations of the load were made and used as inputs to hypothetically re-
design the systems using various design approaches. The corresponding costs
are estimated using a model derived from in-country pricing. The reliability
of the redesigned systems are evaluated through a deterministic simulation.
The simulation uses the collected data to recreate the real-world insolation
and load conditions experienced at the Malawian sites. The use of a deter-
ministic approach rather than probabilistic is a unique aspect of this research.
Rather then relying on theoretical models of load and insolation, the use of
actual data completely captures the potential complex correlation and de-
pendency structures within and among the energy flows.
The main contribution of this research is the quantification of the sensitiv-
ity of cost and reliability to average daily load estimation error. In addition,
an opportunistic enquiry into the relationship between cost and reliability
independent of load estimation error is made. The research demonstrates
the value of accurate load estimation. Broader insight is also gained in how
following different design approaches affect system cost and reliability. The
results highlight an important disadvantage of intuitive design approaches:
considering only average daily load and not its distribution or temporal char-
acteristics can result in over- or under-designed systems.
The remainder of this paper is arranged as follows. The Section 2 provides
information on the Malawian systems and analyzes the characteristics of the
collected data. The research methodology is presented in Section 3. The
re-designed systems are presented and discussed in the Section 4. The cost
and reliability of the re-designed systems are computed and discussed in
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Sections 5 and 6. An analysis of the relationship of these results is performed
in Section 7. Conclusions and future outlook are provided in Section 8.
2. Site and data set descriptions
The data analyzed in this paper are from small-scale off-grid PV systems
at seven different sites in Malawi [43]. The systems were installed in edu-
cational and health facilities in the nearby Gumbwa and Ndakwera villages
using an intuitive ad-hoc design approach. Each village has several stand-
alone systems—Gumbwa is comprised of two classroom systems, a health
post, and a staff room while Ndakwera has one classroom, a maternity ward
and an out-patient department (OPD). The systems consisted of the stan-
dard elements for an off-grid PV system: PV array, deep cycle lead acid
batteries, charge controller, and an inverter.
The systems were outfitted with data acquisition equipment that mea-
sured battery voltage and branch currents. The data acquisition system
utilized a wireless sensor network to communicate locally and with a central
server as described in [44]. System data was captured, stored locally on an
SD card, and transmitted over SMS with a GPRS module. The wireless
sensor network was implemented with WaspNet on the Zigbee communica-
tion protocol [? ? ]. The deployment featured in this paper demonstrates
the analytical value from the use of advanced data acquisition equipment for
off-grid systems in LDCs [? ]. The load was post-computed by multiplying
the battery voltage by the total load current as measured on the DC side
of the inverter. The load values therefore are inclusive of inverter losses.
A weather station in Gumbwa measured meteorological quantities including
solar irradiance incident to the rooftop PV panels. Although measured in
Gumbwa, the meteorological data are generally applicable to Ndakwera as
the two villages are nearby.
2.1. Data processing
Table 1 provides the data set start and end date, as well as the sampling
frequency for each site. Like all real-world data sets, the sampled data re-
quired processing and cleaning prior to analysis. Missing values occasionally
occurred, but the raw data set was more than 90% complete. After convert-
ing the data into hourly averages, the data set consisted of 57,222 hourly
load values.
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Table 1: Data Set Description
Start End Samples Sim.
Site Date Date Per Min. Days
Gumbwa Classroom 1 27/1/2014 31/1/2015 60 291
Gumbwa Classroom 2 27/1/2014 31/1/2015 60 291
Gumbwa Health Post 27/1/2014 31/1/2015 30 289
Gumbwa Staff Room 27/1/2014 31/1/2015 15 291
Ndakwera Classroom 8/6/2014 4/3/2015 15 198
Ndakwera Mat. Ward 9/6/2014 4/3/2015 15 198
Ndakwera OPD 9/6/2014 4/3/2015 15 141
Insolation (all sites) 27/1/2014 31/1/2015 60 —
Table 2: Average Actual and Estimated Daily Load
Gumbwa Ndakwera
Class- Class- Health Staff Class- Mat.
room 1 room 2 Post room Room Ward OPD
Actual (Wh) 91.5 161.3 308.5 104.9 180.8 388.4 518.6
Estimate (Wh) 758 608 662 455 905 1064 1064
Estimate Error (%) +728 +277 +115 +334 +400 +174 +105
The load data for each site was grouped into 24-hour subsets, each corre-
sponding to a calendar day. Any 24-hour subset with more than four hours
of missing data, consecutive or otherwise, was discarded. The missing values
for the remaining 24-hour subsets were synthesized through linear interpo-
lation. As discussed later, the reliability simulation requires synchronized
hourly insolation and load data. The number of days with both insolation
and load data is shown in the last column of Table 1.
2.2. Load characteristics
The actual average daily load for each site is provided in Table 2. The
averages range from 91.5 Wh to 518.6 Wh. For comparison, the estimated
load as determined through pre-installation surveying [44], and assuming
an inverter efficiency of 90%, is shown in the second row of the Table. The
estimation errors are striking—as high as +728%—with an average of +305%.
In all cases, the bias was toward over-estimation of load.
Figure 1 provides histograms of the daily load data. Each histogram is
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Figure 1: Histogram of daily load with vertical lines indicating the location of the average
and select multiples of the average.
unique and it is evident that there is no prototypical load distribution.
Most intuitive design approaches size the usable capacity of the battery
by multiplying the estimated average load by a “days of autonomy” factor—
the number of days the average load can be supplied without PV input.
A system designed with three days of autonomy might suffer an outage on
days whose load is greater than three times the average, depending on the
insolation and its co-incidence with the load. For reference, the average daily
load µ, and three and six times µ are shown in Fig. 1 as the vertical lines, as
the abscissa limits allow.
A fundamental problem with designing a system using an intuitive method
is that the design is based on the average daily load. The load is characterized
as a single parameter, ignoring its distribution and any temporal relation-
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ships of the load. Consider for example the Ndakwera OPD in Fig. 1. The
distribution appears approximately Gaussian with a relatively small stan-
dard deviation. Contrast this with the Gumbwa Classroom 2 where there
are several days where the load exceeds 6µ. Additional battery capacity is
needed to cope with the days of extreme load.
Fig. 2 shows the daily load of the sites as a time series. The average
load, and multiples thereof are shown as the horizontal lines. For Gumbwa
Classroom 2, the days in which the load exceeds 6µ occur just several days
apart, with higher than average (above 3µ) loads occurring in between them.
Again, this necessitates additional battery capacity to achieve high reliability.
The effects of load distribution and temporal characteristics are explored
more deeply in the Illustrative Critique of the Intuitive Method section.
2.3. Insolation characteristics
The insolation data are used in the reliability simulation of the re-designed
systems. The insolation data were processed in the same way as the load data,
with details provided in the last row of Table 1, and with the histogram shown
in Fig. 3. The average daily insolation by month is provided in Fig. 4. The
month with the lowest average daily insolation is July, at 5.6 kWh/m2/day.
This quantity is used in intuitive methods as the assumed insolation.
3. Methodology overview
The measured load and insolation data are used to investigate how error
in the estimation of daily average load influences design, cost and reliabil-
ity of small-scale off -grid PV systems. Relevant systems to this research
are classified within [45] and include decentralized stand-alone systems and
micro-grids where solar PV is the sole generation source.
In the context of this research, the “design” of a system explicitly refers to
the total size or rating of the PV array (in watts) and battery (in watthours).
The sizing of these two components are most directly affected by load esti-
mation and, in the authors’ experience, tend to comprise 40 to 60% of total
system component costs, inclusive of balance of system components. There-
fore, “cost” refers to the component cost of the PV array and battery, in
US Dollars. In the context of this research, the “reliability” is the ability of
a system to provide the demanded load each hour—considering only energy
balance constraints—and not, for example, equipment failure or malfunc-
tion. By focusing in this manner, the analysis remains tractable while still
9
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providing meaningful insight into how the two most critical and costly system
components are affected by load estimation error.
The overall approach in this research is to produce re-designed systems
for each of the seven Malawian sites based on intentional over- and under-
estimations of average daily load, then estimate the corresponding cost and
compute the reliability through deterministic simulation based on the mea-
sured data.
3.1. Load estimation
For each site, the average daily load was computed from the measured
data as was shown in Table 2. Average daily load “estimations” are made
that range between ±90% of the actual measured load at nominally 10%
intervals. A Base Case with zero load estimation error is considered as an
important reference case.
3.2. System design
There are several methods to sizing the PV array and battery of an off-
grid system based on an estimate of average daily load, as described in the
Introduction. This article focus on the intuitive method. To acknowledge the
variability of specific intuitive approaches, and to guard against biases that
might be inherent within a particular approach, three hypothetical designs
were produced for each site and load estimate. An ad-hoc approach was
applied to produce one set of designs, whereas IEEE standards [12, 13] were
applied to produce the other two sets of designs.
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Several ad-hoc or ‘rule-of-thumb’ design approaches are common and have
been documented in various case studies. For example, one approach esti-
mated a simple daily load curve with no weekend or seasonal variation and
had no accounting for panel and battery aging effects [46]. Further case
studies incorporate different levels of design sophistication and demonstrate
the variability of the approach [47, 48]. The ad-hoc approach applied in this
research is the one followed by the designers of the Malawi systems, which is
further detailed in the Appendix.
IEEE standards 1562-2007 (PV sizing) and IEEE 1013-2007 (Battery
sizing) are among those applicable to the design of off-grid PV systems [12,
13, 49]. These two IEEE standards are used in this research. They are
jointly applied to produce each complete design. The IEEE standards require
information which is generally not known a priori and not captured in the
data set, such as the efficiency of specific components and the effects of
aging on energy production. Estimates of these parameters are needed, and
in some cases the range of reasonable values is broad—for example 5–54%
for total losses. To reflect the range of reasonable values, one set of designs
was produced as a result of optimistic assumptions and another as a result
pessimistic assumptions. These designs provide upper and lower bounds on
the variety of PV and battery sizes that could be reasonably produced by
following the IEEE standards. Specific details of the standards-based design
approach are provided in the Appendix.
Each of the three intuitive approaches requires an estimate of the daily
insolation during the month with the lowest average. To retain a focus on
energy load estimation error, the actual measured lowest-month average daily
insolation value of 5.6 kWh/m2/day is used in all designs.
3.3. Cost
It has been reported that the cost of PV systems in LDCs can vary
widely and are generally more expensive than the world average [50]. In the
following, a cost model based on Malawian price data is developed.
The cost to realize a given design with PV array rating RPV and battery
rating RB depends on the quantity and rating of the individual panels and
batteries used. The per-panel and per-battery price model is derived from
27 price quotes of PV panels and 15 price quotes of batteries of various
ratings, as shown in Fig. 5 and Fig. 6. No distinction was made between
manufacturer, warranty periods or other technical specifications beside rated
capacity, which explains some of the variability in quoted price for a given
12
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rating. Balance of system components and installation were not included in
the quotations. Undoubtedly, costs will vary between and within countries
depending on exchange rates, duties, competition and other factors.
Linear cost models were fit to the data:
c(R) = βR (1)
where c is the panel or battery cost, β is the cost coefficients and R is
the equipment rating in watts for PV panels and watthours for batteries.
The coefficients were determined from a least squares fit and are provided in
Table 3, along with the unadjusted coefficient of determination r2. Inspection
of Fig. 5 and Fig. 6 show that the models fit the data reasonably well. The
cost model is specific to the Malawian case, but is in general agreement with
cost models reported elsewhere [50].
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Table 3: Equipment Cost Coefficients
Equipment β r2
Battery 0.168 0.901
PV Panel 1.555 0.853
3.4. Reliability
The reliability of each design is computed through deterministic simula-
tion as described hereafter. There are several measures of reliability. The
analyses in this paper considers metrics based on the Loss of Power Supply
Probability and to a lesser extent, the Expected Energy Not Served. These
metrics are commonly applied to off-grid PV systems [20, 21, 51, 52, 53].
While these two measures often have probabilistic interpretations, be-
cause they are computed from a deterministic simulation, a statistical in-
terpretation is more appropriate in the context of this research. The more
appropriate designations of Loss of Power Supply Percentage (LPSP) and
Energy Not Served (ENS) are adopted hereafter to highlight this distinction.
The temporal resolution of the simulation is one hour, so that the LPSP
is interpreted as the percent of total hours when some or all of the load was
not served. For convenience, the reliability is presented as 100 − LPSP so
that a larger number indicates greater reliability. The ENS is the total value
of the energy not served during the simulation time period [53]. Because the
number of hours and days simulated varies among the sites as was shown in
Table 1, the ENS per hour or ENS per hour with an outage are reported for
a more appropriate comparison.
Conceptually, the simulation exposes the redesigned systems to same in-
solation and load conditions recorded at the Malawian sites to see how they
would have performed. For each site, the load and insolation data are syn-
chronized in time so that any correlation, autocorrelation or dependency
structure between or within the load and insolation are represented. The use
of synchronized measured data makes the simulation methodology unique,
as these potentially complex relationships are not captured in probabilistic
or synthetic time-series approaches to reliability evaluation.
Each design is simulated independently, using the specified PV array and
battery ratings. The parameters and assumptions used in each simulation
are identical and are summarized in Table 4. The assumptions are such that
they are neither at the optimistic or pessimistic extremes. It is important
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Table 4: Simulation Parameters
Parameter Value
End of Life Rating, APV, AB 80%
Battery Charging Efficiency, ηB,in 92%
Battery Discharging Efficiency, ηB,out 92%
Battery Depth of Discharge, DOD 50%
Combined Efficiency, ηSYS 85%
Initial Battery State of Charge 100%
to note that the End of Life parameters are set to 80%, implying that the
components have a functional capacity that is 80% of the designed rating
due to age-related effects. The simulation therefore can be conceptualized as
occurring near the end of the life of the equipment.
Let h[t] and l[t] be the measured insolation and load for a given site at time
t, respectively. The simulation progresses sequentially, one hour at a time, so
that t is interpreted as the hour index. As described previously, days missing
more than four hours of either load or insolation data are removed from
the data set, so that on some occasions non-consecutive days are simulated
consecutively.
The simulation begins with the first hour of the first day of the processed
and synchronized data set under the assumption that the battery is initially
fully charged. The insolation is first converted to energy production:
p[t] =
h[t]
GSTC
×RPV (2)
where RPV is the PV panel rating, GSTC is the irradiance at which the PV
panels are rated—typically 1000 W/m2–and p[t] is the idealized energy pro-
duction from the PV panels during hour t. Next, the effects of component
aging and losses are included:
p′[t] = p[t]× (APV)× ηSYS (3)
where APV is the PV end of life rating adjustment, and ηSYS is the combined
efficiency of the components other than the battery and inverter, including
losses caused by dust, shading, PV panel mismatch and cable resistance.
The variable p′[t] is interpreted as the available energy from the PV array
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during hour t that can be applied for useful purposes—either supplying load
or charging the battery.
The net energy n[t] is found by subtracting the load:
n[t] = p′[t]− l[t]. (4)
If n[t] is positive, then the battery is charged during hour t; whereas a nega-
tive value indicates the battery is discharged. The change in battery energy
level after accounting for losses associated with charging or discharging is:
∆b[t] =
{
n[t]× ηB,in n[t] > 0
n[t]/ηB,out n[t] ≤ 0
(5)
where ηB,in and ηB,out are the battery charging and discharging efficiencies,
respectively. The battery energy level is increased or decreased according to:
b′[t] = b[t− 1] + ∆b[t] (6)
where b[t− 1] is the energy in the battery at the end of hour t− 1,
The battery capacity limits are then applied:
b[t] =


RB × AB b
′[t] > RB × AB
RB ×DOD b
′[t] < RB ×DOD
b′[t] otherwise
(7)
where RB is the battery rating, AB is the end of life adjustment for the
battery, and DOD is the battery depth-of-discharge limit. If b′[t] is less than
b[t], then some or all of the load cannot be served. Practically, the inverter
or battery charge controller would disconnect the load due to low battery
voltage, in order to protect the battery from a damaging deep discharge.
The energy not served during hour t is
e[t] = max(b[t]− b′[t], 0). (8)
The index h is then incremented and the next hour is simulated. The process
continues until all hours have been considered.
The LPSP is computed by counting the number of hours where e[t] 6= 0
and dividing by the total number of hours simulated, whereas the ENS is
the sum of e[t] over all hours simulated.
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3.5. Considerations
The results must be interpreted within the bounds of the methodology
and is subject to three main caveats. First, the method explicitly consid-
ers PV array and battery design only, for reasons stated previously. Other
components are also affected by load estimation error. However, the sizing of
charge controllers, breakers, and other balance of system components also de-
pends on DC bus voltage level, system topography and physical dimensions,
which if considered would cause the analyses to lose tractability. Inverters
are another critical component, but they are sized based on estimated power
demand which does not uniquely map to load.
Since other components will be effected by load estimation error, the
cost-related results presented in this article are attenuated as compared to
what would be observed in practice. It is expected that over- or under-
estimation of load would have a somewhat greater affect on cost than the
results presented.
Second, it is stressed again that in the context of this article, “reliability”
refers to the “energy reliability” of the system. Many factors influence the
ability of an off-grid system to serve the load. Outages due to equipment
malfunction, system mis-operation and other causes are not considered. The
true reliability after accounting for these factors will be somewhat less than
those reported here.
Lastly, the models and design approaches are limited to decentralized
stand-alone systems and micro-grids where solar PV is the sole generation
source, approximately 2 kW or less. As PV array capacity increases, design
approaches often transition from the intuitive methods considered in this
work to numerical or analytical methods. Larger systems are also more likely
to use maximum power point trackers, higher DC voltages and perhaps other
factors that are not considered in this research.
4. Design results
The component sizes corresponding to the three approaches for the zero
estimation error (Base Case) are provided in Table 5 for each site. The
Table shows that the component ratings are related to the average daily
load—large ratings correspond to sites with large average daily load, such as
Ndakwera OPD, whereas smaller component ratings correspond to sites with
small average daily load, such as the Gumbwa Classroom 1. This relationship
can be more precisely defined.
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Table 5: Design Results–Base Case (0% Error)
PV Size (W) Battery Size (Wh)
Site Ad-hoc Opt. Pes. Ad-hoc Opt. Pes.
Gumbwa Classroom 1 51 33 78 576 1266 2518
Gumbwa Classroom 2 89 58 137 1014 2231 4437
Gumbwa Staff Room 58 38 89 660 1452 2887
Gumbwa Health Post 171 110 262 1940 4268 8487
Ndakwera Classroom 1 100 65 154 1137 2502 4975
Ndakwera Mat. Ward 215 139 330 2442 5373 10685
Ndakwera OPD 287 185 440 3261 7175 14268
4.1. Component rating is proportional to estimated load
When using intuitive approaches, the mathematical relationship between
battery rating and daily load is linear: RB = ZB×L, where L is the average
daily load the system is designed for and ZB is the variable of proportionality.
In a single value, ZB encapsulates all of the factors and assumptions used
in a given design approach—loss percentage, and days of autonomy, among
others. After applying each design approach using the assumptions detailed
in the Appendix, the resulting ZB were calculated and are provided in Table 6.
The PV rating depends on the battery rating, the insolation and PV-related
losses and de-rating. It too can be related to average daily load by a variable
of proportionality ZPV, as provided in Table 6.
4.2. Component ratings scale proportionally with estimate error from base
case
A consequence of the linear relationships between component rating and
estimated load is that the PV array and battery ratings scale from the Base
Case in proportion with the load estimation error. For example, the design of
a system with a +25% load estimation error requires a PV array and battery
that are 25% larger than the Base Case. In other words, there is a one-to-
one relationship between the error in average daily load estimation and the
increase or decrease in the rating of the PV array and battery from the Base
Case.
4.3. Different design approaches yield different component ratings and ratios
Inspection of Table 5 and Table 6 highlight two important findings. First,
for a given site, the three approaches resulted in a wide range of component
18
Table 6: Proportionality Variable Values
Design Approach ZB ZPV ZB/ZPV
Ad-Hoc 6.2 0.55 11.3
Optimistic 13.8 0.35 39.4
Pessimistic 27.5 0.85 32.4
ratings. This is true even when the same set of IEEE standards are applied
but with different assumptions. This points to the independent question of
which design approach is most appropriate for a given application, but that
investigation is beyond the scope of the present analysis.
Second, not only do the ratings exhibit a wide range, but so does the
ratio of battery rating to PV rating, as shown in the last column of Table 6.
This ratio strongly influences the cost-effectiveness of a design. For example,
a small ratio is generally better suited to sites where the load is co-incident
with the solar production because less energy is needed to be supplied by the
battery overnight.
5. Cost results
The cost associated with each design is shown in Fig. 7. The results
show a linear trend between estimation error and cost. The explanation
for this trend is as follows: any estimation error results in a proportional
change in component rating from the Base Case. Due to the linear PV
array and battery cost models, the proportional increase in ratings leads to
a proportional increase in cost from the Base Case. In other words, for every
one percent error in load estimation, there is a one percent change in cost.
5.1. Cost is influenced by design approach
The results highlight the economic consequences of design approach se-
lection. The pessimistic designs are the most costly, costing twice as much as
the optimistic designs and three times as much as the ad-hoc designs. These
results are more meaningful when expressed in absolute monetary terms. At
90% over-estimation, the cost of the PV array and battery for the Ndakwera
OPD for the ad-hoc design is $1892. For the pessimistic design, the cost bal-
loons to $6331. From an economic perspective, the choice in design approach
can critically influence the number of systems installed or even whether or
not an off-grid electrification intervention is economically justified.
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Figure 7: Cost of PV array and battery for each site using the optimistic design.
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5.2. Value of accurate load estimation
The results can be presented another way to determine the value of an ac-
curate load estimate. Fig. 8 shows the costs for each site using the optimistic
design approach as a function of estimate error expressed in watthours. The
slope of each trace is the cost per watthour of load estimation error. The
traces are nearly parallel, showing the cost of estimation error to be relatively
constant, and on average $2.89 per watthour of error. The ad-hoc and pes-
simistic approaches are similar but with slopes of $1.92/Wh and $6.02/Wh,
respectively.
The results show that the value of an improved estimate of daily load
is as high as $6.02/Wh. This is a useful rule-of-thumb for organizations
allocating resources to estimate the load for a site. For example, if conducting
a detailed survey improves the estimation of daily load by 100 Wh, and
costs less than $602 to conduct, it may be worthwhile to do so. These
results only meaningfully apply to load over-estimation. Under-estimation
reduces component costs, but has consequences related to the reliability of
the system.
6. Reliability results
The reliability of each design was computed via the described simulation
method. The results are provided in Fig. 9. Before exploring the reliability
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Figure 9: Reliability results expressed as a function of load estimation error percentage.
curves in total, it is insightful to first consider the Base Case (perfect load
estimation).
6.1. Perfect load estimation does not always yield perfect reliability
Inspection of Fig. 9 shows a somewhat surprising result: even with zero
estimate error, none of the designs obtained 100% simulated reliability for
Gumbwa Classroom 2. In other words, even with perfect estimation of av-
erage daily load and making pessimistic assumptions, the system designed
using the IEEE standards resulted in the occasional loss of power supply.
The reason for the low reliability for Gumbwa Classroom 2 is the relatively
large number of days with extremely high load that occurred consecutively,
as was shown in Fig. 1 and Fig. 2. An important conclusion is that follow-
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ing accepted standards for sizing system components, even with conservative
assumptions, does not guarantee perfect reliability. Loads exhibiting or ex-
pecting to exhibit “fat” tails in their distribution and days with large loads
that occur consecutively or nearly consecutively require special consideration
in the design phase.
The performance of the designs with zero load estimate error are explored
further in Table 7. The reliability, ENS per hour and ENS per outage hour
for the base case of zero-error load estimation are provided. In general the
ad-hoc designs were the least reliable. The design approach appears to be
poorly suited for the Malawian sites. In practice, the implemented systems
achieved high reliability serendipitously, due to the extreme over-estimation
of load and under-estimation of the insolation, as was shown in Table 2.
The ENS-derived metrics show a relatively low impact of the outages
across all sites and design approaches, with an overall average loss of energy
of just 0.4 Wh per hour. When adjusted to only consider hours when outages
occurred, the average becomes 21 Wh per hour, which is greater than the
overall average hourly load of 10.4 Wh. This suggests that outages tend to
occur when the hourly load is high.
6.2. Sensitivity to load estimation error
As shown in Fig. 9, the relationship between average daily load estima-
tion error and reliability is non-linear and sensitive to design approach and
load characteristics. The general trend is similar for all sites and design ap-
proaches. At 90% under-estimation the reliability is low, generally between
20 and 60%. As the estimate improves, there is a rapid increase in reliability,
albeit with some variation between sites and design approach. The reliabil-
ity on average increases by 1.4 percentage points for every one percentage
point improvement in load estimate for estimates between -90 and -70%.
The knee of the curves occur at error levels near -50%. As the estimation
error approaches zero, the reliability approaches 100% and becomes less sen-
sitive to improvements in estimation. Here the average reliability increases
by just 0.04 percentage points for every one percentage point improvement
in estimation.
6.3. Reliability is influenced by design approach
The different design approaches yield different levels of reliability for a
given estimation error. For all sites, the pessimistic designs had the greatest
reliability for a given estimate error. This is due to the large ZB and ZPV
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Table 7: Base Case (0% Error) Reliability Results
100-LPSP ENS/hr ENS/outage hr
Site Approach (%) (Wh/hr) (Wh/hr)
Ad-hoc 97.32 0.28 10.32
Classroom 1 Optimistic 96.64 0.40 12.03
Pessimistic 100.00 0.00 0.00
Ad-hoc 94.55 1.80 32.97
Classroom 2 Optimistic 94.97 1.87 37.28
G
u
m
b
w
a
Pessimistic 98.85 0.46 40.21
Ad-hoc 99.80 0.06 27.77
Health Post Optimistic 99.80 0.06 31.70
Pessimistic 100.00 0.00 0.00
Ad-hoc 99.04 0.10 10.66
Staff Room Optimistic 98.97 0.07 6.94
Pessimistic 100.00 0.00 0.00
Ad-hoc 96.68 0.71 21.41
Classroom Optimistic 95.75 0.78 18.45
Pessimistic 100.00 0.00 0.00
N
d
ak
w
er
a
Ad-hoc 99.60 0.17 42.88
Mat. Ward Optimistic 99.77 0.10 43.12
Pessimistic 100.00 0.00 0.00
Ad-hoc 99.29 0.42 58.61
OPD Optimistic 99.00 0.44 43.92
Pessimistic 100.00 0.00 0.00
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Figure 10: Zoomed-in reliability results of the Gubmwa Staffroom.
values associated with this approach. The ad-hoc designs achieve greater
reliability than the optimistic designs for estimates to left of the knee of
the curve. This can be explained by comparing the ZB and ZPV values
associated with the two methods in Table 6. The values are such that the
optimistic designs have larger batteries but smaller PV arrays than the ad-
hoc designs for a given estimate. When the load is greatly under-estimated,
having a large battery does little to improve reliability if the PV array is
not commensurately sized. However, as the estimate error passes the knee
of the curve, the reliability of the optimistic designs tend to surpass that of
the ad-hoc designs. The reliability plot for Gumbwa Staffroom is enlarged
in Fig. 10 to better illustrate this general point. This suggests that for the
Malawian sites, obtaining high reliability requires relatively large batteries.
Large batteries buffer against the rare occurrences of extreme load, especially
when these occur in the evening.
6.4. Perfect assumptions do not always yield perfect reliability
Next, the simulation parameters are changed so that they more closely
match the design assumptions in each approach, rather than being the same
for all approaches. The Base Case is considered. Conceptually, this is akin
to the designer knowing beforehand the average load, the system efficiencies,
depth of discharge and insolation of the lowest month. The simulations
parameters for each approach are provided in Table 8, as derived from the
design assumption provided in the Appendix. Note that the IEEE Standards
bundle aging effects and battery efficiencies (losses) into the total system
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Table 8: Simulation Parameters
Parameter Ad-Hoc Optimistic Pessimistic
Aging Derating, APV, AB 100% 100% 100%
Battery Charging Efficiency, ηB,in 100% 100% 100%
Battery Discharging Efficiency, ηB,out 100% 100% 100%
Battery Depth of Discharge, DOD 50% 50% 50%
Totaly System Loss, (100− ηSYS) 35% 5% 54%
Initial Battery State of Charge 100% 100% 100%
Table 9: Reliability Using As-Designed Simulation Parameters Base Case (0% Error)
Gumbwa Ndakwera
Class- Class- Health Staff Class- Mat.
room 1 room 2 Post room Room Ward OPD
(%) (%) (%) (%) (%) (%) (%)
Ad hoc 99.56 95.86 100.00 99.90 99.43 100.00 99.94
Optimistic 100.00 96.81 100.00 100.00 100.00 100.00 99.94
Pessimistic 100.00 97.87 100.00 100.00 100.00 100.00 100.00
loss. To avoid double counting, these parameters are set to 100% in the
simulation. Note that to be consistent with the design assumptions in the
Appendix, Table 8 converts the Combined Efficiency to Total System Loss.
The results are shown in Table 9.
The use of as-designed assumptions as simulation parameters somewhat
improved the reliability of the ad hoc and optimistic designs, but reduced
it for the pessimistic designs, reflecting the selection of moderate simulation
parameters used in the previous sections. It is interesting that when the
simulation parameters are set to match the as-designed assumptions, the
simulated reliability is less than 100 percent for many of the sites. The failure
of the designs to attain 100% simulated reliability when even the design
assumptions are correct, points to a fundamental drawback of the intuitive
approach—load distribution and temporal characteristics are ignored.
6.5. Illustrative critique of the intuitive design approach
The advantages of the intuitive design approaches, like those considered in
this article, is that they require limited input information—primarily average
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load and worst month insolation—and that the design approach is straight-
forward, which allows them to be readily implemented. There are several
disadvantages. Selection of parameters such as the effects of aging and sys-
tem losses can vary widely and are difficult to know a priori. The differences
between the cost and reliability of the optimistic and pessimistic designs
shown in this article highlight this point. Although intuitive approaches re-
quire limited input information, estimating average load in particular is often
challenging as shown in this article. Further, the intuitive approaches do not
account for the distribution of daily load, nor the temporal relationship be-
tween occurrences of high load. This last point is further explored in the
following.
Consider now Gumbwa Classroom 2 and Ndakwera OPD. The average
load for the OPD is 3.2 times as large as Gumbwa Classroom 2. Using an
intuitive approach results in the OPD system PV panels and batteries being
3.2 times larger than Gumbwa Classroom 2. Consequentially, the cost is
also 3.2 times greater. However, because the distribution of the OPD load
has fewer extreme occurrences of high load as seen in Fig. 1 and that these
occurrences are spread in time, as seen in Fig. 2, the battery capacity can in
fact be sized similarly to Gumbwa Classroom 2.
Fig. 11 shows the results of an hourly simulation for the Gumbwa Class-
room 2 Base Case using the pessimistic design with simulation parameters in
Table 4. The battery capacity is 4437 Wh, which is derated to 3550 Wh due
to the effects of aging. A five-day period is shown. The top plot in Fig. 11 is
the hourly load. The load as expressed as a multiple of the overall average
µ is provided at the top of the plot for each day. During the shown period,
there are three successive days of load exceeding 5µ. The load was more than
22 times the average load occurred during this five-day period.
The daily PV production, shown in the second plot, is insufficient to
replenish the battery after the high load in day two. Consequently, the
battery discharges, as shown in the third plot. The bottom plot shows the
energy stored in the battery. The dashed line is the depth of discharge
cutoff level (50 percent of the rating). The system is able to withstand the
extremely high load of day two, which was 5.46µ. However, the occurrence
of an even greater load the following day, at 9.29µ, results in a loss of power
supply. Despite the pessimistic design approach being based on 10.5 days
of autonomy, two consecutive days of high load resulted in a loss of power
supply.
This can be contrasted with the Ndakwera OPD. The pessimistic design
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Figure 11: Time-series of Gumbwa Classroom 2 showing hourly load, PV production, net
power to the battery and battery energy level.
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is considered, however instead of using the 14268 Wh battery called for in
the design, let the smaller 4437 Wh battery called for in Gumbwa Classroom
2 design be used. This equates to just 3.3 days of autonomy. The simulation
was re-run and the five days with the greatest average load are shown in
Fig. 12. During this period, the load is above average during the entire pe-
riod, but not as severe as occurred with Gumbwa Classroom 2. Despite the
3.2 times greater average load in the OPD than Gumbwa Classroom 2, the
distribution and temporal characteristics of the load mean that the battery
rating at the Ndakwera OPD can be the same size as the Gumbwa Classroom
2 and achieve similar overall reliability. This encapsulates a fundamental dis-
advantage of the intuitive method: although it can be readily implemented,
it relies on incomplete load information, obscuring the cost versus reliability
tradeoff in the system design.
7. Reliability versus cost
This section explores the important but not well understood reliability-
versus-cost tradeoff in small-scale off-grid PV systems. The reliability-versus-
cost curves are shown in Fig. 13. The curves are developed using the same
methodology to compute cost and reliability as previously described (using
the simulation parameters in Table 4), but the range of considered estimation
errors is extended to +600% at 1% intervals to achieve high resolution curves.
The region of the curve of greatest interest is near 100% reliability as this
is targeted by most system designers. The ordinate is logarithmic to better
distinguish the sensitivity of reliability to cost.
7.1. Cost effectiveness is influenced by the ZB/ZPV ratio
The ad-hoc approach is generally the most cost-effective for obtaining
reliability up to 99.9%. For example, for the Gumbwa Classroom 1, the
ad-hoc design achieves 99.9% reliability at a cost of approximately $280,
whereas the next lowest-cost design costs $350. The cost-effectiveness of a
design is closely related to the ratio of ZB/ZPV. The insolation and load
characteristics of each site dictate which ratio is more cost effective for a
given level of reliability. For reliability up to 99.9% in the Malawian sites,
the lower ratio of the ad-hoc designs (11.3) is most cost-effective. It follows
that the pessimistic designs are the next most cost-effective as their ratio is
the next lowest (32.4). However, past 99.9%, the most cost-effective ZB/ZPV
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Figure 13: Reliability-versus-cost curves.
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ratio tends to increase, and in some cases the pessimistic designs are the most
cost effective.
A note of caution is warranted here. Although cost-effective, recall that
the ad-hoc approach when applied with zero estimation error produced the
least reliable designs. For some sites the reliability would likely be unac-
ceptable, as was seen in Table 7. The ad-hoc approach could be modified to
improve the reliability at zero estimation error without sacrificing its cost-
effectiveness by changing its assumptions so that ZB and ZPV are increased
while maintaining the same ZB/ZPV ratio.
7.2. High reliability comes at high cost
In general, the incremental cost of improving reliability greatly increases
as the reliability approaches 100%. On average, 46% of the total cost of a
100% reliable system is spent on improving reliability from 99% to 100%.
Over the course of a year, a system with 99.7% reliability will experience
26 hours of outage. For the Malawian sites this will cause an average of
546 Wh of energy to not be served. For a system with 99.9% reliability, the
figures are nine outage hours and 189 Wh of energy not served per year—an
additional 357 Wh of energy served. The average cost to improve reliability
from 99.7% to 99.9% is $197. As a simple calculation, assuming a 10-year
lifespan for PV array and battery, the cost to serve the additional 357 Wh
each year is approximately $55.2 per kWh. This extraordinarily large value
highlights the need for broader research and discussion on reliability expecta-
tions of small off-grid systems in LDCs, knowing that perhaps twice as many
systems can be installed or the electricity supplied at a less expensive tariff
if target reliability levels were relaxed.
8. Conclusions and future outlook
This research investigated the impact of average daily load estimation
error on system design, cost and reliability using hourly load and insola-
tion data from seven off-grid PV systems in Malawi. The basic relationship
between cost and reliability was also analyzed.
The results showed that estimation error has a proportional affect on PV
array and battery ratings, which in turn has a nearly proportional affect on
the cost. The cost of over-estimation depends upon what design approach
is applied, but generally ranges from $1.92 to $6.02 per watthour of error.
Reliability, on the other hand, is non-linearly influenced by load estimation
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error and is generally less sensitive to estimation error as the error approaches
zero (perfect estimation).
With some design approaches, even perfect load estimation did not yield
perfect reliability. This points to the need to better consider the distribu-
tion of daily load in the design process, not just the mean. A comparison of
reliability and cost showed that the incremental cost of improving reliability
sharply increases as the reliability approaches 100%. For the sites consid-
ered in this article, it is questionable whether or not the premium paid for
additional PV and battery capacity to achieve perfect reliability is justifiable.
The analyses have real and practical consequences. For example, recall
that the Ndakwera maternity ward’s average daily load was estimated to be
1182 Wh compared to an actual average daily load of 388.4 Wh. Had the
IEEE standards been applied using pessimistic assumptions, the resulting
PV array and battery costs are estimated to have been $7032. This design
has a 100% simulated reliability. Contrast this if the average load had been
perfectly estimated. The PV array and battery costs would be $2313 and
the simulated remain at 100%. The savings would be enough to electrify two
additional maternity wards of the same size.
This work raises broader questions regarding the design off-grid PV sys-
tems. The economic merit of more accurate average daily load estimates
has been shown, but a methodology for improving the estimates is lacking.
The weakness in using average daily load as a primary input to intuitive
design approaches was called into question, as the distribution of the daily
load—particularly the outliers—and when these outliers occur was shown to
be important. Design approaches incorporating additional load characteris-
tics may be useful. Finally, given the high cost of high reliability, greater
discussion among the research and practitioner community regarding target
reliability standards for off-grid systems is needed.
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A. Appendix
The principal calculations within the IEEE Standard method are noted
in this appendix for completeness. The fully defined procedure is specified in
the Standards documents [12, 13]. The parameters used in each design are
found in Table 10.
The unadjusted battery capacity required for the system is given by:
Cunadj = D × (L× (1 + kp)) (9)
whereD is the desired days of autonomy, L is the total daily average load is in
Amp-hours and kp is the parasitic losses. The parasitic losses are due to the
charge controller and are modeled as a percentage of L while inverter losses
are not included because in this work the load is estimated and measured on
the dc side of the inverter. Final required battery capacity, in Amphours, is
determined by:
Cadj =
Cunadj × kt × km
DOD
(10)
where the temperature correction factor is kt, design margin is given by km,
and maximum daily depth of discharge is DOD.
The number of panels, PN, and final PV array size, PWP, are given by:
PN =
L× A
Ipp × SH × (1−KL)
(11)
PWP = PN × PSTC (12)
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where the desired PV module is characterized by peak power current, Ipp,
rated capacity at standard test conditions, PSTC, and array to load ratio,
A. Peak sun hours, Sh, is determined by external reference, such as [54]. It
should be noted that for reproduction of results, the simulation in the paper
used Sh = 5.6 based on the lowest-month average daily insolation value from
the data set. The individual elements of the system losses, KL, are found
in Table 10. Note that the losses are summed in accordance with the IEEE
Standard, not multiplied. As such, they are expressed as a percentage of
system load. Number of PV panels, PN , in practice is rounded up to the
nearest integer. The result is that for both the sizing of the battery and PV
panel, the designed ratings scale linearly with L, the estimated load.
The design assumptions of each method are provided in Table 10. As
shown, the ad-hoc parameters were not fully specified; in place of individual
component loss parameters, a total system loss value was used in the design.
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Table 10: Design Assumptions
IEEE IEEE
Parameter (Optimistic) (Pessimistic) Ad-hoc
Battery Sizing Parameters
Days of Autonomy 6 10.5 3
Inverter losses 10% 10% 10%
Parasitic losses 1% 1% -
Maximum Daily
Depth of Discharge 50% 50% 50%
Temp. Correction Factor 1.048 1.048 -
Design Margin 1.1 1.25 1
Panel Array Sizing Parameters
Panel Rated Capacity 85 85 85
Panel Peak Power Current 4.89 4.89 4.89
Peak Sun Hours 5.6 5.6 5.6
Array to Load Ratio 1.3 1.5 1.38
Coulombic Battery Losses 5% 25% -
Wire Losses 0% 5% -
Module Mismatch Losses 0% 5% -
Module Aging Losses 0% 8% -
Dust/Dirt Losses 0% 11% -
Total System Losses 5% 54% 35%
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