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Abstract
In this paper, we discuss the existence of positive almost periodic type solutions for some nonlinear
delay integral equations, by constructing a new fixed point theorem in the cone. Some known results
are extended.
 2004 Elsevier Inc. All rights reserved.
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1. Introduction
In epidemic problems, a mathematical model is described by the following nonlinear
integral equation:
x(t) =
t∫
t−τ
f
(
s, x(s)
)
ds, (1)
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τ is the length of time an individual remains infective, and f (t, x(t)) is the proportion of
new infective individuals per unit of time. Equation (1) has been studied by various authors
(see [3,4,6,7,9,11,12,14] and references therein). D. Guo and V. Lakshmikantham [7], L.R.
Williams and R.W. Leggett [9,14] studied the conditions of the existence of positive peri-
odic solution to Eq. (1) by means of the theorems of the fixed point index and the extension
and compression of the cone, respectively. Nussbanum [11] and Smith [12] in particular
demonstrated the bifurcation of positive periodic solutions from the zero solution for suf-
ficiently large τ , provided f is periodic in t . A.M. Fink and J.A. Gatica [6] were first to
consider the positive almost periodic solution of Eq. (1) in the case of delay τ being a
constant. R. Torrejón [13] studied the existence of the positive almost periodic solutions of
Eq. (1) in the case when the delay is state-dependent, namely the following equation:
x(t) =
t∫
t−τ(t)
f
(
s, x(s)
)
ds. (1′)
In 1996, K. Ezzinbi and M.A. Hachimi [4] studied the existence of positive almost
periodic solutions for Eqs. (1) and (1′) via Hilbert’s Projective metric. In 2000, E. Ait
Dads and K. Ezzinbi [2] also used the Hilbert’s projective metric to present the conditions
of existence of positive pseudo almost periodic solutions for the following infinite delay
integral equation:
x(t) =
t∫
−∞
a(t − s)f (s, x(s))ds. (1′′)
The conditions in [2,4] contain the following two items:
(H ′1) for every t ∈R, f (t, ·) is nondecreasing in R+;
(H ′2) there exists a positive continuous function ϕ defined on (0,1) such that
f (t, λx) ϕ(λ)f (t, x) and ϕ(λ) > λ for all t ∈R, x > 0, λ ∈ (0,1).
In this paper, we consider the following generalized equations:
x(t) =
t∫
t−τ(t)
[
f
(
s, x(s)
)+ g(s, x(s))]ds, (2)
x(t) =
t∫
−∞
a(t − s)[f (s, x(s))+ g(s, x(s))]ds. (3)
We would like to construct a new fixed point theorem in the cone, through which we re-
lax the above (H ′1)–(H ′2) to the following assumptions (H1)–(H2) to present the conditions
of existence of positive almost periodic type solutions to Eqs. (2) and (3):(H1) for every t ∈R, f (t, ·) is nondecreasing and g(t, ·) is nonincreasing in R+;
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(0,1), one has ϕ(λ) > λ, and
f (t, λx) ϕ(λ)f (t, x), g
(
t, λ−1y
)
 ϕ(λ)g(t, y), ∀t ∈R, x, y > 0.
The paper is organized as follows. In Section 2, we recall some definitions, lemmas and
establish a new fixed point theorem in the cone. In the following three sections, we give
our main results and corresponding proofs, respectively. In the final section, we provide
two examples for presenting the applications of our theorems obtained in this paper.
2. Some definitions and lemmas
In this paper, we denote by R the set of real numbers, by R+ the set of nonnegative
real numbers, and by Ω an open subset of Rq . BC(R,Rq) (respectively BC(R× Ω,Rq))
stands for the Banach space of bounded continuous functions φ(t) (respectively φ(t, x))
from R (respectively R× Ω) to Rq with norm ‖φ‖ = supt∈R ‖φ(t)‖ (respectively ‖φ‖ =
supt∈R, x∈Ω ‖φ(t, x)‖), where ‖.‖ is the Euclidean norm.
Definition 1 [5]. A function f ∈ BC(R,Rq)(BC(R × Ω,Rq)) is called an almost pe-
riodic function (an almost periodic function in t ∈ R uniformly on x ∈ Ω) (denote by
f ∈ AP(R,Rq)(AP(R× Ω,Rq)), if the ε-translation set of f
T (f, ε) = {τ ∈R: ∥∥f (t + τ)− f (t)∥∥< ε, ∀t ∈R},(
T (f, ε)= {τ ∈R: ∥∥f (t + τ, x)− f (t, x)∥∥< ε,
∀(t, x) ∈R× W, ∀ compact set W ⊂ Ω})
is a relatively dense set in R for all ε > 0 (for any ε > 0 and for any compact subsets W
of Ω). Each τ ∈ T (f, ε) is called an ε-period for f .
Suppose that f belongs to AP(R,R). Let {λj } denote the set of all real numbers such
that
lim
T→∞
1
T
T∫
0
f (t) exp(−iλt) dt 	= 0.
It is well known that the set of numbers {λj } in the above formula is countable. The set
{N1 njλj } for all integers N and integers nj is called the module of f (t), denoted by
mod(f ). For the module containment, we have the following lemma.
Lemma 1 [5]. Suppose that f and g are almost periodic. Then the following statements
are equivalent:
(1) mod(f ) ⊃ mod(g);
(2) For any sequence {t∗n }, if limn→∞ f (t + t∗n ) = f (t) for each t ∈R, then there exists asubsequence {tn} ⊆ {t∗n } such that limn→∞ g(t + tn) = g(t) for each t ∈R.
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sequence of α. For a function f : R→ R, Tαf = g shall indicate that limn→∞f (t + αn)
exists and g(t) = limn→∞f (t + αn). It can be found from [13, Lemma 2.2] that the fol-
lowing lemma holds.
Lemma 2. Let x(t) ∈ BC(R,R), f (t, x) be almost periodic in t uniformly with respect to x
in compact subsets of R+, and τ(t) be almost periodic on R. If α is a sequence for which
Tαf (t, x) exists uniformly on R and Tατ(t), Tαx(t) exist uniformly on compact subsets
of R, then
Tα
t∫
t−τ(t)
f
(
s, x(s)
)
ds =
t∫
t−Tατ(t)
Tαf
(
s, Tαx(s)
)
ds.
Set
C0
(
R
+,Rq
)= {w ∈ BC(R+,Rq): lim
t→+∞w(t) = 0
}
,
C0
(
R
+ × Ω,Rq)= { w ∈ BC
(
R
+ × Ω,Rq): lim
t→+∞w(t, x) = 0,
uniformly for x ∈ W,W is any compact subset of Ω
}
.
Definition 2 [5]. A function f ∈ BC(R+,Rq)(BC(R+ × Ω,Rq)) is called an asymp-
totically almost periodic function (an asymptotically almost periodic function in t ∈ R+
uniformly for x in compact subsets of Ω) (denote by f ∈ AAP(R+,Rq)(AAP(R+×Ω,
R
q))), if it can be written as a sum
f = f ap + f c0 ,
where
f ap ∈ AP(R+,Rq)(AP(R+ ×Ω,Rq)) and
f c0 ∈ C0
(
R
+,Rq
)(
C0
(
R
+ ×Ω,Rq)).
Set
PAP0
(
R,Rq
)=
{
w ∈ BC(R,Rq): lim
t→+∞
1
2t
t∫
−t
∣∣w(s)∣∣ds = 0
}
,
PAP0(R×Ω,Rq)
=


w ∈ BC(R×Ω,Rq): lim
t→+∞
1
2t
t∫
−t
∣∣w(s, x)∣∣ds = 0,
uniformly for x ∈ W, W is any compact subset of Ω

 .
Definition 3 [15]. A function f ∈ BC(R,Rq)(BC(R× Ω,Rq)) is called a pseudo almost
periodic function (a pseudo almost periodic function in t ∈ R uniformly for x in compact
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a sum
f = f ap + f e,
where
f ap ∈ AP(R,Rq)(AP(R× Ω,Rq)) and
f e ∈ PAP0
(
R,Rq
)(
PAP0
(
R×Ω,Rq)).
Lemma 3. Let x, τ ∈ AP(R,R). Then y(t) = ∫ t
t−τ(t) x(s) ds is an almost periodic func-
tion.
The proof is obvious, so we omit it. It has been pointed out in [2, Theorem 4] that the
following lemma holds.
Lemma 4. Suppose f (t, x) ∈ PAP(R × Ω,Rq) is continuous in x ∈ W uniformly in
t ∈R for every compact subset W ⊂ Ω . If H ∈ PAP(R,R) and H(t) ∈ Ω for all t ∈R,
then t → f (t,H(t)) is pseudo almost periodic.
Definition 4 [10]. Let E be a real Banach space. A closed convex set K in E is called a
convex cone if the following conditions are satisfied:
(1) if x ∈ K , then λx ∈ K for λ 0;
(2) if x ∈ K and −x ∈ K , then x = 0.
A cone K induces a partial ordering  in E by x  y if and only if y − x ∈ K. A cone
K is called normal if there exists a constant k > 0 such that 0 x  y implies ‖x‖ k‖y‖,
where ‖.‖ is the norm on E. We denote by K0 the interior set of K. A cone K is called a
solid cone, if K0 	= ∅. The following definition will be used in this paper for providing our
main results.
Definition 5 [10]. Suppose that E is a real Banach space and K is a cone in E. An op-
erator A :K × K → E is called mixed monotone, if A(x,y) is nondecreasing in x and
nonincreasing in y.
Choosing w ∈ K\{θ}, let
K0w = {x ∈ E: there exist µ > ν > 0 such that νw  x  µw},
where θ denotes the zero element, K,E are the same as in Definition 4 in this paper.
Observe that θ /∈ K0w and that K0w ⊆ K . We formulate a theorem as follows.
Theorem 1. Let K be a normal cone in a real Banach space E,w ∈ K\{θ}, and
A :K0w ×K0w → E be a mixed monotone operator. Suppose that A(w,w) ∈ K0w, and there
exists a function φ : (0,1) → (0,1) such that φ(t) > t for each t ∈ (0,1) and
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(
tx, t−1y
)
 φ(t)A(x, y), ∀t ∈ (0,1) and ∀x, y ∈ K0w. (4)
Then A has a unique fixed point u∗ in K0w. Moreover, if constructing the iterative sequences
xn = A(xn−1, yn−1), yn = A(yn−1, xn−1) (n = 1,2, . . .) (5)
for any initial (x0, y0) ∈ K0w × K0w, we have∥∥xn − u∗∥∥, ‖yn − u∗‖ → 0 (n → ∞). (6)
Remark 1. If the function φ in Theorem 1 is left-hand lower semi-continuous in t , then
Theorem 1 yields [10, Theorem 1] to some extent. Hence Theorem 1 generalizes [10,
Theorem 1] to some extent.
Proof of Theorem 1. First we show that A : K0w ×K0w → K0w. In fact, letting x, y ∈ K0w be
arbitrarily given, we can choose t ∈ (0,1) sufficiently small such that tw  x  t−1w and
tw  y  t−1w. Since A(w,w) ∈ K0w , there exist Λ > λ > 0 such that λw  A(w,w)
Λw, by (4) and its equivalent formulation that
A
(
t−1w, tw
)

[
φ(t)
]−1
A(w,w), (7)
we obtain
λφ(t)w A
(
tw, t−1w
)
A(x,y)A
(
t−1w, tw
)
Λ
[
φ(t)
]−1
w,
namely
A(x,y) ∈ K0w.
Now choose t0 in (0,1) such that
0 < t0 m0 = min{λ,1/Λ}; (8)
then 0 < t0  m0 < 1 and t0w  A(w,w)  t−10 w. Since [φ(t0)/t0]k → +∞(k → ∞),
there exists positive integer k0 such that[
φ(t0)
t0
]k0
 1
t0
. (9)
Taking u0 = tk00 w, v0 = t−k00 w and constructing the iterative sequences
un = A(un−1, vn−1), vn = A(vn−1, un−1) (n = 1,2, . . .),
it is clear that u0, v0 ∈ K0w , u0 = t2k0v0 < v0, and u1 = A(u0, v0)  A(v0, u0) = v1. Re-
peatedly using (4), and taking notice of (9), we have
u1 = A
(
t
k0
0 w, t
−k0
0 w
)
 φ(t0)A
(
t
k0−1
0 w, t
−(k0−1)
0 w
)
 · · · tk00 w = u0.
Likewise, repeatedly using (7), we have v1 = A(t−k00 w, tk00 w)  v0, and so u0  u1 
v1  v0. It is easy to show by induction thatu0  u1  · · · un  · · · vn  · · · v1  v0. (10)
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tn = sup{t > 0: un  tvn}, n = 1,2, . . . .
We can infer that
un  tnvn, n = 1,2, . . . . (11)
It follows that
un+1  un  tnvn  tnvn+1, n = 1,2, . . . .
Thus there exists ε0 > 0 such that
0 < ε0  t1  t2  · · · tn  · · · 1.
Set t∗ = limn→+∞ tn. We claim that t∗ = 1.
Otherwise, if t∗ ∈ [ε0,1), we should have φ(t∗)/t∗ − 1 > 0. We consider two cases:
(a) there exists N such that tN = t∗;
(b) tn < t∗, ∀n = 1,2, . . . .
Under case (a), we can obtain that tn = t∗, un  t∗vn, ∀n > N , and
un+1 = A(un, vn)A
(
t∗vn,
(
t∗
)−1
un
)
 φ
(
t∗
)
A(vn,un) = φ
(
t∗
)
vn+1, ∀n > N.
Thus
tn+1  φ
(
t∗
)
> t∗, ∀n > N.
Letting n → ∞, it can follow that
t∗  φ
(
t∗
)
> t∗,
which is a contradiction.
Under the case (b), setting η(t) = φ(t)/t − 1, ∀t in (0,1), we have that
un+1 = A(un, vn)A
(
tnvn, (tn)
−1un
)
A
(
tn
t∗
t∗vn,
t∗
tn
1
t∗
un
)
 tn
t∗
[
1 + η
(
tn
t∗
)]
A
(
t∗vn,
(
t∗
)−1
un
)
 tn
t∗
× t∗[1 + η(t∗)]A(vn,un) = tn[1 + η(t∗)]vn+1.
Thus
tn+1  tn
[
1 + η(t∗)] tn.
Letting n → ∞, we have
t∗  t∗
[
1 + η(t∗)] t∗,
which is a contradiction. Hence t∗ = 1.
From the formulas (10) and (11), it follows that for any natural number k,0 un+k − un, vn − vn+k  vn − un  (1 − tn)v1, n = 1,2, . . . .
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0 v∗ − u∗  vn − un  (1 − tn)v1, n = 1,2, . . . . (12)
Thus u∗ = v∗ ∈ [u0, v0]. If the operator A has other fixed point u∗ ∈ K0w, let t∗ = sup{0 <
t < 1: tu∗  u∗  t−1u∗}. Clearly, 0 < t∗  1 and t∗u∗  u∗  t−1∗ u∗. If t∗ < 1, then
u∗ = A(u∗, u∗)A(t∗u∗, t−1∗ u∗) φ(t∗)A(u∗, u∗) = φ(t∗)u∗,
u∗ = A(u∗, u∗)A(t−1∗ u∗, t∗u∗) [φ(t∗)]−1A(u∗, u∗) = [φ(t∗)]−1u∗,
i.e., φ(t∗)u∗  u∗  [φ(t∗)]−1u∗. These contradict the definition of t∗, since 1 > φ(t∗) > t∗.
Hence t∗ = 1 and u∗ = u∗. This, at the same time, proves the uniqueness of fixed point
of A in K0w. We proceed to show that (6) holds. Let (x0, y0) ∈ K0w × K0w be given. There
exist µ1 > γ1 > 0 and µ2 > γ2 > 0 such that γ1w  x0  µ1w and γ2w  y0  µ2w.
Taking t0 = min{γ1,1/µ1, γ2,1/µ2,m0} in (8), then u0  x0  v0 and u0  y0  v0,
and the iterative sequences constructed according to (5) satisfy un  xn  vn and
un  yn  vn (n = 1,2, . . .). Thus by (12) we get
θ  xn − un, u∗ − un  vn − un  (1 − tn)v0. (13)
By virtue of the normality of K and (13), we have ‖xn −u∗‖ → 0 (n → ∞). Similarly we
can prove that ‖yn − u∗‖ → 0 (n → ∞), and hence (6) holds. The proof is finished. 
Note that if the cone K is solid, denote its interior by K0 and choose w ∈ K0, then
K0w = K0.
Corollary 1. Let K be a normal and solid cone in a real Banach space E,A : K0 ×
K0 → K0 be a mixed monotone operator. Suppose there exists φ(t) > t for each t ∈ (0,1)
such that
A
(
tx, t−1y
)
 φ(t)A(x, y), ∀x, y ∈ K0,
where φ(t) : (0,1) → (0,1). Then A has a unique fixed point u∗ in K0. Moreover, if con-
structing the iterative sequences
xn = A(xn−1, yn−1), yn = A(yn−1, xn−1) (n = 1,2, . . .) (14)
for any initial (x0, y0) ∈ K0 ×K0, we have
‖xn − u∗‖, ‖yn − u∗‖ → 0 (n → +∞). (15)
3. Almost periodic case
Theorem 2. For Eq. (2), suppose (H1)–(H2) hold, in addition, we assume that f,g, τ
satisfy the following conditions:
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of R+;
(H4) τ (t) is a positive almost periodic function on R;
(H5) there exist ρ > 0, δ > 0 such that
inf
t∈R
t∫
t−τ(t)
f (s, ρ) ds  δ.
Then Eq. (2) has exactly one almost periodic solution x∗ with a positive infimum on R
satisfying mod(x∗) ⊂ mod(τ, f, g). Furthermore, for each x0, y0 ∈ AP(R,R+) such that
inft∈R x0(t) > 0 and inft∈R y0(t) > 0, if we construct the iterative sequences
xn(t) =
t∫
t−τ(t)
[
f
(
s, xn−1(s)
)+ g(s, yn−1(s))]ds, (16)
yn(t) =
t∫
t−τ(t)
[
f
(
s, yn−1(s)
)+ g(s, xn−1(s))]ds (n = 1,2, . . .), (17)
we have
‖xn − x∗‖, ‖yn − x∗‖ → 0 (n → ∞). (18)
Proof. Let X be the Banach space consisting of almost periodic functions with the norm
defined by ‖x‖ = supt∈R|x(t)|. Let W = {x ∈ AP(R,R): x(t) 0, ∀t ∈R}. We can eas-
ily prove that W is a normal cone (in fact, if f1  f2  0 for f1, f2 ∈ W , then ‖f1‖ ‖f2‖,
and hence, by Definition 4, W is normal). Furthermore, W 0 = {x ∈ W : there exists λ > 0
such that x(t) λ, ∀t ∈R}. For every x ∈ W 0, we consider the operator
Af [x](t) =
t∫
t−τ(t)
f
(
s, x(s)
)
ds, (19)
and it is well known that t → f (t, x(t)) is almost periodic. It follows from Lemma 3 that
Af [x](t) is almost periodic, namely Af [W 0] ⊂ AP(R,R). Moreover, we can prove that
Af [W 0] ⊂ W 0. In fact, for every x ∈ W 0, there exists a > 0 such that x(t) > a for all
t ∈R. If a  ρ, the conclusion follows from (H1) and (H5). If a < ρ, by (H1), (H2), and
(H5), we have
Af [x](t) =
t∫
t−τ(t)
f
(
s, x(s)
)
ds 
t∫
t−τ(t)
f (s, a) ds
=
t∫
f
(
s, ρρ−1a
)
ds  ϕ
(
ρ−1a
) t∫
f (s, ρ) ds  ρ−1aδ. (20)t−τ(t) t−τ(t)
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φ(λ) = ϕ(λ)+ λ
2
, ∀λ ∈ (0,1),
A(f,g)[x, y](t) =
t∫
t−τ(t)
[
f
(
s, x(s)
)+ g(s, y(s))]ds, ∀t ∈R, ∀x, y ∈ W 0,
we can show by using (H1) that the operator A(f,g) is mixed monotone. Taking into account
the fact that Af [W 0] ⊆ W 0, the nonnegativity of the function g, and 0 < φ(λ)  1, we
have
A(f,g) : W 0 × W 0 → W 0,
A(f,g)
[
λx,λ−1y
]
 φ(λ)A(f,g)[x, y], ∀x, y ∈ W 0 and λ ∈ (0,1), and
0 < λ <
ϕ(λ)+ λ
2
= φ(λ) 1 + λ
2
< 1, ∀λ ∈ (0,1).
From Corollary 1, we obtain that the operator A(f,g) has exactly one fixed point (denote
by x∗) in W 0, namely A(f,g)[x∗, x∗] = x∗. For any real sequence α = (αn) such that
Tαf = f , Tατ = τ , Tαg = g, it follows from Lemma 2 that
Tαx
∗(t) = Tα
t∫
t−τ(t)
[
f
(
s, x∗(s)
)+ g(s, x∗(s))]ds
=
t∫
t−Tατ(t)
Tα
[
f
(
s, Tαx
∗(s)
)+ g(s, Tαx∗(s))]ds
=
t∫
t−τ(t)
[
f
(
s, Tαx
∗(s)
)+ g(s, Tαx∗(s))]ds.
From the uniqueness of the fixed point, we have Tαx∗ = x∗. By Lemma 1, we can get
mod(x∗) ⊂ mod(f, g, τ ). The proof of the formula (18) can be obtained by Corollary 1
easily. 
Corollary 2. Suppose that all conditions in Theorem 2 hold. Furthermore, we assume that
f , g, and τ are T-periodic in t (T > 0). Then Eq. (2) has exactly one T-periodic solution
x∗ with a positive infimum on R.
Proof. It suffices to take X as the Banach space consisting of T -periodic continuous func-
tions with norm defined by ‖x‖ = supt∈R |x(t)|. The rest is the same, so we omit it. 
Remark 2. If the functions ϕ, f , and g in Theorem 2 are endowed with the following
assumptions: ϕ is continuous, g ≡ 0, and f (t,0) ≡ 0, ∀t ∈R, then Theorem 2 will coincide
with [4, Theorem 2.3].
B. Xu, R. Yuan / J. Math. Anal. Appl. 304 (2005) 249–268 259From the proofs of Theorems 1 and 2, we should indicate that the following Theorem 3
holds.
Theorem 3. For Eq. (2), suppose (H1), (H3), and (H4) hold, in addition, we assume that
the following conditions are satisfied:
(H¯2) for every ξ > 0, there exists a positive function ϕξ defined on (0,1) satisfying
ϕξ (λ) > λ and
f (t, λx) ϕξ (λ)f (t, x), g
(
t, λ−1y
)
 ϕξ (λ)g(t, y),
for any λ ∈ (0,1), t ∈R, x, y  ξ ;
(H¯5) there exist w1,w2 ∈ W 0 such that
w1 w2,
t∫
t−τ(t)
[
f
(
s,w1(s)
)+ g(s,w2(s))]ds w1,
t∫
t−τ(t)
[
f
(
s,w2(s)
)+ g(s,w1(s))]ds w2,
where W 0 is the same as the proof of Theorem 2.
Then Eq. (2) has exactly one almost periodic solution u∗ with a positive infimum on R.
Proof. Let X,W , and W 0 be the same as in the proof of Theorem 2. We define the operator
A(f,g)[x, y](t) =
t∫
t−τ(t)
[
f
(
s, x(s)
)+ g(s, y(s))]ds, ∀t ∈R, ∀x, y ∈ W 0.
It follows from Lemma 3 that A(f,g)[W 0 × W 0] ⊂ AP(R,R). Moreover, we can prove
that A(f,g)[W 0 ×W 0] ⊂ W 0. In fact, for every z1, z2 ∈ W 0, setting
inf
t∈Rwi(t) = wi, supt∈Rwi(t) = wi, inft∈Rzi(t) = zi, supt∈R zi(t) = zi,
i = 1,2,
it follows from (H1), (H3), and (H4) that
A(f,g)[z1, z2](t)A(f,g)[z1, z2](t).
If z1 w1 and z2 w2, using (H5), we have
A(f,g)[z1, z2](t)A(f,g)[w1,w2](t)A(f,g)[w1,w2](t)w1 w1.
If z1 w1 and z2 > w2, we will know from ¯(H2), and ¯(H5) that
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ϕw2(w2/z2)+ (w2/z2)
2
A(f,g)[w1,w2](t)
 (w2/z2)w1  (w2/z2)w1.
If z1 < w1 and z2 w2, we obtain
A(f,g)[z1, z2](t)
ϕz1(z1/w1)+ (z1/w1)
2
A(f,g)[w1,w2](t)
 (z1/w1)w1  (z1/w1)w1.
If z1 < w1 and z2 > w2, it follows that
A(f,g)[z1, z2](t)min
{
ϕz1(z1/w1), ϕw2(w2/z2)
}
A(f,g)[w1,w2](t)

min{z1,w2}
max{w1, z2}w1.
Thus
A(f,g)
[
W 0 ×W 0]⊂ W 0.
Taking u0 = w1, v0 = w2, A := A(f,g), and constructing the iterative sequences
un = A(un−1, vn−1), vn = A(vn−1, un−1) (n = 1,2, . . .),
it follows from (H¯5) that
u0  u1  v1  v0.
Analogous to the proof of Theorem 1 (from (10) to (12), replacing the function φ(t) by
(ϕt∗w1(t) + t)/2, ∀t ∈ (0,1)), we could obtain the existence of the fixed point u∗ of the
operator A in W 0, so we omit it.
If the operator A has other fixed point u∗ ∈ W 0, we let t∗ = sup{0 < t < 1: tu∗ 
u∗  t−1u∗}. Clearly, 0 < t∗  1 and t∗u∗  u∗  t−1∗ u∗. If t∗ < 1, setting ρ =
t∗ min{inft∈R u∗(t), inft∈R u∗(t)}, then
A(u∗, u∗) = A
(
t∗t−1∗ u∗, t−1∗ t∗u∗
)

[
ϕρ(t∗)+ t∗
2
]
A
(
t−1∗ u∗, t∗u∗
)
,
u∗ = A(u∗, u∗)A(t∗u∗, t−1∗ u∗) ϕρ(t∗)+ t∗2 A(u∗, u∗) = ϕρ(t∗)+ t∗2 u∗,
u∗ = A(u∗, u∗)A(t−1∗ u∗, t∗u∗)
[
ϕρ(t∗)+ t∗
2
]−1
A(u∗, u∗)
=
[
ϕρ(t∗)+ t∗
2
]−1
u∗,
i.e.,
ϕρ(t∗)+ t∗
2
u∗  u∗ 
[
ϕρ(t∗)+ t∗
2
]−1
u∗.
These contradict the definition of t∗, since
ϕρ(t∗)+ t∗1 >
2
> t∗.
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A in W 0. 
4. Asymptotically almost periodic case
We begin with two propositions.
Proposition 1 [8, p. 36]. Definition 2 in this paper is equivalent with the following state-
ment:
Suppose f (t) ∈ BC(R+,Rq)(BC(R+ × Ω,Rq)). For all ε > 0 (and for any compact
subset K of Ω), there exist l(ε) > 0 (l(ε,K) > 0) and T (ε) > 0 (T (ε,K) > 0) such that
any interval with length l(ε) (l(ε,K)) contains σ satisfying∣∣f (t + σ)− f (t)∣∣< ε, for all t  T (ε).(∣∣f (t + σ,x)− f (t, x)∣∣< ε, for all t  T (ε,K), x ∈ K).
Proposition 2. If f (t, x) ∈ AAP(R+ ×Ω,Rq), then f (t, x) :R+ ×K →Rq is bounded
and uniformly continuous, where K is any compact subset of Ω .
Proof. Denote f (t, x) = f1(t, x)+f2(t, x), where f1(t, x) ∈ AP(R×Ω,Rq), f2(t, x) ∈
C0(R+×Ω,Rq). Since f1(t, x) is bounded and uniformly continuous onR×K , it suffices
to prove that f2(t, x) : R+ × K → R is bounded and uniformly continuous. The proof is
easy, so we omit it. 
Theorem 4. Suppose (H1)–(H2), (H5) hold, in addition, f , g, and τ satisfy the following
conditions:
(H6) f, g :R+ ×R+ →R+ are asymptotically almost periodic in t uniformly for x in any
compact subset of R+;
(H7) τ (t) is a positive asymptotically almost periodic function on R+.
Then Eq. (2) has exactly one asymptotically almost periodic solution x∗ with a pos-
itive infimum on R+. Furthermore, for any initial x0, y0 ∈ AAP(R+,R) such that
inft∈R+x0(t) > 0, and inft∈R+y0(t) > 0, the iterative sequences (16) and (17) satisfy (18).
Proof. Let Y be the Banach space consisting of asymptotically almost periodic functions
on R+ with the norm
‖f ‖ = sup
t∈R+
∣∣p(t)∣∣+ sup
t∈R+
∣∣q(t)∣∣,
where p ∈ AP(R+,R), q ∈ C0(R+,R), and f = p + q . Let W be a cone of nonnegative
functions in AAP(R+,R). Then W is a normal cone. Furthermore, we have{ }W 0 = x ∈ W : there exists λ > 0, with x(t) λ, for all t ∈R+ .
262 B. Xu, R. Yuan / J. Math. Anal. Appl. 304 (2005) 249–268For every x ∈ W 0, set
Af [x](t) =
t∫
t−τ(t)
f
(
s, x(s)
)
ds, (21)
Clearly, for any x ∈ W 0, t ∈R+, and σ ∈R+,∣∣Af [x](t + σ)−Af [x](t)∣∣
=
∣∣∣∣∣
t+σ∫
t+σ−τ(t+σ)
f
(
s, x(s)
)
ds −
t∫
t−τ(t)
f
(
s, x(s)
)
ds
∣∣∣∣∣
=
∣∣∣∣∣
t∫
t−τ(t+σ)
f
(
s + σ,x(s + σ))ds −
t∫
t−τ(t)
f
(
s, x(s)
)
ds
∣∣∣∣∣

∣∣∣∣∣
t∫
t−τ(t+σ)
f
(
s + σ,x(s + σ))ds −
t∫
t−τ(t+σ)
f
(
s, x(s + σ))ds
∣∣∣∣∣
+
∣∣∣∣∣
t∫
t−τ(t+σ)
f
(
s, x(s + σ))ds −
t∫
t−τ(t+σ)
f
(
s, x(s)
)
ds
∣∣∣∣∣
+
∣∣∣∣∣
t−τ(t+σ)∫
t−τ(t)
f
(
s, x(s)
)
ds
∣∣∣∣∣. (22)
Let N = ‖x‖, M = ‖τ‖. By Proposition 2, we conclude that f (t, x) :R+×[0,N] →R+ is
bounded and uniformly continuous. Let S = sup(t,x)∈R+×[0,N ] |f (t, x)|. Then for all ε > 0,
there exists δ satisfying 0 < δ < ε such that∣∣f (t, x1)− f (t, x2)∣∣< ε,
if |x1 − x2| < δ for any x1 and x2 in [0,N] and for each t ∈ R+. Moreover, for the above
mentioned δ, there exist l(f, x, τ, δ, [0,N]) > 0, T (f, x, τ, δ, [0,N]) > 0, such that for any
the interval with length l(f, x, τ, δ, [0,N]) in R+, there exists σ in the interval such that∣∣f (t + σ,y)− f (t, y)∣∣< δ, ∣∣x(t + σ)− x(t)∣∣< δ, ∣∣τ(t + σ)− τ(t)∣∣< δ,
where for all t  T (f, x, τ, δ, [0,N]), and y ∈ [0,N]. Hence,∣∣Af [x](t + σ)−Af [x](t)∣∣Mδ +Mε + Sδ  (2M + S)ε,
∀t  T (f,x, τ, δ, [0,N]);
thus [ ] ( )Af W
0 ⊂ AAP R+,R .
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A(f,g)[x, y](t) =
t∫
t−τ(t)
[
f
(
s, x(s)
)+ g(s, y(s))]ds, ∀x, y ∈ W 0,
the rest of the proof is analogous to the proof of Theorem 2, so we omit it. 
5. Pseudo almost periodic case
We begin with a proposition.
Proposition 3. If f : R→ R is a pseudo almost periodic function and τ(t) is a positive
almost periodic function in R, then the function
h(t) =
t∫
t−τ(t)
f (s) ds (23)
is also a pseudo almost periodic function.
Proof. Since f (t) = g(t) + w(t), where g ∈ AP(R,R) and w(t) ∈ PAP0(R,R), we
have
h(t) =
t∫
t−τ(t)
g(s) ds +
t∫
t−τ(t)
w(s) ds = I1(t)+ I2(t). (24)
By Lemma 3, we know that I1(t) is almost periodic. It suffices to consider I2(t). Let
q = ‖τ‖. Clearly,
1
2T
T∫
−T
∣∣I2(t)∣∣dt = 12T
T∫
−T
∣∣∣∣∣
t∫
t−τ(t)
w(s) ds
∣∣∣∣∣dt  12T
T∫
−T
t∫
t−q
∣∣w(s)∣∣ds dt
= 1
2T
T∫
−T
0∫
−q
∣∣w(s + t)∣∣ds dt.
By Fubini’s theorem, we have
1
2T
T∫
−T
0∫
−q
∣∣w(s + t)∣∣ds dt =
0∫
−q
1
2T
T∫
−T
∣∣w(s + t)∣∣dt ds =
0∫
−q
FT (s) ds,
where
FT (s) = 1
T∫ ∣∣w(s + t)∣∣dt,2T
−T
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[−q,0]. Clearly, FT is bounded. From the Lebesgue dominated convergent theorem, we
have
lim
T→∞
0∫
−q
1
2T
T∫
−T
∣∣w(s + t)∣∣ds dt = 0,
which implies
lim
T→∞
1
2T
T∫
−T
∣∣I2(t)∣∣dt = 0.
By Definition 3, h is pseudo almost periodic. 
Theorem 5. Suppose (H1)–(H2), (H4)–(H5) in Theorem 2 hold, in addition, we assume
that f,g satisfy the following conditions:
(H8) f, g :R×R+ →R+ are pseudo almost periodic uniformly in t for x in any compact
subset of R+;
(H9) f, g are continuous in x ∈ G uniformly in t ∈R for every compact subset G ⊂R+.
Then Eq. (2) has a unique pseudo almost periodic solution x∗ with a positive infimum
on R. Furthermore, for each x0, y0 ∈ PAP(R,R+) such that inft∈R x0(t) > 0, and
inft∈R y0(t) > 0, the iterative sequences (16) and (17) satisfy (18).
Proof. Let Y be the Banach space consisting of pseudo almost periodic functions endowed
with the norm defined by∥∥x(t)∥∥= sup
t∈R
∣∣p(t)∣∣+ sup
t∈R
∣∣q(t)∣∣, x(t) = p(t)+ q(t),
where p ∈ AP(R,R) and q ∈ PAP0(R,R). Let W be the cone consisting of nonnegative
functions in PAP(R,R). It is easy to know that W is a normal and solid cone. The interior
of W is given by W 0 = {x ∈ W : there exists λ > 0, with x(t) λ, for all t ∈R}. For every
x ∈ W 0, we consider the operator
Af [x](t) =
t∫
t−τ(t)
f
(
s, x(s)
)
ds.
From (H9), Lemma 4, and Proposition 3, we obtain that
Af [x] ∈ PAP(R,R),
thus, [ ]Af W
0 ⊂ PAP(R,R).
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A(f,g)[x, y](t) =
t∫
t−τ(t)
[
f
(
s, x(s)
)+ g(s, y(s))]ds, ∀x, y ∈ W 0,
the rest of the proof is analogous to the proof of Theorem 2, so we omit it. 
6. Infinite delay case
We begin with two propositions.
Proposition 4 [2, Lemma 11]. If f ∈ AP(R,R) and a ∈ L1(R+), then the function
h(t) =
t∫
−∞
a(t − s)f (s) ds
is almost periodic.
Proposition 5 [2, Lemma 12]. If f ∈ PAP0(R,R) and a ∈ L1(R+), then the function
h(t) =
t∫
−∞
a(t − s)f (s) ds
is also an element of PAP0(R,R).
Theorem 6. Suppose the assumptions (H1)–(H2), (H8)–(H9) hold and the following con-
dition is satisfied:
(H10) a(s) is a positive integrable function on R+ and there exists ρ > 0 such that
δ = inf
t∈R
+∞∫
0
a(s)f (t − s, ρ) ds > 0.
Then Eq. (3) has a unique pseudo almost periodic solution x∗ with a positive infi-
mum. Furthermore, for each x0 and y0 ∈ PAP(R,R) such that inft∈R x0(t) > 0 and
inft∈R y0(t) > 0, we construct the iterative sequences
xn(t) =
t∫
−∞
a(t − s)[f (s, xn−1(s))+ g(s, yn−1(s))]ds, (25)
yn(t) =
t∫
a(t − s)[f (s, yn−1(s))+ g(s, xn−1(s))]ds (n = 1,2, . . .), (26)−∞
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‖xn − x∗‖,‖yn − x∗‖ → 0 (n → ∞). (27)
Proof. Let Y, W , and W 0 be the same as in the proof of Theorem 4. For every u ∈ W 0,
denote
Af [u](t) =
t∫
−∞
a(t − s)f (s, u(s))ds,
from (H9) and Lemma 4, Propositions 4, 5, we have that Af [W 0] ⊂ Y. Choosing u ∈ W 0,
then there exists 0 < λ < ρ, such that u(t)  λ, for all t ∈ R. By the monotonicity of f,
(H2), and (H10), one has
Af [u](t)
t∫
−∞
a(t − s)f (s, λ) ds 
t∫
−∞
a(t − s)f
(
s,
ρ
ρ
λ
)
ds
 ϕ
(
λ
ρ
) t∫
−∞
a(t − s)f (s, ρ) ds  δϕ
(
λ
ρ
)
.
Thus
Af
[
W 0
]⊂ W 0.
Setting
A(f,g)[x, y](t) =
t∫
t−τ(t)
a(t − s)[f (s, x(s))+ g(s, y(s))]ds, ∀t ∈R, ∀x, y ∈ W 0,
the rest of the proof is analogous to the proof of Theorem 5, so we omit it. 
Remark 3. If the assumptions (H1)–(H2) are strengthened as (H
′
1)–(H
′
2), then the conclu-
sion of Theorem 6 will coincide with [2, Theorem 9].
7. Applications
Example 1. Consider the functions
f1(t, x) =
[
1 + sin2(πt)+ sin2(t)] log(1 + x), (28)
f (t, x) = f1(t, x) + 1, (29)
g(t, x) = c[3 + sin t + sin√3t]x−1/2, c 0, (30)
τ(t) = 1 + | sin t |. (31)
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in the formula (28) satisfies (H¯2) of Theorem 3, i.e., for every ξ > 0, there exists positive
functions ϕξ defined on (0,1), such that ∀λ ∈ (0,1), t ∈R, x  ξ, one has
f1(t, λx) ϕξ (λ)f1(t, x) and ϕξ (λ) > λ.
Taking into account the fact
0 < ϕξ (λ) 1,
it is easy to see that ∀λ ∈ (0,1), ∀t ∈R, x, y  ξ ,
f (t, λx) ϕ¯ξ (λ)f (t, x), g
(
t, λ−1y
)
 ϕ¯ξ (λ)g(t, y), and ϕξ (λ) > λ,
where ϕ¯ξ (λ) = min{ϕξ (λ), λ1/2}, for every λ ∈ (0,1). Thus Eq. (2) in which f and g are
as in the formulas (29)–(30) satisfies (H¯2). It is easy to see that
lim
x→+∞
(
f (t, x)/x
)= 0, uniformly in t.
We can take α > 1 large enough such that
f (t, α) 1
4
α <
1
2
α + 10c α, uniformly in t,
which implies
t∫
t−τ(t)
[
f (s,1) + g(s,α)]ds  1,
t∫
t−τ(t)
[
f (s,α) + g(s,1)]ds  α.
Other assumptions in Theorem 3 are shown easily. From Theorem 3, we know that Eq. (2)
in which f,g, τ are as in the formulas (29)–(31) has a unique positive almost periodic
solution with a positive infimum.
Example 2. Consider the functions f (t, x) = x1/2, g ≡ 0, τ (t) = 1. Then Eq. (2) will
yield
x(t) =
t∫
t−1
(
x(s)
)1/2
(s) ds. (32)
The function ϕ of (H2) in Theorem 2 can be chosen as λ1/2, where λ ∈ (0,1). We easily
notice that
∫ t
t−1 1ds = 1. Next, we test the utility of formula (16). Choose x0 = 2, we can
obtain x1 = 21/2, x2 = 21/4, . . . , xn = 21/n, . . . . Hence, ‖xn − 1‖ → 0 (n → ∞).
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