I. INTRODUCTION
A large class of protein software relies on minimizing some cost functionĜ which relates an approximation of the free energy to the time averaged coordinates of the protein atoms. This approach is based on a well-known statistical physics principle stating that the equilibrium state of a system is the one with lowest free energy. A variety of important tasks can be tackled in this way [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] such as protein structure prediction, NMR and x-ray refinement, protein design, protein docking, and mutation effect prediction. The true free energy G contains various enthalpic and entropic contributions, 13 though,Ĝ of most protein software does not contain some of the entropy terms, which may cause incorrect results.
14 A major contribution to G which is always considered inĜ is the average intramolecular energy. The effect of thermal motion on this contribution is investigated in this article.
For the sake of clarity, we will first introduce some terminology. The intramolecular potential energy V is a function of the coordinates of the protein atoms. It maps a given microstate of the a Electronic mail: martingoethe@ub.edu protein onto the intramolecular potential energy. In molecular modeling, V is primarily used for molecular dynamics or Monte Carlo simulations where V is often treated classically as a sum of many intramolecular interaction energies accounting for covalent bonds, electrostatics, etc. These interactions are modeled with (so-called) force fields containing a collection of heuristic potentials. Finally, the average intramolecular energy ⟨V⟩ represents the time-averaged potential energy. Similarly, it can be decomposed into a sum of time-averaged interaction energies. For simplification, let us focus on a particular interaction, namely the Lennard-Jones interaction between two specific atoms (with coordinates r 1 and r 2 ) accounting for their Pauli repulsion and van der Waals' interaction. The associated interaction energy at a given time t equals the pair potential function J (i.e. the Lennard-Jones function) evaluated at the atom separation ξ(t) = |r 1 (t) − r 2 (t)|. Consequently, the average intramolecular energy contains the term ⟨J(ξ)⟩. As J is a nonlinear function of ξ, this contribution is generally distinct from the pair potential evaluated at the average distance i.e.
⟨J(ξ)⟩ J(⟨ξ⟩).
(1)
Moreover, the average distance ⟨ξ⟩ usually differs from the distance between the average coordinates |⟨r 1 ⟩ − ⟨r 2 ⟩|. 15 Thus, while ⟨J(ξ)⟩ should be included inĜ only J(|⟨r 1 ⟩ − ⟨r 2 ⟩|) has the proper dependency on average coordinates forĜ.
In this article, we analyze the inequality (1) for globular proteins at ambient conditions while the impact of the different distance definitions was studied in Ref. 15 . Obviously, ⟨J(ξ)⟩ and J(⟨ξ⟩) are similar if the distance between both atoms does not fluctuate significantly while there might be large discrepancy for strong distance fluctuations. An a priori estimation of the amplitude of these fluctuations is difficult. On the one hand, proteins at ambient conditions are known to exhibit relatively strong thermal motion. X-ray diffraction experiments reveal that root mean square fluctuations of protein atoms are typically of the order of one angstrom. 16, 17 On the other hand, strongly correlated motion [18] [19] [20] [21] [22] and typical fluctuation patterns [23] [24] [25] [26] [27] [28] [29] have been observed in proteins. To shed light on those questions, we analyze simulation and x-ray diffraction data on a representative set of proteins. We find that for specific atom species, ⟨J(ξ)⟩ and J(⟨ξ⟩) can differ by various tens of cal/mol for a single pair of atoms. Moreover, we reveal a strong dependency of the differences on the local environment of the involved atoms.
These results have practical implications for software based on free energy expressionsĜ. ForĜ (not for V used in MD or MC), we suggest the usage of a family of functionsĴ called average pairpotentials for whichĴ(⟨ξ⟩) is a better approximation of ⟨J(ξ)⟩ than J(⟨ξ⟩). Typically,Ĵ is smoother than J as it resembles J evaluated at many distinct distances. This is referred to as the thermal smoothing effect. Further, we suggest to sub-classify atom species in terms of their local environment. This accounts for example for the fact that side-chain atoms exhibit typically stronger thermal motion than backbone atoms, and hence, that they are usually more affected by the thermal smoothing effect.
II. RESULTS
We study the thermal smoothing effect on the basis of 29 globular proteins which had been selected to represent the most populated protein folds. 30 The results are based on two complementary data sets. First, we analyze molecular dynamics (MD) trajectories of the proteins simulated in solution and at ambient conditions. These data contain all necessary information to measure the smoothing effect without additional assumptions, though, the conclusions may be affected by force-field inaccuracies. Then, we check the results with the complementary x-ray diffraction data.
A. Inhomogeneous distance fluctuations
Before we focus our attention to the thermal smoothing effect itself, let us briefly illustrate the importance of this study by analyzing distance fluctuations [⟨ξ 2 ⟩ − ⟨ξ⟩ 2 ] 1/2 of atom pairs where ξ denotes the atom separation and ⟨.⟩ the time average. Panel A of Fig. 1 shows [⟨ξ 2 ⟩ − ⟨ξ⟩ 2 ] 1/2 vs. the mean distance ⟨ξ⟩ measured from the simulation data for all atom pairs which consist of one oxygen and either a carbon or a nitrogen and which are separated by a chain distance larger than four residues. Each data point represents a single pair of atoms in one of the proteins studied. The points do not fall onto a single curve but scatter strongly, however, there are apparent differences between the sets of points representing nitrogen-oxygen and carbon-oxygen pairs. To obtain some notion of the "typical" fluctuations at given distance, we additionally show the medians of slices of the data (as in a boxplot). The sliced medians (of panel A) show that nitrogen-oxygen pairs exhibit typically stronger fluctuations than those of carbon-oxygen pairs, except for pairs with ⟨ξ⟩ ≈ 4.6Å (see below). The nitrogen-oxygen data points are shown again in panel B separated into pairs containing two backbone (BB) atoms, two side-chain (SC) atoms, or one BB and one SC atom. The data points of the three subsets clearly cluster. We calculated the sliced medians for the subsets separately which reveals that the distance fluctuations are typically stronger for SC-BB pairs than for BB-BB pairs, and typically strongest for SC-SC pairs. The particularly small fluctuations of two BB atoms at distance ⟨ξ⟩ ≈ 4.6Å are related to beta-sheet atoms indicating that the fluctuations are influenced by the secondary structure.
Summarizing, these observations on the distance fluctuations indicate that the strength of the thermal smoothing effect likely depends on the type and the local environment of the involved atoms. This diversity is a direct consequence of the thermal motion being distributed inhomogeneously between the protein atoms. [23] [24] [25] [26] [27] [28] [29] 
B. Thermal smoothing effect from MD simulations
The thermal smoothing effect generated by these distance fluctuations is studied by means of the Lennard-Jones (LJ) potential . The behavior of the sliced medians (representing the "typical" ⟨J ⟩ at given ⟨ξ⟩) is considerably smoother than the AMBER LJ potential taking a less pronounced minimum at larger distance. The sliced medians were fitted to a generalized LJ functionĴ (see Table I ). The fit and the uncertainty of the three fit parameters are represented by the slim reddish area.
where ε, R are parameters which depend on the atom species and p = 6. The AMBER force field used in the simulations differentiates six species for the LJ potentials of protein atoms, i.e. nitrogen (N), sulfur (S), sp3 hybridized aliphatic carbon (CT), the remaining carbon (C), oxygen in hydroxyl groups (OH), and the remaining oxygen (O). In the following, we adopt this classification. Further, we restrict the analysis to N, C, CT, and O atoms, as we do not have enough statistics for S and OH. Fig. 2 shows the average LJ energy ⟨J(ξ)⟩ vs. the mean distance for all CT-O atom pairs of the 29 proteins. For comparison, the pure AMBER potential J(⟨ξ⟩) is also plotted. As before, the data points ⟨J(ξ)⟩ scatter so that we employ sliced medians to deduce on the typical value of ⟨J⟩ as a function of ⟨ξ⟩. These medians differ significantly from J(⟨ξ⟩) which we quantify by fitting the medians to the generalized LJ functionĴ(ξ) =ε [(R/ξ) 2p − 2(R/ξ)p] (withp > 0). The fit parameters (p,R,ε) are compared to the corresponding AMBER values (p, R, ε) in Table I showing that ⟨J(ξ)⟩ is typically smoother than J(⟨ξ⟩) (asp < 6) taking a less pronounced minimum (ε < ε) at larger distance (R > R). No reasonable fit could be obtained for N-O pairs where the effect is very strong causing deformations of the potential which cannot be captured withĴ(ξ) (see below). In panel B, pairs are subdivided regarding the number of involved beta-sheet atoms; and in panel C, pairs are subdivided regarding the number of bulk atoms involved. The sliced medians are derived and fitted (see Table S2 of Ref. 31) for the subsets separately. This shows that the thermal smoothing effect is weaker for BB, beta-sheet, and bulk atoms than for SC, non-beta-sheet, and surface atoms, respectively.
To elaborate on the dependence of the thermal smoothing effect on the local environment of the atoms, ⟨J(ξ)⟩ is shown exemplarily for CT-O pairs in Fig. 3 where the data points are subdivided regarding their local environment. In panel A, we again split the points depending on whether zero, one, or two of the involved atoms belong to the backbone (BB) of the protein. In panel B, we split the points regarding the number of atoms in beta sheets; and in panel C, we distinguish bulk atoms and surface atoms. In all three panels, the data points of the considered subsets cluster showing that the strength of the smoothing effect differs for the subsets. We calculate the sliced medians for each subset independently and find significant differences (non-overlapping error-bars).
For most atom pairs (as for CT-O in Fig. 3 ), we find a moderate environment dependency. This allows us to fit the sliced medians independently for the three separation criteria and the three possible pairings of "mobile" and "less-mobile" atoms. Here, the attributes backbone, beta-sheet and bulk are termed "less-mobile" and the inverse attributes "mobile". For those atom pairs (except N-O) for which we can resolve an environment dependency with the available statistics, the fit parameters are given in Table S2 of the Supplemental Material. 31 It shows that the smoothing effect is typically i) stronger for SC than for BB atoms, ii) stronger for surface than for bulk atoms, and iii) weaker for atoms belonging to beta sheets than for those belonging to other secondary structure. Differences of the fit parameters between two less-mobile and two mobile atoms are of about 10, 20, 30 cal/mol forε, around −0.05 to −0.2Å forR, and between 0.3 and about 1 forp (see Table S2 of Ref. 31 ). This represents large differences forε (up to 20, 30%) which are of the same order than differences between the Lennard-Jones parameter ε of subspecies usually distinguished in free energy expressions. The differences inR are moderate as they are mostly by a factor of about three smaller than differences between R values usually distinguished in free energy expressions. Differences betweenp values are new as p is usually fixed to p = 6.
For the N-O pairs, we observe extraordinary large differences between the subsets (see Fig. S1 of Ref. 31) . Only when the two atoms belong to the less-mobile subgroup, we observe a clear minimum of the sliced-medians curve. For the other cases, the smoothing effect is so strong that the sliced medians fall off much more slowly than J(⟨ξ⟩). The sliced medians take either only a very mild minimum shifted by an entire angstrom to larger distances, or they do not exhibit any minimum at all but decay monotonously in the ξ interval shown. Notice that these differences between the curves are much larger than differences between LJ potentials of subspecies usually considered in free energy expressions.
Summarizing, the results of Fig. 3, Fig. S1 , and 
C. Thermal smoothing effect from x-ray crystallography
The previous results can be tested by using experimental data. The structures of most of the simulated proteins (21 of 29 proteins) were obtained with x-ray crystallography and stored in the PDB database. For these proteins, we extract the experimental root mean square fluctuation (RMSF) of the atoms from the spherical B-factor records (neglecting other sources of randomness in the crystal) through the relation RMSF xray i ≡  3B i /(8π 2 ) where B i denotes the B-factor of atom i.
16
These values can be compared to the RMSF values RMSF MD i ≡  ⟨(r i − ⟨r i ⟩) 2 ⟩ measured from the MD trajectories. 32 We find that on average, heavy atoms exhibit similar RMSF in x-ray (0.82Å) and MD (1.05Å), though, the RMSF distributions are considerably different as shown in Fig. 4 . RMSFs from MD and x-ray. Comparison of the mean and the standard-deviation values (in angstrom) of the RMSF distributions measured from MD and x-ray for all heavy atoms, and subdivided into BB/SC, bulk/surface, and beta-sheet/non-beta-sheet atoms. The mean and standard-deviation values are smaller for the BB, bulk, and beta-sheet subsets than for their complements which is why we refer to these subsets as the less-mobile subsets. Remarkable, the variations between the mobile and less-mobile subsets are much larger in MD than in x-ray. Element specific details are given in While RMSF values in x-ray are concentrated around its mean (with a standard deviation of 0.2Å), they are much broader distributed in MD (standard deviation = 0.52Å) mainly because the distribution in MD has a tail at large values which is absent in x-ray. We again group the atoms regarding BB/SC affiliation, solvent accessibility, and secondary structure and measure the RMSF distributions for the subgroups independently (see insets of Table II showing that in both data sets BB atoms exhibit on average smaller RMSFs than SC atoms and that the RMSF values of BB atoms are less diverse. The same feature is observed for bulk vs. surface atoms and for beta-sheet atoms vs. atoms of other secondary structure, which confirms our previous classification into mobile and less-mobile subsets. However, a comparison of the precise values reveals a remarkable difference between MD and x-ray: the variation of the mean and the standard-deviation values between the subgroups is about four times larger in MD than in x-ray. How these RMSF differences between MD and x-ray translate to the thermal smoothing effect is studied in the following. Unfortunately, we cannot measure the thermal smoothing effect just from x-ray data (see Methods) i) because average Lennard-Jones energies are not well-defined for multivariate Gaussian distributed atoms (an intrinsic assumption of all PDB data files); and ii) because PDB data never contain the necessary information about atom correlations while anisotropicity records are only sometimes provided. Here, we employ a rescaling scheme to overcome these limitations where B-factors and MD data are combined to obtain a reasonable estimate of the experimental distance distribution p xray (ξ) (see Methods). This allows us to infer the strength of the smoothing effect also from x-ray diffraction data. Fig. S2 of Ref. 31 shows ⟨J(ξ)⟩ xray ≡  ∞ 0 p xray (ξ) J(ξ) dξ for CT-O atom pairs which is the analogous plot of Fig. 2 using the rescaled distances instead of the ones measured from MD. Qualitatively, we observe the same smoothing effect which confirms that thermal motion is sufficiently strong to cause a significant thermal smoothing effect. Quantitatively, there are small deviations between ⟨J(ξ)⟩ and ⟨J(ξ)⟩ xray . Comparing the associated fit parameters of Table I and Table S1 of Ref. 31 reveals discrepancies of about 4%, 2%, 3% forε,R,p, respectively.
To test the environment dependence from x-ray, Fig. 5 shows ⟨J(ξ)⟩ xray for N-O pairs separated into the three subgroups (analogously to Fig. S1 of Ref. 31) . Qualitatively, we observe the same environment dependency as in MD, though, the differences between the subgroups are weaker now which is a direct consequence of the discussed fact that RMSF variations between the subgroups are smaller in x-ray than in MD. In detail, the panels A,B,C of Fig. S1 of Ref. 31 showed differences between the sliced medians of up to about 0.8, 0.5, 0.5 kcal/mol, respectively, while they differ by maximal 0.4, 0.2, 0.3 kcal/mol in Fig. 5 . Further, the sliced-median curves now merge at ⟨ξ⟩ ≈ 4.3Å, contrary to before. Nevertheless, the conclusion remains unchanged: the environment dependence is strong for N-O pairs allowing for considerable precision improvements in free energy expressions.
Similarly, the environment dependency is weaker also for the other atom pairs when inferred from x-ray data. In Table S3 resolve relevant differences. Roughly speaking, differences ofε between the mobile/less-mobile subgroups shrink by a factor of about 1.7, while differences ofR are basically equal in both data sets. Hence, when estimated from x-ray, we find a moderate environment dependency also for other atom pairs (additionally to the strong effect for N-O), giving rise to differences between LJ parameters which are two to three times smaller than differences usually considered in free energy expressions.
III. DISCUSSION
The free energy of a protein includes the average intramolecular energy, a quantity which is distinct from the energy value obtained by evaluating the intramolecular potential energy V at the average atom coordinates. This disagreement is due to the positional fluctuations of the protein atoms (thermal motion) and the non-linear nature of the potentials. The average intramolecular energy is typically a smoother function when expressed in terms of the average coordinates than V itself. This is a natural consequence of the involved time average and is referred to as the thermal smoothing effect.
In this work, we measured the strength of the thermal smoothing effect on the Lennard-Jones pair-potential for globular proteins at ambient conditions by analyzing MD and x-ray diffraction data of a representative set of proteins. From both data sources, we observed a significant smoothing effect for most atom species (see Tables I and S1 of Ref. 31 ) giving rise to differences between ⟨J(ξ)⟩ and J(⟨ξ⟩) of various tens of cal/mol for single atom pairs. Moreover, an even larger effect with differences of hundreds of cal/mol was found for N-O pairs. This exceptional case is related to the presence of hydrogen bonds (modeled in the used force field via fine-tuned Coulomb interactions) causing an additional broadening of the interatomic distance distributions.
Most remarkable, the strength of the smoothing effect also depends on the local environment of the involved atoms which is a consequence of the fact that thermal motion is not equally strong for all protein atoms. We found that the smoothing effect is typically stronger for side-chain than for backbone atoms, stronger for surface than for bulk atoms, and weaker for beta-sheet atoms than for atoms in other secondary structure. The differences between these subgroups are considerably larger when inferred from MD than from x-ray data which is a ramification of a striking disagreement between the two data sources. While the RMSF distributions vary significantly between the environmental subgroups in MD, they are much more equal in x-ray (see Table II ). This disagreement could not be resolved conclusively. It probably has several reasons. On the one hand, inaccuracies of the force field might give rise to too diverse fluctuations. As the AMBER force field as well as other prominent force fields have primarily been optimized to reproduce average properties of benchmark proteins as well as microscopic details derived from quantum chemical calculations, 33 they might fail in describing fluctuations accurately. This aspect needs further investigation in the future. On the other hand, B-factors of x-ray diffraction data probably underestimate the true homogeneity of RMSFs in proteins. This has various reasons. i) Limitations on the resolution of vanishing electron density causes an upper cutoff on experimentally observable B-factors. ii) Multiply occupied rotamer states are frequently missed when only the most populated state can be resolved from the electron density map. 34 iii) Refinement programs often imposes constraints on B factors. iv) Additional interactions between neighboring proteins of the crystal dampens the flexibility of surface atoms. v) X-ray diffraction data are mostly collected at cryogenic temperatures. Therefore, it seems likely that the environment dependence of the smoothing effect is underestimated when inferred from x-ray while it might be overestimated by MD simulations. Probably, the true dependency is somehow in between the two estimates.
Our findings have important practical implications for protein software based on a free energy expressionsĜ. First, the average potentials ofĜ should be considerably smoother than force fields. Second, the accuracy ofĜ can be improved substantially by accounting for the local environment dependency of the thermal smoothing effect, i.e. by subdividing atom species regarding their typical thermal motion inside the protein and defining individual average potentials for the new subspecies. A proof of concept illustration of this procedure can be found in Sec. S3 of the Supplemental Material. 31 Rosetta 4 and EGAD 6 are prominent software examples of the discussed type. EGAD'sĜ was derived entirely by adjusting the OPLS-AA 35 force field, while Rosetta'sĜ represents an adoption of the CHARMm19 36 force field extended by some knowledge-based terms. Besides a linearization of the Lennard-Jones potential J at small atom separation, introduced for technical reasons, both programs adjust the parameters ε and R representing the depth and position of the minimum of J. EGAD keeps R unchanged but increases the depth, while Rosetta keeps ε mainly unchanged but shifts R often to smaller values. These adjustments are opposite to the ones recommended by our results.
To our knowledge, basically no free energy expression used in protein software differentiates side-chain and backbone atoms, or secondary structure. Solvent accessibility is sometimes considered insideĜ, though, for another reason namely to model average solvation free energy. [37] [38] [39] Used average potentials do not distinguish between surface and bulk atoms either.
Another interesting conceptual consequence of the thermal smoothing effect is the associated simplification of the average potentials having local details of the potential energy V smoothened. This simplification may extend to local minima of V absent in the associatedĜ, or may even cause that specific energy contributions are basically irrelevant for the free energy of the protein. In a forthcoming study, we plan to investigate these aspects and their consequences on folding in greater detail.
IV. METHODS

A. Simulation data
We analyze the microMoDEL data set 30 which contains molecular-dynamics trajectories for 29 proteins (1agi, 1bfg, 1bj7, 1bsn, 1chn, 1cqy, 1csp, 1czt, 1fas, 1fvq, 1gnd, 1i6f, 1il6, 1jli, 1k40, 1kte, 1kxa, 1lit, 1lki, 1nso, 1ooi, 1opc, 1pdo, 1pht, 1sdf, 1sur, 1ubq, 2gb1, 2hvm). The proteins had been selected to represent the most populated protein folds according to the common databases. 30 They are of small to medium size, containing between 56 and 430 residues with an average of 131 residues. The simulations (for details, see Ref. 30 ) were performed with AMBER-8 (parm99 force field 40 ) at constant pressure (1 atm) and temperature (300 K) using explicit solvation (TIP3P water). After initialization with experimental structures and equilibration to the simulation conditions, the production runs lasted for 100ns for each protein (using an integration time step of 1 fs) where snapshots were taken every ps. Finally, the global roto-translation of the proteins was subtracted with the ptraj program of AMBER. We were not able to use the extended MoDEL database 41 storing simulation data for about 1700 proteins because these data are available only in compressed form where an irreversible compression algorithm 42 was used which renders the data unusable for our purposes. In contrast, the microMoDEL trajectories were available from the authors of Ref. 30 in its raw uncompressed form.
B. Measurements
From the MD trajectories, we measured the average positions {⟨r i ⟩} of all heavy atoms where r i (t) represents the position vector of atom i in the body-fixed coordinate system and ⟨...⟩ is the time average estimated by the average over the trajectory. For all atom pairs (k, l) separated by at least 5 amino acids (no ξ-cutoff whatsoever was imposed), we measured the time series ξ(t) = |r k (t) − r l (t)| and the 6 × 6 dimensional covariance matrices Σ 6 which includes the correlators between all Cartesian coordinates of r k − ⟨r k ⟩ and r l − ⟨r l ⟩. For all snapshots and all amino acids, we measured the secondary structure and the relative solvent accessible surface area using the MDTraj implementation 43 of the DSSP algorithm 44 (version 2.2.0) and the Naccess implementation 45 of the algorithm by Lee and Richards. 46 We define that an atom belongs to the surface of the protein when its residue has an average solvent accessibility of at least 30%. An atom is defined to belong to a beta sheet if its residue was most of the time assigned the DSSP-letter "E" of the reduced three-letter DSSP code ("H", "E", "C").
C. Rescaling scheme
In order to check the MD results using x-ray diffraction data, we devise a rescaling scheme as it is impossible to measure the thermal smoothing effect just from PDB data. This has two reasons: first, B-factors underly the assumption that the Cartesian coordinates of the positions of the protein atoms (in a body fixed coordinate system) are multivariate Gaussian distributed. This approximation has various practical advantages and is justified experimentally as achievable experimental precision can hardly resolve occurring deviations. However, the approximation is too rough for our purpose. In Sec. S1.1 of the Supplemental Material 31 we show that the average LJ energy ⟨J(ξ)⟩ is not well-defined under this assumption. This is just the mathematical ramification of the fact that the Gaussian distribution allows two particles to come very close to one another; i.e. tiny distances of vast LJ energies are not sufficiently rarely causing a divergent average. Second, in general, PDB data do not contain information about atom correlations. Additionally, the used PDB files do not offer anisotropicity records. This information, however, is needed to define the covariance matrix of the coordinates characterizing the multivariate Gaussian distribution.
We overcome these limitations with the following rescaling scheme which combines B-factors and MD data. First, we estimate the experimental two-particle covariance matrix Σ xray 6 by scaling the associated matrix Σ 6 (measured from MD) such that the atom fluctuations reflect the onces extracted from the B-factors (i.e. Eq. (S13) of Ref. 31) . In this way, missing information about correlations and anisotropicity is borrowed from MD while the fluctuations are specified from the x-ray experiments (for details, see Sec. S1.2.1 of Ref. 31) . From Σ xray 6 , we then estimate the width of the (unknown) experimental distance distribution (i.e. Eq. (S14) of Ref. 31 ) and rescale the MD distance distribution such that its width agrees with the experimental one (for details, see Sec. S1.2.2 of Ref. 31) . In this way, we obtain an estimate of the experimental distance distribution p xray (ξ) whose width is derived from the B-factors, and which falls off sufficiently quickly for ξ → 0 to allow for the calculation of average LJ energies.
D. Error estimation
The errors of the sliced medians are calculated with the bootstrap method, while the errors on the fit parameters are derived using synthetic Monte Carlo data sets. 47 Errors are given in concise notation, i.e. numbers in parenthesis represent the uncertainty of the values in front on the last significant figure(s).
