Abstract
Introduction
Boeing's principal business is the design and manufacture of aerospace platforms that must operate autonomously in distant and isolated environments with high reliability. Boeing's manufacturing facilities are also increasingly automated and, even though shop floor machinery is not isolated from maintenance facilities, there is increasing dependence on larger, more complex, and interdependent systems which make downtime increasingly expensive.
NASA missions are similarly vulnerable to hardware failure. In low earth orbit, physical retrieval and repair have been demonstrated, although such missions are expensive, infrequent, and often dramatic. Beyond low earth orbit, direct access is generally not possible and all diagnostic and recovery operations have been achieved through telemetry. NASA has maintained high levels of interest in automated fault detection, isolation, and recovery, and has sponsored considerable innovative effort to develop powerful and robust maintenance aids. One of the most promising directions, called "niodelbased diagnosis" has been sponsored by NASA at the Kennedy Space Center [7] and its other Centers, and has been under development at industrial and academic laborat,ories for over a decade. Several commercial ventures promoting diagnostic systems, including some using model-based reasoning, have not been successful in the marketplace. At this time, we are aware of only one commercially available system featuring model-based diagnosis: it is called "roSon" and is being developed and sold by R.O.S.E.
GmbH in Heidenheim, Germany.
Both organizations have an ongoing interest in tracking new commercial model-based technology to prevent or resolve failure in autonomous systems. A joint evaluation effort was therefore established as a Space Act Agreement to determine the capabilities and promise of this particular product and thereby the current capability of commercially available model-based reasoning.
Model-Based Diagnosis
The term model-based may be unfortunate, since virtually all types of diagnostic reasoning use something that might be considered a model. In diagnosis, the term "model-based'' means that there is at least a simulation model that can predict the target system's normal behavior. Stochastic and discrete-event sorts of models are excluded because their purpose is to predict behavior over a set of representative inputs and environments, but not necessarily to say what the system's behavior will be in response to some specific environmental input vector. Model-based diagnosis has been established as a field of investigation for over a decade [l] , [3] , [6] .
The "direct simulation" models used in model-based diagnosis explicitly represent important components and subsystems, the way these are connected (structure), and the way their parameters' values are determined by their inputs and internal states (behavior). With such models, one can match expectations against performance, both quantitatively and qualitatively. The advantages of such behavioral models have been understood for some time ([a] , [8] ) and include: 0 easy accommodation to design changes 0 ready diagnosis of sensor failures 0 operation with or without explicit fault models 0 diagnosis of unpredicted types of failure 0 continued operational diagnosis after failure These models can support such other needs as system analysis, documentation, and the automation of fault recovery and incremental redesign.
Unfortunately, the ability to produce generally suitable modeling environments has been more elusive than expected over the last 10-15 years. Several systems have been developed under industrial and NASA sponsorship and in academia, but commercial shells have generally not been available. There have been difficulties in modeling complex component behaviors and complex interactions between behaviors. Sometimes component behaviors may be unknown or unpredictable to desirable levels of accuracy. Even when sufficient models are available, environments in which to run with sufficient speed have not been available.
This report summarizes our experience with the one commercial shell of which we are aware, in its application to the Space Station Module/Power Management and Distribution System (SSM/PMADS, or just PMADS) hardware and software testbed at the Marshall Space Flight Center (MSFC).
RoSon
The robon shell is being developed by a startup corporation called R.O.S.E. (Reasoning Over Systems in their Entirety). It is based in Heidenheim, Germany under the direction of Dr. Werner Seibold, although it is supported in the United States by American-based scientists/engineers.
Constraint Satisfaction
The core of robon is a constraint satisfaction engine. that determines behavior of networks of components. For each class of components, a behavior is specified as an algebraic equation. The component's inputs and outputs, their associated units, and any named constants are defined along with any number of equations upon them. "A = C/B" or " A * B / C = 1". In fact, the primary effect of declaring "A" to be an input rather than an output is that the graphical representation for this multiplier will draw the port for A on the left rather than the right side of the icon for this multiplier.
"FAULT-STATE" is just another variable. Since there are no constraints on it other than equating it to a different value in different disjuncts, the value of FAULT-STATE serves as a marker for which one or more disjuncts succeed. Notice that disjuncts do not need to be mutually exclusive. Lexical order is unimportant, and more than one disjunct may succeed. This release of robon is based on constraint suspension as described below. Behaviors can be suspended manually by the user, or automatically by the diagnostic process. While constraint functions are restricted to be linear, there are facilities for automated piecewise linearization and interpolation. Iterative search mechanisms supplement the constraint solver when local propagation fails.
The roSon graphical interface
A GUI allows graphical system construction. Component instances are created from their generic types in a class hierarchy. These appear as rectangles, created large enough to accommodate names and port tabs for their inputs and outputs, and may be labeled with a graphical icon. The interface seems adequate, although it seems fair to say that the robon system's development has emphasized its functional capabilities rather than its graphical interface.
Constraint propagation for diagno-
Simulation proceeds by seeking a solution to all system constraints, including those inherited from component behaviors and those associated with connections as tolerances or values. Parameters on connections may be set by assigning them values manually or by receiving values for them from sensors during active system monitoring. Such values have full status as constraints. The constraint satisfaction process is one of successively adding further restrictions to possible values. A set of values is recorded which can be assigned to each parameter without violating any of the system constraints examined thus far. When this set becomes empty for any parameter, as would happen if its value is constrained to belong to both of two non-overlapping interval sets, a global failure is signaled. Naturally, this can not promise any definite information about the root "cause') of the constraint satisfaction failure, but sometimes knowing the location (the parameter) at which sis the failure was discovered is helpful to the user in underst anding the situation.
When constraint propagation failure occurs, the user may invoke rofion's diagnoser to determine possible causes for the problem. In automated monitoring mode, the diagnoser is started automatically.
For diagnostic purposes, a failure of constraint propagation is usually interpreted as meaning that 1. the sensor values are consistent with a new and unknown behavior for some component, rather than its designed behavior. However, there are other possible interpretations:
2. the behaviors of one or more components have been defined inconsistently with each other. Diagnosis is then a tool for eliminating inconsistencies from design.
3. measurements are consistent with actual working component behaviors. In this case, the diagnostic process is a tool for debugging the model.
measurements represent goal states rather than
physical readings, and diagnosis is a search for components whose behaviors can be altered to achieve those measurements. In this case, the diagnostic process is a tool for goal-directed redesign.
5. measurements represent goal states rather than physical readings, and diagnosis is a search for inputs or environmental values which can be altered to achieve those measurements. In this case, the diagnostic process is a tool for a form of closed-loop control.
In this work, and in the current development of robon, the first interpretation is assumed, as is appropriate for monitoring an operational system with a verified model.
Behavior suspension in roSon
Failure to find a solution means that the system is overconstrained, and so roSon looks for constraints to remove, or suspend, in accord with the constraint suspension approach introduced by Randy Davis and Walter Hamscher in the early 1980's [l] . Each component or subsystem is tested, one at a time, by suspending all of its Constraints. If the system constraint network can now be satisfied while a component's constraints are suspended, then that component is retained as a plausible suspect as being the cause of the problem.
When failure modes (fault behaviors) are specified for a component, then constraint suspension actually means not just removing the component's normal behavior constraints, but replacing them by the fault behavior constraints. There may be several alternative fault behaviors, as shown in the multiplier example,above, or even an unspecified but labeled fault behavior saying only that "FAULT-STATE = 1".
RoSon contains an interesting innovation in what is
called "normal + fault" suspension, which is invoked by the diagnoser or through manual selection. This replaces the normal behavior by a disjunction of the normal and fault behaviors. This disjunction is then propagated like any other behavior except that when constraint satisfaction is achieved, roSon keeps track of whether it was the normal and/or the fault parts of the composite function that were used in achieving a successful solution. During simulation, components with "normal + fault" suspension are treated as follows:
Suppose only the normal function contributed to successful propagation. That is, the assumption of at least one disjunct from the normal function leads to system consistency, but there is no disjunct from the fault function that leads to system Consistency. In this case the component is no longer suspect and its icon is colored green.
If only the fault function contributed to successful propagation, the component is confirmed as a suspect and colored red.
If both the normal and the fault functions can lead to successful propagation, then no conclusion can be reached about this component as a cause of the original inconsistency, and its color (blue) is unchanged.
Through this mechanism, it was noted that roSon is capable of multiple fault diagnosis as a side-effect of simulation under "normal + fault" suspension, even though the diagnoser itself did not take full advantage of this capability and was advertised as being for single faults only.
Hierarchical and dynamic system representation in robon
There is provision in roSon for hierarchical system modeling, wherein an entire system can be represented by a single icon for compact use, as a subsystem within other systems. This time layer mechanism can be used to create a table of computed values for graphical display (graphing tools are included in roSon), or to represent disjoint noninteracting versions of the same system (if no constraints connect any subscript-1 with any subscript-2 variables.
Nonlinear/equational constraints
A significant restriction on the current robon implementation is that it only accepts linear constraints. I.e., a constraint will not propagate properly if it contains factors like X t X . This is partly compensated by supplying tools to facilitate the conversion of nonlinear functions to a piecewise-linear representation. Clearly, this restriction is due to the difficulties of automatically solving the constraints for all their variables. In fact, one can use more general types of constraints for simulation if one abandons the generation of a multi-directional network, and therefore of diagnosis. We expect that there will eventually be facilities for supplying userdefined inverses.
Another problem, pointed out at least as far back as 1980 [ll] , is that some simple systems, like two resistors in series, cannot be readily solved through local constraint propagation alone. A single resistor with a known voltage imposed upon it will immediately yield the current via Ohm's Law, but with two resistors in series, a local application of Ohm's Law cannot yield the global current. Students typically learn rules for combining resistances to reduce this problem to a soluble form. A iiiore general approach is to enable the solution of simultaneous equations, and this is what roSon has done through an addon package referred to as "interval bisection", which in effect solves the equations through the application of a numeric Newton's method. It was surprising to us how infreque.ntly in practice the need arose for solving such simultaneous equations (it was not used by our model of the PMADS' PDCU).
New roSon release
We recently learned that R.O.S.E. has announced a new multiple fault diagnostic engine called RDE. RDE is described as no longer using constraint suspension, but with an architecture more like that of GDE [3], using a truth maintenance engine. Order of magnitude improvements are claimed in both speed and required memory, as well as lower computational complexity on the size of the system's constraint population. Unfortunately, the announcement was too late for us to incorporate RDE in this study.
Fault recording for continued monitoring past failure
The ability to continue monitoring after fault diagnosis is an essential advantage of model-based methods. Assqciational diagnostic methods ([5] , [lo] , [la] ) can operate past a failure only with difficulty since they would need to have their knowledge bases modified to reflect the new (and in general unpredicted) condition of the system. A model-based diagnoser has the potential of doing this automatically, by substituting diagnostically isolated fault modes in place of the component's normal function or by simply leaving the component's constraints suspended. When we received rotjon, it did not include any facility for recording failures. This meant that each subsequent data snapshot would cause a full repeat of the diagnosis, leading to roSon rapidly falling behind in its monitoring task. After all, snapshot intervals are normally chosen just far enough apart so that monitoring is assured of keeping up with the unfaulted system. Diagnosis naturally is a slower process and in principle need not be rushed since it could be done off line or by another processor. Another serious consequence of not recording failures is that subsequent failures become increasingly probable and will then be seen as a multiple fault, confounding a machine designed to analyze one fault at a time.
RoSon's designers responded that their previous applications had never required fault recording since they would normally stop operations to repair any fault before proceeding. Pausing until repairs are complete is not an option in many aerospace applications, like a launch in progress or a platform in deep space, so we suggested to R.O.S.E. that fault recording be investigated. They responded immediately by supplying an option to record any fault which has been isolated by an unambiguous diagnosis. The situation is more complex when a diagnosis is ambiguous, since monitoring must keep alternate possible faults alive in different possible worlds, rejecting those which contradict later observation (as was done by [4] . We believe that this is a plausible and not overly difficult extension to the current roSon facility, especially if they take advantage of the truth maintenance system used by the new release of roSon.
PMADS -A Power
Distribution Test bed 4.1 NASA's PMADS PMADS (Power Management and Distribution System) is a testbed for the automated planning and control of power, originally designed to shadow the power distribution system on the International Space Station. In fact it was initially a high frequency alternating current system and later converted to 120VDC after Space Station did so. Although it is not presently maintained in lock step with current Space Station design, it is a useful breadboard with sophisticated load planning, load prioritization, load shedding, and self-diagnostic capabilities. It has been used as a testbed for several studies in diagnosis and control, some just recently published.
PMADS structure
As shown in figure 1, PMADS contains two parallel Power Distribution and Control Units (PDCUs) which are cross-linked to provide redundant power service to the system's loads. Within the PDCUs, and the Load Centers through which they supply power to end loads, the primary type of control device is the "Remote Power
Controller" (RPC), thought of as a "smart switch".
RPCs contain voltage and current sensors, and will disconnect themselves ("trip") when the voltage is too low, the current too high, or the power consumption too great. The voltage is compared to the fixed 120VDC supply, while the limits on current can be dynamically changed during operation. There also exist simple switches at the source of the PDCUs, with no tripping capability.
Modeling PMADS
The ro6on evaluation work was restricted to the modeling of one of the PDCUs down to the RPC level, and representing the downstream Load Centers as simple resistive loads. This work uses the existing device drivers and data storage system tc obtain online data. It does not make direct of use of PMADS' load planning and related facilities. Data was flexibly transmitted in one of several alternative modes: from archived files without delays, from archived files while emulating the original timing, and from live files actively receiving current data from the breadboard. This was all achieved by a C-language interface program written by the NASA part of the team.
PMADS' diagnostics ran in parallel with ro6on's, and the two diagnosers could be in principle be used to check each others' conclusions. In practice, robon usually responded to faults that were not detected by the existing PMADS diagnoser. We had originally planned to represent R P C trips by using time layers to model the fact that an undervoltage or overcurrent at time 1 meant that the R P C would be tripped and its current would be zero at time 2. After a bit of experimentation, it was determined that RPC's hardware control logic responded much too quickly for us to see the data containing anomalous voltages or currents before the RPC trip would cut them off. Robon's models could therefore look only at the static problem of ensuring that there were no anomalous power values, or that the tripped RPC was consistent with its loads being disconnected. Thus, the ro6on model and the existing PMADS' diagnostics handled. and, in practice may be quite complimentary.
had rather littlr overlap in the types of problems they The RPC is probably the most complex single component modeled. Its model says that current is always conserved through the RPC and is within limits, if any of the anomalous conditions are flagged then the RPC must be tripped, and that the RPC's voltage and current are consistent with its state: If Tripped or commanded Off, the RPC's current must be zero; if On then either the switch is On and the voltage drop across the RPC must be zero, or the switch is tripped and its current is zero.
Limits of Single-Fault Analysis
It can be argued that multiple fault analysis is unnecessary for the model-based diagnosis of operational systems, so long as the mean time between failures is long compared to the interval between data snapshots, and so long as the model is reconciled with each fault after its diagnosis, by suspending or replacing its constraints. While this is quite correct, it is nevertheless true that single fault diagnosis is unhelpful when debugging a newly written model, even though the model may be of a fully functional and operational system. This is because a new model is like a new and untested piece of hardware off the assembly line, and may well have multiple "faults" under the interpretation of "faults as model defects" (i.e., normal behaviors in the model which are inconsistent with physical components' actual normal behaviors). Single fault diagnosis was of little help in debugging the initial model. The best procedure was to use very large initial tolerances on all important parameters. This can be done manually in roSon, and repeated on all parameters involved in unexpected conflicts that prevent system constraint satisfaction. This is a case in which it is helpful for the simulation to display the location at which conflict was discovered, even though this information may be quite misleading during operational failures After fault-free simulation succeeds in finding a consistent solution, the tolerances may be cut back by trial and error to useful levels. Alternatively, a fault may be introduced to guide the tightening of tolerances until it can be detected.
Fault Scenarios
Three types of faults were physically present or introduced into the PMADS breadboard, and were successfully diagnosed in uninterrupted operational sequence.
Sensor faults:
Sensor faults are typically difficult for associational diagnosers, since those would need special associations installed in advance of each failure, to perform diagnoses that do not depend on that sensor's data. Moreover, they require special "meta-tests" to be run before their standard diagnostic rules, to determine which sensor might be failed and therefore which diagnostic strategy to invoke. As shown in [8] , [9] , model-based diagnosis avoids these problems by seeking global consistency without need of any special status for sensors. This was demonstrated for two different sensor conditions: 0 Hard sensor failure: An ammeter on the PDCU's main power feed happens to be genuinely and permanently failed stuck at zero. This fault is not observable before power is turned on, but is immediately evident thereafter. Expectations derived from other sensors, the RPC's being turned On, and the load resistances, all propagated constraints on the current that were inconsistent with a zero reading. This was immediately spotted, unambiguously diagnosed, and recorded. A particularly wide tolerance is assigned to the resistance, to allow for likely load variation. The current in this load was just low enough to be outside the considerable tolerances that had accumulated though system propagation, and the resulting fault was also unambiguously diagnosed and recorded.
Soft Internal PDCU failure:
A resistive shunt to ground was attached to the hot wire of one of the cables between an RPC and the PDCU's ammeter downstream of it. The RPCs have their own internal ammeters, so it was immediately noticed that their current readings were in conflict. The current difference was outside the tolerances on the ammeters, although well inside the tolerance propagated from the load. robon could therefore not tell by looking elsewhere in the system which ammeter was correct, and the resulting diagnosis was ambiguous. Both ammeters remained suspect, as well as the (correct diagnosis of) the cable between them.
Thr diagnosis gave RSHORT=[36.3 1001, which is consistent with the actual shunt of 50 ohms.
Summary
Overall, the internal machinery worked well. Constraint propagation and solution was quick and consistent. The options supplied are useful and generally exploit well the capabilities offered by model-based diagnosis. The user interface is not as well developed, reflecting the development team's focus on internal machinery, and the expectation that major users may be developing their own interfaces. The faults introduced into the PMADS testbed and diagnosed by robon were not detected or diagnosed by PMADS' hardware or software diagnostics.
There was more than a single reason why PMADS' did not identify these failures, but the principal one was the lack of a reference model with sufficient accuracy to allow the dynamic discrimination of acceptable from unacceptable measurements. In summary, we judge that the robon system, in its current state of development, succeeds in representing model-based diagnosis, perhaps as the only commercially available shell. We hope that this development continues along the promising lines already being pursued, and believe it can serve as a basis for making model-based diagnosis more widely understood and used.
