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ABSTRACT
Concise introduction to a relatively new subject of non-linear algebra: literal extension of text-book linear
algebra to the case of non-linear equations and maps. This powerful science is based on the notions of discriminant
(hyperdeterminant) and resultant, which today can be effectively studied both analytically and by modern computer
facilities. The paper is mostly focused on resultants of non-linear maps. First steps are described in direction of
Mandelbrot-set theory, which is direct extension of the eigenvalue problem from linear algebra, and is related by
renormalization group ideas to the theory of phase transitions and dualities.
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1 Introduction
1.1 Formulation of the problem
Linear algebra [1] is one of the foundations of modern natural science: wherever we are interested in calculations, from
engineering to string theory, we use linear equations, quadratic forms, matrices, linear maps and their cohomologies.
There is a widespread feeling that the non-linear world is very different, and it is usually studied as a sophisticated
phenomenon of interpolation between different approximately-linear regimes. In [2] we already explained that
this feeling can be wrong: non-linear world, with all its seeming complexity including ”chaotic structures” like
Julia and Mandelbrot sets, allows clear and accurate description in terms of ordinary algebraic geometry. In this
paper we extend this analysis to generic multidimensional situation and show that non-linear phenomena are direct
generalizations of the linear ones, without any approximations. The thing is that the theory of generic tensors and
associated multi-linear functions and non-linear maps can be built literally repeating everything what is done with
matrices (tensors of rank 2), as summarized in the table in sec.1.2. It appears that the only essential difference is the
lack of ”obvious” canonical representations (like sum of squares for quadratic forms or Jordan cells for linear maps):
one can not immediately choose between different possibilities.1 All other ingredients of linear algebra and, most
important, its main ”special function” – determinant – have direct (moreover, literal) counterparts in non-linear
case.
Of course, this kind of ideas is hardly new [4]-[12], actually, they can be considered as one of constituents of
the string program [13]. However, for mysterious reasons – given significance of non-linear phenomena – the field
remains practically untouched and extremely poor in formulas. In this paper we make one more attempt to convince
scientists and scholars (physicists, mathematicians and engineers) that non-linear algebra is as good and as powerfull
as the linear one, and from this perspective we”ll see one day that the non-linear world is as simple and transparent
as the linear one. This world is much bigger and more diverse: there are more ”phases”, more ”cohomologies”, more
”reshufflings” and ”bifurcations”, but they all are just the same as in linear situation and adequate mathematical
formalism does exist and is essentially the same as in linear algebra.
One of the possible explanations for delay in the formulation of non-linear algebra is the lack of adequate computer
facilities even in the close past. As we explain below, not all the calculations are easily done ”by bare hands” even
in the simplest cases. Writing down explicit expression for the simplest non-trivial resultant R3|2 – a non-linear
generalization of the usual determinant – is similar to writing 12! terms of explicit expression for determinant of a
12 × 12 matrix: both tedious and useless. What we need to know are properties of the quantity and possibility to
evaluate it in a particular practical situation. For example, for particular cubic form 13ax
3 + 13by
3 + 13cz
3 + 2ǫxyz
the resultant is given by a simple and practical expression: R3|2 = abc(abc+ 8ǫ
3)3. Similarly, any other particular
case can be handled with modern computer facilities, like MAPLE or Mathematica. A number of results below are
based on computer experiments.
At the heart of our approach to quantitative non-linear algebra are special functions – discriminants and resultants
– generalizations of determinant in linear algebra. Sometime, when they (rarely) appear in modern literature [7, 14]
these functions are called hyperdeterminants, but since we define them in terms of consistency (existence of common
solutions) of systems of non-linear equations, we prefer to use ”discrminantal” terminology [9, 10, 11]. At least at
the present stage of developement the use of such terminology is adequate in one more respect. One of effective ways
to evaluate discriminants and resultants exploits the fact that they appear as certain irreducible factors in various
auxiliary problems, and constructive definitions express them through iterative application of two operations: taking
an ordinary resultant of two functions of a single variable and taking an irreducible factor. The first operation is
constructively defined (and well computerized) for polynomials (see s.4.10 of [2] for directions of generalization to
arbitrary functions), and in this paper we restrict consideration to non-linear, but polynomial equations, i.e. to the
theory of tensors of finite rank or – in homogeneous coordinates – of functions and maps between projective spaces
Pn−1. The second operation – extraction of irreducible factor, denoted irf(. . .) in what follows, – is very clear
conceptually and very convenient for pure-science considerations, but it is a typical NP problem from calculational
point of view. Moreover, when we write, say, D = irf(R), this means that D is a divisor of R, but actually in most
cases we mean more: that it is the divisor, the somehow distinguished irreducible factor in R (in some cases D can
be divisor of R, where R can be obtained in slightly different ways, for example by different sequences of iterations,
– then D is a common divisor of all such R). Therefore, at least for practical purposes, it is important to look
for ”direct” definitions/representations of discriminants and resultants (e.g. like row and column decompositions of
ordinary determinants), even if aestetically disappealing, they are practically usefull, and – no less important – they
provide concrete definition of irf operattion. Such representations were suggested already in XIX century [4, 5],
and the idea was to associate with original non-linear system some linear-algebra problem (typically, a set of maps
between some vector spaces), which degenerates simulteneously with the original system. Then discriminantal space
1 Enumeration of such representations is one of the subjects of ”catastrophe theory” [3].
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acquires a linear-algebra representation and can be studied by the methods of homological algebra [15]. First steps
along these lines are described in [7], see also s.3.3 and s.4 in the present paper. Another option is Feynman-style
diagram technique [32, 17], capturing the structure of convolutions in tensor algebra with only two kinds of invariant
tensors involved: the unity δij and totally antisymmetric ǫi1...in . Diagrams provide all kinds of invariants, made
from original tensor, of which discriminant or resultant is just one. Unfortunately, enumeration and classification of
diagrams is somewhat tedious and adequate technique needs to be found for calculation of appropriate generating
functions.
Distinction between discriminants and resultants in this paper refers to two essentially different types of objects:
functions (analogues of quadratic forms in linear algebra) and maps. From tensorial point of view this is distinction
between pure covariant tensors and those with both contravariant and covariant indices (we mostly consider the
case of a single contravariant index). The difference is two-fold. One difference – giving rise to the usual definition
of co- and contra-variant indices – is in transformation properties: under linear transformation U of homogeneous
coordinates (rotation of Pn−1) the co- and contra-variant indices transform with the help of U and U−1 respectively.
The second difference is that maps can be composed (contravariant indices can be converted with covariant ones),
and this opens a whole variety of new possibilities. We associate discriminants with functions (or forms or pure
covariant tensors) and resultants with maps. While closely related (for example, in linear algebra discriminant
of quadratic form and resultant of a linear map are both determinants of associated square matrices), they are
completely different from the point of view of questions to address: behaviour under compositions and eigenvalue
(orbit) problems for resultants and reduction properties for tensors with various symmetries (like det = Pfaff2 for
antisymmetric forms) in the case of discriminants. Also, diagram technique, invariants and associated group theory
are different.
We begin our presentation – even before discussion of relevant definitions – from two comparative tables:
One in s.1.2 is comparison between notions and theorems of linear and non-linear algebras, with the goal to
demonstrate thet entire linear algebra has literal non-linear counterpart, as soon as one introduces the notions of
discriminant and resultant.
Another table in s.1.3 is comparison between the structures of non-linear algebra, associated with different kinds
of tensors.
Both tables assume that discriminants and resultants are given. Indeed, these are objectively existing functions
(of coefficients of the corresponding tensors), which can be constructively evaluated in variety of ways in every
particular case. Thus the subject of non-linear algebra, making use of these quantities, is well defined, irrespective
of concrete discussion of the quantities themselves, which takes the biggest part of the present paper.
Despite certain efforts, the paper is not an easy reading. Discussion is far from being complete and satisfactory.
Some results are obtained empirically and not all proofs are presented. Organization of material is also far from
perfect: some pieces of discussion are repeated in different places, sometime even notions are used before they are
introduced in full detail. At least partly this is because the subject is new and no traditions are yet established of
its optimal presentation. To emphasize analogies we mainly follow traditional logic of linear algebra, which in the
future should be modified, according to the new insghts provided by generic non-linear approach. The text may seem
overloaded with notions and details, but in fact this is because it is too concise: actually every briefly-mentioned
detail deserves entire chapter and gives rise to a separate branch of non-linear science. Most important, the set of
results and examples, exposed below is unsatisfactory small: this paper is only one of the first steps in constructing
the temple of non-linear algebra. Still the subject is already well established, ready to use, it deserves all possible
attention and intense application.
1.2 Comparison of linear and non-linear algebra
Linear algebra [1] is the theory of matrices (tensors of rank 2), non-linear algebra [7]-[12] is the theory of
generic tensors.
The four main chapters of linear algebra,
• Solutions of systems of linear equations;
• Theory of linear operators (linear maps, symmetries of linear equations), their eigenspaces and Jordan matrices;
• Linear maps between different linear spaces (theory of rectangular matrices, Plukker relations etc);
• Theory of quadratic and bilinear functions, symmetric and antisymmetric;
possess straightforward generalizations to non-linear algebra, as shown in comparative table below.
Non-linear algebra is naturally split into two branches: theories of solutions to non-linear and poly-linear equa-
tions. Accordingly the main special function of linear algebra – determinant – is generalized respectively to
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resultants and discriminants. Actually, discriminants are expressible through resultants and vice versa – resul-
tants through discriminants. Immediate applications ”at the boundary” of (non)-linear algebra concern the theories
of SL(N) invariants [10], of homogeneous integrals [11] and of algebraic τ -functions [18].
Another kind of splitting – into the theories of linear operators and quadratic functions – is generalized to
distinction between tensors with different numbers of covariant and contravariant indices, i.e. transforming with
the help of operators U⊗r1 ⊗ (U−1)⊗(r−r1) with different r1. Like in linear algebra, the orbits of non-linear U -
transformations on the space of tensors depend significantly on r1 and in every case one can study canonical forms,
stability subgroups and their reshufflings (bifurcations). The theory of eigenvectors and Jordan cells grows into
a deep theory of orbits of non-linear transformations and Universal Mandelbrot set [2]. Already in the simplest
single-variable case this is a profoundly rich subject [2] with non-trivial physical applications [13, 19].
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Linear algebra Non-linear Algebra
SYSTEMS of linear equations SYSTEMS of non-linear equations:
and their DETERMINANTS: and their RESULTANTS:
Homogeneous
Az = 0 A(z) = 0
∑n
j=1 A
j
izj = 0, i = 1, . . . , n Ai(z) =
∑n
j1,...,jsi=1
A
j1...jsi
i zj1 . . . zjsi = 0, i = 1, . . . , n
Solvability condition: Solvability condition:
det1≤i,j≤nA
j
i =
∣∣∣∣∣∣
∣∣∣∣∣∣
A11 . . . A
n
1
. . .
A1n . . . A
n
n
∣∣∣∣∣∣
∣∣∣∣∣∣ = 0 Rs1,...,sn{A1, . . . , An} = 0or Rn|s{A1, . . . , An} = 0 if all s1 = . . . = sn = s
ds1,...,sn ≡ degARs1,...,sn =
∑n
i=1
(∏n
j 6=i sj
)
, dn|s ≡ degARn|s = nsn−1
Solution:
Zj =
∑n
k=1 Aˇ
k
jCk
where
∑n
j=1 A
j
i Aˇ
k
j = δ
k
i detA
Dimension of solutions space
for homogeneous equation:
(the number of independent choices of {Ck})
dimn|1 = corank{A}, typically dimn|1 = 1 typically dimn|s = 1
Non-homogeneous
Az = a A(z) = a(z)
∑n
j=1 A
j
izj = ai,
∑n
j1,...,js=1
Aj1...jsi zj1 . . . zjs =
∑
0≤s′<s
(∑n
j1,...,js′=1
a
j1...js′
i zj1 . . . zjs′
)
i = 1, . . . , n i = 1, . . . , n
Solution (Craemer rule): Solution (generalized Craemer rule):
Zk is defined from a linear equation: Zk is defined from a single algebraic equation:∣∣∣∣∣∣
∣∣∣∣∣∣
A11 . . . (A
k
1Zk − a1) . . . An1
. . .
A1n . . . (A
k
nZk − an) . . . Ann
∣∣∣∣∣∣
∣∣∣∣∣∣ = 0 Rn|s{A(k)(Zk)} = 0,
where A(k)(Zk) is obtained by substitutions
zk −→ zkZk and a(s′) → zs−s
′
k a
(s′)
Zk is expressed through principal minors the set of solutions Zk satisfies Vieta formula
Zk detA = Aˇ
l
kal and its further generalizations, s.3.4.4
# of solutions of non-homogeneous equation:
#n|1 = 1 #s1,...,sn =
∏n
i=1 si, in particular #n|s = s
n
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OPERATORS made from matrices: Linear maps OPERATORS made from tensors: Poly-linear maps
(symmetries of systems of linear equations): (symmetries of systems of non-linear equations):
z → V z, z → V (z) of degree d,
A→ UA: A→ U(A) of degree d′:
(UA)i(V z) =
∑n
j,k,l=1 U
j
i A
k
jV
l
kzl U (A (V (z))) =
∑N
U
(
A
(
V zd
)s )d′
(somewhat symbolically)
Multiplicativity of determinants w.r.t. compositions Multiplicativity of resultants w.r.t. compositions
of linear maps: of non-linear homogeneous maps
for linear transforms A→ UA and z → V z for transforms A→ U(A) of degree d′
and z → V (z) of degree d
det
(
(UA)(V z)
)
= detU detAdetV Rn|sdd′{UA(V z)} = Rn|d′{U}(sd′)n−1Rn|s{A}dnd′n−1Rn|d{V }(sd)n
Eigenvectors (invariant subspaces) of linear transform A Orbits (invariant sets) of non-linear homogeneous transform A
Orbits of transformations with U = V −1 Orbits of transformations with U = V −1
in the space of linear operators A: in the space of non-linear operators A:
generic orbit (diagonalizable A’s) non-singular A’s
and and
A’s with coincident eigenvalues, A’s with coincident orbits,
reducible to Jordan form belonging to the Universal Mandelbrot set [2]
Invariance subgroup of U = V −1: Invariance subgroup of U = V −1
a product of Abelian groups
Aji ejµ = λµeiµ A
j1...js
i ej1µ . . . ejsµ = Λµeiµ
or Ai(~eµ) = λµ(~eµ)eiµ = I
λµ
i (~eµ)
Aji =
∑n
µ=1 eiµλµe
j
µ, eiµe
i
ν = δµν A
α
i =
∑Mn|s
µ=1 eiµΛµE
α
µ =
∑Mn|s
µ=1 eˇiµEˇ
α
µ , Λµ = λ(eµ)
{Eαµ} = (max.minor of E)−1, Eαµ = ej1µ . . . ejsµ, α = (j1, . . . , js)
RECTANGULAR m× n matrices (m < n): ”RECTANGULAR” tensors of size n1 ≤ . . . ≤ nr:
discriminantal condition: rank(T ) < min(m,n) D(κ)n1×...×nr (T ) = 0, 1 ≤ κ ≤ Nn1×...×nr
Classification by ranks ≤ m Classification by ”ranks” ≤ n1
Plukker relations between m×m minors, Plukker relations between n×r1 resultants,
Grassmannians G(n,m), PolyGrassmannians
Relations between Plukker relations
(syzigies, Koshul complexes etc)
Hirota relations for algebraic τ -functions [18]
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FUNCTIONS (”forms”) made from matrices: FUNCTIONS (”forms”) made from tensors:
Bilinear forms Polylinear forms
T (~x, ~y) =
∑n
i,j=1 T
ijxiyj T (~x1, . . . , ~xr) =
∑n
i1,i2,...,ir=1
T i1...irx1,i1x2,i2 . . . xr,ir
Form is degenerate, if the system Form is degenerate, if dT = 0, i.e. if the system ∂T∂xk,ik
=
∑n
j=1 T
ijyj =
∂T
∂xi
= 0∑n
i=1 T
ijxi =
∂T
∂yj
= 0
=
∑n
i1,...,ˇik,...,ir=1
T i1...irx1,i1 . . . xk−1,ik−1xk+1,ik+1 . . . xr,ir = 0
k = 1, . . . , r, ik = 1, . . . , n
has non-vanishing solution has non-vanishing solution
Degeneracy criterium:
det1≤i,j≤nT
ij = 0 Dn×r (T ) = 0
for r ≥ 3 and N = n(r − 2)
Dn×r(T ) = irf
(
RN |N−1
{
∂I
(
det1≤j,k≤n
∂2T
∂x1j∂x2k
)})
∂I =
{
∂
∂xkik
, k = 3, . . . , r, ik = 1, . . . , n
}
Quadratic forms: Symmetric forms of rank r = s+ 1:
S(~z) =
∑n
i,j=1 S
ijzizj S(~z) =
∑n
i0,i1...,is=1
Si0i1...iszi0zi1 . . . zis
Form is degenerate, if the system Form is degenerate, if dS = 0, i.e. if the system∑n
j=1 S
ijzj = 0
1
r!
∂S
∂zi
=
∑n
i1,...,is=1
Sii1...iszi1 . . . zis = 0
has non-vanishing solution has non-vanishing solution
Degeneracy criterium:
det1≤i,j≤nS
ij = 0 Dn|r(S) = Dn×r(T = S) = Rn|r−1{∂iS(~z)}
Orbits of transformations with U = V : Orbits of transformations with U = V
diagonal quadratic forms, classified by signature
Invariance subgroup of U = V : Invariance subgroup of U = V
orthogonal and unitary transformations
Skew forms Skew forms (totally antisymmetric rep) exist for r ≤ n
Forms in other representations of the
permutation group σr and braid group Br (anyons)
Stability subgroup: Stability subgroup
symplectic transformations depends on the Young diagram
Decomposition property: D(Tred) decomposes into irreducible factors,
detC =
(
PfaffA
)2
among them is appropriate reduced discriminant
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1.3 Quantities, associated with tensors of different types
1.3.1 A word of caution
We formulate non-linear algebra in terms of tensors. This makes linear algebra a base of the whole construction, not
just a one of many particular cases. Still, at least at the present stage of development, this is a natural formulation,
allowing to make direct contact with existing formalism of quantum field theory (while its full string/brane version
remains under-investigated) and with other kinds of developed intuitions. Therefore, it does not come as surprise
that some non-generic elements will play unjustly big role below. Especially important will be: representations
of tensors as poly-matrices with indices (instead of consideration of arbitrary functions), linear transformations
of coordinates (instead of generic non-linear maps), Feynman-diagrams in the form of graphs (instead of generic
symplicial complexes and manifolds). Of course, generalizations towards the right directions will be mentioned, but
presentation will be starting from linear-algebra-related constructions and will be formulated as generalization. One
day inverse logic will be used, starting from generalities and going down to particular specifications (examples),
with linear algebra just one of many, but this requires – at least – developed and generally accepted notation and
nomenclature of notions in non-linear science (string theory), and time for this type of presentation did not come
yet.
1.3.2 Tensors
See s.IV of [1] for detailed introduction of tensors. We remind just a few definitions and theses.
• Vn is n-dimensional vector space,2 V ∗n is its dual. Elements of these spaces (vectors and covectors) can be
denoted as ~v and ~v∗ or vi and v
i, i = 1, . . . , n. The last notation – more convenient in case of generic tensors –
implies that vectors are written in some basis (not obligatory orthonormal, no metric structure is introduced in Vn
and V ∗n ). We call lower indices (sub-scripts) covariant and upper indices (super-scripts) – contravariant.
• Linear changes of basises result into linear transformations of vectors and covectors, vi → (U−1)ji vj , vi →
U ijv
j (summation over repeated sub- and super-scripts is implied). Thus contravariant and covariant indices are
transformed with the help of U and U−1 respectively. Here U belongs to the structure group of invertible linear
transformations, U ∈ GL(n), in many cases it is more convenient to restrict it to SL(n) (to avoid writing down
obvious factors of detU), when group averages are used, a compact subgroup U(n) or SU(n) is relevant. Since
choice of the group is always obvious from the context, we often do not mention it explicitly. Sometime we also
write a hat over U to emphasize that it is a transformation (a map), not just a tensor.
• Tensor T of the type n1, . . . , np;m1, . . .mq is an element from V ∗n1⊗. . .⊗V ∗np⊗Vm1⊗. . .⊗Vmq , or simply T
i1...ip
j1...jq
,
with ik = 1, . . . , nk and jk = 1, . . . ,mk, transformed according to T −→
(
Un1 ⊗ . . .⊗Unp
)
T
(
U−1m1 ⊗ . . .⊗U−1mq
)
with
Unk ∈ SL(nk) and U−1mk ∈ SL∗(mk) (notation SL∗ signals that transformations are made with inverse matrices).
Pictorially such tensor can be represented by a vertex with p sorts3 of incoming and q sorts of outgoing lines. We
call
∏p
k=1 SL(nk)
∏q
l=1 SL
∗(ml) the structure group.
• The number of sorts is a priori equal to the rank r = p+ q. However, if among the numbers n1, . . . ,mq there
are equal, an option appears to identify the corresponding spaces V , or identify sorts. Depending on the choice of
this option, we get different classes of tensors (for example, an n×n matrix T ij can be considered as representation
of SL(n) × SL(n), T ij → (U1)ik(U2)jlT kl with independent U1 and U2, or as representation of a single (diagonal)
SL(n), T ij → U ikU jl T kl, and diagram technique, invariants and representation theory will be very different in
these two cases). If any identification of this kind is made, we call the emerging tensors reduced. Symmetric and
antisymmetric tensors are particular examples of such reductions. There are no reductions in generic case, when all
the p+ q numbers n1, . . . ,mq are different, but reduced tensors are very interesting in applications, and non-linear
algebra is largely about reduced tensors, generic case is rather poly-linear. Still, with no surprise, non-linear algebra
is naturally and efficiently embedded into poly-linear one.
• Tensors are associated with functions on the dual spaces in an obvious way. Generic tensor is associated with
an r-linear function
T (~v1, . . . , ~vp; ~u
∗
1, . . . , ~u
∗
q) =
∑
1≤ik≤nk
1≤jk≤mk
T
i1...ip
j1...jq
v1i1 . . . vp ipu
j1
1 . . . u
jq
q (1.1)
2 We assume that the underlying number field is C, though various elements of non-linear algebra are defined for other fields:
the structure of tensor algebra requires nothing from the field, though we actually assume commutativity and associativity to avoid
overloading by inessential details; in discussion of solutions of polynomial equations we assume for the same reason that the field is
algebraically closed (that a polynomial of degree r of a single variable always has r roots, i.e. Besout theorem is true). Generalizations
to other fields are straightforward and often interesting, but we leave them beyond the scope of the present text.
3 In modern physical language one would say that indices i and j label colors, and our tensor is representation of a color group
SL(n1)× . . .× SL∗(mq). Unfortunately there is no generally accepted term for parameter which distinguishes between different groups
in this product. We use ”sort” for exactly this parameter, it takes r = p+ q values. (Photons, W/Z-bosons and gluons are three different
”sorts” from this point of view. Sort is the GUT-color modulo low-energy colors).
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Figure 1: Example of diagram, describing particular contraction of three tensors: A of the type (i1, j2, j3; i1, i4, j1), B of the type
(i3, i4; ) and C of the type (i2; i1, i3, j4). Sorts of lines are not shown explicitly.
In what follows we mostly consider pure contravariant tensors with the corresponding r-linear functions T (~v1, . . . , ~vr) =
T i1...irv1i1 . . . vr ir and (non-linear) maps Vn → Vn, Ai(~v) = Ai1...isi vi1 . . . vis (symmetric tensors with additional co-
variant index). It will be important not to confuse upper indices with powers.
• Reduced tensors can be related to non-linear functions (forms): for example, the hypercubic (i.e. with all equal
n1 = . . . = nr = n) contravariant tensor T
i1...ir , associated in above way with an r − linear form T (~v1, . . . , ~vr) =
T i1...irv1i1 . . . vr ir can be reduced to symmetric tensor, associated with r-form of power r in a single vector, S(~v) =∑n
i1,...,ir=1
Si1...irvi1 . . . vir . For totally antisymmetric hypercubic tensor, we can write the same formula with anti-
commuting ~v, but if only reduction is made, with no special symmetry under permutation group σr specified, the
better notation is simply Tn|r(~v) = T (~v, . . . , ~v) = T
i1...ir vi1 ⊗ . . . ⊗ vir . In this sense tensors are associated with
functions on a huge tensor product of vector spaces (Fock space) and only in special situations (like symmetric
reductions) they can be considered as ordinary functions. From now on the label n|r means that hypercubic tensor
of rank r is reduced in above way, while polylinear covariant tensors will be labeled by n1 × . . .× nr, or simply n×r
in hypercubic case: Tn|r is the maximal reduction of Tn×r , with all r sorts identified and structure group reduced
from SL(n)×r to its diagonal SL(n).
1.3.3 Tensor algebra
• Tensors can be added, multiplied and contracted. Addition is defined for tensors of the same type n1, . . . , np;
m1, . . . ,mq and results in a tensor of the same type. Associative, but non-commutative(!) tensor product of two
tensors of two arbitrary types results into a new tensor of type n1, . . . , np, n
′
1, . . . .n
′
p′ ;m1, . . . ,mq,m
′
1, . . . ,m
′
q′ . Tensor
products can also be accompagnied by permutations of indices within the sets {n, n′} and {m,m′}. Contraction
requires identification of two sorts: associated with one covariant and one contravariant indices (allowed if some of
n’s coincides with some of m’s, say, np = mq = n) and decreases both p and q by one:
T
i1...ip−1
j1...jq−1
=
n∑
l=1
T
i1...ip−1l
j1...jq−1l
(1.2)
Of course, one can take for the tensor T in (1.2) a tensor product and thus obtain a contraction of two or more
different tensors. k pairs of indices can be contracted simultaneously, multiplication is a particular case of contraction
for k = 0. Pictorially (see Fig.1) contractions are represented by lines, connecting contracted indices, with sorts and
arrows respected: only indices of the same sort can be connected, and incoming line (i.e. attached to a covariant
index) can be connected with an outgoing one (attached to a contravariant index).
In order to avoid overloading diagrams with arrows, in what follows we use slightly different notation (Fig. 2):
denote covariant indices by white and contravariant ones by black, so that arrows would go from black to white and
we do not need to show them explicitly. Tensors with some indices covariant and some contravariant are denoted
by semi-filled (mixed white-black) circles (see Fig. 3.B).
• Given a structure group, one can define invariant tensors. Existence of contraction can be ascribed to invari-
ance of the unit tensor δij . The other tensors, invariant under SL(n), are totally antisymmetric covariant ǫi1...in
and contravariant ǫi1...in , they can be also considered as generating the one-dimensional invariant subspaces w.r.t.
enlarged structure group GL(n). These ǫ-tensors can be represented by n-valent diamond and crossed vertices re-
spectively, all of the same sort, see Fig. 3.A. Reductions of structure group increase the set of invariant tensors.
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Figure 2: Contraction
P
i1i2
Ai1i2Bi1i2j in two different notations: with arrows and with black/white vertices.
Figure 3: A. Pictorial notation for covariant and contravariant ǫ-tensors. B. Example of diagram, constructed from a tensor T with
the help of ǫ’s. All possible diagrams made from any number of T ’s and ǫ’s form the tensor algebra T (T, ǫ) or simply T (T ).
Above-mentioned reductions (which do not break SL(n)’s themselves, i.e. preserve colors) just identify some sorts,
i.e. add some sort-mixing ǫ-tensors.
• Diagrams (see Fig. 3.B), where all vertices contain either the tensor T or invariant ǫ-tensors, form T (T ): the
tensor algebra, generated by T . Diagrams without external legs are homogeneous polynomials of coefficients of T ,
invariant under the structure group. They form a ring of invariants (or invariant’s ring) InvT (T ) of T (T ). Diagrams
with external legs are representations of the structure group, specified by the number and type of external legs.
• Invariants can be also obtained by taking an average of any function of T over the maximal compact subgroup
of the structure group.
• T (T ) is an essentially non-linear object, in all senses. It is much better represented pictorially than formally:
by necessity formulas have some linear (line) structure, unnatural for T (T ). However, pictorial representation,
while very good for qualitative analysis and observation of relevant structures, is not very practical for calculations.
The compromise is provided by string theory methods: diagrams can be converted to formulas with the help of
Feynman-like functional integrals. However, there is always a problem to separate a particular diagram: functional
integrals normally describe certain sums over diagrams, and the depth of separation can be increased by enlarging
the number of different couplings (actually, by passing from T (T ) to T (T, T ′, . . .) with additional tensors T ′, . . .);
but – as a manifestation of complementarity principle – the bigger the set of couplings, the harder it is to handle
the integral. Still a clever increase in the number of couplings reveals new structures in the integral [20] – they are
known as integrable, and there is more than just a game of words here, ”integrability” means deep relation to the
Lie group theory. Lie structure is very useful, because it is relatively simple and well studied, but the real symmetry
of integrals is that of the tensor algebras – of which the Lie algebras are very special example.
• T (T ) can be considered as generated by a ”functional integral”:〈
exp⊗
(
T i1...irφ1i1 ⊗ . . .⊗ φrir
)
, ⊗rk=1 exp⊗
(
ǫi1...inkφ
i1
k ⊗ · · · ⊗ φ
ink
k
)〉
(1.3)
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e.g. for k = 2 and φ1 = φ, φ2 = χ by〈
exp⊗
(
T ijφiχj
)
, exp⊗
(
ǫijφ
iφj
)
exp⊗
(
ǫijχ
iχj
)〉
(1.4)
The sign ⊗ is used to separate (distinguish between) elements of different vector spaces in . . .⊗V ⊗V ⊗ . . . (actually,
any other sign, e.g. comma, could be used instead). Dealing with the average (1.3), one substitutes all φ → φ+ ϕ
and eliminates ”quantum fields” ϕ with the help of the Wick rule:
〈ϕkj1 ⊗ . . .⊗ ϕkjs , ϕi1k ⊗ . . .⊗ ϕisk 〉 = δi1j1 . . . δisjs (1.5)
without summation over permutations(!), i.e. in the k = 2 case
〈ϕj1 ⊗ . . .⊗ ϕjs , ϕi1 ⊗ . . .⊗ ϕis〉 = 〈χj1 ⊗ . . .⊗ χjs , χi1 ⊗ . . .⊗ χis〉 = δi1j1 . . . δisjs (1.6)
Fields φk with different sorts k are assumed commuting. All quantities are assumed lifted to entire Fock space by
the obvious comultiplication, φ → . . .⊗ φ ⊗ 0 ⊗ . . . + . . .⊗ 0 ⊗ φ ⊗ . . . with (infinite) summation over all possible
positions of φ. The language of tensor categories is not very illuminating for many, fortunately it is enough to think
and speak in terms of diagrams. Formulation of constructive functional-integral representation for T (T ) remains an
interesting and important problem, as usual, integral can involve additional structures, and (in)dependence of these
structures should provide nice reformulations of the main properties of T (T ).
• Particular useful example of a functional integral, associated with T (T ) for a n1× . . .×nr contravariant tensor
T i1...ir with ik = 1, . . . , nk, is given by
Z(T ) =
{
r∏
k=1
(
nk∏
i=1
∫ ∫
Dxki(t)Dx¯ik(t)e
R
xki(t)x¯
i
k(t)dt
)
·
· exp
∫
. . .
∫
t1<...<tnk
ǫi1...ink x¯
i1
k (t1) . . . x¯
ink
k (tn)dt1 . . . dtn
}
exp
∫
T i1...irx1i1 (t) . . . xrir (t)dt (1.7)
Here t can be either continuous or discrete variable, and integral depends on the choice of this integration domain.
The ”fields” x and x¯ can be bosonic or fermionic (Grassmannian). In operator formalism Z(T ) is associated with
an application of operators
Eˆk = exp
(
ǫi1...in
∂
∂xki1
⊗ . . .⊗ ∂
∂xki1
)
(1.8)
with different k (n can depend on k) to various powers of (⊕T )m =
(
⊕ T i1...irx1i1 . . . xrir
)m
:
Z(T ) =
(
r∏
k=1
Eˆk
)
∞∑
m=0
(⊕T )m
m!
∣∣∣∣∣
all x=0
(1.9)
Generalizations to many tensors T and to T ’s which are not pure contravariant are straightforward.
In the simplest 2×2 example (r = 2, n1 = n2 = 2), one can switch to a more transparent notation: x1i(t) = xi(t),
x2i(t) = yi(t) and
Z(T ) = exp
∑
t<t′
(
ǫij
∂2
∂xi(t)∂xj(t′)
+ ǫij
∂2
∂yi(t)∂yj(t′)
)
exp
∑
t
T ijxi(t)yj(t)
∣∣∣∣∣
all x,y=0
=
=
∫
Dxi(t)Dyi(t)Dx¯
i(t)Dy¯i(t)
∏
t
exix¯
i(t)+yiy¯
i(t)+T ijxiyi(t)
∏
t<t′
eǫij(x¯
i(t)x¯j(t′)+y¯i(t)y¯j(t′)) (1.10)
(as usual
∫
Dx(t) ≡∏t ∫ dx(t)). In this particular case (all n = 2) integral is Gaussian and can be evaluated exactly
(see s.5.4.2). For generic n > 2 non-Gaussian is the last factor with ǫ-tensors.
• Above generating function Z(T ) is by no means unique. We mention just a few lines of generalization.
Note, for example, that (⊕T )m = Tm ⊗ 0 ⊗ . . . ⊗ 0 + mTm−1 ⊗ T ⊗ . . . ⊗ 0 + . . . is not quite the same as
T⊗m = T ⊗ T ⊗ . . .⊗ T . From T⊗m =
(
T i1...irx1i1 . . . xrir
)⊗m
one can build
Z˜(T ) =
(
r∏
k=1
Eˆk
)
∞∑
m=0
T⊗m
m!
∣∣∣∣∣
all x=0
(1.11)
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– an analogue of Z(T ) with a more sophisticated integral representation.
Both Z(T ) and Z˜(T ) respect sorts of the lines: operator Eˆk carries the sort index k and does not mix dif-
ferent sorts. One can of course change this property and consider integrals, where diagrams with sort-mixing are
contributing.
One can also introduce non-trivial totally antisymmetric weight functions h(t1, . . . , tn) into the terms with ǫ’s
and obtain new interesting types of integrals, associated with the same T (T ). An important example is provided by
the nearest neighbors weight, which in the limit of continuous t gives rise to a local action
ǫi1...in
∫
xi1k (t) dtx
i2
k (t) . . . d
n−1
t x
in
k (t)dt.
1.3.4 Solutions to poly-linear and non-linear equations
• Tensors can be used to define systems of algebraic equations, poly-linear and non-linear. These equations
are automatically projective in each of the sorts and we are interested in solutions modulo all these projective
transformations. If the number of independent homogeneous variables Nvar is smaller than the number of projective
equations Neq, solutions exist only if at least N con = Neq −Nvar constraints are imposed on the coefficients. If this
restriction is saturated, projectively-independent solutions are discrete, otherwise we get
(
Nsol = N con + Nvar −
Neq
)
-parametric continuous families of solutions (which can form a discrete set of intersecting branches).
• Since the action of structure group converts solutions into solutions, the N con constraints form a representation
of structure group. If N con = 1, then this single constraint is a singlet respresentation, i.e. invariant, called
discriminant or resultant of the system of equations, poly-linear and non-linear respectively.
• Resultant vanishes when the system of homogeneous equations becomes resolvable. Equations define a map
from the space of variables and ask what points are mapped into zero. Generically homogeneous map converts a
projective space Pn−1 onto itself, so that zero of homogeneous coordinates on the target space, which does not
belong to Pn−1, has no pre-image (except for original zero). Moreover, for non-linear maps each point of the target
space has several pre-images: we call their number the index of the map at the point. For some maps, however, the
index is smaller than in generic case: this happens exactly because some points from the image move into zero and
disappear from the target Pn−1. These are exactly the maps with vanishing resultant.
When index is bigger than one, all points of the target Pn−1 stay in the image even when resultant vanishes:
just the number of pre-images drops down by one. However, if index already was one, then the index of maps with
vanishing resultant drops down to zero at all points beyond some subvariety of codimension one, so that most of
points have no pre-images, and this means that the dimension of image decreased. Still this phenomenon is nothing
but a particular case of the general one: decrease of the image dimension is particular case of decrease of the index,
occuring when original index was unity.
The best known example is degeneration of linear maps: Cn → Cn : zi →
∑n
j=1 A
j
i zj usually maps vector
space Cn onto itself, but for some n × n matrices Aij the image is Cn−k: has non-vanishing codimension k in Cn.
This happens when matrix Aij has rank n− k < n, and a necessary condition is vanishing of its resultant, which for
matrices is just a determinant, Rn|1{A} ≡ detA = 0 (for k > 1 also minors of smaller sizes, up to n+ 1− k should
vanish).
The second, equally well known, example of the same phenomenon is degeneration of non-linear maps, but only
of two homogeneous (or one projective) variables: C2 → C2 : (x, y)→
(
Ps1(x, y), Ps2 (x, y)
)
with two homogeneous
polynomials P (x, y) of degrees s1 and s2. Normally the image of this map is s1s2-fold covering of C
2, i.e. has index
s1s2. As a map P
1 → P 1 it has a lower index, max(s1, s2)). When the two polynomials, considered as functions of
projective variable ξ = x/y have a common root, the latter index decreases by one. Condition for this coincidence
is again the vanishing of the resultant: Resξ
(
Ps1(ξ, 1), Ps2 (ξ, 1)
)
= 0.
To summarize, for linear maps the vanishing of resultant implies that dimension of the image decreases. However,
in non-linear situation this does not need to happen: the map remains a surjection, what decreases is not dimension of
the image, but the number of branches of inverse map. This number – index – is appropriate non-linear generalization
of quantities like kernel dimensions in the case of linear maps, and it should be used in construction of non-linear
complexes and non-linear cohomologies (ordinary linear complexes can also help in non-linear studies, see, for
example, s.3.3 below).
• Thus ordinary determinant and ordinary resultant are particular examples of generic quantity, which measures
degeneration of arbitrary maps, and which is called resultant in the present paper. Discriminant is its analogue for
poly-linear functions, in above examples it is the same determinant for the linear case and the ordinary discriminant
(condition that the two roots of a single function coincide) in the polynomial case.
• Throughout the text we freely convert between homogeneous and projective coordinates. Homogeneous co-
ordinates ~z = {zi, i = 1, . . . , n} span a vector space Vn Its dual V ∗n is the vector space of all linear functions of
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n variables. Projectivization factorizes Vn − 0 (i.e. Vn with zero excluded) w.r.t. the common rescalings of all n
coordinates: Pn−1 =
{
~z ∼ λ~z, ∀λ 6= 0 and ~z 6= 0
}
. Projectivization is well defined for homogeneous polynomials
of a given degree and for homogeneous equations, where all items have the same power in the variable ~z. Any
polynomial equation can be easily made homogeneous by adding an auxiliary homogeneous variable and putting it
in appropriate places, e.g. ax+ b −→ ax+ by, ax2 + bx+ c −→ ax2 + bxy + cy2 etc:{
the space of arbitrary polynomials of degrees ≤ s of n− 1 variables
}
=
=
{
the space of homogeneous polynomials of degree s of n variables
}
A system of n − 1 non-homogeneous equations on n − 1 variables is equivalent to a system of n − 1 homogeneous
equations, but of n variables. The latter system has continuous one-parametric set of solutions, differing by the
value of the added auxiliary variable. If this value is fixed, then in the section we normally get a discrete set of
points, describing solutions to the former system. Of separate interest are the special cases when the one-parametric
set is tangent to the section at intersection point.
Projective coordinates can be introduced only in particular charts, e.g. ξk = zk/zn, k = 1, . . . , n− 1. A system
of linear equations,
∑n
j=1 A
j
izj = 0, defines a map of projective spaces P
n−1 → Pn−1 : zi →
∑n
j=1 A
j
i zj, i, j =
1, . . . , n, which in particular chart looks like a rational map
ξi →
∑n−1
j=1 A
j
i ξj +A
n
i∑n−1
j=1 A
j
nξj +Ann
, i, j = 1, . . . , n− 1.
However, the equations themselves has zero at the r.h.s., which does not look like a point of Pn−1. And indeed,
for non-degenerate matrix A equation does not have non-vanishing solutions, i.e. no point of Pn−1 is mapped into
zero, i.e. Pn−1 is indeed mapped into Pn−1. In fact, this is a map onto, since non-degenerate A is invertible and
every point of the target Pn−1 has a pre-image. If A is degenerate, detA = 0, the map still exists, just its image
has codimension one in Pn−1, but the seeming zero – if properly treated – belongs to this diminished image. For
example, for n = 2 we have
(
x
y
)
−→
(
ax+ by
cx+ dy
)
or ξ → aξ+bcξ+d . If the map is degenerate, i.e. ad = bc, then this
ratio turns into constant: ξ → ac , i.e. entire P 1 is mapped into a single point a/c of the target P 1. By continuity this
happens also to the point x/y = ξ = −c/d = −a/b, which is the non-trivial solution of the system
{
ax+ by = 0
cx+ dy = 0
Thus a kind of a l’Hopital rule allows one to treat homogeneous equations in terms of projective spaces. Of course,
this happens not only for linear, but also for generic non-linear and poly-linear equations (at least polynomial):
entire theory has equivalent homogeneous and projective formulations and they will be used on equal footing below
without further comments.
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Tensor Relevant quantities Typical results
Generic rank-r rectangular tensor Discriminant (Cayley hyperdeterminant) • degT (D) – see s.4.1.3
of the type n1 × . . .× nr: Dn1×...×nr(T ) • itedisc (iteration in r):
T i1...ir , 1 ≤ ik ≤ nk Dn1×...×nr×nr+1(T i1...irir+1) =
or a function of r nk-component vectors D(T ) = 0 is consistency condition = irf
(
D(t)nr+1|deg(Dn1×...×nr )
T (~x1, . . . , ~xk) =
∑
1≤ik≤nk
1≤k≤r
T i1...irx1i1 . . . xrir (existence of solution with all ~xk 6= ~0)
(Dn1×...×nr(T i1...irir+1tir+1)) )
Coefficients Ti1...ir are placed at points for the system
∂T
∂~xk
= 0 (i.e. ∂T (x)∂xkik
= 0) • Additive decomposition [9]
of the n1 × . . .× nr hyperparallepiped of
(
Dn×r(T )× sub− discriminants
)
Totally hypercubic symmetric rank-r tensor, Symmetric discriminant
i.e. all nk = n and
for any permutation P ∈ σn Dn|r(S) = irf
(
Dn× . . .× n︸ ︷︷ ︸
r times
(S)
)
• Dn|r(S) = Rn|r−1{~∂S}
Si1...ir = SiP(1)...iP (r) (an irreducible factor in the full discriminant, • degSDn|r(S) = n(r − 1)n−1
or a function (r-form) of a single vector ~x emerging for hypercube and total symmetry);
S(~x) =
∑
1≤ik≤n
1≤k≤r
Si1...irxi1 . . . xir D(S) = 0 is consistency condition for
∂S
∂~x = 0
Totally antisymmetric tensor (all nk = n) HyperPfaffian
Ci1...ir = (−)PCiP (1)...iP (r)
(
PFn|r(C)
)ν
= irf
(
Dn× . . .× n︸ ︷︷ ︸
r times
(C)
)
for any permutation P ∈ σn for some power ν
Homogeneous map Vn → Vn of degree s Resultant Rn|s{ ~A} = irf
(
Dn× . . .× n︸ ︷︷ ︸
s+1 times
(Aiα)
)
• deg(Rn|s) = nsn−1
defined by a tensor of rank r = s+ 1, R = 0 is consistency condition • iteres (iteration in n):
totally symmetric in the last s indices (existence of non-vanishing solution ~z 6= 0) Rn+1|s {A1(~z), . . . , An+1(~z)} =
Aαi = A
j1...js
i for the homogeneous system
~A(~z) = 0 Reszn+1
(
Rn|s {A1(~z), . . . , An(~z)},
with totally symmetric multi-index Rn|s {A2(~z), . . . , An+1(~z)}
)
α = {j1 . . . , js}, Eigenvectors and order-p periodic orbits • Composition law
which takes Mn|s =
(n+s−1)!
(n−1)!s! values of
~A(~z) (sol’s ~z = ~e
(p)
µ to A
◦p
i (~z) = λ(~z)zi) Rn|sAsB (A ◦B) = Rs
n−1
B
n|sA
!(A)RsnAn|sB !(B)
or n-comp. vector ~A(~z) = {∑αAiαzα} = • Additive expansion
=
{∑n
j1,...,js=1
Aj1...jsi zj1 . . . zjs
}
Mandelbrot set Mn|s: in Plukker determinants
formed by homegeneous pol’s of degree s ~A(~z) ∈ Mn|s if some two orbits of A merge: • Eigenvalue decomposition
~e
(p)
µ = ~e
(q)
ν for some (p, µ) 6= (q, ν) Rn|s{A} ∼
∏cn|s
µ=1 λ(~e
(1)
µ )
Tensors of other types
Arbitrary non-linear map Vn → Vn, i.e. Resultant of generic non-linear system • Rn|s1,...,sn = irf
(Rn|max(s1,...,sn))
collection of n symmetric tensors Rn|s1,...,sn {Aαii ~zαi}
A
j1...jsi
i of ranks s1, . . . , sn R{ ~A} = 0 if the system ~A(~z) = 0
~A(~z) =
{∑n
j1,...,jsi=1
A
j1...jsi
i zj1 . . . zjsi
}
has non-vanishing solution ~z 6= 0
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2 Solving equations. Resultants
2.1 Linear algebra (particular case of s = 1)
We begin with a short summary of the theory of linear equations. The basic problem of linear algebra is solution of
a system of n linear equations of n variables,
n∑
j=1
Ajizj = ai (2.1)
In what follows we often imply summation over repeated indices and omit explicit summation sign, e.g. Ajizj =∑n
j=1 A
j
i zj. Also, to avoid confusion between powers and superscripts we often write all indices as subscripts, even
if they label contravariant components.
2.1.1 Homogeneous equations
In general position the system of n homogeneous equations for n variables,
Ajizj = 0 (2.2)
has a single solution: all zj = 0. Non-vanishing solution exists only if the n
2 coefficients Aji satisfy one constraint:
det
n×n
Aji = 0, (2.3)
i.e. the certain homogeneous polynomial of degree n in the coefficients of the matrix Aij vanishes.
If detA = 0, the homogeneous system (2.2) has solutions of the form (in fact this is a single solution, see below)
Zj = Aˇ
k
jCk, (2.4)
where Aˇkj is a minor – determinant of the (n − 1) × (n − 1) matrix, obtained by deleting the j-th row and k-th
column from the n× n matrix A. It satisfies:
Aji Aˇ
k
j = δ
k
i detA, Aˇ
k
jA
i
k = δ
i
j detA (2.5)
and
δ detA =
n∑
i,j=1
AˇijδA
j
i (2.6)
Eq.(2.4) solves (2.2) for any choice of parameters Ck as immediate corrolary of (2.5), provided detA = 0. However,
because of the same (2.5), the shift Ck → Ck + AlkBl with any Bl does not change the solution (2.4), and actually
there is a single-parametric family of solutions (2.4), different choices of Ck provide projectively equivalent Zj .
If rank of A is smaller than n− 1 (corank(A) > 1), then (2.4) vanishes, and non-vanishing solution is given by
Zj = Aˇ
k1k2
jj1
Cj1k1k2 if corank(A) = 2,
Zj = Aˇ
k1...kq
jj1...jq−1
C
j1...jq−1
k1...kq
if corank(A) = q (2.7)
Aˇ
{k}
{j} denotes minor of the (n−q)×(n−q) matrix, obtained by deleting the set {j} of rows and the set {k} of columns
from A. Again most of choices of parameters C are equivalent, and there is a q-dimensional space of solutions if
corank(A) = q.
2.1.2 Non-homogeneous equations
Solution to non-homogeneous system (2.1) exists and is unique when detA 6= 0. Then it is given by the Craemer
rule, which we present in four different formulations.
As a corollary of (2.5)
Craemer I : Zj =
Aˇkj ak
detA
=
(
A−1
)k
j
ak (2.8)
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With the help of (2.6), this formula can be converted into
Craemer II : Zj =
∂ log detA
∂Ajk
ak =
∂Tr logA
∂Ajk
ak (2.9)
Given the k− th component Zk of the solution to non-homogeneous system (2.1), one can observe that the following
homogeneous equation:
n∑
j 6=k
Ajizj +
(
Aki Zk − ai
)
zk = 0 (2.10)
(no sum over k in this case!) has a solution: zj = Zj for j 6= k and zk = 1. This means that determinant of
associated n× n matrix
[A(k)]ji (Zk) ≡ (1− δjk)Aji + δjk(Aki Zk − ai) (2.11)
vanishes. This implies that Zk is solution of the equation
Craemer III : det
n×n
[A(k)]ji (z) = 0 (2.12)
The l.h.s. is a actually a linear function of z:
det
n×n
[A(k)]ji (z) = z detA− detA(k)~a (2.13)
where n× n matrix A(k)~a is obtained by substituting of ~a for the k-th column of A: Akj → aj . Thus we obtain from
(2.12) the Craemer rule in its standard form:
Craemer IV : Zk =
detA
(k)
~a
detA
(2.14)
If detA = 0 non-homogeneous system (2.1) is resolvable only if the vector ai is appropriately constrained. It
should belong to the image of the linear map A(z), or, in the language of formulas,
Aˇkj ak = 0, (2.15)
as obvious from (2.5).
2.2 Non-linear equations
Similarly, the basic problem of non-linear algebra is solution of a system of n non-linear equations of n variables.
As mentioned in the introduction, the problem is purely algebraic if equations are polynomial, and in this paper
we restrict consideration to this case, though analytic extention should be also available (see s.4.11.2 of [2] for
preliminary discussion of such generalizations).
2.2.1 Homogeneous non-linear equations
As in linear algebra, it is worth distinguishing between homogeneous and non-homogeneous equations. In homoge-
neous (projective) case non-vanishing solutions exist iff the coefficients of all equations satisfy a single constraint,
R{system of homogeneous eqs} = 0,
and solution to non-homogeneous system is algebraically expressed through the R-functions by an analogue of the
Craemer rule, see s.2.2.2. R-function is called the resultant of the system. It is naturally labelled by two types of
parameters: the number of variables n and the set of powers s1, . . . , sn. Namely, the homogeneous system consisting
of n polynomial equations of degrees s1, . . . , sn of n variables ~z = (z1, . . . , zn),
Ai(~z) =
n∑
j1,...,js=1
A
j1...jsi
i zj1 . . . zjsi = 0 (2.16)
has non-vanishing solution (i.e. at least one zj 6= 0) iff
Rs1,...,sn
{
A
j1...jsi
i
}
= 0. (2.17)
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Resultant is a polynomial of the coefficients A of degree
ds1,...,sn = degARs1,...,sn =
n∑
i=1
(∏
j 6=i
sj
)
(2.18)
When all degrees coincide, s1 = . . . = sn = s, the resultantRn|s of degree dn|s = degARn|s = nsn−1 is parameterized
by just two parameters, n and s. Generic Rs1,...,sn is straightforwardly reduced to Rn|s, because multiplying
equations by appropriate powers of, say, zn, one makes all powers equal and adds new solutions (with zn = 0)
in a controllable way: they can be excluded by obvious iterative procedure and Rs1,...,sn is an easily extractable
irreducible factor (irf) of Rn|max(s1,...,sn).
Ai(~z) in (2.16) can be considered as a map P
n−1 → Pn−1 of projective space on itself, and Rn|s is a functional
on the space of such maps of degree s. In such interpretation one distinguishes between indices i and j1, . . . , js in
Ai(~z) = A
j1...js
i zj1 . . . zjs : j’s are contravariant, while i covariant.
If considered as elements of projective space Pn−1, one-parametric solutions of homogeneous equations (existing
when resultant vanishes, but resultants of the subsystems – the analogues of the minors do not), are discrete points.
The number of these points (i.e. of barnches of the original solution) is
#s1,...,sn =
n∏
i=1
si. (2.19)
Of course, in the particular case of the linear maps (when all s = 1) the resultant coincides with the ordinary
determinant:
Rn|1{A} = det
n×n
A. (2.20)
Examples:
For n = 0 there are no variables and we assume R0|s ≡ 1.
For n = 1 the homogeneous equation of one variable is Azs = 0 and R1|s = A.
In the simlest non-trivial case of n = 2 the two homogeneous variables can be named x = z1 and y = z2, and the
system of two equations is {
A(x, y) = 0
B(x, y) = 0
with A(x, y) =
s∑
k=0
akx
kys−k = as
s∏
j=1
(x−λjy) = ysA˜(t) and B(x, y) =
s∑
k=0
bkx
kys−k = bs
s∏
j=1
(x−µjy) = ysB˜(t),
where t = x/y. Its resultant is just the ordinary resultant [21] of two polynomials of a single variable t:
R2|s{A,B} = Rest(A˜, B˜) = (asbs)s
s∏
i,j=1
(λi − µj) = (a0b0)s
s∏
i,j=1
(
1
µj
− 1
λi
)
=
= det2s×2s

as as−1 as−2 . . . a1 a0 0 0 . . . 0
0 as as−1 . . . a2 a1 a0 0 . . . 0
. . .
0 0 0 . . . as as−1 as−2 as−3 . . . a0
bs bs−1 bs−2 . . . b1 b0 0 0 . . . 0
0 bs bs−1 . . . b2 b1 b0 0 . . . 0
. . .
0 0 0 . . . bs bs−1 bs−2 bs−3 . . . b0

(2.21)
(If powers s1 and s2 of the two polynomials are different, the resultant is determinant of the (s1+s2)×(s1+s2) matrix
of the same form, with first s2 rows containing the coefficients of degree-s1 polynomial and the last s1 rows containing
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the coefficients of degree-s2 polynomial. We return to a deeper description – and generalizations – of this formula in
s.3.3 below.) This justifies the name resultant for generic situation. In particular case of linear map (s = 1) eq.(2.21)
reduces to determinant of the 2× 2 matrix and R2|1{A} = Rest
(
a1t+ a0, b1t+ b0
)
=
∣∣∣∣∣∣∣∣ a1 a0b1 b0
∣∣∣∣∣∣∣∣ = det2×2A.
2.2.2 Solution of systems of non-homogeneous equations: generalized Craemer rule
Though originally defined for homogeneous equations, the notion of the resultant is sufficient to solving non-
homogeneous equations as well. More accurately, this problem is reduced to solution of ordinary algebraic equations
of a single variable, which is non-linear generalization of the ordinary Craemer rule in the formulation (2.12). We
begin from particular example and then formulate the general prescription.
Example of n = 2, s = 2:
Consider the system of two non-homogeneous equations on two variables:{
q111x
2 + q112xy + q122y
2 = ξ1x+ η1y + ζ1,
q211x
2 + q212xy + q222y
2 = ξ2x+ η2y + ζ2
(2.22)
Homogeneous equation (with all ξi, ηi, ζi = 0) is solvable whenever
R2 =
∣∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣
q111 q112 q122 0
0 q111 q112 q122
q211 q212 q222 0
0 q211 q212 q222
∣∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣ = 0 (2.23)
(double vertical lines denote determinant of the matrix). As to non-homogeneous system, if (X,Y ) is its solution,
then one can make an analogue of the observation (2.10): the homogeneous systems
(
q111X
2 − ξ1X − ζ1
)
z2 +
(
q112X − η1
)
yz + q122y
2 = 0,(
q211X
2 − ξ2X − ζ2
)
z2 +
(
q212X − η2
)
yz + q222y
2 = 0
(2.24)
and  q111x
2 +
(
q112Y − ξ1
)
xz +
(
q122Y
2 − η1Y − ζ1
)
z2 = 0,
q211x
2 +
(
q212Y − ξ2
)
xz +
(
q222Y
2 − η2Y − ζ2
)
z2 = 0
(2.25)
have solutions (z, y) = (1, Y ) and (x, z) = (X, 1) respectively. Like in the case of (2.10) this implies that the
corresponding resultants vanish, i.e. that X satisfies∣∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣
q111X
2 − ξ1X − ζ1 q112X − η1 q122 0
0 q111X
2 − ξ1X − ζ1 q112X − η1 q122
q211X
2 − ξ2X − ζ2 q212X − η2 q222 0
0 q211X
2 − ξ2X − ζ2 q212X − η2 q222
∣∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣ = 0 (2.26)
while Y satisfies ∣∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣
q111 q112Y − ξ1 q122Y 2 − η1Y − ζ1 0
0 q111 q112Y − ξ1 q122Y 2 − η1Y − ζ1
q211 q212Y − ξ2 q222Y 2 − η2Y − ζ2 0
0 q211 q212Y − ξ2 q222Y 2 − η2Y − ζ2
∣∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣ = 0 (2.27)
Therefore variables got separated: components X and Y of the solution can be defined from separate algebraic
equations: solution of the system of non-linear equations is reduced to that of individual algebraic equations. The
algebro-geometric meaning of this reduction deserves additional examination.
Though variables X and Y are separated in eqs.(2.26) and (2.27), solutions are actually a little correlated.
Equations (2.26) and (2.27) are of the 4-th power in X and Y respectively, but making a choice of one of four X ’s
one fixes associated choice of Y . Thus the total number of solutions to (2.22) is s2 = 4.
For small non-homogeneity we have:
X4R2 ∼ q3
(
X2O(ζ) +X3O(ξ, η)
)
(2.28)
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i.e.
X ∼
√
q2O(ζ)
R2{Q} (2.29)
This asymptotic behavior is obvious on dimensional grounds: dependence on free terms like ζ should be X ∼ ζ1/r ,
on x− linear terms like ξ or η – X ∼ ξ1/(r−1) etc.
Generic case:
In general case the non-linear Craemer rule looks literally the same as its linear counterpart (2.12) with the obvious
substitution of resultant instead of determinant: the k-th component Zk of the solution to non-homogeneous system
satisfies
non− linear Craemer rule III : Rs1,...,sn
{
A(k)(Zk)
}
= 0 (2.30)
Tensor [A(k)(z)]
j1...jsi
i in this formula is obtained by the following two-step procedure:
1) With the help of auxiliary homogeneous variable z0 transform original non-homogeneous system into a homo-
geneous one (by inserting appropriate powers of z0 into items with unsufficient powers of other z-variables). At this
stage we convert the original system of n non-homogeneous equations of n homogeneous variables {z1, . . . , zn} into
a system of n homogeneous equations, but of n+ 1 homogeneous variables {z0, z1, . . . , zn}. The k-th variable is in
no way distinguished at this stage.
2) Substitute instead of the k-th variable the product zk = z0z and treat z as parameter, not a variable. We obtain
a system of n homogeneous equations of n homogeneous variables {z0, z1, . . . , zk−1, zk+1, . . . , zn}, but coefficients of
this system depend on k and on z. If one now renames z0 into zk, the coefficients will form the tensor [A
(k)(z)]
j1...jsi
i .
It remains to solve the equation (2.30) w.r.t. z and obtain Zk. Its degree in z can be lower than ds1,...,sn =∑n
j=1
∏n
i6=j sj , because z is not present in all the coefficients [A
(k)(z)]
j1...jsi
i . Also, the choices from discrete sets of
solutions for Zk with different k can be correlated in order to form a solution for original system (see s.3.2.3 for
related comments). The total number of different solutions {Z1, . . . , Zn} is #s1,...,sn =
∏n
i=1 si.
In s.3.4.4 one more rephrasing of this procedure is given: in the context of non-linear algebra Craemer rule
belongs to the same family with Vieta formulas for polynomial’s roots and possesses further generalizations, which
do not have given names yet.
3 Evaluation of resultants and their properties
3.1 Summary of resultant theory
In this subsection we show how all the familiar properties of determinants are generalized to the resultants. To avoid
overloading the formulas we consider symmetric resultants Rn|s. Nothing new happens in generic case of Rs1,...,sn .
3.1.1 Tensors, possessing a resultant: generalization of square matrices
Resultant is defined for tensors Aj1...jsi and G
ij1...js , symmetric in the last s contravariant indices. Each index runs
from 1 to n. Index i can be both covariant and contravariant. Such tensor has nMn|s independent coefficients with
Mn|s =
(n+s−1)!
(n−1)!s! .
Tensor A can be interpreted as a map Vn → Vn of degree s = sA = |A| = degzA(z),
Ai(~z) =
n∑
j1,...,js=1
Aj1...jsi zj1 . . . zjs
It takes values in the same space Vn as the argument ~z.
Tensor G maps vectors into covectors, Vn → V ∗n , all its indices are contravariant and can be treated on equal
footing. In particular, it can be gradient, i.e. Gi(~z) = ∂∂ziS(~z) with a form (homogeneous symmetric function) S(~z)
of n variables z1, . . . , zn of degree r = s + 1. Gradient tensor G is totally symmetric in all its s + 1 contravariant
indices and the number of its independent coefficients reduces to Mn|s+1 =
(n+s)!
(n−1)!(s+1)! .
Important difference between the two maps is that only A : Vn → Vn can be iterated: composition of any number
of such maps is defined, while G : Vn → V ∗n admit compositions only with the maps of different types.
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3.1.2 Definition of the resultant: generalization of condition detA = 0 for solvability of system of
homogeneous linear equations
Vanishing resultant is the condition that the map Ai(~z) has non-trivial kernel, i.e. is the solvability condition for
the system of non-linear equations:
system
{
Ai(~z) = 0
}
has non-vanishing solution ~z 6= 0 iff Rn|s{A} = 0
Similarly, for the map Gi(~z):
system
{
Gi(~z) = 0
}
has non-vanishing solution ~z 6= 0 iff Rn|s{G} = 0
Though Ai(~z) and G
i(~z) are maps with different target spaces, and for n > 2 there is no distinguished (say, basis-
independent, i.e. SL(n)-invariant) isomorphism between them, the resultants R{A} and R{G} are practically the
same: to obtain R{G} one can simply substitute all components A...i in R{A} by Gi... – the only thing that is not
defined in this way is the A and G-independent normalization factor in front of the resultant, which is irrelevant for
most purposes. This factor reflects the difference in transformation properties with respect to extended structure
group GL(n) × GL(n): while both R{A} and R{G} are SL(n) × SL(n) invariants, they acquire different factors
detU±dn|s detV sdn|s under Ai(~z)→ U ji Aj(~(V z)) and Bi(~z)→ (U−1)ijBj(~(V z)) These properties are familiar from
determinant theory in linear algebra. We shall rarely distinguish between covariant and contravariant resultants and
restrict most considerations to the case of R{A}.
3.1.3 Degree of the resultant: generalization of dn|1 = degA(detA) = n for matrices
Resultant Rn|s{A} has degree
dn|s = degARn|s{A} = nsn−1 (3.1)
in the coefficients of A.
Iterated resultant R˜n|s{A}, see s.3.2 below, has degree
d˜n|s = degAR˜n|s{A} = 2n−1s2
n−1−1
Iterated resultant R˜n|s{A} depends not only on A, but also on the sequence of iterations; we always use the sequence
encoded by the triangle graph, Fig.4.A.
3.1.4 Multiplicativity w.r.t. composition: generalization of detAB = detAdetB for determinants
For two maps A(z) and B(z) of degrees sA = degzA(z) and sB = degzB(z) the composition (A ◦ B)(z) = A(B(z))
has degree sA◦B = |A ◦B| = sAsB. In more detail
(A ◦B)ik1...k|A||B|
=
n∑
j1,...,j|A|=1
Aij1j2...j|A|B
j1
k1...k|B|
Bj2k|B|+1...k2|B| . . . B
j|A|
k(|A|−1)|B|+1...k|A||B|
(3.2)
Multiplicativity property of resultant w.r.t. composition:
Rn|sAsB (A ◦B) =
(
Rn|sA(A)
)sn−1B (Rn|sB (B))snA .
This formula is nicely consistent with that for dn|s and with associativity of composition. We begin from
associativity. Denoting degrees of by A,B,C by degrees α, β, γ, we get from
Rn|αβ(A ◦B) = Rn|α(A)β
n−1Rn|β(B)α
n
, (3.3)
Rn|αβγ(A ◦B ◦ C) = Rn|αβ(A ◦B)γn−1Rn|γ(C)(αβ)n
= Rn|α(A)
(βγ)n−1Rn|β(B)
αnγn−1Rn|γ(C)
(αβ)n
and
Rn|αβγ(A ◦B ◦ C) = Rn|α(A)(αβ)n−1Rn|βγ(B ◦ C)αn
= Rn|α(A)
(βγ)n−1Rn|β(B)
αnγn−1Rn|γ(C)
(αβ)n
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Since the two answers coincide, associativity is respected:
Rn|αβγ(A ◦B ◦ C) = Rn|α(A)(βγ)
n−1
Rn|β(B)
αnγn−1Rn|γ(C)
(αβ)n (3.4)
The next check is of consistency between (3.3) and (3.1). According to (3.1)
RN |α(A) ∼ AdN|α
and therefore the composition (A ◦B) has power αβ in z-variable and coefficients ∼ ABα: z → A(Bzβ)α. Thus
RN |αβ(A ◦B) ∼ (ABα)dN|αβ
If it is split into a product of R’s, as in (3.3), then – from power-counting in above expressions – this should be equal
to:
RN |α(A)
dN|αβ
dN|α RN |β(B)
α
dN|αβ
dN|β
In other words the powers in (3.3) are:
dN |αβ
dN |α
=
(αβ)N−1
αN−1
= βN−1
and
α
dN |αβ
dN |β
= α
(αβ)N−1
βN−1
= αN
3.1.5 Resultant for diagonal maps: generalization of det
(
diag ajj
)
=
∏n
j=1 a
j
j for matrices
We call maps of the special form Ai(~z) = Aiz
s
i diagonal. For diagonal map
Rn|s(A) =
( n∏
i=1
Ai
)sn−1
(3.5)
Indeed, for the system
{
Aiz
s
i = 0
}
(no summation over i this time!) to have non-vanishing solutions, at least one
of the coefficients Ai should vanish: then the corresponding zi can provide non-vanishing solution. After that the
common power sn−1 is easily obtained from (3.1).
3.1.6 Resultant for matrix-like maps: a more interesting generalization of det
(
diag ajj
)
=
∏n
j=1 a
j
j
for matrices
Diagonal maps posses further generalization, which still leaves one within the theory of matrices. We call maps of
the special form Ai(z) =
∑n
j=1 A
j
iz
s
j matrix-like. They can be also parameterized as
A1(z) =
∑n
j=1 ajz
s
j ,
A2(z) =
∑n
j=1 bjz
s
j ,
A3(z) =
∑N
j=1 cjz
s
j ,
. . .
For the matrix-like map
Rn|s(A) =
(
detijA
j
i
)sn−1
Iterated resultant (see s.3.2 below for details) is constructred with the help of the triangle graph, Fig.4.A, and
its multiplicative decompostion for diagonal map is highly reducible (contains many more than two factors), but
explicit: somewhat symbolically
R˜n|s(A) =
(
Detn(A)Detn−2(A
(n−2)) . . .
∏
Det1(A
(1))
)s2n−1−1
Structure and notation is clear from the particular example, see eq.(3.19) below:
R˜6|s = (3.6)
23
0
BBBBB@
˛˛˛
˛˛˛
˛˛˛
˛˛
˛˛˛
˛˛˛
˛˛˛
˛˛
a1 a2 a3 a4 a5 a6
b1 b2 b3 b4 b5 b6
c1 c2 c3 c4 c5 c6
d1 d2 d3 d4 d5 d6
e1 e2 e3 e4 e5 e6
f1 f2 f3 f4 f5 f6
˛˛˛
˛˛˛
˛˛˛
˛˛
˛˛˛
˛˛˛
˛˛˛
˛˛
˛˛˛
˛˛˛
˛˛
˛˛˛
˛˛˛
˛˛
b1 b2 b3 b4
c1 c2 c3 c4
d1 d2 d3 d4
e1 e2 e3 e4
˛˛˛
˛˛˛
˛˛
˛˛˛
˛˛˛
˛˛
˛˛˛
˛˛˛
˛˛˛
˛˛˛ b1 b2 b3c1 c2 c3
d1 c3 d3
˛˛˛
˛˛˛
˛˛˛
˛˛˛
˛˛˛
˛˛˛
˛˛˛
˛˛˛ c1 c2 c3d1 d2 d3
e1 d3 e3
˛˛˛
˛˛˛
˛˛˛
˛˛˛ ˛˛˛˛
˛˛˛
˛ b1 b2c1 c2
˛˛˛
˛
˛˛˛
˛
˛˛˛
˛
˛˛˛
˛ c1 c2d1 d2
˛˛˛
˛
˛˛˛
˛
2 ˛˛˛
˛
˛˛˛
˛ d1 d2e1 e2
˛˛˛
˛
˛˛˛
˛ b1c31d31e1
1
CCCCCA
s31
The resultant itself is given by the first factor, but in another power: sn−1 = s5 out of total s2
n−1−1 = s31,
R6|s =
∣∣∣∣∣∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣∣∣∣∣
a1 a2 a3 a4 a5 a6
b1 b2 b3 b4 b5 b6
c1 c2 c3 c4 c5 c6
d1 d2 d3 d4 d5 d6
e1 e2 e3 e4 e5 e6
f1 f2 f3 f4 f5 f6
∣∣∣∣∣∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣∣∣∣∣
s5
(3.7)
3.1.7 Additive decomposition: generalization of detA =
∑
σ(−)σ
∏
iA
σ(i)
i for determinants
Like determinant is obtained from diagonal term
∏n
i=1 a
i
i by permutations, the resultant for generic
~A(~z) is obtained
by adding to the matrix-like contribution (
det
ij
aj...ji
)sn−1
(3.8)
numerous other terms, differing from (3.8) by certain permutations of upper indices between sn−1 determinants in
the product. This is clarified by the example (here and in analogous examples with n = 2 below we often denote
a...1 = a
... and a...2 = b
...):
R2|2 = (a111 a222 − a221 a112 )2 − (a111 a122 − a121 a112 )(a121 a222 − a221 a122 )
= (a11b22 − a22b11)2 − (a11b12 − a12b11)(a12b22 − a22b12)
=
∣∣∣∣∣∣∣∣ a11 a22b11 b22
∣∣∣∣∣∣∣∣ ∣∣∣∣∣∣∣∣ a11 a22b11 b22
∣∣∣∣∣∣∣∣− ∣∣∣∣∣∣∣∣ a11 a12b11 b12
∣∣∣∣∣∣∣∣ ∣∣∣∣∣∣∣∣ a12 a22b12 b22
∣∣∣∣∣∣∣∣ (3.9)
The number of independent elementary determinants is
Mn|s!
n!(Mn|s−n)!
with Mn|s =
(n+s−1)!
(n−1)!s! , the sum is over vari-
ous products of sn−1 such elementary determinants, some products do not contribute, some enter with non-unit
coefficients.
Elementary determinants can be conveniently parameterized by the numbers of different indices: U
(α)
ν1,ν2,...,νn−1
denotes elementary determinant with ν1 indices 1, ν2 indices 2 and so on. νn is not independent because the total
number of indices is fixed: ν1 + ν2 + . . .+ νn−1 + νn = ns. For example, (3.9) can be written as
R2|2 = U22 − U3U1 (3.10)
with
U1 =
∣∣∣∣∣∣∣∣ a12 a22b12 b22
∣∣∣∣∣∣∣∣ , U2 = ∣∣∣∣∣∣∣∣ a11 a22b11 b22
∣∣∣∣∣∣∣∣ , U3 = ∣∣∣∣∣∣∣∣ a11 a12b11 b12
∣∣∣∣∣∣∣∣
For bigger n and s the set {ν1, ν2, . . . , νn−1} does not define Uν1,...,νn−1 unambiguously, indices can be distributed
differently and this is taken into account by additional superscript (α) (in examples with small n and s we instead
use U for U (1), V for U (2) etc.) In these terms we can write down the next example:
R2|3 = U33 − U2U3U4 + U22U5 + U1U24 − 2U1U3U5 − U1V3U5 (3.11)
with
M2|3!
2!(M2|3−2)!
= 4!2!2! = 6 (M2|3 =
4!
1!3! = 4) linearly independent elementary determinants given by
U1 =
∣∣∣∣∣∣∣∣ a122 a222b122 b222
∣∣∣∣∣∣∣∣ , U2 = ∣∣∣∣∣∣∣∣ a112 a222b112 b222
∣∣∣∣∣∣∣∣ , U3 = ∣∣∣∣∣∣∣∣ a111 a222b111 b222
∣∣∣∣∣∣∣∣ ,
V3 =
∣∣∣∣∣∣∣∣ a112 a122b112 b122
∣∣∣∣∣∣∣∣ , U4 = ∣∣∣∣∣∣∣∣ a111 a122b111 b122
∣∣∣∣∣∣∣∣ , U5 = ∣∣∣∣∣∣∣∣ a111 a112b111 b112
∣∣∣∣∣∣∣∣
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Eq. (3.11) can be written in different forms, because there are 2 non-linear relations between the 10 cubic combi-
nations with the proper gradation number (i.e. with the sum of indices equal to 9) of 6 elementary determinants,
depending on only 8 independent coefficients a111, a112, a122, a222, b111, b112, b122, b222. These two cubic relations are
obtained by multiplication by U3 and V3 from a single quadratic one:
U3V3 − U2U4 + U1U5 ≡ 0.
The next R2|4 is a linear combination of quartic expression made from 10 elementary determinants
U1 =
˛˛˛
˛
˛˛˛
˛ a
1222 a2222
b1222 b2222
˛˛˛
˛
˛˛˛
˛ , U2 =
˛˛˛
˛
˛˛˛
˛ a
1122 a2222
b1122 b2222
˛˛˛
˛
˛˛˛
˛ ,
U3 =
˛˛˛
˛
˛˛˛
˛ a
1112 a2222
b1112 b2222
˛˛˛
˛
˛˛˛
˛ , V3 =
˛˛˛
˛
˛˛˛
˛ a
1122 a1222
b1122 b1222
˛˛˛
˛
˛˛˛
˛ ,
U4 =
˛˛˛
˛
˛˛˛
˛ a
1111 a2222
b1111 b2222
˛˛˛
˛
˛˛˛
˛ , V4 =
˛˛˛
˛
˛˛˛
˛ a
1112 a1222
b1112 b1222
˛˛˛
˛
˛˛˛
˛ , U5 =
˛˛˛
˛
˛˛˛
˛ a
1111 a1222
b1111 b1222
˛˛˛
˛
˛˛˛
˛ ,
V5 =
˛˛˛
˛
˛˛˛
˛ a
1112 a1122
b1112 b1122
˛˛˛
˛
˛˛˛
˛ , U6 =
˛˛˛
˛
˛˛˛
˛ a
1111 a1122
b1111 b1122
˛˛˛
˛
˛˛˛
˛ , U7 =
˛˛˛
˛
˛˛˛
˛ a
1111 a1112
b1111 b1112
˛˛˛
˛
˛˛˛
˛
In general there are
Mn|s!
(2n)!(Mn|s−2n)!
quadratic Plucker relations between n× n elementary determinants: for any
set α1, . . . , α2n of multi-indices (of length s)
1
2!(n!)2
∑
P∈σ2n
(−)PUP (α1)...P (αn)UP (αn+1)...P (α2n) ≡ 0
3.1.8 Evaluation of resultants
From different approaches to this problem we select three, addressing it from positions of elementary algebra (theory
of polynomial roots), linear (homological) algebra and tensor algebra (theory of Feynman diagrams) respectively:
– Iterative procedure of taking ordinary resultants w.r.t. one of the variables, then w.r.t. another and so on. In
this way one obtains a set of iterated resultants, associated with various simplicial complexes and the resultant itself
is a common irreducible factor of all iterated resultants, see s.3.2.
– Resultant can be defined as determinant of Koshul differential complex, it vanishes when Koshul complex fails
to be exact and acquires non-trivial cohomology, see s.3.3.
– Resultant is an SL(n) × SL(n) invariant and can be represented as a certain combination of Feynman-like
diagrams. Entire set of diagrams reflects the structure of the tensor algebra, associated with the given tensor
Aj1...jsi , see s.3.4.
3.2 Iterated resultants and solvability of systems of non-linear equations
3.2.1 Definition of iterated resultant R˜n|s{A}
Let us consider a system of n homogeneous equations A1(~z) = 0. . .
An(~z) = 0
(3.12)
where Ai(~z) are homogeneous polynomials of n variables ~z = (z1, . . . , zn). This system is overdefined and non-
vanishing solutions exist only if one constraint R{A} = 0 is imposed on the coefficients of the polynomials. The
goal of this section is to formulate this constraint through a sequence of iterated resultants.
Namely, let Reszi(A1, A2) denote the resultant of two polynomials A1(~z) and A2(~z), considered as polynomials
of a single variable zi (all other zj enter the coefficients of these polynomials as sterile parameters). Let us now
define R˜k{A1, . . . , Ak} by the iterative procedure:
R˜1{A} = A,
R˜k+1{A1, . . . , Ak+1} = Reszk
(
R˜k{A1, . . . , Ak}, R˜k{A2, . . . , Ak+1}
)
(3.13)
The lowest entries of the hierarchy are (see Fig.4.A):
R˜2{A1, A2} = Resz1(A1, A2),
R˜3{A1, A2, A3} = Resz2
(
Resz1(A1, A2),Resz1(A2, A3)
)
,
R˜4{A1, A2, A3, A4} = Resz3
(
Resz2
(
Resz1(A1, A2),Resz1(A2, A3)
)
, Resz2
(
Resz1(A2, A3),Resz1(A3, A4)
))
,
. . .(3.14)
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Figure 4: Sequences of iterations in the definition of iterated resultants. A) Triangle graph, most ”ordered” from pictorial point of
view and expressed by eq.(3.14). B) Another ordering, corresponding to the ”natural” iteration procedure, like in eqs.(3.17) and (3.18).
From these pictures it is clear that the choice of the iteration sequence is in fact the choice of some simplicial structure on the set of the
equations.
Two polynomials f(z) and g(z) of a single variable have a common root iff their ordinary resultant Resz(f, g) = 0.
From this it is obvious that for (3.12) to have non-vanishing solutions one should have
R˜n{A} = 0. (3.15)
However, inverse is not true: (3.15) can have extra solutions, corresponding to solvability of subsystems of (3.12)
instead of entire system. What we need is an irreducible component R{A} ≡ irf
(
R˜{A}
)
. In other words, one can
say that along with (3.15) many other iterated resultants should vanish, which are obtained by permutations of
z-variables in the above procedure (i.e. described by Fig.4.B etc instead of Fig.4).A. Resultant R{A} is a common
divisor of all these iterated resultants.
Actually, analytical expressions look somewhat better for Fig.4.B than for Fig.4.A, and we use Fig.4.B in examples
below.
3.2.2 Linear equations
Let Ai(~z) =
∑n
j=1 a
j
izj . In this case the solvability condition is nothing but det a
j
i = 0.
Let us see now, how it arises in our iterated resultant construction. For linear functions Ai(~z) and a˜
k
i (~z) =∑n
j=k a
j
izj
R˜2{A1, A2} = Resz1
(
a11z1 + a˜
2
1, a
1
2z1 + a˜
2
2
)
= a11a˜
2
2 − a12a˜21 (3.16)
(superscripts are indices, not powers!). Substituting now a˜21 = a
2
1z2 + a˜
3
1 and a˜
2
2 = a
2
2z2 + a˜
3
2, we find
R˜3{A1, A2, A3} = Resz2
(
R˜2{A1, A2}, R˜2{A1, A3}
)
=
= Resz2
(
(a11a
2
2 − a12a21)z2 + (a11a˜32 − a12a˜31), (a11a23 − a13a21)z2 + (a11a˜33 − a13a˜31)
)
= a11
∣∣∣∣∣∣
∣∣∣∣∣∣
a11 a
2
1 a˜
3
1
a12 a
2
2 a˜
3
2
a13 a
2
3 a˜
3
3
∣∣∣∣∣∣
∣∣∣∣∣∣ (3.17)
The factor a11 appears at the r.h.s. because for a
1
1 = 0 both Resz1(A1, A2) and Resz1(A1, A3) are proportional to
a˜21 = a
2
1z2+ a˜
3
1 and have a common root z2 = −a˜31/a21, so that R˜3 vanishes; however, this does not lead to non-trivial
solution of entire system, since z1-roots of A2 and A3 are different unless the 3× 3 determinant also vanishes.
To make the next step, substitute a˜3i = a
3
i z3 + a˜
4
i , and obtain
R˜4{A1, A2, A3, A4} =
(
a11
)2(
a11a
2
2 − a21a12
) ∣∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣
a11 a
2
1 a
3
1 a˜
4
1
a12 a
2
2 a
3
2 a˜
4
2
a13 a
2
3 a
3
3 a˜
4
3
a14 a
2
4 a
3
4 a˜
4
4
∣∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣ (3.18)
and so on.
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In general
R˜n{A1, . . . , An} = ||a11||2
n−3 ·
∣∣∣∣∣∣∣∣ a11 a21a12 a22
∣∣∣∣∣∣∣∣2n−4 ·
∣∣∣∣∣∣
∣∣∣∣∣∣
a11 a
2
1 a
3
1
a12 a
2
2 a
3
2
a13 a
2
3 a
3
3
∣∣∣∣∣∣
∣∣∣∣∣∣
2n−5
· . . . =
=
n−2∏
k=1
(
det1≤i,j≤k a
j
i
)2n−2−k(
det1≤i,j≤n a
j
i
)
(3.19)
This R˜n is a homogeneous polynomial of power n+
∑n−2
k=1 2
n−2−kk = 2n−1 in a’s.
The irreducible resultant
Rn{A1, . . . , An} = det1≤i,j≤n aji , (3.20)
providing the solvability criterium of the system of linear equations, is the last factor in the product (3.19). It can
be obtained from R˜ by inverse iterative procedure:
R1 = R˜1,
R2 = R˜2,
R3 = R˜3R˜1
,
R4 = R˜4R˜2R˜21
,
R5 = R˜5R˜3R˜22R˜31
,
. . . ,
Rn = R˜n∏n−2
k=1 R˜n−1−kk
(3.21)
3.2.3 On the origin of extra factors in R˜
Though the linear example illustrates well the very fact that R˜ is reducible, the origin of the extra factors R˜/R is
somewhat specific in this case.
Let Ai(z) be polynomials of degree s in their variables z. Then vanishing of, say R3{A1, A2, A3} implies that
there exists a value Y of z2-variable, such that
Resz1(A1, A2)|z2=Y = 0,
Resz1(A1, A3)|z2=Y = 0, (3.22)
i.e. that there are some values X2 and X3 of z1-variable, such that{
A1(X2, Y ) = 0,
A2(X2, Y ) = 0
(3.23)
and {
A1(X3, Y ) = 0,
A3(X3, Y ) = 0
(3.24)
(all other zi-variables with i ≥ 3 are considered as sterile parameters in this calculation). The solvability of the
3− item subset  A1(X,Y ) = 0,A2(X,Y ) = 0,
A3(X,Y ) = 0
(3.25)
of original system requires that X2 = X3, but this is not necessarily the case.
In general the equation A1(x, Y ) = 0 for x has s different roots x = Xµ(Y ), µ = 1, . . . , s, and our R˜3{A1, A2, A3}
gets contributions from common solutions of
A2
(
Xµ(Y ), Y
)
= 0,
A3
(
Xν(Y ), Y
)
= 0 (3.26)
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with all pairs of µ and ν. Actual multiplicity is smaller than s2, because individual (for given µ and ν) Y -resultants
of the system (3.26) are not polynomials of coefficients of A’s: actually there are s independent factors, and only
one of them, a product over all s values of µ = ν, is our irreducible resultant R3{A1, A2, A3}.
Analysis is similar for higher Rk.
A possibility to extract R from R˜ is to evaluate a set R˜ with reordered (permuted) z-variables and take their
resultants as functions of some of the coefficients of A. This is especially convenient if resultant R is needed for a
one-parametric family of polynomials Ai(z).
The linear case of s = 1 is special: above analysis seems to imply that no factors should occur in this case. The
loophole is that for s = 1 the situation of non-general position has codimension one: for linear function A1(x, Y ) to
have more than one x-root (actually, infinitely many) it is enough to impose a single condition a11 = 0. Similarly,
for the system of linear equations Ai(z1, . . . , zk, Zk+1) = 0, i = 1, . . . , k, arising in analysis of R˜l with l ≥ k + 2, to
have more than one (actually, infinitely many) non-vanishing solution for z1 = Z1, . . . , zk = Zk, a single condition
is needed, det1≤i,j≤ka
j
i = 0. This is the origin of extra factors in linear systems. For higher s ≥ 2 such non-general
positions have higher codimension and do not affect the structure of the solvability constraints R˜ = 0.
3.2.4 Quadratic equations
Let now Ai(z) =
∑n
j,k=1 a
jk
i zjzk. Then
R˜2{A1, A2} = Resz1
(
a111 z
2
1 + a˜
12
1 z1 + a˜
22
1 , a
11
2 z
2
1 + a˜
12
2 z1 + a˜
22
2
)
=
=
(
a111 a˜
22
2 − a112 a˜221
)2
+
(
a111 a˜
12
2 − a112 a˜121
)(
a˜221 a˜
12
2 − a˜222 a˜121
)
(3.27)
Substituting now
a˜121 = a
12
1 z2 + a˜
13
1 ,
a˜221 = a
22
1 z
2
2 + a˜
23
1 z2 + a˜
33
1 ,
a˜122 = a
12
2 z2 + a˜
13
2 ,
a˜222 = a
22
2 z
2
2 + a˜
23
2 z2 + a˜
33
2 , (3.28)
we can find
R˜3{A1, A2, A3} = Resz2
(
R˜2{A1, A2}, R˜2{A1, A3}
)
(3.29)
Since R˜2 are polynomials of degree 4 in z2, R˜3 will be a polynomial of degree 2 × 4 = 8 in the coefficients of R˜2,
which are themselves quartic in a’s. Therefore total a-degree of R˜3 should be 8 × 4 = 32 = 12 + 20. Symmetric
resultant R3{A1, A2, A3} is the irreducible factor of degree 12.
3.2.5 An example of cubic equation
Take for a cubic form – a cubic function of a single vector with three components x, y, z –
S(x, y, z) =
1
3
ax3 +
1
3
by3 +
1
3
cz3 + 2ǫxyz (3.30)
i.e. non-vanishing elements Sijk are:
S111 =
a
3
, S222 =
b
3
, S333 =
c
3
, S123 = S132 = S213 = S231 = S312 = S321 =
ǫ
3
(3.31)
The resultant of the system ~∂S = 0, 
S′x = ax
2 + 2ǫyz = 0,
S′y = by
2 + 2ǫxz = 0,
S′z = cz
2 + 2ǫxy = 0
(3.32)
is equal to degree-twelve polynomial of the coefficients Sijk,
R3|2(~∂S) = abc(abc+ 8ǫ
3)3 (3.33)
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Indeed, the typical resultants of pairs of equations in (3.32) are:
Rx(S
′
x, S
′
y) = ab
2y4 + 8ǫ3yz3,
Rx(S
′
y, S
′
z) =
(
2ǫ(cz3 − by3)
)3
,
Ry(S
′
x, S
′
y) = a
2bx4 + 8ǫ3xz3,
Ry(S
′
y, S
′
z) = bc
2z4 + 8ǫ3x3z, (3.34)
so that
Rz
(
Rx(S
′
x, S
′
y), Rx(S
′
y, S
′
z)
)
∼ (abc+ 8ǫ3)3,
Rz
(
Ry(S
′
x, S
′
y), Ry(S
′
y, S
′
z)
)
∼ (a2b2c2 − 64ǫ6)3 (3.35)
have (3.33) as a common divisor.
3.2.6 More examples of 1-parametric deformations
Similarly, one can deduce resultants/discriminants in any particular case of interest. We provide here just two
examples of 1-parametric deformations of diagonal tensors of n = 3 variables:
R3|r−1(~∂S) = D3|r
(
S =
axr + byr + czr
r
− ǫxyr−1
)
=
[
ar−2cr−1(abr−1 − (r − 1)r−1ǫr)]r−1 (3.36)
Formula (3.33) is a particular case of (3.36) for r = 3 and ǫ replaced by −2ǫ.
3.2.7 Iterated resultant depends on symplicial structure
As already mentioned, the iteration procedure, used to define R˜, depends on the choice of the iteration sequence.
Figs.4 provide different iterated resultants R˜ for the same A. The difference between Figs.4.A and 4.B is the
difference between symplicial structures on the same set of points. The resultant R{A} is a common divisor of all
R˜{A|Σ} for all possible symplicial structures Σ.
3.3 Resultants and Koszul complexes [4]-[8]
In this approach evaluation of resultant Rs1,...,sn{A} is reduced to that of the ordinary determinants of a few square
matrices, which are synchronously chosen minors of rectangular matrices made from (and linear in) the coefficients
of the tensor A. These rectangular matrices describe the A-induced mappings between linear spaces of polynomials
of various degrees. Such mappings naturally arise if one studies decomposition of arbitrary polynomial P (~z) into a
linear combination of polynomials from the given set {Ai(~z)}: P (~z) =
∑n
i=1 P
i(~z)Ai(~z) with the coefficients P
i(~z)
which are also polynomials of appropriate degrees, degzP
i = degzP − si, si = degz Ai. Of course, the structure
of decomposition changes whenever different Ai(~z) become ”less independent”, namely when the resultant vanishes,
Rs1,...,sn{A1, . . . , An} = 0, and this opens the possibility to study resultants with the help of complexes, i.e. by
methods of homological algebra.
Exact statement in this framework is that the resultant is determinant of Koszul complex, associated with the
set {Ai(~z)}:
R{Ai} = DET
(
Ai(~z)
∂
∂θi
)
(3.37)
The meaning of this formula will be explained below in the present section. It should be kept in mind, that Koszul-
complex method is somewhat artificial from the resultant-theory point of view: it is natural for decomposition-
type problems (like Euclid decomposition of integers into mutually prime components and its algebro-geometric
analogues), and it is a kind of lack that the same technique can be applied to degeneracy problems (moreover, as
we shall see in the s.4.3 below, applicability is at least less straightforward in the case of poly-linear discriminants).
For above reason it is not surprising, that the r.h.s. of (3.37) involves additional structure, which is not present at
the l.h.s.: in (3.37) it is Grassmannian variable ~θ = {θi}. Analogues of this formula should exist with other kinds of
auxiliary structures (see an example in s.3.3.8 below). Of special interest would be encoding of such structures in some
functional-integral representation of R: then they would be put under control and easily classified. Unfortunately,
such interpretation of (3.37) and its analogues is not yet available.
It is worth mentioning that Koszul complexes start to appear in physical literature: a certain deformation of
Koszul complex plays central role in the modern theory of superstring models [22].
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3.3.1 Koszul complex. I. Definitions
Let Pn|s be the linear space of homogeneous polynomials of degree s of n variables. It has dimensionMn|s = (n+s−1)!(n−1)!s! ,
and convenient linear basis is provided by collection of all monomials zi1 . . . zin with 1 ≤ i1 ≤ . . . ≤ in ≤ n. Our
set4 {Ai(~z)} ∈ ⊕nj=1Pn|sj .
With a map Ai(z) one can associate a nilpotent operator
dˆ =
n∑
i=1
Ai(z)
∂
∂θi
, dˆ2 = 0 (3.38)
with auxiliary Grasmannian (anticommuting and nilpotent) variables θi, θiθj + θjθi = 0. Given such dˆ, one can
define Koszul complex:
0 −→ H˜θ1 . . . θn dˆ−→ ⊕ni=1H˜iθ1 . . . θi−1θi+1 . . . θn dˆ−→ . . . dˆ−→ ⊕ni=1Hiθi dˆ−→ H −→ 0 (3.39)
where Hi1...ik = Pn|s(i1,...,ik). The set of degrees is defined by those of original map, Ai(z) ∈ Psi , and by degree of
the end-point polynomials, degzH(z) = p. Then s(i1, . . . , ik) = p− si1 − . . .− sik .
The main property of Koszul complex is that it is exact, unless the resultant Rs1,...,sn{A1, . . . , An} = 0, so that
discriminantal variety is associated with the cohomologies of Koszul complex. Accordingly the resultant is given by
determinant of this complex. If basises are chosen in all the spaces Hi1...ik , the Koszul complex becomes a set of
rectangular matrices. Determinant is alternated product of maximal minors of these matrices, invariant under linear
transformations of basises.
In practice it is useful to adjust m so that only a few terms in the complex contribute – as we demonstrate
below this drastically simplifies the calculation.5 If degree m is adjusted so that only the last of these matrices
is non-vanishing and square, the resultant is nothing but determinant of this matrix. Unfortunately, such a deep
adjustment is rarely possible, though the two elementary cases, s1 = . . . = sn = 1 (i.e. ordinary n×n matrices) and
n = 2 (i.e. ordinary resultants of two polynomials of degrees s1 and s2 of a single variable), are exactly of this type.
In more sophisticated situations one still can adjust m so that the number of non-vanishing matrices is minimal
(actually, one should take m as small as possible), and extract the resultant from this data.
Now we consider a few examples and afterwards return to some more details about the general case.
3.3.2 Linear maps (the case of s1 = . . . = sn = 1)
Minimal option, only one term in the complex is non-trivial:
In this case s1 = . . . = sn = 1, Ai(z) =
∑n
j=1 A
j
izj , one can choose p = 1 and then the entire complex reduces to
the last term:
0 −→ ⊕ni=1Pn|0 dˆ−→ Pn|1 −→ 0
i.e. the set of constants (polynomials of degree zero) α1, . . . , αn (each from one of the n copies of Pn|0) is mapped
into linear functions
∑n
i=1 α
iAi(~z) =
∑n
i,j=1 α
iAjizj. In the basises {αi} in the left space and {zj} in the right space
this map is given by the matrix Aji , and the resultant is given by determinant of this matrix:
Rn|1{Ajizj} = det
1≤i,j≤n
Aji (3.40)
Two terms contributing, an example:
If for the same collection of linear maps, s1 = . . . = sn = 1, Ai(z) =
∑n
j=1 A
j
izj, we take p = 2 instead of p = 1,
then the complex reduces to the last two terms:
0 −→ ⊕1≤i<j≤nP0|n dˆ−→ ⊕ni=1P1|n dˆ−→ P2|n −→ 0
4 Ai(~z) defines also non-linear map of projective spaces, P
n−1 → Pn−1. This property will not be exploited in the present section,
but we continue to call the set of polynomials a map. However, the theory of Koszul complex remains literally the same, if the index i
is not covariant (as required for a map), but contravariant (as it is in tensors T , describing poly-linear forms and their reductions). The
only difference is that in this case one substitutes ∂/∂θi in the definition of the differential dˆ by θi, in order to allow contraction with
contravariant T i instead of covariant Ai. To preserve the structure of the complex one should simultaneously change in all the vector
spaces of the complex the k-th powers of θ’s for their dual (n− k)-th powers: θj1 . . . θjk → ǫ
j1...jk j˜1...j˜n−kθ
j˜1
. . . θ
j˜n−k
(this operation
preserves dimensions of the vector spaces). It is now possible to substitute θi by anticommuting forms dx
i, so that Koszul complex turns
into that of the nilpotent operator dˆ = T i(~x)dxi, acting by wedge multiplication in the space of all differential forms, graded by their
ranks. In gradient case, T i(~x) = ∂iT (~x), dˆ = dT .
5 We are indebted to A.Gorodentsev for comments about this method.
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The first map takes the set of n(n−1)2 constants α
ij = −αji into
(
Ak(~z)
∂
∂θk
)
αijθiθj = Ak(~z)(α
ki − αik)θi i.e. into
−2∑nk=1 αikAk(~z) = −2∑nj,k=1 αikAjkzj, i.e. described by rectangular n(n−1)2 × n2 matrix. The second map takes
the set of n linear functions
∑n
j=1 β
ijzj into the
n(n+1)
2 linear space of quadratic functions,
(
Ak(~z)
∂
∂θk
)
βijzjθi =
βijAi(~z)zj = β
ijAki zjzk described by rectangular n
2 × n(n+1)2 matrix.
For example, if n = 2 the two matrices are 1× 4 and 4× 3:
(
Aa) =
(
−A12,−A22, A11, A21
)
and
(
Baj
)
=

A11 A
2
1 0
0 A11 A
2
1
A12 A
2
2 0
0 A12 A
2
2

It is easy to check that
∑4
a=1 BajAa = 0 (i.e. that dˆ2 = 0) and
ǫaa1a2a3Ba1j1 Ba2j2 Ba3j3 ǫj1j2j3 = AaR2|1{A}
with R2|1{A} = det
(
A11 A
2
1
A12 A
2
2
)
and totally antisymmetric tensors ǫa1a2a3a4 and ǫ
j1j2j3 of ranks 3 and 4.
m terms contributing:
In general, for linear maps s1 = . . . = sn = 1 the number of non-trivial terms in Koszul complex is equal to m,
and complex is a collection of m rectangular matrices of sizes
Mn|0n!
(n−m)! ×
Mn|1n!
(n−m+1)! , . . .,
Mn|kn!
(n−m+k)! ×
Mn|k+1n!
(n−m+k+1)! , . . .,
Mn|m−1n×Mn|m. Still alternated combinations of minors provides the same quantity R2|1{A} = det2×2A.
3.3.3 A pair of polynomials (the case of n = 2)
Minimal option, only one term in the complex is non-trivial:
For n = 2 Ai(z) consists of two polynomials f(z) =
∑s1
k=0 fkz
k, g(z) =
∑s2
k=0 gkz
k, and the complex reduces to
the last term,
P2|p−s1 ⊕ P2|p−s2 dˆ−→ P2|p
if p is adjusted to make the matrix square: M2|p−s1 +M2|p−s2 = M2|p, i.e. (p − s1 + 1) + (p − s2 + 1) = p + 1 or
p = s1 + s2 − 1. With this choice p− s1 = s2 − 1 < s2 and p− s2 = s1 − 1 < s1, so that the preceding term in the
complex would involve negative degrees and thus does not contribute.
With this choice of p the map dˆ is:
( p−s1∑
i=0
αiz
i
)( s1∑
k=0
fkz
k
)
+
( p−s2∑
i=0
βiz
i
)( s2∑
k=0
gkz
k
)
and in the basis {αk, βk} in the left space and {z0, . . . , zm} in the right space the matrix looks
f0 f1 . . . fs1 0 . . .
0 f0 . . . fs1−1 fs1 . . .
. . .
g0 g1 . . . gs1 gs1+1 . . .
0 g0 . . . gs1−1 gs1 . . .
 (3.41)
and determinant of this (s1 + s2) × (s1 + s2) matrix (where s1 + s2 = M2|s1+s2−1) is exactly the resultant of f(z)
and g(z), cited in 2.21.
3.3.4 A triple of polynomials (the case of n = 3)
For three polynomials f1(~z), f2(~z), f3(~z) of three homogeneous variables of degrees s1, s2 and s3 the last two terms
of Koszul complex are:
. . .
dˆ−→ ⊕3i=1P3|p−sj−sk dˆ−→ ⊕3i=1P3|p−si dˆ−→ P3|p
(as usual, i, j, k denote ordered triples: if i = 1, then j = 2, k = 3 and so on). Dimensions of the three linear spaces
are
∑3
i=1M3|p−sj−sk =
1
2
∑3
i=1(p − sj − sk + 1)(p − sj − sk + 2),
∑3
i=1M3|p−si =
1
2
∑3
i=1(p − si + 1)(p − si + 2)
and M3|p =
(p+1)(p+2)
2 . The middle dimension equals the sum of the two others,
∑3
i=1(p − si + 1)(p − si + 2) =
(p+ 1)(p+ 2) +
∑3
i=1(p− sj − sk + 1)(p− sj − sk + 2), if either p = s1 + s2 + s3 − 2 or p = s1 + s2 + s3 − 1. Then
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the middle space is a direct sum of the two other spaces, and the ratio of determinants of emerging square matrices
is the resultant Rs1,s2,s3{f1, f2, f3}.
Example: Let s1 = s2 = s3 = 2 and take a special family of maps: fi = aiz
2
i + 2ǫzjzk (a1 = a, a2 = b, a3 = c,
z1 = x, z2 = y, z3 = z). The first map
(α, β, γ)
d−→
(
β(cz2 + 2ǫxy)− γ(by2 + 2ǫxz),
γ(ax2 + 2ǫyz)− α(cz2 + 2ǫxy), α(by2 + 2ǫxz)− β(ax2 + 2ǫyz)
)
(3.42)
is described by the 3× 18 matrix:
(
AIa
)
=

x2 y2 z2 xy yz zx x2 y2 z2 xy yz zx x2 y2 z2 xy yz zx
−c −2ǫ b 2ǫ
c 2ǫ −a −2ǫ
−b −2ǫ a 2ǫ

(all other entries are zeroes). The second map,(
ξ1(~z), ξ2(~z), ξ3(~z)
)
d−→ ξ1(~z)f1(~z) + ξ2(~z)f2(~z) + ξ3(~z)f3(~z),
– by the 18× 15 matrix
“
Bai
”
=
0
BBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBB@
x4 y4 z4 x3y x3z y3x y3z z3x z3y x2y2 y2z2 z2x2 x2yz y2xz z2xy
x2 a 2ǫ
y2 2ǫ a
z2 2ǫ a
xy a 2ǫ
yz 2ǫ a
zx a 2ǫ
x2 2ǫ b
y2 b 2ǫ
z2 2ǫ b
xy b 2ǫ
yz b 2ǫ
zx 2ǫ b
x2 2ǫ c
y2 2ǫ c
z2 c 2ǫ
xy 2ǫ c
yz c 2ǫ
zx c 2ǫ
1
CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCA
Then for any triple of indices 1 ≤ a˜1 < a˜2 < a˜3 ≤ 18 we have
R3|2 · ǫI1I2I3AI1a˜1AI2a˜2AI3a˜3 = ǫa˜1a˜2a˜3a1...a15Ba1i1 . . .Ba15i15 ǫi1...i15 (3.43)
If choice is such that the 3 × 3 minor at the l.h.s. is non-vanishing, this provides explicit formula for the resultant
R3|2 = abc
(
abc+ 8ǫ3
)3
, which was already found by direct computation in s.3.2.5.
Eq. (3.43) is in fact an explicit formula for generic R3|2{A}: for a given set {Ai(z)} one straightforwardly builds
the 3×18 and 18×15 matrices A and B, then choose any three columns in the 3×18 matrix, take the complementary
15 lines in the 18× 15 matrix, and divide 15× 15 determinant by the 3× 3 one. The ratio does not depend on the
choice of the three lines and is equal to R3|2{A}.
3.3.5 Koszul complex. II. Explicit expression for determinant of exact complex
Now, after examples are considered, we can return to generic case.
The case of a two-term complex:
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We have two rectangular matrices, p× q and q × r, Aia and Baα.
The relation is as follows:
ǫi1...ipAi1a˜1 . . .A
ip
a˜p
= ǫα1...αrBa1α1 . . .Barαrǫa˜1...a˜pa1...ar · R±1 (3.44)
Here the last epsilon has exactly p + r = q indices and R is our resultant. It appears at the r.h.s. in power
sign(p− r) = ±1. If p = r, then R = 1.
From (3.44) it follows that the resultant can be considered as irreducible factor of any maximal-size minor of
matrix A (if p > r) of B (if p < r). However, eq.(3.44) – and its analogues for multi-term Koszul complexes –
explicitly identifes also the other factors (as the maximal-size minors of another matrix – B or A respectively,– they
depend on the choice of the original minor).
The case of 3-term complex:
For 3-term exact complex (see Fig.5.B)
0 −→
k
+
0
−→
l
+
k
−→
m
+
l
−→
0
+
m
−→ 0
with three rectangular matrices AIa, Bai and Ciµ of sizes k × (k + l), (k + l)× (l +m) and (l +m)×m we have:
ǫI1...IkAI1a˜1 . . .AIka˜kǫµ1...µmC i˜1µ1 . . . C i˜mµm = ǫa˜1...a˜ka1...alǫi˜1...˜imi1...ilBa1i1 . . .Balil · R±1
Dimensions k, l + k, m + l, m are made from the relevant Mn|s. Resultant at the r.h.s. appears in power
sign(k + m− l) = ±1. If k +m = l, R = 1.
Generic case:
The n terms of exact sequence are formed by maps between n + 1 linear spaces of dimensions dj = kj + kj+1,
j = 0, . . . , n: (Fig.5.C)
0 −→
k1
+
0
dˆ−→
k2
+
k1
dˆ−→ . . . dˆ−→
kj
+
kj−1
dˆ−→ . . . dˆ−→
kn
+
kn−1
dˆ−→
0
+
kn
−→ 0
Assume for simplicity that all s1 = . . . = sn = s are the same.
If the starting (j = 0) vector space is Pn|q, i.e. is formed by homogeneous polynomials of degree q, then
d0 = k1 =Mn|q.
The next space consists of n copies (because there are n different products of n − 1 out of n parameters θ) of
Pn|q+s and has dimension d1 = k1 + k2 = nMn|q+s.
The j-th space consists of n!j!(n−j)! copies of Pn|q+js and has dimension dj = kj + kj+1 = n!j!(n−j)!Mn|q+js.
The final (j = n) space is a single copy of Pn|q+ns (this means that p = q + ns) and has dimension dn = kn =
Mn|q+ns (note, that kn+1 = 0 if the complex is indeed exact).
Above is described a recurrent procedure, defining kernel dimensions kj for all j through q and s:
k1 =Mn|q,
k2 = nMn|q+s −Mn|q,
k3 =
n(n− 1)
2
Mn|q+2s − nMn|q+s +Mn|q,
k4 =
n(n− 1)(n− 2)
6
Mn|q+3s − n(n− 1)
2
Mn|q+2s + nMn|q+s −Mn|q,
k5 =
n(n− 1)(n− 2)(n− 3)
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Mn|q+4s − n(n− 1)(n− 2)
6
Mn|q+3s +
n(n− 1)
2
Mn|q+2s − nMn|q+s +Mn|q,
. . .
We remind that Mn|p =
(n+p−1)!
(n−1)!p! . Consistency check is that emerging kn+1 vanishes for any q. Indeed,
k1 vanishes for n = 0;
for n = 1 k2 =M1|q+s −M1|q = (q+s)!(q+s)! − q!q! = 0;
for n = 2 k3 =M2|q+2s − 2M2|q+s +M2|q = (q+2s+1)!(q+2s)! − 2 (q+s+1)!(q+s)! + (q+1)!q! = 0;
and so on. Criterium kn+1 = 0 of the complex exactness continues to hold for negative values of q, provided the
formulas for dimensions remain true. However, d1 = k1 =Mn|q vanishes – as it should – for q < 0 only for
q ≥ 1− n, (3.45)
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Figure 5: Typical form of exact linear complexes, i.e. such that the image of each map coincides with the kernel of the next map. This
imposes constraints on dimensions of vector spaces: they are equal to the sum of kernel dimensions dj = kj + kj+1. A) The two-term
complex (two maps between three vector spaces). B) The three-term complex (three maps between four vector spaces). C) The
n-term complex. Note that numeration of vector spaces in complex starts from 0, this helps to slightlu simplify the formulas.
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and this is condition of validity of the resultant formulas, provided by the theory of Koszul complexes. One can
easily check that examples with truncated complexes from s.3.3.1 satisfy (3.45). If one puts q = 1− n, then the first
non-trivial space for linear maps with s = 1 is the one with q +m = 0, i.e. m = n− 1, so that the complex reduced
to a single map between spaces with m = n − 1 and m = n. Similarly, for the case of n = 2 one can start from
q = −1, and only two of the three vector spaces remain non-trivial. Finally, in the example of n = 3 and s = 2 in
s.3.3.4 the actual choice was q = −2: then only three out of four vector spaces are non-trivial.
The matrix, describing the map between j-th and j+1-st spaces has dimension dj ×dj+1, we denote it by Adj+1dj .
Determinant of the complex – which gives the resultant of original tensor – is defined from(
Ak1+k2k1
)∧k1(Ak3+k4k2+k3)∧k3 . . .(Ak2i+1+k2i+2k2i+k2i+1 )∧k2i+1 . . . =
=
(
Ak2+k3k1+k2
)∧k2(Ak4+k5k3+k4)∧k4 . . .(Ak2i+2+k2i+3k2i+1+k2i+2)∧k2i+2 . . . · R
Wedge tensor powers here denote contractions with ǫ-tensors in each of the spaces. ǫ actring in the space of dimension
dj = kj + kj+1 has dj indices: one can easily check that indeed the sum of numbers of covariant indices in this space
at one side of equality plus the sum of contravariant indices in the same space at another side is equal dj . Since all
matrices A are linear in original tensor A (which defines the differential dˆ, of which A are various representations),
the total power of A – which should be equal to the A-degree of the resultant – is
k1 − k2 + k3 − . . .− (−)nkn = nsn−1 (3.46)
This reproduces correct answer for dn|s = degA(R) = nsn−1.
Generalization is straightforward to the case of arbitrary s1, . . . , sn.
3.3.6 Koszul complex. III. Bicomplex structure
In this section we add a little more details to description of Koszul complex and also introduce additional – bicomplex
– structure, unifying infinitely many Koszul complexes for a given map Ai(z) into a finite set of bi-complexes, labeled
by p mod(
∑
si).
Koszul complex (3.39) depends on the choice of the map Ai(~z), which defines the differential
dˆ = Ai(~z)
∂
∂θi
=
n∑
i
n∑
{j}
A
j1...jsi
i zj1 . . . zjsi
∂
∂θi
(3.47)
and of degree p of the polynomials in the end-point space. Another differential
δˆ = ǫii1...in−1Ai(~z)θi1 . . . θin−1 =
n∑
{i},{j}
ǫii1...in−1A
j1...jsi
i zj1 . . . zjsi θi1 . . . θin−1 (3.48)
with the properties
dˆ2 = δˆ2 = 0, dˆδˆ + δˆdˆ = 0 (3.49)
can be used to connect complexes with parameters p and p+ S ≡ p+∑ni=1 si and form a peculiar bicomplex
. . .
δˆ δˆ
ւ ւ
0
dˆ→ V (n|p) dˆ→ V (n−1|p) dˆ→ . . . dˆ→ V (1|p) dˆ→ V (0|p) → 0
δˆ δˆ
ւ ւ
0
dˆ→ V (n|p+S) dˆ→ V (n−1|p+S) dˆ→ . . . dˆ→ V (1|p+S) dˆ→ V (0|p+S) → 0
δˆ δˆ
ւ ւ
. . .
(3.50)
where
V (k|p) =

n∑
{i}
n∑
{j}
Hi1...ik|j1...js(p|i1,...,ik)θi1 . . . θikzj1 . . . zjs(p|i1,...,ik)
 (3.51)
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Figure 6: Diagrammatic representation of the operator Λk
Figure 7: Diagram, representing the action of Λp1,...,pr on a contravariant tensor T of rank p1 + . . .+ pr .
and s(p|i1, . . . , ik) = p− si1 − . . .− sik (or simply p−ks if all s1 = . . . = sn = s, note that in this case V (k|p) consists
of polynomials of degree p−ks, not p, in z, in general the z-degree depends on the set of antisymmetric indices {i}).
Linear dimensions of these vector spaces are
dimV (k|p) =
∑
1≤i1<...<ik≤n
(p− si1 − . . .− sik + n− 1)!
(n− 1)! (p− si1 − . . .− sik)!
, (3.52)
the sum over i’s contains n!k!(n−k)! terms. Operators δˆ map spaces V
(1|p) and V (0|p) into V (n|p+S) and V (n−1|p+S)
respectively and annihilate all other V (k|p) with k > 1.
3.3.7 Koszul complex. IV. Formulation through ǫ-tensors
In the mixed tensor algebra T (V ) ⊗ T ∗(V ) of an n-dimensional linear space V , there are two distinguished 1-
dimensional GLn-invariant subspaces spanned by
ǫ := ∧nx := x1 ∧ · · · ∧ xn :=
∑
σ∈Sn
(−1)|σ|xσ(1) . . . xσ(n) ∈ T n
and its contravariant dual
ǫ∗ := ∧nx∗ ∈ (T ∗)n
This gives an n-tuple of operators Λk, k = 1, . . . , n being tensors from T kk = T k ⊗ (T ∗)k defined by mutual
contractions between ǫ and ǫ∗:
Λj1...jki1...ik = ǫ
j1...jkl1...ln−kǫi1...ikl1...ln−k (3.53)
represented by the diagram on Fig. 6.
Then for each T k and a partition p1 + · · ·+ pr = k we have the operator Λp1...pr : T k → T k represented by the
diagram in Fig. 7.
The image of ΛP is a GLn-invariant subspace in T k. If we have a set of pi1 = · · · = pis = p in the partition P ,
then ΛP containes an invariant subspace obtained by symmetrization S with respect to permutations of groups of
indices corresponding to those pi = p.
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Figure 8: Schematic presentation of the nilpotency property (3.54) of the ΛT⊗τ operation.
Example: For P = (1, . . . , 1) the ΛP is the identity operator and space SΛPT k = ST k is just the space of
symmetric tensors.
The spaces SΛP (T k) ⊂ T k correspond to irreducible representations of GLn.
Exterior product
In particular, the operator Λk (in this case also denoted by Λ) maps T k into a Ckn-dimensional GLn-invariant
subspace ΛkV ⊂ T k(V ), spanned by ∑σ∈Sk xσ(i1) ∧ · · · ∧ xσ(ik), i1 < · · · < ik ∈ Ckn. Its elements are called skew-
or anti-symmetric tensors.
The composition of a tensor product⊗τ with the projection operator Λ is called exterior product, a∧b := Λ(a⊗τ b).
Claim: For any T ∈ T and a tensor product ⊗τ we have T ∧ T ∧ · ≡ 0 (see Fig. 8) or
(ΛT⊗τ)◦2 ≡ 0 (3.54)
Thus any T ∈ T defines the structure of complex on T with the differential δT := ΛT⊗τ .
Koszul complex
ForW ∈ T (U)⊗T (V ) and a tensor productW⊗τ ′,τ ′′ we have a set of operators δP ′P ′′ := (∧P ′U ,∧P
′′
V )(W ⊗τ ′,τ ′′ ·).
Example: Let dimU = dimV = 2, W = bij ∈ U ⊗ V , P ′ = P ′′ = (2). Then for δP ′P ′′ : T mU ⊗ T nV →
T m+1U ⊗ T n+1V we have δ2 acting from scalars to ∧2U ⊗ ∧2V as follows:
δ2 : λ 7→ |bij |λǫU ⊗ ǫV
Claim: For P ′ = (1, . . . , 1) and P ′′ = (dimV ) we have δ2P ′P ′′ ≡ 0.
The corresponding structure of the complex on T (U)⊗ T (V ) is called Koszul complex.
Other operators δP ′P ′′ , not obligatory nilpotent, generate other important structures, not obligatory complexes.
3.3.8 Not only Koszul and not only complexes
As already mentioned in the beginning of this section, the idea of linear-algebra approach to the resultant theory
is to find some linear mapping between some auxiliary vector spaces, which is somehow induced by non-linear map
Ai(~z) of projective spaces and degenerates simultaneously with Ai(~z). Koszul complexes provide explicit realization
of this idea, but by no means unique and even distinguished. Moreover, even the structure of complex, i.e. the use
of nilpotent mapping, is unnecessary. It deserves noting, that the conventional constraint d2 = 0 on the external
derivative, which was one of the original motivations for the complex construction, is in no way distinguished: for
example, on simplicial complexes there are natural operations dn, satisfying d
n
n = 0 with any integer n [24]. Some
interesting phenomenon occurs every time, when dimension of an image of any map drops for Ai(~z) of a special
form. This can happen when A belongs to discriminantal subspace, A ∈ Disc, – then one can extract information
about R{A}. However, this is not the only, and not even generic, possibility.
We begin with examples of the first type: when degeneration condition provides information about R{A}.
Example of linear maps:
O = Ajizj
∂
∂zi
(3.55)
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This is an operator of degree zero in x, it maps every space Pn|p on itself and this action is represented by square
Mn|p×Mn|p matrix Op. It turns out that for all n and all p > 0 determinant of this matrix is proportional to detA:
Rn|1{A} = detA = irf
(
detOp
)
(3.56)
If p = 0, the matrix vanishes.
If p = 1, the matrix coincides with Aji and its determinant is just detA.
The first non-trivial case is p = 2. Then
detO2 = det
ij,kl
(
Aki δ
l
j +A
l
iδ
k
j +A
k
j δ
l
i +A
l
jδ
k
i
)
(3.57)
For diagonal matrix Aji = aiδ
j
i determinant detO2 ∼ detA ·
∏
i<j(ai + aj).
For n = 1 the r.h.s. of (3.57) equals A11 = R1|1{A}.
For n = 2 we get determinant of the 3× 3 (3 =M2|2)∣∣∣∣∣∣
∣∣∣∣∣∣
4A11 2A
2
1 0
2A12 A
1
1 +A
2
2 2A
2
1
0 2A12 4A
2
2
∣∣∣∣∣∣
∣∣∣∣∣∣ = 16(A11 +A22)(A11A22 −A12A21)
= 16 · trA · detA ∼ detA = R2|1{A}. (3.58)
For n = 3 we get in a similar way
detO2 ∼
(
(trA)3 − trA3
)
detA ∼ detA = R3|1{A}
Consideration for higher p is similar. Always in this example we get detMn|p×Mn|p Op ∼ detn×nA = Rn|1{A}.
What is important, operator O is not nilpotent and does not generate anything like exact complex. Still, like in the
case of Koszul complex, this operator degenerates whenever original map does, and thus the study of this operator
provides information about R{A}. However, the lack of the structure of complex makes difficult interpretation of
additional factors, appearing in explicit expressions for detO and allows definingR only as an irf in this determinant.
For some non-linear examples see s.5 below.
However, determinant of generic operator is in no way related to the resultant of original tensor: degeneration of
operators is not related to degeneration of the generator of the tensor algebra T (A). Generic degeneration condition
is described by some element of invariants ring InvT (A), which is adequately described in terms of diagram technique
to be considered in the next subsection.
Before closing this subsection, we give a couple of examples, where operators degenerate outside the discriminantal
domain of original tensor A.
Example of a linear differential operator, which is not obligatory related to a resultant.
Let T ∈ M2×4 , i.e. n = 2 and tensor T has 4 contravariant indices. Then one can form a linear operator
(Fig. 9.A) Oji = TiklmT jklm = ǫii′ǫkk′ǫll′ǫmm′T i
′k′l′m′T jklm or Oˆ = Oji xj ∂∂xi . It maps any space P2|p with p ≥ 1
onto itself, and this map degenerates whenever detM2|p×M2|p Oˆp = 0.
Example of a quadratic differential operator, which is not obligatory related to a resultant.
In order for an operator to map Pn|p on itself, it should have degree zero in z. As an example we consider an
operator, which is quadratic in x-derivatives. Example will be associated with the case n|s = 2|3, i.e. with cubic
map Ai(~z) = a
jkl
i zjzkzl of two variables (Fig. 9.B):
O = 1
2
aklmi a
k′l′n
j ǫkk′ǫll′zmzn
∂
∂zi
∂
∂zj
=
(
(a111x+ a112y)(a122x+ a222y)− (a112x+ a122y)2
) ∂2
∂x2
+
(
(b111x+ b112y)(b122x+ b222y)− (b112x+ b122y)2
) ∂2
∂y2
−
(
(a111x+ a112y)(b122x+ b222y)− 2(a112x+ a122y)(b112x+ b122y)
+ (a122x+ a222y)(b111x+ b112y)
) ∂2
∂x∂y
(3.59)
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Figure 9: Examples of linear operators, with determinants non-related to resultants.
in obvious notation. The spaces P2|0 and P2|1 of constant and linear functions are annihilated by this O. When
acting in the space P2|2 of quadratic polynomials, O2 is represented by a 3× 3 matrix
0
BBBBBBBBBBBBB@
x2 xy y2
x2 2
“
a111a122 − (a112)2
”
2
“
a111a222 − a112a122
”
2
“
a112a222 − (a122)2
”
xy −a111b122 + 2a112b112 −a111b222 + a112b122 −a112b222 + 2a122b122
−a122b111 +a122b112 − a222b111 −a222b112
y2 2
“
b111b122 − (b112)2
”
2
“
b111b222 − b112b122
”
2
“
b112b222 − (b122)2
”
1
CCCCCCCCCCCCCA
Its determinant is not equal to the resultant
R2|3{A} = Rest
(
a111t3 + 3a112t2 + 3a122t+ a222,
b111t3 + 3b112t2 + 3b112t+ b222
)
, (3.60)
which is also a polynomial of degree 6 in the coefficients a, b. The lack of coincidence is not surprising, because in
this case n|s = 2|3 the space of degree-6 invariants is two dimensional, represented by linear combinations of Inv32
and Inv23, see s.5.4.3 below.
3.4 Resultants and diagram representation of tensor algebra
Feynman-like diagrams provide powerfull technique for study of generic invariants and representations of the struc-
ture group. Invariants are represented by ”vacuum” diagrams, non-trivial representations – by those with external
legs. Application of diagram technique to resultant/discriminant theory is less straightforward: no reliable criteria
are known to select diagrams, contributing to the resultant or discriminant, i.e. it is yet unclear how degeneracy of
original tensor affects particular diagrams and their linear combinations. This problem is closely related to integral
representation of diagram technique: it is easy to write down an integral, sensitive to degenerations, but not all such
integrals are reduced to a sum of finitely many diagrams. Here the subject touches the theory of localization and
topological theories.
3.4.1 Tensor algebras T (A) and T (T ), generated by AiI and T [17]
Conceptually tensor algebra T (A,B, . . .) is formed by all tensors which can be constructed from the given set of
generating tensors A,B, . . .. Allowed operations include summation, multiplication, contractions between A,B, . . .
and invariant totally antisymmetric ǫ-tensors. These ǫ-tensors are distinguished for the theory of SL(n)-tensors and
thus we do not mention them explicitly in the notation T (A,B, . . .) = T (ǫ, A,B, . . .). A convenient description of a
linear basis in T (A,B, . . .) is provided by Feynman-like diagrams. We now proceed to a more detailed definition.
Let T i1...ir be a tensor of the type n1 × . . . × nr, i.e. with r ordered indices, and k-th index taking values
ik = 1, . . . , nk. Such generic tensors are relevant for considerations of poly-linear equations, see s.4 for more details.
Non-linear map Ai(~z) = A
j1...js
i zj1 . . . zjs , relevant for consideratons of non-linear equations, is built from a tensor
Aαi of special type: with all equal n0 = n1 = . . . = ns = n, moreover A is symmetric in the last s indices (so that
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one can introduce a multi-index α = symm(j1, . . . , js), taking Mn|s =
(n+s−1)!
(n−1)!s! different values) and the very first
index i is covariant, not contravariant. Tensor T can also possess additional symmetries, be totally symmetric or
antisymmetric, have a symmetry of any r-cell Young diagram and even more sophisticated (parastatistic or braid)
invariances. However, for the purposes of this subsection concrete symmetry properties and even the difference
between T and A is not essential, and everything told about A can be immediately extended to the case of T , see
s.4 below.
Following [17], we can associate with any tensor, say, A or T , a set T (A) or T (T ) of all graphs (Feynman
diagrams), with vertices of two types. Vertices of the first type contain A (or T ) and have valence r = s + 1. In
the case of T there are r different types (sorts) of lines, associated with particular vector spaces Vnk , and k-th leg
of the T -vertex is of the k-th sort. Lines are directed (carry arrows), say, to covariant index from a contravariant:
in the case of T vertices all lines are incoming, in the case of A one (associated with the only contravariant index i)
is outgoing. T vertices can not be connected by such lines, or, in other words, pure contravariant tensors can not
be contracted. Contractions are provided by invariant ǫ tensors6 ǫi1...ink , which – together with ǫ
i1...ink – provide
vertices of the second type: of valences nk with all nk lines belonging to the same sort and either all incoming (if
covariant ǫ stands in the vertex) or all outgoing (if ǫ is contravariant). In the case of A there are only two sorts of
epsilons, associated with indices j and i, and even these can be often identified. In this case one can also express
combinations of ǫ-tensors in terms of multi-indices I, but this is a somewhat sophisticated group-theory exercise,
involving routine of Clebsh-Gordan coefficients for symmetric representations.
The set T (A) or T (T ) is naturally called tensor algebra, associated with (generated by) original tensor A or T .
3.4.2 Operators
Of certain convenience in applications is the use of particular diagrams, constructed from operators, because they
can be expressed through matrices and handled by means of the elementary linear algebra. An example of such kind
is provided by one-particle reducible diagrams, but this is only the simplest possibility, related to operators in the
simplest (first fundamental) representation of the structure group.
We define linear operators as represented by square matrices, acting in some vector space, for example, in the
space Pn|p = Sp
(
Xn
)
of homogeneous polynomials of certain degree p or Xn1 ⊗ . . . ⊗ Xnp of poly-linear functions
of certain degree (rank) p. Tensor algebra T (A) or T (T ), generated by original tensor like Aαi = Aj1...jsi or T i1...ir
contains many such operators, represented by diagrams with equal number (p) of incoming and outgoing legs, i.e.
with p covariant and p contravariant indices.
Operators can be multiplied, commuted, they have traces and determinants. Various invariants (some or all) of
the tensor algebra T (A) or T (T ), associated with non-linear map Ai(~z) or with a poly-linear function T (~x1, . . . , ~xr)
can be represented as traces of various operators, belonging to T (A) and T (T ).
The archetypical example of such approach is generation of invariants ring of the universal enveloping algebra,
T (A), associated with an n × n matrix (linear map) Aij , by n traces t∗k = trAk, k = 1, . . . , n. Determinant and
higher traces are non-linearly expressed through these lowest t∗k through the celebrated formula
det
n×n
(I − λA) = exp
{
tr log(I − λA)
}
= exp
{
−
∞∑
k=1
λk
k
trAk
}
(3.61)
Relations follow from the fact that the l.h.s. is polynomial of degree n in λ, therefore all coefficients in front of λk
with k > n at the r.h.s. should vanish, and this recursively expresses trAk with k > n through the first n traces.
Equating the coefficients in font of λn at both sides, one obtains also an expression for determinant:
det
n×n
A = (−)n
∮
dλ
λn+1
exp
{
−
∞∑
k=1
λk
k
trAk
}
=
1
n!
(
trA
)n
− . . .+ (−)n
n−1∑
k=1
trAk trAn−k
2k(n− k) +
(−)n+1
n
trAn, (3.62)
for example
n = 1 : det1×1A = trA
n = 2 : det2×2A =
1
2
[
(trA)2 − trA2]
n = 3 : det3×3A =
1
6 (trA)
3 − 12 trA trA2 + 13 trA3
. . .
(3.63)
6 For the purposes of ref.[17] symmetric (metric) tensors Gij and Gij were used instead of totally antisymmetric ǫ tensors. The
corresponding tensor algebra T (G,A) posesses also a simple Feynman-integral interpretation, which is somewhat more obscure for
T (ǫ,A). However, despite of many advantages, conceptual and technical, provided by existence of explicit integral representation, the
tensor algebra T and Feynman-like diagrams can be well defined with no reference to it.
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This particular example is somewhat special, because ǫ-vertices play no role: identities like (3.62) allow one to build
T (A) from A-vertices only. Of course, this is not true in the general case (it is enough to remind that no non-trivial
diagrams can be made from pure covariant tensors T without the use of ǫ’s): relations like (3.61)-(3.63) still exist
(and are very interesting to find and explore), but they involve ”traces”, made with the help of ǫ-tensors.
Such reformulation of eqs.(3.63) can be given in terms of diagonal Plukker minors
Id[i1, . . . , ik] = I[i1, . . . , ik|i1, . . . , ik] = det
1≤r,s≤k
Aisir , (3.64)
for example, Id[ij] = A
i
iA
j
j − AijAji and Id[ijk] =
∣∣∣∣∣∣
∣∣∣∣∣∣
Aii A
j
i A
k
i
Aij A
j
j A
k
j
Aik A
j
k A
k
k
∣∣∣∣∣∣
∣∣∣∣∣∣. Conbinations of traces at the r,.h.s. of (3.63)
are in fact equal to
Ik(A) =
∑
1≤i1<...ik≤n
Id[i1, . . . , ik], (3.65)
for example,
trA =
n∑
i=1
Aii = I1(A),
1
2
[
(trA)2 − trA2] = ∑
1≤i<j≤n
(
AiiA
j
j −AijAji
)
= I2(A),
. . . (3.66)
Expressed in these terms, eq.(3.62) is obvious.
3.4.3 Rectangular tensors and linear maps
A linear map between linear spaces of two different dimensions, A : V → W , dimV = n, dimW = m with fixed
basises {ej} ⊂ V and {fi} ⊂ W is given by an n × m rectangular matrix Aij , where the element Aij is the i-th
coordinate of the A-image of ej .
If rank A = m < n then the kernel of A is an m-dimensional subspace ker A ⊂ V , i.e. a point of Grassmannian
Grm,n(W ) ⊂ ΛmV with Plukker coordinates (−)σ(α)∆α(A), where ∆α is an m × m minor of A built on the
complement to the combination α ∈ Cn−mn of columns of A, and σ(α) is the signature of this combination.
For n = m+1 the kernel of A is a one-dimensional subspace, spanned by the vector
(
∆1,−∆2, . . . , (−)m∆m+1
)
∈
V or a point of the projective space PV . If ∆m+1 6= 0 then it may be written as an element(
∆1
∆m+1
, . . . ,
(−)m−1∆m
∆m+1
)
(3.67)
in the chart V (m+1) ⊂ PV with coordinates x˜i = xixm+1 . This formula is nothing but the Craemer rule for solution
of non-homogeneous linear system
m∑
j=1
Aji x˜j = A
m+1
i (3.68)
Example: For n = 2 and m = 1 the kernel of the operator (a, b) : V → W is given by the one-dimensional
subspace λ(be1 − ae2) ⊂ V with Plukker coordinates (∆1,−∆2) = (b,−a).
3.4.4 Generalized Vieta formula for solutions of non-homogeneous equations
Symmetric combinations of solutions to non-homogeneous equations are expressed through the coefficients of the
equations. The well known Craemer formula for inverse matrix and Vieta formulas involving the roots of a polynomial
are particular examples of the general formula, appearing in the cases of n|s = n|1 and n|s = 2|s respectively. The
general formula includes a sum over diagrams with coefficients which are known only hypothetically.
The structure of general relation
Consider the system of n− 1 equations of n homogeneous variables:
n∑
j1,...,jSI=1
A
j1...jsI
I xj1 . . . xjsI = 0, I = 1, . . . , n− 1 (3.69)
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Figure 10: Pictorial representation of Vieta formula for n = 2. Dots at valence-s vertices represent tensor Aj1...js of rank s. Diamonds
at valence-2 vertices represent ǫ-tensors of rank n = 2.
Any non-homogeneous system, consisting of n− 1 non-homogeneous equations of n− 1 non-homogeneous variables,
can be rewritten in this form at expense of introducing one more variable, see examples below. Note that degrees
sI of different equations can be different: s depends on I. Generically such system has discrete projectively non-
equivalent solutions (no moduli except for common rescalings), and their number N = ∏ni=1 si. We denote label
solutions by index µ = 1, . . . ,N and denote them through X(µ)j . Then generalized Vieta formula has the form:
symm
{
N∏
µ=1
X
(µ)
iµ
}
∼
N∏
µ
ǫiµkµ,1...kµ,n−1
 ∑
diagrams
cdiag ⊗n−1I=1 A⊗N/sII

k1,1 ... kN ,n−1
(3.70)
At the l.h.s. of this formula symmetrization is performed over permutations of i-indices:
symm
{
N∏
µ=1
X
(µ)
iµ
}
≡
∑
P∈σN
N∏
µ=1
X
P (µ)
iµ
(3.71)
The r.h.s. of (3.70) contains each of n − 1 tensors AI in
∏n
J 6=I sJ = N/sI copies, and the total number of their
upper k-indices is
∑n−1
I=1 sI
N
sI
i.e. indeed equals to the number (n − 1)N of lower k-indices in the set of ǫ-tensors.
These upper k-indices can be distributed over A-tensors in various ways, which can be conveniently represented by
diagrams. In many cases the weight cdiag is unity for all possible diagrams. If some k of degrees sI coincide, the
problem (3.69) acquires an extra SL(k) symmetry factor in the structure group, and associated sub-scripts of AI ’s
at the r.h.s. (3.70) should be contracted with the help of the corresponding rank-k tensors ε. These contractions
will be denoted in diagrams below by wavy lines with crosses at vertices of valence k. The sign ∼ denotes projective
equivalence, i.e. solutions X(µ) can be normalized so that eq.(3.70) becomes and exact equality (note that the r.h.s.
of (3.70) is polynomials in the coefficients A).
The case of n = 2: the ordinary Vieta formula
This is the case of a single non-homogeneous equation of a single variable, defining the roots of a single polynomial
of degree s. In homogeneous coordinates x1, x2 = x, y it can be written in several differently-looking forms:
2∑
j1,...,js=1
Aj1...jsxj1 . . . xjs =
s∑
l=0
alx
lys−l =
s∏
µ=1
(
xY (µ) − yX(µ)
)
= 0 (3.72)
It has exactly N = s projectively non-equivalent solutions, and the s roots of original polynomial are ratios zµ =
X(µ)/Y (µ). In eq.(3.70) there are no I-indices, N = s, the A-tensor appears at the r.h.s. only once N/s = 1, and
the role of N = s rank-2 ǫ-symbols is to convert upper indices into lower ones:
symm
{
N∏
µ=1
X
(µ)
iµ
}
∼ ǫi1j1 . . . ǫisjsAj1...jµ = Ai1...iµ (3.73)
Fig.10 shows the single relevant diagram.
Represented in terms of coefficients al = C
l
sA
1...12...2 with l appearances of 1, s − l appearances of 2 and with
binomial coefficients Cls =
s!
l!(s−l)! , eq.(3.73) turns into conventional Vieta formula:∑
zµ1 . . . zµl = (−)l
al
a0
(3.74)
where the sum at the r.h.s. is over all Cls subsets {µ1, . . . , µl} of the size l of the set of all the s roots of the
polynomial.
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Figure 11: A. Pictorial representation of generalized Vieta formula (3.77) for n = 3 and s1 = 1, s2 = 2. Black circles at valence-1
vertices represent contravariant tensor Aj of rank s1 = 1, black circle at the valence-2 vertex represents symmetric contravariant tensor
Bjk of rank s2 = 2. White diamonds at valence-3 vertices represent ǫ-tensors of rank n = 3. B. Another thinkable diagram vanishes
for symmetry reasons: in fact both components vanish separately, one because ǫijkA
jAk = 0, another because Bmn is symmetric and
ǫlmnB
mn = 0.
For example, for s = 2 we get the usual quadratic equation, A11z2 + 2A12z +A22 = 0 for z = x1/x2 = x/y with
two roots, which are projectively equivalent to
X± = X±1 = −A12 ±
√
D,
Y ± = X±2 = 2A
11,
D = (A12)2 − 4A11A22. Vieta formula (3.73) states:(
A11 A12
A12 A22
)
=
(
A22 −A12
−A12 A11
)
∼= 1
2
{(
X+
Y +
)
⊗
(
X− Y −
)
+
(
X−
Y −
)
⊗
(
X+ Y +
)}
=
=
(
X+X− 12 (X
+Y − +X−Y +)
1
2 (X
+Y − +X−Y +) Y +Y −
)
(3.75)
or simply A22/A11 = z+z−, −A12/A22 = 12
(
z+ + z−
)
.
The case of n = 3 with s1 = 1 and s2 = 2:
In this example we have a system of two equations, one linear, another quadratic, for 3 homogeneous variables
x1, x2, x3 = x, y, z: {
Aixi = 0,
Bijxixj = 0.
(3.76)
Resolving the first equation with respect to, say, z, and substituting it into the second equation, we reduce the
system to a single quadratic equation. The number of projectively non-equivalent solutions is N = s1s2 = 2 and
(3.70) states that
symm
{
X+i X
−
l
} ∼ ǫijkǫlmnAjAmBkn (3.77)
One easily checks that this is indeed the case. Only one diagram in Fig.11 contributes.
The case of arbitrary n, but with s1 = . . . = sn−2 = 1 and only sn−1 = s:
This is immediate generalization of the previous example, only the A-vector now acquires additional label I˜,
which runs from 1 to n− 2 (tilde reminds that it is not quite the index I, enumerating the equations in the system:
there is one more equation of degree s):{
Ai
I˜
xi = 0 I˜ = 1, . . . , n− 2,
Bj1...jsxj1 . . . xjs = 0.
(3.78)
This is the first of our examples where the wavy lines and ε tensors of the rank n − 2 appear: see Fig.12. Still a
single diagram contributes to the generalized Vieta formula (3.70):
symm
{
s∏
µ=1
X
(µ)
iµ
}
∼
{
s∏
µ=1
(
ǫiµj1...jn−2kµA
j1
I˜1
. . . A
jn−2
I˜n−2
εI˜1...I˜n−2
)}
Bk1...ks (3.79)
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Figure 12: Pictorial representation of generalized Vieta formula (3.79) for n = 3 and s1 = . . . = sn−2 = 1, sn−1 = s. White circles
represent tensor Ai
I˜
with one solid (carrying the i-index) and one wavy (carrying the I˜-index) line. Black circle at valence-s vertex
represents symmetric tensor Bk1...ks of rank sn−1 = s. Crosses at valence-n vertices with all lines solid represent ǫ-tensors of rank n
with covariant (lower) indices, while those at valence-n−2 vertices with all lines wavy represent ε tensors of rank n−2 with contravariant
(upper) indices.
The case of n = 3 with s1 = s2 = 2:
In this example we have a system of two quadratic equations, for 3 homogeneous variables x1, x2, x3 = x, y, z:{
Aijxixj = A
ij
1 xixj = 0,
Bijxixj = A
ij
2 xixj = 0.
(3.80)
It is instructive to look at it in two ways: as defined by the two rank-2 tensors Aij and Bij and by a single 2× 3× 3
tensor AijI . This is our first example where several diagrams contribute, but since the two degrees coincide, s1 = s2,
the number of independent diagrams with wavy lines and rank n− 1 = 2 tensors εIJ is actually smaller than it may
seem if one uses the A−B formulation, see Fig. 13 and eq. (3.81) below.
The number of projectively non-equivalent solutions of the system (3.80) is N = s1s2 = 4, and generalized Vieta
formula (3.70) states:
symm
{
X
(1)
i1
X
(2)
i2
X
(3)
i3
X
(4)
i4
}
∼ ǫi1j1k1ǫi2j2k2ǫi3j3k3ǫi4j4k4{
Aj1j2Aj3j4
(
cAB
k1k2Bk3k4 + cBB
k1k3Bk2k4 + cCB
k1k4Bk2k3
)
+cDA
j1j2Ak1k2Bj3j4Bk3k4 + cEA
j1j2Ak1j3Bk2k4Bk3j4
}
= ǫi1j1k1ǫi2j2k2ǫi3j3k3ǫi4j4k4A
j1j2
I A
j3j4
J A
k1k2
K A
k3k4
L
(
cF ε
IKεJL + cGε
IJεKL
)
(3.81)
Five coefficients cA − cE are actually expressed through cF − cK , associated with the diagrams, respecting the total
SL(2)× SL(3)-symmetry.
For example, if AI are matrix-like, i.e. A
ij
I xixj =
∑3
i=1 a
i
Ix
2
i , then solutions of the system (3.80) are given by
X2i = ǫijka
j
Ja
k
Kε
JK and N = s1s2 = 4 different solutions correspond to the 4 choices of relative signs when square
roots of these expressions are taken to obtain X
µ)
i . For, say, component with i1, i2, i3, i4 = 1, 1, 1, 1 the eighte
diagrams are equal to:
A (a2b3 + a3b2)2
B (a2b3 + a3b2)2
C (a2b3 + a3b2)2
D 4a2a3b2b3
E 4a2a3b2b3
F (a2b3 − a3b2)2
G (a2b3 − a3b2)2
H (a2b3 − a3b2)2
K (a2b3 − a3b2)2
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Figure 13: Pictorial representation of generalized Vieta formula (3.81) for n = 3 and s1 = s2 = 2. White circles at valence-2 vertices
represent tensor Ajk of rank s1 = 2, black circles at valence-2 vertices represent symmetric tensor Bjk of rank s2 = 2. Crosses at valence-
3 vertices represent ǫ-tensors of rank n = 3. Equation (3.81) is a sum with weights ±1 of five diagrams, A-E, of which two, B and C,
are actually equivalent. This bi-tensor representation takes into account only the SL(n) = SL(3) symmetry of the problem. If SL(2)
component of the structure group SL(2)×SL(3) is taken into account, then relevant are diagrams F-K – certain linear combinations of
A-E. They involve wavy (I-index) lines and rank-2 tensors ε.
and only their appropriate linear combinations, respecting SL(2) symmetry provide correct expressions.
Cramer rule and inverse matrix: any n, but all s1 = . . . sn−1 = 1
At least one more example deserves mentioning in the present text. It is a non-homogeneous system of linear
equations
AJI zJ = aJ , I, J = 1 . . . n− 1, (3.82)
which in homogeneous coordinates turns into
AiIxi = 0, i = 1, . . . , n (3.83)
with AnI = aI and zI = xI/xn. Its single (since N = s1 . . . sn−1 = 1) solution, as given by generalized Vieta formula
(3.70), is shown in Fig. 14:
Xi ∼ ǫij1...jn−1Aj1I1 . . . A
jn−1
In−1
εI1...In−1 (3.84)
After conversion to non-homogeneous coordinates in particular chart zI = xI/xn, it turns into a usual Cramer rule.
Indeed,
Xn ∼
∑n
j1,...,jn−1=1
ǫnj1...jn−1A
j1
I1
. . . A
jn−1
In−1
εI1...In−1
=
∑n−1
J1,...,Jn−1=1
εJ1...Jn−1A
J1
1 . . . A
Jn−1
n−1 ε
I1...In−1 = det(n−1)×(n−1)A,
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Figure 14: A. Pictorial representation of Cramer rule. Dots at valence-1 vertices represent n − 1 tensors Aj
I
of rank 1. Cross at the
valence-n vertex represents ǫ-tensors ǫi1...in of rank n. B. In the present case one can also associate valence-2 vertices with the A
j
I
,
introduce wavy I-lines with I = 1, . . . , n+ 1 (i-lines with i = 1, . . . , n are shown solid, as in the case A) and a wavy cross for associated
ǫ-tensor εI1...In−1 of rank n− 1.
while
XJ ∼
n∑
j1,...,jn−1=1
ǫJj1...jn−1A
j1
I1
. . . A
jn−1
In−1
εI1...In−1
=
n−1∑
K=1
AnK
n−1∑
J1,...,Jn−2=1
εJJ1...Jn−2A
J1
I1
. . . A
Jn−2
In−2
εI1...In−2K
=
n−1∑
K=1
AKn det
(n−2)×(n−2)
Aˇ
(J,n)
(K) = det(n−1)×(n−1)
Aˇ(J) (3.85)
where (n− 2)× (n− 2) matrix Aˇ(k;J,n) is obtained from rectangular AjI by deleting the k-th row and columns with
numbers J and n. Summation over k provides determinant of the (n−1)×(n−1) matrix Aˇ(J), obtained by omission
of the J-th column only.
Comparing this with the standard formulation (2.8) of the Cramer rule,
xJ =
(
A−1
)K
J
AnK
we obtain the usual expression for inverse matrix:(
A−1
)K
J
detA = εJJ1...Jn−2ε
KI1...In−2AJ1I1 . . . A
Jn−2
In−2
(3.86)
– and it is extracted from projective diagram (3.84). Thus we see that the Cramer rule and expression for
inverse-matrix are particular examples of the generalized Vieta formula.
3.4.5 Coinciding solutions of non-homogeneous equations: generalized discriminantal varieties
When some two or more solutionsX(µ) projectively coincide (i.e. the corresponding homogeneous vectors become
collinear), the l.h.s. of (3.70) becomes of special type. For example, in the case of N = 2, if the two vectors X+i
and X−i become collinear, determinant of the l.h.s. vanishes: detn×n
(
symm
{
X+i X
−
j
})
= 0. In this way we can
introduce and describe various discriminantal conditions for generic non-homogeneous system. The problem is badly
investigated and interesting already in the case of a single polynomial equation, n = 2. See eq.(5.64) and the very
end of s.5.4.4 below for the simplest examples and [23] for more profound results in this direction.7
If n > 2 collinearity of two solutions is no longer a condition of codimension one. Of codimension one is rather
a complanarity constraint ∆µ1...µn = 0 where
∆µ1...µn = ǫi1...inX
µ1
i1
. . .Xµnin (3.87)
7 We acknowledge fruitful discussions with I.Gyakhramanov, Sh.Shakirov and A.Smirnov on the problem of higher discriminantal
varieties.
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For n = 2 the product
N∏
µ6=ν
∆µν = D2×s (3.88)
is discriminant of the polynomial, and higher discriminantal constraints can be also expressed through ∆µν [23].
Similarly, for arbitrary n determinants ∆µ1...µn provide the building blocks for discriminantal constraints.
4 Discriminants of polylinear forms
After a brief survey of resultants we now switch to discriminant – a quantity, somewhat more natural from tensorial
point of view, because it is defined for arbtrary tensors (while resultant is associated only with Aj1...jsi , which are
symmetric in the last s indices). However, discriminant is also defined from consistency condition of a system of
homogeneous equations, and in this sense is a quantity, derived from resultant theory – this is why it was natural to
begin from resultants. Of course, resultants in their turn are part of discriminant theory, associated with reduction to
tensors with particular symmetry. This peculiar russian-doll embedding pattern of different subjects is very typical
for the structure of non-linear algebra.
4.1 Definitions
4.1.1 Tensors and polylinear forms
With a rank-r covariant tensor of the type n1 × . . . × nr (rectangular polymatrix) T i1...ir we associate an r-linear
combination of r vectors ~x1, . . . , ~xr, probably with different numbers of components n1, . . . , nr:
T {~x} = T (~x1, . . . , ~xr) =
∑
1≤ik≤nk
1≤k≤r
T i1...irx1,i1 . . . xr,ir (4.1)
Notation n1 × . . .× nr refers to a matrix-style representation of tensor T by an n1 × . . .× nr hyper-parallelogram,
with item T i1...ir placed at the point of an integer lattice Z⊗r with coordinates i1, . . . , ir.
4.1.2 Discriminantal tensors
We call T {~x} degenerate or discriminantal, if a system of polylinear equations
T k,ik{~x} = ∂T {~x}
∂xk,ik
=
∑
i1...ˇik...ir
T i1...i...irx1,i1 . . . xk−1,ik−1xk+1,ik+1 . . . xr,ir = 0 (4.2)
has a solution with all vectors non-vanishing (i.e. for each k at least one component xk,ik 6= 0). Discriminantal
tensors form a subspace Dn1×...×nr in a moduli spaceMn1×...×nr of all tensors of the given type. It has codimension
1 if, for example, all nk are equal, in general it exceeds unity and we denote the codimension by Nn1×...×nr .
Discriminantal subspace is algebraic and can be described as the space of zeroes of
D(κ)n1×...×nr(T ) = 0, κ = 1, . . . , Nn1×...×nr (4.3)
(we use the same letter to denote the space and the constraints, this should not cause confusion). For hypercubic
tensors, when all nk coincide, n1 = . . . = nr = n, the codimension Nn×r = 1 and we call the single function
Dn|r(T ) = Dn×r(T ) (4.4)
discriminant of the hypercubic T . In rectangular case
Nn1×...×nr = 1 iff nk − 1 ≤
r∑
j 6=k
(nj − 1) ∀k, (4.5)
and only under this condition there is a single discriminant. When it exists, discriminant is a polynomial in the
coefficients of T of degree degn1×nr ≡ degTDn1×nr (T ) or degn|r ≡ degTDn|r(T ) (in generic rectangular case, when
(4.5) is not true, all D(κ) in (4.3) can have different degrees in T ).
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4.1.3 Degree of discriminant
According to [7] degrees of discriminants are described by the following generating function:
DEGr(t1, . . . , tr) ≡
∑
n1,...,nr≥1
degT
(
Dn1×...×nr(T )
)
tn1−11 . . . t
nr−1
n =
1(∏n
i=1(1 + ti)−
∑n
i=1 ti
∏n
j 6=i(1 + tj)
)2 (4.6)
This formula is informative only when discriminantal subspace is of codimension one. When (4.5) is not true and
there is more then one discriminantal constraint, eq.(4.6) puts degT (D) = 0.
Important particular cases:
• r = 1 : Discriminantal constraints for T (z) = ∑ni=1 Tizi require that Ti = 0 for all i = 1, . . . , n at once. This
set reduces to a single condition only for n = 1, and this condition, T1 = 0 is of degree one in T . Accordingly,
DEG1(t) = 1 (4.7)
• r = 2 : This is the case of n1 × n2 matrices, discriminantal constraint is given by a single function when
n1 = n2 = n, i.e. matrix is square (in rectangular case discriminantal constraint requires vanishing of all the
principal minors and thus is multi-component), accordingly
DEG2(t1, t2) = (1− t1t2)−2 =
∑
n≥1
n(t1t2)
n (4.8)
i.e. degT (Dn1×n2 = n1δn1,n2 , Discriminant of the square n×n matrix is its determinant and it indeed is a polynomial
of degree n of the matrix coefficients.
• r = 3 : This is the first non-trivial family,
DEG3(t1, t2, t3) = (1− t1t2 − t2t2 − t3t1 − 2t1t2t3)−2 (4.9)
is already a non-trivial function, and no convenient representation exists for its generic term. Discriminantal con-
straint is one-component whenever ni−1 ≤ (nj −1)+(nk−1) for all the 6 triples (ijk) = (123), (132), (213), (231),
(312), (321) The first term of the hypercubic sequence n×3 are [7]:
n 1 2 3 4 . . . n . . .
degT (Dn×n×n) 1 4 36 272
∑
0≤j≤ n−12
2n−2j−1 (n+j)!(j!)3(n−2j−1)!
(4.10)
• Another interesting hypercubic sequence is 2×r. Appropriate generating function in this case is simple [7]:
∞∑
r=0
degT (D2×r )
κr
r!
=
e−2κ
(1 − κ)2 (4.11)
and
r 1 2 3 4 5 6 . . .
degT (D2×r ) 0 2 4 24 128 880
(4.12)
(for r = 1 discriminantal constraint is two-component, see eq.(4.7 above, thus zero in the table)
• In the boundary case, when the condition (4.5) for the single-componentness of discriminant is saturated [7]
degT (Dn1×...×nr) =
n1!
(n2 − 1)! . . . (nr − 1)! for n1 − 1 = (n2 − 1) + . . .+ (nr − 1) (4.13)
48
4.1.4 Discriminant as an
∏r
k=1 SL(nk) invariant
Discriminantal subspace inMn1×...×nr does not change under linear transformations of the tensor, i.e. is invariant of
the structure group
∏r
k=1 SL(nk). Therefore the set of discriminantal constraints (4.3) form a linear representation of
this group, and if Nn1×...×nr = 1 the single discriminant is its invariant. GL transformations multiply discriminant
by determinants. Non-linear transformations result in appearance of resultant factors and raise discriminant to some
powers.
When some nk coincide one can also produce invariants of smaller groups, with identical SL(nk) factors excluded.
They are related to tensors with additional symmetry properties: symmetric or antisymmetric in some indices
or having more compicated symmetries, not seen at the level of matrices (of r = 2). In this case, in addition
to continuous SL-symmetries, discriminantal conditions (4.2) are also invariant under discrete transmutations of
indices: while tensor T does not need to have this symmetry,– in general T i1...ir 6= T iP(1)...iP (r) for permutations
P ∈ σr even if all nk are the same,– such permutations take one solution ~Xk of (4.2) into another, ~XP (k).
When T has special symmetry properties, discriminant functions D(κ)(T ) become reducible. Especially interest-
ing are associated multiplicative decompositions of the single discriminant D(T ) when Nn1×...nr = 1 (for example,
in hypercubic case).
4.1.5 Diagram technique for the
∏r
k=1 SL(nk) invariants
All SL(n) invariants are made from the coefficients of covariant tensors T by contraction with SL(n)-invariant
ǫ-tensors ǫi1...in . Since all SL(nk) subgroups act independently, there are separate ǫ-tensors for all nk. This means
that invariants are represented by graphs (diagrams) with lines (edges, propagators) of r different sorts. Vertices
are either r-valent, with T i1...ir , where r different sorts merge, or nk-valent with ǫi1...ink and lines of only one sort.
In dual representation fixed are the numbers and sorts of faces of every symplex: allowed are r-symplices with all
r faces different and T in the center and nk-simplices with all nk faces of the same color k (k = 1, . . . , r) and the
corresponding ǫ in the center.
Of course, particular diagrams do not respect the discrete σr invariance. As we shall see in examples in s.5 below,
expressions for some diagrams possess this enhanced symmetry, even if the diagram itself does not. This means that
σr-non-symmetric diagrams can contribute to expressions for σr-symmetric discriminant, and this makes diagram
representation less powerful in application to discriminant theory.
This diagram technique can be expressed in terms of the Fock space: the infinite tensor product ⊗∞−∞
(
Vn1 ⊗
. . . ⊗ Vnk
)
. Here Vn is a linear space of dimension n. An operator acting on one V , can be raised to entire Fock
space by a trivial comultiplication: V −→ . . . + . . . ⊗ 0 ⊗ V ⊗ 0 ⊗ 0 ⊗ . . . + . . . ⊗ 0 ⊗ 0 ⊗ V ⊗ 0 ⊗ . . . + . . . –
the sum is over all possible positions of V . Similarly, an operator acting on a pair V1 ⊗ V2 us raised to an infinite
double sum and so on. In obvious way an exponential raise to the Fock space exp⊗ is defined. For a scalar λ
exp⊗(λ) = e
λ
(
. . .⊗ I ⊗ I ⊗ . . .
)
, where I is the unit operator. Invariants Invp(T ) are generated by
exp⊗
(∑
p
Invp(T )
)
=
r∏
k=1
exp⊗
(
ǫi1...ink
∂
∂xk,i1
⊗ . . .⊗ ∂
∂xk,ink
)
exp⊗
(
T i1...irx1,i1 . . . xr,ir
)
(4.14)
Of course, to invariant of a given power of T only finite number of terms contribute.
As usual, Fock space representation can be encoded in terms of a field-theory integral: a topological theory of
fields φk,ik (s) (actually, xk,ik ) with the action of the kind
φk,ik∂sφk,ik + T
i1...irφ1,i1∂sφ2,i2 . . . ∂
r−1
s φr,ir +
r∑
k=1
ǫi1...inkφ
k,i1∂sφ
k,i2 . . . ∂nk−1s φ
k,ink (4.15)
The only role of s-variable is to avoid vanishing of antisymmetric combinations in the action, at the end of the day,
all ∂s in propagators and vertices are substituted by unities.
If some nk coincide, and we are interested of invariants of the smaller group, with some of coincident SL(nk)
factors excluded, one adds new ǫ-vertices, which mix colors, see examples in s.5 below.
4.1.6 Symmetric, diagonal and other specific tensors
If tensor T is hypercubic (all nk = n), one can restrict it on diagonal of the space V
⊗r
n . Then we obtain symmetric
hypercubic tensor, such that Si1...ir = SiP (1)...iP (r) for all r! permutations P ∈ σr. When restricted to symmetric
tensors, the σr × SL(n)×r-symmetric discriminant Dn|r(S), which is irreducible on entire moduli space Mn|r of
hypercubic tensors, decomposes into irreducible factors. One of them, describing consistency condition for the
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system (4.2) in the case of totally symmetric T = S, is symmetric discriminant Dn|r(S) = irf
(
Dn|r(T )
)
. This
discriminant is invariant of a single SL(n) (though in some particular cases its symmetry can be occasionally
enhanced, see examples in s.5). Its degree dn|r ≡ degSDn|r(S) is typically smaller than degn|r ≡ degTDn|r(T ) and
can be extracted from the generating function∑
n
dn|rt
n =
1
(1− (r − 1)t)2 .
i.e. dn|r = n(r−1)n−1. For a tensor symmetric in k groups of variables of dimensions n1, . . . , nk and degrees r1, . . . , rk
correspondingly (for example
n∑
i,j=1
m∑
α,β,γ=1
Sij αβγxixjyαyβyγ is of the type n,m|2, 3 ) the generating function is [7]
Fr1...rk(t1, . . . , tk) =
∑
n1...nk
dn1...nk|r1...rkt
n1
1 . . . t
nk
k
=
1
(
∏
j(1 + tj)−
∑
j rjtj
∏
i6=j(1 + tj))
2
. (4.16)
We call hypercubic symmetric tensors of the form
T i1...ir =
n∑
i=1
aiδ
i1
i . . . δ
ir
i
diagonal. They are direct generalizations of diagonal matrices. Discriminant of diagonal tensor is a power of
(a1 . . . an), the power depends on what is considered: the r-linear discriminant Dn|r = (a1 . . . an)degn|r/n or the
symmetric r-form one Dn|r = (a1 . . . an)
dn|r/n.
For r = 2, when any square matrix can be diagonalized, determinant is always reduced to the one of diagonal
matrices. However, diagonalization procedure is in fact a property of maps, not forms, and thus is generalized to the
case of resultants, not discriminants. Moreover, as we shall see in s.6, even for resultants canonical diagonalization
is somewhat subtle when tensors have rank r > 2.
One can of course consider tensors with other symmetries, not obligatory totally symmetric. They can be
symmetric in some indices only (and then only some nk should coincide). They can be antisymmetric in all (in
hypercubic case with r ≤ n) or some indices. They can have symmetries of particular Young diagrams. They can be
representations of braid group (i.e. have anionic-type symmetries). They can have parastatistic-type symmetries.
In all cases generic Dn1×...×nr(T ), when restricted to the corresponding subspace in Mn1×...×nr decomposes into
irreducible factors with lower symmetries, and among these factors the one with appropriate transformation prop-
erties becomes the corresponding specific discriminant. This is a far-going generalization of emergency of Pfaffians
in the case of antisymmetric matrices.
4.1.7 Invariants from group averages
Like SO(2) invariant can be obtained by averaging of any monomial over the compact group,
a2 →
∮
(a cosφ+ b sinφ)2dφ ∼ a2 + b2,
we have for an SU(2) ⊂ SL(2|C)-invariant
ad→
∮
(a cosφ+ c sinφ)(−b sinφ+ d cosφ)dφ ∼ ad− bc
In variance with, say, ab, ad itself is invariant under(
a b
c d
)
→
(
eiϕ 0
0 e−iϕ
)(
a b
c d
)
This averaging over maximal compact subgroup is one of the obvious ways to produce and study invariants of the
structure group.
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4.1.8 Relation to resultants
• By definition, the vanishing of discriminant implies that a resultant of a huge system (4.2) of M ≡ ∑rk=1 nk
equations with M variables vanishes. However, since the A-tensor associated with this system is of a special
(polylinear) form, this resultant can decompose into irreducible factors, and discriminant constraints are only some
of them. In particular, if (4.5) is true,
Dn1×...×nr (T ) = irf
(
RM|r−1
{
∂T
∂xk,ik
})
(4.17)
Often the resultant at the r.h.s. is just a power of discriminant at the l.h.s.
• Relation (4.17) simplifies significantly for particular case of symmetric hypercubic tensors. Then the number
of x-variables is n rather than M = nr, and we get instead of (4.17):
Dn|r(S) = Rn|r−1
{
∂S
∂xi
}
(4.18)
The argument of the resultant at the r.h.s. is not quite generic: it is a gradient tensor. However, resultant of generic
gradient tensor appears irreducible, and (4.18) is actually exact relation, without need to extract irreducible factors,
like in the poly-linear case of (4.17).
• Another interesting combination from the first derivatives of T is [25]
det
1≤i,k≤n
∂T
∂xk,i
= AI1...In(~x1)
I
r−1 . . . (~xn)
I
r−1 (4.19)
At the r.h.s.
{
(~x)Is
}
is a collection of monomials of degree s made out of n components x1, . . . , xn of the vector ~x.
There are Nn|s = #(I) =
(n+s−1)!
(n−1)!s! such monomials, and A is an antisymmetric tensor of the type Nn|r−1|n, i.e. it
has rank n and depends on Nn|r−1 variables. The coefficients of A are polynomials of degree n in the coefficients of
original T .
If discriminant Dn×r (T ) = 0, this means that n equations ∂T∂x1,i = 0 possess a common solution {~x
(0)
2 , . . . , ~x
(0)
n }.
On this solution determinant at the l.h.s. of (4.19) vanishes and this implies that the same happens with the
r.h.s. for any ~x1, i.e. {~x(0)2 , . . . , ~x(0)n } is also a common solution to Nr−1|n equations AI1...In(~x2)Ir−1 . . . (~xn)Ir−1 = 0.
Repeating the same argument for all ~xk at the place of ~x1 we conclude that whenever Dn×r (T ) the same happens
to discriminant DasyNr−1|n|n(A), i.e.
Dn×r (T ) = irf
{
DasyNr−1|n|n(A)
}
= irf
{
DN×n
r−1|n
(A)
}
(4.20)
Inverse is not true: a zero-mode of A need not imply the existence of a zero-mode of T . This is because a generic
vector {zI} does not have a form of
{
(~x)Is
}
: its Nn|s components are not obligatory s-linear combinations of just n
independent variables. In (4.20) DasyN |s(A) = irf
{
DNs(A)
}
is discriminant of a totally antisymmetric rank-s tensor
of N variables. In the simplest case of s = 2 this is just a Pfaffian: DasyN |2(A) = Pfaff(A) = det
1/2A.
Relation (4.20) allows to move parameter n from the first to the second position (from the number of variables
to rank), and this allows to decrease the rank in the problem (the degree of non-linearity) at expense of increasing
the number of variables.
In particular case of the rank-2 tensor T the l.h.s. of (4.19) is divisible by det1≤i,k≤n xk,i, the ratio is nothing
but determinant of T , and (4.20) can be strengthened to Dn2(T ) = detn×n(T ), see s.5.2. A similar phenomenon
occurs in the case of homogeneous polynomials n = 2, see [25] and eq. (5.45) below.
• In what follows we shall also use peculiar x-dependent matrices, associated with the tensor T {~x}:
Tˆ [x] : T [x]ij =
∂T {~x}
∂x1,i∂x2,j
=
∑
i3...ir
T iji3...irx3,i3 . . . xr,ir (4.21)
Instead of 1 and 2 one can choose any other pair of “sorts”.
If all n1 = . . . = nr = n, then one can show, see s.4.2 and eq. (4.34) below, that
Dn×r(T ) = irf
(
RN |N−1
{
∂I det
n×n
Tˆ
})
(4.22)
where N = n(r − 2) is the number of x variables of the matrix Tˆ (x), and I = 1, . . . , N is used to enumerate these
variables.
51
4.2 Discrminants and resultants: Degeneracy condition
4.2.1 Direct solution to discriminantal constraints
In this subsection we express degeneracy condition for hypercubic (all nk = n) T in terms of the square matrix
Tij [z], see (4.21), where z denote the set of r − 2 vectors ~x3, . . . , ~xr, while ~x1 = ~x and ~x2 = ~y. Then the n × r
degeneracy equations are:
xiT
ij [z] = 0,
T ij[z]yj = 0,
xidT
ij [z]yj = 0, (4.23)
where dT in the last equation includes derivatives w.r.t. all of the N = n · (r− 2) components of z (so that the third
line in (4.23) is actually a set of N different equations).
From the first two of the equations (4.23) we have
xi = u
lTˇli[z],
yj = Tˇjm[z]v
m, (4.24)
provided
det T [z] = 0, (4.25)
where Tˇij is the complement minor of the matrix element Tij :
T ij Tˇjk = δ
i
k det Tˆ (4.26)
and inverse matrix T−1ij = (detT )
−1Tˇij . u
l and vm are two arbitrary covectors, the one-dimensional zero-eigenvalue
spaces containing xi and yj do not depend on the choice of u and v, what follows from the elementary identity
TˇikTˇjl − TˇilTˇjk = Tˇij,kl det Tˆ (4.27)
Eqs.(4.24) assume that rank(Tˆ ) = n − 1, if it is lower, than all Tˇij = 0 and xi, yj are expressed through smaller
minors (and more solutions appear, because the zero-eigenvalue space can have more dimensions).
After substitution of (4.24) the third of the equations (4.23) becomes:
xidT
ij [z]yj = u
lTˇlidT
ij Tˇjmv
m = (det Tˆ )2uld
(
T−1
)
lm
vm = 0 (4.28)
Homogeneity of Tˆ implies that zk
∂Tˆ−1
∂zk
= −(r−2)Tˆ−1, therefore such linear combination of equations in (4.28) gives
−(detTˆ )2Tˆ−1 = (2− r) det Tˆ · Tˇ = 0, i.e. (4.28) implies that det Tˆ = 0.
4.2.2 Degeneracy condition in terms of det Tˆ
Conditions (4.28), with re-labeled indices,
TˇikdT
klTˇlj = 0 (4.29)
can be rewritten in another form:
(det Tˆ ) dTˇij = Tˇij d(det Tˆ ) (4.30)
Indeed, since d(det Tˆ ) = TˇlkdT
kl and, similarly, dTˇij = Tˇil,jkdT
kl, eq.(4.30) states that(
TˇlkTˇij − Tˇil,jk det Tˆ
)
dT kl
(4.27)
= Tˇlj TˇikdT
kl = 0, (4.31)
i.e. reproduces (4.29).
Now, since we already know that detT [z] = 0 is a corollary of homogeneity and (4.29) or,equivalently, (4.30), we
conclude that degeneracy condition is nothing but the set of N = n(r − 2) identities
dP ≡ d(det T ) = 0 (4.32)
In other words, starting from T {x} we proceed to the matrix T ij[z], take its determinant,
P [z] ≡ det
ij
T ij [z] =
N∑
Ik=1
αI1,...IN zI1 . . . zIN (4.33)
and impose N constraints (4.32). These are N equations for N variables zI = {x3,1, . . . , x3,n; . . . ;xn,1, . . . , xn,n},
but homogeneity of P [z] implies that
the number of independent equations exceeds that of independent variables by one, so that (4.32) actually imposes
one constraint on the coefficients α, which, in turn, are made from the coefficients of T .
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4.2.3 Constraint on P [z]
This constraint can be expressed by in iterative procedure through the resultants of polynomials dPI = ∂P [z]/∂zI.
The degeneracy condition for T with r ≥ 3 is
Dn×r (T ) = irf
(
RN |N−1{dP1, . . . , dPN}
)
= 0 (4.34)
Because of the homogeneity of P [z] the l.h.s. actually contains a factor of zN in a high power, which can be easily
eliminated.
Of course, above arguments guarantee only that discriminant at the l.h.s. is a divisor of the resultant at the
r.h.s.: for discriminant to vanish, the constraints (4.32) should be fulfilled, but inverse is not obligatory true. In
fact degree of the r.h.s. in the coefficients of dP is equal to N(N − 1)N−1 and dP itself has degree n in T , so
that the total T -degree of the r.h.s. is nN(N − 1)N−1. Already for r = 3, when N = n(r − 2) = n this sequence
n2(n − 1)n−1 = {1, 4, 36, 432, . . .} deviates from (4.10), starting from n = 4 (of course, when deviation occurs,
resultant in (4.34) has higher degree than discriminant).
4.2.4 Example
For example, for n = 2 and Tˆ [z] =
(
a[z] b[z]
c[z] d[z]
)
eq.(4.28) states:
(ad− bc)2 d

(
d −b
−c a
)
ad− bc
 = 0, (4.35)
or
a′(ad− bc) = a(ab− cd)′,
b′(ad− bc) = b(ab− cd)′,
c′(ad− bc) = c(ab− cd)′,
d′(ad− bc) = d(ab− cd)′ (4.36)
where prime denotes variation, a′ = da. If r = 3, then a = a1z1 + a2z2 etc,
ad− bc = (a1d1 − b1c1)z21 + (a1d2 + a2d1 − b1c2 − b2c1)z1z2 + (a2d2 − b2c2)z22 ≡ αz21 + 2βz1z2 + γz22 , (4.37)
while prime can denote derivative w.r.t. z1 or z2, so that (4.36) becomes:
(a1z1 + a2z2)(2αz1 + 2βz2)− a1(αz21 + 2βz1z2 + γz22) = a1αz21 + 2a2αz1z2 + (2a2β − a1γ)z22 = 0,
(a1z1 + a2z2)(2βz1 + 2γz2)− a2(αz21 + 2βz1z2 + γz22) = (2a1β − a2α)z21 + 2a1γz1z2 + a2γz22 = 0, (4.38)
plus analogous equations, obtained by substitutions a → b, c, d. These look like 8 homogeneous equations for two
variables homogeneous variables z1 and z2. However, according to (4.32) they are all equivalent to just two equations
ddetT = 0, where
detT = αz21 + 2βz1z2 + γz
2
2 (4.39)
Indeed, ddetT = 0 implies that {
αz1 + βz2 = 0
βz1 + γz2 = 0
(4.40)
while the r.h.s. first equation in (4.38) is a1(αz
2
1 − γz22) + 2a2z2(αz1 + βz2). The second item vanishes by (4.40), in
the first item αz21 − γz22 = (αz1 + βz2)z1 − (βz1 + γz2)z2 also vanishes due to (4.40). Note also that (4.40) implies
that detT = (αz1+βz2)z1+(βz1+γz2)z2 = 0, as expected. Thus descriminantal condition reduces to the solvability
of the system (4.40), i.e.
R2×2×2 = αγ − β2 ∼ (a1d2 + a2d1 − b1c2 − b2c1)2 − 4(a1d1 − b1c1)(a2d2 − b2c2) (4.41)
We shall see in s.5.3 below that this is indeed the correct expression for Cayley hyperdeterminant.
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4.2.5 Degeneracy of the product
If Aij [z, w] = Bik[z]Ckl[w], then A is always degenerate, because z and w can be chosen so that both detB[z] = 0
and detC[w] = 0, and if prime in (4.28) denotes z or w derivatives, then the l.h.s. of (4.28) vanishes automatically:
Aˇ dA Aˇ = CˇBˇ
(
dB C +BdC
)
CˇBˇ = Cˇ(Bˇ dB Bˇ) detC + (Cˇ dC Cˇ)Bˇ detB = 0 (4.42)
though the combinations in brackets can remain non-vanishing, i.e. B and C can be non-degenerate.
4.2.6 An example of consistency between (4.18) and (4.22)
For n = 3, r = 3 we have N = n(r − 2) = 3, and
Dn|r(S)
(4.22)
= irf
(
RN |N−1
(
∂I(det ∂
2S)
))
(4.18)
= irf
(
Rn|r−1(∂iS)
)
(4.43)
turns into relation between two resultants R3|2:
D3|3(S) = irf
(
R3|2
(
~∂(det ∂2S)
))
= irf
(
R3|2(~∂S)
)
(4.44)
Take for a cubic form – a cubic function of a single vector with three components x, y, z –
S(x, y, z) =
1
3
ax3 +
1
3
by3 +
1
3
cz3 + 2ǫxyz (4.45)
As we know from ss.3.2.5 and 3.3.4 the resultant of the system ~∂S = 0, is equal to degree-twelve polynomial of the
coefficients of S,
R3|2(~∂S) = abc(abc+ 8ǫ
3)3 (4.46)
Consider now a 3-linear form, made from the same tensor Sijk: it is a function S(~u,~v, ~w) =
∑3
i,j,k=1 Sijkuivjwk
of nine homogeneous variables ui, vi, wi. Determinant of the matrix of its second derivatives w.r.t. ui and vj is a
cubic form – a cubic function of a single vector with three components w1, w2, w3:
det ∂2S(~w) =
2
63
∣∣∣∣∣∣
∣∣∣∣∣∣
aw1 ǫw3 ǫw2
ǫw3 bw2 ǫw1
ǫw2 ǫw1 cw3
∣∣∣∣∣∣
∣∣∣∣∣∣ =
=
2
63
(
(abc+ 2ǫ3)w1w2w3 − ǫ2(aw31 + bw32 + cw33)
)
(4.47)
i.e. has exactly the same shape as original anzatz (4.45), only with different value of parameter
ǫ→ ε = −abc+ 2ǫ
3
6ǫ2
= ǫ− 1
6ǫ2
(abc+ 8ǫ3) (4.48)
Thus its resultant – which is the discriminant of the three-linear form Q(~u,~v, ~w) is given by the same formula (4.46),
only with the substitution (4.48). Thus we have:
D3|3(S) = R3|2
(
~∂(det ∂2S)
)
∼ abc(abc+ 8ε3)3 ∼ abc
(
abc−
(
abc+ 2ǫ3
3ǫ2
)3)3
(4.49)
and, in accordance with (4.44), it is indeed divisible by R3|2(~∂S) = abc(abc+8ǫ
3)3, because at (abc+8ǫ3) = 0 ε = ǫ
and 2ε = −abc+2ǫ33ǫ2 = 2ǫ, see (4.48).
An simpler example of the same relation (4.43), for n|r = 2|3 and N = 2, is given below in s.5.3.
4.3 Discriminants and complexes
4.3.1 Koshul complexes, associated with poly-linear and symmetric functions
• Making use of the footnote 4 in s.3.3.1 we can associate with the tensor T {~x1, . . . , ~xr} a Koshul complex with
nilpotent differential
dˆ = dT =
r∑
k=1
nk∑
ik=1
∂T
∂xk,ik
dxk,ik
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acting by wedge multiplication in the space of differential forms. If all forms are taken into account, this complex
is exact, unless its determinant – which is nothing but the resultant RM|r−1 {∂T/∂xk,ik} with M =
∑r
k=1 nk –
vanishes. If we want to relate determinant of this complex with discriminant Dn1×...×nr(T ) of T , we reproduce
eq.(4.17). Already for the 3-linear tensor of 3 variables the resultant has degree M(r − 1)M−1 = 9 · 28 in the
coefficients of T , which is 26 = 64 times bigger than degTD3×3×3(T ) = 36, see (4.10): in this particular case we
actually get the 64-th power of discriminant.
Situation is better for symmetric tensors S(~x): then determinant of Koshul complex provides Rn|r−1
{
∂S/∂~x
}
,
and we can reproduce eq.(4.18). For n|r = 3|3 the resultant has degree 3 · 22 = 12 in S, which is exactly equal to
degSD3|3(S) = 12, so that in this case Koshul complex provides correct answer for discriminant.
• Above Koshul complex in the poly-linear case is huge: for n1 × . . . × nr = 3 × 3 × 3 it consists of M = 9
maps between M + 1 = 10 vector spaces of dimensions M !m!(M−m)!MM|q+2m, which even for the smallest possible
q = 1− n = −2 (when Koshul complex is truncated by one map, see s.3.3.5) can be as big as 24!8!16! .
In symmetric case for n|r = 3|3 there are only n = 3 maps and 4 vector spaces with relatively modest dimensions
dm =
3(q+2m+1)(q+2m+2)
m!(3−m)! :
q = −2 q = −1 q = 0 q = 1 . . .
d0 = k1
(q+1)(q+2)
2 0 0 1 3
d1 = k1 + k2
(3(q+3)(q+4)
2 3 9 18 30
k2 q
2 + 9q + 17 3 9 17 27
d2 = k2 + k3
(3(q+5)(q+6)
2 18 30 45 63
k3
q2+15q+56
2 15 21 28 36
d3 = k3 + k4
(q+7)(q+8)
2 15 21 28 36
degSD3|3(S) k1 − k2 + k3 12 12 12 12
It is clear from the table that k4 = 0, as required for exact complex, and discriminant can be evaluated for complexes
with arbitrary q ≥ 1− n = −2: S-degree is stably 12.
4.3.2 Reductions of Koshul complex for poly-linear tensor
The situation in poly-linear case can be significantly improved, if involved vector spaces are cleverly reduced. How-
ever, reduction can be somewhat tricky. It is based on poly-linear gradation: the action of dˆ = dT not only increases
the overall x-power by r (if powers of dx are also counted), it changes the power of every particular ~xk by one. This
means that when acting, for example, on constants, dˆ produces not the entire space of x-polynomials of degree r−1,
but a much smaller subspace with the linear basis
(∏r
k 6=l xk,ik
)
dxl,il : monomials like x1i1 . . . x1ir−1dx1ir and many
other cannot appear. This gradation splits Koszul complex into independent sub-complexes.
The 1× 1 example:
• The first example to illustrate the story is trivial: the n1 × n2 = 1 × 1 bilinear tensor Txy. The simplest
version (q = 0) of reduced complex has two terms, and the three vector spaces are: 1-dimensional space of constants,
2-dimensional space with linear basis {xdy, ydx} and 1-dimensional space of two-forms ∼ xydx ∧ dy. The two
matrices, describing the action of dˆ = T (xdy + ydx) between these three spaces are:
Aa =
(
T T
)
and Ba =
(
T
−T
)
(4.50)
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Figure 15: The structure of extended (non-reduced) Koszul complex and its different sub-complexes.
This complex is obviously exact, but its determinant is identically unit (independent of T ):
1 · Aa = ǫabBb (4.51)
and thus does not produce discriminant D1×1(T ) = T .
After reduction to symmetric case, Txy −→ Sx2, the second vector spaces shrinks to 1-dimensional ∼ xdx, while
the third space simply disappears, the remaining 1× 1 matrix A now reproduces A = S = D1|2(S).
• Let us now return to bilinear case, but consider more carefully what happens if Koszul complex is not reduced:
the second vector is left 4-dimensional (with xdx and ydy left in addition to xdy and ydx) and the the third space
is left 3-dimensional (with x2dx ∧ dy and y2dx ∧ dy left along with xydx ∧ dy). It is instructive also to extend the
tensor T to symmetric S(x, y) = 12αx2 + Txy + 12βy2, so that the original bilinear Txy arises for α = β = 0. Now
the two dˆ-matrices, describing the wedge multiplication by dS = (αx + Ty)dx+ (Tx+ βy)dy, are
Aa =

xdx ydx xdy ydy
α T T β

and Bai =

x2dx ∧ dy xydx ∧ dy y2dx ∧ dy
xdx T β 0
ydx 0 T β
xdy −α −T 0
ydy 0 −α −T

(4.52)
Boldfaced are the two matrices, 1 × 2 and 2 × 1, familiar from (4.50), arising after reduction of the complex. The
problem is that the formula
D2|2(S) · Aa = ǫabcdBbiBcjBdkǫijk (4.53)
for
D2|2(S) = T 2 − αβ (4.54)
does not reduce in desirable way: as we saw in (4.51), instead of D1×1(T ) = T it produces unity.
• Fig. 15 shows the way out. Instead of reducing Koszul complex to “symmetric” part in the center (inside an
oval), one can take another reduction to the upper or lower fragments. Such reduced complex has one term, and
xdx
dˆ−→ x2ydx ∧ dy is represented by the 1 × 1 matrix of multiplication by T . In other words, determinant of so
reduced Koszul complex is exactly our D1×1(T ) = T – with no need to extract irreducible factors, taking roots etc.
• One can of course make use of D2|2(S) in (4.54): when α = β = 0 it is a full square, and taking the square root
one obtains D1×1(T ) = T . This is approach through the resultant theory, with the use of relations (4.17)-(4.22).
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The 2× 2 example:
• Things work exactly the same way for the next example: of 2 × 2 bilinear tensor T 11x1y1 + T 12x1y2 +
T 21x2y1 + T
22x2y2 (as usual, superscripts are indices, not powers). Koszul complex with q = 0 now has 4 terms.
In “symmetrically reduced” version of the complex the first of the 5 vector spaces has dimension 1 (constants),
the second one – with the linear basis {xidyj , yjdxi} – has dimension 4 + 4 = 8, the third one – with the basis{
xixjdy1 ∧ dy2, xiykdxj ∧ dyl, ykyldx1 ∧ dx2
}
– has dimension 3 + 16 + 3 = 22, the fourth – with the basis{
xixjykdxl ∧ dy1 ∧ dy2, xiyjykdyl ∧ dx1 ∧ dx2
}
– is 12 + 12 = 24-dimensional, and the fifth space – of 4-forms{
xixjykyldx1 ∧ dx2 ∧ dy1 ∧ dy2
}
– is 9-dimensional. Thus the sequence of dimensions is
d0 d1 d2 d3 d4
1 8 22 24 9
k1 k2 k3 k4 k5
1 7 15 9 0
Since k5 = 0, this complex can be exact, but vanishing of the alternated sum k1 − k2 + k3 − k4 = 0 suggests that
determinant of the complex will be identical unity, rather than D2×2(T ).
• Like in the previous example, we now consider the asymmetric reduction of Koszul complex, which starts from
the 1-dimensional space of 2-forms ∼ x1x2dx1 ∧ dx2 (such form is not dˆ-images of any 1-form). The next two vector
spaces are: 4-dimensional space with the basis
{
xidyj ∧ (x1x2dx1 ∧ dx2)
}
and 3-dimensional space with the basis{
xixjdy1 ∧ dy2 ∧ (x1x2dx1 ∧ dx2)
}
. Thus reduced complex has two terms and the two matrices, describing the
wedge-multiplication by (T 11x1+T
21x2)dy1+(T
12x1+T
22x2)dy2 (the other two items with dx1 and dx2 annihilate
all the three spaces) are:
Aa =
(
T 11 T 21 T 12 T 22
)
and Bai =

T 12 T 22 0
0 T 12 T 22
−T 11 −T 21 0
0 −T 11 −T 21
 (4.55)
and from
D2×2(T ) · Aa = ǫabcdBbiBcjBdkǫijk (4.56)
the bilinear discriminant is
D2×2(T ) ∼ T 11T 22 − T 12T 21 = det
2×2
T ij (4.57)
Note that despite the obvious similarity of formulas (4.53) and (4.56) they are written for different complexes and
provide different discriminants for different types of tensors: symmetric and bilinear respectively.
4.3.3 Reduced complex for generic bilinear n× n tensor: discriminant is determinant of the square
matrix
If ~x and ~y are n component vectors, then the relevant asymmetrically reduced complex starts from ∧ni=1dxi and
has n terms. dˆ actually reduced to dˆred = dyT = T
ijxidyj , and the corresponding vector spaces are formed by
polynomials of increasing degree of x-variables multiplied by wedge polynomials of dy-forms. These spaces have
dimensions
dm = C
n
mMn|m =
n!
m!(n−m)!
(n+m− 1)!
(n− 1)!m! =
n
(m!)2
n+m−1∏
l=n−m+1
l =
m∏
j=0
(n2 − (j − 1)2
j2
(4.58)
(the product for
∏−1
0 for m = 0 by definition is unity). The corresponding kernel dimensions dm = km + km+1 are
km =
m−1∏
j=1
n2 − j2
j2
(4.59)
57
From this formula it follows that kn+1 = 0 – as needed for the complex to be exact,– and alternated sum, which
defines T -dimension of determinant of the complex, is
n∑
m=1
(−)n−mkm =
n∑
m=1
(−)n−m
m−1∏
j=1
n2 − j2
j2
= n (4.60)
– as required for
Dn×n(T ) = DET
(
dˆ = dyT
)
= det
n×n
T ij (4.61)
The following table list dimensions dm and km for the first few n:
m = 0 m = 1 m = 2 m = 3 m = 4 . . .
kn − kn−1 + . . .
d0 = 1 d1 = n2 d2 =
n2(n2−1)
4
d3 =
n2(n2−1)(n2−4)
36
d4 =
n2(n2−1)(n2−4)(n2−9)
242
k1 = 1 k2 = n2 − 1 k3 =
(n2−1)(n2−4)
4
k4 =
(n2−1)(n2−4)(n2−9)
36
k5 =
(n2−1)(n2−4)(n2−9)(n2−25)
242
1 1
n = 1 1
1 0
1 4 3
n = 2 2
1 3 0
1 9 18 10
n = 3 3
1 8 10 0
1 16 60 80 35
n = 4 4
1 15 45 35 0
4.3.4 Complex for generic symmetric discriminant
For S(~x) =
∑n
j1...jr=1
Sj1...jrxj1 . . . xjr the relevant Koshul complex is formed by n+1 vector spaces, the m-th space,
0 ≤ m ≤ n, consists of m-forms dxi1 ∧ . . . ∧ dxim with coefficients, which are polynomials of degree q +ms of n
variables xi. Nilpotent operator dˆ = dS acts by wedge multiplication and increases m by one. Dimensions of the
vector spaces are:
dm = C
n
mMn|q+ms =
n!
m!(n−m)!
(q +ms+ n− 1)!
(n− 1)!(q +ms)! (4.62)
Here s = r − 1. In what follows we put q = 0. The values of dm, the corresponding kernel dimensions km,
dm = km + km+1 and alternated sums
∑n
m=1(−)n−mkm, defining the S-degree of determinant of the complex, are
listed in the table:
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m = 0 m = 1 m = 2 m = 3 m = 4 . . .
kn − kn−1 + . . .
d0 = Pn|0 = 1 d1 = nPn|s d2 = C
n
2 Pn|2s d3 = C
n
3 Pn|3s d4 = C
n
4 Pn|4s
k1 = d0 k2 = d1 − k1 k3 = d2 − k2 k4 = d3 − k3 k5 = d4 − k4
1 1
n = 1 1
1 0
1 2(s+ 1) 2s+ 1
n = 2 2s
1 2s+ 1 0
1
3(s+1)(s+2)
2
3(2s+1)(2s+2)
2
(3s+1)(3s+2)
2
n = 3 3s2
1 3s
2+9s+4
2
9s2+9s+2
2
0
1
4(s+1)(s+2)(s+3)
6
(2s+ 1)(2s + 2)(2s + 3)
4(3s+1)(3s+2)(3s+3)
6
(4s+1)(4s+2)(4s+3)
6
n = 4 4s3
1 2s
3+12s2+22s+9
3
22s3+60s2+44s+9
3
32s3+48s2+22s+3
3
0
We see, that kn+1 = 0, as required for exact complex. S-dimension of DET (dˆ) is shown in the last column, actually
it does not depend on q and coincides with the S-dimensions of symmetric discriminant
degSDn|r(S)
(4.18)
= degSRn|s{~∂S} = nsn−1 (4.63)
Explicit formulas for determinant of the complex in terms of dˆ-matrices were given in s.3.3.5. In each particular case
(of given n|r and/or S(x) of particular shape) one easily writes down concrete matrices and evaluate
Dn|r(S) = DET
(
dˆ = dS
)
(4.64)
4.4 Other representations
4.4.1 Iterated discriminant
For tensor T i1...ir+1 of the rank r + 1
Dn1×...×nr+1(T ) = irf
{
D
(t)
n|dn|r
(
Dn1×...×nr (T ...ktk)
)}
, (4.65)
in other words, Dn1×...×nr+1
(
T i1...ir+1
)
divides D
(t)
n|dn|r
(
Dn1×...×nr
(∑
j T
i1,...,irjtj
))
. In these formulas at the r.h.s.
we have symmetric functions S(t) of t-variables of degree dn|r, and D
(t)
n|dn|r
(S) = Rn|dn|r−1(
~∂tS).
Let us now give some examples of this hierarchy:
• Dn|0(T ) = T (4.66)
Put by definition
• Dn|1
(
T i
)
=
n∑
i,j=1
gijT
iT j, (4.67)
then
D
(t)
n|1
(
Dn|0
( n∑
i=1
T iti
))
= D
(t)
n|1
( n∑
i=1
T iti
)
=
n∑
i,j=1
gijT
iT j (4.68)
(in this case vanishing of discriminant is not the same as the system of equations {T i = 0}, at least for complex T i).
• Dn|2
(
T ij
)
= det
1≤i,j≤n
T ij, (4.69)
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and
D
(t)
n|2
(
Dn|1
( n∑
i=1
T iktk
))
= D
(t)
n|2
(
gijT
iktkT
jltl
)
= Dn|2
(
gijT
ikT jl
)
=
= det
k,l
(
gijT
ikT jl
)
det(TgT tr) = det g · (det T )2 (4.70)
Similarly one expects
• Dn|3
(
T ijk
)
∈ D(t)n|n
(
Dn|2
(∑
k
T ijktk
))
(4.71)
4.4.2 Discriminant through paths
For matrices we have the following “path-integral” representation
Dn|2
(
T ijktk
)
= detij
(
T ijktk
)
=
∑
paths
(
detpathT
)
tpath
=
∑
paths k(j)
∑
P
(−)P
n∏
j=1
(
TP (j)jk(j)tk(j)
)
=
∑
paths k(j)
(
detijT
ijk(j)
) n∏
j=1
tk(j)
Similarly for Dn|r with r > 2 one should have:
Dn|r
(
T i1...irktk
)
=
∑
paths
Dpathn|r (T )t
path (4.72)
4.4.3 Discriminants from diagrams
Diagrammatic description of discriminants is a big subject. As in the case of resultants, diagrams are well suited
for consideration of entire space of representations of structure groups, with vacuum diagrams describing invariants:
the singlet representations. Already the elementary examples are so numerous, that we devote to them a special
section 5.
Reflection of discriminantal property in diagrammatic terms remains an open issue, closely related to devising
appropriate integral (ordinary or functional) realizations. Sensitive to degeneracy of tensor T is, for example,
the quasiclassical limit of integral (1.7), irrespective of the choice of the totally antisymmetric weight function
h(t1, . . . , tn). Equations of motion, with quasiclassical parameter ~ introduced,
x¯ik(t) =
1
~
∂T
∂xki(t)
,
xki(t) = ǫij1...jn−1
∫
h(t, t1, . . . , tn−1)x¯
j1
k (t1) . . . x¯
jn−1
k (tn−1)dt1 . . . dtn−1,
(4.73)
acquire non-trivial solution, when Dn|r(T ) = 0. If Xki is non-trivial root of
∂T
∂xki
(X) = 0 (its existence is exactly the
condition that D(T ) = 0), then solution to (4.73) can be built as a series in non-negative powers of ~: for xki(t) = Xki + ~χki(t) +O(~
2),
x¯ik(t) = χ¯
i
k(t) +O(~)
we have:
χ¯ik(t) =
∂2T (X)
∂xki∂xlj
χlj(t)
while χlj is defined from the system (non-linear, if n > 2)
χlj(t) =
(
ǫij1...jn−1
∂2T (X)
∂xlj1∂xm1i1
. . .
∂2T (X)
∂xljn−1∂xmn−1in−1
)∫
h(t, t1, . . . , tn−1)χm1i1(t1) . . . χmn−1in−1(tn−1)dt1 . . . dtn−1
It is nautral to assume therefore that the quasiclassical (i.e. ~ → 0 or simply the large-T ) asymptotics of Z(T )
depends on D(T ) alone, and this will be indeed the case in the simplest examples in s.5.5 below.
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Figure 16: A. Generic solution xi to the equation (5.2), labeled by arbitrary tensor C, see (5.3). Actually, many different choices of
C produce the same xi, because diagram B vanishes identically.
5 Examples of resultants and discriminants
We are going to discuss spaces M of tensors of various types and associated tensor algebras. Various associated
homogeneous equations will be considered and spaces X of their solutions. The difference between the numbers
Nvar of independent variables and Neq of algebraically independent equations defines the difference
dimX − dim D = Nsol −N con = Nvar −Neq
between dimensions of the space X of solutions and the space D of discriminantal constraints imposed on the
coefficients of original tensors. All dimensions can be also counted modulo projective transformations, in order to
enumerate projectively-inequivalent quantities. Of special interest for us will be situations when either dimD = 1
or dimX = 1. When discriminantal space in M has non-unit codimension or when the space of solutions is multi-
dimensional they are described in terms of non-trivial resolvents. Both discriminantal and solution spaces are
invariant spaces w.r.t. the action of the structure group, can be effectively described with the help of diagrams and
can be associated with linear entities at sufficiently high level of the tensor algebra.
5.1 The case of rank r = 1 (vectors)
• Rank-one tensor
T (~x) =
n∑
i=1
T ixi = ~T~x. (5.1)
Moduli space (the set of projectively non-equivalent tensors of rank one) Mn = Pn−1 has dimension n− 1.
• Associated solution space Xn consists of projectively-non-equivalent solutions xi to the equation
T (~x) = 0 (5.2)
and has dimension dim Xn = Nsoln = n− 2 (n homogeneous coordinates minus one rescaling minus one equation =
n− 2). Negative dimension in the case of n = 1 means that there are no solutions unless the coefficients of T satisfy
N con = 1 discriminantal constraint: D1(T ) = 0 with D1(T ) = T 1.
• The space Xn of solutions to (5.2) can be represented as Grassmann manifold Gn−1,n−2 of codimension-1
hyperplanes Pn−2 in Pn−1 and possesses description in Plukker coordinates.
• Solutions to (5.2) form vector representation of the structure group SL(n). Diagrammatically (Fig.16) it can
be obtained from contraction of the ǫ-tensor with n legs with the single-leg T and some antisymmetric tensor C(1)
of valence (rank) n− 2:
xi = ǫijk1...kn−2T
jC
k1...kn−2
(1) (5.3)
However, different C(1) can define the same solution x. Equivalent are two C(1), differing by δC
k1...kn−2
(1) =∑n−2
l=1 (−)lT klCk1...kˇl...kn−2(2) with antisymmetric tensor C(2) of rank n−3. In turn, C(2) are equivalent modulo antisym-
metric tensors of rank n−4 and so on. Since there are Cnm = n!/m!(n−m)! antisymmetric tensors of rank m, we get
for dimension of solution spaceNsoln = −1+Cnn−2−Cnn−3+Cnn−4−. . .+(−)nCn0 = −1+(1−1)n−1+Cnn−1 = n−2+δn,0.
This is the simplest example of resolvent construction, describing solutions of algebraic equations.
• The set of projectively non-equivalent solutions is discrete, Nsoln = 0, for n = 2. In this case the resolvent is
trivial and
xi = ǫijT
j (5.4)
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This formula can be considered as a diagrammatic solution (X1, X2) ∼ (T 2,−T 1) to the equation T 1X1 + T 2X2 =
0. In projective coordinate x = X1/X2, solution to T
1x + T 2 = 0 is a fraction x = −T 2/T 1, and transition
to homogeneous coordinates makes it polynomial. This property becomes very convenient in general situation.
Immediate generalizations of eq.(5.4) are expression for inverse matrix and Craemer rule in linear algebra, Vieta
formulas in the theory of polynomials, further generalizations do not have commonly accepted names yet.
5.2 The case of rank r = 2 (matrices)
• Covariant tensor of rank 2 is associated with bilinear form:
T (~x, ~y) =
n∑
i=1
m∑
j=1
T ijxiyj ∈ V ∗n ⊗ V ∗m (5.5)
and the structure group SL(2)× SL(2) In the square case, m = n it has two quadratic reductions with the smaller
structure group SL(2):
symmetric : S(~x) =
n∑
i,j=1
Sijxixj (5.6)
and
antisymmetric : A(~x) =
∑
1≤i<j≤n
Aij
(
xi ⊗ xj − xj ⊗ xi
)
(5.7)
• With T ij one can associate the equations
T ijyj =
m∑
j=1
T ijyj = 0, (5.8)
T ijxi =
n∑
i=1
T ijxi = 0 (5.9)
These are n+m equations on n+m homogeneous variables x and y, and there is a single relation between all these
equations,
T (~x, ~y) = T ijxiyj = 0 (5.10)
This gives for the number of projectively non-equivalent solutions Nsol = −2 + (n+m)− (n+m) + 1 = −1, what
means that there is at least one discriminantal constraint on T ij for non-trivial solution (i.e. with both x 6= 0 and
y 6= 0) to exist. For square matrix with n = m this is indeed a single constraint:
Dn×n(T ) = det
n×n
T =
1
n!
ǫi1...inǫj1...jnT
i1j1 . . . T injn = 0 (5.11)
– determinant is particular case of discriminant. However, the story is more complicated for m > n: the
first system (5.8) has Nn×m = m − n − 1 linearly independent solutions for arbitrary T , and for (5.9) to have
non-vanishing solutions m− n+ 1 discriminantal constraints should be imposed on the coefficients of matrix T ij.
• Eq.(5.8) is especially interesting in the case m = n + 1: then it is nothing but a non-homogeneous system
of n linear equations, written in homogeneous coordinates. From linear algebra we know that such system has a
single solution, given by Craemer rule. Diagrammatically (Fig.17) we can immediately write it down, as direct
generalization of eq.(5.4):
Yj = εjj1...jnǫi1...inT
i1j1 . . . T injn , i = 1, . . . ,m = n+ 1 (5.12)
As usual, in homogeneous coordinates solution is polynomial. It can be brought to conventional form in a chart: for
yj = Yj/Yn+1 we have:
Yj = (n+ 1)!εjj1...jn−1,n+1ǫi1...inT
i1j1 . . . T in−1jn−1T in,n+1 =
=
(
ǫjj1...jn−1ǫii1...in−1T
i1j1 . . . T in−1jn−1
)
T i,n+1(−)n (n+ 1)!
Yn+1
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Figure 17: Pictorial representation of the Craemer rule (5.12). The number of rectangular n× (n+ 1) tensors T in the picture is n.
(indices in ǫ run from 1 to n, while they run from 1 to n+ 1 in ε) and
Yn+1 = (−)n(n+ 1)!ǫj1...jnǫi1...inT i1j1 . . . T injn = (−)nn det
n×n
T.
In particular, we read from this diagrammatic representation the standard expression for inverse of the square matrix
T ij with 1 ≤ i, j ≤ n:
(T−1)ji =
ǫjj1...jn−1ǫii1...in−1T
i1j1 . . . T in−1jn−1
detT
≡ TˇjidetT−1, (5.13)
thus this formula is direct generalization of eq.(5.4), and it is further generalized to Vieta formulas, as already
explained in s.3.4.4. In what follows we often mark various minors by check-sign, in particular check over T signals
that expression is non-linear in T .
• If m > n the over-defined system (5.9) is resolvable iff all the principal minors
Tˇ [j1 . . . jn] = ǫi1...inT
i1j1 . . . T injn (5.14)
for all the ρn+1(m + 1) n-ples 1 ≤ j1 < . . . < jn ≤ m vanish simultaneously. ρn+1(m + 1) is the number of
representations of m + 1 as a sum of n + 1 positive integers j1, j2 − j1, . . . ,m+ 1 − jn and Tˇ [j1 . . . jn] can be also
labeled by Young diagrams. Minors (5.14) are not algebraically independent: they are constrained by T Tˇ relations
m∑
j=1
T ij Tˇ [jj1 . . . jn−1] = 0, ∀i = 1, . . . , n; j1, . . . , jn−1 = 1, . . . ,m. (5.15)
and their various corollaries. Among those especially interesting are quadratic (in T˜ ) Plukker relations
Tˇ [ij . . .]Tˇ [kl . . .]− Tˇ [ik . . .]Tˇ [jl . . .] + Tˇ [il . . .]Tˇ [jk . . .] = 0 ∀i, j, k, l. (5.16)
These constraints in turn are not independent and satisfy relations between relations and so on – again entire
resolvent emerges.
• If in the square-matrix (m = n) case the discriminantal constraint detT = 0 is satisfied, solution for the system
(5.8) is given by Fig.18:
yj = ǫjj1...jn−1ǫii1...in−1T
i1j1 . . . T in−1jn−1Ci = TˇjiC
i, ∀Ci, (5.17)
but two vectors Ci provide the same solution yj whenever they differ by
δCi = T ikC
(2)
k (5.18)
Resolvent is short in this case.
• If n = 2, symmetric tensors of all ranks are projectivizations of polynomials of a single variable, see s.5.4 below
for more details. In particular, when rank is two and tensor is a matrix, S(~x) =
∑2
i,j=1 S
ijXiXj = 0 is equivalent
to the ordinary quadratic equation, S11x2 + 2S12x + S22 = 0 for x = X1/X2 with two roots, X
±
1 = −S12 ±
√
D,
X±2 = S
11 and discriminant D2|2(S) = (S
12)2 − S11S22. Discriminant D2|2(S) = 0 (tensor S is degenerate) when
the two roots coincide. Everywhere in the moduli space M2|2 the Vieta formula holds, see (5.50) in s.3.4.4:(
S11 S12
S12 S22
)
=
(
S22 −S12
−S12 S11
)
∼= 1
2
{(
X+1
X+2
)
⊗
(
X−1 X
−
2 ) +
(
X−1
X−2
)
⊗
(
X+1 X
+
2 )
}
=
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Figure 18: A. Pictorial representation of solution (5.17) to the linear system T (~x) = 0 with the square matrix T . Such solution exists
when det T = 0, as shown in B. The numbers of T -tensors in pictures A and B are n− 1 and n respectively.
Figure 19: Pictorial representation of the Pfaffian of a rank-two contravariant tensor A, Pfaffian vanishes for symmetric A.
=
(
X+1 X
−
1
1
2 (X
+
1 X
−
2 +X
−
1 X
+
2 )
1
2 (X
+
1 X
−
2 +X
−
1 X
+
2 ) X
+
2 X
−
2
)
or simply S22/S11 = x+x−, −S12/S22 = 12 (x+ + x−).• For antisymmetric square matrix discriminant (determinant) is reduced to Pfaffian:
det
n×n
A =
{
0 for odd n
Pfaff2(A) for even n = 2k
(5.19)
where (Fig.19)
Pfaff(A) = ǫi1...i2kA
i1i2 . . . Ai2k−1i2k (5.20)
• The simplest example n|r = 2|2 can be used to illustrate investigation of tensor algebra T (T ) with the help
of operators. In this case the relevant operator is Tˆ = T ji = ǫikT
kj , and connected diagrams are exhausted by
two sequences: the closed (vacuum) loops Tr Tˆm without external legs and the trees (actually, lines) Tˆm with two
external legs. There are at most 4 algebraically independent quantities: the simplest option is to take for them just
4 components of Tˆ . However, this choice does not explain how the diagrams are interrelated.
One kind of relations between diagrams is given by the identity log det = Tr log:
det(Iˆ − Tˆ ) = exp
(
−
∞∑
k=1
1
k
Tr Tˆ k
)
(5.21)
Since the l.h.s. is equal to
det(Iˆ − Tˆ ) = 1− Tr T + detT
eq.(5.21) expresses detT = 12
(
(Tr T )2 − Tr T 2
)
and all Tr Tm with m ≥ 3 through two independent Tr Tˆ =
T 11 − T 22 = T21 − T12 and Tr Tˆ 2 = (T 11 )2 + 2T 12 T 21 + (T 22 )2 = T 221 + T 212 − 2T11T22. These are the two generators of
the ring of the SL(2)⊗ SL(2) invariants, associated with this model.
64
Figure 20: Pictorial representation of the Cayley hyperdeterminant (5.24). Three different sorts of lines are explicitly shown.
Tˆm provide non-singlet spin-one-half representation of the structure group. In generic position they can be
parameterized by two eigenvalues and two coefficients in the diagonalizing matrix U . This parametrization becomes
singular when detS = 0.
• In the case of matrices (r = 2) the integral (1.7) is Gaussian in x-variables (but not in x¯ if n > 2), and they
can be explicitly integrated out. This converts Zr=2(T ) into
Zr=2(T ) ∼
(
det T
)∓#(t) ∫
Dx¯i(t)Dy¯i(t) exp
{∫
x¯i(t)T−1ij y¯
j(t)dt+
+
∫
t1<...<tn
ǫi1...in
(
x¯i1(t1) . . . x¯
in(tn) + y¯
i1(t1) . . . y¯
in(tn)
)
dt1 . . . dtn
}
(5.22)
Here x¯i(t) = x¯i1(t), y¯
i(t) = x¯i2(t); #(t) is the number of points in the t-lattice and ∓ correponds to the choice
between bosonic (-) and fermionic (+) integrations. For n = 2 integrals over x¯ and y¯ are also Gaussian and can be
performed explicitly, see the end of s.5.4.2 below.
5.3 The 2× 2× 2 case (Cayley hyperdeterminant [4])
This example is the only well-known chapter of non-linear algebra, open already in XIX century and slowly reap-
pearing in physical literature of the XXI century [14]. However, as all examples with n = 2 it reduces to ordinary
resultants.
• The poly-linear 2× 2× 2 tensor
T (~x, ~y, ~z) =
2∑
i,j,k=1
T ijkxiyjzk (5.23)
has dimM2×2×2 = 23 − 1 = 7 projectively-non-equivalent parameters. Its symmetric reduction S(~x) = T (~x, ~x, ~x)
has dimM2|3 = 4− 1 = 3 parameters.
• Discriminant of the polylinear tensor (Cayley hyperdeterminant [4]) is given by (Fig.20)
D2×2×2(T ) = T ijmT i′j′nT klm′T k′l′n′ǫii′ǫjj′ǫkk′ǫll′ǫmm′ǫnn′ ≡ T ijmT ··nij T kl··mTkln = (5.24)
=
(
T 111T 222 + T 112T 221 − T 121T 212 − T 122T 211
)2
− 4
(
T 111T 221 − T 121T 211
)(
T 112T 222 − T 122T 212
)
• The three diagrams in Fig.21, differing by permutation of the lines sorts are actually equal:
T ijmT ··nij T
kl
··mTkln = T
imjT ·n·i·j T
k·l
·m·Tknl = T
mijT n···ij T
·kl
m··Tnkl
(indices are raised with the help of ǫ-tensor ui...... ≡ ǫii
′
u...i′...). The explanation of this non-evident equality (not seen
at the level of diagrams) is that the action of the structure group SL(2)×3 × σ3 converts one diagram into another,
while discriminant remains intact.
• Fig.22 shows some other closed (without external legs) diagrams: one of the two order-two diagrams, Fig.22.A
TijkT
ijk = 0 (5.25)
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Figure 21: Equivalence of different representations of Cayley hyperdeterminant.
Figure 22: Examples of vacuum (without external lines) diagrams from T (T ) for a 2 × 2 × 2 tensor T . A and C vanish identically,
while B can be non-vanishing.
is identically zero, while Fig.22.B
T iijT
kj
k , (5.26)
with the structure group reduced from SL(2)×3 to a single SL(2), can be non-vanishing. Also vanishing is the
tetrahedron diagram in order four (Fig.22.C): it is obviously zero for diagonal tensors, but actually it vanishes for
arbitrary T ijk. Higher order diagrams are expressed through (5.24) and tadpole (5.26).
• Symmetric reduction in the 2 × 2 × 2 case does not affect discriminant: symmetric discriminant is given by
the same expression (5.24), only the three diagrams in Fig.21 are now equivalent already at the level of pictures,
not only expressions. Symmetric discriminant in this case is nothing but the ordinary discriminant (well known as
27p3 + 4q2) of the cubic polynomial S3(t) = S
111t3 + 3S112t2 + 3S122t+ S222 = s3t
3 + s2t
2 + s1t+ s0:
D2|3(S) = Disct
(
s3t
3 + s2t
2 + s1t+ s0
)
= s−13 Rest
(
S3(t), S
′
3(t)
)
=
1
s3
∣∣∣∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣∣∣
s3 s2 s1 s0 0
0 s3 s2 s1 s0
3s3 2s2 s1 0 0
0 3s3 2s2 s1 0
0 0 3s3 2s2 s1
∣∣∣∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣∣∣
=
= 4s31s3 + 27s
2
0s
2
3 + 4s0s
3
2 − s21s22 − 18s0s1s2s3 =
= 27
(
4S111(S122)3 + (S111)2(S222)2 + 4S222(S112)3 − 3(S112)2(S122)2 − 6S111S112S122S222
)
=
= 27
((
S111S222 − S112S122
)2
−
(
S111S122 − (S112)2
)(
S112S222 − (S122)2
))
(5.27)
One easily see that this is nothing but symmetrization of the Cayley hyperdeterminant (5.24). This is not a too big
surprise: as we already saw, for low values of n and r many quantities coincide, even if generically they belong to
different families.
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Figure 23: A diagram with two external legs from the same T (T ). In case of totally symmetric T this particular diagram plays role
in description of discriminantal spaces, see eq.(5.64) and s.3.4.5.
• The simplest diagram with two external legs, Fig.23, a direct generalization of eq.(5.4), provides a bi-covector
X ij = T imnT
jmn (5.28)
After symmetric reduction the three conditions X ij(S) = 0 define a codimension-two subspace in M2|3, where all
the three roots of associated cubic polynomial S3(t) coincide (while discriminant (5.24) vanishes when any two of
these roots coincide, and this happens in codimension one in M2|3).
• For n|r = 2|3 we have N = n(r − 2) = 2, and
Dn|r(S)
(4.22)
= irf
(
RN |N−1
(
∂I(det ∂
2S)
))
(4.18)
= irf
(
Rn|r−1(∂iS)
)
(5.29)
implies
D2|3(S) = R2|1
(
~∂(det ∂2S)
)
= R2|2(~∂S) (5.30)
As usual for low n and r, the resultants at the r.h.s. appear irreducible and no irf operation is needed.
• The arguments of the resultant R2|1 in (5.30) are two linear functions: x = z1 and y = z2 derivatives of
determinant S[z] ≡ det ∂2S = S11[z]S22[z] − S12[z]2, Sij [z] = Sijkzk. The resultant of two linear functions is in
turn a determinant of the n× n = 2× 2 matrix:
R2|1
(
~∂(det ∂2S)
)
= R2|1
(
∂1S, ∂2S
)
=
∣∣∣∣∣∣∣∣ ∂211S ∂212S∂212S ∂222S
∣∣∣∣∣∣∣∣ ∼ ∣∣∣∣∣∣∣∣ 2(S111S122 − S112S112) S111S222 − S112S122S111S222 − S112S122 2(S112S222 − S122S122)
∣∣∣∣∣∣∣∣ =
= 4
(
S111S122 − (S112)2
)(
S112S222 − (S122)2
)
−
(
S111S222 − S112S122
)2
(5.31)
• Resultant R2|2 measures degeneracy of a pair of quadratic equations,{
A(x, y) = a11x
2 + 2a12xy + a22y
2 = 0
B(x, y) = b11x
2 + 2b12xy + b22y
2 = 0
(5.32)
This system has non-vanishing solution iff one of the roots of the first equation coincides with one of the roots of
the second:
−a12 ±
√
a212 − a11a22
a11
=
−b12 ±
√
b212 − b11b22
b11
(5.33)
This equation can be converted into polynomial form by double squaring, then it becomes an equation of degree 4
in a and b which is exactly the condition R2|2{A,B} = 0 with
R2|2{A,B} =
∣∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣
a11 2a12 a22 0
0 a11 2a12 a22
b11 2b12 b22 0
0 b11 2b12 b22
∣∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣ =
(
a11b22 − a22b11
)2
+ 4
(
a11b12 − a12b11
)(
a22b12 − a12b22
)
(5.34)
In the case of (5.30) the system (5.32) is gradient: with z1 = x, z2 = y and
S(z) = S111x3 + 3S112x2y + 3S122xy2 + S222y3
we have:
A(x, y) = ∂xS(z) = 3
(
S111x2 + 2S112xy + S122y2
)
B(x, y) = ∂yS(z) = 3
(
S112x2 + 2S122xy + S222y2
)
67
and
R(~∂S) =
(
S111S222 − S122S112
)2
− 4
(
S111S122 − (S112)2
)(
S112S222 − (S122)2
)
(5.35)
Then (5.34) obviously coincides (up to an overall sign and other inessential numerical factors) with (5.31) and with
(5.27), which is the symmetrization of (5.24), so that (5.30) is indeed true.
• Operator approach in the case of n|r = 2|3 works as follows. Introduce
Aˆ =
(
S111 S
12
1 S
21
1 S
22
1
S112 S
12
2 S
21
2 S
22
2
)
=
(
s2 s1 s1 s0
−s3 −s2 −s2 −s1
)
(5.36)
Bˆ =

S111 S
2
11
S112 S
2
12
S121 S
2
21
S122 S
2
22
 =

s1 s0
−s2 −s1
−s2 −s1
s3 s2
 (5.37)
Indices here are raised with the help of ǫ-tensor. From rectangular Aˆ and Bˆ one can build two basic square matrices
(operators):
Cˆ = AˆBˆ =
(
C11 C
1
2
C21 C
2
2
)
=
(
s3s0 − s1s2 2(s0s2 − s21)
2(s22 − s1s3) s1s2 − s0s3
)
(5.38)
Eˆ = BˆAˆ =

s1s2 − s0s3 s21 − s0s2 s21 − s0s2 0
s1s3 − s22 0 0 s21 − s0s2
s1s3 − s22 0 0 s21 − s0s2
0 s1s3 − s22 s1s3 − s22 s0s3 − s1s2
 (5.39)
D2|3 = TrCˆ
2 (5.40)
5.4 Symmetric hypercubic tensors 2×r and polynomials of a single variable
5.4.1 Generalities
• For n = 2 symmetric hypercubic tensors are projectivizations of ordinary polynomials of a single variable.
With a tensor of the type 2|r (i.e. symmetric 2×r), ∑2i1,...,ir=1 Si1...irxi1 . . . xir , we associate a polynomial of degree
r:
Sr(ξ) = S
11...11ξr + rS11...12ξr−1 +
r(r − 1)
2
S11...22ξr−2 + . . .+ rS12...22ξ
+ S22...22 = srξ
r + sr−1ξ
r−1 + . . .+ s0 = sr
r∏
k=1
(ξ − ξk) (5.41)
where ξ = x1/x2. In this case discriminant reduces to the ordinary discriminant from the elementary algebra [21]
(S˙ denotes the ξ-derivative),
D2×r(S) = D2|r(S) = Discξ
(
Sr(ξ)
)
= s2r
∏
k<l(ξk − ξl)2 = s−1r Resξ
(
S(ξ), S˙(ξ)
)
= 1sr det

sr sr−1 sr−2 . . . s1 s0 0 . . . 0
0 sr sr−1 . . . s2 s1 s0 . . . 0
. . . 0
. . .
0 0 0 . . . sr sr−1 sr−2 . . . s0
rsr (r − 1)sr−1 (r − 2)sr−2 . . . s1 0 0 . . . 0
0 rsr (r − 1)sr−1 . . . 2s2 s1 0 . . . 0
. . .
0 0 0 . . . 0 rsr (r − 1)sr−1 . . . s1

(5.42)
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This is a (2r − 1)× (2r − 1) matrix and discriminant D2|r(S) has degree 2r − 2 in coefficients of S
degSD2|r(S) = 2r − 2 (5.43)
(while degree of discriminant of generic – without special symmetry – tensor, D2×r (T ), grows much faster with r,
see (4.12): while degTD2×2(T ) = 2 degTD2×2×2(T ) = 4, already degTD2×2×2×2(T ) = 24 > 6 and the difference
grows fast with the further increase of r).
• In accordance with (4.18) discriminant D2|r(S) of a polynomial Sr(ξ) of degree r coincides with the resultant
R2|r−1(S1, S2) of a pair of polynomials of degree r − 1, made from symmetric tensors (Si)k1...kr−1 = ǫijSjk1...kr−1 =
1
r!ǫij
∂S(x)
∂xj
with i = 1 and i = 2. This is important property of homogeneous polynomials: every such polynomial
gives rise to two ordinary ones, obtained by differentiation over x1 and x2 respectively.
• In application to polynomials the general relation (4.20) can be made substantially stronger [25]. Given a
homogeneous polynomial of n = 2 variables x1 = x and x2 = y, the skew product of its two derivatives S
1 = ∂xS
and S2 = ∂yS is always divisible by ǫ
ijxix˜j and
ǫijS
i(x)Sj(x˜)
ǫijxix˜j
= BIJ (x)
I
r−2(x˜)
J
r−2 (5.44)
where this time BIJ is a symmetric (r − 1)× (r − 1) matrix (Nr−2|2 = r − 1), so that the analogue of (4.20) is now
D2|r(S) ∼ Dr−1|2
(
B(S)
)
∼ det
(r−1)×(r−1)
BIJ (5.45)
Such formula can be also obtained from (2.21), which can be used to represent discriminant of a homogeneous
polynomial S(x, y) as a resultant of two polynomials S1 = ∂xS and S
2 = ∂yS and provides the answer in the form of
determinant of an 2(r−1)×2(r−1) matrix. This matrix can be decomposed into 2×2 minors, and this decomposition
can be rewritten as determinant of a (r − 1)× (r − 1) matrix B(S). If corank(B) > 1, the corresponding S belongs
to a higher discriminant variety: some corank(B) + 1 roots of S merge [25].
For example, if n = 2, ~x = (x, y) and r = 4, then
S(~x) = ax4 + bx3y + cx2y2 + dxy3 + ey4
= S1111x4 + 4S1112x3y + 6S1122x2y2 + 4S1222xy3 + S2222y4, (5.46)
and
S1(~x) = 14∂xS(~x) = S
1111x3 + 3S1112x2y + 3S1122xy2 + S1222y3
S2(~x) = 14∂yS(~x) = S
1112x3 + 3S1122x2y + 3S1222xy2 + S2222y3
In these terms we have
S1(~x1)S
2(~x2)− S2(~x1)S1(~x2)
x1y2 − x2y1
= 3
x31x
2
2y2−x
2
1y1x
3
2
x1y2−x2y1
(
S1111S1122 − (S1112)2
)
+ 3
x31x2y
2
2−x1y
2
1x
3
2
x1y2−x2y1
(
S1111S1222 − S1112S1122
)
+
x31y
3
2−y
3
1x
3
2
x1y2−x2y1
(
S1111S2222 − S1112S1222
)
+ 9
x21y1x2y
2
2−x1y
2
1x
2
2y2
x1y2−x2y1
(
S1112S1222 − (S1122)2
)
+ 3
x21y1y
3
2−y
3
1x
2
2y2
x1y2−x2y1
(
S1112S2222 − S1122S1222
)
+3
x1y
2
1y
3
2−y
3
1x2y
2
2
x1y2−x2y1
(
S1122S2222 − (S1222)2
)
= 116
(
x21x
2
2M12 +
(
x21(x2y2) + (x1y1)x
2
2
)
M13
+
(
x21y
2
2 + (x1y1)(x2y2) + y
2
1x
2
2
)
M14 + (x1y1)(x2y2)M23
+
(
(x1y1)y
2
2 + y
2
1(x2y2)
)
M24 + y
2
1y
2
2M34
)
= (5.47)
=
1
16
(
x21 x1y1 y
2
1
) M12 M13 M14M13 M23 +M14 M24
M14 M24 M34
 x22x2y2
y22
 (5.48)
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The 3× 3 matrix here is exactly B(S), and it is made from Mij , 1 ≤ i < j ≤ 4,
M12 = 16 · 3
(
S1111S1122 − (S1112)2
)
= 16 · 3
(
ac
6 − b
2
16
)
= 8ac− 3b2
M13 = 16 · 3
(
S1111S1222 − S1112S1122
)
= 16 · 3 (ad4 − bc24) = 12ad− 2bc
M14 = 16 ·
(
S1111S2222 − S1112S1222
)
= 16 · (ae− bd16) = 16ae− bd
M23 = 16 · 9
(
S1112S1222 − (S1122)2
)
= 16 · 9
(
bd
16 − c
2
36
)
= 9bd− 4c2
M24 = 16 · 3
(
S1112S2222 − S1122S1222
)
= 16 · 3 ( be4 − cd24) = 12be− 2cd
M34 = 16 · 3
(
S1122S2222 − (S1222)2
)
= 16 · 3
(
ce
6 − d
2
16
)
= 8ce− 3d2
which are minors of rectangular 2× 4 matrix(
∂xS
∂yS
)
=
(
4a 3b 2c d
b 2c 3d 4e
)
Three shifted copies of this rectangular matrix form the 6× 6 matrix (2.21) for
D2|4(S) = Res(∂xS, ∂yS) = ǫ
ijklmnMijM˜kl
˜˜Mmn
= ǫijklmnMijMk−1,l−1Mm−2,n−2 =M12
(
M˜34
˜˜M56 − M˜35 ˜˜M46 + M˜45 ˜˜M36
)
−M13
(
M˜24
˜˜M56 − M˜25 ˜˜M46
)
+M14
(
M˜23
˜˜M56 − M˜25 ˜˜M36
)
=M12M23M34 −M12M224 +M12M34M14
−M213M34 +M13M14M24 +M14M12M34 −M314 (5.49)
In the second line we used the fact that M·5 = M·6 = M˜1· = M˜·6 =
˜˜M1· =
˜˜M2· = 0. This result differs from
det3×3B, expressed through M , by a Plucker identity M12M34 −M13M24 +M14M23 ≡ 0 identically satisfied by
minors of any 2 × 4 matrix. When all minors Mij = 0, i.e. corank(B) = 3, all the four roots of S(x, y) coincide,
λ1 = λ2 = λ3 = λ4. When corank(B) = 2, i.e. all the six different 2× 2 minors of B vanish, then either some three
roots of S coincide (say, λ1 = λ2 = λ3) or the four roots coincide pairwise (say, λ1 = λ2 and λ3 = λ4).
• According to (5.42), equation D2|r(S) = 0 defines the condition for merging of a pair out of r roots. The
so defined discriminantal space has codimension one in r-dimensional space M2|r. There are also discriminantal
spaces of higher codimension, consisting of polynomials with bigger sets of coincident roots. We label these spaces
by D2|r[k1, k2, . . .], implying that some k1 roots coincide, then some other k2 roots coincide, but differ from the
first group and so on, so that codim D2|r[k1, k2, . . .] = (k1 − 1) + (k2 − 1) + . . .. Obviously k1 + k2 + . . . = r. We
add an agreement that k1 ≥ k2 ≥ . . .. According to this definition, the entire M2|r = D2|r[1, 1, . . .], the ordinary
discriminant vanishes on D2|r[2, 1, 1, . . .] of codimension 1 and so on.
• At the same time entire tensor algebra (diagram) routine is applicable to the particular case of 2|r tensors.
The structure group is SL(2), all diagrams are representations of this algebra: singlet if diagram has no external
legs and a combination of spins from zero to 12k if the number of legs is k. A common zero of all elements of any
representation forms invariant subspace in M2|r, in particular, invariant subspaces arise if a diagram is requested
to vanish. Discriminantal spaces are examples of invariant spaces, and there is an obvious question of what is the
correspondence between diagrams and representations on one side and discriminantal spaces on the other. Since the
moduli spaceM has finite dimension, there are only a few algebraically independent diagrams and another question
is to describe algebraic (Plucker-like) relations among them and to define a generating basis in the space of diagrams.
A simplest example of this kind of questions is to find the generators of the ring of invariants, consisting of diagrams
without external legs. This ring contains the discriminant D2|r and one can also wonder how it is constructed from
the generators and what kind of diagrammatic representations are available for it.
• A simple example of a general relation between diagrams and roots is provided by the well known Vieta formula,
SJ1...Jr ≡ ǫJ1K1 . . . ǫJrKrSK1...Kr ∼=
1
r!
∑
P∈σr
r∏
k=1
X
P (k)
Jk
(5.50)
which is shown in Fig. 10 and becomes an obvious and direct generalization of eqs.(3.84)-(3.86) for inverse matrices,
see s.3.4.4. In (5.50) Xk are the roots tk of the polynomial S(t), written in homogeneous coordinates, and the sign∼= denotes projective equivalence, since normalizations of projective solutions Xk is not specified.
• Transformation of discriminant D2|r under non-linear change of variables
F :
(
x
y
)
−→
(
f(x, y)
g(x, y)
)
70
is more involved than a similar transformation of a resultant, described by (3.3) in s.3.1.4. If S(x, y) =
∏r
i=1(x−ξiy)
is a homogeneous polynomial of degree r with r roots ξ1, . . . , ξr, then the transformation F with homogeneous f(x, y)
and g(x, y) of degrees p converts it into a homogeneous polynomial S ◦ F (x, y) = S(f(x, y), g(x, y)) of degree rp.
The following decomposition formula holds for discriminant of this new polynomial:
D2|rp (S ◦ F ) =
(
D2|r(S)
)p(
R2|p (F )
)r(r−1)
C2|r|p (S, F ) (5.51)
and the last factor is an reducible polynomial in coefficients of S and F of degrees 2(p−1) and 2r(p−1) respectively.
If expressed through the roots of S it can be decomposed into a product of r resultants:
C2|r|p (S, F ) =
p∏
i=1
D2|p
(
f(x, y)− ξi g(x, y)
)
(5.52)
For example, if r = 2 and p = 1, i.e. S(x, y) = ax2 + bxy + cy2 and F =
(
αx+ βy
γx+ δy
)
, then the C-factor equals
unity, since it is discriminant of a linear function, and
D2|2
(
a(αx+ βy)2 + b(αx+ βy)(γx+ δy) + c(γx+ δy)2
)
=
(
2aαβ + b(αδ + βγ) + 2cγδ
)2
− 4
(
aα2 + bαγ + cγ2
)(
aβ2 + bβδ + cδ2
)
= (b2 − 4ac)(αδ − βγ)2 = D2|2(ax2 + bxy + cy2)R2|1
(
αx+ βy
γx+ δy
)2
A slightly more interesting is example with r = 2 and s = 2:
D2|4
(
a(α1x
2 + β1xy + γ1y
2)2
+b(α1x
2 + β1xy + γ1y
2)(α2x
2 + β2xy + γ2y
2) + c(α2x
2 + β2xy + γ2y
2)2
)
= (b2 − 4ac)2
(
(α1γ2 − γ1α2)2 + (α1β2 − β1α2)(γ1β2 − β1γ2)
)2
·
{
a2(4α1γ1 − β21)2 + b2(4α1γ1 − β21)(4α2γ2 − β22) + c2(4α2γ2 − β22)2
+2ab
(
8(α21γ1γ2 + α1α2γ
2
1)− 4α1β1γ1β2 − 2(β21γ1α2 + α1β21γ2) + β31β2
)
+2ac
(
8(α21γ
2
2 − α1β1β2γ2 − γ1β1β2α2 + γ21α22) + 4β21α2γ2 + 4α1γ1β22 + β21β22
)
+2bc
(
8(α1α2γ
2
2 + γ1γ2α
2
2)− 4β1α2β2γ2 − 2(α1β22γ2 + γ2β22γ1) + β1β32
)}
=
(
D2|2(ax
2 + bxy + cy2)
)2
R2|2
(
α1x
2 + β1xy + γ1y
2
α2x
2 + β2xy + γ2y
2
)2
C2|2|2 (5.53)
On the other hand, if we express the polynomial S(x, y) = ax2 + bxy + cy2 = a(x − yξ+)(x − yξi) through roots,
then the same formula converts into
D2|4
(
a
[
(α1x
2 + β1xy + γ1y
2)− (α2x2 + β2xy + γ2y2)ξ+
]
[
(α1x
2 + β1xy + γ1y
2)− (α2x2 + β2xy + γ2y2)ξi
])
=
{
a4(ξ+ − ξ−)4
}(
(α1γ2 − γ1α2)2 + (α1β2 − β1α2)(γ1β2 − β1γ2)
)2
· a
(
ξ2+(β
2
2 − 4α2γ2) + 2ξ+(2α1γ2 + 2γ1α2 − β1β2) + (β21 − 4α1γ1)
)
· a
(
ξ2−(β
2
2 − 4α2γ2) + 2ξ−(2α1γ2 + 2γ1α2 − β1β2) + (β21 − 4α1γ1)
)
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We see that the factor C2|2|2, represented by a polynomial in curved brackets in (5.53), is now decomposed into a
product of two expressions in the last two lines, which are equal to
D2|2
(
(α1x
2 + β1xy + γ1y
2)− (α2x2 + β2xy + γ2y2)ξ
)
= a
(
ξ2(β22 − 4α2γ2) + 2ξ(2α1γ2 + 2γ1α2 − β1β2) + (β21 − 4α1γ1)
)
with ξ = ξ±, according to (5.52). The origin of this decomposition is also obvious in this example: discriminant of
a product of polynomials is naturally decomposed into a product of discriminants and resultants.
• Since discriminant D2|r(S) and other objects of interest for us are SL(2) invariant, and diagrams with external
legs form SL(2) representations, it is important to know how SL(2) acts in M2|r. Originally SL(2) acts as a linear
transformation of the vector space V2 = {x1, x2}, and three independent generators of infinitesimal transformations,
associated with (
x1
x2
)
−→
(
x1
x2
)
+ ε1
(
x2
0
)
+ ε2
(
x1
−x2
)
+ ε3
(
0
x1
)
,
act on the coefficients of Sr(xi) by vector fields:
∇ˆ1 =
∑r−1
k=0(k + 1)sk+1
∂
∂sk
, ∇ˆ2 =
∑r
k=0(2k − r)sk ∂∂sk ,
∇ˆ3 =
∑r
k=1(r + 1− k)sk−1 ∂∂sk (5.54)
Invariants Inv(S) are annihilated by these operators: ∇ˆInv(S) = 0, while the 2J + 1 elements of an irreducible
representation with spin J are transformed through themselves.
5.4.2 The n|r = 2|2 case
This example was already considered in s.5.2, now we add some more details.
• The relevant polynomial S2|2(ξ) = S11ξ2+2S12ξ+S22 = s2ξ2+ s1ξ+ s0 is quadratic, projective moduli space
M2|2 is 2-dimensional (the three coefficients S are homogeneous coordinates in it), discriminant
D2|2 =
1
4
s21 − s2s0 =
(
S11 S12
S12 S22
)
,
and in discriminantal subspace D2|2(S) = 0 of codimension one in M2|2 the two roots ξ± = 1S11 (−S12 ±
√
D)
coincide. In homogeneous coordinates these two roots can be represented as elements of V2:(
X±1
X±2
)
=
( −S12 ±√D
S11
)
or, alternatively
(
X±1
X±2
)
=
(
S22
−S12 ∓√D
)
the ratios ξ± = X
±
1 /X
±
2 are the same in both cases.
• The structure group SL(2) acts on homogeneous coordinates, i.e. in the space V2, as follows:(
X1
X2
)
−→
(
X ′1
X ′2
)
=
(
eiα 0
0 e−iα
)(
cos β2 sin
β
2
− sin β2 cos β2
)(
eiγ 0
0 e−iγ
)
=
(
ei(α−γ) cos β2X1 + e
i(α+γ) sin β2X2
e−i(α+γ) sin β2X1 + e
−i(α−γ) cos β2X2
)
(5.55)
i.e. (X1, X2) form a spinor representation (spin 1/2). If α, β, γ are real, this formula defines the action of the
maximal compact subgroup SU(2) ⊂ SL(2|C). The action onM2|2 is defined from invariance of the tensor S(X) =
S11X21 +2S
12X1X2+S
22X22 , so that covariant symmetric tensor transforms as representation of spin 1. It is a little
more practical to define inverse transformation from (S′)ijXiXj = S
ijX ′iX
′
j , i.e. (S
′)ij = SklU ikU
j
l if X
′
k = U
i
kXi.
• Invariant measure on the maximal compact subgroup SU(2) is dΩ = sinβdα ∧ dβ ∧ dγ. With the help of this
measure we can build invariant of the structure group by taking SU(2) average of any S-dependent expression:
Invf (S) =
∫
f
(
S′(α, β, γ)
)
dΩ(α, β, γ)
Of course, for arbitrary choice of f this integral vanishes. Actually, integrals over γ and α select monomials, which
have equal number of ′1′ and ′2′ indices in f(S) and f(S′) respectively.
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Figure 24: The T (T ) algebra in the n|s = 2|2 case: it has three algebraically independent elements, shown in A, B and E. Other
possible diagrams are expressed through these three. Diagram F and all other circles of odd length are vanishing.
For example, at level two the integral of SijSkl is non-vanishing only for S11S22 and (S12)2 due to γ-integration,
while α-integral picks up only terms with S11S22 and (S12)2 from (S11)′(S22)′(α, β, γ) and
(
(S12)′
)2
(α, β, γ). Re-
maining β-integration is performed with the help of∫
cos2k
β
2
sin2l
β
2
sinβ dβ =
(k + l)!
k! l!
(5.56)
In fact, all non-vanishing averages in the 2|2 case are functions of discriminant D2|2: the ring of invariants is
generated by a single generator D2|2 and this is in intimate relation with the fact that there is a single discriminantal
space in this case.
• Now we switch to classification of diagrams, see Fig. 24. According to Vieta formula (Fig. 24.A)
Sij = ǫii′ǫjj′S
i′j′ =
1
2
(X+i X
−
j +X
−
i X
+
j ) (5.57)
Then (Fig. 24.B)
SikS
jk =
1
4
(X−i X
k
+ −X+i Xk−)(X+j Xj−) =
1
2
(X−i X
k
+ −X+i Xk−)
√
D,
(5.58)
where the scalar in brackets ǫijX+i X
−
j = 2
√
D. The next diagram, Fig. 24.C is given by
SijS
jkSkl = DSil
i.e. coincides with disconnected one in Fig. 24.D Closed loop of length 2k isDk, all such loop vanish on discriminantal
subspace. This completes classification of non-trivial diagrams in 2|2 case.
• The three differential equations for invariants of the structure group SL(2), can be written down explicitly
with the help of (5.54):
 0 2s2 s1s2 0 −s0
s1 2s0 0


∂Inv
∂s2
∂Inv
∂s1
∂Inv
∂s0
 = 0 (5.59)
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Determinant of the square matrix is zero, its rank is 2, equation for Inv(S) reduces to
(
2s2∂1 + s1∂0
)
Inv = 0,
which is solved by the method of characteristics: solution to
(
vx(x, y)∂x + vy(x, y)∂y
)
C(x, y) = 0 is provided
by integration constant C in solution of the ordinary differential equation dy/dx = −vy(x, y)/vx(x, y). Therefore
Inv(S) = any function of (s21−4s0s2), i.e. the ring of invariants is generated by discriminant D2|2(S) = s0s2− 14s21 =
S11S22 − (S12)2.
• A list of invariants and their relations in the case of n|r = 2|2 is collected in the table. Columns are labeled
by different types of covariant tensors (at rank r = 2 there are three: generic T ij, symmetric Sij = Sji and
antisymmetric Cij = −Cji) and rows – by degree of invariant : Tensors are represented by 2× 2 matrix with entries(
a11 a12
a21 a22
)
, in symmetric case a12 = a21, in antisymmetric case a11 = a22 = 0 and a12 = −a21. In this particular
case of n|r = 2|2 entire invariant’s ring for all types of tensors is generated by discriminants.
n|r = 2|2 polylinear symmetric antisymmetric
1 – – Pfaffian = a12 − a21
2 determinant = a11a22 − a12a21 determinant = a11a22 − a212 determinant = 14Pfaff2
3 – – Pfaff3
4 determinant2 determinant2 Pfaff4
5 – – Pfaff5
. . .
• A resultant of two quadratic polynomials, A =∑2i,j=1 Aijxixj and B =∑2i,j=1 Bijxixj is proportional to the
difference of two circular diagrams Fig. 25.C and 25.C
R2|2{A,B} ∼ AijǫjkBklǫlmAmnǫnpBpqǫqi −AijǫjkAklǫlmBmnǫnpBpqǫqi
(5.60)
The second of these diagrams is twice the product of two determinants, 2 detAdetB, see Fig. 25.D. When A = B the
two diagrams coincide, and their difference vanishes, as should happen for the resultant of two identical polynomials.
Two other pictures, Fig. 25.A and Fig. 25.B, show respectively the resultants of two linear polynomials, A =∑2
i=1 A
ixi, B =
∑2
i=1 B
ixi, then
R2|1{A,B} = ǫijAiBj , (5.61)
and of one linear, A =
∑2
i=1 A
ixi, another quadratic B =
∑2
i,j=1 B
ijxixj , then
R1×2{A,B} = ǫikǫjlAiAjBkl, (5.62)
5.4.3 The n|r = 2|3 case
We began consideration of this case in s.5.3, now we add some more details.
• From Vieta formula
Sijk = ǫii′ǫjj′ǫkk′S
i′j′k′ =
1
6
∑
P∈σ3
X
P (1)
i X
P (2)
j X
P (3)
k , (5.63)
where ~X1, ~X2, ~X3 are the three roots of cubic polynomial S(t) = S111t3 + 3S112t2 + 3S122t+ S222 in homogeneous
coordinates (superscripts are not powers!). Then (Fig.24)
Bij = SimnS
mn
j = −
1
18
{
X1iX
1
j (X
23)2 +X2iX
2
j (X
13)2 +X3iX
3
j (X
12)2 +
+(X1iX
2
j +X
2
iX
1
j )X
13X23 + (X2iX
3
j +X
2
iX
3
j )X
12X13 + (X1iX
3
j +X
3
iX
1
j )X
12X32
}
(5.64)
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Figure 25: Diagrammatic representation of the simplest resultants of two polynomials A and B. A. Both A and B are linear, eq. (5.61).
B. A is linear and B is quadratic, eq. (5.62). C, D. Two diagrams, contributing when both A and B are quadratic, eq. (5.60). The
second diagram is actually twice a product of two determinants.
where Xab = ǫijXai X
b
j = −Xba. If two roots coincide, say, ~X2 = ~X3, then X23 = 0, X12 = X13 and Bij =
− 29X2iX2j (X12)2. When all the three roots coincide, ~X1 = ~X2 = ~X3, Bij = 0. The squareBijBij ∼ (X12)2(X13)2(X23)2 =
D2|3 is equal to discriminant of S and vanishes whenever any two roots of S(t) coincide.
• The analogue of (5.59) now is a little more complicated:
 0 3s3 2s2 s13s3 s2 −s1 −3s0
s2 2s1 3s0 0


∂Inv
∂s3
∂Inv
∂s2
∂Inv
∂s1
∂Inv
∂s0

= 0 (5.65)
Rectangular matrix has rank 3 and there is 4− 3 = 1 independent SL(2) invariant – discriminant, again the ring of
invariants is generated by D2|3 – symmetric version (5.27) of Cayley hyperdeterminant.
5.4.4 The n|r = 2|4 case
• The analogue of (5.59) and (5.65) is now
 0 4a4 3s3 2s2 s14a4 2s3 0 −2s1 −4s0
s3 2s2 3s1 4s0 0


∂Inv
∂s4
∂Inv
∂s3
∂Inv
∂s2
∂Inv
∂s1
∂Inv
∂s0

= 0 (5.66)
Rectangular matrix has rank 3 and there are 5− 3 = 2 independent SL(2) invariants:
Inv2(S) = S
ijklSi
′j′k′l′ǫii′ǫjj′ǫkk′ǫll′ = 2S
1111S2222 − 8S1112S1222 + 6(S1122)2 = 2
(
s0s4 − 1
2
s1s3 +
1
12
s22
)
, (5.67)
Inv3(S) = SijklSi′j′mnSk′l′m′n′ǫ
ii′ǫjj
′
ǫkk
′
ǫll
′
ǫll
′
ǫnn
′
=
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= 6
(
S1111S1122S2222 + 2S1112S1122S1222 − S1111(S1222)2 − (S1112)2S2222 − (S1122)3
)
−
−8
(
S1111(S1222)2 + (S1112)2S2222 − 2S1112S1122S1222
)
= s0s2s4 +
1
4
s1s2s3 − 7
8
s0s
2
3 −
7
8
s21s4 −
1
36
s32 (5.68)
These are now the two generators of the ring of invariants. Discriminant has power 6 and is a difference
D2|4 = 8
(
(Inv2(S))
3 − 6 (Inv3(S))2
)
(5.69)
This time is not represented by a single diagram, it is rather a sum of at least two. Note that, since S is symmetric,
the lines sorts do not make sense, and ǫ’s are allowed to mix them. Accordingly, while Inv2(S) is a full SL(2)
4
invariant, the Inv3(S) is preserved by SL(2)
2 only. See Fig.26 for some vacuum diagrams which describe invariants.
Discriminant D2|4 has SL(2)
2 invariance (though naively it is only SL(2)).
• For diagonal tensor Sijkl = aiδijδikδil I2 = Inv2(S) = 2a1a2, I3 = Inv3(S) = 0 and D2|4 ∼ (a1a2)3. ”Sausage
diagrams” in Fig.26.B are reduced to I2k|diag = 2(a1a2)k = 21−kIk2 , I2k+1|diag = 0.
More informative is an intermediate case, when S1112 = s1222 = 0, but S1122 = 16s2 ≡ B is non-vanishing,
along with a1 = S
1111 = s0 and a2 = S
2222 = s4. The sausage diagrams are easily expressed through B and
A = S1111S2222:
Im|S1112=S1222=0 = 2
(
Bm + C2mAB
m−2 + C4mA
2Bm−4 + . . .
)
+
(
− 2B
)m
=
=
(
B +
√
A
)m
+
(
B −
√
A
)m
+
(
− 2B
)m
(5.70)
The first sum describes diagrams with two lines in each sausage carrying coincident indices 1 or 2 (Fig.27.A), the
last term is given by diagrams, where these indices are different (Fig.27.B). Formula (5.70) is enough to check the
relations between sausage diagrams in Fig.26.B. Discriminant
D2|4
∣∣
s1=s3=0
= 16s0s4
(
4s0s4 − s22
)2
= 64A
(
A− 9B2
)2
• The ring of invariants for n|r = 2|4 is isomorphic to commutative ring of modular functions [26], which is also
generated by two generators of degrees 2 and 3: Eisenstein series E2 and E3. We remind that
Ek(τ) =
1
2ζ(2k)
∑
m,n∈Z
′ 1
(m+ nτ)2k
= 1− 4k
B2k
∑
n=1
σ2k−1(n)q
n, (5.71)
where q = e2πiτ , σ2k−1(n) =
∑
d|n d
2k−1 is a sum over divisors of n, Bernoulli numbers are the coefficients in
expansion8 xex−1 =
∑∞
k=0 Bk
xk
k! = 1 − x2 +
∑∞
k=1B2k
x2k
(2k)! , and for even k the Riemann’s zeta-function is ζ(2k) =∑∞
n=1 n
−2k = (−)
k−1(2π)2k
2(2k)! B2k. It is amusing to compare polynomial relations among Eisenstein series and those
among sausage diagrams Fig.26.B. When invariant is unique, for k = 4, 5, 7, . . ., there is a clear correspondence
Ik ↔ ckEk, but it breaks already for I6 and I8, when the space of invariants gets two-dimensional (the last column
contains expressions for Ik at S
1112 = S1222 = 0 from (5.70)):
8 The first Bernoulli numbers are:
B2 =
1
6
, B4 = −
1
30
, B6 =
1
42
, B8 = −
1
30
, B10 =
5
66
, B12 = −
691
2730
, B14 =
7
6
, B16 = −
3617
510
, B18 =
43867
798
, B20 = −
176611
330
, . . .
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Figure 26: Examples of relations between vacuum diagrams (relations in the ring of invariants) in the n|s = 2|4 case. Covariant
rank-two ǫ-tensors (white diamonds) in the middles of all edges are not explicitly shown. A. Many 6-vertex diagrams are equal, despite
this does not follow from symmetry properties alone: the linear space of invariants of degree 6 is 2-dimensional. B. A sequence of ”sausage
diagrams” Im, like all invariants they are polynomials of two generators of invariant’s ring, I2 and I3.
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Figure 27: If S1112 = S1222 = 0, all sausages in a sausage diagram belong two one of two types (for non-vanishing S1112 and S1222
both types of sausages can show up in the same diagram). A. Two lines in a sausage carry the same indices. In this case vertices can
contain any of non-vanishing parameters S1111, S1122 and S2222. Diagrams of this type give rise to the first term in eq.(5.70). B. Two
lines in a sausage carry different indices. In this case vertices can contain only S1122. Diagrams of this type give rise to the second term
in eq.(5.70).
modular forms sausage diagrams
E2 = 1 + 240q + . . . ↔ I2 → 2(A+ 3B2)
E3 = 1− 504q + . . . ↔ I3 → 6B(A−B2)
E4 = 1 + 480q + . . . = E
2
2 ↔ I4 = 12I22 → 2
(
A2 + 6AB2 + 9B4
)
E5 = 1− 264q + . . . = E2E3 ↔ I5 = 56I2I3 → 10B
(
A2 + 2AB2 − 3B4
)
E6 = 1 +
65520
691 q + . . . =
441E32+250E
2
3
691 but I6 =
1
4I
3
2 +
1
3I
2
3 → 2
(
A3 + 15A2B2 + 15AB4 + 33B6
)
E7 = 1− 24q + . . . = E22E3 ↔ I7 = 712 I22I3 → 14B
(
A3 + 5A2B + 3AB2 − 9B3
)
E8 = 1 +
16320
3617 q + . . . = E2
1617E32+2000E
2
3
3617 but I8 = I2
(
1
8I
3
2 +
4
9I
2
3
)→ 2(A4 + 28A3B2 + 70A2B4 + 28AB4 + 129B8)
. . .
The correspondence – even when it exists – implies certain relations between the coefficients ck, say, c4 =
1
2c
2
2
etc. The table seems to suggest a seemingly nice choice: c2k = 2, c2k+1 = 2k+ 1. However, it converts discriminant
D2|4 ∼ I32 − 6I23 into ∼ 4E32 − 27E23 . If one wants instead that discriminant is converted into
η24(τ) =
(2π)12
1728
(E34 − E26 ) ∼
∏
m,n
(m+ nτ)12 ∼ Det12∂¯,
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one should rather choose c2 = c3 = 6.
• Operator description of invariants – the analogue of (5.36)-(5.40) – is as follows. Operator
Sˆ =

S1111 S
12
11 S
21
11 S
22
11
S1112 S
12
12 S
21
12 S
22
12
S1121 S
12
21 S
21
21 S
22
21
S1122 S
12
22 S
21
22 S
22
22
 =

s2 s1 s1 s0
−s3 −s2 −s2 −s1
−s3 −s2 −s2 −s1
s4 s3 s2 s1
 (5.72)
is traceless, also all four blocks are traceless themselves (since polynomial is irreducible representation).
For Bˆ = Bklij = S
kn
imS
lm
jn we have:
Bˆ =

2(s22 − s1s3) s1s2 − s0s3 s1s2 − s0s3 2(s21 − s0s2)
s1s4 − s2s3 2(s1s3 − s22) s22 − 2s1s3 + s0s4 s0s3 − s1s2
s1s4 − s2s3 s22 − 2s1s3 + s0s4 2(s1s3 − s22) s0s3 − s1s2
2(s23 − s2s4) s2s3 − s1s4 s2s3 − s1s4 2(s22 − s1s3)
 (5.73)
Bˆ is also traceless: TrB = 0
The two operators Sˆ and Bˆ commute:
[
Sˆ, Bˆ
]
= 0.
Bˆ + Sˆ2 =

I2 0 0 0
0 0 I2 0
0 I2 0 0
0 0 0 I2
 (5.74)
with I2 = 3s
2
2 + s0s
4 − 4s1s3 = 12TrSˆ2 has a characteristic R-matrix structure.• The common zero of invariants Inv2(S) and Inv3(S) – and thus of discriminants D2|4 – occurs when three out
of four roots of the polynomial coincide (pairwise coinsidence occurs at zeroes of discriminant alone). The two other
higher discriminantal varieties – where two pairs of the four roots coincide and where all the four roots coincide –
are associated with non-singlet representations of the structure group (like the triplet condition Bij = 0, eq.(5.64),
in the 2|3 case). See [23] for more details.
5.5 Functional integral (1.7) and its analogues in the n = 2 case
5.5.1 Direct evaluation of Z(T )
• Partition function Z(T ) depends on domain of integration for the t-variables. In this section we assume that
it consists of #(t) = p points on a line (a discrete 1-dimensional lattice). If #(t) < n, the ǫ-dependent terms do not
exist, and Z(T ) is trivial.
• For n = 2 partition function Z(T ) is non-trivial already when t takes just two different values, #(t) = 2:
Z2×r
(
T
∣∣∣#(t) = 2) = { r∏
k=1
exp
(
ǫij
∂2
∂xki∂x′kj
)}
· exp
{
T i1...ir
(
x1i1 . . . xrir + x
′
1i1 . . . x
′
rir
)}∣∣∣
x,x′=0
(5.75)
We begin evaluation of Z
(
T
∣∣∣#(t) = 2) from the r = 2 case. Actually, we perform the calculation for diagonal T ij :
for T ijdiagxiyj = ax1y1+ bx2y2. Since for r = 2 partition function depends on a single invariant T
ijTij = ab−T 12T 21,
evaluation of the ab-dependence is sufficient. With the usual switch of notation, xi(t) = x1i(t), yi(t) = x2i(t), we
have for (5.75)
Z2×2
(
Tdiag
∣∣∣#(t) = 2) = exp( ∂2
∂x1∂x′2
− ∂
2
∂x2∂x′1
)
· exp
(
∂2
∂y1∂y′2
− ∂
2
∂y2∂y′1
)
exp
(
T ij(xiyj + x
′
iy
′
j)
)∣∣∣
x,x′,y,y′=0
=
∞∑
m=0
1
m!
(
∂2
∂x1∂x′2
− ∂
2
∂x2∂x′1
)m
1
m!
(
∂2
∂y1∂y′2
− ∂
2
∂y2∂y′1
)m
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1(2m)!
(
a(x1y1 + x
′
1y
′
1) + b(x2y2 + x
′
2y
′
2)
)m
=
∞∑
m=0
m∑
s=0
1
m!
m!
s!(m− s)!
· (−)m−s
(
∂2
∂x1∂x′2
)s(
∂2
∂x2∂x′1
)m−s
1
m!
m!
s!(m− s)!
(−)m−s
(
∂2
∂y1∂y′2
)s(
∂2
∂y2∂y′1
)m−s
1
(2m)!
(2m)!
m!m!
ambm
(
x1y1 + x
′
1y
′
1
)m(
x2y2 + x
′
2y
′
2
)m
=
∞∑
m=0
ambm
m∑
s=0
1
(m!s!(m− s)!)2
(
∂2
∂x1∂x′2
)s (
∂2
∂x2∂x′1
)m−s (
∂2
∂y1∂y′2
)s(
∂2
∂y2∂y′1
)m−s
· m!
s!(m− s)! (x1y1)
s(x′1y
′
1)
m−s m!
s!(m− s)! (x2y2)
m−s(x′2y
′
2)
s
=
∞∑
m=0
ambm
(
m∑
s=0
1
)
=
∞∑
m=0
(m+ 1)(ab)m =
(
1− ab
)−2
(5.76)
This calculation is so simple because of the obvious selection rules, leaving a sum over just two parameters m and
s, which are the same in all binomial expansions. This will no longer be the case for #(t) > 2, but for #(t) = 2 this
property persists for any rank r.
Accordingly,
Z2×r
(
Tdiag
∣∣∣#(t) = 2) = r∏
k=1
exp
(
∂2
∂xk1∂x′k2
− ∂
2
∂xk2∂x′k1
)
· exp
(
T i1...ir (x1i1 . . . xrir + x
′
1i1 . . . x
′
rir )
)∣∣∣
all x,x′=0
=
∞∑
m=0
ambm
m∑
s=0
r∏
k=1
{
(−)m−s
s!(m− s)!
(
∂2
∂xk1∂x′k2
)s (
∂2
∂xk2∂x′k1
)m−s}
· 1(
s!(m− s)!
)2( r∏
k=1
xk1
)s( r∏
k=1
x′k1
)m−s( r∏
k=1
xk2
)m−s( r∏
k=1
x′k2
)s
=
∞∑
m=0
ambm
(
m∑
s=0
(−)r(m−s)
(
s!(m− s)!
)r−2)
(5.77)
For even r all m contribute, including m = 1. This is not a surprise, because for even r (and n = 2) there is
always a sort-respecting invariant of order 2: Inv2(T ) = T
i1...irTi1...ir , which is equal to ab for diagonal T .
For odd r ≥ 3 only even m contribute to the sum, including m = 2. This implies that for odd r ≥ 3 there is
no non-vanishing Inv2(T ) (it indeed is identical zero for odd r), but there always is a non-trivial invariant Inv4(T ),
which reduces to (ab)2 for diagonal T . For r = 3 Inv4(T ) is just the Cayley hyperdeterminant D2×2×2(T ).
• We now list a few particular examples of (5.77).
For r = 1 we get:
Z2|1
(
T
∣∣∣#(t) = 2) =∑m=0(ab)m (∑ms=0 (−)ss!(m−s)!)
=
∑
m=0
(ab)m
m! (1 − 1)m = 1 (5.78)
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For r = 2 we reproduce (5.76):
Z2×2
(
T
∣∣∣#(t) = 2) =∑m=0(ab)m (∑ms=0 1) =∑m=0(m+ 1)(ab)m
= (1− ab)−2 =
(
1−D2×2(T )
)−2
(5.79)
Here we use the expression D2×2(T ) =
1
2 Inv2(T ) =
1
2T
ijTij =
1
2T
ijT klǫikǫjl of discriminant (appropriately nor-
malized, so that D2×2(Tdiag) = ab) through the only non-trivial sort-respecting invariant of T (T ) in the n|r = 2|2
case (comp.with Fig. 24.G; as to the Pfaffian Pfaff(T ) = T ii = ǫijT
ij, it does not respect sorts of lines and can not
appear in (5.79)). In quasiclassical limit, see eq. (4.73) and discussion afterwards, for generic (non-degenerate) T
discriminant D2×2(T )≫ 1, and Z2×2(T ) becomes just a power of D2×2(T ).
For r = 3 we get:
Z2×2×2
(
T
∣∣∣#(t) = 2) =∑m=0(ab)2m (∑2ms=0(−)ss!(2m− s)!)
= 1 + 3D2×2×2 + 40D
2
2×2×2 + 1260D
3
2×2×2 + 72576D
4
2×2×2 + . . .
=
∑∞
m=0
(2m+1)!
m+1 D
m
2×2×2 =
∑∞
m=0
m!
m+1
Γ
(
m+ 32
)
Γ
(
3
2
) (4D2×2×2)m
= 4F1
(
3
2 , 0, 0, 0; 1; 4D
)
, (5.80)
where hypergeometric series is defined as
rFs(α1, . . . , αr;β1, . . . , βs; x) =
∑∞
m=0
(α1)m·...·(αr)m
β1)m·...·(βs)m
xm
m!
with (α)m =
Γ(α+m)
Γ(α) (5.81)
We assume in (5.80) that hyperdeterminant is normalized so that D2×2×2(Tdiag) = (ab)
2. Since (1.7) and (1.10)
respect sorts of lines, no contractions between indices of the same tensor are allowed – this means that the diagram
Fig. 22.B can not contribute, while Fig. 22.A vanishes and therefore T 2-term can not appear at the r.h.s. of
(5.80): Z2×2×2(T ) = 1 + O(T
4). The large-m asymptote of the coefficients bm =
∑2m
s=0(−)ss!(2m− s)! defines the
quasiclassical asymptotics of Z2×2×2(T ), when D2×2×2(T ) ≫ 1. For r ≥ 3 series diverge and can be summed, say,
by Borel method (perhaps, multiply applied):
∑
amx
m → ∫∞
0
(∑ am(xu)m
m!
)
e−udu.
For r = 4 we get:
Z2×4
(
T
∣∣∣#(t) = 2) =∑m=0(ab)m (∑ms=0 (s!(m− s)!)2)
= 1 + 2(ab) + 9(ab)2 + 80(ab)3 + 1240(ab)4 + 30240(ab)5 + . . . (5.82)
This time information is insufficient to extend the r.h.s. (starting from the (ab)3 term) to non-diagonal T : there is
now two independent invariants: Inv2(T ) and the degree-6 discriminantD2×4(T ) (note that the third-order invariant
Inv3(S) relevant for symmetric reduction of T and considered in s.5.4.4, does not respect sorts and can not appear
in the sort-respecting Z(T )). Resolution of Z2×4 dependencies on different invariants remains a challenging problem.
As explained in s.4.4.3, it can be expected that the large-T (quasiclassical) asymptotics of Z(T ) will be defined by
D(T ) alone – and this would provide one more way to evaluate D2×4(T ). However, explicit check of this hypothesis
remains to be made.
• In the case of symmetric T = S there is only one vector xi instead of r different xki, k = 1, . . . , r, and one can
substitute (5.75) by
Z2|r
(
S
∣∣∣#(t) = 2) = exp(ǫij ∂2
∂xi∂x′j
)
exp
{
Si1...ir
(
xi1 . . . xir + x
′
i1 . . . x
′
ir
)}∣∣∣
x,x′=0
=
∞∑
k,l,m,n=0
(−)l
k!l!m!n!(
∂2
∂x1∂x′2
)k (
∂2
∂x2∂x′1
)l (
Sx . . . x
)m(
Sx′ . . . x′
)n∣∣∣∣∣
x,x′=0
(5.83)
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Consider first the case of r = 2. The simplest option is to put S11 = S22 = 0 and S12 = S21 = s. Since the
answer depends on D2|2(S) = S
11S22 − (S12)2 only, this calculation will be enough to obtain the answer. Then
(5.83) becomes:
Z2|2
(
S
∣∣∣#(t) = 2) =∑∞k,l,m,n=0 (−)lk!l!m!n!
·
(
∂2
∂x1∂x′2
)k (
∂2
∂x2∂x′1
)l (
2sx1x2
)m(
2sx′1x
′
2
)n∣∣∣∣
x,x′=0
(5.84)
and it is obvious that only terms with k = l = m = n contribute, so that the quadruple sum reduces to a single one:
Z2|2
(
S
∣∣∣#(t) = 2) = ∞∑
k=0
(−)k(2s)k = 1
1 + 4s2
=
(
1− 4D2|2(S)
)−1
(5.85)
Comparing this with (5.79) we see that the answer in symmetric case is a square root of that for bilinear integral (see
also more familiar (5.110) and (5.111) below). The factor 4 in (5.85) can be absorbed in rescaling of ǫ-containing
term in (5.83).
As a next step we consider a slightly more sophisticated derivation of the same answer (5.85), when in (5.83) we
put S12 = 0 and S11 = a, S22 = b. This time we obtain even more sums:
Z2|2
(
S
∣∣∣#(t) = 2) =∑∞k,l,m1,m2,n1,n2=0 (−)lk!l!m1!m2!n1!n2!(
∂2
∂x1∂x′2
)k (
∂2
∂x2∂x′1
)l (
ax21
)m1(
bx22
)m2(
ax′1
2
)n1(
bx′2
2
)n2 ∣∣∣∣
x,x′=0
(5.86)
and it is clear that contributing are terms with k = 2m1 = 2n2 and l = 2m2 = 2n1, so that the double sum remains:
Z2|2
(
S
∣∣∣#(t) = 2) =∑∞m1,n1=0 (2m1)!(2n1)!(m1!)2(n1!)2 (ab)m1+n1
=
{∑∞
m=0
(2m)!
(m!)2 (ab)
m
}2
=
{
1q
1−4D2|2(S)
}2
(5.87)
– in accordance with (5.85). At the last step we used that (1 − x)−α =∑∞m=0 Γ(m+α)m!Γ(α) xm = 1F0(α;x) and (2m)! =
4mm!Γ(m+1/2)Γ(1/2) .
Proceed now to the case of r = 3. As in trilinear case (5.80) we take diagonal S: S111 = a, S222 = b, all other
components zero. The answer depends on discriminant D2|3(S) only and is easily extractable from such reduction
when D2|3(S) = (ab)
2. Now we have instead of (5.86):
Z2|3
(
S
∣∣∣#(t) = 2) =∑∞k,l,m1,m2,n1,n2=0 (−)lk!l!m1!m2!n1!n2!(
∂2
∂x1∂x′2
)k (
∂2
∂x2∂x′1
)l (
ax31
)m1(
bx32
)m2(
ax′1
3
)n1(
bx′2
3
)n2 ∣∣∣∣
x,x′=0
(5.88)
The only difference is that the powers of x are increased from 2 to 3. This time selection rules are k = 3m1 = 3n2
and l = 3m2 = 3n1, so that the remaining double is:
Z2|3
(
S
∣∣∣#(t) = 2) =∑∞m1,n1=0(−)n1 (3m1)!(3n1)!(m1!)2(n1!)2 (ab)m1+n1
=
{∑∞
m=0
(3m)!
(m!)2 (ab)
m
}{∑∞
m=0
(3m)!
(m!)2 (−ab)m
}
(5.89)
The r.h.s. is a product of two hypergeometric function
Z2|3
(
S
∣∣∣#(t) = 2) = 2F0(1
3
,
2
3
; 27
√
D2|3(S)
)
2F0
(1
3
,
2
3
; −27
√
D2|3(S)
)
=1 +
27 · (27− 1)
2
D2|3(S) + 27 · (81− 1) · (272 + 27− 1)
(
D2|3(S)
)2
+ . . .
(5.90)
Note that the product of two 2F0 functions in (5.90) have the same number of factorials m! in the numerator as a
single 4F1 in (5.80): 2× (2− 1) = 4− 2 (the coefficients of rFs grow roughly as (m!)r−s−1; for r > s+ 1 such series
are everywhere divergent, but can be handled, say, by Borel method).
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Similarly for diagonal S of rank r
Z2|r
(
Sdiag
∣∣∣#(t) = 2) = { ∞∑
m=0
(rm)!
(m!)2
(ab)m
}{
∞∑
m=0
(rm)!
(m!)2
((−)rab)m
}
= r−1F0
(1
r
,
2
r
, . . . ,
r − 1
r
; rrab
)
r−1F0
(1
r
,
2
r
, . . . ,
r − 1
r
; (−r)rab
)
(5.91)
However, for r ≥ 4 consideration of diagonal S is not sufficient for restoring the full S dependence. When invariant’s
ring has only two generators, it is sufficient to add to (5.91) an analogue of calculation (5.85) for off-diagonal S.
For example, if r = 4, we can put S1122 = S and all other components vanishing, so that
Z2|4
(
Soff−diag
∣∣∣#(t) = 2) =∑∞k,l,m,n=0 (−)lk!l!m!n!
·
(
∂2
∂x1∂x′2
)k (
∂2
∂x2∂x′1
)l (
2Sx21x
2
2
)m(
2Sx′1
2
x′2
2
)n∣∣∣∣
x,x′=0
(5.92)
and only terms with k = l = 2m = 2n contribute, so that quadruple sum reduces to a single one:
Z2|4
(
Soff−diag
∣∣∣#(t) = 2) = ∞∑
m=0
(
(2m)!
m!
)2
(2S)m = 3F0
(1
2
,
1
2
, 0; 32S
)
(5.93)
The two formulas, (5.91) for r = 4 and (5.93) are sufficient to restore the dependence Z2|4
(
S
∣∣∣#(t) = 2) on
two invariants I2 = Inv2(S) = S
ijklSijkl and I3 = Inv3(S) = S
ij
klS
kl
mnS
mn
ij . For diagonal S these invariants are,
see (5.70): I2(Sdiag) = 2ab and I3(Sdiag) = 0, while for the off-diagonal S they are: I2(Soff−diag) = 6S
2 and
I3(Soff−diag) = −6S3.
• Formulas like (5.77) and (5.91) can look a little less exotic, if one considers their toy analogues for numbers
(rather than n-vectors) x1, . . . , xk:
exp
(
∂r
∂x1...∂xr
)
eTx1...xr
=
∑∞
m=0(m!)
r−2Tm =

for r = 1 : eT
for r = 2 : (1− T )−1
for r = 3 :
∑∞
m=0m! T
m =
∫∞
0
e−udu
1−uT
. . .
(5.94)
and
exp
(
∂r
∂xr
)
eSx
r
=
∑∞
m=0
(rm)!
(m!)2S
m
= r−1F0
(
1
r ,
2
r , . . . ,
r−1
r ; r
rS
)
=

for r = 1 : eS
for r = 2 : (1− S)−1/2
for r = 3 :
∑∞
m=0
(3m)!
(m!)2S
m
. . .
(5.95)
All these relations can be considered as various tensor-algebra generalizations of Taylor formula
ea
∂
∂x f(x) = f(x+ a) (5.96)
One more example of generalized shift operator appears in realization of the elementary non-commutative algebra:
if yx = xy + c, then ynxm = ec
∂2
∂x∂y xmyn (5.97)
5.5.2 Gaussian integrations: specifics of cases n = 2 and r = 2
• As mentioned in comments after eq. (5.76), above calculation becomes far more sophisticated for #(t) > 2.
However, in the n|r = 2|2 case one can instead evaluate the integral (1.7) directly: it is Gaussian in all variables
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and can be calculated exactly. We split this calculation in two steps, first valid for all n = 2 examples, and second
exploiting that r = 2.
• First, for n = 2 case the integral (1.7)
Z2×r(T ) =
{∏r
k=1
(∏2
i=1
∫ Dxki(t)Dx¯ik(t)eR xki(t)x¯ik(t)dt)
· exp ∫ ∫ t<t′ǫij x¯ik(t)x¯jk(t′)dtdt′} exp ∫ T i1...irx1i1 (t) . . . xrir (t)dt
(5.98)
is Gaussian in x¯ variables and they can be explicitly integrated out.
For one particular pair (xki, x¯
i
k = (xi, x¯
i) we have (we assume that #(t) = p and integrals are taken along
imaginary axes to provide δ-functions, factors of π are systematically omitted – assumed included into the definition
of integrals): ∫
dx¯(1) . . . dx¯(p) exp
{(
x(1)x¯(1) + . . .+ x(p− 1)x¯(p− 1) + x(p)x¯(p)
)
+
(
x¯(1) + . . .+ x¯(p− 1)
)
ǫx¯(p) +
(
x¯(1) + . . .+ x¯(p− 2)
)
ǫx¯(p− 1) + . . .
+x¯(1)ǫx¯(2)} = ∫ dx¯(1) . . . dx¯(p− 1)δ {x(p) + ǫ(x¯(1) + . . .+ x¯(p− 1))}
· exp
{(
x(1)x¯(1) + . . .+ x(p− 1)x¯(p− 1)
)
+
(
x¯(1) + . . .+ x¯(p− 2)
)
· ǫx¯(p− 1) + . . .+ x¯(1)ǫx¯(2)} = exp
{
x(p− 1)ǫx(p)
}
· ∫ dx¯(1) . . . dx¯(p− 2) exp{([x(1) + x(p− 1) + x(p)]x¯(1) + . . .
+[x(p− 2) + x(p− 1) + x(p)]x¯(p− 2)
)
+
(
x¯(1) + . . .+ x¯(p− 3)
)
· ǫx¯(p− 2) + . . .+ x¯(1)ǫx¯(2)} (5.99)
Thus, after integrating over two out of p (2-component) variables x¯, we obtain the same integral with two differences:
a prefactor exp
{
x(p − 1)ǫx(p)
}
(ǫ tensor here is contravariant, inverse of the original covariant ǫ) and shift of all
remaining x variables by x(p− 1)+ x(p). This means that the next pair of integrations – over x¯(p− 2) and x¯(p− 3)
will provide a new prefactor, equal to
exp
{
[x(p− 3) + x(p− 1) + x(p)]ǫ[x(p− 2) + x(p− 1) + x(p)]
}
= exp
{
x(p− 3)ǫ
(
x(p− 2) + x(p− 1) + x(p)
)
+ x(p− 2)ǫ
(
x(p− 1) + x(p)
)}
Repeating this procedure again and again, we finally obtain from x¯ integrations exp
{∑
t<t′ xi(t)ǫ
ijxj(t
′)
}
, i.e.
integration over x¯-variables converts (5.98) into
Z2×r(T ) =
{∏r
k=1
(∏2
i=1
∫ Dxki(t)) exp ∫ ∫t<t′ ǫijxki(t)xkj(t′)dtdt′}
· exp ∫ T i1...irx1i1 (t) . . . xrir (t)dt (5.100)
This integral, obtained after elimination of x¯-variables, is no longer associated with any diagram technique, instead
sometime it can be evaluated explicitly
• In particular, for r = 2 the integral (5.100) is still Gaussian and the second step of exact calculation can be
made:
Z2×2(T ) =
{∫ Dxi(t)Dyi(t) exp ∫ ∫t<t′ ǫij(xi(t)xj(t′)
+yi(t)yj(t
′)
)
dtdt′
}
exp
∫
T ijxi(t)yj(t)dt (5.101)
Performing remaining integrations, we obtain
Z2×2(T ) = det
ij
(
ǫij − T ikǫklT jl
)∓#(t)/2
=
(
1−D2×2(T )
)∓#(t)
(5.102)
The sign in the power depends on whether x, x¯, y, y¯ were bosonic or Grassmannian variables. In bosonic case and
for #(t) = 2 eq. (5.102) reproduces eq. (5.79).
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5.5.3 Alternative partition functions
• We now return to direct operator calculation from s.5.5.1 and use it to demonstrate the differences between
various possible partition functions Z(T ). We restrict examples to the simplest case n|r = 2|2 and #(t) ≤ 2. Our
goal is modest: to show the difference between the use of
e⊕T = ⊗eT = exp
{
T ij
(∑#(t)
t xi(t)yj(t)
)}
#(t)=2
= exp
{
T ij
(
xiyj + x
′
iy
′
j
)}
(5.103)
and
e⊗(T ) =
∑∞
m=0
T⊗m
m!
=
∑#(t)
m=0
1
m!T
i1j1 . . . T imjm
∑#(t)
t1<...<tm
xi1(t1)yj1(t1) . . . xim(tm)yjm(tm)
#(t)=2
= 1 + T ij(xiyj + x
′
iy
′
j) +
1
2T
ijT klxiyjx
′
ky
′
l (5.104)
and between sort-respecting and sort-mixing diagrams, generated by operators
Eˆ =
∏#(t)
t<t′ exp
{
ǫij
(
∂2
∂xi(t)∂xj(t′)
+ ∂
2
∂yi(t)∂yj(t′)
)}
#(t)=2
= exp
{
ǫij
(
∂2
∂xi∂x′j
+ ∂
2
∂yi∂y′j
)}
(5.105)
and
Eˆ =∏#(t)t exp{ǫij ∂2∂xi(t)∂yj(t)}∏#(t)
t<t′ exp
{
ǫij
(
∂
∂xi(t)
+ ∂∂yi(t)
)(
∂
∂xi(t′)
+ ∂∂yi(t′)
)}
=
8><
>:
for #(t) = 1 exp
n
ǫij
∂2
∂xi∂yj
o
for #(t) = 2 exp

ǫij
„
∂
∂xi
»
∂
∂yj
+ ∂
∂x′
j
+ ∂
∂y′
j
–
+ ∂
∂yi
»
∂
∂x′
j
+ ∂
∂y′
j
–
+ ∂
∂x′
j
∂
∂y′
j
«ff
(5.106)
respectively. By no means this exhausts all possible types of operators: for example, one can consider a pure sort-
mixing one (with sort-preserving ǫ-vertices completely excluded) and, say, apply one more kind of ordering (involving
sum over permutations P of indices):
Eˆ⊗ =
∞∑
m=0
1
m!
∑
P∈σ(m)
ǫi1j1 . . . ǫimjm
∂2
∂xi1∂yP (j1)
. . .
∂2
∂xim∂yP (jm)
(5.107)
• Accordingly one can consider different partition functions:
– our familiar Z(T ) = Eˆe⊕T ,
– alternative sort-respecting (1.11): Z˜(T ) = Eˆe⊗(T ),
– their sort-mixing analogues Z(T ) = Eˆe⊕T and Z˜(T ) = Eˆe⊗(T ),
– pure sort-mixing partition functions like Z(T ) = Eˆ⊗e
⊕T and Z˜(T ) = Eˆ⊗e⊗(T ).
Still another class of examples will be considered in a separate section 5.5.4 below.
As an example, consider Z(T ). In variance with Z(T ), this quantity is non-trivial already for #(t) = 1 (see
Fig. 28 for #(t) = 1 and Fig. 29 for #(t) = 2). However, because it contains dependence on Pfaff(T ) along with
that on D2×2(T ) (i.e. invariant’s ring in this sort-mixing case has two independent generators), we can not restrict
consideration to diagonal T .
Z2|2
(
T
∣∣∣#(t) = 1) = exp(ǫij ∂2∂xi∂yj ) exp(T ijxiyj)
=
∑∞
m=0
1
m!
(
∂2
∂x1∂y2
− ∂2∂x2∂y1
)m
1
m!
(
T 11x1y1 + T
12x1y2
+T 21x2y1 + T
22x2y2
)m
= 1 +
(
T 12 − T 21
)
+
(
(T 12)2 − T 11T 22 − T 12T 21
+(T 21)2
)
+ . . . = 1
det2×2(I−Tˆ)
= 1
1−Pfaff(T )+D(T )
(5.108)
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Figure 28: The first few diagrams for partition function Z2|2
“
T
˛˛˛
#(t) = 1
”
= exp
“
ǫij
∂2
∂xi∂yj
”
eT
ijxiyj = 1+ǫijT ij+
2ǫijǫkl
(2!)2
“
T ikT jl−
T ilT jk
”
+ . . ., see (5.108). In this case ǫ-vertices are allowed to mix sorts of the lines, no vertices without mixing are present because
#(t) = 1 is too small. In transformations relations (5.109) are used, see Fig. 30.
where operator Tˆ is given by 2 × 2 matrix ǫikT jk, so that Tr Tˆ = ǫikT ik = T 12 − T 21 = Pfaff(T ) and det Tˆ =
T 11T 22 − T 12T 21 = D2×2(T ) = D(T ).
• In Figs 28 and 29 important relations are used, see Fig. 30, expressing all traces trTˆ k through two independent
invariants Pfaff(T ) = trTˆ = T 12 − T 21 and D2×2(T ) = det2×2 T = T 11T 22 − T 12T 21. Relations follow from the
chain of identities:
1− trTˆ + detT = det2×2(I − Tˆ ) = etr log(I−Tˆ ) = exp
(
−∑∞k=1 1k tr Tˆ k)
= 1− tr Tˆ + 12
[(
tr Tˆ
)2
− tr Tˆ 2
]
+
[
− 16
(
tr Tˆ
)3
+ 12 tr Tˆ tr Tˆ
2 − 13 tr Tˆ 3
]
+ . . . (5.109)
• Like in the case of Z(T ), the large-T behavior of Z(T ) in (5.108) is fully controlled by discriminant. In this
limit the corresponding integral turns into just∫
eT
ijxiyjd2xd2y =
1
detT
(5.110)
Vice versa, eq. (5.108) can be considered as a deformation of (5.110), allowing perturbative expansion in positive
powers of T , which is not a priori obvious at the level of (5.110). For generalization of (5.110) from r = 2 to the
first non-trivial case of r = 3 see eq. (8.70) below.
Evaluation of the bilinear counterpart of the integral (5.110), I(S) =
∫
eS
ijxixjdxi with symmetric tensor T = S
is reduced to 5.110 by the usual trick:
I(S)I(−S) =
∫
eS
ij(x′ix
′
j−x
′′
i x
′′
j )d2xd2x′′ =
1
4
∫
eS
ijxiyjd2xd2y =
1
4 detS
with xi = x
′
i + x
′′
j , yi = x
′
i − x′′i (symmetricity of S, Sij = Sji is essential for this change of variables to work), and
since I(S) = (−)nI(−S) = I(−S), we get
I(S) =
∫
eS
ijxixjdxi =
1
2
√
detS
(5.111)
(to avoid possible confusion we remind that π-factors are included into the definitions of integrals). Deformation
like (5.108) for I(S) with the help of an ǫ-tensor is provided by still another important construction to which we
devote a separate subsection 5.5.4.
5.5.4 Pure tensor-algebra (combinatorial) partition functions
• From diagrammatic (tensor algebra) perspective the most natural generating function would be just a sum over
all possible diagrams, without any reference to a functional integral, like (1.7). It can seem that this is exactly what
was done in the previous examples, but actually the simplest pure-tensor-algebra example has not been considered
yet, and there is an important difference: the size of the ”space-time” #(t) is no longer a free parameter, moreover
it needs to be made m-dependent – and this gives rise to a new class of partition functions. Such combinatorial
partition functions still depend on the choice of the structure group (we distinguish between the sort-respecting and
sort-mixing cases) and also on the choice of contributing diagrams (here the two simplest options are all and all
connected diagrams). Of course, the weights also matter (this is where the #(t)-dependence is actually contained),
we shall keep 1/m! weights in the all-diagram case, in order to keep contact with exponentials, and to preserve the
usual relation
Z(T ) = eF(T ) (5.112)
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Figure 29: The first few diagrams for partition function Z2|2
“
T
˛˛˛
#(t) = 2
”
, Eq. (5.106). Both sort-mixing and sort-respecting ǫ-vertices
are contributing in this case for m ≥ 2. Here p = #(t) = 2. For p = 1 we reproduce Fig. 28.
Figure 30: The first two of relations (5.109) among invariants of the tensor algebra T (T ) in the n|r = 2|2 case. A. trTˆ 2 =
“
Pfaff(T )
”2
−
2D2×2(T ) or simply
`
T 12
´2
− 2T 11T 22 +
`
T 21
´2
=
`
T 12 − T 21
´2
− 2
`
T 11T 22 − T 12T 21
´
. B. tr Tˆ 3 = − 1
2
“
tr Tˆ
”3
+ 3
2
tr Tˆ tr Tˆ 2.
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between the all-diagram and connected-diagram partition functions.
• In the sort-mixing case (i.e. when the structure group is small, G = SU(n)) in the m-th order in T we have
rm lines attached to T -vertices, and their other ends are attached to rmn ǫ-vertices of valence n. The total number
of diagrams is equal to the number of ways the rm lines can be split into rmn n-ples, i.e. to
Nn|r(m) =
(mr)!
(n!)rm/n
(5.113)
Allowed are only m, such that rm is divisible by n, otherwise Nn|r(m) = 0.
In the sort-respecting case (when the structure group is maximally big, G = SU(n1) × SU(nr)), all r lines,
attached to T are different, and in the m-th order in T there are r sets of m lines, attached to T -vertices, and their
other ends are attached to mnk ǫ-vertices of sort k and valence nk. Thus the total number of diagrams is
Nn1×...×nr(m) =
r∏
k=1
(m)!
(nk!)m/nk
(5.114)
Again only m, divisible by all nk, are allowed, otherwise Nn1×...×nr (m) = 0.
The numbers (5.113) and (5.114) count all diagrams, not obligatory connected. Enumerating of connected
diagrams and their further topological classification is somewhat trickier combinatorial problem, with complexity
increasing with growing r and n’s.
The pure combinatorial partition functions are defined as
Zcom(T ) =
∞∑
m=0
1
m!
(∑
over all N(m) diagrams of order m
)
Fcom(T ) =
∞∑
m=1
1
m
(∑
over all n(m) connected diagrams of order m
)
(5.115)
Of course, one can introduce extra weights (”coupling constants”) in internal sum, distinguishing between different
topologies, this is the route deep into the field of matrix models and topological field theories [13, 20, 22, 27].
• In operator language Zcom(T ) is very similar to Z˜(T ) = Eˆe⊗(T ), but with #(t) = m, i.e. with t-lattice size
adjusted to the number of T -vertices. To demonstrate the differences between combinatorial and functional-integral
partition functions, we write them down together. For n|r = 2|2 we have for the sort-mixing combinatorial partition
function (Fig.31):
Zcom2|2 (T ) = (5.116)
=
∞∑
m=0
1
(m!)2
{
ǫij
m∑
t=1
∂2
∂xi(t)∂yi(t)
+ ǫij
m∑
t<t′
(
∂
∂xi(t)
+
∂
∂yi(t)
)(
∂
∂xj(t′)
+
∂
∂yj(t′)
)}m m∏
t=1
(
T ijxi(t)yj(t)
)
= 1 + ǫijT
ij + . . .
while its simplest functional-integral counterparts with the smallest t-lattices #(t) = 1 (Fig.28) and #(t) = 2
(Fig.29) are:
Z2|2
(
T
∣∣∣#(t) = 1) (5.108)= ∞∑
m=0
1
(m!)2
{
ǫij
∂2
∂xi∂yj
}m (
T ijxiyj
)m
= 1 + ǫijT
ij +
2ǫijǫkl
(2!)2
(
T ikT jl − T ilT jk
)
+ . . .
Z2|2
(
T
∣∣∣#(t) = 2) (5.106)=
=
∞∑
m=0
1
(m!)2
{
ǫij
(
∂
∂xi
[
∂
∂yj
+
∂
∂x′j
+
∂
∂y′j
]
+
∂
∂yi
[
∂
∂x′j
+
∂
∂y′j
]
+
∂
∂x′j
∂
∂y′j
)}m (
T ij
[
xiyj + x
′
iy
′
j
] )m
=
=
∞∑
m=0
1
(m!)2
{
ǫij
2∑
t=1
∂2
∂xi(t)∂yi(t)
+ ǫij
2∑
t<t′
(
∂
∂xi(t)
+
∂
∂yi(t)
)(
∂
∂xj(t′)
+
∂
∂yj(t′)
)}m(
T ij
[
2∑
t=1
xi(t)yj(t)
])m
=
= 1 + 2ǫijT
ij + . . .
• Similarly, in the sort-respecting case the combinatorial partition function (Fig.32) is
Zcom2×2 (T ) =
∞∑
m=0
1
(m!)2
{
ǫij
m∑
t<t′
(
∂2
∂xi(t)∂xj(t′)
+
∂2
∂yi(t)∂yj(t′)
)}m m∏
t=1
(
T ijxi(t)yj(t)
)
=
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Figure 31: The first few diagrams for the sort-mixing combinatorial partition function Zcom
2|2
(T ), see (5.116). The first non-trivial
diagram is taken from Fig.28 with #(t) = 1, the second – from Fig.29 with #(t) = 2 – in accordance with the rule p = #(t) = m. The
contribution from Fig.29 is further divided by 2 because of the difference between
“
T (xy + x′y′)
”2
and (Txy)(Tx′y′).
Figure 32: The first few diagrams for the sort-respecting combinatorial partition function Zcom
2|2
(T ), see (5.117). Now ǫ-vertices are
not allowed to mix lines of different sorts, there are r = 2 different kinds of valence n = 2 ǫ-vertices. Only diagrams with even number
of T -vertices are non-vanishing.
=
∞∑
m=0
1
(m!)2(2m)!
(
ǫij
2m∑
t<t′
∂2
∂xi(t)∂xj(t′)
)m(
ǫij
2m∑
t<t′
∂2
∂yi(t)∂yj(t′)
)m 2m∏
t=1
(
T ijxi(t)yj(t)
)
(5.117)
while its simplest functional-integral counterpart (Fig.33) is
Z2×2
(
T
∣∣∣#(t) = 2) = ∞∑
m=0
1
[(2m)!]2
ǫij
#(t)=2∑
t<t′
(
∂2
∂xi(t)∂xj(t′)
+
∂2
∂yi(t)∂yj(t′)
)
2mT ij
#(t)=2∑
t=1
xi(t)yj(t)
2m=
=
∞∑
m=0
1
[(2m)!]2
{
ǫij
(
∂2
∂xi∂x′j
+
∂2
∂yi∂y′j
)}2m(
T ij(xiyj + x
′
iy
′
j)
)2m
=
=
∞∑
m=0
1
(m!)2(2m)!
(
ǫij
∂2
∂xi∂x′j
)m(
ǫij
∂2
∂yi∂y′j
)m(
T ij(xiyj + x
′
iy
′
j)
)2m
(5.118)
• Because of the lattice-size (”space-time” volume) dependence on the order of perturbation theory, Zcom and
Zcom do not have immediate functional integral representation a la (1.7) and are somewhat more difficult to calculate,
even for n|r = 2|2.
In the n|r = 2|2 case the set of connected vacuum diagrams is very simple: these are circles with m T -vertices
of valence r = 2 and m ǫ-vertices of valence n = 2. The only reason for existence of different diagrams arises in the
sort-mixing case, when there are sort-respecting and sort-mixing ǫ-vertices.
Thus in the sort-respecting case the ”prepotential” (see Fig.34) is
F com2×2 (T ) =
∞∑
m=1
1
2m
(
ǫi2mi1T
i1j1εj1j2T
i2j2ǫi2i3T
i3j3εj3j4 . . . εj2m−1j2mT
i2mj2m
)
=
Figure 33: The first few diagrams for the sort-respecting partition function Z2×2
“
T
˛˛˛
#(t) = 2
”
, see (5.118).
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=
∞∑
m=1
1
2m
tr
(
Tˆ ˆ˜T
)m
= −1
2
log
{
det2×2(I − Tˆ ˆ˜T )
}
(5.119)
where (Tˆ )ij = εjkT
ik, i.e. Tˆ =
(
T 12 T 22
−T 11 −T 21
)
, while ( ˆ˜T )ij = ǫjkT
ki, i.e. ˆ˜T =
(
T 21 T 22
−T 11 −T 12
)
, so that Tˆ ˆ˜T =( − detT 0
0 − detT
)
= −D2×2(T ) · I, and
Zcom2×2 (T )
(5.112)
= exp
(
F com2×2 (T )
)
=
1√
det2×2
(
I − Tˆ ˆ˜T
) = 1
1 +D2×2(T )
(5.120)
Bilinear tensor T maps a pair (r = 2) of 2d (n = 2) vector spaces U × V → C. Operators Tˆ and ˆ˜T interchange
the two spaces Tˆ : U → V , ˆ˜T : V → U , while Tˆ ˆ˜T : V → V and ˆ˜T Tˆ : U → U . In other words, Zcom2×2 (T ) is
associated with an operator (
0 Tˆ
ˆ˜T 0
)
on the space U ⊕ V (5.121)
It is instructive to look at the matching of coefficients in (5.112). In the sort-respecting case this relation
symbolically (with l︸︷︷︸ denoting a single circle diagram of the length l) states:
Zcom2×2 (T ) = exp
(
F com2×2 (T )
)
= exp
(∑
m
1
2m
2m︸︷︷︸
)
= (5.122)
= 1 +
(
1
2 2︸︷︷︸ + 14 4︸︷︷︸ + 16 6︸︷︷︸ + 18 8︸︷︷︸ + 110 10︸︷︷︸ + . . .)+
+ 12
(
1
4 2︸︷︷︸2 + 14 2︸︷︷︸ 4︸︷︷︸ + 116 4︸︷︷︸2 + 16 2︸︷︷︸ 6︸︷︷︸ + 18 2︸︷︷︸ 8︸︷︷︸+ 112 4︸︷︷︸ 6︸︷︷︸ + . . .) +
+ 16
(
1
8 2︸︷︷︸3 + 316 2︸︷︷︸2 4︸︷︷︸ + 332 2︸︷︷︸ 4︸︷︷︸2 + 18 2︸︷︷︸2 6︸︷︷︸ + . . .) +
+ 124
(
1
16 2︸︷︷︸4 + 18 2︸︷︷︸3 4︸︷︷︸ + . . .) +
+ 1120
(
1
32 2︸︷︷︸5 + . . .) +
+ . . .
1 12
1
4 +
1
8
1
6 +
1
8 +
1
48
1
8 +
1
32 +
1
12+
1
10 +
1
16 +
1
24 +
1
64 +
1
48+
+ 132 +
1
16·24 +
1
8·24 +
1
120·32 . . .
= 1 = 12 =
3
8 =
5
16 =
35
128 =
63
256 . . .
In the bottom of the table we sum up the coefficients in front of all diagrams of the given order 2m (i.e. in a given
column), and they indeed coincide with
N2×2(2m)
(m!)2(2m!)
(5.114)
=
(
(2m)!/2m
)2
(m!)2(2m!)
=
(2m)!
4m(m!)2
=
Γ
(
m+ 12
)
m!Γ
(
1
2
)
• In the pure-sort-mixing prepotential F(T ) there is also no ambiguity in topology of diagrams, moreover now
only operators Tˆ arise, no ˆ˜T are needed, see Fig.35:
Fcom2|2 (T ) =
∞∑
m=1
1
2m
2mtr Tˆm = −1
2
log
{
det2×2(I − 2Tˆ )
}
(5.123)
and
Zcom2|2 (T ) = exp
(
Fcom2|2 (T )
)
=
1√
det2×2(I − 2Tˆ )
=
1√
1− 2Pfaff(T ) + 4D2×2(T )
(5.124)
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Figure 34: The first few diagrams for the sort-respecting combinatorial prepotential F com2×2 (T ), see (5.119).
Figure 35: The first few diagrams for the pure sort-mixing combinatorial prepotential Fcom
2|2
(T ), see (5.123).
For symmetric T = S the trace tr Tˆ = T 12 − T 21 = Pfaff(T ) = 0, so that eq.(5.124) turns into
Zcom2|2 (S) =
1√
1 + 4D2|2(S)
=
1√
1 + 4 detS
(5.125)
and provides the tensor-algebra deformation of the integral (5.111).
• In the ordinary sort-mixing case connected cyclic diagrams can still differ by the sequences of sort-preserving
and sort-mixing ǫ-vertices: each sort-preserving ǫ switches between sequences of operators Tˆ and ˆ˜T , see Fig.36.
Matching of coefficients now works as follows:
Zcom2|2 (T ) = exp
(
Fcom2|2 (T )
)
= exp
(∑
m
1
2m
2m m︸︷︷︸
)
= (5.126)
= 1 +
(
1︸︷︷︸ + 2︸︷︷︸ + 43 3︸︷︷︸ +2 4︸︷︷︸ + 165 5︸︷︷︸ + . . .)+
+ 12
(
1︸︷︷︸2 +2 1︸︷︷︸ 2︸︷︷︸ + 83 1︸︷︷︸ 3︸︷︷︸+ 2︸︷︷︸2 +4 1︸︷︷︸ 4︸︷︷︸+ 83 2︸︷︷︸ 3︸︷︷︸ + . . .) +
+ 16
(
1︸︷︷︸3 +3 1︸︷︷︸2 2︸︷︷︸ +3 1︸︷︷︸ 2︸︷︷︸2 + 4 1︸︷︷︸2 3︸︷︷︸ + . . .) +
+ 124
(
1︸︷︷︸4 +4 1︸︷︷︸3 2︸︷︷︸ + . . .) +
+ 1120
(
1︸︷︷︸5 + . . .) +
+ . . .
1 1 1 + 12
4
3 + 1 +
1
6 2 +
4
3 +
1
2 +
1
2 +
1
24
16
5 + 2 +
4
3 +
2
3 +
1
2 +
1
6 +
1
120 . . .
= 1 = 1 = 32 =
5
2 =
35
8 =
63
8 . . .
Again sums of the coefficients in each column coincide with
N2|2(m)
(m!)2
(5.113)
=
(2m)!/2m
(m!)2
= 2m
Γ
(
m+ 12
)
m!Γ
(
1
2
)
• For higher r > 2 the cyclic diagrams (glued segments) are substituted by surfaces, glued from r-angles. In
particular case of n|r = 2|3 with trilinear tensors the role of connected diagrams is played by dessins d’enfants [28].
Trilinear tensors are associated with a triple (r = 3) of 2d (n = 2) vector spaces: T : U × V ×W → C. The
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Figure 36: The first few diagrams for the sort-mixing combinatorial prepotential Fcom
2|2
(T ), see (5.108).
analogue of operator (5.121) is given [12] by a pair of operators U → V ⊗W and V ⊗W → U , i.e.
Tˆ =
(
0 T ·jki
T i·jk 0
)
=

0 0 T ·111 T
·12
1 T
·21
1 T
·22
1
0 0 T ·112 T
·12
2 T
·21
2 T
·22
2
T 1·11 T
2
·11 0 0 0 0
T 1·12 T
2
·12 0 0 0 0
T 1·21 T
2
·21 0 0 0 0
T 1·22 T
2
·22 0 0 0 0
 on U ⊕ (V ⊗W ) (5.127)
In fact this operator is a member of a triple, permuted by the discrete σ3 factor of the structure group: the two
other operators Tˆ ′ and Tˆ ′′ act on V ⊕ (W ⊗ U) and on W ⊕ (U ⊗ V ) respectively. We remind, that indices of T ijk
are lowered with the help of the ǫ tensor of rank n = 2. It is easy to check that Tr6×6Tˆ p is non-vanishing only for
p = 4m, also det6×6Tˆ = 0. The first non-vanishing trace is equal to Cayley hyperdeterminant (normalized so that
D(Tdiag) = (ab)
2):
1
4
Tr6×6Tˆ 4 = D2×2×2(T ),
and higher traces are its powers, according to the analogue of (5.109):
1− 1
4
Tr6×6Tˆ 4 = det6×6
(
I − Tˆ
)
= eTr log(I−Tˆ ) = exp
(
−
∞∑
m=1
1
4m
Tr Tˆ 4m
)
= (5.128)
= 1− 1
4
Tr Tˆ 4 + 1
32
[(
Tr Tˆ
)4
− 4Tr Tˆ 8
]
+
[
− 1
6 · 43
(
Tr Tˆ 4
)3
+
1
32
Tr Tˆ 4Tr Tˆ 8 − 1
12
Tr Tˆ 12
]
+ . . .
The simplest way to resolve these equations is to consider diagonal T :
Tˆdiag =

0 0 0 0 0 b
0 0 −a 0 0 0
0 b 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
a 0 0 0 0 0
 and Tˆ
2
diag =

ab 0 0 0 0 0
0 −ab 0 0 0 0
0 0 0 −ab 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 ab

and actually Tr6×6Tˆ 4m = 4Dm2×2×2(T ), so that eq.(5.80) can be also rewritten as
Z2×2×2
(
T
∣∣∣#(t) = 2) = ∑
m=0
(ab)2m
(
2m∑
s=0
(−)ss!(2m− s)!
)
=
= 1 +
3
4
Tr Tˆ 4 + 5
2
Tr Tˆ 8 + 5 · 7 · 9
16
Tr Tˆ 12 + 7 · 9
2
2
Tr Tˆ 16 + . . . =
∞∑
m=0
(2m+ 1)!
4m(m+ 1)
Tr Tˆ 4m (5.129)
5.6 Tensorial exponent
Combinatorial partition functions are actually defined in terms of the following formal operations:
5.6.1 Oriented contraction
For a pair of tensors a ∈ T nV, α ∈ T kV ∗ take an ordering on the corresponding simplices {1, . . . , n} and {1, . . . , k}.
Then we can define a contraction
∂αa := 〈α, a〉 :=
∑
σ∈Hom (k,n)
α ·σ a
where the sum is taken over monotone embeddings σ : {k} →֒ {n}.
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Example 1 For ai1i2i3 ∈ T3, α ∈ T 2 we have
〈α, a〉k = αijaijk + αijaikj + αijakij
5.6.2 Generating operation (”exponent”)
For a pair α, β ∈ TV ∗ we have
〈β, 〈α, a〉〉 = 〈α, 〈β, a〉〉 =: 〈αβ, a〉
i.e. ∂α∂β = ∂β∂α. Then we have a well-defined operation
expα := 1 + 〈α, ·〉 + 1
2!
〈α, ·〉+ 1
3!
〈α3, ·〉+ . . .
Example 2 For α ∈ V ∗, a =∑K aKxk11 . . . xkNN ∈ SV we have
expα(a) =
∑
K
aK(x1 + 〈α, x1〉)k1 . . . (xN + 〈α, xN 〉)kN
known as Taylor formula.
5.7 Beyond n = 2
Explicit expressions for the resultants and discriminants for n > 2 are quite lengthy and we do not go into details
about these examples here. Explicit formulas for resultants are actually written down in s.3.3 as determinants
of huge matrices. It was also shown how much simpler expressions, like (3.2.5), can be deduced for tensors from
particular few-parametric families. Some more examples can be found in [7].
In the near future a systematic list of examples should be compiled and convenient notation introduced for
various intermediate building blocks in different approaches (since expressions in terms of primary entries – the
tensor coefficients – take pages already for n = 3). Of principal importance would be development of adequate
functional integral language, associated topological theories, tensor-models and tensorial τ -functions. This looks
like a challenging and promising field to work in.
In the following sections we briefly touch the even more advanced subjects, which grow from the resultant--
discriminant theory and can be considered as its applications.9 The most important is generalization of eigenvector
chapter of linear algebra: the theory of iterated maps and their orbits, the concept of map’s exponentiation, renor-
malization groups, Julia and Mandelbrot sets.
5.7.1 D3|3, D3|4 and D4|3 through determinants
Discriminantal conditions for a symmetric tensor S(~z) = Si1...irzi1 . . . zir of the type n|r describe resolvability of the
system dS = 0 of n equations
Nn|r−1∑
I=1
SiIzI = 0, i = 1, . . . , n (5.130)
where I is symmetric multi-index I = {i1 . . . ir−1} taking Nn|r−1 = (n+r−2)!(n−1)!(r−1)! different values and zI = zi1 . . . zir−1 .
The system (5.130) is defined by a rectangular n × Nn|r−1 matrix SiI and as a linear system it would always
have solutions if Nn|r−1 > n, without any constraints on the coefficients of S(~z). However, z
I in 5.130 are not free
(independent) variables, and these solutions are not necessarily lifted to solutions for ~z, i.e. to solutions of original
system dS = 0.
Still, if (5.130) could be somehow substituted by a system of the form
Nn|p∑
J=1
HIJzJ = 0, I = 1, . . . , Nn|p (5.131)
where each equation holds whenever dS = 0 and with a square matrix HIJ , the detH = 0 would be a necessary
condition for resolvability of dS = 0, i.e.
Dn|r(S) = irf
{
| H |
}
(5.132)
9 In these advanced sections we no longer bother about confusing superscripts with powers and – in order to simplify some formulas
– we freely interchange covariant and contravariant indices as compared to the previous sections.
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If, further, detH has the right degree
dn|r = n(r − 1)n−1 (5.133)
in the coefficients of S(~z), we obtain an exact relation – determinantal formula
Dn|r(S) = detNn|p×Nn|pH (5.134)
which could serve as a generalization of (5.45). Remarkably, such square matrices H can often be designed [25].
First of all, if r = 2, then Nn|r−1 = Nn|1 = n and we can simply take H
ij = Sij , reproducing once again the
familiar relation
Dn|2(S) = detn×nS
More complicated examples exploit the result of s.4.2.1, applied to the case of symmetric tensor T = S: dS = 0
implies dQ = 0 with
Q(~z) = detn×n
∂2S(~z)
∂zi∂zj
(5.135)
This allows to use
Qi(~z) =
∂Q
∂zi
=
Nn|p∑
K=1
QiKzK (5.136)
along with
Si(~z) =
∂S
∂zi
=
Nn|r−1∑
I=1
SiIzI (5.137)
in the construction of H . Quantities Qi(~z) have degree n in the coefficients S of S(~z) and degree pn|r ≡ n(r− 2)− 1
in the z-variables.
In the first non-trivial example n|r = 3|3 there is a coincidence: p3|3 = 2 = r− 1 allowing to form a matrix from
Si and Qi
H =
(
SiI
QiI
)
with #(I) = N3|2 = 6 columns. Remarkably (compare to [7], Chapter 8) this is already a square matrix: the number
of rows is also 2 ×#(i) = 2n = 6. Furthermore, detH has degree 3 × 1 + 3 × 3 = 12 = d3|3 in the coefficients S,
and we conclude that
D3|3(S) = det6×6
(
SiI
QiI
)
= det6×6
(
∂iS
∂iQ
)
=
C36=20∑
IJK
(−)P (IJK)SIJKQ(S)I˜JK , (5.138)
where SIJK = ǫijkS
i
IS
j
JS
k
K and QIJK = ǫijkQ
i
IQ
j
JQ
k
K are 3 × 3 minors of rectangular matrices SiI and QiI , while
I˜JK is a triple, complementary to IJK, e.g. 1˜23 = 456 or ˜11, 22, 33 = 12, 13, 23. For example, for S = 13 (ax
3 +
by3 + cy3) + 2ǫxyz from s.4.2.6 eq. (5.138) implies:
Q = det
 2ax 2ǫz 2ǫy2ǫz 2by 2ǫx
2ǫy 2ǫx 2cz
 = −8((ax3 + by3 + cz3)ǫ2 − (abc+ 2ǫ3)xyz)
and
D3|3(S) = −83 · det

ax2 + 2ǫyz
by2 + 2ǫxz
cz2 + 2ǫxy
3aǫ2x2 − (abc+ 2ǫ3)yz
3bǫ2y2 − (abc+ 2ǫ3)xz
3cǫ2z2 − (abc+ 2ǫ3)xy
 ∼
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∼ det6×6

a 2ǫ
3aǫ2 −(abc+ 2ǫ3)
b 2ǫ
3bǫ2 −(abc+ 2ǫ3)
c 2ǫ
3cǫ2 −(abc+ 2ǫ3)
 =
= abc(abc+ 8ǫ3)3
in accordance with (3.33).
Note, that instead of (5.138) one can also write [25]
D3|3(S) = det10×10
(
zi∂jS
Q
)
In general pn|r 6= r − 1, but in devising the matrix H we still have a freedom to multiply by powers of z: if all
Si = 0 then not only all Qi = 0, but also any zLSi = 0 and zMQi = 0 with any multi-indices L and M . This
additional freedom allows to construct square matrices H form dS and dQ alone in the next non-trivial examples of
D3|4 and D4|3:
D3|4(S) = det21×21
(
zizj∂kS
∂iQ
)
(5.139)
D4|3(S) = det20×20
(
zi∂jS
∂iQ
)
(5.140)
These determinants have correct degrees in S: N3|2 · 3 × 1 + 3 × 3 = 6 × 3 + 3 × 3 = 27 = 3 · 32 = d3|4 and
42 × 1 + 4 × 4 = 32 = 4 · 23 = d4|3 respectively. The sizes of matrices in determinants are equal respectively to
21 = N3|5 = 3 ·N3|2 + 3 = 3 · 6 + 3 and 20 = N4|3 = 4 · 4 + 4.
It is also instructive to consider another familiar case: n = 2, i.e. discriminant of an ordinary homogeneous
polynomial. In terms of the present section
D2|r(S) = det z
q∂S
where q(r) is defined from the condition that the matrix is square: N2|r+q−1 = 2N2|q, i.e. r+ q = 2(q+1) or simply
q = r − 2. Thus
D2|r(S) = det2(r−1)×2(r−1) zi1 . . . zir−2∂jS (5.141)
It is easy to recognize in this formula the familiar expression D2|r(S) = R2|r−1(∂1S, ∂2S) with resultant given
by conventional formula (??). It is enough to label the matrix columns by monomials zk1z
r−2−k
2 so that each
multiplication by z1 shifts a row one step to the right.
5.7.2 Generalization: Example of non-Koszul description of generic symmetric discriminants
Consider now the same matrix zq∂S for n > 2. Solutions qn|r of the equation Nn|r+q−1 = nNn|q, are rarely integer,
but even if they are, qn|r ≥ r − 1. However, in this case some rows of the matrix become linear dependent, and
should be excluded if we want to have a non-vanishing determinant. Denote by Kn|q the linear space of homogeneous
polynomials of degree q of n variables, with dimension dim(Kn|q) = Nn|q. The reason for linear dependence is that
the spaces ∂iS ⊗Kn|q with different i necessarily intersect if q ≥ r − 1 = deg(∂S). The pairwise intersection space
is ∂iS∂jS ⊗Kn|q−(r−1) and its dimension is Nn|q−(r−1). The number of pair-wise intersections is C2n = n(n−1)2 , but
they themselves can intersect if q ≥ 2(r − 1): then C3n triple intersections occur. Each triple-intersection space is
∂iS∂jS∂kS⊗Kn|q−(r−1) with dimension Nn|q−2(r−1) and so on. The number of linearly independent rows is therefore
equal to the alternated sum
nNn|q − n(n− 1)
2
Nn|q−(r−1) +
n(n− 1)(n− 2)
6
Nn|q−2(r−1) − . . . =
=
n∑
j=1
(−)j−1CjnNn|q−(j−1)(r−1) = n
n∑
j=1
(−)j−1(q + n− (j − 1)(r − 1)− 1)!
j!(n− j)!(q − (j − 1)(r − 1))!
(5.142)
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For sufficiently big q ≥ (n− 1)(r − 1) all terms in this sum are non-vanishing (no factorials of negative integers in
denominator) and the sum is equal to Nn|q+r−1 (as a corollary of the elementary identities
∑n
j=0(−)jCjn(j−1)m = 0
for 0 ≤ m ≤ n− 1). This means that for such q rectangular matrix
(
zq∂S
)
with Nn|q+r−1 columns and nNn|q rows,
actually has exactly Nn|q+r−1 linearly independent rows and the corresponding principal minor is non-vanishing for
generic S. Of course, this minor vanishes at discriminantal variety, because all the equations, represented by rows
of the matrix, possess a common non-trivial solution, and Dn|r(S) is an irreducible factor and common divisor of
all such minors with different q ≥ (n− 1)(r− 1). In other words, the image of operator zqdS, which maps the space
of degree-q polynomials of n variables into the space of degree-q + r − 1 polynomials, drops down at discriminantal
variety. Thus phenomenon is very similar to what happens in the case of Koszul-complex construction. Its slight
generalization, however, involves a somewhat less trivial operator.
For the special value of q = n(r − 2)− 1 − (r − 1) = (n− 1)(r − 1)− (n+ 1) the last term with j = n does not
contribute to the sum (5.142) and it gets equal to
Nn|q+r−1 − n
In this special case q+ r− 1 = n(r− 2)− 1 is exactly the degree of the polynomial dQ and n is exactly the number
of components of this vector. This means that the matrix(
zq∂S
∂Q
)
though rectangular for generic n|r, becomes square after elimination of all linearly-dependent rows, or, in other words,
has exactly one non-vanishing maximal minor. This minor has a size Nn|n(r−2)−1 and degree Nn|n(r−2)−1+(n−1)n in
S. This degree is typically larger than dn|r: for big enough n and r
Nn|n(r−2)−1 + (n− 1)n =
(
n(r − 2)− 1 + (n− 1))!
(n− 1)!(n(r − 2)− 1)! + n(n− 1) ∼
∼ (nr)
n−1
(n− 1)! > n(r − 1)
n−1 = dn|r
It follows, that discriminant Dn|r(S) is an irreducible factor of our minor, but in general does not coincide with it.
Exact dimensions of these extra factors are:
n extra dimension r = 3 r = 4 r = 5 r = 6
3 32 (r − 3)(r − 4) 0 0 10 90
4 43 (r − 3)(5r2 − 18r + 10) 0 24 330 2940
5 50524 r
4 − 188512 r3 + 1005524 r2 − 579512 r + 225 3 120 1800 20220
6 2945 r
5 − 510r4 + 1731r3 − 2895r2 + 119765 r − 756 9 328 5750 79560
. . .
As we already know, the extra factors are absent in three non-trivial examples n|r = 3|3, 3|4, 4|3. Since the choice
of linearly-dependent is not necessarily done in the SL(n) symmetric way, the extra factors are not, generically,
SL(3)-invariant.
To make this construction a full-scale alternative to Koszul complexes, one still needs to provide explicit descrip-
tion of the asymmetric factors.
For more examples and further discussion along these lines see [25].
6 Eigenspaces, eigenvalues and resultants
6.1 From linear to non-linear case
The theory of eigenvalues, eigenvectors and Jordanian cells is one of the most important chapters of linear algebra.
Eigenvactors ~e and eigenvalues λ are defined from the condition Aije
j = λei, so that eigenvectors are roots of the
characteristic equations:
det(A− λI) = det
n×n
(
Aij − λδij
)
= (−)n
n∏
i=1
(
λ− λi(A)
)
= 0 (6.1)
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In fact, the n × n matrix can be fully parameterized by its eigenvectors and eigenvalues: each eigenvector has
n − 1 projectively independent components plus one eigenvalue and there are n independent eigenvectors, so that
n2 = n
(
(n − 1) + 1
)
. Let us label eigenvectors eiµ and the corresponding eigenvalues λµ by index µ = 1, . . . , n.
Then
Aij =
n∑
µ=1
eiµλµe
∗
µj (6.2)
The matrix eiµ matrix is n× n square, and e∗µj is its inverse,
∑n
µ=1 e
i
µe
∗
µj = δ
i
j . If all λµ = 1 we get A
i
j = δ
i
j , and for
arbitrary λµ the determinant
detijA
i
j =
n∏
µ=1
λµ (6.3)
Above counting can not survive transition to non-linear case s > 1 many things without changes. This is obvious
already from examination of the simplest numerical characteristics. The map of degree s has nMn|s = n
(n+s−1)!
(n−1)!s!
parameters (instead of n2 in the linear case of s = 1). Each eigenvector still has n − 1 projectively independent
components, but ”eigenvalue” is now a polynomial of degree s−1 with Mn|s−1 = (n+s−2)!(n−1)!(s−1)! parameters, see below.
Naive counting, as in the linear case, would imply that the ratio
nMn|s
n− 1 +Mn|s−1
should count the number of eigenvectors. But it is not integer! Even in the simplest case n = 2 s = 2 (two
quadratic polynomials), this ratio is 2, while actually there will be 3 eigenvectors. This signals that eigenvectors
and eigenvalues can not be chosen independently, actually there are
cn|s =
sn − 1
s− 1 (6.4)
of them, and this number can exceed Mn|s and even nMn|s (see table in s.6.2.2 below). Furthemore, cn|s 6= n for
s > 1, and eiµ with µ = 1, . . . , cn|s is no longer a square matrix: it is rectangular n× cn|s and there is no inverse to
play the role of e∗ in (6.2). The proper generalization of (6.2) is given by more sophisticated expressions like (6.44)
or (6.45).
6.2 Eigenstate (fixed point) problem and characteristic equation
6.2.1 Generalities
• For (n|s)-map ~A(~z), described by n homogeneous polynomials of degree s, the eigenstates are invariant points
in Pn−1, satisfying
Ai(~z) = λ(~z)zi, i = 1, . . . , n (6.5)
where λ(~z) is some homogeneous polynomial of degree s−1. For non-trivial eigenstates to exist, λ(~z) in (6.5) should
satisfy characteristic equation
Rn|s(λ|A) ≡ Rn|s
{
Ai(~z)− λ(~z)zi
}
= 0 (6.6)
which imposes a single constraint on the Mn|s−1 =
(n+s−2)!
(n−1)!(s−1)! coefficients of λ(~z).
• Eigenvalue λ(z) can be excluded from the system (6.5), then eigenvectors satisfy a closed system of equations
ziAj(~z) = zjAi(~z) (6.7)
This system is over-defined: one can fix j and get n− 1 independent equations for i 6= j, all other will follow.
• The map is defined by the tensor Aiα, where i takes n values and α = {j1, . . . , js} is a symmetric multi-index,
i.e. with all values, differing by permutations of indices, like {j1, . . . , jk, . . . , jl, . . . , js} and {j1, . . . , jl, . . . , jk, . . . , js},
identified. After such identification the multi-index α takes Mn|s =
(n+s−1)!
(n−1)!s! different values.
The polynomial Rn|s(λ|A) has degree dn|s = nsn−1 in the coefficients of A, but only degree cn|s = s
n−1
s−1 in the
coefficients of λ. This is because λ(~z)~z is a rather special kind of a homogeneous map. For example, for n = 2, when
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R2|s = Resξ
(
y−sA1(ξy, y), y
−sA2(ξy, y)
)
is expressed through an ordinary resultant of two polynomials in ξ, these
two degrees are easy to find: d2|s = 2s and c2|s = s+ 1.
• This implies that the eigenstate problem (6.5) and (6.6) has cn|s different solutions. We preserve notation
~eµ = {eiµ} for these eigenvectors, but since i = 1, . . . , n, µ = 1, . . . , cn|s and cn|s > n for s ≥ 2, these eigenvectors
are linearly dependent: form an overfilled basis in generic non-degenerate situation. Moreover, since cn|s > Mn|s
for most values of n and s (see Table in s.6.2.2), linear dependencies exist even among their s-fold products, see
examples in s.6.3.5 below.
• As a functional of λ(~z) the characteristic polynomial Rn|s(λ|A) factorizes into a product of cn|s functions,
which are at most linear in the coefficients of λ(~z):
Rn|s {Ai(~z)− λ(~z)zi} =
cn|s∏
k=1
Lk(λ|A) (6.8)
This is a highly non-trivial property for the case of many variables: there is nothing like Besout theorem for arbitrary
polynomial of many variables. Still characteristic polynomial made from a resultant possesses such decomposition!
Each factor Lµ is associated with particular eigenstate of ~A(~z), and decomposition (6.8) is direct generalization of
(6.1) from matrices to generic non-linear maps.
• Putting λ(~z) = 0 in (6.8) we obtain a peculiar decomposition of the resultant:
Rn|s{A} =
cn|s∏
k=1
Lk(0|A), (6.9)
which is a non-linear analogue of determinant decomposition (6.3). However, the separation of individual factors at
the r.h.s. is not uniquely defined, also the factors are non-polynomial in the coefficients of A, so that the resultant
for generic map is algebraically irreducible, and its factorization into A-polynomial quantities for A of a special type
(for example, diagonal or with special symmetries) remains a well-defined phenomenon.
6.2.2 Number of eigenvectors cn|s as compared to the dimension Mn|s of the space of symmetric
functions
The simplest way to find cn|s and get first impression about the structure of characteristic equation is through
consideration of the simplest diagonal map
Ai(~z) = aiz
s
i , i.e. Aiα = δ(α, ii . . . i) (6.10)
This is one of the cases when eigenvalue problem can be solved explicitly: from
aiz
s
i = Λzi, Λ = λ(~z), i = 1, . . . , n (6.11)
each zi can take one of s values, either 0 or (Λ/ai)
1/(s−1), multiplied by any of the s − 1 roots of unity ωµs−1,
µ = 1, . . . , s − 1, ωs−1s−1 = 1. The number cn|s of projectively independent solutions satisfies the obvious recurrence
relation:
cn+1|s = scn|s + 1 (6.12)
Indeed, each of the cn|s solutions for z1, . . . , zn can be supplemented by one of the s choices for zn+1, and there is
one essentially new solution: all z1 = . . . = zn = 0, zn+1 6= 0. For n = 1 there is exactly one non-vanishing solution
modulo rescalings, so that c1|s = 1 and therefore cn|s = 1+s+s
2+ . . .+sn−1 = s
n−1
s−1 . Note, that generic resultant’s
degree dn|s = ns
n−1 is a similar sum of n items, but all equal to sn−1. Another remark is that cn|s does not coincide
with the number Mn|s of values the symmetric multi-index α in A
i
α(~z) can take: in general
sn − 1
s− 1 = cn|s ≥Mn|s =
(s+ n− 1)!
s!(n− 1)! (6.13)
– for fixed s the l.h.s. grows exponentially with n, while the r.h.s. is just a power. More details about these two
important parameters are seen in the table:
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s 1 2 3 4 5 . . .
cn|2 = 2
n − 1 cn|3 =
3n−1
2
cn|4 =
4n−1
3
cn|5 =
5n−1
4
n cn|1 =Mn|1 = n
Mn|2 = Mn|3 = Mn|4 = Mn|5 =
=
n(n+1)
2
n(n+1)(n+2)
6
=
n(n+1)(n+2)(n+3)
24
=
n(n+1)(n+2)(n+3)(n+4)
120
1 c1|s = M1|s = 1 1 1 1 1 1
2 c2|s =M2|s = s+ 1 2 3 4 5 6
c3|s = s
2 + s+ 1 7 13 21 31
3 3
M3|s =
(s+1)(s+2)
2
6 10 15 21
c4|s = s
3 + s2 + s+ 1 15 40 85 156
4 4
M4|s =
(s+1)(s+2)(s+3)
6
10 20 35 56
c5|s = s
4 + s3 + s2 + s+ 1 31 121 341 781
5 5
M5|s =
(s+1)(s+2)(s+3)(s+4)
24
15 35 70 126
. . .
6.2.3 Decomposition (6.8) of characteristic equation: example of diagonal map
Diagonal maps are also a good starting point for discussion of decomposition (6.8) of characteristic equation: some
crucial properties of this decomposition are well seen at the level of explicit formulas.
The case of n|s = 2|s:
For n = 2 and
λ(z) = λ(1)x
s−1 + λ(2)x
s−2y + . . .+ λ(s)y
s−1 (6.14)
we have:
R2|2(λ|A) = (λ(1) − a)(λ(2) − b)
(
ab− λ(1)b− λ(2)a
)
, (6.15)
R2|3(λ|A) = (λ(1) − a)(λ(3) − b)
(
ab− λ(1)b− λ(2)
√
ab− λ(3)a
)(
ab− λ(1)b+ λ(2)
√
ab− λ(3)a
)
, (6.16)
R2|4(λ|A) = (λ(1) − a)(λ(4) − b)
(
ab− λ(1)b− λ(2)a1/3b2/3 − λ(3)a2/3b1/3 − λ(4)a
)
· (6.17)
·
(
ab− λ(1)b− ω3λ(2)a1/3b2/3 − ω23λ(3)a2/3b1/3 − λ(4)a
)(
ab− λ(1)b− ω23λ(2)a1/3b2/3 − ω3λ(3)a2/3b1/3 − λ(4)a
)
,
and, generically, for n = 2
R2|s(λ|A) = (λ(1) − a)(λ(s) − b)
s−1∏
m=1
ab− b s∑
j=1
λ(j)
(a
b
) j−1
s−1
ω
m(j−1)
s−1
 (6.18)
99
The c2|s = s+ 1 factors at the r.h.s. are associated with the eigenvectors(
1
0
)
,
(
0
1
)
, and
(
a−1/(s−1)
b−1/(s−1)ωνs−1
)
(6.19)
where ωs−1 = e
2πi/(s−1) is the primitive root of unity of degree s − 1, and ν = 1, . . . , s − 1 labels all other roots.
The total degree of R2|s in the coefficients a, b of diagonal A
i(~z) is 2s, as required by
degARn|s(λ|A) = degARn|s = dn|s = nsn−1 (6.20)
The case of n|s = n|2:
For s = 2 and λ(z) is a linear function:
λ(z) = λ1z1 + λ2z2 + . . .+ λnzn (6.21)
(we do not raise contravariant indices of z-variables to emphasize that they are not powers). Parameters λi in
here are coefficients of the linear function and have nothing to do with polynomial coefficients λ(j) in (6.14): in
variance with index i in λi, (j) in λ(j) is actually a symmetric multi-index (j) = (j1 . . . js−1), just for n = 2 it can
be parametrized by a single number j – that of unities among j1, . . . , js−1.
For characteristic resultant in the case of s = 2 and diagonal map Ai(~z) = aiz
2
i we have:
R2|2(λ|A) = (a1 − λ1)(a2 − λ2)(a1a2 − λ1a2 + λ2a1) (6.22)
Of course, this is the same as (6.15).
R3|2(λ|A) = (a1 − λ1)(a2 − λ2)(λ3 − a3)(a1a2 − λ1a2 − λ2a1)(a1a3 − λ1a3 − λ3a1)(a2a3 − λ2a3 − λ3a2) ·
·(a1a2a3 − λ1a2a3 − λ2a1a3 − λ3a1a2) (6.23)
and generically for n|s = n|2:
Rn|2(λ|A) =
n∏
i=1
(ai − λi)
n∏
i<j
(aiaj − λiaj − λjai)
n∏
i<j<k
(aiajak − λiajak − λjaiak − λkaiaj) . . . =
=
n∏
k=1
 ∏
1≤i1<...<ik≤n
(
ai1 . . . aik
)(
1−
k∑
l=1
λil
ail
) (6.24)
There are
cn|2 = n+
n(n− 1)
2
+
n(n− 1)(n− 2)
6
+ . . . = Cn1 + C
n
2 + . . .+ C
n
n = 2
n − 1 = s
n − 1
s− 1
∣∣∣∣
s=2
(6.25)
terms in this product and the total A-degree is
dn|2 = n+ 2
n(n− 1)
2
+ 3
n(n− 1)(n− 2)
6
+ . . . = Cn1 + 2C
n
2 + . . .+ nC
n
n =
n∑
k=1
kCnk = 2
n−1n = nsn−1
∣∣
s=2
(6.26)
Each elementary factor at the r.h.s. of (6.24) has a simple interpretation:
1−
k∑
l=1
λil
ail
= 1− λ(~eµ), (6.27)
where λ(~eµ) is the value of function λ(~z) at the appropriately normalized eigenvector ~eµ. Here µ = 1, . . . , cn|2
parametrizes the data {
set of k ordered indices
}
=
{
1 ≤ j1 < . . . ≤ jk ≤ n
}
and associated ~eµ = {ejµ} is given by
ej{j1...jk} =
k∑
l=1
a−1j δ
j
jl
(6.28)
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i.e. has non-vanishing components a−1jl and zeroes elsewhere: compare with (6.19).
The case of generic n|s:
Now λ(~z) =
∑n
j1...js−1
λj1...js−1zj1 . . . zjs−1 is a function of degree s − 1 of n variables, but resultant Rn|s(λ|A)
can be written down explicitly without direct reference to the coefficients λj1...js−1 . The relevant expression is direct
generalization of the r.h.s. of (6.24) interpreted as in (6.27), only now each term of degree k in the product is
substituted by additional product of (s− 1)k−1 factors:
Rn|s(λ|A) =
cn|s∏
µ=1
Aµ ·
(
1− λ(~eµ)
)
= Rn|s(A)
cn|s∏
µ=1
(
1− λ(~eµ)
)
(6.29)
Here Aµ =
∏k
l=1 ail , for diagonal A the resultant
Rn|s(A) =
cn|s∏
µ=1
Aµ = (a1 · . . . · an)sn−1 , (6.30)
and λ(~eµ) is the value of function λ(~z) at the appropriately normalized eigenvector ~eµ. Eigenvectors differ from
(6.28) because for s > 2 they depend on the (s− 1)-order roots of ai:
ejµ = e
j
{j1,νj1 ;...;jk,νjk}
=
k∑
l=1
δjjlω
νj
s−1a
−1/(s−1)
j (6.31)
compare with (6.19). Additional parameters νj = 1, . . . , s− 1 label different choices of roots. One of each k of these
parameters is unobservable, i.e. in (6.31) νjk ≡ 1, and there are only (s− 1)k−1 free ν-parameters.
This means that µ = 1, . . . , cn|s labels the data{
set of k ordered indices with additional ν − parameters
}
=
=
{
1 ≤ j1 < . . . ≤ jk ≤ n | νj1 , . . . , νjk−1 = 1, . . . , s− 1
}
As generalization of (6.25),
cn|s = C
n
1 + C
n
2 (s− 1) + . . .+ Cnn (s− 1)n−1 =
(
1 + (s− 1)
)n−1
− 1
s− 1 =
sn − 1
s− 1 (6.32)
A-degree of Rn|s(λ|A) in (6.29) is – as generalization of (6.26) – equal to
dn|s = C
n
1 + 2C
n
2 (s− 1) + . . .+ nCnn (s− 1)n−1 =
n∑
k=1
kCnk (s− 1)k−1 = n
(
1 + (s− 1)
)n−1
= nsn−1 (6.33)
This formula explains also the power-counting in (6.30).
Two obvious problems arise when one wants to extend explicit decompositions (6.29) and (6.30) to non-diagonal
maps.
The first is appropriate normalization of eigenvectors ~eµ in (6.29). It is clear ”from analysis of dimensions”, that
degA~eµ = − 1s−1 , since coefficients of λ(~z) in (6.5) should be considered as having the same degree as those of Ai(~z),
and λ(~eµ) in (6.29) should have degree zero.
The second is invariant meaning of the coefficients Aµ. In (6.29) and (6.30) these coefficients are taken in highly
asymmetric form: for example, their A-degrees depend on µ – this is despite all eigenvectors (all branches) seem to be
on the same footing in general sutuation. In diagonal case our choice of Aµ was essentially implied by polynomiality
of decomposition (6.24) – which is lost already in diagonal case for s > 2 and completely disappears in generic
situation. In order to clarify this issue we consider a non-diagonal example.
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6.2.4 Decomposition (6.8) of characteristic equation: non-diagonal example for n|s = 2|2
Polinomial case:
For non-diagonal map
A :
(
x
y
)
−→
(
a11x
2 + a12xy
b12xy + b22y
2
)
(6.34)
the three λ-linear multiplicative constituents Lµ(λ|A) of characteristic equation remain polynomial in the coefficients
a = a11, b = b22, a12, b12:
R2|2(λ|A) = (a11 − λ1)(b22 − λ2)
(
(a11b22 − a12b12) + λ1(a12 − b22) + λ2(b12 − a11)
)
=
= (a− λ˜1)(b − λ˜2)
(
ab− λ˜1b− λ˜2a
)
, (6.35)
where
a = a11 − b12, b = b22 − a12, λ˜1 = λ1 − b12, λ˜2 = λ1 − a12 (6.36)
Generic non-polynomial case:
For generic non-diagonal map
A :
(
x
y
)
−→
(
a11x
2 + a12xy + a22y
2
b11x
2 + b12xy + b22y
2
)
(6.37)
it is convenient to eliminate a12 and b12 by shifts (6.36), we also put α = a22, β = b11. In these variables the
resultant is relatively simple:
R2|2(λ|A) = −
(
αλ˜31 + bλ˜
2
1λ˜2 + aλ˜1λ˜
2
2 + βλ˜
3
2
)
+
(
(b2 + aα)λ˜21 + 3(ab− αβ)λ˜1λ˜2 + (a2 + bβ)λ˜22
)
−
−2(ab− αβ)
(
bλ˜1 + aλ˜2
)
+ (ab− αβ)2 (6.38)
In accordance with (6.8), it decomposes into a product of three λ-linear factors:
R2|2(λ|A) = α
(
η1 − λ˜1 − ξ1λ˜2
)(
η2 − λ˜1 − ξ2λ˜2
)(
η3 − λ˜1 − ξ3λ˜2
)
(6.39)
where ξ’s are the three roots of the equation
αξ3 − bξ2 + aξ − β = 0 (6.40)
and η’s – those of
αη3 − (b2 + aα)η2 + 2b(ab− αβ)η − (ab− αβ)2 = 0 (6.41)
The choice of roots in (6.41) should be correlated with that in (6.40): only 3 out of 3 × 3 = 9 possible choices are
consistent with (6.38). If β = 0 and in the limit of α = 0 equations (6.40) and (6.41) have simple solutions:
ξ = 0 ξ = a/b ξ ∼ b/α
η = a η = a η ∼ b2/α (6.42)
and substitution of these values into (6.39) reproduces (6.35).
To avoid possible confusion we emphasize once again that consistency between (6.38) and (6.39) is non-trivial:
decomposition like (6.39) exists only because of the special shape of (6.38), and we see that resultant indeed has
this special shape. We also see that the resultant decomposition
R2|2(A) = R2|2(0|A) = α
3∏
i=1
(
ηi + b12 + ξia12
)
(6.43)
continues to make sense, but individual factors are no longer polynomial in the coefficients of A (are made from the
roots of algebraic equations), and this explains the consistency of such decomposition with algebraic irreducibility
of the resultant R(A).
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Figure 37: Two-dimensional λ, µ real section of the space of λ(z) for n|s = 3|2. The lines are straight, in accordance with (6.8).
Vertical segments are irrelevant: they are due to Maple’s continuous extrapolation between different linear branches in a given domain
of values of λ.
6.2.5 Numerical examples of decomposition (6.8) for n > 2
If some two coefficients λ and µ are left in the function λ(~z), and one is defined through another λ(µ) from the
characteristic equation Rn|s(λ|A) = 0, then decomposition (6.8) implies that λ(µ) is a set of linear functions, i.e.
straight lines (not obligatory passing through zero) on the (λ, µ) plane. We present some numerically calculated
examples in Fig.37: this provides additional evidence that decomposition (6.8) is indeed true for n > 2.
6.3 Eigenvalue representation of non-linear map
6.3.1 Generalities
Introduce Eαµ ≡ Ej1...jsµ = ej1µ ej2µ . . . ejsµ . The multi-index α takes Mn|s values, while multi-index µ takes cn|s ≥Mn|s
values, so that Eαµ is rectangular Mn|s × cn|s matrix. Let us further pick some Mn|s ≤ cn|s of indices µ and restrict
Eαµ → Eˇαµ to this subset. Define E∗µα = Eˇ−1µα as inverse of Eˇαµ , i.e. of a minor of size Mn|s ≤ cn|s of the original
Mn|s × cn|s matrix Eαµ .
It is in these terms that we can write a correct version of representation (6.2):
Aiα =
Mn|s∑
µ=1
eiµΛµE
∗
µα =
Mn|s∑
µ=1
Eˇ(i~γ)µ λµ,~γE
∗
µα (6.44)
or, in more detail:
Aij1...js =
Mn|s∑
µ=1
Eˇi l1...ls−1µ λµ(l1...ls−1)E
∗
µ,j1...js , (6.45)
i.e. α = {j1, . . . , js}, γ = {l1, . . . , ls−1}, and indices l1, . . . , ls−1 are converted (summed over) with the free indices
of λµ (which is actually a polynomial of degree s− 1 and thus is symmetric tensor of rank s− 1).
As we shall see in examples below, representation (6.44) is consistent with
Aij1...jse
j1
ν . . . e
js
ν = Λνe
i
ν
or
AiαE
α
ν = Λνe
i
ν
for all the cn|s values of ν, despite the sum in (6.44) is only over a subset of Mn|s ≤ cn|s values of µ.
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6.3.2 Eigenvalue representation of Plukker coordinates
I[α1 . . . αn] = det
1≤i,j≤n
Aiαj =
∑
{γi}
n∏
i=1
Eγiµiλµi det
ij
E∗µiαj ∼
∼
∑
{γi}
det
ij
Eγiµj
n∏
i=1
λµi det
jk
E∗µjαk (6.46)
Determinants at the r.h.s. are n× n minors in Mn|s × cn|s matrix Eαµ .
If all
∏n
i=1 λµi = 1 we would get Iα1...αn = δ{γ},{α}, but it would depend on the choice of γi! In other words,
different choices of polynomials λµ(z) correspond to nullification of all Plukker parameters I but one and this
remaininhg one depends on the choice of polynomial.
Plukker parameters satisfy Plukker equations: ∀ {α1, . . . , α2n} sets of 2n multi-indices (every α consists of
symmetrized s indices, each taking n values, so that there are Mn|s different choices of α) we have∑
P∈σ2n
(−)P I[αP (1) . . . αP (n)] I[αP (n+1) . . . αP (2n)] ≡ 0 (6.47)
6.3.3 Examples for diagonal maps
The resultant of original system:
Rn|s(a1zs1, a2zs2, . . . , anzsn) =
(
n∏
i=1
ai
)s
(6.48)
The system of equations for eigenvectors:
aiz
s
i = zi, i = 1, . . . , n (6.49)
Solutions are made from z
(0)
i = 0 and z
(0)
i = a
−1/(s−1)
i ω, where ω’s are roots of unity of degree s− 1.
For n > 2 the number of projectively non-equivalent solutions actually exceedsMn|s and for Eαµ one can take any
square matrix, which is a non-degenerate minor of originally rectangular Eαµ (originally #µ = cn|s ≥ #α =Mn|s).
The simplest example: n = 2
For a1 = a, a2 = b, z1 = x, z2 = y we have:
the resultant is asbs,
eigenvectors (solutions of the system axs = x, bys = y) are: x = 0 or x = a−1/(s−1) ≡ α, y = 0 or y =
b−1/(s−1)ωj ≡ βωj , j = 0, . . . , s− 2. There are exactly s+ 1 =M2|s projectively inequivalent combinations:
eµ =
(
α
βωµ−1
)
, µ = 1, . . . , s− 1; es =
(
α
0
)
; es+1 =
(
0
β
)
(6.50)
The case of s = 2:
In this case α = a−1, β = b−1 and
e1 =
(
α
β
)
; e2 =
(
α
0
)
; e3 =
(
0
β
)
(6.51)
Then
Eαµ =
 α2 α2 0αβ 0 0
β2 0 β2
 , E∗µα = E−1µα =
 0 ab 0a2 −ab 0
0 −ab b2
 (6.52)
and
A1α =
3∑
µ=1
e1µE
∗
µα = α(0, ab, 0) + α(a
2,−ab, 0) + 0 · (0.− ab, b2) = (a, 0, 0),
A2α =
3∑
µ=1
e2µE
∗
µα = β(0, ab, 0) + 0 · (a2,−ab, 0) + β(0.− ab, b2) = (0, 0, b) (6.53)
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i.e. the two maps indeed are A1 = ax2 and A2 = by2.
Characteristic equation for the full eigenvector problem
ax2 = λ(x, y)x = (px+ qy)x,
by2 = λ(x, y)y = (px+ qy)y (6.54)
is
R2|2
(
ax2 − λ(x, y)x, by2 − λ(x, y)y
)
= (a− p)(b− q)
(
ab− (bp+ aq)
)
=
= a2b2(1− pα)(1 − qβ)
(
1− (pα+ qβ)
)
=
(
1− λ(e2)
)(
1− λ(e3)
)(
1− λ(e1)
)
R(λ = 0) (6.55)
The case of s = 3:
In this case α = 1/
√
a, β = 1/
√
b and
e1 =
(
α
β
)
; e2 =
(
α
−β
)
; e3 =
(
α
0
)
; e4 =
(
0
β
)
(6.56)
Then
Eαµ =
111
112
122
222

α3 α3 α3 0
α2β −α2β 0 0
αβ2 αβ2 0 αβ2
β3 −β3 0 β3
 , E∗µα = E−1µα =

0 12a
√
b 12
√
ab 0
0 − 12a
√
b 12
√
ab 0
a3/2 0 −√ab 0
0 −a√b 0 b3/2
 (6.57)
and
A1α =
4∑
µ=1
e1µE
∗
µα = α(0,
1
2
a
√
b,
1
2
√
ab, 0) + α(0,−1
2
a
√
b,
1
2
√
ab, 0) +
+α(a3/2, 0,−√ab, 0) + 0 · (0,−a
√
b, 0, b3/2) = (a, 0, 0, 0), (6.58)
A2α =
4∑
µ=1
e2µE
∗
µα = β(0,
1
2
a
√
b,
1
2
√
ab, 0)− β(0,−1
2
a
√
b,
1
2
√
ab, 0) +
+0 · (a3/2, 0,−√ab, 0) + β(0,−a
√
b, 0, b3/2) = (0, 0, 0, b) (6.59)
i.e. the two maps indeed are A1 = ax3 and A2 = by3.
The simplest example with cn|s > Mn|s: n = 3
In this case c3|2 = 7 > M3|2 = 6. For a1 = a, a2 = b, a3 = c, z1 = x, z2 = y, z3 = z the resultant is (abc)
s.
The case of s = 2:
In this case α = 1/a, β = 1/b, γ = 1/c, and there are c3|2 = 7 projectively non-equivalent solutions:
e1 =
 α0
0
 ; e2 =
 0β
0
 ; e3 =
 00
γ
 ; e4 =
 αβ
0
 ; e5 =
 α0
γ
 ; e6 =
 0β
γ
 ; e7 =
 αβ
γ
 ,
forming a 3× 7 matrix
eiµ =
 α 0 0 α α 0 α0 β 0 β 0 β β
0 0 γ 0 γ γ γ
 (6.60)
The corresponding Eαµ is rectangular 6× 7 matrix:
Eαµ =
11
22
33
12
13
23

α2 0 0 α2 α2 0 α2
0 β2 0 β2 0 β2 β2
0 0 γ2 0 γ2 γ2 γ2
0 0 0 αβ 0 0 αβ
0 0 0 0 αγ 0 αγ
0 0 0 0 0 βγ βγ
 (6.61)
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The seven columns of this matrix are linearly dependent. A non-degenerate (for non-vanishing α, β, γ) square matrix
Eˇαµ can be obtained, for example, by neglecting the last column. It is inverse of this square matrix that we call
E∗µα = Eˇ
−1
µα =

a2 0 0 −ab −ac 0
0 b2 0 −ab 0 −bc
0 0 c2 0 −ac −bc
0 0 0 ab 0 0
0 0 0 0 ac 0
0 0 0 0 0 bc
 (6.62)
It can be now multiplied from the left by truncated 3× 6 matrix eˇiµ, obtained from 3× 7 eiµ by omition of the last
column, and we obtain:
Aiα =
6∑
µ=1
eˇiµEˇ
∗
µα =
 a 0 0 0 0 00 b 0 0 0 0
0 0 c 0 0 0
 (6.63)
i.e. the three maps indeed are A1 = ax2, A2 = by2 and A3 = cz2. Note that this is true, despite the product
6∑
α=1
E∗µαE
α
ν =

1 0 0 0 0 0 −1
0 1 0 0 0 0 −1
0 0 1 0 0 0 −1
0 0 0 1 0 0 1
0 0 0 0 1 0 1
0 0 0 0 0 1 1

differs from the unit matrix by addition of the last column, emerging because c3|2 = 7 exceeds M3|2 = 6 by one.
6.3.4 The map f(x) = x2 + c:
This map is very popular in non-linear theory, it is the standard example in textbooks on Julia and Mandelbrot
sets. See s.5 of ref.[2] for details of its algebro-geometrical description.
In homogeneous coordinates the map is (
x
y
)
−→
(
x2 + cy2
y2
)
with (n|s) = (2|2). The three eigenvectors are:(
x
y
)
=
(
1
0
)
,
(
x+
1
)
,
(
x−
1
)
with x± =
1
2 (1±
√
1− 4c). Thus
eiµ =
(
1 x+ x−
0 1 1
)
, Eαµ =
 1 x2+ x2−0 x+ x−
0 1 1
 ,
E∗µα = E
−1
µα =
1
x+−x−
 x+ − x− −x2+ + x2− x+x−(x+ − x−)0 1 −x−
0 −1 x+
 (6.64)
and
Aiα =
∑3
µ=1 e
i
µE
∗
µα =
(
1 x+ x−
0 1 1
)
1
x+−x−
·
 x+ − x− −x2+ + x2− x+x−(x+ − x−)0 1 −x−
0 −1 x+
 = ( 1 0 c
0 0 1
)
(6.65)
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6.3.5 Map from its eigenvectors: the case of n|s = 2|2
Since c2|2 =M2|2 = 3, in this case the three eigenvectors can be chosen independently and have ncn|s = 6 components
– exactly the same number as the tensor Aiα (nMn|s = 6). This means that we can reconstruct A
i
α from the
eigenvectors. In general case the same procedure is applicable, but only nMn|s out of ncn|s components e
i
α can be
chosen independently, however explicit form of the cn|s −Mn|s constraints on eiµ remains to be found.
Let
eiµ =
(
xµ
yµ
)
∼
(
uµ
vµ
)
. (6.66)
Then for fixed µ the n× n = 2× 2 symmetric ij-matrix can be rewritten as an Mn|s = 3-component α-vector:
eiµe
j
µ =
(
u2µ uµvµ
uµvµ v
2
µ
)
→
 u2µuµvµ
v2µ
 ,
so that the Mn|s ×Mn|s = 3× 3 matrix
Eαµ = e
i(α)
µ e
j(α)
µ =
 u21 u22 u23u1v1 u2v2 u3v3
v21 v
2
2 v
2
3

has determinant
det
αµ
Eαµ = (u1v2 − u2v1)(u2v3 − u3v2)(u3v1 − u1v3) = ∆(u|v),
is non-degenerate unless some two eigenvectors coincide (uivj = ujvi), and inverse matrix
E∗µα = − 1∆(u|v) v2v3(u2v3 − u3v2) −(u2v3 + u3v2)(u2v3 − u3v2) u2u3(u2v3 − u3v2)v3v1(u3v1 − u1v3) −(u3v1 + u1v3)(u3v1 − u1v3) u3u1(u3v1 − u1v3)
v1v2(u1v2 − u2v1) −(u1v2 + u2v1)(u1v2 − u2v1) u1u2(u1v2 − u2v1)

(6.67)
Then at the r.h.s. of (6.45) we have:
il = 11
il = 12 = 21
il = 22
 u21 u22 u23u1v1 u2v2 u3v3
v21 v
2
2 v
2
3
× 1
∆(u|v)
×
0
B@
v2v3(u2v3 − u3v2)λ
(l)
1 −(u2v3 + u3v2)(u2v3 − u3v2)λ
(l)
1 u2u3(u2v3 − u3v2)λ
(l)
1
v3v1(u3v1 − u1v3)λ
(l)
2 −(u3v1 + u1v3)(u3v1 − u1v3)λ
(l)
2 u3u1(u3v1 − u1v3)λ
(l)
2
v1v2(u1v2 − u2v1)λ
(l)
3 −(u1v2 + u2v1)(u1v2 − u2v1)λ
(l)
3 u1u2(u1v2 − u2v1)λ
(l)
3
1
CA
Denoting this matrix through  A11(λ·l)11 A11(λ·l)12 A11(λ·l)22A12(λ·l)11 A12(λ·l)12 A12(λ·l)22
A22(λ·l)11 A22(λ·l)12 A22(λ·l)22

=
0
BBBBBBBBBBBB@
u21v2v3ξ
(l)
1 + u
2
2v1v3ξ
(l)
2 + −u
2
1(u2v3 + u3v2)ξ
(l)
1 − u
2
2(u3v1 + u1v3)ξ
(l)
2 −
+u23v1v2ξ
(l)
3 −u
2
3(u3v1 + u1v3)ξ
(l)
3
u1v1v2v3ξ
(l)
1 + u2v2v1v3ξ
(l)
2 + −u1v1(u2v3 + u3v2)ξ
(l)
1 − u2v2(u3v1 + u1v3)ξ
(l)
2 −
+u3v3v1v2ξ
(l)
3 −u3v3(u3v1 + u1v3)ξ
(l)
3
v21v2v3ξ
(l)
1 + v
2
2v1v3ξ
(l)
2 + −v
2
1(u2v3 + u3v2)ξ
(l)
1 − v
2
2(u3v1 + u1v3)ξ
(l)
2 −
+v23v1v2ξ
(l)
3 −v
2
3(u3v1 + u1v3)ξ
(l)
3
u21u2u3ξ
(l)
1 + u
2
2u1u3ξ
(l)
2 + u
2
3u1u2ξ
(l)
3
u1v1u2u3ξ
(l)
1 + u2v2u1vuξ
(l)
2 + u3v3u1u2ξ
(l)
3
v21u2u3ξ
(l)
1 + v
2
2u1u3ξ
(l)
2 + v
2
3u1u2ξ
(l)
3
1
CCCCCA
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with ξ
(l)
1 = λ
(l)
1 (u2v3 − u3v2), ξ(l)2 = λ(l)2 (u3v1 − u1v3), ξ(l)3 = λ(l)3 (u1v2 − u2v1), we get:
A1jk = A11(λ·1)jk +A12(λ·2)jk,
A2jk = A12(λ·1)jk +A22(λ·2)jk (6.68)
i.e.
A1α =
1
∆(u|v)
(
u1v2v3Ξ1 + u2v1v3Ξ2+
+u3v1v2Ξ3
−u1(u2v3 + u3v2)Ξ1 − u2(u3v1 + u1v3)Ξ2− u1u2u3(Ξ1 + Ξ2 + Ξ3)
−u3(u1v2 + u2v1)Ξ3
)
A2α =
1
∆(u|v)
(
v1v2v3(Ξ1 + Ξ2 + Ξ3)
−v1(u2v3 + u3v2)Ξ1 − v2(u3v1 + u1v3)Ξ2− v1u2u3Ξ1 + v2u1u3Ξ2+
−v3(u1v2 + u2v1)Ξ3 +v3u1u2Ξ3
)
where Ξ1 = (u2v3−u3v2)Λ1, Ξ2 = (u3v1−u1v3)Λ2, Ξ3 = (u1v2−u2v1)Λ3 and Λµ = uµλ(1)µ + vµλ(2)µ . Note that λ(1)µ
and λ
(2)
µ enter expressions for A only in peculiar combinations Λµ. The 6 independent components of tensor A can
be parametrized by 3 u’s and by 3 v’s or by 3 u’s and by 3 Λ’s. Above equations can be also rewritten as
A1ν =
1
∆(u|v)
∑
α=11,12,22 uαΞα
(
vβvγ , −(uβvγ + uγvβ), uβuγ
)
,
A2ν =
1
∆(u|v)
∑
α=11,12,22 vαΞα
(
vβvγ , −(uβvγ + uγvβ), uβuγ
)
(6.69)
(α, β, γ stand for cyclic permutations of (1, 2, 3) = (11, 12, 22): if α = 11, then β = 12, γ = 22, if α = 12, then β = 22,
γ = 11, if α = 22, then β = 11, γ = 12). It is easy to check from (6.66) and (6.69) that A1(~eµ) = A
1
αE
α
µ = Λµuµ
and A2(~eµ) = A
2
αE
α
µ = Λµvµ, i.e. that
~A
(
~eµ
)
= Λµ~eµ (6.70)
Plucker elementary determinants can be expressed through the eigenvectors: I1I2
I3
 =
 I[12, 22]I[22, 11]
I[11, 12]
 =
 I[2, 3]I[3, 1]
I[1, 2]
 =
= − 1∆(u|v)
Λ1Λ2(u1v2 − u2v1)
 u23u3v3
v23

+ Λ2Λ3(u2v3 − u3v2)
 u21u1v1
v21
+ Λ3Λ1(u3v1 − u1v3)
 u22u2v2
v22

The resultant
R2|2 = I1I3 − I22 = Λ1Λ2Λ3∆(u|v)
(
Λ1(u2v3 − u3v2)
+Λ2(u3v1 − u1v3) + Λ3(u1v2 − u2v1)
)
(6.71)
This formula is especially convenient when Λ’s are taken for 3 independent parameters (along with a triple of either
u’s or v’s – then another triple is kept fixed).
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6.3.6 Appropriately normalized eigenvectors and elimination of Λ-parameters
Alternatively, parameters Λ can be absorbed into rescaling of u’s and v’s:
uµ = Λ
1/(s−1)
µ uˇµ = Λµuˇµ,
vµ = Λ
1/(s−1)
µ vˇµ = Λµvˇµ (6.72)
Such appropriately normalized eigenvectors ~ˇµe satisfy
~A
(
~ˇµe
)
= ~ˇµe (6.73)
The case of n|s = 2|2:
If expressed in terms of ~ˇµe, (6.69) becomes:
~A =
∑
(µνλ)=(123),(231),(312)
~ˇµe
(
~ˇνe× . . .
)(
~ˇλe× . . .
)
(
~ˇνe× ~ˇµe
)(
~ˇλe× ~ˇµe
) (6.74)
(orthogonality properties are explicit in this formula) or, in more detail,
Aijk =
∑
(µνλ)=(123),(231),(312)
eˇiµ
(
eˇνj eˇλk + eˇνkeˇλj
)
2
(
eˇνleˇlµ
)(
eˇλmeˇmµ
) (6.75)
where eˇνj = ǫjk eˇ
k
ν . Then the resultant (6.71) acquires the form:
R2|2 = ~ˇ1e× ~ˇ2e+ ~ˇ1e× ~ˇ2e+ ~ˇ1e× ~ˇ2e(
~ˇ1e× ~ˇ2e
)(
~ˇ1e× ~ˇ2e
)(
~ˇ 1e× ~ˇ2e
) (6.76)
The three 2-component vectors are linearly dependent:
p1~ˇ1e+ p2~ˇ2e+ p3~ˇ3e = 0 (6.77)
and
R2|2 = p1 + p2 + p3
p1p2p3
(
p1
~ˇ2e× ~ˇ 3e
)2
=
p1 + p2 + p3
p1p2p3
(
p2
~ˇ3e× ~ˇ1e
)2
=
p1 + p2 + p3
p1p2p3
(
p3
~ˇ1e× ~ˇ2e
)2
(6.78)
Thus the resultant vanishes either when p1 + p2 + p3 = 0 or when at least two out of three normalized vectors ~ˇµe
grow infinitely. However, one should keep in mind that p1 and p2 are not free parameters: − p1~ˇ1e+p2~ˇ2ep1+p2 can be a
normalized eigenvector only for special values of p1 and p2: for example, in the polynomial n|s = 2|2 case (6.34) we
have
p1 = − 1− β˜
1− α˜β˜ p3, p2 = −
1− α˜
1− α˜β˜ p3 (6.79)
with α˜ = b12/a11, β˜ = a12/b22, and p1 + p2 + p3 = − (1−α˜)(1−β˜)1−α˜β˜ p3 vanishes only when either p1 = 0 or p2 = 0 or
p3 = 0 (and these are singular points, where more carefull analysis is needed).
The case of n|s = 2|s:
In this case we have c2|s = s+ 1 n = 2-component eigenvectors and direct generalization of (6.75) is:
Aij1...js = symm
s+1∑
µ=1
eˇiµ
eˇν1j1 . . . eˇνsjs(
eˇν1leˇ
l
µ
)
. . .
(
eˇνsleˇ
l
µ
)
 (6.80)
As in (6.75) the set ν1 6= ν2 6= . . . 6= νs 6= µ i.e. all eigenvectors appear in each term of the sum, symmetrization is
over j1, . . . , js or ν1, . . . , νs, the indices are lowered with the help of the ǫ-tensor ǫij , and the µ-th term in the sum
obviously annihilates all eigenvectors except for ~eµ.
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The case of n|s = n|1 (linear maps):
This another simple case. Still it deserves mentioning, because now n can exceed 2 and the rank-n ǫ-tensor
can not be used to low index of a single vector: a group of n − 1 vectors is needed. There are exactly cn|1 = n
eigenvectors. Specifics of the linear (s = 1) case is that Λ-parameters can not be eliminated and there is no
distinguished normalization of eigenvectors. Accordingly the analogue of (6.75) is:
Aij =
n∑
µ=1
Λµe
i
µ
ǫµµ1...µn−1ǫjl1...ln−1e
l1
µ1 . . . e
ln−1
µn−1
detjν e
j
ν
(6.81)
Determinant in denominator is nothing but the trace of the numerator:
detjνe
j
ν = e
j
νǫ
νµ1...µn−1ǫjl1...ln−1e
l1
µ1 . . . e
ln−1
µn−1
Of course, (6.81) is just a minor reformulation of (6.2).
Arbitrary n|s:
In general one expects a synthesis of eqs.(6.80) and (6.81):
Aij1...js = symm
Mn|s∑
µ=1
eˇiµ
s∏
k=1
ǫjkl1...ln−1 eˇ
l1
νk,1
. . . eˇ
ln−1
νk,n−1
ǫjl1...ln−1 eˇ
j
µeˇ
l1
νk,1
. . . eˇ
ln−1
νk,n−1
 (6.82)
However, this formula should be used with care. Not only there is a sum over only Mn|s out of cn|s ≥ Mn|s
eigenvectors ˇveceµ, the set of only s(n− 1) out of cn|s− 1 = s+ . . .+ sn−1 eigenvectors ~ˇeνklm should be specified for
every ˇveceµ.
6.4 Eigenvector problem and unit operators
Eigenstate problem can be reformulated to look even more similar to the linear-algebra case if it is written in terms
of unit operators. Namely, rewrite (6.5) as
~A(~z) = ~Iλ(~z) (6.83)
Then (6.6) turns into
Rn|s(λ|A) = Rn|s
(
A− Iλ
)
= 0 (6.84)
The map Iiλ(~z) is unit in the sense that it leaves all points of projective space P
n−1 intact: Iiλ(~z) = λ(~z)z
i and
the common rescaling λ(~z) is projectively unobservable. Of course, from the point of view of affine space Cn with
homogeneous coordinates ~z, the map zi → Ii(~z) is not unit. Moreover, maps with different functions λ(~z) are
all different: the space of unit maps is that of polynomials of degree s − 1 of n variables and have dimension
Mn|s−1 =
(n+s−2)!
(n−1)!(s−1)! , which is bigger than one for s > 1. Instead for s > 1 all maps Iλ are degenerate:
Rn|s(Iλ) = 0 ∀λ if s > 1 (6.85)
Unit operators and their application to construction of exponentiated maps (and thus to the definition of non-linear
analogue of Lie algebras) will be discussed in a little more detail in s.7.2 below.
A problem of unit operators has the following interesting generalization. For a pair of operators A,B : V →W ,
both acting from one space V into another W , one can ask, if there are any elements z ∈ V , which have collinear
(i.e. projectively equivalent) images:
~A(~z) = λ(~z) ~B(~z) (6.86)
with some function (scalar) λ(~z). Note, that in variance with the eigenspace problem, the target space W does not
need to coincide with original V . Existence of such ~z imposes a constraint on the the pair of maps A,B. Similarly,
for a triple of operators one can ask that the images of a single vector z ∈ V are linearly dependent:
~A(~z) = λB(~z) ~B(~z) + λC(~z)~C(~z). (6.87)
One can also ask for collinearity of the three images:
~A(~z) = µB(~z) ~B(~z) = µC(~z)~C(~z) (6.88)
– this imposes two constraints on the triple A,B,C. A hierarchy of such problems involves any number of operators.
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7 Iterated maps
Eigenvectors, considered in the previous section 6, are orbits of the map ~A(~z) of order one (fixed points in projective
space Pn−1). As we saw in s.6, already eigenvector theory is somewhat non-trivial in non-linear situation. Far more
interesting is the theory of higher-order orbits. In linear case the problem of higher order orbits does not add much
new, see a short discussion in s.6.2 of ref.[2]. This is essentially because after the matrix-map is diagonalized, it is a
simple task to study its integer and rational powers (roots): root of diagonal matrix is not generically diagonal, but
still rather simple to describe and classify. A little bit trickier is consideration of matrices with Jordan cells, but
they can also be studied by elementary methods. Anyhow, the theory of higher-order maps – somewhat unjustly –
does not attract considerable attention in the linear-algebra courses. The story is much less trivial and can not be
neglected in non-linear case (in addition it plays important role in physical applications).
The theory of iterated maps of a single variable (i.e. of two homogeneous variables, n = 2) is developed in [2]. In
this section we make the first steps of its generalization to non-linear maps of many variables. As everywhere in this
paper we work with projectivized spaces, and considerations of ref.[2] are reproduced in particular case of n = 2.
Zeroes of characteristic polynomials Rn|s(λ
(m)|A◦m) are associated with the periodic orbits of degree m of the
map A, and are direct counterparts of discriminants Disc(Fm) of the functions Fm(x) = f
◦m(x)− x of one variable.
The first purpose of iteration-map studies is to find multi-dimensional analogues of irreducible functions Gm(x)
(describing orbits of exact orderm, with all divisors ofm excluded), the corresponding discriminantsDm = Disc(Gm),
resultants Rm,k = Res(Gm, Gk) and their zeroes, forming the Mandelbrot set in the space of all functions. The
presentation below is restricted to a few basic definitions and elementary first steps.
7.1 Relation between Rn|s2(λ
s+1|A◦2) and Rn|s(λ|A)
From (3.3) we deduce:
Rn|s2(A ◦A) =
(
Rn|s(A)
)sn−1(1+s)
,
Rn|s3(A ◦A ◦A) =
(
Rn|s(A)
)s2(n−1)(1+s+s2)
,
. . .
Rn|sm(A◦m) =
(
Rn|s(A)
)s(m−1)(n−1) sm−1
s−1
(7.1)
The powers at the r.h.s. can also be written as s(m−1)(n−1)cm|s.
If ~A(~z) = λ(~z)~z, then ~A◦2(~z) = λ(~z)s+1~z, ~A◦3(~z) = λ(~z)s
2+s+1~z and ~A◦m(z) = λ(~z)
sm−1
s−1 ~z. This implies that
the characteristic resultant of the iterated map with appropriately adjusted ”eigenvalue parameter” λ is divisible by
Rn|s(λ|A) and by all other characteristic resultants with iteration degrees, which are divisors of m:
Rn|sm
(
λ
sm−1
s−1
∣∣∣A◦m) = ∏
divisors k of m
Rn|sk
(
λ
sk−1
s−1
∣∣∣∣A◦k) . . . (7.2)
Actually this does not exhaust all divisors, there are more, denoted by . . ., accounting for ”correlations” between the
intermediate resultants. The last irreducible factor is characteristic of the order-m orbits per se: it vanishes when
such orbits merge, see [2] for details.
Examples of diagonal maps for n = 2
Consider diagonal map P 1 → P 1 (n = 2) of degree s
A :
(
x
y
)
−→
(
axs
bys
)
, A◦2 :
(
x
y
)
−→
(
as+1xs
2
bs+1ys
2
)
(7.3)
s = 2:
From (6.18) we get:
R2|4(µ|A◦2) = (µ1 − a3)(µ4 − b3)(a3b3 − µ1b3 − µ2ab2 − µ3a2b− µ4a3)·
·(a3b3 − µ1b3 − ω3µ2ab2 − ω23µ3a2b− µ4a3)(a3b3 − µ1b3 − ω23µ2ab2 − ω3µ3a2b− µ4a3)
Substituting µ(~z) = λ3(~z), what for (n|s) = (2|2) menas that µ1 = λ31, µ2 = 3λ21λ2, µ3 = 3λ1λ22 and µ4 = λ32 we
obtain
R2|4(λ
3|A◦2) = (λ31 − a3)(λ32 − b3)(a3b3 − λ31b3 − 3λ21λ2ab2 − 3λ1λ22a2b− λ32a3)·
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·(a3b3 − λ31b3 − 3ω3λ21λ2ab2 − 3ω23λ1λ22a2b− λ32a3)(a3b3 − λ31b3 − 3ω23λ21λ2ab2 − 3ω3λ1λ22a2b− λ32a3) =
(λ31 − a3)(λ32 − b3)
(
(ab)3 − (λ1b+ λ2a)3
)(
(ab)3 − (λ1b+ ω3λ2a)3
)(
(ab)3 − (λ1b+ ω23λ2a)3
)
Now we use decomposition ps+1 − qs+1 =∏s+1k=1(p− ωks+1q) to rewrite this as
R2|4(λ
3|A◦2) =
3∏
k=1
{
(λ1ω
k
3 − a)(λ2ωk3 − b)
3∏
l=1
(
ab− (λ1b+ ωl3λ2a)ωk3
)}
,
while, see (6.15),
R2|2(λ|A) = (λ1 − a)(λ2 − b)
(
ab− (bλ1 + aλ2)
)
s = 3:
R2|9(µ|A◦2) = (µ1 − a4)(µ9 − b4)
8∏
k=1
8∏
k=1
(
(ab)4 − b4µ1 − ωk8 b7/2a1/2µ2 − ω2k8 b3aµ3 − . . .− a4µ9
)
Substituting µ(λ) from
µ1x
8 + µ2x
7y + µ3x
6y2 + . . .+ µ9y
8 = (λ1x
2 + λ2xy + λ3y
2)4,
we get:
R2|9(λ
4|A◦2) = (λ41 − a4)(λ43 − b4)
8∏
k=1
(
(ab)4 − (bλ1 + ωk8
√
abλ2 + ω
2k
8 aλ3)
4
)
=
=
4∏
m=1
{
(λ1 − ωm4 a)(λ3 − ωm4 b)
8∏
k=1
(
ab− ωm4 (bλ1 + ωk8
√
abλ2 + ω
2k
8 aλ3)
)}
,
while, see (6.16),
R2|3(λ|A) = (λ1 − a)(λ3 − b)
2∏
k=1
(
ab− (bλ1 + ωk2
√
abλ2 + aλ3)
)
Arbitrary s (and n = 2):
Particular non-trivial branches (for diagonal map their are two trivial ones: Ls2 = µs2 − bs+1 and Ls2+1 =
µ1 − as+1) from (6.8)
Lk(µ|A◦2) = (ab)s+1 − bs+1
s2∑
j=1
ω
k(j−1)
s2−1
(
as+1
bs+1
) j−1
s2−1
µj
µ(~z) =
s2∑
j=1
µjx
s2−jyj−1 = λs+1(~z) =
(
s∑
i=1
λix
s−iyi−1
)s+1
Lk(λ
s+1|A◦2) = (ab)s+1 −
(
b
s∑
i=1
ω
k(i−1)
s2−1
(a
b
) i−1
s−1
λi
)s+1
=
s+1∏
m=1
(
ab− ωms+1
(
b
s∑
i=1
ω
k(i−1)
s2−1
(a
b
) i−1
s−1
λi
))
k = 1, . . . , s2 − 1
while
Lm(λ|A) =
(
ab− b
s∑
i=1
ω
m(i−1)
s−1
(a
b
) i−1
s−1
λi
)
m = 1, . . . , s− 1
Taking a prodruct of all branches, we obtain
R2|s2
(
λs+1|A◦2) = s+1∏
k=1
(λ1ωks+1 − a)(λsωks+1 − b)
s2−1∏
l=1
(
ab− ωks+1b
s−1∑
j=1
λj
(a
b
) j−1
s−1
ω
l(j−1)
s2−1
) (7.4)
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Note that roots of unity of two different degrees, s+1 and s2− 1 appear in this formula (for s = 2 they occasionally
coincide). Decomposing l = m(s+ 1) + r with r = 1, . . . , s+ 1, we obtain one more representation:
R2|s2
(
λs+1|A◦2) = s+1∏
k=1
{
R2|s(λω
k
s+1|A)
s∏
r=1
R2|s(λω
k
s+1|Ar)
(λ1ωks+1 − ar)(λsωks+1 − br)
}
(7.5)
where ar and br in diagonal map Ar are related to original a and b in A through
br
ar
=
b
a
ωrs+1
The l.h.s. and r.h.s. in (7.5) have degrees (s2+1)(s+1) = (s+1)
(
s+1+s(s−1)
)
and 2s2(s+1) = (s+1)
(
2s+s(2s−2)
)
in the coefficients of λ and A respectively.
7.2 Unit maps and exponential of maps: non-linear counterpart of algebra ↔ group
relation
• We introduced unit maps in s.6.4. By definition they leave all points of projective space Pn−1 invariant, i.e.
satisfy
Ii(~z) = λI(~z)z
i for any zi and some function λI(~z) (7.6)
While for linear maps (s = 1) the unity is projectively (i.e. up to a common factor) unique: Ii(~z) = const · δijzj , for
non-linear maps (s ≥ 2) there are many unities, labeled by arbitrary polynomials λ(~z) of degree s− 1. For example,
for s = 2 unit are the maps (
x
y
)
−→
(
x2
xy
)
and
(
x
y
)
−→
(
xy
y2
)
and entire family (
x
y
)
−→ α
(
x2
xy
)
+ β
(
xy
y2
)
= (αx + βy)
(
x
y
)
– all are non-linear unit maps, leaving any ξ = x/y intact, ξ −→ ξ. Of course, all unit maps commute and any
composition of unities of degree s is a unity of degree s2.
• If Ii(~z) is a unit map, it allows to associate with any ”nearby” map Ai(~z) = Ii(~z)+ϕi(~z) a new – exponentiated
– map EI(ϕ) of projective space Pn−1. Association ϕ→ EϕI is the non-linear counterpart of the algebra ↔ group
relation, now it depends on the choice of I:
Ai(~z) = Ii(~z) + ϕi(~z) −→ EϕI = limN→∞
(
I +
1
N
ϕ
)◦N
(7.7)
While Ai(~z) is well defined in terms of homogeneous coordinates ~z, this is not true for EϕI . Indeed, if Ai(~z) was of
degree s > 1, the exponential EϕI is a limit of maps of increasing degrees sN , which is hard to define on the space of
~z’s. Remarkably, after projection to projective space the limit and thus EϕI acquire sense and can be often found in
explicit form. For φ being a quadratic map given by an element φ ∈ T 21 of tensor algebra, the contractions involved
in taking the limit in 7.7 are presented by diagrams on Fig. 38.
• The role of the exponentiation functor EϕI is to stabilize the iteration procedure. Usually the subsequent maps
of a point form an orbit, which, even if periodic, walks in a big domain of the space. Moreover, behaviour of different
orbits is rather different. The orbits of exponentiated maps are very different: they are all well ordered and similar.
This is achieved by actually restricting iterations to maps in vicinity of unities: and this makes exponentiation
depending on the choice of the unity.
• Actually, if considered from the perspective of exponential maps, the concept of unit map is somewhat am-
biguous: it depends on an additional structure, which can be chosen in different ways. For the limit in (7.7) to
exist, I should possess self-reproducing (ergodic) property: after some number of iterations it should – in some
sense – get close to what it originally was. In eq.(7.6) this happens already at the first iteration step, but after
projectivization. However, in other contexts other possibilities can be used: projectivization can be changed for
another kind of identification, stability does not require coincidence at the first step, it may happen later and may
be only approximate etc etc. See [30], where the structure constants of associative algebra are used to define a unit
operator and exponents, relevant, for example, for the study of triangulations and string field theory.
• Exponential maps can be conveniently studied with the help of differential equations. This is because for fixed
I and ϕ and for arbitrary c-numbers t1, t2 exponentiated maps satisfy multiplicativity property
Et1ϕI ◦ Et2ϕI = E(t1+t2)ϕI (7.8)
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Figure 38: One of the contactions appearing in the exponential limit procedure 7.7 for φ ∈ T 21 , involved in computing the term of
order 5 in φ (there are 5 φ-vertices in the diagram, with the rest being unity vertices), for iteration step N = 4.
If we now put ξi = zi/z1 (so that ξ1 ≡ 1), then for ~ξ(t) = EtϕI
(
~ξ(0)
)
,
ξ˙i(t) =
dξi(t)
dt
=
ϕi
(
~ξ(t)
)
− ξi(t)ϕ1
(
~ξ(t)
)
λ
(
~ξ(t)
) (7.9)
• In the following subsection we give examples of direct computation of the limit (7.7), and compare them with
solutions of differential (RG-like) equations (7.9). We add also a preliminary comment on relation between discrete
and continuous dynamics – a story of its own value. Of considerable interest at the next stage would be relation
between resultant theory and exponential maps, but it is left beyond the scope of the present text. The problem
here is that resultants are defined for non-linear maps in homogeneous coordinates, but are not invariant under
projective rescalings and thus can not be simply reduced to the maps of projective spaces. Improtant fact is that
for s > 1 the resultant of any unity is zero, since any non-trivial root of degree-(s − 1) polynomial λ(~z) = 0 from
Ii(~z) = λ(~z)zi solves Ii(~z) = 0: therefore by definition R{I} = 0. We will be also interested in non-linear analogues
of relation det(I − ϕ) = exp{−∑∞k=1 1k trϕk}.
7.3 Examples of exponential maps
7.3.1 Exponential maps for n|s = 2|2
If maps are represented by n×Mn|s = 2× 3 matrices, then unities with λ(~z) = ~λ~z = λ1z1 + λ2z2 have the form
I~λ = λ1
(
1 0 0
0 1 0
)
+ λ2
(
0 1 0
0 0 1
)
=
(
λ1 λ2 0
0 λ1 λ2
)
(7.10)
They are degenerate, the system ~I~λ(~z) = λ(~z)~z always has a non-vanishing solution: with λ(~z) = 0, i.e. (z1, z2) =
(−λ2, λ1). Therefore the resultant R2|2(I~λ) =
∣∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣
λ1 λ2 0 0
0 λ1 λ2 0
0 λ1 λ2 0
0 0 λ1 λ2
∣∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣ = 0. Iterations of I~λ are also unities, I
◦m
~λ
(~z) =
λ(~z)2
m−1~z, but of degree sm = 2m, and their resultants also vanish.
Exponentiation functor EI~λ first puts any map I~λ + ϕ into vicinity of I~λ and then converts it into a map E
ϕ
I~λ
of projective spaces Pn−1 → Pn−1. (Of interest is also representation of EϕI~λ in homogeneous spaces, but even the
adequate choice of the space depends on ϕ.) Convenient way to find EϕI~λ is through solving the differential equation
(7.9): id ξ = z2/z1, then ξ(t) = EtϕI~λ (ξ) satisfies ξ˙(t) =
ϕ2(1,ξ)−ξϕ1(1,ξ)
λ(1,ξ) with boundary condition ξ(t = 0) = ξ. Then
ξ(t = 1) = EϕI~λ(ξ).
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Some simple exponents for the unity I =
(
1 0 0
0 1 0
)
are collected in the table. In this case differential
equations look simpler if written for the variable ξ = z2/z1 because for this unity λ(~z) = z
1 and λ(1, ξ) = 1. For
I˜ =
(
0 1 0
0 0 1
)
with λ˜(~z) = z2 they would have exactly the same form in terms of ξ˜ = 1/ξ = z1/z2, when
λ˜(ξ˜, 1) = 1. In the table parameter α is absorbed into t: exponentiated map is obtained from the third column at
t = α.
I + ϕ ξ˙ = ϕ2(1, ξ)− ξϕ1(1, ξ) ξ(t)
(
x
y
)
(
1 + α 0 0
0 1 0
)
ξ˙ = −ξ ξ → ξe−t
(
xet
y
)
(
1 α 0
0 1 0
)
ξ˙ = −ξ2 ξ → ξ1+tξ
(
x+ ty
y
)
(
1 0 α
0 1 0
)
ξ˙ = −ξ3 ξ → ξ√
1+2tξ2
( √
x2 + 2ty2
y
)
(
1 0 0
α 1 0
)
ξ˙ = 1 ξ → ξ + t
(
x
tx+ y
)
(
1 0 0
0 1 + α 0
)
ξ˙ = ξ ξ → ξet
(
x
yet
)
(
1 0 0
0 1 α
)
ξ˙ = ξ2 ξ → ξ1−tξ
(
y
x− ty
)
Five of these maps have obvious polynomial representations in homogeneous vector space of dimension two (where
the original map A is defined), however in one case such representations does not exist (it either contains square
root or can be represented polynomially in a linear spaces of higher dimension: of x2, xy and y2). In any case,
homogeneous representations are not unique: most important is that there is no obvious way to obtain them directly
from original I + ϕ, omitting the intermediate projection onto projective space C2 → P 1.
Even more interesting is exponent of generic map: it is a typical example of multi-time τ -functions. For generic
map
ξ˙ = −ϕ122ξ3 + (ϕ222 − ϕ112)ξ2 + (ϕ212 − ϕ111)ξ + ϕ211 = −c
3∏
i=1
(ξ − µi)
we get: (
ξ(t)− µ1
ξ − µ1
)µ23 (ξ(t) − µ2
ξ − µ2
)µ31 (ξ(t)− µ3
ξ − µ3
)µ12
= ect∆(µ) (7.11)
with ∆(µ) = µ12µ23µ31, or(
ξ(t)− µ1
ξ(t)− µ3
)µ23 (ξ(t)− µ2
ξ(t)− µ3
)µ31
= ect∆(µ)
(
ξ − µ1
ξ − µ3
)µ23 (ξ − µ2
ξ − µ3
)µ31
(7.12)
7.3.2 Examples of exponential maps for 2|s
These formulas are straightforwardly generalized to arbitrary 2|s: for ξ˙ = −c∏s+1i=1 (ξ − µi) the answer is
s+1∏
i=1
(
ξ(t)− µi
ξ − µi
)1/∆i
= e−ct (7.13)
with ∆i =
∏s+1
j 6=i (µi − µj).
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For example, for s = 3 and
(
x
y
)
−→
(
x3
x2y + αy3
)
or I + ϕ =
(
1 0 0 0
0 1 0 α
)
we get for ξ = y/x: ξ˙ = ξ3
and ξ(t) = ξ√
1−2tξ2
.
7.3.3 Examples of exponential maps for n|s = 3|2
In this case the matrices are n ×Mn|s = 3 × 6. We put (z1, z2, z3) = (x, y, z) and ξ = y/x, η = z/x. Some simple
exponents for the unity I =

x2 y2 z2 xy xz yz
1 0 0 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
 are collected in the table:
I + ϕ
ξ˙ = ϕ2(1, ξ, η)− ξϕ1(1, ξ, η)
η˙ = ϕ3(1, ξ, η)− ηϕ1(1, ξ, η)
(
ξ(t)
η(t)
)  xy
z

 1 0 0 0 0 0α 0 0 1 0 0
0 0 0 0 1 0
 ξ˙ = 1
η˙ = 0
(
ξ + t
η
)  xtx+ y
z

 1 0 0 0 0 00 α 0 1 0 0
0 0 0 0 1 0
 ξ˙ = ξ2
η˙ = 0
( ξ
1−tξ
η
)  xxy
x−ty
z

 1 0 0 0 0 00 0 α 1 0 0
0 0 0 0 1 0
 ξ˙ = η2
η˙ = 0
(
ξ + tη2
η
)  xxy+tz2
x
z

 1 0 0 0 0 00 0 0 1 + α 0 0
0 0 0 0 1 0
 ξ˙ = ξ
η˙ = 0
(
ξet
η
)  xyet
z

 1 0 0 0 0 00 0 0 1 α 0
0 0 0 0 1 0
 ξ˙ = η
η˙ = 0
(
ξ + tη
η
)  xy + tz
z

 1 0 0 0 0 00 0 0 1 0 α
0 0 0 0 1 0
 ξ˙ = ξη
η˙ = 0
(
ξeηt
η
)  xyetz/x
z

 1 + α 0 0 0 0 00 0 0 1 0 0
0 0 0 0 1 0
 ξ˙ = −ξ
η˙ = −η
(
ξe−t
ηe−t
)  xety
z

ξ/η = const 1 0 0 α 0 00 0 0 1 0 0
0 0 0 0 1 0
 ξ˙ = −ξ2
η˙ = −ξη
(
ξ
1+tξ
η
1+tξ
)  x+ tyy
z

 1 0 0 0 0 00 0 0 1 α 0
0 0 0 −β 1 0
 ξ˙ = αη
η˙ = −βξ
 ξ cosωt+ η√αβ sinωt
η cosωt− ξ
√
β
α sinωt
  xy cosωt+ z√α/β sinωt
z cosωt− y√β/α sinωt

In the last, two-parametric rotational example, α is not absorbed into t: one could rather absorb ω =
√
αβ.
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8 Potential applications
In this section we very briefly comment on several most straightforward applications of non-linear algebra. Each of
these subject deserves a separate big chapter, and may be not a single one, but we do not go into details. Also,
potential applications are by no means exhausted by the subjects below: we chosed these just because they are the
most obvious and direct. One can easily extend the list.
8.1 Solving equations
8.1.1 Craemer rule
Once one learned to solve any equation of a single variable – whatever it means, say, passed the undergraduate course
of algebra,– it is natural to switch to solving systems of equations ofmany variables. In another undergraduate course
– of linear algebra – one do exactly this, but only for linear equations, and, as we tried to explain in this paper,
this restriction has absolutely no – except for, probably, pedagogical – reason to be imposed. Given a system of
equations of any number of variables, one would naturally start solving them iteratively: first solve the last equation
for the last variable, express it through the other variables, substitute this expression into the previous equations,
ans so on. Actually, in practice many people, when they need to solve a system of linear equations, do exactly this
instead of using the Craemer rule in any of its four versions (2.8) - (2.14).
Of course, one can try to do the same for non-linear equations. The problem is, however, that – even if one
has a some favorite way to solve equation of a single variable, for example, numerically, – it hardly can be used for
this purpose. Numerical methods are ineffective in solving equations with free parameters in the coefficients (the
role of these parameters is played by remaining variables). Analytical expressions rarely exist. Worse than that:
even if analytical expression, say, in radicals, occasionally exists, its substitution into the next equation will give one
with coefficients, which include radicals (depending on the remaining variables!), so that we get away from original
context of, say, polynomial equations. Actually, the route fastly brings one into a under-developed theory of Galua
extentions with free parameters: a full-scale string-theory-kind of a problem, very interesting, but yet far from being
ready-for-use in down-to-earth applications.
This makes the existence of Craemer rule (2.30) in non-linear setting much more important, not only conceptually
but also practically(!), than it was in linear case. It reduces the problem of solving a system of non-linear equations –
an a priori non-algortithmic problem, as we just exaplained – to that of finding roots of functions of single variables.
Of course, there is a price to pay:
(i) one should know explicit formulas for resultants (this is somewhat tedious, but absolutely constructive pro-
cedure: see, for example, s.3.3 for explicit construction) and
(ii) in this single variable the equation has relatively high degree in the single unknown variable: up to order
cn|s =
sn−1
s−1 , i.e. somewhat less than degree dn|s = ns
n−1 of the resultant in the coefficients of original system
(original tensor), but still pretty big (moreover, it grows exponentially with the number of variables n).
8.1.2 Number of solutions
Above mentioned iterative procedure – though inpractical and substituted in applications by a far more effective
Craemer rule (2.30) – is conceptually adequate and can be also used in theoretical considerations. For example, it
allows to enumerate solutions. Imagine that we solved the non-homogeneous system and – in the spirit of iterative
procedure – assume that the first equation is used to define the first variable, the second equation – the second
variable and so on. Then, if the i-th equations has degree si, we see that if all other variables are fixed, the i-th
one satisfies a polynomial equation of degree si and thus can take si different values. This gives for the number of
different solutions to non-homogeneous system10
#s1,...,sn =
n∏
i=1
si, in particular #n|s = s
n (8.1)
For a homogeneous system the situation is a little different. Roughly speaking, when after n − 1 iterations we
come down to the first equation for a single remaining variable (and all other variable expressed through it with the
help of all other equations), this first equation is either automatically satisfied or not. If resultant is non-vanishing,
i.e. the homogeneous system is inconsistent, the answer is ”no” (we do not count identically vanishing solution which
10Of course, among these solutions can occasionally be zero-vectors: like in the case of non-homogeneous system

axs = x
by2 = y
this zero
is occasional, because a minor deformation, say, to ax2 = x + δ, moves the root away from zero. Also some roots can occasionally be
projectively equivalent: like it happens in eigenvalue problems, considered in s.6, where after subtraction of zero-vector and projectively
equivalent solutions the total number sn reduced to cn|s =
sn−1
s−1
.
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always exists for the homogeneous system). However, if the resultant is vanishing, the answer can still be ”no”: it is
guaranteed only that for some expression of the first variable through the other ones the first equation is resolvable,
but not for all. Only one of the
∏n
i6=1 si branches is guaranteed to provide a root of the first equation – and only
one of its s1 roots. This means, that even if its resultant vanishes, homogeneous system can have a single solution
(of course, since the system is homogeneousm it will be a single point in projective space Pn−1, in original space
Cn of homogeneous variables it is entire one-dimensional sub-space). In special cases the number of solutions can
occasionally be higher: the number lies between 1 and #s1,...,sn .
Example:
Take for the homogeneous n|s = 2|2 system{
a2x2 − y2 = 0
cxy − y2 = 0 (8.2)
The first equation gives: y = ±ax. The second one gives: y = 0 and y = cx. For c 6= ±a there are no non-vanishig
solutions: this is in accordance with the fact that the resultant of this system is
∣∣∣∣∣∣
∣∣∣∣∣∣
a 0 −1 0
0 a 0 −1
0 c −1 0
0 0 c −1
∣∣∣∣∣∣
∣∣∣∣∣∣ = a2 − c2. If
c = a, there is a single (one-parametric) solution y = ax, if c = −a, there is another single solution y = −ax.
Let us now make the system non-homogeneous:{
a2x2 − y2 = p
cxy − y2 = q (8.3)
The system describes two hyperbolas, see Fig.39.A, which – without any relation between c and a – intersect at
sn = 4 points (probably, complex and even infinite: this is even more obvious for two ellipses, Fig.39.B). In the
homogeneous limit of p = q = 0 hyperbolas turn into straight lines, Fig.39.C, which either intersect at zero only, if
c2 6= a2, or coincide, if c = ±a (but coincidence occurs only for one pair of the lines).
One can similarly analyze the system {
(y − ξ1x)(y − ξ2x) = 0
(y − ξ′1x)(y − ξ′2x) = 0 (8.4)
with the resultant (ξ1 − ξ′1)(ξ1 − ξ′2)(ξ2 − ξ′1)(ξ2 − ξ′2) = 0.
8.1.3 Index of projective map
As a map of projective spaces Pn−1 −→ Pn−1, ~A(~z) is characterized by the index i(A), i.e. the number of stable
pre-images of any point ~a in the target space Pn−1. These pre-images are solutions of the system
Ai(~z) = tµ(~z)ai, (8.5)
where µ(~z) can be arbitrary function of ~z of degree s = degzA(~z). Whenever the image of the homogeneous map
~A(~z) crosses the given (complex) direction ~a, there exists a non-vanishing solution t 6= 0 of
rn|s(t) = Rn|s
{
Ai(~z)− tµ(~z)ai
}
= 0 (8.6)
The vanishing roots t = 0 exist only if the free term of r(t) polynomial is zero, and this term is nothing but the
resultant Rn|s{A}. Thus at discriminantal points in moduli space, where the map A degenerates and rn|s(t = 0) =
Rn|s{A} vanishes, the index drops by one (and further drops down at the sub-varieties of higher codimension).
Examples
Linear maps (s = 1):
In this case µ(~z) = µjzj , and
rn|1(t) = det
ij
(
Aij − taiµj
)
= t
(
µjAˇjiai
)
+ detA (8.7)
is linear in t and for non-degenerate A, detA 6= 0, the index i(A) = in|1 = 1, i.e. the map is one-to-one (note that
the combination µjAˇjiai 6= 0 with ~a 6= 0 and ~µ 6= 0 if det Aˇ = detAn−1 6= 0). If the map is degenerate, detA = 0,
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Figure 39: a) hyperbolic case: a = 1/2, p = 2, c = 2/5, q = 1/5, b) elliptic case ( x2/2 + y2 = 2, x2/10 + y2 = 1/2), c) degenerate
case p = q = 0 (the fourth straight line, y = 0, coincides with coordinate x-axis)
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Figure 40: a) a non-degenerate operator on V 2 defines a map of P1 = PV 2 into itself with stationary points corresponding to eigenspaces.
As one of eigenvalues tend to 0 (operator ”degenerates”) the images of almost all points of P1 tend to the point corresponding to the
other eigenspace b) a degenerate operator on V 2 is the projection along its kernel l1, which corresponds to the map of P1 (punctured at
l1) to a point (the projective line ”bursts” at the kernel point), which is a covering having index 0 almost everywhere
then index i(A) = 0, i.e. generic point in Pn−1 target space has no pre-image. Pre-images exist for a sub-variety
of directions which actually has codimension corank(A) in Pn−1. However, for corank(A) > 1, the minor Aˇji and
thus rn|1(t) vanish identically, so that more sensitive characteristics of the map A should be used to investigate the
situation.
This example shows that when the index drops from i(A) = 1 to i(A) = 0 this results in the decrease of dimension
of the image (see Fig.40), in other cases degeneracy of the map only decreases the number of times the target space
is covered by the image.
Maps of P 1 (n = 2):
In this case r2|s(t) is the ordinary resultant of two polynomials of degree s. If, for example, we take µ(~z) = µy
n
(nothing actually depends on this choice), then t appears only in the free term of both polynomials and therefore
can contribute at most ts to determinant in (2.21). Thus for non-degenerate maps the index i2|s = s.
In this example, instead of introducing t and counting its powers in the resultant, one could simply solve the
equation
P1(x/y)
P2(x/y)
=
a1
a2
= const (8.8)
This is a polynomial equation of degree s for ξ = x/y with s solutions, i.e. we reproduce the index i2|s = s. Note,
that the eigenvector problem,
P1(x/y)
P2(x/y)
=
x
y
(8.9)
is equivalent to a polynomial equation of degree s+1 with c2|s = s+1 solutions. Similarly, generic non-homogeneous
system
P1(x/y)
P2(x/y)
=
p1(x/y)
p2(x/y)
(8.10)
with polynomials p1,2(x/y) of degree s − 1 posesses s(s − 1) solutions for ξ = x/y, belonging to the s branches of
solution for the y-variable: this gives a total of s(s− 1) + s = s2 = #2|s solutions to non-homogheneous system.
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8.1.4 Perturbative (iterative) solutions
A special place among solutions to non-linear equations is occupied by “explicit formulas” like
x± =
−b±√b2 − 4ac
2a
(8.11)
for the roots of non-homogeneous quadratic equation
ax2 + bx+ c = 0. (8.12)
One of these two roots, x+, has a remarkable expansion:
x+ =
b
2a
(√
1− 4ac
b2
− 1
)
= −
∞∑
k=0
2k+1(2k − 1)!!
(k + 1)!
akck+1
b2k+1
=
= −c
b
− ac
2
b3
− 2a
2c3
b5
− 5a
3c4
b7
− 14a
4c5
b9
− 42a
5c6
b11
− . . . (8.13)
Integer-valued(!) coefficients in this series are the celebrated Euler-Catalan numbers α
(2)
k =
(4k−2)!!!!
(k+1)! =
(2m)!
m!(m+1)! ,
appearing in numerous combinatorial problems, including description of Gaussian phases in matrix models [27].
Of course, expansion (8.13) is nothing but an iterative solution to (8.12):
x = −c
b
− a
b
x2 = −c
b
− a
b
(
−c
b
− a
b
x2
)2
= −c
b
− ac
2
b3
− 2a
2c
b3
x2 − a
3
b3
x4 =
= −c
b
− ac
2
b3
− 2a
2c
b3
(
−c
b
− a
b
x2
)2
− a
3
b3
(
−c
b
− a
b
x2
)4
= . . . (8.14)
and therefore possesses a straightforward representation in terms of tree Feynman diagrams:
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x+ =
∑
rooted trees = eff u+ eff
  	
u
@@I u
+

2︷ ︸︸ ︷
eff   	
@@I u
  	
u
@@I u+ eff
  	
u
@@I   	
u
@@I u

+

eff   	
@@I
  	
u
PPi u
)
u
@@I u
(8.15)
+
4︷ ︸︸ ︷
eff   	
@@I u
  	
@@I u
  	
u
@@I u
+ eff
  	
@@I u
  	
u
@@I   	
u
@@I u
+ eff
  	
u
@@I   	
@@I u
  	
u
@@I u
+ eff
  	
u
@@I   	
u
@@I   	
u
@@I u

+ . . .
The white circle at the root of the tree represents the root x+ which we are looking for, black circles at the ends of
the branches are valence-one vertices with the charges c, triple vertices carry charges a, and propagators are inverse
−b’s. It is now clear why Catalan numbers α(2)k in (8.13) are integers: they simply count the number of different
diagrams of the given order in (8.15).
In this formula we no longer need to consider a, b, c as numbers: they can be appropriate tensors, of ranks 3, 2
and 1 respectively, and (8.15) actually provides a solution to the system of n non-homogeneous quadratic equations,
n∑
j,k=1
Ajki xjxk +
n∑
j=1
Bji xj + Ci = 0, i = 1, . . . , n, (8.16)
namely,
xi = −(B−1)jiCj − (B−1)jiAklj (B−1)mk Cm(B−1)nl Cn + . . . (8.17)
(sums over repeated indices are implied). One can consider this series as a definition of tensorial square root, in the
spirit of (8.11). Note that several different tensorial structures can arise in the given order of perturbation theory:
this happens starting from the forth term in (8.13), the coefficient 5 actually splits into two different contributions
and should be rather written as 5 = 4 + 1, since four over-braced diagrams are equal but do not coincide with the
fifth one.
As usual for perturbative methods in quantum field theory, in this approach quadratic matrices – tensors of rank
2, like B – play a special role: they can be easily inverted with the help of determinant theory. Also typical for
perturbative method is restriction to one out of many possible solutions: above formulas nicely describe only x+, but
fully ignore the other, non-perturbative, solution x−. The situation is even worse for the system (8.16): only one out
of sn = 2n solutions is given by (8.17). The reason for these restrictions is that perturbative solution describes the
only root, which remains non-singular when a→ 0, or, generically, when the resultant Rn|2(A) of the rank-3 tensor
A in (8.16) vanishes. Other – non-perturbative – solutions contain fractional powers of Rn|2(A) in denominators.
Adequate description of all solutions is one of the purposes of the future development of non-linear algebra.
It goes without saying that quadratic equations are in no way distinguished. For example, Cardano formula
x =
(
−d
2
+
√
d2
4
+
c3
27
)1/3
+
(
−d
2
−
√
d2
4
+
c3
27
)1/3
(8.18)
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for solution to cubic non-homogeneous equation,
x3 + cx+ d = 0 (8.19)
can be treated in the same way and (one of!) the roots is given by an obvious diagram technique, which simultaneously
describes solution to the system
Ajkli xjxkxl +B
jk
i xjxk + C
j
i xj +Di = 0. (8.20)
This time it is quadratic matrix C that will appear in denominator. Again, from this perspective it is not a surprise
that the coefficients of appropriate expansion of the seemingly complicated (8.18) are actually integers(!):
x =
∞∑
k=0
(−)k+1α(3)k
d2k+1
c3k+1
= −d
c
+
d3
c4
− 3d
5
c7
+ 12
d7
c10
− 55 d
9
c13
+ . . .
= eff u+ eff
  	
u
ff u
@@I u
+ 3 · eff   	
u
ff
@@I u
  	
u
ff u
@@I u
+
9 ·
eff   	
u
ff
@@I u
  	
u
ff
@@I u
  	
u
ff u
@@I u
+ 3 · eff   	ff u
@@I
  	
u
)
u
PPi u
)
u
PPi u
@@I u
+ . . . (8.21)
Propagators in these diagrams are inverse matrices −C, black circles represent valence-one vertices D and we
do not take valence-three vertices into account, i.e. assume that B = 0, like in (8.19) – of course diagrams with
B-vertices can be easily included. Coefficients α
(3)
k in (8.21) – the cubic Catalan numbers – are equal to the numbers
of diagrams of a given order:
α
(3)
k =
(3k)!
k!(2k + 1)!
(8.22)
In order to extract them from Cardano formula (8.18), one first rewrites (8.18) as
x = −d
c
∞∑
m≥0
Γ(2m+ 23 )
(2m+ 1)!Γ(23 )
βm
(1 + β)m+
1
3
with β =
27d2
4c3
(8.23)
and then obtains
α
(3)
k =
(
27
4
)k Γ(k+ 13 )
Γ( 13 )
∑k
m=0
(−)m
(2m+1)!(k−m)!
Γ(2m+ 23 )Γ(
1
3 )
Γ(m+ 13 )Γ(
2
3 )
= (3k)!k!(2k+1)! (8.24)
In manipulations with the sum in (8.24) one can also rewrite it as
α
(3)
k =
(
27
4
)k Γ(k + 13 )
Γ(13 )
k∑
m=0
(−)mγm
(k −m)!
where γ0 = 0 and
γm+1 =
6m+ 5
3(m+ 1)(2m+ 3)
γm
so that γ1 =
5
9 , γ2 =
11
2·27 , γ3 =
11·17
2·35·7 and so on, or simply
γm =
(6m− 1)
6︷︸︸︷
!!!!!!
3mm!(2m+ 1)!!
.
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It is straightforward to go further beyond quadratic and cubic equations. Perturbative solution to
axs + px+ q = 0 (8.25)
with any s is given by direct generalization of eqs.(8.13) and (8.21):
x =
∞∑
k≥0
(sk)!
k!
(
(s− 1)k + 1)! akqs(k−1)+1(−p)sk+1 (8.26)
and coefficients α
(s)
k =
(sk)!
k!
(
(s−1)k+1
)
!
are integer for all natural s. Again, the formula has diagrammatic representation
with vertices of valence s+ 1 and 1. As usual, in this representation it is easy both to switch rom a single equation
to a system of n equations for n variables,
Aj1...jsi xj1 . . . xjs + P
j
i xj +Qj = 0, (8.27)
and to add all omitted vertices xm with all intermediate valencies m+1. Perturbative is only one out of sn solution
to (8.27), remaining non-perturbative solutions are singular in the limit Rn|s(A) = 0. Formula (8.26) does not make
much difference between different values of s, however the rate of coefficients growth increases with increasing s and
Pade-like transforms can be needed to improve convergence of the series. For s > 5 there is no way to represent
Catalan numbers α
(s)
k =
(sk)!
k!
(
(s−1)k+1
)
!
as expansion coefficients of any compositions of radicals, like (8.18), no sum
rule like (8.24) exists.
8.2 Dynamical systems theory
Despite many years of intensive developement the theory of dynamical systems [3], at least of their most typical
and interesting ”chaotic” phases, remains far behind the modern standards of theoretical physics. An impressive
amount of phenomenological information and infinite catalogues of incredible beauties are available, but no universal,
systematic and commonly accepted approaches emerged so far. Non-linear algebra is a natural framework for building
such an approach, and it will be among its primary applications in foreseable future.
8.2.1 Bifurcations of maps, Julia and Mandelbrot sets
Let Mn be a set of maps f : Xn → Xn of n-dimensional space Xn into itself,
xi → fi(x) (8.28)
Define
Jf (x) = detn×n
∂fi
∂xj
(8.29)
This Jf is multiplicative w.r.t. a composition of maps:
Jf◦g(x) = Jf (g(x))Jg(x). (8.30)
Zeroes of Jf form the ”critical hypersurface” of f in X :
Σf = {x : Jf (x) = 0} , Σf ⊂ X (8.31)
Unification of all critical surfaces
Julia(f) =
∞⋃
m=1
Σf◦m ⊂ X (8.32)
is called Julia set of f .
In the space Mn we specify the bifurcation variety Bn ⊂ Mn, consisting of maps f , where Σf is singu-
lar/reshuffled:
B =
{
f :
Jf (x) = 0
∂Jf (x)
∂xi
= 0
}
(8.33)
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This variety is actually a kind of a left- and right-”ideal” in M w.r.t. the composition of maps: if f ∈ B then
∀g ∈M both f ◦ g ∈ B and g ◦ f ∈ B. Variety B is called Mandelbrot set.
Example:
Let n = 1, X = C and y = f(x). Then Jf = f
′(x) and Σf consists of all critical points of f .
The bifurcation variety B1 consists of functions f with coincident critical points, where equations f ′(x) = 0 and
f ′′(x) = 0 are compatible:
f ∈ B1 ↔ Disc(f ′) = 0 (8.34)
Numerous examples of Julia and Mandelbort sets (for various occasional one-parametric families of maps f) are
famous, largely because of simplicity of their computer simulations and of their well developed fractal structure,
especially appealing for the lovers of complexity and disorder. Still, as we know from [2], Julia and Mandelbrot sets
are well defined algebro-geometric structures with analytically calculable and well controlled hierarchical structure. As
usual in algebraic geometry, somewhat more economic is description in homogeneous coordinates, with f substituted
by homogeneous maps ~A(~z).
8.2.2 The universal Mandelbrot set
The universal Mandelbrot set B was defined in ref.[2] as a sub-variety in the moduli space M of all maps, where
orbits exchange stability.11 For this to happen, the two orbits, of orders m1 and m2, need to merge, and this means
that the two characteristic equations, R
(
λm1 |A◦m1
)
= 0 and R
(
λm2 |A◦m2
)
= 0 should be compatible – and this
imposes a constraint on the map A. Roughly speaking, B is the union of all such constraints, over all possiblem1 and
m2 (actually, one of these numbers should divide another and this property is behind the pronounced hierarchical
structure of B, inherited by all its sections which are usually considered under the name of particular Mandelbrot
sets). This simple idea provides a pure algebro-geometric description – together with powerfull and explicit technical
tools – of the universal Mandelbrot set: actually it becomes a sort of the Universal Discriminant D ⊂M.
At the next step one should make definitions more accurate, at least in three respects.
First, one should separate orbits of order m from those of lower orders, which are divisors of m,– this is done
by extracting certain factors from the iterated resultants R
(
λm|A◦m
)
. This procedure is greatly simplified by
remarkable Besout decomposition (6.8) of such resultants (a highly non-trivial property for polynomials of many
variables!) and is not too much different from its single-variable (n = 2) counterpart, considered in great detail in
[2].
Second, for non-linear maps (s ≥ 2) the ”eigenvalues” λ in characteristic equations do not have direct ”physical
meaning”, since they can be eliminated by eigenvectors rescaling. This problem can be easily resolved by convertion
from homogeneous to projective coordinates – as was done in the single-variable case (n = 2) in [2], – but for n ≥ 3
such convertion makes resultant theory overcomplicated.
Third, one should add information about Julia sets, which form a kind of a Julia Bundle over the Universal
Mandelbrot Set. Its structure is even more interesting and involves a mixture of group-theoretical and Hodge-like
structures, typical for the modern theory of integrable systems and τ -functions. This emerging connection is one of
the most beautifull illustrations for the ”unity of the opposite” priciple: extreme order (integrability) and extreme
disorder (chaotical dynamics) are essentially the same.
8.2.3 Relation between discrete and continuous dynamics: iterated maps, RG-like equations and
effective actions
Understanding transition between continuous and discrete, or, more accurately, identifying universality classes of
discrete models which have the same continuous limits, remains an eternal open problem of theoretical physics.
At the level of linear algebra the problem is not seen, while non-linear algebra is able to address it at the most
fundamental level. The problem is closely related to exponentiation of non-linear maps, briefly introduced in s.7.2. In
[2] this research direction appears in association with effective actions [19]. Effective actions are solutions to discrete
analogue of Callan-Symanzik equation of quantum field theory, if discrete dynamics is interpreted as Kadanoff’s
discrete renormalization group flow.
The problem:12
11 We called it boundary of Mandelbrot set in [2], to avoid contradiction with terminology in the literature. However, as emphasized
in [2], ”Mandelbrot set” is a much better term. Similar is terminological situation with the Julia set.
12We acknowledge cooperation with B.Turovsky and Ya.Zabolotskaya on the study of continuous interpolations of discrete dynamics.
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What is the relation between discrete holomorphic dynamics of one variable,
z → f(z) (8.35)
and continuous dynamics
z˙ = β(z)? (8.36)
Continuous dynamics produces the function (world line) z(t) and we assume that
z(t+ 1) = f
(
z(t)
)
(8.37)
The problem I is to describe the set of functions β(z) for given f(z) and the problems II and III are to describe
associated world lines z(t) and trajectories (curves in the complex z-plane, which are images of z(t)).
Obviously, there can be many different β(z) for a single f(z): different continuous evolutions can provide the
same discrete evolution and the problem IV is to specify additional requirements which makes the lifting
{f(z)} −→ {β(z)} (8.38)
unambiguous.
Reformulation in terms of functional equation:
Equation (8.36) has immediate solution (functional inverse of z(t))
g(z) =
∫ z dx
β(x)
= t, (8.39)
and in terms of g(z)
β(z) =
1
g′(z)
(8.40)
i.e. instead of finding β(z) for given f(z) it is enough to find g(z), which is solution to the functional equation (8.37)
g
(
f(z)
)− g(z) = 1 (8.41)
Note that F(x, φ) from footnote 2 of ref.[2] is arbitrary function of the difference g(x)− φ.
The problem of periodic orbits:
If z0 is a fixed point of f , i.e. f(z0) = z0, the function g(z) should have a singularity at z0 in order to satisfy
(8.41). In the vicinity of z0 we have from (8.41)
g
(
z0 + ǫf
′(z0) + . . .
)− g(z0 + ǫ) = 1 (8.42)
i.e.
g(z) ∼ log(z − z0)
log f ′(z0)
+O(z − z0) (8.43)
so that
β(z) =
1
g′(z)
∼
(
log f ′(z0)
)
(z − z0) +O
(
(z − z0)2
)
(8.44)
One could expect that g(z) is also singular in the vicinities of all points of periodic orbits of any order, not just of
the first one, i.e. on the entire boundary of the Julia set of f – and thus g(z) could seem to be a very sophisticated
function. However, this is not obligatory the case, and g(z) can be rather simple. Understanding of this phenomenon
is the problem V.
World lines behavior in the vicinity of fixed points:
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A fixed point z0 of f , f(z0) = z0, is a zero of β(z) and we often have
β(z) =
∞∑
k=1
βk(z − z0)k
and
z(t)− z0 = Ceβ1t + β2
β1
(
CEβ1t
)2
+ . . . =
∞∑
k=1
Cke
kβ1t
Then
f
(
z(t)
)− f(z0) = z(t+ 1)− z0 = ∞∑
k=1
ekβ1Cke
kβ1t = eβ1
(
z(t)− z0
)
+ eβ1
(
eβ1 − 1) β2
β1
(
z(t)− z0
)2
+ . . .
On the other hand the l.h.s. is equal to
f(z(t))− f(z0) =
∞∑
k=1
1
k!
∂kf(z0)(z − z0)k
and we have
β1 = log f
′(z0),
β2 =
β1f
′′(z0)
2f ′(z0)
(
f ′(z0)− 1
) ,
. . . (8.45)
EXAMPLES
The case of f(x) = xn:
In this case the function g(z) is [2]:
g(z) =
log(log z)
logn
and
β(z) = 1/g′(z) = log n(z log z)
World lines are
z(t) = en
t
and trajectories are logarithmic spirals
z = e(λ+i)φ or ρ = |z| = eλφ
Note that g(z) is singular at the fixed points z0 = 0 and z0 = 1, but not singular at other points of the unit circle
|z| = 1 (which is the boundary of Julia set in this case). However, the double-logarithmic g(z) has sophisticated
branching structure. Asymptotic formula (8.43) holds in the vicinity of z0 = 1 where β(z) ∼ z − z0, but not of
z0 = 0, where β(z) ∼ (z − z0) log(z − z0).
Important correction:
For f(z) = zn we have z(t+ 1) = zn(t), but actually
log z(t+ 1) = n log z(t) + 2πik
and k is additional parameter, affecting the evolution:
z(t) = e−
2πik
n−1
[
z(0)e
2πik
n−1
]nt
= z1k
[
z(0)
z1k
e2πim
]nt
(8.46)
Here z1k = e
− 2πik
n−1 is actually one of the n − 1 unbstable orbits of order one, and m = entier
(
k
n−1
)
counts the
number of additional (hidden) rotations in the continuous interpolation.
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Evolution with a given k and m = 0 is small (local) in the vicinity of the fixed point z1k and there the reasoning
leading to eqs.(8.45) is applicable.
The case of F (x) = xn + c:
The function g(z|c) = g0(z) + cg1(z) + c2g2(z) + . . . where g0(z) is found in the previous subsection and g1(z)
satisfies
g1(z
n)− g1(z) = −g′0(zn) ∼
1
z log z
(8.47)
Appendix: Solving functional equations
The basic finite-difference equation:
The basic functional equation
g(ξ + ~)− g(ξ) = 1 (8.48)
– the discrete analogue of g′(ξ) = 1 with generic solution g(ξ) = ξ + const – has generic solution
g(ξ) =
1
~
ξ + θ(ξ) (8.49)
where θ is arbitrary periodic function,
θ(ξ + ~) = θ(ξ) (8.50)
There are two different directions of generalization (8.48): one can change the r.h.s. and the l.h.s.
Discrete integration:
In the first case one substitutes (8.48) by
g(ξ + ~)− g(ξ) = h(ξ) (8.51)
– the discrete analogue of g′(ξ) = h(ξ) with generic solution g(ξ) =
∫ ξ
h(ξ).
Similarly, one can call the solution of (8.51) the discrete (Jackson) integral
g(ξ) =
N=∞∑
n=0
h(ξ − n~)
However, this is largely a symbolical notion, because the ambiguity in discrete integration is arbitrary periodic
function, not just a single constant, what is reflected in ambiguity in taking the large-N limit. For example, even
for h = 1 it is not easy to explain in what sense the solution 1
~
ξ + θ(ξ)
?
=
∑∞
n=0 1.
More useful can be a table of meaningful discrete integrals:
h(ξ) ~g(ξ)
1 ξ
ξ 12ξ
2 − ~2 ξ
ξ2 13ξ
3 − ~2 ξ2 + ~
2
6 ξ
ξn 1n+1ξ
n+1 +
∑n
k=0 cn;k~
k+1ξn−k
Other discrete versions of first derivative:
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Discrete versions of continuous equation g′(ξ) = h(ξ) can differ not only by the choice of the r.h.s., but also by
the choice of discrete derivative at the l.h.s. and changes of g-variable can be needed to bring the discrete equation
to the form (8.51). Several examples are collected in the next table.
original equation transformation rule transformation rule
G→ g H → h
G(kx)−G(x) = H(x) G(x) = g
(
~ log xlog k
)
H(x) = h
(
~ log xlog k
)
G(xn)−G(x) = H(x) G(x) = g
(
~
log(log x)
logn
)
H(x) = h
(
~
log(log x)
logn
)
8.3 Jacobian problem
This is one of the famous simply-looking but hard mathematical problems, where diagram technique and other
quantum field theory methods are expected to work.
For polynomial map yi = fi(x) inverse map xi = φi(y), f ◦ φ = id is also polynomial whenever Jacobian
Jf (x) = detij
∂fi
∂xj
= 1 (8.52)
Since Jacobian for polynomial map is always polynomial, it is clear that if f and φ are both polynomial, Jf (x) =
J−1φ (x) is necessarilly independent x (constant is the only polynomial, whose algebraic inverse is a polynomial:
Jacobian problem is to generalize this statement to the functional inverse). Non-trivial is inverse statement, that
Jf = 1 implies that φ is polynomial.
13
Example of quadratic map (with a rank-3 tensor):
yi = f i(x) = xi +Aijkx
jxk (8.53)
Jf (x) = detij
(
δij + 2A
i
jkx
k
)
(8.54)
x =
1
2A
(√
1 + 4Ay − 1
)
(8.55)
xi = yi −Aijkyjyk + 2Aijkyk(Ajlmylym)−
−
(
Aijk(A
j
lmy
lym)(Akpqy
pyq) + 4Aijky
k(Ajlmy
l)(Ampqy
pyq)
)
+ . . . (8.56)
is given by the obvious sum of tree diagrams. This map is polynomial when A is nilpotent, say, AijkA
j
lm = 0. A
possibility: Aijk = u
ivjwk, u
ivi = 0. In this case Jf = 1 +A
i
ikx
k = 1 + (uivi)(wkx
k) = 1.
8.4 Taking integrals
In the context of quantum field theory, when tensor is used to define the action in the integral (ordinary or functional),
discriminantal subspace is known as that of classical configurations. However, for homogeneous actions the vanishing
of all first derivatives implies the vanishing of action itself and, what is even more important, – if only homegeneity
degree exceeds two, r > 2 – degeneracy of the second-derivatives matrix, which stands pre-exponent in denominator
(for bosonic integrals, for Grassmannian integrals it rather appears in the numerator and makes integral vanishing
– this is the usual avatar of singularity in anti-commutative setting). This means that the integral is singular
in the space of theories (actions) Mn1×...×nr at discriminantal subspace where Dn1×...×nr = 0. Even if action
is non-homogeneous, the highest-degree part of the action by definition homogeneous, and it is dominant at high
values of integration variables. This means that when its discriminant vanishes, the integral changes drastically:
this discriminantal subspace is actually the phase transitions hypersurface. Of course, terminology of quantum field
theory is not necessary here, phenomenon manifests itself already at the level of simplest non-quadratic integrals,
starting from the archetypical theory of Airy functions.
13We are indebted to A.Losev for comments about Jacobian problem.
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8.4.1 Basic example: matrix case, n|r = n|2
For a square n× n matrix Tij∫ n∏
i,j=1
eTijx
iyjdxidyj =
∫ ∏
i
δ
(
Tijy
j
)∏
j
dyj =
1
detij Tij
(8.57)
Integral diverges when detT = 0.
8.4.2 Basic example: polynomial case, n|r = 2|r
For a homogeneous poynomial of degree r of two variables x and y∫
ePr(x,y)yr−2dxdy =
∫
ey
rPr(t)yr−1dydt −→ 1∏s
i=1(t− µi)
=
s∑
i=1
1
∆i
1
t− µi (8.58)
where ∆i =
∏
j 6=i(µj − µi). Integral of a function g(t) with this weight provides
∑
i
g(µi)
∆i
. This sum is singular
when discriminant D(Ps) = 0. When measure does not contain the specially adjusted factor yr−2, the singularity
at D(Ps) = 0 persists, it just gets more sophisticated: turns from a simple pole into ramification.
8.4.3 Integrals of polylinear forms
Following [11], define the integral discriminant D˜n1×...×nr(T ) of the rank-r tensor (polymatrix) Ti1,...,ir through an
integral over r vectors x1, . . . , xr:∮
exp
(
Ti1,...,irx
i1
1 . . . x
ir
r
)
dxi11 . . . dx
ir
r =
const
D˜n1×...×nr (T )
(8.59)
The integral discriminant D˜n1×...×nr(T ) in (8.59) is not necessarilly a polynomial of entries of T , but – as we saw
in two basic examples above – it vanishes whenever the tensor T is degenerate, i.e. when the ordinary polynomials
discriminant Dn1×...×nr(T ) = 0. This is because any non-trivial solution to the equation ∂T/∂xikk = 0 defines
a direction in the integration domain, where exponent does not contribute, and therefore the integral diverges.
Therefore
D˜n1×...×nr(T ) = Dγn1×...×nrn1×...×nr (T )χ(T ), (8.60)
where the χ(T ) is actually a function of ratios of invariants of the structure group – it is of generalized hypergeometric
type and is generically transcendental and contour-dependent,– but one naturally expects that it does not have zeroes
at finite projective values of the coefficients of T : all such zeroes are controlled by the ⁀algebraic discriminant. The
power
γn1×...×nr =
∑r
k=1 nk
r · degTDn1×...×nr (T )
of the algebraic discriminant at the r.h.s. of (8.60) is easily evaluated by dimension-counting (for T -degrees of the
algebraic discriminants see s.4.1.3). Eq.(8.60) allows one to consider algebraic discriminants as the quasiclassical
asymptotics of the integral ones, see also [7].
Eq.(8.59) defines D˜n1×...×nr iteratively in r:
1
D˜n1×...×nr (T )
=
∮
d~xr
D˜n1×...×nr−1
(
T [~xr]
) (8.61)
where integral is over a single (nr-component) vector x and the rank-(r − 1) tensor(
T [~xr]
)
i1...ir−1
= Ti1...irx
ir (8.62)
Decompositions like (6.8) and (6.9) can probably be used to cleverly handle the remaining integrals in (8.61).
Another usefull representation is in terms of determinant of the matrix Tˆ [x]:
1
D˜n1×...×nr (T )
=
∮
dr−2x
detij Tij [x]
=
∮
dxk11 . . . dx
kr−2
r−2
detij
(
Tijk1...kr−2x
k1
1 . . . x
kr−2
r−2
) (8.63)
130
Actually, these representations have direct counterparts for algebraic discriminants, above contour integrals provide
a sort of a quantum deformation of algebraic operations: compare (8.61) with (4.65) and (8.63) with (4.22). Of
course integrals depend also on the choice of the integration contours: differtent choices define different branches of
integral discriminant. We do not go into details about this subject and related Stokes phenomena, attracting much
attention all the way from the classical theory of Airy functions and quasiclassical quantum mechanics to modern
theory of τ -functions.
8.4.4 Multiplicativity of integral discriminants
With appropriately adjusted A-independent const(n1, . . . , nr) in eq.(8.59) the integral discriminants possess peculiar
multiplicativity property:
D˜r1+r2(A) = D˜r1+1(B)D˜r2+1(C) for A = BC, (8.64)
where A, B and C are tensors of ranks r = r1 + r2, r1 + 1 and r2 + 1 respectively (for the sake of brevity we omit
nk-indices, but of course, for the product to exist nr1+1 in A should coincide with nr2+1 in B; note also that indices
of A or B can easily be raised at expense of the simultaneous lowering of index of the corresponding x-variable –
this affects only the size of the structure group). In more detail, the product is defined as
A
(r1+r2)
i1...ir1 j1...jr2
= B
(r1+1)
i1...ir1k
C
(r2+1)
kj1...jr2
(8.65)
so that
1
D˜r(A)
∼
∮
exp
(
Ai1...ir1 j1...jr2x
i1
1 . . . x
ir1
r1 y
j1
1 . . . y
jr2
r2
)
dxi11 . . . dx
ir1
r1 dy
j1
1 . . . dy
jr2
r2 = (8.66)
=
∮
e−pkq
k
dpkdq
k
(∮
exp
(
Bi1...ir1kx
i1
1 . . . x
ir1
r1 q
k
)
dxi11 . . . dx
ir1
r1
)(∮
exp
(
Ckj1,...,jr2 y
j1
1 . . . y
jr2
r2 pk
)
dyj11 . . . dy
jr2
r2
)
∼
∼
∮
e−pkq
k
dpkdq
k
D˜r1
(
B(q)
)
D˜r2
(
C(p)
) = 1D˜r1+1(B)D˜r2+1(C) (8.67)
The first equality is the definition of D(A), in the second one we used the obvious relation∮
dpdqe−pkq
k
eBk{x}q
k
eC
k{y}pk = eBk{x}C
k{y} = eA{x,y},
the third one is the definition of D
(
B(q)
)
D
(
C(p)
)
, while the last equality uses the fact that under the integral
1
D˜r
(
A(x)
) ∼ δ(x)D˜r+1(A) (8.68)
(comp. with (8.61)). The meaning of (8.68) is that for generic A the only singularity in x is at x = 0.
Alternative – and much simpler – derivation is provided by representation (8.63): since Bik{x}Ckj {y} = Aij{x, y}
1
D˜(A) =
∮
dr1−1xdr2−1y
detij Aij{x, y} =
∮
dr1−1xdr2−1y
detij
(
Bik{x}Ckj {y}
) = ∮ dr1−1x
detij Bij{x}
∮
dr2−1y
detij Cij{y} =
1
D˜(B)D˜(C) (8.69)
In particular, multiplicativity property implies that under a transformation from the structure group (multipli-
cation by some nk × nk matrix Uk – which affects only one of the r indices in T )
D˜(UkT ) = D˜(T ) detUk
since, as we know from (8.57), for a matrix D˜(Uk) = detnk×nkUk.
Another trivial example is: 1× . . .× 1 tensors: since integral discriminant D1×...×1(T ) = T we have an obvious
identity AB = AB for numbers A and B.
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8.4.5 Cayley 2×2×2 hyperdeterminant as an example of coincidence between integral and algebraic
discriminants
In the 2× 2× 2 case, see s.5.3, the Cayley hyperdeterminant D2×2×2(T ) is the only invariant of the structure group
SL(2)×SL(2)×SL(2), therefore the function χ(T ) in (8.60) has nothing to depend on and is just a T -independent
constant. Indeed, in this case the integral (8.59) can be evaluated exactly [11]:14∮
. . .
∮
eTijkxiyjzkd2xd2yd2z
(8.63)∼
∮ ∮
d2z
det2×2 Tˆ [z]
=
∮ ∮
dz1dz2
a(z1 − ξ+z2)(z1 − ξ−z2) ∼
1
a(ξ+ − ξ−) ∼
1√
b2 − 4ac
In this formula
det
2×2
Tˆ [z] =
(
T11iT22j − T12iT21j
)
zizj = az
2
1 + bz1z2 + cz
2
2 = a(z1 − ξ+z2)(z1 − ξ−z2), ξ± =
1
2a
(
− b±
√
b2 − 4ac
)
and
b2−4ac =
(
T111T222+T112T221−T121T212−T122T211
)2
−4
(
T111T221−T121T211
)(
T112T222−T122T212
)
(5.24)
= D2×2×2(T )
so that indeed the 2 × 2 × 2 integral discriminant is the square root (since γ2×2×2 = 2+2+23×4 = 12 ) of the algebraic
one:
D˜2×2×2(T ) ∼
√
D2×2×2(T ) (8.70)
i.e. χ(T ) ∼ 1 in eq.(8.60), as expected.
8.5 Differential equations and functional integrals
A simple example, where non-linear algebra is needed in the theory of partial-derivatives differential equations, is
provided by direct Shroedinger equation with non-quadratic Hamiltonian:
i~
∂Ψ
∂t
= S
(
− i~ ∂
∂~x
)
Ψ+ V (~x)Ψ, (8.71)
where S(~p) and V (~x) are symmetric functions of their arguments. The problem is already non-trivial for vanishing
potential V (~x) and for homogeneous kinetic term S(~p) of degree r ≥ 3 – provided the number of variables n > 1.
Solution to Shroedinger equation is formally given by functional integral
Ψ(~x, t) =
∫
e
i
~
R (
S(~p)−~p~˙x+V (~x)
)
dτDp(τ)Dx(τ) (8.72)
If S(~p) is quadratic, one can easily integrate over ~p(t) and obtain a new integral: over paths x(τ), passing through
the given point x at the time τ = t, with weights, dictated by the action
∫ (
S−1(~˙x) − V (x)
)
dτ (certain problems
arise when discriminant det ∂2S = 0, but they can be handled by a variety of methods). However, if S(~p) has higher
degree r, i.e. S is a tensor of rank r ≥ 3, then even elimination of p-variables becomes an interesting technical
problem, related to integral discriminants (and thus, in the quasiclassical limit ~ → 0, to algebraic discriminants).
Even more interesting are generalizations to non-homogeneous kinetic terms, inclusion of potentials, general-
izations to non-linear (in Ψ) differential equations and/or transition to the limit of large n. Even the theory of
Ψ-linear and p-quadratic (degpS(p) = 2) differential equations – like that of Virasoro constraints in matrix models –
is highly non-trivial: the structure of associated discriminantal spaces (the phase structure of matrix-model partition
functions) appears very rich and interesting, see [27] and references therein.
8.6 Renormalization and Bogolubov’s recursion formula
Renormalization theory in quantum field theory (QFT) solves the following problem. Assume that we have a function
FΛ(T ) of some variables T , and the shape of this function (the coefficients of its T -expansion) depends on additional
parameter Λ. The question is: can we absorb the Λ-dependence into a shift of T -variables, i.e. can we construct a
new function QΛ(T ), such that FΛ
(
T +QΛ(T )
)
is no longer Λ-dependent?
In QFT applications the role of FΛ(T ) is usually played by partition function, obtained by functional integration
over fields where the weight – exponentiated action – depends on the coupling constants T . The origin of the
14 Other examples in [11] should be treated with caution, as we already mentioned, in most cases beyond 2 × 2 × 2 the integral
discriminant is transcendental function and does not coincide with the power of a polynomial algebraic discriminant.
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problem is that the integrals often diverge and one needs to introduce cut-off parameter Λ to make them well-
defined. This cut-off should be somehow eliminated, and one is ready to substitute original (“bare”) couplings by
some Λ-dependent T˜Λ = T +QΛ(T ), if this is sufficient to make the final answer independent of Λ (often it is enough
to make it finite in the limit when Λ → ∞). However, one is not ready to sacrifice (change) the shape of partition
function FΛ(T ): it belongs to a very distinguished class of “integrable τ -functions” and any deformation will take it
away from this class. The only thing which one can change safely is its argument, T → T˜ .
Thus renormalization problem includes two inputs: a given function FΛ(T ) and a linear projector P+ in the
space of Λ-dependent functions, selecting the “wanted” ones among all, say, Λ-independent or finite in the limit
when Λ → ∞. In fact, concrete nature of projector is inessential for solving the problem: it can be any projector
acting on the coefficients of formal T -series F (T ). In these terms the problem is:
Given F (T ) and P+, find Q(T ), satisfying
P−
{
FΛ
(
T +Q(T )
)}
= 0 (8.73)
and
P+
{
Q(T )
}
= 0 (8.74)
Here P− = Id− P+ is the complementary projector onto the space of “unwanted” functions. The second condition
puts Q(T ) fully into the space of “unwanted” functions, thus making the problem unambiguously defined.
In this form this is a typical problem of non-linear algebra, and its solution – the celebrated Bogolubov’s recursion
formula [31] – can be considered as one of its first beautiful results. We refer to [17, 32, 33] for detailed description
of the subject, and consider here only the most trivial example from [33].
Let us take {
F (T ) = T + ΛT 2,
P−
{
f(Λ)
}
= f(Λ)− f(0), (8.75)
i.e. “unwanted” are functions, which depend on Λ and the goal is to eliminate Λ-dependence by Λ-dependent shift
of variables T → T˜ = T +QΛ(T ), so that F (T˜ ) = T˜ +ΛT˜ 2 no longer depends on Λ. Imposing the constraint (8.74)
we reduce the problem to
T˜ + ΛT˜ 2 = T (8.76)
and therefore
T˜ =
√
1 + 4ΛT − 1
2Λ
= T − ΛT 2 + 2Λ2T 3
−5Λ3T 4 + 14Λ4T 5 − 42Λ5T 6 + . . . (8.77)
One easily recognizes in this formula already familiar eq. (8.13) and it is therefore not a big surprise that a diagram-
matic representation exists for this solution and for the generic problem (8.73) and (8.74) as well.
Such solution is provided by Bogolubov’s forest formulas, the simpler one is
Fˆ (Γ/Γ)Qˆ(Γ) = −P−
Fˆ (Γ) +
∑{
γ1∪...∪γk
} Fˆ
(
Γ/γ1 . . . γk
)
Qˆ(γ1) . . . Qˆ(γk)

(8.78)
where both the F (T ) and the counter-term Q(T ) can be expanded into sums over Feynman diagrams:
F (T ) =
∑
Γ
Fˆ (Γ)Z(Γ|T ), Q(T ) =
∑
Γ
Qˆ(Γ)Z(Γ|T ) (8.79)
with basic functions Z(Γ|T ), capturing the topology of the graph Γ: Z(Γ|T ) is a product of couplings T at the
vertices with indices (if any) contracted along the links. The sum in (8.78) is over all possible box-subgraphs{
γ1 ∪ . . . ∪ γk
}
of the graph Γ, i.e. parts of Γ lying in a collection of non-intersecting “boxes”, and Γ/γ1 . . . γk is
obtained by contracting all boxes to points.
The diagram technique behind (8.78) is not obligatory the same that we considered in s.8.1.4, actually, many
different techniques can be used. An important difference is that loop diagrams should be included along with trees
when we switch from solutions to equations (of motion) to partition functions: loops are responsible for quantum
corrections to classical quantities, represented by tree diagrams. See [17, 32, 33] for the first steps of development
of this important chapter of non-linear algebra.
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