Abstruct-A new expression for the output moments of weighted mcdian filtered data is derived in this paper. The noise attenuation capability of a weighted median filter can now be assessed using the L-vector and AI-vector parameters in the new expression.
the class of stack filter and can be represented by threshold functions (also called neurons in neural networks [14] [ 191, which, e.g., show the equivalence between two WM filters. Recently, several adaptive algorithms have been developed for finding optimal WM and weighted order statistic filters under the MSE and the MAE criteria, [5] , [12] , [20] , [21] . These algorithms were motivated by the training algorithms used in neural networks and therefore require training sequences of both the desired and corrupted signals.
Although a remarkable development has been achieved in the understanding of the behavior of WM filters, the theory is still far from being mature. One of the many open problems in this area is the lack of an intuitive and efficient procedure for evaluating the noise reduction of WM filters. The first attempt to quantize the noise reduction of weighted medians was made by Yli-Harja et al. [16] but fell short of being intuitive or efficient. Their result was derived based on the positive Boolean function representation of WM filters in the binary domain. As a result, all connections to the median operation and the weights of the filter disappear.
In this paper, we propose a new efficient and intuitive procedure to analyze the statistical behavior of weighted median filters. Explicit expressions are derived to quantize the noise reduction capability of weighted median filters as a function of the weights of the filter and without resorting to the stack filter representation of weighted median filters. These expressions consist of two parts: one depends on the input distribution and the filter window width only, and the other depends on the weights of the weighted median filter. The latter can be obtained using tables, included in the paper; while the former represents the contribution of an equivalently sized standard median filter, which can easily be evaluated using a standard procedure, [I] .
Another open problem in weighted median filtering is how to design optimal weighted median filters which have "best" noise reduction capability and at the same time preserve desired signal structures. This is referred to as optimal filtering under structural constraints, in the literature. The problem has been solved for the general class of stack filters [22] and weighted order statistic filters [23] . However, none of the above algorithms may be used to easily generate optimal weighted median filters under a given simple set of structural constraints, e.g., pulses of given widths.
Recall that a weighted median filter can preserve details, e.g., pulses, of any desired length by selecting appropriate weights. On the other hand, for a given pulse length, there may be many weighted median filters which can preserve the given pulse. The question is how to select one of them which suppresses noise the best. Based on the new expression for the output moments of weighted medians presented in this paper, a new optimality theory for weighted median filters is developed. This theory combines the noise attenuation and some structural constraints on the filter's behavior. It is shown that in some cases the optimal weighted median filter can be obtained by merely solving a set of linear inequalities. This leads to closed form solutions for the optimal WM filter. Applications in 1-D signal processing and image processing are presented in the paper. It is found that the noise attenuation behavior of optimal WM filters which preserve the same length signal detail improves as the filter window width increases, as expected. More interestingly, it is found that there exists a subclass of optimal WM filters which is independent of the underlying noise distribution and the given error criterion.
This paper is organized as follows. In Section 11, we briefly review the basic concepts of weighted median filters. The statistical behavior of weighted median filters is studied in Section 111 based on a partition of the space of positive subsets (to be defined later) of weights. The partition is based on the cardinality of the subsets, called M; for the ith subspace of weight subsets, each containing i weights.
Analytical expressions of the output distribution and output moments of WM filters are derived using these Mz's. The theory of optimal WM filtering under structural constraints is developed in Section IV. Based on this theory, applications in I-D signal processing and image processing are addressed in Section V. Section VI contains some conclusions.
WEIGHTED MEDIAN RLTERS
The WM filter can be defined in two different but equivalent ways. The most commonly used one assumes positive integer weights with odd sum. (1) where MED{.} denotes the median operation and o denotes duplication, i.e. n o X = X,...,X .
-n tames IEEE TRANSACTIONS ON SIGNAL PROCESSING, VOL. 43. NO. 3, MARCH 1995 The filtering procedure goes as follows: The samples inside the filter window are duplicated to their corresponding weight, and the median of the expanded list is selected.
The second definition of the weighted median allows positive noninteger weights to be used. 
T = { (4)
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The procedure of picking the Tth largest value of a set is the same as was described above. Interested readers are referred to [24] for additional details concerning the definition of weighted medians (with real-valued weights) and particularly their relations to positive Boolean functions.
STATISTICAL PROPERTIES OF WM FILTERS
Intuitive analytical expressions are sought in this section to compute the output distribution and the output moments of weighted median filters. The noise attenuation capability of a given weighted median filter can thus be evaluated using these expressions.
The analysis in this section rests on the concept of some powerful and yet simple parameters called Mi's related to the weights of a weighted median filter. We shall define these parameters and show their relation to the weights of a weighted median and to its corresponding positive Boolean function. Some multisets of weights are next defined leading to the Mi's.
A . Definition and Properties of Mi Definition 4 :
Consider a WM filter with weight vector 
and by Q [ Z l the set of those subsets of cardinality i whose sum of elements is at least the threshold T (where T is as defined in (4)), i.e Mi 'S.
1, we have
implying which is equivalent to (8).
0
The second property is more intuitive and essential stating the monotonicity of the M,'s. 
where w ( X ) denotes the Hamming weight of X (i.e., the number of 1's in X) and I . 1 denotes the cardinality operation.
It is easy to see that Mi can also be expressed as follows:
where U ( . ) is the unit step function, and S, is the set of all N-dimensional binary vectors with Hamming weight %. i.e.,
E . Output Distribution of WM Filters
Using the above tools, we shall derive the output distribution of WM filters in an intuitive and useful form. The goal is not just to develop another expression but to come up with one which is easy to understand and would be useful for optimal design purposes.
The next theorem states such an expression for the output distribution of WM filters in terms of the input distribution and the Mz's defined in the previous subsection.
Theorem 1: Let the inputs of a WM filter with window width N = 2K + 1 be independent and identically distributed with a common distribution function @(t). The output distribution of the WM filter ( t ) has the following form
where Q,(t) is the output distribution of the standard median filter with the same window width, i.e., 
It is easy to see that event {c 5 t} is the union of some m events in (14), say event i1,i2,...,Zm, where terms (-w,t) in event i j ( j = 1, . . . , m) match some subset of W belonging to the set of positive subsets Rli,l. As the events are mutually exclusive and lR [i] 
which may be split in two terms as follows,
i=K+1 i=l
Substituting (17) into (16) filter. Furthermore, familiar readers would immediately recognize this term as being the output distribution of the standard median filter! The second sum quantifies the contribution of the weights in the output distribution and equals zero if all weights are equal (standard median filter).
As an immediate consequence of the above theorem, it is easy to show that WM filters are unbiased estimators of the mean.
Note also that the shape of the window of the WM filter in Theorem 1 is irrelevant, that is Theorem 1 applies to multidimensional WM filtering as well.
C . Output Moments of WM Filters
Having obtained an intuitive expression for the output distribution of WM filters, we shall now extract a similar expression for the output moments, which is easy to assimilate and useful in designing optimal WM filters. The expression is stated in the next theorem and is again composed of two terms, one is weight-independent; while the other depends on the weights.
Theorem 2: Given a WM filter with window width N = 2K+ 1, for i.i.d. inputs with common distribution function @(t) and density function $(t), the y-order output central moment, denoted by pzm, of the WM filter can be expressed as
where pz is the y-order central moment of the standard median with the same window size
Proof: See the Appendix.
0
The first term p I of , L&, is the y-order output moment of the standard median filter which is independent of the weights; while the second term quantifies the contribution of the weights to the output moment. Of course, this second term would be zero if all weights are equal.
This expression for the output moment will be studied further in the next subsection where it will be used to evaluate the noise attenuation capability of WM filters. But first, note that weights can only increase the output moment of WM filters, that is, the second term is always positive, i.e., 
D. Noise Attenuation of WM Filters
The second order output moment is quite often used to measure the noise attenuation capability of a filter. It quantifies the spread of the input samples with respect to their mean value. It is desirable, however, in this case to derive an expression for the second order moment which is easy to compute and explicitly shows the effects of the weights of the filter. This is obtained by simply rewriting (18) WM1 (2,2,2,7, 12,l3,12,7,2,2,2) 4,4.4,9.14,25,14,9,4.4,4) .
for the uniform distribution.
It is easy to obtain the M-vectors of WM1 and WM2 as follows: O, 5,34,161 
which indicates that WM2 has better noise attenuation than WM1 for uniformly distributed noise. In fact, one can easily check that WM2 has better noise performance than WM1 for Gaussian and Laplacian distributed noise, as well. By increasing the variance of the distribution, the comparison results, e.g., (22) in Example 3, are not affected.
What makes this expression for the output moment even more powerful is that in many real applications of interest, the noise distribution is not known and yet, it may still be possible to compare the noise attenuation of different WM filters with the same window size.
When two WM filters WM1 and WM2 have the same window size, then the corresponding L-vectors are identical. Thus, according to (21), if the two M-vectors are such that
(partial ordering of the elements of the vectors), then for any noise distribution.
Example 4: Given two WM filters with window width 7: ,112,5,2,1,1) and
Which WM filter gives better noise reduction? It is easy to compute the M-vectors for the two WM filters:
That is, filter WM2 = (1,1,4,5,4,1,1) has better noise reduction than filter WM1 = (1,1,2,5,2,1,1) for any symmetric noise distribution. On the other hand, if two M-vectors are incomparable (the elements of one vector are neither all 2 nor 5 to the corresponding elements of the other vector), then the two WM filters cannot be compared without knowing the corresponding L-vectors.
IV. OPTIMAL WEIGHTED MEDIAN FILTERS
When deriving the statistical properties of WM filters in the previous section, we had several goals in mind. The most important is to develop an optimality theory for WM filters which allows the designer to pick an optimal WM filter in some specified sense. A theory with a similar goal has been developed for stack filters, see There are several optimality criteria usually used in filtering. Some are classic, e.g., the mean square error, the mean absolute error and the minimax error; while, some are relatively newer, e.g., a set of structural constraints on the filter's behavior and associative memory [221, [281, 1291. The last two are intimately related to the theory of root signal sets, which, in simple terms, define the "passband" of nonlinear filters.
In the next subsection, we shall first formulate the optimization problem in a mathematical setting. Optimal solutions are then discussed in the following subsection.
A . Problem Formulation
Assume the input x,, of the WM filter with weight vector One of the optimization criteria of this theory is an error criterion defined as follows,
(25)
where y is some positive constant. The values of y = 1 , 2 correspond to the mean absolute error (MAE) and the mean square error (MSE), respectively.
Since s in (23) is a constant signal, by Theorem 2, we can recast J-, as E, is a constant signal s plus additive white noise n,, i.e.
-4 = MED{ W~O Xi , . . . , W , o X,}. The other optimization criterion consists of a pre-specified set of structural constraints on the filter's behavior. The goal of the structural constraints is to preserve some desired signal details, e.g., pulses with certain width in I-D signals, or lines and comers in images, and to remove undesired signal pattems. Usually, structural constraints originate in the multilevel domain and can be transformed to the binary domain via threshold decomposition. A WM filter which satisfies the binary constraints obtained by thresholding will automatically satisfy the multi-level constraints. A detailed discussion on this topic can be found in [22] . The transformation brings about a clear and intuitive link between the constraints and the filter weights. We shall, therefore, proceed directly with the structural constraints as given in the binary domain.
Suppose that as a result of the above transformation of the given set of structural constraints from the multilevel domain to the binary domain, we get T N-dimensional binary vectors g1 , . . . , gr for which the desired WM filter should have the following output:
We assume here, without loss of generality, that the middle entry in each of the above vectors is unity (due to self duality of the weighted median filter). Accordingly, (27) states that the first q vectors represent structural constraints which are to be preserved, while the last T -q vectors represent those undesired signal patters which are to be removed. The former are called type 1 constraints, while the latter are type 0. 
C is called the characteristic matrix of the structural constraints. It is easy to see that any set of structural constraints is uniquely defined by its characteristic matrix C. We call a set of structural constraints, which consists of both type 1 and type 0 constraints feasible if the inequalities in (29) are consistent. The corresponding solution space is called the solution space of the characteristic matrix C . If, by dropping any row from C, the solution space changes, the set of structural constraints is called irredundant. Denote the irredundant set by E , then
Recall that WM filters are stack filters defined by self-dual PBF's [30] . Therefore, if for any binary vector g,, WM(g,) =
1, then WM(g,) = 1 for all g2 2 gl (by the stacking property) and WM(g,) = 0 for all g3 5 1 -g1 (by the self-duality property). Consequently, if a set of structural constraints is irredundant, then none of its elements (rows of the C matrix)
can be reproduced by other elements in the set, using either the stacking property or self-duality. On the other hand, a set of structural constraints, if feasible, can always be reduced to its irredundant form. Obviously, a set of structural constraints is uniquely defined by its irredundant form, assumed in all future reference to structural constraints, unless specified otherwise.
Note that C and E are equivalent in the sense that a set of structural constraints can be uniquely defined by either C or E. Usually there are many elements in an irredundant set, each element may have different number of weights. Its characteristic matrix is
Its irredundant set is
Similarly, for 3 x 3 WM filters
W l W2 W3
in order to preserve the horizontal, vertical and diagonal lines in images, the weights have to satisfy the following
Its characteristic matrix is
Now, we shall retum to the optimal problem. Using ( 1 l), the problem of finding optimal WM filters under structural constraints is stated as follows: 
the unit-step
B. Optimal Solutions
Although the constraint set in (31) is of a linear type, the optimization problem is nonlinear because of its nonlinear objective function. The objective function is not differentiable since it involves the unit-step function U(.). Such optimization problems can be quite difficult to solve. The unit-step function can, however, be approximated by a sigmoidal function Us( .), U, (.) is a continuous differentiable, monotonically increasing, step-like function. Its steepness is controlled by a gain term p > 0. When the gain p is large, the unit-step function can be approximated well by the sigmoidal function. Thus the optimal problem in (31) can be restated as:
This is a nonlinear programming problem in which the objective function has first and second derivatives. It can be solved by successive quadratic programming method [3 11.
Although nonlinear programming produces optimal solutions, the optimization problem has N (window size) decision variables; and it will undoubtedly be computationally very complex for large window sizes. Therefore, it is desirable to find a more efficient method. A second method is presented, as we shall see later, to simplify this problem in some cases. It Usually, minimizing Mi leads to a set of inequalities about Wi. Our second method is then to find these inequalities which minimize the Mi's. Together with the other set of inequalities due to the structural constraints, a solution of the optimization problem in (311, which satisfies the given set of structural constraints and minimizes the Mi's, can be found by solving these inequalities.
In the following, we consider the cases where only type I constraints are present. 
X t U )
and let X f be the complement of the set X t , If WM1 and WM2 both satisfy the same structural constraints, then
which implies, for any c E X ,
However, WM1 and WM:! both satisfy (34). Hence, for any binary vector g E X f ,
By ( Theorem 5 is a very important theorem. It states that if a WM filter has reached its global minimum, for a given set of structural constraints, then the optimal WM filter is unique and can be found by solving a group of linear inequalities.
Optimal WM filters satisfying the conditions in Theorem 5 have several interesting properties.
Corollary I : The optimality property of the WM filter, which has reached its global minimum, is independent of the underlying noise distribution. That is, the optimal WM filter is optimal for any noise having a symmetric probability density.
Proof: This corollary follows since L ; ( N , a, y) 2 0, and the Mi's have reached their minimum simultaneously. 0
Corollary 2: The optimal WM filter, which has reached its global minimum, in the mean square error (MSE) sense under a given set of structural constraints is also optimal in the mean absolute error (MAE) sense under the same structural constraints.
In the simplest case where there are no structural constraints, we have the following theorem.
Theorem 6: For a given window size N = 2 K f 1, if there are no structural constraints on the weights, then the optimal WM filter is the standard median filter under both the MSE and MAE criteria. 
v. APPLICATIONS OF OPTIMAL WM FILTERS
The results of the previous section will be used here to design optimal WM filters in one and two dimensional applications.
A. One-Dimensional Signal Processing
A simple way to reduce the number of filter parameters when designing optimal weighted median filters is to require, e.g., symmetry in the weights. This may be a desirable constraint on the filter weights in the absence of prior information. We shall start first by defining two subclasses of weighted median filters, symmetric WM and bell-shaped WM filters. Note that the weights are symmetric with respect to the center weight W K +~.
Definition 7: A bell-shaped WM (b-WM) filter is any WM filter whose weights are nonincreasing from the center.
In this subsection, we shall exclusively deal with symmetric bell-shaped WM filters, i.e., WM filters of this form:
where Wi 2 W;+l, for i = 1, . . . , K -1. These restrictions on the weights of WM filters are suitable for the type of structural constraints considered in this section. In addition, they reduce the design complexity by reducing the number of parameters.
B. Important Property of Symmetric b-WM Filters
width N = 2K + 1 satisfy the following relation [32] :
The weights of any symmetric b-WM filter with window
for some 1 5 p 5 K + 1. This parameter p plays a crucial role in the optimization procedure in the sequel. A careful examination of the relation above reveals that this parameter corresponds to the minimum length of a pulse (a run of 0's or 1's of length p) which can be preserved by a symmetric b-WM filter.
In the binary domain, any signal detail can appropriately be characterized by pulses of certain length. Optimal design of WM filters, in this case, translates to the problem of finding a best WM filter which preserves those pulses and, at the same time, achieves best noise attenuation.
According to Theorem 5, this can be done by identifying the weight inequalities which minimize the Mi's (best noise attenuation) and combine them with the structural constraints stemming from the detail preservation requirement. The optimal solution must satisfy the above two requirements. Consider the following example.
Example 7: Find an optimal symmetric b-WM filter of window width N = 7 which would preserve pulses of length 2.
The weight vector W of a symmetric b-WM filter with window width 7 is given by -w = (W3, w2, Wl,WO, W l , 
wz, W3).
The structural constraints can be written as WO > 2(WZ + W3) (42) which implies WO + W I + W,, 2 T for ' U = 1,2,3.
(43) Next, with T equals half of the sum of weights, we identify those inequalities corresponding to (34). In this case, it is found that there are two weight combinations in which the sum of Solving (42) and (49, we obtain the solution, which, by Theorem 5, is the solution for the optimal symmetric b-WM filter of window width seven: Consider now a more general case. If pulses of length two are to be preserved, then what are the optimal symmetric b-WM filters of arbitrary (but fixed) window size N = 2K+ 1 that preserve such pulses and have best noise attenuation (among the class of b-WM filters with window size N)? The answer is given by the following theorem [33] .
Theorem 7: Given a WM filter with window size N = 2K+ 1 the optimal WM filter that preserves pulses of length two has the following explicit form:
The proof is in the Appendix.
It is interesting to note that optimal WM filters preserving pulses of length two can be found in closed form. This, however, is not the case for pulses of length three. One has to resort to successive quadratic programming [31] to find solutions. This approach yields real-valued WM filters which can be converted to integer-valued, see [24] . Several optimal symmetric b-WM filters preserving pulses of length 3 are listed in Table IV. We mentioned earlier that median filters with larger window widths have better noise attenuation capabilities. Furthermore, we established that for the same set of structural constraints, there is usually a number of weighted median filters (with fixed and arbitrary window widths) which can preserve these constraints. It remains to be shown, though, that the noise attenuation capability of WM filters, preserving the same set of structural constraints, increases as the filter window width increases. The following simulation results confirm this hypothesis. Fig. 1 shows the noise attenuation of those WM filters which preserve length two pulses under uniform, Gaussian and Laplacian distributions. Similar results are found (but not included) for optimal WM filters that preserve pulses of length three. 
B . Optimal Weighted Median Image Filtering
An image consists of many signal structures, such as lines, comers, which are critical to perception. When filtering noisy images, care must be taken not to remove such important image details. The class of weighted median filters has proven to be a potential candidate for such tasks due to its capabilities in (impulsive) noise attenuation and detail preservation [2], 181, [9] . Several adaptive algorithms have been developed for weighted median and weighted order statistic filters, see [5] , [20] , [12] , [21] , all requiring training (ideal and noisy) signals. However, in many applications of interest, ideal signals may not be available. It is, therefore, necessary to develop an alternative scheme to design weighted median filters in these cases.
Important image structures, such as those listed in (47)-(SO), constitute (part) of the structural constraints which must be preserved by the WM filter. The task is to select a WM filter, among those which preserve the given set of structural constraints, which achieves maximum noise attenuation. We shall accomplish this task using the theory developed in Section IV. ( 1 1 1) In order to demonstrate the performance of the optimal WM filters obtained in (51), we conducted a series of simulations. In the first simulation, an original image, called "Bridge-overstream," was corrupted by impulsive noise. The probability of impulses was 0.12 and the height of the impulses was set to f 200. Using the original image and its corrupted version, the 3 x 3 FIR Wiener filter and the adaptive WM filters (which were trained under the MSE and MAE senses, respectively) [5] were applied to restore the corrupted image. The MSE and MAE values are listed in Table V . These filters were also applied to restore images "Lema" and "Harbor," which were corrupted by the same noise in order to show the robustness of WM filters. Results are included in Table V . Note that the performance of the optimal WM filters (WM1 through WM4) is much better than that of the Wiener filter and the standard median filter, and is comparable to that of the adaptive WM filters. Remember that adaptive WM filters were trained using whole part of the ideal and noisy images. One should also remember that the optimality results in this paper were derived on the basis of constant signals corrupted by additive noise. The results obtained suggest that the assumed model is far from being discounted.
m ---I---

VI. CONCLUSION
Two major contributions have been reported in this paper. The first is the derivation of a new expression for the output moments of weighted median filtered data. This expression contains two parts, one is weight-independent; while, the second depends on the weights of the WM filter. The latter term is a function of a set of parameters, we called Mi's, which are the cardinalities of the positive subsets of the WM filter with a fixed Hamming weight. The minimization of these parameters leads to the second contribution of the paper which is the design of optimal WM filters under structural constraints and goals.
In the absence of any structural constraints, the optimal WM filter is shown to be the standard median filter under both the MSE and MAE criteria. When a WM filter is desired to possess certain structural constraints on its behavior, an optimal WM filter is sought to produce the best noise attenuation and, at the same time, satisfy the given set of structural constraints. If this set satisfies a certain condition, the optimal WM filter can easily be obtained by merely solving a set of linear inequalities. If, on the other hand, the condition is not satisfied, i.e., the resulting set of linear inequalities is not consistent, nonlinear programming can be used to find an optimal solution.
Applications of optimal weighted median filters in onedimensional signals and in image filtering included in the paper clearly show the potential of this class of nonlinear filters. Much more work is needed in this direction in order to fully exploit the properties of weighted median filters.
The optimality theory developed in this paper for weighted median filters reveal many salient features of the class of WM filters as well as several striking analogies between linear FIR filters and WM filters. Could it be that weighted median filters would be as important among the class of stack filters as FIR filters for linear filters? 
(53) which together with (57) proves From (52), it is easy to obtain the y-order output central moments pZm as expressed in (1 8) 
dt dt Equation (54) can be rewritten as We can list two sets of weights A1 and A2 which belong to the set
and
Kweights
Since y = p ( t ) = @ -l ( t ) > 0 for t 2 ; , we have, using (55) dp(t) > 0
Note that there does not exist another set of K weights, belonging to the above set (62), whose sum of weights is larger than those of A1 or Az. Let the sum of A1 and A2 each be less than the threshold T, i.e. University, Finland, in 1972 , 1973 , 1975 , and 1978 , respectively. From 1976 to 1977 
