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The aim of this paper is to introduce a new definition of viscosity solutions for 
Hamilton-Jacobi equations in infinite dimensions with unbounded nonlinear terms. 
We prove existence and uniqueness results under usual assumptions regarding the 
bounded part of the Hamiltonian. 0 1992 Academic PICSS. hc. 
1. INTR~O~CTION 
In this paper, we study the Hamilton-Jacobi equations 
u+ (Ax,Du)+F(x,u,Du)=O W) 
u,+ (Ax,Du)+F(t,x,u,Du)=O. (CP) 
Here, A is an m-accretive operator on a Banach space A’, A: D(A) + 2x, 
and F:D(A) x R xX” --) R (respectively, F: (0, T} x D(A)x Rx X" -+ R) 
are continuous mappings. 
Denote by {S(t)j,,o the contraction semigroup generated by -A, 
which gives the trajectories of the system 
x’ + Ax = 0. (S) 
The theory of viscosity solutions for Hamilton-Jacobi equations with 
“bounded Hamiltonians” has been developed by M. G. Crandall and P. L. 
Lions in a series of papers [4, 31. Recently, in [S] they have introduced a 
notion of a viscosity solution for (SP) and (CP) in the case when A is a 
linear, densely defined maximal monotone operator on a Hilbert space X. 
It appears however that their definition cannot be extended to the general 
unbounded Hamiltonian. Indeed, let u be a viscosity solution for (SP), 
x0 E D(A) and let cp be a function of class C i such that x0 is a minimum 
345 
0022-247X/92 $3.00 
Copyright 8,” 1992 by Academic Press, Inc 
All rrghtr of reproductmn m  any form resried 
346 DANIEL TATARU 
point for U-V. The problem is to give a meaning to (Ax,, DcJ$x,)). 
In [5] the authors assume that DYED and so (Ax,, Dq(x,)) := 
(x0, A*Dq(x,)). As a matter of fact the latter is the derivative of cp, i.e., 
along the trajectories of the system (S), 
(x03 A*Wxo)) = -$ cp(W) xo)l,,=o. 
Hence we must assume that p is continuously differentiable along the 
trajectories of system (S). In the linear case or even in the semilinear case 
we may find comparison functions such as (B(x - y), x - y) in [S], but 
in general we do not know if such a function exists. The new idea here is 
to avoid the necessity that the comparison function (that is, the function 
that appears in the definition of a viscosity solution) be differentiable along 
the trajectories of (S), by introducing a new variable. Our definition of a 
viscosity solution also uses and extends the idea, which appear in [4], of 
a strict viscosity solution. 
To begin with, we give some preliminary definitions. 
DEFINITION 1. Let U: D(A) + (-co, co], and f: D(u) --f R be a given 
function, We say that u is a solution for the inequality 
(Ax, Du) 2 f, (1.1) 
if 
(a) For each XE D(u), 
d+ 
~4wb)l,d& -f(x). (right upper derivative) (1.2) 
I,0 
(b) u is 1.s.c. and f is bounded on (((x(1 GM, U(X) GM) for each 
M>O. 
(c) If x, --+x and u(x,) + U(X) < co, then lim inf, _ o. f(x,) = f(x). 
DEFINITION 2. Let U: D(A) x [0, T] + (-co, co] and f: D(u) + R. We 
say that u is a solution for the inequality 
u, + (Ax, Du) >f, (1.3) 
if 
(a) For each (t, x)ED(u), t>O, 
$(2-h, S(h)x)l,,,i -f(x). 
ha0 
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(b) u is 1.s.c. and f is bounded on {(1x(\ GM, u(t, x) < M}, for each 
M>O. 
(c) If t, --f t, x,-+x, and u(x,, t,) -+ u(x, t) < co, then 
liminff(t,,x,)=f(t,x). 
n-a, 
Remark 1.1. Let us consider the operator B= A x A: D(A) x D(A) c 
xxx-+2x”x. Clearly, B is m-accretive and generates a contractions semi- -- -- -- 
group on D(A) xD(A). Then, if U: D(A) XII(A) (or D(A) XII(A) x 
[0, T]) + (-00, co] and f: D(U) + R, the preceding detinitions clearly 
apply to (for the moment, formal) inequalities 
(Bz, Du) Zf, respectively u,+ (Bz, Du) >,.f 
which, in what follows, will be written as 
(Ax, D,u) + (Ay, D,u) >J; (1.5) 
respectively 
u,+ (Ax, D,u) + (Ax D,.u) af. (1.6) 
Let Q c D(A), which is open in D(A). 
Denote by s,(t) the semigroup generated by A + z, for z E X. We are now 
ready to present the definition of viscosity solutions, 
DEFINITION 3. Let u E C(Q). Then u is a viscosity subsolution (super- -- 
solution) for (SP) iff, for each cp: D(A) x D(A) + (-co, co], f: D(q) -+ R, 
E > 0 such that: 
(a) (Ax, D,cp)+ (Ay, D,cp)&f, in the sense of Detini- 
tion 1; 
(b) cp =‘p, + rp,, where ‘pl is of class C’ in x, and q2 is 
Lipschitz continuous in x, with Lipschitz constant E; 
(c) td+l~~)l,=cJ cp(S,(h)-? W)Y) s -fb,Y) + 
(D,~ltx, Y),z)+E 1141, for all ZEX, (x, v)~D(cp), 
XE D(A); (1.7) 
and for (x0, yO) l s2 x D(A) a maximum (minimum) for u(x)- cp(x, y) 
(respectively u(x) + rp(x, y)) we have 
~(x,,)+f(x,,, ~,)+,,j~~~F(xo, 4x,), Drcp,(xo, Y,J+P)~O, (1.8) 
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respectively 
4x0) -f(xo, Yo) + sup %%, a(“%), -~XV1(xO, Yo) + P) 2 0. (1.8)’ 
IIPII Q E 
Finally, u is a viscosity solution for (SP) if it is both a subsolution and 
a supersolution. 
DEFINITION 4. Let UE C(sZ x [0, T]). Then u is a viscosity subsolution -- 
(supersolution) for (CP) if, for each 40: D(A) x D(A) x [0, T] + (-co, co], 
f: D(q) + R and E > 0 such that: 
(a) c~~+(Ax,D,cp)+(A~,D,cp)~f; 
(b) cp = qi + q2 where cp, is continuously differentiable in 
X, and q2 is Lipschitz continuous in x, with Lipschitz 
constant a; 
Cc) (d+ldh)l,=o~(t-h,S,(h)x,S(h),Y) G -f(C4Y)f 
<D,cp,(t, x, Y), z> +E l/4, for each ZE& (6 x, Y)E 
D(P), XEW); (1.9) 
and for (to, x0, yo)~ (0, T) x52 x D(A) a maximum (minimum) for 
u(t, x) - ~(t, x, y) (respectively u(t, X) + cp( 1, x, y)) we have 
.f(fo, x0, yo) + inf J’(toxo, u(t,, XO), D,ql(lo, x0, yo) + P) GO, (1.10) 
IlPll G & 
respectively 
--f(to, x0, Yo)+ SUP F(to, x03 4l0, x0), 
IlPll f E 
-D.r(~l(to,xo, YO)+P)~‘J (1.10)’ 
Finally, u is a viscosity solution for (CP) if it is both a subsolution and 
a supersolution. 
Note that condition (c) in Definitions 3 and 4 is a technical one, which 
is unnecessary if A is single-valued. 
In the proof of the uniqueness, the term in cp which depends on x is of 
the form 
3(x, Y)=v(11-4)+ dllx- YlIh 
where v, g are of class C’, increasing, v’(0) = g’(0) = 0, and the corre- 
sponding f = 0. The reader may easily verify that 4,T satisfy property (c) 
and so this condition is significant only for the existence proof. 
Although this definition of viscosity solutions does not seem to be very 
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close to those given in [3,4] when A is bounded, or linear, we shall see 
(via existence and approximation results) that if X, X* are uniformly 
convex Banach spaces, then our definition is equivalent with others. The 
plan of the paper is the following. 
In Section 2, we present the comparison results for (SP) and (CP). Also 
we establish two basic lemmas which are the main tools to handle viscosity 
sub- and supersolutions. 
Section 3 is devoted to existence results. We use here the program given 
by P. L. Lions and M. G. Crandall in [4] to prove existence for (CP) and 
(SP) via differential games. Of course, we shall not repeat throughout this 
section any proof given in [4], if it does not contain relevant changes. 
We assume familiarity with nonlinear contractions semigroup theory 
(see, e.g., Cl]). For details on differential games we refer to [Z]. 
2. UNIQUENESS OF VISCOSITY SOLUTIONS 
Throughout this section, we shall use the following basic assumptions. 
(A) X, X* are uniformly convex Banach spaces. 
(B) (i) F: D(A) x R x X* -+ R is uniformly continuous in t, x, U, p 
on bounded sets. 
(ii) F is nondecreasing in U. 
(iii) There exists a continuity modulus m such that 
lF(t, x, u, PI-F(t, Y, u, PII Gm(Ilx-.A(1 + ll~ll)). 
(iv) There exists a local continuity modulus 0 such that for 
each I>O, F(t,x, u, p)-F(t,x, u,p+IJx)<a(djlx((, A/xl\ +p). (Here, 
.I: X-+ X* is the duality maping of X.) 
In order to avoid distracting technicalities, we assume that 0 E A(0). 
Let 52 c D(A), Q open in D(A), and let K? be the boundary of Q in 
D(A). We shall use the following notation: 
(a) C,(m) = (u: D(A) --) R, u continuous in the weak topology}. 
(b) C,(Q) = {U E C(Q)/for each (x,),, , c a, t, -+ 0 such that 
S(t,) x, --+x E ~2, we have u(x,) -+ u(x) as n -+ a }. 
(c) UC,(s=2) = {u E UC(B)/th ere exists a local continuity modulus m, 
such that for each t B 0 
l~~~~-~~y~l~~m,~~+II~~~~~-yll~ll~ll+II~ll~~ (Vx,y~QI (2.1) 
(that is, u is uniformly continuous, and uniformly continuous along the 
trajectories of system (S), on bounded sets). 
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(d) UC\(8 x [O, T]) = (u: 0 x [0, T] + R; UE UC(a), uniformiy in 
t and there exists a local continuity modulus m2 such that 
lu(t, x) - u(s, S(t -s) x)1 < m,(lt - sI, I/XV), for each 
T>t>sgO, such that x, S(t-s)xciZ}. (2.2) 
(e) UC,(Qx [0, T])= {UE UCi(ax [0, TJ); u is uniformly con- 
tinuous in t on bounded sets in (E, T) x D(Aj, for each E > 0). 
Theorems 1,2 below are the main uniqueness results for problem (CP). 
THEOREM 1. Let u, VE UC(a) n C,(o) be a viscosity subsolution, 
respectively supersolution, for (SP). Assume that 0 is weakly closed. Then 
(U-v)(X)~SUPxEdR (u(x) - v(x)) + vx E 0. 
THEOREM 2. Let u, v E UC,(Q) be a subsolution, respectively super- 
solution, for (SP). Assume that a has the following property: 
If t, + 0, x, E a, and S(t,) x, -+ x, then x E 0. (Cl 
Then, (u--v)(x)<su~~~~~ (U(X)-V(X))+ (V)XE~. 
For (CP), the results are rather delicate: 
THEOREM 3. Let u, DE UC(a x [0, 7’J)n C,(n x [O, T]) be a sub- 
solution, respectively supersolution, for (CP). Assume that 0 is weakly 
closed. Then, 
u-u< sup (u(t,x)-u(t,x))+, T=Qx (OjulK2. [O, T]. 
(t,X)Er 
THEOREM 4. Let u, v be a subsolution, respectively a supersolution, for 
(CP). Assume that D has property (C), and that either: 
(a) u, v E UC,(a x [IO, T]) or 
(b) 52 = m, u, v E UC:(D(A) x [0, T]), and ~(0, S(t)x), 
40, s(t) xl E UC, P(A) x CO, Tl )- 
Then, u-~Usup~,,~~~~(u(t,x)-v(t,x))+, f=~x{O}ui?Qx [0, T]. 
Of course, from Theorems 14 the corresponding uniqueness result 
follows. 
We also mention a variant of Theorem 3. 
Let Z= (UE C,(D(A)x (0, T])/u is uniformly continuous in x, 
uniformly in t, and hm, _ 0 u( t, x) - ~(0, S(t) x) = 0, uniformly in x E D(A), 
on bounded sets}. 
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THEOREM 3’. Let u, v E Z be a subsolution, respectively supersolution, for 
(CP). Then 
24 - v 6 sup (U(0, x) - v(0, .x)) + . 
.XED(A) 
The proof involves the same arguments as the proof of Theorems 3,4. 
It seems that uniform continuity along the trajectories of the system (S) 
is a less restrictive assumption than the weak continuity for our problem. 
Indeed, consider the simple case when F= 0. Then, one can easily check 
that u(t, x) = u,(S(t) X) is a viscosity solution for (CP) in D(A) x [0, T]. It 
is clear that, if USE UC(D(A)), then UE UCt(D(A) x [0, T]). But does 
generally ME C,(J)(A) x [O, T])? Not, unless USE C,(I)(A)), and the 
semigroup S(t) is weakly-weakly continuous, for each t > 0. Even if we only 
require that UE C(D(A),x (0, T]) for each QE UC(D(A)), then S(t) must 
be weakly-strongly continuous, for each t > 0. Note also that if 
uo$ UC,(D(A)), then u # UC(D(A) x [0, T])! Moreover, if the semigroup 
S(t) is not equicontinuous, then even u $ UC(L)(A)) x (0, T] ), 
Conversely, it is a simple exercise to prove that, if u E UC,(I)(A) x 
[0, T]) and S(t) is weakly-strongly continuous for each t >O, then u is 
weakly continuous. 
Therefore, in order for the solution to be weakly continuous, we need a 
strong regularity assumption on S(t), or on initial data z+,. 
Let v: R’ -+ R+, a function of class C’, such that v’(x)>O, v’(0) =O. 
Then the function v(x) = v( (/xl/ ): X -+ R is continuously differentiable. 
Assume also that v is coercive, i.e., 
(2.31 
LEMMA 1. 
solution, for 
Let u, v E C(Q) be a viscosity subsolution, respectively super- 
y + (Ax, Du) + F,(x, u, Du) = 0 (2.4) 
v+(ax,Dv)+F,(x,u,Du)=O, (2.5) 
where F,, F2 are uniformly continuous on bounded sets. Assume that there 
exist M, NE R+, such that 
4x1 d M+ Nllxll, -u(x)dM+ Nllxll. (2.6) 
Assume that either u, v E C,(Q) and ~2 is weakly closed, or u, v E C,(Q) and 
fi has property (C). 
Let G(x, y)= u(x)- u(y)- i(v(x)+ v(y)) - (l/26) I/x- yll*. 
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Then, we have either: 
(a) sup G(x, Y) = SUP W, y) 
x,yea xeD ycan 
or 
sup W, Y) = SUP G(x, y). 
X,YEJ2 YEQ 
Xpai2 
(2.7) 
or 
(b) For each E > 0, there exist x0, y, E l.2 such that: 
(i) 4x0) - v(yo) + 4 x0, 4x,), $J(x, - yo) + ADV(X,)) 
~0, dvo), -;J(y,-x,)-Wy,) GE P-8) 
(ii) G(x,, yo) + E 2 SUP G(x, Y). (2.9) 
x, yef-2 
Proof of Lemma 1. In order to make the proof clearer, we have divided 
it into several steps. 
Step 1. For E>O, let P,:D’xD(A)~+ [-co, co) be defined by 
PAX, Y, z, WI = u(x) - U(Y) - 4v(x) + V(Y)) 
-~~llx-z/12+ IIY-wl12) 
- & Ilz - WI2 - 411~041 + IIAOwll 1. 
Denote by a, = SUP,, ys~;z,wp~ PE(xT y, 2, w). 
By (2.6), (2.3), we obtain 
lim PE(X, y, z, w) = -co, uniformly in 8, cI, 0 < cI < ~1~. (2.10) 
(x,Y.?w)+m 
We infer that 
lim ci, = ao. (2.11) 
E’O 
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Indeed, we have rq, > a,, for each E > 0. Also, for each n E N, there exist 
x0, yoeQ:, zO, WOE D(A) such that 
Po(xo, Yo, zo, wo) 3 No-i 
Because zo, w. E D(A), for each m E N, there exist z,, w, E D(A), such that 
lb0 - z,lI < l/m, lb0 - w,Il < l/m. 
BY (2.10), .x0, y,, zo, ~0, zm, w, lie in a bounded set. Then, 
a, 2 P,(xo, Yo, z,, w,) 
a Po(xo, Yo, z,, w,) - 411A0z,ll + lI~“~mII) 
B Po(xo, YO? 207 wo) -c ;- E(ll~“zmll + II~“WmII) 
~ao-~-c-J&-E(llAoz,;l + IIAOw,[l). 
Therefore, for E -+ 0, because m, n are arbitrary large numbers, we obtain 
(2.11). 
Another necessary remark is that 
(2.12) 
Indeed, if x, y E d are arbitrary, but fixed, then P,(x, y, ., .) attains its maxi- 
mum in some points z, w, which lie in the segment [x, y], and therefore 
in D(A), because D(A) is convex. Thus, (2.12) follows easily. 
Step 2. Let 
cp(x, z)=IZv(x)+$ 11X-Z(12+&(IA0z1( +$ l/Z-~M’l12, 
-- cp:D(A)xD(A)+(-crs, co] 
s: D(v) -+ R f(x, z)=i (AOZ, J(z- w)). 
We infer that 
(Ax, D.xcp > + CAY, D,cp > 2f (in the sense of Definition 1). (2.13) 
Because (IxJI, 11x-211, IIA”zII are decreasing on the trajectories of (S), 
(1.2) clearly holds. 
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Let (x,, z,) -+ (x, z). Then, in order to prove that cp is I.s.c., we may 
assume that &x,, z,,) is bounded. Therefore, llA”z,I/ is bounded, and, on 
a subsequence, A’z,, - w. By demiclosedness of A, w  E AZ. 
Hence, llA”zll d II WI/ < lim inf,, _ m llA’z,jl, which implies that 
lim inf (p(x,, z,) 3 cp(x, z). 
*da 
Also, i/x/l GM, (Iz(I GM, cp(x, z) GM implies that llA’zl[ GM, and 
therefore, f(x, z) d M,. 
Let now x,-+x, z, + z, q(x,, z,) + ~(x, z) < 03. Then 
llA”z,II + IlAo4 < ~0. 
On a subsequence, A”zn-w~Az. But JIwJJ 2 llA”zll >lim,,,(JA”z,JI. 
Therefore, we have strong convergence, A’z, + w. Then, 1) wJJ = )I A’zjj, so 
w  = A’z. Thus, we have proved that A’z,, + A’z, hence f(x,, z,) +f(x, z). 
Step 3. The conclusion of this step may be resummarized as it 
follows. 
For each /I > 0, there exists @: D(A)4 + Ri, g: D(A) --) R, 
(x0, y,, zo, wo) E D(A)4 such that: 
(a) $ is lipschitz continuous with lipschitz constant p 
(b) Ic/(xo, YO, zo, wo) = 0, and (x0, y,, zo, wo) is a maxi- 
mum for P, - * (2.14) 
(cl PE(XO, Yo, zo, wo) 2 a, - D, dzo) G BY dwo) Q s 
(d) (Ax, 0x(@ + dx, 2))) + (AZ, 0,3/ + cpk ~1) 2 
fk z)-g(z), 
and the analogue in (y, w). (Here, 40, f are as in 
Step 2.) 
Case A. Assume that U, UE C,(D). In this case, the conclusion can be 
achieved by standard arguments. Thus, let 
We infer that QE is upper semicontinuous. Indeed, let (z,, w,) + (z, w). 
We may assume that Q#(z,, w,) + c > - 00. 
Let (x,, y,) E 0 x D, such that 
1 
Q&n, wn) G Pe(xn> Y,, zn> wn) -t-o n 
Then, by (2.6) the sequence (x,, y,) is bounded. Therefore, 
lim pob,, yn, z,, w,) - PO@,, Y,, zo, wo) =O. n-m 
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Also, we have 
lim inf (l(A”z,I + l(A”w,(l) > IIA”zol( + ljA”wOll. 
n-30 
Hence, 
Q,(z,,> %K~+P,(xn, Y,, z,, ~,,)--E(II~“~nll + llAOw,ll) 
<‘+ PO(X”, y,, zo, wo)+ (Pdx,, y,, z,, wn) 
n 
- Po(x?l, Y”, 202 wo)) - E(lI~“z,ll + IIAO%II) 
$ + Qe(zo> wo) + (Po(xm in, z,, w,) - Po(x,, Y,, zo, wo)) 
+ ~(ll~“~oll - ll~“%ll + llAOwoll - llAOw,ll ). 
Passing to the limit, for n -+ 00, we obtain 
Qe(zo, w,)>c. Q.E.D. 
Then, we can use the variational principle of Ekeland. -- 
Thus, for each y > 0, there exists (z,, wo) E D(A) x D(A) such that: 
(i) QE(zo, i,w wo) + Y 3 SUP Qe(z, w) = a, 
(ii) (z,, wo) is a maximum point for Q,(z, w)- 
Y( I/z - zoll + Ilw + WOII ). (2.15) 
It is easy to see that PE(x, y, zo, wo) is weakly upper semicontinuous in X, 
y on Q. Therefore, by (2.10) it follows that there exists (x0, y,) E 0 a maxi- 
mum point for P&, Y, zo, wo). Then, Qa(zo, wo) = PE(xOI Y,, zo, wo). 
By (2.15), we get 
6) Pc(xo, yo, zo, wo) 2 a, - y  (2.16) 
(ii) (x0, Y,, zo, wo) is a maximum point for P,- II/, 
where +(x9 Y, z, w) = Y( Ilz - zol/ + II w - wall 1. (2.17) 
BY (2.16)(i), a,-ydP,(x,, yo, zo, wo) < a0 - E(llA”zOll + /IA”wo(l ). Then, 
IIA”zOII, IIA”woll d (a0 - aF -k y) E- ‘. (2.18) 
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Let us calculate 
= r<AOz, J(zo-z))(mo-4l) if z#z, 
Y . llA”41 if z=zo 
G y . IIA”zll. 
Therefore, let g(z)= yllA”zJ(. Then, by (2.13), we obtain (1.1) for 1+5 + cp, 
f- g. In order to obtain (2,14)(d), we need also to verify (b), (c) in 
Definition 1 for I,I~ + cp, f-g. But this is immediate, since $ is Lipschitz 
continuous, and g is “dominated” by cp. 
By (2.18), g(z,) <~(a,- a, + y) c-’ and the same for g(wo). Then, by 
(2.16), it suffices to choose y such that y </I and ~(a, - CI, + y) a-l <p in 
order that (2.14) be fulfilled. 
Case B. Assume that U, u E C,(O). In this case, the main idea is to use 
an analogue of Ekeland’s variational principle, which is presented in what 
follows. 
PROPOSITION 2.1. Let K be an abstract set, and B: K x K + R’, with the 
following properties: 
(a) B(x, x)=0, (V)XEK 
(b) W, y) + KY, 2) 2 B(x, z), 0’) x, Y, z 6 K (2.19) 
(cl bw6Jn> 1 c K, such that C,“= 1 B(x,, x,+ *) < 00, 
(3) x E K such that lim B(x,, x) = 0. 
n-rm 
Let U: K-+ (-co, co], inf,., u(x) = a > - 03, such that 
If hJn21~ XEK, f W,,x,+, ) < co and lim B(x,, x) = 0, 
n=l n-co 
then u(x) < lim inf u(x,). (2.20) 
n-m 
Then, for each E > 0, and x0 E D(u), there exist x, such that: 
(i) 4~) < 4x0) - EB(x~, x,1 
(ii) u(x) 2 u(x,) - sB(xE, x), for each x E K. 
(2.21) 
Proof of Proposition 2.1. The proof is analogous with the proof of 
Ekeland’s variational principle. Starting with x0, we define inductively a 
sequence (x,} as follows. 
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Let E, = u(x,) - inf,, K (U(X) - cB(x,, x)) 3 0. Then, we choose x,, r such 
that 
Because u(x,) > a, (V) k E N, it follows that 
Then, according to (2.19)(c), let x, E K such that lim, _ z B(x,, x,) = 0. 
By (2.20) we obtain 
U(X) < lim inf u( x,). (2.23) 
n-cc 
By (2.19)(b), we have B(x,, x) QB(x,, x,) + B(x,, x). As n -+ co, we 
obtain 
lim sup B(x,, x) f B(x,, x) (V)XEK. (2.24) 
n-r* 
By definition of E,, 
u(x) B u(x,) -En - EB(X,, x), (V)XEK. 
According to (2.22), (2.23), and (2.24) as n -+ co, we obtain (ii). For (i), 
we use 
4%) - 4% + I) b -mx,, xn + I ). 
Iterating this inequality, by (2.19)(b) it follows that 
4-G) d 4x0) -m%, x,) d u(xo) -a%, x,) + ~m2, x,), 
and, passing to the limit as n -+ CC we obtain (i). Q.E.D. 
-- 
Define now B: D(A) x D(A) -+ R+, by 
B(x,y)=~rfolly-S(t)xll+t. (2.25) 
PROPOSITION 2.2. The function B, defined above, has the properties 
(2.19)(a)-(c) with K=D(A), or K=a. 
Proof of Proposition 2.2. Relations (2.19)(a), (b) are simple exercises. 
Let us prove (2.19)(c). If C,“=O B(x,, x,+r) < cc then there exists t,>,O, 
such that C,“=, t,+ I(S(tn)x,-xX,+,\)I <as. We set s,,=CFzn t,. 
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Then, CiZo lI~(~,)~,-~s(~,+l)~,+llt GE,“=, ~I~~)x~~+~II~~. 
Hence, there exists x = lim,, m S(s,) x,, x E D(A). Moreover, 
B(X,,x)~s,+Ilx-S(s,)x,)I~Oasn-,co. 
By the hypotheses of Lemma 1, if x, E Q, then lim, _ co S(s,) x, = x E 0. 
Q.E.D. 
For B given by (2.25), let us give some simple properties: 
IB(x,~)-B(x,z)l~ll~-zll, (V)x, y, ZED(A), t>,O (2.26) 
B(x, y) - B(x, S(t) y) 2 -t. (2.27) 
By (2.26), (2.27) it follows that 
CAY, D,B(x, Y)> 2 - 1. (2.28) 
Denote by B, the function associated, as in (2.25), to the semigroup -- 
generated by A x A on D(A) x D(A). 
Then, let B, : D(A) ’ + R, delined by 
&((x, Y, z, w), (~1, Y,, ~1, WI))=BI((X, z), (x,, z~))+B,((w Y), (~1, VI)). 
According to Proposition 2.1, one can easily prove that B2 has properties -- 
(2.19), with respect to K= (D x 0 x D(A) x D(A)). 
We are going to apply Proposition 1.1 for P,, BZ. Therefore, we must 
prove that (2.20) holds for P,, Bz. 
Hence, let &((x,, yn, z,, w,J, (x, Y, z, w)) -+ 0. Then Bl((x,, z,), (x, z)) 
+ 0, B,( ( yn, w,), (y, w)) + 0. Therefore, there exist sequences s, + 0, 
t,, + 0 such that 
%J Yn + Y, S(s,) w, + w  as n --* cc. 
(2.29) 
By the hypotheses of Lemma 1, it follows that 
WJ + u(x), 4Y”) + O(Y). 
In order to prove that 
PJx, y, z, w) 2 lim SUP P,h yn, z,, w,), 
n-0 
(2.30) 
(2.31) 
we may assume, without any restriction in generality, that P,(x,, yn, z,, w,) 
> M > - co. Then, 1) A”z,ll < M, , 1) A’w,Ij < M, , independent of n. Hence, 
IP(cJ Z” - z,,~I~St~~M~*z,-+z as n+co. 
Analogously, w, + w. 
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Now, the proof of (2.31) can be achieved with simple arguments that we 
have used before at Step 2. -- 
Let(x,,y,,z,,w,)EBx~xx(A)xD(A)besuchthatP,(x,,y,,z,,w,) 
>, a, - fi. Then, applying Proposition 2.1 for P,, B, and (x1, y, , z, , w, ), 
with E=O by (2.21), (2.26), and (2.28) for B,, one easily obtains (2.14) 
with N-T Y, 2, w) = BB2((xo, yo, zo, wo), (x, Y, z, WI), where (x0, y,, zo, wo) 
is the point given by Proposition 2.1. 
Step 4. Assume that (a) does not hold. Then, there exists h > 0 such 
that 
G(x, Y) G SUP Gb, Y) - 2k 
r, rsn 
for each x, y, x E 852 or y E XI. (2.32) 
By (2.11), we may choose E in (2.14) such that CI, > u. - fl. Therefore 
Po(x0, yo, 209 M’.o) 2 a0 - 28. (2.33) 
BY WJ), (xo, Y o, zo, wg) lie in a bounded set, when a, j3 < 1. Then, from 
Po(~o, Yo, ZO, WO) 2 V + Po(xo, yo, zo, wo), we get 
and therefore, 
- llxo-zoll dc, $ 
and, similarly for ( yo, wo). 
Hence, we have 
(2.34) 
SUP Gk Y) = SUP PO& Y, x, Y) < a0 < 28 + Po(xo, Y,, zo, wo) 
.X,,vESE X,YSn 
~‘28+Wo, ~o)+c(llxo-zoll+ llvo-wall) 
(*?2p+ C$+G(x,, yo) (2.35) 
Then, if 28 + C $ < h, by (2.32) it follows that x0, y, 4 aQ. 
By (2.14), it follows that we can apply the definition of a viscosity 
solution to P, - II/, with respect to variables (x, z), respectively (y, w). 
Indeed, by (2.14)(b), x0, z. is a maximum point for PE(x, y,, z, wo), that 
is, for u(x)-(p(x, y)-I&X, y) (cp, * re as in Step 3). 
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Then, by Definition 3, we have, according to (2.11)(c), (d), 
4x0) +; (AOzo, J(zo - wo)) - gbo) 
+ ,,$f, Fl x0,4x0), + i 4x, - zo) - iDv(x,) + p G 0 4 ( > 
and analogously, 
aa)-; (AOwo, J(wo-20)) + g(wo) 
+ sup r;; Y,, u(Y,), -&o- wo)-1Dv(y,)+ p 20. 
IlPll G B ( 1 
By (2.14)(c), g(zo), g(w,) <D. Then, because A is m-accretive, we obtain 
xo, u(xo), ; Go - 20) - ADv(xo) + P 
- sup F YO,$JQ,), +(yo-woWv(y,)fp 
( > 
<2P. (2.36) 
IlPll G B 
Step 5. By (2.23), (x0, y,, zo, wO) is almost a maximum point for PO. 
Then, does DrPO(xO, yo, zo, wo), D,Jo(xo, yo, zo, wo) approach O? 
We prove now that the answer to this question is affirmative. 
If a is fixed, then DzPo(xo, y,, zo, wo) is uniformly continuous on 
bounded sets. Therefore, let R(z) = P,(x,, y,, z, wo) and pE be a continuity 
modulus for DR on a bounded, large enough set. 
Then, by (2.33) we have 
R(z) G Nzo) + 28, (V)ZED(A), and, by (2.12), (V)ZEX 
Let z=zo+o, j(uI(=u. Then, 
2p > R(z) - R(z,) = j-; ( DR(zo + Au), u) dA 2 (DR(z,), u) - p,(a) . a. 
Because u is arbitrary, IJujJ =a, it follows that 
9 + a .P,(U) IlDWo)ll G u . 
Let a = fi. Then 
llWzo)ll G 2 &+ P,(&O, 
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that is, 
II (2.37) 
Analogously, we have 
II 
(2.38) 
As a consequence, as o! +O, (l/a) J(z,--x,) remains in a bounded set. 
Let p1 be a continuity modulus for F,, F2 on a bounded, large enough 
set. Then, if l(pI( </?, we have, by (2.37) and’(2.34), 
I ( 
F, (xo), 4x,), i 4x0 - zo) + JDv(xo) + P 
- F, 
( 
x0, 4x0), ; 4x0 - y,) + ~Dv(x,) 
)I 
<PI fl+ ;4xo-ZrJ-;4r,,-no) 
( II !I 
+; IlJ(xo-Yo)-J(zo-~~o)ll 
1 
GPl (P+2~+~~(~)+~~~(‘;;)). 
(Here, or is a continuity modulus for the duality mapping, J). 
Also, we have the analogue in y,. By (2.36), (2.39), we obtain 
(2.39) 
4x0) - U(YO) + F, 
( 
xo, 4x0), !j 4x0 - yo) + kDv(xo) 
> 
- F2 
( 
YO> O(YO), f 4x0 - ~0) - AMY,) 
> 
dw+Pl(8+2JB+p,(~)+~rr,(c~)). 
Also, by (2.35), 
G(xo, ~0) + V + c & 2 sup G(x, y). 
(2.40) 
(2.41) 
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Now, in order to conclude the proof of Lemma 1, we take first CI small 
enough, such that 
2a+p, and 2a+c&<c. 
Then, we choose /I, small enough, in order that 
BGa, and B+2fi+P,(J8)<a. Q.E.D. 
Remark 2.1. The function (l/26) 1(x - y[12 in Lemma 1 may be replaced 
(with the natural changes into the conclusion) by an arbitrary function 
B: Xx X+ R+, such that: 
(a) (Ax, D,B) + MY, D,B) 2-L on D(A). 
(b) B is continuously differentiable, and DB, f are uniformly 
continuous on bounded sets. 
(c) Either B(x, y) = K( (Ix - yll), K nondecreasing, continuously 
differentiable, K’(O) = 0 or D(A) =X. 
Clearly, (a) and (b) are very natural. But why does (c) appear? 
The main reason is the analogue of (2.12), which was essential in Step 5. 
That is, we must have, for each x, y~Dic D(A), 
Proof of Theorems 1 and 2. Let m2 be a common continuity modulus 
for U, u. 
(a) Suppose that (2.7) holds for a sequence 6,, 1, + 0. 
Let (x,, y,) E a, such that x, E afi (or y, E a@ and 
G~,,a,(x,, Y,) + ; 2 sue GAG,& Y). 
AYEa 
(2.42) 
& Ilx”-Yy,l12 
n 
Q~+m2(ll~n-v,ll)~ 
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Then, we have 
c independent of n. (2.43 ) 
By (2.42) for each x E G we get 
u(x) - u(x) G 24711x11 + 4x,) - an) 
G 2&l. II-4 + 4%) - +J + m*(c &I 
5s ~m41 + m2(c &I + sup (u(x) -u(x)) 
5 B 30 
and, as n + co 
u(x) - u(x) d sup u(y) - u(y). 
.vePR 
(b) Assume now, that for & 6 small enough, we are in case (b) of 
Lemma 1. Let E = 6. Then, by (2.9), we obtain, as in the preceding case 
(1P) IL%- Yol12 G 6 + dll%- hII)> 
II% - YOII G c $3 c independent of I, 6, 0 < 1, 6 6 1. (2.44) 
$ Ilxo-Yol12~~+%(c$). (2.45) 
From (2.8) we get, using assumption (b) for F, either 
d%) Q NY,) 
or 
4b)-~(Yo)~~ ~~‘~llx,ll~,iv’~llx~ll,+~ II%-Yell 
( > 
+o ~v’(llvoll)~ wYoll)+~ Ilxcl-Yclll 
( > 
+m $ llxo-~ol/2 
( > 
(2.46) 
(2.47) 
But (2.46) implies (2.47), therefore, it suffices to assume that (2.47) holds. 
By (2.9) we also obtain 
and therefore, 
~(“(Xo) + “(Yd) G C + b(xo)l + Iu(yo)l d c, + CA /lx,J + II y,Jl). (2.48) 
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Let v(x) = (1/2)/1x1/‘. Then, by (2.44), (2.48) we obtain 
44L 4lYll 6 6 c independent of /2,6. (2.49) 
Then, by (2.9), for each y, x E 0, we have 
u(x)-I’(Y)-; llx--Yl12+2+ Ilxl12)+~(%b~~vo)~ 
and by (2.47), (2.49), it follows that 
u(XHY)-$ ll”-Yl12+l/2+ 11412)+% 
cg independent of 1. 
Therefore, as 14 0, we get 
u(x)-4Y)-$ lIx-Yl12~% (V)x, ydl (2.50) 
Again, using G(x,, y,,) + 6 > G(0, 0), and (2.50) for x0, y,, we obtain the 
improved estimate 
i 
pol12+ lIYOl12)64~ c& independent of 1. (2.51) 
Then, using also (2.44), by (2.47) we obtain 
U(Xo)-v(y,)d20 
( 
cbfi,clfi+< +m@+m,(cJ&), 
J) 
and by (2.9), for each x E 0, 
u(x) - u(x) ,< 21v(x) + 6 + u(x0) - o(y0) < 21v(x) + 6 
+20 
( 
c~J;i,cb~+~ +m(6+m,(cJd)). 
JJ 
Now, letting 1+ 0, and then 6 + 0, we conclude the proof. 
Remark 2.2. By a quite analogous proof, one may obtain more general 
comparison results, e.g., for a viscosity solution of 
- 
Ui + (AX, DUi) + Fi(Xy pi, Du,) =fi, i=l,2, 
where fi are uniformly continuous functions, and either F, or F, satisfies 
assumption (B). 
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Proof of Theorems 3 and 4. First, we are interested in finding an 
analogue of Lemma 1 for (CP). 
Let Y = Xx R, with norm (l/2S)(\xl12 + (1/2c() t2. Then, the operator 
B: D(A) x R+ Y, B(x, t)= (Ax, 1) is m-accretive in Y. Denote by T the 
semigroup generated by B: T(h)(x, t) = (S(h) x, t - h). 
Formally, one may identify (CP) with 
(B(t, xl, Mt, x)> + F((t, x), u(t, x), D.,u) = 0. (2.52) 
But, if u is a viscosity subsolution for (C.P), is it also, for (2.52)? 
At this moment, we don’t know. However, consider, as in Detinition 4 
for (2.52), (to, x0, sO, yO) a maximum for u(t, x)- cp((t, x), (s, y)), where 
(4tt x), D,,,.x,cp) + (B(s, Y) D,,,,,cp) af 
Consider the additional assumption that ‘p, is continuously differentiable 
in S, and (p2 is Lipschitz continuous in s with Lipschitz constant E. Then, 
d+ 
z cp(t - h, S(h) x, $3 S(h) Y) 
d’ 
Gdh Co(t - h, S(h) x, s - h, S(h) Y) 
+ lim sup cp( t - h, S(h) x, s, S(h) y) 
h-0 
-rp(t-h,S(h)x,s-h,S(h)y) 
Gg cp(T(h)(t, xh T(h)(s, Y)) 
+cP,rkx,s,h)+E< -f+q,,+c. 
Hence, 
(~t+(Ax,D,~~)+(Ay,D,cp)~f-cp,,-&, for s fixed. (2.53) 
Because so is a minimum point for cp, in s, 
IlcPl,(to> x0, so> YON G 8. (2.54) 
By (2.53), we may apply Definition 4 for U, cp(., ., so, .). We obtain 
f(to, x0, so, Y,) + inf F(to, x0, u(t,, x0), D,cpl(to, x0, so, y,) + p) d 2~. 
IlPll s E 
Thus, we have prove that U, verifies the definition of viscosity subsolutions 
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for (2.52) (up to an additional term, 2s) but only for a restricted class of 
comparison functions. 
Is it, then, still valid for Lemma l? 
In Lemma 1, P, was differentiable in z, except the term (IA’z([. 
But, for B, )IB’(s, y)II does not depend on s. 
Also, the perturbation (I/, which was obtained at Step 3, and plays here 
the role of q2, is P-Lipschitz continuous, with respect to all variables. 
Therefore, the additional term “2s,” mentioned before, will give an addi- 
tional term 4/I (from u and u) in (2.36), which is not essential. Hence, the 
proof of Lemma 1 is still valid. The result may be stated as it follows: 
LEMMA 2. Let v, : R + x R + + R +, of class C’, be coercive, non- 
decreasing in both variables. Let u, v E C(s x (0, T] ) be a viscosity sub- 
solution, respectively suprasolution, for 
u,+(Ax,Du)+F,(t,x,u,Du)=O, (2.55) 
v, + (Ax, Dv) + F2( t, x, v, Dv) = 0, (2.56) 
where FI, F2 are unt~ormly continuous on bounded sets. 
Assume that there exist M, NE R+ such that 
46 xl d M+ Nllxll, -v(t, x) < M+ Nl(x((. 
Assume also that either: 
(a) u, v E C, (0 x [O, T] ) and a is weakly closed, or 
(b) u, v E UC;(Q x [0, T]) and S? has the property (C). 
Let G(t,*,s, y)=u(t,x)-v(s, y)-(v,(t, llxll)+v2(t, Ilxll))-(~12a)lt-s12- 
(1/26)/x - yI1 2. Then, we have either: 
(4 sup t,sECo,T,,x,yEaG(t,x,s,~)=su~,G(t,x,s,~), I-= {(f,w,yb 
([O,T]x~x[O,T]x~)suchthattors~(O,T},orxory~%2}or 
(b) for each E > 0, there exist x0, y, E Sz, (to, so) E (0, T] such that: 
(i) vdt0, lb0Il) + V&O, IIYoII 1 
+F, fo,xo,U(to,xo),Dxv,(to, Il~oll)+~J(xo-YO) 
( ) 
-Fz 
( 
so, YO, 4~0, YO), -D,vho, ll~oll)+$J(~o-YO) 
> 
G& 
(2.57) 
(ii) G(tO,xO,sO, y,)+&>sup G. (2.58) 
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Note that the function (l/ZS)llx - ylj2 may be replaced with g( 11x - ylJ ), 
g of class C’, g’ >, 0, g’(0) = 0 (see Remark 2.1). 
We give now a consequence of Lemma 2, which is to be used while 
proving existence, too. 
COROLLARY 1. Assume that the hypotheses of Lemma 2 are fulfilled, and 
also, that u, u are uniformly continuous in t, on bounded sets. Let 
~(~,~~,y)=u(t,x)-u(t,y)-v(t,Ilxll)-v(t, IlY!l)-$liuyl12. 
Then, we have either: 
(a) supa, H(t,x, y)=sup,,,H(t,x, y), Q, = [0, T] xQx0 or 
(b) for each E > 0, there exist x0, y, E 52, t,, s0 E (0, T] such that: 
0) Qfoy llxoll)+ hl(to, IIY~II) 
+F, to,xo,u(fo,x,),~~~xo-yo)+D,v,(f,,xo~ 
( 1 
-F2 tO~Yo~~(to,Yo), -~.P,(to, IIYoll~+~J(ro-Yo) 
( 
(2.59) 
(ii) ff(t,, x0, Yo)+E2SUPn, ff(t, x, Y). (2.59)’ 
Proof of Corollary 1. By Lemma 1, for each u > 0, we may choose 
(to, x0, so, yo) E ([0, T] x Q)2, which satisfies (2.58) such that either: 
(a) (to, x0, so, y,) E r or 
(b) (2.57) is valid. 
By (2.58) we obtain 
G(to, xo, so, yo) + e 3 W-4 0, 0, 01, 
hence 411xol12+ IIY~II~K~ +~,(llx,ll + IIY~II), 
therefore, IIxoll, Ily,,ll d L. 
Js 
Let m I be a continuity modulus for U, u, on the set ([x1(, (1 y (1 < c/A. By 
G(to, x0, so, yo) + E 2 G(t,, x0, to, x0), G(so, yo, so, y,) we obtain 
l~o--o12 
2u dE+m,(lt,-sol). 
Hence, It,-soI <cc, It,-soJ2/2r<~+m,(c,,&). 
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Therefore, 
Wfo,xo, ~o)aG(to, xo, $0, Y,)- Iv,(to, ll~olI)--v,(so, II~oll)l -m,(c&, 
assup G(t, x, S, .~)-s-c/t~-.r~I -m,(c,,&) 
Ql 
>ssupH(t,x, ,v)-E--~,/&n,(c,/&). 
Q1 
Hence, 
Wto, x03 voh Wso, xo, YO) 
$ sup H(t, x, y) -E - mz(cl), m,(O + 0) = 0. 
Ql 
(2.60) 
An analogous calculus may be done for (2.57), in order to obtain the left 
side of (2.59). In the right side, we also obtain a term which has the form 
E + m,(a), m,(O + 0) = 0. 
If for a sequence (cI,, E,) + 0, (a) holds, then we are, by (2.60), in case 
(a) of Corollary 1. Otherwise, we can choose CI, E small enough such that 
(b) is fulfilled. 
With the aid of Corollary 1, one may easily prove Theorem 3 and 
Theorem 4 (a). We only sketch the proof, 
Note that Corollary 1 cannot be applied directly in Theorem 4(a). 
Therefore, we apply first Corollary 1 on (~1, T), CI > 0. 
If for an Q > 0, we are in case (b), then we are also in case (b) for CI = 0. 
Otherwise, for ct small enough we are in case (a). We prove that for CI = 0, 
we are also in case (a) of Corollary 1. 
Let (t,x,y)~(O,T)x~x~.Then,iftx=l/n<t, thereexists(t,,x,,y,) 
such that H(t,, x,, y,)+ l/n> H(t, x, y), such that either I,= l/n or 
x,E~.Q or y,~aQ. If t, = l/n then there exist h,~ [0, l/n], such that 
Because u, v E UC,(fi x [ 0, T] ), we have 
H(L x,, YJ G H((t, - 0 W,) x,, W,) Y,) + 2dh,) + c .ht. 
Therefore, we have found in all cases some (t,, x,, y,) E a( [O, T] x fi x D) 
such that 
W&X, ~)dH(b,x,> Y,)+Q ; , 
0 
m,(O + 0) = 0. 
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Hence, 
sup H= sup H. 
[o,T]xaxn a([o,Tlxr2x(i) 
Thus, we have proved that for U, u as in Theorem 4(a), Corollary 1 is also 
valid in [0, r]. 
Let now v,(r, Ilxll) = BAT- t) + 4bll * in Corollary 1. Then, the proof 
can be easily continued having in mind the stationary case. 
(Also, the proof in [4, I] is valid, using Corollary 1.) The steps of this 
proof are the following: 
(a) By (2.59)’ one obtains 
11x0 - Yell G c $3 
11x0 - Yell * 
2s 
Gc+m(cJ5), llxollr IIYOII +. 
(2.61) 
(b) If we are in case (b) of Corollary 1, by assumption (B) we have 
either 
u(ro, x0) < 4f0, -x0) (2.62) 
or 
(c) By (2.61), for 6 fixed, p large enough, (2.63) is false. 
Then, either (2.62) holds, or we are in case (a) of Corollary 1. 
In the first case, we obtain 
4hx)--o(4 Y)-$ lI~-.!Jl126~+h(~, lI~ll)+v,(~, IIYII)) 
for each (t, x, y) E [0, T] x B x a. 
In the second, using also (2.61), it follows that 
dE+m(c$)+ sup (u( t, x) - u( t, x)) 
(~,X)Ed((O.Tl~n, 
+ (V,(C x) + v,(4 Y)). 
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As A--+ 0, we obtain an upper bound for u(t, X) - u(t, y) - (1/28)1/x - y/l 2. 
Then, the third inequality in (2.61) may be strenghtened to 
ll-%lI~ IYOII G-L 
d 
(2.64) 
(d) By (2.61), (2.64), for each B> 0, one may choose E, S, then 1 
small enough, in order to obtain a contradiction. Hence, we may find a 
sequence (p,, E,, a,, 1,) 40, such that we have either (2.62) or (a) 
(Corollary 1). 
In the first case, for each (t, X) E [0, ?“I x 0 we have, by (2.59)‘, 
In the second, using again (2.61), we get 
u(t, X)-0(1, x)~21,~~x~~2+2& -;-l-;+m(cfi) 
+ ,YoP, (u(c xl - 4c xl). 
xsaa 
Therefore, as n + co, we reach the conclusion of the theorem. 
We prove now Theorem 4(b). This proof should have been given after 
Section 3, but, to avoid altering the structure of the paper, we have decided 
to give it here. 
It consists in fact of a few remarks: 
(a) Corollary 1 remains valid if only one of U, v is uniformly 
continuous in t, on bounded sets in (a, T) x D(A), ifln = D(A). 
(b) For the proof of Theorems 3, 4(a), we use Corollary 1, but we 
do not use any kind of continuity in t. Hence, it suffices that only one of 
U, v is in UC,(D(A) x (0, T]), and the other in UCO,(D(A) x [0, T]). 
Now, the proof is almost ready. 
If u is as in the hypothesis of Theorem 4(a), then (CP) with initial data 
~(0, .) has a viscosity solution, ui E UC,@(A) x [0, T]). By the preceding 
remarks, using Theorem 4(a), it follows that u < ui, and --u + u1 < 
supxc~ (~(0, x) - ~(0, x)), , thereby completing the proof. 
If, for example, we assume that U, v are bounded, there is also a direct 
proof of this result, in the same idea as Theorem 4(a), but using Lemma 2. 
Remark 2.3. By the preceding proofs, it follows that in Theorems 14 it 
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suffices to assume that the subsolutions (respectively, the supersolutions) 
are upper (lower) weakly semicontinuous or semicontinuous along the 
trajectories (as in (2.20), with B given by (2.25)). 
Of course, for (C.P), (2.25) must be considered with respect to the semi- 
group generated by A x { 1) on D(A) x R. 
3. EXISTENCE FOR (CP) AND (SP) 
The main results of this section are: 
THEOREM 5. Assume that A is m-accretive, and F satisfies assumption 
(B) and also condition (H-4) in [4-II]. Then, (SP) has a unique viscosity 
solution, u E UC,(D(A)). 
THEOREM 6. Assume that A is m-accretive, and F satisfies assumption 
(B). Then, for each u,, E UC(D(A)), with the property 
for each E > 0, uO(S(t)x) is unzformly continuous in t > E, 
uniformly in x on bounded sets in D(A) (3.1) 
problem (CP) has a unique viscosity solution u E UC,(D(A) x [0, T]), such 
that ~(0, x) = uO. 
In order to prove these theorems, we make full use of the program 
developed by M. C. Crandall and P. L. Lions in [4, II] which proves 
existence of viscosity solutions for Hamilton-Jacobi equations via differen- 
tial games. 
The first step is a convergence result: 
PROPOSITION 3.1. (a) Let u, U,E UC,(D(A)) and F,, FEC(D(A)X 
R x X*), F uniformly continuous on bounded sets, such that 
u, + (Ax, Dun) + F,,(x, u,, Du,) = 0 (3.2) 
in the viscosity sense, and 
u, + 4 F,, -+ F, untformly on bounded sets. 
Then, u is a viscosity solution for 
u + (Ax, Du ) + F(x, u, Du) = 0. (3.3) 
(b) Let u, U,E UC,(D(A) x (0, T]) and F,, FE C(R x D(A) x 
R x X*), F untformly continuous on bounded sets, such that 
u,, + (Ax, Dun) + F,z(& x, u,, Dun) = 0, (3.4) 
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in the viscosity sense and 
u, + u, F,, + F, uniformly on bounded sets. 
Then, u is a viscosity solution for 
u, + (Ax, Du) + F(t, x, u, Du) = 0. (3.5) 
Proof of Proposition 3.1. We prove only part (b), part (a) being 
simpler. Moreover, we only prove that, if u, are subsolutions for (3.4), then 
u is a subsolution for (3.5). 
In order to make the proof clearer, assume that OEA(O). -- 
Let q:D(A)xD(A)x[O,T]-r(-cqoo], and f:D(q)+R be as in 
Definition 4, and (to, x,,, yO) a maximum for 
46 x) - dt, 4 y), to > 0. 
Let R E R+, R $ /Ix,J, 11 yOI( and fi : [0,2R) --) R+, continuously differen- 
tiable, such that fi = 0 in [O, R], f; > 0, and f,(2R - 0) = + co. -- 
Let B: (D(A) x D(A) x R)2 + R be the function which corresponds, as in -- 
(2.25), to the semigroup generated by A x A x { I} on D(A) x D(A) x R. 
Recall that (according to (2.26), (2.28)) 
B is Lipschitz continuous with Lipschitz constant 1, with 
respect to the second variable, i.e., (3.6) 
IB((t, x, Y), (tl, XI, Y,))- B((t, x, Y), (t2, ~2, Y,))I 
d If, - t2l + lb, -4 + IIY, - Y2ll. (3.7) 
B is a solution for 
B, + (Ax, D,B) + (Ay, D,B) 2 - 1, 
with respect to the second variable. 
Let &I > 0, and C(t, x, Y) = B((t,, x0, y,), (t, x, y)) 
We use Proposition 2.1, to perturb P,, in order to attain its maximum. 
In order to apply Proposition 2.1 for P,, B we must verify that if, for a 
bounded sequence (x,, y,, t,), we have 
B((tm x,3 YA(t~x,Y))-+o as n+co, (3.8) 
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then 
lim sup Pntfk? xk? yk) < Pn(t, x3 y). 
k-m 
(3.9) 
But (3.8) is equivalent to 
There exists sk -+O, such that tk--sk -+ t, S(S,) xk -+ x, 
cstsk) yk) -+ Y.  (3.10) 
Because U, E UC,(D(A) x [0, r]), it follows that 
bdtk> xk) - %i(lk -sk, s(tk -Sk) xk)\ d ml(sk) -+ o as k-+cc 
therefore 
%ttk, xk) + %r(t, x) as k-+m. 
Also, c(tk - sky s(sk) xk, s(sk) yk) <Sk + c(tk, .xk, yk), hence, 
likm_kf ctf,, xk, yk) 2 C(t, x, .v). 
Because 0 E A(O), it follows that 
It remains to prove that 
lim infdf,, x,, Y,) 3 df, x, Y). 
n-m 
Clearly, we may assume that 
d&2 x*3 YJ G A4 for an MER+. 
By Definition 2(c), for each bounded set M, there exists an increasing 
function G: R + R+, such that If(t, x, y)( <G(cp(t, x, y)), for each 
x, REM. 
Therefore, by (1.4), we have 
d+ 
z _ &t---h, S(h)x, S(h) ~)dG(cp(t,x, Y)). 
h-0 
Hence, if we denote by a(& ao) the solution of the differential equation 
a’ = G(a), a(O) = a,, it follows that 
cp(t - k S(h) 4 W) Y) G m df, x, Y)). 
409 IhI 2-h 
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lim inf dt,, x,, Y,) “-02 
~liminfcp(r,,~,,y,)-~(t,--~,S(s,)x,,S(s,)y,) ?I-* 
+ lim+$f ~(1, -s,, GJ x,, S(G) YJ 
2lim inf(L x,, ~J-4h, dt,, x,, Y,)) m-m 
+ cP(to, x0> Yo) 2 cP(to, x0, Yo), 
because a is Lipschitz continuous on bounded sets. 
Thus, (3.9) is proved. 
Then, by Proposition 2.1 for P,, B, it follows that there exists -- 
(t,,x,,y,)~D(A)xD(A)x(0, T), such that 
(i) P,(x,, yny t,) 2 swx,y,l P,k y, t) + l/n 
(ii) (x,, yn, t,) is a maximum point for P,(x, y, t)- (l/n) 
B((x,, Y,, t,), (~7 Y, f)). 
Let us prove that (x,, y,, t,) + (x0, y,, to) as n -+ co. 
Clearly, Ikll, IIYA GM. 
By (ii), we get 
P”(XO, Yo, to) d Pn~~,, Y,, Gl) + n 1 L(t,, x,) 
+ SUP I%(4 x2 VI- u(t, x, Y)l -El C(L xn> YJ 
llxll, llvll 4 214 
- cP(tm x,9 YJ. 
Also, 
P,(xo, yo, to) 2 4t0, x0) - vP(to, x0, Yo) 
- SUP lU”(C 4 Y) - 4G 4 Y)l 
II~IL II YII G 2R 
a- SUP I%(& x7 Y) - u(t, x9 VII 
llxlli llvll G 2R 
+ 442, -4 - d&t, xn, YJ. 
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Hence, we obtain 
sup I%(& x9 Y) - u(t, x, Y)l + 0 
/l-4. ll?ill G 2R 
as n-co. 
Therefore, C( t,, xn, y,) + 0 as n + co; that is, there exist s, -+ 0 such that 
t, - (to - s,) -+ 0, x, - S(s,) x0 + 0, y, - S(s,) y, -+ 0, which implies that 
t, -+ to, x,-+x0, and y, + y0 as n + cc. Moreover, ~(t,, x,,) + u(t,, x0), 
and from the previous inequalities, one may also conclude that 
Denote by 
By (3.7), we have 
where (~~~=(~~+~,C(t,x,~)+(l/n)B((t,,x,,y,),(t,x,y)) is Lipschitz 
continuous in x, with Lipschitz constant E + s1 + l/n. 
Hence, because u, is a subsolution for (3.4) and (t,, x,, y,) is a maxi- 
mum point for U, - (Pi, we get 
1 
f(f,, x,7 Yn)-E, -- n 
Therefore, 
f(t,, x,3 YJ-6, -’ 
n 
+ inf 
IIpIICe+e,+l/n 
F(L x,3 %z(tn, X”), D,cp,(t,, xn, .YJ + p) 
(3.12) 
where h4 is a bounded set, large enough. 
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By (3.11) and Definition l(c), it follows that 
h-n inff(t,, x,, y,) 2f(to, x0, yo). 
“-+‘X 
Then, as n + 0, we get by (3.12) 
f(to, x0, Yo) -&I + inf ~(~o~xo,~,cp,(~o,xo,~o)+~)dO. 
IIPIIG&+a 
But, E~ is arbitrary, E~ > 0. Hence, as E~ + 0, we get, by uniform con- 
tinuity of F 
f(to, x0, Yo) + ,,j;[E f(to, x09 4t0, x0), D,cp,(to, x0, Yo) + PI 6 0. Q.E.D. 
. 
The next step in the proof of the existence result is similar to a 
corresponding one in [4). 
PROPOSITION 3.2. (a) Let z+UC,(D(A)), and F,, F&(D(A) x R x X*), 
such that: 
(i) F satisfies assumption (B), F,, are untformly continuous on 
bounded sets. 
(ii) u, is a viscosity solution for (3.2). 
(iii) F,, + F uniformly on bounded sets. 
(iv) There exists A, BE R+ such that 
lu,(x)l GA + Bllxll, for each x E D(A), n E iV. 
(v) There exists a common continuity modulus for u,. 
Then, there exists ME UC,(D(A)), such that 
4 -+ 4 untformly on bounded sets. 
(b) Let u, E UCAD(A 1 x CO, Tl), cp, rp, E UCWA)), and 
F,, FE C(R x D(A) x R xX*) be such that: 
(i) F satisfies assumption (B), F,, are uniformly continuous on 
bounded sets. 
(ii) u, is a uiscosity solution for (3.4), and uJ0, x) = q,(x). 
(iii) qn + cp, F, --) F, untformiy on bounded sets. 
(iv) There exists A, BE R+ such that 
Mt, XII d A + Bllxll, for each tE [0, T], XED(A), neN. 
(v) There exists a common continuity modulus for u,~, in x, 
uniformly in t. 
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Then, there exists u E UC,(I)(A) x [0, T]), such that ~(0, X) = V(X), and 
u, --, u, unzformly bounded sets. 
Proposition 3.2 is the analogue of Theorem 2.1 in [4, II]. Moreover, the 
proof of Proposition 3.2 almost repeats the proof of that theorem. The only 
difference is that, instead of applying the definition of viscosity solutions, 
we use Lemma 1, respectively Corollary 1. (Also, here d(x, y) = 
lb-Yll, v(x)= II-d).) 
Proposition 3.2 is completed by the next result, which gives the existence 
of a common continuity modulus for u,. 
PROPOSITION 3.3. (a) Let F satisfy assumption (B) and JF(0, 0,O)l GM. 
Assume that UE UC,(D(A)) is a oiscosity solution for (S.P). Then, there 
exists a continuity modulus for u, and A, B E R+, which depends only on m, 
o, M such that 
- lu(x)l GA + B. bll, (V) x E D(A). (3.13) 
(b) Let F satisfy assumption (B), and (F(t, O,O, O,O)( GM, 
(V) t E [0, T]. Assume that u E UC,(D(A x [0 T]) is a viscosity solution for 
(CP), and ~(0, x) = q(x), cp E UCE (D(A)), Iq(O)j GM. Let m, be a 
continuity modulus of cp. Then, there exists a continuity modulus for u, in x, 
and A, B E R which depend only on M, o, m, m, such that 
lu(r, XII GA + N4l, (Wt, xl E CO, Tl x D(A). (3.14) 
Proof of Proposition 3.3. The proof of this proposition differs in a few 
aspects from the proof of the corresponding result in [4]. The main reason 
is that, for the moment, we do not know that if u, u are viscosity solutions 
for (3.5), then w(t, x, y) = u( t, x) + u(t, y) is a viscosity solution for 
(CP,) w,+(Ax,D,w)+(Ay,D,w)+F(t,x,D,w)+F(t, y,D,w)=O. 
We shall obtain such results, but only with the aid of the existence result. 
We prove only case (b), case (a) being simpler. 
Let a: Rf -+R+ be a continuously differentiable function, such that 
0 d u’ < 1, a’(0) = 0, and a’(x) = 1 for x z 1. 
In order to obtain (3.14), we may use Theorem 4(a). Therefore, we are 
looking for a supersolution of the form 
for (SP). Let q, f be as in Delinition 4, and (t , , x, , y 1 ) be a minimum point 
for 44 x) + cp(t, x, Y). 
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Then, we should have 
-f(~l~~l?.Yl)+ sup F(tl,xl,v(tl,xl),D~,(t,,xl,y,)+p)~o. (3.15) 
IlPll G 6 
But, we have 
and by (1.4) we easily obtain 
-At,, Xl, YlI2A +~~4ll41~. (3.16) 
Moreover, because u is differentiable, the minimum condition in x, , implies 
that 
lPXU(~O~ x0) + D,cP,(lo, x0, Jdll <c. (3.17) 
By (3.16), (3.17), in order for (3.15) to be fulfilled it suffices that 
A+B~~(llxlII)+F(~,,x,,O,~,u(~,,x,))~O. (3.18) 
Hence, in order for u to be a supersolution for (CP), it suffices that it 
holds for each (tl, xi) E [0, T] x D(A). 
Then, according to assumption (B), it is enough that 
~+~~~~ll~ll~~:a(~,~~+~~~~+~(ll~ll~+~, 
for each x E D(A). (3.19) 
If we assume also that 
dx)GA + B.4llxll), (3.20) 
by Theorem 4(a), we obtain that u(t, x) < u(t, x), (V)(t, x) E [O, T] x D(A). 
Clearly, we may find such A, B which depend only on cr, m, m,, A4 (a 
continuity modulus has at most a linear growth at infinity). 
Analogously, one may also obtain the inequality 
u(t,x)a -A-B.a(llxll). 
Let now u1 = ue-“‘. One may easily prove that U, is a viscosity solution for 
~1~ + Au, + (Ax, DA> + F,(t, x, u,(t, xl, Dxq(t, xl) = 0, 
where F,( l, x, r, p) = F( t, x, e”‘r, e”‘p). 
Clearly, F, satisfies assumption (B) if F does. 
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We apply Corollary 1 (in Section 2), with U, u := uI, F2 = F, and 
v(t, X)=a/(T-l)+/qxl12. 
Also, we replace (1/26)(1x - JJ[(~ by f(\lx - ylj), where f is of class Cl, 
.f’ 2 0, f’(0) = 0, and f is coercive (see Remark 2.1). 
Hence, let 
ti(c x> Y) = u,(t, xl - u,(4 Y) -f(llx - YII I- $4 IIXII I- 46 IIYII 1. 
By Corollary 1, we have either: 
(4 supa, 44 4 Y) = wx,yc~ W, x5 yh Q, = CO, rl x N4 x 
D(A) or 
-- 
(b) For each E > 0 there exists (to, x0, yO) E (0, T) x D(A) x D(A) 
such that: 
(0 Way x0, Yo) + E 2 s:p (4 x2 Y) 
(ii) & + 4u1(to, x0) - u,(to, Yo)) 
0 
+FI to> xo, u,(to, x~)~~.(II~~-Y~II~~~~~~~)+~PJx~) 
( 
- Fl to, Yo, u,(to, Yoh f’(Ilx, - Y,ll) “Ix”-i‘“‘- 2fiJy,,) d E. 
0 ..o 
Assume that (b) holds. By (i) we obtain 
$(fo, x0, Yo) + E B eta, x03 x0), $(to, Yo, Yoh 
therefore 
(3.21) 
and by coercivity off and (3.13) we get 
lb0 - Yell G c> c independent of LX, j. (3.22) 
Also, $(to, x0, yo) + E B $(O, 0, 0), hence 
Bwol12+ lIYol12~~~++Ul~~o~~o~+~,~~o~ Yo)-.ff(I/xo-Yoll)dC, 
by coercivity off: Therefore, 
B~ll~ol12~8~IlYol126~,. (3.23) 
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By (ii), using assumption (B), we obtain either 
u,(to9 x0) Q u,(to, Yo) 
or 
(3.24) 
2a 
7 + 44(to, x0) - u,(to, Yo)) 
~-5+~1wll-%lI~ %w%ll +f’(llxo-Yell)) 
+~,wll.Y0ll~ 2/9llYoII +f’(llxo-hII)) 
+ 4 II% - YOII *“I-‘( II&l - YOII 1 eAroh (3.25) 
Then, by (3.23) we may choose p small enough, in order that 
~1(2PlIy~ll, 28llydl +f’(lh - yell )) < s, and the analogue in x0. Hence, by 
(3.21), (3.25) we obtain 
&+mxo- voll) G 55 +4llxo- Yell f’(Ilxo-Volt) e9. 
0 
Therefore, if f(x) > m(x .f’(x) eAT), for each XE R+, then for E small 
enough, we arrive at a contradicion, hence either (3.24) or (a) must hold. 
If (3.24) is valid, by (i) we obtain, for each x, y E D(A), t E [0, T] 
4(t, xl - %(C VI -f(llx- AI) 
~~+&+Pw+ llYl12)-4 as ci, B, E + 0. 
If we are in case (a), then we obtain, for each x, y E D(A), t E [O, T], 
u,(t, x)--u,(t, Y)-f(Ilx-Yll) 
&+BW+ llvl12) 
+ x ,“;& (44x)- cp(Y) -S(llx - Yll)) 
-+ sup~(x)--cp(y)-fOIx-yll) as ~1, j -+O. 
&YED(A) 
In both cases, it follows that 
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If we assume also that f(Ilx-yI()~~,((lx-yl(), (V/)x, y~D(,4), then it 
follows that 
lultf? xl--u,tt, Y)l Gf(llx-YII), (V) x, y E D(A), t E [0, T]. (3.26) 
TO conclude, we have proved that, if f is coercive, and 
f(x) 3 m,(x) (3.27) 
A .f(x) 2 m(x *f’(x) . e”), (3.28) 
then (3.26) holds. Denote by M the family of functionsfwith the properties 
above. Let f, = inf,-, M f: Clearly, f0 is upper semicontinuous, and (3.26) is 
still valid for fO. Then, it is enough to prove that so(O) = 0, in order to find 
a continuity modulus for u, in x, which depends only on m, , m. 
First, note that the restriction f’(0) = 0 is not essential, if f(0) ~0. 
Indeed, otherwise we can modify fin a neighborhood of 0, as small as we 
wish, in order for (3.27), (3.28) to be still fulfilled, and f’(0) = 0. 
For the beginning, we are looking after fi E M, of the form 
fi(x) = Ax* + B. Then, we need the following inequalities to be valid: 
(i) Ax2+ Barn,(x) 
(ii) Ax2 + B B (l/A) m2(2Ax2eAT). 
If J. > 1, then (l/1) m2(2Ax2e”‘) < m2(2Aer/l) x2). 
Clearly, for i large enough, and T small enough, we can find such A, B, 
because m, , m2 have at most linear growth at infinity. 
Next, we look for functions f which have properties (i), (ii) in a 
neighborhood of 0, of the form f(x) = u + bx’. 
Then we need 
i 
a+bxy3m,(x) 
a + bxY >, (l/,4) m(byearx7). 
Therefore, for each 0 < E < 1, choose y, = s/eAT(A + B), b, = (A + B)/e”, 
a, = maxim,(c), (l/n) m,(E)}. Th en, the preceding inequalities are fulfilled 
in [0, E]. 
Moreover, f,(a) = A + B afi(s), if E < 1. (Here, f,(x) = uE + bExYr.) Then 
for E small enough, there exists X~E [0, E], such that fE(xO) =fi(xO). 
Therefore, we can connect the two functions, and obtain a function g, 
g,(x) = f,(x), ‘if x E II03 AJ I(x), x2x,. 
Also, g, can be regularized in a neighbourhood 9 of x,,, such that the g’(x) 
remain into a neighbourhood as small as we wish of [f’(xO), f\(x,)], for 
x in 9 and thus, (3.27), (3.28) are still valid for g,, the regularization of g,. 
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Hence, 2, E M, and g,(O) + 0 as E --) 0, thereforef,(O) = 0. Q.E.D. 
What is the interesting thing behind this proof? Even if we cannot apply 
the technique of sub-supersolutions for (CP), , however, a particular com- 
parison result holds, if F does not depend on r. 
That is, if $(t, x, y) is of the form 
IC/(h 4 v)=f(t, llxll)+f(~, IlAl)+ dllx-Al). 
f, g of class C’, f,(t, 0) = 0, g’(0) = 0, f;, g’ > 0, then it suffices that @ is a 
viscosity supersolution for 
in order for the comparison result to be valid 
sup 46 x) - u(t, Y) - $(t, 4 Y) 
(LX3 Y)ERI 
Q sup (@, x) - 40, Y) - $(a XT VI)+ 
AYEmA) 
if U, u are subsolutions, respectively supersolutions for (CP). 
In order to continue the proof of the existence result, we appeal again to 
[4] for the reduction to the case of Lipschitz continuous and bounded 
Hamiltonians. By virtue of Propositions 3.1, 3.2, 3.3, the reduction may be 
achieved in the same way. Therefore, we mention here only the novelties 
that appear in our case. 
(a) If u, E UC,(D(A)) (UC,(I)(A) x [0, T])), and u,, --) U, uniformly 
on bounded sets, then u E UC,(D(A)) (UC,(D(A) x [0, T])). 
(b) We do not use any reduction on initial data in (CP), because of 
(4.1). 
Assume now that F is a Lipschitz continuous and bounded Hamiltonian, 
I~~~,~,~~--F(~,~,~~l~~~ll~-~ll~II~-~ll~. 
We shall make another reduction, namely 
F,,(t,x, p)= ,,$dn (F(t, x> P)+LllP-qli). 
Clearly, the F,, are Lipschitz continuous, with Lipschitz constant L, and 
F, --) F, uniformly on bounded sets. (Moreover, F,(t, x, p) = F( t, x, p) if 
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j(p(( < n). Then, the hypotheses of the convergence results are fulfilled for 
F,, F. Also, note that F,, may be written in min-max form, 
F,(f, x, p) = inf sup (- (p, z> + (4, z> + Wt, -x, q)), 
lidl s n ,,z(/ < L 
as it is necessary for differential games. 
Hence, in what follows, we shall consider differential games in the 
general form, for (O.D.E.) governed by m-accretive operators, and prove 
that the upper (lower) values for the differential games are viscosity solu- 
tions of Isaac’s upper (lower) equation, in the sense of Definitions 3,4. 
For details about differential games, see, e.g., [7, 81. 
First, let us describe the problem. We consider only (CP), (SP) being 
simpler. 
Let U, V be Banach spaces, and A, B closed subsets of U, I/. Denote by 
Qs,, = { y: [s, t] -+ A, y strongly measurable} 
Z,$,, = {z: [s, t] + B, z strongly measurable}. 
Consider the differential equation 
x’(s) - Ax(s) =fb, x(s), Y(S), z(s)), x(t,) = x0, in [0, to]. 
(Note that it has reversed time.) 
Here, f: [0, co) x D(A) x A x B is uniformly continuous, and 
i 
Ilf(4 x2 Y,  z)ll d Cl, 
(V) t E [0, r], x, x1 E D(A) and 
Ilf(c x, Y,  z)--f(4 Xl, Y,  z)ll Gc,llx-x,1/, 
yeA, ZEB. 
Define also the payoff functional, 
~,,,,,(Y~ z) = 1; &, x(s), Y(S), 4s)) h + gb(O)). 
We make the following assumptions on g, h 
h is uniformly continuous 
l~~~,~~Y~~~--h(~,~l~Y,,~,~/d~,ll~-~,Il. 
g is uniformly continuous in D(A). 
(3.29) 
(3.30) 
(3.31) 
(3.32) 
(3.33) 
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Let us define rS,, = (cr: Z,, I + Q,,,/ol nonanticipative (with respect to the 
reversed sense of the real axis)}, the set of strategies. Also, let 
u: [O, co) x D(A), 
U(t, x) = sup inf P,,,(a[z], z), 
acre, zcQos, 
the upper value of the differential game (3.29), (3.31). 
The upper Isaac equations may be written as 
Ut+(Ax,D,u)+H+(t,x,D,u)=O 
40, x) = g(x), 
where H+ is the upper Hamiltonian, and is defined by 
(3.34) 
H+(t, x, P) = -2; ;f; 41, x, y, z) + (P, f(t, x, Y, 2)). 
THEOREM 7. Assume that (3.30), (3.32), and (3.33) are fulfilled. Then, 
the upper value function, UE UC;(D(A ) x [O, T] ), is a viscosity solution for 
the upper Isaac equation (3.34). Moreover, tf g satisfies (3.1), then 
U E UC,(D(A) x [0, T]). (That is, U is also, locally uniformly continuous in 
t, in D(A) x (0, T].) 
Proof of Theorem 7. For simplicity, assume that 0 E A(0). 
We prove first the following simple lemma: 
-- 
LEMMA 3. Letq:D(A)xD(A)x[O,T]-,(-co,w],andf,:D(cp)-+R 
be as in Definition 4. Then, for each (x,, y,, t,)E D(q), to>O, and 
9JI c L’(0, T, X), uniformly integrable, there exist ho > 0 and p: R+ --) R+, 
such that p(0 + 0) = 0, and 
dto- 4 xh xo, v), S(h) ~0) 
Q c~(to, xo, yo) - tfl,(to, xo, ~0) + E j-i 4s) ds 
+ ( Dxv,(to, x0, YO), 1: 4s) ds) + t(t), for each v E m. 
Here, x(h, x0, v) is the solution to the Cauchy problem xr + Ax = v, 
x(0)=x,. 
Proof of Lemma 3. By Definition 2(b), it follows that on a bounded set 
MO, large enough, there exists G: R+ -+ R+, such that 
Ifit A Y)I G G(cp(t, x, ~11, (v)x, YEM~. 
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Then, by (1.2) it follows that (d+/dt) a(h) 6 G(a(h)), where 
a(h) = q(to + h, S(h) x0, S(h) y,,). Therefore, we obtain that a is bounded 
from above on some interval [0, h,], and also, a is continuous at right. 
Moreover, because cp is Lipschitz continuous in x, we may choose t,, 
small enough, such that 
cP(~o+kx,,S(~)Yo)~~ for O<hbh,, 
and x, in a neighbourhood of x0. 
Assume first that X,E D(A), and UE W’,‘([O, h,]; X). Then, x(t, x0, U) is 
absolutely continuous. Therefore, we have 
d+ 
-g cp(to + 4 44 x01 u), S(f) Yo) 
G lim SUP t (dt, + t + h, &,,,W) 44 x0, ~1, s(t) Y,) 
“-CC 
- 4420 + 4 41, x0, u), S(t) Yo)) 
+limsup~(~(to+t+h.x(f+h,xo,u),S(t+h)yo) 
n-cc 
- cp(to + t + h? S,,,,(h) 46 x0, u), S(t) Yo) 
‘2)-f&, $4 x0, u), S(t) Yo) 
+ W~H + <D,cp,(t, x(t, x0, u), S(t) Yo), u(t)> 
+lim sup f  llx(t + h, x0, u) - S,,,,(h) x(6 x0, UN. 
“-+CX 
But 
llx(t + k x0, u) - S,(,)V) x(t, x0, u)ll 
r+h 
d Ilu(s) - u(t)\1 ds = O(h). 
Hence, we obtain 
s dto +t, x(t, x0, UL S(t) Yo) 
G --f,(to + t, x(4 x0, u), S(t) Yo) + +4t)ll 
+ (u(t), DdP1(to+ t, XC& x0, u), S(t) Yo)>. 
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By Definition l(b), f is bounded, and by (c), f is continuous at right onto 
the trajectory 
y(t) = (to + t, X(6 x0, u), S(t) Yo), O<t<h,. 
Hence, by (3.15) we get 
‘P(to+ t, x(t, x0, u), S(t) Yo) 
Clearly, the preceding inequality can be extended by density, to all 
x0 E D(A), u E L’((0, to), X), llull L, GM. (This condition is necessary in 
order to obtain boundedness for q, f). 
In order to reach the conclusion of this lemma, it remains to prove that 
Em fitto + 4 x(s, x0, u), S(s) yo) 
s-0 
=f,(to, x0, Yo) uniformly in u em. 
By Definition 1, it suffices to prove that 
lim dt, + s, 4.5 x0, ~1, S(s) yo) = dto, x0, yo) 
S+O 
and lim,,, x(s, x0, u) =x0, uniformly in u E 9JI. But lim,, o p(to + S, 
S(s) x0, S(S) y,) = cp(to, x0, y,) and q~ is locally uniformly continuous in x. 
Therefore, it suflices to prove that x(s, x0, U) + x0 as s -+ 0. We have 
Ilx(s, x0, u) - XOII G lb0 - S(s) XOII + IIS x0 - 44 x0, u)ll 
d llxo - S(s) xoll + 1’ MN dt + 0 
0 
as s --* 0 uniformly in u E 9JI 
because !JJI is uniformly integrable. Q.E.D. 
Proof of Theorem 6 (continued). (a) U(t, x) is uniformly continuous 
in x. 
Let x7, xt E D(A), to > 0. 
Denote by x,(t), x2(t) the solution of (3.29) with initial data xy, respec- 
tively x:, for Y E Qo, ,. , 2 E Zo, ,,, fixed. Then, by (4.30) we have 
[(x,(t) -x,(t)// G I/x: - ~$1 ecl(ro-r) for each 0 sz t < to. 
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Therefore, by (3.32) (3.33) and the definition of U, it easily follows that 
U(t, x) is uniformly continuous in x, uniform in t on bounded sets in 
(0, ml. 
(b) U is locally, uniformly continuous along the trajectory of the 
system generated by Ax x 1, on D(A) x R. 
We recall the dynamic programming optimality principle (for the proof, 
see [8]): 
U(t, x)= sup zFJ,j' W,xb'), c4z](s'),Z(S'))ds'+ U(s,x(s)). (3.35) 
acr,,, s. s 
Because Ilf(t, x, Y, z)ll d cl, by the general properties of (O.D.E.) 
governed by m-accretive operators we have 
IIX(S)--(t-s)X(t)ll~C,Jt--S/. (3.36) 
But also, (h(s, x, y, z)l <cc,, and therefore by (3.35) we get 
I~~~,X~-u(S,S(t--)X(t))l~C*(lt-~l)+m(c,’lt-~s() 
(c) U is a viscosity solution for (3.34). 
First, we prove that U is a viscosity subsolution. -- 
Let cp: D(A) x D(A) x [0, If], fr : D(q) + R be as in Definition 4, and let 
(x0, wov to), to > 0, be a maximum for U(t, x) - cp(t, x, w). 
We fix z(s) = z. E B. Denote by x(s) the solution of (3.29). Clearly 
U(fo, x0) - u(t, x(t)) 2 rp(b, x0, wo) - cp(& 4th qt,- f) wo). 
Applying Lemma 3, it follows that 
u(to, x0)-u(to--k, x(to-k)) 
2 k .fi(to, xo, wo) - 6 
I ” Ilf(s> x(s), Y(S)> zdll ds to - k 
- 
DxcP,(to, x0> wo), 1 ,lpk f(s, x(s)> Y(S), zo,) -b(k). 
Then, by (3.35) we get 
sup s to m x(s), Y(S), zo) + 4m x(s), Y(S), zo)ll 
v t Qt,, li, ,,, to - k 
+ <DA,, fh x(s), Y(S), 20)) ds 
2 kf,(to, xo, wo) + b(k). (3.37) 
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But lb(s)-xxgll i 11x0-S(t,-s)xoJJ +c,lt,--sl -+O as k-0, to-k< 
s<t,, uniformly inyEQ,-,,,,, z,EB. 
Therefore, by (3.37), we get 
sup s ‘O h(to, x0, Y(S), zo) + W(to, x0, Y(S), zo)ll 
yeQto-k,to to-k 
+ <DA’I, f(to, x(to), Y(S), zo) > ds 2 kf~,(t,, xc,, wo) + O(k). 
Hence, 
k sup @(to, xo> Y, zo) + 4f(to, xo, Y, zo)ll 
YEA 
+ (Dx(~~(fo,xot ~o),f(fo, xo, Y, zo)>)Lkf,(t,,x,, wo)+O(k). 
Dividing by k, letting k -+ 0, and then, taking infimum in z, we obtain 
fitto, x0, wo) + inf H+(to, x0, D,rp,(t,, x0, wo) + p) < CE. IIPII G &
Let us prove now that U is a viscosity supersolution for (3.34). 
Thus, let (to, x0, wo) be a minimum point for U(t, x) + cp(t, x, w), to > 0. 
Then, according to Lemma 3, we get 
UC x(t)) - Wfo, x) 2 &to, x0, wo) - cp(l, x(t), S(to - t), 4 
a (to - t) f,(to, x0, wo) 
- I ‘O (df(s, x(s), Y(S), zb))ll , 
+ (D,cp,(to, xo, wo), f(4+), Y(S), z(s)))) ds 
- (10 - t) Ato - t). 
Therefore, by (3.35) we get, if to - 1= k, 
2 sup inf I ‘O MS, x(s), dIzl,z(s)) aerto-k.to ~~Z,o-“,to to-k 
- 4lfh x(s), Y(S), 4s)ll 
- <Dxc~,(to, ~0% woh f(s, x(s), Y(S)> z(s))) ds. 
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Let tl be the constant strategy, cc[z](s) = y(s). Then, we obtain 
-kf,(to, x0, wo) + O(k) 
--Ellf(~o~ x0, Y(S), z(s))ll 
- <D.Xcp,(fO? x0, Wo),f(lo, x0, Y(S), z(s))) ds. 
But y is arbitrary, so we have 
2 inf SUP Nto, x0, y, 4s)) 
: E zt,, -- k, to 
--~llf(fo> x09 Y, z(s)11 - (WP, 7 .f(to, xo, Y, z(s)) ds 
2 k f: f ,  SUP Nto, xo, Y, z) -dIS(to, xo, Y, z)ll 
y  E A 
- <hPl(tO, x0> woh f(fo, x0> Y, z)i. 
Dividing by k we obtain, as k -+ 0, 
-f1(ro, x0, wo)+ SUP fJ+tto,xo, -D,cp,(t,, x0, “o)+P)b --C&L 
IIPII =sE 
Hence, we proved that V satisfies Definition 4 modulo the CE term in the 
above R.H.S. But this term can be eliminated exactly as in [4, II]. Assume 
now that g satisfies (3.1). Then, we must prove that V is uniformly 
continuous in t > E, uniformly on bounded sets in x, for each E > 0. 
Let E, 6>0. Assume that t,>e. Let x,ED(A), andyEQ,,,+,, ZE&,+,. 
Denote by xl(t), respectively x2(t), the solutions of 
xl(t)--xl(t)=f(4 x,(t), y(r+6), z(t+s)), x,(ro) =-x0, 
respectively, 
X2(f) - Ax*(t) =f(h -G(f), Y(f), z(t)), x,(2, + 6) =x0. 
Denote by m, m, , m2 a continuity modulus for g, respectively for .L in t, 
and for h in t. 
Then, we have 
409’161,2-7 
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Hence, we obtain 
Ilx,(~)-x2(t+m dc.m,(@, c independent of x0, 6, t E [0, T]. 
(3.38) 
Also, because OEA(O), it follows that (by (3.30)) 
IlXl(~)ll, IlX,(~)ll 6 Il%lI + c’, c’ independent of x,, E D(A ), t E [0, 7’1. 
(3.39) 
Therefore, if we denote by ys = y( . + 6), z6 =z( . + 6), we can make the 
following estimates: 
-h(s+S,x,(s+@, y(s+6), z(s+6)1 ds 
+ C*@ + 6) + I&l(O)) - &*(O))l 
< t&,(6) + m*(S)) + C#E + 6) 
+ I&AS(&) XI(E)) - g(x,(O))l 
+ Ig(S(E) XI(&)) - dS(E + 6) XI(E))l 
+ Ig(S(&+6)X1(&))-g(S(&+~)XZ(&+8))1 
+ IdS(E) XI(E)) - g(S(E + 6) XI(E))1 
~t,(m,(6)+m,(6))+C2(2&+b)+m(IIS(&)XI(&)--X1(O)Io 
+ ,,x,, yy /,x ,/ Idm) x) - L?(S(E + a4 
. 0 
+ Mb,(&) - X*(E + @II I+ 4llS(E + 4 X2(& + 4 - x*(O)ll 1. 
Then, by (3.36), (3.38), we get 
I&,,(Y6~ zd) - Pto+a,xobs 211 
~~Zo(m,(6)+m*(6))+C2(2&+8) 
+ M(EC,) + m((s + 6) cl) + cm(c .m1(6)) 
+ sup dS(E)X) - &3& + 6) XI = 4% 4 IIXCIII )* 
II-d s c + Il~Oll 
Note that the map 
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defined by 
wml = aCz11(. + a where z1 is such that z6 = z I 2 
is well defined and surjective, by nonanticipativity. 
Also, for each c( E To,r + 6, we have, by (3.40) 
IP ro+6,Xo(~CZI? z) - pt,,x,w(4wl~ 0 d4G 63 x0). 
Taking in the last formula, intimum in z E Qa,r,+ 6 and then supremum in 
aEro,r+a it follows that 
I U(to + 6, x0) - vto, x0)1 G 46 4 lIxo/l)> 
that is, 
sup I U((fo + a x0) - U(fo, x0)1 d 46 6, a for each E -c ~0. 
foe CR?% 7.1 
x,,EB(O,R)~D(A) 
Now, letting 6 + 0, and then E -+ 0, it follows that 
lim sup 6. -0 fOE CQI. Tl - 
xoEB(O,R)nD(A) 
We conclude this section, with 
existence result. 
I V(fo + 6), x0) - vto> x0)1 =0. Q.E.D. 
a few consequences and remarks about the 
(a) For Hamiltonians written in min-max form, we have proved 
existence with initial data only in UC(D(A)). Unfortunately, we have not 
obtained a corresponding uniqueness result. 
(b) Clearly, from this constructive method of proving the existence 
result, if A = 0 (or A is uniformly continuous) then our definition and the 
classical definition of viscosity solutions are equivalent in the class of 
uniformly continuous functions. 
(c) A sufficient condition in order for (4.1) to be fulfilled, is that s(t) 
is equicontinuous. This is the most general hypothesis, which does not 
involve u. (the initial data of (CP)). 
(d) Via the existence result, one may conclude that if u is viscosity 
solution for (CP), uniformly continuous in x, and uniformly continuous on 
the trajectories of the system generated by A x 1 on D(A) x R, on bounded 
sets, and if the initial data, u. satisfies (4.1), then u E UC,(I)(A)). (That is, 
u is also uniformly continuous in t, on bounded sets in (E, r] x D(A), for 
each s>O.) 
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(e) By the preceding comparison and uniqueness theorems, the 
operator 
B: D(B) c UC(D(A)) -+ UC(D(A)) 
definded by B(u) sf iff F(x, U, Du) =f 
in the viscosity sense, is m-accretive. 
But, according to the existence result, 
WI = UC/O(A))> therefore D(B) c UC,(D(A)). 
Hence, a semigroup approach for (CP) leads to less general existence 
results than Theorem 6. 
Further applications of the notion of “viscosity solutions,” introduced in 
this paper, for the time optimal control problem and for optimal control of 
evolution equations, will be presented in a forthcoming paper. 
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