Abstract-Let S = X1 +· · ·+Xn be a sum of n independent integer random variables Xi, where each Xi is supported on {0, 1, . . . , k − 1} but otherwise may have an arbitrary distribution (in particular the Xi's need not be identically distributed). How many samples are required to learn the distribution S to high accuracy? In this paper we show that the answer is completely independent of n, and moreover we give a computationally efficient algorithm which achieves this low sample complexity. More precisely, our algorithm learns any such S to -accuracy (with respect to the total variation distance between distributions) using poly(k, 1/ ) samples, independent of n. Its running time is poly(k, 1/ ) in the standard word RAM model. Thus we give a broad generalization of the main result of [DDS12b] which gave a similar learning result for the special case k = 2 (when the distribution S is a Poisson Binomial Distribution).
I. INTRODUCTION
We study the problem of learning an unknown random variable given access to independent samples drawn from it. This is essentially the problem of density estimation, which has received significant attention in the probability and statistics literature over the course of several decades (see e.g. [DG85] , [Sil86] , [Sco92] , [DL01] for introductory books). More recently many works in theoretical computer science have also considered problems of this sort, with an emphasis on developing computationally efficient algorithms (see e.g. [KMR + 94], [Das99] , [FM99] , [DS00] , [AK01] , [VW02] , [CGG02] , [BGK04] , [DHKS05] , [MR05] , [FOS05] , [FOS06] , [BS10] , [KMV10] , [MV10] , [DDS12a] , [DDS12b] , [RSS12] , [AHK12] ).
In this paper we work in the following standard learning framework: the learning algorithm is given access to independent samples drawn from the unknown random variable S, and it must output a hypothesis random variable S such that with high probability the total variation distance d TV (S, S) between S and S is at most . This is a natural extension of the well-known PAC learning model for learning Boolean functions [Val84] to the unsupervised setting of learning an unknown random variable (i.e. probability distribution).
While density estimation has been well studied by several different communities of researchers as described above, both the number of samples and running time required to learn are not yet well understood, even for some surprisingly simple types of discrete random variables. Below we describe a simple and natural class of random variablessums of independent integer-valued random variablesfor which we give the first known results, both from an information-theoretic and computational perspective, characterizing the complexity of learning such random variables.
A. Sums of independent integer random variables.
Perhaps the most basic discrete distribution learning problem imaginable is learning an unknown random variable X that is supported on the k-element finite set {0, 1, . . . , k−1}. Throughout the paper we refer to such a random variable as a k-IRV (for "Integer Random Variable"). Learning an unknown k-IRV is of course a well understood problem: it has long been known that a simple histogram-based algorithm can learn such a random variable to accuracy using Θ(k/ 2 ) samples, and that Ω(k/ 2 ) samples are necessary for any learning algorithm.
A natural extension of this problem is to learn a sum of n independent such random variables, i.e. to learn S = X 1 + · · · + X n where the X i 's are independent k-IRVs (which, we stress, need not be identically distributed and may have arbitrary distributions supported on {0, 1, . . . , k − 1}). We call such a random variable a k-SIIRV (for "Sum of Independent Integer Random Variables"); learning an unknown k-SIIRV is the problem we solve in this paper. Since every k-SIIRV is supported on {0, 1, . . . , n(k − 1)} any such distribution can be learned using O(nk/ 2 ) samples, but of course this simple observation does not use any of the k-SIIRV structure. On the other hand, it is clear (even when n = 1) that Ω(k/ 2 ) samples are necessary for learning k-SIIRVs.
1 A priori it is not clear how many samples (as a function of n and k) are information-theoretically sufficient to learn k-SIIRVs, even ignoring issues of computational efficiency. The k = 2 case of this problem (i.e., Poisson Binomial Distributions, or "PBDs") was only solved last year in [DDS12b] , which gave an efficient algorithm using O(1/ 3 ) samples (independent of n) to learn any Poisson Binomial Distribution.
We stress that k-SIIRVs for general k may have a much richer structure than Poisson Binomial Distributions; even 3-SIIRVs are qualitatively very different from 2-SIIRVs. As a simple example of this more intricate structure, consider the 3-SIIRV X 1 + · · · + X n with n = 50 depicted in Figure 1 , in which X 1 , . . . , X n−1 are identically distributed and uniform over {0, 2} while X n puts probability 2/3 on 0 and 1/3 on 1. It is easy to see from this simple example that even 3-SIIRVs can have significantly more daunting structure than any PBD; in particular, they can be Θ(1)-far from every log-concave distribution; can be Θ(1)-far from every Binomial distribution; and can have Θ(n) modes (and be Θ(1)-far from every unimodal distribution). They thus dramatically fail to have all three kinds of structure (unimodality, log-concavity, and closeness to Binomial) that were exploited in the recent works [DDS12b] , [CDSS13] on learning PBDs.
The main learning result. Our main learning result is that both the sample complexity (number of samples required for learning) and the computational complexity (running 1 It should be noted that while all our results in the paper hold for all settings of n and k, intuitively one should think of n as a "large" asymptotic parameter and k n as a "small" fixed parameter. If k ≥ n then the trivial approach described above learns using O(nk/ 2 ) = O(k 2 / 2 ) samples. time) of learning k-SIIRVs is polynomial in k and 1/ , and completely independent of n.
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Theorem I.1. [Main Learning Result] There is a learning algorithm for k-SIIRVs with the following properties: Let S = X 1 +· · ·+X n be any sum of n independent (not necessarily identically distributed) random variables X 1 , . . . , X n each supported on {0, . . . , k − 1}. The algorithm uses poly(k/ ) samples from S, runs in time poly(k/ ), and with probability at least 9/10 outputs a (succinct description of a) random variable S such that d TV (S, S) ≤ .
(Note that since even learning a single k-IRV requires Ω(k/ 2 ) samples as noted above, this poly(k, 1/ ) complexity is best possible up to the specific degree of the polynomial.) We give a detailed description of the "succinct description" of our hypothesis random variable S in Section I-B, after we describe the new structural theorem that underlies our learning results.
B. Prior work and our techniques.
As noted above, Theorem I.1 is a broad generalization of the main learning result of [DDS12b] , which established it in the special case of k = 2. A key ingredient in the [DDS12b] learning result is a structural theorem of Daskalakis and Papadimitriou [DP11] which states that any Poisson Binomial Distribution must be either -close to a sparse distribution (supported on poly(1/ ) consecutive integers), or -close to a translated Binomial distribution. In our current setting of working with k-SIIRVs for general k, structural results of this sort (giving arbitrary-accuracy approximation for an arbitrary k-SIIRV) were not previously known. Our main technical contribution is proving such a structural result (see Theorem I.2 below); given this structural result, it is relatively straightforward for us to obtain our main learning result, Theorem I.1, using algorithmic ingredients for learning probability distributions from the recent works [DDS12b] , [CDSS13] .
There is a fairly long line of research on approximate limit theorems for sums of independent integer random variables, dating back several decades (see e.g. [Pre83] , [Kru86] , [BHJ92] ). Our main structural result employs some of the latest results in this area [CL10] , [CGS11] ; however, we need to extend these results beyond what is currently known. Known approximation theorems for sums of integer random variables (which are generally proved using Stein's method) typically give bounds on the variation distance between a SIIRV S and various specific types of "nice" (Gaussianlike) random variables such as translated/compound Poisson random variables or discretized normals (as described in Definition II.3). However, it is easy to see that in general a k-SIIRV may be very far in variation distance from any discretized normal distribution; see for example the 3-SIIRVs discussed in Figure 1 , or the discussion following Corollary 4.5 in [BX99] . To evade this difficulty, limit theorems in the literature typically put strong restrictions on the SIIRVs they apply to so that a normal-like distribution is forced. Specifically, they bound the total variation distance between S and a "nice" distribution using an error term involving the "shift-distance" (see Definition II.4) of certain random variables closely related to S; see for example Theorem 4.3 of [BX99] , Theorem 7.4 of [CGS11] , or Theorem 1.3 of [Fan12] for results of this sort. However it is easy to see that for general k-SIIRVs these shift-distances can be very large -large enough that no nontrivial bound is obtained. Thus previous bounds from the literature do not provide structural results that characterize general k-SIIRVs up to arbitrary accuracy.
Another approach to analyzing k-SIIRVs arises from the recent work of Valiant and Valiant [VV11] . They gave a limit theorem for sums S of independent Z k -valued random variables supported on {0, e 1 , e 2 , . . . , e k }, where e i denotes the vector (0, . . . , 0, 1, 0, . . . , 0) with the 1 in the ith coordinate. Specifically, they bounded the total variation distance of such S from the appropriate discretized k-dimensional normal. Note that these Z k -valued random sums effectively generalize k-SIIRVs, because any k-SIIRV can be obtained as the dot-product S, (0, 1, . . . , k − 1) . Unfortunately we cannot use their work for two reasons. The first reason is technical: their error bound has a dependence on n, namely Θ(log 2/3 n), which we do not want to pay. The second reason is more conceptual; as in previous theorems their limiting distribution is a (discretized) normal, which means it cannot capture general SIIRVs. This issue manifests itself in their error term, which is large if the covariance matrix of the k-dimensional normal has a small eigenvalue. Indeed, the covariance matrix will have an o n (1) eigenvalue for kSIIRVs of the sort illustrated in Figure 1 .
Despite these difficulties, we are able to leverage prior partial results on SIIRVs to give a new structural result showing that any k-SIIRV can be approximated to arbitrarily high accuracy by a relatively "simple" random variable.
More precisely, our result shows that every k-SIIRV is either close to a "sparse" random variable, or else is close to a random variable cZ + Y which decomposes nicely into an arbitrary "local" component Y and a highly structured "global" component cZ (where as above Z is a discretized normal): An alternative statement of our main structural result is the following: for S a k-SIIRV with variance Var[S] = σ 2 , there is a value 1 ≤ c ≤ k − 1 and independent random variables Y , Z as specified in part (2) above, such that
(See Corollary IV.5 for a more detailed statement.) Given this detailed structural characterization of an arbitrary k-SIIRV, it is not difficult to establish our main learning result, Theorem I.1; see Section V.
We believe this approximation theorem for arbitrary kSIIRVs should be of independent interest. One potential direction for future application comes from the field of pseudorandomness. A classic problem in this area is to find pseudorandom generators with short seed length which fool "combinatorial rectangles". A notable recent work by Gopalan et al. [GMRZ11] made new progress on this problem, as well as a generalization they described as fooling "combinatorial shapes". A combinatorial shape is nothing more than a 2-SIIRV (in which the sample space of each X i is [m] for some integer m). Indeed, much of the technical work in [GMRZ11] goes into giving a new proof methodology for 2-SIIRV limit theorems, one which is more amenable to derandomization. It seems possible that our new limit theorem for k-SIIRVs may be useful in generalizing the [GMRZ11] derandomization results from 2-SIIRVs to k-SIIRVs.
We conclude this subsection by providing the high-level idea in the proof of our structural result, as well as the structure of the hypothesis output by our learning algorithm.
The idea behind Theorem I.2. The two cases (1) and (2) of Theorem I.2 correspond to S having "small" versus "large" variance respectively. The easier case is when Var(S) is "small": in this case it is straightforward to show that S must have almost all its probability mass on values in a small interval, and (1) follows easily from this.
The more challenging case is when Var(S) is "large." Intuitively, in order for Var(S) to be large it must be the case that at least one of the k − 1 values 1, 2, . . . , k − 1 makes a "large contribution" to Var(S). (This is made precise by working with "0-moded" SIIRVs and analyzing the "b-weight" of the SIIRV for b ∈ {1, . . . , k − 1}; see Definition II.2 for details.)
It is useful to first consider the special case that all k − 1 values {1, . . . , k − 1} make a "large contribution" to Var(S); we do this in Section III. To analyze this case it is useful to view a draw of the random variable S as taking place in two stages as follows: First (stage 1) we indepen-dently choose for each X i a value r i ∈ {1, . . . , k−1}. Then (stage 2) for each i we independently choose whether X i will be set to 0 or to r i . Using this perspective on S, it can be shown that with high probability over the stage-1 outcomes, the resulting random variable that is sampled in Stage 2 is of the form k−1 j=1 j · Y j where each Y j is a large-variance PBD. Given this, using Theorem 7.4 of [CGS11] it is not difficult to show that the overall distribution of S is close to a discretetized normal distribution. (This is the c = 1 case of case (2) of Theorem I.2.)
In the general case it may be the case that some of the k − 1 values contribute very little to Var(S). (This is what happened in the example illustrated in Figure 1 .) Let L ⊂ {1, . . . , k − 1} denote the set of values that make a "small" contribution to Var(S) (observe that L is nonempty by assumption in this case, or else we are in the special case of the previous paragraph) and let H ∪ {0} denote the remaining values in {0, 1, . . . , k − 1} (observe that H is nonempty since otherwise Var(S) would be small as noted earlier). In this general case it is useful to consider a different decomposition of the random variable S. As before we view a draw of S as taking place in stages, but now the stages are as follows: First (stage 1) for each i ∈ [N ] we independently select whether X i will be "light" (i.e. will take a value in L) or will be "heavy" (will take a value in H ∪ {0}). Then (stage 2) for each X i that has been designated to be "light" we independently choose which particular value in L it will take, and similarly (stage 3) for each X i that has been designated "heavy" we independently choose an element of H ∪ {0} for it.
The key advantage of the above decomposition is that conditioned on the stage 1 outcome, stages 2 and 3 are independent of each other. Using this decomposition, our analysis shows that the contribution from the "light" IRVs (stage 2) is close to a sparse random variable, and the contribution from the "heavy" random variables (stage 3) is close to a gcd(H)-scaled discretized normal distribution (this uses the special case, sketched earlier, in which all values make a "large contribution" to the variance); here gcd(H) is the greatest common divisor of the absolute values of the integers in H. This essentially gives case (2) of Theorem I.2, where as sketched above, the value "c" is gcd(H).
The structure of our hypotheses. The "succinct description" of the hypothesis random variable that our learning algorithm outputs naturally reflects the structure of the approximating random variable given by Theorem I.2 above. Some terminology will be useful here: we say that an IRV A is t-flat if A is supported on a union of t ≤ t disjoint intervals I 1 ∪ · · · ∪ I t , and for each fixed 1 ≤ j ≤ t all points x 1 , x 2 ∈ I j have Pr[X = x 1 ] = Pr[X = x 2 ] = p j for some p j > 0 (so A is piecewise-constant across each interval I j ). An explicit description of a t-flat IRV A is a list of pairs (I 1 , p 1 ) , . . . , (I t , p t ), for some t ≤ t. (I 1 , p 1 ), . . . , (I , p t ) and (0, q 0 ), . . . , (c − 1, q c−1 ) , where I 1 , . . . , I t are disjoint intervals and The list (I 1 , p 1 ) , . . . , (I t , p t ) specifies a t-flat random variable Z and the list (0, q 0 ), . . . , (c − 1, q c−1 ) specifies a c-IRV Y . The hypothesis distribution in this case is S = cZ + Y .
C. Discussion: Learning independent sums of more general random variables?
It is natural to ask whether our highly efficient poly(k/ )-sample (independent of n) learning algorithm for k-SIIRVs can be extended to n-way independent sums X 1 + · · ·+ X n of more general types of integer-valued random variables X i than k-IRVs. Here we note that no such efficient learning results are possible for several natural generalizations of kIRVs.
One natural generalization is to consider integer random variables which are supported on k values which need not be consecutive. Let us say that X is a k-support IRV if X is an IRV supported on at most k values. It turns out that sums of independent k-support IRVs can be quite difficult to learn; in particular, Theorem 3 of [DDS12b] give an information-theoretic argument showing that even for k = 2, any algorithm that learns a sum of n 2-support IRVs must use Ω(n) samples (even if the i-th IRV is constrained to have support {0, i}).
A different generalization of k-IRVs to consider in this context is a class that we denote as (c, k)-moment IRVs. A (c, k)-moment IRV is an integer-valued random variable X such that the c-th absolute moment E[|X|
It is clear that any k-IRV is a (c, k)-moment IRV for all c. Moreover, it is easy to show (using Markov's inequality) that for any fixed c > 0, any single (c, k)-moment IRV X can be learned to accuracy using poly(k/ ) samples. However, our sample complexity bounds for learning sums of n independent k-IRVs provably cannot be extended to sums of n independent (c, k)-moment IRVs, in a strong sense: any learning algorithm for such sums must (informationtheoretically) use at least poly(n) samples. Observation I.3. Fix any integer c ≥ 1. Let S = X 1 + · · · + X n be a sum of n (c, 2)-moment IRVs. Let L be any algorithm which, given n and access to independent samples from S, with probability at least e The argument is a simple modification of the lower bound given by Theorem 3 of [DDS12b] and is deferred to the full version.
II. DEFINITIONS AND BASIC TOOLS
In this section we give some necessary definitions and recall some useful tools from probability.
A. Definitions
We begin with a formal definition of total variation distance, which we specialize to the case of integer-valued random variables. For two distributions P and Q supported on Z, their total variation distance is defined to be
If X and Y are integer random variables, their total variation distance, d TV (X, Y ), is defined to be the total variation distance of their distributions. Throughout the paper we are casual about the distinction between a random variable and a distribution. For example, when we say "draw a sample from random variable X" we formally mean "draw a sample from the distribution of X", etc.
We proceed to discuss the most basic random variables that we will be interested in, namely IRVs, k-IRVs and ±k-IRVs, and sums of these random variables: As a notational convention, we will typically use X to denote an IRV, and S to denote a SIIRV.
Discretized normal distributions will play an important role in our technical results, largely because of known theorems in probability which assert that under suitable conditions sums of independent integer random variables converge in total variation distance to discretized normal distributions. We now define these distributions:
2 ) is that we first draw a normal G ∼ N(μ, σ 2 ) and then we set Z = G ; i.e., G rounded to the nearest integer.
We note that in the "large-variance" regime that we shall be concerned with, discretized normals are known to be close in variation distance to other types of distributions such as Binomial distributions and Translated Poisson distributions (see e.g. [R07] , [RR12] ); however we shall not need to work with these other distributions.
Some of our arguments will use the following notion of shift-distance of a random variable:
Definition II.4. For X a random variable we define its shiftdistance to be d shift (X) = d TV (X, X + 1).
Finally, for completeness we record the following:
Definition II.5. Given a sequence or set C of nonzero integers we define gcd(C) to be the greatest common divisor of the absolute values of the integers in C. We adopt the convention that gcd(∅) = 0.
B. Basic results from probability
Our proofs use various basic results from probability; these include bounds on total variation distance, results on normal and discretized normal distributions, bounds on shiftdistance, and uniform convergence bounds.
Proposition II.6. Let A, A , B, B be integer random variables such that (A, A ) is independent of (B, B ). Then
Proposition II.7. Let X and Y be integer random variables which are independent conditioned on the outcome of a third discrete random variable L. Further, let Z be an integer random variable independent of X, Y , and L. Finally, let G be a set of "good" outcomes for L such that:
In this section we state a useful special case of our our desired structural theorem for k-SIIRVs; its proof is deferred to the full version of this paper. In later sections we will use this special case to prove the general result.
Recall that for b ∈ {0, 1, . .
The special case we consider in this section is that every b ∈ {1, . . . , k − 1} has large b-weight. The result we prove in this special case is that S is close to a discretized normal distribution:
Theorem III.1. Let S = X 1 + · · ·+ X n be a 0-moded ±k-SIIRV, and assume no X i is constantly 0. For each nonzero integer c with |c| < k, let M c denote the c-weight of S and let C = {c ∈ Z : c = 0, |c| < k, and M c > 0} = ∅.
Further assume gcd(C) = 1 and
Observe that Theorem III.1 corresponds to Case (2) of Theorem I.2 with c = 1 (so Y is a 1-IRV, i.e. the constant-0 random variable).
IV. PROOF OF MAIN STRUCTURAL RESULT

A. Intuition and Preparatory Work
Throughout this section we let δ be an error parameter, and M = M (k, 1/δ) a large enough polynomial in k and 1/δ to be determined later. With respect to M we make the following definition:
Definition IV.1 (Light integers and heavy integers). Let S = X 1 +· · ·+X n be a 0-moded ±k-SIIRV. We say that a nonzero integer |b| < k is M -light if the b-weight of S is at most M ; otherwise we call it M -heavy. We denote by L the set of M -light integers, and by H the set of M -heavy integers.
The bulk of the work towards proving Theorem I.2 is showing that any 0-moded ±k-SIIRV S is close to the sum of a sparse distribution (supported on some poly(k/δ) consecutive integers) and a discretized normal random variable scaled by gcd(H). To see why this may be true, we can distinguish the following cases:
• If H = ∅ then S should be close to a sparse random variable, by Markov's inequality and
2 M , where the last inequality holds because there are at most 2k integers in L and each of them is M -light.
• On the other hand, if L = ∅, then Theorem III.1 is readily applicable, showing that S is close to a discretized normal random variable with the same mean and variance as S.
• The remaining possibility is that L, H = ∅. If we condition on the event X i / ∈ L for all i, then the conditional distribution of S is still, by Theorem III.1, close to a discretized normal random variable, except that this discretized normal random variable is now scaled by gcd(H). (H) ). Moreover, we may hope that the normals arising by conditioning on different typical L's are close to a fixed "typical" discretized normal. Indeed, the fluctuations in the mean and variance of i / ∈L X i , conditioned on typical L's, should not be severe, since L is small. These considerations suggest that S is close to the sum of a sparse random variable, "the contribution of L", and a gcd(H)-scaled discretized normal, "the contribution of H ∪ {0}". The last case is clearly the hardest and is handled by Theorem IV.3 in the next section. Before proceeding, let us make our intuition a bit more precise. First, let us formally disentangle S into the contributions of L and H ∪ {0}, by means of the following alternate sampling procedure for S. a random variable X i ∈ L as follows:
i.e. X i is distributed according to the conditional distribution of X i , conditioning on X i ∈ L. In the exceptional case that Pr[X i ∈ L] = 0, we define X i = 0 with probability 1.
3) [Stage 3]: Independently we sample for each i ∈ [n]
a random variable X i ∈ H ∪ {0} as follows:
i.e. X i is distributed according to the conditional distribution of X i , conditioning on X i / ∈ L. After these three stages we output i∈L X i + i / ∈L X i as a sample from S, where i∈L X i represents "the contribution of L" and S L := i / ∈L X i "the contribution of H ∪ {0}." We note that the two contributions are not independent, but they are independent conditioned on the outcome of L. This concludes the definition of the LightHeavy Experiment.
Coming back to our proof strategy, we aim to argue that: (i) The contribution of L is close to a sparse random variable. This is clear from the definition of L, since
(ii) With probability close to 1 (with respect to L), the contribution of H ∪ {0} is close to a fixed, gcd(H)-scaled discretized normal random variable Z, which is independent of S. Showing this is the heart of our argument in the proof of Theorem IV.3, in the next section. Given (i) and (ii), we can readily finish the proof of Theorem IV.3 using Proposition II.7: Indeed, if we set X to be the contribution of L and Y to be the contribution of H ∪ {0}, we get that S is close to the sum of X times the indicator that L is typical (which is close to a sparse random variable) and a discretized normal independent of X, scaled by gcd(H).
B. The Structural Result
We make the intuition of the previous section precise, by providing the proof of the following. 
In particular, taking M = k 7 /δ 2 the total variation bound becomes O(δ + (k 9 /δ 2 ) log(1/δ)/σ).
Proof: Throughout we will assume that S is drawn according to the Light-Heavy Experiment from Definition IV.2. We use that definition's notation: L, X i , and X i . For each outcome L of L, we introduce the notation
Understanding Typical L's.: We study typical outcomes of L. First, we argue that typical L's have small cardinality. Indeed, let us define the following event: (1)
Concluding the Proof.:
c 2 ) be independent of all other random variables, as in the statement of the theorem. The remainder of the proof will be devoted to showing that for every
Given (2) we can conclude the proof by applying Proposition II.7, with i∈L X i playing the role of "X", S L playing the role of "Y ", cZ playing the role of "Z", and "G" being the complement of BAD. Note that ( i∈L X i ) · 1 L ∈BAD is indeed a ±kM -IRV. If we can furthermore show
then we will have established (2).
It therefore remains to show (3); i.e., to show that 
