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Abstract
Recent scholars have developed a number of stochastic car-following models that have
successfully captured driver behavior uncertainties and reproduced stochastic traffic oscillation propagation. While elegant frequency domain analytical methods are available for
stability analysis of classic deterministic linear car-following models, there lacks an analytical method for quantifying the stability performance of their peer stochastic models and
theoretically proving oscillation features observed in the real world. To fill this methodological gap, this study proposes a novel analytical method that measures traffic oscillation
magnitudes and reveals oscillation characteristics of stochastic linear car-following models.
We investigate a general class of stochastic linear car-following models that contain a linear car-following model and a stochastic noise term. Based on frequency domain analysis
tools (e.g., Z-transform) and stochastic process theories, we propose analytical formulations
for quantifying the expected speed variances of a stream of vehicles following one another
according to one such stochastic car-following model, where the lead vehicle is subject to
certain random perturbations. Our analysis on the homogeneous case (where all vehicles
are identical) reveals two significant phenomena consistent with recent observations of traffic
oscillation growth patterns from field experimental data: A linear stochastic car-following
model with common parameter settings yields (i) concave growth of the speed oscillation
magnitudes and (ii) reduction of oscillation frequency as oscillation propagates upstream.
Numerical studies verify the universal soundness of the proposed analytical approach for
both homogeneous and heterogeneous traffic scenarios, and both asymptotically stable and
unstable underlying systems, as well as draw insights into traffic oscillation properties of a
number of commonly used car-following models. Overall, the proposed method, as a stochasvi

tic peer, complements the traditional frequency-domain analysis method for deterministic
car-following models, and can be potentially used to investigate stability responses and mitigate traffic oscillation for various car-following behaviors with stochastic components.
Emerging connected and autonomous vehicle (CAV) technologies enable the accurate
implementation of vehicle trajectory optimization algorithms. An adaptive trajectory controller is demanded to overcome the heterogeneity of CAV technologies. We develop a
dynamic data-driven control architecture to optimally control CAV trajectories. For the
sake of short term planning in transportation, we currently focus on mixed traffic scenarios
and individual CAV control. The controller utilizes real-time spatiotemporal information
to provide better solutions compared to classical controllers which only capture features of
specific data with fixed parameters or suffer from model errors of mathematical formulations. A reinforcement learning method is applied and a triple-thread structure is proposed
to take advantage of dynamic learning and guarantee driving safety at the same time.The
present study then proceeds with an illustration with empirical data collected in field tests.
The proposed controller is shown to outperform human drivers and Adaptive Cruise Control
methods. Impact of the size of spatial information and temporal information, as well as
changes of reward functions on the controller learning speed and performance are discussed.

vii

Chapter 1
Introduction

1.1

Introduction for Traffic Analysis
While classic traffic flow models (e.g., [1], [2]) made an elegant analogy between highway

traffic and predictable and stable fluid, real-world observations (e.g., [3], [4]) however revealed
that highway traffic is in fact stochastic and unstable. One puzzling phenomenon observed
frequently on an even moderately congested highway is traffic oscillation, also known as
stop-and-go traffic. Researchers have attributed causes of traffic oscillation to a number of
different factors, such as lane drops [5], lane changes near merging and diverging points,
([6], [7], [8], [9]) and roadway geometries [10]. Besides causing factors, oscillation amplitude
propagation patterns have intrigued scholars for several decades. Early studies employed
linear deterministic car-following models ([11], [12]) to theoretically explain how oscillation
grows from small perturbations at an exponentially increasing rate. The elegance of the
linear deterministic models is that established frequency-domain stability analysis methods
can be directly applied to analytically quantify the exponential growth rates of traffic oscillation produced by these models with general structures and parameter ranges. These tools
have been further extended to investigate stability of non-linear deterministic car-following
models with general structures ([13], [14]). Such analytical tools are powerful in revealing quantitative relationships between car-following model structures and traffic oscillation
growth patterns. These tools have been widely applied to numerous relevant studies for not
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only human-driven traffic (e.g., [15], [16], [17]) but also connected automated traffic (e.g.,
[18], [19], [20]).
These deterministic models have clear and elegant stability properties, in which traffic
flow has a steady state that is either stable or unstable. For the unstable steady state, a
small disturbance will grow up, which leads to the formation and development of oscillations
via a subcritical Hopf bifurcation. Obviously the deterministic models cannot capture uncertainties and stochasticity that are inevitable in human car-following behavior. Although
for a long time, it is generally believed that the effect of stochastic factors is marginal in traffic dynamics, recent studies demonstrated that behavioral stochasticity is associated with a
number of features observed in real-world traffic, such as long oscillation periods [21], concave
and stochastic growth patterns of oscillation magnitudes [22]. Note that in contrast to the
experimental observations, the deterministic models lead to initial convex growth patterns.
Based on the experimental findings, it is argued that rather than the instability mechanism
in deterministic models, the competition between stochastic factors and speed adaptation
plays a dominating role in formation and evolution of oscillations [23]. Since deterministic
models cannot well explain these features, a number of stochastic car-following models have
been developed in hope of reproducing oscillation patterns closer to real-world observations
(e.g., [22], [24],[25], [26], [27], [28], [29], [30], [31]). While these stochastic models have successfully explained these features of real-world traffic, they have more complex structures
than deterministic models and thus traditional frequency-domain stability analysis tools are
no longer applicable. As far as we know, [27] conducted the only sound theoretical analysis
on stochastic car-following laws, which only focuses on two consecutive vehicles of a specific
car-following law adapted from an acceleration-based model and only provides analytical
results for subcritical regime. However, a more general method and theoretical insights on
the oscillation propagation through a stream of vehicles (e.g., convex oscillation growth,
increase of oscillation dominating period) are still missing for general stochastic linear car2

following models. Without analytical tools, there lacks a quantitative understanding on how
stochastic model structures result in the associated oscillation features, although this understanding is actually critical for discovering fundamental mechanisms of traffic oscillation
propagation and devising effective measures for dampening traffic oscillation and improving
traffic performance.

1.2

Introduction for Traffic Control
1

The vehicle trajectory optimization for improving traffic performance has been an in-

creasingly popular area of research in the past decade. However, the uncertainty and low
compliance of human drivers bound the effect of trajectory optimization methods. Connected
and Autonomous Vehicles (CAVs) contribute to the implementation of vehicle trajectory
optimization methods by replacing human drivers with accurate and precise computers to
eliminate errors in the driving behavior, evidenced by numerous recent research. [33] illustrated that with well-planned trajectories, CAVs are expected to significantly improve
traffic performances, including avoiding collisions, reducing congestion, enhancing mobility
and other general improvements in traffic systems. [20] revealed that connected and autonomous vehicles can improve string stability. The results of [34] showed that CAVs bring
about compelling benefit to road safety as traffic conflicts significantly reduce. [35] presents
benefits on fuel consumption and travel times.
Most of the aforementioned works discussed on vehicles with fully connected and automated functions. Nonetheless, Connected Vehicles (CV) and Autonomous Vehicles (AV) are
actually two distinct classes of emerging technologies ([36], [37]). Widespread commercial
and civilian use and implementation of these two technologies may not occur simultaneously.
AVs can be divided into three categories regarding the ability of communication. The first
1
Portion of this section has been previously published in [32]. Reproduced by permission of the Institution
of Engineering & Technology.
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category refers to AVs with only vehicles’ on-board sensors [38] . There is neither the communicative system nor the centralized control system in the AV. Without communicative
devices, the information can be observed are limited, such as only the trajectory data of
the vehicle in front of the AV. Without an agreement to centralized control, it is arduous
to improve the overall traffic with all the AVs in the platoon. Another group of AVs are
capable to obtain more spatio-temporal information through data transmitted from other
sensors through Vehicle-to-Vehicle (V2V) and or Vehicle-to-Infrastructure (V2I) communications [39] but not compliant to a control center yet. The third category are the AVs who
are both well-equipped with connected and automated functions, as well as agree on the
cooperative control protocols. Yet there is a long way to go before employing the centralized control utilizing the third type of AVs most manufacturers phase in various levels of
autonomy with different techniques and protocols. The variety and non-uniformity of said
integration and implementations restrict the possibility of centralized control for multiple
AVs. Furthermore, isolated AVs are more acceptable in the present transportation environment while the AV platoon control requires the promulgation of policies and regulations as
well as the public acceptance of the underlying technologies and a rigorous and thorough
compliance and regulatory framework to address issues in passenger and pedestrian safety,
data privacy, and data protection. The imminent arrival of centralized AV controls on the
road necessitates a long runway until the technologies are widely tested and accepted by the
general public. Targeting at individual AV controllers contributes to solving the burning
question of the near future mixed traffic scenario.
Adaptive Cruise Control (ACC) [40] and Cooperative Adaptive Cruise Control (CACC)
[41] are among the most popular existing trajectory control methods for the first two types
of individual AVs. Researchers from multiple fields have been working on improving the
aforementioned technologies ([42], [43], [44], [45]). However, parameters of ACC and CACC
control are calibrated based on specific case data and are fixed. Dynamic and adaptive
4

controllers are needed for CAVs in the real world, whose parameters will efficiently adjust to
various information, no matter which of the first two types of AVs will get a head start to
take over the market considering the technical challenges and the public acceptance, i.e., the
idea of CVs came earlier [46] while AVs are more acceptable for now [47]. The reconciliation
between AVs and CVs calls for an adaptable controller which flexibly suits both cases and
can be easily developed as the technologies advance and the mass culture changes.
Numerous CAV trajectory optimization methods using operation research techniques
provide dynamic solutions to the real-time data [32]. [48] formulated it into a Mixed Integer
Linear Programming (MILP) problem by discretizing the system states (e.g., speed, acceleration and road grade). [49] modeled the longitudinal trajectory optimization problem in
linear programming format with adaptation of a car-following model and formulated. There
are more such as [50], [51].The drawbacks of such models includes the mathematical complexity [52] and the model errors suffering from model assumptions. A data-driven controller
with optimization algorithms such as the Reinforcement Learning (RL) method is capable
to avoid such defects and satisfies the aforementioned demand of flexibility and adaptivity.
RL is designed to dynamically learn tasks based on a summation process over a numerical reward sum [53]. RL has been widely used to solve optimization problems for various
disciplines since it captures fundamental characteristics of human thinking and learning.
However, it has not been fully employed in the traffic engineering field [54]. There have
been a limited number of studies regarding the application of RL to control AV trajectories,
although RL based AV trajectory controllers are model-free and impose self-learning, which
provides significant improves to the practicality and adaptability of CAV trajectory optimal
control. [55] applied the RL method for the optimal control of vehicle throttle and brake.
[56] obtained the unknown reward function from expert drivers using a deep neural network
(DNN) and then use the reward function to determine the optimal driving strategy for AVs
using reinforcement learning techniques. But the model treated each vehicle as a point of
5

mass and the available action set for each vehicle is given by {“maintain”, “accelerate”,
“brake”, “left- turn”, “right-turn”} instead of continuous speeds or accelerations. [57] focused on trajectory level control. Authors used a Q-learning based speed control algorithm
to minimize the fuel consumption of a control vehicle at an isolated signalized intersection
while guaranteeing safety should take the priority over any other matter when implementing
CAVs. A fixed penalty was set for head-ways smaller than the safety threshold, which may
lose the generality. Further, both [56] and [57] took only one leading vehicle’s information
into account while data from more leading vehicles may provide more information, e.g., the
traffic oscillation propagation pattern through a platoon of multiple vehicles. [58] developed
a RL boundary controller of stop-and-go traffic congestion on a freeway segment. [59] constructed a computational framework, called Flow, for deep RL and control experiments for
traffic micro-simulation, permitting the training of large-scale reinforcement learning experiments at scale for multiple traffic control tasks with various scenario setting. However, the
traffic dynamics in [58] were governed by a macroscopic traffic model and the controller in
[59] is integrated with a traffic simulator SUMO while using real-world data for the training
would benefit the result soundness better by eliminating the error between simulation and
reality. [60] pointed out that training autonomous driving vehicle with reinforcement learning in real environment is challenging and the paper focus on proposing a realistic network by
converting non-realistic virtual image input into a realistic one with similar scene structure.
Instead of doing that, a controller with both offline training and online training may also
solve the problem.

1.3

Dissertation Organization
Aiming to fulfill the research gaps identified above, this thesis is organized as follows.

Chapter 2 describes a novel analytical method that measures traffic oscillation magnitudes
and reveals oscillation characteristics of stochastic linear car-following models. Further,
6

numerical analyses are performed to verify the analytical formulations. Chapter 3 proposes a
trajectory optimal controller for Connected Autonomous Vehicles utilizing the Reinforcement
Learning method. Further, numerical examples are provided to test compare the controller
performance with existing control methods and investigate the factors impacting this method.
Chapter 4 concludes the findings and identify future research directions.
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Chapter 2
Traffic Analysis

2

To bridge the methodological gaps identified in 1.1, this chapter aims to propose a new

frequency-domain analytical method to measure stochastic amplifications of traffic oscillation. In complement with deterministic frequency domain methods, the proposed method
is able to quantify speed variations of a stream of vehicles following one another according to certain stochastic linear car-following behaviors given the lead vehicle’s speed profile.
This method is applicable to a general class of stochastic linear car-following models as
combinations of any linear car-following model (e.g., zeroth model, first order model, and
second order model) with an independent and identically distributed noise process, for both
asymptotically stable and unstable underlying systems. By investigating homogeneous traffic where every vehicle shares the same stochastic linear car-following model, this method
discovers elegant theoretical properties that well match empirical observations yet cannot
be explained by deterministic models, such as concave oscillation growth and oscillation
frequency reduction. Numerical examples illustrate the application of this method to a
wide range of stochastic linear car-following models derived from widely used models for
both human-driven vehicles and connected automated vehicles. These results draw insights
into how model parameters affect oscillation growth patterns. Overall, this paper fills the
methodological void of stability analysis for stochastic car-following models. It complements
the traditional frequency-domain analysis method for deterministic car-following models,
2

This chapter has been previously accepted in [61]. Permission is included in Appendix.
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and can be potentially used to investigate stability responses and mitigate traffic oscillation
for various car-following behaviors with stochastic components.
The organization of this paper is as follows. Section 2.1 formulates the general form
of the investigated car-following models. Section 2.2 reviews the stability analysis method
for deterministic linear car-following models, proposes the new stability analysis method
for stochastic car-following models, and uses this new method to investigate theoretical
properties on traffic oscillation growth patterns in homogeneous traffic. Section 2.3 conducts
numerical examples to illustrate applications of the proposed methods on stochastic linear
car-following models for both human drivers and connected automated vehicles and both
homogeneous traffic and heterogeneous traffic. Section 2.4 concludes this manuscript and
briefly discusses future research directions.

2.1

Model
For the convenience of the readers, the key notation is summarized in Table 2.1. Sub-

section 2.1.1 formulates the class of stochastic linear car-following models as a combination of
a general linear car-following model and a stochastic process representing noise and behavior
uncertainties. Sub-section 2.1.2 provides a few examples of the underlying deterministic carfollow models that are derived from well known car-following models for both human driven
vehicles and connected autonomous vehicles.

2.1.1

Stochastic Linear Car-following Model

Consider a platoon of vehicles indexed by n = 1, . . . , N from downstream to upstream
that follows each other on a single lane. For the convenience of the notation, let N denote
vehicle index set {1, 2, · · · , N }. The time horizon is discretized into equally separated time
points with a discretization interval of δ. For simplicity, we also denote time point iδ simply
with index i. Since this study focuses on traffic oscillation, to simplify the analysis, we
9

Table 2.1: Notation list
Notation
an [i] := v̇n [i]
dn
En (ω)
Gn (ω)
i
l1 (·), l2 (·), l3 (·)
Lnj (ω)
LZ
nj (z)
n
N
N =
{1, 2, · · · , N }
pn [i]
Tn (ω)
TnZ (z)
vn [i] := ṗn [i]
Vn (ω)
V̄n (ω)
V̄nZ (z)
αn , βn , γn , µn , κn
δ
∆n
¯n
∆
∆n (ω)
¯ n (ω)
∆
εn
{φi }
σ12

Definition
Vehicle n’s acceleration at time i
dn δ > 0 is vehicle n’s reaction time τ
Discrete-time Fourier transforms of time series εn [i]
Linear gain of oscillation amplitude of deterministic
car-following system
Current time point
Linear operator (include time shift, integrals and differentials)
Discrete-time Fourier transforms of time series lnj (φ[i]),
j = 1, 2, 3, ω ∈ (0, 2π]
Z-transforms of time series lnj (φ[i]), j = 1, 2, 3
Index of vehicles, n ∈ N
Total vehicle number
Sets of vehicles; the vehicle index increases from downstream to
upstream
Vehicle n’s location at time i
Transfer function of deterministic car-following system
Car-following system transfer function after Z-transform
Vehicle n’s speed at time i
Discrete-time Fourier transforms of time series vn [i], ω ∈ (0, 2π]
Discrete-time Fourier transforms of time series v̄n [i], ω ∈ (0, 2π]
Z-transforms of time series v̄n [i]
Constant coefficients
Discretization time interval
Time-domain speed variance of stochastic car-following system
Time-domain speed variance of deterministic car-following
system
Power density function of stochastic car-following system
Power density function of deterministic car-following system
A BWN process with variance σn2
Unit impulse response
Speed variance of the first vehicle in stochastic car-following
models

10

transform vehicle speeds and locations into the following linearly skewed coordinate system.
Let p0n [i], vn0 [i], a0n [i] denote vehicle n’s original location, speed and acceleration at time i,
and let pn [i], vn [i], an [i] denote the variables after the transformation, respectively. The
transformation is described as follows:

vn [i] := vn0 [i] − v̄, pn [i] = p0n [i] − p0n [0] − v̄iδ, ∀n ∈ N , i ∈ Z,

where the v̄ is the speed mean. Assume before time 0, all vehicles are proceeding in a
stationary state specified by speed v̄ and spacing {s̄n }, i.e.,
a0n [i] = 0, vn0 [i] = v̄, ∀n ∈ N , i ∈ Z− ∪ {0},
p0n−1 [i] − p0n [i] = s̄n , ∀n ∈ N \1, i ∈ Z− ∪ {0}.
According to the decomposition in the skewed coordinate system, we obtain

pn [i] = vn [i] = an [i] = 0, ∀n ∈ N , i ∈ Z− ∪ {0}.

(2.1)

After time 0, the stochasticity takes place, and we assume the lead vehicle’s speed profile is
perturbed as the following equation states

v1 [i] = ε1 [i], ∀i ∈ Z+

(2.2)

where ε1 is a bounded white noise (BWN) with variance σ12 ; i.e.,
ε1 [i] ∈ [B, −B] for some B ∈ R+ , E (ε1 [i]) = 0, ∀i ∈ Z+ ;

11

Cov (ε1 [i], ε1 [j]) =




σ12 , if i = j;


0

∀i, j ∈ Z+ .

otherwise,

This is a reasonable assumption to describe realistic initial speed perturbations of a lead
vehicle in a platoon. From time 0, the evolution of traffic dynamics is described in a set of
formulas including vehicle dynamic equations and a car-following model. The states of each
vehicle are updated with the following dynamic equations:

vn [i] = vn [i − 1] + an [i]δ, ∀n ∈ N , i ∈ Z+ ;
pn [i] = pn [i − 1] + vn [i]δ, ∀n ∈ N , i ∈ Z+ .
Assume that each vehicle n > 1 follows a general stochastic linear car-following (SLCF) law
with a stochastic term independent of this vehicle’s state:


SLCF: ln1 (vn [i]) = ln2 v(n−1) [i] − ln3 (vn [i]) + εn [i], ∀n ∈ N \1, i ∈ Z+ .

(2.3)

where εn is a BWN process with variance σn2 , and ln1 , ln2 and ln3 are linear operators.
We assume processes εn and εn0 are independent for n 6= n0 ∈ N , since εn is intended to
capture endogenous noise only associated with vehicle n. Here, a linear operator can be a
combination of scalar, summation, time-shift (e.g., converting vni to vn(i−j) ), accumulation
(e.g., converting vni to pni ) and difference (e.g., converting vni to ani ) operators. Operator ln1 usually includes a differential, identity or integral operator, depending on whether
the car-following model controls an [i], vn [i] or pn [i]. Operator ln1 may include a time shift
operator if explicit delay is considered. Operators ln2 and ln3 can be more general operators, depending on the detailed car-following model structure. Without loss of generality,
SLCF is assumed to be a causal system, i.e., each vn [i] only depends on the past history
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{pn−1 [j], pn [j], εn−1 [j], εn [j], ∀j ≤ i} but not future states. Further, we assume these linear
operators have the bounded-input-bounded-output (BIBO) stability. That is to say, for any
process ·[i] such that | · [i]| < B, ∀i ∈ Z where B is a positive finite constant, there exists
a positive finite scalar C such that |lnk (·[i])| < CB, ∀i ∈ Z, k = 1, 2, 3. Note that although
the differential of a continuous white noise is not well defined, a higher order measure (e.g.,
acceleration) in Eq. (2.3) in its discrete form can be denoted as difference (instead of differential) of the lower order measure (speed) and thus is still well defined with a reasonable
magnitude, as long as the parameters and linear operators are properly set. Further, although the random error term is presented as a white noise without time dependence in its
explicit form, since the above formulation can be converted equivalently by applying any
general linear operator on both sides, Eq. (2.3) essentially represents a model where the
random term can be the output from any general linear operation of the white noise series
{εn [i]}. For example, after the integral operation (which is apparently a linear operator),
the white noise series become a time-dependent random walk noise series, which has been
adopted by a number of stochastic car-following models validated with field data ([62], [26],
[63]).
Since the linear operators are defined in a general way, SLCF Eq. (2.3) is actually quite
general and many well-known car-following models (in their discrete forms) can be viewed
as its special forms after linearization. Although the linearization of a car-following model
loses its non-linear behavior, it is a common treatment to investigate the initial growth
of traffic oscillation before non-linear physical bounds and constraints become dominating
[19]. Understanding the initial growth pattern of traffic oscillation before fully developed
is critical in revealing root causes and fundamental mechanisms of stop-and-go traffic [22],
so it is worthwhile to investigate how a linearized car-following model structure impacts
oscillation growth patterns, particularly when stochasticity is present.
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2.1.2

Deterministic Car-following Model

For comparison purposes, we will also investigate the deterministic linear car-following
model (DLCF) by removing the random term from SLCF Eq. (2.3). To differentiate the
notation for the deterministic case, we add a bar over relevant variables and parameters in
DLCF. Then DLCF can be formulated as


DLCF: ln1 (v̄n [i]) = ln2 v̄(n−1) [i] − ln3 (v̄n [i])

(2.4)

Due to the generality of the linear operators, DLCF incorporates the linearized forms of
most deterministic discrete car-following models. Actually, any deterministic linear causal
transfer from {p̄n−1 [i], v̄n−1 [i], ān−1 [i]}∀i to {p̄n [i], v̄n [i], ān [i]}∀i can be specified by Eq. (2.4).
Here we list a few car-following model examples chronologically:
• First-order linear model ([11], [64]):

v̄n [i + dn ] = αn (p̄n−1 [i] − p̄n [i]) , ∀n ∈ N \1,

(2.5)

where αn is a constant coefficient, dn δ > 0 is vehicle n’s reaction time τ . The above
model is equivalent to DLCF Eq. (2.4) by setting ln1 (·[i]) = ·[i + dn ], ln2 (·[i]) =
P
ln3 (·[i]) = αn δ ij=−∞ ·[j].
• Linearized optimal velocity model [15]:

ān [i + dn ] = βn (αn (p̄n−1 [i] − p̄n [i]) − v̄n [i]) , ∀n ∈ N \1,

(2.6)

where βn is a constant coefficient and the other variables and parameters are consistent
with the previous notations. This model is consistent with DLCF Eq. (2.4) by setting
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ln1 (·[i]) = (·[i + dn ] − ·[i + dn − 1])/δ, ln2 (·[i]) = αn βn δ
P
βn αn δ ij=−∞ ·[j] + βn · [i].

Pi

j=−∞

·[j] and ln3 (·[i]) =

• Linearized full velocity difference model [65]:

ān [i + dn ] = βn (αn (p̄n−1 [i] − p̄n [i]) − v̄n [i]) + γn (v̄n−1 [i] − v̄n [i]), ∀n ∈ N \1,

(2.7)

where γn is a constant coefficient and the other variables and parameters are consistent
with the previous notations. This model is consistent with DLCF Eq. (2.4) by setting
P
ln1 (·[i]) = (·[i + dn ] − ·[i + dn − 1])/δ, ln2 (·[i]) = αn βn δ ij=−∞ ·[j] + γn · [j] and
P
ln3 (·[i]) = βn αn δ ij=−∞ ·[j] + (βn + γn ) · [j].
Several other models also can be constructed in the similar way. One example is the
Intelligent Driver Model (IDM) model [66], which is originally formulated as ān [i+dn ] =


2 
4  ∗
v̄n [i]+v̄
s (v̄n [i],v̄n [i]−v̄n−1 [i])
a 1 − vmax
−
, where s∗ (v̄n [i], v̄n [i] − v̄n−1 [i]) = s0 +(v̄n [i]+
p̄n−1 [i]+s̄n −p̄n [i]
n [i]−v̄n−1 [i])
√
, a, b, v max , s0 , T are constant parameters with physical meaning
v̄)T + (v̄n [i]+v̄)(v̄
2 ab

of the maximum vehicle acceleration, the comfortable braking deceleration, the free
flow speed, the minimum spacing and the minimum time headway, and v̄, s̄n were
defined when introducing the skewed coordinate system. After linearizing this model
at p̄n [i] = p̄n−1 [i] = 0, v̄n [i] = v̄n−1 [i] = 0, i.e., the initial stationary state stated as Eq.
(2.1), we obtain

ān [i + dn ] = xn (p̄n−1 [i] − p̄n [i]) − yn v̄n [i] + zn (v̄n−1 [i] − v̄n [i]) + qn ,

v̄
√ v̄
where xn = −2a(s0 + v̄T )2 (s̄n )−3 , yn = a(4( vmax
)3 + 2 s0 +v̄T
T ), zn = 2a s0 +v̄T
, and
s̄n
s̄n 2 abs̄
n

qn = a(1 −

v̄
v max

−

( s0 +v̄T
)2 ).
s̄n

For the initial stationary state, v̄ and s̄n exactly satisfy

the condition of canceling out the constant term qn , corresponding to ān [i + dn ] = 0.
This way, this linearized IDM model is consistent with the above formulation Eq.(2.7).
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• Zeroth-order linear model (or simplified Newell’s model) [67]:

p̄n [i + dn ] = p̄n−1 [i], ∀n ∈ N \1,

the above model is equivalent to DLCF Eq. (2.4) by setting ln1 (·[i]) = δ
P
ln2 (·[i]) = δ ij,=−∞ ·[j], ln3 (·[i]) = 0.

(2.8)

Pi

j=−∞

·[j+dn ],

• Linearized cooperative adaptive cruise control (CACC) model[68]:

ān [i+dn ] = αn (p̄n−1 [i]− p̄n [i]−µn v̄n [i])+γn (v̄n−1 [i]−v̄n [i])+κn ān−1 [i], ∀n ∈ N \1, (2.9)

where µn is a constant time headway, κn is a constant coefficient, and the other variables
and parameters are consistent with the previous notations. This model is consistent
with DLCF Eq. (2.4) by setting ln1 (·[i]) = (·[i + dn ] − ·[i + dn − 1])/δ, ln2 (·[i]) =
P
P
αn δ ij=−∞ ·[j]+γn ·[i]+κn (·[i]−·[i−1])/δ and ln3 (·i ) = αn δ ij=−∞ ·[j]+(αn µn +γn )·[i].
2.2

Stability Analysis

2.2.1

Deterministic Stability Analysis

Before analyzing this stochastic model, this section reviews the classic analysis methods
for the underlying DLCF models. To be a valid car-following model, DLCF is required to be
BIBO stable (or locally stable); i.e., a small perturbation to a vehicle trajectory at a time
point will not be amplified unboundedly along the same trajectory in the future ([11], [12]).
To formally define local stability, define {φi } as the unit impulse, i.e.,

φ[i] =




1, if i = 0;


0, otherwise.
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Then the Z-transforms of time series {v̄n [i], ln1 (φ[i]), ln2 (φ[i]), ln3 (φ[i])}∀i are as follows:
V̄nZ (z) :=

∞
X

v̄n [i]z −i =

i=−∞

LZ
nk (z) :=

∞
X

lnk (φ[i])z −i dt =

i=−∞

∞
X

v̄n [i]z −i , ∀z ∈ C, n ∈ N ,

i=0
∞
X

lnk (φ[i])z −i dt, ∀k = 1, 2, 3, z ∈ C, n ∈ N .

i=0

These transforms are applied to linear model Eq. (2.4), and we obtain the following transfer
function:
LZ
V̄nZ (z)
n2 (z)
Z
, ∀z ∈ C, n ∈ N \1.
=
Tn (z) =
Z
Z
Ln1 (z) + LZ
V̄n−1 (z)
n3 (z)

(2.10)

Then DLCF is BIBO stable if and only if all poles to TnZ (z) (i.e., all complex roots to
Z
denominator LZ
n1 (z) + Ln3 (z)) are within the unit circle in the complex plane.
Given a BIBO stable DLCF, the next task is to investigate its asymptotic stability (or
string stability); i.e., how a perturbation at the lead vehicle is initially amplified across the
√
following upstream vehicles. Define j := −1, and define the discrete-time Fourier transform
jω
of time series lnk (φ[i]) as Lnk (ω) := LZ
nk (e ), where frequency ω ∈ (0, 2π]. Then the Fourier

transform of DLCF Eq. (2.4) yields the following frequency domain transfer function:
Tn (ω) := TnZ (ejω ) =

Ln2 (ω)
.
Ln1 (ω) + Ln3 (ω)

(2.11)

With this, we also obtain the linear gain of oscillation amplitude, i.e., the amplification ratio
of the frequency component ω, as formulated below:

Gn (ω) := |Tn (ω)| =

Ln2 (ω)
.
Ln1 (ω) + Ln3 (ω)

(2.12)

With this, DLCF is asymptotically stable if Gn (ω) < 1, ∀ω ∈ (0, 2π); i.e., all frequency
components get dampened.
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For comparison with stochastic models, we formulate the following equations on the
growth of traffic oscillation magnitudes across vehicles. Again let v̄1 be a white noise process
identical to v1 defined in Eq. (2.2). Further, define the oscillation magnitude of frequency ω
of v̄n by adapting the discrete-time Fourier transform as follows:

V̄n (ω) = lim

I→∞

I
X

√
v̄n [i]e−jiω / I

(2.13)

i=1

With this formulation, and V̄n (ω), ∀n ∈ N all have zero means and their power spectral
density functions, which describe how power of a time series, i.e., {v̄n [i]}, is distributed over
frequency, are formulated as:

¯ n (ω) = |Gn (ω)|2 :=
∆

n
Y

Gm (ω)2 σ12 , ∀n ∈ N , ω ∈ (0, 2π],

(2.14)

m=2

¯ n (ω) = σ12 when n = 1.
where ∆
Next, we will quantify the oscillation magnitude for {v̄n [i]} in the time domain as the exP
pected variance of this series, i.e., limI→∞ Ii=0 v̄n2 [i]/I. We will first show that this variance
equals E (limt→∞ v̄n2 [i]) in the following proposition.
Proposition 1. For time series {v̄n } specified by Eq. (2.2) and (2.4), if Eq. (2.4) is BIBO
P
stable, then each series {v̄n [i]} is ergodic and thus E (limi→∞ v̄n2 [i]) = limI→∞ Ii=0 v̄n2 [i]/I, ∀n ∈
N.
Proof: We will use induction to prove this statement.
Basis: It is apparent that series{v̄1 [i]} satisfies these conditions because limτ →∞ E (v̄1 [i]v̄1 [i + τ ])
= 0, ∀i.
Inductive Hypothesis: Assume{v̄k [i]} is ergodic, E (limi→∞ v̄k2 [i]) = limI→∞

PI

k=0

v̄k2 [i]/I

holds for a k ∈ N \N .
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Inductive Step: We will prove that the same condition holds for {v̄k+1 [i]} given DCLF
Eq. (2.4) is BIBO stable. Since DCLF Eq. (2.4) for n = k + 1 is BIBO stable, then
the corresponding impulse response function, denoted by h̄k+1 [i], shall decrease exponenP
tially as i increases from 0. Then we obtain limτ →∞ ∞
−∞ h̄k+1 [i]h̄k+1 [i + τ ] = 0 and thus
P
limτ →∞ E (v̄k+1 [i]v̄k+1 [i + τ ]) = limτ →∞ E (v̄k [i]v̄k [i + τ ])∗limτ →∞ ∞
−∞ h̄k+1 [i]h̄k+1 [i+τ ] = 0
P
where operator ∗ denotes the convolution operation, i.e., A[i] ∗ B[i] = +∞
j→−∞ A[j]B[i − j].

2
Further, since E (limi→∞ v̄k2 [i]) exists, E limi→∞ v̄k+1
[i] shall exist based on the linear formulation. Thus {v̄k+1 [i]}is ergodic and thus the stated condition holds for k + 1, too. This
completes the proof.
Einstein-Wiener-Khinchin theorem [69] states that “for a wide-sense stationary (WSS)
process, if it is ergodic, the power spectral density of the function with discrete values x[n] is
∞
X
rxx [k]e−i(2πf )k , where rxx [k] = E[x[n] ∗ x[n − k]] is the discrete autocorrelation
S(f ) =
k=−∞

function of x[n] and the asterisk denotes complex conjugate, which can be omitted if the random process is real-valued”. With the Einstein-Wiener-Khinchin theorem, this proposition
yields the following formulation for quantifying the time-domain speed variance:

¯ n := lim
∆

I→∞

I
X

v̄n2 [i]/I



= E lim

i=0

i→∞

v̄n2 [i]



1
=
2π

Z

2π

¯ n (ω)dω, ∀n ∈ N .
∆

(2.15)

0

The above equation provides a way to predict the propagation of traffic oscillation magnitudes from vehicle 1 through vehicle N for DCLF model Eq. (2.4) given the lead vehicle’s
speed profile.

2.2.2

Stochastic Model Analysis

Built on the results from the previous section in analyzing DLCF, this section conducts
stability analysis on SLCF Eq. (2.3). We first investigate local stability of SLCF. Since
Z
DLCF Eq. (2.4) is BIBO stable, every complex root of denominator LZ
n1 (z) + Ln3 (z) is
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within the unit circle on the complex plane. This indicates that the following system is also
BIBO stable:
ln1 (vn [i]) = ˆln [i] − ln3 (vn [i])
where lˆn is the input and vn is the output. SLCF Eq. (2.3) can be viewed as the above
system if ˆln [i] is set to be identical to ln2 (vn−1 [i]) + εn [i]. If vn−1 [i] is bounded, ln2 (vn−1 [i])
shall be bounded since every linear operator is assumed to be BIBO stable. Since εn [i] is
a bounded process, then ˆln [i] shall be bounded if vn−1 [i] is bounded. Therefore, the BIBO
stability of DLCF leads to the BIBO stability of SLCF.
Now we investigate the asymptotic stability and the related linear gain of SLCF. Similar
to Eq. (2.13), we define the following adapted Fourier transform for stochastic processes
{En }:
En (ω) := lim

I
X

I→∞

√
εn [i]e−jiω / I.

i=1

With this definition, it is easy to verify En (ω) follows a complex normal distribution (e.g.,
a normal distribution in the complex plane) with mean 0 and variance σn2 based on the law
of large numbers. Since processes{εn } are independent across different n values, processes
{En } shall be independent across different n values. This way, this adapted transform of
a white noise process preserves the time-domain variance of this white noise. Then after
the Fourier transform, we can obtain the frequency-domain equation for SLCF Eq. (2.3) as
follows:
Vn (ω) = Tn (ω)Vn−1 (ω) +

En (ω)
,
|Ln1 (ω) + Ln3 (ω)|

where Tn (ω) is defined in Eq. (2.11). Then with recursion, we obtain,

Vn (ω) =

n
Y
m=2

Tm (ω)E1 (ω) +

n
X

n
Y

m=2 m0 =m+1

Tm0 (ω)

Em (ω)
.
|Lm1 (ω) + Lm3 (ω)|
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This reveals that Vn (ω) is a summation of a number of independent zero-mean random
variables with complex normal distributions, which yields a zero-mean complex normallydistributed random variable as well. Its variance or power density can be formulated as:


¯ n (ω) + ∆
ˆ n (ω), ∀n ∈ N , ω ∈ (0, 2π],
∆n (ω) := E |Vn (ω)|2 = ∆

(2.16)

where
ˆ n (ω) :=
∆

n
X

n
Y

Gm0 (ω)2

m=2 m0 =m+1

2
σm
.
|Lm1 (ω) + Lm3 (ω)|2

Note that with this formulation, stochastic power density ∆n (ω) shall be always greater than
¯ n (ω), which implies that the added stochastic term always
deterministic power density ∆
exacerbates traffic oscillation.
Following this result, we will quantify oscillation for discrete time series {vn [i]} by its
P
variance over time, i.e.,limI→∞ Ii=0 vn2 [i]/I similar to the analysis for DLCF in the previous
section. We will first show that this variance equals E (limt→∞ vn2 [i]).
Proposition 2. For time series {vn } specified by Eq. (2.2) and (2.3), if the corresponding DLCF Eq. (2.4) is BIBO stable, then each series {vn [i]} is ergodic and thus
P
E (limi→∞ vn2 [i]) = limI→∞ Ii=0 vn2 [i]/I, ∀n ∈ N .
Proof: Again, we use induction to prove this statement.
Basis: It is apparent that series{v1 [i]} satisfies these conditions.
Inductive Hypothesis: Assume {vk [i]} is ergodic and thus


E lim

i→∞

vk2 [i]



= lim

I→∞

I
X

vk2 [i]/I for some k ∈ N \N.

k=0

Inductive Hypothesis: We will prove the same conditions hold for {vk+1 [i]} given DCLF
Eq. (2.4) is BIBO stable. For given {vk [i]}, we can decompose {vk+1 [i]} as {ṽk+1 [i] + k+1 [i]}
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such that
ln1 (ṽk+1 [i]) = ln2 (vk [i]) − ln3 (ṽk+1 [i]) ,

(2.17)

ln1 (k+1 [i]) = εk+1 [i] − ln3 (k+1 [i]) .

(2.18)

Following the same analysis in the proof to Proposition 1, we can show that {ṽk+1 [i]}

P
2
2
is ergodic and E limi→∞ ṽk+1
[i] = limI→∞ Ik=0 ṽk+1
[i]/I based on the structure of Eq.
(2.17). Further, note that Eq. (2.18) is also a linear system where {εk+1 [i]} is the input
and {k+1 [i]} is the output. The local stability of DLCF Eq. (2.4) also indicates the local
stability of Eq. (2.18) since both of their transfer functions have the same roots. It is obvious that input white noise{εk+1 [i]} is ergodic. Therefore, the same analysis again shows

P
that {k+1 [i]} is ergodic and E limi→∞ 2k+1 [i] = limI→∞ Ik=0 2k+1 [i]/I. Therefore, series
vk+1 [i] is ergodic since it is the superposition of two ergodic series. Further, since {ṽk+1 [i]}


2
2
and {k+1 [i]} are independent, we obtain E limi→∞ vk+1
[i] = E limi→∞ ṽk+1
[i] + 2k+1 [i] =
P
P
2
[i] + 2k+1 [i]/I = limI→∞ Ik=0 vk+1 /I. This completes the proof.
limI→∞ Ik=0 ṽk+1
With this result and the Einstein-Wiener-Khinchin theorem [69], similar to Eq. (2.15), we
obtain the following estimation formulation of the time-domain speed variance as a measure
of oscillation propagation magnitude for SLCF Eq. (2.3):

∆n : = lim

I
X

I→∞

=

2.2.3

1
2π

i=0
Z 2π

vn2 [i]/I




= E lim

i→∞

vn2 [i]



1
=
2π

Z


¯ n (ω) + ∆
ˆ n (ω) dω, ∀n ∈ N .
∆

2π

∆n (ω)dω
0

(2.19)

0

Homogeneous Stochastic Case

This section investigates the homogeneous special case of SLCF where all vehicles are
assumed to be identical, i.e., lnk = lk , ∀k = 1, 2, 3, n ∈ N and σn = σ, ∀n ∈ N \1 where lk
is a linear operator and σ is a constant. This case is actually representative to commonly
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observed traffic platoons consisting of similar vehicles following each other. Due to the
homogeneous setting, the analysis can be further simplified to reveal analytical insights. In
this case, we can simplify the following terms as follows:

Ln1 (ω) = L1 (ω), Ln2 (ω) = L2 (ω),

Ln3 (ω) = L3 (ω), En (ω) = E(ω), ∀n ∈ N , ω ∈ (0, 2π],
Gn (ω) = G(ω) :=

L2 (ω)
, ∀n ∈ N \1, ω ∈ (0, 2π].
L1 (ω) + L3 (ω)

(2.20)
(2.21)

For formulation simplicity, we further define

H(ω) :=

σ
, ω ∈ (0, 2π].
|L1 (ω) + L3 (ω)|

(2.22)

By plugging Eq.(2.21) and Eq.(2.22) into Eq.(2.14) and Eq.(2.16), we can obtain the power
density functions for the homogeneous case as follows:

¯ n (ω) = (G2 (ω))n−1 σ 2 , ∀n ∈ N , ω ∈ (0, 2π],
∆
1
ˆ n (ω) = H 2 (ω)
∆

n
X

(G2 (ω))n−m = H 2 (ω)

m=2

∆n (ω) = (G2 (ω))n−1 σ12 + H 2 (ω)

1 − (G2 (ω))n−1
, ∀n ∈ N , ω ∈ (0, 2π],
1 − G2 (ω)

1 − (G2 (ω))n−1
, ∀n ∈ N , ω ∈ (0, 2π].
1 − G2 (ω)

(2.23)

(2.24)

(2.25)

Further, with Eq.(2.15) and Eq.(2.19), we can obtain the time-domain speed variances of
deterministic model and stochastic model for the homogeneous case as follows:
¯ n = 1 σ2
∆
2π 1

Z

2π

(G2 (ω))n−1 dω, ∀n ∈ N ,

(2.26)

0
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1
∆n =
2π

Z
0

2π



1 − (G2 (ω))n−1
2
2
n−1 2
(G (ω)) σ1 + H (ω)
dω, ∀n ∈ N .
1 − G2 (ω)

(2.27)

Then we will investigate the analytical properties of these measures.
¯ n (ω) is monotonic decreasing and
Proposition 3. For an asymptotically stable DLCF,∆
¯ n (ω) → 0 when n → ∞, ∀ω ∈ (0, 2π].
convex over n , and ∆
Proof: With Eq.(2.23), it is easy to know that for asymptotically stable DLCF with G(ω) <
¯ n (ω) is decreasing as n increases. Also, in this
1, ∀ω ∈ (0, 2π), for fixed σ and each ω, ∆
¯ n (ω) → 0 when n → ∞. Eq.(2.23) also
case, the limit of (G2 (ω))n−2 as n → ∞ is 0, i.e., ∆
¯ n (ω) is an exponential function of n, and thus ∆
¯ n (ω) is convex over n.
indicates that ∆
¯ n is monotonic decreasing and convex
Corollary 1. For an asymptotically stable DLCF, ∆
¯ n → 0 when n → ∞.
over n, and ∆
To simplify the later description, we define


F (ω) := σ12 | L2 (ω) |2 − |L1 (ω) + L3 (ω)|2 + σ 2 , ω ∈ (0, 2π].

(2.28)

Proposition 4. When F (ω) > 0, ∆n (ω) is monotonic increasing over n, and if the
underlying DLCF is asymptotically stable, then ∆n (ω) is concave over n and ∆n (ω) →
σ2
|L1 (ω)+L3 (ω)|2 −|L2 (ω)|2

as n → ∞, ∀ω ∈ (0, 2π].

Proof: With Eq.(2.25), we can obtain:

∆n (ω) − ∆n−1 (ω) = (G2 (ω))n−2 [σ12 (G2 (ω) − 1) + H 2 (ω)], ∀n ∈ N \1.

(2.29)

Expanding this equation according to the definition of G(ω) Eq.(2.21) and H(ω) Eq.(2.22)
yields
2
2
2
σ
|
L
(ω)
|
−
|L
(ω)
+
L
(ω)|
+ σ2
2
1
3
∆n (ω) − ∆n−1 (ω) = (G2 (ω))n−2 1
.
|L1 (ω) + L3 (ω)|2
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When F (ω) = σ12 | L2 (ω) |2 − |L1 (ω) + L3 (ω)|2 + σ 2 > 0 holds, then ∆n (ω) − ∆n−1 (ω) > 0,
which means ∆n (ω) increases over n. With Eq.(2.29), we can also capture the difference
between the power density functions of vehicles n − 1 and n − 2:

∆n−1 (ω) − ∆n−2 (ω) = (G2 (ω))n−3 [σ 2 (G2 (ω) − 1) + H 2 (ω)].

With the above equation, it is obvious that if F (ω) > 0 holds, then σ 2 (G2 (ω) − 1) + H 2 (ω) >
0. For an asymptotically stable system, Ḡn (ω) < 1, ∀ω ∈ (0, 2π) holds, which indicates
(G2 (ω))n−2 > (G2 (ω))n−3 and thus ∆n (ω) − ∆n−1 (ω) > ∆n−1 (ω) − ∆n−2 (ω). This proves the
concavity of ∆n (ω) over n.
With Eq.(2.29), and based on the summation formula of geometric progression, we can
obtain:
∆n (ω) = (G2 (ω))n−1 σ12 + H 2 (ω)

1 − (G2 (ω))n−1
.
1 − G2 (ω)

When Ḡn (ω) < 1, ∀ω ∈ (0, 2π), the limit of (G2 (ω))n−1 as n → ∞ is 0. Therefore, we obtain

lim ∆n (ω) =

n→∞

H 2 (ω)
.
1 − G2 (ω)

By plugging Eq.(2.21) and Eq.(2.22) back into the equation above, the limit of ∆n (ω) as
n → ∞ is as follows:
σ2
lim ∆n (ω) =
.
n→∞
|L1 (ω) + L3 (ω)|2 − | L2 (ω) |2
Corollary 2. When F (ω) > 0, ∀ω ∈ (0, 2π], ∆n is monotonic increasing, and if the underlying DLCF is an asymptotically stable system,∆n is concave over n and
R 2π
1
σ2
∆n → 2π
dω when n → ∞.
0 |L (ω)+L (ω)|2 −|L (ω)|2
1

3

2

Actually, condition F (ω) > 0 is not stringent for a number of car-following models around
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dominating frequencies. Therefore, the above analysis theoretically explains that for stochastic car-following laws with some common parameter settings, the resulting traffic oscillation
growth pattern is concave across the vehicles from downstream to upstream, and the effect
of the random terms will be flattening out as the oscillation fully develops. This result is
consistent with some recent empirical observations and simulation results ([22], [70]).
Remark 1. In cases when the underlying DLCF is asymptotically unstable, i.e,. G(ω) >


2 (ω))1−n
will grow
1, we can see that the first term ∆n (w) = (G2 (ω))n−1 σ12 + H 2 (ω) 1−(G
G2 (ω)−1
unboundedly at an exponential rate. As a result ∆n shall also follow a similar exponential
growth pattern.
This will not happen to a realistic car-following model, and we just make this remark for
the completeness of the analysis.
Period is another critical measure for oscillation, which is the reciprocal of the frequency.
Since we describe the oscillation over frequency ω ∈ [0, 2π] in the frequency domain, we will
discuss on frequency instead of period by importing extra variable or formulas. Note that
a frequency ω corresponds to a period of 2πδ/ω. Although this is not the period of the
traffic wave but the period as seen from the driver in the comoving (Lagrangian) frame of
reference. The actual dominating period of the linear waves in the stationary (Euler) system
correspondingly is consistent with the physical reality of how traffic moves. Among all the
frequencies, we will next investigate how the dominating frequency, where most oscillation
power falls, varies from each other vehicle. It is a well-known result that a DLCF has a unique
dominating frequency arg maxω∈(0,π] |G(ω)| regardless of the vehicle index; i.e., amplification
of traffic oscillation amplitude does not have any impact to oscillation period in DLCF. We
want to investigate whether the same thing holds for SLCF. The dominating frequency for
vehicle n, denoted by ωn∗ , is the frequency where the corresponding power density is the
highest, i.e., ∆n (ωn∗ ) ≥ ∆n (ω), ∀ω ∈ (0, π] (a tie can be broken arbitrarily). We focus on
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the models with an asymptotically stable DLCF, and the following analysis shows that with
certain general conditions, ωn∗ decreases from downstream to upstream as n increases.
Proposition 5.

For a SLCF with an underlying asymptotically stable DLCF, ωn∗ ≤

∗
, ∀n ∈ N \1 if the following conditions hold:
ωn−1

(i) F (ω) > 0.
(ii) G(ω) is differentiable everywhere and decreasing over ω ∈ [0, ω̄ ∗ ] where ω̄ ∗ is a
sufficiently large frequency greater than all{ωn∗ } values.
(iii) H(ω) is differentiable everywhere and follows a unimodal increasing-decreasing pattern for ω ∈ [0, ω̄ ∗ ].
(iv) ∆n (ω) for all n ∈ N follows a unimodal increasing-decreasing pattern for ω ∈ [0, ω̄ ∗ ].
Proof: Based on formula Eq. (2.25), ∆n (ω) can be formulated as the following recursive
formula:
∆1 (ω) = σ12 , ∀ω ∈ (0, 2π],
∆n (ω) = A(ω)∆n (ω) + B(ω), ∀ω ∈ (0, 2π], n ∈ N \1.
where A(ω) = G2 (ω) and B(ω) = H 2 (ω). Then we prove the proposition with induction.
Basis: Since ∆1 (ω) is a constant, we can set ω1∗ to the maximum point of H(ω) and
therefore Ḃ(ω1∗ ) = 0. Then let’s investigate the derivative of ∆2 (ω) at ω1∗ :
˙ 2 (ω1∗ ) = Ȧ(ω1∗ )∆1 (ω1∗ ) + A(ω1∗ )∆
˙ n (ω1∗ ) + B(ω1∗ )
∆
= Ȧ(ω1∗ )∆1 (ω1∗ ).
˙ 2 (ω1∗ ) ≤ 0. Then based on condition (iv), we obtain
Based on condition (ii), we obtain ∆
ω2∗ ≤ ω1∗ .
∗
∗
Inductive Hypothesis: Assume ωn−1
≤ ωn−2
≤ · · · ≤ ω1∗ hold for a n ∈ N \{1, 2}.
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∗
Inductive Step: Then we investigate the derivative of ∆n (ω) at ωn−1
for any n ∈ N \1:

∗
∗
∗
∗
˙ n (ωn−1
).
) + Ḃ(ωn−1
)∆n−1 (ωn−1
) = Ȧ(ωn−1
∆

˙ n (ω ∗ ), we first investigate ∆
˙ n−1 (ω ∗ ):
To examine the value of ∆
n−1
n−1
˙ n−1 (ω ∗ ) = Ȧ(ω ∗ )∆n−2 (ω ∗ ) + A(ω ∗ )∆
˙ n−2 (ω ∗ ) + Ḃ(ω ∗ ) = 0.
∆
n−1
n−1
n−1
n−1
n−1
n−1
∗
∗
˙ n−2 (ωn−1
)≥0
) ≥ 0 (from the induction hypothesis and condition (iv)) and A(ωn−1
Since ∆
∗
∗
∗
) ≤
)∆n−2 (ωn−1
) + Ḃ(ωn−1
(from the definition of A(ω) as a squared term), then Ȧ(ωn−1
∗
∗
) (from condition (i) and Proposition 4) and
) ≤ ∆n−1 (ωn−1
0. Further, since ∆n−2 (ωn−1
∗
˙ n−1 (ω ∗ ) = Ȧ(ω ∗ )∆n−1 (ω ∗ ) +
) ≤ 0 (from condition (ii)), then we obtain ∆
Ȧ(ωn−1
n−1
n−1
n−1
∗
∗
∗
∗
Ḃ(ωn−1
) ≤ Ȧ(ωn−1
)∆n−2 (ωn−1
) + Ḃ(ωn−1
) ≤ 0. Then based on condition (iv), we obtain
∗
ωn−1
≤ ωn∗ .

Proposition 6. For a SLCF with an underlying asymptotically stable DLCF,
σ2
2
2.
ω∈(0,π] |L1 (ω) + L3 (ω)| − |L2 (ω)|

lim ωn∗ = ω ∗ := arg max

n→∞

Proof: Since the underlying DLCF is asymptotically stable, then G(ω) < 1 and

lim ∆n (ω) =

n→∞

H 2 (ω)
σ2
=
.
1 − G2 (ω)
|L1 (ω) + L3 (ω)|2 − |L2 (ω)|2

This leads to the conclusion of this proposition.
Proposition 5 shows that SLCF can reproduce a very interesting phenomenon of oscillation frequency reduction (or oscillation period expansion) as oscillation develops from
downstream to upstream. This phenomenon has been observed in real-world traffic data as
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small perturbations merge into long oscillation cycles from downstream to upstream ([14],
[17]). This phenomenon yet cannot be explained by DLCF that only has a fixed dominating frequency arg maxω∈(0,π] |G(ω)|. Although Proposition 5 requires a number of conditions
on ∆n (ω) components, as illustrated in the numerical examples in Section 2.3, a number
of commonly used car-following models with proper parameter settings satisfy these conditions. Proposition 6 further shows the limit of the dominating frequency as the oscillation
grows. These results predict that the oscillation frequency produced by SLCF satisfying
these conditions will decrease across vehicles and converge to ω ∗ .

2.2.4

Non-stationary Cases

For simplification and the ease of understanding, the above formulations focus on the case
where the leading vehicle’s speed profile is stationary. Nonetheless, the proposed method is
applicable to non-stationary cases (i.e., the leading vehicle’s speeds vary dynamically) with
simple adaptation. For example, instead of Eq. (2.2), if the leading vehicle’s speed profile
in the skewed coordinate is defined as:

v1 [i] = f N (i) + ε1 [i], ∀i ∈ Z+

(2.30)

where f N is a generic nonlinear function with zero means in the analysis period (which can
be easily done by selecting proper mean speed v̄). Note that v1 [i] now can be decomposed
to a dynamic component f N (i) and a stationary stochastic component ε1 [i]. By defining the
first vehicle’s speed profile in such general non-stationary form, the proposed method will
be applicable to cases where traffic oscillation is triggered by non-stationary factors such as
lane-changing behavior or bottlenecks.
Since all the results in the above analysis are based on linear operators, they can be
conducted separately on these two components and then finally summed together. In this
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way, in the following analysis, σ12 will be just replaced with σ12 + |θ1 (ω)|2 where θ1 (ω) is
the frequency domain counterpart to f N (i) obtained from the Fourier transform. With this,
Eq. (2.25) simply becomes

1 − (G2 (ω))n−1
∆n (ω) = (G2 (ω))n−1 σ12 + |θ1 (ω)|2 + H 2 (ω)
, ∀n ∈ N , ω ∈ (0, 2π],
1 − G2 (ω)
Accordingly, Eq. (2.27) becomes
1
∆n =
2π
2.3

Z

2π

0



1 − (G2 (ω))n−1
2
2
n−1
2
2
(G (ω))
σ1 + |θ1 (ω)| + H (ω)
dω, ∀n ∈ N .
1 − G2 (ω)

Numerical Examples
This section will apply the above proposed frequency-domain analytical method to the

stochastic linear car-following models described in Section 2.1.2. We will experiment on both
homogeneous traffic where all vehicles follow the same car-following law and heterogeneous
traffic where vehicles follow a hybrid car-following law. For illustration purposes, we set
σ1 = cδ where c is a constant coefficient. This formulation of σ1 also ensures that the results
are insensitive to discretization interval δ. Note that since different car-following models
have different state variables (e.g., speed for first order models, acceleration for second order
models and location for zeroth order models). To keep the numerical illustrations concise,
we focus on cases where the impacts of the random processes {εn [i]}∀i to all vehicles are on
the same orders of magnitude. The following relationship between σn2 and σ12 is required:
• First-order linear model: Since the state variable is speed vn and σ1 also applies to
speed, we set
σn = σ1 , ∀n ∈ N \1.
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• Second-order linear models (including the linearized optimal velocity model, the linearized full velocity difference model, and the linearized cooperative adaptive cruise
control (CACC) model): Since the state variable is acceleration an while σ1 applies
to speed, we set σn to a value such that the impact of ε1 to vehicle 1’s acceleration
variance is similar to that of εn to vehicle n’s acceleration. We know in the investigated
models, the relationship between speed and acceleration is a1 [i] = (v1 [i] − v1 [i − 1])/δ.
This indicates V ar(a1 [i]) = (σ12 + σ12 )/δ 2 . To keep all acceleration variances σn2 consist
with the first vehicle’s acceleration variance, we set:σn2 = V ar(a1 [i]) =
i.e.,

2 2
σ , ∀n
δ2 1

∈ N \1;

√
2
σ1 , ∀n ∈ N \1.
σn =
δ

• Zeroth-order linear model: Since the state variable is location pn while ε1 applies
to speed, we set σn to a value such that the impact of ε1 to vehicle 1’s speed is
similar to that of εn to vehicle n’s speed. Note that the relationship between speed
and location for a vehicle is vn [i] = (pn [i] − pn [i − 1])/δ. Then we obtain vn [i] =
((pn−1 [i−dn ]+εn [i−dn ])−(pn−1 [i−1−dn ]+εn [i−1−dn ]))/δ. By reorganizing it as the
summation of a deterministic component and a random component, we obtain vn [i] =
p[i−dn ]−pn−1 [i−1−dn ]
δ

+

εn [i−dn ]−εn [i−1−dn ]
.
δ

Since the variance of the random component in


vn contributed by εn should equal σ12 , we obtain V ar εn [i−dn ]−εδn [i−1−dn ] = σ12 . This
leads to 2σn2 /δ 2 = σ12 . With this, we set
δ
σn = √ σ1 , ∀n ∈ N \1.
2
The following subsections will apply the proposed formulas and theorems into different
stochastic car-following models adapted from those introduced in Section (2.1.2). Subsections (2.3.1)-(2.3.5) investigate homogeneous models (i.e., all vehicles following the same
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car-following rule) and Subsection (2.3.6) investigates heterogeneous models (i.e., different
vehicles may use different car-following rules).

2.3.1

Stochastic First-order Linear Model

This section examines a stochastic extension of the deterministic first-order linear model
Eq. (2.5):
vn [i + d] = α (pn−1 [i] − pn [i]) + εn [i], ∀n ∈ N \1,

(2.31)

where α is a sensitive factor and d is the time lag. Apparently, since all these vehicles share
the same car-following law, this traffic is homogeneous. With this equation and Eq.(2.12),
we obtain
αδ

Gn (ω) :=

ejωd

−

ejω(d−1)

+ αδ

, ∀n ∈ N \1, ω ∈ (0, 2π].

For deterministic counterpart Eq. (2.5), Eq. (2.14) yields the corresponding speed frequency power density as

¯ n (ω) =
∆

2

αδ

!n−1
σ12 , ∀n ∈ N \1, ω ∈ (0, 2π].

ejωd − ejω(d−1) + αδ

With this, Eq.(2.15) yields the time-domain speed variance for this deterministic model as
¯ n = 1 σ2
∆
2π 1

Z

2π

0

2

αδ

!n−1
dω, ∀n ∈ N \1.

ejωd − ejω(d−1) + αδ

As an extension, for stochastic model Eq. (2.31), Eq. (2.16) yields speed frequency power
density as the following analytical function:

∆n (ω) =

2

αδ
ejωd

−

ejω(d−1)

+ αδ

!n−1
σ12 +
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n
X

n
Y

ejωd

m0 =m+1

m=2

2

αδ
−

ejω(d−1)

+ αδ

!

1 − e−jω
ejωd − ejω(d−1) + αδ

2
2
, ∀n ∈ N \1, ω ∈ (0, 2π].
σm

(2.32)
Following this, the time-domain speed variance can be analytically solved with Eq. (2.19)
as follows:
1
∆n =
2π
1
2π

Z

2π

0

n
X

(

n
Y

m=2 m0 =m+1

Z

2π

αδ
ejωd − ejω(d−1) + αδ

0

2

2

!n−1
σ12 dω+

1 − e−jω
)
ejωd − ejω(d−1) + αδ
ejωd − ejω(d−1) + αδ
αδ

!

2

2
σm
dω, ∀n ∈ N \1.

(2.33)
To verify these results, we compare them with the power densities and speed variances
from simulation. The simulation setting is described as follows. Set parameters as N =
15, δ = 0.2, d = 5, c = 1, α ∈ [0.4, 0.7, 0.9] . Since this is the first-order model, we set
σn = σ1 = δ. The initial conditions are set as Eq. (2.1) when the simulation starts.
We run the simulation for M = 2000 iterations. In every iteration m ∈ [1, · · · , M ], we
generate random variables {εn [i]} with a different random seed, and then update vehicle
states with Eq. (2.31) to generate vehicle trajectories from i = 1, 2, · · · , I where I is the
simulation ending time and we set I = 1000. Let vnm [i] denote the value of speed vn [i] in the
mth iteration. For each iteration m, the frequency component of speed sequence {vnm [i]} at
frequency ω can be measured by the following equation based on the discrete-time Fourier
transform:
Ṽnm (ω)

P4I/5
:=

i=1

vn [i + I/5]e−jiω
p
, ∀n ∈ N , ω ∈ (0, 2π]
4I/5

(2.34)

where we omit the first fifth of the speed sequence to eliminate the effect of the initial
transition from the steady states to oscillation. After all these iterations, the power density
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function can be estimated with the mean of squared Ṽnm (ω):
PM

m=1

˜ n (ω) :=
∆

Ṽnm (ω)
M

2

, ∀n ∈ N , ω ∈ (0, 2π].

(2.35)

Further, we can directly measure the time-domain speed variance from the simulation results
as
˜n =
∆

m=1

P4I/5

(vn [i + I/5])2
∀n ∈ N .
4M I/5

i=1
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Figure 2.1: Results for the stochastic first-order linear model with α = 0.4
We first investigate the case with α = 0.4. According to [71], since now αdδ = 0.4 ≤ 1/2,
then the underlying deterministic first-order model (2.5) is asymptotically stable. Figure
˜ n (ω) for
2.1(a) compares the analytical power density ∆n (ω) and simulated power density ∆
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n = 2, 3, 4 and ∞ (while vehicle 1’s results are omitted because they are always identical to
one) across frequency spectrum ω ∈ (0, π] (while the plots for ω ∈ (π, 2π] should be symmetric, which is a property of the Fourier transform). We can see that for all these vehicles,
the analytical results well overlap with the simulated results across the whole frequency ω
spectrum. Minor errors exist because the analytical results investigate a stationary infinite
sequence while the simulation settings have to be finite and may include certain initial perturbations. Nonetheless, from the experiments, we see errors diminish as we increase simulation
length I and iteration number M . This implies that the analytical formulas well describe
the asymptotic oscillation characteristics from the simulation. Figure 2.1(b) compares the
analytical and simulated results for the time-domain speed standard deviations for all fifteen
vehicles. Here we show that the standard deviations instead of the variances because the
literature (e.g., [22], [14]) uses the former more often in measuring traffic oscillation. Fig√
ure 2.1(b) shows that the analytical results ( ∆n ) well overlap with the simulation results
p
˜ n ). These consistencies between analytical predictions and simulation results verify the
( ∆
soundness of the proposed analytical formulas.
Next we compare deterministic model Eq. (2.5) and stochastic model Eq. (2.31) and
verify the presented theoretical results. We first investigate changes of oscillation magnitudes across vehicles. We can see from Figure (2.1)(a) that for each ω, as n increases, power
¯ n (ω) of deterministic model Eq. (2.5) is always smaller than 1 and monotonically
density ∆
decreases as well as approaches 0 as n → ∞. Figure (2.1)(b) shows time-domain speed stanp
¯ n of this deterministic model is also monotonic decreasing and convex
dard deviation ∆
¯ n → 0 when n → ∞. These observations accord with Proposition 3 and
over n , and ∆
Corollary 1. For stochastic peer Eq. (2.31), we set threshold frequency ω̄ ∗ to 0.6 according
to the frequency power density shapes in Figure (2.1)(a) such that frequencies with significant power density values fall in [0, ω̄ ∗ ]. From Figure (2.1)(c) shows that F (ω) > 0 holds
for all ω ∈ [0, ω̄ ∗ ]. Although this inequality is violated at some higher frequencies, these
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frequencies have low power density values and will not much impact the overall oscillation
√
magnitudes. Figure (2.1)(b) shows that time-domain speed standard deviation ∆n of the
stochastic model is monotonic increasing and concave over n, and further converges to limq R
2π
σ2
1
dω = 0.22 as n → ∞. These results are consistent with
itation 2π
0 |L (ω)+L (ω)|2 −|L (ω)|2
1

3

2

Proposition 4 and Corollary 2.
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Figure 2.2: Results for the stochastic first-order linear model (unstable)

Next, we investigate changes of the dominating frequency across vehicles. Apparently,
all the dominating frequencies, from vehicle n = 2 (around 0.2) to vehicle n = 15 (around
0.07), fall in [0, ω̄ ∗ ] (see Figure (2.1)(d)). Figure (2.1)(c) shows that F (ω) > 0, G(ω) is
decreasing and H(ω) follows a unimodal increasing-decreasing pattern over ω ∈ [0, ω̄ ∗ ].
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Figure (2.1)(a) shows that ∆n (ω) follows a unimodal increasing-decreasing pattern over
ω ∈ [0, ω̄ ∗ ]. Thus all conditions in Proposition 5 hold. Meanwhile, we see from Figure
(2.1)(d) that dominating frequency ωn∗ of stochastic model Eq. 2.37 decreases over n and ωn∗
gets closer to arg maxω∈(0,π]

σ2
|L1 (ω)+L3 (ω)|2 −|L2 (ω)|2

= 0 as n increases. These are in accordance

with Propositions 5 and 6. Further, the asymptotic dominating frequency approaching 0
implies that with this model, the oscillation period will grow unbounded as the oscillation
propagates upstream.
Then we investigate the case with α = 0.7, which is asymptotically unstable because
αdδ = 0.7 > 1/2, and the results are shown in Figures 2.2 (a) and (b). We see that for all
measures, the simulation and analytical results well match with each other, which verifies
that our proposed analytical method is applicable at various sensitivity coefficients. Since
this system is asymptotically unstable, we can see the oscillation pattern is different from
the previous case. Figure 2.2(a) shows that even for deterministic model Eq. (2.5), the
power densities are more than one at some frequencies. Figure 2.2(b) plots the time-domain
p
¯ n firstly drops and then
speed standard deviations. For deterministic model Eq. (2.5), ∆
gradually increases. This is because when n is small, the speed profile starts from a random
sequence with all frequency components having comparable magnitudes, and model Eq.
(2.5) as a low-pass filter dampens high-frequency components, which leads to the initial
drop. As n further increases, the speed profile mainly preserves low-frequency components
around the dominating frequency, which will be amplified by model Eq. (2.5) eventually.
√
√
For stochastic model Eq. (2.31), ∆n is increasing all the time. Interestingly, ∆n firstly
shows a concave growth pattern similar to the previous asymptotically stable case, and later
it turns to a convex growing pattern since the exponential growth of the asymptotic unstable
car-following law now dominates its trend. Furthermore, Figures 2.2 (c) and (d) show the
results for the case with α = 0.9, which is even more asymptotically unstable compared with
the previous case. The results are similar to the previous case. One interesting difference
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is that now the exponential growth pattern of the unstable car-following law dominates the
p
√
¯ n and ∆n across all vehicles. These results from unstable models
growth trends of both ∆
are apparently not realistic since the real-world traffic oscillation cannot grow unboundedly.
To appropriately address this issue, we may need to consider nonlinear effects that would
be triggered and can then alter oscillation growth pattern when the oscillation magnitude
becomes significant. This would be an interesting future research topic.

2.3.2

Stochastic Linearized Optimal Velocity Model

This section examines a stochastic extension of the homogeneous version of the linearized
optimal velocity model Eq. (2.6):

an [i + d] = β (α (pn−1 [i] − pn [i]) − vn [i]) + εn [i].

(2.37)

Similar to the previous section, we obtain the following simple analytical formulas.

Gn (ω) :=

αβδ 2
, ∀n ∈ N \1, ω ∈ (0, 2π],
ejωd − 2ejω(d−1) + ejω(d−2) + αβδ 2 + βδ(1 − e−jω )

H(ω) :=

(1 − e−jω )δ
σm , ω ∈ (0, 2π].
ejωd − 2ejω(d−1) + ejω(d−2) + αβδ 2 + βδ(1 − e−jω )

¯ n (ω), ∆
¯ n , ∆n (ω) and ∆n .
With these two formulas, we can easily obtain the results of ∆
These analytical results are compared with the simulation results. The simulation is
conducted with the simulation approach in the previous section except that car-following
law Eq. (2.37) is used instead. In these experiments, we set N = 15, δ = 1, d = 1, c =
1, β = 1/1.4 and vary α ∈ [0.3, 0.9, 1.2] in the following results. Since this is the second√
√
order model, we set σn = δ2 σ1 = 2, ∀n ∈ N \1. Figure 2.3 shows the results for α = 0.3,
with which car-following law Eq. (2.37) is asymptotically stable. Again, Figures 2.3 (a)
and (b) show the consistence between analytical results∆n (ω), ∆n and simulation results
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˜ n (ω), ∆
˜ n , respectively, which again validates the proposed analytical formulas. Figures
∆
¯ n and ∆n again are consistent with the
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Figure 2.3: Results for stochastic linearized optimal velocity model with α = 0.3

predictions from Proposition 3, Corollary 1, Proposition 4 and Corollary 2. We see that
√
¯ n → 0. Figure 2.3 (c) joint with Figure 2.3 (a) show that
limn→∞ ∆n = 1.87 while limn→∞ ∆
the conditions in Propositions 5 are all satisfied, and Figure 2.3 (d) validates the reduction
pattern of dominating frequency ωn∗ predicted by Propositions 5. Proposition 6 predicts that
limn→∞ ωn∗ = 0, which again implies that the oscillation period grows unbounded.
Figures 2.4 (a) and (b) plot the results of the asymptotically unstable model with α = 0.9.
Similar to Figures 2.2 (a) and (b), the oscillation growth also presents concavity initially and
convexity later. If we keep increasing α to 1.2, we can see from Figures 2.4(c) and (d) that
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the oscillation growth is convex across all the vehicles, which is again consistent with the
previous results.
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Figure 2.4: Results for the stochastic linearized optimal velocity model (unstable)

2.3.3

Stochastic Linearized Full Velocity Difference Model

This section examines a stochastic extension of the linearized full velocity difference model
Eq. (2.7):

an [i + d] = β (α (pn−1 [i] − pn [i]) − vn [i]) + γ(vn−1 [i] − vn [i]) + εn [i].

(2.38)

40

Similar to the previous section, we can obtain the following simple analytical formulas and
¯ n (ω), ∆
¯ n , ∆n (ω) and ∆n .
the results of ∆
αβδ 2 + γδ(1 − e−jω )
, ∀n ∈ N \1, ω ∈ (0, 2π],
ejωd − 2ejω(d−1) + ejω(d−2) + αβδ 2 + (β + γ)δ(1 − e−jω )

H(ω) :=

(1 − e−jω )δ
σm , ω ∈ (0, 2π].
ejωd − 2ejω(d−1) + ejω(d−2) + αβδ 2 + (β + γ)δ(1 − e−jω )
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Figure 2.5: Results for stochastic linearized full velocity model with α = 0.4
We again compare these formulas with simulation with the following settings: N =
15, δ = 0.5, d = 2, c = 1, T = 1.4, γ = 0.2. We vary α ∈ [0.4, 0.6, 0.9], where α = 0.4 corresponds to an asymptotically stable model and the other two values correspond to asymp-
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totically unstable models. The simulation results are processes again with Eqs. (2.34)(2.36) except that we further increase I = 10, 000 to enhance the results. We again set
√
√
σn = δ2 σ1 = 2, ∀n ∈ N \1 for this second-order model. Figure 2.6 and Figure 2.6 plot the
results for an asymptotically stable system and two unstable systems with α = 0.4,α = 0.6,
and α = 0.7, respectively. Again, all these results are consistent with those in the previous
sections, which validates the corresponding analytical formulas and theoretical properties.
Note that for the asymptotically stable model, limn→∞ ωn∗ = 0.598 is a positive number,
which indicates that the oscillation period asymptotically grows to a finite value instead
with car-following rule (2.38).
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Figure 2.6: Results for the stochastic linearized full velocity model (unstable)
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2.3.4

Stochastic Linearized CACC Model

This section examines a stochastic extension of the linearized cooperative adaptive cruise
control (CACC) model Eq. (2.9):

an [i + d] = α(pn−1 [i] − pn [i] − µvn [i]) + γ(vn−1 [i] − vn [i]) + κa[i] + εn [i].

(2.39)

With our analytical results, we can obtain the following simple formulas and the results of
¯ n (ω),∆
¯ n , ∆n (ω) and ∆n for this model.
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Figure 2.7: Results for stochastic cooperative adaptive cruise control (CACC) model with
(α, µ) = (0.3, 2.5)
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αδ 2 + γδ(1 − e−jω ) + κ(1 − e−jω )2
, ∀n ∈ N \1, ω ∈ (0, 2π],
ejωd − 2ejω(d−1) + ejω(d−2) + αδ 2 + (αµ + γ)δ(1 − e−jω )
(1 − e−jω )δ
σm , ω ∈ (0, 2π].
ejωd − 2ejω(d−1) + ejω(d−2) + αδ 2 + (αµ + γ)δ(1 − e−jω )

H(ω) :=
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Figure 2.8: Results for the stochastic linearized cooperative adaptive cruise control
(CACC) model with (α, µ) = (0.6, 1.4) (unstable)
We again compare these formulas with simulation with the following settings: N =
√
√
15, δ = 0.5, d = 2, c = 1, γ = 0.2, κ = 0.1 and set σn = δ2 σ1 = 2, ∀n ∈ N \1 for this secondorder model, too. We vary (α, µ) ∈ [(0.3, 2.5), (0.6, 1.4)] where (α, µ) = (0.3, 2.5) corresponds
to an asymptotically stable model and (α, µ) = (0.6, 1.4) corresponds to an asymptotically
unstable model. The simulation results are processes again with Eqs. (2.34)-(2.36) except
that we further increase I = 50, 000 to enhance the results. The results in Figure 2.7 again
confirm the validity of proposed analytical formulas and Proposition 3,4,5,6 and Corollary
1,2. For comparison, Figure 2.8 plots the results for the asymptotically unstable model with
α = 0.6, µ = 1.4. The time-domain speed standard deviation of both deterministic model
Eq.2.9 and stochastic model Eq.2.39 are increasing convexly over vehicles.
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2.3.5

Stochastic Zeroth-order Linear Model

This section examines a stochastic extension of the zeroth-order model Eq. (2.8):

pn [i + d] = pn−1 [i] + εn [i].
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Figure 2.9: Results for the stochastic zeroth-order linear model

With Eq. (2.40), we obtain

Ln1 (ω) =

δ
δejdω
, Ln2 (ω) =
, Ln3 (ω) = 0.
−jω
1−e
1 − e−jω

With this, it is easy to obtain Gn (ω) = 1, ∀n ∈ N , π ∈ (0, 2π]. Then for the deterministic
counterpart Eq. (2.8), Eq. (2.14) yields speed frequency power density as

¯ n (ω) = σ12 = 1, ∀n ∈ N , π ∈ (0, 2π].
∆

With this, Eq. (2.15) yields that the time-domain speed variance for this deterministic model
should be
¯ n = 1, ∀n ∈ N .
∆
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This means that the deterministic zeroth-order model will neither amplify nor dampen traffic
oscillation but instead will pass it on across vehicles without changing its magnitude. This
implies that Model Eq. (2.40) is not asymptotically stable and thus we will not test the
proposed theorems for asymptotically stable models here.
Further, for stochastic model Eq. (2.40), Eq. (2.16) yields speed power density as the
following analytical function:

∆n (ω) = 1 + (n − 1)c2 1 − e−jω

2

= 1 + (n − 1)c2 (2 − 2 cos(ω)) , ∀n ∈ N , π ∈ (0, 2π]. (2.41)

Following this, the time-domain speed variance can be analytically solved with Eq. (2.19)
as follows:
1
∆n =
2π

Z

2π



1 + (n − 1)c2 (2 − 2 cos(ω)) dω = 1 + 2(n − 1)c2 , ∀n ∈ N .

(2.42)

0

In order to verify these analytical equations, we conduct similar simulation. We set
N = 15, δ = 0.2, d = 5, c = 1. Since this is the zeroth-order model, we set σn =
√
2
, ∀n
2

√δ σ1
2

=

∈ N \1. Figures 2.9(a) and2.9(b) show that the simulated results are consistent with

the analytical results for both power density and the time-domain speed standard deviations.
Figure 2.9(a) shows that the deterministic model Eq. (2.8) exactly preserves the oscillation
magnitude across vehicles. However, these results for stochastic model Eq. (2.40) show that
random errors are accumulated across vehicles and thus the oscillation magnitude grows from
downstream to upstream. From Eq. (2.41) and Figure 2.9(a), we see that higher frequency
components have higher power densities. This indicates the growth of traffic oscillation of this
model mostly comes from accumulation of high-frequency noise rather than low-frequency
periodic oscillation patterns that are observed in real-world data [16]. From Eq. (2.42) and
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Figure 2.9(b), we see that the growth of the speed variance is linear or the growth of its
standard deviation is convex across vehicles.

2.3.6

Heterogeneous Case

The previous five cases are all homogeneous cases. In order to illustrate the applicability
of the proposed analytical method to heterogeneous car-following models, we consider the
following setting specifying mixed traffic including both CACC vehicles and human-driven
(HD) vehicles. Let N1 denote the set of CACC vehicles and N2 the set of HD vehicles.
Apparently, N1 ∪ N2 = N , N1 ∩ N2 = ∅. Define CACC market penetration ratio P R :=
|N1 | /N . Let the CACC vehicles abide by car-following rule (2.39) and the HD vehicles abide
by car-following rule (2.38), as specified below:



ān [i + d] = αCACC (p̄n−1 [i] − p̄n [i] − µv̄n [i]) + γ(v̄n−1 [i] − v̄n [i]) + κān−1 [i] + εn [i], ∀n ∈ N1 ;



ān [i + d] = β αHD (p̄n−1 [i] − p̄n [i]) − v̄n [i] + γ(v̄n−1 [i] − v̄n [i]) + εn [i],

∀n ∈ N2 .
(2.43)

We investigate similar results with the same approach as the previous subsections. Set
N = 30, δ = 0.5, d = 2, c = 1, αCACC = 0.2, αHV = 0.4, β = 1/1.4, γ = 0.3, µ = 3.3, κ = 0.1.
These parameter values are selected in this way such that the CACC vehicles can relatively
√

dampen traffic oscillation as compared with the HD vehicles. In default, we set σn = δ2 σ1 =
√
2, ∀n ∈ N \1 since both models are second-order. The default P R value is set as 1/2. With
this P R value, for every two vehicles, the first is HD and the second is CACC.
Figure 2.10 shows the default results from both analytical equations and numerical simulation. We see that the analytical results well overlap with the simulated results across all
frequencies for power density and across all vehicles for speed standard deviation, even if
this is a heterogeneous case. Besides, the overall traffic oscillation of the deterministic model
is decreasing while that of the stochastic model Eq. (2.43) is increasing yet bounded overall.
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Figure 2.10: Results for heterogeneous case with P R =

1
2

Figure 2.10(b) also shows that each HD vehicle amplifies the oscillation while each CACC
vehicle relatively brings down the oscillation magnitude.
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Figure 2.11: Comparison of time-domain speed standard deviations for heterogeneous
cases: case 0 with P R = 21 , case 1 with P R = 15 , and case 2 with P R = 45 .

Then we study the effects of the P R value. Figure 2.11 plots the results for three
different P R values, where cases 0, 1 and 2 corresponds to P R = 1/2, 1/5, 4/5, respectively.
When P R = 1/5, for every five vehicles, the first four vehicles are HD and the fifth one is
CACC. When P R = 4/5, the first vehicle is HD and the following four vehicles are CACC.
These results show that the a higher market penetration ratio means more CACC vehicles
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damping traffic oscillation and thus yields a lower overall traffic oscillation magnitude. This
illustrates how to utilize the proposed analytical equations to investigate the effect of CACC
in dampening traffic oscillation at different market penetration ratios.
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cases: case 0 with σn = δ σ1 , case 3 with σn = 0.8 δ σ1 , and case 4 with σn = 0.5 δ2 σ1 .

Next we investigate the effect of noise magnitude in CACC control, which may vary depending on the maturity of the CACC technology. In car-following model (2.43), this control
noise corresponds to term εn , ∀n ∈ N1 . We set P R at its default value 1/2 in the following
experiments. Similarly, we compare three cases, where case 0 is the default setting, case 3
√

corresponds to lower control noiseσn = 0.8

2
σ , ∀n
δ 1

∈ N1 and case 4 corresponds to even

√

lower control noise σn = 0.5

2
σ , ∀n
δ 1

∈ N1 . Figure 2.12 shows the results. Interestingly, we

see that lower CACC control noise corresponds to more effective traffic oscillation dampening. This illustrates how the proposed method can help evaluate the effects of CACC control
features in dampening traffic oscillation.
Overall, these results imply that if we can promote deployment of emerging autonomous
vehicle technologies and improve their control precision, highway traffic may become more
stable and smoothed.
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2.3.7

Impact of Nonlinearity

While the proposed method focuses on the linear state where nonlinear characteristics
have not dominated during the traffic oscillation propagation, it is interesting to investigate
the impact of the nonlinearity in the model as the oscillation grows. We use the original
optimal velocity model, one well-known nonlinear car-following model, as an example to
investigate whether it is valid to use the linearization assumption investigating oscillation
growth in the initial stage.
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Figure 2.13: Results for comparison between the nonlinear and linearized optimal velocity
models

The nonlinear optimal velocity model [72] in the skewed coordinate system can be specified as:

pn−1 [i] − pn [i]
= α∆s tanh
,
∆s

an [i + d] = β vnopt [i] − vn [i] + εn [i],

vnopt [i]



where ∆s = 15 controls the nonlinearity of the model, and the parameter values are set
consistent with those in Eq. (2.37) specified in Section 2.3.2. This way, it is obvious that
linearizing the above model at pn−1 [i] − pn [i] = 0 (equivalent to setting s0 → ∞) yields
exactly linear model Eq. (2.37). With this, we conduct computer simulation to measure
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the speed standard deviation from the nonlinear model, denoted as

q
˜ N . Figures 2.13 (a)
∆
n

and (b) plot the speed standard deviation comparison results for the asymptotically stable
case with α = 0.3 and asymptotically unstable case with α = 0.9. We use green stars here
to show the simulated results from the nonlinear optimal velocity model. In both Figures
2.13(a) and (b), we can see that, at the initial stage of the oscillation growth (e.g., the first
8 vehicles), the standard deviations from both nonlinear (green stars) and linear (wide red
curve) models model almost overlap with each other, which verifies that it is legitimate to
use linear models to inspect traffic oscillation growth in the initial stage. In the asymptotically stable case, even as oscillation further develops upstream, the results from both models
are very consistent, this is simply because as the limiting standard oscillation magnitude
√
(lim ∆n ) is still not large enough to trigger dominating nonlinear effect. However, in the
asymptotically unstable case, as the oscillation further grows upstream, the linear model result grows exponentially in an unbounded manner, while the nonlinear effect in the nonlinear
model starts to dominate and bound the oscillation magnitude from exponentially growing.
Therefore, it is an interesting future research topic to propose a method that analytically
evaluates oscillation growth for stochastic nonlinear car following models (particularly for
those asymptotically unstable), e.g., by integrating this study with the describing-functionbased nonlinear model analysis approach proposed in [14]. Besides, we can also see the
differences between the deterministic models (the thin blue curves) and these two stochastic
models are much greater than those between the two stochastic models even in the initial
stage, which suggests that the deterministic models are inappropriate to describe stochastic
driving behavior.
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2.4

Chapter Summary
This paper proposes a frequency-domain stability analysis method for linear stochas-

tic car-following models. This method extends traditional frequency-domain analysis tools
for deterministic models to stochastic car-following behaviors. It allows us to analytically
quantify speed variations of a stream of vehicles following one another according to certain
stochastic linear car-following laws. We theoretically and simulatively show that for homogeneous traffic, when the underlying deterministic linear car-following model is asymptotically
stable, the corresponding stochastic model yields a concave growth pattern of speed standard
deviations across vehicles from downstream to upstream, and their magnitudes converges to
a certain constant value. This is consistent with recent observations of traffic oscillation
growth patterns from field experimental data [70]. In addition, unlike deterministic linear
car-following models that only have a unique dominating frequency across all vehicles, we
prove that for the corresponding stochastic model with proper settings, the dominating frequency reduces, or the oscillation period grows, as oscillation propagates upstream, which is
more consistent with real-world observations ([14], [17]).
This method has been applied to a number of stochastic linear models adapted from wellknown car-following laws, including the classic linear model, the optimal velocity model, the
full velocity difference model, Newell’s model, and the CACC model. Both homogeneous and
heterogeneous traffic scenarios are investigated. The examples formulate analytical equations
describing oscillation development across the full frequency spectrum. The speed standard
deviations across all vehicles can be quantified as well. We plot oscillation development patterns for different parameter settings and draw insights into how the underlying deterministic
model stability affects the growth pattern of the corresponding stochastic model. The investigation on mixed traffic, combining conventional vehicles and CACC vehicles, reveals the
impact of emerging vehicle technologies on traffic oscillation. Overall, this proposed method
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is a parsimonious tool that can be applied to various stochastic models for traffic dynamic
analysis.
This study proposes the first method of its kind for a class of stochastic linear carfollowing models. We acknowledge that there is a limitation of the proposed method. That
is the method only targets at the linear state where nonlinear characteristics have not dominated, instead of the whole traffic oscillation propagation process. But we showed that
even for nonlinear car-following models, it is valid to use the linearization assumption investigating oscillation growth in the initial stage with the proposed method. And it can be
extended in future works. For example, this method can be potentially extended to nonlinear
stochastic models using the describing function method proposed in [13]. There are also a
number of directions to extend this work. It will be interesting to investigate stochasticity in
other forms, such as stochastic coefficients other than a separate term. Also, the proposed
analytical equations can be used to calibrate and identify appropriate models for describing
oscillation patterns observed in real-world traffic. Finally, this method can help devise new
control measures (e.g., trajectory control based on distributed connected automated vehicles)
for dampening traffic oscillation and smoothing highway traffic.
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Chapter 3
Traffic Control

This chapter proposes a dynamic data-driven control architecture that can address the
challenges in the existing trajectory optimization models for CAV trajectory. The remainder
of this chapter is organized as follows. In Section 3.1, we state the typical problem we
investigate in this paper. Section 3.2 is devoted to the reinforcement learning approach of the
CAV trajectory optimization controller. Section 3.3 describes numerical studies and presents
the comparison between the proposed controller, empirical human-driven data, and CACC
controller, as well as sensitivity analysis of hyper-parameters of the controller. Conclusions
of this paper and discussions on future research directions are provided in Section 3.4.

3.1

Problem Statement
We consider a platoon of N vehicles, indexed as n ∈ N = {1, 2, ..., N0 , N0 + 1, N0 +

2, ..., N }, following each other on a one-lane highway segment without overtaking. There
are two types of vehicles: N0 ∈ N A ⊂ N is the AV in the platoon no matter what the
communicative level is, and n ∈ N N A ⊂ N if vehicle n is not an AV, e.g., a human-driven
vehicle (HV) or a CV. Note that N A ∪ N N A = N and N A ∩ N N A =

. The impact,

activated by N0 , the car and trajectory indicated in wider line in Figure (3.1), influences
{N0 + 1, N0 + 2, ..., N }, such as the three following cars and trajectories indicated in thinner
lines in Figure (3.1). This way, even the decentralized control of each AV leads to the overall
improvement of the whole platoon, as shown in Figure (3.1): the vehicle trajectories before
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the AV, i.e., the wider line, are oscillated while the AV’s trajectory is optimized and those
vehicles following the AV present smoother trajectories accordingly. If there are other AVs
in the traffic, each of them has an individual proposed controller to control its own trajectory
and thus effects on the following non-AVs to better shape their trajectories accordingly. The
impacts propagate until the next AV in the platoon.

Figure 3.1: Problem statement

3.2

Reinforcement Learning (RL) System
Figure (3.2) illustrates how an RL system works in general. The RL system mainly

consists of five components: the agent, environment, state, action, and reward [73]. In this
paper, the AV acceleration controller is the agent. A model reflects how the traffic system
changes is the environment. Once the agent under the control of a policy π takes one action,
i.e. the AV implements an acceleration selected by the controller from action space, i.e.,
at ∈ A where A is the set of possible actions, the environment reacts to that action by
updating its state from st to st+1 and outputting a reward rt reflecting the action effects.
States belong to a finite set of states of the environment S. The system is mathematically
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modeled as a discrete time, finite horizon Markov decision process (MDP), i.e., a 4-tuple
(S, A, Pa , Ra ). Pa is the probability that action a in state s at time t will lead to state s’ at
time t+1, defined as Pa (s, s0 ) = Pr(st+1 = s0 | st = s, at = a) and the corresponding reward is
rt = Ra (s, s0 ) [74]. The reward value includes both the effective gains and penalties to shows
how well the action is toward the optimization objectives and whether the action violates any
constraints. The agent’s action selection is modeled as a map called policy:π : A × S → [0, 1],
π(a, s) = Pr(at = a | st = s). The policy map gives the probability of taking action a when
in state s. In this paper, we use non-probabilistic policies to select the action that should be
taken in a certain state. Through the learning process, beneficial actions will be encouraged
and penalized actions will be avoided so that the system can obtain the best policy to choose
actions to take. That is to say, the controller learns an optimal policy π∗ for the MDP, so
that for each state s ∈ S we will know a best possible action π ∗(s) ∈ A to take. The detailed
definitions of the state, action, and reward are explained in the following sections.

Figure 3.2: Reinforcement learning components illustration

3.2.1

Action Space

In the proposed system, the action space A is the set of possible accelerations. In the
real world, there are acceleration limits for implementation with respect to vehicle dynamics
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and the driving comfort, i.e., the maximum acceleration amax the minimum amin . That is to
say a ∈ A := [amin , amax ].
3.2.2

State Space

Consider N L preceding vehicles’ information, indexed as n ∈ N L = {N0 − N L , ...N0 −
2, N0 − 1}, which will be used in the system for the trajectory control of AV N0 (vehicle
N0 − 1 is the closest one and vehicle N0 − N L is the fairest one). These preceding vehicles
may not be consecutive and it adapts according to the communicative abilities. If the AV
can only observe the preceding vehicle in front of it with on-board sensors, N L = 1. If the
communication ability of the AV is limited to the V2V function to obtain data from some
of the preceding vehicles, only the information of preceding vehicles with V2V functions is
available, as shown in the Figure 3.3 (a). Otherwise, when V2I devices are quipped to the car
and roadside infrastructures, all the preceding vehicles’ data is available in the observation
range of the infrastructure, as shown in the Figure 3.3 (b). The indexes on the left of the
vehicle platoon refer to the vehicles’ indexes in the preceding vehicle platoon and those on
the right indicate their physical index in the vehicle platoon. Denote the time window length
of historical data used in the system as T I . Thus, the time set of the state can be described
as T S = {t − T I , ..., t − 2, t − 1, t}. The time window may be heterogeneous in the real world
depending on the data storage capacity. For simplification of notation and understanding,
we assume the time window for all vehicles are the same which does not lose generality.
Also, denote the speed, acceleration, and the location of each vehicle as vn,t , an,t , and xn,t ,
where n ∈ N S = N L ∪ {N0 }, and t ∈ T S . Write the state at time t , including all the three
variables for all the vehicles considered and during the whole time window, in the following
format:
st = [xN0 −N L ,t−T L , vN0 −N L ,t−T L , aN0 −N L ,t−T L , xN0 −N L +1,t−T L , vN0 −N L +1,t−T L , aN0 −N L +1,t−T L ,
..., xN0 ,t−T L , vN0 ,t−T L , aN0 ,t−T L , xN0 −N L ,t−T L +1 , vN0 −N L ,t−T L +1 , aN0 −N L ,t−T L +1 ,
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..., xN0 ,t−T L +1 , vN0 ,t−T L +1 , aN0 ,t−T L +1 , xN0 −N L ,t , vN0 −N L ,t , aN0 −N L ,t ,
..., xN0 ,t , vN0 ,t , aN0 ,t ]
This setting provides a general format for the problem. The controller adapts to various
data sizes and structures of the temporal and spatial information, which suits the heterogeneous AVs in the near future market.

Figure 3.3: Illustration of preceding vehicle indexes

3.2.3

Reward Function

The reward function definition in the reinforcement learning method is closely related
to the optimized objective of the problem. With replacing human drivers with CAVs, no
matter partially or entirely, we aim to optimize both individual driver’s experience and
overall traffic performance with the programmable robots where driving algorithms can be
flexibly customized and accurately executed. Depending on the metrics of interest, the
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reward function can include total travel efficiency, traffic capacity, vehicular emission, etc.
Researchers in the transportation engineering field have hatched a fabulous future of utilizing
CAV to improve overall traffic. However, when discussing the implementation of innovative
CAV technologies, the safety issue comes first among the deep concerns. In this paper, we
take safety as the priority to verify the possibility of practically employing CAVs. At the
same time, we also take the driving comfort and efficiency into account and construct it as
a multiple-objective problem.

Figure 3.4: Illustration of safety constraints

We consider one of the most rigorous safety constraint as the criteria. As Figure 3.4
shows, we aim to guarantee that even when the preceding vehicle brakes sharply at tbrake ,
i.e., with the maximum deceleration in human driving ahv
max , the following vehicle (the AV)
in the platoon will not collide with the preceding car with the desired maximum deceleration
amax . That is to say, the gap gstop between these two vehicles when they stop at tstop should
be greater than 0. Here we set it in a more conservative way by requiring gstop greater than
a desired spacing gmin , as defined in Equation 3.1.
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2
gstop := xN0 −1,tbrake + vN0 −1,tbrake ∗ (tstop − tbrake ) + 21 ahv
max ∗ (tstop − tbrake ) −

1
(xN0 ,tbrake + vN0 ,tbrake ∗ (tstop − tbrake ) + amax ∗ (tstop − tbrake )2 ) > gmin
2

(3.1)

Once the AV violates this safety constraints, a penalty should be added to the reward
value. Assigning reward values is a vital and non-trivial task.

Fixed values make the

problem non-convex and then there is no guarantee to converge to an optimal policy. We
define continuous functions to reflect the constraints and to calculate the associated reward
rg , with the similar format of Intelligent Driver Model (IDM) [75], as shown below, where
βg , δg are the parameters indicating the weights of safety in the overall reward function. Set
βg as negative and δg as positive to reflect the adverse effects as the goal of the reinforcement
learning controller is to maximize the rewards.

rg = βg ∗ (gmin − gstop )δg , gstop > gmin

(3.2)

Further, velocities are circumscribed by safety concerns and physical environment. Let
vmax and vmin denote the maximum and minimum velocities respectively. Their values are
assigned according to the speed limits on the road, accessible with the Global Positioning
System (GPS) equipment in cars. Penalty reward rv related to velocity v beyond the range
[vmin , vmax ] are calculated as:

rv =




β

vmax

∗ (v − vmax )δvmax , v > vmax



βvmin ∗ (vmin − v)δvmin ,

(3.3)

v < vmin

Similarly, βvmax , δvmax , βvmin , δvmin are parameters. βvmax , βvmin should be negative values
while δvmax , δvmin are positive integers as violating the constraints above leads to negative
rewards.
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Vehicle dynamics and driving comfort set the boundary for the maximum and minimum
accelerations amax and amin , which also regulates the safety of driving. Penalties ra related
to acceleration a beyond the range [amin , amax ] are computed as:

ra =




β

amax

∗ (a/amax )δamax , a > amax



βamin ∗ (amin /a)δamin ,

(3.4)

a < amin

where βamax , δamax , βamin , δamin are parameters. Similarly, βvmax , βvmin are set as negative
values and δvmax , δvmin are set as positive values respectively to show the penalties of violating
acceleration limits toward the rewards.
Besides safety, we aim to optimize the travel efficiency measured by the long term travel
distance. Denote the time length for computing rewards as T R = {t + 1, t + 2, ..., t + T R }.
The reward for travel distance rd can be define as Equation 3.5 shows. The parameter βd is
positive and present the weight of travel efficiency in the overall reward function.

rd = βd ∗ (xN0 ,t+T R − xN0 ,t )

(3.5)

At the same time, we can also consider the driving comfort. Here we simply use the
average of squared accelerations to indicate the driving uncomfortableness. The larger it is,
the more negative impacts should be added to the reward and the corresponding reward rf
with a negative parameter βf is described as:

rf = βf ∗

R
t+T
X

tt=t

a2N0 ,tt ∗

1
t + TR

(3.6)

The overall reward is the sum of all the aforementioned rewards during the investigated
time window:
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r=

R
t+T
X

(rg + rv + ra ) + rd + rf

(3.7)

tt=t

Note that though we adopt safety, travel efficiency, and driving comfort as the intended
objective in this study, other types of reward can be also easily adapted and fit into the
modeling framework.

3.2.4

Parameter Optimization Technique

For practical application, it is acceptable to not reach the global optimality. Instead,
a fast method for the policy search is more important. However, many RL algorithms are
essentially based on the classic Stochastic Approximation (SA) algorithm, known to converge
slowly for policy search [76]. Further, this problem is continuous with a noisy objective. The
popular method Q-learning does not fit this problem well. A suitable method for such
problems is the Cross-entropy method. It is a fined optimization method based on a general
Monte Carlo approach for continuous optimization and stochastic optimization [77]. Even
it cannot guarantee the global optimality, this optimization method was evidenced to be
useful for fast policy search ([78], [79], [80]). The essence of the Cross-entropy technique is
to take the top performers of guesses and use them as seeds for next round of guessing. The
mathematical description of using the Cross-entropy technique to tune the controller, i.e.,
to optimize the weights of the neural network, can be presented as the following steps:
• Step 1. Form a set of random policies Sπ . Initialize the best reward value as zero, i.e.,
R∗ = 0. Set iteration index i = 1.
• Step 2. In the i-th epoch, sample policies π1 , π2 , ..., πNπ from Sπ , where Nπ is a finite
integer.
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• Step 2. Evaluate the policies in the i-th epoch with the reward function R(π1 ), R(π2 ), ...,
R(πNπ ).
• Step 3. Pick the m elites πi1 , πi2 , ..., πim among the Nπ policies with the highest reward
values (m < Nπ ). If max(R(πi1 ), R(πi2 ), ..., R(πim )) > R∗ , set R∗ = max(R(πi1 ), R(πi2 ),
..., R(πim )) , and save the corresponding policy as π ∗ .
• Step 4. Stops if the variance of the rewards of the elites is smaller than the threshold,
i.e., std(R(πi1 ), R(πi2 ), ..., R(πim )) ≤  or the program reaches the iteration limit, i.e.,
i = imax . Otherwise, go to next step.
• Step 5. Refit Sπ to the elites πi1 , πi2 , ..., πim and their adaptions by adding random
noise to each elite. Set i = i + 1, and repeat from step 2.

3.2.5

Controller Structure

In this paper, we propose a dynamic controller for optimizing the trajectories of CAVs.
However, training the controller online from sketch is intractable and time-consuming due to
the computational burden of the extensive state space and the refined representation of the
environment for the reinforcement learning. Apart from the non-optimal or unstable results
due to the detained computation process, the insecurity of directly implementing in the real
traffic is undeniably another issue in the context of vehicle driving. Only if the controller
has been trained and learned to avoid dangerous behaviors from the penalty rewards can it
be applied to the real-world driving. We need a conservative method to make sure the CAV
is always under control of a satisfied policy and to avoid risky random explorations. The
triple-thread controller structure in Figure.3.5 fulfills the requirements.
The training thread in dash dot lines include two processes: an offline training before
implementing the CAV and an online training once the CAV is utilized. The offline training
is done during manufacturing process, by using a large data-set to obtain a well-trained
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Figure 3.5: Controller structure

policy. The Trained Policy (TP) and the Applied Policy (AP) will be initialized with the
offline trained policy. Once the CAV is put into employment and observed enough data
training
evaluation
for training and evaluation, i.e., t4 > (Nepisode
) ∗ (tin + tr ), where t4 refers to
+ Nepisode

the current time when the Application Window (AW) ends, the whole controller structure
containing the three threads: the training thread in dash dot lines, the evaluation thread
in dashed lines, and the application thread in solid lines, works simultaneously. Figure.3.6
training
illustrates the data windows. The Training Window (TW) is t2 − t1 ≥ Nepisode
∗ (tin + tr ).
evaluation
The Evaluation Window (EW) is t3 − t2 ≥ Nepisode
∗ (tin + tr ). The time interval t4 − t3 is

the computation time for evaluation thread. It varies from car to car, and may approximate
to 0. With knowing that, each thread will be described below. In the training thread, the
data in the TW was used to train and select the optimal policy and update the TP. At the
same time, in the evaluation thread, the TP and AP will be compared using the same data
in the EW, which is the closet data to current state. If the TP performs better than the AP,
the controller replace the AP with the TP. Simultaneously, the application thread is working
to control the drive, always with the current state in the AW as the input and apply the
most up-to-date policy to generate the optimal acceleration for implementation.
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Figure 3.6: Time windows for data

3.3

Results

3.3.1

Data Source

The data used in this paper comes from field experiments. The experiments were conducted on a 5 km highway section of National Highway G202 (Lanxi direction) in Harbin,
Heilongjiang, China, with a speed limit of 80 km/h. 12 vehicles with identical sizes and
models (i.e., Kia K5) installed with a high resolution GPS device, i.e., GPS-RTK based
STAR-RTK-M9, were employed for the experiments and to collect the trajectory data. The
data accuracy of location is within 1m and 1km/h for speed. The data collection frequency
is 20Hz. In the experiments, drivers were told to drive the vehicles in a platoon without
lane-changing or overtaking. The leading vehicle was told to accelerate or cruise to simulate traffic oscillation while the following vehicles were told to follow the leading vehicles’
trajectories as closely and stably as they can. The experiments were repeated for 16 group
of parameter settings, including various accelerations, speeds, oscillation intervals to mimic
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various oscillation scenarios. The drivers were assigned randomly to each vehicle to capture
the heterogeneity of real traffic data. More details of the experiments can be seen in [81].

3.3.2

Controller Performance

To evaluate the controller performance, we compare the results of the proposed controller
to the experimental data, and a simulated data from an ACC controller. 80% of the experimental data is used for training and 20% is used for evaluation. The ACC controller is
simulated with model of aN0 ,t+1 = β1 ∗ (xN0 −1,t − xN0 −1,t − β2 ∗ vN0 ,t ) + β3 ∗ (vN0 −1,t − vN0 ,t ),
and set the parameters as β1 = 0.2, β2 = 3, and β3 = 0.08, to mimic the phenomenon that
currently existing ACC controllers tend to be conservative to maintain a large gap between
the preceding vehicles and themselves.
We first use the same input for the controller as that of CACC models, that is the
trajectory information of the closest leading vehicle and the CAV in the last time step, i.e.,
N L = 1, T I = 1. Set T R = 300 to see the long term performance. The unit of data are
transferred into meter based. The limits for speeds and accelerations are set as vmin = 0,
vmax = 16, amin = −2.0, and amax = 2.0, by taking into account of the vehicle dynamics,
road limits, safety concerns, and the driving comfort. The setting of parameters for the
reward function which has been tuned is: βg = βvmax = βvmin = βamax = βamin = −10,
δg = 1, δvmax = δvmin = δamax = δamin = 2, βd = 1, and βf = −1. The parameters for the
Cross-entropy algorithm are set as: Nπ = 50, m = 10,  = 0.1, and imax = 500. In each
epoch, the policy is tested for 300 episodes.
Figure 3.7 shows the comparison of evaluated rewards. In the left sub-figure Figure
3.7 (a), not surprisingly, all the three controllers violate safety constraints to some extent.
Human-driven vehicles are likely to go beyond speed limits and take sharp brakes to avoid
collisions instead of doing long term planning as we do in the safety constraints. Existing
ACC controllers take safety as the first priority by maintaining large gaps but may do not
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Figure 3.7: Visualized comparison of rewards

regulate accelerations as strict as we do. As for the proposed controller based on data-driven
learning methods, 100% success should not be expected.For violations occur in the proposed
controller indicated in solid lines, the corresponding penalties are large. Nonetheless, the
proposed controller is the most stable controller as the standard deviations of rewards show,
with the fewest violations with percentage of 12% and the smallest average penalty of -46.35
resulting from violations for the gap constraint, the speed constraint, and the acceleration
constraint. The human-driving data indicated in dotted lines follows with violation percentage of 44.67% and the average penalty of -148.38, and the ACC controller indicated by
dashed lines has the most violations with percentage of 88% even though it has the smallest
percentage of violations for the gap constraint of 5%. The right sub-figure Figure 3.7 (b)
presents the overall rewards. The proposed controller over-performs the human-driving data
and the ACC controller in most episodes with the average value of 113.67 but still has negative rewards in a few episodes due to the violations. Further, percentage of gap violations
show that the proposed controller is safer than human drivers. Note that the data used
here presents less uncertainty and stochasticity since it comes from experiments where the
drivers are well-trained and drove more stably and safely than in real-world traffic. Further,
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we turn on the rectification function to avoid collisions resulting from gap violations when
the proposed controller is used in real-world applications with backward calculation to compute the accelerations for implementation. The following table summarizes the comparison
results above with quantitative values.
Table 3.1: Quantitative comparison of rewards among three controllers

ACC
Controller
Humandriving
Data
The
Proposed
Controller

3.3.3

Mean
of
Penalty
Rewards
for
Safety
-300.34

Std. of
Penalty
Rewards
for
Safety

Mean
of
Overall
Rewards

Std. of
Overall
Rewards

% of
All Violations

% of
Gap
Violations

11.69

-147.92

11.71

88%

5%

-148.37

18.46

2.55

18.55

44.67%

18.67%

-46.35

11.48

113.67

11.67

12%

12%

Sensitivity Analysis

The proposed controller is designed with an adaptive structure. Here we show the controller fits data with various structures and sizes and investigate how them impact the
learning process and controller performance.

3.3.3.1

Number of Preceding Vehicles

First, we show the learning curve of controllers with information of various leading vehicles in Figure 3.8 with the setting of other parameters holds. Firstly, all the three proposed
controllers: the proposed controller with 1 preceding vehicle indicated with the thinnest
lines, the proposed controller with 3 consecutive preceding vehicles indicated with the wider
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lines, and the proposed controller with 3 inconsecutive preceding vehicles indicated with the
widest lines, present similar learning curves. All three controllers start from large negative
rewards with initialized random controller parameters at the beginning (we set the figure
limit of y axis to enlarge the differences of well-trained controllers and omit the values smaller
than −500) and efficiently learn to be good controllers which apply optimal policies and beat
the ACC controller and the experimental human-driving data, though there are oscillations
of the average overall rewards among epochs due to the nature of the exploration in the
Cross-entropy algorithm. Comparing the results of using information of 1 preceding vehicle
and those of using information of 3 preceding vehicles, we can see that the former one learns
faster but the performance of the optimal controller is slightly worse than the later two. The
performances of the later two controllers are about the same while the learning speed of the
proposed controller with 3 inconsecutive preceding vehicles is greater than the other one.
It is likely that data of 3 inconsecutive preceding vehicles captures more information of the
traffic flow pattern, such as the traffic oscillation propagation characteristics.

3.3.3.2

Time Length of Input Data

The size of temporal information can be another influential factor for the learning speed
and performance of the proposed controller. Figure 3.9 shows the learning curve for proposed
controllers with time lengths T I of the input data as 1, 3, 5, and 10 respectively as the line
width increases. Curiously, it turns out that as the time length of the input data increases,
the best controllers that learned over 500 epochs do not change significantly . Moreover,
the learning process presents more oscillated with longer time length of the input data. The
possible reason might be the booming size of number of parameters to be learned in the
controller.
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Figure 3.8: Learning curve of controllers with various leading vehicles

3.3.3.3

Reward Function

The reward function and the weights can be adjusted according to demands of planners.
Here we inspect another two reward functions: (1) Set βf = −10 and hold the setting for
other parameters to raise the weight of the driving comfort in the overall reward; (2) Set
βf = −10 and βg = −50 to further enlarge the penalty of violating gap constraints with
other parameters as same as default (described in 3.3.2). From the analysis above, we know
that the controller is learned better with information of more preceding vehicles. Hence we
use the proposed controller with 3 consecutive preceding vehicles with the default reward
function as the benchmark case, indicated in thinnest lines. The controllers with the first new
reward function are presented in wider lines and those with the second new reward function
are presented in widest lines. Dashed lines describe the results for ACC controllers, dotted
lines for human-driving data, and solid lines are for the proposed controllers. We can see
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Figure 3.9: Learning curve of controllers with various leading vehicles

that no matter what the reward function is, the proposed controllers are always better than
the other two, which again proves the soundness of our method. Further, raising the weight
of the driving comfort by timing 10 does not lead to any large differences to each controller
since the magnitude of the squared accelerations is relatively small comparing to the travel
distance. It is worthy considering the cost of each component in the reward function when
planners assign weights for them. As for punishing more for violating gap constraints, the
rewards of human-driving data drops notably while the proposed controller does not due to
learning ability of the dynamic design.

3.4

Chapter Summary
In this chapter, we propose an adaptive controller for individual CAV trajectory opti-

mization which fits various data sources and sizes, aiming to overcome the heterogeneity of
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Figure 3.10: Learning curve of controllers with various leading vehicles

CAV technologies in the near future. The controller is data-driven and learning based, which
is able to always provide the optimal trajectory control decisions with new observed data
and dynamic controller parameters. The controller is designed from the aspect of practicality. The solution may not reach the global optimality but the learning is efficient and the
triple-thread structure guarantee the safety while applying a learning based controller.
Numerical studies show that the proposed controller has a smaller percentage of violating the strict safety constraints and over-performs both the existing ACC controller and
the experimental data of well-trained human drivers regarding the overall performance with
comprehensive consideration of safety, travel efficiency, and driving comfort. The controller
works for different amount of preceding vehicles and no matter the preceding vehicles are
consecutive or not. Comparisons show the the more preceding vehicles’ information is available, the better controller performance can be achieved. Interestingly, increasing the time

72

length of input does not have the same significant effect. Further, it leads to more oscillated
learning curves. Different reward functions are also investigated. A larger penalty for violating safety constraints does not result into a large loss of reward values to the proposed
controller because it learns to avoid collisions to a greater extent.
The next step of this work is to experiment the proposed controller with different datesets
and in real CAVs. The data used in this paper provide a good benchmark to learn and surpass
while another data-set replicates more uncertainty and heterogeneity of human driving is
necessary for training. Further, only by implementing the proposed controller in real CAVs
can we reveal the possibility of the practical application, as well as discover additional
engineering drawbacks to be improved.
This controller can be easily extended to an “unselfish” controller by taking the following
vehicles’ traffic performance into account. The challenge is to accurately predict how the
following vehicles’ trajectories will be. Unlike AVs who can precisely execute the command,
there must be errors between the following vehicles’ real trajectories and calculated values
with existing car-following models. One possible solution is to use another machine learningbased thread to learn the following vehicles’ behaviors and apply it for the prediction.
Another future research direction is to upgrade the controller for more realistic environments. For example, not only the preceding vehicle on the same lane impacts the vehicle’s
trajectory, but also the neighboring vehicles may also matter. Adding surrounding vehicles’
information to the input may lead to better decisions. Furthermore, the lane changing behavior and lateral control need to be addressed for implementation of CAVs otherwise CAVs
can only live in the assumption of single lane traffic or employed for short segments during
the driving.
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Chapter 4
Conclusion

From the aspect of traffic analysis, this dissertation proposes a novel analytical method
that measures traffic oscillation magnitudes and reveals oscillation characteristics of stochastic linear car-following models. Chapter 2 extends traditional frequency-domain analysis
tools for deterministic models to stochastic car-following behaviors. It allows us to analytically quantify speed variations of a stream of vehicles following one another according
to certain stochastic linear car-following laws. We theoretically and simulatively show that
for homogeneous traffic, when the underlying deterministic linear car-following model is
asymptotically stable, the corresponding stochastic model yields a concave growth pattern
of speed standard deviations across vehicles from downstream to upstream, and their magnitudes converges to a certain constant value. This is consistent with recent observations of
traffic oscillation growth patterns from field experimental data [70]. In addition, unlike deterministic linear car-following models that only have a unique dominating frequency across
all vehicles, we prove that for the corresponding stochastic model with proper settings, the
dominating frequency reduces, or the oscillation period grows, as oscillation propagates upstream, which is more consistent with real-world observations ([14], [17]). This method has
been applied to a number of stochastic linear models adapted from well-known car-following
laws, including the classic linear model, the optimal velocity model, the full velocity difference model, Newell’s model, and the CACC model. Both homogeneous and heterogeneous
traffic scenarios are investigated. The examples formulate analytical equations describing
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oscillation development across the full frequency spectrum. The speed standard deviations
across all vehicles can be quantified as well. We plot oscillation development patterns for
different parameter settings and draw insights into how the underlying deterministic model
stability affects the growth pattern of the corresponding stochastic model. The investigation
on mixed traffic, combining conventional vehicles and CACC vehicles, reveals the impact of
emerging vehicle technologies on traffic oscillation. Overall, this proposed method is a parsimonious tool that can be applied to various stochastic models for traffic dynamic analysis.
This study proposes the first method of its kind for a class of stochastic linear car-following
models. We acknowledge that there is a limitation of the proposed method. That is the
method only targets at the linear state where nonlinear characteristics have not dominated,
instead of the whole traffic oscillation propagation process. But we showed that even for
nonlinear car-following models, it is valid to use the linearization assumption investigating
oscillation growth in the initial stage with the proposed method. And it can be extended in
future works. For example, this method can be potentially extended to nonlinear stochastic
models using the describing function method proposed in [13]. There are also a number of directions to extend this work. It will be interesting to investigate stochasticity in other forms,
such as stochastic coefficients other than a separate term. Also, the proposed analytical
equations can be used to calibrate and identify appropriate models for describing oscillation
patterns observed in real-world traffic. Finally, this method can help devise new control
measures (e.g., trajectory control based on distributed connected automated vehicles) for
dampening traffic oscillation and smoothing highway traffic.
From the aspect of traffic control, this dissertation aims to use CAV technologies to guarantee the practical safety and improve traffic performance. Chapter 3 presents an adaptive
controller for individual CAV trajectory optimization which fits various data sources and
sizes, aiming to overcome the heterogeneity of CAV technologies in the near future. The
controller is data-driven and learning based, which is able to always provide the optimal tra75

jectory control decisions with new observed data and dynamic controller parameters. The
controller is designed from the aspect of practicality. The solution may not reach the global
optimality but the learning is efficient and the triple-thread structure guarantee the safety
while applying a learning based controller. Numerical studies show that the proposed controller has a smaller percentage of violating the strict safety constraints and over-performs
both the existing ACC controller and the experimental data of well-trained human drivers
regarding the overall performance with comprehensive consideration of safety, travel efficiency, and driving comfort. The controller works for different amount of preceding vehicles
and no matter the preceding vehicles are consecutive or not. Comparisons show the the
more preceding vehicles’ information is available, the better controller performance can be
achieved. Interestingly, increasing the time length of input does not have the same significant effect. Further, it leads to more oscillated learning curves. Different reward functions
are also investigated. A larger penalty for violating safety constraints does not result into a
large loss of reward values to the proposed controller because it learns to avoid collisions to
a greater extent. The next step of this work is to experiment the proposed controller with
different datesets and in real CAVs. The data used in this paper provide a good benchmark
to learn and surpass while another data-set replicates more uncertainty and heterogeneity
of human driving is necessary for training. Further, only by implementing the proposed
controller in real CAVs can we reveal the possibility of the practical application, as well as
discover additional engineering drawbacks to be improved. This controller can be easily extended to an “unselfish” controller by taking the following vehicles’ traffic performance into
account. The challenge is to accurately predict how the following vehicles’ trajectories will
be. Unlike AVs who can precisely execute the command, there must be errors between the
following vehicles’ real trajectories and calculated values with existing car-following models.
One possible solution is to use another machine learning-based thread to learn the following
vehicles’ behaviors and apply it for the prediction. Another future research direction is to
76

upgrade the controller for more realistic environments. For example, not only the preceding
vehicle on the same lane impacts the vehicle’s trajectory, but also the neighboring vehicles
may also matter. Adding surrounding vehicles’ information to the input may lead to better
decisions. Furthermore, the lane changing behavior and lateral control need to be addressed
for implementation of CAVs otherwise CAVs can only live in the assumption of single lane
traffic or employed for short segments during the driving.

77

References

[1] Michael J Lighthill and Gerald Beresford Whitham. On kinematic waves. ii. a theory
of traffic flow on long crowded roads. In Proceedings of the Royal Society of London
A: Mathematical, Physical and Engineering Sciences, volume 229, pages 317–345. The
Royal Society, 1955.
[2] Paul I. Richards. Shock Waves on the Highway . Operations Research, 4(1):42–51, 1956.
[3] M Koshi, M Iwasaki, and I Ohkura. Some findings and an overview on vehicular flow
characteristics. In Proceedings of the 8th International Symposium on Transportation
and Traffic Flow Theory, volume 198, pages 403–426. University of Toronto: Toronto,
Ontario, 1983.
[4] R Kuhne. Freeway speed distribution and acceleration noise: calculations from a
stochastic continuum theory and comparision with measurements. Transportation and
traffic theory, 12:119–137, 1987.
[5] Robert L Bertini and Monica T Leal. Empirical study of traffic features at a freeway
lane drop. Journal of Transportation Engineering, 131(6):397–407, 2005.
[6] Michael Mauch and Michael J. Cassidy. Freeway traffic oscillations: observations and
predictions. In Transportation and Traffic Theory in the 21st Century: Proceedings
of the 15th International Symposium on Transportation and Traffic Theory, Adelaide,
Australia, 16-18 July 2002, pages 653–673. Emerald Group Publishing Limited, 2002.
[7] Michael J Cassidy and Jittichai Rudjanakanoknad. Increasing the capacity of an isolated merge by metering its on-ramp. Transportation Research Part B: Methodological,
39(10):896–913, 2005.
[8] Jorge Laval, Michael Cassidy, and Carlos Daganzo. Impacts of lane changes at merge
bottlenecks: a theory and strategies to maximize capacity. In Traffic and Granular
Flow’05, pages 577–586. Springer, 2007.
[9] Soyoung Ahn and Michael J Cassidy. Freeway traffic oscillations and vehicle lanechange maneuvers. In Transportation and Traffic Theory 2007, volume 1, pages 691–710.
Elsevier, 2007.

78

[10] Wen-Long Jin and Yu Zhang. Paramics simulation of periodic oscillations caused by
network geometry. Transportation Research Record: Journal of the Transportation Research Board, (1934):188–196, 2005.
[11] Robert Herman, Elliott W. Montroll, Renfrey B. Potts, and Richard W. Rothery. Traffic
dynamics: Analysis of stability in car following. Operations Research, 7(1):86–106, 1958.
[12] Robert E. Chandler, Robert Herman, and Elliott W Montroll. Traffic dynamics: Studies
in car following. Operations Research, 6(2):165–184, 1958.
[13] Xiaopeng Li and Yanfeng Ouyang. Characterization of traffic oscillation propagation
under nonlinear car-following laws. Transportation Research Part B, 45(9):1346–1361,
2011.
[14] Xiaopeng Li, Xin Wang, and Yanfeng Ouyang. Prediction and field validation of traffic
oscillation propagation under nonlinear car-following laws. Transportation Research
Part B, 46(3):409 – 423, 2012.
[15] Masako Bando, Katsuya Hasebe, Ken Nakanishi, and Akihiro Nakayama. Analysis of
optimal velocity model with explicit delay. Physical Review E, 58(5):5429–5435, 1998.
[16] Xiaopeng Li, Fan Peng, and Yanfeng Ouyang. Measurement and estimation of traffic
oscillation properties. Transportation Research Part B, 44(1):1–14, 2010.
[17] Zuduo Zheng, Soyoung Ahn, Danjue Chen, and Jorge Laval. Applications of wavelet
transform for analysis of freeway traffic: Bottlenecks, transient traffic, and traffic oscillations. Transportation Research Part B, 45(2):372 – 384, 2011.
[18] J Eyre, D Yanakiev, and I Kanellakopoulos. A simplified framework for string stability
analysis of automated vehicles. Vehicle System Dynamics, 30(5):375–405, 1998.
[19] Xiaopeng Li, Jianxun Cui, Shi An, and Mohsen Parsafard. Stop-and-go traffic analysis:
Theoretical properties, environmental impacts and oscillation mitigation. Transportation Research Part B: Methodological, 70:319–339, 2014.
[20] Alireza Talebpour and Hani S Mahmassani. Influence of connected and autonomous vehicles on traffic flow stability and throughput. Transportation Research Part C: Emerging Technologies, 71:143–163, 2016.
[21] Xiaopeng Li, Fan Peng, and Yanfeng Ouyang. Measurement and estimation of traffic
oscillation properties. Transportation Research Part B, 44(1):1–14, 2010.
[22] Rui Jiang, Mao-Bin Hu, HM Zhang, Zi-You Gao, Bin Jia, Qing-Song Wu, Bing Wang,
and Ming Yang. Traffic experiment reveals the nature of car-following. PLOS ONE,
9(4):e94351, 2014.

79

[23] Rui Jiang, Cheng-Jie Jin, HM Zhang, Yong-Xian Huang, Jun-Fang Tian, Wei Wang,
Mao-Bin Hu, Hao Wang, and Bin Jia. Experimental and empirical investigations of
traffic flow instability. Transportation research part C: emerging technologies, 94:83–98,
2018.
[24] Rui Jiang, Mao-Bin Hu, HM Zhang, Zi-You Gao, Bin Jia, and Qing-Song Wu. On some
experimental features of car-following behavior and how to model them. Transportation
Research Part B: Methodological, 80:338–354, 2015.
[25] Peter Wagner. Analyzing fluctuations in car-following. Transportation research part B:
methodological, 46(10):1384–1392, 2012.
[26] Jorge A Laval, Christopher S Toth, and Yi Zhou. A parsimonious model for the formation of oscillations in car-following models. Transportation Research Part B: Methodological, 70:228–238, 2014.
[27] Martin Treiber and Arne Kesting. The intelligent driver model with stochasticity-new
insights into traffic flow oscillations. Transportation research procedia, 23:174–187, 2017.
[28] T Kim and HM Zhang. A stochastic wave propagation model. Transportation Research
Part B: Methodological, 42(7-8):619–634, 2008.
[29] Yong-Xian Huang, Ning Guo, Rui Jiang, and Mao-Bin Hu. Instability in car-following
behavior: new nagel–schreckenberg type cellular automata model. Journal of Statistical
Mechanics: Theory and Experiment, 2018(8):083401, 2018.
[30] Tu Xu and Jorge A Laval. Analysis of a two-regime stochastic car-following model:
Explaining capacity drop and oscillation instabilities. Transportation Research Record,
page 0361198119850464, 2019.
[31] Lei Lang, Ning Guo, Rui Jiang, and Kong-jin Zhu. An improved inertia model to reproduce car-following instability. Physica A: Statistical Mechanics and its Applications,
526:121087, 2019.
[32] Yu Wang, Xiaopeng Li, and Handong Yao. Review of trajectory optimisation for connected automated vehicles. IET Intelligent Transport Systems, 13(4):580–586, 2018.
[33] Scott Pendleton, Hans Andersen, Xinxin Du, Xiaotong Shen, Malika Meghjani, You
Eng, Daniela Rus, and Marcelo Ang. Perception, planning, control, and coordination
for autonomous vehicles. Machines, 5(1):6, 2017.
[34] Alkis Papadoulis, Mohammed Quddus, and Marianna Imprialou. Evaluating the safety
impact of connected and autonomous vehicles on motorways. Accident Analysis &
Prevention, 124:12–22, 2019.

80

[35] Jackeline Rios-Torres and Andreas A Malikopoulos. Energy impact of different penetrations of connected and automated vehicles: a preliminary assessment. In Proceedings of
the 9th ACM SIGSPATIAL International Workshop on Computational Transportation
Science, pages 1–6. ACM, 2016.
[36] Kaidi Yang, S Ilgin Guler, and Monica Menendez. Isolated intersection control for
various levels of vehicle technology: Conventional, connected, and automated vehicles.
Transportation Research Part C: Emerging Technologies, 72:109–129, 2016.
[37] Tianxin Li and Kara M Kockelman. Valuing the safety benefits of connected and
automated vehicle technologies. In Transportation Research Board 95th Annual Meeting,
number 16-1468, 2016.
[38] Md Sharikur Rahman, Mohamed Abdel-Aty, Jaeyoung Lee, and Md Hasibur Rahman.
Safety benefits of arterials’ crash risk under connected and automated vehicles. Transportation Research Part C: Emerging Technologies, 100:354–371, 2019.
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