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Abstract
We provide explicit criteria for uniqueness or nonuniqueness of solutions to a wide class of second order elliptic and parabolic
problems. The operator coefficients may be unbounded or vanish, or not to have a limit when approaching some part of the
boundary, referred to as singular boundary. We discuss whether boundary conditions should be imposed on such a part to ensure
well-posedness. The answer depends on the dimension of the singular boundary, and possibly on the behavior of coefficients near it.
© 2008 Elsevier Masson SAS. All rights reserved.
Résumé
On donne des critères pour l’unicité ou la non unicité pour une importante classe de problèmes elliptiques et paraboliques du
deuxième ordre. Les coefficients de l’opérateur différentiel peuvent être non bornés ou s’annuler, ou même ne pas avoir de limite
lorsqu’on approche une partie de la frontière, désignée sous le nom de frontière singulière. La question se pose de savoir, si des
conditions au bord doivent être imposées sur cette partie pour assurer que le problème soit bien posé. La réponse dépend autant de
la dimension de la frontière singulière que du comportement des coefficients de l’opérateur au voisinage de cette frontière.
© 2008 Elsevier Masson SAS. All rights reserved.
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1. Introduction
We study existence and uniqueness of solutions to linear degenerate elliptic equations of the following form:
Lu− cu = φ in Ω. (1.1)
Here Ω ⊆ Rn is an open connected bounded set with boundary ∂Ω and c,φ are given functions, c  0 in Ω ; the
operator L is formally defined as follows:
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ρ
Mu ≡ 1
ρ(x)
[
n∑
i,j=1
aij (x)
∂2u
∂xi∂xj
+
n∑
i=1
bi(x)
∂u
∂xi
]
.
We assume ρ > 0 in Ω ,
n∑
i,j=1
aij (x)ξiξj  0 for any x ∈ Ω, (ξ1, . . . , ξn) ∈Rn.
Precise assumptions on the coefficients of Eq. (1.1) are made below (see assumptions (A2), (E1) and (E2)).
Our methods also apply to companion parabolic equations of the form:
Lu− cu− ∂tu = f in Ω × (0, T ) =: QT (1.2)
with T > 0, f = f (x, t) given; no sign condition on c = c(x) is needed in this case (see Section 3). Quasilinear
parabolic equations can be dealt with similarly (see [11,12]).
We always regard the boundary ∂Ω as the disjoint union of the regular boundary R and the singular boundary S .
The case ∂Ω = ∂Ω is possible, thus S can be a manifold of dimension less than (n − 1) (while R ⊆ ∂Ω ; see
assumption (A1)). In general, the coefficients of L and the function c can either vanish or diverge, or need not have
a limit, when dist(x,S) → 0; moreover, ellipticity is possibly lost in Ω and/or when dist(x,S) → 0 (see (A2), (E1)
and (E2)). Then it is natural to prescribe the Dirichlet boundary condition on the regular boundary R; this leads to the
following problem for Eq. (1.1): {Lu− cu = φ in Ω,
u = γ in R. (1.3)
Similarly, for Eq. (1.2) we address the problem:{Lu− cu− ∂tu = f in QT ,
u = g in R × (0, T ],
u = u0 in [Ω ∪ R] × {0}.
(1.4)
Sufficient conditions for uniqueness or nonuniqueness of solutions to problems (1.3)–(1.4) have been given in
[11,13,12]. These conditions are implicit in character, for they depend on the existence of suitable sub- and superso-
lutions to related elliptic problems, like the first exit time problem:{LU = −1 in Ω,
U = 0 on R. (1.5)
In this paper we address the actual construction of such sub- and supersolutions, aiming to give explicit criteria
for well-posedness of problems (1.3)–(1.4). Not surprisingly, the feasibility of this program depends on geometrical
properties of the singular boundary S (in particular, on its dimension), as well as on the behavior of the coefficients
of the operator L as the distance d(x,S) goes to zero.
1.1. Assumptions
Our assumptions concerning the set Ω , the regular boundary R and the singular boundary S are summarized as
follows:
(A1)
⎧⎪⎪⎨
⎪⎪⎩
(i) Ω ⊆Rn is open, bounded and connected;
(ii) ∂Ω = R ∪ S , R ∩ S = ∅, S = ∅;
(iii) R ⊆ ∂Ω , Ω satisfies the outer sphere condition at R;
(iv) S is a compact k-dimensional submanifold of Rn of class C3 (k = 0,1, . . . , n− 1)
(we say that dim S = 0, if S is a finite union of points). Further assumptions will be needed below (see (A3)).
Cases where different connected components of S are submanifolds of different dimension can also be considered;
we omit the details.
It is natural to choose R as the largest subset of ∂Ω where ellipticity of the operator L holds (see assumptions
(E1), (E2)(ii) below); we do so in the following.
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are locally Lipschitz continuous in B . Concerning coefficients and data of the elliptic problem (1.3), we make the
following assumptions:
(A2)
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
(i) ρ ∈ C1,1(Ω ∪ R), ρ > 0 in Ω ∪ R;
(ii) aij = aji ∈ C1,1(Ω ∪ R)∩C0,1(Ω), bi ∈ C0,1(Ω ∪ R)∩L∞(Ω) (i, j = 1, . . . , n);
(iii) c ∈ C(Ω ∪ R), c 0;
(iv) φ ∈ C(Ω);
(v) γ ∈ C(R)
(the assumption bi ∈ L∞(Ω) will be omitted in Theorem 2.12).
Our nonuniqueness results for problem (1.3) require ellipticity of the operator L in Ω ; therefore we assume:
(E1)
n∑
i,j=1
aij (x)ξiξj > 0 for any x ∈ Ω ∪ R, and (ξ1, . . . , ξn) = 0.
On the other hand, the uniqueness results hold true even if ellipticity of L in Ω is lost. In this case we replace
assumption (E1) by the following:
(E2)
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
(i) ∑ni,j=1 aij (x)ξiξj  0 for any x ∈ Ω and (ξ1, . . . , ξn) ∈Rn, σij ∈ C1(Ω)
(i, j = 1, . . . , n);
(ii) ∑ni,j=1 aij (x)ξiξj > 0 for any x ∈ R and (ξ1, . . . , ξn) = 0;
(iii) either c > 0 in Ω ∪ R, or c 0 and c +∑ni=1 σ 2ji > 0 in Ω ∪ R for some j = 1, . . . , n;
here σ ≡ (σij ) denotes the square root of the matrix A ≡ (aij ) (namely, A(x) = σ(x)σ (x)T ; x ∈ Ω). Assumption (E2)
(in particular, (E2)(iii)) enables us to use comparison results for viscosity sub- and supersolutions to second order
degenerate elliptic equations, via an equivalence result proved in [6] (see [13]; for the parabolic case [12]).
1.2. Well-posedness conditions
The following result was proved in [11] (see also [13]).
Theorem 1.1. Let assumptions (A1)–(A2) and (E1) be satisfied; suppose c ∈ L∞(Ω). Let there exists a supersolu-
tion V of problem (1.5) such that
inf
Ω∪R
V = 0 < inf
R
V. (1.6)
Then either no solutions, or infinitely many solutions of problem (1.3) exist.
The proof of the above theorem shows that nonuniqueness depends on the possibility of prescribing the value of the
solution of problem (1.3) at some point of the singular boundary S . Typically, to have a well-posed problem boundary
conditions must be prescribed on some subset S1 ⊂ S , while on the complementary subset S2 the singular character
of the operator does not allow to impose boundary data. Hence we make the following assumption:
(A3)
⎧⎪⎨
⎪⎩
(i) S = S1 ∪ S2, S1 ∩ S2 = ∅;
(ii) Sj = ⋃kjk=1 Skj , where every Skj is connected and Skj ∩ S lj = ∅ for any k, l = 1, . . . , kj ,
k = l, if kj  2 (j = 1,2).
Then we consider the problem: {Lu− cu = φ in Ω,
u = γ in R ∪ S1. (1.7)
For the same reason we associate to the parabolic problem (1.4) the following:{Lu− cu− ∂tu = f in QT ,
u = g in [R ∪ S1] × (0, T ], (1.8)
u = u0 in [Ω ∪ R ∪ S1] × {0}.
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(analogous results hold for the parabolic case, see [12]). Such conditions depend on the existence of subsolutions to
the homogeneous problem: {LU = cU in Ω,
U = 0 on R, (1.9)
and on their behavior as the distance d(x,S2) goes to zero. Let us mention the following result.
Theorem 1.2. Let assumptions (A1)–(A3), and either (E1) or (E2) be satisfied. Suppose S2 = ∅, γ ∈ C(R ∪ S1). Let
there exist a subsolution Z H < 0 of problem (1.9). Then there exists at most one solution u of problem (1.7) such
that
lim
d(x,S2)→0
u(x)
Z(x)
= 0. (1.10)
Clearly, if S1 = ∅ we recover uniqueness conditions for problem (1.3). If S1 = ∅, existence of solutions to
problem (1.7) implies nonuniqueness for problem (1.3), since R ∩ S = ∅ by assumption and the boundary data on S1
can be arbitrarily chosen. This remark will be used below, e.g., in the proof of Theorems 2.20–2.21.
Let us mention for further purposes that problem (1.9) can be replaced by problem (1.5) in the above statement, if
c(x) c0 > 0 in Ω .
1.3. Outline of results
As already pointed out, applying Theorems 1.1–1.2 to concrete cases calls for the actual construction of the sub-
and supersolutions V,Z; this is the point we address below. Results analogous to Theorems 1.1–1.2 have been proved
in [12] for the parabolic problems (1.4), (1.8), relying on the existence of the same functions V,Z as above. Therefore
our criteria for well-posedness are conceptually the same both for the elliptic and the parabolic case (see Sections 2–3).
Our main results for the elliptic case can be described as follows (for the parabolic case, see Section 3).
(a) If n 2, dim S  n − 2 and the orthogonal rank of the diffusion matrix A is at least 2 on S , there exists at most
one bounded solution of problem (1.3) (actually, the uniqueness class is larger; see Definition 2.11 and Theorem 2.12).
This result extends Theorem 4.1, Chapter 11 in [4], which was proved under more restrictive assumptions by stochastic
methods; it also extends the results in [7], where A was uniformly elliptic.
We stress that the above uniqueness result holds without imposing any additional condition at S . In the parlance
of [4], conditions at S are unnecessary for uniqueness since S is “too thin”, hence non-attainable by trajectories of
the Markov process generated by the operator L.
(b) If dim S = n − 1, well-posedness crucially depends on the behavior of the coefficients of L near S . Roughly
speaking, if “diffusion near S is low” (see Theorem 2.16, in particular condition (2.16)–(2.17)), no additional condi-
tions at S are needed to ensure uniqueness of problem (1.3), much as in the case n 2, dim S  n− 2. The opposite
holds when “diffusion near S is high”: in this case boundary conditions on some part of S are necessary to make the
problem well posed (see Theorem 2.18 and condition (2.20)–(2.21)). An interesting model case is when L = 1
ρ
	: if
ρ(x) ∼ [d(x,S)]−α for some α  2, Theorem 2.16 applies and no additional conditions at S are needed; the opposite
holds, if ρ(x) ∼ [d(x,S)]−α with α < 2, so that Theorem 2.18 applies (see Example (c) in Section 6).
In the light of the previous results, dim S = n − 2 is critical for well-posedness of problem (1.3) in the class of
bounded solutions. This is not surprising, since (n−2) is the critical dimension for studying sets of zero capacity with
respect to uniformly elliptic second order operators (see [15]). In such case the role of capacity to study uniqueness
of the bounded Cauchy problem is well understood (e.g., see [5]). We are not aware of similar results in the present
more general case (however, see Remark 2.15 below for the particular case L = 1
ρ
	).
Also the role of the behavior of ρ near the singular boundary when dim S = n − 1 is not unexpected. In fact, the
above condition ρ(x) ∼ [d(x,S)]−α (α < 2) was considered in [14], where the generation of semigroups in L∞(Ω)
by second order operators, with coefficients possibly vanishing at ∂Ω , was investigated.
Let us mention that results analogous to Theorems 1.1–1.2 also hold for unbounded domains (see [13]). Accord-
ingly, several results we state below can be extended to domains of this kind; we leave their formulation to the reader.
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the literature, then we state our main results concerning elliptic problems. The same is done for parabolic problems in
Section 3. Proofs are given in Sections 4 and 5, depending on the assumption made on the dimension of the singular
manifold. Finally, a few examples are discussed in Section 6.
2. Elliptic problems
2.1. Mathematical framework and auxiliary results
2.1.1. Sub- and supersolutions
Let us make precise the definition of solution to the above mentioned elliptic problems. Denote by M∗ the formal
adjoint of the operator M, namely:
M∗u ≡
n∑
i,j=1
∂2(aij u)
∂xi∂xj
−
n∑
i=1
∂(biu)
∂xi
.
Definition 2.1. By a subsolution to Eq. (1.1) we mean any function u ∈ C(Ω) such that∫
Ω
u{M∗ψ − ρcψ}dx 
∫
Ω
ρφψ dx (2.1)
for any ψ ∈ C∞0 (Ω),ψ  0. Supersolutions of (1.1) are defined replacing “” by “” in (2.1). A function u is a
solution of (1.1) if it is both a sub- and a supersolution.
Definition 2.2. Let R ⊆ E ⊆ ∂Ω , γ ∈ C(E). By a subsolution to the problem{Lu− cu = φ in Ω,
u = γ on E (2.2)
we mean any function u ∈ C(Ω ∪ E) such that
(i) u is a subsolution of Eq. (1.1);
(ii) u γ on E .
Supersolutions and solutions of (2.2) are similarly defined.
2.1.2. Attracting boundaries and barriers
Let Σ ⊆ ∂Ω ; define:
Σε := {x ∈ Ω ∣∣ dist(x,Σ) < ε} (ε > 0).
Also set
Br
(
x0
) := {x ∈Rn ∣∣ ∣∣x − x0∣∣< r} (x0 ∈Rn),
Br
(
y0
) := Br(y0)∩ S (y0 ∈ S).
Let us introduce, for use in the sequel, the following definitions (see [8]).
Definition 2.3. We say that Σ ⊆ ∂Ω is attracting, if there exist ε > 0 and a supersolution V ∈ C(Σε) of the equation
Lu− cu = −1 in Σε, (2.3)
such that
V > 0 in Σε \Σ, V = 0 on Σ.
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(i) h is a supersolution of
Lu− cu = −1 in Ω ∩Br
(
x0
)
,
(ii) there holds
h > 0 in Ω ∩Br(x0) \
{
x0
}
, h
(
x0
)= 0.
If Σ is attracting, the function V can be viewed as a barrier for the whole of Σ .
Let us state the following result, concerning existence of solutions to problem (1.7) (or (1.3), if S1 = ∅; see [13]).
Theorem 2.5. Let S1 ⊆ ∂Ω be attracting and assumptions (A1)–(A3), (E1) be satisfied. In addition, suppose:
(a) c ∈ L∞(Sε1) for some ε > 0;
(b) φ ∈ L∞(Ω);
(c) γ ∈ C(R ∪ S1).
Let there exist a positive supersolution F ∈ C(Ω ∪ R)∩L∞(Sε1) of the equation:
Lu− cu = −1 in Ω. (2.4)
Then there exists a solution of problem (1.7), provided that
γ = constant on S1. (2.5)
Condition (2.5) is unnecessary, if a barrier exists at any point of S1.
Remark 2.6. If c(x) c0 > 0 in Ω , we can take F ≡ 1c0 in Ω as a supersolution of (2.4).
Under the assumptions of Theorem 2.5, since S1 is attracting, constant Dirichlet data can be prescribed on it.
Moreover, if a barrier exists at any point of S1 also general Dirichlet data can be prescribed, but this need not be the
case without this additional requirement (e.g., see [13] for an example). If the coefficients aij , bi are bounded and ρ
is bounded away from zero in Sε1 for some ε > 0, a barrier exists at any point of S1 (see [8,13]; see also the proof of
Proposition 2.7 below).
2.1.3. Revisiting classical results
The above remarks are deeply connected with the approach developed in [2] to investigate uniqueness for problem
(2.2). As in [2], let the following assumptions be satisfied:
(F1)
⎧⎪⎪⎨
⎪⎪⎩
(i) Ω open, bounded and connected, ∂Ω = ∂Ω;
(ii) ∂Ω = ⋃mh=1 Γh; each Γh is a regular (n − 1)-dimensional submanifold with boundary
∂Γh (h = 1,2, . . . ,m);
(iii) Γh ∩ Γk = ∂Γh ∩ ∂Γk for any h, k = 1, . . . ,m, h = k,
and
(F2)
⎧⎨
⎩
(i) ρ ∈ C2(Ω), ρ > 0 in Ω;
(ii) aij = aji ∈ C2(Ω), bi ∈ C1(Ω);
(iii) c ∈ C(Ω), c 0,
(F3)
n∑
i,j=1
aij (x)ξiξj  0 for any x ∈ Ω and (ξ1, . . . , ξn) ∈Rn.
Define for any x ∈ Γh \ ∂Γh (h = 1, . . . ,m):
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n∑
i,j=1
aij (x)νi(x)νj (x),
βF (x) :=
n∑
i=1
[
bi(x)−
n∑
j=1
∂aij (x)
∂xj
]
νi(x),
where ν(x) ≡ (ν1(x), . . . , νn(x)) denotes the outer normal to Ω at x ∈ Γh \ ∂Γh; then extend the definition of αF ,
βF to ∂Γh by continuity. Observe that the extensions of αF , βF to ∂Γh for different values of h = 1, . . . ,m, need not
agree on the intersection of the boundaries.
Set
Σ1 :=
{
x ∈ ∂Ω ∣∣ αF (x) = 0, βF (x) 0}, (2.6)
Σ2 :=
{
x ∈ ∂Ω ∣∣ αF (x) = 0, βF (x) > 0}, (2.7)
Σ3 :=
{
x ∈ ∂Ω ∣∣ αF (x) > 0}= ∂Ω \ [Σ1 ∪Σ2]. (2.8)
Observe that Σ3 contains the regular boundary R, if (F1) holds. Moreover, the drift trajectories (e.g., see [1]) do not
point outwards at the points of Σ1, but they do at those of Σ2.
The following result will be proved (see Section 5).
Proposition 2.7. Let assumptions (F1)–(F3) be satisfied; let σij ∈ C1(Σ2ε) for some ε > 0 (i, j = 1, . . . , n). Let Σ
be a smooth connected component of ∂Ω , such that Σ ⊆ Σ2. Then:
(i) Σ is attracting;
(ii) for any x0 ∈ Σ there exists a barrier.
The proof of claim (i) relies on the fact that some multiple of the distance d(·,Σ) is a supersolution of Eq. (2.3)
(see Definition 2.3); claim (ii) follows by a standard argument from the attractivity of Σ and the boundedness of the
coefficients ρ, aij , bi .
The proof of the following result is similar to that of Proposition 2.7, thus it will be omitted. A related result can
be found in Lemma 2.7.1 of [10].
Proposition 2.8. Let assumptions (F1)–(F3) be satisfied. Let Σ be a smooth connected component of ∂Ω , such that
Σ ⊆ Σ3. Then for any x0 ∈ Σ there exists a barrier.
If Σ ⊆ Σ1, the distance d(·,Σ) can be used to construct a subsolution of problem (1.9). This is the content of the
following proposition, where χ ∈ C2(Ω), 0 χ  1 is any function such that
χ(x) =
{
1 if x ∈ Σε/2,
0 if x ∈ Ω \Σε (ε > 0). (2.9)
Similar results can be found in Theorem 2.7.1 of [10] and in Chapter 9, vol. I of [4].
Proposition 2.9. Let assumptions (F1)–(F3) be satisfied; for some ε0 > 0 let σij ∈ C1(Σ1ε0) (i, j = 1, . . . , n). Let
Σ be a smooth connected component of ∂Ω , such that Σ ⊆ Σ1; suppose c(x) c0 > 0 for any x ∈ Ω . Then for any
α > 0 sufficiently small and H > 0 large enough there exists ε ∈ (0, ε0) such that the function,
Z(x) := −[d(x,Σ)]−αχ(x)−H (x ∈ Ω \Σ) (2.10)
(where χ = χε satisfies (2.9)) is a subsolution of problem (1.9).
In view of Theorem 1.2, if S2 ⊆ Σ1 and the assumptions of Proposition 2.9 are satisfied, we expect uniqueness of
solutions to problem (1.7) such that
lim
d(x,S2)→0
u(x)
[d(x,S2)]−α = 0 (2.11)
(with α > 0 sufficiently small), thus in particular uniqueness of bounded solutions. In fact, this is the content of
Theorem 2.23 below. Observe that Proposition 2.9 is in agreement with the following uniqueness result, which was
proved in [2].
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in Ω . Then problem (2.2) with E = Σ2 ∪ Σ3 admits at most one solution in the space CL := {u ∈ C1(Ω) ∩ C2(Ω) |
Lu ∈ L∞(Ω)}.
2.2. Main results: Singular manifolds of low dimension
To state our results we need some preliminary remarks. Set k ≡ dim S ; denote by Mm the linear space of m × m
matrices with real entries (m ∈ N). For any fixed y ∈ S there exist orthonormal vectors η(1)(y), . . . , η(n−k)(y) ∈ Rn,
which are orthogonal to S at y. Consider the matrix A⊥(y) ≡ (αlm(y)) ∈ Mn−k , where
αlm(y) :=
n∑
i,j=1
aij (y)η
(l)
i (y)η
(m)
j (y) (l,m = 1, . . . , n− k; y ∈ S).
Let us make the following definition (see [4]).
Definition 2.11. Let y ∈ S . The rank r(y) of the matrix A⊥(y) is called the orthogonal rank of the diffusion matrix A
at y.
The above definition is well-posed, for r(y) is independent of the choice of the set {η(l)(y) | l = 1, . . . , n − k};
observe that r(y) n− k. In view of assumption (A1)(iv), there exist y1, . . . , yN ∈ S such that⎧⎪⎨
⎪⎩
S is the union of the graphs Ui of C3 functions, say
φ(i) : BRi (yi1, . . . , yik) ⊂Rk →Rn−k, φ(i) ≡ (φ(i)k+1, . . . , φ(i)n )
(i = 1, . . . ,N), up to reorderings of the coordinates.
(2.12)
We shall use the following assumption:
(A4)
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
(i) n 2, dim S  n− 2;
(ii) r(y) 2 for any y ∈ S;
(iii) for any y ∈ Ui (i = 1, . . . ,N) there exist orthonormal vectors η(1)(y), . . . , η(n−k)(y) ∈ Rn,
which are orthogonal to S at y, η(l)(·) ∈ C2(Ui;Rn) (l = 1, . . . , n − k), such that the matrix
A⊥(·) has unit eigenvectors of class C2(Ui;Rn−k),
(here the notation in (2.12) has been used).
Now we can state the following:
Theorem 2.12. Let assumptions (A1)–(A4) be satisfied, with (A2)(ii) replaced by:
(A2)(ii)′
⎧⎪⎨
⎪⎩
aij = aji ∈ C2(Ω), bi ∈ C0,1(Ω ∪ R);
there exist B0 > 0 and β ∈ [0,1) such that
|bi(x)| B0[d(x,S)]β for any x ∈ Ω (i, j = 1, . . . , n).
Moreover, let either (E1) or (E2) hold; if (E2) holds, let c(x) > 0 for any x ∈ Ω . Then,
(i) there exists at most one solution u of problem (1.3) such that
lim
d(x,S)→0
u(x)
log[d(x,S)] = 0; (2.13)
(ii) if α := infy∈S r(y)− 2 1, there exists at most one solution u of problem (1.3) such that
lim
d(x,S)→0
u(x)
[d(x,S)]−α = 0. (2.14)
In particular, problem (1.3) has at most one bounded solution.
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that the limit value β = 1 in assumption (A2)(ii)′ above is not allowed.
Theorem 2.12 follows from Theorem 1.2 (with S2 = S), if we exhibit a subsolution Z of problem (1.9) diverging
like log[d(x,S)], or like [d(x,S)]−α if α = infy∈S r(y) − 2 1, as d(x,S) → 0; this is done in Section 4. Remar-
kably, the construction of Z does not require any assumption on the behavior of ρ near S (which instead plays a role
when dim S = n− 1; see Section 2.3).
Let us also mention the following well-posedness result, which follows immediately from Theorems 2.12, 2.5 (with
S1 = ∅) and Remark 2.6.
Theorem 2.13. Let assumptions (A1)–(A4), with (A2)(ii) replaced by (A2)(ii)′, and (E1) be satisfied; suppose
φ ∈ L∞(Ω) and c(x) c0 > 0 for any x ∈ Ω . Then there exists a unique bounded solution of problem (1.3).
As an example, it is informative to discuss the above situation when A = (δij ). In this case problem (1.3) reads:⎧⎨
⎩
1
ρ
	u− cu = φ in Ω,
u = γ in R.
(2.15)
Since r(y) = n − k (y ∈ S), assumption (A4) reduces to (A4)(i); then we have the following refinement of Theo-
rem 2.12.
Corollary 2.14. Let assumptions (A1)–(A3) be satisfied, with (A2)(ii) replaced by (A2)(ii)′; suppose dim S  n− 2.
Then,
(i) there exists at most one solution u of problem (2.15) satisfying (2.13);
(ii) if dim S ≡ k  n− 3, there exists at most one solution u of problem (2.15) such that
lim
d(x,S)→0
u(x)
[d(x,S)]2−(n−k) = 0.
In particular, there exists at most one bounded solution of problem (2.15).
Remark 2.15. For n  2, if dim S < n − 2, or if dim S = n − 2 and the Hausdorff measure HN−2(S) is finite, the
capacity cap	 S is zero and it is well known that
cap	 S = 0 ⇔
{
there exists u ∈ C2(Ω ∪ R) such that u > 0 in Ω ∪ R,
	u 0 in Ω ∪ R, u(x) → +∞ as d(x,S) → 0.
Hence Z := −u − 1 is a subsolution of problem (1.9) which diverges as d(x,S) → 0, and by Theorem 1.2 there
exists at most one bounded solution of problem (2.15), in agreement with the above corollary. Similar remarks hold
for uniformly elliptic operators with sufficiently smooth coefficients (e.g., see [15] and references therein).
2.3. Main results: Singular manifolds of high dimension
Let us now address the case dim S = n− 1. We shall prove the following uniqueness result:
Theorem 2.16. Let dim S = n− 1; let assumptions (A1)–(A3), and either (E1) or (E2) be satisfied. Assume S2 = ∅.
In addition, suppose the following:
(a) there exist ε¯ > 0 and a positive, continuous function ρ satisfying
ε¯∫
ηρ(η)dη = +∞ (2.16)0
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ρ(x) ρ
(
d(x,S2)
) for any x ∈ S ε¯2 ; (2.17)
(b) c(x) c0 > 0 for any x ∈ Ω ;
(c) γ ∈ C(R ∪ S1).
Then,
(i) the function
P(ζ ) :=
ε¯∫
ζ
(η − ζ )ρ(η)dη (ζ ∈ (0, ε¯)) (2.18)
diverges as ζ → 0+;
(ii) there exists at most one solution u of problem (1.7) such that
lim
d(x,S2)→0
u(x)
P (d(x,S2)) = 0. (2.19)
In particular, problem (1.7) has at most one bounded solution.
In view of Theorem 1.2, Theorem 2.16 follows by constructing a suitable subsolution Z of problem (1.9) such that
|Z(x)| diverges with the same order of P(d(x,S2)) as d(x,S2) → 0 (see Section 5).
Remark 2.17. A natural choice in Theorem 2.16 is ρ(η) = η−σ , σ  2. Then,
(i) if σ = 2, there exists at most one solution u of problem (1.7) such that
lim
d(x,S2)→0
u(x)
log[d(x,S2)] = 0;
(ii) if σ > 2, there exists at most one solution u of problem (1.7) such that
lim
d(x,S2)→0
u(x)
[d(x,S2)]2−σ = 0.
In such cases the order of divergence of P(ζ ) as ζ → 0+ is the same as Q(ζ) := ∫ ε¯
ζ
ηρ(η) dη, although in general it
can be lower (e.g., take ρ(η) := e1/η/η3).
In view of Theorem 2.16, no additional conditions at S2 are needed to ensure uniqueness of bounded solutions
to problem (1.7), if (2.16)–(2.17) hold. If S1 = ∅, the situation is qualitatively the same as for dim S  n − 2
(see Theorem 2.12).
It is natural to investigate the complementary situation—namely, when conditions (2.20)–(2.21) below are satisfied.
As it can be expected, boundary conditions at S1 are necessary in this case to have a well posed problem. In other
words, nonuniqueness holds for problem (1.3), which lacks such conditions.
We address this situation strengthening assumption (E1), i.e., requiring it in Ω and not only in Ω ∪ R. This is
equivalent to assume that there exists α > 0 such that
(E3)
n∑
i,j=1
aij (x)ξiξj  α|ξ |2 for any x ∈ Ω and (ξ1, . . . , ξn) = 0.
Then we have the following:
Theorem 2.18. Let dim S = n − 1. Let assumptions (A1)–(A3) and (E3) be satisfied; assume S2 = ∅. In addition,
suppose the following:
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ε¯∫
0
ηρ(η)dη < +∞ (2.20)
such that
ρ(x) ρ
(
d(x,S1)
) for any x ∈ S ε¯1 ; (2.21)
(b) c ∈ L∞(Ω).
Then either no solutions, or infinitely many solutions of problem (1.3) exist.
Remark 2.19. A natural choice in Theorem 2.18 is ρ(η) = η−σ , σ < 2.
Theorem 2.18 is proved by constructing a positive supersolution V of problem (1.5) with the properties assumed
in Theorem 1.1. Clearly, V is also a supersolution of Eq. (2.4)—namely, we can take F = V in Theorem 2.5, which
gives (with S1 = ∅) sufficient conditions for the existence of solutions to problem (1.3). Then from Theorem 2.18 we
immediately obtain the following nonuniqueness result.
Theorem 2.20. Let the assumptions of Theorem 2.18 be satisfied. In addition, suppose φ ∈ L∞(Ω). Then infinitely
many solutions of problem (1.3) exist.
Indeed in the proof of Theorem 2.18 we construct a supersolution V which shows that S1 ⊆ ∂Ω is attracting. This
suggests a different approach, i.e., assuming S1 ⊆ Σ2 and using Proposition 2.7 (with Σ a connected component
of S1) to prove its attractivity, instead of assuming (E3) and “high diffusion near S1” as in (2.20)–(2.21). In this way
we obtain the following nonuniqueness result.
Theorem 2.21. Let dim S = n − 1, S1 = ∅ and S1 ⊆ Σ2. Let assumptions (A1), (E1), (F1)–(F2) be satisfied and
σij ∈ C1(Sε1) for some ε > 0 (i, j = 1, . . . , n). In addition, suppose:
(a) c(x) c0 > 0 for any x ∈ Ω ;
(b) φ ∈ L∞(Ω);
(c) γ ∈ C(R).
Then infinitely many solutions of problem (1.3) exist.
Remark 2.22. The assumptions of Proposition 2.7 and hence of Theorem 2.21 can be weakened assuming (A2)–(A3)
instead of (F1)–(F2), and supposing in addition:
(a) aij ∈ C1,1(Ω ∪ R ∪ S1), bi ∈ C0,1(Ω ∪ R ∪ S1), σij ∈ C1(Sε1 ) for some ε > 0;
(b) 0 < ρ0  ρ(x) ρ1 < +∞ for any x ∈ Sε1 ;
(c) ρ ∈ C1,1(Sε1 ), c ∈ L∞(Sε1) for some ε > 0.
Theorem 2.21 establishes nonuniqueness for problem (1.3), if boundary data are not prescribed on points of S
where drift trajectories point outwards. On the other hand, there is uniqueness of bounded solutions to (1.3), if drift
trajectories do not point outwards at any point of S ; this is a particular consequence of the following theorem, which
relies on Proposition 2.9 and Remark 2.6.
Theorem 2.23. Let dim S = n − 1, S2 = ∅ and S2 ⊆ Σ1. Let assumptions (A1), (E2), (F1)–(F2) be satisfied and
σij ∈ C1(Sε2) for some ε > 0 (i, j = 1, . . . , n); moreover, suppose c(x) c0 > 0 for any x ∈ Ω , γ ∈ C(R ∪ S1). Then
there exists at most one solution of problem (1.7) satisfying condition (2.11) (α > 0 sufficiently small). In particular,
there exists at most one bounded solution of problem (1.7).
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Example (c).
3. Parabolic problems
Results analogous to those above hold for parabolic problems (1.4), (1.8); the present section is devoted to the
statement of the main of them.
We always assume the coefficients of the operator L to be independent of time. Concerning coefficients and data
of the problems, let us state the counterpart of assumption (A2) for the parabolic problem, namely:
(A5)
⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
(i) ρ ∈ C1,1(Ω ∪ R), ρ > 0 in Ω ∪ R;
(ii) aij = aji ∈ C1,1(Ω ∪ R)∩C0,1(Ω), bi ∈ C0,1(Ω ∪ R)∩L∞(Ω) (i, j = 1, . . . , n);
(iii) c ∈ C(Ω ∪ R), c c1 > −∞;
(iv) f ∈ C(Ω × [0, T ]);
(v) g ∈ C(R × [0, T ]), u0 ∈ C(Ω ∪ R);
(vi) g(x,0) = u0(x) for any x ∈ R,
where (i)–(iii) coincide with those in (A2), apart from the sign condition on c which is not needed anymore. Concern-
ing ellipticity, we require the following weaker assumption (which coincides with (E2)(i), (ii)):
(E4)
⎧⎪⎨
⎪⎩
(i) ∑ni,j=1 aij (x)ξiξj  0 for any x ∈ Ω and (ξ1, . . . , ξn) ∈Rn, σij ∈ C1(Ω)
(i, j = 1, . . . , n);
(ii) ∑ni,j=1 aij (x)ξiξj > 0 for any x ∈ R and (ξ1, . . . , ξn) = 0.
Let us make the following definitions:
Definition 3.1. By a subsolution to Eq. (1.2) we mean any function u ∈ C(Ω × (0, T ]) such that∫
Ω×(0,T )
u{M∗ψ − ρcψ + ρ∂tψ}dx dt 
∫
Ω×(0,T )
ρfψ dx dt, (3.1)
for any ψ ∈ C∞0 (Ω × (0, T )),ψ  0. Supersolutions of (1.2) are defined replacing “” by “” in (3.1). A function u
is a solution of (1.2) if it is both a sub- and a supersolution.
Definition 3.2. Let R ⊆ E ⊆ ∂Ω , g ∈ C(E × [0, T ]), u0 ∈ C(Ω ∪ E), g(x,0) = u0(x)(x ∈ E). By a subsolution to the
problem, {Lu− cu− ∂tu = f in Ω × (0, T ),
u = g in E × (0, T ],
u = u0 in (Ω ∪ E)× {0},
(3.2)
we mean any function u ∈ C((Ω ∪ E)× [0, T ]) such that
(i) u is a subsolution of Eq. (1.2);
(ii) u g in E × (0, T ], u u0 in (Ω ∪ E)× {0}.
Supersolutions and solutions of (3.2) are defined accordingly.
Our results rely on the following theorems, which are the parabolic counterpart of Theorems 1.1 and 1.2, respec-
tively (see [12] for the proof).
Theorem 3.3. Let assumptions (A1), (A3), (A5) and (E1) be satisfied. Suppose g ∈ L∞(R× (0, T )), u0, c ∈ L∞(Ω).
Let there exist a supersolution V of problem (1.5) such that (1.6) is satisfied. Then there exist infinitely many bounded
solutions of problem (1.4).
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u0 ∈ C(Ω ∪ R ∪ S1), g(x,0) = u0(x) for any x ∈ R ∪ S1. Let there exist a subsolution Z H < 0 of problem,{Lu = μu in Ω,
u = 0 on R, (3.3)
for some μ 0, or of problem (1.5). Then there exists at most one solution u of problem (1.8) such that
lim
dist(x,S2)→0
supt∈(0,T ] |u(x, t)|
Z(x)
= 0. (3.4)
If dim S  n− 2, from Theorem 3.4 we obtain the following analogous of Theorem 2.12.
Theorem 3.5. Let assumptions (A1), (A3)–(A5) and (E4) be satisfied, with (A5)(ii) replaced by (A2)(ii)′. Then
(i) there exists at most one solution u of problem (1.4) such that
lim
d(x,S)→0
supt∈(0,T ] |u(x, t)|
log[d(x,S)] = 0; (3.5)
(ii) if α := infy∈S r(y)− 2 1, there exists at most one solution u of problem (1.4) such that
lim
d(x,S)→0
supt∈(0,T ] |u(x, t)|
[d(x,S)]−α = 0. (3.6)
In particular, problem (1.4) has at most one bounded solution.
If dim S = n− 1, the following results (to be compared with Theorems 2.16 and 2.20) can be proved.
Theorem 3.6. Let dim S = n − 1; let assumptions (A1), (A3), (A5) and (E4) be satisfied. Assume S2 = ∅,
g ∈ C([R ∪ S1] × [0, T ]), u0 ∈ C(Ω ∪ R ∪ S1), g(x,0) = u0(x) for any x ∈ R ∪ S1. In addition, let there exist
ε > 0 and a positive, continuous function ρ satisfying (2.16)–(2.17). Then there exists at most one solution u of prob-
lem (1.8) such that
lim
d(x,S2)→0
supt∈(0,T ] |u(x, t)|
P(d(x,S2)) = 0, (3.7)
with P defined in (2.18).
In particular, problem (1.8) has at most one bounded solution.
Theorem 3.7. Let dim S = n − 1. Let assumptions (A1), (A3), (A5) and (E3) be satisfied. Assume S2 = ∅,
g ∈ L∞(R × (0, T )), u0, c ∈ L∞(Ω). In addition, let there exist ε > 0 and a positive continuous function ρ sat-
isfying (2.20)–(2.21). Then infinitely many bounded solutions of problem (1.4) exist.
Let us mention also the parabolic counterpart of Theorems 2.21 and 2.23, respectively.
Theorem 3.8. Let dim S = n − 1, S1 = ∅ and S1 ⊆ Σ2. Let assumptions (A1), (A5)(iv)–(vi), (E1), (F1)–(F2) be
satisfied and σij ∈ C1(Sε1 ) for some ε > 0 (i, j = 1, . . . , n). In addition, suppose c,u0 ∈ L∞(Ω). Then infinitely
many solutions of problem (1.4) exist.
Theorem 3.9. Let dim S = n − 1, S2 = ∅ and S2 ⊆ Σ1. Let assumptions (A1), (A5)(iv)–(vi), (E4), (F1)–(F2)
be satisfied and σij ∈ C1(Sε2 ) for some ε > 0 (i, j = 1, . . . , n); moreover, suppose g ∈ C([R ∪ S1] × [0, T ]),
u0 ∈ C(Ω ∪ R ∪ S1), u0(x) = g(x,0) for any x ∈ R ∪ S1. Then there exists at most one solution of problem (1.8)
satisfying
lim
d(x,S2)→0
supt∈(0,T ] |u(x, t)|
[d(x,S2)]−α = 0, (3.8)
for some α > 0. In particular, there exists at most one bounded solution of problem (1.8).
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This depends on the fact that to prove the former a subsolution of problem (1.9) must be constructed, while for the
latter a subsolution of problem (3.3) for some μ 0 is needed.
The proofs of Theorems 3.5–3.9 are the same of those given below for the elliptic case, with obvious changes.
4. Singular manifolds of low dimension: Proofs
This section is devoted to the proof of Theorem 2.12. As already said, this follows from Theorem 1.2 if we exhibit a
suitable subsolution Z of problem (1.9). The construction of Z is rather technical and lengthy; it requires the following
steps:
(a) first we construct a local subsolution of the equation Lu = 0—namely, for any yˆ ∈ S we construct a subsolution
z0 in BRˆ(yˆ)∩Ω , where BRˆ(yˆ) is a ball of radius Rˆ > 0 sufficiently small;(b) using the compactness of S and (a) above, we construct a subsolution z of the same equation in a neighborhood
Sε (ε > 0 sufficiently small);
(c) finally, we extend the subsolution z in Sε to a subsolution Z of problem (1.9) with the desired properties.
4.1. Technical preliminaries
In view of the compactness and regularity of S assumed in (A1)(iv), the following holds (see [3] for the proof).
Lemma 4.1. Let assumption (A1) be satisfied. Then there exists σ > 0 with the following properties:
(i) for any x ∈ Sσ there exists a unique point x∗(x) ∈ S such that
d(x,S) = ∣∣x − x∗(x)∣∣;
(ii) x∗(·) ∈ C2(Sσ ;S), d(·,S) ∈ C3(Sσ ) and
∇[d(x,S)]2 = 2[x − x∗(x)] (x ∈ Sσ ).
Let y0 ∈ S ; let Ty0S and ⊥y0 S denote the tangent, respectively the orthogonal space to S at y0.
In view of the compactness of S , we can choose possibly smaller Ri in the representation (2.12), such that∣∣∣∣ ∂ |α|φ(i)∂yα11 . . . ∂yαkk
∣∣∣∣ C0 in BRi (yi1, . . . , yik) (|α| 3; i = 1, . . . ,N), (4.1)
for some C0 > 0 (α ≡ (α1, . . . , αk) denoting a multiindex).
It is convenient to point out for further reference a few technical observations; this is the content of the following
remark.
Remark 4.2. Let y¯ ∈ S . Then there exists i ∈ {1, . . . ,N} such that
y¯ = (y¯1, . . . , y¯k, φ(i)(y¯1, . . . , y¯k)).
Take the orthonormal vectors in (A4)(iii) and construct a complete basis of orthonormal vectors η1(·), . . . , ηn(·) ∈
C2(BR(y¯1, . . . , y¯k)), where we may assume that, for ζ ∈ BR(y¯1, . . . , y¯k) (for some R = R(i, y¯) > 0), η1(ζ ), . . . , ηk(ζ )
form a basis in the tangential subspace and ηk+1(ζ ), . . . , ηn(ζ ) form a basis in the orthogonal subspace to S at
(ζ,φ(i)(ζ )). In the following we use for simplicity the notation ηl(y), y ∈ S (l = 1, . . . , n) as in (A4)(iii).
The tangent space Ty¯S to S at y¯ can be taken into the linear subspace {Y ∈Rn | Yk+1 = · · · = Yn = 0} by a transfor-
mation of coordinates Y := M(y¯)(y − y¯), where the rotation matrix is given by M(y¯) = (η1(y¯) . . . ηn(y¯))T ∈ Mn.
This matrix valued function belongs to C2 in some set BR(y¯) ∩ S , i.e., its composition with the local representation
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local representation of S in the closure of a bounded neighborhood of 0, say in U(i)y¯ ⊂Rk . Then,
(Y1, . . . , Yk,pk+1, . . . , pn) = M(i)
(
(y1, , . . . , yk,φ
i
k+1, . . . , φ
i
n)− y¯
)
,
pk+1, . . . , pn being evaluated at (Y1, . . . , Yk) and (φik+1, . . . , φin) at (y1, . . . , yk). Moreover, since we compose regular
functions in compact sets, there exists C1 > 0 such that∣∣∣∣ ∂ |α|p(i,y¯)∂Y α11 . . . ∂Y αkk
∣∣∣∣ C1 in U(i)y¯ (|α| 3; i = 1, . . . ,N; y¯ ∈ S). (4.2)
In fact, by a change of y¯ the tangent space Ty¯S , the Y -coordinates and functions p(i,y¯) also change; however, inequality
(4.2) holds true with a suitable choice of the constant C1 independent from y¯, i and α.
Let σ > 0 as in Lemma 4.1 and x0 ∈ Sσ be fixed; then the projection x∗(x0) ∈ S is well defined and there exists
i ∈ {1, . . . ,N} such that
x∗
(
x0
)= (y¯1, . . . , y¯k, φ(i)(y¯1, . . . , y¯k)).
With the notations of the above remark, let p(i,x∗(x0)) be the local representation of S in the neighborhood
U0 ≡ U(i)x∗(x0) of 0 in Rk . As we make below, the new coordinate system X ≡ (X1, . . . ,Xn) can be chosen in Rn
so that, if p : U0 →Rn−k denotes the local representation of S with respect to this system, the following holds:
(C)
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
(i) X∗(X0) = 0;
(ii) ⊥0 S = {X ∈Rn | X1 = · · · = Xk = 0} ;
(iii) X0 ≡ (0, . . . ,0,X0n), d(X0,S) = X0n;
(iv) ∂2pn
∂Xi∂Xj
(0) = piin δij (i, j = 1, . . . , k);
here X0, X∗(X0) denote the new coordinates of the points x0, x∗(x0). In fact, equalities (i) and (ii) also hold in the
Y -coordinates, whereas (iii) can be obtained up to a rotation in the orthogonal space {Y ∈Rn | Y1 = · · · = Yk = 0} and
(iv) by a rotation in the tangent space {Y ∈ Rn | Yk+1 = · · · = Yn = 0}. Hence we have the analogous of inequality
(4.2) for some constant C2 > 0 independent of x0 ∈ Sσ , namely∣∣∣∣ ∂ |α|ps∂Xα11 . . . ∂Xαkk
∣∣∣∣ C2 in U0 (|α| 3; s = k + 1, . . . , n). (4.3)
In the following we set:
pls ≡
∂ps
∂Xl
(0), plqs ≡ ∂
2ps
∂Xl∂Xq
(0), (4.4)
and so on. Then the choice (C) implies
ps(0) = 0, pls = 0 (s = k + 1, . . . , n; l = 1, . . . , k). (4.5)
The following lemma deals with derivatives of the projection map X∗(·), respectively of the distance d(·,S). Part
of its proof was given in [9]; we reproduce it here for convenience of the reader.
Lemma 4.3. Let assumption (A1) be satisfied. There exists ε0 such that, if ε ∈ (0, ε0), x0 ∈ Sε is fixed and the choice
(C) is made, the following holds:
(i) for any i = 1, . . . , n
∂X∗l
∂Xi
(
X0
)=
{
δil
1−X0nplln if l = 1, . . . , k,
0 if l = k + 1, . . . , n;
(4.6)
368 M.A. Pozio et al. / J. Math. Pures Appl. 90 (2008) 353–386(ii) for any i, j = 1, . . . , n,
∂2X∗l
∂Xi∂Xj
(
X0
)= 1
1 −X0nplln
{
n∑
s=k+1
k∑
q=1
p
lq
s
δisδjq + δiqδjs
1 −X0npqqn
+ pijln
X0n
∑k
m,q=1 δimδjq
(1 −X0npiin )(1 −X0npjjn )
}
if l = 1, . . . , k, (4.7)
respectively
∂2X∗l
∂Xi∂Xj
(
X0
)= k∑
q,r=1
p
qr
l
δiqδjr
(1 −X0npiin )(1 −X0npjjn )
, if l = k + 1, . . . , n; (4.8)
(iii) for any i = 1, . . . , n
∂d(X,S)
∂Xi
∣∣∣∣
X=X0
= δin; (4.9)
(iv) there holds:
∂2d(X,S)
∂Xi∂Xj
∣∣∣∣
X=X0
=
⎧⎪⎪⎨
⎪⎪⎩
− piin1−d(X0,S)piin δij if i, j = 1, . . . , k,
δij−δinδjn
d(X0,S) if i, j = k + 1, . . . , n,
0 otherwise.
(4.10)
In the following by O(|X|),O(|X|2), . . . we denote functions of X such that for some constant D > 0,∣∣O(|X|)∣∣D|X|, O(|X|2)D|X|2, . . . . (4.11)
Remark 4.4. Omitting assumptions (C)(iii) and (C)(iv) in Lemma 4.3 amounts to deal, for any x0 ∈ Sε , with the Y -
coordinates mentioned in Remark 4.2 with y¯ = x∗(x0). Hence, if Y 0, Y,Y ∗(Y ) respectively correspond to x0, x, x∗(x)
in the new coordinates, we have:
Y 0 ≡ (0, . . . ,0, Y 0k+1, . . . , Y 0n ), Y ∗(Y 0)= 0, (4.12)
d
(
Y 0,S)= ∣∣Y 0 − Y ∗(Y 0)∣∣= ∣∣Y 0∣∣.
Therefore equalities (4.5) are still valid. From Lemma 4.3, going back from X-coordinates to Y -coordinates, i.e.,
performing rotations in the tangential and orthogonal subspaces to S at X0, gives:
∂(Yl − Y ∗l (Y ))
∂Yi
∣∣∣∣
Y=Y 0
= δil − ∂Y
∗
l (Y
0)
∂Yi
=
{
O(|Y 0|) if i, l  k,
δil if l  k + 1.
(4.13)
In the above equalities the constant D related to O(|Y 0|) can be chosen independent from x0 ∈ S .
Let us introduce for further reference the following notation. For any i, j = 1, . . . , n set [i, j ] := {i, i + 1, . . . ,
j − 1, j} ⊆N,
χ[i,j ](l) :=
{1 if i  l  j,
0 otherwise (l ∈N)
(namely, χ[i,j ] is the characteristic function of the string [i, j ]). Then (4.13) reads:
∂(Yl − Y ∗l (Y ))
∂Yi
∣∣∣∣
Y 0
= δil − ∂Y
∗
l
∂Yi
(
Y 0
)= O(∣∣Y 0∣∣)χ[1,k](l)χ[1,k](i)+ δilχ[k+1,n](l), (4.14)
where we also used (4.12). Likewise,
∂2Y ∗l (Y )
∂Yi∂Yj
∣∣∣∣
Y 0
= Blij
(
Y 0
){
χ[1,k](l)
(
1 − χ[k+1,n](i)χ[k+1,n](j)
)+ χ[k+1,n](l)χ[1,k](i)χ[1,k](j)}, (4.15)
where the functions Blij (.) are uniformly bounded for Y 0 corresponding to any x0 ∈ Sε .
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Proof of Lemma 4.3. Let
ε0 := min
{
σ,
1
2C2
}
, (4.16)
where σ > 0 is given in Lemma 4.1 and C2 > 0 in (4.3). Suppose that x0 ∈ Sε (ε ∈ (0, ε0)) is fixed and the choice
(C) has been made.
(i) Let ei be the unit vector of the ith coordinate axis (i = 1, . . . , n). Since the map X∗(·) is continuous by
Lemma 4.1(ii), there exists η > 0 such that X∗(X0 + hiei + hj ej ) ∈ {(X,p(X)) | X ∈ U0} for any hi, hj ∈ (−η,η)
(i, j = 1, . . . , n). This implies:∣∣X0 + hiei + hj ej −X∗(X0 + hiei + hj ej )∣∣2 = min
X∈U0
∣∣X0 + hiei + hj ej − (X,p(X))∣∣2,
thus
∂
∂Xl
∣∣X0 + hiei + hj ej − (X,p(X))∣∣2∣∣(X,p(X))=X∗(X0+hiei+hj ej ) = 0, (4.17)
for any l = 1, . . . , k and i, j, hi, hj as above.
Let us prove the following:
Claim. For any i, j = 1, . . . , n there exist η′ ∈ (0,min{η,Rm}) and ϕ ≡ (ϕ1, . . . , ϕk) ∈ C2((−η′, η′)2;Rk),
ϕ = ϕ(hi, hj ) such that
X∗
(
X0 + hiei + hj ej
)= (ϕ(hi, hj ),p(ϕ(hi, hj ))), (4.18)
for any (hi, hj ) ∈ (−η′, η′)2.
In fact, for any fixed i, j = 1, . . . , n define F ≡ F i,j : (−η,η)2 ×U0 →Rk , F ≡ (F1, . . . ,Fk) as follows:
Fl(hi, hj ,X) := ∂
∂Xl
∣∣(X0 + hiei + hj ej )− (X,p(X))∣∣2
= −2(hiδil + hj δjl −Xl)− 2
n∑
s=k+1
(
X0s + hiδis + hj δjs − ps(X)
) ∂ps
∂Xl
(X).
An elementary calculation gives:
∂Fl
∂Xh
(hi, hj ,X) = 2δhl + 2
n∑
s=k+1
[
∂ps
∂Xh
(X)
∂ps
∂Xl
(X)− (X0s + hiδis + hj δjs − ps(X)) ∂2ps∂Xh∂Xl (X)
]
,
∂Fl
∂hi
(hi, hj ,X) = −2δil − 2
n∑
s=k+1
δis
∂ps
∂Xl
(X),
for any h, l = 1, . . . , k, i = 1, . . . , n. In particular,
∂Fl
∂Xh
(0,0,0) = 2(1 −X0nphhn )δhl (h, l = 1, . . . , k), (4.19)
∂Fl
∂hi
(0,0,0) = −2δil (l = 1, . . . , k; i = 1, . . . , n) (4.20)
(here use of (C) and (4.5) has been made).
By (4.16) and (4.3)
0X0n  ε 
1
2C
 1
2|phh| ,2 n
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∣∣∣∣(0,0,0) 1.
Then by the Implicit Function Theorem there exists η′ ∈ (0, η) and uniquely defined functions ϕ1, . . . , ϕk ∈
C2((−η′, η′)2) such that ϕl(0,0) = 0 (l = 1, . . . , k), and
F
(
hj ,hj ,ϕ1(hi, hj ), . . . , ϕk(hi, hj )
)= 0, (4.21)
for any (hi, hj ) ∈ (−η′, η′)2. Thus
X∗l
(
X0 + hiei + hj ej
)= ϕl(hi, hj ),
for any s = 1, . . . , k, (hi, hj ) ∈ (−η′, η′)2. Hence equality (4.18) and the claim follow.
Let i = 1, . . . , n. From (4.18)–(4.20) we plainly have:
∂X∗l
∂Xi
(
X0
)= ∂X∗l
∂hi
(
X0 + hiei
)∣∣∣∣
hi=0
= ∂ϕl
∂hi
(0,0) = δil
1 −X0nplln
, (4.22)
if l = 1, . . . , k, respectively:
∂X∗l
∂Xi
(
X0
)= ∂
∂hi
pl
(
ϕ(hi,0)
)∣∣∣∣
hi=0
=
k∑
m=1
pml
∂ϕm
∂hi
(0,0) = 0, (4.23)
if l = k + 1, . . . , n (here use of (4.5) has been made). Hence equality (4.6) follows.
(ii) In view of (4.18), for any i, j = 1, . . . , n, l = 1, . . . , k, we have:
∂2
∂hi∂hj
Fl
(
hi, hj , ϕ(hi, hj )
)∣∣∣∣
hi=hj=0
= 0. (4.24)
As a lengthy calculation shows, the above equality reads:
∂2ϕl
∂hi∂hj
(0,0)−
n∑
s=k+1
k∑
q=1
p
lq
s
δisδjq + δiqδjs
1 −X0npqqn
− pijln
X0n
∑k
m,q=1 δimδjq
(1 −X0npiin )(1 −X0npjjn )
−X0n
k∑
q=1
p
lq
n
∂2ϕq
∂hi∂hj
(0,0) = 0; (4.25)
hence by (C)(iv) equality (4.7) follows.
In view of (4.18), for any i, j = 1, . . . , n, l = k + 1, . . . , n we have:
∂2X∗l
∂Xi∂Xj
(
X0
)= ∂2pl(ϕ(hi, hj ))
∂hi∂hj
∣∣∣∣
hi=hj=0
=
k∑
q,r=1
p
qr
l
δiqδjr
(1 −X0npqqn )(1 −X0nprrn )
(here use of (4.5) has been made). Hence (4.8) follows by (C)(iv).
(iii) Observe preliminarily that for any X ∈ Sε ,
d2(X,S) =
n∑
l=1
[
Xl −X∗l (X)
]2
,
the projection X∗(X) ∈ S being well defined by Lemma 4.1(i).
For any i = 1, . . . , n,
n∑ ∂[Xl −X∗l (X)]2
∂Xi
= 2
n∑(
Xl −X∗l (X)
)(
δil − ∂X
∗
l
∂Xi
(X)
)
. (4.26)l=1 l=1
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∂d2(X,S)
∂Xi
∣∣∣∣
X=X0
= 2X0nδin = 2d
(
X0,S)δin; (4.27)
here use of (4.6) has been made. Hence equality (4.9) follows.
(iv) It is easily seen that
∂2d
∂Xi∂Xj
= 1
2d
(
∂2d2
∂Xi∂Xj
− 1
2d2
∂d2
∂Xi
∂d2
∂Xj
)
, (4.28)
for any X ∈ Sε, i, j = 1, . . . , n (here d ≡ d(X,S) for simplicity). From (4.26) we get:
n∑
l=1
∂2[Xl −X∗l (X)]2
∂Xi∂Xj
= 2
n∑
l=1
[(
δjl − ∂X
∗
l
∂Xj
(X)
)(
δil − ∂X
∗
l
∂Xi
(X)
)
− (Xl −X∗l (X)) ∂2X∗l∂Xi∂Xj (X)
]
=: 2(S1 − S2). (4.29)
For X = X0, using the choice (C), (4.6) and (4.8), we obtain easily:
S1 =
⎧⎪⎨
⎪⎩
(X0np
ii
n )
2
(1−X0npiin )2 δij if i, j = 1, . . . , k,
δij if i, j = k + 1, . . . , n,
0 otherwise,
S2 =
{
X0np
ii
n
(1−X0npiin )2 δij if i, j = 1, . . . , k,
0 otherwise.
Then from (4.27)–(4.29) equality (4.10) easily follows. This completes the proof. 
4.2. Proof of Theorem 2.12
4.2.1. Let us prove the following proposition, which corresponds to the first step of the construction of the subsolu-
tion Z.
Proposition 4.5. Let the assumptions of Theorem 2.12 be satisfied; let yˆ ∈ S be fixed. Then there exist Rˆ > 0 and
z0 ∈ C2(BRˆ(yˆ)∩Ω) such that z0 is a subsolution of the equation:
Lu = 0 in B
Rˆ
(yˆ)∩Ω. (4.30)
Moreover,
(i) supB
Rˆ
(yˆ)∩Ω z0 < +∞;
(ii) z0(x) ∼ log[d(x,S)] as d(x,S) → 0 (x ∈ BRˆ(yˆ)∩Ω).
If α := infy∈S r(y)− 2 1, the same conclusion holds with (ii) replaced by,
(iii) z0(x) ∼ −[d(x,S)]−α as d(x,S) → 0 (x ∈ BRˆ(yˆ)∩Ω).
To prove Proposition 4.5 we have to construct suitable matrix functions. Let yˆ ∈ S be fixed; take Rˆ  ε, with ε as
in Lemma 4.3. Taking possibly smaller Rˆ we have B
Rˆ
(yˆ) := B
Rˆ
(yˆ)∩ S ⊆ Ui (i ∈ {1, . . . ,N}; see (2.12)). Moreover,
by (A4)(ii) there exists rˆ ∈ {2, . . . , n− k} such that rˆ is a lower bound for the orthogonal rank of A in S .
For any y ∈ B
Rˆ
(yˆ) set A ≡ A(y) and, using the notation in Remark 4.2, M ≡ M(y) ≡ M(i)(y); then
M(·) ∈ C2(B
Rˆ
(yˆ)). In the new coordinate system X := M(x − y) there holds X∗(y) = 0,
⊥0 S =
{
X ∈Rn ∣∣X1 = · · · = Xk = 0}.
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A˜ := MAMT ; (4.31)
let α˜ ∈ Mn−k denote the matrix with entries (A˜)k+i,k+j (i, j = 1, . . . , n − k). It is immediately seen that the rank of
the matrix α˜ coincides with the orthogonal rank of the matrix A at y. In fact, there holds:
(A˜)k+i,k+j =
〈
A˜ek+i , ek+j
〉= 〈Aη(k+i), η(k+j)〉,
here 〈·,·〉 denotes the scalar product in Rn, eh the unit vector of the hth coordinate axis and η(k+i) := MT ek+i ∈⊥y S
(i = 1, . . . , n− k) by the choice of M . Thus α˜ = A⊥ and the claim clearly follows from Definition 2.11.
Let ξ (k+i) ∈ C2(B
Rˆ
(yˆ)) denote the unit eigenvectors considered in (A4)(iii), λk+i the corresponding eigen-
values of the matrix α˜ (i = 1, . . . , n − k). Recall that α˜ is symmetric and α˜(·) ∈ C2(B
Rˆ
(yˆ);Mn−k). Then
λk+i = 〈α˜ξ (k+i), ξ (k+i)〉 (i = 1, . . . , n− k) are C2(BRˆ(yˆ)), too. Set
q1 :=
((
ξ
(k+i)
j
))
i,j=1,...,n−k ∈ Mn−k
(where ξ (k+i) denotes the ith row of the matrix q1); clearly, the rank of the matrix q1α˜qT1 is not less than rˆ and there
holds: (
q1α˜q
T
1
)
ij
= λk+iδij (i, j = 1, . . . , n− k).
Since at least rˆ eigenvalues of α˜ are strictly positive and continuous, choosing possibly smaller Rˆ we may assume that
λn−rˆ+1, . . . , λn, are strictly positive in BRˆ(yˆ). Let β1 > 0 be a lower bound for λn−rˆ+1, . . . , λn and β2 > 0 an upper
bound for all the eigenvalues of α˜ in B
Rˆ
(yˆ), namely:
β1  λn−rˆ+1, . . . , λn, and λk+1, . . . , λn  β2, in BRˆ(yˆ). (4.32)
Define the matrix q2 ∈ Mn−k as follows:
(q2)ij =
⎧⎪⎨
⎪⎩
1√
β2
if i = j = 1, . . . , n− k − rˆ ,
1√
λk+i
if i = j = n− k − rˆ + 1, . . . , n− k,
0 elsewhere;
set also q0 := q2q1. Then we have:
(
q0α˜q
T
0
)
ij
=
⎧⎨
⎩
λk+i
β2
if i = j = 1, . . . , n− k − rˆ ,
1 if i = j = n− k − rˆ + 1, . . . , n− k,
0 elsewhere.
(4.33)
Finally, define the matrix Q0 ∈ Mn as follows:
(Q0)ij :=
⎧⎨
⎩
δij if i, j = 1, . . . , k,
(q0)i−k,j−k if i, j = k + 1, . . . , n,
0 elsewhere.
(4.34)
Then by (4.33) we have:
(
Q0A˜Q
T
0
)
ij
=
{ λi
β2
if i = j = k + 1, . . . , n− rˆ ,
δij elsewhere for i, j = k + 1, . . . , n; (4.35)
moreover, the matrix function Q0 belongs to C2(BRˆ(yˆ);Mn).
Now we can prove Proposition 4.5.
Proof of Proposition 4.5. (i) Let us first prove the result assuming β = 0 in (A2)(ii)′, namely bi ∈ L∞(Ω)
(i = 1, . . . , n). Fix yˆ ∈ S ; let Rˆ ∈ (0, ε) be as required in the above construction. For any y ∈ B
Rˆ
(yˆ) set
E(y) := [M(y)]T Q0(y)M(y),
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Rˆ
≡ B
Rˆ
(yˆ) and, for any x ∈ B
Rˆ
∩Ω ,
z0(x) := log
∣∣E(x∗(x))[x − x∗(x)]∣∣2 +K∣∣E(x∗(x))[x − x∗(x)]∣∣, (4.36)
with K > 0 to be chosen. Since E ∈ C2(B
Rˆ
(yˆ);Mn) by the above remarks and x∗ ∈ C2(Sσ ;S) by Lemma 4.1(ii),
we have z0 ∈ C2(BRˆ ∩ Ω). Clearly, z0 satisfies (i)–(ii) (observe that d(x,S) = |x − x∗(x)| and (4.32)–(4.34) hold).
The conclusion will follow, if we prove that
(Mz0)
(
x0
)
 0 for any x0 ∈ B
Rˆ
∩Ω. (4.37)
To this purpose, for any x0 ∈ B
Rˆ
∩ Ω a change of variables as in Remark 4.2 is expedient. As above, denote by
X ≡ (X1, . . . ,Xn) the new coordinate system, where
X := M(y¯)(x − y¯), y¯ := x∗(x0). (4.38)
Set M ≡ M(y¯); then
X0 := M(x0 − y¯)≡ (0, . . . ,0,X0k+1, . . . ,X0n), d(X0,S)= ∣∣X0∣∣. (4.39)
Define also,
Z0(X) := z0(x) (x ∈ BRˆ ∩Ω);
it is easily seen that
Z0(X) = log
∣∣Q(X∗(X))(X −X∗)∣∣2 +K∣∣Q(X∗(X))(X −X∗)∣∣, (4.40)
for any x ∈ B
Rˆ
∩Ω , where
X∗(X) := M(x∗(x)− y¯),
(4.41)
Q
(
X∗(X)
) := ME(x∗(x))MT = M[M(x∗(x)]T Q0(x∗(x))M(x∗(x))MT .
For simplicity we always write X∗ ≡ X∗(X), omitting the dependence on X; we also set:
Q(X∗) ≡ ((qij )) (x ∈ BRˆ ∩Ω; i, j = 1, . . . , n), (4.42)
In particular for x = x0, by (4.41), we get:
Q(0) = Q0(y¯). (4.43)
Moreover, we set:
Wi = Wi(X) :=
n∑
j=1
qij
(
Xj −X∗j
)
(i = 1, . . . , n),
thus
∣∣Q(X∗)(X −X∗)∣∣=
(
n∑
i=1
W 2i
)1/2
. (4.44)
It is also easily seen that
(Mz0)
(
x0
)= (M˜Z0)(X0) (x0 ∈ BRˆ ∩Ω), (4.45)
where by M˜ we denote the formal differential operator:
M˜u ≡
n∑
i,j=1
a˜ij (X)
∂2u
∂Xi∂Xj
+
n∑
i=1
b˜i (X)
∂u
∂Xi
,
a˜ij (X) = a˜j i(X) :=
n∑
k.l=1
(M)ikaij (x)(M)jl (i, j = 1, . . . , n), (4.46)
b˜i (X) :=
n∑
(M)ij bj (x) (i = 1, . . . , n).
j=1
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A˜(X) := MA(x)MT , b˜(X) := Mb(x)
which coincides with (4.31) if x = y¯,X = 0. Now we prove that
(M˜Z0)
(
X0
)
 0 for any x0 ∈ B
Rˆ
∩Ω, (4.47)
whence the conclusion will follow.
For h = 1, . . . , n, we have:
∂Z0
∂Xh
(X) =
{
2
|Q(X∗)(X −X∗)|2 +
K
|Q(X∗)(X −X∗)|
}
I
(1)
h , (4.48)
where
I
(1)
h :=
n∑
i=1
Wi
∂Wi
∂Xh
,
(4.49)
∂Wi
∂Xh
(X) =
n∑
j=1
[
∂qij
∂Xh
(
Xj −X∗j
)+ qij
(
δjh −
∂X∗j
∂Xh
)]
.
For h, l = 1, . . . , n, there holds
∂2Z0
∂Xh∂Xl
(X) =
{
2
|Q(X∗)(X −X∗)|2 +
K
|Q(X∗)(X −X∗)|
}
I
(2)
hl
−
{
4
|Q(X∗)(X −X∗)|4 +
K
|Q(X∗)(X −X∗)|3
}
I
(1)
h I
(1)
l , (4.50)
where
I
(2)
hl :=
∂I
(1)
h
∂Xl
=
n∑
i=1
[
∂Wi
∂Xh
∂Wi
∂Xl
+Wi ∂
2Wi
∂Xh∂Xl
]
,
(4.51)
∂2Wi
∂Xh∂Xl
(X) =
n∑
j=1
[
∂2qij
∂Xh∂Xl
(
Xj −X∗j
)+ ∂qij
∂Xh
(
δjl −
∂X∗j
∂Xl
)
+ ∂qij
∂Xl
(
δjh −
∂X∗j
∂Xh
)
− qij
∂2X∗j
∂Xh∂Xl
]
.
To prove (4.47) the above quantities must be calculated at X = X0, hence (4.43) and (4.42) must be used.
In the following we use the notation O(|X0|),O(|X0|2), . . . introduced above; the same symbol O(·) will denote
any function satisfying (4.11). The constant D, although not explicitly given, will not depend on the specific choice
of x0 ∈ B
Rˆ
∩Ω. In fact, it will only depend on the following quantities:
(α) the functions qij (·) (hence on the eigenvalues and eigenvectors of the matrix a˜(·)) and their first and second
derivatives in B
Rˆ
∩Ω ;
(β) the function p(·) which gives a local representation of S in B
Rˆ
(yˆ), and its first and second derivatives;
(γ ) the lower and upper bounds β1, β2 of the eigenvalues of the orthogonal matrix.
Similar remarks hold for the positive constant H encountered below (see (4.60) and the following formulas).
(a) In view of (4.41), (4.43) and (4.34), we have:
Wi
(
X0
)= n∑
j=k+1
qij (0)X0j (i = 1, . . . , n), (4.52)
and ∣∣Q(X∗)(X −X∗)∣∣∣∣ 0 = ∣∣Q(0)X0∣∣. (4.53)X=X
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∂Wi
∂Xh
(
X0
)= n∑
j=k+1
∂qin
∂Xh
(0)X0j +
k∑
j=1
qij (0)O
(∣∣X0∣∣)
+
n∑
j=k+1
qij (0)δjh = qih(0)χ[k+1,n](h)+O
(∣∣X0∣∣). (4.54)
Equalities (4.52) and (4.54), together with (4.42), (4.34) give:
I
(1)
h
(
X0
)= n∑
i=1
(
n∑
j=k+1
qij (0)X0j
)
qih(0)χ[k+1,n](h)+O
(∣∣X0∣∣2)
=
n∑
i,j=k+1
qij (0)X0j qih(0)+O
(∣∣X0∣∣2). (4.55)
Concerning the above equality, observe that qih(0) = 0 for i = 1, . . . , k and h k + 1.
(c) The formulas in Remark 4.4 and equality (4.51) imply that ∂2Wi
∂Xh∂Xl
(X) is bounded independently from i, h, l
and the choice of x0 ∈ B
Rˆ
∩Ω . Then (4.52) and (4.54) entail:
I
(2)
hl
(
X0
)= n∑
i=k+1
qih(0)qil(0)+O
(∣∣X0∣∣). (4.56)
From (4.55) we also obtain:
(
I
(1)
h I
(1)
l
)(
X0
)=
(
n∑
i,j,r,s=k+1
qij (0)X0j qih(0)qrs(0)X
0
s qrl(0)
)
+O(∣∣X0∣∣3). (4.57)
To prove (4.37) we need an estimate from below of the quantity,
n∑
h,l=1
a˜hl(0)
∂2Z0
∂Xh∂Xl
(
X0
) (4.58)
(see (4.60)). To this aim, the following computations will be needed, where (4.33), (4.34) and (4.42) are used:
n∑
h,l=1
n∑
i=k+1
a˜hl(0)qih(0)qil(0) =
n∑
i=k+1
n∑
h,l=k+1
a˜hl(0)qih(0)qil(0)
=
n−k∑
j=1
n−k∑
s,t=1
(q0)js a˜s+k,t+k(0)(q0)jt =
n−k∑
j=1
(
q0α˜q
T
0
)
jj
 rˆ;
here rˆ is the lower bound for the orthogonal rank of A in S used in the construction of the matrix Q0. It is similarly
seen that (see (4.32)):
n∑
h,l=1
a˜hl(0)
n∑
i,j,s,t=k+1
qij (0)X0j qih(0)qst (0)X
0
t qsl(0)
=
n∑
i,j,s,t=k+1
qij (0)X0j qst (0)X
0
t
[
n∑
h,l=k+1
qih(0)a˜hl(0)qsl(0)
]
=
n∑
i,s=k+1
(
Q(0)X0
)
i
(
Q(0)X0
)
s
(
q0α˜q
T
0
)
i−ks−k
=
n−rˆ∑ λi
β2
(
Q(0)X0
)2
i
+
n∑ (
Q(0)X0
)2
i

∣∣Q(0)X0∣∣2.i=k+1 i=n−rˆ+1
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|X0|√
β2

∣∣Q(0)X0∣∣ |X0|√
β1
. (4.59)
In view of equalities (4.50), (4.53), (4.56), (4.57) and the above computations, since rˆ  2 by assumption (A4)(ii), we
obtain:
n∑
h,l=1
a˜hl(0)
∂2Z0
∂Xh∂Xl
(
X0
)
 1|Q(0)X0|2
{
2rˆ +O(∣∣X0∣∣)+K∣∣Q(0)X0∣∣(rˆ − 1)− 4 +KO(∣∣X0∣∣2)}
 1|Q(0)X0|
{−H +K +KO(∣∣X0∣∣)}. (4.60)
Here H is a positive constant, independent on x0 ∈ B
Rˆ
∩Ω , such that∣∣O(∣∣X0∣∣)∣∣H ∣∣Q(0)X0∣∣,
and K > 0 is the constant in the definition of z0 to be chosen (see (4.36)). We also have:∣∣∣∣ ∂2Z0∂Xh∂Xl
(
X0
)∣∣∣∣ 1|Q(0)X0|2
{
H +KO(∣∣X0∣∣)}. (4.61)
Since b˜i and qij are uniformly bounded for x0 ∈ BRˆ ∩Ω , by (4.48), (4.55) we get:∣∣∣∣∣
n∑
i=1
b˜i
(
X0
)∂Z0
∂Xi
(
X0
)∣∣∣∣∣ 1|Q(0)X0|
{
H +K∣∣O(∣∣X0∣∣)∣∣}. (4.62)
Inequalities (4.60)–(4.62) imply:
(M˜Z0)
(
X0
)= n∑
h,l=1
[
a˜hl
(
X0
)− a˜hl(0)] ∂2Z0
∂Xh∂Xl
(
X0
)
+
n∑
h,l=1
a˜hl(0)
∂2Z0
∂Xh∂Xl
(
X0
)+ n∑
i=1
b˜i
(
X0
)∂Z0
∂Xi
(
X0
)
 1|Q(0)X0|
{−H +K −K∣∣O(∣∣X0∣∣)∣∣}, (4.63)
for the coefficients a˜hl are of class C1, thus locally Lipschitz continuous in BRˆ ∩ Ω . For a sufficiently small Rˆ we
have |O(|X0|)| < 12 , then (see (4.59)),
(M˜Z0)
(
X0
)

√
β1
2|X0| (K − 2H) > 0, (4.64)
choosing K > 2H .
Finally, instead of definition (4.36) set:
z0(x) := − 1|E(x∗(x))(x − x∗(x))| +K log
∣∣E(x∗(x))(x − x∗(x))∣∣2, (4.65)
if infy∈S r(y) 3, respectively
z0(x) := − 1|E(x∗(x))(x − x∗(x))|α −
K
|E(x∗(x))(x − x∗(x))|α−1 , (4.66)
if infy∈S r(y) 4. Arguing as in the case infy∈S r(y) 2, inequality (4.47) is seen to hold in this cases, too; we omit
the details. The proof for the case β = 0 is complete.
(ii) Now we assume β ∈ (0,1) in (A2)(ii)′. In this case the definition (4.36) of z0 is replaced by:
z0(x) := log
∣∣E(x∗(x))(x − x∗(x))∣∣2 +K∣∣E(x∗(x))(x − x∗(x))∣∣1−β. (4.67)
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n∑
h,l=1
a˜hl(0)
∂2Z0
∂Xh∂Xl
(
X0
)
 1|Q(0)X0|
{
−H + K(1 − β)(rˆ − 1 − β)|Q(0)X0|β +KO
(∣∣X0∣∣1−β)}, (4.68)
∣∣∣∣ ∂2Z0∂Xh∂Xl
(
X0
)∣∣∣∣ 1|Q(0)X0|2
{
H +KO(∣∣X0∣∣1−β)}. (4.69)
Similarly, recalling also (A2)(ii)′ instead of (4.62) we get:∣∣∣∣∣
n∑
i=1
b˜i
(
X0
)∂Z0
∂Xi
(
X0
)∣∣∣∣∣ 1|Q(0)X0|1+β
{
H +K∣∣O(∣∣X0∣∣1−β)∣∣}. (4.70)
Therefore we have in the present case,
(M˜Z0)
(
X0
)= n∑
h,l=1
[
a˜hl
(
X0
)− a˜hl(0)] ∂2Z0
∂Xh∂Xl
(
X0
)
+
n∑
h,l=1
a˜hl(0)
∂2Z0
∂Xh∂Xl
(
X0
)+ n∑
i=1
b˜i
(
X0
)∂Z0
∂Xi
(
X0
)
 1|Q(0)X0|1+β
{−H +K −K∣∣O(∣∣X0∣∣1−β)∣∣}, (4.71)
which corresponds to (4.63). Hence the conclusion follows as before, choosing Rˆ possibly smaller and K sufficiently
large.
Finally, if infy∈S r(y) 3, instead of definition (4.36) set:
z0(x) := − 1|E(x∗(x))(x − x∗(x))| −
K
|E(x∗(x))(x − x∗(x))|β , (4.72)
or respectively, if infy∈S r(y) 4,
z0(x) := − 1|E(x∗(x))(x − x∗(x))|α −
K
|E(x∗(x))(x − x∗(x))|α−1+β . (4.73)
Arguing as in the previous cases inequality (4.47) is seen to hold in this cases, too; we omit the details. The proof is
complete. 
4.2.2. The following proposition corresponds to the second step in the construction of the subsolution Z.
Proposition 4.6. Let the assumptions of Theorem 2.12 be satisfied. Then there exist ε > 0 and z ∈ C2(Sε) such that z
is a subsolution of the equation:
Lu = 0 in Sε. (4.74)
Moreover,
(i) supSε z < ∞;
(ii) z(x) ∼ log[d(x,S)] as d(x,S) → 0 (x ∈ Sε).
If α := infy∈S r(y)− 2 1, the same conclusion holds with (ii) replaced by
(iii) z(x) ∼ −[d(x,S)]−α as d(x,S) → 0 (x ∈ Sε).
Proof. (i) Assume first β = 0 in assumption (A2)(ii)′. In view of the compactness of S and of Proposition 4.5, there
exist yˆi ∈ S , Hi,hi,Ri > 0 and zi ∈ C2(BRi (yˆi)∩Ω) (i = 1, . . . , Nˆ , for some Nˆ ∈N) of the form:
zi(x) := log
∣∣Ei(x∗(x))[x − x∗(x)]∣∣2 +K∣∣Ei(x∗(x))[x − x∗(x)]∣∣,
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(a) S ⊆⋃Nˆi=1BRi ;
(b) zi (i = 1, . . . , Nˆ ) is a subsolution of the equation
Lu = 0 in BRi ∩Ω,
if K >Hi (see (4.64); we set BRi ≡ BRi (yˆi) for simplicity). In fact, there holds:
Mzi  hi
d(x,S) (K −Hi) in BRi ∩Ω. (4.75)
Observe that the matrix-valued functions Ei,Ej with i = j may be different at the same point, since they depend
on the local representation of S and on the choice and ordering of the nonzero eigenvalues.
Choose ε ∈ (0,min{R1, . . . ,RNˆ }), so that Sε ⊆
⋃Nˆ
i=1BRi . Let {ψi}Ni=1 be a partition of unity subordinate to
{BRi }Ni=1, namely,
ψi ∈ C∞(Ω), suppψi ⊆ BRi , 0ψi  1,
Nˆ∑
i=1
ψi = 1 in Sε. (4.76)
Define:
z(x) :=
Nˆ∑
i=1
ψi(x)zi(x)
(
x ∈ Sε),
where we define zi := 0 outside its domain BRi ∩Ω (i = 1, . . . , Nˆ ). There holds:
Mz =
Nˆ∑
i=1
(Mψi)zi +
Nˆ∑
i=1
n∑
h,l=1
ahl
(
∂ψi
∂xh
∂zi
∂xl
+ ∂ψi
∂xl
∂zi
∂xh
)
+
Nˆ∑
i=1
ψi(Mzi). (4.77)
The proof of Proposition 4.5, together with the boundedness in Sε of the functions pi, qij , aij , bi and their first and
second derivatives, easily give the following
Claim. There exist positive constants C1,C2 such that, taking ε > 0 possibly smaller and C3 := min{h1, . . . , hNˆ },
there holds:
Nˆ∑
i=1
(Mψi)zi  C1 log
[
d(·,S)] in Sε; (4.78)
Nˆ∑
i=1
n∑
h,l=1
ahl
(
∂ψi
∂xh
∂zi
∂xl
+ ∂ψi
∂xl
∂zi
∂xh
)
− C2
d(·,S) in S
ε; (4.79)
Nˆ∑
i=1
ψi(Mzi) C3
d(·,S) (K −K0) in S
ε, (4.80)
for any K K0 := max{H1, . . . ,HNˆ }.
Inequality (4.78) follows from the very definition of z, while (4.79), (4.80) are a consequence of (4.48) and (4.55),
respectively of (4.75) and (4.76).
From (4.77)–(4.80) we obtain (x ∈ Sε):
(Mz)(x) 1 (C3K −C3K0 −C2 −C1d(x,S)∣∣log[d(x,S)]∣∣) 0,d(x,S)
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whence the conclusion.
(ii) Now suppose β ∈ (0,1) in assumption (A2)(ii)′. Following the proof of Proposition 4.5, we have zi of the form
(4.67); hence inequalities (4.78) and (4.80) become respectively
Nˆ∑
i=1
(Mψi)zi  C1 log[d(·,S)]
d(·,S)β in S
ε, (4.81)
Nˆ∑
i=1
ψi(Mzi) C3
d(·,S)1+β (K −K0) in S
ε. (4.82)
Then the conclusion follows as in the previous case for sufficiently large K . The case infy∈Sr(y)  3 can be dealt
with similarly. This completes the proof. 
4.2.3. The third step in the outlined construction of Z allows us to complete the proof of Theorem 2.12.
Proof of Theorem 2.12. (i) Let us first address the case when (E1) holds. Let z be the subsolution of Eq. (4.74)
exhibited in Proposition 4.6. Consider the problem:{Lw = 0 in Sε/2,
w = −z in ∂Sε/2 \ S; (4.83)
a solution w ∈ C2(Sε/2) ∩ C1(Sε/2 \ S) ∩ L∞(Sε/2) is easily constructed by standard compactness arguments. In-
deed, observe that any constant C  |z|L∞(∂Sε/2\S) is a supersolution of (4.83), whereas −C is a subsolution. Then
Z˜ := z +w is a subsolution of the equation:
Lu = 0 in Sε/2,
such that Z˜ = 0 in ∂Sε/2 \ S and
Z˜(x) ∼ logd(x,S) as d(x,S) → 0.
Then Z˜(x) 0 by the maximum principle (applied in sets of the form Sε/2 \ Sδ , δ ∈ (0, ε/2) and such that Z˜(x) < 0
on ∂Sδ ∩ Sε/2).
Let W ∈ C2(Ω \ Sε/2)∩C1(Ω \ Sε/2) be the solution of the problem:⎧⎪⎨
⎪⎩
LW = 0 in Ω \ Sε/2,
W = 1 on R,
W = 0 on ∂Sε/2 \ S,
hence 0W  1 in Ω \ Sε/2. Set:
Z :=
{
HZ˜ − 2 in Sε/2,
W − 2 in (Ω ∪ R) \ Sε/2
with H > 0 to be chosen. Then:
(a) Z ∈ C(Ω ∪ R), Z −1 in Ω ∪ R;
(b) it is easily seen that ∫
Ω
ZM∗ψ dx 
∫
Γ
ψ
n∑
i,j=1
aij (x)
∂
∂xi
(W −HZ˜)νj (x) dx,
for any ψ ∈ C∞0 (Ω),ψ  0; here Γ := ∂(Sε/2 ∩ suppψ) and ν(x) ≡ (ν1(x), . . . , νn(x)) denotes the outer normal
to Sε/2 at x ∈ ∂Sε/2 \ S .
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exists α > 0 such that
n∑
i,j=1
aij
∂W
∂xi
νj  α in ∂Sε \ S.
Then choosing H := α/{(∑ni,j=1 |aij |L∞(Ω))|∇Z˜|L∞(∂Sε/2\S)} we obtain:∫
Ω
ZM∗ψ dx  0.
Moreover, by Z −1, ρ,ψ, c 0 there holds:∫
Ω
ZM∗ψ dx  0
∫
Ω
ρcZψ dx.
Then Z is a subsolution of (1.9), hence the conclusion follows by Theorem 1.2.
(ii) Now suppose that (E2) is satisfied and c(x) > 0 for any x ∈ Ω . Let z be the subsolution of Eq. (4.74) exhibited
in Proposition 4.6. Since z is defined in Sε , set Z := 0 in Ω \Sε . Consider as in (2.9) a function χ ∈ C2(Ω),0 χ  1
such that
χ(x) =
{
1 if x ∈ Sε/2,
0 if x ∈ Ω \ Sε; (4.84)
then define Z(x) := χ(x)z(x), x ∈ Ω . Clearly, there holds:
LZ  0 in Sε/2, (4.85)
LZ = 0 in Ω \ Sε, (4.86)
LZ(x)−K in Sε \ Sε/2, (4.87)
where K := maxSε\Sε/2 |LZ|. Since Z is bounded from above, it is not restrictive to assume,
Z −max{1,K}
c0
in Ω,
where c0 := minSε\Sε/2 c > 0. Hence by inequalities (4.85)–(4.87) we conclude that Z is a subsolution of pro-
blem (1.9). Then by Theorem 1.2 the conclusion follows. 
5. Singular manifolds of high dimension: Proofs
The present section is devoted to prove the results stated in Sections 2.1 (paragraph 2.1.3) and 2.3.
Proof of Theorem 2.16. To prove claim (i) observe that P(ζ ) is a decreasing positive function of ζ ∈ (0, ε¯), hence it
has a limit as ζ → 0+. By contradiction, let this limit be finite. Then for any σ > 0 there exists δ = δ(σ ) such that for
any ζ0, ζ with 0 < ζ0  ζ  δ:
σ 
ε¯∫
ζ0
(η − ζ0)ρ(η) dη −
ε¯∫
ζ
(η − ζ )ρ(η)dη
=
ζ∫
ζ0
(η − ζ0)ρ(η) dη +
ε¯∫
ζ
(ζ − ζ0)ρ(η) dη 0. (5.1)
In particular, for any ζ0, ζ as above there holds:
0
ε¯∫
(ζ − ζ0)ρ(η) dη σ
(
ζ ∈ (0, δ)).ζ
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0 ζ
ε¯∫
ζ
ρ(η) dη σ for any ζ ∈ (0, δ). (5.2)
Since σ is arbitrary and δ = δ(σ ), we get:
lim
ζ→0+
ζ
ε¯∫
ζ
ρ(η) dη = 0, (5.3)
whence by (2.16)
lim
ζ→0+
P(ζ ) = lim
ζ→0+
[ ε¯∫
ζ
ηρ(η)dη − ζ
ε¯∫
ζ
ρ(η) dη
]
= +∞, (5.4)
a contradiction. This proves the claim.
To prove (ii), set
Z(ζ ) := e Cβ ζ − 1
C
ε¯∫
ζ
[
1 − e Cβ (ζ−η)]ρ(η)dη (ζ ∈ (0, ε¯)),
with positive constants C, β to be chosen. Plainly, |Z(ζ )| diverges with the same order as P(ζ ) for ζ → 0+. Hence
we have:
Z ′ > 0, βZ ′′ −CZ ′ = −ρ in (0, ε¯);
Z(ζ ) → −∞, Z ′(ζ ) → ∞, Z ′′(ζ ) → −∞ as ζ → 0.
Set Z˜(x) := Z(d(x,S2)) (x ∈ S ε¯2 ). Let us show that
LZ˜(x)−1 in Sε2 , (5.5)
with a proper choice of C, β and for ε ∈ (0, ε¯] possibly smaller then ε¯.
To check (5.5) fix any x ∈ Sε2 (ε ∈ (0, ε¯]). As in the proof of Theorem 2.12, take new coordinates, still denoted
by x, satisfying condition (C) in Section 4.1. In particular, we have:
x = (0, . . . ,0, xn), x∗(x) = 0, d(x,S2) = xn, (5.6)
T0S2 =
{
(x1, . . . , xn) ∈Rn
∣∣ xn = 0}. (5.7)
By abuse of notation, denote again by aij , bi the coefficients of M in the new coordinates. We can choose C and β
such that
|ann| β,
∣∣Md(x,S2)∣∣ C in S ε¯2 ;
here use of (4.9)–(4.10) with k = n − 1 has been made. Using (2.17), (4.9) and taking ε ∈ (0, ε¯] so small that
Z(ζ ),Z ′′(ζ ) < 0 and Z ′(ζ ) > 0 for any ζ ∈ (0, ε], we obtain:
MZ˜(x) = ann(x)Z ′′
(
d(x,S2)
)+ [Md(x,S2)]Z ′(d(x,S2))
 βZ ′′(d(x,S2))−CZ ′(d(x,S2))= −ρ(d(x,S2))−ρ(x)
for any x ∈ Sε2 ; then inequality (5.5) follows.
In view of inequality (5.5), Z˜ − H with suitable H is a subsolution in Sε2 of the differential equation in (1.9).
To complete the proof, we must extend its definition to (Ω ∪ R) \ Sε2 so as to exhibit a subsolution of problem (1.9).
This is easily done arguing as in part (ii) of the proof of Theorem 2.12; we leave the details to the reader. Hence the
result follows. 
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x ∈ Sε1 \ S1; as in the proof of Theorem 2.16, it is not restrictive to assume (5.6)–(5.7). In view of the assumptions
about the coefficients aij , bi , we can choose C > 0 such that∣∣Md(x,S1)∣∣ C in Sε1 \ S1. (5.8)
Then choose c1 > 0 such that
c1 
1
C
ε∫
ε/2
e
C
α
ηρ(η) dη. (5.9)
Define:
V(ζ ) := c1e−Cα ζ − 1
C
ε∫
ζ
[
e
C
α
(η−ζ ) − 1]ρ(η)dη (ζ ∈ (0, ε)),
with C,c1 as above, α > 0 being the ellipticity constant in (E3). It is easily seen that
αV ′′ +CV ′ = −ρ in (0, ε),
V ′ > 0, V ′′ < 0 in (0, ε/2)
(use of the choice (5.9) is made for the latter). Using assumption (2.20), it is also easily checked that V is bounded
from below in (0, ε/2); moreover V is increasing, there, hence there exists V(0) := limζ→0+ V(ζ ).
(ii) Set V˜ (x) := V(d(x,S1))− V(0) (x ∈ Sε/21 \ S1); let us prove that
LV˜ (x)−1 in Sε/21 \ S1. (5.10)
In fact, by (5.8) we have:
MV˜ (x) = V ′′(d(x,S1)) n∑
i,j=1
aij (x)
∂d(x,S1)
∂xi
∂d(x,S1)
∂xj
+ [Md(x,S1)]V ′(d(x,S1))
 αV ′′(d(x,S1))+CV ′(d(x,S1))= −ρ(d(x,S1))−ρ(x),
for any x ∈ Sε/21 \ S1; here use of (2.21), assumption (E3) and the above properties of V has been made. Then
inequality (5.10) follows.
(iii) Consider the solution W  0 of the problem:⎧⎪⎨
⎪⎩
LW = −1 in Ω \ Sε/21 ,
W = 1 on R,
W = 0 on ∂Sε/21 \ S1.
(5.11)
Define
V :=
{
c0V˜ in Sε/21 ,
W + k in Ω \ Sε/21 ,
where
c0 := max
{
1,
1
αV ′(ε/2)
(
n∑
i,j=1
|aij |L∞(Ω)
)
|∇W |
L∞(∂Sε/21 \S1)
}
, k := c0
(V(ε/2)− V(0))> 0.
We shall prove the following:
Claim. The function V is a positive supersolution of problem (1.5) satisfying condition (1.6).
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To prove the claim we must show the following:
(a) V ∈ C(Ω ∪ R);
(b) ∫
Ω
VM∗ψ dx − ∫
Ω
ρψ dx for any ψ ∈ C∞0 (Ω),ψ  0;
(c) condition (1.6) is satisfied.
To check (a), observe that the condition
c0V˜ = W + k on ∂Sε/21 \ S1,
reads
c0
(V(ε/2)− V(0))= k,
thus it follows from the choice of k. The continuity of V elsewhere is clear from its very definition; hence (a) follows.
Concerning (b), an easy calculation gives:∫
Ω
VM∗ψ dx −
∫
Ω
ρψ dx −
∫
Γ
n∑
i,j=1
aij (x)
∂
∂xi
(c0V˜ −W)νj (x) dx,
for any ψ ∈ C∞0 (Ω),ψ  0; here Γ := ∂Sε/21 ∩ suppψ and ν(x) ≡ (ν1(x), . . . , νn(x)) denotes the outer normal to
Sε/21 at x ∈ ∂Sε/21 \ S1. Since
n∑
i,j=1
aij (x)
∂V˜
∂xi
νj (x) = V ′(ε/2)
n∑
i,j=1
aij (x)νi(x)νj (x) αV ′(ε/2) > 0,
inequality (b) follows from the above choice of c0.
Finally, concerning (c) observe that
inf
Ω∪R
V = c0 inf
Sε/21
V˜ = 0 < 1 + k = inf
R
(W + k) = inf
R
V ;
hence (1.6) is satisfied. This completes the proof. 
Proof of Theorem 2.21. By Proposition 2.7(i) S1 is attracting. Then, in view of Theorem 2.5, there exists a solution
of problem (1.7) satisfying (2.5). Since the constant in (2.5) is arbitrary and R∩S1 = ∅ (see assumption (A1)(ii)), the
conclusion follows. 
Proof of Theorem 2.23. By Proposition 2.9 the function Z defined in (2.10) is a subsolution of problem (1.9). In
view of Theorem 1.2, the conclusion follows. 
It remains to prove Propositions 2.7–2.9. To this purpose we need the following lemma (see [4] for the proof).
Lemma 5.1. Let assumptions (F1)–(F3) be satisfied. Suppose that σij ∈ C1(Σε) for some ε > 0 (i, j,= 1 . . . , n), and
let Σ ⊆ Σ1 ∪Σ2 be a smooth connected component of ∂Ω . Then,
(i) for any x ∈ Σ there holds,
∂d(x,Σ)
∂xi
= −νi(x), (5.12)
n∑
i,j=1
aij (x)
∂2d(x,Σ)
∂xi∂xj
=
n∑
i,j=1
∂aij (x)
∂xj
νi(x); (5.13)
384 M.A. Pozio et al. / J. Math. Pures Appl. 90 (2008) 353–386(ii) there exist ε > 0, C > 0 such that, for any x ∈ Σε,
n∑
i,j=1
aij (x)
∂d(x,Σ)
∂xi
∂d(x,Σ)
∂xj
 C
[
d(x,Σ)
]2; (5.14)
moreover, if Σ ⊆ Σ1, there holds,
Md(x,Σ)−Cd(x,Σ). (5.15)
Proof of Proposition 2.7. (i) Since Σ ⊆ Σ2 is compact, there holds:
C := min
x∈Σ
βF (x)
ρ(x)
> 0.
Hence from (5.12)–(5.13) we obtain:
Ld(x,Σ) = − 1
ρ(x)
n∑
i=1
[
bi(x)−
n∑
j=1
∂aij (x)
∂xj
]
νi(x) = −βF (x)
ρ(x)
< −C,
for any x ∈ Σ . By continuity we get:
Ld(x,Σ)−C in Σε, (5.16)
with ε > 0 suitably small. Choosing V := d(·,Σ)
C
in Definition 2.3, the claim follows.
(ii) Let x0 ∈ Σ ; fix r > 0 so small that Ω ∩Br(x0) ⊆ Σε . Define:
h(x) := λ1
[
d(x,Σ)+ λ2
∣∣x − x0∣∣2] (x ∈ Ω ∩Br(x0);λ1, λ2 > 0).
It is easily seen that
Lh(x) = λ1
{
Ld(x,Σ)+ 2λ2
ρ(x)
[
n∑
i=1
(
aii(x)+ bi(x)
(
xi − x0i
))]}
, (5.17)
for any x ∈ Ω ∩ Br(x0). In view of (5.16) and the boundedness of the coefficients, by a proper choice of λ1, λ2 the
conclusion follows. 
Proof of Proposition 2.9. Take ε ∈ (0, ε0) as in Lemma 5.1(ii) and such that Σε ⊆ Ω ∪Σ . Then it is easily seen that
for any x ∈ Σε/2,
LZ(x) = [d(x,Σ)]
−α
ρ(x)
{
α
[
d(x,Σ)
]−1Md(x,Σ)− α(α + 1)[d(x,Σ)]−2 n∑
i,j=1
aij (x)
∂d(x,Σ)
∂xi
∂d(x,Σ)
∂xj
}
 [d(x,Σ)]
−α
ρ(x)
{−αC − α(α + 1)C}−C1[d(x,Σ)]−α,
where C1 = C1(α) := [α(α + 2)C]
/
minΩ ρ; here use of (5.14)–(5.15) has been made. Then
LZ  C1(Z +H) C1Z in Σε/2 (5.18)
with ε > 0 suitably small (see (2.9)–(2.10)). On the other hand, there holds:
LZ = 0 in Ω \Σε, (5.19)
LZ(x)−C2 in Σε \Σε/2, (5.20)
for some C2 > 0. Choosing H  C2/c0 and α > 0 so small that C1  c0, from (5.18)–(5.20) we obtain:
LZ  c0Z in Ω;
then the conclusion follows. 
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In this section we give a few applications of the above results, limiting ourselves to the elliptic case. We always
assume φ ∈ C(Ω)∩L∞(Ω), γ ∈ C(R).
(a) An application of Theorem 2.12. Consider the problem:{
(x2 + d2)uxx + 2xyuxy + (y2 + d2)uyy + uzz − u = φ in Ω,
u = γ on R, (6.1)
where Ω := B2(0) \ {(x, y,0) | x2 + y2 = 1} ⊆R3, R = ∂B2(0), S = {(x, y,0) | x2 + y2 = 1}, d ≡ d((x, y, z),S).
Here dim S = n− 2; moreover, the diffusion matrix of the operator considered in (6.1) is elliptic in Ω ∪R, but has
points of degeneracy on S.
It is easily seen that in this case,
M(x,y, z) =
(−y x 0
−x −y 0
0 0 1
)
, A⊥(x, y, z) =
(
1 0
0 1
)
,
(
(x, y, z) ∈ S).
By Theorems 2.5 (with S1 = ∅, F ≡ 1), 2.12 and Remark 4.2, problem (6.1) is well posed in L∞(Ω).
(b) The limiting value β = 1 in condition (A2)(ii)′ of Theorem 2.12 is not allowed. Consider the problem:{
	u− 4
x2+y2 (xux + yuy)− u = φ in Ω,
u = γ on R, (6.2)
where Ω = B1(0) \ {0} ⊆R2,R = ∂B1(0),S = {0}.
The function V (x, y) := x2 + y2 is a supersolution of equation:
LV = −1 in Ω,
moreover, it satisfies
0 = inf
Ω∪R
V < inf
R
V = 1.
By Theorem 1.1, problem (6.2) has infinitely many bounded solutions.
Observe that dim S = 0 = n − 2 and r(0) = 2, but Theorem 2.12 does not apply. In fact, condition (A2)(ii)′ is not
satisfied, since ∣∣b(x, y)∣∣= 4√
x2 + y2
(
(x, y) ∈ Ω).
Similar remarks can be made when r(y) 3 or r(y) 4 for any y ∈ S; we omit the details.
(c) A comparison between the results of Theorems 2.16, 2.20 and those of Theorems 2.21, 2.23. Consider the problem:{
dα	u− u = φ in Ω,
u = γ on R, (6.3)
where α ∈ R, α = 0, Ω = B2(0) \ B1(0) ⊆ R3, R = ∂B2(0), S = ∂B1(0), d ≡ d(x) ≡ d(x,S) (x ∈ Ω ∪ R).
Depending on the values of the parameter α = 0 different situations arise, as discussed below.
Nonuniqueness case: α < 2. Set ρ(x) := [d(x)]−α (x ∈ Ω ∪ R). By Theorem 2.20, problem (6.3) admits infinitely
many bounded solutions in L∞(Ω).
It is worth observing that Theorems 2.21 and 2.23 do not apply in this case, due to the lack of regularity. In fact,
problem (6.3) can be regarded as a particular case of problem (1.7) with
S = S1, ρ = c ≡ 1, aij = dαδij , bi ≡ 0 (i, j = 1,2,3).
When α < 1 condition (F2)(ii) is not satisfied; hence the functions αF and βF are not well defined and Theorem 2.21
cannot be applied. However, its conclusion holds true, as seen above.
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cannot be applied, since σij = d1/2δij /∈ C1(Sε1) (although its conclusion holds true, as already remarked).
When α ∈ (1,2) condition (F2)(ii) is not satisfied, yet in this case the functions αF and βF are well defined and
S1 ⊆ Σ1. Theorem 2.23 cannot be applied (observe that moreover σij = dα/2δij /∈ C1(Sε1)); in fact, as already seen,
its conclusion is false in this case.
Uniqueness case: α  2. Set ρ(x) := [d(x)]−α (x ∈ Ω ∪ R). In view of Theorem 2.16, there exists at most one
bounded solution of problem (6.3).
Observe that problem (6.3) is a particular case of problem (1.7) with
S = S2, ρ = c ≡ 1, aij = dαδij , bi ≡ 0 (i, j = 1,2,3).
In this case conditions (F1)–(F3) are satisfied; moreover, it is easily seen that S2 ⊆ Σ1. By Theorem 2.23 there exists
at most one bounded solution of problem (6.3), in agreement with the above conclusion obtained by Theorem 2.16.
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