Meshless Local Petrov Galerkin (MLPG) techniques are pure meshless methods nowadays used to solve a large class of Partial Differential Equations. Recently, the Direct MLPG (DMLPG) techniques have been proposed. They are based upon the Generalized Least Square Method. DMLPG technique alleviates some difficulties found in MLPG, such as tricky numerical integration. In this article we report our expansion of DMLPG techniques to 3D Poisson problems. We also compare MLPG vs DMLPG performances.
Introduction
This paper deals with true meshless methods for the solution of Partial Diffeential Equations (PDE). They do not use any mesh, neither for discretization of the problem domain, nor for numerical integrations. True meshless methods are designed to reduce the high computational cost spent in order to design discretization mesh for complex geometries. They also facilitate the implementation of adaptive techniques.
Meshless Local Petrov Galerkin (MLPG) methods (see eg. [2] ) are among the most frequently exploited. In the literature there are many implementations based on radial basis functions (RBF) [6, 25] , see eg [1] , and references herein. A smaller number of contributes which use also tensor product functions (TPF), are available [22, 7, 28, 14, 26, 18] .
The advantages of the latter methods are particularly dominant when 3D problems are considered, see [17] and references herein.
Recently, new MLPG methods have been proposed, called Direct MLPG (DMLPG) [19] , that take advantage of the Generalized Moving Least Squares method (GMLS) [20] . While the Moving Least Squares (MLS) technique, proposed in [11] aims to approximate a multivariate function, GMLS approximates linear functionals. The solution of a linear PDE either in strong or weak form, can be calculated by GMLS approximation of the functional involved. While MLPG approximates the PDE solution by projection on a finite dimensional space, DMLPG approximates the functionals involved in the formulation of the problem. In other words, MLPG generalizes Finite Element (FE) Methods, while DMLPG generalizes Finite Difference (FD) techniques.
We have extended DMLPG from 2D to 3D problems; a not straightforward task. It requires handling sparse data structures, and identify appropriate techniques in order to solve the final linear system. Non-standard numerical methods for the solution of differential equations are often based on heuristics and ideas verified by numerical experiments [3] . Theoretical convergence analysis of DMLPG and MLPG methods are not so mature as for FE, then we analyze their advantages and disadvantages by numerical experiments.
Meshless techniques
Let us consider the linear Poisson equation on the domain Ω
where f is a given source function; x is any point in Ω. Dirichlet and Neumann boundary conditions are imposed on the boundary ∂Ω
Γ u is the Dirichlet piece of boundary, Γ q the Neumann piece of boundary. We assume
The vector n denotes the outward normal direction to Γ. Moreover,ū is the prescribed potential, andq the given normal flux. Applying the divergence theorem after multiplication of the residual by a suitable test function, we obtain the weak formulation for (1)
There are many Meshless Petrov-Galerkin (MLPG) methods [1, 9] , each one can be identified by an appropriate choice of trial and test functions. In order to approximate the solution of our weak formulation, a set of discretization nodes must be given. Let N be the total number of nodes.
In order to compute an approximationũ = iũ i ξ i , a set of trial functions, ξ i , is enrolled, each one being "centered" on node x i . The support of ξ i , S ξ i is a ball centered at x i , whose radius is r i .
A finite set of test functions τ i , i = 1, . . . , N is elected. The support of τ i , S τ i = Ω i , is a cuboid "centered" at x i , whose half side-length is ρ i . We assume τ i = 0 outside Ω, and τ i = 0 on ∂Ω i , a typical setting in many MLPG schemes [19, 18] . In principle the test functions can be centered on nodes which do not coincide with the x i , but for simplicity we exploit the same set of nodes, both for the trial and the test functions.
A set of Local Weak Forms (LWF) is obtained by writing eq. (3) for each test function 
Approximation schemes
The Moving Least Squares (MLS) method [11] was proposed for approximating a function, u(x), inside a region Ω ⊂ R d after a number, N , of its values, u(x i ), x i ∈ Ω, are given. In the context of MLPG methods, in order to approximate a given d-dimensional problem, MLS is exploited for generating a set of d-dimensional trial functions on the ground of a suitable "weight" function [17, 18] . The ensuing trial functions are called the "shape" functions of MLS. The Generalized Moving Least Squares (GMLS) method [20] , is a technique developed after MLS formulation in [12] , for approximating continuous linear functionals in the dual of C k (Ω), for any k ≥ 0. GMLS aims to approximate a linear functional, λ(u), based upon a given set of N linear functionals λ i (u). One obtains an approximation
Each coefficient φ i (λ), called a GMLS shape function, must be linear in λ. As an example, λ(u) can be a partial derivative of u, while λ i (u) = u(x i ) can be a given set of u values on given nodes x i ∈ Ω; λ(u) in this case can be interpreted as a generalization of Finite Difference methods, based upon all u(x i ) values, in place of a given stencil. Both methods are based upon approximating on the space of polynomials of degree up to a given value δ. Usually either δ = 2 (quadratic polynomials) or δ = 3 (cubic polynomials) are exploited.
For more details, see e.g. [12, 19] .
Discretizing equations
In the sequel, following [18] , we consider MLPG methods where: (a) the trial functions are the MLS shape functions generated by suitable Radial Basis
Functions (RBF); (b) the test functions are either RBF, or Tensor Product Functions (TPF).
Concerning DMLPG, it is obtained by applying GMLS to the weak problem (4). We identify some linear functionals, to be approximated via GMLS, by using the point functionals λ i (u) = u(x i ).
For convenience we divide the discretization nodes into three subsets, i.e. the nodes x j , falling inside Ω, the set of nodes x k ∈ Γ u , the set of nodes x l ∈ Γ q . For each internal node x j , the left-hand side of the weak form (4)
is the functional to be approximated, while the known term is
Following GMLS steps, the ensuing approximation is
The j-th DMLPG approximated equation is
The weight functions are the same compact supported RBF used in MLS.
Note that µ j (p) involves evaluating the weak form where the integrating functions are products whose factors are test functions (or their partial derivatives), and polynomials, whereas in MLPG the factors corresponding to the latter ones are more complex MLS shape functions, and their partial derivatives.
Dirichlet boundary conditions can be directly imposed as
Such approach is a simplification over using MLPG techniques, where the unknowns are the so called "fictitious" values, which do not coincide with u(x i ) [1] , leading to many techniques developed in order to fulfill Dirichlet BC (see e.g. [17, 31] ). Moreover, if one needs to approximate u(x i ), a "reconstruction" step must be performed [17] .
Neumann BC are imposed by approximating the normal derivative operator η l (u) = ∂u(x l )/∂n and setting the approximate relations η l (u) =q(x l ) for each
We emphasize that the MLPG methods described above require computing for each discretization node the MLS shape functions and their partial derivatives on its associated numerical quadrature points. In place of MLS shape functions, DMLPG involves polynomials. This is a key difference: MLS shape functions are computationally more demanding. Moreover, DMLPG requires evaluating once for each node a local contribution matrix, while each evaluation on a node of a MLS shape function in MLPG needs evaluating a local contribution matrix. Such differences are the main responsible of the higher CPU time one well guesses it is spent by MLPG over DMLPG, for a given approximation tolerance.
Finite dimensional spaces
In order to identify a trial space, both for MLPG and DMLPG we exploit a set of suitable weights, hence obtaining the so called shape functions [2, 4, 11, 17] .
In order to fully specify our meshless procedures, we need to identify suitable test functions. On the ground of our previous results on 2D problems [18] , as the test function space generators, we exploited TPF generated by suitable 1D functions (see the sequel).
Generating functions
Assume w(t) is a given, differentiable, compact supported, generator function; when t > 1, w(t) = 0 holds.
A RBF associated to node x i is identified by suitably setting a support radius r i and considering
Our weights and test spaces were obtained by using the Gaussian generator after [15] 
where σ is a parameter controlling the function shape. Concerning TPF, to each node, x i , we associate the TPF
by suitably choosing the η ( * ) i
factors. For simplicity, we assume η
=η i , hence the support of τ i (x) is a cube centered at x i . We callη i the "radius" of the cube. We exploited polynomial generators after [14] 
Implementation issues
We extended DMLPG technique, proposed in [19] , to 3D problems. This is a non trivial task, which needs identifying suitable data structures in order to deal with large sets of nodes. Moreover, solving the ensuing large linear systems demands for efficient iterative solvers (see the sequel).
Now we aim to compare DMLPG with MLPG techniques. Either quadratic or cubic polynomial bases are enrolled for MLS and GMLS. On the ground of our previous results [17, 18] , we consider two effective MLPG techniques. One technique, labelled "RR" in the sequel, uses Gaussian RBF weights to provide MLS shape functions as the trial functions. The test functions are again Gaussian RBF weights, hence local integration domains are spheres. Our alternative MLPG technique exploits the same MLS shape functions as the trial functions, but the TPF arising from generators of type (8) as the test functions. This latter technique will be called "RT", a shorthand for RBF-TPF, as it uses trial RBF, and test TPF.
We numerically compare RR and RT when solving 3D problems, with our DMLPG technique, for shortness also labelled "D" in the sequel. Gaussian generators are exploited in order to provide GMLS weights. The test functions are the same TPF as in RT. Cuboidal local integration domains are thus considered.
Numerical cubatures on spheres were performed using Stroud's 512 node, degree 15 cubature rule (subroutine SPH15, after [27] ). In our previous works, we found that such rule provide accurate integral values at affordable computational costs [17] . Numerical integrations on cuboids were accomplished using Gauss-Legendre product formula with 5 3 nodes.
Domain discretization
In order to analyze the main features of our meshless procedures, we focus on uniform grids, U j , on [0, 1] 3 , i.e. sets of nodes which are corners of uniform grids. Their edge lengths are h j = 1/2 j+1 , j = 1, 2, 3, 4. The number of discretization nodes is 125, 729, 4913, 35937. Many parameters must be tuned in order to identify effective DMLPG methods. Recall that, despite DMLPG was introduced in order to deal with irregular "clouds" of points, tuning is not like to be safely performed on completely random sets of discretization points.
Assumeũ i is our approximate solution on x i , while u i = u(x i ) is the exact solution.
Identifying effective meshless methods, requires tuning the trial support radius, r i , on each node x i , and the test support radius, ρ i . In order to fix ideas, for computational convenience, and according to our numerical experience, see [17, 18] , we assume that r i > ρ i , i = 1, . . . , N , hold true.
When the uniform discretization U j with edge-length h j is exploited, we set
the α and β parameters must be tuned. Assume x i is a node internal to Ω = [0, 1] 2 , its distance from the boundary of Ω being b i . In order to avoid that the integration domain in (4) go outside Ω, we set ρ i := b i , when b i < ρ i .
Solving linear systems
When considering 2D problems, MLPG linear systems are usually solved via direct methods, like [13, 21, 23] . These methods are efficient and accurate for 2D problems, but too storage demanding when 3D problems are attacked by using fine discretizations. Preconditioned iterative methods are the best choice for large 3D problems. We efficiently solved our non symmetric, sparse, 3D linear systems via preconditioned Bi-CGSTAB [29] . Preconditioning was performed via incomplete Crout factorization [10, 24] . Parallel implementations of this solver for non symmetric systems were exploited inside meshless techniques [5, 8] . The iterations were stopped when the i-th relative residual is smaller than 10 −15 . Such tolerance ensures achieved double precision (64-bit) numerical accuracy attained. Each linear system was solved to maximum accuracy, in order to avoid extra numerical errors in the solution procedure.
Hardware and software
We implemented our algorithms into FORTRAN 77 codes, compiled via XLF v9.1. They were run on an IBM Power 5, 2 dual-core 1.9 GHz CPUs. The machine has a 16 GB RAM, two-level cache, 64 KB first level, 2 MB second level. Its operating system is AIX version 5.3. More details on hardware/software configuration are not useful, since in this paper we compare codes written in the same programming language, running on the given machine described above.
5 Numerical experiments
Test solutions
In the sequel we report our numerical results concerning the solution of problem (1) on the [0, 1] 3 domain. Both the forcing function, f , and the BC, were computed after each solution in a given set of test ones. The latter solutions are drawn after our previous work on 3D potential problems [17] . One polynomial sample was added, in order to enlarge our set.
After [32] , we consider the harmonic polynomial
In the sequel, this test solution is labeled "P3". Moreover, we added the slightly different, incomplete polynomial (labeled "P3i")
u(x, y, z) =
After [30] , two trigonometric functions are considered.
• The function "T1" which evenly changes along the three coordinate directions u(x, y, z) = sin x + sin y + sin z + sin(3x) + sin(3y) + sin(3z).
• The function "T2" which changes more rapidly in the z-and y-directions.
u(x, y, z) = sin x + sin y + sin z + sin(5y) + sin(10z). Moreover, we consider the composed cosine-polynomial solution "CP" after [16] u = cos 3π
Results
In the sequel, in order to focus on local errors on an N -node discretization, we exploit the maximum norm error Table 1 reports errors and convergence rates for RR, RT, and D methods, when pure Dirichlet BC are set. Values β = 4, σ = 4 were set for RR and RT, while β = 1.9, σ = 3 for D technique. The second column reports the number of nodes on the x-axis, which equals those on the y-and z-ones. Note that when approximating cubic polynomial solutions (i.e. P3, P3i) DMLPG displays much smaller errors (in the range 10 −14 to 10 −10 ) than the other methods, errors which slightly increase when the discretization is refined. This counterintuitive behavior is to be ascribed to high precision in the approximate solution, which slightly decreases when a larger number of nodes, and hence of floating point operations, is introduced. This behavior produces meaningless convergence ratios, due to floating point errors. Note that a quadratic polynomial basis is exploited, hence DMLPG is not guaranteed to exactly recover third order polynomials. By inspecting On the other hand, DMLPG convergence rates oscillates less respect to RR and RT, when the number of nodes changes. While RR and RT rates are far from constant, DMLPG ones quite well approach the theoretically optimal γ = 2 value. Figure 1 sketches the error behaviors when computing T2 and CP solutions. One can immediately grasp the similar RR, RT, and D, error behaviors, when solving either T2 or CP problem. Table 2 reports CPU seconds spent for solving our test problems, together with the number of iterations spent to solve the final linear system. Note that inspecting column 6, which reports the ratio between CPU seconds spent by RR divided by D running seconds, DMLPG time can be up to approximately 160 times smaller. Column 7 reports RT/D CPU ratio, which is at most 39.8, since RT is faster than RR. On the other hand, let us see the number of iterations spent. Both RR, RT and D spent quite the same number of iterations in each test case.
Note that when the number of nodes on each axis is doubled, RR and RT CPU times are roughly multiplied by 9. On the other hand, DMLPG time increases slower, except an abrupt increase when going from 16 to 32 nodes per axis. Such increase is likely to be ascribed to higher DMLPG storage requirements, which triggers storage access problems when the number of discretization nodes increases much.
Concerning 3D problems with Mixed BC, assume we set Neumann boundary conditions on the portion 0.5 ≤ x, y ≤ 0.75 of the z = 0 face on the [0, 1] domain. Dirichlet conditions are set elsewhere. For each given test solution, we compute the corresponding BC for Poisson problem on the unit cube. Table 3 shows errors and convergence ratios for tests T2 and CP. The value α = 1, as above, was set in both tests. Parameter tuning for RR, RT, and D techniques resulted to be a bit harder for Mixed BC than for pure Dirichlet BC. For RR and RT, the scaling parameter in Gauss generator was σ = 3, while β = 4 was set. When δ = 2 CPU times are quite the same as in Table 1 , hence they are not reported in the sequel. It is not worth running RR and RT with δ = 3, since CPU times are too large. On the contrary, switching from δ = 2 to δ = 3, DMLPG CPU times do not increase appreciably. DMLPG results are reported for both quadratic (δ = 2) and cubic (δ = 3) bases. The value σ = 5 was set, while β = 2.75 was set when δ = 2. Recall that a higher degree basis requires a bit larger β, i.e. larger supports for trial functions, in order to attain a non-singular Q matrix in GMLS. When δ = 3 we set β = 3.5.
By inspecting Table 1 one can see that DMLPG with δ = 3 is preferable over δ = 2: good accuracy and higher convergence ratios, even better than the assumed optimal γ = 3 value, are attained. Recalling that DMLPG CPU times do not appreciably increase when δ = 3, we infer that this technique is expected to be more effective than RR and RT.
Conclusions
The accuracy and efficiency of a DMLPG technique when solving 3D problems were numerically analyzed. Our DMLPG technique was compared with two MLPG procedures.
Our main points are the following.
• The CPU time spent by DMLPG can be up to one hundred time lower than RR running time, when achieving comparable or even higher DMLPG accuracy respect to RR and RT.
• Due to storage requirements, DMLPG running time can increase more rapidly when the number of discretization nodes becomes large.
• Respect to exploiting a quadratic basis, when considering a mixed problem, a cubic basis improves the accuracy and convergence rates of DMLPG, without appreciably increasing the CPU time spent. On the other hand
