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Abstract
In this paper, we develop an analytic solution for the best one-sided approximation of polynomials under
L1 norm, that is, we 0nd two polynomials with lower degree which bound the given polynomial such that
the areas between the bounding polynomials and the given polynomial attain minimum. The key ingredient of
our technique is a characterization for one-sided approximations based on orthogonal polynomials. This result
is applied in the degree reduction of interval polynomial=B5ezier curves in Computer Aided Design. c© 2001
Elsevier Science B.V. All rights reserved.
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1. Introduction
Let R[x] be the polynomial ring of a single variable with coe=cients in real 0eld R, and
Pn = {p(x)∈R[x] | the degree of p(x) is exactly n};
n = {p(x)∈R[x] | the degree of p(x) is less than or equal to n}:
In this paper, we consider the following one-sided approximation problem:
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Problem 1. Given a polynomial p(x)∈Pn; we want to 2nd two polynomials Kq1; Kq2 ∈m (m¡n)
such that
1. Kq1(x)6p(x)6 Kq2(x) for x∈ [− 1; 1]; and
2.
‖p− Kq1‖1 = min
q∈m
q(x)6p(x)
‖p− q‖1; (1.1)
‖p− Kq2‖1 = min
q∈m
q(x)¿p(x)
‖p− q‖1 (1.2)
where ‖ · ‖1 denotes L1 norm:
‖f‖1 =
∫ 1
−1
|f(x)| dx: (1.3)
Kq1(x) and Kq2(x) provide polynomial bounds for a given polynomial, and Kq1(x) and Kq2(x) are called
lower bound and upper bound, respectively.
Besides its own importance in approximation theory, the motivation to consider the above problem
is that it provides a solution for the degree reduction of interval B5ezier curves, the details of which
will be discussed in Sections 3 and 4.
The above problem can be reformulated in another form.
Problem 2. Fix l(l¡n) real numbers i; i = 1; : : : ; l; we want to 2nd two polynomials q1 and q2
of degree n:
q1(x) = xn + lxn−1 + · · ·+ 1xn−l + bn−l−1xn−l−1 + · · ·+ b1x + b0; (1.4)
q2(x) =−xn − lxn−1 − · · · − 1xn−l + cn−l−1xn−l−1 + · · ·+ c1x + c0; (1.5)
where b0; : : : ; bn−l−1 and c0; : : : ; cn−l−1 are free parameters; such that
1. qi(x)¿ 0; x∈ [− 1; 1]; i = 1; 2; and
2. ‖q1‖1 and ‖q2‖1 attain minimum values for all the choices of the free parameters under condi-
tion 1.
The connection between Problems 1 and 2 can be related as follows. Suppose
p= anxn + · · ·+ a1x + a0 ∈Pn:
Let l= n−m− 1 and i = ai+m=an; i=1; : : : ; l. If we have obtained the solution for Problem 2, then
the solution for Problem 1 is
1. If an¿ 0; Kq1(x) = p(x)− anq1(x); Kq2(x) = p(x) + anq2(x) is the solution of Problem 1.
2. If an¡ 0; Kq1(x) = p(x) + anq2(x); Kq2(x) = p(x)− anq1(x) is the solution of Problem 1.
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For the case of m= n− 1, the authors developed an analytic solution for the above problem [5]. As
far as the authors are aware, no similar results have ever been obtained so far. In this paper, we are
going to tackle the problem for the case of m = n − 2, and we found analytic solution also exists.
The key ingredient to solve Problem 1 is a characterization for the one-sided approximation based
on Jacobi polynomials.
The organization of the paper is as follows. In the next section, we brieMy recall some preliminary
knowledge about Jacobi polynomials. For completeness and compassion, in Section 3 we list the
existing results obtained in [5] for the case of m= n− 1. In Section 4, the main results for the case
of m= n− 2 are derived. Finally in Section 5, we provide an example and discuss applications of
the one-sided approximation problem in the degree reduction of interval B5ezier curves.
2. Jacobi orthogonal polynomials
Let L2[− 1; 1] be the function space endowed with norm ‖:‖2:
‖f‖22 =
∫ 1
−1
f2(x) dx: (2.1)
For any two functions f; g∈L2[ − 1; 1], the inner product of f and g with respect to a weight
function w(x)¿ 0 is de0ned as
〈f; g〉=
∫ 1
−1
w(x)f(x)g(x) dx: (2.2)
If 〈f; g〉= 0, we say f and g are orthogonal with respect to weight w(x). A set S of polynomials
is called an orthogonal polynomial system if S forms a basis of L2[ − 1; 1] and any two elements
of S are orthogonal. Each element of S is called an orthogonal polynomial.
Orthogonal polynomials have many important properties. We will list some of these properties in
the following lemmas. Before proceeding, we introduce some notations.
Given a polynomial p∈Pn:
p= anxn + an−1xn−1 + · · ·+ a0; (2.3)
let deg (p) = n denote the degree of polynomial p, and LC(p) = an the leading coe6cient. De0ne
P+n = {p(x)∈Pn |LC(p) = 1}:
Also we de0ne coe=cient operator Ci of p:
Ci(p) = ai; i = 0; : : : ; n: (2.4)
Lemma 1 ([1]). Given a weight function w(x); if pn(x)∈P+n ; n= 0; 1; : : : satisfy∫ 1
−1
w(x)p2n(x) dx = min
q∈P+n
∫ 1
−1
w(x)q2(x) dx (2.5)
then {pn(x)} are the orthogonal polynomials with respect to weight w(x) on [− 1; 1].
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If we choose w(x) = w(;)(x) = (1 − x)(1 + x); ; ¿ − 1, then the corresponding orthogonal
polynomials are the famous Jacobi polynomials over [−1; 1]. Denote the Jacobi polynomial of degree
n by J (;)n (x), by the orthogonality of Jacobi polynomials we have∫ 1
−1
w(;)(x)J (;)m (x)J
(;)
n (x) dx = m;n =
{
1 for n= m;
0 for n =m: (2.6)
Lemma 2 ([1]). Jacobi polynomial J (;)n (x) has the following property:
1. Simple Real Zeros: All the zeros of J (;)n (x) are simple and real; and lie inside of (−1; 1).
2. Explicit Form: There exist constants C(;)n such that
C(;)n J
(;)
n (x) =
n∑
m=0
(
+ n
n− m
)(
+  + n+ m
m
)(
x − 1
2
)m
; (2.7)
where the choice of C(;)n makes ‖J (;)n ‖2 = 1.
Let
K (;)n (x) =
C(;)n J
(;)
n (x)
LC(C(;)n J
(;)
n (x))
; (2.8)
which is monic. We will use these monic polynomials to construct our analytic solutions for the
one-sided approximation.
From (2.7), we have
Cn−1(K (;)n (x)) =
Cn−1(C
(;)
n J
(;)
n (x))
LC(C(;)n J
(;)
n (x))
=
(− )n
+  + 2n
: (2.9)
Lemma 3. Suppose K (;)n (x) = xn + an−1xn−1 + · · ·+ a1x + a0; and
I (;)n (bn−1; : : : ; b0) =
∫ 1
−1
w(;)(x)(xn + bn−1xn−1 + · · ·+ b0)2 dx:
then {ai}n−1i=0 is the unique solution of the following linear system of equations:∫ 1
−1
xiw(;)(x)(xn + bn−1xn−1 + · · ·+ b0) dx = 0; i = 0; 1; : : : ; n− 1: (2.10)
where {bi}n−1i=0 are unknowns.
Proof. By Lemma 1, {ai}n−1i=0 is the unique solution of the following linear system of equations:

@
@bn−1
I (;)n (bn−1; : : : ; b0) = 0;
· · ·
@
@b0
I (;)n (bn−1; : : : ; b0) = 0:
(2.11)
It is easy to check (2.11) and (2.10) are equivalent.
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Note that it is not a good idea to obtain the representations of {ai}n−1i=0 by solving (2.10), for
the coe=cient matrix are ill-conditioned. We mention them just for proving some results in later
theorems.
3. The case of m= n− 1
For completeness and comparison, here we restate the results obtained by Lou et al. [5] for the
case of m = n − 1. Notice that in [5], all the discussions happened on [0; 1]. For consistency, here
we make some transformations and give the results on [− 1; 1].
Theorem 4. Let
H1n = {p(x)∈Pn |LC(p) = 1; p(x)¿ 0; x∈ [− 1; 1]}:
If p∗n ∈H1n satis2es
‖p∗n‖1 = min
pn∈H1n
‖pn‖1 (3.1)
then
p∗n(x) =
{
[K (0;0)k (x)]
2; if n= 2k;
(1 + x)[K (0;1)k (x)]
2; if n= 2k + 1:
(3.2)
where K (;)k is de2ned in (2:8).
Theorem 5. Let
G1n = {q(x)∈Pn |LC(q) =−1; q(x)¿ 0; x∈ [− 1; 1]}:
If q∗n ∈G1n satis2es
‖q∗n‖1 = min
qn∈G1n
‖qn‖1; (3.3)
then
q∗n(x) =
{
(1− x)[K (1;0)k (x)]2; n= 2k + 1;
(1− x2)[K (1;1)k (x)]2; n= 2k + 2:
(3.4)
where K (;)k is de2ned in (2:8).
4. Main results
Now we come to the case of m= n− 2 (i.e. l=1) for Problem 2. Given a number ∈R, we let
H2n = {p(x)∈Pn |LC(p) = 1; Cn−1(p) = ; p(x)¿ 0; x∈ [− 1; 1]};
G2n = {q(x)∈Pn |LC(q) =−1; Cn−1(p) =−; q(x)¿ 0; x∈ [− 1; 1]}:
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Lemma 6. If q1 and q2 are the solutions of Problem 2 with l=1; then both q1 and q2 have n real
roots; and at least n− 1 roots lie inside [− 1; 1].
Proof. For H2n and G
2
n are convex close sets, the existence of the solutions for Problem 2 is obvious.
Hence
‖q1‖1 = min
q∈H2n
‖q‖1; (4.1)
‖q2‖1 = min
q∈G2n
‖q‖1: (4.2)
We will prove the lemma for q1 ∈H2n. the proof for q2 ∈G2n is similar.
(1) Any root of equation q1(x) = 0 is real.
Assume that equation q1(x) = 0 has a complex root. Since the equation with real coe=cients
always has a pair of conjugate complex roots, q1(x) has the following form:
q1(x) = (x2 + ax + b)f(x);
where a; b∈R, and a2¡ 4b; f(x)∈Pn−2, and for all x∈ [0; 1]; f(x)¿ 0. Then
q1(x)¿
(
x2 + ax +
a2
4
)
f(x)
except for 0nite points. But (x2 + ax + a2=4)f(x)∈H2n, and ‖q1‖1¿ ‖(x2 + ax + a2=4)f(x)‖1,
this contradicts (4.1).
(2) At least n− 1 roots of equation q1(x) = 0 lie inside of [− 1; 1].
Assume there exist two roots r16 r2 of q1(x) = 0 which are outside of [− 1; 1]. Let
q1(x) = (x − r1) (x − r2)f(x);
where f(x)∈Pn−2. We consider three cases:
1. r16 r2¡− 1. In this case, f(x)¿ 0; x∈ [− 1; 1], so
q1(x)¿ (x + 1) (x − (r1 + r2 + 1))f(x)¿ 0
except for 0nite points. Since for j = n; n− 1;
Cj((x + 1) (x − (r1 + r2 + 1))f(x)) = Cj((x − r1) (x − r2)f(x));
(x + 1) (x − (r1 + r2 + 1))f(x)∈H2n. But ‖q1‖1¿ ‖(x + 1) (x − (r1 + r2 + 1))f(x)‖1, this
contradicts (4.1).
2. 1¡r16 r2. Similar to case 1.
3. r1¡− 1; r2¿ 1. In this case, f(x)6 0. Let
q˜1(x) =
{
(x − 1) (x − (r1 + r2 − 1))f(x); if r1 + r26 0;
(x + 1) (x − (r1 + r2 + 1))f(x); if r1 + r2¿ 0;
it is easy to verify that q˜1 ∈H2n, and ‖q1‖1¿ ‖q˜1‖1, so this also contradicts (4.1).
J. Deng et al. / Journal of Computational and Applied Mathematics 144 (2002) 161–174 167
From Lemma 6, we know that there must exist n− 1 roots ri; i=1; 2; : : : ; n− 1 of q1(x)= 0 (and
q2(x)= 0) lying inside of [− 1; 1]. The other root rn can lie in (−∞;−1); [− 1; 1] or (1;+∞). We
need to discuss the location of rn in these three cases.
Lemma 7. 1. When n= 2k is even; then
(a) if rn ¡− 1; q1(x) = (x − rn) (1 + x) (xk−1 + !k−2xk−2 + · · ·+ !0)2; where rn = 2!k−2 + 1− ,
(b) if −16 rn6 1; q1(x) = (xk + !k−1xk−1 + · · ·+ !0)2; where = 2!k−1;
(c) if rn ¿ 1; q1(x) =−(x − rn) (1− x) (xk−1 + !k−2xk−2 + · · ·+ !0)2; where rn = 2!k−2 − 1− .
2. When n= 2k + 1 is odd; then
(a) if rn ¡− 1; q1(x) = (x − rn) (xk + !k−1xk−1 + · · ·+ !0)2; where rn = 2!k−1 − ;
(b) if −16 rn6 1; q1(x) = (1 + x) (xk + !k−1xk−1 + · · ·+ !0)2; where = 2!k−1 + 1;
(c) if rn ¿ 1; q1(x) =−(x− rn) (1− x)(1 + x)(xk−1 + !k−2xk−2 + · · ·+ !0)2; where rn = 2!k−2 − .
Proof. We only prove the case of n is even and rn ¡ − 1, and the others’ proofs are similar.
Suppose n=2k, and n−1 roots of q1(x)=0 lie inside of [−1; 1] and the root rn is less than −1. When
x → −∞; q1(x)→ +∞, so x=−1 must be one of the roots of q1(x)=0. Since q1(x) is a nonnegative
polynomial over [−1; 1], it must have the form q1(x)=(x−rn) (x+1) (xk−1+!k−2xk−2+ · · ·+!0)2,
where !k−2; : : : ; !0 are real numbers. By Cn−1(q1) = , we have rn = 2!k−2 + 1− .
Similarly, for q2 ∈G2n we have
Lemma 8. 1. When n= 2k is even; then
(a) if rn ¡− 1; q2(x) = (x − rn) (1− x)(xk−1 + !k−2xk−2 + · · ·+ !0)2; where rn = 2!k−2 − 1− ;
(b) if −16 rn6 1; q2(x) = (1− x)(1 + x) (xk−1 + !k−2xk−2 + · · ·+ !0)2, where = 2!k−2;
(c) if rn ¿ 1; q2(x) =−(x − rn) (1 + x) (xk−1 + !k−2xk−2 + · · ·+ !0)2; where rn = 2!k−2 + 1− .
2. When n= 2k + 1 is odd; then
(a) if rn ¡− 1; q2(x)= (x− rn) (1− x) (1+ x) (xk−1 +!k−2xk−2 + · · ·+!0)2; where rn=2!k−2− ;
(b) if −16 rn6 1; q2(x) = (1− x) (xk + !k−1xk−1 + · · ·+ !0)2; where = 2!k−1 − 1;
(c) if rn ¿ 1; q2(x) =−(x − rn) (xk + !k−1xk−1 + · · ·+ !0)2; where rn = 2!k−1 − .
Proof. Similar to Lemma 7.
When rn ∈ [− 1; 1], from Lemmas 7 and 8, we know qi; i = 1; 2 have the following forms:
qi(x) = c(x − 2!l−1 + ")w(;)(x) (xl + !l−1xl−1 + · · ·+ !0)2; (4.3)
where c = 1 or −1;  and  equal 0 or 1; l= k or k − 1, and "= ; − 1 or + 1.
Lemma 9. The system of equations
@
@#i
∫ 1
−1
[c(x − 2#l−1 + ")w(;)(x) (xl + #l−1xl−1 + · · ·+ #0)2] dx = 0; i = 0; : : : ; l− 1 (4.4)
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has the same solutions (#0; : : : ; #l−1) as the system of equations
@
@#i
∫ 1
−1
[w(;)(x) (xl + #l−1xl−1 + · · ·+ #0)2] dx = 0; i = 0; : : : ; l− 1: (4.5)
Proof. It is obvious that we can omit the factor c in (4.4) for c =0. From
@
@#i
∫ 1
−1
[(x − 2#l−1 + ")w(;)(x) (xl + #l−1xl−1 + · · ·+ #0)2] dx = 0; i = l− 1; : : : ; 0;
we have∫ 1
−1
fl(x)gl(x) dx = 0; (4.6)
∫ 1
−1
fl(x) (x − 2#l−1 + ")xj dx = 0; j = l− 2; : : : ; 0; (4.7)
where fl(x)=w(;)(x) (xl+#l−1xl−1+· · ·+#0); gl(x)=3#l−1xl−1+(#l−2−")xl−2+#l−3xl−3+· · ·+#0.
From (4.7),∫ 1
−1
xj+1fl(x) dx = (2#l−1 − ")
∫ 1
−1
xjfl(x) dx; j = l− 2; : : : ; 0: (4.8)
Substituting the above equations into (4.6), we get
gl(2#l−1 − ")
∫ 1
−1
fl(x) dx = 0: (4.9)
Because
gl(2#l−1 − ") = ( Kfl(x)− (xl − 2#l−1xl−1 + "xl−2))|x=2#l−1−" = Kfl(2#l−1 − ");
where Kfl(x) = fl(x)=w
(;)(x) = xl + #l−1xl−1 + · · · + #0, and all roots of Kfl(x) lie inside [ − 1; 1]
and 2#l−1 − " ∈ [− 1; 1], therefore gl(2#l−1 − ") = Kfl(2#l−1 − ") =0. So (4.9) is equivalent to∫ 1
−1
w(;)(x) (xl + #l−1xl−1 + · · ·+ #0) dx = 0: (4.10)
Substituting the above equation into (4.8), we obtain∫ 1
−1
xjw(;)(x) (xl + #l−1xl−1 + · · ·+ #0) dx = 0; j = l− 1; : : : ; 0: (4.11)
This completes the proof of the theorem.
Theorem 10. In the general forms (4:3) of qi; i = 1; 2; (xl + !l−1xl−1 + · · ·+ !0) = K (;)l (x).
Proof. The statement follows immediately from Theorem 3 and Lemma 9.
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When rn ∈ [− 1; 1], from Lemmas 7 and 8, qi; i = 1; 2, have the following form:
qi(x) = w(;)(x) (xl + #l−1(x) + #l−2xl−2 + · · ·+ #0)2; (4.12)
where  and  equal 0 or 1, l = k or k − 1, and #l−1 = =2; ( − 1)=2 or ( + 1)=2. To get
the 0nal forms of q1 and q2, we will turn to Jacobi polynomials to determine the polynomial
xl + #l−1(x) + #l−2xl−2 + · · ·+ #0 appearing in (4.12).
Theorem 11. Suppose
xl + #l−1xl−1 =
l∑
j=0
bjJ
(;)
j (x);
#l−2xl−2 + · · ·+ #0 =
l−2∑
j=0
cjJ
(;)
j (x);
where #j; j=0; 1; : : : ; l−1 are coe6cients appearing in the representation (4:12) of q1(x) or q2(x).
Then cj =−bj =−
∫ 1
−1 w
(;)(x) (xl + #l−1xl−1)J
(;)
j (x) dx; j = 0; : : : ; l− 2.
Proof. From the orthogonality of Jacobi polynomials J (;)j (x), we have
∫ 1
−1
qi(x) dx=
∫ 1
−1
w(;)(x)

 l∑
j=0
bjJ
(;)
j (x) +
l−2∑
j=0
cjJ
(;)
j (x)


2
dx
=
∥∥∥∥∥∥
l∑
j=0
bjJ
(;)
j (x)
∥∥∥∥∥∥
2
2
+
∥∥∥∥∥∥
l−2∑
j=0
cjJ
(;)
j (x)
∥∥∥∥∥∥
2
2
+ 2
〈
l∑
j=0
bjJ
(;)
j (x);
l−2∑
j=0
cjJ
(;)
j (x)
〉
=
l∑
j=0
b2j +
l−2∑
j=0
c2j + 2
l−2∑
j=0
bjcj =
l−2∑
j=0
(bj + cj)2 + b2l + b
2
l−1;
The above integral achieves minimum value if and only if cj =−bj; j = 0; 1; : : : ; l− 2.
The 0nal forms of q1(x) and q2(x) relating with parameter  are given by the following two
theorems.
Theorem 12. 1. When n= 2k is even; then
(a) if ¿n=(n− 1); q1(x) = (x + − 1=(n− 1)) (1 + x)[K (0;1)k−1 (x)]2,
(b) if ¡− n=(n− 1); q1(x) =−(x + + 1=(n− 1)) (1− x)[K (1;0)k−1 (x)]2.
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(c) if −n=(n− 1)6 6 n=(n− 1); q1(x) = (xk + (=2)xk−1 +
∑k−2
j=0 cjJ
(0;0)
j (x))
2, where
cj =−
∫ 1
−1
(
xk +

2
xk−1
)
J (0;0)j (x) dx; j = 0; : : : ; k − 2:
2. When n= 2k + 1 is odd; then
(a) if ¿ 1; q1(x) = (x + ) [K
(0;0)
k (x)]
2,
(b) if ¡− 1; q1(x) =−(x + ) (1− x) (1 + x) [K (1;1)k−1 (x)]2,
(c) if −16 6 1; q1(x) = (1 + x) (xk + ((− 1)=2)xk−1 +
∑k−2
j=0 cjJ
(0;1)
j (x))
2, where
cj =−
∫ 1
−1
(1 + x)
(
xk +
− 1
2
xk−1
)
J (0;1)j (x) dx; j = 0; : : : ; k − 2:
Proof. We just prove the case of 1(a). Suppose n= 2k and rn ¡− 1. From Lemma 7, one has
q1(x) = (x − rn) (1 + x) (xk−1 + !k−2xk−2 + · · ·+ !0)2;
where rn = 2!k−2 + 1− . so
q1(x) = (x − rn) (1 + x) [K (0;1)k−1 (x)]2
by Theorem 10. Thus
!k−2 =
1− n=2
n− 1 and rn =
1
n− 1 − 
by using Eq. (2.9). Note that
rn ¡− 1 ⇔ ¿ nn− 1 ;
therefore case 1(a) holds. For the other cases, the proofs are similar.
Theorem 13. 1. When n= 2k is even; then
(a) if ¿ (n− 2)=(n− 1); q2(x) = (x + + 1=(n− 1)) (1− x) [K (1;0)k−1 (x)]2,
(b) if ¡− (n− 2)=(n− 1); q2(x) =−(x + − 1=(n− 1)) (1 + x) [K (0;1)k−1 (x)]2,
(c) if −(n − 2)=(n − 1)6 6 (n − 2)=(n − 1); q2(x) = (1 − x) (1 + x) (xk−1 + (=2)xk−2 +
∑k−3
j=0
cjJ
(1;1)
j (x))
2,
where
cj =−
∫ 1
−1
(1− x) (1 + x)
(
xk−1 +

2
xk−2
)
J (1;1)j (x) dx; j = 0; : : : ; k − 3:
2. When n= 2k + 1 is odd; then
(a) if ¿ 1; q2(x) = (x + ) (1− x) (1 + x) [K (1;1)k−1 (x)]2;
(b) if ¡− 1; q2(x) =−(x + ) [K (0;0)k (x)]2,
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(c) if −16 6 1; q2(x) = (1− x)(xk + ((+ 1)=2)xk−1 +
∑k−2
j=0 cjJ
(1;0)
j (x))
2, where
cj =−
∫ 1
−1
(1− x)
(
xk +
+ 1
2
xk−1
)
J (1;0)j (x) dx; j = 0; : : : ; k − 2:
Proof. Similar to the proof of Theorem 12.
We end this section with an example which involves the most complex cases in Theorems 12
and 13.
Example. Given polynomial p(x)=−3x4+3x3−x+1, we are going to 0nd two quadratic polynomial
bounds for p(x). In this case, we have n= 4; m= 2; l= 1 and =−1.
By Theorem 12, when − 43 ¡¡ 43 ; q1(x) has the following form:
q1(x) =
(
x2 − 1
2
x + c0J
(0;0)
0 (x)
)2
:
Since
J (0;0)0 (x) =
1√
2
; c0 =−
∫ 1
−1
(
x2 − 1
2
x
)
J (0;0)0 (x) dx =−
√
2
3
;
we have
q1(x) =
(
x2 − 1
2
x − 1
3
)2
:
On the other hand, by Theorem 13, q2(x) has the form
q2(x) =−
(
x − 4
3
)
(1 + x)[K (0;1)1 (x)]
2 =−
(
x − 4
3
)
(1 + x)
(
x − 1
3
)2
:
Thus
Kq1(x) =p(x) + (−3)q2(x) =−3x2 +
14
9
x +
5
9
;
Kq2(x) =p(x)− (−3)q1(x) =−
5
4
x2 +
4
3
are the polynomial lower bound and upper bound of p(x) respectively. Fig. 1 show the approximation
results.
5. Applications
As an application of the results for one-sided approximation, we provide an algorithm for the
degree reduction of an interval B5ezier polynomial=curve which is a hot spot in Computer Aided
Design and Geometric Modeling.
Interval B5ezier curves are new representation forms for parametric curves, and were 0rst introduced
into Geometric Modeling community by Sederberg and Farouki [7]. The main advantage to use
interval representations of curves is that such representation forms can embody a complete description
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Fig. 1. Top: Kq2, middle: p, and bottom: Kq1.
about coe=cient errors along with the curve, and they are convenient for tolerance analyses in
geometric modeling. In the following, we will brieMy describe the de0nition of an interval B5ezier
polynomial. For the details about interval polynomials=curves, the reader is referred to [7,4].
An interval polynomial is a polynomial whose coe=cients are intervals:
[p](t) =
n∑
k=0
[ak ; bk]Bnk(t); −16 t6 1; (5.1)
where
Bnk(t) =
1
2n
(
n
k
)
(1− t)n−k(1 + t)k
are Bernstein basis functions over [− 1; 1]. Interval operations are de0ned by
[a; b] + [c; d] = [a+ c; b+ d]
[a; b]− [c; d] = [a− c; b− d]
[a; b]× [c; d] = [min(ac; ad; bc; bd);max(ac; ad; bc; bd)]
[a; b]=[c; d] = [a; b]× [1=d; 1=c]:
Polynomials
pmin(t) =
n∑
k=0
akBnk(t) and pmax(t) =
n∑
k=0
bkBnk(t) (5.2)
are called lower bound and upper bound of [p](t), respectively. From the positivity of Bernstein
basis functions, it is easy to see
pmin(t)6pmax(t); t ∈ [− 1; 1]:
Thus
[p](t) = [pmin(t); pmax(t)]
and the graph of an interval polynomial is the area bounded by pmin(t) and pmax(t).
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In [6], Rokne discussed the problem of how to reduce the degree of an interval polynomial,
that is, how to use (the graph of) an interval polynomial to bound (the graph of) a higher degree
interval polynomial such that the bound is as tight as possible. In [5,2,3], we developed much better
algorithms to solve the problem. Unfortunately, these algorithms can only reduce the degree of the
given interval polynomial by 1 at a time. To reduce the degree of an interval polynomial to a much
lower degree, we have to recursively apply the algorithms. However, the results obtained in this
paper can reduce the degree of an interval polynomial by 2 at a time. Since the reduction is optimal
under certain sense, the 0nal bounds will be much tighter than that by previous approaches.
Given an interval polynomial [p](t), to reduce the degree of [p](t), we only have to 0nd an upper
polynomial bound qmax(t) (with lower degree) for polynomial pmax(t) and a lower polynomial bound
qmin(t) (with lower degree) for polynomial pmin(t), then [q](t) = [qmin(t); qmax(t)] bounds [p](t).
The solution to Problem 1 provides such a bounding interval polynomial [q](t) and it is optimal
under L1 norm. In the following, we only give an example to demonstrate the algorithm.
Let
[p](t) =
[
−1
3
; 0
]
B70(t) +
[
5
2
; 3
]
B71(t) +
[
7
2
; 4
]
B72(t) +
[
1
3
;
1
2
]
B73(t)
+
[
−10
3
;−3
]
B74(t) +
[
8
3
; 3
]
B75(t) +
[
1
2
; 1
]
B76(t) +
[
1
4
;
3
4
]
B77(t);
we want to 0nd a quintic interval polynomial which bound [p](t), and the upper bound and lower
bound is optimal under L1 norm. For this purpose, we 0rst compute the polynomial q1 corresponding
to pmin and q2 corresponding to pmax:
q1(t) =
1197
1075
t2 +
9
25
t3 − 798
215
t4 − 6
5
t5 +
133
43
t6 + t7;
q2(t) =
21
155
+
1
25
t − 231
155
t2 − 11
25
t3 +
147
31
t4 +
7
5
t5 − 105
31
t6 − t7:
so the quintic interval polynomial’s lower bound and upper bound are
g1(t) =pmin − LC(pmin)q1(t)
=
1
7680
(2725− 14805t + 29526t2 + 22666t3 − 36295t4 − 6825t5);
g2(t) =pmax + LC(pmax)q2(t)
=
1
160
(130− 307t + 630t2 + 472t3 − 700t4 − 105t5)
respectively.
Fig. 2 shows the original interval polynomial and the degree reduced interval polynomial. In the
0gure, we use solid lines to represent the boundary of the original interval polynomial, and dashed
lines to represent the boundary of the degree reduced interval polynomial. From the 0gure we see
that the degree reduced interval polynomial tightly bounds the original interval polynomial.
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Fig. 2. Degree reduction of interval polynomial.
6. Conclusions
In this paper, we solved a special kind of one-sided approximation problem for the case of
m= n− 2. The result is applied in the degree reduction of interval polynomials=curves in Computer
Aided Design. If n − m is greater than 2, it will involve much more complicated processing. We
will discuss the problem in another paper.
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