This work discusses a method to count the number of passengers waiting in Bus Rapid Transit station. The proposed system relies on computer vision technique to monitor the movement of passengers crossing doors on the station. In this work, three background subtraction techniques, namely, Running Gaussian Average, Gaussian Mixture Model, and Adaptive Gaussian Mixture Model, were used to count the passengers crossing an entrance on a BRT station from a pre-recorded motion picture. The results indicates that the tree algorithms are able to identify the passenger crossing with a reasonable high level of recall and but low level of precision. These results indicates that many false positives are identified by the three algorithms. In addition, the empirical data indicate that the three algorithms tend to have better performance with higher value of the learning rate. Lumentut et al. / Procedia Computer Science 59 ( 2015 ) 
Nomenclature t
Time unit Pixel's intensity at time t Size of temporal window to fit the Gaussian probability density function (learning rate) Mean value of the Gaussian probability density function Variance value of the Gaussian probability density function; recommended k Threshold weight value; recommended k = 0. 
Introduction
Traffic congestion is one of the important issues faced by many large cities in the globe including Jakarta, the capital of Republic of Indonesia. The problem is extremely complex and requires comprehensive solution involving collaboration of many sectors. Despite of this fact, Morichi 1 has advised a structure of the transportation strategy and city planning that suitable for megacities. At the heart of this proposal is a well-structured public transportation with various performance requirements.
According to Morichi 1 , the mass transit system within the mega-city is essential to serve large volume of passengers. This system can be developed on the basis of the bus-based or train-based system. The bus-based system is often called as the bus rapid transit (BRT) and is required significantly lower cost and time to develop in comparison to the train-based system. However, the BRT system tends to have lower performance and higher variation in the travel time reliability 2, 3 , which is important to measure performance of a transportation system. Meanwhile, the train-based system has nearly zero variation in the travel time 4, 5 . However, during the last thirty years, BRT system has received a large rate of adoption. The number of BRT and rail-based system that operate around the world described by Campo 6 , see Fig. 1 . The city of Jakarta also adopts this BRT system since 2004 and it is called TransJakarta BRT. Currently, TransJakarta has 13 corridors with a total busway length around 180 km. The first corridor was developed within three years from project initiation until its operation.
Similar to any other systems, BRT system can also be divided into two sub-systems: the supply side system and the demand side system. The trade-off between the two systems determines the level of service received by passengers. Maintaining high level of service quality is necessary in order to attract more passengers.
Many previous studies reported that the performance of TransJakarta BRT is relatively low. The main complaint is that passengers have to wait in uncertainty for long hours 7 ; see Fig. 2 . The other complaint is the limited number of available buses.
Monitoring systems for the supply-side and demand-side of the BRT system is imperative for various purposes such as for measuring the level of services, fleet management, and cost-effectiveness in the bus operation. The bus fleet monitoring can clearly be done using using floating-car data technique [8] [9] [10] [11] . However, monitoring the number of passengers in a long and narrow BRT station is still a challenging issue. For this case, we had previously proposed a computer-vision-based approach 12 . However, the system performance in term of the passenger counting accuracy is relatively low and further study is of importance. 
Research Method
The passenger monitoring system discussed in this work is proposed in the context of the bus rapid transit system. In this system, each station is usually designed to serve the movement of buses in two directions and is placed in the road median. The station is usually long and narrow. On this basis of the station design, we proposed the passenger monitoring system as depicted in Fig. 3 . Fig. 3 . The proposed passenger monitoring system for TransJakarta BRT stations 12 The monitoring system works as the following. Each door will be monitored with an over-the-top camera. The camera shall record the movement of passengers crossing the door. The counting is done by implementing a computer vision technique. Information regarding the passenger movement across the all passages in the station should be aggregated in order to determine the remaining passenger in the station.
From the over-the-top camera, a station passage should look like that in Fig. 4 . We then establish a red virtualline to separate the passage into two region: Region A and Region B. Region A is located to the left on the line. The bus door will be in region A. In our experiment, we record the activity in this access point for 30 minutes duration. In practice, passengers often wait for the bus along the red line, resulted in the counting error. Our test will use the F1-score method to track the recall, defined by Eq. (1), and precision, defined by Eq. (2), of these recursive algorithms that implemented in real-time video of passenger movements on the access point of BRT station. 
The false positive values are counted by the number of incorrect objects captured by the algorithm. The division between number of correct object captured by algorithm and total objects (correct and incorrect) captured by the algorithm creates the precision values. Meanwhile the recall values are counted by the division between number of correct object captured by the algorithm and total number of actual objects
Supporting Theories
According to Pavlidis, many passenger counting is collected manually using human counter (example: turnstile) that are expensive and can disrupt traffic 22 . In 2010, Yahiaoui with his research team conclude that there are two most reliable approaches to count passenger in BRT, which are: firstly,the use of infrared directional sensors and secondly, using video sensing and image processing. The infrared approach has several disadvantages in crowded situations. This approach is less reliable in crowded situations because of its high sensitivity to noise, variations in temperature, dust and smokes. Also, it cannot distinguish between one passenger and group of passengers. Therefore,they suggest that video-based system are very promising for this task 23 . Their suggestion is taken to develop our evaluation with computer vision techniques.
Many previous studies have been performed to develop methodology to track moving objects using computer vision. Kang and Kim 13 develops method to track the movement of many human objects in real-time utilizing the Conditional Density Propagation algorithm. Three improvement were made in his work: the use of an effective template for the human form using self-organizing map; the use of the hidden Markov model for modeling the dynamic of the human shape; and the use of a competition rule to separate a person from others. In addition,Wang et al.
14 study passenger detection using the characteristics of the head area. They intend to track the pedestrian movement. The tracking is achieved in two steps: applying the background difference algorithm, dynamic threshold algorithm, and the method of morphological processing to filter the image noise; and applying head matching algorithm using a mask template. Our previous research proposed a real-time passenger counting system using three algorithm: adaptive median filtering (AMF) 15 ; pixel-based adaptive segmenter (PBAS) 16 ; and backgroundsubtraction by Godbehere-Matsukawa-Goldberg (GMG) 17 . Background Subtraction. The use of background subtraction algorithms are the common way to track moving objects. The movement of passengers in and out at the BRT station can be tracked using this algorithm. Since our previous study resulted that AMF is the best algorithm to used, we will compare it with other algorithms that are categorized as one type of the AMF. AMF is classified as recursive algorithm. Recursive background subtraction techniques maintain a single background model thta is updated with each new video frame. According to Parks and Fels 18 , there techniques are generally computationally efficient and have minimal memory requirements. As stated previously, there are four most-widely used recursive background subctraction algorithms 18 to track moving objects; they are RGA, GMM, AGMM, and AMF. Running Gaussian Average (RGA). The Running Gaussian Average algorithm is proposed by Wren et al. 19 and identifies the background pixels with the following procedure. We assume that μ t denote the image mean at time t and the related variance is . The mean will be updated following: ,
where the variance update is .
A pixel is cosidered to be a background if its intensity lies between within a confidence interval with a threshold k such that
Gaussian Mixture Model (GMM). The adopted algorithm is that proposed by Stauffer and Grimson 20 and was designed to model the multi-modal backgrounds. The algorithm assumes that every pixel's in a video frame can be modeled by using Gaussian mixture model. Each channel of pixel represented as a mixture of K Gaussian. The pixels that do not match the probability of the background decision are called foreground pixels. In a time series t of pixel values, a particular pixel (x 0 ,y 0 ) can be modeled as the following:
The recent history of each pixel is modeled by a mixture of K Gaussian distribution. Mathematically, the probability of observing the current pixel value is written as of the following: , where is the weight associated with the ith Gaussian at time t with mean and standard deviation and N denotes the Gaussian probability density which can be written as the following:
.
Gaussian Mixture Model with Adaptive Number of Gaussian (AGMM).
Stauffer-Grimson algorithm uses a fixed number of Gaussian to model each pixel 20 . Zivkovic and van der Heijden 21 proposed an interesting extension to this mode which shows how to automatically adapt the number of Gaussian being used to mode a given pixel. Their previous studies resulted in reducing the required memory, increasing computational efficiency, and improvement in the performance when the background is highly multi-model. They choosed a reasonable time adaptation period T. At time t, we have . For each new sample, we update the training set K T and re-estimate the density. The estimated density in M component can be denoted as the following:
The variable are the estimate of the means while are the estimate of the variances. Variable is the mixing weight which is non-negative and add up to one. The adaptive number of Gaussian is determined by updating process of the parameters. The update formula is as the following: , , and , where .
The reader is advised to consult Zivkovic and van der Heijden 21 for detail explanation.
Adaptive Median Filtering (AMF).
Adaptive median filtering is a non-recursive median filtering technique. In this algorithm, the estimated median is added by 1 if the input is larger than the previously estimated median. Inversely, the median is subtracted. Mathematically, it is written as:
. The four algorithms above are the most-widely recursive techniques used for background subtraction. The previous study by Parks and Fels noted that parameters: learning rate, gaussian value, initial variance, and weight threshold affected the recall and precision of those recursive algorithms for object tracking. Their studies showed that Gaussian with value of 3, initial variance with value of 36 and weight threshold with value of 0.75 gives the best result while our previous study 3 resulted that AMF will work with the best recall and precision with the sampling rate value of 13. Our study in this paper aims to test the learning rate parameters for its influence on the result of recall and precision in real-time passenger counting in BRT station. The values we used in the learning rate parameter are the recommendation done by Parks and Fels on their study of evaluating the background subtraction algorithms with post processing. Those recommended values of the learning rate parameter are: 5.0 , 1.0 , 5.0 , 1.0 , 2.0 , and 1.0 .
Results
The previous study 12 concluded that, for this case, the AMF algorithm was able to count the passengers crossing the door with the level of recall and precision of 71% and 36%, respectively. The results of the current studied algorithms are presented in Tables 1 and 2. In term of the level of recall, the three considered algorithms, RGA, GMM, and AGMM, have a tendency of improvement in the level of recall and precision with increasing the learning rate. In the case of RGA algorithm, a significant improvement of the level of recall is found when the learning rate is increased from 2.0 to 1.0 . The level of precision has also been increased significantly. With respect to the global performance, one can clearly see that AGMM outperforms the other algorithms for more cases. The best observed level of recall is only 75%, which is slightly better than the previous approach. However, in term of precision, the three current algorithms show a rather low performance. At their best, it can only achieve the level of precision of 19%. This indicates that there are too many false positives existed in the counting process. 
Conclusion
The problem of counting the number of passengers existed in a BRT station is an important issue to be solved. The solution will have significant impact to the operational of the system and society in general. However, the attempt to solve this problem is still facing problem particularly in term of the accuracy of the counted number of passengers. The results of this study and the previous one show that the deployed recognition algorithms produced a rather low accuracy with respect to the precision, indicating that the algorithms tend to produce false positive counting. However, the all evaluated algorithms have result in reasonable level of recall. At this point, with a proper adjustment of algorithm parameters, the recall level can achieve the level of 88%. However, if the all the recalls and precision in each learning parameter are summed and get the means of it, the AGMM has better recall and precision values than RGA and GMM. The AGMM technique resulted mean recall value of 0.65 and mean precision value of 0.12. In this study, the AGMM technique is better than RGA and GMM. But when these 3 algorithms are to be compared with our previous study 12 , AMF with the level of recall and precision of 0.71 and 0.36 outperforms these 3 recursive techniques.
