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The present thesis is concerned with the initial value problern for sernilinear Schrodinger 





1n (O,oo) x IR , 
TIJ>N 
ln m. ' 
( 1.1) 
(1.2) 
where u(t, x) is C-valued, at = a1at, f)j = DID1;J (j = 1, · · · 1 N), V (()1 , • • • 1 ()_\ ' ), 
L1 =a~+ ... + af.v,, i = A and N EN is the spatial dirnension. Throughout the present 
thesis, we deal with the power nonlinearlity. More precisely~ we assun1c that the nonlinear 
N . 
term F( u, q) : C x C ___, C satisfies 
F(1L, q) E c=(IR2 x IR2.v; c), 
F( u, q) 0 ( luiP + lqiP) near ( u, q) = 0 
with some integer p ~ 2. The variable q corresponds to Vu = (()1 u, · · ·, DN'u). In the 
same way as the complex analysis, we define a I fJu, iJ I Du, () I U</j and D I D(7J by 
a 1( a . a) 
-=- --7,-
fJu 2 avo ' au.'o l 
a8q =Ha~ -iD~.), ] ] ] 
vo =Re u, u:0 =I mu, Vj =Re qJ, 'tL'j = Irn q1 , j = 1, ···,N. 
~ow we will give a few remarks on the technical tenns. In the theory of partial 
differential equations: we usually call the nonlinearity of the equation (1.2) and the prob-
lem (1.1)-(1.2) semilinear and the initial value problern respectively. Sorneonc calls (1.1) 
nonlinear Schrodinger equation and another one calls ( 1.1 )- ( 1. 2) the Cauchy problcrn. 
In 1nathematical physics : the word :' nonlincar Schrodingcr equation:' rncans scrnilinear 
3 
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Schrodinger equation whose nonlinear tenn F( u, q) is independent of q. Especially~ in the 
soli ton theory. the nonlinear tenn of nonlinear Schrodinger equation is F( u, q) = h ]u] 2u, 
where ! ' E lR \ { 0}. On the other hand, the word ~' Cauchy proble1n .. Ineans someti1nes the 
initial value proble1n for kowalewskian-type of partial differential equation: 
~ a0 ,1 ( t, X )iYCf/u = f( t, X) 
lol tj<c_m 
]•' Tit 
iJ{u(O, x) = u1 (x) (j = 0, 1, · · ·, rn- 1) 
\' 
1n (O,oo) x JR., 
Here In is a positive integer. Kowalewskian-type of partial differential operators requires 
that ]o] -1 j is less than or equal to the heiest order of the differentiation with respect to 
the tin1e variable L 
The past two decades, studies on the completely integrable systems have been very 
popular in Inatheinatical physics. Sorneone presented or obtained new integrable sys-
teuts and another one proved that certain systerns were cOinpletely integrable formally 
or rnathentatically. Most of partial differential equations and syste1ns appearing in this 
subject Inodel the phenornena of the propagation of disspersive waves. Roughly speak-
ing, the dispersive wave Ineans that its propagation speed changes in accordance with its 
frequency. 
As typical cxmnples of such equations and systerns, we cite the Korteweg-de Vries 
equation 
()(1 1 + rPv + vav = 0 in IR X IR, 
the Benjmnin-Ono equation 
flu+ ]JJ]ov + vav = 0 1n IR X IR, 
the Boussinesq equation 
the nonlinear Schrodinger equation 
and the elliptic elliptic Davcy ~ Stewartson equation 
2 
1n IR X JR ' 
( 1.3) 
where L' is JR-valucd. U' is C-\Ttlucd. ]JJ] = ( -c-J2)l/:2 and Hr = al/]IJ\ is the Riesz trans-
fonnation. The above equations can be seen as 
.\' 
111 IR X JR ' (1.-J) 
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where U(t, x) is IR.n or en-valued (n = 1. 2, 3, .. ·). In is then X n identity Inatix. p(~) is a 
n x n matrix-valued syrnbol satisfying p(~) E (Sm)n>--n and p(~)- tp(() E (sm- 1 )nxn. and 
F( U, au, · · · , am-l U) ( rn > 1) is a non linear tenn. For the definition of the class ... ~'m. see 
Section 2.3 , 
To illustrate the dispersive property. we consider the si1nplest Schrodinger equation 
in one space dimension 
3(11' - ifi u· = 0 in JR x IR, ( 1.5) 
and we will find the plane-wave solution to (1.5). The substitution of 
w(t, x) = ei(ct+.;x) (c E C, ~ E IR) 
into ( 1.5) i1nples the relationship between the propagation speed c and the frequency (: 
c(~) = -~2 . (1.6) 
This asserts that c must be a real number and that the larger the frequency ~ is, the 
larger the propagation speed c becomes. In mathematical physics a relationship like 
( 1.6) is called the dispersion-relation. Then, let us call equations and syste1ns like ( 1.4) 
nonlinear dispersive equations and syste1ns respectively. 
Some of nonlinear dispersive equations and syste1ns cannot allow the classical energy 
estimates. In other words, the regularity of solutions to these equations and syste1ns 
cannot follow from the usual £ 2-type estimates. This rneans that it is difficult to solve 
the initial value problems for these equations and systems in CCX)-category. We remark here 
that we can always get analytic solutions to such problems by 1neans of so-called abstract 
Cauchy-Kowalewski theorem. More precisely, if the nonlinear tenn is real-anaytic with 
respect to all variables, and if the initial data is analytic in sorne product dornain of strips 
containing real lines, then we can get a unique solution which is analytic with respect to 
the spatial variables in the product domain of small strips. 
To explain this situation, let us consider the initial value proble1n for linear Schrodinger 
equations with constant coefficient: 
at'w - i32·w + ia3w 
'lL'o( X) 
0 1n IR X IR, 
0 rn IR, 
where a is a positive constant. Let </J(~) satisfy 




( 1. 7) 
( 1.8) 
We put c/>n(~) = c/>(~- n), n = 1,2,3,···. Formally, the solution to (1.7) - (1.8) is written 
as 
'lL'(t,x) ( 1.0) 
u:o(~) 
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If we put IL'()(~) (;) 11 (~). then the Planchcrcl-Parseval fonnula i111plics 
> c'2ont for /. 2: 0. (1.10) 
( 1.1 ()) a.'-lscrt.s that for any large constant If. > 0 and for any short ti1uc t > 0. there exists 
an entire function u·u(.r) such that IJu·uiiF = 1 and IJw(t)III>~ 2: R. \\'hen either o or f is a 
negative rnnrdwr, the san1c is true provided that nE .Z is negative and 1nl is sufficiently 
large. This example shows that if the imaginary part of the coefficient of the first order 
tcnn o does not vanish: then the initial value problcrn (1.7)-( 1.8) is not L 2-well-posed. 
:\ alllcly. we can sol vc ( 1. 7) ( 1.~) only in sornc analytic function space unless o = 0. This 
fact is very closed to the method of the abstract Cauchy-Kowalewski theorcrn. 
In mathunaticul physics. threrc arc sorr1c nonlincar dispersive equations which do not 
allow the clussical energy csti1natcs. As cxarnples, we cite the (generalized) Hcisenberg 
ferrolllagnctic IIlodcl 
2 . ~ y 
_ !li. ') ~( ~11.~,L)2 m m· ()1 '11. - id 1L = u l 1 n m. X m. , 1 + lu)- ]-I 
the Zakharov equation 
~-~---Ll U. T .T LL + lL U. (I., sin{IIJI(l- T)} "'I· ( )l2d). I l2 
. o I /JI 1n 
the long wave -short wave resonance equation 
and the elliptic hyperbolic Davcy Stcwartson equation 
n, u. - i ( nf t ni ) u. in o luf~ 
+ in 1 cr:oo ih la( I JI' r;) 12 d.r;) u 
+ in2 (( 
00 





where n 0 , n 1, n 2 E IR arc constants. v\'c rc1nark here that the original Hcisenbcrg ferro-




\\·here .~'(t . .r) is ,'!'2-\·alucd nnd 1\ dcnut<'~ the wedge product in IR. \Yiwn ,1...,'(/ .. r) is close 
to SOIIle constant s() E S2 unifonnly in lR X IR.\"' ( 1' l.l) lwcOlllCS ( 1. 1 t) b_v t.he ~tcrcographic 
representation. 
The nonlincar tcnns of t hcsc equations contain \lu. ).lorcon•r. son1c of t lwrn arc 
nonlocal a.s nonlincar operators. Then. it is not ~o Cd,..'-',V to pro\·c c\·en local <'Xistcncc 
t hcoren1s for t hcsc equations. Local and global cxistL'llcc. stability or inst ahil i t.v of sp('cial 
solutions in which sornc physists arc interest cd. rcg ul ari ty of ~olu t ions ( so-('allcd local 
s1noothing property). and ctc arc irnportant and intrTL'st.ing not o11ly in rnat.ll('Jllat.ical 
analysis but also in 11H1.thcu1atical physics. A lot of aut hors studied global cxistcrwc 
theorcrns fonnally or rigourously from a view point of the inverse scat.t.cring t.hcdl!liquc 
(see. e.g., [13]). But there arc few works concerned \\·it.h these prohlcrns vi<1 t.lw t hcory of 
partial differential equations. 
The purpose of the present t hcsis is to prove local and global <'Xistcncc' t.hcorcrns fur 
the initial value problc1n (1.1)-(1.2). v\'c sec it as a typical cxan1plc of the initial val11c 
problerns for nonlinear dispersive equations and systerus. which cannot allow the c:la.'-l~ical 
energy cstirnates of solutions. Because our nonlincLLr tcrr11 F( 11, V' u) ~ati:-;fics tlw local 
property, (1.1) - (1.2) is smnc\vhat easier than nonlocal nonliilcar t.cnns lik<' ( 1.l2) and 
(1.1cJ). :\1oreover. we study the initial value prohlern for ( J.J .J). 
The present thesis is a rcarrangcrncut of t.he author's pap<'r~ [:Zj. [:)j. [·1]. l·r)]. ICJ. [71 
and contains a few i1nprovcrnnt of thelil. The organization is a.'-l follows. Ill ( ;Jmptcr 2 
we introduce the outline of the theory of linear Schrodingcr-typc equations. and Inodify 
this theory so that it can be applied to solve sc1nilincar cquations. Chapter 2 is ba.c;cd 
on [2] ~ [3] and [6]. Chapter 3 is devoted to prcli1ninarics: estimates on nonli11car tcnn 
and parabolic regularlization: which arc contained in [2L [:3]: [4] [5] and [b]. In Chapter 
-1 we present local existence thcorerns which were proved in [2]: [3] and [Gj. Our proofs 
consists of the parabolic regularization and the unifonn estimates of solutions. The later 
follows from some linear estirnates which are obtained in ChapV~r 2. In Chapter 5 we 
study global existence theorcrns which were proved in [4], [.5] and [Gj. Our strategy of the 
proofs is based on the local existence theorerns in Chapter 4 and the a priori estimates. 
where the decay cstirnatcs in Chapter 3 play an essential role. Finally: in Chapter (j we 
present local and global existence thcorcrns of the initial value problc1n for the elliptic 
hyperbolic Davey- Stcwartson equation. For this purpose, we rnakc straightforward use of 
the smoothig property of czt.c1: because our linear cstirnatc developed in Chapter 2 does 
not work well. The rnatcrial of the final chapter is [7]. 
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Introduction 
Notations 
Here we sumrnarize notations used thoughout of this thesis except for Chapter 6, 
where we make use of another notations. 
N = {1, 2, 3, .. ·}, z+ = {o, 1, 2, · · ·}. Dj = -ia1, D = (D1, ... , IJx) = -i\7, a~1 = a;a~j, 
a{ = ( a~ 1 , • • • , a~s), for j = 1, · · · , N. 
Jku eixU40 +t)2i(1 + t)ak(c-ixU4(l+t)v.) = (xk + i(1 + t.)iA)u, 
J l ix
2 j4t2· a ( -ix2 j4t ) ( '( );..,) ) k u e k d k e k ·u. = xk + z 1 + t uk v., 
for k = 1, · · ·, N, where B(t, xk) = xf:j.J(1 + t). J = (J1 , · · ·, Jl\·). X0 -- x~ 1 • • • -<~:'"' 
fYt = aall ... ac:_,v DQ = DQl} ... DC:..N a<;= a<;I ... a<;s JQ = JlQI ... JQ\,. .... al-= all ... o.,,;l 
H ' JY ' ., '>1 o.,N' 1 ' • • J ., 
lal = a1 + ... +aN, for any multi index a= (al, .. ·,aN) E (Z+)N. (E,) = j1 + 1~1 2 , 
( E,j) = j 1 + f.J, (D) = ( 1 - Ll) 1 I 2 , (DJ) = ( 1 - aJ) 112 . 
ws,r = ws,r (ffit) = { u E s' (!RN) I I lull W' r = (.k.N I (D) 'ulr dx) l/r < +oo }, 
LT= wo,r, H 8 = W 8 '2 fors E JR and 1 :::; r < 00. 
LOC) = W 0,0C), for s E JR. 
fors, s' E JR. 11 · lis means (H 8 ) 2-norm. In particular, 11 · 11 and (-, ·) rncan (/}r2-nonn 
V 
and ( L2 ) 2-inner product respectively. 1)' = 1)' (JR' ) is the set of all distributions on 
JR·"'. S = S(JR"") and S' = S' (JR.v) denote the Schwartz class and its topological dual 
respectively. The operator (D)s is defined by 
(D).su = (27r)-x JJJR.\'xJRN ci(x-y)·~(~)-~u(y)dyd~ for 'IJ, E S, 
V 
and is extended on s' via the duality. 'BOC) = 'BOC)(JR. ) is the set of all C:CX1-functions on 
\' 
JR. : whose derivatives of any order arc all bounded. vVhcn X and Y arc normcd vector 
spaces: £(X, Y) and .C(X) arc the set of all bounded linear operators frorn X to Y and 
X 
from X to X respectively. i j = ( :r 1: · · · , :I: 1 _ 1 , x 1 + 1, · · · , x .v), for x E JR and j - 1, · · · , N. 
l>jk is Kronecker's delta. i.e.: f.Jk = 1 if j = k: 1'1k ~ 0 otherwise. [s) rncans the largest 
integer less than or equal to s 2: 0. Different positive constants rnight be denoted by the 
same letter C. 
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Chapter 2 
Linear estimates 
2.1 Theory of linear Schrodinger-type equations 
In this section we introduce the theory of linear Schrodinger-type equations. This 
theory plays an essential role to obtain the energy estirnates of solutions to sernilinear 
equations. We start with the inital value problern of the forrn: 
.\' 
Su = ( Ot- iLl+ L bj(x)Dj + c(x) )u JU, ~r) In IR X IRN, ( 2.1) 
J -1 
u(O,x) uo(x) \' = In IR. (2.2) 
' 
where the coefficients bi(x),···,b.r\'(x) belong to 23 00 (IRN). 
The purpose of the linear theory is to characterize Schrodinger-type operators. To 
explain the detail, we introduce the notion of well-posedness. Let X be a Frcchet space 
\r 
contained in 'D'(IR. ). We say that the initial value problern (2.1)-(2.2) is X-well-posed 
in the both direction of t E IR if and only if for any u0 ( x) E X and for any f ( l, J;) E 
L{0 c(IR: X), there exists a unique solution u E CI(IR: X) to (2.1)-(2.2). In view of F3anach's 
closed graph theorem, this is equivalent to the apparently stronger condition, that is 
for any u0 (x) EX and for any f(t,x) E L{0 c(IR;X), there exists a unique solution 
u E C~(IR; X) to (2.1)-(2.2) and the map (u0 , f) f-----7 1L is continuous linear operator frorr1 
X x L{0 c(IR; X) to C(IR; X). According to S. \1izohata ([3.5]), S' is a Schrodinger-type 
operator if and only if (2.1)-(2.2) is H 00-well-posed in the both direction oft E IR. 
Historically: first J. Takeuchi ([47L [48]) studied the necessary condition of /}-well-









12 Chapter 2. Linear estimates 
We note here that when f\/ -=- L (2.:3) becomes 
sup, [rm .{ b(y)dy[ < +XJ, 
xElR 
(2.4) 
where h(:r) = h1 (.r). Roughly speaking, (2.3) means that Irnb1 (x), · · ·, lrnbx(x) must be 
irnproperly Riemannian integrable for any line in IR"'''. In particular, (2.4) is the necessary 
and sufficient condition for /}-well-posedness. In fact, if we assume N = 1 and (2A), 
then a gauge transfonnation 
U (X) ~ V (X) =: U (X) ko (X), 
k0 (x) = cxp G.{ b(y)dy) 
is an automorphism in f_}(IR), and (2.1)-(2.2) becomes 
(at- i(J2 + c(x) )v 
v(O,x) 
k0 ( x) f ( t, x) 1n IR x IR, 




Since the first order tenn h(x)CJ is canceled out by the cornrnutator [k0 (x), -'i82 ]/ko(x), 
one can easily solve (2.6)-(2.7). Thus, this shows that (2.4) is also the sufficient condition 
of L2-well-poscdness. 
Secondly, S. Mizohata ([3GL see also [35]) studied the sufficient condition of L 2-well-
poscdncss with general space dirncnsions. He developed the above idea directly. Under the 
appropriate condition which is stronger than the necessary condition (2.3), he constructed 
V 
a transfonnation u ~-----+ K (t) u such that this was an automorphic in L 2 (IR' ) and the 
conunutator [I< (f), -i.d]I<(t)- 1 coinsided with L bJ(x)Bj. In this case, K(t) is a pseudo-
differential operator which belongs to 0 P S'8.0 (IRx x IR.\') (see [33]). 
Thirdly. devclopping the ideas of J. Takcuchi and S. Mizohata, W. lchinose ([24] and 
[25]) studied J-J<=X)-wcll-poscdncss. His results arc natural extension of L2-well-posedness 
1n a ~ensc. 
vVc rcrnark here that if hn b1 ( 1·), · · · , Irn bs ( :r) satisfy 
\' for 1· E IR. , j, k = 1, · · ·, N, (2.8) 
then a gauge t.ransfonnation 
( 
1 ;·1 s ) 
u(.r) f------4 l'(.r) = u(.r) cxp -? . L lrn bJ(.s.r).rJds 
...... ll j 1 
(2.9) 
is also available iu the san1c way as (2.6)--(2.7). \Yhcn lV = L (2.8) is satisfied au-
tornatically. S. Tarar11a (l-H>]) obtained the necessary and sufficient condition for H(X)-
wcll-po~edness under the condition (2.S) by u~ing the gauge transfonnation (2.9). In the 
2.1. Theory of linear Schrodiner-type equations 13 
same way, we can prove that (2.3) is the necessary and sufficient condition for L 2-well-
posedness under the condition (2.8). Sorne of sernilinear Schrodinger equations satisfy 
(2.8). In terms of semilinear equations. (2.8) becomes 
( 8F ) ( 8F ) x 81 lmaqk(u,'Vu) -ak Im 8q1(u,'Vu) =0 for 11EC
1 (IR ),j,k=1,···,N, 
(2.10) 
which is equivalent to the condition: there exists aIR-valued function Clu) such that 
(2.11) 
In this case, (2.9) becomes 
u(x) >------> v(x) = u(x) exp ( -~G( u(x))). (2.12) 
Using (2.12), A. Soyeur ([44]) and T. Ozawa ([39]) studied local and global existence 
theorems for such semilinear Schrodinger equations. 
As we have seen before, the basic idea for linear Schrodinger-type equations is to find 
an automorphism u ~-----+ K(t)u in L2 or H(X) such that the cornmutator [K(t), -i.d]K(t)- 1 
eliminates the first order term 2::.: Im b1(x )81 in a sense. We remark here that [ K ( t), -·i.d] K( t) -l 
does not have to coinside with L:Imb1(x)81 or L:b1(x)D1 necessarily. 
Recently, S. Doi ([11], [12]) developed new method to solve linear Schrodinger-type 
equations. His method requires only the integrability of lm b1 (x), · · ·, Im bN(x) in any line 
in x, which is slightly stronger the condition (2.3). His idea is to find an autornorphisrn 
u ~-----+ K(t)u in L 2 (IRN) such that [K(t), -i.d]K(t)- 1 is a first order elliptic psueudo-
differential operator which is stronger than the first order partial differential operator 
2::.: lm bj(x)aj· We remark here that his transformation operator belongs to the class 
OPS?,o· In general, (1, 0)-type operators are easier to handle than (0, 0)-type ones. As 
we will show later, his idea is very useful to solve semilinear equations. There arc two 
advantage of his method. One is the simplicity of the condition on Irn b1 (x), · · ·, Irn b,r....'(x), 
and another is the type of transformation operator. 
When we apply the linear theory to solving sernilinear equations, we treat ( 1.1) as 
a system for t(u, u) because the nonlinear term F(u, 'Vu) contains not only 'Vu but also 
'Vu. Then, in Sections 2.2 and 2.3 we study the initial value problern for sorne 2 x 
2 linear systems, which correspond to the couple of equations ( 1.1) and its cornplex 
conjugate. Section 2.2 is devoted to one dirnensional case, which can be treated by 
the gauge transformation. In Section 2.3 we study the case of general space dirncnsions. 
There, the diadonalization technique and S. Doi 's rnethod play essential role. The fanner 
is well-knov...rn in the theory of regularly hyperbolic systems. 
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2.2 Linear estimates in one space dimension 
In this section we study the initial value problcrn for 2 x 2 linear systerns of the fonn: 
1.~1 11, = (I Dt + i H l (l)) V 
v(O,x) 
f(t, x) in (0, T) x IR, 
vo(x) in IR, 
(2.13) 
(2.14) 




( t) = [ - D2 o
2
] _ 'i [ 61 ( t, x) 62 ( t, x) ] a 
0 a 62 ( [, X) 6 1 ( t , X) 
b1 (t, x), 62 (t, x) E C 1 ([o, T]; 'BCXJ(IR)). 
We rernark here that it is sufficient to study the forward initial value problem. 
The purpose of the present section is to mention the well-posedness of the initial 
value problerr1 (2.13)-(2.14). More precisely, we present a certain sufficient condition on 
J}-wcll-poscdncss. We do not investigate the necessary and sufficient condition on £ 2-
wcll-poscdncss. However, it is enough to apply to solving semilinear equations. In general, 
the necessary and sufficient condition for well-posedncss in the linear theory is not enough 
to apply to nonlincar problcrns, because the nonlinearity gives very complex structure as 
a partial differential operator. We keep a semilinear equation and its complex conjugate 
U(/1,- ifP·u + 61 (t, x)8u + 62 (t, x)au 
at u + ·i ci 'fl + 61 ( t, x) au + 62 ( t, x) au 
in mind. In view of (2.4), we assume 
f 1(t,x) 1n (0, T) x IR, 
!l ( t' X) 1n ( 0, T) X lR, 
sup I fox Irn b1 (t, y)dyl < +oo, 
xEJR 
tE[O,TJ 





Bccausc the coefficients 61 (1, .r) and b2(l, x) depend not only on the spatial variable x but 
also on the tirne variable l. we require the second condition (2.16) for the sake of the 
boundcdness of the coefficients of the transfonncd systern. In the same way as (2.5) we 
define the gauge transfonnation 
l'(i,J") 
k 1(t .. r) 
P1 ( t . . r) 
f------+ LL' ( f , I) := k 1 ( f , L) V ( t , :r ) , 
f -pl(t.x) I, 
1 [,X 
.- hn 6I(t, y)dy. 
2.u 
2.2. Linear estimates in one space dinlPnsion 
It is easy to sec 
r - M 1 ff L' (t ) 1/ S [[ll' (I ) [[ S c .\! 1 [[1 ' ( I ) [I 
for any L'(l,r) E (c([o. T]: J}(IR))r~,, E [0, T]. 
Yfultiplying L1 by k1 (t, .r), we have 
where 
L 1 V = (I Ut + i H 1 ( t)) L l 
u'(O,x) 
g(t, .r) 111 (0, T) x IR, 
IL'o (I) 1n IR, 






k 1 ( 0, X) Vo (X) , 
A 1 (a) - i B 1 ( t l X) a + (y I ( t' .r) ' 
[ 
()2 0 l 
0 ()2 ' 
[ 
Re 61( t, x) b2 (t, x) l 
62 ( t, x) Re lh ( t , :.r) ' 
[ 
c11(t,x) c12 (t,x) l 
c21 ( t, x) c22 ( t, x) ' 
-i fox Im &1b1 (t, y)dy 
'l 2 (Im 61 ( t, X) )61 ( t, x) 
1 2 1 








62 ( t, x) I m 61 ( t, x) , 
-i fox Im &,bJ(t, y)dy 
'l 
2 ( hn b 1 ( t, X) ) lJ l ( t, X) 
'l 
2 (Im b1 ( t, x) )lJ 1 ( t, :.r) 
1 2 1 
4(Im bJ(t, x)) - 2rrn fJbi(t, x). 
It is easy to see that 
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( 2.1 7) 
(2.18) 
(2.19) 
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Proposition 2.2.1 We assurne (2.L5) and (2.16). Then (2.13)-(2.1-1) is H 5 -well-posed 
for any s E IR. 
To prove Proposition 2.2.1, we ern ploy the duality type argurnent: which is based on the 
energy inequalities (sec [23]). 
Lemma 2.2.2 There exists a constant G1T > 0 such that for any 
v E ( C'([O, T]; H2 (IR)) n C([O, T]; L2 (IR))) 2 
and t E [0, T]. we have 
llv(t)ll < Cr ( llv(O) 11 + lll ( L1v )( rl[[dr) , 
llv(t)ll < Cr (11v(T)II + {l[(L;v)(rJ[[dr), 
where L~ is the formally adjoint operator of L 1 , that is written as 
L; = -I 0, - i [ -g2 ~2 l 
[ 
bl(t,x) b2(t,x) la 
b2 ( t , X) b 1 ( t , X) 
[ 
8h(t,x) ab2(t,x) l 
+ ab2(t,x) abl(t,x) . 
(2.20) 
(2.21) 
Proof. It sufficies to prove (2.20). We put w(t,x) = k1(t,x)v(t,x), f(t,x) = (L 1v)(t,x) 
and g(t,x) = k1(t,:r)f(t,x). Then we have 
'll • ( l, .r) satisfies 
Then we have 
d ') 
-IJu·(t)JJ-d/ 
u~(t, x) E ( C([O, T]; H2 (IR))) 2 , 
f ( t l X) l g ( t' X) E ( c ( [ 0 l T] ; L 2 ( IR))) 2 . 
ln (0, T) X IR, 
U'(0,1·) = k1(0,.r)H·(O,x) 1n JR. 
- 2 Re ( I ()t u· (l ) , ll' (I ) ) 
=--- - 2 R.c ( i i-f 1 (I ) ll' (I ) , u' (t ) ) + 2 Re ( g (l ) . ll' (t.) ) 
- 2 Re (a 1 (i J) ll' ( I ) , ll' (t ) ) + 2 R c ( B 1 ( t , x ) o lL' ( I ) , lL' ( t) ) 
+ 2 Re ( i ( '1 (t . . r) ll' ( t) . ll' ( t)) + 2 Re ( g (t). ll' ( t)) 
< 2He (ul(t .. r)iJU'(I). ll'(t)) + CUh(I)IJll'(t)JI2 + 2JJu·(t)JIIIY(t)JJ, (2.22) 
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where 
Bb, (t) - sup I fox Im O,h (t, y)dyl 
:rEIR 
+ L L (suP 1 at b j ( t, x) 1 + suP 1 cl b j ( t , 1·) 12 ) . 
J = l,2l-O.l ETI1> ~ID 
X ~ X~~ 
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We rernark here that B 1(t,:r) is a hennitian rnatrix, that is IJ1(l,.r) = 1·JJI(t,x). The 
integration by parts yields 
2 Re ( B 1 ( t l X) aw ( t) l 11' ( t)) 
- r:oo 'w( t) BI ( t, X )Ow( t )dx + r:oo 'w( t) Bl ( t, X )Ow( t )dx 
r:oo O'w(t)' Bl (t, x)w(t)dx + r:oo 'w(t)BJ ( t, X )Ow(t.)dx 
- r:oo O'w(t)' B1 (t, x)w(t)dx + r:oo 'w(t)' JJ1 (t, x)Dw(t.)dx 
-r:oo 'w(t)' B1 (t, x)Ow(t)dx + r:oo 'w(t)' BI (t, x)iJwCi)d~: 
+ - r:oo 'w(t)O' B1 (t, X )w(t)dx 
-r:oo 'w(t)a' B1 (t, x)w(t)dx 
< CBb1 (t)llw(t)ll 2 (2.23) 
Substitution of (2.23) into (2.22) gives 
(2.24) 
(2.24) plays an essential role when we solve sernilinear equations. Integrating (2.24) on 
[0, t], we get 
llw(t)ll :'0 Piiu·(OJII + l cC'(t-r)llg(rJIIdr for t E [O,TI. (2.2.5) 
Combining (2.17) and (2.25): we obtain (2.20). 1 
\Ve can prove Proposition 2.2.1 by Lernma 2.2.2. The rigourous proof of it is ornitted 
here. See the proof of Proposition 2.3.2. 
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2.3 Linear estimates i11 general space dimensions 
In this section we study the initial value problcrn for the following linear Schrodinger-
typc systcrns 
[,v = (I ()t + i H ( t) }v = f ( t, I) 
v(O, .r·) = vo(x) 
\" 
in (0, T) X nr ' 
s 
in IR , 
(2.26) 
(2.27) 
where 'L' - v(/,1') is C2 -valued, I is the 2 X 2 identity matrix and the operator H(t) = 
h(L, x, JJ) is defined by 
a(~)+ b(t, x, ~), [ 1~1
2 
0 l a(~)= 0 -1~1 2 ' 
[ 
b 11 (t,x,~) b 12 (t,x,~) l = t [ bllj(t,x) bl2j(t,x)] ~j, 
b·21 (t,x,~) b22 (t,x,~) j=l b21j(t,x) b22j(t,x) 
E C 1 ([0, T]; '13 00 ), rn, n = 1, 2 and j = 1, ···,N. 
For the sake of the convenience, we put 
' dia~( . c. )_ [ b11(t,x,~) 0 l ) l ' J, ' <., - 0 b ( t c) ' 22 l x, <., 
When we apply the linear cstirnates in this section to (1.1)-(1.2), we see vas v = t(u,u). 
For f/·~-wcll-poscdncss of (2.26)-(2.27), we assume the Doi-type condition on bdiag(t, x, ~), 
that is to say, there exist functions 
such that 
\' jirn hnnJ(t, .r)j :S cfJJ(t, .rJ) for (t, .r) E [0, T] x IR' , n = 1, 2, j = 1, ···,N. (2.28) 
Since our analysis is based on the syinbolic calculus for pseudo-differential operators, 
we quote the Inini1nuru fundaincntals on them frorn H. Kumano-go's textbook [33]. Let 
In E IR and let ,'-,'m be a class of syntbols defined by 
where 
I I (m) p l =-
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sm is a Frechet space with respect to the farnily of scrninonns I . wn), l E z 1 . If p( .r, ~) E 
sm is given~ then p( .r' ~) defines the operator ]-> bv 
Pu(.r) p(.r, D)u.(.r) 
- (27r )-x Jk\n{ e•(x-y){p(r,E.)u(y)dudE 
= (27r)-Xf2 ./~ ·' rix{p(r, ()tL(()d~, for ll E S. 
Conversely, if the operator Pis given, then its syrnbol a(P)(.r, ~) is calculated by 
The properties of pseudo-differential operators arc the following. 
Lemma 2.3.1 (1) Let p(x, ~) E sm. Then P = p(x, D) E £(H.'I+m, Hs) fur any s E IR 
and there exist lm = l(n1, s, N) E .N and Cl= C(s, N) > 0 such that 
(2) Let p(x, ~) E Sm and p'(x, ~) E sm'. and let o, a', (J, {3' E (Z-t )N. We define 
ro( x, ~) = (27r) -N j J~\~" e -iy "p~~; (x, ~ + Ory )p'~~;; (x + y, E)rlyd11 for 0 E [0, 1[. 
Then {ro}BE[O,l] is bounded in sm+m'-lo:+o:'l and for any lE z+. there exist l' E Zt and 
cl > 0,. which are independent of() E [0, 1L such that 
I 
'
(m+m'-lo:+o:'J) < C j J(m)j 'j(m') 
ro L - l P l' P L' · 
(3) Let p(x,~) E Sm and p'(x,~) E sm', and let P = p(x, IJ) and P' = p'(:E, !J). Then 
a(P P')(x, ~) E sm+m' and 
a(PP')(x, ~) = (21r) - .\· JJIR·" xlRN c-iy· 77 p(x, ~ + rt)p'(x + y, ~)rlydrr 
(4) (The Sharp Garding inequality) For any p(x, ~) E 8 1 satisfying 
Rep(x,~) :2:0 for 1~1 :2: H :2:0 wdh sornc H. 2 0, 
ther-e exist l E .N and C = Cv ( R, N) > 0 such that 
for '11 E S. 
In this section we prove 
20 Chapter2. Linear estimates 
Proposition 2.3.2 We asS'urnc (2.3). Then the initial value problem (2.26)-(2.27) is 
ff''-well-puscd fo,· any s E IR. that is tu say. for any t·0 (x) E (H·';) 2 and for any f(t, x) E 2 . 2 (Lzor(o,T:H·';)). (2.26) - (2.27) possesses a um:quc solutionv E (c([o,T]:Hs)). 
\Ne have only to prove Proposition 2.3.2 with .s = 0. Our strategy divides into two steps. 
At the first step we diagonalizc the operator H ( t) rnodulo bounded operators. Roughly 
speaking, its syrnbol 
ha.·-; two distinct cigcn- valucs provided that 1~1 is sufficiently large. Thus we can easily 
diagonalizc h(l, J:, ~) and therefore this system becornes a couple of single Schrodinger-
typc equations essentially. At the second step we apply S. Doi 's method ( [11], [ 12]) to the 
diagonalized systern. 
To prove Proposition 2.3.2, we introduce some pseudo-differential operators. The 
diagonalization is carried out by 
A(t) =I+ A(t), A'(t) =I- A(t), A(t) = ~(t, x, D), 
The loss of derivatives is resolved by 
K(t) 
k(t, x, ~) 
k(t, x, D), 
= [ c - p(t,x,t.) 0 l 
0 cp(t,x,t.) ' 
K'(t) 
k'(t, x, ~) 
p(t, .c, () = f.[' </lj(t, s )ds(1((1) -I 
j --= I 0 
It is convenient to use the following notations 
k'(t, x, D), 
[ 
ep(t,x,t.) 0 l 
0 k0 ( t, x, ~) ' 
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where l E N is large enough to be used in this section. To elirninatc the loss of derivatives 
in (2.26): we use the rnap t' ~------+ K(t)A(l)L'. Before we use this rnap. we verify that this 
is autornorphic on ( L )2 in a sense. 
Lemma 2.3.3 Ther·e exists a constant Cl > 0 such that 
/lv/1 < CBK(t)(1 + Bb(t)) 2 (1 + B~(t)BC:(t))Nt(r), 
Nt (V) < c B K ( t) ( 1 + Bb ( t)) 11 V 11 
for v E (£2 ) 2 and t E [0, T], where Nt(v) = /IK(t)A(t)v/1 + /lvll-1· 
Proof Simple calculation gives 
I= A'(t)K'(t)K(t)A(t) + A(t) 2 + A'(t)~(t)A(t), 
Then it is easy to see (2.29) and (2.30). 1 
(2.29) 
(2.30) 
We diagonalize L modulo bounded operators by A(t) and A'(t). Here we note I = 
A'(t)A(t) + A(t) 2 and ()(A(t) 2 )(x,~) E (S-2 ) 2 x 2 . Operating A(t) on L we have 
A(t)Lv I at (A ( t) v) - ( Dt A ( t)) v + i A ( t) H ( t) A' ( t) A ( t) v + i R 1 (t) v, ( 2. 31 ) 
() (at A ( t)) ( x, ~) a~( C) 1 ~ [ 0 Otbi'l]o·(t,x) l CJ.Ic)-'2, 
t t,x,~ =-2L -ab ·(t) ""'"" j = 1 t 21J , X 
A(t)H(t)A(t) 2 . 
The simple calculation yields 
A(t)H(t)A'(t) = (I+ A(t))(a(JJ) + b(t,x,IJ))(I- AU)) 
a(IJ) + b(l,x, JJ) + A(l)a(D)- a(JJ)A(t) -t- H2 (1,), 
R2(t) = A(l)b(t,,x,IJ)- b(l,:r,!J)A(l)- AU)H(l)A(t). 
(2.32) 
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~oting (JJ) -~jlJj~ - 1- (LJ) ~.we get 
(2.33) 
- a ( I J) ;{ ( t ) (2.34) 
a ( R~ ( t)) ( :r, ~) 
Substituting (2.33) and (2.34) into (2.32), we have 
A(t)H(t)A'(t) - a( D)+ bdiag(t, x, D)+ R2(t) + R3 (t) + R4(t), (2.35) 
R4 ( t) = b off ( t, x, D) (D) - 2 . 
Cornbining (2.31) and (2.35), we obtain 
J1 ( t) !Jv = JUt ( J1 ( t) v) + i (a (D) + b d i ag ( t, x, D)) (A ( t) v) + R5 ( t) , 
R5 (t) = -(ou1(t)) + iR1(t) + i(R2(t) + R3(t)R4(t))A(t). 
It is easy to sec 
Our diagonalization is cornplcted. 
(2.36) 
We resolve Irnhdiag(t,x,~) by I<(t). Roughly speaking, a(i[K(t),a(D)]K'(t))(x,~) 
gives a elliptic tcrnl which is stronger than Irnbdiag(t,x,~). Since k(t,x,~), a(~) and 
bdiag(l, x, () are diagonal rnatrices, we can deal with them as if they were scalar-valued 
syrnbols. Operating F<(l) on J1(t)Lv, we have 
K (l) J1 (!.) Lv ~ Ji )t ( K ( l) .1 ( t) v) - ( 8t K ( t)) ( J1 ( t) v) 
+ i(a(D) +bdiag(t,x,D))(K(t)A(t)v) + i[K(t),a(D)J(A(t)v) 
+ U13 (l) i\(t )1· + K (t) R5 ( t )v, (2.37) 
cr(ii,K(I))(r,~)- il,k(t,r,~) ·~ t f''' </J1 (t,s)ds~1 (~j) 1 ik(t,x,O, J 1 ./o 
--=- [-1 0] I 0 1 ' 11 a, K ( t ) ll.c ( r u >,) <:; c B; (t l B K (t) . (2.38) 
R-(3 (l) = i [ /\. (I), hdiag (I . . r. 1))), IIRu(l)!!, ( ) ~ ( 1flb(t)fl~(I)BK(t). £.,; (L"2)2 y (2.39) 
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~ow we will calculate the cmnrnutator 
i[K(t), a(D)] = [ i[c-p(t.:ro.D). IDI2] 0 l 
-i[cp(t.:r.n), jDj2] . 
The simple calculation gives 
f\; 
- 2 L cP)(t, Xj)~J(~j)- 1 c-p(t,x,O + r7 (t, x, ~) 
j=l 
N 
= 2Lc/Jj(t,xj)a(DJ(Dj)- 1 c-p(t,x,D))(x,~) +r7(t,x,~) +rs(t,:r,~), 
j=l 
N 
r7(t,x,~) = iL(-ajcjJj(t,xj)~j(~j)- 1 +c/Jj(t,xj) 2~j(~j)- 2 )c-p(t,x,o, 
j=l 
rs(t, x, ~) = -4icjJj(t, xj)~j(~j) -I 
In the same way we get 
x(2tr)-N fa' jj'P.N x'P.N c-iy"(~1 + OriJ)(~j + Orh)-3 
xcjJj(t, Xj + yj)e-p(t,x-1 y,OdydrJdO. 
a( -i[ep(t,x,D), IDI2J)(x,~) 
N 
= 2 L rpj(t, Xj)a( D}(Dj) -lep(t,x,D))(x, ~) + r~(t, x, ~) + r~(t, x, ~), 
j=l 
23 
where r~(t, x, ~) and r~(t, x, ~) are the similar symbols to r7(t, x, ~) and rH(l, x, ~) respec-
tively. Then we have 
]\' 
i[K(t),a(D)] = 2Lc/Jj(t,xj)DJ(Dj)- 1K(t) + R9 (t), 
j == l 
IIRg(t) ll.c (rL'>') <:; cB;(t) ( 1 + B;(t) )BK (t) 
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s 
= 2/ I: C/Jj(l, Xj)~]\~j) -l + ibdiag(t, I,~) 
j 1 
_ t [ 2c/Jj(t, Xj)~J\~j)- 1 + ibllj(t, I)~J 0 l 
J-
1 
0 2cpj(t,xj)~J\~J)- 1 + ib22J(t,x)~1 ' 
R10(t) -- - ( DtK(t)) + R6(t)A(t) + R9 (t)A(t) + K(t)R5 (t). 
\Vith (2.3G), (2.38), (2.39) and (2.41), we have 
11 Hw(l) 11 ,(, (u-'l') <; C( Bb(t) + B~(t) + B';(t)) ( 1 + B';(t)) ( 1 + Bb(t) ) 3 BK(t). (2.43) 
Our dcfonnation of the operator L is finished. 
To cornplete the proof of Proposition 2.3.2, we have only to show the following energy 
inequalities. More precisely, Proposition 2.3.2 follows from the duality type arguments 
for the forward and the backward initial value problems. The energy inequalities play an 
essential role in these argurnents. 
Lemma 2.3.4 There exists a constant Cr > 0 such that 
[[v(t)fl < Cr(flv(O)II +la' lf(Lv)(r)fldr). 
flv(t)ll < Cr(llv(T)fl + [ II(L'v)(r)lfdr} 
for V E (C/([O,T];H2 ) nC1([0,T];L2 )) 2 , t E [O,T]. 
Here L * is the forrnally ad joint operator of L. that is 
L * - -I 8t - i (a (D) + b( t, x, D)*) , 
a ( b ( l 1 I 1 f)) * ) (I 1 ~) 
(2.44) 
(2.45) 
Pruof \\'e put w -= /{(/).1(!)11, f(t, .r) = (Lv)(t,, x) and g = K(t)A(t)f. Then (2.42) 
irnplies (Int + ia(IJ) + q(t,x, D))H' + R10 (t)l' =g. 
\\re have 
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-2Re (R10 (t)t~(t), w(t)) + 2Re (g(t), u·(t)) 
< - 2 Re ( q ( t , .r, D) LL' ( t ) 1 lL' ( t) ) 
+2(11Rw( t) 11 ,(, ( (L'J') lit·( I) 11 + llg(l) 11) llu·(t) 11 
Here we remark that (2.28) yields 
V 
for (t,r) E [0, T] X nr) 1~12 1, 1l = 1,2. 
Then the sharp Carding inequality implies 
- 2 Re ( q (t) X' D) 'll' ( t ) ) 1L' ( t)) ::; cl ( B b (t) + H: (t ) ) 11 Ll' ( t) 11 2 . 
Substituting (2.29), (2.43) and (2.47) into (2.46), we get 
d 
dtllw(t)li::; C(Bb(t) + B~(t) + BC:(t))Betc(t)Nt(v(t)) + llg(t)jj, 
Betc(t) = (1 + Bb(t))
5
(1 + B~(t))(1 + B;(t)) 2 BK(t) 2 . 
On the other hand, we have 
d 
dtllv(t)ll-1::; CBb(t)Betc(t)Nt(v(t)) + llf(t)li - I· 
Combining (2.48) and (2.49), we obtain 
d 







(2.29), (2.30) and (2.50) implies (2.44). In the same way we can get (2.45). This cornplctcs 
the proof of Lemma 2.3.4. 1 
We will prove Proposition 2.3.2. As we mentioned before, we prove it by using 
Lemma 2.3.4. Basically: we follow L. Hormander's text book [23: Section 23.1], where 
he applied such argument to proving H"'-well-poscdness of the Cauchy prohlcrn for the 
first order pseudo-differential equations. Of course, such argurncnt is also applicable to 
the Cauchy problem for the strictly hyperbolic systems and the initial value prohlcrn for 
our systerns. 
Proof of Proposition 2. 3. 2. 
. 2 
Uniqueness. Let 'V E ( C([O, T]: H.s)) be a solution to (2.2G) -(2.27) with v0 _:- () and 
f = 0. Because 
L v ( = 0) E ( C' ( [ 0, 1'] : H 8 - 2 )) 2 , 
H ( t) v E ( C ([ 0, T] : H 8 - 2 ) ) 2 , 
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we obtain 
I8tv( := -iH(t)) E ( C([O, T]; Hs- 2 )) 2 . 
Then we can use the energy ineuality (2.44) and we get llv(t)lls-2 = 0 for any t E [0, T]. 
Existence. If there exists a solution v to the initial value problem (2.26)-(2.27) , then 
we have 
fT (Lv, w)dt := {T (J, w)dt 
.fo Jo 
for any wE ( C~([O, T) x JRN) ) 2 . 
Using the integration by parts, we get 
loT (v, L*w)dt = loT(!, w)dt + (vo, w(O)) . 
We remark here that the energy inequality (2.45) implies 
sup llw(t)ll-s ~ Cr [T llL*w(t)ll -sdt 
t E[O,Tj Jo 
for any wE ( C~([O, T) x lRN)) 2 • 
Applying the energy inequality (2.52) to (2.51), we obtain 
If(!, w)dt + (vo, w{O))I 
< ( {T llf(t)llsdt + llvolls) sup llw(t)ll-s Jo tE[O,T] 
< eT (f llf(t)l!.dt + llvoll.) t IIL*w(t)ll -sdt 
eT (11!11 ( L'(O,T;H•)f + llvoll.) IIL*wll ( L'(O,T ;H-·>t 
Now we define the vector space X f by 
Clearly, f is a subspace of ( £ 1 (0, T; H-s)) 2 . 
For given f E (£1(0, T; H 8 )) 2 and v0 E (H 8 ) 2 , we see 
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as an anti-linear form on Xf. The estimate {2.53) asserts that this is a bounded anti-linear 
form on Xf under the ( £ 1 (0, T; H-s )) 2 -topology. Then the Hahn-Banach theorem (see, 
e.g., [40, Theorem III.6])) implies that there exists a bounded anti-linear form l]J defined 
on (L1(0 ,T; H-s) )2 such that 
1(1[/, z) I < eT (t llf(t)ll.dt + llvoll.) t ll z(t)ll -sdt 
eT(IIJII ( L'(O,T;H•)r + llvoll.) llzll ( L'(O,T;H-•)r 
for any z E ( £ 1(0, T ; H-s ) ) 2 , and 
(1[1, L*w) = { (!, w)dt + (v0 , w(O)) 
for any wE ( C0 ([0, T) x 1RN))
2
. Then the theorem of the reprezentation of the duality 
implies that there exists v E ( L00 (0, T ; H 8 )) 2 such that 
(I[J,z) = loT(v,z)dt 
for any z E ( £ 1 (0, T ; H-s)) 2 . In particular, 
loT (v, L*w)dt =loT(!, w)dt + (v0 , w(O)) 
for any w E ( C0([0, T) x IRN)) 
2
• This means that v is a solution to 
Lv f m ( 'D'((O, T) X lRN), r (2.54) 
v(O,·) vo in (2)'(1RN)) 2 • (2.55) 
Regularity. We prove the continuity of v in the time-variable t. We take sequences 
which satisfy 
v0 --+ v0 1n ( H 8 )
2 
as n ~ oo, 
f n --+ f In ( £ 1(0, T ; H 8 ) ) 2 as n ~ 00 . 
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vVe suppose that 1: E ( /_/XJ(O, T: Hs)) is a unique solution to (2.5-1)-(2.55). Let ·vn be a 
unique solution to 
m ( :D' ( (O,T) x IR'"), r 




Clearly, each ·1/' belongs to ( C'00 ([U, T]; H 00 )) . The energy inequality (2.44) yields 
llv"(t)- u"'(tJII, <:: Cr (llv~- vbnll, +la' IIJ"(r)- r(rlll,dr). 
Then, it follows that {vn}n21 is a Cauchy sequence in ( Cl([O, T]; Hs) )
2
. The uniqueness 
of the solution irnplies that v E ( C([O, T]; H 8 )) 2 and 
vn----+ v in ( C([O, T]; H8 ) ) 2 as n ____, oo. 
This cornplcts the proof of Proposition 2.3.2. 1 
Remark 2.3.1 When we apply Proposition 2.3.2 or Lemma 2.3.4 to (1.1)-(1.2), we take 
qy1( t, x1) satisfying 
l
aF I sup -;)(u,Vu)(t,x) :::; <PJ(t,x1), 
N-1 U(jj 
:ijEJR 
Then we choose qy1(t,x1) as 
j = l,· .. ,N. 







with sornc constants M > 0 and d > 0. On the other hand: in [3], [4] and [5] we chose 




with son1c constants 1Vl > U. I' > 0 and d > 0. (2.57) or (2.59) is applied to the local 
existence. To use (2.50)~ we need the spatial decay of the solution and then we have to 
introduce the weighted Sobolcv spaces. On the other hand~ we make use of (2 . .58) or (2.60) 
to obtain the global existence results. (2.60) causes generally loss of tirnc-decay and (2.58) 
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does not. (:2.58) has the structural nice property. In [:27 ) S. hata_vau1a and Y. Tsutsumi 
n1ade good use of this property to study the global existence thcorcrn for (1.1) (1.2) in 
one space dirnension (.V = 1). It is 111orc irn port ant that oJ (I. ·) is s1nuot.h <'nough to be 
treated by the syrnbolic calculus. lrnfortunatcly. when F(u.cJ) is quadratic. (2.S7) and 
(2.58) are not applicable to (1.1)-(1 .:2). It seerns to be difficult to hnd sufficicntl.v sn1uoth 
functions cfJJ(l, .rj). j = 1~ ···,.V. v\·hich give no Ios~ of tirnc-dcca.v and arc applicable to 
the quadratic nonlinearity. 
30 Chapter2. Linear estimates 
Chapter 3 
Preliminaries 
This chapter is devoted to the prelirninaries: the estirnatcs of nonlincar tcnn, the 
time-decay estimates, and the parabolic regularization. 
3.1 Gagliardo-Nirenberg-Moser estimates 
In this section we obtain the estimates of nonlinear tenn F('u, 'Vu) in the usual 
Sobolev spaces Hm (m E N), in order to prove the local existence theorcrns. In general, 
such nonlinear estimates follow from the Sobolev embedding theorcrns. Throughout of 
the present chapter, the Gagliardo-Nirenbcrg inequalities play an irnportant role. These 
inequalities should be called "the sharp Sobolev embeddings". Historically, L. Nircnbcrg 
( [38]) and E. Gagliardo ( [15]) first obatained these inequalities and applied to studying 
nonlinear problems. ~ow, such application is one of the standard technique in the studies 
on nonlinear partial differential equations (see e.g., [37, §2] or [31]). By this technique, we 
can see nonlinear term f( u) as if it were coefficient x u fr01n a viewpoint of cstirnatcs. And 
then, we can treat nonlinear partial diffrential equations by the theory of linear partial 
diffrential equations. 
~ow, we introduce the Gagliardo- :"Jirenberg inequalities. 
Lemma 3.1.1 (The Gagliardo-Nirenberg inequality) Let To, T 1 and r'2 sahsf7J 1::; 
ro, r 1 , T2 ::; oo. and let j 1 and j 2 be integers sat'isfying 0 ::; j 1 < )'2. Then there exists a 
constant Cf0 = C0 (N, j 1 , j 2 , r0 , r 2 , a) > 0 such that for any u E l/0 satisfviny ()0 1L E Lr'2, 
Jal = J2 .· the following inequalities hold 
L JJD3 uJJLrl :S: Co L JJclxuJJ~,r'2JJuJJt~:, ( 3.1) 
131-Jl lnl - 12 
where 
1 Jl ( 1 J2) 1 
-=-+a--- +(1-a)-
r1 N r2 N To 
31 
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fur· aU u ill flu ntfcn'n.l 
)! s {Is 1. 
)'2 
U'ith flu folluw;ny c.rr·cpfwrwl NLS(:S 
i) If j 1 (). r'.!.j2 < iV. r0 - x. then we rrw~·c the ruld itio n nl ass um jJf ion that u.( .r) ~ 0 
o.s l.r I ---, t X·. 
ii) If 1 <' ,.'.!. < x. and j'2- ) 1 - N/r'l. E Z 1 . then (3.1) holds only for a satisfying 
.h /.h. < a < 1 . 
Proof Sec A. Fricdrnan·s text book [1--L Theorern 9.3] for instance. 1 
Following J. Maser's [37] or S. Klaincnnan·s [31L we obtain the estirnatcs on nonlinear 
term F( u, Vu.) to prove the local existence theorern. 
2 '2\" 
Lernma 3.1.2 vVe ass·urnc F(tt, q) E cy=(JR X IR . :C). Let rn be an integer> N / 2 + 1. 
Then there ex-ists a non-decreasing funct-ion Am(·) O'n [0, oo) such that for any u, v E Hm. 
11 F(u, Vu) IIHm-1 < Am (llull w1,=) llullum, (3.2) 
L lino F(u, Vu) - P( u, Vu, aao:u) IIL2 < Am ( llull Hrl·=) llull Hm l (3.3) 
l(tl m 
11 F( u, Vu) - F(v, Vv) IIHm-1 < Am (lluiiHm + llviiHm) llu- vjJHm, (3.4) 
where 
Pn)()f :\1aking strong use of the Gagliardo-Nirenberg inequalities, we prove Lemma 3.1.2. 
~ X 
Since C(~ (IR ) is densely ern bedded in Hm (IR ) , the following calculations are valid via 
the srnooth approxirnation. 
First we shov.,r (3.2). \Ne note here that 
IIF(ul Vu)IIHIIl-1 S C(IIF(u, Vu)llu + L IICJo:_F'(u, Vu)j!L2). (3.5) 
jo:l = m-1 
Because F(O, 0) - 0, the n1can value theorern gives 
F(u, Vu.) = ( 
1 ')F ) In ~) ( Ou., fJVu.)dO u 
• 0 ( V. 
( 
·1 CJF ) 
+ I a- (Bu, OVu.)dO u 
. 0 u 
3.1. Gagliarcio-.\·irenberg-.\Ioser est inw tes 
Then. there exists a non-decreasing function A(-) on [0. 1 (XI) such that. 
jjF(u, Vu)llc' S {sup II(:))F(Ou.,OVu)j / + sup I I ;·JI~(Ou,OVu)l /! } llull 1>! 
8E[U.1 ) ( 11 /vx:- fJ E [O.! ) ()1/. Lex.· 
+ t {sup ~~~F(Ou,OVu)ll +sup ~~~J~<'(Ou.,OVu)ll .} IIVullt~ j::- 1 8E[O,lj ( (/) u.:: OE [0. lj CJ<fJ vA-
< A(llullw 1 =) llu.IIHl. (3.G) 
Let a be a multi-index with jal = rn- 1. Using the Leibniz~ fonnula. we have 
a .Bo + :3o + 13 + [ j F 
~ CJuJ3o[)fJ,i3o(JqB(Jq!3 ( u, Vu) 
X IT (ao:ou)m(o:o) 
N 
x IT IT (ao:oaju)m(o:j) 
N 
x IT IT (Do:jaj'u)m(o:J), 
j ~ 1 O:j S:o: 
where f3o, !3o, m( an), m( an) E Z+(n = 0, 1, ... l N), {3, (J, Dn, an E (Z-t )·'V (n = 0, 1, ... 'N), 
and L means surnming up on 1 S /30 + fio + l/31 + 1/JI S lai restricted to 
I\' 
L m(ao) = /3o, L L rn(nj) = l!il, 
noS:o 
.\' L rn( O:o) = !30 , L L rn(n:J) = 1/JI, 
o:o S: (} 
.\' 
L rn(ao)a0 + L L rn(oj)o:j 
.\' 
+ L rn(r:io)rlo + L L rn(GJ)r}J =a. 
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By the Harder inequality: we have 
llcT F(u, V'u)IIL2 < A(llullwl:x:) 2: 
* 
X IT IIDuo llm(cro) U £'2(m-1) laol 
IT 11 ~)ao - ~~m(oo) X U U £21m-1) lnol 
N 
x IT IT 118(}1 aju11:~(~~~) 1n11 
j -= 1 C<j '5:cr 
I\' 
IT IT llaaa -llm(O.j) X J j'U L2(rn-l):lojl· 
j 1 cro'5:cr 
The Gagliardo-~ircnberg inequalities imply 
II(Jo F(u, \lu)IIL2 < A(llullw 1=) 2: 
* 
X IT lluiiZcS,ao)(1-lcroJ/(m-1)) IIIDiuiiZ2(aolcrol/(m-l)) 




X 71. Wl,oo 
11 II
L(m(crn)lanl+m(an)lanl)/(m-1) 
X 1L urn 
(11 11 ) "'11 IIJo+do+IJI+IJi-111 11 - A U Wl= ~ 'U Wl ,= U J[rn 
* 
Co1nbining (3.G) and (3.7), we obtain (3.2). 
(3.7) 
Secondly we give the outline of the proof of (3.3) and (3.4). The Leibniz fonnula and 
the 1nean value thcorc1n i1nply 
3.2. Decay estimates for cubic semilinear equations 35 
"' (o') 3 oF . 0 _ 3 _ + J~l 3 a au (u., \lu.)a u. 
+ t 2: (a.') aoaF (u, \lu.)aa-JaJu 
j-=1 3~cr 1 (3 oqj 
+ t 2: (~) a:J~~·' (u, \lu)()"-3 ()Ju, 
j = 1 6'5:o' · qJ 
acr(F(u, \lu)- F(v, \l·v)) 
.~ (;) (jl (l ~: (Ou + (1 ~ O)v, 0\lu + (1 ~ 0)\lv)dO) cr-d(u ~ v) 
+ 2: (~) (Jf3 (l ~: (Ou + (1 ~ O)v, 0\lu + (1 ~ 0)\lv)dO) (f~-G(fi.- D) 
8'5:cr ' 0 
where a.' E (Z+).'V satisfies la.- a.'l = 1. Using the above forrnulac, we can obtain (3.3) 
and (3.4) in the same way as (3.2). 1 
3.2 Decay estimates for cubic semilinear equations 
The present section is concerned with the decay estirnatcs of solutions to cubic 
semilinear Schrodinger equations. Thourghout the present section, We assurnc the cubic 
nonlinearity: 
F(u, q) = O(lul 3 + jqj 3 ) near (u, q) = 0. 
Combining the local existence theorem and the decay cstirnatcs, we prove the global 
existence theorem. The later come from the decay cstirnatcs of the fundarncntal solution 
citLl essentially. In fact, we can express the operator citLl by the explicit forrnula 
r N (citLl<P)(x) = (47rit)-.V/2 JIR·"'' e-lx-yl 2 / 4itrp(y)dy for rp E S(IR ). (3.8) 
Immediatly we get 
(3.9) 
In the next section we make strong use of (3.9) to get the decay cstirnates of solutions 
to quadratic sernilinear Schrodinger equations. On the other hand, we ernploy another 
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nwthocl which c:o11sists of the Cagliardo~ :\irenbcrg inequalities and the operator J 
( .}1 • •••• .)\.) elf· fined by 
for u E S ( IIr\). Such decay csintates arc well- known in the studies on the global existence 
of sumll solutions to scrnilicnar Schrodinger equations. This rnethod suits with our en-
ergy estintatcs when we treat cubic scrnilincar Schrodinger equations. \Ve note here the 
iruportant cmumutation relations: 
(k,l=1,···,N), 
where b~;;L is Kronccker's delta. 
To get the decay estirnatcs we prepare 
Lemma 3.2.1 (1) Ld N = 1. For any u E H 1 n H 0·1 . 
(2) Let N = 2. For any 1) E H 2 n H 1.1. 
Jlvllu)() ~ C(1 + t)~ 314 L ll8aJ.L3 vllb4 !1v/1~4 . 
loi:Sl 
1.81 = 1 
(3) Let N = 3. For any w E H3 n H 1•2 . 
llu·IILCXJ 
L IIJ'1' u·Jiuxo 
k1'1 1 
< C(l + t)~312 L IIJ3 'U'IIiz2 L IIJ6'wlliz2 , 
161 =2 16'1-=1 
< C'(1 + t)~ 1 L 113° J 3 wiiL2· 
lol :S 1 
1,31=2 





To show (3.10). we use (3.1) with JV = 1, ro = 2: r1 = oo, r2 = 2, j1 = 0, j2 = 1 and 
a -= 1/ 2. Then we have 
llull ex 11 c ~ie ull L= 
< ( '11'1 ( -iO )111/211 ~18 111/2 . Ul C 'U L"2 C 1L L2 
('I I c.zo 81 ( c- iO u) 11 i~2 ll u.ll b2 
< C ( 1 + t) -1/211 JI u 11 ~211u 11 ~2. 
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.\'ext we sho\V (3.11). By (3.1) with JV = 2. r0 - -L r 1 = oo. r2 - -L j 1 :__:_ 0 . . h ~ 1 
and a= 1j2. we get 
JkJJL= = Jic- 10 L'!IL= 
< C'(1 + t)-l/'2 L IIJ 3 rii~~/IIL·II~~}. (~3.1-!) 
131 1 
Making use of (3.1) again with N = 2. r0 = 2, r1 = -!~ r2 = 2. j 1 ~ 0. j-2 = 1 and u ----;: 1/2. 
we have 
L IIJ3vllvt < 
131 -1 
L ll3a.JJvlli~2 L II·P''l 1 11~~2 , 
lol - l 1,1'1 1 
1;31 l 
llviiL4 < c~(1 + t)~ 112 L IIJ 3vll~2 llvll02 . 
1.:31 1 
Cornbining (3.14), (3.15) and (3.16), we obtain (3.11). 
(3.15) 
(3.16) 
For (3.12), by (3.1) with N = 3, ro = 6, r 1 = oo, r 2 = 6, j 1 = 0, j 2 = 1 and a= 1/2, 
we have 
llwllu)() ~ C(1 + t) ~ 112 L II.Jdu:ll ~j? Jlvll ~;,2 . 
1:31 ~ 1 
Making use of (3.1) with N = 3, ro = 2, r 1 = 6, r 2 = 2, j 1 = 0, j 2 -= 1 and a = 1 once 
again, we can obtain (3.12). Similarly we can show (3.13). 1 
Let F3(u, q) be a homogeneous cubic part of F(u, q) near (u, q) - 0. \Vc put F1(u, q) -= 
F(u, q) - F3(u, q). When the spatial dirncnsion N is equal to 2, we nmkc use of this 
decomposition. For the sake of convenience, we introduce the following notations 
{ L 
11 aa J 3 u ( t) 11 L2 + ( 1 + t) ~ 1 I 4 I: 
lo+2tli:Sm lo+'Lf'JI:Sm X.\' t - I.JI:Sl 1.31 :2 
m()- L ll3au(t)IIL2 + L IIDa.J 3 u(t)IIL2, 
lai:Sm lo I::;:~ 
1.81-1 
where [
N + 1] 
mo = -2- +6, 
7, 
P(u, Vu, Do0 u) 
.\" () F s () F L -. - ( u, Vu)DjDau + L ~ (u, Vu)()J(f.rfi, 
j -= l dqj J - l dqj 
P'(u, Vu~ Dff.r.J3 u) 
11 rJa.} (J 7L ( t) 11 CL ' 
if N ~ .3, 
if N = 2, 
if 
if 
N ~ .3, 
N - 2, 
:38 
l(}F 
Gf0 ( u, Vu) = { -, (Ou , OVu)dO, Jo V]· ~ 
[,
1()· 
GJ(u, Vu) = -. - (Ou., OVu.)dO, 
. o rJqj_ 
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if ~1\/ 2 3~ 
if N = 2, 
•
1 aF G~(u. , Vu) = I a- (Ou, OVu)dO, 
.fo1 aY, 
Gj(u, Vu)= { ~(Ou, OVu)dO, 
.fo uqj 
1 ' 11 {)J<.l G4,1 (n, Vu)= C}(Ou, fJVu)dO, 
0 0(/j 




l, ···,N. Using Lenuna 3.2.1 and the Sobolev embedding H ln/21+ 1 (IRn) "----+ L00 (N), 
llu(t)llw2,oo < C(l + t)-3/ 4 Xi(t), 
II.Ju(t)llnn.oo < CXi(t), 
for N = 2, t E [0, T] and u E C([O, T]; H 7 ) n G~([O, T]; H 3•1 ), 
llu(t)Jiw:3.= < C(1 + t)- 1118 x::_0 (t), 
II.Ju(t)llw2.= < G1 (1 + t)- 112X;:0 (t), 
IIJ2u(t)llw1.= < Cl(1 + t) 114 X::0 (t), 
2 







\Ne use the abridged notations of the nonlinear terrns, i.e., we abbreviate F(u(t), Vu(t)) 
as F( t) for instance. The properties of the nonlinear term F( u., Vu) are the following. 
Lemtna 3.2.2 (1) Let N 2 3. 1n. 2 'ln0 . p 2 3 and R be an arbitrary positive constant. 
Then there e.rists a constant (' = c~(R) > 0 such that 
IIF(t)llum- 1 + I: ll({f' F- Pn)(t)IIL2 < C(l +t)-11 /4X~(t.)3, (3.22) 
In I n1 
11 J F( f) llum-:l -+ I: II(Da.JJ F- PoJ)(l)IIL2 < C(l + t)-7/4 X~ (t)3, (3.23) 
I<> I m - :2 
I ·'I 1 
11.1
2 F(t)llum-:-, + I: 11 ( (}Q J J F - p Q J) (t) 11 L 2 < C(l + t) - 314 x~·(t)~, (3.2.1) 
1n l m ·I 
1.3 1 '.! 
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2 
fur u E n C([O. T]: Hm-'2J.J) satisfying sup _\";~·(I) ::; li. 
J-0 t.:: IO.Tj 
(2) Let ~N = 2. rn 2 7. p 2 3. F;~(u, q) satisfy the gauge inuarinJLrc 
F ( iO iO ) ·iOF( ) f ) If" tf"y 3 c u., c q = c u~ q 1or ( u., (/ E \L. x \L. , 0 E IR, ( 3.25) 




IIJF(t)IIH2 + L ll(aaJa F- Pos)(t)IIL2 < C(l + t)- 21120 X~(lr\ (3.27) 
lnl=3 
1~1=1 
for u E C((O, T]; Hm) n C([O, T]; H3 •1 ) satisfying 
Let us consider the part (1). In the same way as in Lernrna 3.1.2 we have 
11 F ( t) 11 H m- 1 + :L 11 ( aa F - p Q) ( t) 11 L2 ::; Gill u ( t) 11 ~ 1 ' 00 11 u ( t) 11 11 m . 
[a[=m 
Then (3.19) yields (3.22). 
To show (3.23) and (3.24), we need the accurate forms of.] F and J 2 F such as 
where 
N N 
= :L Gj(u, Vu)aj.Jku + L c~.(u, Vu)Dj·h,u 
j = 1 j - l 
+ F~(u, Vu, Ju) + (l + t)F1k( u, Vu, V2u), 
JlJkF(u, Vu) 
}\' N 
= 2.: Gj(u, Vu)Dj.Jl.Jku + L G~(u, Vu)fJj.]z.hu 
j = 1 j = 1 
+ FJk(u , Vu, Ju, J 2u) + (1 + t)I·~k(tl, V?l, V 2 u, .Ju, V.Ju, V 2Ju) 
+ (1 + t )2 FJk( u, Vu, V2u, v~~u), 
f~k(u~ Vu, Ju) 
- Go(u, Vu).hu + c;J(u, V11,).hu 
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- c;J.:( n: Vu) u- G~(u, Vu)u: 
Ft'(u, Vu, V 2u) 
-= 2i{<AG0 (u, Vu)u + dkG~(u~ Vu)u 
.Y .\' 
+ L iAGj(u, Vu)UjU + L clJ,;G~('u, Vu)Dju.} 
j 1 j = l 
.\' 
+--li{ G~(u, Vu)Dku + L G'~(u, V1I)CJJoku }, 
j 1 
f~k(u, Vu, Ju, J 2u) 
Go( u, Vu)Jl]ku + C~( u, Vu)Jl]ku 
- Gk(u, Vu)Jlu- G~(u, Vu)Jlu 
- G1(u, Vu)Jku- G';(u, Vu)Jku, 
,[k 2 '2 
/
4
1 (u, Vu, V u, }?L, V Ju, V Ju) 
2-i{ d1Go(u, Vu)Jku + a~G~('u, Vu)Jku 
~ ~ 
+ L dlGJ(u, Vu)Dj.Jku + L D1Gj( u, Vu)DJJku 
J ~ l J~l 
+ihG0 (u, Vu)J1u + akG~(u, Vu)J1u 
.\' .\' 
+ L dkGj(u, Vu)fJj.Jlu + L akG~(u, Vu)ajJlu 
j 1 j=l 
-alGk( u, Vu) ·tL- D1G~( u, Vu)u 
-akG1(u, V1t)u- akc;(u, Vu)u} 
\" 
+ --li{ G~J(u, Vu)()LJku + L G~(u, Vu)ojalJku 
j 1 
.\' 
+C:~(u., Vu)okJ(u + L Gj(u, Vu)ajakJLu 
j - 1 
-C:~( u., Vu)nLa- G~( u, Vu)chu. 
\' -G~1 (u., Vu.)u.~lk- t Gj(u., Vu)DJU.{Ilk }: 
j 1 
,fk :2 :~ 1· 2 ( u. Vu, V u., V u) 
- --±{n1<h-G0 (u. Vu)u + D1 ihG~(u.. Vu)u. 
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for k, l = 1, · · · , N. 
.\' .\' 
+ L ulokC/1 ( u, Vu )d) u. + L dL<h-C/~ ( u, Vu )()J u} 
j - 1 j 1 
.\' 
s{ ihG~(u, Vu)O[U· + L ()k(/~(u., Vu)il)illl 
j 1 
.\' 
+DLG'~(u, Vu.)Dku· + L OLG'~(u, Vu.)a/)ku.} 
j 1 
\' 
16{ G~(u, Vu.)DLchu. + t C~(u, Vu)iJJ()L[hu.}, 
j - 1 




1 2 Q0 (u, Vu, Ju, V Jv.) + (1 + t)C0 (u, Vu, V u), 
(quadratic term of (u, Vu)) x (u, Vu, Ju, V.Ju), 
cubic term of ( u, Vu, V 2u). 
In the same manner as in Lemma 3.1.2, we have 
n =O 
< C(1 + t)- 15/ 8 X~ (t) 3 , 
11(1 + t)Co(t)IIHm-2 < C(1 + t)- 7/4 X~(t) 3 . 
Then we get 
--11 
( :3. 28) 
Let 0' and /3 E (Z+ )s satisfy 10'1 = m- 2 and lf:JI = 1 respectively. The simple calculation 
g1ves 
an.l3 F- Pn:J = (an Poe - PnJ) + L (an' Qon' + (1 + f)(!/ C'on'). 
jn'l m-2 
We remark that the structures of Qon' and Con' are the sarne a.c; those of CJ0 and (.'0 
respectively: and furtherrnore Qon' does not contain V Ju. Then we obtain 
L 11(8n,p'1 F- Pau)(l.)IIL2 :S: C(l + f)- 7 11 X;~· (f) 3 . 
lnl- m-2 
131 - 1 
(3.28)-( 3.29) shows (3.23). 
:\ext we obtain (3.24). vVe can see J 2 F as 
2 2 2 J F = Q1(u: Vu, Ju, .J u, VJ u) 
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i 2 2 (1 1 IJ(/2(tL'VI1 1 'V u.Ju.'VJu:'V Ju) 
') ') '1 (l + lf('t(u, 'Vu~ v-u. v· u), 
(quadratic tcnn of ( 11.: 'Vu.)) x ( J u. J2 u: 'V J 2 u): 
( quadre1tic tcnn of ( u. 'V 11. 'V 2 u)) x ( 11. 'V 11. J u. 'V J u. \7 2 J u.) 
1 
cubic tcnn of ( u, 'Vu. 'V 2u, 'V 3 u). 
Thcu \·VC have 
Then we get 
1/CJt(t)l//, 111 
n -0 
< (.' ( 1 + t) - n I 8 X;~· ( t) 3 1 
11 ( l -j- {) Q 2 (t) /1 Jl m-·I < (' ( 1 -j- /,) - 7 I 8 X~· ( {) J . 
1/(l + l) 2C\U)/Ill"'-4 < C'(l + t)-3; 4X;;:(t) 3 . 
//) 2 F(t)/IHm-s ~ C'(l + t)- 3 14 X~·(t) 3 . 
For any nand (j E (Z 1 )s satisfy /a/ = rn- 2 and j.)j = 1, we have 
')n }':JJ.,,- n ( • 1 aLi ( aa Po13 - Pa:1) 
+ L (ua'Qla'+(l+t)aa'c2a'+(1+t) 2aa'C1a')· 
ln'l m-4 
(3.30) 
The structures of Qio', Q'2n' and (\a' arc the same as those of Q1 : Q2 and C 1 respectively, 
and C2to' does not contain 'VJ2 u. Then we obtain 
L 1/(iJa JJ F- Pao)(t)/1£2 ~ C'(1 + t)<~i4 X~'(t) 3 . 
'"' 111-·1 
,,;1 2 
(3.30) (:3.:31) shows (3.24). 
(3.31) 
\'ow we consider the part (2). Let the spatial di1nension N be equal to 2. \Ve make 
use of the cstin1atcs (3.16) and (3.18). In the same way as (3.22)~ we can show (3.26). But 
there arc SOli le differences between the proofs of ( 3. 23) and of ( 3. 27). First vv·c rernark that 
because F~ ( u, £f) satisfies ( 3. 25). the loss of decay does not take place in F.1 ( u., 'Vu). because 
.! acts on F~ ( 11. 'Vu) as if it were a usual differentiation fJ in a sense. .\!lore precisely: the 
fonnula like the Leibniz · one holds 
JF~(u.. 'Vu.) 
3.:.!. Decay esti1nates for cubic seiniline<J.r equation~ 
Then the sirnple calculation gi\·es 
J F Q 3 ( 11 • 'V u . J u. 'V J 11 ) + ( 1 + I) ( '3 ( u , 'V u . 'V '2 u) , 
Q3 -= Q--t(LL. 'Vu.) x (u. 'Vu, Ju. 'VJu). 
Q--t = quadratic tcnn of (u. 'Vu), 
('3 the forth order tcnn of ( u, 'Vu.. 'V 2 u). 
In the smne way as the evaluation to C'0 (t) \\'C can estirnatc C':~(l). On the other hand. if 
we try to get the bound of Q3 (!.) by the sarne technique used for Q0 (I). then the lack of 
decay occurs. To avoid this difficulty we 1nake use of another csti111atcs. \Vc have 
Siinilarly when we try to obtain 
L 11 ( aa 1 6 F- PaJ)(t) 1/£2 ~ C(1 + t)- 21120 x1~~U) 3 ' 
/n/=3 
/,3/=1 
we need the bound which is like VcrtQ4 (t)/lw3.oo. In the smnc way as (3.2), we get 
( :3.32) 
(3.33) 
IIQ4(t)Jiw3.CXl ~et Jju(t)/1!71/u(t)J/~}00 ~ C'(l + t)- 21120 X~~(t) 2 . (:3.~34) 
n=O 
Substituting (3.34) into (3.32), we obtain 
I/Q3(t)/IH2 ~ C(1 + t)-21/20X?n(t):3. ( 3.35) 
Similarly we can obtain (3.33). (3.33)-(3.35) shows (3.27). Proof of Lcanna 3.2.2 is 
finished. 1 
Remark 3.2.1 Let the spatial dimension N be equal to 2. In general, if rn > 3l' /2 + 2 1 
l' EN, then we can obtain 
l/1 F(t)/11-ft'-l + L /l(8aJf3 F- Po3)U)/IL~ 
lnl - 11 
IJic=l 
< C'(1 + t)-(H 4o:J)(I/v.(l)I/Hm-+ /l.fu(t)l/ 11t');~ (3.36) 
for u E C'(rO, T]: Hm) n cr(ro, T]; HL',l) satisfying 
sup (/lu(t)/lum + 1/Ju(t)/lut') ~ H with sornc R > 0, 
tE [O.T] 
where 
rn- 3l' /2- 2 
E1 = > (). S(rn-2) 
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3.3 £P-LrJ estimates and quadratic semilinear equa-
tions 
In this section we prepare the decay estirnates to prove the global existence theorem 
for quadratic sf?rnilincar Schrodingcr equations. In this section we n1ake strong use of the 
/} 1/XJ cstirnatc ( 3.8) of the fundarncntal solution cit..J. It is easy to see that eitd Is a 
\' 
unitary group on H 8 (TI.f ) (.sE IR), that is 
(3.37) 
Applying the H.cisz-Thorin interpolation thcorcrn (sec~ e.g., .\1. Reed and B. Sirnon text-
book [.Jl]) to (3.9) and (3.37). we obtain the LP-Lq estirnates 
(3.38) 
where (p, q) satisfies 1 I p + 1 I q = 1 and 1 :::; p :::; 2. On the other hand, making use of the 
Sobolcv crnbeddings and (3.37), we have 
(3.39) 
for t E IR, where s 1 = N(112- 1lq) and s2 = [N(2Ip- 1)] + 1. Combining (3.38) and 
(~1.39), we obtain 
(3.40) 
where p. q and s2 satisfy 1lp + llq = 1, 1 :::; p:::; 2 and s2 = [N(2Ip- 1)] + 1. 
We assurnc that F( u, q) is quadratic. In this case, our time-decay estimates in the 
previous section is not suited to our method. The cubic nonlinear term has a structural 
nice property. In other words, a cubic nonlincar tenn is easy to treat in the sense that it 
is naturally adapted to our syrnbolic calculus. See Rernark 2.3.1. In the present section 
\VC crupluy another tirnc-dccay estirnates which can be available for the quadratic case. It 
W()S developed by S. Klaincnnan and G. Ponce ([32]): and J. Shatah ([c±3]) independently. 
~ow it is a standard rncthod to study the global existence of srnall solutions to a lot of 
evolutional scrnilincar partial differential equations. in which all of the coefficients of their 
principal parts arc constant. Using their rncthod. one can rnake effective use of the tirne-
dcca:v of fundarncntal solutions of various evolutional partial differential equations with 
constant coefficients. It is ba..c;ically depends on the degree of the po\ver of nonlinearity. In 
\vhich class we obtain the tia1c-dccay csti1natcs is decided by the power. For instance: to 
put p - l would be the best choisc in ( 3 . .±0). The integral equation which is equivallcnt 
to (l.l)-(1.2). is \vrittcn as 
(3.-!1) 
3.3. LP-Lq estiinates and quadratic sen1ilinear equations 
.J.S 
If we apply L1-L00 cstirnate to (3.41). then we ha\·c 
11 u.( t) lice < (' ( 1 + t)- s, L 11 llo 11 H.\." 1 1 +- (' lt (1 + t - T) s 2 11 F ( 11( T), Vu ( T)) 11\\ · \ t 1 1 dT 
. n 
< C(1 + n-S/:ZIIu.ollws-+1.1 + C' lt(1 + t- T) -S':Ziiu(T)ii7Pt2dT 
. ll 
for t ~ 0. Even if llu(t)iiHstl is bounded for t ~ 0. we cannot get the tirnc-dccay of 
solution u. Certainly. we could choose the exponent p a._c; srnall a.s possible. But if fJ is 
smaller than sorne nurnber decided by the power of nonlinearity. it is difficult to rnake 
good use of the time-decay of the fundarnental solution cu..J. According to [:32] or [.J3]. 
p = 314 and q = 4 is the best choise of the exponents in the above C()SC. :'-Jarnely we 
ernploy the estimate 
(3.42) 
for the quadratic semilinear equations. More precisely, p = 2pl(2p- 1) and q =- 2p is the 
best exponents when the power of nonlincarity is equal to p. 
In order that our linear estimates can be applicable to the quadratic sernilincar equa-
tions, we need to solve (1.1)-(1.2) in the class of Hm n Hm- 2,2 . We prepare 
Lemma 3.3.1 We assume that the nonlinear· terrn F'( u, q) is quadrat·ic: 
F( u, q) = 0( lul 2 + lql 2 ) near ( u, q) = 0. 
Let m be a sufficiently large integer. Then 
< c'(1 + t)-.~'14 (x~(t)) 2 , (.3.43) 
IJ.JF(t)ilwm-3. 4 1·3 + II.JF(t)ilum-3 + L !!((l~J/1 F' -}Jo)U)!/u 
1<>1 m-2 
I!JI I 
< c(1 + t)--'"/4-tl(x~·(t)) 2 , (.3.44) 
II.J2 F(t)ilwm-54/3 + l/.12 F(t)!!Hm-'J + L li(fJn.}''j F- Po)U)!!L2 
1<>1 m-4 
1(:11- 2 
< c(1 + t)-S/4 + 2 (x;~-(t)) 2 , (.3.45) 
2 
for u E n c•([O, T]: Hm- 2J,j) and t E [0, T], 
j 0 
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whcl'c 
+-
fo , :_!l,j [ -:;m 
of! '2 [.1 [.-irn-[S :.! J -:2 
I ,.:I I 5 2 
Proof 'v\'c rerrmrk here that the Sobolev ernbedding 
11 u 11 L = :S: (' 11 t L 11 \V 1s t 1 i · 1 • ·1 for u E W f.\'/ -1 1 H · 4 ( IR s ) . (3.46) 
In the sarnc way as Lcnuna 3.2. 1. \VC can obtain the estirnates of nonlinear tenn in L 2-
type spaces . For instance) using the Gagliardo-:\ircnberg inequality ( 3.1) and the Sobolev 
crnbcddings ( :3 .-JG), we get 
llu(t,) 2 llum < Cl!u(t,)lluxJ II!Dimu(t.)IID~ 
< (: 11 V. ( t) 11 \ v [.V 4 J + I. 4 11 jJ) j m 'LL ( t) 11 L 2 
C'(1 + t)-X/1 ((1 + l.)s141!u(t)l!wrs 4]tl ,4)111Dim·u.(t)!!L2 
< c(1 + t)-S/-lx~·U) 2 . 
Applying the calculation like the above one to F(t): J F( t) and J 2 F( t), we can obtain the 
/12-type estirnates in (3.-13). (3.-J-J) and (3.-15). 
On the other hand, we get the cstirnatcs in L413- L 4 - type spaces by the Holder inequal-
ity with the exponents 3( ! = 1/ 2 + 1/ -1. For instance, we have 
llu(t.) 2 IIL' 3 < llu(t.)IIL41!u(t)I!L2 
< (1 + t) - .Y/4 ((1 + t)sf4 llu(t)I!L4)1!u(t)IIL2 
< (1 + t) - .Y/4x7~(t)2. 
Applying the calculation like the above one to F(t.): J F(t.) and J 2 F(t) , we can obtain the 
L1 ;:~-L 1 -typc cstirnatcs in (3.-13). (3.-J-J) and (3.-15). 1 
3.4 P arabolic regularization 
In this section we arc concerned with the parabolic regularization of our sernilincar 
Schrodinger equations. \I ore precisely. \\.'e present the parabolic regularization of ( 1.1 )-
(1.2) and the existence theorcrn of it. This is one of the prclirninary lernrnata to prove 
the local existence t heorcrn for ( 1.1 )- ( 1. 2) . Let us consider the initial value problcrn 
()I I/ - ( i f E) ..J I/ :-
1/(0 .. r) - uo ( .r) 
( 3.-J 7) 
( :3.48) 
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where E E ( 0. 1). \\Te rernark here that the initial data 11 0 is indcperndent of '- E ( 0, 1). 
As far as we consider ( 3.-J 7) - ( 3.-JS) in the Sobolcv space H rn. it is the sarrtc a.-.; t lw initial 
value problen1 for ser11ilincar heat equations 
u:: ( 0, .r) - 1 r0 ( .r) 
.\' 
in ( 0. oo) x IR , 
.\' 
in IR , 
in the sense of the regularity of solutions or cstirnatcs. because c 11 ..J is a unitary group 
on Hrn. In our case. the parabolic regularization ovcrcornc the loss of dcrivat.iv0s because 
the heat kernel c-t::..J gains the regularity of order 1. Then we can ea.c;il.v solve the initial 
value problern (3.-17) - (3.-18). 
Lemtna 3.4.1 Let nL be an integer > lV/ 2+ 1. Then for rmy 110 E Hm. thcf'c exists n. tim( 
7~ = T(t., lluollf.\"/21 t 2 ) such that the in'it:ial val·uc pruble1n (3 .-17) - (3.-JS) possesses n. uni(j/LC 
solution 'U.:: E C'([o, 7~): Hm) . Aforeovc7' the rnap Uo E Hm 1------t n:: E c([o, '1~): H 111 ) is 
continuous. 
Proof Let SE:(t) be a semigroup generated by at- (i + t.).d. (3.-17)-(3 . .:!8) is equivalent 
to 
·uE:(t) = SE: (t)uo + t s::(t- T)F('t{(T), 'Vu :: (T))dT. 
.fo 
Then, we consider the nonlinear map u 1------t cJ>E: ( u) defined by 
To solve ( 3.4 7)-( 3.48), we have only to find a unique fixed point of the rnap </> :: in 
\Vith sorne T > 0. Clearly B~': is a closed subset of C( [0, T]: Hm) and then it is a complete 
rnetric space. Lernrna 3.1.2 yields 
11 F ( U ( t) , V' U (t) ) 11 11 m - J < ;1 m ( 11 1Lo 11 Jl[.\' :2 it~ ) 11 'IL() lln"' , 
I!F(u(t.), 'Vu(L))- F(v(t), 'Vv(t))I!Jim-1 < 11rn(lluoiiJirn) I!'IL(t.)- v(t)iill"' 
for u, 'L' E B;.p and t E [0, T]. where Am(·) is a non-decreasing function on [0, oc). Using 
the Plancherel forrnula . we have 
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IIUo[[H= + l11(~)me-(i+e)(t-T)i{l2!f[F(u(r), V'u(r))][[L2dT 
< [[Uo[[ H= + fo' supN ( e-e(t-T)i{l2) ll(~)m-I!f[F(u(r), \i'u(r))J IIvdr 
~ElR 
< IIUoiiHm + t C IIF(u(r), V'u(r)) ll Hm- Idr 
lo Jc(t- r) 
< IIUoiiH= ( 1+ ~Am(IIUoiiHIN, 2[+2 )r112), 
for u E BF and t E [0, T] . This shows cpe(u) E C([O, T] ; Hm). Similarly we have 
ll4>e(u)(t)- 4>e(v)(t)llHm ~ ~Am(IIUoliHm)T112 max llu(t)- v(t)llHm, 
ye tE[O,T] 
for u, v E B!p and t E [0, T]. If we choose T > 0 as 
_ c (I I ) 1; 2 I- y'EAm luol Hm T < 1, 
then we have u E BT' ~ 4>e(u) E B!p and 
max ll4>e(u)(t) - 4>e(v)(t)11Hm ~ 1 max llu(t)- v(t)IIHm 
tE[O,T] tE[O,T] 
with some positive constant 1 < 1. Hence the contraction mapping theorem implies that 
there exists a unique fixed point ue E ET' of the nonlinear map <J>E:. 
Let Te,m > 0 be the maximal existence time in Hm . Especially we write Te,[N/ 2]+2 as 
Te. In the same way as the estimate of 4>e ( u), we get 
for t E [0, Te - s] with an arbitrary s > 0. The Gronwall inequality implies 
lluE(t)llHm ~ IIUollHm exp { ~Am( max llue(t)IIH[N/2J+2)(Te- s) 112 } 
y £ t E[O,Tg -s] 
for t E (0, Te- s] with an arbitrary s > 0. This shows that Te,m = Te, in other words Te,m 
depends on lluoiiHIN/21+2 and not on IIUoiiHm, m> [N/ 2] + 2. 
We can show the continuity of the map u0 ~ ue by the same technique used for the 
estimate on <Pe ( u) ( t) - 4>e ( v) ( t) . 1 
Chapter 4 
Local existence for semilinear 
SchrOdinger equations 
4.1 Introduction to local existence theorems 
This chapter is devoted to studying local existence for semilinear Schrodinger equa-
tions. As we mentioned in Chapter 1, these equations cannot allow the classical energy 
estimates of solutions. In other words, the loss of derivetives occurs. Then we have to 
resolve it in order to solve the initial value problem (1.1)- (1.2). For this purpose, we 
make strong use of the modification of the theory of linear Schrodinegr-type equations 
developed in Chapter 2. 
In the present section we will introduce the history of the studies on the initial value 
problem for semilinear Schrodinger equations or nonlinear dispersi¥ -type equations. But 
we omit here the history of the studies on the global existence of small solutions to 
semilinear Schrodinegr equations (see the next chapter). This subject began with the 
study on the initial value problem for Korteweg-cle Vries equation in the middle of 1970' 
(see [1), [42] and [28) for instance), because the dispersive property (see, e.g., (1.6)) 
attracts a lot of attention of scientists. After these works, this subject developed into the 
studies on the initial value problems for nonlinear dispersive-type equations appearing in 
mathematical physics. These equations allow the classical energy estimates of solutions, 
and then a lot of researchers have been studying these problems from a viewpoint of the 
theory of evolution equations. More precisely, they studied local and global existence 
theorems, blow-up theorems, scattering, stability of solitary waves and etc (see, e.g., 
W. A. Strauss' lecture note [45] and its references). 
Because "nonlinear Schrodinger equations" in mathematical physics is one of the 
typical examples of nonlinear dispersive-type partial differential equations many authors 
studied the initial value problem for semilinear Schrodinger equations of the form 
N 8t U - iL1 U = j ( U) in ( 0, 00) X JR. , ( 4.1) 
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11 ( () . . r) u o (.r) \" lfl IT{. . (-!.2) 
wltcrc Uw ucJitlillear tenn J(u) is independent of \lu and satisfies j(u) _:= -iy([u.[ 2 )u. 
and y(·) is a rf'al-valucd fullction 011 [U. + x). It is the generalization of f(u) = ±[n[ 2 u. 
(se(· ( 1.:))). \ \"c n·IItark her(' that these a.ssurnption leads the conscn'ation of L 2-nonn of 
solutions tu (~1.1) -(-1.2). that is [[u.(/)[[u = [[u0[[L2· In fact. rnultiplying (-!.1) by U. and 
s 
iutcgrat ing i t.s real part over IR . we have 
Let G(·) be the prirnitivc of g(·) and satisfy G1(0) = 0. \'arnely we define G(s) by 
G(s) =la' g(s')ds' sE [O,+oo). 
Then we have 
a 2 dG 2 a 2 2 
-:--.:)_G([u[) = -d ([u[) ~)-·[u[ = g([u[ )u = if(u). 
ou s u'U 
\Ne rnultuply (4.1) by a(u. Its twice irnaginary part is 
(4.3) 
IntegrLLting (4.3) over IRN, We have 
d fn -
1 
e(u(l)) = 0, where E(u) = m'v [\7u[ 2 + G([u[ 2 )dx. 
et m. 
}•,'(u(l.)) is called a eneq;y function. 
Local cxistPnce theorern for ( 4.1 )-(4.2) is proved by the contraction rnapping theorem 
(sec. c.g. 1 [29] or [-!5 1 Chapter 3. Existence]). Using E(u.(t)): many authors studied global 
existence or blow-up of H 1 or H2-solutions to ( -!.1 )-( 4.2) ( [17], [49], [29] and [18]). Roughly 
speaking, t.hcsc results assert that the initial value problem (4.1)-(4.2) has a unique global 
solution if and only if the convcrvation laws [[u(t)[[u = [[uo[[£2 and E(u(t)) = E(uo) give 
the a priori cstirnates of solution via the Sobolcv mnbeddings. In other vvords: if G([u[ 2 ) 
is ncgativP and its absolute value is large. then one cannot get the a priori estirnates 
of solut.iun. \loreo\·cr. when the global existence of solutions was ensured under so1ne 
a.ssurnpt ion ou the nonlinear tcnn .f ( u). son1c authors studied the scattering problem. 
In this subject. the solution u(t) is approxin1ated hy rit..J u0 . t and cit..Juo.- as i ----t ±oo 
rcspectivcl_v. Thc.v call the 1napping frorn uo.- to u0 . t the scattering operator. In all of 
the above works. they del t \\·ith the initial val uc proble1n ( -1.1)-( -!. 2) as that of ordinary 
diffrcntial cquations which \\·ere valued sou1c infinitely diulCnsional Hilbcrt spaces. \\Te can 
say that the above lllC'Ilt.ioncd \\·orks arc ba .. '1ed on the theory of evolution equations and 
arc sontc branches of studies on nonlinear evolution equations: nonlincar \\·ave equations. 
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nonlincar Klein-Gordon equations. Yang ~dills cquat ions. and ct.c. ln ut.1wr \\·orcb. the 
theory of partial differential cquat ions is not n~ry applica blc t.u t.hcsc \\·urk~. 
Recently. ho\\'C\'er. son1c authors studied the initial ,·alue problcru ( 1.1) ( 1.2) or sorrw 
sernilincar Schrodingcr equations and s.vsten1s appcaring in nJathf'uJatical physics. As we 
mentioned in Chapter 1. these equations cannot be treated by the thcur:v of c\·olution 
equations because they cause the loss of derivatives. 
In [30]. first. C. E. Kenig: G. Ponce and L. Vcga analizcd the sharp srnoothing effect 
(which they called) of (Jt..J and applied it to solving (1.1) - (1.2). Thcir analvsis is b~~ascd 
on the Fourier analysis. Let ( T, ~) be the dual valuable of (I, .r) under the Fouricr trans-
formation. They proved that the oprators whose syrnbols arc ~1 / (T -1~1:2) (j- 1, · · ·, N). 
arc bounded in a sense. Using this fact and the rncthod of the .\cunw.nn srrics, they 
constructed the inverse of Schrodinger-type operators 
.\' 
s =at- iL1 + L b1(t, :r)a1. 
j - 1 
Clearly, in their work, the srnallness of the coefficients b1 (!., x) (j = 1, · · · , N) is essential 
to construct the inverse of S. In terms of sernilinear equations, the srnallncss of the coef-
ficients 1neans that of the solutions to semilinear equations because h1 (I. :r) · · · b \' (t .r) aF aF , , , , .· ., 
correspond to -8 ( u, Vu), · · · , ~ ( u, \7 u). Then they proved the local existence of s1nall q1 uq,\' 
solutions to ( 1.1 )-( 1. 2). Moreover, F. Linares and G. Ponce ( [ 3~]) t1pplied this sharp 
srnoothing estimates to solving the elliptic-hyperbolic and hyperbolic- hyperbolic Davey-
Stewartson equations. In general, such a method like the above gives only the local 
existence of small solutions (see also [ 10]). 
Secondly, A. Soyeur ( [44]) studied the local and the global existence for th0 Ishirnori 
equation. 
0(/1.- i( a~ - ai)u 
!1 ( 'U, f)lu,, a2u) 
fi(u, chu, chu) + j 2 (u, D1u, ():211.) 
- 2ifL ( 2 ..- 2) 
1 + I u 12 ( al u) - ( rJ2 u) , 
b( a1 ~.pch?L + D'2r.pfJ1 u), 
. f)l UO·lU - ()1 n.fJ'2n 
4l.-- --- --(1+juj2):2 ' 
2 
1n (O,oo) x IR, 
\vhere b is a real constant. Because f 2 (u. ()(u., ()211) does not give the loss of d(Tivatives. 
( -l.-1) can be seen the sarne as the Hciscnberg fcrro-rnagnctic model (1. 11) frolil our view-
point. These equations arc the typical examples of (2.1 ()). Then he solved the initial 
value problc1n for ( ~.4) by 1ncans of sorr1c quantity which played a role of f-JS-nonn ancl 
corresponded to the gauge transfonnation with (2.12) (sec [44. Section 2]). 
In this chapter \\·e present usual local existence theorems for the iuitial value problern 
(1.1)-(1.2) by using the linear cstirnates developed in Chapter 2 and well-known technique 
Chapter -1. Local existence 
f()r rt(Jrtlirwar partial diffcrf'ntial equations. which is prepared in Chapter 3. Section ~ . 2 
i~ dcvot('d to stwiviug (1 .1) (1.2) in one space dirnension. In Section --1.3 we prove the 
local existence thcorCin in general space dinlCnsions. Secbon --1.2 can be seen as a part of 
Section --1.:). Ill Section --1 .2. however. we rnakc good use of the speciality of one dirnensioanl 
case. \lore precisely. the loss of derivetivcs can be overcorne by the gauge transfonnation 
developed in Section :2 .2. On the other hand. in general dirnensional case. we need the 
syrnbolic calculus of pscudo-diffrcntial operators appeared in Section 2.3. Then~ one 
dirncnsional ca.'-ic is sirnplcr than the general dinlCnsional case. 
4.2 Local existence for semilinear Schrodinger equa-
tioilS in one space dime11sion 
In this :::;ection we present the local existence theorern for ( 1.1 )- ( 1.2) in one space 
din1ension. Throughout of the present section: we assurne N = 1. Our strategy consists 
of parabolic regularization in Section 3.4 and the unifonn estirnates of solutions to these 
equations. The later is obtained by the linear cstirnates developed in Section 2.2. Then 
the standard cornpactncss argurnent irnplies the local existence theorern. In view of the 
nessccary condition of !}-wellposedness for linear Schrodinger-type equations: our results 
dcvidc into the quadratic case (p = 2) and the cubic case (p 2: 3). Our results are the 
following. 
Theorern 4.2.1 W c assurnc the spatial dimension N is equal to 1. 
(i) f£f fJ 2 :3 and let. rn be an integer which is greater than 3. Then. for any u0 E Hm. 
there exists a tirnc T - T(llu.oll 1r') > 0 such that the initial value problerrt (1.1)-(1.2) 
possesses a u:nJquc solution 
u E C' ( [ 0 1 T) : Hm) . 
( ii) Let fJ 2 and let rn be nn integer wh1:ch is greater than 3. Then. for any u0 E 
H 111 n f/ 0 ·1 . thcf'c cl'ists a tirnc T = T(l\nollu3 + \\u.olluo,l) > 0 such that the initial value 
p rohlcm. ( 1.1) ( 1. 2) possesses a unique soluhon 
Pn)()f of Fnrt (i) of Thcon m --1.2.1. \Vc assurne that I\' = 1 and p 2 3. \Ne rernark here 
that 
<U·' UF OF ()F 
. (ll.<J),' (u.q),. - (u,q). -: --- (u.q) o(lul2 + lql 2) near (u,q) = 0. 
r)u. <)u. (hj r_)q 
Exi5_t<'nc~. Let { uo} : t::(O.tl he solutions to ( 3.-!7 )- ( 3.--18). \Ye will show that there exists 
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a cmnrnon timeT= T(l!uoi!H3) > 0 such that {l/"}:~(O.l] is bounded in L 00 (0, T: Hm). 
\\'e evaluate the following quantity 
where 
v:n ( t) 
It is easy to see that 
I p 1 ( t) X; 'U) I ~ C\ I\ u ( t) 11 ~I 
for any u E C([o, T]; H 1). We remark here that the positive constant C\ is independent 
of E E (0, 1]. In view of (2.17), Nrn(u::(t)) is equivalent to \[u::(t)l!um 1 that is 
e-CJ]]u<(t)JI~l lluE(t)I\Hm ~ Nr;('l/(t)) ~ 2eC'tJ]u"(t)JI~I lluc(t)I\Hm. (4.5) 
Scince uc(O) = 'Uo is independent of E E (0, 1], Nrn(u::(O)) is also independent of E E (0, 1]. 
Then we put am= Nrn(uc(O)) = Nrn(u0 ). (4.5) implies 
e-Ct]]uoJJ~l 1\uoi\Hm ~ O'm S 2cCl]]UD]]~Jli\·Uo!IHm. 
Let r:n be a positive time defined by 
r:n =sup{ T > 0 I Nr;(uc(t)) ~ 2am for t E [0, T) }. 
The positivity of r:n is ensured by Lemma 3.4.1. 
Operating (D)m-l on the equation (3.47), we have 
Dt( (D)m-lu::)- ('i + c)82 ( (D)m-lu::) = (D)m-I F(uc, rh/). 
Multiplying (D)m-lu:: and integrating the real part over IR 1 we get 
:t llu.c(tJII~m-1 + 2clliJn"{lJII7/"' 1 
< 2\\ F ( 'U E ( f) , d1 / ( l) ) 11 If m - l 11 'I/ ( f) 11 11 m- l 
< 2Am(l!u:l!u~) l!u:(t)I\Hmllv.o(t)llum 1, 
where we used (3.2) and the Sobolev ernbcdding ff 2 (IR) <---t W 1,'Xl(IR). then we obtain 
dd 117/(t)l!um-J < 11m(ll1lllll~)\\v:(t.)llum t 
< Am ( 11 U:: 11112) .N~n ('t_/ (1.)) for L E [0 1 'f:~J 1 ( 4.G) 
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whcr<' we rllad<· ll~(· of (-L0). Am(·) rneans a incrcsing; function on [0. ex;) which depends 
only ou "' and F( u, rJ). \Ye cxprc~s such functions by the sarne notation A 771 ( ·). 
:\cxt \H' c:~tirnatc {r~J. Sirnple calculation irnplies that t·~L satisfies the 2 x 2-systern 
(~.7) 
Hf ( t) = [ - ()'2 Q ]- . [ b~ ( t, X) b2 ( t , I) l (} 0 ()'2 l b~ ( [ , X ) b)_ (t , X) ' 
h~(t,x) = a F ( ~ . ~) ( ) b" ( ) a F ( .. a .. ) ( ) - ()q zc,du~ t,x, 2 t,x =- fJq u~, u~ t,x, 
fr~ (t, X) = t ( J:n, 1 ( t, X), J:n, 1 ( [, X)) , 
J:n.1 U, x) (arnF(u\ch{)- P(1{,8u:,aamu:))(t,x). 
We put H'~n(t.,:r) = kr(t,x;u:)v:n(t,x) andg:n(t,x) = kr(t,x:u:)fr~(t,x). Multiplying (4.7) 
by kr (t, x; uc), we have 
(lot- cl/1 + iHf(t))w~ = g~(t,x), 
where 
Hf(t) _ [ -8
2 0 ]-. [ Rebl(t,x_L- Elmbf(t,x) 
o a2 2 b2 ( t, x) b2(t, x) ] a Re bl( t, x) - E I m bl( t, x) 
. [ cl(t, x) c2(t, x) l 
1 
c2(t,x) cl(t,x) ' 
- -(i+o) GObf(t,x) + ~(Imbf(t,x)) 2 ) 
+ ~blc(t,x)hnbrc(t,x) +! {x Dtlmbf(t,y)dy, 
2 2h 
c~(l, .r) - ~ !m b~ ( t, x) b~ (I J) . 
In the sarne way as (2.2--l), we have 
where 
!J&;U) - :~~ffrma,b~(t,y)dyl 
:2 
+ L(sup jbj(t,.r)j +sup jbj(t .. r)l 2 ). 
j 1 :rE~ rE~ 
-1.2. One dimensional case 
\Ye rcrnark here that C2 is a positive constant and is independent of:: E (0. 1]. Since 
h~(t . .r) and b2(f.I) are quadratic tenns of u'". li~. nu: and nu.~. the Sobolcv crnbcdding 
yields 
•) 
t(sup jbj(t,.r)j +sup jhj(t,I)j 2) :S A:~(llu"(t)liu~). 
J 1 xElR xElR 
On the other hand. using the equation ( 3.--17). we get 
Then we have 
(3.3) gives 
f ImB,bW,u)dy 
= f !m a, ~~'(u<.au<)(t, y)dy 
f ]m { :~:q ( u< .8u0 )(J,u<} dy 
+ f !m { :~:q (u0 .0u0 )8,u.'} dy 
+ fox !m g2~" ( u< .Bu')B,auc} dy 
+ f !m { :;~(uc auc)a,Bu'} dy 
f !m [ :~;~ (u'.Ou0 ){ (i + o)BV + F(u', 8u0 )}] dy 
{x [ 32 F . _ r l + Jo Im DufJq(uc.auc){(-i+E)u2uc+F(uc,CJttE)} dy 
+ f !m [ ~2; ( u0 .8u') { (i + o )()V + (JF( u', (Ju')}] dy 
+ f !m [ :;;~(u'.auc){ ( -i + o)Eiu< + OF(u", fJn')}] dy. 
sup If Irn D,bf ( t, y )dyl <:: AJ ( llu" ( L) llu •) 
xE~ 
\"oting ( -1..5): we obtain 
(4.8) 
(4.9) 
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Cornbining ( --l.(j) and ( --!. ~)). we have 
r~~s;"(n'(l)) <::: C'(o3 )N;"(u'(t)) for I E [0, 1~,], 
where ( ' ( o:s) is a positive constant dpending only on rn and o 3 . The Gronwall inequality 
yields 
This irnplies 
T~ > log 2 = T > 0. 2 :=;; exp(('(o~)T~) Le. m_ C'(o
3
) 
Then {n: } :: t=(O,I j is bounded in L(X)(O, T: Hm). 
In view of the equation dtu~ = (i + E)cPu~ + F(u~ , au~) , {at}~E (O,lJ is bounded in 
//XJ(O, T; 1-!m ~). Then { u~}~E(O.I] is bounded in C0 ·1 ( [0, T]: Hm- 2). The simple inter-
polation iinplics that { ·t{} ~E (O,l] is bounded in C0·3 ([o, T]; Hm- 23 ) for any 3 E (0, 1]. 
The Rcllich theorcrn and the As coli-Arzela theorern show that there exists su bsequance 
{u~}~E (O,I] and 'IL E LCX)(O, T; Hm) such that 
"" W* u ~ ------t 'lL In L(X)(O, T; Hm) (as E 1 0), 
in c([o, T]; H!o~p) (as E 1 0) for any /3 > 0. 
It is easy to sec that u is a solution to (1.1)-(1.2). 
Uniqueness. Let 'U and u' belong to L(X)(O, T; Hm) and be solutions to (1.1)-(1.2). We 
put v = t(u- u', u- u'). 'U satisfies the initial value problern 
where 
(lut+iH1(t;u:u'))v 0 1n (O,T)xiR., 
H 1 ( f: u, u.') 
h2 (I .. r: u , u') 
v(O,x) 0 In IR, 
[ 
-EP o l . [ b1 (t, x: u, u') b2(t, x; u., u') l a 
0 82 - ' b2 (t., x: u, u') b1 (t, x: u, u') 
i [ c1 (t, x: 11., u.') c2(t, x: u, u') l , 
c~( t , 1:: u, u') c1 ( t , x: v., u') 
- _ e r~F(Ou + (1- ())u', eau+ (1- O)Uu')dO, 
.fo c)q 
____:: - t (~J~·(Ou + (1- O)u',ODu + (1- O)du')dO, 
./o c)q 
c1(/, .r: u. u') - _ t ~~F. ( 0 u + ( 1 - fJ) ul , 0 Du + ( 1 - 8) nu') d 0, 
.fo <) u 
c2 (t . .r: u. u') - - t ~~(Ou. + (1- fJ)ul~ Odu + (1- O)du')dO. 
./o ()u 
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Because V belongs to the class ('([o, T]: H 2 ) n C 1 ([o, T]: L2 ), (2.20) inlplics 
llc·(t)l! = 0 for t E [0, T]. 
Continuity in the ti1ne variable. Let u belong to L(X)(O, T; Hm) and be a unique solution 
to (1.1)-(1.2). We put L' = t(am- Lu, am-Lu.). \Ve have only to show 
Clearly, v is a solution to 
where 
Since 
(!Bt.+ iH1 (t; u) )v 
v(O,x) 
f(t,x;u) in (O,T)xiR, 
Vo in IR, 
f(t, x; u) 




]- i [ b 1 ( t , X; U) b2 ( t, X; U) ] () 
0 a b2 ( t, X; U) b 1 ( t, X; U) 
8F aF , 
- 8q (u, ou), b2(t, x; u) = -7-iij(u, 8u), 
t(f1(t,x;u),f2(t,x;u)), fi(t,x;u) = f2(t.,x;u), 
am-IF( u, 8u)- P( u, Du, aam- 1u). 
it follows that 
b 1 ( t, X; u) , b2 ( t , x; u) E () ( [ 0, 1'] ; 'B m - 1 ) n (/ 1 ( [ (), 1'] ; 'B m J) , 
f(t,x:u) E (LCX)(0,7';H 1)) 2 . 




Proof of Part (ii) of Thcorcrn 4.2.1. Let the spatial dirncnsion N equal to 1 and let the 
power of nonlinearity p equal to 2. In the sarnc way as the proof of Part (i) : we can prove 
Part ( ii). But there are a few differences because of p - 2. In Part ( i) the boundcdncss of 
the gauge transformation v~L t--t k1 U: -: 11.)v:" follows frorn the boundedness of lluc U) 11111. In 
Part ( ii): howevcL this does not hold. To ovcrcorne this point : we introduce the weighted 
sobolev space H 0 ·1 . This seems to be quite natural frorn a viewpoint of the ncssccary 
condition for L 2-well-poscdness for linear Schrodingcr-type equations (sec 2.3). It is not 
clear whether the weighted Sobolev space is nessecary to solve the initial value problem 
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fur quadratiC ~('lllilincar Schr()dingcr equation or not (see Rernark -1.2.1). vVe \Vill sho\V 
li!ainl.v the differences twtv;;ccn the proofs. 
Let { 1/} be ~olu tions to ( 3.-17 )-( 3.-18). \Ye estirnate the following quantity 
where 
v:n(t,x) 
k2(l, x; u::) 
- exp( -Jh (t, .r-: ·1/)) I 
1 !ox 8 F ( ,. ~ ~ ) 
= -- Im ~ u~, u1r )(t, y dy, 
2 0 U{j 
- t (Urn U:: ( t , X) , Orn U:: ( t, X) ) , 
= exp( -p2 (t, x: u::)) I 
= - ~ {x {1 Im 0
0
F ( eu::, eau::) ( t, y )dBdy, 
2 Jo Jo q 
- t ( X1{ ( t, x), xu:: ( t, X)). 
We rernark here that there exist two constants 1 1 , r 2 E C such that 
1 
= 2i ( rl u - 11 u + r2q - r2fJ) 
+ real valued quadratic term of ( u, q). 
Then, we have 
IJ11 (1, x; u) 1, IJ12(t, x; u) I < C (llu(t) IlL= +C'" lu(t, x) ldx + llu(t) II~I') 
< C (llu(t)IIH' + ([~oo (x)- 2dx) 112 ll(x)u(t)IIL' + llu(t)II~I~) 
< C'(llu.(t)JJHr + JJxu(t)IIL2 + llu(t)JI~r). 
In view of (2.17), N~11 (tl(t)) is equivalent to JJ?l(t)JJHm + 1Jxue:(t)JIL2~ that is 
cxr( -(\(llu(l)llut + llxu(t)llu + llu(t)lli[l) )(11</(t)ll[[m + llxu'(t)llu) 
< JV ~n ( I/ ( I ) ) 
< 2exp(C\(IIu(I)IIH' + ll.nl.(l)llu + llu(t)lli1,))(11u"(t)llum + llxi/(t)IIL'),(-113) 
where C\ > 0 is independent of E E (0. 1]. \\"e put nrn = N!t(?.L0 ). \Ve define Tr~ > 0 by 
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In the sarne way as (-1.6). \\"C' have 
(-1.1-l) 
U'~n ( t' .r). 9:n (t, r). bl ( t 1 .£: ?.{) ~ b2 (I' .r; i/) and ngl (I) arc the S<llllC' a ... s those of the proof of 
Part ( i). Sirnilarly, we get 
It is easy to see 
2 
I:( sup Jbj(t,x)J +sup Jbj(t,x)l 2) s; Arn(lll/(t.)Jiu:J), 
J= l xElR xElR 
Jlg~(t)ll s; Arn(liu(t)IIH2 + llxu(t)IIL2 )N;n(u::(t)). 
Sirnple calculation yields 
/[!m a,b1 ( t, x; u')(t, y)dyl 
< /.fox ;i ( 'Y1 a, u" - 1'1 a, u' + 'Y2a, Du' - ')'2 D, Du') (t, y) 
+8t (real valued quadratic term of u and au) ( t, y )dyJ 
< ~ b2a,u' ( t, x) - 1'2a,u' ( i, 0) - ')'2D1u' ( t, x) + ')'2a1u' ( t, 0) I 
+ I ;i fox ( 'Y1 i82u' + 'Y1 ia2u' + 'Y1 F( u', Du') - ')'1 F( n', Du')) (1., y )dyl 
+ A3(11ut:(t)IIH3) 
< C'(l82ue:(t,x)l + l82ue:(t,O)I + IF(u::,au::)(t,x)i + JF(t{,rh{)(t,O)I) 
+ C(Jout:(t, x)J + JDut:(t, O)J) + A3(1Jut:(t)Jiu:~) 
< A3(1Jut:(t)IIH3). 
Then we get 
On the other hand, '1.:01 satisfies 
(4.16) 
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H~ (t ; ue) [ - 82 0 ] _ i [ b~ (t , x ; ue) b~(t, x ; ue:) ] a 
0 ffl b~(t, x ; ue: ) bi (t , x ; u') ' 
i [ ~ (t, x ; ue: ) ~(t, x; ue:) ] 
~(t , x ; ue: ) ci (t , x; ue: ) ' 
b~ (t, x; u' ) - fo1 ~: (Bu' , B8u') (t , x)dB, 
b;(t, x;u' ) - fo1 ~~(Bu' ,B8u')(t , x)dB, 
c~ (t, x; u' ) - fo1 a;; (Bu', B8u' )(t, x)dB, 
c;(t, x; u' ) - t a:; (Bu', B8u')(t, x)dB, 
!~1 (t, x) t (!~1 , 1 (t, x), fot ,t (t, x)) , 
/~1 , 1 (t, x) -2i8u + b~ (t, x; ue:)u + b~(t, x ; ue)u. 
In the same way as (4.15), we get 
:t llk2(t, ·; u')vg1 (t)l! ~ Am(N~(u'(t)) )N;'(u' (t)) for t E [0, T~] . ( 4.17) 
Combining (4.14), (4.15) and (4.17), we obtain 
! Ni( u'(t)) ~ A,.(N~(u'(t)))N;'(u'(t)) for t E [0, 'J!J. 
This implies that there exists a common timeT= T(lluoiiH3+11xuoiiL2) > 0 such that { ue:} 
is bounded in £ 00 (0, T; Hm n H 0•1). Then, we can get a solution u E £ 00 (0, T ; Hm n H 0•1 ) 
to (1.1)- (1.2) provided that c: t 0. 
The uniquness and the continuity in the time variable can be proved by the same 
enrgy method. We omit the detail of the proofs of them. 1 
Remark 4.2.1 s we mentioned at the beginning of the proof of Part (ii) of Theorem 4.2.1, 
it is not known whether the weighted Sobolev space is needed to solve the initial value 
proble1n for the quadtatic semilinear equations. We expect that the local existence the-
orem for it does not hold in the usual Sobolev space Hm. Let us consider the following 
initial value problem 
Btu- i82u + i8(lul2) 
u(O,x) 
Integrating ( 4.18) on 1R, we have 
d l +oo 
-d u(t, x)dx = 0, 
t - oo 
i.e. 
0 in ( 0, oo) x 1R, 
Uo(x) in JR. 




4.3. The case of general space dimensions 
On the other hand, the gauge transformation related to (4.18)- (4.19) is 
u(t,x) ,__. v(t,x) = u(t,x)exp G [., Reu(t,y)dy) 
If the initial data Uo belong to H 3 and satisfy 
IL:oo ReUo(x)l = +oo 
(e.g., Uo(x) = (1 + i)(x)-112), then (4.20) implies that 
lfoo Reu(t,y)dyl- +oo as x ~ +oo. 
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(4.21) 
Therefore the gauge transformation (4.21) cannot be an automorphic in L2. Combining 
the idea of the necessary conditon of L 2-wellposedness and the above, we want to prove 
non-existence results in the usual Sobolev space. Unfortunately, however, we do not yet 
make sure this. For this purpose, we seem to need to know the pointwise behavior of 
Im 8u(t, x) in detail, because 
d lx dt -oo Re u(t, y)dy {oo 8tReu(t, y)dy 
[., Re { iifu( t, y) - i8( I u( t, y Wl }dy 
- Im 8u(t, x). 
Remark 4.2.2 In the quadratic case (i.e. p = 2), we can replace T = T(IIUoiiH3 + llxUoll£2) 
by T = T(lluoiiH3 + IIJ(to)Uol l£2), if the initial time is to E JR. We remark here that 
J(O) = x + 2it8. This is very important when we consider the global existence theorem 
for quadratic semilinear equations. 
4.3 Local existence for semilinear Schrodinger equa-
tions in genaral space dimensions 
This section is concerned with the local existence of solutions to (1.1)- (1.2) in general 
space dimensions. Our strategy is basically same as that of the previous section which 
consists of the parabolic regularization and the uniform estimates. In the present section, 
however, we make strong use of pseudo-differential operators to get the uniform estimates. 
This is quite natural from the viewpoint of the theory of linear Schrodinger-type equations. 
In the same way as the previous section, our results devide in two parts according to the 
power of nonlinearity p. More precisely, we solve (1.1)- (1.2) in the usual Sobolev space 
Hm if p ~ 3, and in the weighted Sobolev space Hm n Hm- 2•2 if p = 2. Our results are 
the following. 
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Theoretn 4.3.1 Let ~\ he ru1 nThitrnry positive integer. 
(i) H'( , nsswnc fJ 2 :). Let 1111 ht: a sufficiently large integer. Then. for any u0 E Hm 
(Ill E N 2 f!/ 1 ). there (.Ji sts a. ti1nc T = T ( lluu 11 Hn'l) > 0 S'Uch that the initial val·ue 
p1nhlcrn ( 1.1) ( 1.2) possesses a unirJil.C sol-ution 
u E C1 ([0, T]: Hm). 
( ii) 1--Vc asswnc fJ - 2. Let 71L'2 be a sufficiently large integer. Then. for any u 0 E 
fl'n n /fm-'2.'2. (nL E N 2 1n'2). there exists a ti1ne T = T(!Juoiluml + jjuoJium2-2,2) > 0 
s nch that the initial uaZ.uc problern ( 1.1 )- ( 1. 2) possesses a ·unique sol'Ution 
Rernark -1.3.1 Since our analysis is based on the sytnbolic calculus of pseudo-differential 
operators, it is very troublesome to determine the minimum of m 1 and m 2 concretely. 
Proof of Part (i) of Theorern 4.3.1. 
Existence. Let {uc}cE(O,I I be solutions to (3.47)-(3.48). We show that there exists a 
couunon tirnc T > 0 such that {uc}cE(O.l] is bounded in L00 (0, T; Hm). For this purpose, 
we Inakc use of the linear estitnates developed in Section 2.3. For the sake of convenience, 
we introduce the following notations: 
- [ r-p"(t.x.O 0 l 
() cP"(t.x.t,) ' 
- t f'xJ C/Jj(t.s)ds~1 (~1 )- 1 . 
J 1 Jo 
for 1nl= m, 
bf2j ( t, X) l ~ . 
b722j ( t' X) J ' 
b22}t, x) ] ~j, 
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cpj(f: .r1 ) - "\;[ L j~s-1 lir't/(1, .r)j 2 d.i·J with ~oruc J[ > O, 
ioi:::::["\;l] -+ :2 
l F ( t ) I + il E ( t ) ' 11 E ( t ) = ~ E ( !, .t ' /)) ' 
, "' ( t c) _ ~ ~ [ 0 bf '2J (I, .r) l c 1 ) _ :2 A~ ' X' ~ 2 L - b~ . ( t .r) 0 C...j \ ~ ' 
j=l '2lj ' 
N!;(u::(t)) = L IIJ<E(t)Ac:(t)r~(t)ll + 1!1/(t)l!um-,, 
f~ 
J~,l = f~,2 
!nJ-=m 
t(f~,l' f~,2), 
P(uE, VuE, acruc.). 
In the same way as in Section 2.3, we introduce 
B KE ( t) I e -pE(t,· ,·) l}o) + jeP" (t ,·,·) l}o) 2 2, 
N ( BbE(t) L L L sup, j8ab:nnj(t,x)j + sup 1Dt()0 b:nnj(l,x)1), 
m,n=l,2 j=l !nl<l !'. N 
- xEIR xElR 
N j+oo N B~,(t) j; ~oo cfJj(t,xJ)dxj, B~,(t) = E su~ If' i:!1cfJj(t,yJ)dyjl, 
XjE~ 
B;:(t) = ~ ~ (~~~ liJJcfJj(t, XJ)I} 
We estimate N!t ( UE. ( t)). Let r:n be a posi ti VC tirnc defined by 
r:n =sup{ T > 0 I N!;(uc:(t)) ~ 2am for t E [0, 1') }. 
G3 
Lemma 3.4.1 ensures r:n > 0. In view of the Sobolcv ernbedding, there exists a constant 
R = R(am 1 ) > 0 such that l!uc.(t)llwl,oo ~ R for t E [0, T:n 1 J and c E (0, 1]. Moreover 
there exists a constant C( m, am 1 ) > 0 such that 
Bbc(l), BKE(t), B~"(t), B~E(t), B;(t) ~ C1(rn, arrq), 
C1(m,amJ- 1N!;(uE(t)) ~ lluE(t)IIHm:::; C1(rn,O:m 1 )N:7L('1Lc.(t)), (4.22) 
IIF(uc(t), Vuc(t))llum-J + L III<c.(t)AE(t)f~(t)j! :::; C1(rn, am
1 
)N~:n(uc.(t)) (4.23) 
!a/ .=-- rn 
fortE [0, T~] and c E (0, 1], where we made use of (2.29)~ (2.30), (3.2) and (.3.3). In the 
same way as ( 4.8)) we obtain here only the estitnates of n;E ( t). Sirnple calculation yields 
laXj Bt1Jj(t, yj)dyj 
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M L fo"'J k.N-1 O,lff'u'(t, Y;, X;)l 2dX;dY; 
lal$[ N21 ]+2 
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M L fo"'j k.N-1 ( a,Eru'fJ<'u• + ff'u'O,fJ<'u<) (t, Y;, X;)dX;dY; 
lal$[ N21 ]+2 
M L fo"'J JIRN-1 (iLlO'VfJ<'u• - ff'u'i.!lfJ<'u•) (t, Y;, X;)dX;dY; 
lal$[ N;1 ]+2 
+ M L fo"'J k.N-1 (Er F(u', Vu')fJ<'u• + ff'u'fJ<' F(u•, Vu•)) (t, Y;, X;)dX;dY; 
lal$[ N21 ]+2 
M """ { N 1 (i81FuEEJauE- aauei8·EJaue) (t X. X ·)dx. ~ }JR. - J J , J, J J 
lal$[ N21 ]+2 
+ M L JJR.N-1 (ia;aaueEJaue - aaueiajEJaue) (t, 0, f;)df; 
lal$[ N21 ]+2 
+ M L fo"'J k.N-1 (Er F(u•, Vu')fJ<'u• + ff'u'fJ<' F(u•, Vu•)) (t, Y;, X;)dX;dY; 
la15[ N21 ]+2 
< C sup L k.N-1 iff'u'(t, xWdX; 
x;Ellllai5[N;l1 ]+3 
+ CA[N;1]+2 (11ue(t)llw1,oo ) llue(t)II H[¥]+2' 
Then we have B~~(t) ~ A(ll ue(t)IIHm1-1 ). 
We choose the positive constant M> 0 satisfying 
~b~n;(t, x)l llm =~ (u'(t), Vu'(t))l 
< C(lue(t, x)l + !8ue(t, x)l) 2 
< M j!RN-1I(D) N;1+2u'(t, x)l2 dX; = t/Jj(t, x;), 
for any c E (0, 1] and any t E [0, T~]. 
v~ satisfies 
( !8, + ciiDI2 + i( a( D)+ b'(t, x, D)) )v~ = !! 
v~(O, x) = Va,o(x). 
The local wellposedness for (3.47)-(3.48) ensures the validity of the energy estimates. We 
note here that 
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(2.42) implies 
(18t + ciiDI2 + ia(D) + qe(t, x, D))Ke(t)Ae(t)v~ + R12,e(t)v~ = Ke(t)Ae(t)f~, 
- N . 
qe(t, x, D)= 2(1 + icl) L 4>j(t, x;)DJ{D;)-1 + be,d1ag(t, x, D), 
j=1 
In the same way as ( 2.48), we get 
On the other hand, we have 
! llu'(t)llnm-1 :'0: IIF(u'(t), Vu'(t))llnm-1. (4.25) 
Combining (4.23), (4.24) and (4.25), we obtain 
! N;'(t) :'0: C(m, Om1 )N!J(t), for t E [0, T~j. 
The Gronwall inequality yields 
Nr(t) ~ om exp( C(m, Om1 )t) for t E [0, T~]. (4.26) 
If we put m= m1 and t = r:n in (4.26), then we have 
~1 2:: T =(log 2)C(m, Om1 )-1 > 0. 
Hence { ue}ee(0,1] is bounded in L00 (0, T; Hm) and then there exist a subsequence { ue}ee(o,1] 
and u E L00 (0, T; Hm) such that 
w• 
ue ~ u in L00 (0, T; Hm) as cl 0. 
The standard compactness argument implies that u is a solution to (1.1)-(1.2). 
Uniqueness. Let u, u' E L00 (0, T; Hm) be solutions to {1.1)-(1.2) with u(O) = u'(O) and 
let w = u- u'. Then w is a solution to 
N N 
atw- iL1w + L:bl;(t,x)a;w + L:b2;(t,x)a;w + c1(t,x)w + c2(t,x)w = o, (4.27) 
j=1 j=1 
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w(O, x) = 0, (4.28) 
where 
f18F 
- lo Oqi (ou + (1- O)u', 0\lu + (1- 0)\lu')do, 
-fo1 :~ (ou + (1- O)u', 0\lu + (1- 0)\lu')do, 
-fo1 ~~ (ou + (1- O)u', 0\lu + (1- 0)\lu')diJ, 
r1 aF 
- Jo au (Bu + (1- B)u', B'\lu + (1- B)'\lu')dB. 
It is easy to see 
1Imb1j(t,x)l < <Pj(t,xj;u,u'), 
</>j(t, xi; u, u') M L ,kN-1 (IO"u(t, xW + IO"u'(t,xW)dxi 
lo:l~[ N;l ]+3 
with some large constant M > 0. We see ( 4.27)-( 4.28) as an initial value problem for the 
2 x 2linear system of t(w,w). Using <Pj(t,xj;u,u'), we can show that the initial value 
problem for this system is £ 2-well-posed by the same arguments in Proposition 2.3.2. 
This implies that w(t) = 0 fortE [0, T]. 
Continuity in the time variable. Finally we prove the continuity of solutions in the time 
variable. Let u E L00 (0, T; Hm) be a unique solution to (1.1)-(1.2). Then (1.1) means 
Btu E L00 (0, T; Hm-2 ) and therefore u E C0•1 ([0, T]; H m-2). The simple interpolation 
yields u E CO·a([o, T]; Hm-2a) for a> 0. Thus we have only to verify aau E C([O, T]; H 1) 
for all Q E (Z+)N satisfying lal = m- 1. We put Wa = aau, Wa,O = ao:Uo and 9a = 
aa F - Pa. Wa is a solution to 
Wa(O, x) = Wa,o(x). 
Clearly Wa,o E H 1 and (3.3) shows 9a E L00 (0, T; H 1 ). With the same arguments used for 
the uniqueness, we can show that the initial value problem for the 2 x 2 linear system of 
t(wa,Wa) is H 1-wellposed. This implies aau = Wa E c([o, T]; H 1). This completes the 
proof of the continuity in the time variable and then the proof of Part (i) of Theorem 4.3.1 
has been finished. 1 
Proof of Part (ii) of Theorem 4.3.1. We give the outline of the proof of the quadratic 
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case. To make the coefficient of the first order terms to be integrable on any line in JR. N, 
we introduce the weighted Sobolev space Hm n Hm-2•2• Let 8 be a constant satisfying 
0 < 8 ~ 1 We remark here that 
I:~ (u(t), \lu(t))l < CRI (D}u(t, x)l 
< CR(xj) -(1+6) I (x) 1+6 (D)u(t, x )I 
< CR(xj)-( 1+6>(11u(t)IIH[~]+4 + llu(t)IIH[~]+2,2) 
< CR(xj)-(1+6) 
fortE [0, T] and for 
u E C([o, T]; Hm n Hm- 2•2) satisfying max(llu(t)ll [N]+4 +IIu(t)11 [N]+22) ~R. tE[O,TJ H ""2" H ""2" ' 
We intorduce the same notations in the previous part except for </>j (j = 1, · .. , N), which 
are here defined by 
<Pj(t, s) = M (s) -(1+6) 
with some positive constant M. Then, we estimate the following quantity 
where 
Nr(ue(t)) llue(t)IIHm-1 + llue(t)IIHm-3,2 
+ L IIKe(t)Ae(t)va(t)ll 
lo:l=m 
+ L IIKe(t)Ae(t)va~(t)ll, 
lal=m-2 
1.81=2 
Va~ = t(x~aau, x~aau), Va = Vao, a, f3 E (Z+)N. 
Similarly, we can prove the Part (ii) of Theorem 4.3.1. We omit here the detail. 1 
Remark 4.3.2 Remark 4.2.2 holds for the case of general spatial dimensions. 
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Chapter 5 
Global existence for semilinear 
SchrOdinger equations 
5.1 Introduction to global existence theorems 
This chapter is devoted to studying the global existence theorems. In other words, we 
investigate when the time-local solution studied in the previous chapter can be extended 
globally. In general there are two types of existence theorems of the time-global solutions 
to nonlinear evolution equations. One seems to be the straightforward conversion of 
such a theorem for ordinary differential equations to that of partial differential equations, 
another can be seen as the stability theory of small perturbations of steady solution which 
is often 0-solution. The former follows from some conservation laws or somethig like them, 
which imply the a priori estimate of solutions in certain functional space. In the theory of 
ordinary differential equations, the global existence theorems hold when these equations 
and systems are Hamiltonian systems or dissipative systems. In these cases, the theorems 
are independent of the size of initial data. In the same way, one can obtain the a priori 
estimate of solutions when the partial differential equations are like Hamiltonian systems 
or dissipative systems. Such technique is usually available only to such partial differential 
equations. Almost of them are very simple. More complex equations or simple equations 
without usuful consevation laws often have a solutions blowing up in finite time. In such a 
case, we usually consider small perturbations of steady solution. This corresponds to the 
stability of constant solution of ordinary differential equations, in which the conparison 
theorem for single equations or the invariat region for systems play essential roles. The 
straightforward extension of this technique is available to getting the a priori estimate of 
solutions to some semilinear parabolic equations and systems (see [8]). For other equations 
and systems, however, such thechnique does not work well. For various nonlinear evolution 
equations which can be seen as perturbations of simple linear equations, one makes strong 
use of the time-decay of the fundamental solution to linear equations to get the a priori 
estimate of solutions (see e.g., (32] and [43]). With the help of such time-decay, one can 
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obtain some invariant region in the sense of norm. In the present chapter we study the 
global existence of small solutions to (1.1)-(1.2) by such method. Because (1.1) has the 
steady solution of u(t, x) = 0, our anaysis can be called the analysis of the stability of 
0-solution. 
Before presenting our results, we introduce the history of the studies on the global 
existence of the initial value problem for semilinear Schrodinger equations. Up to recently, 
most of the studies on this subject were concerned with the initial value problem ( 4.1 )-
( 4. 2). The nonlinear term has special structure (so-called gauge invariance) and does not 
contain V' u. Then ( 4.1) has conservation laws 
where 
.k.N iu(tWdx 
E = j1RN{IV'u(t)l2 + G(lu(t)l2) }dx 
Now we assume 
fntN 1Uol2dx, 
j]RN{IY'uol 2 + G(l14ll2) }dx, 
G(s) = fo" g(s')ds'. 
~~~ (u)l + ~~(u)l { 1+-4 < C(1 + luiP-1) for some p < +ooN-2 (N > 3), (N = 1, 2), (5.1) 
G(lul2) 4 > -Ciul2 - Clulq+1 for some q < 1 +N. (5.2) 
(5.1) ensure the existence of time-local solution u E C ([O, T]; H 1) for any 14l E H 1. For a 
power f(u) = ilu!P-1u (i.e. g(s) = -lsiP-1), (5.2) requires p < 1+4/N. Simple calculation 
yields 
.k.N iV'u(tWdx E - .k.N G(iu(tW )dx 
< E + C .k.N iu(tWdx + C .k.N iu(t)iq+ldx. 
(5.3) 
(5.4) 
Using the Gagliardo-Nirenberg inequality (3.1) with r0 = 2, r 1 = q + 1, r2 = 2, j 1 = 0 
and j 2 = 1, the last term is estimated by 
{ ( { ) [2(q+1)-N(q-1)]/4 ( { ) N(q-1)/4 }]RN lu(t)lq+1dx::; C JJR.N lu(t)l 2dx }JRN IV'u(t)l 2dx . 
Then we have 
IIV'u(t)lli2 ::; E + Cll14llli2 + Cll14lll~~q+1)-N(q- 1 )]/2 IIV'u(t)11~2(q- 1 )/2 . 
The function h(s) = Cs"~ + C- s2 (s 2:: 0, 1 = N(q- 1)/2 < 2) is nonnegative if and 
only ifs E [0, so] for some s0 > 0. This implies that IIV'u(t)ll ::; s0 . Then we get the a 
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priori estimtte and we proved the existence of time-global solution u E C([O, 00 ); H1) for 
any uo E H . For the detail, See T. Kato's paper (29] or W. A. Strauss' lecture note [45, 
Chaper 3]. 
On the other hand, if the a priori estimate cannot follow from the conservation laws 
then, in general, the time-local solution cannot be extended nessecerily in time. Such 
results are often called "blow-up thorems". This does not mean the" actual blow-up". To 
illustrate this fact, we consider the initial value problem 
Btu- i82u = ijuj4u in (0, T) x JR, 
u(O,x) = 14l(x) in IR. 
(5.5) 
(5.6) 
The following argument is basically due toR. Glassey's work [18], in which he proved that 
the time-local smooth solution to (4.1)-(4.2) could not be extended globally provided that 
the energy E was negative and 
(5.7) 
For a power f(u) = ijujP-1u, (5.7) requires p 2:: 1 + 4/N. His idea is now the standard 
method to prove "blow up" theorems for some semilinear Schrodinger equations and some 
systems. The energy of (5.5) is 
E = k {l8u(t)l2 - ~iu(tW}dx. 
Let ~' = J'(t) be an operator defined by J'u = xu + it8u. It is easy to see [J', at- icJ2] = 
0. S1mple calculation implies that a smooth solution to (5.5)-(5.6) satisies the pseudo-
conformal identity 
! fnt { IJ'u(tW- ~t2 1u(t)l6 } dx 
! [.k. {x2iu(tW + 4txlm ( u(t)8u(t))} dx + 4t2E] = 0, 
and the dilation identity 
! k xlm ( u(t)8u(t) )dx = -2E. 
The above identities imply 
(5.8) 
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We choose the initial data Uo(x) == ei8e-e:x2 with some() E JR. Then we have 
E = fnt ( 4c2x2e-2<x2- ~e-&x2) dx 
.k { 4c(cx2e-•x') - 3~} e-<x2 dx 
< r (4c: - _1_) e-cx2 dx < 0 
}Ji e 3v'6 
provided that c: < ef 12v'6. Then, (5.8) implies that there exists a finite time T0 > 0 such 
that 
which is impossible. This shows that some smooth solution to (5.5)-(5.6) cannot exist 
globally in time. 
The above arguments assert that for a power f(u) == -ijujP-1u, the global existence 
theorem holds if and only if p < 1 +4/ N. In this case, many authors studied the scattering 
theory for (4.1)-(4.2). See [45, ChapterS] and its references. 
Next we introduce the history of studies on the case that the nonlinear term contains 
'Vu. There are few works on this case because of the difficulty of the loss of derivatives. 
We cannot expect global existence and blow-up theorems like the above ones, because 
the nonlinear term F( u, 'Vu) is far more complicated than f ( u). We cannot usually 
get conservation laws. In general, this is ture in the studies on various complicated 
nonlinear evolution equations. It seems to be natural to study small perturbation of 0-
solution to complicated nonhnear evolution equations (see e.g., [32], [43], [45], [26] and 
their references). The basic idea of these studies is as follows. First one sees the original 
nonlinear equations as the perturbation of simple linear equations, whose fundamental 
solutions often give the time-decay. Secondly one gets the invariant region near 0-solution 
in the sense of norm, by using the time-decay and the smallness of the initial data. This 
gives the a priori estimate and one can prove the global existence theorems. 
In our subject, S. Klainerman and G. Ponce ([32]), and J. Shatah ([43]) first studied 
the global existence of small amplitude solutions to (1.1)-(1.2) whose nonlinear term 
F( u, q) satisfies 
8F N 
Im -8 ( u, q) == 0 for ( u, q) E C x C , j == 1, ... , N. Qj (5.9) 
They made strong use of the V - L q estimate of e it-1. As we saw in Chapter 3, the higher 
the spatial dimension N is, the larger the time-decay is. Moreover, the larger the power of 
nonlinerity p is, the better we make use of the time-decay. In general, the global existence 
of small amplitude solution to nonlinear evolution equations depends on the size of the 
spatial dimension N and the power of nonlinearity p. The sufficient condition of such 
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theorems is often given as the form of the lower bounds of some relationship between N 
and p. 
Under the condition (5.9), the classical energy estimates are valid and then they did 
not have to take care of the loss of derivatives. They proved 
Theorem 5.1.1 (S. Klainerman and G. Ponce ([32]}, J. Shatah ([43]}} Assume (5.9) 
and 
N(p-1)2 
2 p > 1. (5.10) 
Let m be an integer 2:: mo == [N/ 2]+2. Then there exists 8 > 0 such that ifUo E Hmnwm,p 
(p == 2p/ (2p- 1)) and Uo satisfies 
JJUoJJHmo + JJUoJJwmo,p ~ 8, 
then the initial value problem (1.1)-(1.2) admits a unique solution u E C([O, oo); Hm). 
Moreover, we have 
for t E [ 0, oo). 
jju(t)llw.oo < C(1 + t)-N(p-l}/2P, 
llu(t) llw.2p < C(1 + t)-N(p-I}/2P, 
IJu(t)IJHm < C, 
We remark here that in [32] or [43] they studied global existence of small amplitude 
solutions to various nonlinear evolutio·n equations by the same idea. Their results are 
now regarded as the standard ones or the criterion on these subjects. 
Secondly A. Soyeur ([44]) studied the global existence of small amplitude solutions to 
the initial value problem for the Ishimori equation (4.4). As we mentioned in Section 4.1, 
he succeeded in resolving the loss of derivatives by the gauge transformation. Combin-
ing this idea and the V-Lq method, he proved the global existence of small amplitude 
solutions to the Ishimori equation. One can easily extend his results and prove 
Theorem 5.1.2 The condition (5.9) in Theorem 5.1.1 can be replaced by the condition 
(2.10)-(2.11). 
As we studied in Section 4.2, the gauge transformation is always available when the 
spatial dimension is one. Recently, in view of this fact, S. Katayama and Y. Tsutsumi 
( [ 27]) proved 
Theorem 5.1.3 (S. Katayama and Y. Tsutsumi ([27]}) Let N == 1 and let m be an 
integer 2:: 6. Assume that the nonlinear term satisfies 
(1) (Gauge Invariance) F(ei8u, ei8q) == ei8 F(u, q) for any (u, q) E C x C and() E JR. 
(2) The "null gauge condition of order 3" holds for the cubic term of the Taylor expansion 
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near ( u , q) = 0 (see [49]). 
Then, there exists a constant b > 0 such that if 
5 5 
Uo En Hm- i ,i and L IIUoiiHs-;,; ~ b, 
i=O j =O 
then the initial value problem (1.1)- (1.2) admits a unique solution 
5 
u E n C([o, oo); Hm-i,i). 
j = O 
We remark here that the conditions (1) and (2) require that F(u, 8u) is written by 
F(u, q) 8(1ul 2)(au + j38u) -l- F5(u, 8u) 
( 1 ) (JuU- uJu)(au + ,88u) + Fs(u, 8u), 2i 1 + t ( 5.11) 
where a, f3 E C and F5(u, q) = O(lul5 + lql5) near (u , q) = 0. [27] is the first paper which 
investigated the global existence theorem for general semilinear Schrodinger equations. 
In view of (5.10), the cubic term of F(u, 8u) causes the lack of time-decay when N = 1. 
Then it prevent one from proving the global existence theorem. In ([27]) they resolve this 
difficulty by the extra time-decay gained in (5.11). 
In this chapter we present the global existence of small solutions to (1.1)-(1.2) without 
the restrictions on the structure of nonlinearity (like (2.10)-(2.11) in Theorem 5.1.2) and 
on the spatial dimension (like N = 1 in Theorem 5.1.3). Our strategy consists of the 
local existence theorems studied on Chpater 4 and the a priori estimates obtained by the 
time-decay estimates developed in Chapter 3. Depending on the spatial dimension and 
the power of the nonlinearity, our results devide in three parts. That is 
Theorem 5.1.4 {Global existence) (i) We assume N ~ 3 and p 2:: 3. Let m3 be a 
sufficiently larye integer. Then there exists a small constant b3 > 0 such that for any 
2 2 
Uo E n Hm- 2i,i (m 2:: m3 + 2) satisfying L 11Uoi1Hm3-2i,i ~ b3, 
j =O j =O 
the inital value problem (1.1)- (1.2) possesses a unique solution 
2 
u E n C([O, oo); Hm- 2i,i). 
)=0 
(ii) We assume that N = 2, p 2:: 3 and 
(5.12) 
5. 2. Proof of Part (i) 75 
where F3(u, q) is a homogeneous cubic pari of F(u, q) near (u , q) = 0. Let m 4 be a 
sufficiently large integer. Then there exists a small constant b4 > 0 such that for any 
1 1 
Uo E n Hm- 2i .i (m 2:: m4 + 2) satisfying 
j =O L IIUoiiHm4-2j,j ~ D4 , j=O 
the inital value problem ( 1.1 )- ( 1. 2) possesses a unique solution 
1 
u E n C([O, oo); Hm- 2i,i). 
i=O 
(iii) We assume N 2:: 13 and p = 2. Let m5 be a sufficiently large integer. Then there 
exists a small constant b5 > 0 such that for any 
2 
Uo E n Hm-2j,j (m~ m5 + 2) satisfying 
j=O 
2 
L lluoiiHms-2;,; ~ b5, 
i=O 
the inital value problem (1.1)- (1.2) possesses a unique solution 
2 
u E n C([O, oo); Hm-2i,i). 
j =O 
Remark 5.1.1 Since our analysis is based on the symbolic calculus of psuedo-differential 
operators, it is very troublesome to determine the minimum of m3, m4 and m5. 
Remark 5.1.2 (5.10) yields 
(N 2:: 5), 
(N ~ 2), 
(N 2:: 1). 
Our condition on the relationship between the spatial dimension N and the power of 
nonlinearity pis somewhat stronger (5.10). This is basically due to the loss of time-decay 
associated to our transformation. The condition on the case of the cubic nonlinerity in 
Theorem 5.1.4 is slightly stronger than that of (5.10). On the other hand, however, that 
of quadratic case is far stronger than (5.10). 
We prove (i), (ii), (iii) in Sections 5.2, 5.3, 5.4 respectively. 
5.2 Proof of Part (i) 
In this section we prove Part (i) of Theorem 5.1.4. In view of Part (i) of Theorem 4.3.1, 
we have only to obtain the a priori estimate on llu(t) IIHm1. Let l be the same integer as 
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in Section 2.3. We take m3 as m3 = [(N + 1)/2] + l +52 m1 + 1. Then it is sufficient to 
get the a priori estimate on llu(t)llnm3. Since we assume Uo E Hm3 +2 , Theorem 4.3.1 and 
Lemma 2.3.4 ensure the validity of the energy estimates in Hm2 • 
Let u be a solution to (1.1)-(1.2) satisfying 
2 
u E n C([O, T]; ~-2i'i), sup llu(t)llwl,<X> ~ Ro 
j=O tE[O,T] 
with some T, Ro > 0 and some m E N 2 m3 + 2. The local existence in this weighted 
Sobolev space is proved by the same method proving Theorem 4.3.1 or by [3]. To carry 
out the energy estimates, we introduce some notations 
b~ 1;(t, x) aF - 8 (u, V u), Q; 
b~2i(t,x) aF -a- (u, Vu), Q; 
b~1j(t, X) 8F a- ( u, Vu), Qj 
b~2i(t, x) 8F a(u, Vu), Qj 
bi1;( t, X) -Gi(u, Vu ), 
b~2j(t, X) -Gj(u, Vu), 
b~1;(t, x) Gj(u, Vu), 
b~2;(t, x) Gi(u, Vu), j = 1,···,N, 
bn(t,x,~) = t [ b~lj(t,x) b~2;(t,x)] ~;, n = 1, 2. 
i=1 b21;(t, x) b22i(t, x) 
In the same way as in Section 2.3, we define Bbn(t), n = 1, 2 and we put Bb(t) = Bb1(t) + 
Bb2(t). By the Gagliardo-Nirenberg inequality (the interpolation between W1•00 and 
Hm2 - 1 for W 1+3•00 ) and (3. 19), we have 
Bb(t) ~ CRo(1 + t)-(l+e) X~2_ 1 (t? for t E [0, T], 
7m3 - N /2 - 2l /7 - 4 
c: =- I > o. 4 m3 -N2-4 
Using (3.11), in the same way as Section 4.3, we have 
(5.13) 
llmbhh;(t, x)l ~ <P;(t, x;), for (t, x) E [0, T] x IRN, n, h = 1, 2, j = 1, .. ·, N, (5.14) 
5.2. Proof of Part (i) 
r/>i(t, xi) = M(l + t)-312 L k_N-• 18" Jfiu(t, xW&xi> j = 1, · · ·, N, 
la1:5[ Ntl ]+1 
1.131:51 
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where M = M(Ro, F) > 0 is a sufficiently large constant. We introduce the pseudo-
differential operators defined as follows. 
[ 
e-p(t,x,e) 0 ] 
K(t) = k(t, x, D), k(t, x, ~) = 0 eP(t,x,e) ' 
N rr· p(t,x,~) =- L Jn 3 </J;(t,s)ds~;(~;)- 1 , 
j=1 0 
An(t) = J + Jin(t), Jin(t) = An(t, X, D), 
A_n(t,x,~)=~t[ bn 0( ) bi2;0(t,x)]~;(~)-2, n=1,2. 
2j=1 -21jt,x 
We also define BK(t), Bg(t), B~(t) and B;(t). Simple calculation yields 
B K ( t), B~ (t) ~ A( x~2 _ 1 ( t)), 
B~(t), Bc;(t) ~ CRo(1 + t)-312 X~2_ 1 (t) 2 , 




Va t(aau, eau), Va,O = t(aaUo, aaUo), 
fa t(Ja,1, Ja,2), Ja,l = Ja,2 
!a,1 aa F- Pa, for In I = m3, 
t(aa Jf3u, aaJf3u), Va[3,0 = Vaf3(0) = t( aa(xf3Uo), (}a(xf3Uo) ) , 
t ---(faf3,1, faf3,2), faf3,1 = faf3,2 
aa Jf3 F- Paf3, for la+ 2/11 = m3, 1/11 = 1, 2. 
We evaluate Y~(t) which is defined by 
+ L JIK(t)A2(t)Vaf3(t)ll + (1 + t)- 114 L I!K(t)A2(t)vaf3(t)JI. 
lal=m3-2 lal=m3-4 
I.BI=I I.BI=2 
We suppose that there exists a constant R > 0 such that 
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In view of (2.29), (2.30), (5.13), (5.15) and (5.16), we have 
Cii1Y!(t) ~ x:;:3 (t) ~ cRY~(t), Y~(o) ~ CR6, 
with some constant CR > 0. Using (3.22), (3.23), (3.24) and (5.17), we get 
IIF(t) llHm3-I + L IIK(t)A1(t)Ja(t) 11 < CR(1 + t)-ll/4 ~, 
llJ2 F(t)ljym3-S + L IIK(t)A2 (t)Ja/3(t)11 < CR(1 + t)-3/ 4 ~ · 
IQI=m3-4 
1~1=2 
By (5.13), (5.15) and (5.16), we have 
( Bb(t) + B~(t) + B;(t) )Betc(t) ~ CR(1 + t) -( l+e:) R2 • 
V0 and Va/3 satisfy 
(I at + i(a(D) + b1(t, x, D)) )va = fa, 
(I at+ i( a( D) + b2(t, X, D)) )va/3 = fa/3, 
respectively. Using (2.47), (5.14), (5 .18), (5.19), (5.20) and (5.21), we obtain 
:t L IIK(t)A1(t)v.,(t)11 < CR(l + t ) -(1+e) Jtl, 
lol=m3 
:t L IIK(t)A2(t)v.,(t) 11 < CR(l + t)-(1+•) Jtl, 
IQI=m3-2 
I~I=I 
!}__ L IIK(t)A2(t)va(t)11 < CR(1 + t)-314~. 
dt IQI=m3-4 
1~1=2 
The integration on [0, t] implies 
+(1 + t)-1/ 4 L IIK(t)A2(t)va/3(t)ll < CR(8 + ~). 
Noting [ J, at - iL\] = o we have 
IQI=m3-4 
1~1=2 







5.3. Proof of Part (ii) 
Making use of (5.18), (5.19) and (5.20), we obtain 
x:;:3 -1 (t) ~ cR(8 + ~). 
Combining (5.22) and (5.23), we get 




Then there exist constants R1 > 0 and CRI > 0 which are independent ofT > 0, such 
that 
sup Y~ (t) ~CRI (6 + ~), if R ~ R1• 
tE[O,T] 
If we choose R1 as CRI Rr ~ Rt / 4 at the beginning, then we have 
sup Y!(t) ~ R/ 2 if R ~ R1 
tE[O,T] 
provided that 8 is sufficiently small. This completes the proof of Part (i) of Theorem 5.1.4. 
5.3 Proof of Part (ii) 
In this section we prove Part (ii) of Theorem 5.1.4. The outline of its proof is basically 
the same as that of Part (i). Let l be the same integer as in Section 2.3. We take m4 as 
m4 = [(3l + 1) / 2] + 7 ~ m 1 + 1. We obtain the a priori estimate in Hm4 n Hl+3•1. Let m 
be an integer ~ m4 + 2 and let u be a solution to (1.1)-(1.2) satisfying 
2 
u E n C((o, T]; Hm-2i,i). 
j=O 
We define cPi(t, xi) by 
(/>i(t, xi) = M(l + t)- 1 L k_18" j/J J!Ju(t, x)l 2dij, j = 1, 2, 
IQI$1 
I~I~I 
with some large constant M > 0. We introduce K(t) , An(t) , bn(t, x, e), n = 1, 2, BK(t) , 
Bb(t), B~(t) , B!(t) and Bc;(t) in the same way as in the previous section. We put 
- z1 (t) + (1 + t) -e: Z2(t) , .Z(t) 
Z1(t) 
Z2(t) -
- llu(t) IIHm4-1 + I!Ju(t) 11Hl+2, 




m4 - ( 3l + 1) / 2 - 6 
8(m4- 2) > O. 
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We suppose that there exists a constant R > 0 such that 
Then we have 
sup Z(t) ::; R. 
tE[O,T] 
llm bhhj( t, X) 11 ::; </Jj( t, Xj ), 
N 
for (t, x) E [0, T] x lR , n, h, = 1, 2, j = 1, · · ·, N, 
BK(t), ng(t) < eR, 
B!(t), B';(t) < CR(l + t)-1 R2 , 
Bb(t) < CR(1 + t)-(l+2c) R2 , 
(Bb(t) + B~(t) + B';(t))Betc(t) < CR(1 +t)-1R2 , 
11 F( l) 11 Hm4 -1 + L 11 K ( l) A l ( l) J 0 ( l) 11 









Here we used (3.26), (3.27) and (3.36) to get (5.27) and (5.28). We here show the estimate 
of B~(t) actually, because its bound is delicate. 
(1 + t) lfo"'j a,.pj(t, Yi)dyjl 
We have only to show that the last term is 0(1) for any t ~ 0. In the same way as (4.8), 
we have 






L {Xj r N-1 ( 8tfr J!iu()oJ!iu +er J!iu8tf)oJf3u) (t, Yi, Xj)dxjdyj 
la:l9 Jo JJR 
11319 
L r£j r N-1 (il18° Jf3uaoJf3u- er J 13uii1fJoJf3u) (t, Yj, Xj)dxjdyj 
la:l9 lo }JR 
11319 
L [Xj r N-1 ( 8° Jf3 F( u, \lu)fJoJ!3u + 8° Jf3u(FJf3 F(u, \lu)) (t, yj, Xj)dxjdyj 
la:l9 lo }JR 
1131~1 
L JJRN-1 (i8j8° Jf3u()o-Jf3u- er Jf3ui8j()o-Jf3u) (t, Xj, Xj)dxj 
la:l9 
11319 
L JIRN-1 (iajcr Jf3uf)oJf3u- ao Jf3ui8jf)oJf3u) (t, 0, Xj)dxj 
la:l~l 
1131~1 
L [Xj r N-1 (trJ!3F(u, \lu)fJoJ!3u +8°Jf3u()o-Jf3F(u, \lu)) (t,yj,Xj)dxjdyj 
la:l9 lo }JR 
11319 
C sup L !Er Jf3u(t, x)l 2dxi 
lR la:l<1 
XjE 1131;;1 
2 L JJRN !ao J 13 F(u, \lu)BoJf3ul (t, x)dx. 
la:l9 
1131~1 
We remark here that 
00Jf3F(u, \lu)fJoJf3u = forth degree term of (u,8u, Ju,8Ju) 
+ (1 + t)fifth degree term of u, au, Ju, 8Ju). 
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By (3.20), the last term is estimated by CR. B~(t) does not cause the loss of time-decay. 
Unless F3 satisfies the gauge invariance (5.12), B~(t) gives the loss of time-decay, which 
prevent us from proving the global existence theorems. This property was first pointed 
out by S. Katayama and Y. Tsutsumi ([27]). 
Vo and V 0 f3 satisfy 
( I8t + i(a(D) + b1(t, x, D)) )vo /o, 
(I at+ i(a(D) + b2 (t, x, D)) )vo!i fof3, 
respectively. Using (2.47) (5.24), (5.25), (5.26), (5.27), (5.28) and (5.29), we obtain 
~Z (t) < C (1 + t)-I+c R 3 . dt 2 - R 
The integration on [0, t] yields 
(1 + t)-t: Z2(t) ::; CR(b + R3 ). (5.30) 
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In the same way as (5.23) we have 
Zl(t) ~ CR(b + R3 ). 
Combining (5.30) and (5.31), we get 
sup Z(t) ~ CR(b + R3 ). 
tE[O,T] 
(5.31) 
Then there exist constants R1 > 0 and CR1 > 0 which are independent ofT > 0, such 
that 
sup Z(t) ~ CR1 (b + R3 ), if R ~ R1. 
tE[O,T] 
If we choose R1 as CR1 RT ~ R1 /4 at the beginning, then we have 
sup Z(t) ~ R/ 2 if R ~ R1 
tE[O,T] 
provided that b is sufficiently small. This completes the proof of Part (ii) of Theorem 5.1.4. 
5.4 Proof of Part (iii) 
Finally, in this section we prove Part (iii) of Theorem 5.1.4. According to Theo-
rem 4.3.1 and Remark 4.3.2, we have only to get the a priori estimate of 
2:: ll8a J,Bu(t) 11£2 
la/3+21131 s ms 
l13ls2 
with m5 = [ ( N + 1) / 2] + l + 5 ~ m2 + 1. In the previous two sections we got the time-decay 
estimates by using the operator J and the Gagliardo-Nirenberg inequality. In the present 
section, however, we employ the V-Lq estimate developed in Section 3.3, because the 
quaqdratic nonlinearity is not suited to the previous method. 
Similarly, we make use of the convenient notations bn(t, x, e), An(t) = >._n(t, x, D) 
(n = 1, 2), Bb(t), V0 , Va,B, fa, /a,B and etc. In this section we put <Pi(t, s) = M(1 + 
t)-(l+e>(s)-<1+77) with some constants M,£, TJ > 0. £and TJ are arbitrary small constants. 
M is determined as follows. 
Simpl calculation yields 
llm ~~ (u(t), V'u(t))l 
< c(Ju(t, x)l + j\7u(t, x)l) 
< C(xk)-(1+77>(1 (1 +x~)-< 1+17)12u(t,x) j + j(1 +x~)-( 1+77)/2 \7u(t,x)j) 
< C(xk} -(!+~){ llu(t)llw,.~ 
+llu(t)llt!,-;-,'!.!12 (lx~u(t, x)l + lxku(t, x)l + i'V(x~u(t, x)ll) (1+~)/2 }. 
5.4. Proof of Part (iii) 
Noting 
we get 
xku Jku- 2i(1 + t)8ku, 
x~u J~u- 2i(1 + t)8kJku + 2i(1 + t)u + 4(1 + t) 28~u, 
lx~u(t, x)l + lxku(t, x)l + j\7(x~u(t, x))l 
< C( II J 2u(t)llw1,oo + (1 + t)11Ju(t)llw2,oo + (1 + t) 2 llu(t)llw3,oo) 
< C( -N/4 + 2) 2:: (1 + t)Nf4-I,Billaa J,Bu(t)ll£4. 
lal+2113lsms-[N/2)-2 
113ls2 
Then we have 
llm ~~ (u(t), 'Vu(t))l 
< C(xk)-(1+77)(1 + t)-N/4+1+77 
x 2:: (1 + t)Nf4-I,Bi llaaJ,Bu(t)IIL4· 
lal+21131sms-[N/2)-2 
l13ls2 









2:: IIK(t)A2Va,B(t) 11 
lal+21131=ms 
1131=1,2 
2:: 11aa J,Bu(t) 11£2 
lal+21131=ms-1 
l13ls2 
2:: 11aa J,Bu(t)ll£4. 
lal+21131=ms-[N/2)-2 
l13ls2 
sup Y~(t) ~ R 
tE[O,T] 
with some constant R(~ RI). (5.32) implies that 
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(5.32) 
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for t E (0, T]. It is easy to see 
BK(t) :::; CRu 
Bg(t), B~(t), B;(t), Bb(t) :::; CRI (1 + t)-Nf4+2 R 
In view of (2.29), (2.30), (5.33) and (5.34), we have 
1-N -N -N C_RI ym5(t):::; xm5(t):::; CRiym5(t), 
Then, (3.43), (3.44) and (3.45) become 
IIF(t) llwm5-1.4/3 + IIF(t) IIHm5-I + L llfa(t) 11 
< CRI (1 + t)-N/4 R2, 
IIJF(t)llwm5-3.4/3 + IIJF(t)11Hm5-3 + L llfop(t)ll 
la I +2lt31=m5 lt31=I 
< CRI (1 + t)-N/4+1 R2, 
IIJ2 F(t)llwm5-5.4/3 + IIJ2 F(t)IIHm5-5 + L llfop(t)ll 
lal+2lt3l=m5 lt31=2 
Va and Vap satisfy 
(18t+i(a(D)+b1(t,x,D))) va == fa, 
(18t +i(a(D)+b2(t,x,D)))vap ==fop, 
respectively. Using (2.47), (5.33), (5.34) , (5.35), (5.36) and (5.37), we obtain 
d dt L IIK(t)A1(t)va(t)ll < CRI(1+t)-(l+e:)R2, 
lol=m5 
d dt L IIK(t)A2 (t)vap(t) 11 < CRI (1 + t)-(l+e) R2, 
lal=m5-2 lt31=I 
d dt L IIK(t) J12 (t)vap(t)ll < CRI(1 + t)-314R 2 . 
lal=m5-4 lt31=2 







+ L IIK(t)A2(t)vap(t)ll < CR(8 + R3 ). (5.38) 
lai=m5-4 lt31=2 
5.4. Proof of Part (iii) 
On the other hand, using 
(8t- i£1)()0 JPu ==Er J 13 F, 
(5.35), (5.36) and (5.37), we have 
lal+2lt31:5m5-I lt31:52 
< 8 + l•l+2f~ms-I l118'' Jf3 F( T )dr 
lt31 :52 
< CRI (8 + R2), 
L (1 + t)Nf4+1PIIIfrJPu(t)IIL4 
la l+2lt31:5m5 -(N/2)-2 lt31 :52 
< C8 + L rt (1 + t- r-N/4 )(1 + t)N/4+1PIIIfr JP F(r)IIL4/3dr 
lal+2lt31:5m5-(N/2]-2 Jo lt31:52 
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(5.39) 
< CRI (8 + R2). (5.40) 
Combining (5.38), (5.39) and (5.39), we obtain 
Y~(t)CRI (8 + R2). 
Similarly, we can get the a priori estimate provided that 8 > 0 is sufficiently small. This 
completes the proof of Theorem 5.1.4. 
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Chapter 6 
The initial value problem for the 
elliptic- hyperbolic 
Davey-Stewartson equation 
6.1 Introduction to the Davey-Stewartson equation 
In this chapter we study the initial value problem for the elliptic-hyperbolic Davey-
Stewartson equation of the form 
atu- i(a; + a;)u = f(u, axu, ayu) in (0, oo) X IR2, (6.1) 
u(O, x, y) = 'll{J(x, y) in IR2 , (6.2) 
where u(t , x, y) is C-valued, i = vCf, at = ajat, ax = ajax, ay = a jay, and the 
nonlinear term f ( u) is defined by 
2 
f(u, axu, ayu) - L ajfj(u, axu, ayu), 
j =O 
fo(u, axu, ayu) - lul 2u, 
!J (u, Bxu, Byu) - i+oo ax(iu(x, y'W)dy'u(x, y), 
f2(u, Bxu, 8yu) - 1+oo By (iu(x', YW)dx'u(x , y), 
ao, a1 , a2 , E C are constants. 
We use the following notations. (~, () E IR2 1neans the dual variable of (x, y) E IR2 
under the Fourier transformation. a~ = aja~ and ac; = aja(. Jx and Jy are defined by 
Jxu = eix2 / 4(l+t)2i(1 + t)ax(e-ix2 / 4(1+t)u) = (x + (1 + t)ax)u, 
lyu - eiy2 / 4(l+t)2i(l + t)ay ( e-ty2 / 4(l+t)u) = (y + (1 + t)8y )u. 
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(Dx) = (1- a;) 112 , (D11 ) = (1- a;) 112 , (Dx; Dy) = (1- a;- a;) 112 , (x) == Vl + x2 , 
(y) == y'I + y2, (x; y) = y'l + x2 + y2. 
wm,p = wm·P(JR.2) = { u E S'(IR.2) lllullw=·· = (JJIR.21(Dx; Dy}muiPdxdy) l/p < +oo }. 
LP = W 0·P, Hm == Wm• 2 for m E JR and 1 ~ p < oo. 
Wm,oo = Wm•00 (lR2 ) = { u E S1(JR2 ) lllu!wTn,oo = ess.supj(Dx; Dy)muj < +oo }, 
L00 == W0•00 , for m E JR. 
Hm,n = Hm,n(JR2 ) = { u E S1 (1R2) lllulnTn,n = 11 (x; y)n(Dx; Dy)mull£2 < +oo} 
for m, n E JR. 11 · llm means Hm-norm. Especially 11 · 11 and (·, ·) mean L 2-norm and 
2 I I 2 1 £ 2-inner product respectively. S = S(JR ) and S == S (IR ) denote the Schwartz c ass 
and its topological dual respectively. Let f2 be an open subset of some Euclidean space. 
TI( f2) and '])1 ( f2) are the dual pair of the class of test functions of C0 ( f2) and the class of 
distributions on f2. 13°(f2) is the Banach space of all bounded linear continuous functions 
on Q. 1300 (Q) is the Frechet space of all coo functions on f2 whose derivatives of any 
order are all bounded. Let E and F be Frechet spaces. .C ( E, F) denotes the set of 
all bounded linear operators of E to F. .C(E) = .C(E, E). Let (X, Y) is a dual pair 
of locally convex spaces X and Y. (y, x) means the operation of y E Y on x E X. 
c ((o, T]; E) and Cw([O, T]; E) are the sets of all strongly and weakly continuous E-
valued functions on [0, T] respectively. [s] means the largest integer less than or equal to 
s E JR. N = {1, 2, 3, ... } and Z+ == NU {0}. We denote the positive constants by the 
same letter C. 
Originally the Davey-Stewartson systems are written as 
Btu- i(8a; + a;)u i!lul 2u + ib(Bx'P)u, (6.3) 
(a;+ ca;)'P = Bx (!ul 2), (6.4) 
where 8,1 = ±1, b E JR and c E JR\{0}. In [16] J.-M. Ghidaglia and J. -C. Saut classi-
fied (6.3)-(6.4) as elliptic-elliptic, hyperbolic-elliptic, elliptic-hyperbolic and hyperbolic-
hyperbolic according to the respective sign of ( 8, c) = ( +, + ), ( -, + ), ( +,-) and ( -,-), 
and studied th initial value problem for (6.3)-(6.4). 
For the cases of the elliptic-elliptic and the hyperbolic-elliptic (i.e. c > 0), (6.3)-(6.4) 
becomes 
Btu- i(8fi; + a;)u = i1lul 2u + ib( Rc(lul 2 ) )u, (6.5) 
where Re is a singular integral operator whose symbol is ~2 / (~2 + c(2). Since Re is a 
bounded linear operator from £P(1R2 ; JR) to £P(JR2 ; JR) for any 1 < p < +oo, (6.5) is similar 
to 
1' E JR\{0}. 
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Then J.-M. Ghidaglia and J.-C. Saut ([16]) obtained the complete results on the local 
existence, the global existence and the blow-up of the initial value problem for (6.5) 
under the condition 8 == + 1. If 8 = -1, the global existence is an open problem even for 
the small initial data. 
On the other hand, in the cases of the elliptic-hyperbolic and the hyperbolic-hyperbolic 
(i.e. c < 0), one assume the radiation condition 
'P(t,x,y)~o as x+y,x-y~+oo (6.6) 
in order that (6.4) is solvable. Here we put c = -1 for simplicity. With the transformation 




f(u, axu, ayu) = i(-r- ~)!o(u, axu, ayu) + i~ !1(u, axu, ayu) + i~ h(u, axuAu). 
Thus we consider the nonlinear term f(u, Bxu, Byu) as in (6.1). Because f(u, Bxu, Byu) 
contains Bx u, Bx u, By u and By u, the classical energy estimates are not available for the 
cases of the elliptic-hyperbolic and the hyperbolic-hyperbolic. Moreover, our method 
developed in Chapter 2 is not applicable. More precisely, the diagonalization technique 
does not work well, because of the non-locality of f 1(u,8xu,811u) and f 2(u,8xu,8yu). 
Up to recently, there is no mathematical result on the initial value problem for (6.7)-
(6.2). First, F. Linares and G. Ponce ([34]) proved the local existence of small solutions 
to the initial value problems for the cases of the elliptic-hyperbolic and the hyperbolic-
hyperbolic by the sharp smoothing estimates on eit(Bi+~) and e-2itaxa", which are basically 
due to C. E. Kenig, G. Ponce and L. Vega ((30]). Recently, using so-called abstract 
Cauchy-Kowalewski theorem, N. Hayashi and J.-C. Saut ([22]) have shown the local and 
the global existence of analytic solutions to the initial value problems for the cases of the 
elliptic-hyperbolic and the hyperbolic-hyperbolic. 
The purpose of this chapter is to show the global existence of small amplitude solutions 
to (6.1)-(6.2). The main results are the following. 
Theorem 6.1.1 (Local Exist ence) Let m6 be a sufficiently large integer. We put a= 
max(ja1 1, la2 j). Then for any 
Uo E Hm (mEN::::>: ffi6) satisfying IIUoiiP < 2~, (6.8) 
there exists a timeT = T(lltl{)llm1 ) > 0 such that the initial value problem (6.1)-(6.2) 
possesses a unique solution 
u E Cw([O,T);Hm) nc([O,T);Hm-l). 
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Theorem 6.1.2 (Global existence) Let m 7 be a sufficiently large integer~ m6 + 1. 
Then there exists a constant 8 > 0 such that for any 
5 5 
Uo E n Hm-i,i (mEN~ m1 + 3) satisfying L llUo IIH=2-j,j :::; 8, 
j:=O j=O 
the initial value problem ( 6.1 )-( 6. 2) possesses a unique solution 
5 
u E n ( Cw(rO, oo); sm-i.i) n c(ro, oo); sm-1-i·i) ). 
j=O 
Remark 6.1.1 Since our analysis is based on the symbolic calculus of pseudo-differential 
operators, it is troublesome to determine the minimum of m 6 and m 7 . 
Remark 6.1.2 Our method is useless for the global existence of solutions to the case of 
the hyperbolic-hyperbolic. 
Remark 6.1.3 In [13), using the inverse scattering technique, A. S. Fokas and L. Y. Sung 
proved the global existence for (6.3)-(6.4)-(6.6) with large initial data under the condi-
tions 8 = +1, c = -1 and 21 + b = 0. 
Now we explain the idea of the proofs. Theorem 6.1.1 follows from the energy in-
equality. Theorem 6.1.2 is proved by the a priori estimates which consist of the energy 
and the decay estimates. 
For the energy estimates, we make use of S. Doi's method ([11]) for linear Schrodinger 
type equations 
N N 
atu- iilu + L bi(t, x)aiu + c(t, x)u = f(t, x) (0, T) x IR , 
j = l 
where ai = ajaxi· (j = 1, .. ·, N), '\1 =(a= 1, .. ·,aN), L1 = '\1 · '\1 =a:+· .. + aN and 
bi(t, x), c(t, x) E c(ro, T]; 1300 (IRN)). Roughly speaking, under the appropriate condition 
on Imbi(t,x), there exists a automorphic u ~ Ku in L 2 (IRN) such that [K, -i.Ll)K- 1 is 
elliptic which is stronger than I:f=1 Imbi(t,x)ai. Because one can choose [K, -i.Ll]K-1 as 
sufficiently strong, ([K, -i.d]K- 1 + I:f=1 lm bj(t, x)aj) 112 gives the smoothing estimates 
of order 1/ 2. W use this property to get the energy estimates for (6.1)-(6.2). 
We explain the outline of the decay estimates. Because f(u, axu, ayu) satisfies the 
gauge invariance in a sense, Jx and Jy act well on f(u, axu, ayu). Then we can use Jx 
and Jy positively. Combining them and the Gagliardo-Nirenberg inequalities, we get the 
decay estimates. !1 (u, axu, ayu) and !2(u, axu, ayu) behave as if they were cubic terms in 
one space dimension because of their nonlocality. This implies 
!1(u,axu,ayu),f2(u,axu,ayu) = 0((1 +t)-1) 
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as t ~ +oo. Then we need an extra time-decay. Fortunately we can use the null gauge 
condition of Y. Tsutsumi ([50]) 
8x(iui 2 ) = 2i(/+ t) ( Jxuil- uJxu) (6.9) 
and we can get the extra time-decay. (see also [27]). 
The organizations of this chapter is as follows. Section 6.2 is devoted to obtain the 
smoothing effect of eit(&;+a~). Section 6.3 contains preliminary results. In Sections 6.4 
and 6.5 we prove Theorems 6.1.1 and 6.1.2 respectively. 
6.2 Linear Estimates for the Davey-Stewartson equa-
tion 
In this section, following S. Doi [11], we obtain the smoothing effect of eit(o;+a;)_ 
We use the symbolic calculus of pseudo-differential operators on IR and not on JR.2 . We 
suppose t E [0, T] with some constant time T > 0. We define the pseudo-differential 
operators K(t) = k(t, x, Dx) and H(t) = h(t, y, Dy) by 
k(t, x, ~) exp (- f <f>(t, s)ds~(~) - 1) , k'(t, x, ~) = k(t, x, ~)- 1 , 
h(t,y,() exp ( -l'I/J(t,s)ds((()-1), h'(t,y,() = h(t,y,()-1, 
<j)(t, s), 'lj;(t, s) E C1 ([o, T]; L1(IR)) n C([o, T]; 1300 (1R) ), 
<P(t,s),'lj;(t,s) ~ 0 for (t,s) E [O,T] x JR. 









L (la~a(h(t, y, ()I+ 1a~8(h'(t, y, ()I), 
(y,()ElR. a+{3~l 
l +oo l+oo -oo <P(t, s)ds, B~(t) = -oo 'lj;(t, s)ds, 
sup If 81</>(t, s)dsl, B!(t) =sup lfoy 81</>(t, s)dsl, 
xEJR. yEJR 
sup L (la;<P(t,x)l + lata;<P(t,x)l), 
xElR a~l 
suP 2:: (I a; 7/J ( t, y) I + I at a; 7/J ( t, y) 1) 
yEJR. a~l 
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where l EN is some large integer (see Remark 6.1.1). K(t) and H(t) are the automorphic 
on L2 (JR2) in some sense. 
Lemma 6.2.1 
11 u 11 < CB K ( t )2 ( 1 + B~ (t)) ( 1 + B; ( t)) 
x(IIK(t)ull + llull-1), 
(IIK(t)ull + llull-1) < CBK(t)llull, 
jjujj < CBH(t)2 ( 1 + B~(t)) ( 1 + B~(t)) 
x (IIH(t)ull + llull-1), 
(IIH(t)ull + llull-1), < CBH(t)llu!l, 
2 for u E L2(1R) and t E [0, T]. 
Proof See Lemma 2.3.3 1 





Lemma 6.2.2 We put ,~ == atu- (i + E)(a; + a~)u, (E E [0, 1]). Then there exists a 
constant C1 > 0 which is independent of E E (0, 1], such that 
! IIK(t)u(t)ll2 < -4( c/l(t, x)(D.,) 112 K(t)u(t), (D.,) 112 K(t)u(t)) 
- 2E(IIaxK(t)u(t)il 2 + jjayK(t)u(t) ll 2) 
+ C1 ( B~(t) + B;(t))Betc(t)(IIK(t)u(t)ll + llu(t)il-1) 2 
+ 2Re ( K(t)JF:(t), K(t)u(t)), (6.14) 
!IIH(t)u(t)ll 2 < - ('I/J(t,y)(Dy) 112 H(t)u(t), (Dy) 112H(t)u(t)) 
- 2E(IIaxH(t)u(t)ll2 + ]jayH(t)u(t)\12) 
+ C1(B~(t) + B~(t))B~tc(t)(IIH(t)u(t)!l + llu(t)ll-1) 2 
+ 2Re (H(t)fe(t), H(t)u(t)), (6.15) 
for u E c([o, T]; H 2) n C1 ([o, T]; L2) and t E [0, T], where 
Betc(t) - BK(t)3(1 + B;(t)) 3 (1 + B~(t)), 
B~tc(t) == BH(t)3(1 + B~(t)) 3 (1 + B~(t)). 
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Proof We show (6.14). The simple calculations yield 
K ( t) JF: - at ( K ( t) u) - ( i + E) (a; + a;) ( K ( t) u) 
+ 2(1- iE)(Dx) 112tj;(t, x)(Dx) 112( K(t)u) + R1_(t)u, (6.16) 
R~(t) - R2(t)- (i + E)R3(t), 
£7( R2(t)) (x, e) - -Btk( t, x, e) =fox BtcP( t, s )dse (e) -I k(t, x, e), 
R3(t) - [K(t), a;] - 2i(Dx) 112tj;(t, x)(Dx) 112 
- ~(t) + R5(t) + ~(t)K(t), 
£7( R4(t)) (x, e) - ( -2it/J(t, x) (e) -l - q;( t, x ?e2 (~) - 2 + axq;( t, x )e (e) -l) k(t, x, e), 
£7( Rs(t)) (x, e) - - 2~ e (e) -1 !o1 JflRxlR e-i•~(e + Ory) (e + Ory) -1 
xtj;(t, X+ z)k(t, x + z, e)dzdryd0, 
(7(~(t))(x,e) = _ _!_(~)1/2 {1 {{ e-iz11(e+Ory)(e+Ory)-3f2 27r Jo J 11Rx1R 
xaxlj;(t, x + z)dzdrydO. 
It is easy to see that there exists a constant C~ > 0 which is independent of E E [0, 1], 
such that 
11 R~ ( t) 11 /:..; (£2 ) ~ C~ ( B~ ( t) + B; ( t)) ( 1 + B; ( t)) B K ( t) ( 6.1 7) 
for t E [0, T] and E E [0, 1]. (6.10), (6.16) and (6.17) imply (6.14). In the same way we 
can get (6.15). 1 
6.3 Preliminaries for the Davey-Stewartson equa-
tion 
This section is devoted to the estimates of the nonlinear term f ( u, ax u, ay u). In 
particular, the Gagliardo-Nirenberg inequalities 
llv 11 Loo(JR) 
lluiiLoo(lR) 
< Cllaxvll 112 llvll 112 for v E H 1(1R), 
£2(JR) £2(1R) 
< C L ll~a:ull 112 2 llull 112 2 for u E H2(1R2), 
a+.B=2 £2(JR ) £2(JR ) 
play important roles to get the decay estimates of solutions. 
Let l be the same integer as in the previous section. We put 
l
+oo 2 l+oo 2 
tj;(x) =M -oo ju(x, y)l dy, 'lj;(y) =M -oo ju(x, y)j dx, 
(6.18) 
(6.19) 
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with some constant M > 0. Similarly we define K = k(x, Dx), K' = k'(x, Dx), H = 
h(x, Dx) and H' = h'(x, Dx) by 
k(x, ~) = exp ( ~ J: cf;(x')dx'~(~)- 1 ), k'(x, ~) = k(x, ~)- 1 , 
h(y,() = exp (~fay 1/J(y')dy'((()-1), h'(y,() = h(y,()- 1 
We put Ro = K' K- 1 and we introduce BK, BH, Br;r and B<.;. To resolve the loss of 
derivatives, we prepare 
Lemma 6.3.1 Let m be an integer ~ l + 1. Then we have 
(6.20) 
for u E Hm and w E H 1 , where 
u' = u P = K' v = Kw 
' ' 
I -
or u =u,P=K,v=Kw, 
and 
(6.21) 
for u E Hm and w E H 1 , where 
u' = u P = H' v = Hw or u' = u P = H v = Hw 
' ' ' ' ' 
Proof We have only to show (6.20). The simple calculation yields 
I ( K { (foo u'&xPvdy') u}, Kw) I 
< I (foo rs(y, y1, x, Dx)vdy', Kw) I 
+ I ( u'rg(x, Dx)(Dx) 112vdy', u(Dx) 112 Kw) I' (6.22) 
6.3. Preliminaries for the DS equation 
rs(y, y', x, Dx) - [K, u(x, y)u'(x, y)]BxP 
+ [u(x,y)u'(x,y')KBxP, (Dx) 112)(Dx)-112 
+ (Dx) 112u(x, Y )u' (x, y') ( KBxP(Dx) - 1/ 2 - rg(x, Dx) (Dx) 112), 
rg(x,~) - ik(x,~)p(x,~)~(~)- 1 . 
It is easy to see 
llrs(y, y', ·, ·) ll,c (L2 (1R)) :::; CBi<( sup I (Dx) 1u(x, y) I) (sup I (Dx) 1u(x, y') I). 
xElR xElR 
Then we have 
I (.{"" rs (y, y', x, Dx )vdy', Kw) I 
< JJJirs(y, y', x, Dx)v(x, y')IIKw(x, y)ldxdydy' 
< !! (/lrs(y, y', x, Dx)v(x, y')l2 dx r2 (/IKw(x, y)j2 dx r2 
x ( supi(Dx)1u(x, y)l) ( supj(Dx)1u(x, y')i)dydy' 
xElR xElR 
< CBk {J supj(Dx)1u(x,y)j (/jKw(x,y)j 2 dx t 2 dy } 2 
xElR 
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< CBk (J supi(Dx)1u(x, y)l 2 dy) IIKwJI 2 . (6.23) 
xElR 
On the other hand, we get 
I(/ u'rg(x, Dx)(Dx)112vdy', u(Dx)112 Kw) I 
< JJJiu(x, y')llrg(x, Dx)(Dx) 112v(x, y')lju(x, y)lj(Dx) 112 Kw(x, y)ldxdydy' 
< j (/ju(x, y') 12 dy't2 (/lrg(x, Dx)(Dx)lf2v(x, y') 12 dy't2 
X (Jiu(x, y)j2 dy r2 (JI(Dx) 112 Kw(x, y)j2 dy t 2 dx 
~ ~ j cf;(x) (/jrg(x, Dx)(Dx) 112v(x, y')j2 dy't2 (/j(Dx) 112 Kw(x, y)j2 dy t 2 dx 
< ~ jjct>(x)if2rg(x, Dx)(Dx)lf2vjjjjcfJ(x)if2(Dx)l/2 Kwj j 
< 2~ {jjct>(x )lf2rg(x, Dx) (Dx) lf2vll2 + jjct>(x )1/2 (Dx) 1/2 K win 
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= 2~ {Re (rg(x, Dx)* </J(x)rg(x, Dx)(Dx)112v, (dDx1/2v) 
+( 4>(x)(Dx) 1/ 2 Kw, (Dx) 1/ 2 Kw)} 
< 2~ {Re ( </J(x)rw(x, Dx)(Dx) 112v, (Dx) 112v) 
+(4>(x)(Dx) 112 Kw, (Dx) 112 Kw)}+ CBC: Bk-11Kwll2, 
where 
I 1
2 2 -2 rw(x, e) = k(x, e)p(x, e) e (e) . 
Then the sharp Garding inequality implies 
I (J u'rg(x, Dx)(Dx)112vdy', u(Dx)112 Kw) I 
< 2~ { 1 + sup ,ik(x,~)p(x, on(</J(x)(Dx) 1/ 2 Kw, (Dx) 112 Kw) (x,~)ElR 
+ CB;='Bk-11Kwll2 
< 2~{ 1 + sup 2 jk(x,~)p(x,~)n(<P(x)(Dx) 1 12 Kw, (Dx) 112 Kw) (x,~)ElR 
+ C (J supi(Dx)1u(x, y)l 2 dy) Bk-11Kwll 2 . (6.24) 
xElR 
Substituting (6.23) and (6.24) into (6.22), we obtain (6.20). 1 
To prove Theorem 6.1.1, we prepare the following two lemmata. 
Lemma 6.3.2 Let m be an integer~ 2. Then there exists a constant C > 0 depending 
only on m such that 
L I la~~ (!1 ( u, Bxu, 8yu)) 11 
a+i3sm 
a$m-l 
+ L llo~~(!2(u,8xu,8yu))l l ~ Cllull[~]+ 1 llullm, (6.25) 
a+i3sm 
13$m-l 
2 L:llfj(u, Bxu, 8yu)- fi(v, Bxv, 8yv)llm_1 j=O 
< C(llullm+llvllm) 2 11u-vllm, (6.26) 
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for u, v E Hm, and 
IIO:(h(u, 8xu,8yu)) - ({oo U&;'+ludy') u- ({oo u&;'+ludy') ull 
+ lla;(!2(u, axu, ayu)) - u:<X> u~+ludx') u- ([00 u~+1 udx') ull 
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< Cllull[~]+1 llullm (6.27) 
for u E Hm+1. 
Lemma 6.3.3 Let m be an integer~ l + 1. Then 
I( K [{{00(ua;+1u +u8;'+1u)dy'}u], Ka;u)l 
< 2~ ( 3 + e4MIIu112) ( </J(x)(Dx)112 K8;'u, (Dx) 112 K8;'u) 
+ CB~IIullf+111Ka:uii(IIK8:ull + llullm-1), 
J( H [{J,+oo (u~+lu + ua;+lu)dy'} u], H~u)J 
< 2~ (3 + e4MIIu112) ( '1/J(x)(Dy}l/2 H8;'u, (Dx)l/2 H~u) 
+ CB1IIullf+111Ha:u11(11Ha;;ull + llullm-1), 
for any u E Hm+1 . 
Proof of Lemma 6. 3. 2. The Gagliardo-Nirenberg inequality implies 




Let 0:' and {3 be non-negative integers satisfying 0:' + {3 ~m and 0:' ~ m- 1. We have 
a~ a: (!1 ( u, Bxu, 8yu)) - gf13 (u) + g~13 (u) 
gf13(u) = - L: L: 
a 1 +a2+aa=a+I [31 +f32+f3a=f3-1 
aasa 
0:'!(0:'1 + 0:'2) {3! 
0:'1!0:'2!0:'3! {31!{32 !{33!({3- {33) 
x a;~~~ua;2~uff;a~au, 
0:'!(0:'1 + 0:'2) L 'I I a1 +a2+aa=a+I 0:'1.0:'2.0:'3 · 
a3Sa 
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In the same way as (6.30) , we get 
Using the Schwarz inequality with respect to y', we have 
llg~fl(u)ll ::; L a!(~J-; a~) 
a: I +o:2+o:3=o:+I ol.o2.a3. 
003S 0 
x {! (f l~1 ul 2dYI) (J l~2 ul 2d112) (J i~•O:ui2dya) dx} 112 
< C (sup ji(Dx; Dy)!"'Pll2 dy) llullm 
xelR 
< Cllull[mp]+lllullm· (6.32) 
Combining (6.31) and (6.32), we obtain 




In the same way, we have 
L iio;ae(!2(u,8xu,8yu))\l ~ Cll ull[~]+lllullm· (6.34) 
o:+~<m ~$m--l 
(6.30), (6.33) and (6.34) show (6.25). Similarly we can obtain (6.26) and (6.27). 1 
Proof of Lemma 6.3.3. We here note 
where Ro = K' K- 1 E ~(H-3 , £2). Using (6.20), we obtain (6.28). Similarly we get 
(6.29) by (6.21). 1 
Now we obtain the estimates on the nonlinear term f(u, Oxu, Oyu) in order to prove 
Theorem 6.1.2. Using (6.19), we have 
llullvXl ~ 0(1 + t)-1 L IIJ~' Jt' ulll/211uWI2 
o:'+{3'=2 
for u E H 2 n H0•2 . Let us introduce 
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We here remark the properties of Jx and Jy, those are 
[Jx, Jy] = [ox, Jy] = [oy, Jx] = 0, [ox, Jx] = [oy, Jy] = 1. 
We show the following two lemmata. 
Lemma 6.3.4 Let m be an integer?: 6. Then we have 
where 
L II~O:J~' Jt' {!o(u(t), axu(t), 8yu(t)) }11 
o:+~+a'+~'<m a1 +~1 $5-
+ L ilo~~J~' Jt' {!1(u(t), Oxu(t), 8yu(t)) }11 
o+~+a1+~1 $m 
a1+~1 <5 a+a'<~-1 
a 1$4 





< C(1 + tf2 (t Xm-i-lJ(t) r txm-iJ(t), 
a+~J~ J;' { h( u(t), Bxu(t),Byu(t))} - ff''' ( u(t))u(t)ll 
a 1 $5 
+ L ~~~Jt' {!2(u(t), Oxu(t), Oyu(t))}- ff!3' (u(t))u(t)ll 
13+131=m 
~'$5 
+ L lla;ae J;{!1(u(t), Bxu(t), oyu(t)) }11 
o:+{3~m-6 
+ L llo~~ J;{J2(u(t), axu(t), Oyu(t)) }11 
o:+{3~m-6 
< c(1 + t)-) (txm-j-l,j(t)r txm-j,j(t), 
h"'"'' ( u) - too (~+I J;' uU + ( -1)"'' u{}<;+l J{ u )dy', 
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Lemma 6.3.5 Let m be an integer"?:_ max(l + 1, 6). Then we have 
L I (K(t)(Jfa' (u(t))u(t) ), K(t)~ J~' u(t)) I 
or+a'=m 
a 1 $5 
< 2~ ( 3 + e4MIIu(t)112 ) 
x ( </>( t, x) (Dx) 112 K(t) ( ~ J;' u(t)), (Dx) 1/ 2 K(t) ( 8~ J~' u(t)),) 
+ CBK(t)4 (1 + t)-1 (t Xm-j-1J(t)) 2 IIK(t)( a; J;' u(t) w 
+ CBK(t)3 B;(t)(1 + t)-1 
X (t Xm-i- 1.i(t)) 2 11K(t) ( 8; J;' u(t)) lllla; J;' u(t)ll• 
L I ( H(t) (Jf{j' ( u(t))u(t)), H(t)O: J:' u(t)) I 
13+131=m 
/31$5 
< 2~ ( 3 + e4MIIu(t)112 ) 
x ( 1/;(t, y)(Dy) 112 H(t) ( 0: Jt u(t)), (Dy) 112 H(t) (a: Je' u(t)),) 
+ C BH(t)4 (1 + W1 (t Xm-i-1.i(t)) 2 11H(t) ( ~ Je' u(t)) 11 2 
+ CBH(t)3 B;(t)(1 + t)-1 
X (t Xm-j-1,j(t)) 2 11H{t)( ~J{ u(t) )1111~ Je'u(t)ll• 
5 
for t E [0, T], u E n C([O, T]; Hm+1-i,J). 
j=O 
Proof of Lemma 6. 3.4. It is easy to see 
L ~~~~ J;' J:' {fo(u(t), Bxu(t), Byu(t)) }11 
a+/3+a1+{31$m 
a'+/31 $5 





Let a, (3, a' and (3' be non-negative integers satisfying a + (3 +a' + (3' ~ m, a' + (3' S 5, 
a + a' S m - 1 and a' S 4. We have 
r:18 ' {j' ( ) a{ja1 {j' a{ja1 {j' ( ) a~ay J~ Jy /1(u, Bxu, 8yu) = 93 (u) + 94 u ' 
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a(3a' (31 ( ) 93 u = -
af3o:' (3' ( ) 94 u 
a1 +a2+a3=a a~ +a;+a~=a' (31 +f32+f33=f3-1 
AI' n,/f (AI/ + AI/ ) (3' X \A· \A • \A 1 \A2 · ( _ ) a; 
a1!a2!a3! a~!a~!a~! (31!(32!(33!((3- (33) 1 
X if! 1 8(31 Ja~ u&!2 cf'l h; uif!3 fl!3 Jo:~ Jf3' U 
X y X X Y X X y X y 
+ 
0:1 +o:2+a3=a a~ +a;+a~==a' (31 +f32+f33=f3-1 
a~2::1 
a1 +a2+a3=a a~ +a~+a;=a' f31 +f32+f33=f3-1 
a~2::1 
101 
Here we used the null gauge condition (6.9) in the right hand side of g~f3a'f3' ( u). In the 
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We here remark that (6.18) implies 
J supfu(t,x,y)f 2dy:::; C(l+ W 1 L ffa;J~u(t)r 
xElR a:+.B~l 




5 L Jlg~,Ba:',£3' (u(t))ll ~ C(1 + t)-2 ~Xm-j-l,j(t) ~Xm-j,j(t) 
a:+.i3+o' +.i3'~m J-0 J-0 
o/ +.131 ~5 
a:+a'~m-1 
o 1 ~4 
(6.42) and (6.44) show 
L IJ~a: J~' It {fl (u(t), axu(t), ayu(t)) }11 
a+J3+o1 +.13 1 ~m 
a1 +.131 ~5 
a+a'~m-1 
a1 ~4 
< C(l + t)-2 (~ Xm-j-1,i( t)) 2 t Xm-i,i(t). 
Similarly we can get 
2:: Jla~a: 1~' Jff' {f2(u(t), axu(t), ayu(t)) }I I 
a:+J3+a'+,t31 ~m 
a1 +,t31 ~5 
,t3+.13'~m-l 
,13'~4 





Combining (6. 1), (6.45) and (6.46), we obtain (6.36). The proof of (6.37) is almost same 
as that of (6.36). We here remark that we do not use the null gauge condition (6.9) to 
get (6.37). 1 
Proof of Lemma 6.3.5. The proof of is basically same as that of Lemma 6.3.3. Lemma 6.3.1 
and (6.43) imply (6.38) and (6.40). 1 
6.4 Proof of local existence theorem 
We prove Theorem 6.1.1 by the parabolic regularization and the uniform estimates 
which follow from Lemma 6.2.2. First we consider 
atu~- (i +c)( a;+ a;)ue: 
ue:(o, x, y) uo(x, y) . 2 Ill IR ' 
2 (0, 00) X IR ' (6.47) 
(6.48) 
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where E E (0, 1]. We remark that the initial data Uo is independent of E E (0, 1]. Since 
the elliptic term -E( a; + a;) resolve the loss of derivatives, We obtain 
Lemma 6.4.1 Let m be an integer~ 2. For any Uo E Hm, there exists a time Te: = 
T(c, lluoll2) > 0 such that the initial value problem (6.47)-(6.48) possesses a unique solu-
tion u E c([o, Te:); Hm). Moreover the mapping Uo ~ u is continuous between the above 
spaces. 
Proof It is easy to show Lemma 6.4.1 by using (6.25) and (6.26). We omit the rigorous 
proof. 1 
Secondly we prove the existence of a solution to (6.1)-(6.2) by the uniform estimates 
on { ue:}e:E(O,IJ· More precisely, we show that there exists a timeT> 0 which is independent 
E E (0, 1] such that {ue:}e:E(O,l] is bounded in L00 (0, T; Hm). Let m6 == l + 3 where lis the 
same integer as in Section 6.2, and let m be an integer ~ m6 . We put M == ae. We define 
Ke:(t) 
ke:(t, x, ~) 
4l(t,x) 
He:(t) 
he:(t, x, ~) 
1/f(t, y) 
ke:(t, X, Dx), 
exp (- f <fl(t, x')dx'~(~) - 1), 
M jJue:(t, x, y)J 2 dy, 
he:(t, y, Dy), 
exp ( -l.,P"(t, y')dy'((() - 1) , 
M Jlue:(t, x, y)J 2dx, 
N:n(t) == L ll~a:ue:(t)ll + JJKe:(t)a:ue:(t)ll + IIHe:(t)a;;ue:(t)Jj. 
a+,t3~m 
a:,,B~m-1 
Since the initial data Uo is independent of E E (0, 1], N:n(o) are also independent of 
E E (0, 1] and then we denote them by the same notation Nm. It is easy to see that there 
exists an increasing function A(·) on [0, +oo) such that 
We define 
BKe(t), BHe(t), B~e(t), B~e(t), B~e(t), B~e(t), B;(t), Bc;p(t) 
~ A(llue:(t)llm
6
_J ~ A(N:n6 (t)). 
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where C2 is a positive constant appearing in the estimate ll!( u, Bxu, 8yu) 11 ~ C2lluii~­
Lemma 6.4.1 shows T; > 0. It is easy to see 
llu'(tlll < II'U{)II + l!IJ( u'( r), axu'(r), 8yu'(r) ljjdr 
{t 3 
< IIUoll + c2 Jo llue(r)ll 2dr 
3 1 
< IIUoll + 8C2(Nm6) t < 2fo, for 0 ~ t < r;. 
We here note that the local well-posedness ensures the validity of the energy estimates. 
Let n be an integer which ranges in m6 ~ n ~ m. Using (6.25), we get 
(6.14) implies 
: L jja;~u'(t)jj 
t a+,B<n 
a,,£3~~-1 




< -4( ql(t, x) (Dx) 1/ 2 Ke(t)a;ue(t), (Dx) 1/ 2 Ke(t)a;ue(t)) 
+ Cllue(t)ll~-1 N~(t)2 
+ 2Re ( Ke(t)a;{ f( ue(t), Bxue(t), 8yue (t)) }, Ke (t)a;ue(t)). 
We here decompose the last term of the right hand side of (6.50) as 
a; { f ( ue ( t), Bx ue ( t), By ue ( t ))} - g~ ( ue ( t)) + g~ ( ue ( t)), 
g~( ue ( t)) - aoa: {fa( ue (t), Bxue ( t), 8yue ( t))} 
+ a2a:{J2(ue(t), Bxue(t), 8yue(t))} 
+ a1 {a: { /1 ( Ue ( t), 8x Ue ( t), 8y Ue ( t))} 
(6.49) 
(6.50) 
- (f.-too ( a:+V(t)tt(t) - u'(t)(f,'+Iu•(t) )dy') u"(t) } , 
gg(u"(t)) = a1 { (foo ( a:+Iu•(t)U"(t) + u"(t)ff,'+1u"(t) )dy') u"(t)}. 
Using (6.27) and (6.28), we have 
2Re ( Ke(t)a;{J(ue(t), Bxue(t), 8yue(t)) }, Ke(t)a;ue(t)) 
6.4. Proof of local existence theorem 
< C!!ue(t) 11~- 1 N~(t) 2 
+ :r ( 3 + e4MIIuE(t)112 ) 
X ( q/(t, x) (Dx) 1/ 2 Ke(t)a;ue(t), (Dx) 112 Ke(t)a;ue(t)) 
< Cllue(t) 11~- 1 N~(t) 2 
+ (~ + 1) 
X (4l(t,x)(Dx1/2Ke(t)a;ue(t), (Dx1/2Ke(t)a;ue(t)) 
fortE [0, T;). (6.50) and (6.51) give 
! jjW(t)a:u"(t)jj < Clfu"(t) ~~~-! N~(t) 2 
- 3(1- 1/e) 
X ( ~e(t, x)(Dx) 112Ke(t)a;ue(t), (Dx) 112 Ke(t)a;ue(t)) 
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(6.51) 
< Cllue(t)11~-1N~(t)2 . (6.52) 
Similarly, using (6.15), (6.27) and (6.29), we get 
d 
dt jjHe(t)a;ue(t)ll ~ C!lue(t)!I~- 1 N~(t?. 
Combining (6.49), (6.52) and (6.53), we obtain 
d dtN~(t) ~ C!lue(t)11~- 1 N~(t) for t E [0, r;). 
The Gronwall inequality implies 
(6.53) 
N~(t) ::=:: Nnexp ( C fn'llu"(r)ll~- 1 dr) for t E [0, 7;). (6.54) 
When n = m6 and t = r;, (6.54) becomes 2 ~ exp( 4CT;(Nm6)2). Noting the definition 
of r;' we obtain 
T* > T _ min ( log 2 1/2fo- IIUoll) 
e - 4C(Nm6)2 ' 8C2(Nm6)3 > O. 
This means that {ue}eE(0,1] is bounded in L00 (0,T;Hm6 ). Using (6.54) successively, we 
show that { ue}eE(O,l] is bounded in L00 (0, T; Hm). Then the standard compactness argu-
ments imply that there exist a subsequence { ue}eE(o,1] and u E L 00 (0, T; Hm) such tnat 
w· 
ue -4 u in L00 (0, T; Hm) 
ue -4 u in c([o, T]; f1o~6), 8 > 0 
as cl 0, 
as cl 0. 
106 Chapter 6. Davey-Stewartson equation 
It is easy to see u E Cw([O, T]; Hm). To see u is a solution to (1.1)-(1.2), we have only 
to check 
fj(ue, Bxue, 8yue) ~ fj(u, Bxu, Byu) in 1J'((o, T) X 1R2) as cl 0, j = 0, 1, 2. 
(6.55) 
It is easy to see the case of j == 0 in (6.55). We show the cases of j = 1. For this purpose, 
we introduce some classes of finite Radon measures as follows. 
t_B~ _ C0 ( (0, T) x 1R2 ) equipped with t_B 0 norm, 
P,0 === { v(t, x, y) E 'B0 ( (0, T) x lR2) \3R > 0, 3w(t, x) E Go( (0, T) x (-R, +R)) s.t. 
supp[v] C (0, T) x ( -R, +R) x ( -R, +oo), v(t, x, y) = w(t, x) for y > R} 
equipped with t_B0 norm, 
0 - -0 0 -0 0 -0 M = (t_B
0
)' and M == (t_B )'. Clearly ~0 and t_B are separable and not complete. f_B 0 C t_B 
implies MC M. The properties of M are the following. 
Lemma 6.4. 2 :V e assume that J.L and v belong to :M and that J.L = v in M' ( ( 0, T) x lR 2) . 
Then J.L = v in M. 
Proof Lemma 6.4.2 is well known if we replace M by Lloc( (0, T) x 1R2). Since 'D is dense 
in t_B~, J.L = v in 1)' implies J.L == v in M. It is enough to consider the case of J.L , v ~ 0 and 
to prove 
-0 (J.L - v, v) == 0 for any v E t_B , v ~ 0. (6.56) 
Let { {n}n~l C Co(lR) satisfies {n ~ 0 and 
'Yn(Y) = { ~ (IYI ~ n), (IYI ~ n + 1). 
It is easy to see {n(y)v(t, x, y) E t_B~ and 
0 ~ ')'1 (y)v(t, x, y) ~ {2(y)v(t, x, y) ~ · · · ~ {n(y)v(t, x, y) ~ · · · ~ v(t, x, y) 
for any v E t_B~ satisfying v ~ 0. We here note that we can see J.L and v as positive finite 
measures on Borel sets of (0, T) x JR2 • Then J.L == v in M means 
r 2 {n(y)v(t, x, y)dJ.L == r TIJ)2 {n(y)v(t, x, y)dv 
J(o,T)xlR J(o,T)x~ 
6.4. Proof of local existence theorem 
for all nE N. Using the Beppo-Levi theorem, we obtain (6.56). 1 
Now we return to the proof of (6.55). Clearly 
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and lul 2 E M. Since { lue 12 } (o J is bounded in M and ':B 0 is a separable normed vector 
eE ,I 
space, there exist a subsequence {luel2 } and J.L EM such that 
eE(O,l) 
w• -lue I ~ J.L in M as c l 0. 
MC 'D' yields J.L == lul2 in 'D'. Then Lemma 6.4.2 implies 
(6.57) 
Let a(t,. x, y) belong to 'D( (0, T) x 1R2). Using the Fubini theorem and the integration by 
parts With respect to x, We have 
(!I(ue,8xue,8yue)- !I(u,8xu,8yu),a) = Ff(a) + F;(a), 
Ff(a) f jjlR2 too Ox\u'(t,x,y')\2dy' 
X ( ue(t, x, y) - u(t, x, y) )a(t, x, y)dxdydt, 
F;(a) f JJJR2 (\u'(t, x, y')\2 -\u(t, x, y')nv(t, x, y'; a)dxdy'dt, 
v(t, x, y'; a) 1~ -0 Bx -eo u(t, x, y)a(t, x, y)dy E t_B • 
It is easy to see Ff(a) ~ 0 as cl 0. F2(a) ~ 0 as cl 0 follows from (6.57) directly. Then 
we have finished to prove the case of j == 1 in (6.55). Similarly we can show the case of 
j == 2 in (6.~5). This completes the proof of the existence of a solution to (6.1)-(6.2). 
The uniqueness of the solution can be proved by the same energy method as above. 
More precisely let u, v E L00 (0, T; Hm) be solutions to (6.1)-(6.2). We here note 
Bxuil + u8xil- BxVV- v8xv 
== Bx(u- v)u + Bxv(u- v) + u8x(u- v) + (u- v)Bxv. 
We define the symb.ol of the transformations Bx(u-v) ~ K(t)Bx(u-v) and 8y(u-v) ~ 
H(t)8y(u-v) by USing u and we evaluate llu-viii· These procedure imply the uniqueness 
of the solution. This completes the proof of Theorem 6.1.1. 
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6.5 Proof of global existence theorem 
Finally we prove Theorem 6.1. 2 by the a priori estimates. We take m7 E N as 
m7 = max(l + 4, 6) ~ m1 + 1. In view of Theorem 6.1.1, we have only to obtain the a 
priori estimate of llu(t) llm7 - 1 ( < 1/2Fe). In the same way as the previous section, we 




= L Xm7 -1-j,j(t) + (1 + t)-112 Xm7 -6,s(t) 
j=O 
4 
+ L:: j=O o:+f3=m7 -j 
o:' +!3' =j 
o:+o:' ,/3+fJ':Sm7 -1 
+ (1 + t)-112( L:: IIK(t)a;J:'u(t)ll + L:: 1\H(t)~Je'u(t)jl)· 
o:+o:1 =m7 /3+/31 =m7 
o: 1$5 /31$5 
sup Y(t) ~ R for some T > 0, 
tE[O,T) 
where R > 0 is smaller than 1/ 2Fe. We have 
I{ Bt<P(t, x')dx'l 
- M I{ 1:00 Btlu(t,x',y)l2dydx'l 
- M lfo"' t: (8tuiH u8til)dydx'l 
= M I[ L:oo { i( a; + &;)uu - iu( a; + a;)u 
+ f(u, Bxu, 8yu)u + f(u, Bxu, 8yu)u }dydx'l 
< M I{ L:oo (8.,uU + u8.,U)dydx'l + MIIJ(u(t))IILJiu(t)ll2 
2 
< C(1 + t)-1 L X2-j,j(t)2 ( 1 + llu(t)ll2) 
j=O 
< C(l + t)-1Y(t?. 
This means that the transformation u(t) ~ K(t)u(t) does not bring about the loss of 
time-decay because of the structural nice property of ljJ(t, x). This was first pointed out 
by S. Katayama and Y. Tsutsumi ([27]). Similarly we have 
BK(t), BH(t), B~(t), B~(t) < c, 
B~(t), B!(t), Br;(t), B;p(t) ~ CR2 (1 + t)- 1. 
6.5. Proof of global existence theorem 
(6.36), (6.37), (6.38) and (6.40) become 
L lla;O: J:' Jt' {f(u(t), Bxu(t), 8yu(t)) }11 ~ Cif(1 + t)-312 , 
o:+f3+a1 +/31 $m7 
a 1 ,/31$5 
a+a1 ,/3+fJ' $ m7 -1 
a 1 ,/31 $4 
L {lla;O: J:{J( u(t), Bxu(t), 8yu(t)) }11 
a+.B~m7-6 
+lla;O: J;{ /( u(t), Bxu(t), 8yu(t)) }11} 
< CR3 (1 + t)-112 , 







X L (4J(t,x)(Dx) 112 K(t)CY;J:'u(t), (Dx) 112K(t)CY;J:'u(t)), (6.60) 
a+a'=m7 
a 1$5 




x L ( 'lj;(t, y)(Dy) 112 H(t)O: Jt' u(t), (Dy) 112 H(t)a: Jt' u(t)). (6.61) 
!3+f3'=m7 
/3 1 <5 
Using (6.14), (6.15), (6.60) and (6.61), we get 
! ( L IIK(t)a;J;'u(tlll2 + L IIH(t)~J{u(tlln:::; c~. 
o:+a1=m7 f3+f3'=m7 
a 1 $5 !3' $5 
Then we have 
(1 + t)-112 ( L IIK(t)a; J:' u(t)jj + L II H(t)O: Jt' u(t)ll) ~ C(8 + R2). (6.62) 
a+a1=m7 f3+!3'=m7 
a 1 $5 /31 $5 
On the other hand 7 (6.58) and (6.59) yield 
L !IOC:O: J:' Jt' u(t)ll ~ C(8 +if), (6.63) 
a+f3+a1 +/31 $m7 
o:',/3'$5 
o:+a' ,/3+/31$m7-l 
o:' ,{3' $4 
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(1 + t)-1/ 2 L {!1~0: J!u(t)ll + ~~~~ J;u(t)ll} S C(8 + R3). (6.64) 
n+,8Sm7-6 
Combining (6.62), (6.63) and (6.64), we obtain 
sup Y(t) s C(8 + R2 ). 
tE[O,T) 
Let R1 be a positive small constant satisfying CRi S Rl /4. We can takeR as R S R1. 
Then we have R 
sup Y(t) S-
tE[O,T) 2 
provided that 8 is sufficiently small. This completes the proof of Theorem 6.1.2. 
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