A Bayesian approach is applied to the calculation of Patterson functions and cross-Fourier maps in the analysis of multi-wavelength anomalous-diffraction (MAD) data. This procedure explicitly incorporates information available a priori on the likely magnitudes of partial structure factors (FA) corresponding to the anomalously scattering atoms, uses weightedaverage estimates of FA, and incorporates estimates of errors in the data that are not represented in the instrumental uncertainties. The method is demonstrated by application to MAD data collected on selenomethionine-containing gene V protein.
Introduction
The use of multi-wavelength anomalous-diffraction (MAD) data has recently become a powerful tool for structure determination of biological macromolecules by X-ray diffraction (Karle, 1980; Hendrickson, 1991) . In this technique, structurefactor amplitudes are measured at several wavelengths near to and distant from an absorption edge for an atom present at a small number of sites in the asymmetric unit of the crystal. The anomalous and dispersive components of the scattering factors are then used to estimate both the magnitudes of structure factors (FA) corresponding to the anomalously scattering atoms, and the phase difference (Aq~) between these structure factors and those corresponding to all atoms in the structure (Fz) .
A key step in determining phases with the MAD technique is the determination of the positions of anomalous scatterers in the unit cell. In the widely used technique developed by Karle & Hendrickson (Karle, 1980 , 1989 Hendrickson, 1985 Hendrickson, , 1991 P~ihler, Smith & Hendrickson, 1990) , the most probable values of FA, obtained using a least-squares approach, are used to calculate a Patterson function from which the locations of the anomalous scatterers are identified. A model describing these atoms is then refined, and the model partial structure for the anomalously scattering atoms is used with the MAD data to obtain estimates of A~0, and hence, of phases for the entire structure. While this method has been quite effective, the first step in the technique can © 1994 International Union of Crystallography Printed in Great Britain -all rights reserved yield estimates of FA that are unrealistically high, particularly if the data contains large errors in measurement (Pfihler et al., 1990) . These large FA, which can be a substantial fraction of all the structure factors, must be identified and rejected before a Patterson synthesis is calculated (Yang, Hendrickson, Crouch & Satow, 1990 ). An alternate approach for identifying the positions of anomalously scattering atoms in the structure is to calculate an anomalous-difference Patterson function using anomalous differences at a single wavelength (Ramakrishnan, Finch, Graziano, Lee & Sweet, 1993) . While this anomalous-difference Patterson and the related dispersive-difference Patterson using differences between structure-factor amplitudes at different wavelengths are very useful, it is not straightforward to combine the information from all the anomalous and dispersive differences into a single Patterson function in this method.
In the present work, a Bayesian approach is used to estimate values of FA from MAD data. In this approach, information on the number and types of anomalously scattering atoms in the asymmetric unit is used to obtain probability distributions for the expected values of FA. This information is used together with the MAD data to obtain estimates of FA that are weighted toward values that are, a priori, more likely. Additionally, values of parameters of interest such as FA are obtained using their weightedaverage values rather than their most probable values. This procedure is analogous to phasing using figure-of-merit weighting and the 'best' phase in the method of multiple isomorphous replacement (MIR), rather than using the 'most probable' phase and unit weighting (Terwilliger & Eisenberg, 1987) .
Methods
The principal experimental information available for each reflection in the MAD technique consists of observations of Bijvoet pairs of structure-factor amplitudes for this reflection (F + and F-) measured at several X-ray wavelengths. The quantities to be determined in the present formulation are the magnitude of the structure factor corresponding to the anomalously scattering atoms (F~), the magnitude of the structure factor corresponding to all other atoms in the unit cell (Fo), and the phase difference between these two structure factors (a). These quantities are chosen because they are all independent of each other. The quantities used by Hendrickson (Hendrickson, 1991) are closely related to these and can be readily calculated from them.
The approach descibed here for analysis of MAD data, as well as the nomenclature, is similar to that used previously for calculation of phase probability distributions in the multiple isomorphous replacement (MIR) method (Terwilliger & Eisenberg, 1987) . In essence, Bayes's rule (Hamilton, 1964 ) is used to estimate the relative probability, P (FA, Fo, a) , that each possible set of values of FA, Fo and a are correct. Then the best estimate of any quantity such as a is the weighted average, over all values of FA, Fo and a, of this quantity.
To carry out this calculation, it is necessary to first obtain two probability distributions. The first is an a priori probability distribution for FA and the second ~s a probability distribution for observed data given a set of values of FA, Fo and a. These two probability distributions can then be combined to yield the probability that any particular combination of values of FA, F o and a is correct.
A priori probability distribution for FA As described above, the least-squares method for analyzing MAD data often leads to overestimates of FA. These estimates can be much larger, in fact, than the possible range of values of FA given the types and numbers of anomalously scattering atoms in the unit cell. In the analysis used here, the values of FA are restricted to a range that is reasonable, given information on the anomalously scattering atoms, by calculating an a priori probability distribution for the magnitude of the structure factor as a result of anomalously scattering atoms. This will be possible if information is available concerning the number and type of anomalously scattering atoms, an approximate value of the thermal factors associated with these atoms is known, and the measured structurefactor amplitudes have been put on an absolute scale.
If there are many anomalously scattering atoms in the unit cell, the a priori probability distribution for FA is given for acentric reflections by,
Here Z2 is the mean square value of FA within an appropriate range of resolution, and is obtained directly from the number and type of anomalously scattering atoms and their thermal factors (Wilson, 1949) . In practice, the thermal factors for anomalously scattering atoms are not known exactly and the number of such atoms is small. The contribution of (1) to the overall probability distribution will not depend strongly on the precise value of ~v2, however.
A reasonable estimate of _y2 may therefore be obtained by assuming that the thermal factors for anomalously scattering atoms are the same as the average for all other atoms in the unit cell, and by neglecting the relatively small effects of the limited number of atoms on the probability distribution.
In this analysis, the a priori probability distributions for Fo and a are assumed to be constants. That is, all values of these parameters are assumed to be equally likely before measurements of them are made. In the case of E,, an a priori probability distribution is unneccessary as it is generally fairly well defined from the MAD experiment. In the case of the phase angle, a, all possible values are assumed to be equally likely as no information on the arrangement of atoms in the asymmetric unit of the unit cell is ordinarily known at the start of the MAD experiment.
Probability distribution for experimental data at a given X-ray wavelength, given parent values for FA, Fo and a
The experimentally observable data in MAD analyses are the structure-factor amplitudes (F + and F-), measured at several X-ray wavelengths. For the purpose of this analysis, it is useful to convert these measurements to estimates of the average structurefactor amplitude, F, and an anomalous difference, AANO. This form is advantageous because errors in measurement of the Bijvoet pairs are often highly correlated, while errors in the average structurefactor amplitude and in the anomalous difference are much more likely to be independent. Additionally, this formulation allows separate estimation of systematic errors in the two quantities, as has been performed in analyses of MIR data (e.g. Matthews, 1966; Terwilliger & Eisenberg, 1987) . It can be written that, for measurements at a particular X-ray wavelength and for a particular reflection
These quantities then have associated experimental uncertainties of o'~ and O'ANO, respectively. If one of the members of a Bijvoet pair is missing, the other can still be used to estimate F, though this estimate will have an additional uncertainty of half the r.m.s value of the anomalous differences in the corresponding resolution range. It is assumed that F and AANO may have additional errors associated with them, and denote these additional errors E~, and EANO, respectively. The estimation of these additional errors is discussed in a later section.
Given values of the parameters FA, Fo and a, then the values of the average structure-factor amplitude, F, and of the anomalous difference, AANO, can be immediately calculated. Along with estimates of the total errors in measurement, and the assumption of a Gaussian distribution of errors, a probability distribution of F and AAN o can be written as,
where the differences between observed values of F and AAN o and those calculated from the values of F,, Fo and a, are e p and eAyO, respectively.
Probability distribution for F~, E, and a, given observed values of F and AANO at several X-ray wavelengths
Applying Bayes' rule (Hamilton, 1964) , it can now be written that, after making measurements of F and AANO at several X-ray wavelengths, the probability distribution for FA, Fo and a is the product of the a priori probability distribution for FA and the probability distributions at each wavelength for F and dAN O given parent values of FA, F,, and a:
AI... a .,~.
where the product is over all X-ray wavelengths used (a = A,...AN). (5) gives an estimate of the relative likelihood that a particular set of values of FA, F,, and a is correct.
Estimation of F~, FA 2, Fo and a
Using the probabiliity distribution given in (5), the value of any quantity of interest, x, that depends on FA, F,, and a can be estimated by averaging its value over all possible values of FA, Fo and a, weighting by the likelihood that this set is correct:
where the integration is over all possible values of the three variables.
As this integration over three variables can be time consuming, an additional simplification is made in implementing (6). It is assumed that Fo is quite sharply defined by the experimental data, so that integration over this variable is not as important as for FA and a, which are not as precisely defined. Instead, for each set of values of FA and a, the value of F,, that is most probable is found and 'integration' over this variable is carried out only at this point of maximum probability.
Estimation of errors in measurement not included in instrumental uncertainties
In many cases, the accuracy of X-ray diffraction data is limited by errors such as those caused by inaccuracies in data collection and in scaling or absorption corrections that are difficult to estimate. It is assumed that these additional errors do not vary strongly from reflection to reflection within a range of resolution in a data set. These errors are estimated in the fashion developed for estimation of comparable errors in the MIR method (Terwilliger & Eisenberg, 1987) . In each case, the weighted-average value of the squared differences between observed and calculated values of F and dAN O is used as an estimate of the total mean-square error in these variables. For anomalous differences, for example, an estimate of the total error in a particular measurement is (e2NO), where the average is taken using (6). Then it is possible to estimate the mean value of errors not included in the instrumental uncertainties from the mean difference between (e~NO) and ~r~No:
where the summation is over reflections in a range of resolution. A similar relationship is used to estimate the errors in measurement of F.
Results and discussion

Test of Bayesian analysis using model MAD data
We first tested the approach described here by using it to analyze model sets of data containing variable amounts of error. The exact model data was based on a set of measured structure-factor amplitudes, random native phases, and Se atoms as the anomalously scattering atoms (see legend to Table  1) . A group of 15 data sets differing from the exact one by 'random' errors with r.m.s (root-meansquare) values of 1-15% were then constructed. Statistics on some of these data sets are listed in Table 1 . These 15 data sets were analyzed with the models described here, as implemented in the program FABEST, and with the procedure of Hendrickson (1985) , using the program MADLSQ, in order to obtain estimates of FA for use in Patterson syntheses to simulate the first steps in a MAD structure determination. In both cases, exact values off' and f" for selenium and of the scale factors among data sets were used in the analysis, so that it was not necessary to determine or refine them.
Using each method, some reflections could not be successfully analyzed for values of FA. In the Baye- An exact model data set was constructed using the 1763 measured structure-factor amplitudes from l0 to 3 A resolution from the C2 crystal form of gene V protein, which has 682 non-H atoms in the asymmetric unit (Skinner et al., 1993) . These were placed on an approximate absolute scale and had an overall thermal factor of B = 32 ,&2. Arbitrary phases were assigned to each reflection. The two Se atoms were placed at positions (0.141, 0.344, 0.219) and (0.484, 0.500, 0.094) and were each given thermal factors of 20.0,~fl. Structure factors for the protein plus Se atoms were calculated for X-ray wavelengths of ,~ = 0.9000, ,~h = 0.9794 and ,~,, = 0.9797 A to make up an exact model data set. Values of the scattering factors used for the Se atoms were, f'(A,)= -1.622, f'(~h) = -8.639, f'(,~,.) = -9.851, f"(h.,,) = 3.284, f"(h.~,) = 4.879, f"(a,) = 2.858. The 15 data sets analyzed in Fig. 1 were derived from the exact data set by adding random errors of 1-15% as described in the text. Statistics for the exact data set and data sets with 2, 4, 6, 8 and 10% errors are listed. The mean value of structure factors at ,~ were (['A,,) = 254 in all cases. In the table, the normalized mean value of the error in F a is (o'(FA))/(FA ), the normalized mean absolute value of the anomalous difl'erence'at ,L, is (AANo,'~)/(Fa°), and the normalized mean absolute value of the dispersive difference between structure factors at ,I, and ~.,, is (IFA,
-Fa, I)/(FAo).
Note that the errors in r~,, are smaller than the errors in the structure factors as each FA,, is the average of Bijvoet pair. For these model data sets, the statistics do not vary substantially with resolution and an average is shown.
R.m.s. error in structure factors 0% 2% 4% 6% 8% 10% sian method, reflections for which the maximum probability encountered in the integration in (6) was less than 0.001 were rejected. In the method of Hendrickson (1985) , all reflections with estimated values of FA greater than 300 were rejected, where the true mean value of FA overall was 78. Both methods were able to analyze essentially all the data when errors were small. When errors were about 6%, however, the least-squares method (MADLSQ) was unable to obtain FA for 15% of the reflections, and when errors were 10% this method obtained unrealistically large FA values for 30% of the reflections. The Bayesian method was able to obtain reasonable FA values for over 99.9% of all reflections over the entire range of errors tested. The accuracy of estimates of FA using the two methods are illustrated in Fig. 1 , in which the lowest values of Patterson syntheses at expected positions of self and cross vectors are shown as a function of error in the data. These peak heights are shown as ratios to the r.m.s, of the origin-removed Patterson functions. For data with very small errors (1%), both methods yielded Patterson functions that were nearly identical to a Patterson synthesis based on the model data with no errors. When the error in the data was greater than about 4%, however, the peak heights in the Patterson function (relative to the r.m.s, values of the origin-removed maps) obtained after analysis with MADLSQ decreased much more rapidly than those obtained with FABEST. This decrease is probably because of our rejection of the estimates of FA that are unrealistically large, many of which are also likely to represent values of FA that are actually large as well. Simple truncation of the large values of FA is not useful in this case, however. For each test data set with errors from 1 to 90 , when large values of FA are truncated to a value of 300, the value of the Patterson function at positions of self and cross vectors is, after normalization to the r.m.s, value in the map as in the previous cases, lower than its value when large A are rejected.
In the analysis of MAD data developed by Hendrickson (1991) , the value of d~0, the phase difference between FA and
Fz, estimated by MADLSQ is not ordinarily used directly, but is rather redetermined in a later step in which the FA values are calculated from a model. In some cases, however, it might be useful to have a good estimate of d~0 (or the related phase difference used in this work, a) before a model for the anomalously scattering atoms is obtained and refined. If some phase information were available from another source, for example, the values of A~o or a and FA could be used to calculate a Fourier map showing the locations of the anomalously scattering atoms. In most cases additional phase information would consist of estimates of the phase of Fo, the structure factor from value for the Patterson function, excluding the origin. Each data set was analyzed with FABEST (the procedure described here) and by MADLSQ (Hendrickson, 1985) , and the two approaches were used to obtain estimates of the structure-factor amplitude for Se atoms (FA), of the structure-factor amplitude for protein atoms plus the Se atoms (Fz), and of the phase difference between these two structure factors (Atp). The values of FA 2 estimated using each method were used in Patterson syntheses, and the minimum value of the Patterson function at the two unique positions on the Harker section and the two positions corresponding to cross vectors between the two sites was determined in each case.
non-anomalously scattering atoms in the unit cell, as described in the next section. To compare the utility of the Bayesian approach with that of the leastsquares approach, however, it was most straightforward to evaluate the accuracy of determination of A~, the phase difference between FA and Fz, for each method. For reflections where the estimate of FA made by MADLSQ was reasonable (less than 300 in our test data set), the average phase error for the two methods was very similar. For example, when the error in the data was 6%, the mean phase error in Aq~ estimated by MADLSQ for this subset of the data was 35.1 <> and that for FABEST was 35.4 °. For the reflections where the FA estimate made by MADLSQ was unrealistically large, however, the phase estimates were also quite inaccurate for this method, with a mean phase error of 73.5 ~> when the error in the data was 6%. The Bayesian approach, on the other hand, yielded estimates of A~¢ equally accurate for this set of reflections as for the others, with a phase error of 34.ff" for the same data. This means that the Bayesian approach could be quite useful in calculation of a Fourier map based on estimates of a and FA.
Application of Bayesian analysis to Patterson syntheses of MAD data collected on gene V protein
The structure of the gene V protein of bacteriophage fl has recently been determined using the MAD analysis methods described in this work and in the accompanying paper (Skinner et al., 1993; Terwilliger, 1994) . The diffraction data available in this case consisted of native data collected with Cu Ka radiation and MAD data at three wavelengths collected on the 'wild-type' gene V protein containing two selenomethionine residues and on a mutant containing three selenomethionine residues. The MAD data on the wild-type selenomethioninecontaining protein were of excellent quality and 94% complete to 2.6 A, but that for the mutant were quite weak and only 65% complete to 2.5 A (Skinner et al., 1993) . All three crystal forms were isomorphous and were in the space group C2.
In this structure determination, we used the Bayesian approach implemented in an earlier version of the program FABEST to estimate both FA and a values and to calculate Patterson syntheses and cross-Fourier syntheses for the two selenomethionine-containing structures. Using the current version of FABEST, values of F,4 and a could be obtained for 2692 reflections from 10 to 2.6 A for the wildtype selenomethionine-containing protein, representing 100% of the measured reflections. The 'wild-type' protein contains two selenomethionine residues and a value of two Se atoms was assumed for the a priori probability distribution for FA. The
Patterson synthesis using the FA data from the wildtype selenomethionine-containing protein yielded a clean map corresponding to a single Se atom in the asymmetric unit. The self-vector peak for this site had a height of 15.3 times the r.m.s, of the originremoved map, and the next highest peak in the map other than the origin was just 7.8 times the r.m.s. value. It was assumed that one of the selenomethionine residues was disordered (this was later found to be residue 1 of the protein) and values of F A and a were recalculated using an estimate of one Se atom in the asymmetric unit. This resulted in only a slight change in the Patterson synthesis, with the self-vector peak for the single site having a value of 15.7 times the r.m.s, in the origin-removed map.
This Patterson synthesis based on Bayesian estimates of FA can be compared to anomalous-and dispersive-difference Patterson functions calculated directly from the MAD data. An anomalousdifference Patterson was obtained based on the anomalous differences measured at the wavelength of maximum f" for selenium ( The mutant protein had three selenomethionine residues, and in the calculation of FA and a, it was assumed that all three were present. A total of 2068 reflections from 10 to 2.5A were successfully analyzed by FABEST, corresponding to 99.7% of those measured. As these data were both weak and very incomplete, it was not surprising that the anomalous-difference Patterson, the dispersivedifference Patterson, and the Patterson calculated with Bayesian estimates of FA were all very noisy. Of the three Patterson syntheses, only the anomalousdifference Patterson was readily interpretable, where a clear two-site solution to the Patterson function was obtained using the automatic search program HASSP (Terwilliger & Eisenberg, 1987) in which one site was identical to that found for the 'wild-type' protein. The self-vector peaks corresponding to the two sites were 6.6 and 3.6 times the r.m.s, of the origin-removed map, respectively, and the crossvector peak was 3.7 times the r.m.s, of the originremoved map. The dispersive difference Patterson had peaks corresponding to the same pair of sites, but only as 3.7 and 3.2 times the r.m.s, of the map. Similarly, the Patterson calculated from Bayesian estimates of FA had peaks at 3.9 and 3.9 times the r.m.s of the map and would not have been readily interpretable. The Bayesian approach was therefore not useful in this case with very weak and incomplete data.
Application of Bayesian approach to cross-Fourier analyses of MAD data collected on gene V protein
As the data from 'wild-type' and mutant selenomethionine-containing gene V proteins constituted two largely independent data sets, each could be used in a cross-Fourier analaysis to verify the locations of Se atoms in the other. To avoid biasing the outcome of this analysis, only one site, the site not in the wild-type structure, was used in the modeling for the mutant structure. Parameters describing one Se atom in the asymmetric unit were refined for the 'wildtype' structure, for example, as described in the accompanying paper (Terwilliger, 1994) , and phases for the structure factors (Fo) corresponding to all atoms in the structure except for the anomalously scattering atoms were estimated. Then the phase difference, a, for the mutant structure was calculated with FABEST and was subtracted from the phase estimate for F,, to yield an estimate of the phase of FA for the mutant structure, and a Fourier synthesis was carried out.
Using native phases calculated using the 'wildtype' MAD data, the cross-Fourier map for the mutant protein showed the site present in the 'wild type' and a second site identical to that found in the Patterson analyses. The height for this second site was 10.3 times the r.m.s, of the map. Similarly, using native phases calculated using the mutant MAD data and including only this second site in the model, the cross-Fourier map for the 'wild-type' protein showed the expected site with a height of 9.1 times the r.m.s. of the map. These cross-Fourier analyses were very important in the gene V protein structure determination because they showed that the Patterson solutions we had obtained were correct and because they verified the relative positions of the two sites in the two proteins (Skinner et al., 1993) .
Concluding remarks
We find that a Bayesian analysis of MAD data is very useful for obtaining estimates of both FA and a. In many cases, the data obtained in MAD analyses of macromolecular structures is likely to contain errors of at least a few percent when both instrumental uncertainties and any scaling, absorption and other systematic errors are included. In these cases, a Bayesian approach including information on the likely values of FA is helpful because it allows estimation of FA values for almost measured reflections and limits them to values that are reasonable. The FA values estimated in this way are useful in Patterson functions, and the a values can be helpful in calculating cross-Fourier maps in cases where phase information from more than one MAD or other experiment is available.
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