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Resumo
A doença de Parkinson é uma desordem neurodegenerativa que afeta aproximadamente
2% da população mundial acima de 60 anos (7-10 milhões de pessoas), e é caracterizada
por sintomas como tremor em repouso e em movimento, que podem causar graves res-
trições na vida dos pacientes e também estão associados a sintomas não motores como
dificuldade para dormir, depressão e fadiga. Apenas no Brasil, existem mais de 200.000
pessoas diagnosticadas com doença de Parkinson, número que pode duplicar até 2030
devido ao envelhecimento da população brasileira. Neste contexto, o desenvolvimento de
novos tratamentos e formas de assistência que possam melhorar a qualidade de vida e a
autonomia de pacientes é extremamente importante. Neste trabalho, são propostas novas
técnicas baseadas em Redes Neurais para a previsão e geração de sinais de eletromiografia
(EMG) do tremor em pacientes, para o suporte ao desenvolvimento de novos disposi-
tivos e técnicas para assistência a pacientes. Primeiro, comparamos diferentes modelos
de Redes Neuras, utilizando perceptron multicamadas (MLP) e redes neurais recorrentes
(RNN) para a previsão dos sinais EMG de doença de Parkinson, antecipando os padrões
de tremor em repouso. Os resultados experimentais indicam que os modelos propostos
adaptam-se aos padrões específicos de cada paciente, gerando previsões acuradas para os
sinais puros ou envelopes EMG. Segundo, são propostos duas novas técnicas para aumento
de dados baseadas em redes adversárias generativas convolucionais profundas (DCGANs)
e transferência de estilo (ST) para aumentar sinais EMG, cujos resultados mostram que
os modelos propostos conseguem adaptar-se aos diferentes formatos, frequências e ampli-
tudes de tremor, simulando os padrões específicos de cada paciente e estendendo as bases
de dados existentes para diferentes protocolos de movimento. Ambos resultados sugerem
que o emprego de redes neurais na geração e previsão de sinais biológicos complexos como
sinais EMG pode ser bem-sucedido, permitindo o uso de tais modelos para a extensão dos
dados de pacientes e para geração de sinais de tremor que auxiliem no desenvolvimento e
validação de novas técnicas de supressão de tremor em pacientes.
Abstract
Parkinson’s Disease (PD) is a neurodegenerative disorder that affects approximately 2%
of the world’s population over 60 years old (7-10 million people). It is characterized
by symptoms like resting and action tremors, which cause severe impairments to the
patient’s life and may also cause non-motor symptoms such as difficulty to sleep, de-
pression, and fatigue. Only in Brazil, there are more than 200,000 people with PD, a
number that might double by 2030 due to the aging of the population. In such a context,
developing new treatments and assistance techniques that can improve PD patient’s life
quality and autonomy are extremely important. In this work, we propose novel meth-
ods based on Neural Networks (NN) for predicting and generating patient-specific PD
electromyography (EMG) tremor signals, to support the development of new assisting
devices and techniques. First, we compare different NN models, using the multi-layer
perceptron (MLPs) and recurrent neural network (RNN) for predicting PD EMG signals,
to anticipate resting tremor patterns. The experimental results indicate that the pro-
posed models can adapt to the patient’s specific tremor patterns and provide reasonable
predictions for both EMG envelopes and EMG raw signals. Next, we propose two new
data augmentation approaches based on Deep Convolutional Generative Adversarial Net-
works (DCGANs) and Style Transfer (ST) for augmenting EMG signals. Results show
that the proposed models can adapt to different shapes, frequencies, and amplitudes of
tremor, simulating each patient’s specific tremor patterns and extending them to different
sets of movement protocols. All results suggest that Neural Networks can successfully be
used for predicting and generating complex biological signals like EMG, allowing these
models to be used for extending patients’ datasets and generating tremor signals. These
new data could help to validate treatment approaches on different movement scenarios,
contributing to the development of new techniques for tremor suppression on patients.
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Parkinson’s Disease (PD) is a neurodegenerative disease that affects approximately 2%
of the world’s population over 60 years old (7-10 million people). It is the second most
common age-related neurodegenerative disorder after Alzheimer’s disease [1], character-
ized by the degeneration of dopamine production neurons found at the deepest part of
the encephalum called substantia nigra, with causes still unknown [2].
The most characteristic symptoms are resting and action tremor, bradykinesia (slow-
ness of movement), postural instability (unstable and prone to falls), and rigidity (stiff-
ness), which may also cause non-motor symptoms such as difficulty to sleep, depression,
and fatigue [3].
In this context, assisting technology that can diminish all kinds of tremor impact and
burden for patients has a crucial role, allowing patients to live without all impairments
imposed by PD. Furthermore, minimizing the effects of tremor on patients for multiple
tasks is a huge benefit that one can address with different techniques, such as functional
electrical stimulation (FES), which usually relies on analyzing movement and tremor
signals based on electromyography (EMG) [4].
Recent work [5] has demonstrated the feasibility of neural oscillator based control,
using a mixed feed-forward and feedback control approach that could provide a faster re-
sponse when compared to traditional feedback control, with promising results. However,
in this approach, control variables such as the frequency gains, feedback gain, stimulus
width, and amplitude and other parameters are all fixed to experimental values. Hence,
any disturbances could make these parameters work outside the optimized area, deterio-
rating the performance of the tremor suppression. Also, adapting the control parameters
from one patient to another requires a new configuration set-up and fine-tuning for indi-
vidual characteristics.
One of the main reasons for these problems is because most of FES controllers only
use past data to adjust control parameters. So, the generated stimulus is always related
to the last tremors, most times sub-optimal to the real-time tremor signal. Therefore,
being able to predict tremor signals based on specific patient tremor pattern effectively
can provide great value for improving FES control, and make it automatically adaptable
for different patients and different tremor conditions.
Recent strategies for simulating or classifying EMG signals include Neural Networks
(NN) that can learn EMG patterns and simulate a similar signal. According to [6], it is
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possible to combine Recurrent Neural Networks (RNNs) based on Long short-term mem-
ory (LSTM) and multilayer perceptron (MLP) networks to recognize patterns and classify
different movements efficiently. The LSTM network captures temporal dependencies of
the sEMG signals, while the MLP focuses on the static and amplitude characteristics.
Many studies and device patents around rest and action tremors have been created,
showing the use of surface electromyography (sEMG) as one of the most common ways
to measure muscle response to voluntary or involuntary stimulation, being widely used as
the main input and feedback signal for artificial stimulation devices [7, 8, 9, 10, 11, 12].
EMG is widely used clinically for the diagnosis of neurological and muscular pathol-
ogy [13] and has recently been used for several human-machine interface applications,
such as controlling computer interfaces, navigation through virtual reality environments,
controlling robots, drones, and other interesting applications [14].
However, acquiring such datasets from patients is a complicated and sometimes painful
task. Most patients experience unpleasant effects during such experiments, such as tired-
ness, fatigue [15], and a wide range of movements are usually not possible due to the
patient’s movement limitation and impairment due to the disease.
Therefore, collecting, processing, and using recorded EMG signals for analysis is quite
a challenging approach, due to data scarcity and lack of dataset variation. Data augmen-
tation is a promising an alternative approach for extending existing datasets, which could
allow further research and analysis.
As a summary, the biggest challenges to the process of predicting or generating PD
tremor EMG signals are related to the following characteristics:
• Tremor pattern, amplitude, and frequency varies from patient to patient;
• Tremor magnitude and frequencies vary during the day according to levels of lev-
odopa and other medications consumed by the patient,
• Tremor and muscle-stimulus vary according to movement patterns; and
• Collecting EMG measurements from patients in multiple movement protocols re-
quire a lot of time, demands too much energy and effort from patients, which might
not feel comfortable or capable of performing some of the proposed movements;
In such a context, classical signal processing and generation techniques might not pro-
vide good results. In this work, we propose a combination of Machine Learning (ML)
methods for PD tremor EMG signal processing. We applied Autoencoders (AE) as pro-
viding mechanisms to predict future tremor patterns based on Multi-layer Perceptron
(MLP) and Long-Short Term Memory (LSTM) networks. Additionally, we propose and
validate two new data augmentation approaches based on Deep Convolutional Generative
Adversarial Networks (DCGANs) and Style Transfer (ST) for augmenting Parkinson’s
disease electromyography (EMG) signals with the use of two distinct EMG databases.
To the best of our knowledge, this work proposes the first methods for PD EMG signal
prediction and data augmentation based on real patient data.
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1.1 Objectives
In this work, our main objective is to propose Neural Network models that can efficiently
recognize, predict, and generate rest tremor patterns based on sEMG signals from PD
patients. The primary target is to be able to predict and generate EMG signals according
to the specific amplitude level, frequency, and width of EMG tremor, according to each
patient’s tremor characteristics. Finally, we intend to develop and share practical algo-
rithms and programs to train and run such models, allowing future work to extend the
usage of such models for other types of EMG and bio-signal applications.
More formally, our objectives are:
• O1: To investigate Parkinson’s Disease characteristics, main treatment challenges,
patient handling and assisting technologies;
• O2: To evaluate how sEMG signal processing techniques work (amplification, filter-
ing, pre-processing, post-processing, etc.) and how they influence the quality of the
recognition process;
• O3: To explore Neural Network methods, algorithms, and techniques for EMG data
prediction and data augmentation;
• O4: To create an open-source reference implementation that can be used and ex-
tended by researchers for their EMG and bio-signals datasets;
Based on these objectives, we can formulate the following hypotheses to confirm that
we succeeded with our goals:
1. H1: Surface electromyography measurement can represent PD’s tremor, and such
signals can be represented by features and used for model training;
2. H2: Neural Networks can be used for PD’s EMG signal prediction;
3. H3: Neural Networks can be used for PD’s EMG signal generation;
4. H4: Style transfer can be used to transfer PD’s EMG tremor style to other EMG
signals from healthy individuals;
1.2 Contributions
As our main contributions to the field, we present as results of this work:
• The use of Autoencoders to train encoding models that are capable of compact-
ing EMG information into a lower-dimensional space can still be used for pattern
recognition and signal prediction.
• The evaluation of MLP and LSTM neural networks as models to predict EMG
tremor behavior, not only predicting EMG envelopes but also EMG raw signals.
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• A comparison of different MLP and LSTM topologies for EMG signal prediction,
evaluating the influence of hyperparameters on the models, and how the function
loss can also affect the quality of the prediction, proposing a new loss metric to
evaluate and train EMG prediction models.
• The usage of DCGANs with domain-specific discriminator CNN pipelines to success-
fully simulate EMG tremor behavior, not only mimicking generic tremor patterns
but patient and protocol-specific characteristics.
• The proposal and evaluation of DTW distance, FFT MSE, and EMG Envelope
Cross-correlation as metrics for EMG signal generation.
• The use of Style Transfer based on custom feature extraction using a pre-trained
discriminator model to successfully transfer rest tremor patterns for different move-
ment protocols and datasets, simulating patients’ tremors on various circumstances
and protocols using existing healthy patient datasets.
1.3 Text Organization
• Chapter 1 presented the dissertation motivation, objectives, hypotheses, and con-
tributions to the field;
• Chapter 2 presents the theoretical concepts necessary to understand the work con-
ducted in this dissertation, like the characteristics of Parkinson’s Disease tremor
signals and the utilized Machine Learning methods;
• Chapter 3 presents related work to the field, which contributed to the development
of this work;
• Chapter 4 presents the materials and datasets used for this work;
• Chapter 5 presents the methods proposed for validating our hypothesis;
• Chapter 6 presents the experimental results, their analysis, and discussion;




This chapter describes the basic concepts about Parkinson’s Disease and Machine Learn-
ing that have been used as a base ground for this work’s proposed methods. We have
included a description of current state of the art methods available on the field and how
we utilize such concepts to develop our methods and results.
2.1 Parkinson’s Disease
Parkinson’s Disease (PD) is a common, progressive, multicentric neurodegenerative dis-
order of unkown causes which main features are bradykinesia, rigidity, resting and action
tremor, and postural instability [3]. Parkinson’s disease has its name after James Parkin-
son, who in 1817 described six patients with "involuntary tremulous motion," "decreased
muscular strength," and "a propensity to bend forwards" [16]. Today, the same clinical
features first recognized by Parkinson characterize the disease-bearing his name [3].
According to the World Health Organization [1], Parkinson’s disease is the second most
common neurodegenerative disorder in the world, losing only to Alzheimer’s. According
to Dexter and Jenner [17], 2% of the world population over 60 years old live with PD. In
Brazil, this percentage is lower due to the average age of the population. Numbers from
the Ministry of Health estimates that 200,000 Brazilians (around 1% ) are living with PD.
However, with the increasing of life expectancy, projections from the United Nations
(UN) (Figure 2.1) [18] indicate that in three decades, the elderly population will be
three times bigger than now, achieving 2 billion people worldwide. Keeping the same 2%
proportion, we might see the number of PD cases increasing to over 40 million patients
worldwide. Dorsey et al. [19] show the evolution of PD’s cases in most populated nations
in the world, showing that the number will double from 2005 to 2030.
Olesen et al. [20] estimate that for the year 2010, the total cost of Parkinson’s disease
in Europe was EUR 13.9 billion. This included EUR 7 billion in direct healthcare costs,
EUR 5.5 billion in direct non-medical costs, and EUR 1.4 billion in indirect costs. The
per-patient annual cost of PD in this study was estimated to be EUR 11,153. The most
significant of the direct costs are inpatient and institutional care, while lost productivity
and caregiver burden incur the highest indirect costs [21].
The disease not only represents a massive cost to society, but it also brings a con-
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Figure 2.1: Population aged 60 years or over and aged 80 years or over, by region, 1980-
2050. [18]
siderable impact on patients’ lives. Patients may face not only the characteristic motor
impairments of the disease, such as resting tremor, bradykinesia (slowness of movement),
postural instability (unstable and prone to falls) and rigidity (stiffness) but may also
develop other non-motor symptoms such as difficulty to sleep, depression, and fatigue.
In this context, assistive technology that can diminish the impact and burden for
patients has a crucial role, allowing patients to live without all impairments imposed by
PD. Furthermore, minimizing the effects of tremor on patients for multiple tasks is a
huge benefit that one can address with different techniques, such as functional electrical
stimulation (FES) systems, that usually rely on analyzing movement and tremor signals
based on electromyography (EMG)[4].
However, these signals mixed with tremor and other types of noise, can be complicated
to measure, filter and process, and many different techniques are used to correctly identify
movement and tremor patterns that will work as input for FES [7], [8], [9], [22].
2.1.1 Physiology
The primary pathological feature of PD is the death of dopaminergic cells in the substantia
nigra and degeneration of the nigrostriatal pathway, as well as the presence of Lewy bodies
(intracytoplasmic inclusion bodies) in residual dopaminergic neurons [2].
The gradual loss of dopamine-producing cells in the brain affects the nervous system
in a way that progressively limits the patient’s ability to control the muscles. This leads to
involuntary movements (dyskinesia) such as tremors and slowness of movement (bradyki-
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nesia). Once it develops, PD promotes degenerative changes in the substantia nigra, a
thin band of pigmented neurons wherein dopamine is produced.
For healthy individuals, dopamine is the main neurotransmitter controlling both bal-
ance and smoothness of normal movement. The substantia nigra acts as a reservoir that
buffers the supply of dopamine to the brain. Peaks and troughs are diminished as ex-
cess dopamine are stored, or stored dopamine is released, so that continuous levels of
dopaminergic stimulation are achieved.
The disorder on PD patients follows a highly variable, chronic, slowly progressive
course. Clinical signs may not be palpable until approximately 60% of the substantia
nigra dopamine neurons are lost, translating into more than 80% loss of dopamine ([23]).
2.1.2 Symptoms
PD’s main symptoms are [3]:
• Mask-like expression
• Muscular rigidity
• Resting, postural and action tremor
• Absence of arm swing
• Imbalance due to a postural difficulty
• Bradykinesia: Difficulty to move, generating movements with lower acceleration and
amplitude and with longer intervals between movement.
• Dyskinesia: involuntary and uncoordinated movements.
• Abnormal gait
• Shuffling steps
• Difficulty to speak or swallow
Several characteristic non-motor symptoms are also included in the clinical descrip-
tion of Parkinson’s disease. These include impaired executive function, constipation,
urinary incontinence, sexual dysfunction, orthostatic hypotension, sleep disorders, psy-
chiatric symptoms such as depression, psychosis, behavioral disorders, and cognitive dis-
turbances [3].
These symptoms may vary and change in intensity according to patient’s disease sever-
ity and progression of the disease. At the first stage, the symptoms may only create
discomfort and light motor impairment, which still preserves the patient’s autonomy and
independence, slightly affecting daily activities [24].
At later stages, the motor symptoms like tremor and bradykinesia increases, gener-
ating more evident motor impairment and disability. More common medical control and
specialized care required.
23
At advanced and terminal stages, several motor complications may require hospital
admission, and deglutition disorders and cognitive impairment become frequent, leading
patients to significant disability and entirely dependent on specialized care.
While symptoms of early disease tend to respond well to treatment, later-stage PD
becomes increasingly resistant to drug therapy, necessitating continuous drug dosing to
maintain therapeutic effect [24].
2.1.3 Treatments
The discovery of the dopaminergic deficit was the central turning point in the development
of pharmacotherapeutic approaches to PD, leading to the introduction of levodopa and
later dopamine agonists [18].
Therapy depends on the age and mental status of the patient and the severity of the
disease. In young patients, there is evidence supporting the postponement of more potent
medications such as levodopa to prevent early development of motor complications and
undesired side effects.
In older patients, not only the risk of motor complications is lower, but the safety
profile of levodopa is better within a higher age range. Initially, patients are medicated
with a single drug, but as the disease progresses, multiple medications may be required
[18].
In addition to the primary medications used for symptomatic treatment of the specific
motor symptoms of PD, there is also a need for complementary medication to treat the
different non-motor symptoms that affect a significant number of patients with PD in the
advanced stages.
The functional surgery was developed many years ago as a palliative approach to the
therapy of PD. More recently, it becomes an important therapeutic option with the new
Deep Brain Stimulation (DBS) techniques, playing an essential role in the treatment of
the complicated PD patient with the drug-refractory disease [18].
Other noninvasive technologies for tremor suppression have been developed, such as
Functional Electrical Stimulation (FES) and the use of orthoses for movement control.
As abnormal muscle activation patterns ultimately cause tremor, FES seems a promising
possibility for treatment, as it is noninvasive, easily applicable, and requires minimal
hardware [25].
There has also been an increase in the development of new devices and tools for tremor
reduction, such as special cutlery or gloves (like Lyftware [26] and Gyroglove [27], trying
to reduce shaking-related inconveniences.
It is also essential to deal with the issues related to the cost of the disease for the
patient, family, and society. Unfortunately, the availability and treatment information is
limited and almost restricted to Europe and North America, which makes it challenging
to extrapolate it to other regions of the world. Therefore, drug therapies are the most
frequently used treatment, widely used around the world.
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2.2 Tremor Detection and Analysis
Tremor is an involuntary movement with a roughly sinusoidal profile, and this oscillation
usually occurs in the upper limb [28], classified mainly into three categories: resting
tremor, action tremor, and postural tremor. Resting tremor is defined as the os-
cillatory manifestation when a limb is not voluntarily activated and entirely supported
by gravity action. The postural variant is described when tremor happens on an individ-
ual maintaining a position opposed to gravity action (like standing or seating upright).
Action tremor is the one that occurs concomitantly with muscular contraction for volun-
tary movement (like moving upper limbs, picking up something or doing any voluntary
activity) [29].
Tremor commonly incorporates the physiological tremor seen in healthy subjects and
the pathological tremor that is related to a neurological disorder, like Parkinson’s and
essential tremor.
One of the most significant challenges on tremor detection and analysis is the right
acquisition and processing of movement and tremor signals through different techniques,
such as electromyography (EMG), electroencephalography (EEG), or the use of accelerom-
eters. The appropriate usage of each method may vary from the application goal, as
different methods present pros and cons depending on the task at hand.
2.2.1 Electrophysiologic Characteristics
Identification and characterization of different forms of tremor is routine practice for
most clinicians. However, it is also a challenging task. Although these tremors are usu-
ally identified using subjective parameters from a clinical perspective, from a physiological
standpoint, they typically have specific characteristics regarding frequencies and ampli-
tude measurements, as well as their correlation with posture (rest versus action).
In the case of PD, tremor occurs in almost 75% of all cases, and is more often noticeable
at rest, with a frequency that ranges from 4 to 6 Hz (resting tremor). The oscillations of
these pathological tremors are only approximately sinusoidal, with both amplitude and
frequency presenting with wide variations.
Healthy individuals and PD patients present different movement patterns, as we can
see in Figure 2.2, which represents Fast Fourier Transform (FFT) analysis of a volunteer
with PD and a control volunteer without PD. Although signal on the time domain (bottom
image) analysis is unclear, on the frequency domain, it is possible to verify the existence
of a 4.55 Hz peak, which was called oscillation frequency.
Recent studies [30] show that resting tremor, postural tremor, and action tremor have
different time and frequency characteristics. Previous PD tremor analysis considered
it as a single frequency signal, with fundamental frequency ranges between 4–12 Hz.
However, the results presented in [30] (Figure 2.3) show that PD tremor consists of several
harmonics. It is also important to point out that the monoharmonic tremor has a higher
fundamental frequency than the multiple-harmonic tremor. The frequency lies within the
range of 5.3 Hz to 7.7 Hz for the postural tremor and about 5.2 Hz for the resting tremor.
Nevertheless, it is essential to highlight that different acquisition methods may present
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Figure 2.2: Comparison of the Fast Fourier Transform (FFT) from right arm wrist ex-
tensor muscle EMG from a healthy subject (left) vs PD patient (right). As we can see,
for PD patient the FFT presents a higher amplitude around 4-5 Hz (and the following
harmonic frequency between 8-10 Hz), demonstrating the presence of typical PD tremor
frequencies. Adapted from [29].
slightly different results. Hence, the right choice of signal acquisition is crucial for any
tremor detection, analysis, and suppression techniques.
2.2.2 Surface Electromyography (sEMG)
Electromyography (EMG) is a biomedical measuring technique based on measuring muscle
activation via electric bio-potentials. These electrical potentials are generated on skeletal
muscles basic motor units, which consists of a single motor nerve fiber and a bundle of
muscle fibers to which it is attached. EMG is acquired using an instrument called an elec-
tromyograph, producing a record called an electromyogram. An electromyograph detects
the electrical potential generated by muscle cells when these cells are both mechanically
active and at rest. Signals can present medical abnormalities or analyze the biomechanics
of human or animal movement [31].
The single motor unit (SMU) is the smallest unit that can be activated by an in-
tentional effort, in which case all constituent muscle fibers start synchronously. The
component fibers of the motor unit extend lengthwise in loose bundles along with the
muscle. In cross-section, however, the fibers of a given motor unit are interspersed with
fibers of other motor units. Thus, the active muscle fibers of the SMU constitute a dis-
tributed bioelectric source located in a volume conductor that consists of all other fibers
within the muscle (active and inactive), blood vessels, and connective tissue. As we can
see in Figure 2.4, the EMG is a signal composed of multiple electric potentials, generated
on multiple SMUs. Extracting different SMU requires different techniques.
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Figure 2.3: Differences on Resting Tremor (RT) and Postural Tremor (PT) frequencies
for a PD patient. Values are measured using a discrete inertial measurement unit (IMU)
attached to patient’s index finger (IF) metacarpal phalangeal (MCP) joint, on thumb (T)
and wrist (W). Values on left shows the mean and standard deviation measurements for
the 1st, 2nd and 3rd harmonics for resting and postural tremor, while graphs on right
present the FFT analysis. Extracted from [30].
Signal Acquisition
The evoked field potential from the active fibers of an SMU has a triphasic form of brief
duration (3 to 15ms) and an amplitude of 2 to 2000 mV, depending on the size of the
motor unit. The frequency of discharge usually varies from 6 to 30 Hz. Surface EMG (also
called sEMG) is very convenient, once it uses surface electrodes connected directly to the
skin of the muscle you want to analyze. One of the disadvantages of recording sEMG is
that they can be used only with superficial muscles and are sensitive to electrical activity
over too wide an area.
EMG sensors usually provide raw EMG signals or rectified and integrated EMG signals
(see Figure 2.5). The main difference is that raw EMG signals allow us to analyze muscle
stimulus in more detail, which is the case needed for tremor analysis. Rectified and
integrated signals are good for pattern recognition, as it allows us to see the conjunction
of multiple consistent stimuli over time, generating different patterns for different postural
positions.
There are many sEMG sensors and acquisition kits available on the market. The most
used nowadays is the Myo [33] and Myoware [32], but there are more specialized medical
devices used for clinical exams and more detailed medical research. When working with
sEMG, there is also a list of additional challenges:
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Figure 2.4: EMG signal extraction and feature selection extracted from [31].
Figure 2.5: Difference between EMG raw, rectified and integrate signals extracted from
[32].
• Low-sampling frequency: most sEMG devices provide a sampling frequency around
100-200 Hz, while the recommended frequency range of sEMG signals is 200-500 Hz,
requiring a sampling frequency greater or equal to 1000 Hz. With a lower sampling
frequency, additional processing and interpolation are necessary.
• Interference from external power line: some sEMG devices have no shield against
power line interferences, so their electromyography measurements must be filtered
from 50-60 Hz frequencies (according to power line frequency).
• Dry vs. gel-based electrodes: gel-based electrodes require the shaving and washing
of the skin to obtain optimal contact between the subject’s skin and electrodes. Dry
electrodes are easier to wear. However, they are less accurate and robust to motion
artifact than gel-based ones. Other aspects may also cause changes in electrode-skin
impedance (such as sweat, body temperature, etc.).
• Fixing the electrode positions: it is crucial to fix the electrode positions on hands
and arms somehow, either using adhesive tape or elastic bands. If electrodes change
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position during measurement, the measurement will be drastically affected.
• Crosstalk among muscles: crosstalk is the signal recorded with electrodes placed on
the skin overlying a target muscle but generated by other muscle(s) in its vicinity.
• Anatomical variations: the distribution of action-potential shapes varies greatly
among subjects because of the anatomical variations in locations of the motor units
within the muscle tissue. This limits or makes it more challenging to use inter-
subject data for training and testing purposes.
Signal Analysis
Raw EMG signal offers us valuable information, which is usually difficult to use unless
it is pre-processed first, due to the usually low signal-to-noise (SNR) ratio and crosstalk
among muscles. This information is useful only if it can be quantified in terms of the
process and protocols we want to measure. Various signal-processing methods are applied
to raw EMG to achieve the accurate and actual EMG signal that shows us what we want
to see [34]. The most common ones are:
• Wavelet transform (WT) analysis: is an efficient mathematical tool for local
analysis of nonstationary and fast transient signals. One of the main properties of
WT is that it can be implemented using a discrete-time filter bank. The Fourier
transforms (FT) of the wavelets are WT filters. The WT represents a very suitable
method for the classification of EMG signals [34].
• Time-frequency approach: attempts to gain quantitative information from EMG
recordings are extensively investigated when the signal is represented as a function of
time (time-domain). Cohen class transformation, Wigner-Ville distribution (WVD),
and Choi-Williams distribution (CWD) are some of the time-frequency approaches
used for EMG signal processing.
• Autoregressive (AR) models: assuming that prototypes of intramuscular and
surface EMG signals are available, the parameters of the time series model that
transforms the intramuscular signals to the surface signals are identified. The iden-
tified model is then used to estimate the intramuscular signal from the surface signal.
• Artificial Intelligence (AI): different AI techniques, mainly based on Neural Net-
works, have been proposed for processing EMG signals. This kind of technique is
beneficial for a real-time application like EMG signal recording and analysis. Ar-
tificial neural networks (ANN), dynamic recurrent neural networks (DRNN), and
fuzzy logic systems are the most used techniques. However, the pre-processing of
the signal using previous methods (wavelet transform, FFT, etc.) may also affect
the quality of the AI processing technique (see Table 2.1).
• Higher-order statistics (HOS): it is a technique for analyzing and interpreting
the characteristics and nature of a random process. The theory of expectation
(probability theory) is the basis of HOS.
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Table 2.1: Diagnosis performance of the same classifier trained with different features,
based on time domain, frequency domain, and wavelet coefficients using Artificial Neural
Networks. Adapted from [34].







Classification of real EMG data into their constituent motor unit action potential
(MUAP) is often a difficult task because of its waveform variability, jitter to single fiber
potentials, and MUAPs superposition [34]. The standard feature for classifying the in-
tramuscular EMG signal is the Euclidean distance between the MUAP waveforms. For
clinical interests, the main feature of the EMG signal is the number of active motor units
(MUs), the MUAP waveforms, and the innervations time statistics. According to [34],
determining the MUAP waveform and the number of active MUs can be considered as a
classification problem.
Different classification techniques may be used, but the most common ones are AR
parametric models, fuzzy and neural networks. According to [35], ANNs appear attractive
for solving such problems because of their ability to adapt and to create complex clas-
sification boundaries. The DRNN proposed by [36] is much more adaptive to temporal
treatment than the traditional feedforward network, which is more dedicated to classifi-
cation tasks. The training process and classification results of the fuzzy logic method by
[37] are superior to those of Neural Network-based approaches, primarily in that the fuzzy
system gives more consistent classification results and is insensitive to over-training, as is
can be seen in Table 2.2.
Table 2.2: Typical EMG classification accuracy rate for different AI techniques. Adapted
from [34].
Method Accuracy rate %




Electroencephalogram (EEG) are potential fluctuations recorded from the brain. Con-
ventionally, the electrical activity of the brain is recorded with three types of elec-
trodes—scalp, cortical, and depth electrodes. When electrodes are placed on the exposed
surface (cortex) of the brain, the recording is called an electrocorticogram (ECoG).
Whether obtained from the scalp, cortex, or depths of the brain, the recorded fluc-
tuating potentials represent a superposition of the field potentials produced by a variety
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of active neuronal current generators within the volume-conductor medium. The sources
generating these field potentials are aggregates of neuronal elements with complex inter-
connections. The neuronal features mentioned previously are the dendrites, cell bodies
(somata), and axons of nerve cells. Moreover, the architecture of the neuronal brain tissue
is not uniform from one location to another in the brain.
Signal Acquisition
EEG is a noninvasive method for measuring brain activity that removes the need for
costly and risky surgical procedures, such as electrophysiology, in which intracortical
devices such as needles or tubes may be inserted directly into the brain material, or
electrocorticography, in which an array of electrodes is implanted under the skull.
Both systems risk permanent and life-threatening damage to a patient’s brain and
require costly surgical expertise to carry them out safely. Also useful for designing a BCI,
EEG does not require the patient to be stationary like other noninvasive imaging sys-
tems such as functional magnetic resonance imaging (fMRI) and magnetoencephalography
(MEG), both of which can only be carried out by large-scale and expensive equipment.
In contrast, EEG requires merely the placement of a set of electrodes along the scalp
(such as shown if Figure 2.6), which, although the exact placement is essential for valid
results, can be carried out straightforwardly. EEG can produce high time resolution
data, which is a necessity for near real-time systems. However, EEG does possess some
significant drawbacks.




EEG’s major drawback for use for tremor signal analysis is its low signal-to-noise ratio [39].
While it does provide high resolution in time, it does not offer a high spatial resolution.
The EEG output is a set of noisy and non-stationary time series. The indirect nature of
the measurements makes the EEG inverse problem, determining which brain structures
are active to produce a given output, intractable. Additionally, since it only measures
activity at the scalp, it provides little or no insight as to the activity of deep structures in
the brain such as the hippocampus. Even neurons in the sulci or fissures near the skull
produce signals that either do not reach the scalp or are lost in the much stronger signals
produced by structures close to the skull, such as the occipital lobe.
Unfortunately, the nature of the measurement procedure also makes EEG susceptible
to numerous artifacts that are not related to the underlying cerebral activity. For exam-
ple, electrocardiographic artifacts that arise from the heart beating, electromyographic
artifacts which could be recorded if a patient moves an arm while recording, or movement
of the eyes and tongue. Even the rhythmic pulse of the alternating current of the country’s
electrical system must be accounted for before an accurate representation of the electrical
activity emanating from the patient’s brain can be produced. Such elements can mask the
underlying brain activity, and thus any classification of user intent, complicated. How-
ever, recent research has demonstrated that smart filtering and feature extraction with
EEG signals can produce meaningful and accurate classifications of user intent.
2.2.4 Accelerometers
According to [39], an accelerometer measures acceleration along the sensitive axis of the
sensor based on Newton’s second law (F = M × A). The loading force drives a second-
order damped harmonic oscillator in a mass-spring-damper system. There are three main
categories of accelerometers:
• Piezoelectric: a piezoelectric accelerometer is an accelerometer that employs the
piezoelectric effect of certain materials to measure dynamic changes in mechanical
variables (e.g., acceleration, vibration, and mechanical shock). As with all trans-
ducers, piezoelectric accelerometers convert one form of energy into another and
provide an electrical signal in response to a quantity, property, or condition that is
being measured.
• Piezoresistive: when pressure is applied to a piezo resistor, depending on the mate-
rial, its resistance increases, allowing external voltage to be applied and converted to
a measurement. So it relies on the change in electrical resistance of a semiconductor
material due to mechanical stress.
• Capacitive: capacitive accelerometers typically use a silicon micro-machined sensing
element. Their performance is superior in the low-frequency range, and they can be
operated in servo mode to achieve high stability and linearity.
Impedance, signal level, effects of gravitational component, and cost are some im-
portant parameters related to this technique. Table 2.3 compares the three types of
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accelerometers. The feasibility of using data recorded with accelerometers to estimate
the severity of symptoms and motor complications in patients with Parkinson’s disease is
recently increasing.
Table 2.3: Comparison of accelerometers characteristics. Adapted from [39].
Parameter Piezoeletric Piezoresistive Capacitive
Gravitational component No Yes Yes
Bandwidth Wide Low to moderate Wide
Impedance High Low Very high
Signal level High Low Moderate
Ruggedness Good Moderate Good
Cost High Low High
Signal Acquisition
The usage of accelerometers is simple, relatively reliable, and remains a convenient tech-
nique to measure the frequency and amplitude of oscillations of body segments [39]. Sen-
sors are fixed on the skin at given anatomical landmarks. For measuring tremor in PD
patients, it is usual to place accelerometers on fingers (using a ring structure for support),
hand, wrist, forearm, and arms. Accelerometers allow the estimation of the orienta-
tion of body segments, acceleration of trunk, acceleration/velocity/translations of limbs
and joints. They can also be used together with gyroscopes, being integrated into in-
ertial measurement units (IMU), which embeds a three-axis gyroscope and a three-axis
accelerometer in a single chip.
Signal Analysis
There have been multiple studies using accelerometer measurements for PD’s tremor
assessment, and most of them apply some (or variations) of the following steps while
processing accelerometer data (Figure 2.7):
1. Accelerometer is attached to patient’s finger
2. Acceleration is measured from sensor (typically with 3 components - x, y, z)
3. Analog/Digital conversion of the signal (might affect the precision)
4. Processing the signal (might be stored locally on measuring device or connected to
a PC)
5. Display information on sensor (or on connected PC)
6. Band Pass filtering: it is necessary to remove gravity effect from accelerometer
readings, which can be done with high-pass filters.
7. Empirical mode decomposition (EMD), Hilbert and other signal transformations
can be used to extract specific features from the signal
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8. Set of features from signal transformations can be stored or combined with other
features
9. Spectral analysis: quadratic mean (RMS) or power spectral density (PSD) are typ-
ical spectral analysis that can be performed
10. Spectral features can also be stored individually or combined
11. Final processing method might combine previous calculated features with specific
statistical methods
12. Final index is calculated with desired accelerometer information
Figure 2.7: Typical signal processing based on accelerometer sensors. Extracted from [7].
2.2.5 Common Challenges
Either using EMG, EEG, accelerometers, or a mixture of signal acquisition techniques,
all of the described methods present some common challenges while trying to detect and
recognize movement and tremor patterns.
As mentioned before, each measurement technique may have different pros and cons,
different costs and can be more or less suitable for different applications. Figure 2.8
presents a table with different characteristics for each measurement technique according to
[40]. As we can see, accelerometers and gyroscopes may have greater results for assessing
PD tremor amplitudes and frequency, while EMG and force transducers present a greater
signal-to-noise ratio. However, they require electrical contact with patients and usually
are more expensive.
From this project’s perspective, our focus is to analyze, predict and generate surface
EMG signals, since they represent a better measurement and feedback signal for FES and
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other assisting devices. The proposed methods could also be applied for prediction and
generation of accelerometer data, since accelerometer data is less complex with lower spec-
trum of frequencies. However, such information would be less relevant for FES devices,
and therefore was not explored in this work.
Figure 2.8: Comparison of the most commonly used sensors for quantification and moni-
toring of tremor. Extracted from [40]
2.3 Tremor Supression
This section describes the most recent techniques for tremor suppression.
2.3.1 Deep Brain Stimulation
Deep Brain Stimulation (DBS) involves the surgical placement of a thin wire, with four
electrical contacts at its tip, into a particular and carefully selected brain region. This
wire is called the DBS lead, and there are three main parts of the brain where it can
be placed: the globus pallidus internet, the thalamus, and the subthalamic nucleus [41].
Each site will bring different benefits to PD’s patients:
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• Thalamus (Vim): Reduces tremor but not the other symptoms of PD
• Globus pallidus (GPi): Reduces tremor, rigidity, bradykinesia, gait problems, dysk-
inesia
• Subthalamic nucleus (STN): Reduces tremor, rigidity, bradykinesia, gait problems,
dyskinesia
The DBS lead is connected to a pacemaker-like device that is implanted in the chest
region below the collarbone. This device, called the neurostimulator or implantable pulse
generator (IPG), contains the battery and computer source that generates the electrical
pulses that will be delivered via the lead to the brain. The system can be turned on or
off by the patient or the clinician. Also, the clinician can select which one or more of
the four electrodes on each brain lead is to be activated to provide electrical stimulation.
This process allows electrical stimulation to be delivered to an exact part of the brain.
Although DBS has been considered a highly efficient method (70-90% successful rate),
a large list of cons must be considered. First of all, surgery for DBS implantation is
highly invasive, and also two surgical procedures are needed for implantation. Its surgery
risks may include infection, bleeding, or even implant rejection. These risks may increase
with the patient’s age and previous health conditions. Secondly, DBS surgery is not yet
a standard affordable treatment.
2.3.2 Functional Electrical Stimulation (FES)
Functional Electrical Stimulation (FES) is an assisting system that uses the electrical pulse
to stimulate the skeletal muscles to generate the desired movement or restore the motor
function. It aims to attenuate the tremor with the minimum effect on the voluntary
movement. Surface electromyography (EMG) and accelerometers can be used as the
sensing feedback information to regulate FES. Figure 2.9 (b) shows an example of FES
device applied to the forearm of a patient [42].
The term FES is also applied to systems which attempt to provide a functional benefit
to the patient, typically by restoring lost or impaired neuromuscular functions, such as
in paraplegia, by the application of electrical pulses to neural pathways or directly to
muscles.
The history of successful applications of electrical stimulation started with the artificial
pacemaker, whose first clinical implantation occurred in 1958 [12]. The fundamental goal
of FES research is to achieve natural-level control of muscles using electrical stimulation
[12]. To meet this goal, FES systems try to mimic neural excitation, which is based on
trains of action potentials. Hence, FES signals are based on trains of impulses, which are
applied to the body using surface or subcutaneous electrodes. At the interface between the
electrode and excitable tissue, those impulses depolarize the tissue membrane, artificially
producing action potentials on neuron cells, producing the electrical discharge that is
transmitted to the tense muscles [12].
FES has been proposed by many authors [5] as a potential method for reducing and
controlling the pathological tremor. However, the feasibility and accuracy of FES de-
pend heavily on the estimation of amplitude and frequency of the involuntary tremor
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Figure 2.9: (a) Patient using the wearable orthosis for tremor assessment and suppression
exoskeleton fixed on the right upper limb (b) Patient wearing the current prototype of
the TREMOR neurorobot (FES device). Extracted from [42].
signals, and the side-effect of FES on patient’s voluntary movements. In most cases,
these measurements are based on surface electromyography (sEMG) for measuring mus-
cle activation, and accelerometers for measuring the resulting tremor on the limbs.
FES can be classified according to different categories:
• Type of stimulation: transcutaneous stimulation takes place on the skin via
surface electrodes. In contrast, subcutaneous stimulation can use two types of elec-
trodes, those secured to the muscle and exciting the motoneurons, and those who
are in contact with the nerves directly.
• Stimulus polarization: FES can use anodic and cathodic stimulation. If an
anodic pulse is applied, positive ions flow out of the excitable membrane near the
stimulation site, whereas a cathodic pulse produces the opposite effect. In both
approaches, it is possible to depolarize the tissue membrane, but the threshold is
lower for cathodic stimulation.
• Waveform: FES delivers sequences of electric charge pulses, mimicking, to a cer-
tain extent, the signals generated by the CNS. However, distinct waveforms are
employed by FES systems, providing different performances regarding depolariza-
tion threshold, electrode corrosion, and tissue damage. Figure 2.11 shows typical
waveform and often controlled parameters.
• Stimulus strategy: FES can be used for tremor suppression by coordinating stim-
ulus on different muscles at the same time or on alternating muscles with a small
time difference. One of the most effective strategies is stimulating the flexor (ago-
nist) and extensor (antagonist) forearm muscles, providing a counter-movement to
the tremor stimulus, usually called out-of-phase stimulation, as shown in Figure 2.10
[12]. Another possibility is to use a semi-active approach by simulating the modi-
fication of limb impedance to cancel the tremor without impeding the concomitant
voluntary movement [43].
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Figure 2.10: Stimulation strategy for agonist and antagonist muscles controlled in FES
systems. Extracted from [12].
Figure 2.11: Typical FES waveform, highlighting the stimulation parameters that are
often controlled in FES systems. Extracted from [12].
Recent work [8] shows that it is possible to use FES devices connected to wrist and
fingers controlled by a traditional controller based on an optimized offline model for cal-
culating the stimulus parameters for Essential Tremor (ET) patients. Other similar work
[9] are based on glove and sock shaped devices, that are connected to piezoelectric sen-
sors that measure muscle tremors on hands and feet. The device is also connected to
an electrical power device that generates deformation of the glove and sock piezoelectric
materials, applying electrical stimulus to the affected limbs.
Other strategy is using devices directly attached to the forearm muscles like those
described in [29], [22], [44] and [7], which use sEMG for measuring muscle activity and
also surface electrodes for functional electrical stimulation.
2.3.3 Orthoses
Orthoses are mechanical devices used to immobilize, mobilize, adjust, alleviate or stabilize
limbs affected by motor disorders or accidents with motor impairment. Orthoses can be
considered rehab robots used to apply forces or mechanical charges to determined limb.
This impedance change has a direct effect on tremor amplitude and pattern [29]. Figure
2.9 (a) shows an example of orthoses fixed on the right upper limb of a patient [42].
Orthoses can vary from sizes and shapes, being as big as the limb they are attached
to or small as a watch. They are usually embedded with small motors that can apply
variable mechanical loads (torques) into many different axes. Orthoses can also be used
for placing and fixing FES and measurement devices without an active load element.
Orthoses used for tremor suppression may vary from the position they are placed,
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usually related to the frequency bands of the tremor and the joints tremor affects (wrist,
elbow, knee, etc.). The most common controlled variables on orthoses devices are activa-
tion frequency, torque, angular velocity, and joint position.
Recent patents and projects ([45], [11] and [22]) try to use EMG data for controlling
Orthoses devices, that provide mechanical resistance through orthoses and active motors
on its joints, reducing the tremor by forcing to muscles into a different direction while
performing the movement.
2.4 Machine Learning and Artificial Neural Networks
Machine Learning (ML) is a sub-field inside Artificial Intelligence (AI) that was named
in 1959 by Arthur Samuel [46], although the concept has already been studied since the
1940s. It can be defined as a class of algorithms that can improve their performance over
time by means of experimentation or data ingestion. Therefore they can learn. Tom M.
Mitchell provided a more formal definition of ML algorithms:
"A computer program is said to learn from experience E concerning some
class of tasks T and performance measure P if its performance at tasks in T,
as measured by P, improves with experience E." (Tom M. Mitchell, 1997) [47]
Artificial Neural Networks (ANN) is a field of study inside ML that was introduced
in the early 1950s with the development of computing systems that mimics biological
neural networks that constitute animal nerve systems. They are based on a collection of
connected computing units or nodes, called "artificial neurons," which act like neurons
in a biological brain. Neurons can transmit signals from one artificial neuron to another,
simulating the synapses in a real neuron.
In typical ANN implementations, the signal at a connection between artificial neurons
is a real number, and the output of each artificial neuron is computed by some non-
linear function of the sum of its inputs. The inputs to a neuron typically have a weight
that can be adjusted while learning proceeds. The weight increases or decreases the
influence of the input signal at a connection, and these weights are typically calculated
using gradients calculation, such as those proposed by the Backpropagation algorithm
[48]. The learning process has been recently optimized with the usage of optimizers, such
as ADAM introduced by Kingma [49], which is a specialized gradient-descent algorithm
that uses the computed gradients, its statistics, and its historical values to take small
steps as a means of minimizing a function.
Artificial neurons are typically aggregated into layers, with the simplest one proposed
by Rosenblatt [50] with the single-layer perceptron. Different layers may perform different
kinds of transformations on their inputs, which are connected to the first layer (the input
layer) through a series of intermediate layers (hidden layers) to the last layer (the output
layer).
ANNs have been heavily studied in the past 30 years, enabling surprisingly success
in many practical problems such as recognizing handwritten characters (LeCun et al.,
1989) [52], learning to recognize spoken words (Lang et al., 1988) [53], and learning
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Figure 2.12: Reference ML architectures for biological signal processing. (A) Typical
architecture of a Deep Neural Network. (B) Typical architecture of a Recurrent Neural
Network. (C) Typical architecture of a Convolutional Neural Network. (D) Typical
architecture of a Deep Autoencoder. In the middle, a typical ML workflow for mapping
or classification tasks, where data can be used directly through feature extraction, or used
as input for Deep Learning systems to extract more abstract features, or even used to
calculate a reward on a Reinforcement Learning approach to train an agent to perform a
given task. At the bottom, typical biological datasets used as input (EEG, ECG, EMG,
medical imaging, cell ,or sample information). Adapted from Mahmud, 2018 [51].
to recognize faces (Cottrell et al., 1990) [54]. In the past decade, with the increase
of data availability and computational power, ANNs have made even more significant
breakthroughs in numerous computational tasks, allowing even more complex tasks to
be handled, such as image recognition (He et al., 2015) [55], natural language processing
(Goldberg, 2016) [56], machine translation (Wu et al., 2016) [57] and high definition face
generation [58].
More recently, with the development of Deep Learning, ANNs have been able to out-
perform human capacity in many tasks. These applications were extended for complex
scenarios such as stock market forecast [59], playing computer and board games [60, 61],
and decision systems. This work concentrates on ANNs models recently used on biological
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applications, where such models can allow us to identify and predict signal patterns, and
generate complex signal structures mimicking biological behavior. Figure 2.12 presents a
reference architecture (Mahmud, 2018) [51], where we can see typical ML tasks and the
data flow based on ANNs for processing biological data.
The next sections describe in more detail the different Artificial Neural Networks
architectures and methods reviewed and explored during the development of this work.
Figure 2.13 presents the relationship between all utilized methods in this work.
Figure 2.13: Relation between Artificial Intelligence, Machine Learning, Artificial Neural
Networks, Deep Learning and other proposed models in this work.
2.4.1 Multi-layer Perceptron (MLP) Networks
Multi-layer perceptron (MLP) is a computational class of feedforward artificial neural net-
work (ANN) that processes information through a series of interconnected computational
nodes. Multi-layer perceptrons are sometimes referred to as "vanilla" neural networks,
due to their simplicity, especially when they have a single hidden layer.
An MLP consists of at least three layers of nodes: an input layer, a hidden layer,
and an output layer [62]. Except for the input nodes, each node is a neuron that uses
a nonlinear activation function. MLPs typically utilize a supervised learning algorithm
to update their weights called backpropagation [48]. By employing nonlinear activation
functions, MLPs can separate data that is not linearly separable.
A limitation of the MLP architecture is that it assumes that all inputs and outputs are
independent of each other, which for predicting time-series is not desirable, as each point
depends directly from the previous points in time. For an MLP to model a time series
(such as a sensor signal), it is necessary to include some temporal information in the input
data. Recurrent neural networks (see RNNs) are neural networks specifically designed to
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tackle this problem, making use of a recurrent connection in every unit, allowing the
neurons’ connections to capture temporal relationships.
2.4.2 Autoencoders (AEs)
Autoencoders (AEs) are data-driven NN models (i.e., unsupervised) designed to reduce
data dimension by automatically projecting input data through a series of (non)linear
operations to a lower-dimensional space, usually called encoding representation. In an
Autoencoder, an equal amount of units are used in the input and output layers, since they
try to re-generate the original signal input from the reduced encoding representation (see
Fig. 2.12 D). Despite that it requires a pre-training stage and suffers from vanishing error,
this architecture is popular for its data compression capability and has many variants, e.g.,
Denoising Autoencoder, Sparse Autoencoder, Variational Autoencoder, and Contractive
Autoencoder. In this work, AEs were used to reduce the dimensional temporal space
from EMG input data to a reduced encoding representation, which facilitates the EMG
prediction task.
2.4.3 Convolutional Neural Networks (CNNs)
Convolutional Neural Networks (CNNs) (Fig. 2.12 C) is a multi-layer NN model, inspired
by the neurobiology of visual cortex, that consists of multiple convolutional layers fol-
lowed by fully connected layers, with or without sub-sampling and activation steps. The
convolution is a specialized kind of linear operation that uses the concept of linear filters
(kernels) in place of general matrix multiplication. These filters are applied to the input
signal, generating a feature map as an output. By applying multiple layers of convo-
lutions, it is possible to create different levels of abstractions, each layer combining the
features from previous layers.
Figure 2.14 depicts this process, where a reference image is given as input to a CNN,
which process different aspects of the image in different layers. At the output layer, the
fully connected layer can be used for a classification task, detecting what object is present
in the image. Therefore, the main application of CNN has been in datasets where the
number of nodes and parameters required to be trained is relatively large (e.g., image
analysis). Applying convolution filters along with a suitable pooling function reduces the
features that are supplied to the fully connected network to classify, being suitable also
for large time-series datasets processing and classification.
CNNs can be used in combination with different types of layers, being today one of
the most explored types of NNs due to their flexibility and power to different computing
levels of representation abstractions. This work explores the usage of CNNs for both
tasks, EMG prediction, and EMG generation, as explained in Section 5.
2.4.4 Recurrent Neural Network (RNN)
Recurrent Neural Networks (RNNs) (Fig. 2.12 B) is a NN model designed to detect struc-
tures in temporal sequential data. Unlike feedforward NN, which performs computations
unidirectionally from input to output layers, RNN computes the current state’s output
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Figure 2.14: Typical CNN architecture. A 3D vector (typically a 2D image with 3 RGB
channels) is given as input. A convolutional layer projects the input into a feature map,
that can be sub-sampled for dimensionality reduction. Several convolutions can be applied
sequentially, the deeper the network, deeper the abstraction of feature maps. Last layer
is typically a fully connected layer, which provides a value, typically the class or a binary
classification. Extracted from https://upload.wikimedia.org/wikipedia/commons/6/
63/Typical_cnn.png.
depending on the outputs of previous states. Due to this memory-like property, RNN
gained popularity in many fields involving variable length of sequences or streaming data
(e.g., text mining, time series, EMG signals, etc.).
RNNs can be implemented with multiple architectures, considering more or fewer
memory functions on each neuron, and different mechanisms to update these memory
cells. Due to its many connections between neurons, they typically take more time to
train and process, since the backpropagation of weight errors might involve a series of
complex calculations. They can be used for multiple applications, such as classification,
forecast, or anomaly detection. In this work, a special type of RNN, called LSTM, were
used for EMG signal prediction, being also evaluated for EMG signal generation.
Long-short term memory (LSTM) Networks
Like any Recurrent Neural Network (RNN) neurons, long short-term memory (LSTM)
neurons keep a context of memory within their pipeline [63] to allow for tackling sequen-
tial and temporal problems without the issue of the vanishing gradient affecting their
performance. Proposed by Hochreiter and Schmidhuber in 1997 [64], LSTM neurons have
additional cell states, which are fed by pointwise operations that act as gates for data
input, output and forget, controlling which memories must be copied or deleted from the
neuron. An LSTM network consists of several layers of such neurons, allowing temporal
data to form a connected chain that updates cell states as it flows through the network.
Figure 2.15 shows the structure of an LSTM cell.
Multi-layer LSTM networks have been successfully used and tested for Sequence to
Sequence problems [66], such as translation and sequence prediction [67]. In this work,
we explore LSTMs for the PD EMG tremor signal prediction.
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Figure 2.15: Reference LSTM neuron. Previous cell output (ht-1) is combined with the
input (xt). They pass a sigmoid (σ) activation layer (Forget Gate) which is used to
define which information to delete from cell previous state (Ct-1). The next sigmoid layer
(Input Gate) controls which information to copy to the cell’s current state (Ct), and finally
another sigmoid layer (Output Gate) controls which information from cell state and input
is used to generate the cell output (ht). Both outputs, the hidden cell value (ht) and cell
state (Ct) are copied for the adjacent cell. Extracted and adapted from [65].
2.4.5 Generative Adversarial Networks (GANs)
Firstly introduced in 2014 by Goodfellow et al. [68], a GAN is a machine learning ar-
chitecture that consists basically of two networks: a generator and a discriminator. The
generator produces data with the same dimensions as those of training data, based on
some latent dimension given as input. The discriminator tries to distinguish the input
that came from the training data from the generated data. Both networks are trained
through common steps, while the generator gradually gains the ability to create data that
are similar to the training data, the discriminator keeps trying to force the generator to
improve by providing a better classification between fake and real data.
Deep Convolutional Generative Adversarial Networks (DCGANs)
There have been many variations and enhancements to GAN architecture so far (as listed
on [69]) trying to optimize different aspects of such a model, like convergence, time to
train or the variety of generated samples. The DCGAN variation was introduced by [70]
as an extension of the GAN architecture, where deep convolutional neural networks are
employed for both the generator and discriminator models. The authors also added some
general recommendations for applying DCGANs, which is intended to create a faster and
more stable convergence of both generator and discriminator models, such as:
1. Replacing pooling layers with stridden convolutions for the discriminator and frac-
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tional strided convolutions for the generator.
2. Using batch norm in both the generator and the discriminator.
3. Removing fully connected hidden layers for deeper architectures.
4. Using ReLU activation in the generator for all layers except for the output, which
uses tanh.
5. Using LeakyReLU activation in the discriminator for all layers.
Based on DCGANs architecture, further developments have been made allowing GANs
to be widely utilized for producing multiple images, with current developments enabling
the creation of amazing high-resolution images [58].
However, despite their current success and results that focused on image generation,
DCGANs have been less explored on time series and biological applications, where we
shift to a multi-variable 1D context with intricate patterns varying through time. [71]
and [72] present the usage of GANs for generating sound waves and music, while [73] and
[74] presents the use of GANs for generating EEG and ECG signals, respectively.
These works show the feasibility of using such architectures for bio-signal generation,
using Wasserstein GANs (WGAN) architecture on [73] and bidirectional long short-term
memory (BiLSTM) networks on [74]. Both works focused on also generating one single
channel from the original signals, with a lower quantity of data points and complexity of
patterns.
2.4.6 Style Transfer
Style Transfer (ST) was introduced in 2015 by Gatys et al. [75] on the computer vision
domain as a technique to recompose an image content in the style of another. It has been
widely used for social apps that allow the addition or removal of facial features (like aging,
beards, glasses, etc.), or stylize a picture according to a famous artist, such as VanGogh,
DaVinci, or Kandinsky.
The neural style algorithm introduced in [75] uses pre-trained models (VGG16) [76]
as feature extractors for images, using learned features to define the semantic loss terms
(Lcont and Lsty) and then uses these terms to pose the optimization problem for style
transfer. The output image is synthesized by an optimizer that tries to minimize both
loss functions, finding an image that simultaneously matches the content representation
and the style representation. In this work, we have adapted the implementation to 1D
time-series data, making adjustments on the proposed content loss and style loss functions.
One disadvantage of such an approach for optimization relies on obtaining a stylized
signal based on a specific input content signal. Indeed, we need to run the whole opti-
mization process with both signals as input, the content, and the style. This approach
requires a slow iterative optimization process. Therefore, it is not suited for real-time
style transfer, or for a more generalized model that can stylize any given input signal.
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Content Loss
The content loss (Lcont) is based on the mean squared error (MSE) of a given content
feature layer (F l) between the content signal (c) and the generated signal (x). The
feature layer can be used with the raw data or any other layer from a model used as
a feature extractor. In our case, we have used the first convolutional layer from the
raw EMG convolutional stack used within our DCGAN discriminator. The deeper the
convolutional layer is chosen, the more abstract are the filters, and therefore the less similar
the generated signal is to the content waveform. When the generated signal feature layer
is identical to the one from the content, the content loss is zero.
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Style Loss
The style loss (Lsty) proposed by [75] is based on multiple feature layers; each feature
loss is calculated based on the Euclidean distance between the Gram Matrix for the
generated signal (x) and the style signal (s), multiplied by its specific weight (ωl). The
Gram Matrix calculates the vector alignment between each feature by calculating the
inner product between the feature map i and j in layer l. The Gram Matrix of a feature







The loss function for style is significantly similar to our content loss, except that
the Mean Squared Error for the Gram-matrices is calculated, instead of the raw tensor
outputs from the layers. The overall style loss is the sum of each feature loss divided
by the total number of feature layers (N) and channels (M). Thus, let s and x be the
original style signal and the generated signal, respectively, and Sl and Xl their respective
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Finally, the total loss (Ltotal) is the sum of the style loss (Lsty) and content loss (Lcont)
weighted by their respective weights, (ωsty) and (ωcont):
Ltotal = ωsty ∗ Lsty + ωcont ∗ Lcont. (2.5)
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Fast Neural Style Transfer
Fast neural style transfer [77] is an enhancement of the Style Transfer architecture that
introduces the concept of a transformer network. It is explicitly trained to learn how to
translate the content image to a stylized image with a feed-forward network, making the
style transfer much faster and easier to apply on input images. It also allows its extension




This chapter describes the related work that had somehow contributed to this research.
We have included a description of the current state of the art research on the field.
Furthermore, we indicate how this dissertation addresses some of the current challenges
and gaps in the literature.
3.1 Machine Learning for Biological Data Processing
Most of biological data processing challenges are related to biological pattern recognition.
Pattern recognition has its origins in engineering, whereas Machine Learning grew out of
computer science. However, these activities can be viewed as two facets of the same field,
and together they have undergone substantial development over the past ten years [78].
Many techniques of AI, in particular, machine learning, have been proposed over time
to facilitate recognition, classification, and prediction of patterns in biological data. AI
and ML can play an exciting role in this task, supporting both the signal processing and
pattern recognition tasks, and also providing new ways to perform signal control and
feedback for the assisting devices, like FES devices that interact with patients limbs to
reduce tremor during different types of movements.
Deep Learning has been recently and successfully used for processing biomedical sig-
nals, and especially for classification and feature extraction tasks, with different types
of models and topologies. Because recorded signals are usually noisy and include many
artifacts, raw signals are often decomposed into wavelet or frequency components before
feeding deep learning algorithms. Also, Min et al. (2017) [79] show that human-designed
features, like normalized decay and peak variation, can also be used in some studies to
improve the results.
According to Caliskan et al. (2017) [80], Deep Neural Networks have shown more
significant results for diagnosing PD based on patient’s sound data, providing better
results than traditional classifiers based on support vector machine (SVM), naive Bayes
(NB) and decision trees (DT). This work shows that DL can be used for processing PD
signals even better than traditional AI methods.
Moreover, Convolutional Neural Networks (CNNs) applied to electromyography data
allow the classification of movements and hand-gesture with state-of-the-art results com-
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parable to classical classification algorithms [81, 82, 83]. Müller et al. (2014) [81] show
that convolutional neural networks with a straightforward architecture can produce accu-
rate results comparable to the average classical classification methods. They show that
several factors (including pre-processing, the architecture of the net, and the optimization
parameters) can be fundamental for the analysis of sEMG data.
According to Cao et al. (2019) [84], hybrid CNN and LSTM models can successfully
be used for improving the performance of LSTM models on movement classification tasks.
They show that the usage of a single technique usually is not enough and requires a huge
amount of data for training purposes, which is usually not widely available. [85] follow a
similar approach, showing that the combination of CNNs and RNNs can improve model
performance when compared with using only CNNs for EMG-based estimation of limb
movement.
Differently from most of recent work related to ML and biological signal processing
that focus only on signal classification or estimation, to the best of our knowledge, this
work proposes pioneer usage of advanced ML methods for EMG signal prediction and
data augmentation based on real patient data, extending and validating the utilization of
proposed strategies for biological signal processing and time-series prediction.
3.2 Time-series Prediction
We can think of each timestamp sample in a time-series dataset as an observation from
a given domain. In a typical dataset, the order of the observations is usually not so
important, and therefore can usually be randomly sampled and used on a wide range of
ML algorithms. However, a time-series signal is different, as it represents a function in time
that imposes a particular order on individual observations, which usually is not handled
on regular neural network models, that assume that given inputs are linearly independent
of each other [86]. In this work, we have proposed different methods for predicting and
generating times-series data. Depending on the type of sequence used as input and the
expected output, we can adapt the ML task according to the different sequence problem
categories, adapting proposed models and metrics to evaluate our performance on the
given task.
According to [86], there are four main categories of machine learning problems that
deal with sequences (see Figure 3.1):
• Sequence Prediction: refers to attempts to predict the next element of a sequence
from the preceding elements (e.g., given: [1, 2, 3, 4, 5], predict: [6]). In our domain,
a sequence prediction would involve predicting the next timestep of an EMG signal
from a PD patient given the first 400 sample window. Typical implementation for
such a category of problem is using MLP networks, RNN networks, or a hybrid
combination of such models.
• Sequence Classification: involves predicting a class label for a given input sequence
(e.g., given: [1, 2, 3, 4, 5], predict: "good" or "bad"). In our domain, a sequence
classification problem would involve classifying a generated PD’s EMG signal as
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Figure 3.1: Different categories of ML sequence problems.
"fake" or "real", or classifying an EMG signal according to its movement protocol
[6]. Typical implementation for such a category of problem is using MLP networks,
LSTMs, CNNs, or a hybrid combination of such models.
• Sequence Generation: involves generating a new output sequence that has the same
general characteristics as other sequences in the corpus (e.g., given: [1, 2, 3, 4, 5]
predict: [6, 7, 8, 9, 10]). In our domain, a sequence generation would involve gener-
ating a synthetic EMG signal for a PD’s patient given a reference dataset, and being
able to present the same tremor pattern and characteristics. Typical implementa-
tion for such a category of the problem involves GANs, Variational Autoencoders,
and other types of generative models.
• Sequence to Sequence Prediction: involves predicting an output sequence in one
domain, given an input sequence from another domain (e.g., given: [1, 2, 3, 4, 5]
Predict: [A, B, C, D, E]). In our domain, a sequence to sequence problem could
be given, such as generating a PD’s EMG signal with tremor patterns, given a
healthy subject EMG signal as input. Typical implementation for such a category
of problem is using MLP networks, RNN networks [87], Style Transfer, or a hybrid
combination of such models.
3.2.1 Biological signal prediction
Recent strategies for simulating or classifying EMG signals include Neural Networks (NN)
that can learn EMG patterns and simulate a similar signal. According to Yunan He
et al. [6], it is possible to combine RNNs based on Long short-term memory (LSTM)
and multilayer perceptron (MLP) networks to recognize patterns and classify different
movements efficiently. The LSTM network captures temporal dependencies of the sEMG
signals, while the MLP focuses on the static and amplitude characteristics.
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According to Belo et al. [88], it is possible to use other types of RNN, such as gated
recurring units (GRUs), to create a model that can predict 1 point in the future. This
prediction can then be used to generate a closed-loop model that mimics EMG patterns
based on a sliding window that adds the predicted point to the input dataset. Although
very successful, the work does not provide a study for PD
Recent work [89] also shows that combining convolution neural networks (CNN) with
LSTM can also be a good strategy for pattern recognition on time-series data. This hap-
pens mainly because of CNN’s capacity for sensor fusion and feature extraction, stacking
several convolutions operations to create a hierarchy of progressively more abstract fea-
tures.
In this work, we propose to evaluate and compare different neural network architec-
tures, using MLPs, LSTM, and combined models to predict PD’s sEMG signals. We have
started experimentation with simple models, trying to predict only 1 point in the future.
However, to be able to use tremor prediction effectively for FES control applications, it
is important to predict a complete tremor cycle. Therefore, our primary target is to be
able to successfully predict a full window of the tremor pattern (approximately 0.2s) so
that one could use it later for FES control optimization or other applications. With such
a prediction model, we can also create a Parkison’s Disease EMG simulator, which can
assist further research and studies on Parkinson’s disease.
3.2.2 Biological signal generation
Biological signal simulation can be used for many applications. However, generating
realistic models requires a profound understanding of the simulated signal patterns and
morphology [10]. Since PD’s tremor pattern is caused by a pathology with different
intensity and manner for each patient, it is quite challenging to create such a generic
mathematical model that can effectively produce an artificial signal similar to the real
one.
Hamilton-Wright has presented a Physiologically Based Simulation for needle EMG
[90], which simulates how individual motor units (MUs) are triggered, and how the re-
lationships are between quantitative features of EMG signals and muscle structure and
activation. Ahad [13] has successfully simulated EMG signals, considering different pa-
rameters that affect motor unit triggers, such as muscle excitation, recruitment range,
firing rate, and other parameters. However, his work simulates the effect of a simple con-
traction force on a specific muscle (tibialis anterior), for which all the required parameters
have been studied and are well known. It does not simulate different movements of the
muscle or the effect of a repetitive pattern, such as those combining contractions and
relaxations existing on an involuntary tremor pattern.
Guerrero et al. [91] propose a complete mathematical package implemented in R for
pre-processing and simulating EMG signals. Their simulation method is based on a simple
heteroscedastic model-based approach, which generates a generic EMG signal. However,
the EMG it created based on specific parameters such as EMG base frequency, signal
length, active window size, signal mean value, standard deviation, sampling rate, and a
custom shape factor. This method requires that the simulated signal is deeply understood,
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must be very regular, and always follows the same pattern. Such an approach cannot
adapt to different movement protocols or adapt to an individual’s specific EMG tremor
pattern, whose parameters are not known a priori, and present typical irregularities on
frequencies and shape through time. Such adaptability is desired when trying to augment
a specific patient dataset, instead of generating generic tremor patterns.
Previous work from the authors [92] has shown that it is possible to use EMG signals
using neural networks to predict tremor patterns in advance. This method could enable
real-time assisting devices, like Functional Electrical Stimulation (FES) devices, to oper-
ate with much more precise control over the stimulus and the patient’s tremor. However,
this previous work focused on predicting a specific tremor pattern in time but did not
provide a generic tremor simulator based on EMG signals. In addition, the adopted met-
ric (RMSE), used to compare the prediction with the real signal, cannot be used when
trying to generate a synthetic signal, since the shape and amplitudes might vary on time,
despite keeping the signal main frequency components.
In this work, we propose two new approaches to generate surface EMG signals based
on existing datasets. In our first proposed method, Neural Networks are trained to learn
the specific EMG signal tremor patterns, hence being able to reproduce such tremor for
each patient. The resulting model can also be employed as a feature extractor model, al-
lowing us to further combine it with style transfer techniques for the second method. The
resulting combination will enable us to generate a transformation model that simulates
the tremor pattern not only on the original movement protocol but on other movements
based on datasets from healthy individuals. Such extension allows us to use healthy pa-
tients datasets to investigate how PD can affect patients’ movements, on a much broader





This chapter describes all utilized materials, such as data acquisition equipment, datasets,
programming libraries, and computational resources used for the development of our
results, which can be used as the basis or extended by future research on the field.
4.1 Datasets
This section describes in detail the two EMG datasets utilized for the development of this
work.
4.1.1 PD’s EMG dataset
A private research dataset from real PD patients surface electromyography (sEMG) was
obtained and used with permission from the authors from previous work [29]. The dataset
consists of 18 different record sets, each one with 116,000 data points (approximately 60 s),
acquired from multiple sessions from five patients, one diagnosed with Essential Tremor
(ET) and four diagnosed with PD according to UK Parkinson’s Disease Society Brain
Bank Clinical Diagnostic Criteria [93]. All four PD patients have been diagnosed with
primary PD, idiopathic usually by old age, and responsive to dopaminergic medication.
All acquisition procedures were previously submitted and approved by the Plataforma
Brasil ethical committee, and the patient selection was performed by neurologists from
the Federal University of Sao Paulo (UNIFESP).
EMG signals were collected from wrist extensor and flexor muscles with a 2 kHz Delsys
TrignoTMEMG system (DELSYS INCORPORATED, Natick, MA, USA). Four surface
electrodes were positioned in agreement with protocols established by "Surface EMG for
Non-Invasive Assessment of Muscles" (SENIAM), two on wrist flexor muscle, and two on
the wrist extensor muscle, to record EMG activity in PD patients and a control volunteer.
The authors from [29] used 3 different protocols for data acquisition (Figure 4.1):
• Isometric position: consists of a basic postural position where the patient must hold
his arms up and orthogonal to its trunk for a given time.
• Grabbing a cup: in this position, the patient must pick up and hold a cup with his
right arm for a given time.
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• Pinch: the patient must support his arms and perform a pinch movement with both
hands for a given time.
Figure 4.1: PD utilized protocols for data acquisition. (a) Isometric (b) Grabbing a cup
(c) Pinch. Extracted from [29].
In our work, only the PD isometric position dataset was used. The data collection and
pre-processing methods follow the same approach from previous work [29], which includes
passing the EMG raw signal through a low pass filter with a cut-off frequency of 500
Hz, attenuating frequencies higher than characteristic frequencies for EMG signals, and
a notch filter to attenuate 60 Hz component from a power line. The signal was digitized
using a 12-bit A/D converter. The dataset was provided for this work as a combination
of CSV files, different file sets per patient.
The collected data was provided into 60-second window experiments in multiple read-
ings for different patients. Figure 4.2 shows the raw input data acquired for each analysis.
4.1.2 NinaPro EMG database
NinaPro is an open EMG database (http://ninapro.hevs.ch/) offering different kinds
of EMG readings from different sets of patients. In this work, NinaPro database two
(DB2) was used [94], where data is collected from three exercises [95]:
1. Basic movements of the fingers and the wrist
2. Grasping and functional movements
3. Force patterns
Since we are interested in using consistent EMG readings from the wrist of patients,
we have selected the functional movement’s experiments. We only used the readings from
8 electrodes from a Delsys Trigno Wireless EMG system (Deslys, Inc., www.delsys.com)
that follows a similar acquisition system like the one employed in our private PD dataset,
being positioned around the forearm in correspondence to the radio humeral joint [95].
The sEMG signals are also sampled at a rate of 2 kHz, which is consistent with the PD
patient readings we have used before.
During the acquisition, the subjects were asked to repeat the movements with the
right hand. Each movement repetition lasted 5 seconds and was followed by 3 seconds of
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Figure 4.2: PD patient collected signals. (a) Flexor and (b) Extensor EMG signals (c)
Accelerometer. All sensors attached to patient’s hand and forearm.
rest. The protocol includes six repetitions of 49 different actions (plus rest) performed by
40 intact subjects [96]. Figure 4.3 shows an example of such a signal for one individual
performing a wrist extension.
4.2 Programming Language and Libraries
The main programming language used to implement the proposed models was Python 3.
All existing implementations used for DCGAN and Style transfer were based on existing
repositories written in Python. The main libraries used are open-source, and the available
libraries are:
• Tensorflow: used as the main back-end for tensor calculation
• Keras: used as an abstraction layer for creating NN models with Tensorflow backend
• Jupyter Notebook: used as main python IDE for structuring code and scripts
• Pandas: used for the dataset and CSV processing
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Figure 4.3: (a) Figure extracted from [94] showing the sensor disposition around the
forearm. (b) Reference signal from NinaPro database 2 for one of eight EMG channels
from the Delsys Trigno acquisition system after pre-processing steps.
• NumPy: a scientific computing library which provides an efficient matrix and array
calculations
• Matplotlib: a plotting library
• distance: library for calculating DTW distance
• fastdtw: library for calculating a faster implementation for DTW distance.
All proposed models and code are available on the following GitHub repository:
https://github.com/larocs/EMG-GAN.
4.3 Computational Resources
For this work, most of the training and evaluation of models were done on an HP ZBook
15 G3 notebook (HP Inc., Palo Alto, CA, USA), with an Intel Core i7 processor (Intel
Corporation, Santa Clara, CA, USA), 32 GB of random access memory (RAM), and an
NVIDIA Quadro M2000M GPU (NVIDIA CORPORATE, Santa Clara, CA, USA) with 4
GB of RAM. When additional computational power was needed, ml.p3.2xlarge instances
from AWS SageMaker Notebooks (Amazon Web Services, Inc., Seattle, WA, USA) were
used, which are equipped with an NVIDIA Tesla V100 (NVIDIA CORPORATE, Santa




This chapter describes in detail all utilized methods and ML models that were developed
in this work to produce our results and findings. Detailed graphs of all models are available
on Appendix C.
5.1 Data Pre-processing
This section presents all pre-processing steps conducted for preparing the available datasets
for use with the proposed models.
5.1.1 PD EMG dataset pre-processing
The raw PD’s EMG dataset was provided into 60-second window experiments in multiple
readings for different patients. As a first step, a 10-point moving average filter was applied
to remove noise and high frequencies. All signals were then re-scaled between –1.0 and 1.0,
and have been subtracted by the signal mean to have a standard scale between different
experiments and samples. The left images in Figure 5.1 show examples from the raw
input data. The right images depict the signal after smoothing, and re-scaling processes
are applied.
5.1.2 NinaPro dataset pre-processing
In this work, the data from NinaPro DB2 was downloaded, and data from one subject
(S01) was used. Data from the same type of exercises (wrist flexion or extension) were
combined with the pause periods to create one segment per each stimulus. The signals
were also re-scaled between –1.0 and 1.0 and were subtracted by the mean. For this data,
no moving average filter was applied, since we wanted to keep the original frequencies and
characteristics of the content unchanged, to make sure it would be possible to compare
the resulting signal to other existing models. In this work, we have selected the first eight
signals, since they are the ones connected to the Delsys Trigno wireless sensors and are
similar to our PD EMG dataset.
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Figure 5.1: (a) Flexor and (b) Extensor EMG signals, acquired with surface EMG sensors
attached to the patient’s forearm. (c) Flexor and (d) Extensor EMG signals, after 10-
point moving average, re-scaling, and mean subtraction.
5.2 Feature Definition
For this work, we used two different representations of the EMG signals to evaluate the
proposed methods; EMG envelopes and EMG raw signal.
The first one is based on the EMG envelopes, which we obtained from the rectified
EMG signal, which is then smoothed with a 100-point moving average filter (equivalent
to applying an FIR filter with impulse response consisting of 100 equal value samples).
All signals were then normalized to have a standard scale between different experiments,
without distorting differences in the ranges of values for different patients and experi-
ments. Figure 5.2 shows how the original EMG signal is rectified and then smoothed
and normalized to obtain the EMG envelopes. Predicting this signal allows FES control
devices to anticipate the behavior of the tremor, providing rich information about the
base tremor frequencies and amplitudes.
The second one consists of a smoothed version of the raw EMG signal (10-point
moving average filter), which provides much more information about the electrical stim-
ulation on muscles. All signals were re-scaled between -1.0 and 1.0 to have a common
scale between different experiments and samples. The higher the variation of the signal,
the higher is the difficulty of creating a model that can successfully predict it. However,
being able to recognize and generate such behavior successfully is also desired to develop
an EMG tremor simulator to train FES control devices.
5.3 EMG Signal Prediction
Predicting Parkinson’s Disease EMG signals based on patient’s readings as input is a
typical time series sequence prediction problem. Since PD’s tremor typical frequency
varies between 4-6 Hz, each tremor stimulus happens on a 0.2-second window. Considering
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Figure 5.2: Flexor EMG data after a rectification and smooth transformation, generating
the EMG envelopes according to tremor pattern.
a sampling rate of 2 kHz, we need to cover at least 400 points in the future to be able to
predict when is the next tremor stimulus happening. Also, the further we move towards
the past EMG signals, the lower is the correlation to the future tremor pattern.
By analyzing the autocorrelation of EMG tremor signals (Figure 5.3), it is possible
to notice that tremor patterns repeat on the expected frequency range, reaching peaks
every 400 points (equivalent to 200ms in time). As we move farther in time, lower is the
correlation, showing that tremor peaks have a high correlation to last tremor patterns.
This allows us to hypothesize that by using past tremor signal data, it is possible to
predict future tremor peaks and their shape.
Figure 5.3: Flexor EMG signal autocorrelation. As we can see, at every 400 points there
is a peak on the correlation. The far we move in time, the lower the correlation.
Therefore, we have evaluated two prediction scenarios. In the first, we try to predict
only one point in the future, based on 400 time-steps as input. This can be considered
a simple sequence prediction task since we are only predicting the next element of a
sequence. In this way, we could try to validate if the proposed models can predict instant
59
times after a given time window is given. However, since tremor patterns happen around
every 400 points, to be able to successfully predict the amplitude and shape of a new
tremor peak before it occurs, it is important to predict at least 400 points ahead of
the current time. Thus, such information could be useful for tremor assistance devices,
allowing them to anticipate tremor behavior, amplitude, and shape. Simple sequence
prediction does not work well under these circumstances since as we further in the future,
the lower is the proximity to previous points. This can alternatively be considered as a
sequence generation task since we want to generate a new sequence that still keeps the
same characteristics from the input sequence.
In order to do that, we had to increase the number of input points and introduce new
features. This work tries to generate 400 points in the future based on the last 4,000
points, using two approaches: first, we used the raw EMG data as input and evaluated
different models based on MLP, LSTM, and Autoencoders as a prediction model, trying
to predict the next 400 points. This approach can give us a good estimation over the
shape and behavior of the EMG signal but does not offer a good estimation over the
complete amplitude of the tremor.
To better predict tremor peaks and amplitudes, we used a second approach, using a
representation of EMG envelopes as input. We have also evaluated MLP, LSTM, and
Autoencoders prediction models that can predict the shape and amplitude of the next
tremor EMG envelope. As a result, for the same EMG signal, it is possible to predict its
shape and specific EMG raw signal frequencies, and also its EMG envelope representation,
giving us as a complete prediction of PD’s tremor signals 0.2s before they occur.
Figure 5.4 presents the described experimental setup for the EMG signal prediction.
The following sections describe in more detail the proposed models and methods for
evaluating such an approach.
5.3.1 One-point EMG signal prediction
During this phase, we evaluated different MLP and LSTM architectures concerning dif-
ferent parameters, like number of neurons, activation functions, number of layers, and
the usage or not of dropout layers for improving generalization. The task is a supervised
learning problem, which consists of providing a training dataset of fixed size time-step
sliding windows as input (400), and the expected 1 data point in the future as expected
output.
We have also evaluated the effect of predicting 1 point further in the future, including
a lag parameter, so we can assess model performance while predicting points more distant
in time. We have evaluated such an approach for both architectures, MLP, and LSTM.
Multi-layer perceptron (MLP)
The first architecture used was a simple multilayer perceptron network (MLP), combining
variable hidden units to generate the predicted output. The input and output signals had
only one feature (either the Flexor or Extensor EMG signal), predicting one time-step in
the future based on 400 steps from the past. Figure 5.5(a) shows the representation of such
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Figure 5.4: EMG signal prediction experimental setup. The first evaluated models predict
only 1-point in the future, given 400 points as input. The second proposed flow starts
with a 4,000-point window as input, using two different representations (EMG raw signal
and envelopes) that are used as input for the prediction models. The raw EMG signal
prediction focuses on predicting specific shapes and frequencies of tremors, while the EMG
envelope focuses on predicting signal amplitude and width.
architecture. For such architecture, we evaluated different combinations of parameters,
such as:
• Number of dense layers: we have evaluated different scenarios, varying number of
layers between 1 and 5 layers, while other parameters were fixed (activation function
was set to tanh, without any regularization method applied).
• Number of dense units: we have evaluated different scenarios, varying the number
of units between 400 and 1. Since the output layer should always have only 1 dense
unit, in order to predict 1 point in the future, we have used a decreasing number of
units per layer, with a decreasing rate of 0.5 between layers.
• Activation function: we have evaluated the most commonly used functions, such as
ReLU, Leaky ReLU, sigmoid and tanh, fixing the number of layers to 4, without
any regularization method applied. For only positive activation functions (such as
ReLU, sigmoid), we had to re-scale the training and test data to a positive interval
(0.0 – 1.0), as we could not generate negative values with such activation functions.
• Regularization methods: we have evaluated the effect of dropout (20%), and the
usage of L1 and L2 regularization on MLP kernels, fixing the number of layers in 4
and the activation function as tanh.
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We have evaluated for all architectures the total training time, the size of the resulting
model, the final training, and the test loss, calculated with the RMSE to give us an
estimation of error based on a normalized unit.
Multi-layer LSTM
The second tested architecture was a multilayer LSTM network, combining variable hid-
den and recurrent units to a single dense layer for the predicted output. The input and
output signals also had only one feature, predicting 1 step in the future based on 400
previous steps. Figure 5.5(b) shows the representation of such architecture.
For such architecture, we evaluated different combinations of parameters, such as:
• Number of LSTM layers: we have evaluated different scenarios, varying number of
layers between 1 and 5 layers, while other parameters were fixed (activation function
was set to tanh, and dropout fixed to 20%).
• Number of LSTM units: we have evaluated different scenarios, varying the number
of units between 400 and 100. As a general practice, we have fixed the same number
of units between all layers for the stacked LSTM architecture. We have used at the
end a single dense layer with 1 unit to provide the 1 step prediction.
• Activation function: we have evaluated the most commonly used functions, such as
ReLU and tanh, fixing the number of layers to 4, without any regularization method
applied. Since we can have different activation functions for the LSTM layers and the
final MLP layer, we have also evaluated the effect of keeping the default activation
function for LSTMs (tanh) and changing only the activation function of the last
MLP layer.
• Regularization methods: we have evaluated the effect of dropout (20%), and the
usage of L1 and L2 regularization on LSTM kernels, fixing the number of layers in
4 and both activation functions as tanh.
We have evaluated for all architectures the total training time, the size of the resulting
model, and the test loss, calculated with the RMSE to give us an estimation of error based
on normalized units.
5.3.2 Multi-point EMG signal prediction
During this phase, we evaluated different MLP and LSTM architectures concerning dif-
ferent parameters, like the number of neurons, activation functions, number of layers, and
the usage or not of dropout layers for improving generalization.
Considering the results achieved with the previous prediction scenarios, we also evalu-
ated the effect of using different input window’s size as a studied parameter. We discovered
that with only the last 400 points, it was impossible for the models to effectively predict
the next tremor pattern (models would not converge). By increasing the size of historical
input, we were able to achieve better results. However, by increasing the input size, we
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also include more dimensions to the prediction task, which made the model more complex
and challenging to converge.
Therefore, we have introduced Autoencoders as a dimensional reduction method to
reduce the number of dimensions for the input signal, still preserving the relevant informa-
tion so that the model could effectively predict the next tremor peak. For the evaluated
models, we use an input window of 4,000 points, which is then encoded by the trained
encoder network, reducing its size to 800 points. This intermediate result is used as input
for a decoder network based on MLP and LSTM networks.
Multilayer perceptron (MLP)
The first architecture used was a simple multilayer perceptron network (MLP), combining
variable hidden units to generate the predicted output. The input and output signals had
only one feature (either the Flexor or Extensor EMG signal), predicting 400 sequential
timesteps in the future based on 4,000 steps from the past. Figure 5.5(a) shows the
representation of such architecture.
Figure 5.5: Proposed architectures for EMG signal prediction: (a) Multilayer Perceptron
(MLP) (b) LSTM (c) MLP Autoencoder (d) LSTM Autoencoder. Adapted from (Fjodor
van Veen, 2016) [97].
Multilayer LSTM
The second tested architecture was a multilayer LSTM network, combining variable hid-
den and recurrent units to a single dense layer for the predicted output. The input and
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output signals also had only one feature, predicting 400 steps in the future based on 4,000
previous steps. Figure 5.5(b) shows the representation of such architecture.
MLP Autoencoder
We often use autoencoders for reducing the dimensionality of input signals, trying to iden-
tify a more compact set of features that adequately describes the signal and its temporal
relations. With this approach, two models have been trained: the encoder, which reduces
the dimension of the input vector to a more compact representation, and the decoder,
that expands the signal back to its original representation. Once we train the model, the
encoder can be used as input for other neural networks (NN) models, providing a more
compact representation without so much loss of information.
Two different encoders were trained in this work: one for the representation of the
EMG envelopes and another for learning the compact representation of a raw EMG signal.
Both signals were trained using an MLP network with three hidden layers ([4,000 2,000
800]). Figure 5.5(c) shows the typical architecture for this scenario. After training, we
used the encoder as input for training decoders that can predict the next 400 timesteps
based on 800 encoded timesteps from an original 4,000 time-steps input signal.
The combination of input/encoding/output can vary, depending on the level of ab-
straction and data compression we want to achieve. For the EMG envelope, it was possible
to compress the signal to only 10% of the original dataset (4,000 → 400), without losing
much information. For raw EMG data, we tested different variations of the compres-
sion to achieve a good decoded signal. However, due to the complexity of the signal, we
could only compress it to 20% of the original dataset (4,000 → 800). For comparison
purposes, we kept the same 20% compression rate for both signals (raw EMG and EMG
envelope). Figure 5.7 shows how raw EMG data can be compacted and later used for
signal prediction, while figure 5.6 shows the Autoencoder model results for encoding the
EMG envelope signals.
Figure 5.6: MLP autoencoder results for EMG envelope: (a) shows how input data is
compacted into a lower dimensional space, from 4,000 points to only 800 points (b) shows
how trained decoder can use the encoded data to re-generate original signal.
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Figure 5.7: MLP autoencoder results for raw EMG: (a) shows how input data is compacted
into a lower dimensional space (b) shows how decoder can use the encoded representation
to predict future steps.
LSTM Autoencoder
One approach to sequence to sequence (seq2seq) prediction problems that have proven
very effective is called the Encoder-Decoder LSTM [86]. Similar to the MLP autoencoder
strategy, this architecture consists of two models: one for reading the input sequence and
encoding it into a fixed-length vector, and a second for decoding the fixed-length vector
and outputting the predicted sequence. The Encoder-Decoder LSTM was developed for
natural language processing problems where it demonstrated state-of-the-art performance
[66].
In this work, the LSTM Autoencoder architecture was used to train an encoder ca-
pable of reducing the dimensionality of the input EMG signals, and then a mixed LSTM
and MLP decoder was used to predict the future EMG time-steps. Figure 5.5(d) shows
the representation of such architecture for both signals, EMG envelopes, and EMG raw
signals.
For the LSTM networks, the proposed architectures used only LSTM layers with a
dense regression layer in the end for generating the individual time steps outputs. For
the LSTM autoencoder architecture, it is necessary to repeat the output weight vector
from the encoding LSTM to the decoding LSTM layer n times, where n is the number of
timesteps that we want to predict since LSTMs always expect a sequence of parameters as
input. As the output of an LSTM is a vector with another representation of the sequence,
we have to manually create the sequence again, so that the output of the decoder LSTM
matches the number of inputs from the encoder. This architecture can be better visualized
in Figure 5.8.
5.3.3 Model regularization
In supervised machine learning, models are trained on a subset of available data, called
training data. The goal is to compute the target of each training example from the
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Figure 5.8: The LSTM autoencoder architecture. The output of the encoding LSTM layer
is a vector with the same number of dimensions from the number of cells on the LSTM
layer. If we want to reshape that to a new sequence with size “ny”, we need to repeat such
output “ny” times, and making the decoding LSTM layer to output the input sequence
[87].
training data, later evaluated if the learning is still adequate for validation data.
L1 regularization
A regression model that uses L1 regularization, also called Lasso Regression (Least Abso-
lute Shrinkage and Selection Operator), adds an “absolute value of magnitude” of coeffi-
cients as penalty term to the loss function, forcing coefficients to be as small as possible.
In other words, L1 regularization makes feature selection. It does this by assigning in-
significant input features with zero weight and useful features with a non zero weight, by
adding a penalty term to the loss function.
If we are using mean squared error (MSE) as loss function, for example, L1 regular-










where λ is the given weight of L1 regularization.
L2 regularization
A regression model that uses L2 regularization, also called Ridge regression, adds “squared
magnitude” of coefficient as penalty term to the loss function. L2 regularization also forces
the weights to be small but does not make them zero and does non-sparse solution. L2
is not robust to outliers, as square terms blow up the error differences of the outliers,
and then the regularization term tries to fix it by penalizing the weights. Therefore, L2
regression performs better when all the input features influence the output with a roughly
equal magnitude of weights.
If we are using mean squared error (MSE) as loss function, for example, L2 regular-












where λ is the given weight of L2 regularization.
Dropout regularization
Deep learning neural networks are likely to overfit a training dataset with few examples.
A possible way to overcome this is by using ensembles of neural networks with different
model configurations and using the combination or average of given outputs. However,
this approach requires additional computational power and memory, and usually, this
approach takes a long time for training and maintaining multiple models.
One way of using a single model that is capable of simulating having a large number
of different network architectures is by randomly dropping out nodes during training.
This is called dropout, and offers a very computationally cheap and remarkably effective
regularization method to reduce overfitting and improve generalization error in deep neural
networks.
Dropout layers work by probabilistically removing, or dropping out, inputs to a layer,
which may be input variables in the data sample or activations from a previous layer.
It has the effect of simulating a large number of networks with a very different network
structure and, in turn, making nodes in the network generally more robust to the inputs.
In this work, we evaluated the effect of dropout on EMG signal prediction, validating
that this is a good approach for model generalization, also using them on EMG signal
generation models.
5.4 EMG Signal Generation
This work proposed two methods for EMG data augmentation. On the first one, based on
DCGANs, we train a generator that is capable of simulating each patient’s EMG tremor
pattern and its correlated discriminator. In the second, based on neural style transfer
and the trained discriminator from the previous method, we apply the style from a PD
patient on a set of healthy patient EMG signals, simulating the expected tremor behavior
on a different set of movements. We can also use the same inputs to train a Fast Neural
Style Transfer transformer network to use it as a fast transformation method. Figure 5.9
presents a simplified diagram of the proposed methods.
5.4.1 EMG Signal Generation with DCGANs
In this work, the DCGAN implementation available in [98] was used as a baseline, and
the generator and discriminator networks were extended to capture more relevant features
from our EMG datasets. Figure 5.10 shows the best architecture achieved for the proposed
system. The resulting assessment was based on the proposed metrics defined in Section
5.5 and on visual perception of the signal similarity. For every change in model parameters
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Figure 5.9: Proposed flow for the experimental setup for EMG signal generation.
or architecture, models were re-trained from scratch with the same dataset to compare
results.
Different architectures for the discriminator and generator were evaluated, including
LSTM on both models. However, due to the complexity of the tremor signal and high
length of the generated signal, those strategies took too long to train and have not achieved
good results.
Typically, while creating GANs, the generator is of primary interest—the discriminator
is an adaptive loss function that gets discarded once the generator was trained. However,
as we present in this work, the trained discriminator can also be used as a feature extractor
that can be applied in combination with other techniques, such as style transfer.
The generator is denoted as G (or Gθ when considering the parameters), and the dis-
criminator is expressed as D (or Dr when considering the parameters). A zero-sum game
between the generator G and the discriminator D is performed incrementally, according





V (D,G) = Ex∼pr(x)[logD(x)] + Ez∼pz(z)[log(1−D(G(z)))]. (5.3)
Generator Model
A typical DCGAN generator proposed by Radford et al. [70] tries to generate 3-channel
RGB images from a latent space z, given by a random sample of numbers with length
nz. The generator combines several up-sampling and 2D convolutional layers, finally
generating a 3-channel RGB output with the same dimensions as the original training
dataset.
Our best generator model consists of a deep convolution network that takes 400 point
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Figure 5.10: The proposed DCGAN architecture. Based on 400 points sampled randomly
from the real dataset, the generator generates 2000 points that simulate the behavior of
real patient tremor. The discriminator tries to distinguish the real data from the generated
data, and both networks are updated based on the combined losses from the classification.
samples (0.2 s) from the original sample and tries to generate a new dataset with 2,000
points (1 s). It includes on the end of the deep convolutional layers a moving average
function that tries to smooth the generated signal so it can be compared to the filtered
EMG input signal. We have evaluated several different parameters (such as the number of
filters, layers, activation functions, and other settings) and reached a fine-tuned architec-
ture according to the parameters shown in the experimental results. Figure 5.11 presents
our custom implementation, adapting the convolutional layers for 1D convolutions and
including a dense layer and moving average at the end of the generator pipeline.
Figure 5.11: Our best proposed DCGAN Generator (G) model adaptation to 1D convo-
lutions, taking 400 random samples from the training dataset and applying a sequence of
convolutions, up-sampling, and a final dense and moving average layers for improving the
generator’s performance while generating EMG signals.
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Discriminator Model
Our best discriminator model (D) consists of a deep convolution network that takes
a batch of 100 randomly distributed samples with 2000 sequential points and tries to
distinguish if they come from the training dataset or the generator. For such a task, we
have combined parallel deep convolutional pipelines where each one generates extended
features based on the input vectors. The pipeline combines four convolutional stacks, as
presented in Figure 5.12:
Figure 5.12: Proposed architecture for the DCGAN discriminator. Four features are
extracted based on the generated signal (G(z)) and are passed through four convolutional
layers. * The last convolution is adapted between 32 or 64 filters according to the different
features. All filters are flattened and merged, and finally put through a dense layer with
sigmoid activation for the output P (z), determining the probability of a sample being a
fake or real one. The mini-batch discriminator is also merged to the convolutional filters
before the last dense layer is applied.
Convolutional Filters on Raw Signal This pipeline applies four convolutional lay-
ers, each one consisting of a combination of the layers Conv1D + BatchNorm + ReLU +
Dropout. The convolutional layers are applied to the raw EMG data to project the signal
into 32 filters. The result is combined with other filters with a simple concatenation.
Convolutional Filters on FFT The same convolutional pipeline is applied to the
FFT of the raw signal, which is obtained with a custom lambda function on the input
tensor. The pipeline provides a condensed representation of the frequency domain for the
signal, highlighting the tremor frequencies typical for each patient.
Convolutional Filters on an EMG Envelope Signal The same convolutional pipeline
is applied to the EMG envelope, which is obtained by getting the absolute value of the
EMG signal and using a moving average window with 100 points. The resulting EMG
peaks are known as EMG envelopes and provide an easier detection of tremor peaks, as
shown in Figure 5.13.
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Figure 5.13: EMG envelope utilized on the DCGAN discriminator pipeline.
Convolutional Filters on Wavelet Expansion The same convolutional pipeline
is applied to a 2-level discrete wavelet transformation (DWT) of the signal, using the
Daubechies wavelet db7 as wavelet mother. DWT uses a high-pass filter to obtain high-
frequency components and a low-pass filter to capture low-frequency components. Ac-
cording to [99], this family of wavelet functions can properly extract essential features
from sEMG signals, which could be successfully used for movement classification.
Mini-Batch Discrimination The concept of mini-batch discrimination was intro-
duced by [100] as a way to solve the issue with GANs and mode collapse. Mode collapse
is when a generator learns how to generate a sample that fools the discriminator, but
only for one particular case. The mini-batch discriminator adds a similarity function to
the discriminator, so it can compare multiple instances of the generated data and make
sure they differ from each other as a regular dataset would. This approach assures that
the generator can generate numerous diverse examples that match the criteria from the
discriminator. Figure 5.14 depicts an example of a mini-batch discriminator model.
Evaluated Architectures
All models were implemented with the Keras framework using Tensorflow, with a default
Adam optimizer with a learning rate of 0.002 and a default training period over 5000
epochs. For improving generalization of the models, dropout layers were introduced be-
tween convolutional layers, and the results presented consider models trained for only one
individual for the sake of comparison.
Different activation functions were also evaluated, and the best results were achieved
with the given recommendation from [70], using rectified linear units (ReLU ) on generator
hidden layers and LeakyReLU on all discriminator layers, and hyperbolic tangent (tanh)
for the output layer from the generator.
For the DCGAN architecture, different architectures were evaluated for the generator
and discriminator models. For this work, we highlight six different models, each one
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Figure 5.14: Mini-batch discriminator architecture. Features f(xi) from sample xi are
multiplied through a tensor T, generating a matrix Mi for every sample. Cross-sample
distance is computed by the L1-distance between the rows of Mi across samples i ∈
1, 2, ..., n and apply a negative exponential. The output o(xi) for this mini-batch layer for
a sample xi is the sum of the cb(xi, xj)’s to all other samples—Reproduced with permission
from [100].
introducing an important improvement from the previous model:
1. 3CNN-NOISE: this model uses the generator model as described in Figure 5.11,
with the difference of not having the last moving average layer. It uses only three
of the proposed convolution filters: the raw EMG, the FFT, and the envelope FFT.
We have initially evaluated this model with a typical set of 100 random points as
latent space (z). However, we recognized that, due to the randomness of the input
data, it was challenging for the generator to create a consistent and smooth time
series, with the input data varying so much.
2. 3CNN: this model follows the exact same architecture as the previous model, with the
distinction that it uses a 400 point sample from the reference signal. This increase
in the latent space dimension (from 100 to 400) and the use of a coherent time-series
signal allowed the resulting signal to be much smoother and closer to the reference
signal. As we can see from the results in Table 6.8, the DTW and FFT metrics
are much closer to this model than the previous one, and the only difference is the
latent space used for the generator.
3. WAVELET: this model uses the same generator from previous models and a 2-level
wavelet decomposition as a feature for the convolutional filters on the discriminator.
This model was created to evaluate the effectiveness of wavelet decomposition as
a feature extractor for the EMG signal. Results show that even with just 2 level
decomposition, the signal is quite close to the expected tremor pattern, and therefore
we decided to include such feature on the next models.
4. 4CNN: this model uses the same generator from previous models, and employs the
four proposed feature pipelines. This model presented the best results. However,
the generated samples are very similar to each other, indicating a case of mode
collapse.
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5. 4CNN-MBD: this model uses the same generator from the previous model (4CNN),
but includes one additional pipeline for a mini-batch discriminator (MBD) block.
We can see that the resulting signal is not as smooth as the previous one, but this
model generates a whole batch of different signals that are quite similar to the real
samples. For creating a multi-purpose generator, the possibility of generating a com-
plete set of distinct samples is relevant. In this sense, this model is an improvement
of the previous one, although the quality is not as good.
6. 4CNN-MBD-MA: this model uses the same discriminator from the previous model
(4CNN-MBD), with an additional layer of a 10-point moving average (MA) at the
end of the generator model. This small change enabled the model to avoid mode
collapse (as we kept the mini-batch discriminator) and improved the generated sam-
ples’ quality, reducing their DTW distance and FFT MSE to the reference signals.
This is the reference model (EMG-GAN) considered for further analysis.
5.4.2 EMG generation combining two signals with style transfer
In this work, we propose to use Style Transfer (see Section 2.4.6) as a mechanism to
transfer PD’s EMG tremor patterns, learned from a PD patient dataset, to a healthy
patient EMG signal, simulating the tremor behavior on top of the movement pattern. In
this work, we took a Keras based style transfer implementation as the baseline https://
keras.io/examples/neural_style_transfer/, and we re-used the pre-processing rou-
tines for EMG data and the customization of the content and style loss calculated based
on features from our previous trained discriminator model.
We then take a 20,000 point window (equivalent to 10 s) from both PD EMG dataset
(reference style) and from the NinaPro database (reference content). The optimizer used is
based on Scipy library implementation of Limited-Memory Broyden–Fletcher–Goldfarb–
Shanno algorithm (L-BFGS), a second-order method for optimization that, according to
[75], is more suited for style transfer tasks. The output is initialized with a random vector,
and we run the optimizer for 20 epochs (each epoch runs the optimization function 100
times).
Content Loss
During the evaluation of the model, we have also identified that the competition between
the content loss function (Lcont) and the style loss function (Lsty) made it impossible
for the optimizer to create an output with higher amplitudes of tremor on the static
part of the signals, since Lcont tries to keep the amplitudes close to the content signal
by the nature of the mean squared error (MSE). Therefore, it was necessary to add a
custom “EMG content loss function” (ELcont) that applies a mask on top of the content
loss to limit its influence only on the dynamic part of the content signal. The EMG
mask was configured to increase the importance of the content loss on parts of the signal
which amplitude is higher than a specific threshold value (ε). Then, for those parts, the
difference between the content features from the content signal and the generated signal
is multiplied by an amplification factor (α), to make sure that, for those critical points,
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the output will be closed to the content signal. The custom EMG content loss (ELcont)






|F l(c)− F l(x)| ∗ α, for|F l(c)| > ε. (5.4)
Style Loss
In this work, we replaced the VGG16 used in [75] by the trained discriminator network
used for the DCGAN architecture. We took the four main discriminator convolutional
stacks (raw signal, FFT, FFT over envelopes, and wavelet expansion) as the feature layers
for the style loss, calculating the gram matrix for the convolutional filters for the style
signal and the generated signal. The equations for Style Loss are the same as those from
Section 2.4.6.
Total Loss
Finally, the total loss (Ltotal) is the sum of the style loss (Lsty) and the custom EMG
content loss (ELcont) weighted by their respective weights, (ωsty) and (ωcont). We have
evaluated different weights effect into the generated style transfer signal:
Ltotal = ωsty ∗ Lsty + ωcont ∗ ELcont. (5.5)
5.4.3 EMG transformation with fast neural style transfer
In this work, we used the concept of fast neural style transfer to train a transformer net-
work. This network receives an input EMG signal from a healthy individual—performing
some functional actions (like wrist flexion/extension, grasping, pointing index fingers,
and others)—and applies a transformation based on a PD patient EMG signal to simu-
late how the signal would look like if performed by a PD patient. The transformer network
is trained based on a set of content examples (healthy individuals database coming from
NinaPro) and the style (EMG signals from our private PD patient dataset). For calcu-
lating the losses between content, style, and transformed signals, we use the pre-trained
discriminator from the DCGAN architecture as a feature extractor—thus allowing the
transformer network to learn the individual patterns of each patient, according to the
trained discriminator and generator.
This approach allows us to extend the usage of the discriminator not only to generate
additional data for the given protocols (resting tremor) but also to transform existing
datasets based on other protocols from healthy patients into a simulated signal as they
were generated/performed by the PD’s patient.
The implementation was based on a Keras fast neural style transfer implementation
https://github.com/misgod/fast-neural-style-keras, and we have extended the
architecture to adapt the ResNet implementation for supporting 1D convolutions. Fig-
ure 5.15 details the proposed architecture. The transformer network was adapted from
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ResNet50 architecture by converting the 2D residual blocks to 1D residual blocks, includ-
ing deconvolutional layers at the end, for generating an output with similar dimensions
to the input.
Figure 5.15: The proposed Fast Neural Style Transfer architecture. Based on sample
data from NinaPro database and a PD’s patient EMG data, we train a transformer
network that is capable of applying the tremor pattern on any input EMG signal. The
discriminator trained during the DCGAN steps was used as a feature extractor for the
Style Loss calculation, while the Content Loss was calculated based on MSE from the
content signal plus a custom-designed loss for applying penalties where the EMG content
signal has higher amplitudes.
We have also customized the implementation of the content loss and style loss, ac-
cording to the architecture described in Section 5, and re-used the pre-processing routines
for EMG data. For training the transformer network, we also take a randomly sampled
20,000-point window from PD EMG dataset (reference style) and a randomly sampled
batch of 20,000-point windows from the NinaPro dataset.
Since the baseline implementation does not support L-BFGS (which is what the orig-
inal authors used), we have used Adam optimizer. Since Adam is a first-order optimizer,
this has required more hyperparameter tuning to get better results. However, creating a
generic transformer network that can effectively include the style signal, and adapting it
to the input content signal is a much more complex task than running an optimization
function for two individual signals. Therefore, the results obtained from the style transfer
are better than those from the fast neural style transfer. The same effects noticed on the
first approach related to the selection of weights and features can also be extended to the
fast neural style transfer.
75
5.5 Proposed Metrics
This section describes the proposed metrics to evaluate the quality of the EMG signal
prediction and data augmentation with the proposed methods.
5.5.1 EMG signal prediction
As the units of the EMG are in mV, it is useful to have an error metric that is also in the
same unit as the expected output, so we can better evaluate the variance of the predicted
signal. Both Root Mean Squared Error (RMSE) and Mean Absolute Error (MAE) fit
these criteria. However, RMSE is more commonly used for biological signals evaluation,
since the errors are squared before they are averaged, the RMSE gives a relatively high
weight to outliers and significant bigger errors.
We evaluated all the models using RMSE. However, after comparing predicted signals
and their RMSE values, we could see that for some cases the metric was not providing
a good representation on the quality of the predicted signal (see Section 6.1). So after
evaluating different loss functions (MSE, MAE, MAPE, MPE, Log CosH), which also did
not improve the distinguishing between bad and good predictions, we designed a new
“EMG Error” function γ, that penalizes large differences between the predicted signal
pi and actual signal ai with a multiplication factor α, whenever the difference module is
higher than a certain threshold ε. The result is also summed with the Mean Squared Error
(MSE) calculated for the whole sample, so we are able to keep optimizing the loss value
for the mean squared error and incorporating the penalty factor for diverging predictions.




Σni=1(pi − ai)2 +
1
n
Σji=1|pj − aj| ∗ α, |pj − aj| ≥ ε. (5.6)
As a result, we have a predicted signal that is much closer to the actual signal, espe-
cially on the large amplitudes for the high-frequency component, as we can see in Figure
6.7 (items 7 and 8).
5.5.2 EMG signal generation
To evaluate the performance of the DCGAN and the style transfer techniques, it is im-
portant to define a group of metrics that can effectively measure the generated signal
similarity to the real signals. According to Xu et al. (2018) [101], several metrics are
defined for GANs, like Inception Score ([100]), Mode Score ([102]), Kernel MMD ([103]),
Wasserstein distance, Fréchet Inception Distance (FID) ([104]), and many others. How-
ever, each of those metrics has benefits and disadvantages, and are usually best suited for
image generators.
For evaluating the generation of time-series data, Delaney et al. (2019) [105] proposed
the use of Dynamic Time Warping (DTW) and Maximum Mean Discrepancy (MMD).
In this work, the authors show that both metrics can successfully evaluate the quality of
the generated data, with DTW being the preferred metric since it is more robust against
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training instability and sensitivity to the relative amplitude between the real and synthetic
data.
For style transfer, Yeh et al. (2019) [106] propose a different set of metrics to evaluate
how effectively the model transfers the style to the content based on user studies and em-
pirical result evaluation. However, this work focuses on evaluating how good the transfer
of shapes and textures between images is, which differs significantly from time-series data
approaches.
In this work, we propose a set of different metrics for evaluating the result of the
DCGAN model and for evaluating the style transfer.
Fast Fourier Transform (FFT) Mean Squared Error (MSE)
Fourier analysis converts a time function into the frequency domain by decomposing the
signal into sinusoidal components and the frequency domain [107]. Fourier sinusoidal
components can be summed to reconstruct the time-domain waveform. Therefore, to
measure the similarity between two-time series signals, one can use the mean square error
(MSE) between signals FFT magnitudes. The FFT MSE was used for measuring the
similarity between generated data and real data and also used to evaluate the similarity
between the generated signal and the style and component signals on the style transfer
step.
Dynamic Time Warping (DTW)
In time series analysis, DTW is one of the algorithms for measuring similarity between two
temporal sequences by comparing local cost functions between both sequences. DTW has
been applied to temporal sequences of video, audio, and graphics data. Recently, it has
been widely used for automatic speech recognition to cope with different speaking speeds.
Other applications include speaker recognition [108] and online signature recognition [109].
Figure 5.16 depicts a graphical representation of DTW.
Due to the large volume of data used as input and output, FastDTW was used to
approximate the DTW metric as it reduces the computational time required to calculate
DTW to O(N), where N is the number of points in the series [110]. The implementation
was obtained from the standard python library (https://pypi.org/project/fastdtw/).
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Figure 5.16: Time alignment of two time-dependent sequences using DTW. In this figure,
two examples of DTW distances between real sample (upper signal) and generated sample
(lower signal) for two distinct epochs: (a) Epoch 4800 and (b) Epoch 4900.
EMG Envelope Cross-Correlation
Cross-correlation is a measure of similarity of two series as a function of the displacement
of one relative to the other. It has been commonly used for applications in pattern
recognition, mainly applied to neurophysiology. The cross-correlation function is similar
to applying the convolution of two functions [107]. We have used the normalized cross-
correlation, which takes into account also the standard deviation and mean values of the
signals, to have a better measure of similarity.
According to [111], cross-correlation can be useful for evaluating changes in an indi-
vidual patient’s muscle activation patterns, but not for comparing EMG patterns among
different individuals. Therefore, it can be an important measure for evaluating the dis-
tance between real data and fake data.
Since the shape and values of tremor peaks on EMG might vary a lot from reference
and generated signals, we have identified that the simple cross-correlation on raw signals
would not capture the similarity between them. Therefore, we have calculated the normal-
ized cross-correlation between the EMG envelopes (with a 100-point moving average on
absolute values—see Figure 5.13), in order to check if generated signals correctly captured
tremor peaks.
Style Transfer Metrics
According to Yeh et al. (2019) [106], style transfer methods are currently evaluated mostly
by visual inspection on a small set of different styles and content image pairs. Such an
approach could also be considered for 1D style transfer by visually inspecting the shape
of resulting signals. Aiming at a more quantitative analysis over style transfer, Yeh et al.
(2019) also introduce two metrics: effectiveness (E), which measures whether transferred
images have the desired style; and the coherence (C), which measures the extent to which
the original image’s content is preserved after the style transfer.
Typically, such metrics can be linked to the content loss and style loss functions,
when using neural style transfer approach. However, experience shows that generated
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samples with the same values for style and content loss might show completely different
qualitative results when visually inspected. Since proposed metrics such as effectiveness
and coherence require user studies for evaluating the quality of the style transfer, and
such studies seem unpractical for time series data, we had to propose a different approach
based on the two metrics used for the DCGAN generation.
According to [112], it is possible to calculate the DTW of a multi-dimensional time
series by calculating first the cross-distance matrix between all dimensions and later ap-
plying the DTW distance calculation over the matrix. In this work, we want to evaluate
the DTW distance from the generated output from the style transfer process concerning
the two original signals, the content, and the style signals. Considering that the con-
tent and style signals can be completely independent of each other, we can assume that
the best alignment between content and style is the warping function that minimizes the





This chapter presents the experimental results for EMG signal prediction and data aug-
mentation using the proposed methods and a discussion over the evaluation of the findings.
6.1 EMG Signal Prediction
This section describes the results for the EMG signal prediction based on the proposed
architectures. The first results show the 1-point in future prediction, comparing the
proposed LSTM and MLP models. The later results present the attempt to predict a full
tremor window in the future (400 points), using the raw EMG signal as input. Finally,
we used the same approach for predicting EMG envelopes, which allows us to predict the
tremor peaks with higher accuracy.
6.1.1 1-point EMG signal prediction
We tested the proposed architectures for all the patients in the dataset, comparing the
results of each proposed model.
Evaluation of MLP models
Table 6.1 shows the comparison of the trained models for EMG raw signal with MLP
models. Figure 6.2 presents the comparison of predicted points vs. actual test data for
the first five models from the table and the additional model 4-MLP-L2 with the best
results, allowing us to compare how good was the 1-point prediction for a sequential
400-point time window according to the increase of the number of MLP layers.
As we can see from the results, even with a very basic model such as a 1-layer MLP,
it is possible to predict with high confidence only 1 point in the future, given 400 points
as input. Figure 6.1 presents the weights of the trained neuron for a 1-layer MLP. As
expected, the weight of the last point of the input dataset has the highest weight since it
is likely that the next 1 point in the future will not vary that much from the last point’s
value. This happens since the reference EMG signal is a continuous signal with a smooth
variation of amplitude. The higher the complexity of the model (more layers == more
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Table 6.1: Experimental results for 1-point EMG raw signal prediction with MLP models









1-MLP None [1] tanh 20s 11kB 0.0279 0.0300
2-MLP None [400,1] tanh 20s 642kB 0.0116 0.0120
3-MLP None [400,200,1] tanh 24s 956kB 0.0114 0.0118
4-MLP None [400,200,100,1] tanh 25s 1,037kB 0.0137 0.0145
5-MLP None [400,200,100,50,1] tanh 27s 1,063kB 0.0115 0.0120
4-MLP-relu None [400,200,100,1] Relu 25s 1,037kB 0.0192 0.0204
4-MLP-leakyrelu None [400,200,100,1] LeakyRelu 25s 1,037kB 0.0098 0.0124
4-MLP-sigmoid None [400,200,100,1] sigmoid 25s 1,037kB 0.0205 0.0209
4-MLP-L1 L1 [400,200,100,1] tanh 25s 1,037kB 0.0139 0.0144
4-MLP-L2 L2 [400,200,100,1] tanh 25s 1,037kB 0.0111 0.0117
4-MLP-L1-L2 L1 & L2 [400,200,100,1] tanh 25s 1,037kB 0.0138 0.0143
4-MLP-DROP Dropout (20%) [400,200,100,1] tanh 25s 1,037kB 0.0135 0.0144
trained parameters == higher complexity), the better is the fidelity of the prediction,
given by the reduced test loss.
Figure 6.1: Trained weights for a 1-layer MLP network for 1-point EMG signal prediction.
As expected, the last points from the input window have higher weights, while previous
points are combined with lower influence in order to adjust the expected distance between
last point and predicted point.
It is possible to see that for such a simple task and models, regularization methods
did not offer any improvement on the test loss. L2 regularization was the closest one to
the performance of the models without any regularization technique. The best activation
function results were obtained with tanh for both MLP and LSTM models.
Figure 6.3 shows the results of 1-point prediction for the 1-layer MLP with the addition
of a lag in the predicted future point. The network predicted 1 point in the future
immediately after the input signal (lag = 0), 2nd point in the future (lag = 1 point), with
an increasing lag until it tried to predict 1 point in the future after a 400 point window.
As a result, we can see that the further we try to predict future points, the worse is the
prediction.
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Figure 6.2: Comparison of 1-point EMG signal prediction for different proposed MLP
models with increasing number of layers. (a) 1-MLP; (b) 2-MLP; (c) 3-MLP; (d) 4-MLP;
(e) 4-MLP-L2; (f) 5-MLP; Overall performance of all models are quite good. Best results
were obtained with he 3-MLP model and the 4-MLP-L2, which presented the lower loss
for test dataset.
Evaluation of LSTM models
Table 6.2 shows the hyper-parameters used for the proposed LSTM models, while Table
6.3 shows a comparison of results. Figure 6.4 presents the comparison of predicted points
vs. actual test data for the best six models from the table, allowing us to compare how
good was the 1-point prediction for a sequential 400-point time window according to the
increase of LSTM layers or number of hidden units.
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Figure 6.3: Comparison of 1-point EMG signal prediction with MLPs for different points
in the future. (a) Prediction of 2nd point in future (lag = 1); (b) Prediction of 3rd point
in future (lag = 2); (c) Prediction of 6th point in future (lag = 5); (d) Prediction of 11th
point in the future (lag = 10); (e) Prediction of 101st point in the future (lag = 100); (f)
Prediction of 401st point in the future (lag = 400); As expected, the further we try to
predict points in future, the worse is the prediction result.
Table 6.2: Experimental hyper-parameters for evaluated LSTM models. Each model
presents a variation based on number of layers, LSTM units, LSTM activation function,
MLP activation function or regularization method.







1-LSTM-10 None [10] tanh tanh
1-LSTM-20 None [20] tanh tanh
1-LSTM-50 None [50] tanh tanh
1-LSTM-100 None [100] tanh tanh
1-LSTM-200 None [200] tanh tanh
2-LSTM-100 None [100,100] tanh tanh
3-LSTM-100 None [100,100,100] tanh tanh
4-LSTM-100 None [100,100,100,100] tanh tanh
5-LSTM-100 None [100,100,100,100,100] tanh tanh
4-LSTM-relu None [100,100,100,100] relu relu
4-LSTM-tanh-relu None [100,100,100,100] tanh relu
4-LSTM-leakyrelu None [100,100,100,100] leaky relu leaky relu
4-LSTM-tanh-leakyrelu None [100,100,100,100] tanh leaky relu
4-LSTM-sigmoid None [100,100,100,100] sigmoid sigmoid
4-LSTM-tanh-sigmoid None [100,100,100,100] tanh sigmoid
4-LSTM-L1 L1 (1e-5) [100,100,100,100] tanh tanh





4-LSTM-DROP Dropout (0.2) [100,100,100,100] tanh tanh
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Table 6.3: Experimental results for 1-point EMG raw signal prediction with LSTM mod-
els. Models marked with * were trained using AWS sagemaker instances in order to speed











1-LSTM-10 00:07:00 14kB 0.0242 0.0250
1-LSTM-20 00:06:40 21kB 0.0161 0.0174
1-LSTM-50 00:06:58 54kB 0.0154 0.0161
1-LSTM-100 00:08:46 174kB 0.0303 0.0321
1-LSTM-200 00:17:01 647kB 0.0314 0.0322
2-LSTM-100 00:22:03 490kB 0.0157 0.0145
3-LSTM-100 00:41:15 808kB 0.0111 0.0115
4-LSTM-100 01:30:12 1,125kB 0.0099 0.0102
5-LSTM-100 03:10:06 4,305kB 0.0262 0.0288
4-LSTM-relu 00:20:33 * 1,125kB 0.0633 0.0629
4-LSTM-tanh-relu 00:20:42 * 1,125kB 0.4730 0.4736
4-LSTM-leakyrelu 00:20:30 * 1,125kB NaN NaN
4-LSTM-tanh-leakyrelu 00:20:25 * 1,125kB 0.0160 0.0162
4-LSTM-sigmoid 00:20:21 * 1,125kB 0.0642 0.0647
4-LSTM-tanh-sigmoid 00:20:38 * 1,125kB 0.0066 0.0064
4-LSTM-L1 00:20:07 * 1,125kB 0.0235 0.0238
4-LSTM-L2 00:20:10 * 1,125kB 0.0148 0.0165
4-LSTM-L1-L2 00:19:34 * 1,125kB 0.0269 0.0283
4-LSTM-DROP 00:21:57 * 1,125kB 0.0218 0.0225
Figure 6.4: Comparison of best 1-point EMG signal prediction for different LSTM pro-
posed models. (a) 1-LSTM-50; (b) 2-LSTM-100; (c) 3-LSTM-100; (d) 4-LSTM-100; (e)
4-LSTM-tanh-leakyrelu; (f) 4-LSTM-tanh-sigmoid; Overall performance of all models are
quite good. Best results were obtained with the 4-MLP-tanh-sigmoid and 4-LSTM-100,
which presented the lower loss for test dataset.
Figure 6.5 shows the results of 1-point prediction for the 1-layer LSTM model with
50 units, with the addition of a lag in the predicted future point. The network predicts 1
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point in the future immediately after the input signal (lag = 0), 2nd point in the future
(lag = 1 point), increasing the lag until it predicted 1 point in the future after a 400 point
window. As a result, we can see that the further we try to predict future points, the
worse is the prediction. This shows that the input information given (400 points) is not
sufficient to correctly estimate the next 400th point in the future, which leads us to use
a different approach for predicting points far in the future.
Figure 6.5: Comparison of 1-point EMG signal prediction with LSTMs for different points
in the future. (a) Prediction of 2nd point in future (lag = 1); (b) Prediction of 3rd point
in future (lag = 2); (c) Prediction of 6th point in future (lag = 5); (d) Prediction of 11th
point in the future (lag = 10); (e) Prediction of 101st point in the future (lag = 100); (f)
Prediction of 401st point in the future (lag = 400); As expected, the further we try to
predict points in future, the worse is the prediction result.
6.1.2 Multi-point EMG signal prediction
We tested the proposed architectures for all the patients in the dataset, following the
two proposed pre-processing techniques: the first one based on EMG envelopes, and the
second one based on EMG raw signals. We then compare the results to evaluate the
performance of each approach for each given input.
Table 6.4 shows the comparison of the trained models for EMG raw signal. The
Autoencoder model, marked with (*), was trained only for creating the enconding model
for feature extraction. Therefore, the comparison of test results are related to the original
input, and not with respect to the predicted raw EMG signal. Models with the custom
loss function “EMG Error” are marked with (**).
Considering the higher complexity of the EMG raw signal, with varying high frequen-
cies combined with different amplitudes, the proposed MLP and LSTM models did not
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perform well. We can see that the best performance prediction model has an MLP decoder
with three layers and a linear combination of layers (Architecture presented in Figure 6.6).
Figure 6.6: Custom MLP decoder: re-injecting the first MLP output to other layers
through linear combinations.
However, when comparing the Test Loss results, MLP models seem to perform well,
which can lead us to the conclusion that even though the RMSE results are low, this does
not indicate a good prediction of the signal since we are considering the mean values of
all points.
These results lead us to the definition of a new loss function that can better capture
the mix of the high and low frequency of the EMG signal, resulting in a better metric to
evaluate signal prediction quality.
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Figure 6.7: Raw EMG signal prediction for all proposed architectures. 1-3 are predictions
based on MLP with ReLu activation. 5-6 are predictions with MLP decoders. 7-8 are
predictions with MLP decoders trained with custom loss function ”EMG Error,” and 9-10
are predictions using LSTM and LSTM autoencoder.
Table 6.5: Raw EMG prediction architecture comparison results. We can see that the
best results were those based on Autoencoder approach, combined with special types of



















1a. 3-MLP-relu-dropout 00:07:20 80 0.0640 0.0648 0.0714 0.0800
1b. 3-MLP-tanh-dropout 00:07:20 80 0.0693 0.0700 0.0762 0.0837
2a. 5-MLP-relu-dropout 00:09:20 106 0.0640 0.0648 0.0714 0.0806
2b. 5-MLP-tanh-dropout 00:09:20 106 0.0686 0.0693 0.0735 0.0686
3a. 7-MLP-relu-dropout 00:11:00 120 0.0678 0.0693 0.0748 0.0843
3b. 7-MLP-tanh-dropout 00:11:00 120 0.0656 0.0663 0.0721 0.0735
4. 3-MLP-tanh-dropout-autoencoder (*) 00:31:40
Enc.:100
Dec.:7
0.0648 0.0000 0.0000 0.0000
5. 3-MLP-tanh-dropout-decoder 00:01:00 6 0.1208 0.1265 0.1466 0.1646
6. 3-MLP-tanh-dropout-multiply-decoder 00:01:40 12 0.0500 0.1735 0.2330 0.2332
7. 3-MLP-tanh-dropout-decoder (**) 00:01:20 6 2.1591** 0.1296** 0.1517** 0.1703**
8. 3-MLP-tanh-dropout-multiply-
decoder (**)
00:01:40 12 1.2940** 0.1640** 0.2218** 0.2223**
9. 1-LSTM-tanh-dropout 12:30:00 1 0.0678 0.0529 0.0714 0.0574
10. 1-LSTM-tanh-dropout-autoencoder 06:45:00 30 0.0849 0.1404 - -
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Table 6.4: Raw EMG prediction architecture comparison hyper-parameters. We have
evaluated different architectures, increasing the number of layers, MLP units, and varia-
tion of the activation function and the usage or not of dropout as regularization method.
Name LossFunc. Regular. # hidden units
Act.
Func.
1a. 3-MLP-relu-dropout MSE Dropout(0.2) [4000,1000,400] relu
1b. 3-MLP-tanh-dropout MSE Dropout(0.2) [4000,1000,400] tanh
2a. 5-MLP-relu-dropout MSE Dropout(0.2) [4000,2000,1000,800,400] relu
2b. 5-MLP-tanh-dropout MSE Dropout(0.2) [4000,2000,1000,800,400] tanh
3a. 7-MLP-relu-dropout MSE Dropout(0.2) [4000,2000,2000,800,800,400,400] relu
3b. 7-MLP-tanh-dropout MSE Dropout(0.2) [4000,2000,2000,800,800,400,400] tanh
4. 3-MLP-tanh-dropout-autoencoder (*) MSE Dropout(0.2) Encoder:[4000,2000,800]Decoder:[800,2000,4000] tanh
5. 3-MLP-tanh-dropout-decoder MSE Dropout(0.2) [800,800,400] tanh
6. 3-MLP-tanh-dropout-multiply-decoder MSE None [800,800,400] tanh
7. 3-MLP-tanh-dropout-decoder EMGError None [800,800,400] tanh
8. 3-MLP-tanh-dropout-multiply-decoder EMGError None [800,800,400] tanh
9. 1-LSTM-tanh-dropout MSE Dropout(0.2) LSTM(100)+Dense(400) tanh





6.1.3 EMG Envelope prediction
Table 6.6 shows the comparison of the proposed architectures for EMG Envelope predic-
tion concerning the variation of the number of layers, hidden units, activation functions,
and the usage or not of dropout as regularization method. Table 6.7 presents the results
for the trained models, measuring the size of the model, total training time, training
validation loss, and test loss over epochs for all trained models. To evaluate the model’s
generalization, we have included the test of the model on a second dataset experiment
session for the same patient (Test Loss 2) and a different patient (Test Loss 3).
MLP models were trained over 20 epochs, while LSTM models were trained over 5
epochs since the model loss did not improve significantly after that.
For a relatively simple pattern like the EMG envelope, most models can predict with a
good level of confidence (RMSE < 0.1mV). We can see that the best results are achieved
with the decoder models after applying the MLP encoding (Table 6.7 items 8a and 9a).
We can also see the impact of including regularization methods like dropout, making
predicted signals more smooth and better adapted to the actual signal. We can also
notice a better generalization result while testing for other datasets (Test Loss 2 and Test
Loss 3).
Variations on the activation function can cause a change in the quality of the output
signal, especially without regularization (Figure 6.8 items (b) compared against (a)). The
output signal from the MLP network generated with ReLU is much more unstable than
the one produced with the tanh activation function. The comparison also shows that using
the Autoencoder approach for reducing the dimensionality of the signal before applying
the decoding layers can provide a much better fit for the predicted curves.
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Figure 6.8: EMG Envelope prediction for all proposed architectures. 1-3 are predictions
based on MLP with ReLu activation. 4-6 are predictions based on MLP with tanh acti-
vation. 8-9 are predictions with MLP decoders, and 10-11 are predictions using LSTM.
(a) are predictions without and (b) predictions with 20% dropout between layers for
regularization.
Table 6.6: EMG envelope prediction architecture comparison hyper-parameters. We have
evaluated different architectures, increasing the number of layers, MLP units, and varia-
tion of the activation function and the usage or not of dropout as regularization method.
Models in bold are those with best results.
Name Regular. # hidden units Act.
Func.
1a. 3-MLP-relu None [4000,1000,400] relu
1b. 3-MLP-relu-dropout Dropout(0.2) [4000,1000,400] relu
2a. 5-MLP-relu None [4000,2000,1000,800,400] relu
2b. 5-MLP-relu-dropout Dropout(0.2) [4000,2000,1000,800,400] relu
3a. 7-MLP-relu None [4000,2000,2000,800,800,400,400] relu
3b. 7MLP-relu-dropout Dropout(0.2) [4000,2000,2000,800,800,400,400] relu
4a. 3-MLP-tanh None [4000,1000,400] tanh
4b. 3-MLP-tanh-dropout Dropout(0.2) [4000,1000,400] tanh
5a. 5-MLP-tanh None [4000,2000,1000,800,400] tanh





6b. 7-MLP-tanh-dropout Dropout(0.2) [4000,2000,2000,800,800,400,400] tanh




8a. 3-MLP-relu-decoder None [800,800,400] relu
8b. 3-MLP-relu-dropout-decoder Dropout(0.2) [800,800,400] relu
9a. 3-MLP-relu-multiply-decoder None [800,800,400] relu
9b. 3-MLP-relu-dropout-multiply-decoder Dropout(0.2) [800,800,400] relu
10. 1-LSTM-tanh-dropout Dropout(0.2) LSTM(20)+Dense(400) tanh
11. 1-LSTM-tanh-dropout-autoencoder Dropout(0.2)
Encoder: LSTM(20)
Decoder: LSTM(20) + Dense(400)
tanh
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Table 6.7: EMG envelope prediction architecture comparison results. We can see that the
best results (in bold) were those based on Autoencoder approach, combined with special

















1a. 3-MLP-relu 00:07:00 80 MB 0.0640 0.0945 0.2037 0.1931
1b. 3-MLP-relu-dropout 00:07:20 80 MB 0.0361 0.0663 0.1817 0.1664
2a. 5-MLP-relu 00:09:00 106 MB 0.0707 0.0980 0.2062 0.1841
2b. 5-MLP-relu-dropout 00:09:20 106 MB 0.0197 0.0678 0.1921 0.1490
3a. 7-MLP-relu 00:10:20 120 MB 0.0583 0.0927 0.2133 0.1673
3b. 7MLP-relu-dropout 00:10:40 120 MB 0.0262 0.0714 0.2119 0.1612
4a. 3-MLP-tanh 00:07:00 80 MB 0.0436 0.0686 0.2022 0.1838
4b. 3-MLP-tanh-dropout 00:07:20 80 MB 0.0424 0.0686 0.1863 0.1609
5a. 5-MLP-tanh 00:09:00 106 MB 0.0400 0.0742 0.2022 0.1918
5b. 5-MLP-tanh-dropout 00:09:20 106 MB 0.0424 0.0686 0.1942 0.1806
6a. 7-MLP-tanh 00:10:20 120 MB 0.0447 0.0787 0.2265 0.1833






0.0272 0.0412 0.1520 0.1526
8a. 3-MLP-relu-decoder 00:01:00 7 MB 0.0093 0.0748 0.2261 0.1706
8b. 3-MLP-relu-dropout-
decoder
00:01:00 7 MB 0.0152 0.0686 0.2081 0.1637
9a. 3-MLP-relu-multiply-decod 00:01:40 7 MB 0.0095 0.0768 0.2159 0.1634
9b. 3-MLP-relu-dropout-
multiply-decoder
00:01:00 7 MB 0.0145 0.0714 0.2045 0.1572
10. 1-LSTM-tanh-dropout 19:15:00 0,144 MB 0.0806 0.0728 0.2302 0.1667
11. 1-LSTM-tanh-dropout-
autoencoder
18:50:00 5,6 MB 0.5657 0.5701 0.6782 0.7810
6.2 EMG Signal Generation
This section describes the results for EMG signal generation based on the two proposed
approaches.
6.2.1 EMG Signal Generation with DCGANs
The results for the different evaluated models are displayed in Table 6.8 and their respec-
tive generated signals are shown in Figure 6.9.
Table 6.8: Comparison table for highlighted DCGAN architectures. The lower the DTW
and FFT MSE metric values, the better is the generated signal. The lower the discrimina-
tor loss, the better it is at distinguishing fake from real samples. The lower the generator
loss, the better it is at generating fake samples closer to real samples. Model number 6
(4CNN-MBD-MA) shows the best overall results.




Loss DTW FFT MSE
EMG Env.
Cross-corr.
1. 3CNN-NOISE Rand(100) 0.000002 16.118095 405.038863 130.188808 0.373913
2. 3CNN Sample (400) 0.005163 3.084711 132.185279 13.09306 0.205428
3. WAVELET Sample (400) 0.066975 2.680009 100.145536 16.5641 0.223018
4. 4CNN Sample (400) 0.035544 7.006461 93.439412 9.675622 0.624258
5. 4CNN-MBD Sample (400) 0.000203 10.275796 100.7865 18.916364 0.739453
6. 4CNN-MBD-MA Sample (400) 0.004439 10.636311 98.532786 13.531477 0.791920
Figure 6.10 shows the comparison of real samples vs. the generated samples using the
proposed EMG-GAN architecture. As we can see, the EMG signals seem quite similar,
90
Figure 6.9: Resulting generated signals for the different evaluated models. Model details
and metrics are described in Table 6.8 and on Section 5.4.1. (a) 3CNN-NOISE, resulting
EMG signal is too noisy, and the tremor peaks are too wide; (b) 3CNN, resulting signal
is smoother, but tremor shape is still far from reference signal; (c) WAVELET, shows
promising results for capturing EMG tremor shape; (d) 4CNN, shows great similarity to
reference, but presents mode collapse and generate very similar outputs; (e) 4CNN-MBD,
fix the mode collapse issue, but signal is not so similar to reference; (f) 4CNN-MBD-MA,
presents our best results, generating EMG signal similar to reference and with a lot of
variation on generated samples.
and, as Figure 6.11 shows, the FFT MSE and the DTW distance are very low, indicating
a high similarity on the signals.
Figure 6.12 shows a comparison of two distinct epochs. Although the quality of the
generated signal improves over time, the visual perception of the quality of the generated
signal sometimes might decrease. Both metrics DTW and FFT MSE can help to distin-
guish the quality of the generated signals, showing that, the lower the distance, the better
the results. The cross-correlation, however, shows that the latter epoch has a higher cor-
relation, even though the overall quality seems worse. This can happen if the similarity
between the EMG tremor peaks is high, increasing the value of the correlation. This fact,
isolated, does not mean that the overall quality of the generated signal is better, but it
shows that the peaks are captured with higher fidelity.
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Figure 6.10: (a) reference input signal from PD’s EMG dataset; (b) generated signal
based on the trained generator model after 4800 epochs; (c) FFT of the reference signal;
(d) FFT of the generated signal. It is possible to see that the generated signal captures
the main tremor frequencies well (around 5 Hz and its multiples, 10, 15).
Figure 6.11: (a) DTW distance calculated between reference signals and generated signals
along epochs; (b) FFT MSE calculated between reference signals and generated signals
along epochs.
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Figure 6.12: (a) Reference and generated signals for epoch 4700; (b) Reference and
generated signals for epoch 4800. Even though both Generator and Discriminator losses
are lower for epoch 4800, the evaluated metrics (FFT and DTW) can correctly evaluate
that the first generated signal is more similar to the reference signal.
Figure 6.13 shows a comparison of generated signals for two different PD’s patient
datasets. Both models were trained with the same generator and discriminator archi-
tectures, with the only difference in the training dataset. As we can see, the models can
effectively mimic each patient’s unique tremor pattern, showing that it can effectively cap-
ture tremor shape, frequency, and amplitude. Training the models with a mixed dataset
from multiple patients did not give good results since the discriminator has to handle
multiple patterns and does not converge.
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Figure 6.13: (a) Reference and generated signals for the PD reference patient with pro-
posed DCGAN architecture; (b) Reference and generated signals for a different patient
dataset.
Mode Collapse and Mini-Batch Discriminator
During the development of this work, it was possible to observe that the initially gener-
ated samples were quite similar, almost identical to each other, which is a shred of clear
evidence that the generator is suffering from mode collapse. To prevent it from happen-
ing, we introduced the concept of mini-batch discrimination into the discriminator as an
additional pipeline concatenated to the other discriminator components.
This additional component forced the generator to produce variations on the resulting
samples as it would happen into a regular random batch of real samples. However, this
addition also causes some of the examples to be evaluated as fake samples by the dis-
criminator. Figure 6.14 shows the results with and without the mini-batch discrimination
component on the discriminator model.
6.2.2 EMG generation combining two signals with style transfer
In this work, we took a Keras based style transfer implementation as the baseline https://
keras.io/examples/neural_style_transfer/, and we re-used the pre-processing rou-
tines for EMG data and the customization of the content and style loss calculated based
on features from our previous trained discriminator model. We take a 20,000 point win-
dow (equivalent to 10 s) from both PD EMG dataset (reference style) and the NinaPro
database (reference content). The optimizer used is based on Scipy library implemen-
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Figure 6.14: Effect of Mini-batch discriminator on generated results. (a) Generated
samples without mini-batch discriminator; (b) Generated samples with mini-batch dis-
criminator; The results show clearly that the examples are very distinct when the gen-
erator is trained with a mini-batch discriminator component inside the discriminator.
Without such an element, the generated samples tend to converge into a single example
(mode collapse), with minimal variations on the signal shape. However, the generator
takes longer to converge, and the generator loss is also affected, creating more instability
in the training process.
tation of Limited-Memory Broyden–Fletcher–Goldfarb–Shanno algorithm (L-BFGS), a
second-order method for optimization that, according to [75], is more suited for style
transfer tasks. The output is initialized with a random vector, and we run the optimizer
for 20 epochs (each epoch runs the optimization function 100 times). Figure 6.15 shows
the comparison of results for different weights for the content weight and the style weight.
It is also possible to initialize the output vector with the original content vector, which
provides a faster convergence of the optimizer.
Figure 6.15: Generated outputs for different values of ωsty and ωcont. From left to right, we
gradually decrease ωsty and increase ωcont, showing the resulting effect on the generated
signal. (a) ωsty = 5.0 / ωcont = 0.1; (b) ωsty = 4.0 / ωcont = 1.0; (c) ωsty = 2.0 /
ωcont = 2.0; (d) ωsty = 1.0 / ωcont = 4.0.
According to the selected weight values, we can have a higher level of detail from the
style signal on the output signal, including the EMG tremor peaks and variations within
the peaks. If we reduce the weight of the style, the peaks get higher amplitude, but the
detailed EMG pattern gets lost on the style transfer. Similar behavior appears with the
content weight: the lower the content weight, the lower is the amplitude and similarity of
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the output signal to the content signal. The higher the content weight, the more visible
is the content signal within the output signal.
It is also possible to change the feature layers from the discriminator model for style
and content features. We can select the last convolutional layers as feature layers for the
style loss if we want a higher level of abstraction on the style (fewer details on the time-
series). In fact, we are using the raw input signal as a feature for the content loss since we
want to keep the output as close as possible to the content. If we want a higher degree of
abstraction on the content, we can select deeper convolutional layers as features. In this
work, we tried to keep the frequency characteristics of the style over the amplitude and
keep the shape and amplitude of the content signal. Figure 6.16a–b presents the general
metrics, comparing the FFT of the generated signal against the style and content signals.
Figure 6.16: (a) FFT comparison between generated signal and style signal for style trans-
fer; (b) FFT comparison between generated signal and content signal for style transfer.
(c) As expected, the FFT MSE between generated signal and style decreases over time,
while FFT MSE against the content increases over time, since we are using style features
to drive the overall tremor frequencies on the style transfer process; (d) FFT compari-
son between generated signal and content signal for fast neural style transfer; (e) FFT
comparison between generated signal and style signal for fast neural style transfer; (f)
Generated output based on the fast neural transformer network.
6.2.3 EMG transformation with fast neural style transfer
Fig. 6.16d–e shows the FFT comparison of reference samples (content and style) vs. the
generated signal with the fast neural style transfer approach. As we can see, the FFT
of the combined signal is much closer to the FFT of the style rather than the content
FFT. However, by observing Fig. 6.16f, we can see that the shape of the content signal is
still present on the resulting signal after the transformation of the content signal by the
trained transformer network, showing that this method can also be used for transferring
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style EMG signals to content EMG signals. The results, however, are worse than those
obtained with the typical style transfer based on loss optimization, as we still have a lot
of undesired FFT components on the generated signal (comparison between Fig. 6.16a–b
and 6.16d–e).
6.3 Discussion
6.3.1 EMG signal prediction
According to the proposed methods (see Section 5.3), it was possible to provide 3 different
implementation scenarios to perform EMG signal prediction.
1-point EMG signal prediction
From the first approach, focusing on generating a 1-point EMG signal prediction, it was
possible to validate the following findings:
1. Straightforward MLP networks can perform a good 1-point prediction, even with
a small number of neurons. Due to the EMG signal characteristics, 1-point in the
future is usually close to the previous points, and therefore simple MLP will use
the last points with higher weights to calculate the next step. Including more MLP
layers and neurons can increase the accuracy until a certain extend, but great results
are already possible with only a 1-layer 1-neuron network. More complex models
also require the usage of regularization methods to avoid over-fitting and to keep
the model’s generalization.
2. LSTM networks can also successfully perform a 1-point prediction, generating very
compact models, but with the disadvantage of a much longer time to train (26x)
and time to infer the network. The increase in the number of layers and neurons
also improves the accuracy of the prediction. Still, after a certain point, the increase
in the number of layers does not add additional accuracy.
3. While trying to predict 1-point further in future with the addition of a lag between
input data and predicted time-step, it is possible to see that both MLP and LSTM
networks cannot provide good results. Due to the low correlation to the 400 point
input, the network has not enough information to accurately predict the point such
further in the future.
4. The best activation functions for MLP networks were The first approach, focusing on
and LeakyReLU. Both support negative outputs and performed better than sigmoid
and ReLU.
5. The best activation functions for the LSTM network with the final MLP layer was
the default activation function for LSTM - tanh - and the sigmoid function for the
MLP final layer. This combination presented the best results overall (even better
than all MLP models).
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6. The usage of regularization is only effective on more number of layers, and the usage
of L2-regularization showed better results on both models (MLP and LSTM), being
Dropout also a good alternative for MLPs and LSTMs, being more effective on
LSTM networks.
Multi-point EMG signal prediction
From a general perspective, both models, based on MLP and LSTM, performed well for
the EMG envelope prediction. Only the MLP decoder approach was able to perform well
with the encoded input from a previously trained MLP autoencoder for the raw EMG.
The pure MLP and the LSTM approaches did not provide satisfactory results for the
given length of prediction time-steps in the future (400 points).
Autoencoder models also performed better in general, for both MLP and LSTM archi-
tectures. By providing a way to reduce the dimensionality of the input dataset, they were
able to reduce the complexity of the forecast task, resulting in better approximations of
the future signal.
Tables 6.6 and 6.4 provide a comparison among tested models, presenting the different
hyper-parameters for each evaluated model, such as the number of neurons, activation
functions, regularization methods and loss functions, while tables 6.7 and 6.5 present the
results for each model, like the time required for training, model size, training validation
and test loss results for both EMG Envelope and EMG raw signals.
The increase in the number of MLP layers and neurons shows a slight improvement
in test error values and how fast the network converges. However, the higher the number
of layers and neurons, the bigger the size of the output network; therefore, more memory
and time needed to train the model. The increase in the number of dense layers and the
number of neurons at the end of the decoder models did not improve the remaining loss
value for predicted signals on both MLP and LSTM networks.
By testing the trained models on EMG data from one patient to another (Test Loss
3), we were able to verify that the prediction results were not as good as expected, which
can indicate that the proposed models are not generalized enough for direct application
on multiple patients. Trained models with the combination of datasets proved to be
more generalized. However, the prediction error was too big. However, by using learning
transfer techniques, it should be possible to reduce the time for re-training the models
among different patients drastically.
Recent work has been done using Neural Networks for movement classification based
on EMG data. Most commonly used architectures use hybrid approaches, combining
CNNs with LSTM and MLPs.
This work distinguishes from recent work as it is the first one proposing to use NN
not only to classify but to predict EMG signals, focusing on Parkinson’s disease tremor
patterns. He et al. [6] have shown that a hybrid LSTM + MLP approach performs well
for pattern recognition when compared to pure MLP, CNN, or traditional classification
approached like SVM or KNN.
Laptev et al. [113] show that the LSTM Autoencoder approach can have distinguished
better results than other types of neural networks, especially for anomaly detection. In
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[114], the proposed Autoencoder LSTM network was used in conjunction with a proba-
bilistic formulation for uncertainty estimation, which provided better results, with almost
96% of coverage over a 95% confidence interval.
6.3.2 EMG signal generation
EMG Signal Generation with DCGANs
During the development of the proposed models for DCGAN, it was possible to validate
significant findings when trying to generate 1D complex bio-signals such as EMG tremor
signals:
1. General recommendations from [70] are still valid and useful, such as using strid-
den convolutions for the discriminator, batch norm in both the generator and the
discriminator, ReLU activation in the generator for all layers except for the output.
2. While trying to replicate complex output shapes, it is essential to add different
convolutional pipelines that focus on specific features from the signal. In our case,
adding both FFT analysis and wavelet decomposition to the discriminator model
was essential for generating better results.
3. Using 1D convolutions and adapting all blocks (like residual blocks) gave us better
results than trying to use 2D representations of the time-series signals.
4. We have evaluated different architecture parameters for the Generator model, using
a different number of convolutional layers, filters, and different input sizes for the
latent space. It was possible to see during experiments that with a lower and random
latent space, the model takes longer to converge, and the generated signal is not
as good as expected. By increasing the number of points and introducing the real
signal sampling as input, it was possible to generate better results.
5. Defining metrics that can effectively evaluate the performance of the generator vs.
the reference signals are also important and might vary a lot depending on the
features that we want to preserve from the original signals. In our case, the FFT
and DWT were the best evaluation metrics.
6. Mini-batch discriminator is vital if we wish to create a generator that can create
a wide range of variations on the generated signals. However, this can reduce the
generator’s stability and convergence if not configured properly together with other
features on the discriminator model.
EMG Signal Generation with Style Transfer
During the development of the proposed models with Style Transfer, it was possible to
validate significant findings while applying Style Transfer to complex bio-signals such as
EMG tremor signals:
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1. Style transfer technique based on loss optimization for one specific content signal and
style signal presented good results, showing that it is possible to use such method
for estimating PD‘s tremor patterns on top of healthy individual EMG signals as
input.
2. Finding appropriate weights for the content and style signals is a challenging task,
and might be better evaluated if we have real signals from PD patients performing
the same types of movement from healthy individuals.
3. Evaluating the style transfer with FFT shows that the frequencies from the style are
successfully transferred to the generated signal, however, it is difficult to evaluate if
the content signal is still preserved.
4. Fast neural style transfer is supposed to work faster and better for a more generalized
solution for transforming an input EMG signal and applying the style pattern.
However, the results are not as good as the loss-optimization based approach from
traditional style transfer. However, additional data availability and further research
on the transformer network architecture might lead to better results.
6.3.3 Hypotheses discussion
According to the initially stated objectives and respective hypotheses, we can confirm the
following hypotheses are true:
H1: Surface electromyography measurement can represent PD’s tremor, and
such signals can be represented by features and used for model training;
We could validate such hypotheses by the success of utilizing a given representation of
tremor patterns with the raw EMG signal, EMG envelopes, and the usage of Autoencoders
to reduce the dimensionality of feature vectors based on a more compact representation of
the signal. We evaluated the performance of trained models with these different features,
and we were able to train such models for both predicting and generating EMG tremor
signals.
H2: Neural Networks can be used for PD’s EMG signal prediction;
According to the results presented in Section 6.1, we can confirm that the usage of
Artificial Neural Networks, specifically, MLPs and LSTMs can be used to predict not
only 1-point in the future but also predict more points in the future if given strategies for
encoded representation of the signal and MLP decoders are used.
H3: Neural Networks can be used for PD’s EMG signal generation;
According to the results presented in Section 6.2, we can confirm that the usage of
Artificial Neural Networks, specifically the usage of DCGAN architecture, can be used
to generate synthetic EMG signals, creating not only a Generator model but also a Dis-
criminator model that can effectively check if a given signal belongs to a specific patient
dataset or not.
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H4: Style transfer can be used to transfer PD’s EMG tremor style to other
EMG signals from healthy individuals;
We can only partially confirm such hypotheses since we were able to successfully
transfer the EMG tremor signal pattern to a healthy subject EMG content signal according
to the proposed metrics (FFT and DTW). Still, we lack additional collected data from
PD patients to confirm that the resulting signal is similar to the real expected signal
when PD patients would perform the proposed movement. This could allow us to confirm





In this work, we successfully built Neural Network models that can efficiently recognize,
predict, and generate rest tremor patterns based on sEMG signals from PD patients. To
achieve these results, we investigated Parkinson’s Disease characteristics, main treatment
challenges, patient handling and assisting technologies, analyzing common challenges, and
proposing the use of PD’s tremor EMG prediction as a way to improve PD FES devices
control strategy. We also evaluated how sEMG signal processing techniques work, propos-
ing additional pre-processing and feature extraction methods to perform better tremor
pattern recognition, such as autoencoders. We have extensively explored different Neural
Network methods, algorithms, and state-of-the-art architectures for both EMG data pre-
diction and data augmentation. Finally, we employed existing reference implementations
for all Neural Networks, extending the models with our proposed methods and creating
new open-source reference implementation that can be used and extended by researchers
for their EMG and bio-signals datasets.
Considering all achieved objectives, we believe this work contributes with many find-
ings on the field of Parkinson’s Disease EMG tremor signals analysis, prediction, and
generation with Artificial Neural Networks.
Considering the EMG signal prediction task, we have shown that the use of MLP
and LSTM based networks can successfully predict EMG tremor behavior, predicting
EMG envelopes and EMG raw signals. Such achievement can support the development
of new ways to control and optimize FES devices for reducing resting tremor on PD
patients. Second, by utilizing the autoencoder approach, we were able to successfully
train encoding models that are capable of compacting EMG information into a lower-
dimensional space, which can still be used for pattern recognition and signal prediction.
Finally, we compared the different MLP and LSTM topologies, evaluating the influence
of hyperparameters on the models, and how the function loss can also affect the quality of
the prediction, proposing a new loss metric to evaluate and train EMG prediction models.
Future work on EMG signal prediction could incorporate convolution layers (Conv1D)
before the MLP or before the LSTM networks, to capture new spatial patterns from
the time-series data, such as those included in [84, 89, 115]. We can also propose using
these prediction models as inputs for other types of NN that can optimize the control
parameters of FES devices.
Considering the EMG signal generation task, we provide three main findings to the
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field. First, we have shown that the usage of DCGANs with domain-specific discrimina-
tor CNN pipelines can successfully simulate EMG tremor behavior, not only mimicking
generic tremor patterns but patient and protocol-specific characteristics. Such achieve-
ment can support the development of new assisting treatments for reducing tremors on
PD patients by extending existing datasets and reducing the necessary time for real pa-
tient experiments for capturing data. Second, we have validated that the DTW distance
and FFT MSE can be defectively used as a measurement for the evaluation of EMG signal
generation. Finally, by utilizing the Style Transfer approach, we were able to successfully
transfer tremor patterns for different protocols and datasets, simulating patients tremor
on various circumstances and protocols using existing healthy patient datasets. Such re-
sults can provide the basis for building Parkinson’s disease signal simulators, allowing
patients to spend less time on data acquisition experiments, and allowing the generation
of more data for supporting further assisting technology development.
Future work on EMG signal generation could extend the results of this work by col-
lecting new datasets from PD’s patients performing similar movements like those available
on the NinaPro database (e.g., wrist extension, flexion). With this data, we could vali-
date if the style transfer method proposed is an optimal approximation to real patients’
movements. This could support finding optimal weights for the content and style and
also evaluate better the level of feature abstraction needed to generate a realistic sample.
Another possibility is to extend the DCGAN architecture for conditional input embed-
ding (C-DCGAN), similar to the approach from [116], making it possible for the DCGAN
model to adapt the generated signal based on the selected patient given as an additional
parameter to the generator.
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During the period in which this research was carried out, we published two papers on the
theme of PD’s EMG signal prediction and generation:
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B.1 EMG Signal Prediction
The code used for generating the EMG signal prediction is available on the following
GitHub repository: https://github.com/larocs/EMG-prediction
B.2 EMG Signal Generation
The code used for generating the EMG signal generation with GANs is available on the
following GitHub repository: https://github.com/larocs/EMG-GAN
The code used for generating the EMG signal generation with style transfer is available




This section presents a graphical representation of all proposed Neural Networks, showing
the input and output layers and all hidden layers for both EMG signal prediction and
EMG signal generation.
C.1 EMG Signal Prediction
C.1.1 One-point EMG signal prediction
MLP Models
1-MLP
Figure C.1: Model for 1-point prediction with 1-MLP network.
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2-MLP
Figure C.2: Model for 1-point prediction with 2-MLP network.
3-MLP
Figure C.3: Model for 1-point prediction with3-MLP network.
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4-MLP
Figure C.4: Model for 1-point prediction with 4-MLP network.
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4-MLP-DROPOUT
Figure C.5: Model for 1-point prediction with 4-MLP-DROPOUT network.
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5-MLP
Figure C.6: Model for 1-point prediction with 5-MLP network.
LSTM Models
1-LSTM
We present the diagram for the 1-layer LSTM network. This diagram is the same for
all evaluated 1-layer LSTM, with the only difference on the number of LSTM neurons
(10,20,50,100,200).
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Figure C.7: Model for 1-point prediction with 1-LSTM network.
2-LSTM
Figure C.8: Model for 1-point prediction with 2-LSTM network.
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3-LSTM
Figure C.9: Model for 1-point prediction with3-LSTM network.
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4-LSTM
Figure C.10: Model for 1-point prediction with 4-LSTM network.
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5-LSTM
Figure C.11: Model for 1-point prediction with 5-LSTM network.
C.1.2 Multi-point EMG signal prediction
This section presents all diagrams for proposed multi-point EMG signal prediction models.
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Figure C.12: Model for 400-point prediction with 1-LSTM (20 units) network.
Figure C.13: Model for 400-point prediction with 1-LSTM (100 units) network.
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Figure C.14: Model for 400-point prediction with 3-MLP network.
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Figure C.15: Model for 2,000-point autoencoder - used for encoding the 2,000 into an
encoding with only 800 points.
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Figure C.16: Model for 400-point prediction with 3-MLP-decoder network.
Figure C.17: Model for 400-point prediction with 3-MLP-multiply-decoder network.
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Figure C.18: Model for 400-point prediction with 5-MLP network.
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Figure C.19: Model for 400-point prediction with 5-MLP-dropout network.
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Figure C.20: Model for 400-point prediction with 7-MLP-dropout network.
131
Figure C.21: Model for 400-point prediction with LSTM autoencoder network.
C.2 EGM Signal Generation
This section presents the proposed models for EMG signal generation with DCGANs and
style transfer.
C.2.1 EMG Signal Generation with DCGANs
This section presents the models used for the Deep Convolutional Generative Adversarial
Networks.
Discriminator Models
This section presents the different evaluated architectures for the Discriminator model for
the DCGAN approach.
132
Figure C.22: Model for 3CNN and 3CNN-NOISE discriminators.
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Figure C.23: Model for WAVELET discriminator.
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Figure C.24: Model for 4CNN discriminator.
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Figure C.25: Model for 4CNN-MBD and 4CNN-MBD-MA discriminators.
Generator model
This section presents the different evaluated architectures for the Generator model for the
DCGAN approach.
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Figure C.26: Model for DCGAN Generator based on noise latent space.
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Figure C.27: Model for DCGAN Generator based on sample latent space without final
moving average smoothing layer.
138
Figure C.28: Model for DCGAN Generator based on sample latent space with final moving
average smoothing layer.
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C.2.2 EMG generation combining two signals with style transfer
This section presents the transformer model for the Fast Neural Style transfer.
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Figure C.29: [Transformer model based on combined ResNet and Generator model for
the Fast Neural Style Transfer.
