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Abstract
Covariance estimation for matrix-valued data has received an increas-
ing interest in applications including neuroscience and environmental
studies. Unlike previous works that rely heavily on matrix normal
distribution assumption and the requirement of fixed matrix size, we
propose a class of distribution-free regularized covariance estimation
methods for high-dimensional matrix data under a separability con-
dition and a bandable covariance structure. Under these conditions,
the original covariance matrix is decomposed into a Kronecker product
of two bandable small covariance matrices representing the variability
over row and column directions. We formulate a unified framework for
estimating the banded and tapering covariance, and introduce an ef-
ficient algorithm based on rank one unconstrained Kronecker product
approximation. The convergence rates of the proposed estimators are
studied and compared to the ones for the usual vector-valued data. We
further introduce a class of robust covariance estimators and provide
theoretical guarantees to deal with the potential heavy-tailed data. We
demonstrate the superior finite-sample performance of our methods us-
ing simulations and real applications from an electroencephalography
study and a gridded temperature anomalies dataset.
Keywords: Bandable; Distribution-free, Neuroimaging; Robust; Separable.
1
ar
X
iv
:2
00
4.
05
28
1v
1 
 [s
tat
.M
E]
  1
1 A
pr
 20
20
1 Introduction
Matrix-valued data have received considerable interests in various applications. For
example, in brain imaging studies, multi-channel electroencephalography (EEG) is
often employed to determine the locations and time courses of the underlying elec-
tric current sources. These sources can be elicited by a stimulus or several stimuli
in electrical, auditory and visual channels. The collected EEG data can often be
represented as a matrix with a spatial dimension to record the electric locations and
a temporal dimension for repeated measurements over a continuous range of time.
Another common example is in environmental studies, where the outcome of interest
(e.g., temperature, humidity, air quality) is measured over a range of geographical
regions. It is hence natural to represent the resulting data in a matrix form with two
dimensions corresponding to latitude and longitude. Examples of matrix-valued data
also include two-dimensional digital imaging data, brain surface data and colorimet-
ric sensor array data. There have been a few recent studies on regression analysis for
matrix-valued data (Zhou and Li, 2014; Wang and Zhu, 2017; Kong et al., 2020).
In this paper, we are interested in estimating the covariance of the matrix-valued
data. Covariance estimation is a fundamental problem in multivariate data analysis.
A large collection of statistical and machine learning methodologies including the
principal component analysis, linear discriminant analysis, regression analysis and
clustering analysis, require the knowledge of the covariance matrices. Denote X P
Rpˆq two dimensional matrix-valued data, and vecp¨q the vectorization operator that
stacks the columns of a matrix into a column vector. The covariance of X is defined
as covpvecpXqq “ Σ˚ P Rpqˆpq. A naive estimate of Σ˚ is the sample covariance.
However, when pq ą n, it performs poorly. It has been shown in Wachter et al.
(1978); Johnstone (2001); Johnstone and Lu (2009) that when pq{n Ñ c P p0,8s,
the largest eigenvalue of the population covariance matrix is an inconsistent estimator
of the largest eigenvalue for the sample covariance matrix, and the eigenvectors of
the sample covariance matrix can be nearly orthogonal to the truth.
To overcome the ultra-high dimensionality, structural assumptions are needed to
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estimate the covariance consistently. Various types of structured covariance matrices
have been introduced such as bandable covariance matrices, sparse covariance ma-
trices, spiked covariance matrices. Several regularization methods have been devel-
oped accordingly to estimate these matrices, including banded methods (Bickel and
Levina, 2008b; Wu and Pourahmadi, 2009), tapering methods (Furrer and Bengts-
son, 2007; Cai et al., 2010), and thresholding methods (Bickel and Levina, 2008a;
El Karoui, 2008; Cai and Liu, 2011). Another issue with the sample covariance is
that it does not utilize the knowledge that the data actually lie in a two dimensional
matrix space. To address this issue, it is common to impose a separability assump-
tion on the covariance of vecpXq, i.e. CovrvecpXqs “ Σ2˚ b Σ1˚ , where Σ1˚ P Rpˆp
and Σ2˚ P Rqˆq represent covariances among the rows and columns of the matrices,
respectively. The separability assumption helps provide a stable and parsimonious
alternative to an unrestricted version of CovrvecpXqs, and equally importantly, ren-
ders for a simple-yet-meaningful scientific interpretation. For example, in MEG/EEG
data analysis, the separability assumption allows us to project the variation within
the imaging data onto spatial and temporal domains (De Munck et al., 2002). When
analyzing temperature measurements over a geographical region, this assumption
helps decompose the variability in the measurements onto spatial directions (e.g.,
longitude and latitude).
To account for the separability assumption when estimating the covariance of
matrix-valued data, a class of methods were proposed in the literature, all based on
assuming a matrix normal distribution for the data. This idea was first proposed
by Dawid (1981), and then explored by Dutilleul (1999) as they introduced an it-
erative algorithm for maximum likelihood estimation. Werner, Jansson, and Stoica
(2008) developed two alternative estimation methods and derived the Crame´r-Lower
bound for the problem in a compact form. Lu and Zimmerman (2005) and Mitchell,
Genton, and Gumpertz (2006) developed likelihood ratio tests for separability of
the covariance matrices. Beyond the matrix case, Galecki (1994) and Hoff (2011)
considered separable covariance matrices estimation for tensor data under the tensor
normal model. To summarize, all the aforementioned methods rely heavily on the
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matrix normal distribution assumption since their estimation and testing procedures
are obtained using maximum likelihood estimation (MLE). Moreover, these methods
can only handle the matrices with fixed dimensions, especially for the development
of asymptotic theory. It remains unclear how those methodologies can be generalized
under realistic situations where the data do not satisfy a matrix normal distribution
(or any presumed distribution) and how the asymptotic theory works for matrices
with high dimensions.
In this paper, we consider the covariance estimation problem for matrix-valued
data under a much more challenging but realistic scenario. First, our method
is distribution-free, which significantly differs from all the previous likelihood ap-
proaches. Second, we allow the dimensions of the matrix-valued data to be much
larger than the sample size, i.e. they can diverge at the exponential rate of the sample
size. Under this scenario, even if the matrix normal assumption is true, the MLE still
does not exist due to overfitting. Our solution is to impose a bandable assumption
on Σ1˚ and Σ2˚ . This assumption has been widely adopted for time series with many
scientific applications (Friston et al., 1994; Visser and Molenaar, 1995). The result-
ing bandable covariance structure exhibits a natural order among variables, thus can
naturally depict the spatial and/or temporal correlation of the matrix-valued data.
We then incorporate the separable and bandable properties into one unified estima-
tion framework, and propose an efficient computational algorithm to obtain banded
and tapering covariance estimates. The convergence rates of the proposed estimators
are derived under the high dimensional setting; and then compared to the theoretical
results obtained in Bickel and Levina (2008b) and Cai et al. (2010) for vector-valued
data. The proof is based on matrix perturbation theory and sheds new insights on
high-dimensional regularized covariance estimation when taking the matrix struc-
ture of the data into account. To deal with potentially heavy-tailed matrix-valued
data, we have further proposed robust banded and tapering covariance estimators
and provided theoretical support for the robust estimates. Both simulation studies
and two data applications from an electroencephalography study and an analysis of
a gridded temperature anomalies dataset have confirmed the excellent performance
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of the proposed approaches.
The rest of the article is organized as follows. We introduce our banded and
tapering covariance estimates of matrix-valued data in Section 2. Section 3 provides
theoretical support of our proposed procedure. In Section 4, we further propose a
robust banded and tapering covariance estimation procedure to deal with heavy-
tailed data and provide theoretical guarantees. Simulations are conducted in Section
5 to evaluate the finite-sample performance of the proposed methods. In Section 6,
we apply our method to an electroencephalography study and a gridded temperature
anomalies dataset. We end with some discussions in Section 7. Technical proofs and
additional numerical results are presented in the Supplementary File.
Notation: We summarize the notation used throughout the paper here. For a vector
w P Rd, we denote }w} its Euclidean norm. For a matrix A “ rAijs P Rd1ˆd2 , we
denote trpAq its trace and }A}F its Frobenius norm. We also define the following
matrix norms,
}A}2 ” supt}Ax}2, }x}2 “ 1u,
}A}1 ” supt}Ax}1, }x}1 “ 1u “ max
j
ÿ
i
|Aij|,
}A}8 ” supt}Ax}max, }x}max “ 1u “ max
i
ÿ
j
|Aij|,
}A}max ” max
i,j
|Aij|, }A}1,1 “
ÿ
i
ÿ
j
|Aij|.
(1.1)
For two matrices A P RpAˆqA and B P RpBˆqB , their Kronecker product A b B is
a pApB ˆ qAqB matrix. Define ˝ to be the Hadamard product of two matrices, i.e.
element-wise product, and t¨u to be the floor function.
2 Methodology
Denote X P Rpˆq a two-dimensional random matrix, and vecp¨q a vectorization op-
erator that stacks the columns of a matrix into a vector. Let Σ˚ P Spqˆpq` be the
true covariance matrix of vecpXiq, where Sdˆd` denotes the space of d ˆ d positive
definite matrices. Assume that tXi : 1 ď i ď nu are independently and identically
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distributed (i.i.d.) matrix-valued samples generated from X. The main interest of
the paper is to estimate Σ˚ from the sampled data, where we allow p ą n and q ą n.
A naive estimator of Σ˚ is the sample covariance. In particular, define the sam-
ple mean µ̂ “ n´1řni“1 Xi, and the usual maximum likelihood estimator, the sample
covariance Σ̂ “ xcovrvecpXqs “ n´1řni“1tvecpXiq ´ vecpµ̂qutvecpXiq ´ vecpµ̂quT. Al-
though the sample covariance Σ̂ is well-behaved for fixed p and q, it has undesired
issues when pq ą n. In particular, the sample covariance matrix is singular, and
it may not be a consistent estimator of Σ˚. In addition, the eigenvalues are often
overdispersed and may be inconsistent (Bickel and Levina, 2008a,b).
Therefore, to estimate Σ˚ in high dimensional settings, we impose an additional
assumption that the covariance of vecpXq is separable, i.e.
Σ˚ “ Σ˚2 bΣ˚1 P Spqˆpq` ,
where Σ1˚ P Spˆp` and Σ2˚ P Sqˆq` represent covariances among the rows and columns
of the matrices, respectively. The separability assumption provides a stable and
parsimonious alternative to an unrestricted version of Σ˚, and reduces the number
of parameters from pqppq ` 1q{2 to pppp` 1q{2` qpq ` 1q{2q. This assumption is
commonly used in modeling matrix-valued data (Dawid, 1981; Fuentes, 2006; Lu
and Zimmerman, 2005; Mitchell et al., 2006; Hoff, 2011). However, when p ą n or
q ą n, the covariance estimates for Σ1˚ and Σ2˚ are still singular.
2.1 Bandable Covariance
To estimate the covariance matrix when p ą n or q ą n, regularizing large empirical
covariance matrices has been widely used in literature (Bickel and Levina, 2008b).
One popular way is to band the sample covariance matrix. For any A “ rAl,msdˆd,
define
Bdpkq “
 
A P Rdˆd : Al,m “ 0 for any |l ´m| ą k, 1 ď l,m ď d
(
,
and
BkpAq “ rAl,m ¨ Ip|l ´m| ď kqsdˆd.
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We propose to solve the following optimization problem for a given pair of tuning
parameters pk1, k2q:
ppΣB1 pk1q, pΣB2 pk2qq “ argmin
Σ1PBppk1q,Σ2PBqpk2q
››Σ̂´Σ2 bΣ1››2F. (2.1)
And the banded covariance estimate corresponding to pk1, k2q is pΣBpk1, k2q “ pΣB2 pk2qbpΣB1 pk1q. Here k1 and k2 control the regularization level of banding.
Surprisingly, the above problem has a closed form solution. Define rΣBpk1, k2q to
be a pqˆpq matrix satisfying rΣBpk1, k2q “ Σ̂˝ tBk2p1qqbBk1p1pqu, where 1p and 1q
are matrices of all 1’s with dimension pˆp and qˆ q respectively. We call rΣBpk1, k2q
a doubly banded matrix of Σ̂ with bandwidths k1 and k2. We have the following
proposition whose proof is deferred to the Supplementary File.
Proposition 2.1. Solving (2.1) is equivalent to solving the following optimization
problem
ppΣB1 pk1q, pΣB2 pk2qq “ argmin
Σ1,Σ2
}rΣBpk1, k2q ´Σ2 bΣ1}2F. (2.2)
This proposition provides an efficient way to solve the optimization problem (2.1).
In particular, one can first obtain rΣBpk1, k2q by doubly banding Σ̂, and then solve
the rank one unconstrained Kronecker product approximation (2.2) (Van Loan and
Pitsianis, 1993; Pitsianis, 1997).
For completeness, we briefly introduce how to solve a general rank one uncon-
strained Kronecker product approximation problem. Suppose we have matrices
A P RpAˆqA , B P RpBˆqB and C P RpCˆqC with pA “ pBpC and qA “ qBqC . The goal
is to solve
min
B,C
}A´BbC}2F. (2.3)
For a pBpC ˆ qBqC matrix A with submatrix structure,
A “
»———–
A1,1 ¨ ¨ ¨ ¨ ¨ ¨A1,qB
...
...
ApB ,1 ¨ ¨ ¨ ¨ ¨ ¨ApB ,qB
fiffiffiffifl
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where the submatrix Ai,j P RpCˆqC . We define a matrix transformation ξp¨q :
RpBpCˆqBqC ÝÑ RpBqBˆpCqC as,
ξpAq “
»—————————–
vecpA1,1qT
...
vecpAq,1qT
...
vecpAq,qqT
fiffiffiffiffiffiffiffiffiffifl
. (2.4)
Van Loan and Pitsianis (1993); Pitsianis (1997) showed that solving (2.3) is equiva-
lent to solving a rank one singular value decomposition (SVD) of ξpAq. In particular,
they have shown the following propositions.
Proposition 2.2. }A´BbC}2F “ }ξpAq´bcT}2F, where b “ vecpBq and c “ vecpCq.
Proposition 2.3. The minimizer of minb,c }ξpAq ´ bcT}2F is the same as the mini-
mizer of minb,c }ξpAq ´ bcT}2.
By Propositions 2.2 and 2.3, solving (2.3) is equivalent to solving
min
b,c
}ξpAq ´ bcT}2. (2.5)
Proposition 2.4. If the SVD of matrix ξpAq “ USV, where U P RpAˆpA and
V P RqAˆqA , and σ1 is the largest singular value. Then the minimizer of (2.5) would
be b̂ “ Cσ1u1 and ĉ “ C´1v1 for any constant C ‰ 0, where u1 and v1 are the first
columns of matrices U and V.
The propositions 2.2, 2.3 and 2.4 are directly taken from Pitsianis (1997); Golub
and VanLoan (1996), so we omit the proof. From these propositions, one can easily
obtain the following proposition.
Proposition 2.5. The Kronecker approximation B b C is unique. In addition, if
pB˚,C˚q is a solution of (2.3), pcB˚, c´1C˚q is also a solution of (2.3) for any constant
c‰0.
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Proposition 2.5 implies that our banded covariance estimate pΣBpk1, k2q is unique.
To implement the rank one unconstrained Kronecker product approximation,
we adopt the algorithm proposed in Batselier and Wong (2017). The algorithm
is implemented using the Matlab package TKPSVD, which can be downloaded at
https://github.com/kbatseli/TKPSVD.
There are two tuning parameters k1 and k2 involved in our estimation procedure.
Theoretically, we will show in Section 3 that when k1 and k2 are chosen appropriately,
our estimator will be consistent even when both p and q diverge at the exponential
order of the sample size n. In practice, we apply the resampling scheme procedure
proposed in Bickel and Levina (2008b) to select the optimal bandwidths k1 and k2.
In particular, we randomly split the original sample into a training set and a testing
set, with sample sizes n1 and n2 “ n´ n1, respectively. We use the training sample
to estimate the covariance matrix Σ̂tapk1, k2q using our procedure, and compare with
the sample covariance matrix of the test sample Σ̂te. We repeat the random split
procedure for N times, and let Σ̂taν pk1, k2q and Σ̂teν denote the estimates from the νth
split with ν “ 1, . . . , N . We select the pk1, k2q that minimizes the following quantity
Rpk1, k2q “ N´1
Nÿ
ν“1
}Σ̂taν pk1, k2q ´ Σ̂teν }1.
Similar to Bickel and Levina (2008b), we choose n1 “ tn3 u and n2 “ n´ n1. For the
number of random split, we use N “ 10 throughout the paper. Denote k̂1 and k̂2 as
selected optimal bandwidths, our final banded covariance estimate is pΣBpk̂1, k̂2q “pΣB2 pk̂2q b pΣB1 pk̂1q, where
ppΣB1 pk̂1q, pΣB2 pk̂2qq “ argmin
Σ1PBppk̂1q,Σ2PBqpk̂2q
››Σ̂´Σ2 bΣ1››2F.
2.2 Tapering Covariance
Another popular technique for covariance matrix regularization is tapering (Bickel
and Levina, 2008b; Cai et al., 2010). For any matrix A “ rAl,msdˆd and any 0 ď k ď
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d, we define TkpAq “ rTkpAql,msdˆd where
TkpAql,m “
$’’’’’&’’’’’%
Al,m when |l ´m| ď tk{2u,
p2´ |l´m|tk{2u qAl,m when tk{2u ă |l ´m| ď k,
0 otherwise.
(2.6)
Consider rΣTpk1, k2q “ Σ̂ ˝ tTk2`1q˘b Tk1`1p˘u.
Analogous to (2.2), we propose to solve
ppΣT1 pk1q, pΣT2 pk2qq “ argmin
Σ1,Σ2
››rΣTpk1, k2q ´Σ2 bΣ1››2F. (2.7)
Then we obtain the tapering covariance estimate as pΣTpk1, k2q “ pΣT2 pk2q b pΣT1 pk1q.
For solving (2.7) and selecting the tapering tuning parameters (k1, k2), we adopt
the same resampling procedure as the one proposed for the banded estimate in Sec-
tion 2.1.
3 Theoretical Results
3.1 Notation
Recall X1, . . . ,Xn, are i.i.d. p ˆ q random matrix samples and vecpXiq P Rpq their
vectorizations. For any A P Rpˆq and vecpAq “ pA1, . . . , ApqqT, we define Al1,l2 “
Apl2´1q¨p`l1 as the ppl2 ´ 1q ¨ p` l1qth entry of vecpAq or, equivalently pl1, l2qth entry
of A. Denote vecpXiq “ pxi1, . . . , xipqqT and xil1,l2 the pl1, l2qth entry of Xi. Further
define Σ1˚ “
“
σ
p1q
l1,m1
‰
pˆp,Σ2˚ “
“
σ
p2q
l2,m2
‰
qˆq, where σ
puq
lu,mu
is the plu,muqth entry of
Σu˚ for u “ 1, 2. We also define Σ˚,Bu pkq “ BkpΣu˚q and Σ˚,Tu pkq “ TkpΣu˚q for
u “ 1, 2. For any matrix A “ rAl,mspqˆpq P Rpqˆpq, let Appl1,m1q,pl2,m2qq represent the
ppl2´1q¨p` l1q, ppm2´1q¨p`m1qth entry of A for 1 ď l1,m1 ď p, 1 ď l2,m2 ď q. For
Σ˚ P Rpqˆpq, let σppl1,m1q,pl2,m2qq be the ppl2´1q¨p`l1q, ppm2´1q¨p`m1qth entry of Σ˚.
By the separability assumption, one has Σ˚ “ `σppl1,m1q,pl2,m2qq˘ “ `σp1ql1,m1 ¨ σp2ql2,m2˘.
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Denote À an inequality up to a multiplicative constant and — an equality up to
a multiplicative constant. Denote Upq a unit ball in Rpq, and 1d a dˆ d matrix with
all elements equal to 1.
Following Bickel and Levina (2008b), we define the following uniformity class of
approximately bandable covariance matrices
Fpε0, αq “
"
Σ ľ 0 : max
l
ÿ
m
t|σl,m| : |l ´m| ą ku ď C0k´α for all k ě 0,
and 0 ă ε0 ď λminpΣq ď λmaxpΣq ď 1{ε0
*
,
(3.1)
with α ą 0. We further define another important class of covariance matrices (Cai
et al., 2010),
Mpε0, αq “
#
Σ : |σl,m| ď C1|l ´m|´pα`1q for l ‰ m,
and 0 ă ε0 ď λminpΣq ď λmaxpΣq ď 1{ε0
+
.
(3.2)
One can see that Mpε0, αq is a subset of Fpε0, αq when C1 ď αC0. In other words,
Mpε0, αq is a more restrictive class.
We say vecpXq follows a sub-Gaussian distribution if for any t ą 0 and }v} “ 1,
there exists a ρ ą 0 such that
Pr
!
|vT
´
vecpXq ´ E`vecpXiq˘¯| ą t) ď e´ρt2 , (3.3)
3.2 Main Results
In this section, we present convergence rates of our banded/tapering covariance ma-
trix estimates for two scenarios: (i) Σ1˚ and Σ2˚ are assumed in Fpε0, αq; (ii) Σ1˚ and
Σ2˚ are in a smaller class Mpε0, αq. All the proofs are given in the Supplementary
File.
Case (I): In parallel to Bickel and Levina (2008b), we consider the convergence
rates of our covariance estimates when Σ1˚ and Σ2˚ reside in the uniformity class of
approximately bandable covariance matrices Fpε0, αq.
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Let η P tB,Tu, and Σ̂η2pk2q b Σ̂η1pk1q denote either proposed banded or tapering
estimator depending on the value of η. We present the following theorem for the
proposed banded and tapering covariance estimators obtained from (2.1) and (2.7).
Theorem 3.1. Let vecpX1q, vecpX2q, . . . , vecpXnq be i.i.d. sub-Gaussian random
vectors in Rpq with true covariance Σ˚ “ Σ2˚ b Σ1˚ , where Σ1˚ P Fpε0, α1q,Σ2˚ P
Fpε0, α2q. And the row and coloum dimensions p, q satisfy p, q À exppnq.
(a) High Dimensional Regime: If p, q, n satisfy
´
logpmaxpp,qqq
n
¯´1
À p2α1`1 ¨
q2α2`1.
i. When α2 ě α1, we have
}Σ˚ ´ Σ̂η2pk2q b Σ̂η1pk1q}F?
pq
“
$’&’%OP
´
q
´α2´α1
2α1`1 ¨ ` logpmaxpp,qqq
n
˘ α1
2α1`1
¯
when q À
`
logpmaxpp,qqq
n
˘´ 1
2α2`1
OP
´`
logpmaxpp,qqq
n
˘ α2
2α2`1
¯
when q Á
`
logpmaxpp,qqq
n
˘´ 1
2α2`1 ,
(3.4)
by taking pk1, k2q —
$’&’%
´
q
´ 2α2`1
2α1`1 ¨
´
logpmaxpp,qqq
n
¯´ 1
2α1`1 , q
¯
when q À
`
logpmaxpp,qqq
n
˘´ 1
2α2`1´
1,
`
logpmaxpp,qqq
n
˘´ 1
2α2`1
¯
when q Á
`
logpmaxpp,qqq
n
˘´ 1
2α2`1 .
ii. When α2 ď α1, we have
}Σ˚ ´ Σ̂η2pk2q b Σ̂η1pk1q}F?
pq
“
$’&’%OP
´
p
´α1´α2
2α2`1 ¨ ` logpmaxpp,qqq
n
˘ α2
2α2`1
¯
when p À
`
logpmaxpp,qqq
n
˘´ 1
2α1`1
OP
´`
logpmaxpp,qqq
n
˘ α1
2α1`1
¯
when p Á
`
logpmaxpp,qqq
n
˘´ 1
2α1`1 ,
(3.5)
by taking pk1, k2q —
$’&’%
´
p, p
´ 2α1`1
2α2`1 ¨ ` logpmaxpp,qqq
n
˘´ 1
2α2`1
¯
when p À
`
logpmaxpp,qqq
n
˘´ 1
2α1`1´`
logpmaxpp,qqq
n
˘´ 1
2α1`1 , 1
¯
when p Á
`
logpmaxpp,qqq
n
˘´ 1
2α1`1 .
.
(b) Low Dimensional Regime: If p, q, n satisfy
´
logpmaxpp,qqq
n
¯´1
Á p2α1`1 ¨
q2α2`1, by taking pk1, k2q “ pp, qq when η “ B and pk1, k2q “ p2p, 2qq when η “ T,
we have
}Σ˚ ´ Σ̂η2pk2q b Σ̂η1pk1q}F?
pq
“ OP
´´
pq ¨ logpmaxpp, qqq
n
¯ 1
2
¯
. (3.6)
Under the High Dimensional Regime of Theorem 3.1, when α2 ě α1 and q
is fixed, the convergence rate of
}Σ˚´Σ̂η2pk2qbΣ̂η1pk1q}F?
pq
is OP
`
logpmaxpp,qqq
n
˘ α1
2α1`1 . As q in-
creases, the convergence rate is decreasing until q exceeds the order of
`
logpmaxpp,qqq
n
˘´ 1
2α2`1 .
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When q further increases, the convergence rate will remain at OP
`
logpmaxpp,qqq
n
˘ α1
2α2`1 .
When α1 ě α2, one can observe a similar phenomenon. As such, under High Di-
mensional Regime, the convergence rate of
}Σ˚´Σ̂η2pk2qbΣ̂η1pk1q}F?
pq
is within the range”´ logpmaxpp, qqq
n
¯ maxtα1,α2u
2maxtα1,α2u`1 ,
´ logpmaxpp, qqq
n
¯ mintα1,α2u
2mintα1,α2u`1
ı
.
Therefore, our result allows p and q diverging at the exponential order of sample
size, i.e. p, q “ opexppnqq.
Under the Low Dimensional Regime of Theorem 3.1,
´
logpmaxpp,qqq
n
¯´1
Á p2α1`1q2α2`1
implies
´
logpmaxpp,qqq
n
¯´1
Á p2mintα1,α2u`1q2mintα1,α2u`1 which shows
}Σ˚ ´ Σ̂η2pk2q b Σ̂η1pk1q}F?
pq
“ OP
´´
pq
logpmaxpp, qqq
n
¯ 1
2
¯
“ OP
´´´ logpmaxpp, qqq
n
¯´ 1
2mintα1,α2u ¨ ` logpmaxpp, qqq
n
¯¯1{2¯
“ OP
´ logpmaxpp, qqq
n
¯ mintα1,α2u
2mintα1,α2u`1 .
On the other side, the convergence rate we derive can never be faster than n´1{2,
which is attained when pp, qq — p1, 1q.
Remark 3.2. When q “ 1, our proposed banded/tapering estimators degenerate to
Bickel’s banded estimator/Cai’s tapering estimator, i.e., Σ̂ηpk1q. Therefore it makes
sense to compare our convergence results with Bickel’s banded estimator.
Under High Dimensional Regime, by (3.4) and (3.5), we have
}Σ˚ ´ Σ̂ηpk1q}F?
p
“ OP
´´ logppq
n
¯ α1
2α1`1
¯
.
Under Low Dimensional Regime,
´
logppq
n
¯´1
Á p2α1`1 implies
´
logppq
n
¯´ 1
2α1`1 Á p
and
}Σ˚ ´ Σ̂ηpk1q}F?
p
“ OP
´´
p ¨ logppq
n
¯1{2¯ “ OP´´ logppq
n
¯ 1
2
¨
`
´ 1
2α1`1`1
˘¯
“ OP
´´ logppq
n
¯ α1
2α1`1
¯
.
Therefore, }Σ
˚´Σ̂ηpk1q}F?
p
“ OP
´´
logppq
n
¯ α1
2α1`1
¯
holds for both regimes. This rate is
tighter compared to the convergence rate OP
´´
logppq
n
¯´ α1
2α1`2
¯
under the operator
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norm as shown in Bickel and Levina (2008b). Intuitively this makes sense since
for any A P Rdˆd, we always have }A}F ď
?
d}A}2. So the convergence rate of
}Σ˚´Σ̂ηpk1q}F?
p
should be faster or equal to the convergence rate of }Σ˚ ´ Σ̂ηpk1q}2.
Case (II): In parallel to Cai et al. (2010), we consider the convergence rate of our
covariance estimates when Σ1˚ and Σ2˚ reside in a more restrictive class Mαpε0, αq.
We have the following theorem which presents the convergence rate of the proposed
banded and tapering covariance estimators obtained from (2.1) and (2.7).
Theorem 3.3. Let vecpX1q, vecpX2q, ¨ ¨ ¨ , vecpXnq be i.i.d random vectors in Rpq
with true covariance Σ˚ “ Σ2˚ bΣ1˚ , where Σ1˚ PMp0, α1q,Σ2˚ PMp0, α2q. Assume
E
“tvecpXiquTu‰2 ă `8 for any u P Upq, we have
1
pq
E}Σ̂η2pk2q b Σ̂η1pk1q ´Σ˚}2F À min
!
n
1
2α1`2`
1
2α2`2´1,
p
n
¨ n 12α2`2 , q
n
¨ n 12α1`2 , pq
n
)
“
$’’’’’’’’&’’’’’’’’%
n
1
2α1`2`
1
2α2`2´1 when n
1
2α1`2 À p, n
1
2α2`2 À q
p ¨ n 12α2`2´1 when p À n 12α1`2 , n 12α2`2 À q
q ¨ n 12α2`2´1 when q À n 12α2`2 , n 12α1`2 À p
pq
n
when p À n
1
2α1`2 , q À n
1
2α2`2
.
(3.7)
by choosing k1, k2 as
k1 —
$’&’%n
1
2α1`2 when n
1
2α1`2 À p
p when p À n
1
2α1`2
, k2 —
$’&’%n
1
2α2`2 when n
1
2α2`2 À q
q when q À n
1
2α2`2
.
In Theorem 3.3 we derive the L2 convergence rate of our proposed estimators un-
der Frobenius norm when Σ1˚ ,Σ2˚ belong to smaller classes Mp0, α1q,Mp0, α2q. By
Markov’s inequality, the L2 convergence rate in (3.7) implies the same convergence
rate in probability.
It is easy to see that the covergence rate is bounded above by Cn
1
2α1`2`
1
2α2`2´1
for some constant C ą 0. Therefore, 1
pq
E}Σ̂η2pk2q b Σ̂η1pk1q ´Σ˚}2F always converges
when nÑ `8 regardless of the values for p, q.
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Remark 3.4. When q “ 1, our proposed estimators degenerate to Bickel’s banded
estimators/Cai’s tapering estimators and it can be easily seen that
min
!
q
n
¨ n 12α1`2 , n 12α1`2` 12α2`2´1
)
“ n´p2α1`1q{2pα1`1q and min
!
p
n
¨ n 12α2`2 , pq
n
)
“ p
n
.
So the convergence rate of 1
p
E}Σ̂η1pk1q ´ Σ˚}2F is min
!
n´p2α1`1q{2pα1`1q, p
n
)
, which
coincides with the optimal L2 convergence rate proposed in Cai’s tapering estimator
shown in Theorem 4 of Cai et al. (2010).
Remark 3.5. In Theorem 3.3, we do not require the sub-Gaussian assumption
as that in Theorem 3.1, and we only need a boundness assumption of the second
moments. The trade-off is that we need to restrict Σ1˚ and Σ2˚ to smaller classes
Mp0, α1q and Mp0, α2q.
Remark 3.6. Under the degenerated scenario, i.e. when p or q is equal to 1, Cai
et al. (2010) shows that Theorem 3.1 gives the L2 optimal convergence rate un-
der Frobenuis norm. Further Theorem 3.3 also shows a better convergence rate in
probability compared with the rate in Theorem 3.1 when Σ1˚ or Σ2˚ is restricted in
Mp0, α1q or Mp0, α2q.
However, for general p and q, Theorem 3.3 does not always imply a better con-
vergence rate in probability for general matrix-valued data compared with that
in Theorem 3.1. Consider a specific condition when pp, qq — n2, α2 ě α1 and
Σ1˚ PMp0, α1q,Σ2˚ PMp0, α2q. It follows that
p — n2 Á
´ logpmaxpp, qqq
n
¯´ 1
2α1`1 Á n
1
2α1`2 , q — n2 Á
´ logpmaxpp, qqq
n
¯´ 1
2α2`1 Á n
1
2α2`2 .
So Theorem 3.1 shows the convergence rate of
}Σ˚´Σ̂η2pk2qbΣ̂η1pk1q}F?
pq
is
OP
´´ logpmaxpp, qqq
n
¯ α2
2α2`1
¯
“ OP
´´ logpnq
n
¯ α2
2α2`1
¯
“ OP
´
plog nq α22α2`1 `n˘´ α2p2α2`1q¯
and Theorem 3.3 shows the convergence rate in probability is
OP
´
n
1
2
`
1
2α2`2`
1
2α1`2´1
˘¯
“ OP
´
n
´ 2α1α2`α1`α2
4pα1`1qpα2`1q
¯
.
With simple algebra, we could see that´ α2p2α2`1q is strictly smaller than´ 2α1α2`α1`α24pα1`1qpα2`1q .
So the convergence rate shown in Theorem 3.1 is strictly faster than the rate shown
in Theorem 3.3. We have also included a more detailed comparision of the rates
between Theorem 3.1 and Theorem 3.3 in the Supplementary File, Section 1.
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4 Robust Covariance Estimation
Theorem 3.1 is based on the assumption that vecpXiq’s have sub-Gaussian tails.
However, this assumption is often violated in practice. For example, financial re-
turns and macroeconomic variables show heavy-tailed phenomenon (Cont (2001));
while many biological datasets also exhibit heavy tails, e.g., histogram distribution of
intensity for brain tissue (Castillo-Barnes et al. (2017)), fluctuated microarray data
(Liu et al. (2003), Purdom and Holmes (2005)).
To deal with potential heavy-tailed data, we propose a robust procedure to obtain
banded/tapering covariance estimates. In particular, we adopt the idea in Fan et al.
(2016) and truncate the sample covariance as a preliminary step. When vecpXiq P
Rpq, the modified estimator is defined as
qΣ “ 1
n
nÿ
i“1
vecpqXiq ¨ vecpqXiqT,
where vecpqXiq satisfies qxil1,l2 “ sgnpxil1,l2qp|xil1,l2 |^τq and τ — ` logpmaxpp, qqq{n˘´1{4.
Fan et al. (2016) shows that if E
`
vecpXiq
˘ “ 0 and E“tvecpXiquTu‰4 ă `8 for any
u P Upq, then
}qΣ´Σ˚}8 “ OP `alog maxpp, qq{n˘.
Therefore, instead of using the sample covariance Σ̂, we replace Σ̂ with qΣ when
implementing our banded and/or tapering estimation procedure. In particular, define
qΣBpk1, k2q “ qΣ ˝ tBk2p1qq bBk1p1pqu, qΣTpk1, k2q “ qΣ ˝ tTk2p1qq b Tk1p1pqu
as the banded/tapering matrix of qΣ with parameters k1 and k2. We propose the
robust banded/tapering estimators as pΣR,ηpk1, k2q “ pΣR,η2 pk2q b pΣR,η1 pk1q, where
η P tB,Tu and pΣR,η1 pk1q, pΣR,η2 pk2q are solutions from
ppΣR,η1 pk1q, pΣR,η2 pk2qq “ argmin
Σ1,Σ2
}qΣηpk1, k2q ´Σ2 bΣ1}2F. (4.1)
We can show that our modified robust estimator achieves the same convergence
rate as the one obtained from our original banded or tapering estimator designed
for sub-Gaussian data, when p, q diverge at the exponential order of the sample
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size. The result is given in the following theorem; and the proof is included in the
Supplementary File.
Theorem 4.1. Let vecpX1q, vecpX2q, ¨ ¨ ¨ , vecpXnq be i.i.d random vectors in Rpq
with true covariance Σ˚ “ Σ2˚ b Σ1˚ , where Σ1˚ P Fpε0, α1q, and Σ2˚ P Fpε0, α2q.
Assume E
`
vecpXiq
˘ “ 0 and E“tvecpXiquTu‰4 ă `8 for any u P Upq and p, q À
exppnq.
(a) High Dimensional Regime: If p, q, n satisfy
´
logpmaxpp,qqq
n
¯´1
À p2α1`1 ¨
q2α2`1.
i. When α2 ě α1, we have
}Σ˚ ´ Σ̂R,η2 pk2q b Σ̂R,η1 pk1q}F?
pq
“
$’&’%OP
´
q
´α2´α1
2α1`1 ¨ ` logpmaxpp,qqq
n
˘ α1
2α1`1
¯
when q À
`
logpmaxpp,qqq
n
˘´ 1
2α2`1
OP
´`
logpmaxpp,qqq
n
˘ α2
2α2`1
¯
when q Á
`
logpmaxpp,qqq
n
˘´ 1
2α2`1 ,
by taking pk1, k2q —
$’&’%
´
q
´ 2α2`1
2α1`1 ¨
´
logpmaxpp,qqq
n
¯´ 1
2α1`1 , q
¯
when q À
`
logpmaxpp,qqq
n
˘´ 1
2α2`1´
1,
`
logpmaxpp,qqq
n
˘´ 1
2α2`1
¯
when q Á
`
logpmaxpp,qqq
n
˘´ 1
2α2`1
and τ — ` logpmaxpp, qqq{n˘´1{4.
ii. When α2 ď α1, we have
}Σ˚ ´ Σ̂R,η2 pk2q b Σ̂R,η1 pk1q}F?
pq
“
$’&’%OP
´
p
´α1´α2
2α2`1 ¨ ` logpmaxpp,qqq
n
˘ α2
2α2`1
¯
when p À
`
logpmaxpp,qqq
n
˘´ 1
2α1`1
OP
´`
logpmaxpp,qqq
n
˘ α1
2α1`1
¯
when p Á
`
logpmaxpp,qqq
n
˘´ 1
2α1`1 ,
by taking pk1, k2q —
$’&’%
´
p, p
´ 2α1`1
2α2`1 ¨ ` logpmaxpp,qqq
n
˘´ 1
2α2`1
¯
when p À
`
logpmaxpp,qqq
n
˘´ 1
2α1`1´`
logpmaxpp,qqq
n
˘´ 1
2α1`1 , 1
¯
when p Á
`
logpmaxpp,qqq
n
˘´ 1
2α1`1
and τ — ` logpmaxpp, qqq{n˘´1{4
(b) Low Dimensional Regime: If p, q, n satisfy
´
logpmaxpp,qqq
n
¯´1
Á p2α1`1 ¨
q2α2`1, by taking pk1, k2q “ pp, qq when η “ B and pk1, k2q “ p2p, 2qq when η “ T,
and taking τ — ` logpmaxpp, qqq{n˘´1{4, we have
}Σ˚ ´ Σ̂R,η2 pk2q b Σ̂R,η1 pk1q}F?
pq
“ OP
´´
pq ¨ logpmaxpp, qqq
n
¯ 1
2
¯
.
Remark 4.2. Unlike the banded/tapering estimator proposed in Section 2, the mod-
ified robust banded/tapering estimator relies on the assumption that E
`
vecpXiq
˘ “ 0.
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If this does not hold, we can newly define X˜i “ nn´1 ¨ pXi´ X¯q, and estimate qΣ based
on vecpX˜iq’s. It is easy to check
E
“tvecpX˜iquTu‰4 ă `8 for any u P Upq,
and X˜i satisfying EX˜i “ 0, and covpX˜iq “ Σ˚. Then we can apply our robust
procedure to vecpX˜iq directly.
Remark 4.3. Surprisingly, Theorem 4.1 shows that if we replace Σ̂ with qΣ in our
proposed procedures, we can attain the same convergence rate presented in Theorem
3.1 without the sub-Gaussian assumption. Technically speaking, entrywisely we can
control the max norm difference }Σ̂ ´ Σ˚}max with OP
´`
logpmaxpp,qqq
n
˘1{2¯
for sub-
Gaussian data. However, this is no longer true for heavy-tailed data. Surprisingly,
by replacing Σ̂ with qΣ, the gap can be bridged as qΣ has a better statistical error
control under max norm, i.e. }qΣ´Σ˚}max “ ` logpmaxpp,qqqn ˘1{2. In fact, Fan et al. (2016)
shows that shrinkage estimator can actually outperform the classical estimator even
for sub-Gaussian data. Therefore, replacing Σ̂ with qΣ in our procedure will not
affect the convergence rate even for sub-Gaussian data.
Remark 4.4. Although in Theorem 3.3, we do not require sub-Gaussian assump-
tion either, the trade-off is that we need to restrict Σ1˚ and Σ2˚ to smaller classes
Mp0, α1q and Mp0, α2q. In addition, the rates in Theorem 4.1 may be faster than
the convergence rate in probability implied by Theorem 3.3 even we restrict Σ1˚ and
Σ2˚ to smaller classes Mp0, α1q and Mp0, α2q.
Theoretically, we show that when τ — ` logpmaxpp, qqq{n˘´1{4, our estimators can
achieve the rates presented in Theorem 4.1. In practice, we adopt the resampling
scheme in Section 2.1 to select τ from a candidate pool T “ t|x|ι : ι PPu, where |x|ι
is the ι percentile value among the set of all possible absolute values of coordinates in
any Xi, i.e., t|xil1,l2 | : 1 ď i ď n, 1 ď l1 ď p, 1 ď l2 ď qu and P is a candidate pool of
percentiles under consideration. To solve (4.1) and select the tuning parameters (k1,
k2), we adopt the same procedures as the ones used in non-robust banded/tapering
covariance estimation in Section 2.1.
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5 Simulation
5.1 Banded and Tapering Estimator
We investigate the finite sample performance of the proposed estimator by simu-
lations. We first consider the case when the data are generated from multivariate
normal distributions. In particular, the tvecpXiq, 1 ď i ď nu are i.i.d generated from
Np0,Σq with Σ “ Σ2 b Σ1, where Σ1 P Rpˆp and Σ2 P Rqˆq. We consider the
following two covariance structures for Σ1 and Σ2.
Case 1. Moving average covariance structure
We set Σ1 and Σ2 to be the covariances of MA(1) process with
σ
p1q
l1,m1
“ ρ|l1´m1|1 ˚ 1t|l1 ´m1| ď 1u, 1 ď l1,m1 ď p,
σ
p2q
l2,m2
“ ρ|l2´m2|2 ˚ 1t|l2 ´m2| ď 1u, 1 ď l2,m2 ď q,
where ρ1 “ ρ2 “ 0.5.
Case 2. Autoregressive covariance structure
We take Σ1 and Σ2 to be the covariances of AR(1) process with
σ
p1q
l1,m1
“ ρ|l1´m1|1 , 1 ď l1,m1 ď p,
σ
p2q
l2,m2
“ ρ|l2´m2|2 , 1 ď l2,m2 ď q,
where we consider pρ1, ρ2q “ p0.1, 0.1q, p0.5, 0.5q, p0.8, 0.8q.
We consider n “ 50, 100, 200, and pp, qq “ p20, 30q, p100, 100q. We compare our
proposed estimators with the banded estimator of Bickel and Levina (2008b), the
tapering estimator of Cai et al. (2010) and the sample covariance estimator. For
the three comparison estimators, we directly estimate the corresponding covariance
matrices from tvecpXiq, 1 ď i ď nu without using the Kronecker decomposition. We
use the resampling scheme to choose the bandwidth for Bickel’s banded estimator
and Cai’s tapering estimator. The random splits procedure is repeated for N “ 10
times.
We report several quantities, }Σ̂ ´ Σ}F , }Σ̂ ´ Σ}1 and }Σ̂ ´ Σ}2, where Σ̂ can
be our proposed estimators, Bickel’s banded estimator, Cai’s tapering estimator and
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naive sample covariance estimator. These quantities characterize the estimation
errors for the covariance matrices. We also report the k̂1 and k̂2 for our proposed
methods and k̂ for Bickel and Levina (2008b)’s banded estimator and Cai et al.
(2010)’s tapering estimator. We summarize the averages of these quantities over 100
Monte Carlo repetitions in Tables 1 and 2 and Tables S1-S4 in Section 5.1 of the
Supplementary File. Their associated standard errors are summarized in Section 5.2
of the Supplementary File.
Table 1: Simulation results for pp, q, ρ1, ρ2q “ p100, 100, 0.5, 0.5q with the MA(1)
covariance structure over 100 simulated replications. The averages of }Σ̂ ´ Σ}F ,
}Σ̂´Σ}1 and }Σ̂´Σ}2 for the proposed estimators (Proposed B and Proposed T),
Bickel’s banded estimator (Banded), Cai’s tapering estimator (Tapering) and the
sample covariance estimator (Sample) are reported. The averages of k̂1 and k̂2 for
the proposed banded and tapering estimators, the averages of k̂ for Bickel’s banded
estimator and Cai’s tapering estimator are also reported.
pn, p, q, ρ1, ρ2q Method }Σ̂´Σ}F }Σ̂´Σ}1 }Σ̂´Σ}2 k̂ k̂1 k̂2
p50, 20, 30, 0.5, 0.5q Sample 1428.40 1605.38 244.51
Banded 91.39 4.08 2.59 1.09
Tapering 93.40 4.49 2.80 2.00
Proposed B 8.41 0.79 0.49 1.73 1.87
Proposed T 8.71 0.81 0.51 2.00 2.00
p100, 20, 30, 0.5, 0.5q Sample 1004.87 1031.87 130.38
Banded 88.68 3.37 2.29 1.05
Tapering 89.76 3.63 2.42 2.00
Proposed B 5.85 0.53 0.33 1.65 1.84
Proposed T 6.13 0.56 0.35 2.00 2.00
p200, 20, 30, 0.5, 0.5q Sample 708.89 683.42 71.37
Banded 87.37 2.95 2.15 1.07
Tapering 87.93 3.14 2.22 2.08
Proposed B 4.16 0.38 0.23 1.79 1.82
Proposed T 4.32 0.39 0.25 2.00 2.00
From these tables, we can see that our proposed methods always perform better
than the comparison methods in terms of estimation errors. For Case 1, the oracle
k1 and k2 for the banded estimator are both 1. Noticing that B1p1pq “ T2p1pq, the
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Table 2: Simulation results for pp, q, ρ1, ρ2q “ p100, 100, 0.1, 0.1q and pp, q, ρ1, ρ2q “
p100, 100, 0.5, 0.5q with AR(1) covariance structure over 100 replications. The aver-
ages of }Σ̂ ´ Σ}F , }Σ̂ ´ Σ}1 and }Σ̂ ´ Σ}2 for the proposed estimators (Proposed
B and Proposed T), Bickel’s banded estimator (Banded), Cai’s tapering estimator
(Tapering) and the sample covariance estimator (Sample) are reported. The averages
of k̂1 and k̂2 for the proposed banded and tapering estimators, the averages of k̂ for
Bickel’s banded estimator and Cai’s tapering estimator are also reported.
pn, p, q, ρ1, ρ2q Method }Σ̂´Σ}F }Σ̂´Σ}1 }Σ̂´Σ}2 k̂ k̂1 k̂2
p50, 100, 100, 0.1, 0.1q Sample 1428.38 1598.50 231.64
Banded 32.14 1.84 1.19 1.02
Tapering 29.33 1.53 1.03 1.09
Proposed B 6.16 0.36 0.20 2.37 2.28
Proposed T 6.44 0.37 0.21 2.80 2.78
p100, 100, 100, 0.1, 0.1q Sample 1004.94 1029.06 120.68
Banded 24.84 1.31 0.80 1.03
Tapering 25.03 1.19 0.72 1.11
Proposed B 4.25 0.26 0.14 2.78 2.49
Proposed T 4.09 0.25 0.14 3.00 2.98
p200, 100, 100, 0.1, 0.1q Sample 708.84 679.93 64.43
Banded 22.58 1.16 0.62 2.04
Tapering 22.49 1.15 0.62 2.00
Proposed B 3.41 0.24 0.11 4.44 4.38
Proposed T 2.94 0.19 0.10 4.01 4.03
p50, 100, 100, 0.5, 0.5q Sample 1428.37 1606.57 250.19
Banded 113.01 9.54 6.45 2.68
Tapering 112.91 9.50 6.46 2.96
Proposed B 19.27 3.20 1.46 5.30 5.11
Proposed T 17.81 2.85 1.42 5.48 5.06
p100, 100, 100, 0.5, 0.5q Sample 1005.05 1029.25 134.55
Banded 109.18 8.45 6.33 2.91
Tapering 109.11 8.40 6.33 3.32
Proposed B 13.69 2.47 1.07 6.65 6.43
Proposed T 13.09 2.26 1.06 7.18 7.14
p200, 100, 100, 0.5, 0.5q Sample 708.97 684.42 74.77
Banded 107.05 7.79 6.24 3.23
Tapering 106.94 7.73 6.23 3.88
Proposed B 10.32 1.70 0.80 5.52 5.29
Proposed T 9.69 1.61 0.83 5.68 5.74
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oracle k1 and k2 for the banded estimator are both 2, so our method can select k̂1
and k̂2 accurately. For Case 2, when ρ1 and ρ2 increase, the selected bandwidths k̂1
and k̂2 for the proposed method also increase, which is as expected.
5.2 Robust Banded and Tapering Estimators for Heavy-tailed
Data
In this subsection, we investigate the finite sample performance of our proposed
robust estimators when the data follow heavy-tailed distributions. In particular, we
consider i.i.d. p ˆ q matrix-valued data Xi with vecpXiq following multivariate t
distributions with degree of freedom 3, i.e. t3p0,Σq with Σ “ Σ2 b Σ1. Similar to
Section 5.1, we consider two covariance structures. Case 1: Σ1, Σ2 are the covariances
of MA(1) process, where we set pp, q, ρ1, ρ2q “ p20, 30, 0.5, 0.5q and n “ 50, 100, 200.
Case 2: Σ1, Σ2 are the covariances of AR(1) process, where we consider pρ1, ρ2q “
p0.1, 0.1q, p0.5, 0.5q, p0.8, 0.8q and pn, p, qq “ p50, 20, 30q.
We compare the proposed robust banded and tapering estimators with the non-
robust version of banded and tapering estimators introduced in Section 2 as well as
the sample covariance estimator. The results for both cases are summarized in Table
S5 in the Supplementary File and Table 3 based on 100 Monte Carlo replications,
respectively. We use the random splitting procedure introduced in Section 2.1 and
Section 4 to select k̂1, k̂2 and choose the truncation threshold τ̂ based on P “
t99.9999, 99.999, 99.99, 99.9, 95, 90u.
From the results, we can see the proposed robust estimators always outperform
all the other methods. For Case 1 (Table S5), when n becomes larger, the selected τ̂
for the proposed robust estimators decreases. For Case 2 (Table 3), we can see a clear
improvement of estimation accuracy by adopting the robust covariance estimation as
ρ1, ρ2 increase. Meanwhile, the selected bandwidths k̂1, k̂2 increase and the selected
τ̂ decreases as expected.
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Table 3: Simulation results for heavy tail data with pρ1, ρ2q “
p0.1, 0.1q, p0.5, 0.5q, p0.8, 0.8q, pn, p, qq “ p50, 20, 30q, and AR(1) covariance structure
over 100 replications. The averages of }Σ̂ ´ Σ}F , }Σ̂ ´ Σ}1 and }Σ̂ ´ Σ}2 for our
robust estimators (Robust B and Robust T), our proposed estimators (Proposed B
and Proposed T) and the naive sample covariance estimator (Sample) are summa-
rized in this table. The averages of k̂1 and k̂2 for the proposed robust/non-robust
methods, the averages of τ̂ for the proposed robust methods are also reported.
pn, p, q, ρ1, ρ2q Method }Σ̂´ Σ}F }Σ̂´ Σ}1 }Σ̂´ Σ}2 k̂1 k̂2 τ̂
p50, 20, 30, 0.1, 0.1q Sample 245.38 590.03 209.47
Proposed B 12.64 3.02 1.97 1.24 1.13
Proposed T 11.79 1.66 1.32 1.10 0.86
Robust B 9.02 1.70 1.03 1.38 1.29 7.38
Robust T 8.80 1.21 0.88 1.18 1.00 7.52
p50, 20, 30, 0.5, 0.5q Sample 245.70 574.99 209.81
Proposed B 28.28 21.62 11.00 2.91 2.76
Proposed T 25.67 15.61 8.60 2.80 2.80
Robust B 16.70 8.05 4.49 3.24 3.24 6.17
Robust T 16.27 7.15 4.30 3.67 3.62 5.87
p50, 20, 30, 0.8, 0.8q Sample 249.51 511.77 212.37
Proposed B 103.69 177.59 76.45 11.63 11.17
Proposed T 91.97 148.16 66.02 11.35 11.16
Robust B 50.17 48.50 28.90 11.75 11.81 2.39
Robust T 48.35 46.89 29.60 11.92 12.04 2.60
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6 Real Data Application
6.1 EEG data analysis
We apply our method on an electroencephalography data, which can be downloaded
at https://archive.ics.uci.edu/ml/datasets/EEG+Database. This dataset was col-
lected by the Neurodynamics Laboratory as a part of a large study to examine EEG
correlates of genetic predisposition to alcoholism. It contains measurements from
64 electrodes placed on subjects’ scalps which were sampled at 256 Hz (3.9-msec
epoch) for 1 second. Each subject was exposed to three stimuli: a single stimulus,
two matched stimuli, two unmatched stimuli. In this dataset, there are 77 alco-
holic individuals and 45 controls with 120 trials per subject. Detailed information
can be found in Zhang et al. (1995). The same data set was analyzed in Zhou and
Li (2014), where they used the average of all trials under single-stimulus condition
and obtained reproducible signals with high signal-to-noise ratio. This results in
covariates Xi with dimensions 64 ˆ 256, where the first dimension denotes different
locations of the electrodes, and second dimension denotes different time points.
In order to quantify the effect of drinking on (dynamic) connectivity in the EEG
brain signals, we apply the proposed methods to estimate the covariance matrices
of the alcoholic and control groups separately. For 77 alcoholic individuals, the
resampling scheme with random split N “ 10 picks k̂B1,A “ 23 and k̂B2,A “ 130 for
proposed banded estimator and selects k̂T1,A “ 61 and k̂T2,A “ 49 for the proposed
tapering estimator. The proposed banded and tapering estimates of the covariance
Σ̂BApk̂B1,A, k̂B2,Aq, Σ̂TApk̂T1,A, k̂T2,Aq P R16384ˆ16384 are plotted in Figure 1(c) and Figure
2(c). We have also plotted the scaled version of Σ̂B1,Apk̂B1,Aq, Σ̂T1,Apk̂T1,Aq P R64ˆ64 and
Σ̂B2,Apk̂B2,Aq, Σ̂T2,Apk̂T1,Aq P R256ˆ256 in Figures 1(a), 2(a), 1(b) and 2(b), where the
maximum element of each Σ̂B1,Apk̂B1,Aq, Σ̂T1,Apk̂T1,Aq and Σ̂B2,Apk̂B2,Aq, Σ̂T2,Apk̂T1,Aq is scaled
to be 1.
We then apply the proposed procedures to the 45 control individuals. The re-
sampling scheme with random split N “ 10 picks k̂B1,C “ 36 and k̂B2,C “ 55 for the
proposed banded estimator and selects k̂T1,C “ 51 and k̂T2,C “ 39 for the proposed
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Figure 1: EEG data analysis: Plots for the estimated covariance matrices with
proposed banded estimator: Panel (a) plots the scaled version of Σ̂B1,Apk̂B1,Aq, Panel
(b) plots the scaled version of Σ̂B2,Apk̂B2,Aq and Panel (c) plots the Σ̂BApk̂B1,A, k̂B2,Aq for
the alcoholic group. Panel (d) plots the scaled version of Σ̂B1,Cpk̂B1,Cq, Panel (e) plots
the scaled version of Σ̂B2,Cpk̂B2,Cq and Panel (f) plots the Σ̂BCpk̂B1,C , k̂B2,Cq for the control
group.
tapering estimator. The estimated Σ̂B1,C , Σ̂
B
2,C , Σ̂
B
C and Σ̂
T
1,C , Σ̂
T
2,C , Σ̂
T
C are plotted
in Figure 1(d)(e)(f) and Figure 2(d)(e)(f) respectively.
The estimated covariance matrices Σ̂B1,A, Σ̂
B
1,C or Σ̂
T
1,A, Σ̂
T
1,C reflect the strength
of the functional connectivity between different regions of the brain. We can see
an increased functional connectivity for the alcoholic individuals compared to con-
trols, which coincides with the findings in the literature (Beck et al., 2012; Correas
et al., 2016). The estimated covariance matrices Σ̂B2,A, Σ̂
B
2,C or Σ̂
T
2,A, Σ̂
T
2,C reflect the
correlation in the temporal dimension. Clearly a bandable covariance structure fits
the temporal direction variation well. The estimates for both groups show a clear
periodic pattern.
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Figure 2: EEG data analysis: Plots for the estimated covariance matrices with
proposed tapering estimator: Panel (a) plots the scaled version of Σ̂T1,Apk̂T1,Aq, Panel
(b) plots the scaled version of Σ̂T2,Apk̂T2,Aq and Panel (c) plots the Σ̂TApk̂T1,A, k̂T2,Aq for
the alcoholic group. Panel (d) plots the scaled version of Σ̂T1,Cpk̂T1,Cq, Panel (e) plots
the scaled version of Σ̂T2,Cpk̂T2,Cq and Panel (f) plots the Σ̂TCpk̂T1,C , k̂T2,Cq for the control
group.
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6.2 Gridded Temperature Anomaly data analysis
Next we analyze a gridded temperature anomalies dataset collected by the U.S. Na-
tional Oceanic and Atmospheric Administration (NOAA) (Shen, 2017; Gu and Shen,
2020). This dataset contains the monthly air and marine temperature measurements
from Jan 1880 to 2017 with a 5˝ ˆ 5˝ latitude-longitude resolution. It can be down-
loaded at ftp://ftp.ncdc.noaa.gov/pub/data/noaaglobaltemp/operational.
In our study, we focus on the temperature anomalies (the difference between an
observed temperature and the baseline/normal value) in the past 20 years over the
region marked in deep blue as shown in Figure 3 to avoid the missing values and to
make sure the resulting data are in a matrix form (with two dimensions representing
longitude and latitude). We pre-processed the data to remove the mean trend and the
dependence over the time. This is implemented by (i) first fitting a separate linear
model for each spatial coordinate over the time and then removing the estimated
time trend; and (ii) “thinning” the sequence of monthly measurements by taking a
monthly record from a window of every 5 months. In Figure S1 (Supplementary File),
we use 50 ˆ 50 box centered at 57.50W longitude and 7.50S latitude as an example
to show the effect of pre-processing. In (a) and (b), we show the data before and
after the detrending; and in (c), we plot the estimated auto-correlation function for
the thinned sequence. It can be seen that both detrending and thinning work quite
well for that region. Similar results were also obtained for other spatial regions in
our dataset.
After preprocessing, we obtain a dataset of 15 (latitude) ˆ 68 (longitude) matrix
with a sample size of n “ 48. We then apply our proposed robust banded and taper-
ing covariance estimation methods. The threshold parameter τ for robust estimation
is chosen by the method introduced in Section 4 withP “ t100, 99.995, 99.99, 99.97, 99.95, 99.9u.
The resampling scheme chooses k̂R,B1 “ 3, k̂R,B2 “ 12 and τ̂R,B “ |x|99.97 “ 5.2761
for the proposed robust banded estimator and picks k̂R,T1 “ 6, k̂R,T2 “ 12 and
τ̂R,T “ |x|99.995 “ 6.3146 for the proposed robust tapering estimator with random
split for N “ 10 times. The selected threshold parameter values suggest that there
27
−1.0
−0.5
0.0
0.5
1.0
50 100 150 200 250 300 350
−50
0
50
Longitude
La
tit
ud
e
(a)
Figure 3: Temperature data analysis: The whole blue region in the plot shows all
non-missing spatial coordinates in Gu and Shen (2020)’s dataset. The deep blue
region shows the spatial coordinates we extract from all non-missing coordinates to
form our matrix type dataset.
are a small proportion of outliers in the data, which agrees with the boxplots in
Figure S1(d) in the Supplementary File.
We plot the estimated covariance matrices in Figure 4. For (a) and (d), we
have the covariance matrices along the latitude direction obtained by banding and
tapering (denoted by Σ̂R,B1 pk̂R,B1 q, Σ̂R,T1 pk̂R,T1 q P R15ˆ15); longitude direction (de-
noted by Σ̂R,B2 pk̂R,B2 q, Σ̂R,T2 pk̂R,T2 q P R68ˆ68) for (b) and (e). All these matrices are
scaled such that the maximum entry is 1. The entire covariance (Σ̂R,Bpk̂R,B1 , k̂R,B2 q,
Σ̂R,Tpk̂R,T1 , k̂R,T2 q P R1020ˆ1020) are plotted in Figure 4 (c) and (f). In the plot, both
tapering and banded methods give similar results. A bandable structure clearly fits
the data well since one would expect that the association between temperatures at
two distant geographic areas is very weak. For the longitude direction, there is a
cluster of areas around 400N that has a strong correlation (lower-right corner in (a)
and (d)). For the latitude direction, there are two clusters of areas with strong cor-
relation around 500E and 830W . Those coordinates correspond to the Caspian Sea
and Great Lakes (USA).
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Figure 4: Temperature data analysis: Plots for the estimated covariance matrices
with proposed banded and tapering estimators: Panel (a) plots the scaled version of
Σ̂R,B1 pk̂R,B1 q, Panel (b) plots the scaled version of Σ̂R,B2 pk̂R,B2 q and Panel (c) plots the
Σ̂R,Bpk̂R,B1 , k̂R,B2 q. Panel (d) plots the scaled version of Σ̂R,T1 pk̂R,T1 q, Panel (e) plots
the scaled version of Σ̂R,T2 pk̂R,T2 q and Panel (f) plots the Σ̂R,Tpk̂R,T1 , k̂R,T2 q.
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Figure 5: Temperature data analysis: Panel (a) plots the proposed banded covariance
estimation of each lat-lon box with the lat-lon box centered at 107.50W longitude
and 22.50N latitude. Panel (b) plots the proposed tapering covariance estimation
of each lat-lon box with the lat-lon box centered at 107.50W longitude and 22.50N
latitude.
To further illustrate the use of our estimated covariance for the matrix-valued
data, we focus on the 50ˆ 50 box centered at 107.50W longitude and 22.50N latitude
(target region: west coast side of Mexico), and study its covariance with the tempera-
ture at other regions. The results obtained by banding and tapering are summarized
in Figure 5. From the plot, there are two regions that have a strong correlation with
the target region. The first one marked in red is essentially the target region itself,
which suggests a strong self-correlation in the neighborhood areas around the target
region. The second marked in blue corresponds to ocean area (northeastern direc-
tion) near Hawaiian islands and they have a strong negative correlation, which may
be related to the recent studies on LandOcean Surface Temperature ratio (Lambert
et al., 2011).
7 Discussion
In this paper, we propose banded and tapering covariance estimators for matrix-
valued data under a separability condition. We adopt an efficient computational
30
algorithm and derive the convergence rates of our covariance estimates under vari-
ous scenarios. To deal with heavy-tailed data, we further propose robust banded and
tapering covariance estimators, and show their theoretical advantages. We demon-
strate our methods using numerical studies and real data applications from an elec-
troencephalography study and a gridded temperature anomalies study.
There are a number of important directions for further investigation. First, the
optimality of the convergence rate in Theorem 3.1 is unclear. It would be interesting
to study the optimal convergence rate of our estimators. Second, our method is
applicable only to the matrix-valued data. In many applications, the data can have
more complex structures, such as tensor. Extension of the current approach to
tensor-valued data is highly non-trivial in both computation and theory. Therefore,
we leave it for future research.
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