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Abstract
Thispaper explores the relationships between noncooperative bargaining games
and the consistent value for non-transferable utility (NTU) cooperative games. A
dynamic approach to the consistent value for NTU games is introduced: the con-
sistent vector ﬁeld. The main contribution of the paper is to show that the con-
sistent ﬁeld is intimately related to the concept of subgame perfection for ﬁnite
horizon noncooperative bargaining games, as the horizon goes to inﬁnity and the
cost of delay goes to zero. The solutions of the dynamic system associated to the
consistent ﬁeld characterize the subgame perfect equilibrium payoffs of the non-
cooperative bargaining games. We show that for transferable utility, hyperplane
and pure bargaining games, the dynamics of the consistent ﬁeld converge globally
to the unique consistent value. However, in the general NTU case, the dynam-
ics of the consistent ﬁeld can be complex. An example is constructed where the
consistent ﬁeld has cyclic solutions; moreover, the ﬁnite horizon subgame perfect
equilibria do not approach the consistent value.
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This paper belongs to a general research program which studies the relationships be-
tween equilibria of n-player noncooperative games and axiomatically generated solu-
tions for the cooperative game described in coalitional form. Here we carry out an
exploration based on the theory of differentiable dynamic systems.
For n-person situations of pure bargaining (where the cooperation of all players is
needed to achieve an outcome different from the threat values), the classical solution
concept proposed by axiomatic cooperative game theory is the Nash (1950) bargaining
solution. Interestingly, the Nash solution has also been arrived at as a limit — when
the cost of delay in agreement becomes small — of the subgame perfect equilibria of
models of bargaining in extensive form (in particular, of the St˚ ahl (1972) – Rubinstein
(1982) model of alternating offers; see Binmore (1987) and the book of Osborne and
Rubinstein (1990) for these and other models).
Similarly, for n-player games with transferable utility (TU), the Shapley (1953)
value is a central solution concept derived by axiomatic cooperative game theory.
Again, bargaining models in extensive form have been proposed, whose solutions co-
incide with, or converge to, the Shapley value (Harsanyi (1981), Gul (1989), Hart and
Moore (1990), Winter (1994), Hart and Mas-Colell (1996b)).
The theory is less settled for the general non-transferable utility (NTU) games in
coalitional form. In this paper we focus on the consistent (NTU-) value,a na x i o m a t i c
solution proposed by Maschler and Owen (1989, 1992), which generalizes both the
Nash solution for the pure bargaining case and the Shapley value for the TU case.
The point of departure for our current research is Hart and Mas-Colell (1996b), which
contains an analysis of an inﬁnite horizon noncooperative bargaining game whose sta-
tionary subgame perfect equilibriaare close, when the parameter that measures the cost
of delay in agreement is low, to the consistent values.
The present paper starts by developing a dynamic approach to the consistent value.
2It generalizes to NTU games some dynamic processes put forward by Maschler, Owen
and Peleg (1988) for pure bargaining games and by Maschler and Owen (1989) for
hyperplane games (an extension of TU games), and which, in these cases, globally
converge to the unique consistent value. Motivated by the axiomatic concept of con-
sistency we introduce the concept of consistent (vector) ﬁeld. Roughly speaking, the
consistent ﬁeld is deﬁned, for every payoff conﬁguration at the Pareto frontier, as the
direction to move locally along the frontier in order to reduce the “inconsistency” of
the payoff. The singularities of the consistent ﬁeld are the consistent values and the so-
lutions (or ﬂows) of the dynamic system associated with the consistent ﬁeld constitute
a natural way by which players starting from arbitrary payoffs could adjust.
The main contribution of the paper is to show that the consistent ﬁeld is intimately
related to subgame perfection for ﬁnitely horizon noncooperative bargaining games,
providing thus an unexplored link between the cooperative and noncooperativetheoret-
ical formulations. The speciﬁc noncooperative bargaining game we study is the ﬁnite
horizon version of the bargaining game introduced by Hart and Mas-Colell (1996b).
Informally, this noncooperative game is a sequential game where the players have up to
T stages to reach an agreement. At each stage a player is selected at random to propose
a particular way to split the gains from cooperation, and will be ousted from the game
with a probability of 1
￿r if an unanimous agreement is not reached. The subgame
perfect Nash equilibrium (SPNE) of this game is easily obtained by backward induc-





; for a low cost of delay factor 1
￿r and a large number T of potential
rounds of negotiation.
We show that the limit of w
(r
;T
) depends on the relative rates at which 1
￿ r
converges to 0 and T converges to inﬁnity. As r converges to 1 and T converges to
inﬁnity, in such a manner that the probability rT of all players remaining at the last
stage of the game converges to 1 — thus the convergence of T to inﬁnity is much
slower than the convergence of r t o1—t h eS P N Ep a y o f f sw
(r
;T
) converge to r
;
a well deﬁned, efﬁcient point; we call r the Raiffa point. In the two-player case, this
result was obtained by Sj¨ ostr¨ om (1991), the pointr being the Raiffa bargainingsolution
3(see Luce and Raiffa (1957,
x6.7)).
Next, assume that the rate at which T converges to inﬁnity increases, so that the
probability of all players remaining at the last stage converges now to some µ


















; of the dynamic system associated
with the consistent ﬁeld and having the Raiffa point r as its initial condition at t
= 0
:
We also show that if this solution trajectory starting at r converges, as t goes to inﬁnity,
to a (local) attractor a of the consistent ﬁeld, then a is the limit of any sequence of
SPNE payoff when rT converges to zero (and, of course, r
! 1a n dT
! ¥ ). Finally,
we show that any point in the limit set of the trajectory of the consistent ﬁeld solutions
through the Raiffa point can be reached as the limit of SPNE payoffs of an appropriate
sequence of ﬁnite horizon games with rT




All these results indicate that we can attach signiﬁcance to the dynamic proper-
ties of the consistent ﬁeld both on cooperative and noncooperative theory grounds, and
therefore we conclude that it is a vector ﬁeld well worth analyzing in more depth. In
that vein, we show that the global dynamics are convergent to the unique consistent
value in the pure bargaining and in the hyperplane games cases. For the general case
we analyze the local dynamics of the consistent ﬁeld around a consistent value. We
show that this local dynamics is composed of a “game part”, which depends only on
the particular consistent value, and a “geometry part”, which depends only on the cur-
vature of the Pareto frontier at the consistent value. Exploiting this relationship we can
construct examples with a wide variety of local behaviors: sink, source, saddle point.
We can also, using Hopf bifurcation theory, construct an NTU game where the consis-
tent ﬁeld has cyclical solutions,thus indicatingthat the limitof SPNE solutionsof ﬁnite
horizon bargaining games could well be a point which is not a consistent value. This is
in contrast to the global convergence of the consistent ﬁeld in the TU, hyperplane, and
pure bargaining cases. All this conﬁrms once more the intuition that pure bargaining
games and TU (or, more generally, hyperplane) games are the most well behaved of
the NTU games, and thus the easier to analyze. The game theoretic behavior of general
NTU games is however considerably more complex than what one may be led to sus-
4pect from an analysis of these two cases. We refer to Hart and Mas-Colell (1996a) for
further elaboration of this point.
The paper is organized as follows: Section 2 presents the basic model — the under-
lying cooperative game in coalitional form, and the noncooperative bargaining game
— followed by a preliminary analysis of the subgame perfect equilibria of the latter.
Section 3 recalls the deﬁnition of the consistent NTU-value, and introduces the consis-
tent ﬁeld and its associated dynamics. The results connecting the SPNE payoffs with
the dynamics of the consistent ﬁeld are stated in Section 4. A (local) analysis of the
consistent ﬁeld is carried out in Section 5; we then provide various examples for the
behavior of the resulting dynamics (and thus, a fortiori, of the SPNE payoffs). Proofs





) be a non-transferable utility (NTU) n-person game in coalitional form.T h e









gand V is the coalitional (characteristic) function. For
each coalition S
￿ N, the set V
(S
) — a subset of ÂS — is the set of all allocations that
are feasible for the members of S.




(A1) For each coalition S, the set V
(S


















),i sC 2(i.e., at each boundary point there is a single outward normal di-
rection, which varies in a continuously differentiable manner with the point) and
nonlevel (i.e., the outward normal vector at any point of ¶V
(S












)(i.e., completing a vector in
V
(Z
) with 0’s for the coordinates in S
nZ results in a vector inV
(S
)).
5The noncooperative game we analyze is the ﬁnitely repeated version of the game











] and T is a positive integer, is described inductively
as follows:
The game is a perfect information game consisting of at most T rounds of
negotiation. In each round t there is a set S
￿ N of active players who can




= N.O n e
player in S is chosen randomly, with all players in S equally likely to be
selected. Say player i has been chosen. Then i proposes a feasible payoff
vector in V
(S
) to the other players in S. They can either agree or not (they
are asked in some prespeciﬁed order). The game ends with the proposed
payoffs if all players in S agree, or with payoffs equal to 0 if it is the last
round t
= T and there is no agreement. Otherwise, the game moves to the
next roundt
+1
; where with probability r the set of active players does not
change, and with probability 1
￿r it becomes S
ni. In the latter case, the
payoff of the “dropped out” player i is 0.
The subgame perfect Nash equilibrium (SPNE) of the above ﬁnite game with per-
fect information can be easily obtained by backward induction. Suppose that in the last
step of negotiation, T, the players in the coalition S have “survived”. The equilibrium
strategies for these remaining players are as follows. If player i
2 S is chosen to be the
proposer (which occurs with probability 1
=
jS









= 0 for all j
2 S
ni (efﬁciency then uniquely determines
the payoff of player i). The strategy for each j
2S








: The (expected) equilibrium payoff vector (before the selection of the proposer)







2 S e S
; i (note that the convexity ofV
(S





￿1 of the negotiation the SPNE strategies are as follows. Suppose
that S is the set of remaining players at this stage. If player i
2 S is chosen to be


















ni for all j
2S
ni
: The strategy for each j
2 S





















i will remain for the next and last stage, and the expected payoff of the remaining S
players in the continuation game is, as seen above, eS. With probability 1
￿r player
i will drop out of the game, and the expected payoff of the remaining players in the
continuation game is eS
ni
: It follows that the most player j expects to get by rejecting









ni , which implies that the strategy proﬁle is
the unique SPNE of the game.
To formalize this, deﬁne a payoff conﬁguration (p.c.) a to be a collection of payoff




￿ N with aS
2 V
(S
) for all S
￿ N
: The backward







) is the set of all payoff conﬁgurations.
Deﬁnition 2.1. The backward induction function Fr : V



























ni for all S















;i for all S
￿ N
:
The backward induction function provides the expected payoffs Fr
(a
) at any stage





￿ N . The function Fr is well-deﬁned because of the assumptions (A1)



































restricted to the coalition S
￿ N.





) starting at round T and T


































) is the second iterate of Fr evaluated at 0
: Proceeding inductively


























;the T-th iterate of the function Fr evaluated at the payoff
conﬁguration 0,w h e r eF r
; the backward induction function, is given by Deﬁnition 2.1
above.
3. The Consistent Field
We now turn to the study of dynamics associated with the concept of the consistent
NTU-value, which was introduced by Maschler and Owen (1989, 1992) and analyzed
by Hart and Mas-Colell (1996b). In this section we develop the concept of the con-
sistent ﬁeld. This is a vector ﬁeld deﬁned over the Pareto frontier of the game that,
informally speaking, gives the direction that reduces the “inconsistency” in the payoff
conﬁguration.





Similarly to the Shapley value, let p be a permutation of the n players, and deﬁne




































































; which is the highest possible given
that all the previous players p
(j
) (for j




p . Consider now the vector of ex-











) is an average
1We thank Vincent Feltkamp for pointing out that the induction may be conveniently started at 0
:
8of vectors on the boundary ¶V
(N
) of the convex set V
(N
), it will not in general be
efﬁcient. However, for a hyperplane game (where, for each S
￿ N
; the set V
(S
) is a
half-space, and so its boundary ¶V
(S




) is efﬁcient. It is the consistent value of the hyperplane game2
(N
;V
). Further, for each coalition S



















For a general NTU-game, the construction of the consistent value is based on






































































￿ N for the game
(N
;V














g for all S
























￿N and each i
2S
:
Conditions (i) and (ii) state that the payoff vector aS is on the Pareto frontier of




The last condition (iii) may be viewed as a “preservation of average differences” re-
quirement: the average contribution to i from the remaining players equals the average
contribution of i to the remaining players. We refer to Hart and Mas-Colell (1996b) for
further details. In particular, under our assumptions, consistent value p.c.’s exist and
are always non-negative.
2In the special that
(N
;V
) is a TU-game, this is the Shapley value.
9Maschler, Owen and Peleg (1988) and Maschler and Owen (1989) have proposed
dynamic processes adapted to the consistent value for pure bargaining games3 and for
hyperplane games. We proceed to do this here for the general NTU case.
The dynamic approach to the consistent value that we analyze is an explicit proce-
dure that, starting from an arbitrary efﬁcient p.c., adjusts the payoffs in the direction
indicated by the above characterization of the consistent value. The adjustment process







for each coalition S are adjusted, assuming that the players in S already agree with the
payoffs aZ for the smaller coalitions Z







; and ﬁxing the payoffs for the subcoalitions of S
; then, in order to
bring about consistency for the coalition S, the payoff aS would need to be changed to a
payoff bS
(a




























































; and the consistent ﬁeld at








￿N. Thus, the S-coordinateCS of the consistent ﬁeld
vector gives the direction in which to move locally along the efﬁcient frontier ¶V
(S
) so
that the consistency of the payoffs for the players in coalition S is reduced, given that
the payoffs for the subcoalitions of S are unchanged. The explicit expression produced
by (3.1) is given in the following deﬁnition.




is the vector ﬁeld C
(
￿









￿N for any a
2 ¶V









































3In the pure bargaining case, the consistent value coincides with the Nash bargaining solution.
10for all S
￿ N and i
2 S,w h e r el S
(a





It is a simple computation to verify the equivalence of (3.1) and (3.2); it is actually
















































;thus C is indeed a vector ﬁeld over the boundary ¶V.T h e





are precisely the consistent value p.c.’s of the game
(N
;V
). Finally, note that whenever
a
￿ 0a n da i
S

























) by the monotonicity assumption















: For any a in the non-negative part of the boundary ¶
























We will refer to Lt
(a
) as the solution of the consistent ﬁeld starting, at t
= 0
; from the
non-negative efﬁcient p.c. a




because, by the “pointing inwards” property of the ﬁeld, every solution that starts in the
non-negative part of the boundary will remain there. For t
= ¥
; we deﬁne L¥
(a
) as the





Example 1: Pure Bargaining Games







g for all S
6
=N. For this
particular case, the consistent ﬁeld has the same dynamics as the process introduced by
11Maschler, Owen and Peleg (1988). For S
6





￿ 0; so, the only
dynamics that matters is for S
= N
































(we have dropped the subscript N throughout for ease of reading). The dynamics of the
C-ﬁeld is simple: the unique singularity of the C-ﬁeld, which is the unique consistent
value and coincides with the Nash bargaining solution, is a global attractor for the




2Nai is a Lyapunov
function for the C-ﬁeld; see Maschler, Owen and Peleg (1988)).
Example 2: Hyperplane Games
Let the hyperplane game
(N
;V
) be given for each coalition S by the unit normal










































First observe that the C-ﬁeld is a linear function of a (since lS does not change
with aS) and that the unique singularity of the C-ﬁeld is the unique consistent value.
To characterize the dynamics of the C-ﬁeld we simply need to determine the sign of
the real part of the eigenvalues of DC
(a
)
; the derivative of the ﬁeld at a. The expres-
sion above for Ci
S
(a
) immediately implies that the matrix DC
(a
) is triangular and all



























: Therefore all the eigenvalues
of DC
(a
) are equal to
￿1
; implying that the solution of the C-ﬁeld converges exponen-
tially to the consistent value (e.g., see Palis and de Melo (1982)). Again, we conclude
that the dynamics is very simple: there is only one consistent value which is a global
attractor. A result similar to this has been obtained by Maschler and Owen (1989) for
the “correction function” they propose.
124. From Subgame Perfect Equilibria to Consistent Field Solutions






)as theprobability of breakdown decreases to zero and the number
of periods of negotiation increases





! 1a n dT
! ¥










This section will show that the solutions Lt of the consistent ﬁeld are intimately
related to the subgame perfect Nash equilibria of the ﬁnitely repeated noncooperative
bargaining game. We start by highlighting a basic relationship between the consistent
ﬁeld C and the backward induction function Fr
: All the proofs are in the Appendix.
Proposition 4.1. The derivative of Fr
(a













This result will be most useful because we are interested in the limit as r converges
to 1 of the iterates of the function Fr. Observing that for r





2 ¶V, the result roughly states that, for efﬁcient payoffs and r close enough to
1, Fr
(a







:This suggests a natural relationship
between the limit of FT
r as T
! ¥ and r
! 1 and the solution of the dynamic system
associated with the consistent ﬁeld.
We ﬁrst consider the case where there is no breakdown, i.e. when r
= 1
:
Proposition 4.2. For any payoff conﬁguration a
2 V
; the limit as T











In particular, this proposition implies that the limit as T





), exists and is efﬁcient (this was shown by Sj¨ ostr¨ om (1991) in the
two-player case). We call this point the Raiffa point (see Luce and Raiffa (1957,
x6.7)).

















13Depending on the rates at which r
! 1a n dT
!¥
; the SPNE p.c. may converge to
different limits. Speciﬁcally, those turn out to depend on the limit of rT
; the probability




! ¥ and rT
! 1
;




) converges to theRaiffa p.c. r. As therelativerate at whichT converges
to inﬁnity increases, so that the probability rT of all players remaining at the last stage
converges to some µ
< 1
; then we will see that w
(r
;T
) converges to an appropriate
point on the solution path of the consistent ﬁeld starting at r. Formally,
Theorem 4.4. Let r be the Raiffa payoff conﬁguration (given by Deﬁnition 4.3) and




















) converges as t




) converges to a as r
! 1
; T
! ¥ and rT
! 0
:
(iii) Any payoff conﬁguration in L¥
(r
)
; the w-limit set of the solution of the con-
sistent ﬁeld through r





! 0 and Tk
! ¥ with r
Tk
k




Note that when µ












the Raiffa point r as r
! 1
; T
! ¥ and rT
! 1
: As for the second part of the theorem,
it includes the two cases of pure bargaining and of hyperplane games, where, as we saw
in Examples 1 and 2 of Section 3, the unique consistent value is a global attractor.
5. Local Analysis of the Consistent Field
The results of Theorem 4.4 indicate that the dynamic properties of the consistent ﬁeld
are of importance in describing the solutions of the noncooperative bargaining games.
We now proceed to analyze in more depth the dynamics of the consistent ﬁeld.
The dynamics of the consistent ﬁeld for a general NTU game can be signiﬁcantly
more complicated than the dynamics for pure bargaining games and for hyperplane
14games. For these two particular cases, as shown in Section 3, there is a unique consis-
tent value which is a global attractor for the C-ﬁeld.
We propose to study the dynamic properties of the consistent ﬁeld in a neighbor-







DC is the derivative of C
; can be used as an approximation of the consistent ﬁeld C
(x
)
around the consistent value a. By a standard result in dynamic system (the Hartman-
Grobman Theorem, e.g., Palis and de Melo (1982)), the local dynamics of the C-ﬁeld
and the dynamics of the linear system are equivalent if the consistent value is a hyper-
bolic equilibrium (i.e., if the eigenvalues of DC
(a
) have non-zero real part). Moreover,




As a ﬁrst step we develop an expression for the derivativeof the C-ﬁeld at a consis-
tent value
:
Theorem 5.1. The derivative of the C-ﬁeld DC
(a





￿ N is a block triangular matrix. For all S
￿ N
; the diagonal block












































) is the unit length outward normal to ¶V
(S



























































depends only on a and lS
(aS
)
; and a geometry part DlS
(aS
)
; which is the Gauss cur-
vature map of the boundary ¶V
(S
) at aS
: The theorem is proved in the Appendix.
15We now proceed to exhibit a family of NTU games with various dynamics for the
consistent ﬁeld around a consistent value: repulsor (source), saddle point, and cycle.
(Recall that in the cases of pure bargaining and hyperplane games there is a unique
global attractor.)
Example 3: A family of consistent ﬁelds with varied local dynamics















































































$ of the subgame
(S
;V
) — which is unique — coincides with the



























We now come to the construction of Vh
(123
)















2 Â3 : z









































































; for all h









; the comprehensive hull of Eh
; then it is immediate to check that the payoff





)) is a consistent value.






;because the monotonicity of the





















) — then the game would be monotone. This implies that we can let
Vh
(123
) be a set that is close to W
; it coincides with E
￿
















: Suppose we were to alter this set by modiﬁcations that affect only





remain a consistent value, but the Raiffa point would move. Moreover, by suitable









: Summarizing: in constructingVh
(123
) we can also make sure that the
Raiffa point for the grand coalition is placed at a speciﬁc point — to be determined






We are now ready to exhibit values of the parameter h for which the local behavior
of the consistent ﬁeld at a is not attracting. A straightforward computation yields that

























;thetwo eigenvalueshavepositivereal part. Hencetheconsistent
value a is a repulsor (source).
(ii) For h1
=1a n dh 2
=6
; the two eigenvalues are real, one is positiveand the other
is negative. Hence the consistent value a is a saddle point.
17(iii) For h1








; the eigenvalues have zero real part
and non-zero imaginary part. Moreover, as h1 moves from below 3 to above 3 (and h2
is unchanged)
; the real part moves from negative to positive. Therefore, by the Hopf
Bifurcation Theorem,4 there must be values of h1 close to 3 such that there is a cycle in
the e-neighborhood of a
: In particular, the Raiffa point for the grand coalition may be
located on the cycle (remember that we can place it anywhere in the e-neighborhood,
without affecting the local behavior of the consistent ﬁeld in this neighborhood). In this




! ¥ and rT
! 0 and such that the subgame perfect Nash
equilibrium payoffs converge to a point (on the cycle) that is not a consistent value.
A. Appendix
This appendix contains the proofs not given in text.


















































) is deﬁned as
the i-th coordinate of the point on the boundary ofV
(S




S . To simplifynotation we will omit the arguments
(r
;a
















2 S b S
; i
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) be a one-parameter family of planar systems






















Moreover, as a crosses a0 in some direction, µ
(a
) changes from negative to positive and x
(a
) changes
from sink to source. Then, for all a on the side of a0
; and close enoughto it, there is a periodic orbit sur-
rounding the equilibrium x
(a










stable, then the closed orbit is stable and surroundsthe unstable equilibrium. Otherwise, the closed orbit
is unstable and occurs for parameter values that make the equilibrium a sink.
18We ﬁrst obtain the derivative of bS

































































obtain that the derivative ¶bS
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which proves the result.
Proof of Proposition 4.2. Let a




: For each S





















































































: Therefore each iteration of F1 decreases maxi
2Sai
S by




; so it converges to 0





that the sequence FT
1
(a
) converges to a point on ¶V
:
19We come now to the proof of Theorem 4.4. This will be done by a sequence of
lemmas. The idea of the proof is as follows: Assume r










: Split T into two parts, T1 and T2












































a is sufﬁciently close to the efﬁcient boundary ¶V (recall that r lies on ¶V), then all
its Fr iterates Ft
r
(a
) will also be close to ¶V —t h i si sL e m m aA . 4
: Next, Lemma A.6
shows that, for c on the boundary, Fr
(c




























: This completes the proof, once all
approximations are made precise.
All constants appearing below (h
; K




We use the Euclidean norm in each ÂS









The ﬁrst lemma deals with the case when T converges to inﬁnity slowly relative to
the convergence of r to 1; in this case, starting from 0 one gets the Raiffa point r
: More
generally,
Lemma A.1. There exists a constant h
> 0 such that, if r
! 1
; T














) for all a
2V
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)is differentiable with continuous differential












































































































































































The next three lemmas showthat the Fr iterates of pointsclose to theboundary ¶
+V
















) used in the proof
of Proposition 4.1 above.





















) for all i
2 S
￿ N
; all aS inV
+
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:The non-levelness assumption implies that the li
S are all bounded away
from 0
; and the result follows
:
















)2 for all a
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Proof. The boundary ¶V
(S
) is C2




















































































































































) by Lemma A.2).
Lemma A.4. There exists a constant d0
> 0 such that for every e
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< d0 (indeed: 1
￿r
< d0



































































































































































22From Lemmas A.1 - A.4 we obtain the following




) there is an integer n
(r
)










! 0 as r
! 1
; such that for every e










































) and all t
￿ 0
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Applying Lemma A.1 with T
= m
(r
































































) for all t
￿ 0 and all r close enough to 1
:
The next lemma shows that, on the boundary ¶
+V
; applying the Fr function is al-
most like moving 1
￿r along the solution paths Lt of the C-ﬁeld.
Lemma A.6. For every e




















































) by Proposition 4.1. Then we have that, for every
e


















































































































The next two lemmas are standard.
Lemma A.7 (Gronwall). There exists a constant K











k for all t





Proof. C is a vector ﬁeld of class C1 deﬁned over the compact set ¶
+V (for a proof
of this well-known result see Palis and de Melo (1982)).
Lemma A.8. Assume that a
2 ¶
+V is a local attractor of the consistent ﬁeld. Then
there exist constants d
> 0 and K
> 0

















0 for all t









Proof. See Hirsch and Smale (1974, Theorem in
x9.1).
We can now proceed to






; and consider a sequence
(rk
;Tk



























> 0; let nk :
= n
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: From now on assume k
￿ k0







































































; and let K2
> 0 be the constant given by the Gronwall










































￿ 0 and all k
￿ k0
: The proof is by induction on t (for each k), using the






































































































) and the third by e
(1
￿rk






















￿ (by the Gronwall Lemma A.7), which is bounded






























Adding the four terms yields the right hand side of (A.4).
As k












































































































































































































)). The second is
￿ eK3 in



































































































: Consider a sequence
(rk
;Tk
) such that rk
! 1
; Tk






























0 is the norm given by Lemma A.8. By the result of part (i), if we let T1
k be
















￿ 2e for all k large
enough, say k















) are given by Corollary A.5. From now on assume k
￿ k0
:





) and let ct
k
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; and let K2


















































































￿ 0 and all k
￿ k0













; where d is given by Lemma A.8; this holds for t


















































































0 norm is equivalent to the Euclidean norm
k
￿
k,s ot h e r ei sK







all x; one needs only to replace e by e











































































;which in particular is
￿ d
=2i fewas chosen appropriately small.




























































































) denotes the w
￿limit of the solution of the consistent ﬁeld through
r













: For each k






























Proof of Theorem 5.1. We ﬁrst note that CS
(a
) depends only on aZ for Z
￿ S (more
precisely: only for Z
= S and Z
= S
ni for all i
2 S). Therefore DC
(a
) is a block trian-
gular matrix. The diagonals of DC
(a






















































We want to evaluate DCSvS
= DbSvS



































































































































































































































and the proof is thus complete.
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