Abstract. In this paper we relax the current regularity theory for the eikonal equation by using the recent theory of set-valued iterated Lie brackets. We give sufficient conditions for small time local attainability of general, symmetric, nonlinear systems, which have as a consequence the Hölder regularity of the minimum time function in optimal control. We then apply such result to prove Hölder continuity of solutions of the Dirichlet boundary value problem for the eikonal equation with low regularity of the coefficients. We also prove that the sufficient condition for the Hölder regularity are essentially necessary, at least for smooth vector fields and target.
Introduction
In this paper we address the question of regularity of viscosity solutions of the Dirichlet boundary value problem for degenerate eikonal equations, namely, (1.1)
under appropriate compatibility of the boundary condition. Here b i , h are given coefficients, and f i are a family of vector fields, written in coordinates as differential operators f i = n j=1 f j i (x)∂ xj , so that f i u(x) = n j=1 f j i (x)∂ xj u(x). The solution u will be continuous up to the boundary and meant as viscosity solution. The Hamilton-Jacobi equation in (1.1) is degenerate at some point x ∈Ω if at such point the vectors f i (x) do not span all R n and so the Hamiltonian is not coercive in the moment variables. We are interested in equations with such degeneracies, especially at boundary points.
Under appropriate regularity of the coefficients in the equation, it is known that if the Hamiltonian is coercive with respect to the gradient of the solution u, then u is locally Lipschitz continuous, and that this is false in general when such a property is not satisfied. In this case one needs to aim at Hölder regularity of the solutions with a suitable exponent, and properties of the Lie algebra generated by the vector fields f i come into play. Therefore the regularity of the vector fields is a key assumption. For a review of the classical theory in this direction we refer the reader to the book [7] and the references therein. It is also well known that continuous viscosity solutions are unique and they have a representation formula as value functions of an appropriate control problem. In the case of the homogeneous boundary conditions (g ≡ 0) and positive and constant Lagrangian (e.g. h ≡ 1), then the solution is the minimum time function in optimal control from the target R n \Ω, see [7, 8] . It is also known that the Hölder regularity of the minimum time function is a consequence of the small time local attainability of the target by the family of vector fields, more precisely of suitable estimates of the minimum time function with powers of the distance function from ∂Ω. Such estimates can be derived from properties of the iterated Lie brackets between the available vector fields, see also one of the authors in [27] .
Classically, in order to be able to define an iterated Lie bracket of degree k + 1, one needs the vector fields to be of class C k+1 at least. For instance [f i , f j ] = Df j f i − Df i f j is a degree one Lie bracket and we need to be able to compute continuously the jacobians of the two vector fields f i , f j so that it is a continuous vector field. A recent theory of Sussmann, Rampazzo and one of the authors [25] , [12] (see also [26] , [10, 11] ), defines iterated Lie brackets of order k + 1 if the vector fields are of class C k and the kth-derivatives are locally Lipschitz continuous. In this case a Lie bracket of degree k + 1 is correctly defined only almost everywhere and it is completed as a multivalued map elsewhere. In this paper we want to extend the current regularity theory for the eikonal equation when it is necessary to use such multivalued iterated Lie brackets. However some results are new also in the case of smooth vector fields.
We will first study the regularity of the minimum time function, a key tool to reach regularity of solutions of (1.1). We will do so for families of vector fields which are fully nonlinear, therefore in a wider generality than what is needed for the mere equation (1.1). We also drop regularity of the boundary of the domain ∂Ω by allowing R n \Ω to be the union of the closure of an open set and a locally finite set of isolated points, whereas around points of ∂Ω that are not isolated ∂Ω needs not to be smooth but just satisfy an exterior cone property. We will obtain 1/m-Hölder regularity of the minimum time function, where m is the highest degree of the brackets involved. We then apply such result to the solution of the Dirichlet problem (1.1) for the eikonal equation with right-hand side h = 0 and boundary data g continuous and satisfying natural compatibility conditions. Finally, for smooth data, we show that the sufficient condition on the Lie brackets for the 1/2-Hölder continuity of the minimum time function becomes also necessary if completed with the possibility of exiting Ω by means of a single tangential vector field. To our knowledge this kind of necessary conditions is completely new in the literature.
Small time local attainability and regularity of the minimum time function is a long studied and important subject in optimal control. Classical results by Petrov [24] show sufficient conditions for attainability at a single point by requiring that the convex hull of the vector fields at the point contains the origin in its interior. This is called a first order controllability condition. Liverovskii [18] studied the corresponding problem of second order when a similar request is made on the family of vector fields augmented with their first degree Lie brackets, see also Bianchini and Stefani [9] . Controllability of higher order to a point was studied by Liverovskii [19] . For attainability of a target different from a point we recall the papers by Bacciotti [5] in the case of targets of codimension 1 and one of the authors [27] for manifolds of any dimension and possibly with a boundary. Monti and Serra Cassano [23] used tools of geometric measure theory to prove that the Carnot-Carathéodory distance solves the PDE in (1.1) almost everywhere in a suitable sense. Trelat [28] studied the sub-analiticity of the sub-Riemannian distance and of viscosity solutions of the problem (1.1) in the case of analytic vector fields f i and subanalytic Ω and g. More recently the work by Krastanov and Quincampoix [15, 14, 16] pointed out the importance of the geometry of the target and studied higher order attainability with smooth families of vector fields but nonsmooth targets, for affine systems with nontrivial drift. For the same class of systems Marigonda, Rigo and Le [20, 22, 21, 17 ] studied higher order regularity focusing on the lack of smoothness of the target and the presence of state constraints. A regularity result for the solution of a very special case of (1.1) was given in [1] and we will discuss it in Section 4.3. A different perspective has been approached recently in two papers by Albano, Cannarsa and Scarinci [2, 3] , where they show that if a family of smooth vector fields satisfies the Hörmander condition, then the set where the local Lipschitz continuity of the minimum time function fails is the union of singular trajectories, and that it is analytic except in a subset on null measure.
We will proceed in Section 2 with some preliminaries on families of vector fields, in particular the definition of multivalued iterated Lie brackets and deriving the necessary estimates for the corresponding trajectories. In Section 3 we prove the Hölder regularity of the minimum time function for a general nonlinear system in optimal control relaxing the regularity requests on the family of vector fields. In section 4 we turn to Hölder regularity of the solution of the boundary value problem for the eikonal equation and provide some examples where our result is applied to vector fields lacking the classical regularity. Finally in Section 5 we show that our assumptions, under usual smoothness of data, are essentially necessary in the case of Lie brackets of degree 1.
Iterated Lie brackets, set-valued extensions, and asymptotic formulas
This section presents the necessary preliminary definitions and results on Lie brackets for nonsmooth vector fields.
2.1. Classes of regularity for Lie brackets. In this section we introduce some terminology. A vector field f in R n is said to be of class C k,1 (around a point x 0 ∈ R n ) if it is of class C k (around x 0 ) and its k-th order derivatives are locally Lipschitz continuous (in a neighborhood V of x 0 ). We use the notation Df (x) for the Jacobian matrix of f at x.
For set-valued vector fields f : R n ∋ x → f (x) ⊂ R n we say that f is of class C −1,1 if it is upper semicontinuous as a set-valued map with compact, convex, nonempty values.
Given vector fields f 1 , f 2 , f 3 , f 4 , . . . on R N , we may compute iterated Lie brackets
provided that the given vector fields are sufficiently smooth. More generally, we may denote any such iterated bracket by B(f ), where f = (f 1 , . . . , f m ) is a m-tuple of vector fields involved in the definition of B(f ). B itself may be thought of as a (formal) iterated bracket of degree m (as a suitable word in a suitable alphabet [11] ), while B(f ) is the result of applying B to f . We say that f is of class C B , and write f ∈ C B , if all the components of f are continuously differentiable as many times as it is necessary to compute B(f ) so that B(f ) turns out to be a continuous vector field.
We say that f is of class C B−1,1 , and write f ∈ C B−1,1 , if all the components of f possess all differentials up to the order that it is necessary to compute B(f ) minus one, but their highest order differentials are locally Lipschitz continuous; so by virtue of Rademacher's theorem, B(f )(x) is well-defined at least for almost every
2.2.
Multi-flows associated with iterated brackets. Let us recall that for a (possibly setvalued) vector field f in R n , the flow ψ f is the possibly partially defined and possibly set-valued map R n ×R ∋ (x, t) → ψ f (x, t) ⊂ R n such that for all (x, t) ∈ R n ×R, ψ(x, t) is the (possibly empty) set of those states y ∈ R n such that there exists an absolutely continuous curve ξ : [4] . Let us call Dom(ψ f ), the set of those
is a singleton for each (x, t) ∈ Dom(ψ f ), and we view it as a possibly partially defined single-valued map • if B is a bracket of degree m = 1 so that f consists of a single vector field f , we set ψ f B (t) = ψ f (t) for all t ∈ R, where ψ f (t) stands for the map x → ψ f (x, t);
Note that, for m ≥ 2, the fact that f ∈ C B−1,1 implies that f i ∈ C 0,1 for all 1 ≤ i ≤ m, and therefore
is a possibly partially defined single-valued map, because all the vector fields are at least locally Lipschitz, and its domain is a nonempty subset of R n × R m . For m = 1, in which case f consists just of a vector field f of class C −1,1 , the (possibly setvalued) map ψ f B is the flow of f .
2.3.
Asymptotic expansions of trajectories.
This result is classical for smooth vector fields (an application of Taylor's formula). Under such minimal regularity assumptions it can be found in [11] .
One can reduce further the regularity assumptions on vector fields and state an appropriate generalization of the asymptotic formula: see Rampazzo and Sussmann [25, 26] for m = 2 and Feleqi and Rampazzo [12] for m ≥ 3. To do this we define a set-valued map
where B is an iterated bracket of degree m and f = (f 1 , . . . , f m ) is a m-tuple of vector fields on R N merely of class C B−1,1 . B(f ) set (x) has nonempty, compact, convex values, it is upper semicontinuous and such that B(f ) set (x) reduces to the singleton {B(f )(x)} at those points x ∈ R N where f is of class C B . Hence often we write B(f )(x) instead of B(f ) set (x).
Lemma 2.2 ( [25, 26] , [12] ). Given an iterated bracket B of degree m, f of class C B−1,1 (R n ) and x * ∈ R n , then
3. If m = 1 above, so that f consists of a single vector field f of class C −1,1 (the flow ψ f of f can now be a set-valued map), then (2.2) has the following meaning
as |t| + |x − x * | → 0, where
Note that since f is upper semicontinuous at x * , γ(0+) = lim ρ→0 + γ(ρ) = 0, and we call γ an upper semicontinuity modulus of f at x * . The proof of the estimate (2.3) is in the Appendix 5.1.
Set-valued iterated brackets.
Here we give the definition of the set-valued iterated Lie bracket B(f ) set (x) for C B−1,1 -regular vector fields f , and for simplicity we limit ourselves to brackets of degree m ≤ 3. For iterated brackets of higher degree (m ≥ 4) the reader is referred to [12] .
The case of degree m = 2 is due to Rampazzo and Sussmann [25, 26] : for
where Diff (f i ) is the set of differentiability points of f i -a full measure set by Rademacher's theorem. It turns out that a mere iteration of this construction to define higher order iterated brackets is not appropriate for the validity of the asymptotic formula above; see §7 of [26] for a counterexample.
An appropriate definition for degree m = 3 is the following:
where Diff 2 (f ) is the set of points where a vector field f of class C 1,1 is twice differentiable, a full measure set by Rademacher's theorem.
Sufficient conditions for the Hölder continuity of the minimum time function
By a control system we mean a family F of vector fields on a differential manifold; here for simplicity we limit ourselves to euclidean spaces R n , for n ∈ N. See also the following Remark 3.3. Let F be a control system on R n . By an F -trajectory we mean any curve obtained as a concatenation of a finite number of integral curves of vector fields in F . We say that a control system F is symmetric if −F ⊂ F , where −F = {−f : f ∈ F }, or more geometrically, any F -trajectory run backward in time is also an F -trajectory.
We say that a control system F is (locally) Lipschitz continuous, or of class C k , or of class C k,1 , if any vector field in F has such property. A system of set-valued vector fields F is of class
We say that F is small time locally controllable (STLC) from x * if x * is an interior point of R(x * , t) for all t > 0. We say that F is (globally) controllable if for all x, y ∈ R n there exists an F -trajectory starting at x and terminating at y. For symmetric systems we have the following generalization of a classical result of Chow and Rashevski proved in [10] . Definition 3.1 (Nonsmooth Hörmander's condition). Let F be a control system in R n and x * ∈ R n . We say that F satisfies the nonsmooth Hörmander's condition, or the nonsmooth Lie algebra rank condition (LARC), at x * , if there exist formal iterated Lie brackets B 1 , . . . , B n and tuples of vector fields f 1 , . . . , f n of elements of F such that
Sometimes the highest degree k ∈ N of the brackets B i is relevant, and one says that F satisfies Hörmander's condition of step k at x * .
Let Ω be a subset of R n . One says that F satisfies the nonsmooth Hörmander's condition (of step k), or the nonsmooth LARC, in Ω if the property holds at any x * ∈ Ω. Theorem 3.2 (A nonsmooth Chow-Rashevski's theorem, [25] , [10] ). Let F be a symmetric control system in R n .
(i) Let x * ∈ R n . If F satisfies the (nonsmooth) Hörmander's condition at x * of step k for some k, then F is STLC from x * ; moreover, the minimum time function R n ∋ x → T (x, x * ), where
satisfies, for some C ≥ 0, the estimate
If Ω is an open and connected subset of R n , and F satisfies (the nonsmooth) Hörmander's condition in Ω (of step k), then F is globally controllable and the minimum time function is locally Hölder continuous (of exponent 1/k).
Throughout the paper T is a closed subset of R n which we shall interpret as a target of a control system F . The minimum time of F to reach T is
The set of points controllable by F to T is
Remark 3.3. A control system is often given in the form
where the control α takes values in a given control set A, a metric space, the state space Ω is an open subset of R n , and f : Ω×A → R n is continuous and Lipschitz continuous in the state variable, uniformly in the control variable. Clearly a control system in this form can be seen as a control system in the form introduced earlier by considering F f = {f (·, α) : α ∈ A}. The notion of trajectory for (3.3) usually admits as admissible control any measurable map α(·) : [0, +∞] → A; let us call f -trajectory the corresponding admissible trajectory of the system (3.3). Clearly any F f -trajectory is also an f -trajectory, being obtained by a piecewise constant admissible control. Although the converse is not true, the former set of trajectories is dense in the latter under rather general conditions. For a given target T ⊂ Ω, we can define for system (3.3) a minimum time functionT to reach T by f -trajectories. ThenT ≤ T . When T attains continuously the value 0 at ∂T , it can be shown that in factT = T , either by the density property mentioned above or by comparison principles for the Hamilton-Jacobi-Bellman equation satisfied by bothT and T , see [7] .
Given a set K ⊂ R n , for n ∈ N, we denote by I(K) its set of isolated points. If T is a closed set of R n -to be interpreted as a target of a control system-throughout this section we use the notation
n . Our first regularity result for T concerns the case ∂T splits into a C 1 manifold and some isolated points. 
or (b) x 0 ∈ I(∂T ) and F satisfies a nonsmooth LARC at x 0 of step m, then, for some constant
(ii) Assume that F is in addition uniformly locally Lipschitz continuous and uniformly linearly bounded, and ∂T \I(T ) is of class C 1 . If for any x ∈ ∂T condition (i) holds, possibly with different f j and B, then R is open, T is locally Hölder continuous on R, and lim x→x0 T (x) = +∞ for all x 0 ∈ ∂R.
If in addition the degree of the brackets is at most k for all x ∈ ∂T , then T is locally (1/k)-Hölder continuous in R.
Proof. The proof of (i) under assumption (b) is just a restatement of Theorem 3.2 (i). Indeed, by that theorem, for some C ≥ 0, T (x, x 0 ) ≤ C|x − x 0 | 1/m for x in a neighborhood V of x 0 . Since x 0 ∈ I(∂T ) = I(T ), we can pick V so that in addition T ∩ V = {x 0 }. On the other hand we can find another neighborhood W ⊂ V of x 0 such that any x ∈ W has a closest point to T in
Assume now that (a) holds. The fact that T is of class C 1 around x 0 means by definition that, up to an isometric change of coordinates, T is the subgraph of some C 1 function in a neighborhood of x 0 : more precisely, writing
Of course, up to some rotation, it is not restrictive to assume that ∇ϕ(x 0 ) = 0. So, if we define the function w :
, the outer unit normal of T at x 0 , and, moreover, it is easy to check that
, where L is a Lipschitz constant of ϕ onV . Let ξ ∈ R N ∩V . By Lemma 2.2, for s > 0, small enough, it is easy to find an F -trajectory
N starting from ξ and satisfying the asymptotic formula
as s → 0, where v(s, ξ) ∈ B(f )(ξ) for all s, ξ. By the Taylor expansion of w around ξ
, ∞[; we may assume that the first holds, changing signs to some of the vector fields if necessary (recall that the system is symmetric). Even more, since ξ → B(f )(ξ) is an upper semicontinuous set-valued map with compact values and ∇w is continuous, for some η > 0,
for ξ in a neighborhood of x 0 , ξ / ∈ T , and s small enough, from which it follows
It means that the F -trajectory y(·) has reached the target at a time
(ii) follows from (i) via the following Lemma 3.5 taking ω(ρ) = ρ 1/m for ρ ≥ 0.
The next lemma is known in the literature (see, e.g., [7] and the refernces therein) but we want to emphasize how to express a continuity modulus of the minimum time in terms of its continuity modulus on the boundary. 
Then R is open, and for any bounded set V with closure V contained in R there exist C, C 1 ≥ 0 such that
for all z 1 , z 2 ∈ V . Moreover, for all x 0 ∈ ∂R, lim x→x0 T (x) = +∞.
Proof. Fix x ∈ R. By the definition of T (x), there exists a decreasing sequence t k ց T (x) as k → ∞, and F -trajectories
for some C, L ≥ 0 depending only on V, F .
The sequence {t k } k∈N is bounded. Therefore, by estimate (3.7), the sequence {x k } k∈N is also bounded. Thus {x k } k∈N ⊂ ∂T ∩ K for some compact set K ⊂ R n . By a covering argument we can find δ > 0 and C ≥ 0 such that
where B δ (T ) = {z ∈ R n : d(z) ≤ δ}. Now we pick a bounded neighborhood V of x so that estimate (3.8) holds; we can take V of diameter ≤ δ/C 1 , by taking a suitable subset of V if necessary, where C 1 = e τ L and τ is an upper bound of
Therefore, if T (z) ≥ t k , we can estimate as follows by the dynamic programming principle, and estimate (3.9)
Thus, letting k → ∞, and hence t k → T (x), we find |T (z) − T (x)| ≤ Cω(C 1 |z − x|) for all x, z ∈ V . Therefore, at first we can only conclude that T is continuous at x and V ⊂ R for T (z) < ∞ for all z ∈ V .
Now that we know that T is continuous at x, we can take a possibly smaller neighborhood, which we call still V , of x and τ > T (x) such that in addition we have T (z) ≤ τ for all z ∈ V . Then we can repeat the argument above for all z 1 , z 2 ∈ V with once z 1 playing the role of x and z 2 that of z and then the other way around, i.e., with z 2 playing the role of x and z 1 that of z. Summarizing, for any x ∈ R we can find a neighborhood V of x and constants C, C 1 ≥ 0, depending on V , such that (3.5) holds. Be a compactness and covering argument this result can be improved into the thesis of the lemma.
Finally, the proof that lim x→x0 T (x) = ∞ for all x 0 ∈ ∂R can be found in [7] . Next we extend Theorem 3.4 to targets with Lipschitz boundaries and not necessarily C 1 , or, more generally, to targets that satisfy a suitable inner cone condition that we now define.
For any angle θ ∈]0, π] and unit vector n, we consider the open unbounded cone with vertex at 0, opening θ, and axis pointing toward n:
moreover, for any ρ > 0, we consider also the open spherical cone with vertex at 0, radius ρ, opening θ and axis pointing toward n: 
or (b) x 0 ∈ I(T ) and F satisfies the (nonsmooth) LARC of step m at x 0 . Then, for some constant
(ii) Assume that F is in addition uniformly locally Lipschitz and uniformly linearly bounded. If for any x ∈ ∂T condition (i) holds, possibly with different n, θ, f j , and B, then R is open, T is locally Hölder continuous on R, and lim x→x0 T (x) = ∞ for all x 0 ∈ ∂R.
If the degree of the brackets is at most k for all x ∈ ∂T , then T is locally (1/k)-Hölder continuous on R.
Proof. The validity of (i) under assumption (b) is an easy corollary of Theorem 3.2, as in the proof of Theorem 3.4. So we assume that (a) holds. Let V be a neighborhood of x 0 such that T satisfies the (n, θ) inner cone condition on Γ = V ∩ ∂T . There exists a neighborhood W of x 0 such that each point ξ ∈ W has a closest point to T in Γ. Let ξ ∈ W \T and letξ be a closest point to T of ξ in Γ. Let ρ > 0 be such thatξ + C ρ,θ (n) ⊂ T . Let us denote by e(·) the distance function to the coneξ + C ρ,θ (n). Clearly d(ξ) = e(ξ) = |ξ −ξ|. Sinceξ + C ρ,θ (n) is a convex set, the function e(·) is differentiable outside the closure ofξ + C ρ,θ (n), and in particular at ξ.
Since ξ → B(f )(ξ) is an upper semicontinuas set-valued map with compact values, there exists
for any ξ ∈ W , provided W is taken small enough. By elementary geometric considerations it is easily seen that ∇e(ξ) = (ξ −ξ)/|ξ −ξ| and any vector in B(f )(ξ) for ξ ∈ W forms an angle greater than (θ − θ
By Lemma 2.2 it is easy to find an F -trajectory y(·) : [0, s] → R N starting from ξ satisfying the asymptotic formula
as s → 0, where v(s, ξ) ∈ B(f )(ξ) for all s, ξ. Then we can estimate as follows 4. Degenerate and nonsmooth eikonal equations 4.1. Problem statement and setting. In this section we establish results on the solvability, continuity, and especially Hölder regularity, of viscosity solutions to the Dirichlet boundary value problems associated with a large class of degenerate eikonal equations with quite nonsmooth coefficients and nonsmooth domains. The Dirichlet problem associated with a typical eikonal equation that we study is (4.1)
where Ω is some open subset of a differentiable manifold M , f, . . . , f m are vector fields on M , b 1 , . . . , b m , h are functions defined on M , and g is a function defined on ∂Ω. Clearly, we are using the usual identification of vector fields with first-order partial differential operators: more precisely, if in a coordinate chart
In the literature the eikonal equation is often written in the following nonintrinsic (coordinate
where σ(x) is the matrix with columns f 1 , . . . , f m (i.e., their coordinate representations), b(x) = (b 1 (x), . . . , b m (x)). For simplicity we will work in M = R n , although the results stated here could be extended to more general differential manifolds.
Simple computations allow to rewrite the PDE in (4.1) in the following Hamilton-JacobiBellman form
where
for all x ∈ R n , α = (α 1 , . . . , α m ) ∈ B This is in the form (3.3) described in Remark 3.3, and corresponds to the family of vector fields
For each x ∈ R and α(·) ∈ A let t → y(t; x, α(·)) be the solution of (4.4), and denote τ x (α(·)) the first time it hits the target T = R n \ Ω. Then the minimum time function can be written as T (x) = inf{τ x (α(·)) : α(·) ∈ A}, and the set R is defined by (3.2) in the previous section. A candidate solution of (4.2) is the value function of the following optimal control problem
However, this is not true if Ω is not a subset of the reachable set R, and in that case (4.2) does not have a solution. More precisely, it was proved in [8] (see also [7] ) that there is at most one open set O ⊆ Ω such that there is a continuous solution u of (4.6)
Moreover, if v is continuous at all points of ∂Ω, then the pair (R, v) is the unique solution of (4.6). So there is a solution of (4.1) and (4.2) if in addition Ω ⊆ R. The continuity of v depends on the controllability of (4.4) near ∂Ω and on a compatibility condition on the boundary data g, that we now recall. For all x ∈ Ω, z ∈ ∂Ω we define
We will assume that g satisfies the compatibility condition
Sufficient conditions for this compatibility condition to hold are
for all x, z ∈ Ω, where C and L o are, respectively, an upper bound for |f i | and the Lipschitz constants of f i for all i = 1, . . . , m, in Ω, see [7, Proposition IV.3.7] .
Regularity of the solution.
Definition 4.1 (Hörmander's condition at the boundary). Let x 0 ∈ ∂Ω. We say that F = {f 1 , . . . , f m } (or the matrix-valued function a = σσ t , or the Dirichlet problem (4.1)) is Hnoncharacteristic of degree k ∈ N at x 0 if either one of the following holds: (i) x 0 ∈ I(∂Ω) and F satisfies (the possibly nonsmooth) LARC of step k; (ii) there exist a unit vector n ∈ R n and an angle θ ∈]0, π] such that T = R n \ Ω satisfies the (n, θ) inner cone condition in a neighborhood of x 0 in ∂T = ∂Ω, there exists a formal iterated Lie bracket B of degree k and i 1 , . . . , i k ∈ {1, . . . , m} such that f = (f i1 , . . . , f i k ) is of class C B−1,1 in a neighborhood of x 0 , and
We say that F is H-noncharacteristic at the boundary ∂Ω if, for every x 0 ∈ ∂Ω, F is Hnoncharacteristic of degree k at x 0 for some k, and that it is H-noncharacteristic of degree k if, for every x 0 ∈ ∂Ω, F is H-noncharacteristic of degree k ′ at x 0 for some k ′ ≤ k, and at some point k ′ = k.
Remark 4.2. Observe that the condition (4.11) of Definition (4.1) is equivalent to
if Ω is of class C 1 in a neighborhood of x 0 and n(x 0 ) is its outward normal at x 0 , and to B(f )(x 0 ) · n(x 0 ) = 0 if the bracket is single-valued. Let Ω ⊂ R n T = R n \ Ω satisfies the inner cone condition in ∂T \ I(∂T ), the vector fields in F = {f 1 , . . . , f m } be Lipschitz continuous, b, h, g continuous, h(x) = 0 for all x ∈ Ω, and g satisfy the compatibility condition (4.8). Assume also that F is H-noncharacteristic at the boundary ∂Ω. Then the following facts hold.
(i) R, defined by (3.2) , is open and contains T = R n \ Ω, R = {x ∈ R n : v(x) < ∞}, v is bounded below and continuous on R: more precisely, on any bounded set V ⊂ R, v has a continuity modulus ω v,V of the form
where ω g , ω ℓ are continuity moduli of g, ℓ restricted to a bounded set K depending on V and the data. In particular, if g, ℓ are locally Hölder continuous, so is v. Moreover, the pair (R, v) is the unique solution of (4.6).
(ii) If F is H-noncharacteristic of degree k at the boundary ∂Ω, b, h are locally (1/k)-Hölder continuous and g is Lipschitz continuous, then v is locally (1/k)-Hölder continuous on R.
(iii) If in addition F satisfies the nonsmooth Hörmander's condition in the interior of Ω, then R = R n and v ∈ C(R n ) is the unique (continuous) viscosity solution of (4.1) bounded from below.
Remark 4.4. We point out that the Hölder continuity exponent 1/k in Theorem 4.3 (ii), (iv) is optimal. To see this consider the problem studied in [1] , see in particular Remark 1.1 (i) of that paper.
Proof of Theorem 4.3. The openness of R is stated by Theorem 3.7 (ii). Let x ∈ R n . Note that h 2 > 0 implies ℓ > 0, and so
, an upper and a lower bound of ℓ on the set {y(t; x, α(·)) : 0 ≤ t ≤ T (x), α(·) ∈ A} which is bounded, while M g is an upper bound of |g|. Therefore v(x) → ∞ as x → ∂R by Lemma 3.5, and R = {x ∈ R n : v(x) < ∞}. It is easy to verify that
where L is defined by (4.7). Note that L satisfies the triangle inequality
, because the control system (4.4) is symmetric. Therefore, using also the compatibility condition (4.8), we have
Let x 0 ∈ ∂T and W a bounded neighborhood of x 0 such that T (x) ≤ Cd(x) 1/k in W , by Theorem 3.7 (i).
Let x ∈ W and ε > 0. There exists a control α(·) such that τ x (α(·)) < T (x) + min{ε, 1}. The set of points reachable from W up to time sup x∈W T (x) + 1, say K, is bounded. Let M ℓ , M f be bounds of ℓ(x, α) and
, and let ω g denote the continuity modulus of g on ∂T ∩ W . Then, on one hand
and on the other
Since ε > 0 is arbitrary, we have shown that |v(
for all ρ ≥ 0. Now let V ⊂ R be bounded. We are going to show that the continuity of v at boundary points propagates in V , with an estimate of the modulus of continuity. Let z 1 , z 2 ∈ V with |z 1 − z 2 | ≤δ, whereδ > 0 is chosen below. Let also ε ∈]0, 1]. There exists a control α(·) ∈ A such that
Since v is locally bounded and so are ℓ and g, it follows that τ z1 (α(·)) ≤ τ 0 for some τ 0 ≥ 0 that depends on Ω, F , ℓ, g, V but not on the particular z 1 ∈ V or ε ∈]0, 1[. Let K denote the set of points x reachable from V up to time τ 0 , which is bounded. It is possible to find δ > 0, C ≥ 0, k ∈ N (which depend on K, ℓ, g, Ω, and hence on V, F , ℓ, g, Ω) such that |v(
n : dist(x, ∂T ) ≤ δ}, and ω g is the continuity modulus of g on ∂T ∩ K. Since the maps z → y(t; z, α(·)) are (locally) Lipschitz, uniformly in t
where L y ≥ 0 is a common Lipschitz constant on K of the maps z → y(t; z, α(·)), for t ∈ [0, τ 0 ], α(·) ∈ A, and ω ℓ is a common continuity modulus of the maps x → ℓ(x, α), for α ∈ A, on K; notice that above we have also used the fact that y(t 2 ; z 1 , α(·)) ∈ B δ (∂T ) ∩ K: this is true because y(t 2 ; z 2 , α(·)) ∈ ∂T ∩ K and |z 1 − z 2 | ≤δ implies |y(t 2 ; z 1 , α(·)) − y(t 2 ; z 2 , α(·))| ≤ δ. If, instead, t 2 ≥ t 1 we use the dynamic programming principle to obtain
which is estimated as above. The roles of z 1 , z 2 can be exchanged, and letting ε → 0, we have proved |v(
From this and the boundedness of V it follows that a continuity modulus ω v,V of v on V has the form ω v,V (ρ) = Cω ℓ (Cr) + Cρ 1/k + ω g (Cρ 1/k + Cρ) + Cρ, for ρ ≥ 0, for some 0 ≤ C < ∞ and k ∈ N that depend on V, f, ℓ, g, Ω; under assumptions of (ii), the value of k coincides with that of (ii). Therefore we have proved all the claims about the regularity of v.
Once we know that the value function is continuous, it is standard in viscosity solutions theory that it satisfies (4.6) [7] . The uniqueness of (R, v) is proved in [8, Theorem 3.1] . Finally, the fact that R = R n in (iii) follows from the (nonsmooth) Chow-Rashevski's Theorem 3.2.
4.3. Examples.
Example 4.5 (Nonholonomic integrator, or Brockett's vector fields, or generators of the Heisenberg group). In R 3 consider the control system F = {f 1 , f 2 } with
for all p = (x, y, z) t ∈ R 3 . One easily checks that [f 1 , f 2 ] = 2∂ z . Thus F satisfies the LARC of step 2 at any point of R 3 . The eikonal Dirichlet problem is (4.12)
For g ≡ 0, Theorem 4.3 gives a unique locally (1/2)-Hölder continuous viscosity solutions on the closure of any open domain Ω ⊂ R 3 whose complement T = R 3 \ Ω is such that T \ I(T ) satisfies an inner cone condition, see Definition 3.6 (iii). Furthermore, this solution coincides with the minimum time function T to reach the target T by trajectories of F 0 = {±f 1 , ±f 2 }.
For general continuous boundary data g, problem (4.12) still admits a unique continuous viscosity solution on Ω provided that g satisfies the compatibility condition (4.8). For instance, (4.8) holds if g(p) − g(q) ≤ C −1 |p − q| for all p, q ∈ ∂Ω, with C = 1 + max{|x| ∨ |y| : (x, y, x) ∈ Ω}. If g is in addition locally Hölder continuous, then the solution is also locally Hölder continuous on Ω. If g is locally Lipschitz, then the solution is locally (1/2)-Hölder continuous on Ω.
To arrive at a locally Lipschitz solution of (4.12), we must assume not only g locally Lipschitz and satisfying (4.8), but also that all p ∈ ∂Ω are truly noncharacteristic. For Ω of class C 1 this means that n(p) · f i (p) = 0 for some i. In our non-smooth context it means that T satisfies a (n(p), θ(p)) inner cone condition on some relative neighborhood of p in the boundary ∂Ω, and 
where α, β : R → R are Lipschitz continuous functions. The Lie bracket [f 1 , f 2 ] can be computed classically at the points where α, β are both differentiable, and at those points [
in the set-valued sense of this paper in terms of Clarke's generalized derivatives D C of α and β and get
For instance, if α, β are continuous and piecewise
or, in the case of piecewise C 1 continuous functions, equivalently, m(x, y)M (x, y) > 0, then F = {f 1 , f 2 } satisfies the nonsmooth Hörmander condition of step 2 at (x, y, z) t ∈ R 3 . Now we can apply Theorem 4.3 to the eikonal Dirichlet problem (4.14)
We begin with the case g ≡ 0. If (4.13) holds at any point p = (x, y, z) t in Ω or in I(∂Ω), and T = R 3 \ Ω satisfies, for all p ∈ ∂T \ I(∂T ), a (n(p), θ(p)) inner cone condition in a relative neighborhood of p in ∂T with either n(p) ), then (4.14) admits a unique locally (1/2)-Hölder continuous viscosity solution on Ω. All these conditions can be simplified as above if α, β are piecewise C 1 or ∂Ω \ I(∂Ω) is of class
When g is a general continuous function on ∂Ω, the compatibility condition (4.8) is satisfied, for instance, if g is C −1 -Lipschitz on ∂Ω with C = 1 + sup{|α(y)| ∨ |β(x)| : (x, y, z) ∈ Ω}.
Example 4.7 (Nonsmooth Grušin type vector fields). In R n × R consider the control system F consisting of the vector fields
where x = (x 1 , . . . , x n ) ∈ R n , (x, y) ∈ R n × R, and α i : R → R are functions of class C k−1,1 for some k ∈ N. We study the associated eikonal Dirichlet problem
where Ω ⊆ R n × R is open and g is continuous. Albano [1] studied this problem for the classical Grušin vector fields, where
for some M > 0. He proved that the unique viscosity solution of the problem is locally 1/(k + 1)-Hölder continuous inΩ. We extend that result by considering more general Ω, g, and α i satisfying
Then the vector fields are of Grušin type in the sense that they span the whole space R n+1 at all points but those of the y-axis, p = (0, . . . , 0, y). At such points we need a non-null Lie bracket.
We assume the following conditions. (i) ∂Ω \ I(∂Ω) is a C 1 manifold or the empty set; (ii) for any p = (0, . . . , 0, y) that either belongs to Ω ∪ I(∂Ω), or belongs to ∂Ω \ I(∂Ω) and the outer normal n(p) to Ω at p is parallel to the y-axis, for some i either there exist
. . , x n , y) ∈ Ω, i = 1, . . . , n}, and L is the maximum over i = 1, . . . , n of the Lipschitz constants of the functions α i on the i-th projection of Ω.
Then problem (4.15) admits a unique continuous viscosity solution bounded from below which is in addition locally (1/(k + 1))-Hölder continuous on Ω.
Indeed, this is a consequence of Theorem 4.3. At differentiability points of α i one computes
where p = (x 1 , . . . , x n , y) ∈ R n × R. From this we deduce that
Thus conditions (i) and (ii) guarantee that F satisfies the nonsmooth Hörmander's condition of step k + 1 at any point of Ω ∪ I(∂Ω), and F is H-noncharacteristic of degree k + 1 at any point of ∂Ω \ I(∂Ω). Condition (iii) guarantees that g satisfy the compatibility condition (4.8) via (4.9) or (4.10). Therefore Theorem 4.3 applies to this example.
A simple explicit example of a nature not considered in the previous literature is the following: Ω given by (4.16),
and g(p) = c|p| for p ∈ ∂Ω with 0 ≤ c ≤ 1/3. Clearly conditions (i), (ii), (iii) are satisfied, and problem (4.15) has a unique continuous viscosity solution on Ω which is 1/(k + 1)−Hölder continuous on Ω.
Necessary conditions for the Hölder continuity of the minimum time function
In this section we work in a different setting with respect to the rest of the paper: the system F is not necessarily symmetric, but on the other hand we assume more regularity on the target and the vector fields.
It is well-known that the Lipschitz continuity of the minimum time function is characterised by the existence of vector fields pointing inward the target. More precisely, if ∂T is C 2 near x 0 , then
near x 0 , with α > 1/2, if and only if there isf ∈ F such thatf (x 0 ) · n(x 0 ) < 0, see e.g. [6, Theorem 5.5] . We also prove an extension of such result to set-valued systems of class C −1,1 in the Appendix 5.1.
In the main result of the section we want to characterise the α-Hölder continuity of T in the range α ∈ (1/3, 1/2]. Hence we must restrict to the case f (x 0 )·n(x 0 ) ≥ 0 for all f . We will assume the stronger condition: there exists ν > 0 such that for all f ∈ F
which is automatically satisfied if F is a finite set. We know from Section 3 that a sufficient condition for the estimate (5.1) with α = 1/2 is the existence of a bracket pointing inward the target. Our main result states that such condition is also necessary if completed with the possibility of entering T using a single tangential vector field.
First we need to recall a lemma on Taylor expansions of piecewise smooth trajectories.
The proof of the lemma relies on applying recursively Taylor expansions of the flows; more details can be found, e.g., in [18] .
Let T ⊂ R n be a closed set with a nonempty boundary. If the boundary of T is a C k manifold for k ≥ 2, it is known, see e.g. Gilbarg and Trudinger [13, Section 14.6.] , that the distance function d(x) = dist(x, T ) extends on a δ-neighborhood of ∂T , δ > 0, to a function of class C k , which we denote still by d, such that ∇d(x 0 ) = n(x 0 ) for all x 0 ∈ ∂T , where n(x 0 ) is the outer normal unit vector of T at x 0 . Theorem 5.2. Let T be the closure of an open set with C 3 boundary and x 0 ∈ ∂T . Let F be a control system uniformly of class C 2 in a neighborhood of x 0 and satisfying (5.2). If for some C > 0 and α ∈]1/3, 1/2] the estimate (5.1) holds for all x in a neighborhood of x 0 , then either
Corollary 5.3. Assume in addition that the set
for all x in a neighborhood of x 0 if and only if either (5.5) holds or there isf ∈ F o such that ∇(∇d ·f ) ·f (x 0 ) < 0.
Proof. The necessity part comes from the theorem above. The sufficiency of (5.5) for the Hölder continuity of T follows from Theorem 3.4. On the other hand, for any f ∈ F o , a Taylor expansion in a neighborhood of x 0 gives
and then the trajectory ψf . (x 0 ) associated to the fieldf enters the target in a time of order t 2 . Standard continuous dependence with respect to the initial condition then shows that small time local attainability of the target holds at x 0 by means of the single vector fieldf .
Proof of Theorem 5.2. We assume by contradiction that, for all f 1 , f 2 ∈ F , (5.5) and (5.6) do not hold, that is,
By the previous lemma, the uniform C 2 regularity of the vector fields in F around x 0 , and estimate |x − x 0 | ≤ Cd(x), we obtain
, where r(x 0 ), R(x 0 ) are defined in (5.4). By the first condition in (5.7) we get
We now expand the distance function d(·) ∈ C 3 around x 0 and obtain
From the last estimate, using the fact that
We subtract (5.11) from (5.10), then use (5.9) with r(x 0 ) · n(x 0 ) ≥ 0 and (5.8) with r( Now we introduce two sets of indices: P 1 = {i = 1, . . . , m : f i (x 0 ) · n(x 0 ) = 0}, P 2 = {1, . . . , m} \ P 1 , and split r(x 0 ) = r 1 (x 0 ) + r 2 (x 0 ), where r j (x 0 ) = i∈Pj f i (x 0 )s i , for j = 1, 2. Note that when P 1 is not empty, r 1 (x) = t 1 g(x), where t 1 = i∈P1 s i and g ∈ co{f j : j ∈ P 1 } ⊆ coF o . By (5.2)
r(x 0 ) · n(x 0 ) = r 2 (x 0 ) · n(x 0 ) ≥ ν i∈P2 s i , and thus, by (5.13), i∈P2 s i ≤ O(t + d(x)) 2 , which implies ∇(∇d · r)(x 0 ) · r(x 0 ) = ∇(∇d · r 1 )(x 0 ) · r 1 (x 0 ) + O(t + d(x)) 2 .
Plugging this in (5.12) and then using (5.7) we get
At last, by assumption (5.1), we conclude
as k → ∞, which is a contradiction.
Remark 5.4. The result extends to less regular control systems F and targets T , and precisely, to F of class C 1 and T of class C 2 provided that the Hölder continuity assumption (5.1) holds with α = 1/2, instead of α > 1/3. The proof is similar to the one above, by using the less precise expansion Proof. It follows by induction on m, by applying repeatedly estimate (2.3), that we prove next. Letρ, M > 0 be such that f (x) ⊂ M B 1 (0) for |x − x * | ≤ρ, and ψ f (x, t) is not empty for |x − x * | ≤ρ, |t| ≤ρ, see [4] . Set ρ =ρ/(M + 2). Now take (x, t) so that ρ = |t| + |x − x * | ≤ ρ. For any t ∈ R, we denote by I t the interval [min{0, t}, max{0, t}]. Let y ∈ ψ f (x, t). There exists a trajectory ξ : I t → R n such that ξ(0) = x, ξ(t) = y, andξ(s) ∈ f (ξ(s)) for almost every s ∈ I t . We show that |ξ(s) − x * | ≤ρ for all s ∈ I t . If this were not the case, then there would exist a τ ∈ I t such that |ξ(s) − x * | ≤ρ for all s ∈ I τ , and |ξ(τ ) − x * | =ρ. for all v ∈ f (x * ), proving the desired estimate.
Theorem 5.6. Consider a control system F of class C −1,1 and T ⊂ R n of class C 1 around a point x 0 ∈ ∂T . If for some C ≥ 0 the estimate (5.1) with α = 1 holds in a neighborhood of x 0 , then there exist f ∈ F and v ∈ f (x 0 ) such that (5.14)
n(x 0 ) · v < 0 , where n(x 0 ) is the outer normal of T at x 0 .
Proof. Assume by contradiction that n(x 0 )·v ≥ 0 for all f ∈ F , v ∈ f (x 0 ). Take x k = x 0 +n(x 0 )/k and a sequence of times t k such that t k < T (x k ) + ε k , for some decreasing sequence ε k → 0 such that ε k = o(T (x k )) as k → ∞. By Lemma 5.5 and the definition of T (x k ) we can find points y k ∈ T such that (5.15)
Since n(x 0 ) · f (x 0 ) ⊂ R + for all f ∈ F and |x k −x 0 | ≤ Cd(x k ) for all k ∈ N, we obtain (5.16)
As in the proof of Theorem 3.4, we can find a function w which is differentiable at x 0 and a constant c ≥ 0 such that d(x) ≤ w(x) ≤ c d(x) for all x in a neighborhood of x 0 , x / ∈ T , and ∇w(x 0 ) = n(x 0 ), w(y) ≤ 0 for all y in a neighborhood of x 0 , y ∈ T . Expanding that function at x 0 we find w(x k ) = n(x 0 ) · (x k − x 0 ) + o(|x k − x 0 |) , 0 ≥ w(y k ) = n(x 0 ) · (y k − x 0 ) + o(|y k − x 0 |) .
Subtracting the two expansions, using the estimates |x k −x 0 | ≤ Cd(x k ), |y k − x k | ≤ Ct k + o(d(x k )) following from expansion (5.15), and (5.16), we obtain
as k → ∞. Using the assumption t k = O(d(x k )) we reach a contradiction.
