The aim of this article is to obtain and compare confidence intervals for the mean of an exponential distribution. Considering respectively the square error and the Higgins-Tsokos loss functions, approximate Bayesian confidence intervals for parameters of exponential population are derived. Using exponential data, the obtained approximate Bayesian confidence intervals will then be compared to the ones obtained with Fisher Matrix bounds method. It is shown that the proposed approximate Bayesian approach relies only on the observations. The Fisher Matrix bounds method, that uses the z-table, does not always yield the best confidence intervals, and the proposed approach often performs better.
Introduction
There is a significant amount of research in Bayesian analysis and modeling which has been published the last thirty-five years Harris B. 1976, Higgins J. J. , Shafer R. E. 1973 . A Bayesian analysis implies the exploitation of suitable prior information and the choice of a loss function in association with Bayes' Theorem. It rests on the notion that a parameter within a model is not merely an unknown quantity, but rather behaves as a random variable, which follows some distribution. In the area of life testing, it is indeed realistic to assume that a life parameter is stochastically dynamic. This assertion is supported by the fact that the complexity of electronic and structural systems is likely to This work has been sponsored by the Research Center for Fayesian Applications Inc. Vincent A. R. Camara is a Mathematics and Statistics educator and researcher. His research interests include the theory and applications of Bayesian and empirical Bayes analyses with emphasis on the computational aspect of modeling. He is featured in Marquis Who's Who in America, in American Education, in Engineering and Science, and in the World. Email: gvcamara@ij.net.
cause undetected component interactions resulting in an unpredictable fluctuation of the life parameter. Drake (1966) provided an account for the use of Bayesian statistics in reliability problems. He stated, He [a Bayesian] realizes… that his selection of a prior (distribution) to express his present state of knowledge will necessarily be somewhat arbitrary. But he greatly appreciates this opportunity to make his entire assumptive structure clear to the world…Why should an engineer not use his engineering judgment and prior knowledge about a parameter in the classical distribution he has picked? For example, if it is the mean time between failures (MTBF) of an exponential distribution that must be evaluated from some tests, he undoubtedly has some idea of what the value will turn out to be". (315) (316) (317) (318) (319) (320) Consider the exponential underlying model characterized by
It is well known that once the underlying model is found to have an exponential distribution, Fisher Matrix bounds method (Nelson, 1982) uses the Z-table and considers the following = θ θ Var Λ is the log-likelihood function of the exponential distribution (1).
Fisher Matrix bounds method considers large samples to ensure the use of the Z-table.. With some studies that have been conducted with small samples it has been found that the assumption of normal approximations for estimates based on small sample sizes reduces the accuracy of confidence bounds (Hartley, 2004) .
For the above model (1), approximate Bayesian confidence bounds for the parameter θ and the population mean 1 θ will be derived to challenge Fisher bounds method (2).
Although there is no specific analytical procedure that allows us to identify the appropriate loss function to be used, the most commonly used is the square error loss function. One of the reasons for selecting this loss function is because of its analytical tractability in Bayesian analysis. As it will be shown, selecting the square error loss does not always lead to the best approximate Bayesian confidence intervals. However, the obtained approximate Bayesian confidence intervals corresponding to the square error and the Higgins-Tsokos loss functions will be respectively used to challenge Fisher bounds method (2). The loss functions that will be used are given below, along with a statement of their key characteristics.
Square Error Loss Function
The popular square error loss function places a small weight on estimates near the true value and proportionately more weight on extreme deviation from the true value of the parameter. Its popularity is due to its analytical tractability in Bayesian modeling. The square error loss is defined as follows:
Higgins-Tsokos Loss Function:
The Higgins-Tsokos loss function places a heavy penalty on extreme over-or underestimation. That is, it places an exponential weight on extreme errors. The Higgins-Tsokos loss function is defined as follows:
Assume that θ behaves as a random variable that is being characterized by the Pareto probability density function given by
The Pareto prior has been selected because of its mathematical tractability. Using observations from exponential distributions, the Pareto will approximate prior (5) in such a way that good approximate Bayesian estimates of θ are obtained. 
It's easily shown that the approximate Bayesian estimate of the parameterθ , subject to the square error loss; is the same as the Bayesian estimate of θ under the Higgins-Tsokos loss.
They are equal to
Using respectively the approximate posterior distributions that correspond to (7) and (8) 
Approximate Bayesian confidence bounds of θ corresponding to the Higgins-Tsokos:
Approximate Bayesian confidence bounds for the exponential population mean Thus, we respectively obtain the following )% 1 ( 100 α − empirical Bayes confidence bounds for the mean b of the exponential failure model, when the squared error and the Higgins-Tsokos loss functions are considered: 
Numerical Results
In Example 3 Monte Carlo simulation has been used to generate the following 40 observations from the exponential distribution with mean equal to 20 4.5046, 8.9119, 66.7603, 0.2643, 6.1241, 30.5425, 29.7423, 60.2067, 16.3891, 8.2941, 52.0380, 0.1402, 12.6309, 19.4385, 22.8395, 52.3378, 3.4389, 19.3268, 8.2350, 3.4737, 56.0736, 22.6451, 0.8359, 7.3484, 7.7675, 15.3635, 4.05222, 36.2578, 5.6189, 8.7365, 7.6990, 15.3844, 23.2242, 11.8542, 63.6975, 14.8772, 32.9585, 2.2127, 5,4132, 44.2462 Example 5 The following exponential data represent a random sample of cycles to failure in ten-thousands for twenty heater switches subject to an overload voltage. 0.01, 0.034, 0.194, 0.567, 0.601, 0.712, 1.291, 1.367, 1.949, 2.37, 2.411, 2.875, 3.162, 3.28, 3.491, 3.686, 3.854, 4.211, 4.397, 6.473. Elfessi and Raineke (2001) conducted some studies on the above data and obtained the following the following maximum likelihood estimate and 95% confidence interval for the parameterθ : 0.4261 and (0.2603, 0.6322). 2. The Fisher Matrix bounds method used to construct confidence intervals for the mean of an exponential population does not always yield the best coverage accuracy. In fact, in Table 1, Table 2 and 
