Abstract-We consider a multiple antenna system when combined array processing with space-time coding is used. We present variable rate space-time block codes for two, three, and four transmit antennas and optimize the transmit power so that the average bit-error rate (BER) is minimized. Numerical results show that this optimum power allocation scheme provides significant gain over the equal power allocation scheme. We then classify all the variable rate space-time block codes having the same code rates and identify the unique code that achieves the lowest BER. We explicitly compute the performance of the variable rate codes over a Rayleigh-fading channel. The proposed variable rate space-time block codes are useful for unequal error protection in multiple transmit antenna systems.
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I. INTRODUCTION
T RANSMIT diversity technique is a relatively simple and very effective way to combat detrimental effects of fading channels. Assuming feedback channels, Winters proposed a switched diversity technique [1] , and Raleigh et al. proposed multivariate modulation and coding for wireless communication [2] . In practice, however, because of the mobility and changes in the channel, it is nearly impossible for the transmitter to have perfect instantaneous channel information. Also, the use of feedback channel may not be desirable. Thus, many researchers have focused on the transmit diversity schemes assuming channel information only at the receiver. The first scheme of this type was proposed by Wittneben [3] . Foschini studied layered space-time architecture for multiple transmit antenna systems [4] . In the presence of Gaussian noise, Tetelar analyzed the capacity of multiple transmit antenna systems [5] . Later, Foschini et al. obtained the outage capacity under the assumption of quasistatic fading [6] .
Recently, space-time coding has received increased attention due to its good performance for high data rate transmission over a slow fading environment. In [7] and [8] , space-time trellis coding has been proposed based on the joint design of coding, modulation, transmit, and receive diversity. The space-time trellis codes presented in [7] provide the best possible tradeoff between constellation size, data rate, diversity advantage, and trellis complexity. However, when the number of transmit antennas is fixed, the decoding complexity (measured by the number of trellis states in the decoder) increases exponentially with transmission rate. Thus, for large number of transmit antennas and at high bandwidth efficiencies, the receiver may become too complex. To overcome this problem, a new method of signal processing, namely, group interference suppression in combination with combined array processing and space-time coding, was proposed [9] . Using two transmit antennas, Alamouti studied a new transmit diversity scheme [10] . This scheme was generalized to an arbitrary number of transmit antennas in [11] and [12] and was referred to as space-time block coding. Space-time block codes provide full spatial diversity and are amenable to a very simple decoding algorithm based only on linear processing at the receiver.
Although there has been much research activity in the field of space-time coding, variable rate space-time codes have not been studied. The purpose of this paper is to propose variable rate space-time block codes. For this, we consider a zero forcing technique at the receiver. This technique may be used for space-time trellis codes in order to reduce the decoding complexity as in [9] . However, in this paper, we use the technique for space-time block codes in order to boost the code rates and eventually provide multiple code rates. We begin by optimizing the transmit power for space-time block codes in -ary phase-shift keying (PSK) systems. Based on the power optimization, we propose variable rate space-time block codes.
The outline of this paper is as follows. In Section II, we present the system model for space-time coding. We also present a closed form bit-error rate (BER) computation for PSK systems. In Section III, we optimize the transmit power when a zero forcing method is used. In Section IV, we construct variable rate space-time codes for two, three, and four transmit antennas. Every variable rate space-time block code is synthesized so that the BER is minimized. Finally, some conclusions are given in Section V.
II. SYSTEM MODEL

A. Transmission Model for Space-Time Codes
A space-time encoder accepts a block of input bits in each time slot , and these bits are divided into strings of length with . We consider the communications system with antennas at the base station and antennas at the mobile station. The antennas at the base station are partitioned into groups , respectively, comprising antennas with . Each block , is then encoded by a space-time encoder . The output of goes through a serial-to-parallel converter and provides sequences of constellation symbols for which are simultaneously transmitted from the antennas of the group . This gives a total of sequences of constellation symbols that are transmitted simultaneously from antenna . Let be the transmitted signal from antenna in group at time slot . We assume that the average energy of the constellation is one. Let be the average transmit power out of antenna in group . Let be the path gain from transmit antenna in group to receive antenna . At the receiver, the demodulator computes a decision statistic based on the signals received at each receive antenna . The signal received by antenna at time is given by (1) where is the noise for the channel between transmit antennas and receive antenna at time . The path gains are modeled as samples of independent complex Gaussian random variables with zero mean and variance 0.5 per dimension. This is equivalent to the assumption that signals transmitted from different antennas undergo independent Rayleigh fades. We further assume that are constant during a frame and vary from one to another frame (quasistatic fading). The noise values , are samples of independent complex Gaussian random variable with zero mean and variance per dimension. The block diagram of this system is given in Fig. 1 . We can write (1) in vector form given by (2) where
We employ the group interference suppression method and combined array processing with space-time coding in order to suppress the interferences from the other groups as in [9] . We assume that and that the receiver perfectly knows the channel state information matrices , . For each we define as follows:
Then, as in [9] , we can construct a set of orthonormal row vectors { } such that for . Let be the matrix whose th row is . We multiply both sides of (2) by to arrive at (7) where , , and .
B. Space-Time Block Codes
Each space-time block code is defined by a transmission matrix [11] , [12] . Assume that the th space-time block code is defined by the matrix , whose elements are linear combinations of variables with . At the encoder, the constellation signal is set equal to for . Because time slots are used to transmit symbols, the code rate of the th space-time block code is defined as . We consider only the transmission matrices with the highest code rates for one, two, three, and four transmit antennas. For one transmit antenna, the transmission matrix is simply , for which the code rate is one. For two transmit antennas, there exists a rate one space-time block code defined by the transmission matrix given by [10] (8)
For three and four transmit antennas, the highest rates known in the literature are 3/4. In this paper, we consider the transmission matrices given in [11] (9) (10) For group , the transmission matrix for , 2, 3, and 4 is used. The element in the th row and the th column of is set to .
C. Error Rates for an -ary PSK System With One Transmit and Multiple Receive Antennas
Consider an -ary PSK system with one transmit antenna and receive antennas. We assume that the channels between the transmit antenna, and the receive antennas are independent Rayleigh-fading channels. Let be the th signal in the -PSK constellation:
. Without loss of generality, we assume that , whose position in the constellation is (1,0), is transmitted with power . Let be the phase angle of the received signal obtained by the maximum ratio combining. Then, the probability that the received signal lies in a decision region [ ] is given by [13] 
where
The symbol error probability and the BER , respectively, are given by (12) and (13) where and is the number of bit errors made in the region . In this paper, we assume Gray coding bits into PSK symbols.
III. OPTIMUM POWER ALLOCATION
In this section, we optimize the transmit power so that the average BERs of space-time block codes are minimized. First, we derive the exact BER of space-time block codes. By Theorem 1 of [9] , the system given by (7) For space-time block codes with -ary PSK, a system with transmit and receive antennas is also equivalent to a system where a signal is sent from one transmit antenna and is received by receive antennas using maximum ratio combining [12] , [13] . However, because of power penalty [12] , the transmit power out of the equivalent system with one transmit antenna must be calculated as . Then, using (11), the BER in group is given by (15) where . Considering all groups, the total SNR at each receive antenna is given by SNR
The average BER is given by (17) where is the code rate of the space-time block code in group and . Now, we optimize the transmit power so that the average BER is minimized for given total transmit power subject to
where . In this paper, we will denote the minimum BER given by the optimum power allocation as . Because this BER will be used for calculating average BERs of variable rate space-time block codes in the next section, we refer to the BER as component BER. Note that given , multiple component BERs exist. In order to evaluate the performance of the proposed optimum power allocation scheme, we provide an example in the following.
A. Example
Five transmit and five receive antennas are used with 4-PSK modulation. We assume the transmit antennas are divided into two groups, with two transmit antennas in the first group and three transmit antennas in the second group ( ). For the first and the second groups, and are used, respectively, to produce space-time block codes. We consider three power allocation schemes. The first scheme is the optimum power allocation given by (18). The second scheme allocates the same power to every group ( ). In the third scheme, the power is equally allocated to each transmit antenna ( ). Fig. 2(a) shows the BER versus SNR. We observe that at a BER of 10 the proposed scheme provides about 2-dB gain over the equal power allocation schemes. In Fig. 2(b) , we provide power ratios for the three schemes. Finally, note that the optimization problem of (18) need not be solved in real time, because the optimization does not need instantaneous channel information. Given the number of total transmit antennas and the operating SNR, the optimal power ratios can be obtained in advance for all possibilities. For example, if we have three transmit antennas and the operating SNR is given, we just need to compute the optimal power ratios in advance for three cases:
, (2, 1, 0), and (1, 1, 1) . Having the optimum power ratios in a table, we can use them in real systems.
IV. VARIABLE RATE SPACE-TIME BLOCK CODES
For two, three, and four transmit antennas ( , 3, 4), we propose variable rate space-time block codes based on the optimum power allocation. In order to produce variable rate space-time block codes, we consider four kinds of component space-time block codes defined by , , 2, 3, and 4. As stated in the previous section, the transmission matrices , , 2, 3, 4 provide the highest known space-time block code rates for transmit antennas. Note that if a system is equipped with transmit antennas, only , can be used in the system.
We define to be the period of a variable rate space-time block code. The period is defined to be the number of time slots required for transmission of a variable rate space-time block code. During each period , component space-time block codes defined by , are used for transmission. Note that in different period, different variable-rate space-time block codes can be used for transmission. Because during time slots, symbols are transmitted, the code rate of a variable rate space-time block code is given by (19) We also assume that all the space-time area, , should be occupied by component space-time block codes. That is, values should satisfy (20) Recall that and represent the numbers of rows and columns, respectively, of . For example, a variable rate space-time block code associated with , , , , , and is shown in Fig. 3 . For , 3, 4, we define as the number of possible ( ) vectors constituting variable rate space-time block codes with period and transmit antennas. We also define as the number of possible code rates of variable rate space-time block codes with period and transmit antennas. Note that must be equal to or less than because many variable-rate space-time codes with the same rates can exist. Let , denote the th possible code rates for period , where we assume that . Let be the minimum value of the BERs associated with the variable rate space-time block codes having code rate . For constructing variable rate space-time block codes, we select the th code rate if the following is satisfied:
That is, we delete the codes having both lower rates and higher BERs. We define as the number of code rates selected for variable rate space-time block codes as follows:
where if is true if is false.
A. Two Transmit Antennas
For two transmit antennas, every variable rate space-time block code with period can be described by ( ) satisfying the following two conditions:
• [see (20) Table I . As an example of variable rate space-time block codes, we provide a code with , , , and 4-PSK in Fig. 4 . From these conditions, the number of possible ( ) vectors with period is given by (26) From (19), the code rate with period is given by (27) In this case, the minimum code rate is given by , and the maximum code rate is three. The average BER is given by (28)
B. Three Transmit Antennas
The following theorem classifies all the variable rate space-time block codes possibly having the same code rates, and it identifies the unique code that achieves the lowest BER. 
where (31)
Corollary 4: From Theorem 3, the number of possible code rates with period is given in (32), shown at the bottom of the next page.
Note that the first and the second terms of the right-hand side of (31) represent the average BERs of the space-time block codes (i) and (ii), respectively, shown in Fig. 5(a) . In Fig. 5(b) , we provide the value with 4-PSK and . From the numerical results, we see that is positive. Thus, In Table II, we provide and values and the selected code rates with 4-PSK and SNR dB for . Fig. 6 shows an example of variable rate space-time block codes with , , and 4-PSK. In Fig. 7 , another example of variable rate space-time block codes is shown with , , , and 4-PSK. 
C. Four Transmit Antennas
For four transmit antennas, , , , and can be used. Thus, there exist five kinds of component BERs , , , , and , which are given with their associated code rates in Fig. 8 . We observe that is much higher than although the code rate associated with is lower. Thus, for every variable rate space-time block code including , there exists a code with the same period, higher code rate, and lower BER. Thus, for four transmit antennas, we do not use , i.e., . Assuming , can take values in { }. Given , can take values in { }. Thus, every variable rate space-time block code with period can be described by ( ) satisfying the following three conditions:
• [see (20) The code rate with period is given by
In this case, the minimum code rate is given by , and the maximum code rate is four. The second kind of component space-time block codes defined by can be classified into two groups. In the first group, one matrix is used with two matrices at time . Thus, the average BER is . We denote the number of this kind of matrices used during period as . In the second group, two matrices are used at time , and the average BER is . We denote the number of this kind of matrices used during period as . Let , where denotes for any . Then, can be expressed as follows:
(35) 
where . The following theorem presents a method to determine for given such that the average BER is minimized. 
Thus, if the minimum value must be chosen in order to minimize the BER and vice versa.
Note that the first and the second terms of the right-hand side of (38) represent the average BERs of two space-time block codes (i) and (ii), respectively, shown in Fig. 9(a) . Fig. 9 (b) shows the values with , and 4-PSK. From the numerical results, we see that is positive. Thus, , and . The following theorem classifies all the variable rate space-time block codes possibly having the same code rates and it identifies the unique code that achieves the lowest BER.
Theorem 6: Let and be the code rate and the period, respectively, of a variable rate space-time block code associated with (
). Let and be the code rate and the period, respectively, of a variable rate space-time block code associated with ( ). Then, and if and only if , , , where is an integer.
Next, we define ( ) as follows:
(40) where is the set of ( ) vectors which provide the same rate and period . Then, under the assumption of , ( ) are uniquely determined by (41), shown at the bottom of the page, where Corollary 7: From Theorem 6, the number of possible code rates with period is given by (43), shown at the bottom of the page.
Note that value is fixed for . Fig. 10 shows that values with , , and 4-PSK are positive. Thus, ( ) can be determined by . In Table III, we provide and values and the selected code rates with 4-PSK and SNR dB for . Fig. 11 shows an example of variable rate space-time block codes with , , , and 4-PSK.
V. CONCLUSION
We have proposed an optimum power allocation scheme for space-time block codes in -ary PSK systems. Compared to the equal power allocation scheme, the new scheme provides significant gains. Based on this power optimization, we have presented variable rate space-time block codes for two, three, and four transmit antennas. The proposed variable rate space-time codes are constructed so that the average BERs are minimized. For unequal error protection in multiple transmit antenna systems, the proposed variable rate space-time block codes can also be employed.
There exist other variable rate codes such as rate compatible punctured convolutional (RCPC) codes [15] and punctured turbo codes [16] be an interesting topic for further work, but in order to make a fair comparison, not only the code rate and power consumption but also the memory requirements and the decoding complexity must be considered. Because the encoding/decoding complexity of variable rate space-time block codes is extremely low, some trellis codes must be concatenated to the variable rate space-time block codes so that the complexity becomes comparable.
APPENDIX A PROOF OF LEMMA 1 Let denote the total transmit power out of the two transmit antennas. Then, is equal to the BER of the equivalent system where a signal with power is sent from one transmit antenna and received by 2 receive antennas. Assuming the maximum ratio combining, the instantaneous SNR per bit is given by (A1) where and are modeled as samples of independent complex Gaussian random variables with zero mean and variance 0.5 per dimension. Also, is equal to the BER of the equivalent system where a signal with power is sent from one transmit antenna and received by receive antennas. The instantaneous SNR per bit is given by (A2)
Assuming are fixed for , . Next, we assume that are fixed for . Then, and are also fixed. We define to be the BER of the system where a signal is sent from single antenna and received by single antenna and the SNR is equal to . It is obvious that if for every possible , then . In order to show , we will show that is a strictly decreasing function with respect to .
The BER is given by 
