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Abstract
Let AB be integral domains with quotient elds F; L resp., L nite separable over F . Suppose
that B is integral over A and that A is integrally closed. If 2L, we may consider the trace
T () := TrLF ()2F . It is classical that, if 2B, T ()2A. Viewing elements of B as dierential
forms of degree 0, we consider here the analogous property when  is a dierential form
of any degree. We prove that under above assumptions the analogous property indeed holds
independently of the degree of the form. The result looks natural, but seems to have never been
stated explicitly. We also give a simple geometric application. c© 1999 Elsevier Science B.V.
All rights reserved.
MSC: 13B10; 13B20
1. Introduction
Let AB be integral domains with quotient elds resp. F; L, L nite separable
over F . Suppose that B is integral over A and that A is integrally closed. If 2L, we
may consider the trace T () :=TrLF()2F . It is classical that, if 2B, T ()2A. In
fact, as the sum of the conjugates of , T () is integral over A, whence the conclusion
since A is integrally closed. Viewing elements of B as dierential forms of degree 0, we
consider here the analogous property when  is a dierential form of any degree. We
shall prove the theorem below stating that, from the above assumptions, the property
holds independently of the degree of the form.
It has been pointed out to me that the result may be deduced rather quickly and
easily from certain known properties of regular dierential forms (see [2], in particular
4:11 and formula (2) on p. 64). However, the theorem below has not been stated
explicitly before, so it is perhaps not out of place to do it now. Also, the present proof
is essentially elementary and self-contained, making use only of rather standard facts
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about dierential forms (recalled below) and of the classical theory of the dierent in
extensions of Dedekind domains, as developed e.g. in [4]. At the end of the paper we
give a simple application of the result.
We now describe our problem in detail, recall a few denitions and state our result.
We refer to [3, Ch. 10] (or [1, pp. 172{174]) for standard facts about Kahler dif-
ferentials.
Let A; B; F; L be as above and let k A be a subring. We have a natural map
 :
F=k ⊗F L!
L=k which is an isomorphism

F=k ⊗F L=
L=k : (1)
In fact, we may construct its inverse as follows. Let  be a primitive element for L=F
and let f()= 0 be its minimal equation, so f2F[X ] is an irreducible polynomial
without multiple roots, since L=F is separable. Let d :F!
F=k be the natural derivation.
Then it is easy to verify that d may be extended to a derivation D :L!
F=k ⊗F L by
dening D() := (df)()=f0(), where df is obtained by dierentiating coecients and
f0 denotes the usual derivative (by separability we have f0() 6=0). By the universal
property of 
L=k we then obtain an L-linear map  :
L=k!
F=k ⊗F L which may be
at once veried to be inverse to .
We dene, as usual, 
iR=S as the ith exterior power
Vi
R 
R=S . We denote by cA the
natural map 
iA=k!
iF=k , for any i, and similarly for cB. (Plainly cA is injective if A
is torsion free.)
Let now 2
iL=k and write, using (1), =
P
jlj where j2
iF=k and lj2L. Dene
the trace T () as the form
P
j TrLF(lj)2
iF=k =
iA=k⊗AF . The isomorphism (1) proves
that this is well dened.
For 2
iB=k we dene T () :=T (cB()).
The question we are considering is whether T ()2cA(
iA=k) for 2
iB=k . This seems
not entirely straightforward to establish, in any case not with the standard opening
arguments which work for i=0; in fact, when expressing  as a sum as above, suitable
for taking the trace, certain denominators appear (which are related to ramication).
We remark that a very simple argument is however still possible when B=A[x] is
monogenous (e.g. following the arguments in [4, Ch. III, Section 6]). In the general
case we have found it necessary to proceed in several steps, rst reducing the question
to the \generic" case, i.e. when A; B are \universal" for the problem in question and then
applying some commutative algebra. We do not know whether substantially simpler
proofs may be found.
We have the following:
Theorem. Let A; B be domains, B integral over A; A integrally closed, and let k; F; L
be as above. Then, for all i 0;
T (
iB=k) cA(
iA=k): (2)
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Proof. Note that, replacing B with the integral closure of A in L, we may plainly
assume B to be integrally closed. Also, taking the trace is an operation transitive in
towers of elds and the same holds for integral closure, whence we may assume there
are no strictly intermediate elds between F; L. 1
As pointed out in the introduction, we rst reduce the question to the \generic"
analogous one.
We may write any element in 
mB=k as a sum of terms b0db1 ^    ^ dbm, bi2B, so
it suces to prove the statement for each such term. Moreover, it suces to treat the
case when none of b1; : : : ; bm lies in A (since taking the wedge product with elements
of A commutes with the trace map).
To start with, we express all the bis as polynomials in a single element of B. Namely,
let  be a primitive element for L over F , which we may assume to be integral over A.
We may write the minimal equation of  over F as f()= 0, where
f(X ) :=X n + a1X n−1 +   + an; (3)
where the coecients ai2A, since they are integral over A ( is such) and since A is
integrally closed. We may now write uniquely, for 0 im,
bi= ci;0 + ci;1+   + ci; n−1n−1 = hi(); (4)
say, where hi2F[X ]. Note that, since bi does not lie in A, for i 1, and is integral
over A, it does not lie in F , whence it generates the eld L over F (since there are
no intermediate elds) and has degree n over F . Write its minimal equation over F as
gi(bi)= 0, where
gi(X )=X n + si;1X n−1 +   + si; n; 1 im; (5)
where again the coecients si; j2A. Dierentiating the equation we may write
dbi=
(dgi)(bi)
g0i(bi)
; (6)
where a dash denotes ordinary derivative of a polynomial and where (dgi)(bi) denotes
(dsi;1)bn−1i +   + (dsi; n). Here we view the various dierentials as elements of 
L=k .
Note that g0i(bi) 6=0 since bi is separable and gi is its minimal polynomial over F .
Combining Eqs. (5) for i=1; : : : ; m we get
b0
m^
i=1
bi=
X
0ei  n−1

b0
be11 : : : b
em
m
g01(b1) : : : g0m(bm)

ds1; n−e1 ^    ^ dsm; n−em : (7)
To prove the theorem it clearly suces to prove that, for all ei as above,
TrLF

b0
be11 : : : b
em
m
g01(b1) : : : g0m(bm)

2A: (8)
1 This reduction step is a technical one and could be omitted at the cost of a complication in subsequent
arguments.
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Observe that the left-hand side of (8) is a priori a rational function in the ai’s and in
the ci; j’s, with coecients which depend only on m; n and the ej’s.
A simple direct proof of (8) follows from a lemma of Euler ([4, Lemma 2, p. 65])
when b0 =m=1. In the general case, we do not know any analogous argument and
shall proceed somewhat indirectly.
Assume for the moment that the ai and the ci; j are algebraically independent indeter-
minates. Dene R :=Z[a1; : : : ; an; c0;0; : : : ; cm;n−1; ] and A=Z[a1; : : : ; an; s1;1; : : : sm; n], a
subring of R. Also, let L, F be resp. their quotient elds. Observe that L is nite sep-
arable over F. In fact, if  denotes a conjugate of  over Q(a1; : : : ; an) we have that
bi :=
P
j ci; j
j saties the same equation gi(bi )= 0 as bi, whence b

i runs through
the conjugates of bi. From such equations, for all possible , we may express the ci; j
as rational functions in the  and the bi , whence they are algebraic over F. This
shows in particular that L and F have the same transcendence degree over Q, whence
a1; : : : ; an; s1;1; : : : sm; n must be algebraically independent. So the bi are separable over
F and the conclusion follows.
The argument, in particular, proves that A is a polynomial ring over Z, whence it
is integrally closed. By [3, 2, p. 184], the module 
mA=Z is the mth exterior power of
the free A-module with basis da1; : : : ; dan; ds1;1; : : : ; dsm; n. In particular, the map cA is
injective and we omit to refer to it in the sequel.
Now, suppose that we know the theorem for A=A, B equal to the integral closure of
A in L and k =Z. Then the right-hand side of (7), as an element of T (
mB=Z), would
lie in 
mA=Z, which is A-free, with the basis just mentioned. So all the coecients in
the right-hand side of (7) must lie in A, proving (8) for the case in question. This
would show that the above-mentioned rational functions on the left-hand side of (8)
are polynomials in the ai’s and the si; j’s, with coecients in Z. But then (8) would
follow in the general case simply by specialization.
We have thus reduced to proving the theorem in the case
A=A; B= the integral closure of A in L; k =Z: ()
Before going further we need another special case of the theorem, which represents
the most crucial step and which we state as a lemma.
Lemma 1. let A; B be Dedekind domains, with B the integral closure of A in L.
Assume also that for all prime ideals Q of B the corresponding residue eld extension
(B=Q)=(A=(A\Q)) is separable. Then our theorem holds for A; B.
Proof. We recall Proposition 14, p. 68 of [4], which holds under our assumptions:
there exists 2
B=A such that B=
B=A. Also, the annihilator of  is the dierent
DB=A. 2
2 Serre asks ([4, Remarque, p. 68]) for a proof of the quoted Proposition 14 more direct than the one he
gives. This seems connected with the problem of giving a more direct proof of (8).
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Consider then the rst exact sequence [3] 
A=k ⊗A B!
B=k!
B=A! 0, and let
2
B=k have image  in 
B=A. If we denote by h the natural map on the left, then
every element in 
B=k may be written in the form h($)+b for suitable $2
A=k ⊗A B
and b2B. It follows that every 2
iB=k may be written in the form
=
X
brh($(i)r ) +
X
cs^ h($(i−1)s );
where br; cs2B and $(e)v 2
eA=k (h is extended naturally). Since =0 for each 2DB=A,
we have 2Im h, whence an expression
=
X
bu; u;  (9)
where bu; 2B, while each u;  is of the form da1^  ^dai with aj2A. Let B=D−1B=A 
L denote the inverse dierent. It is characterized by the property y2B,TrLF(by)2
A for all b2B. Find y1; : : : ; yt2B, 1; : : : ; t2DB=A such that
P
yjj =1 and consider,
for each j t, the expressions corresponding to (9). Applying cA, multiplying by yj
and summing over j we get
cA()=
XX
(yjbu; j)cA(u; j): (10)
Now, for all j; u, TrLF(yjbu; j)2A since yj2B. Taking the trace of (10) then proves
what we want.
We shall apply the result to certain localizations of the rings introduced in (*) above,
in order to deduce the theorem for the rings themselves. To deal with B, we recall
a general fact as a lemma. Lacking a reference for a direct proof, we give a short
argument.
Lemma 2. Let S be an integrally closed domain with quotient eld K; let  be integral
over S; satisfying a monic separable irreducible equation f()= 0; f2K[X ] of degree
d. Then the integral closure of S in K() (an integrally closed ring) is contained in
S[; −1]; where  is the discriminant of f.
Proof. Let 2K() be integral over S. We may write uniquely
= x0 + x1+   + xd−1d−1
with xj2K . Let ( j), 1 jd be the (distinct) conjugates of  over K . Then ( j) :=P
xh<d( j)
h
is integral over K . Solving for the xh we get an expression xh=yh=V
where yh are integral over K and V is the Vandermonde determinant formed with
the ( j). We have that V is integral over S and its square is 2S, whence xh= zh=,
where the zh are integral over S. Since zh= xh2K , actually zh2S, proving what we
want.
Let ( j); b( j)i denote, respectively, the conjugates of ; bi, over F. We have remarked
above that L is contained in the eld F(( j); b( j)i ; 0 im; 1 j n). Applying
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the claim several times we see that, letting ; 0; : : : ; m denote resp. the discriminants
of the polynomials f; h0; : : : ; hm,
BA

( j); b( j)i ;
1
0 : : : m

0im;1jn
:
Plainly AZ[( j); b( j)i ]0 im; 1 j n, so in fact
B ~B :=Z

( j); b( j)i ;
1
0 : : : m

0 im; 1 j n
: (11)
Counting transcendence degrees, we see that the elements ( j); b( j)i are algebraically
independent over Q. Also, put  :=0 : : : m. Then 2Z[( j); b( j)i ]0 im; 1 j n.
Let p be a prime number, and let P=pB. Observe that not all the coecients of 
are divisible by p, and let  denote its nonzero reduction modp. Also, let X ( j); Y ( j)i
be the images of the ( j); b( j)i in ~B=(p ~B) resp. Then they are algebraically independent
over Fp and, plainly,
~B=(p ~B)=Fp

X ( j); Y ( j)i ;
1


0 im;1 j n
: (12)
Put
Q
j (X −X ( j))=X n+a1X n−1 +   +an ,
Q
j (X −Y ( j)i )=X n+ si;1X n−1 +   + si; n.
Then isomorphism (12) induces
A=pA=Fp[a1 ; : : : ; an ; s1;1; : : : ; sm;n]:
From these facts and from the inclusion (11) it follows that p generates a prime ideal
in B and that the quotient eld of B=pB is separable over the quotient eld of A=pA.
Let now  be a prime ideal of A of height 1. Then the localization A is an
integrally closed noetherian domain with a unique nonzero prime ideal and is thus a
discrete valuation ring ([4, Prop. 3, p. 19]). Dene B := S−1B where S =An. Then
B is integral over A and integrally closed with quotient eld L. Hence it is the
integral closure of A in L.
Let  be any prime ideal of B lying above . I contend that the residue eld
B= is separable over A=. Indeed, this is certainly true when A= has charac-
teristic zero. Assume that A= has characteristic p>0. Then pA, whence, since
 has height 1, =pA. But in this case we have already veried the contention.
We are thus in a position to apply the above Lemma 2 to A and B to conclude
that the theorem is true for such rings. In particular, we have
T (
iB=k)
iA=k (13)
and this holds for all prime ideals A of height 1.
By [1, Proposition 8.2A, p. 173] and [3, 2, p. 186], we have that 
iA=k is the
localization at  of the module 
iA=k . Also, as we have remarked above, since A
is a polynomial ring over Z, the module 
iA=k is free over A ([3, 2, p. 184]). It is
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therefore enough to show that, for  running over all the prime ideals of A of height
1 and for any positive integer h we have\

(Ah)=Ah:
Since (Ah)=(A)h, it suces to consider the case h=1. In this case however the
claim holds more generally for any integrally closed noetherian domain ([1, Proposition
6.3A, p. 132] and [3, 2, Theorem 38, p. 124]).
Example{application. Let Q be the ane complex quadric with equation x21 +    +
x2n =1. We apply the above theorem to show that there does not exist a nite map
from ane (n− 1)-space over C to Q. (There exist also dierent proofs for this. One
of them, pointed out to me by C. Deninger, uses ‘-adic cohomology.)
Consider the (n− 1)-dimensional dierential form on Q
! :=
1
x1
dx2 ^    ^ dxn:
Observe that ! is regular throughout on Q. In fact, consider the regular forms !j :=
^i 6=j dxi and observe that xi!j =(−1)i+jxj!i for all i; j, whence !=
P
in (−1)i+1xi!i.
As a holomorphic form of maximal dimension, ! is certainly closed. By integrating
it over the real sphere Sn−1, namely, the real part of Q, it may be easily veried
that ! is not exact. Suppose now given a nite map  :An−1!Q. Then the pull
back ! :=(!) would be a closed form on An−1, whence it would be exact, say
!=d. The map  induces an embedding of the ane ring A :=C[Q] of Q in
B :=C[t1; : : : ; tn−1], with B integral over A,  being nite. Take now the trace T from

n−1B=C to 

n−1
A=C . Since !
 is the pullback of a form on Q we have T (!)=N!, where
N is the degree of . Hence N!=dT (). However, A is integrally closed (since Q is
nonsingular, whence normal) and B is integral over A, so we may apply our theorem
and conclude that T ()2
n−1A=C , in contradiction with the fact that ! is not exact.
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