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Necessary and suﬃcient conditions for the analytic coeﬃcients of the complex linear
differential equation
f (k) + ak−1(z) f (k−1) + · · · + a1(z) f ′ + a0(z) f = ak(z) (†)
are found such that all solutions satisfy σ( f ) := limsupr→1− log
+ T (r, f )
− log(1−r)  α. Moreover,
estimates for the number of linearly independent solutions of maximal growth are found in
terms of the growth of the coeﬃcients. In addition, suﬃcient conditions for the coeﬃcients
such that the zero sequence {zn} of any non-trivial solution f of (†) with ak ≡ 0 satisﬁes∑
(1 − |zn|)α+1 < ∞ are found. Several non-trivial examples are given in order to show
that the established results are in a sense sharp.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction and results
The growth of solutions of the complex linear differential equation
f (k) + ak−1(z) f (k−1) + · · · + a1(z) f ′ + a0(z) f = 0 (1.1)
is well understood when the coeﬃcients a j(z) are polynomials [10,11,21,23] or of ﬁnite (iterated) order of growth in the
complex plane [2,8,9,19]. In particular, Wittich [23] showed that all solutions of (1.1) are entire functions of ﬁnite order if
and only if all coeﬃcients are polynomials, and Gundersen, Steinbart and Wang [11] listed all possible orders of solutions
of (1.1) in terms of the degrees of the polynomial coeﬃcients.
Recently there has been increasing interest in classifying the growth of solutions of (1.1) with analytic coeﬃcients in the
unit disc D [1,3,5,15,16,20]. For the growth of solutions of (1.1) with meromorphic coeﬃcients, see [4]. The order of growth
of an analytic function f in D can be deﬁned either as
σM( f ) := limsup
r→1−
log+ log+(max|z|=r | f (z)|)
− log(1− r)
or
σ( f ) := limsup
r→1−
log+ T (r, f )
− log(1− r) ,
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equal for all entire functions, in the unit disc the inequalities
σ( f ) σM( f ) σ( f ) + 1
are sharp in the sense that there are analytic functions g and h such that σM(g) = σ(g) and σM(h) = σ(h)+ 1. Analogously
to Wittich’s [23] result, Heittokangas [15] showed that all solutions of (1.1), where the coeﬃcients are analytic in D, are of
ﬁnite order if and only if, for every j = 0, . . . ,k − 1, there is a positive constant q j such that ‖a j‖H∞q j := supz∈D |a j(z)|(1 −
|z|2)q j < ∞. Theorem A below classiﬁes the growth of solutions when the coeﬃcients belong to the Gp classes. For p  0,
an analytic function g in D belongs to Gp if p = inf{t  0: g ∈ H∞t }. It is worth noting that the functions of maximal growth
in
⋂
t>p H
∞
t are precisely those in Gp , in fact, Gp =
⋂
t>p H
∞
t \
⋃
t<p H
∞
t .
Theorem A. (See [5,20].) If a j ∈ Gp j for j = 0, . . . ,k − 1, then any non-trivial solution f of (1.1) satisﬁes
min
j=1,...,k
p0 − p j
j
− 2 σ( f ) σM( f )max
{
0, max
j=0,...,k−1
p j
k − j − 1
}
, (1.2)
where pk := 0. Moreover, if q ∈ {0, . . . ,k − 1} is the smallest index for which
pq
k − q = maxj=0,...,k−1
p j
k − j ,
then there are at least k − q linearly independent solutions of (1.1) such that
max
j=0,...,k−1
p j
k − j − 2 σ( f ) σM( f ). (1.3)
Examples show that the lower bound for σ( f ) in (1.2) and (1.3), and the upper bound for σM( f ) in (1.2) may be attained
[5,20].
In [16] the growth of solutions was studied when the coeﬃcients belong to weighted Bergman spaces. For p > 0 and
α > −1, the weighted Bergman space Apα consists of those analytic functions g in D for which
‖g‖Apα :=
(∫
D
∣∣g(z)∣∣p(1− |z|2)α dA(z))
1
p
< ∞.
For the theory of Bergman spaces, see the monographs [7,12].
Theorem B. (See [16].) Let 0 α < ∞. If a j ∈ A
1
k− j
α for all j = 0, . . . ,k− 1, then all solutions f of (1.1) satisfy σ( f ) α. Conversely,
if all solutions f of (1.1), where a j is analytic in D for all j = 0, . . . ,k − 1, satisfy σ( f )  α, then a j ∈⋂0<p< 1k− j Apα for all j =
0, . . . ,k − 1.
If the coeﬃcient a j belongs to the classical Bergman space A
1
k− j = A
1
k− j
0 for all j = 0, . . . ,k − 1, then the solutions are
not only of zero order as Theorem B claims but are of bounded Nevanlinna characteristic. Moreover, an example shows that
the condition a j ∈ A
1
k− j
α for all j = 0, . . . ,k − 1 is not necessary for all solutions to satisfy σ( f ) α [16].
The ﬁrst result of this study shows that the necessary condition of Theorem B on the coeﬃcients such that all solutions
satisfy σ( f ) α is also suﬃcient.
Theorem 1. Let 0  α < ∞. Then all solutions f of (1.1), where a j is analytic in D for all j = 0, . . . ,k − 1, satisfy σ( f )  α if and
only if a j ∈⋂0<p< 1k− j Apα for all j = 0, . . . ,k − 1.
To give a more precise classiﬁcation on the growth of solutions and to estimate the number of linearly independent
solutions of maximal growth, the functions of maximal growth in
⋂
0<p< 1k− j
Apα are distinguished by denoting g ∈ A
1
k− j
α if
α = inf{t  0: g ∈⋂0<p< 1k− j Apt }.
Theorem 2. If a j ∈ A
1
k− j
α j for all j = 0, . . . ,k − 1, then all non-trivial solutions f of (1.1) satisfy
min
{
k(α0 − α j) + α j
}
 σ( f ) max α j, (1.4)j=1,...,k j j=0,...,k−1
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contains at least k − q linearly independent solutions such that σ( f ) = αq.
It is worth noting that Theorem 2 gives an exact value for the order σ( f ) of solutions of maximal growth instead of the
interval obtained by combining (1.2) and (1.3).
The sharpness of the assertions of Theorem 2 is discussed in the following example which is a special case of Example 8
given in Section 6. Two examples related to Theorem 2 in the case k = 3 are given in Section 6.
Example 3. For β  1 the functions f1(z) = exp( 2β21−z )β and f2(z) = exp( 2β
2
1−z )
β+2 are linearly independent solutions of
f ′′ + a1(z) f ′ + a0(z) f = 0,
where
a0(z) = 2
2β+2β4β+5(β + 2)
(1− z)2β+4 −
2β+3β4β+4(β + 2)
(1− z)β+2(z2 − 2z + 1− 4β4 − 8β3)
and
a1(z) = −2
ββ2β+1(z2 − 2z + 1+ 8β3 + 4β4)
(1− z)β+3 +
−βz2 − z2 + 2βz + 2z − 1+ 4β5 + 24β3 − β + 20β4
(1− z)(z2 − 2z + 1− 4β4 − 8β3) .
Since a0 ∈ A
1
2
β and a1 ∈ A1β+1, and
min{α0,2α0 − α1} = β − 1 = σ( f1),
the lower bound for σ( f ) in (1.4) is attained. Moreover, q = 1 is the smallest index such that αq = max{α0,α1} = β + 1,
and β + 1 = σ( f2) > σ( f1) = β − 1 which means that there is exactly one solution in the base { f1, f2} which is of order
β + 1. Therefore also the estimate for the number of solutions with maximal growth is the best possible in this case.
If a j ∈ A
1
k− j
α j , where α j  α0 for all j = 1, . . . ,k − 1, then α0  kj (α0 − α j) + α j for all j = 1, . . . ,k − 1, and Theorem 2
ensures that all non-trivial solutions of (1.1) are of order α0. Since the functions of maximal growth in
⋂
0<p< 1k− j
Apα are
precisely those in A
1
k− j
α , the following corollary is obtained.
Corollary 4. Let 0  α < ∞. If a j ∈⋂0<p< 1k− j Apα for all j = 0, . . . ,k − 1 and if a0 ∈ A
1
k
α , then all non-trivial solutions f of (1.1)
satisfy σ( f ) = α.
An example related to Corollary 4 in the case k = 4 is given in Section 6.
It is well known that if σ( f ) α then the zero-sequence {zn} of f satisﬁes
∞∑
n=1
(
1− |zn|
)α+1+ε
< ∞ (1.5)
for any ε > 0. Therefore, if a j ∈⋂0<p< 1k− j Apα for all j = 0, . . . ,k − 1, then the zero-sequence {zn} of any non-trivial solu-
tion f of (1.1) satisﬁes (1.5) by Theorem 1. By combining results on zero-sequences of functions in the Bergman–Nevanlinna
class [12,22] and growth estimates on the solutions of (1.1) [18] (see Lemma C below), the following result is obtained.
Theorem 5. Let 0  α < ∞. If a j ∈ A
1
k− j
α for all j = 0, . . . ,k − 1, then the zero-sequence {zn} of any non-trivial solution f of (1.1)
satisﬁes
∞∑
n=1
(
1− |zn|
)α+1
< ∞. (1.6)
If the coeﬃcient a j belongs either to the Bergman space A
1
k− j or the weighted Bergman space A1k− j−1 for all j =
0, . . . ,k − 1, then all solutions of (1.1) are of bounded Nevanlinna characteristic [16], and therefore the zero-sequence {zn}
of any non-trivial solution f satisﬁes the Blaschke condition
∑∞
n=1(1− |zn|) < ∞ [6]. It is worth noting that neither of the
spaces A 1k− j and A1 contains the other unless k − j = 1 [16].k− j−1
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the best possible. Two additional examples concerning the sharpness of Theorem 5 in the cases k = 3 and k = 4 are given
in Section 6.
Example 6. For β  1 the functions f1(z) = exp(i( 1+z1−z )β)−exp(−i( 1+z1−z )β) and f2(z) = exp(i( 1+z1−z )β) are linearly independent
solutions of
f ′′ + a1(z) f ′ + a0(z) f = 0, (1.7)
where a0(z) = 4β2 (1+z)2β−2(1−z)2β+2 and a1(z) = − 2(β+z)1−z2 . Now a0 ∈ A
1
2
β−1 and a1 ∈ A10, and σ( f i) = β − 1 for i = 1,2. Further,
max{α0,α1} = β − 1, and therefore the index α0 associated with the coeﬃcient a0(z) is maximal, and all non-trivial so-
lutions f of (1.7) satisfy σ( f ) = β − 1 as Corollary 4 claims. Furthermore, a0 ∈ A
1
2
β−1+ε for all ε > 0, and therefore the
zero-sequence {zn} of any non-trivial solution f of (1.7) satisﬁes ∑(1 − |zn|)β+ε < ∞ by Theorem 5. However, a0 /∈ A 12β−1
and the zeros of f1 are precisely the points zn = (nπ)
1
β −1
(nπ)
1
β +1
, n ∈ Z, and therefore ∑(1 − |zn|)β diverges. This shows that the
exponent α + 1 in (1.6) cannot be replaced by a smaller number in the case k = 2.
Consider next the non-homogeneous equation
f (k) + ak−1(z) f (k−1) + · · · + a1(z) f ′ + a0(z) f = ak(z), (1.8)
where a j is analytic in D for all j = 0, . . . ,k. The following result establishes natural analogues of Theorems 1 and 2.
Theorem 7. Let the coeﬃcients a j of (1.8) be analytic in D for all j = 0, . . . ,k, and ak 	≡ 0.
(1) Let 0  α < ∞. Then all solutions f of (1.8) satisfy σ( f )  α if and only if σ(ak)  α and a j ∈ ⋂0<p< 1k− j Apα for all j =
0, . . . ,k − 1.
(2) If σ(ak) = αk and a j ∈ A
1
k− j
α j for all j = 0, . . . ,k − 1, then all solutions f of (1.8) satisfy
αk  σ( f ) max
j=0,...,k
α j . (1.9)
In particular, if α j  αk for all j = 0, . . . ,k − 1 then σ( f ) = αk.
(3) Let a j ∈ A
1
k− j
α j for all j = 0, . . . ,k − 1. If αk < max j=0,...,k−1{α j} and q ∈ {0, . . . ,k − 1} is the smallest index for which αq =
max j=0,...,k−1{α j}, then each solution base of (1.8) contains at least k − q linearly independent solutions such that σ( f ) = αq.
It is easy to see that if σ(ak)  α and a j ∈ ⋂0<p< 1k− j Apα for all j = 0, . . . ,k − 1 then the zero-sequence {zn} of f
satisﬁes (1.5). In view of Theorem 5 it is natural to conjecture that if
∫
D
log+ |ak(z)|(1 − |z|2)α−1 dA(z) < ∞ and a j ∈ A
1
k− j
α
for all j = 0, . . . ,k − 1, then the zero-sequence {zn} of any solution f of (1.8) satisﬁes (1.6).
For the solutions of the second order equation f ′′ + a(z) f = 0 with prescribed zero-sequences and other related results,
see the recent studies by Heittokangas [13,14] and the references therein.
Theorems 1, 2, 5 and 7 are proved in Sections 2, 3, 4 and 5, respectively. Section 6 contains four examples related to
Theorems 2 and 5, and Corollary 4.
2. Proof of Theorem 1
The following growth estimate for the Nevanlinna proximity function
m(r, f ) := 1
2π
2π∫
0
log+
∣∣ f (reiθ )∣∣dθ
of solutions f of (1.1) is needed.
Lemma C. (See [18].) Let f be a solution of (1.1) in D. Then, for all 0 r < 1,
m(r, f ) C
(
k−1∑
j=0
2π∫
0
r∫
0
∣∣a j(seiθ )∣∣ 1k− j ds dθ + 1
)
,
where C > 0 is a constant depending on the initial values of f at the point zθ , where a j(zθ ) 	= 0 for some j = 0, . . . ,k − 1.
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σ( f ) α, then a j ∈⋂0<p< 1k− j Apα for all j = 0, . . . ,k − 1 by Theorem B.
Assume now that a j ∈⋂0<p< 1k− j Apα for all j = 0, . . . ,k− 1. Let f be a solution of (1.1) and let ε > 0. By Lemma C there
is a positive constant C1, depending only on initial values of f , such that
m(r, f )(1− r)α+ε  C1
(
k−1∑
j=0
2π∫
0
r∫
0
∣∣a j(seiθ )∣∣ 1k− j (1− s)α+ε dsdθ + 1
)
 C1C2
(
k−1∑
j=0
‖a j‖
1
k− j
A
1
k− j
α+ε
+ 1
)
, (2.1)
where C2 depends only on α and ε. It follows that if a j ∈⋂α<q<∞ A 1k− jq for all j = 0, . . . ,k− 1, then all solutions f of (1.1)
satisfy σ( f ) α. To complete the proof it suﬃces to show that⋂
0<p< 1k− j
Apα ⊂
⋂
α<q<∞
A
1
k− j
q . (2.2)
In order to do so, the fact that for any analytic function g in D there is a positive constant C , depending only on p > 0 and
α  0, such that
∣∣g(z)∣∣ C‖g‖Apα
(1− |z|2) α+2p
, z ∈ D, (2.3)
is used. The inequality in (2.3) is known [7,12], but for convenience of the reader a proof is given here. To this end, deﬁne
ϕz(w) := (z − w)/(1 − zw) for z ∈ D. Then ϕz is the automorphism of D which interchanges the points zero and z. If g is
analytic in D, then |g ◦ ϕz|p is subharmonic, and therefore∣∣g(z)∣∣p  4
π
∫
|w|<1/2
∣∣(g ◦ ϕz)(w)∣∣p dA(w) = 4
π
∫
|ϕz(u)|<1/2
∣∣g(u)∣∣p∣∣ϕ′z(u)∣∣2 dA(u).
Since ∣∣ϕ′z(u)∣∣= 1− |z|2|1− zu|2  41− |z|2 , u ∈ D,
and
1− |z|2  3(1− |u|2), ∣∣ϕz(u)∣∣< 1
2
,
it follows that∣∣g(z)∣∣p(1− |z|2)α+2  64 · 3α
π
∫
|ϕz(u)|<1/2
∣∣g(u)∣∣p(1− |u|2)α dA(u) 64 · 3α
π
‖g‖pApα
for all z ∈ D. This yields the inequality in (2.3).
To prove (2.2), let p j = α+2α+2+ε 1k− j for all j = 0, . . . ,k − 1. By (2.3) there is a positive constant C3, depending only on α,
ε, k and j, such that
‖a j‖
1
k− j
A
1
k− j
α+ε
 C3‖a j‖
1
k− j −p j
Ap jα
∫
D
∣∣a j(z)∣∣p j (1− |z|2)α+ε−( 1k− j −p j) α+2p j dA(z) = C3‖a j‖ 1k− jAp jα (2.4)
for all j = 0, . . . ,k − 1. Therefore Ap jα ⊂ A
1
k− j
α+ε, and since
⋂
0<p< 1k− j
Apα ⊂ Ap jα , (2.2) follows.
3. Proof of Theorem 2
To prove Theorem 2 the following integrated logarithmic derivative estimate is used.
Lemma D. (See [17].) Let k and j be integers such that k > j  0, and let α ∈ (0, 1k− j ). Let f be a meromorphic function in D such that
f ( j) does not vanish identically. Then there exist r0 ∈ ( 12 ,1), C > 0 and b ∈ (0,1) such that if s(r) = 1− b(1− r), then
2π∫
0
∣∣∣∣ f (k)(reiθ )f ( j)(reiθ )
∣∣∣∣
α
dθ  C
(
1
1− r max
{
log
1
1− r , T
(
s(r), f
)})α(k− j)
for all r0 < r < 1.
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Let a j ∈ A
1
k− j
α j for all j = 0, . . . ,k− 1 and let f be a solution of (1.1). Then a j ∈ A
p j
α j+ ε2 , where p j =
α+2+ ε2
α+2+ε
1
k− j and ε > 0,
for all j = 0, . . . ,k − 1, and therefore (2.1) and (2.4) yield
m(r, f )(1− r)max j=0,...,k−1{α j}+ε  C
(
k−1∑
j=0
‖a j‖
1
k− j
Ap j
α j+ ε2
+ 1
)
from which the upper bound in (1.4) follows.
To prove the lower bound, let f be a non-trivial solution of (1.1). Further, let ε > 0, 0 < p < 1k and 0 < r < R < 1, and
denote ak ≡ 1, αk := 0 and 	(r, R) := {z ∈ D: r < |z| < R}. Then (1.1) yields∫
	(r,R)
∣∣a0(z)∣∣p(1− |z|2)α0−ε dA(z) 2α0 k∑
j=1
B j(r, R), (3.1)
where
B j(r, R) =
∫
	(r,R)
∣∣a j(z)∣∣p
∣∣∣∣ f ( j)(z)f (z)
∣∣∣∣
p(
1− |z|)α0−ε dA(z)
for all j = 1, . . . ,k. By Lemma D there are Ck > 0, rk ∈ ( 12 ,1) and bk ∈ (0,1) such that if sk(t) = 1− bk(1− t), then
Bk(r, R) =
R∫
r
2π∫
0
∣∣∣∣ f (k)(teiθ )f (teiθ )
∣∣∣∣
p
dθ(1− t)α0−εt dt
 Ck
1∫
r
(
max{− log(1− t),m(sk(t), f )}
1− t
)pk
(1− t)α0−ε dt
 Ckbpk+ε−1−α0k
1∫
0
(1− t)α0−ε−pk(1+σ( f )+ε) dt (3.2)
for all rk  r < R . Further, for 1 j  k − 1, the Hölder inequality yields
B j(r, R)
( ∫
	(r,R)
∣∣a j(z)∣∣ kpk− j (1− |z|)α j dA(z)
) k− j
k
( ∫
	(r,R)
∣∣∣∣ f ( j)(z)f (z)
∣∣∣∣
pk
j (
1− |z|) (α0−ε)kj − k− jj α j dA(z))
j
k
 ‖a j‖p
A
kp
k− j
α j
( ∫
	(r,R)
∣∣∣∣ f ( j)(z)f (z)
∣∣∣∣
pk
j (
1− |z|) (α0−ε)kj − k− jj α j dA(z))
j
k
(3.3)
from which a similar application of Lemma D as in (3.2) shows that there is an r j ∈ ( 12 ,1) such that
B j(r, R) C j‖a j‖p
A
kp
k− j
α j
1∫
0
(1− t)
(α0−ε)k
j − k− jj α j−pk(1+σ( f )+ε) dt (3.4)
for r j < r < R and for a positive constant C j . By (3.1), (3.2) and (3.4) there is a positive constant C such that
∫
	(r,R)
∣∣a0(z)∣∣p(1− |z|2)α0−ε dA(z) C k∑
j=1
‖a j‖p
A
kp
k− j
α j
1∫
0
(1− t)
(α0−ε)k
j − k− jj α j−pk(1+σ( f )+ε) dt (3.5)
for all max j=1,...,k{r j} < r < R . By the assumption the A
kp
k− j
α j -norm of a j is ﬁnite for all p <
1
k and j = 1, . . . ,k, and since the
left-hand side of (3.5) diverges for any ε > 0 as R tends to 1 when p is suﬃciently close to 1k , it follows that
σ( f ) min
j=1,...,k
{
k(α0 − α j)
j
+ α j
}
,
which is the left-hand inequality in (1.4).
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The following lemma on the order reduction procedure is a modiﬁcation of Lemma 6.4 in [11] for the unit disc.
Lemma E. Let f0,1, f0,2, . . . , f0,m be m 2 linearly independent meromorphic solutions of
y(k) + a0,k−1(z)y(k−1) + · · · + a0,0(z)y = 0, nm,
where a0,0, . . . ,a0,k−1 are meromorphic functions in the unit disc. For 1 qm − 1, set
fq, j =
(
fq−1, j+1
fq−1,1
)′
, j = 1,2, . . . ,m − q.
Then fq,1, fq,2, . . . , fq,m−q are linearly independent meromorphic solutions of
y(k−q) + aq,k−q−1(z)y(k−q−1) + · · · + aq,0(z)y = 0,
where
aq, j(z) =
k−q+1∑
n= j+1
(
n
j + 1
)
aq−1,n(z)
f (n− j−1)q−1,1 (z)
fq−1,1(z)
for j = 0,1, . . . ,k − q − 1. Here an,k−n ≡ 1 for all n = 0,1, . . . ,q.
To prove the assertion concerning the number of linearly independent solutions with maximal growth, assume a j ∈ A
1
k− j
α j
for all j = 0, . . . ,k − 1. By (1.4), all solutions f of (1.1) satisfy σ( f )  max j=0,...,k−1{α j}. Let q be the smallest index for
which αq = max j=0,...,k−1{α j}, and assume on the contrary to the assertion that Eq. (1.1) has q + 1 linearly independent
solutions f0, j such that σ( f0, j) < αq for all j = 1, . . . ,q + 1. If α0 = αq then (1.4) yields a contradiction. Otherwise, by
Lemma E,
f1, j =
(
f0, j+1
f0,1
)′
, j = 1, . . . ,q, (3.6)
are linearly independent solutions of
y(k−1) + a1,k−2(z)y(k−2) + · · · + a1,0(z)y = 0, (3.7)
where
a1, j(z) =
k∑
n= j+1
(
n
j + 1
)
a0,n(z)
f (n− j−1)0,1 (z)
f0,1(z)
(3.8)
for j = 0, . . . ,k − 2. Here a0, j ≡ a j for all j = 1, . . . ,k − 1 and a0,k ≡ 1. Since σ( f0, j) < αq for all j = 1, . . . ,q + 1, also
σ( f1, j) < αq for all j = 1, . . . ,q by (3.6).
The order reduction produces linear differential equations with meromorphic coeﬃcients and solutions, and therefore
the following notation is adopted. A meromorphic function g in D is said to belong to Mpα if ‖g‖Apα < ∞, and g ∈ M
p
α if
α = inf{t  0: g ∈⋂0<s<p Mst }. Since the poles of the coeﬃcients a1, j of (3.7) are of order k − j − 1 at most, there exists a
non-negative constant α1, j such that a1, j ∈ M
1
k− j−1
α1, j for all j = 0, . . . ,k − 2.
It is now shown that q − 1 is the smallest index for which α1,q−1 = max j=0,...,k−2{α1, j}. By (3.8), for any p j < 1k− j ,
|a0, j|p j −
∣∣S j(z)∣∣p j  ∣∣a1, j−1(z)∣∣p j  |a0, j|p j + ∣∣S j(z)∣∣p j , (3.9)
where
S j(z) :=
k∑
n= j+1
(
n
j
)
a0,n(z)
f (n− j)0,1 (z)
f0,1(z)
and j = 1, . . . ,k − 1. Since
∣∣S j(z)∣∣p j  k∑
n= j+1
(
n
j
)p j ∣∣a0,n(z)∣∣p j
∣∣∣∣ f
(n− j)
0,1 (z)
f0,1(z)
∣∣∣∣
p j
, (3.10)
there is a positive constant C such that
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	(r,1)
∣∣S j(z)∣∣p j (1− |z|2)αq−ε dA(z) C k−1∑
n= j+1
∫
	(r,1)
∣∣a0,n(z)∣∣p j
∣∣∣∣ f
(n− j)
0,1 (z)
f0,1(z)
∣∣∣∣
p j (
1− |z|2)αq−ε dA(z)
+ C
∫
	(r,1)
∣∣∣∣ f
(k− j)
0,1 (z)
f0,1(z)
∣∣∣∣
p j (
1− |z|2)αq−ε dA(z)
for all r ∈ (0,1) and ε > 0. A similar reasoning as in (3.2) shows that there is a positive constant C such that
∫
	(r,1)
∣∣∣∣ f
(k− j)
0,1 (z)
f0,1(z)
∣∣∣∣
p j (
1− |z|2)αq−ε dA(z) C
1∫
0
(1− t)αq−ε−p j(k− j)(σ ( f0,1)+1+ε) dt (3.11)
for all r suﬃciently close to 1. Since σ( f0,1) < αq and p j <
1
k− j , the integral in the right-hand side of (3.11) converges for
all j = 1, . . . ,k − 1 if ε is suﬃciently small. Further, similarly as in (3.3) and (3.4), for all r suﬃciently close to 1, there is a
positive constant C such that
∫
	(r,1)
∣∣a0,n(z)∣∣p j
∣∣∣∣ f
(n− j)
0,1 (z)
f0,1(z)
∣∣∣∣
p j (
1− |z|2)αq−ε dA(z)
 C‖a0,n‖p j
A
p j (k− j)
k−n
αn
( 1∫
0
(1− t)−p j(k− j)(σ ( f0,1)+1+ε)+(αq−ε) k− jn− j − αn(k−n)n− j dt
) n− j
k− j
(3.12)
for all n = j+1, . . . ,k−1. The latter integral in (3.12) converges for all ε suﬃciently small since σ( f0,1) < αq and p j < 1k− j .
Since a0,n ∈ A
1
k−n
αn for all n = 2, . . . ,k − 1, it follows by (3.10)–(3.12) that S j ∈ Mp jαq−ε for all p j < 1k− j and j = 1, . . . ,k − 1
when ε is suﬃciently small. Therefore, by (3.9), a1, j ∈ Mp jα1, j , where α1, j max{αq − ε,α j+1}, for all p j < 1k− j and for all
j = 0, . . . ,k − 2. Since by the assumption α j < αq for all j = 0, . . . ,q − 1 and α j  αq for all j = q + 1, . . . ,k − 1, it follows
that α1, j < αq for all j = 0, . . . ,q − 2 and α1, j  αq for all j = q − 1, . . . ,k − 1. Since a0,q ∈ A
1
k−q
αq the Apαq−ε-norm of a0,q
is inﬁnite for all p suﬃciently close to 1k−q . On the other hand, by (3.11) and (3.12), Sq ∈ Mpαq−ε for all p < 1k−q . Therefore
a1,q−1 ∈ M
1
k−q
αq by (3.9).
It has been shown that if q is the smallest index for which αq = max j=0,...,k−1{α j} and if (1.1) has q+1 linearly indepen-
dent solutions with the order strictly less than αq , then q − 1 is the smallest index for which α1,q−1 = max j=0,...,k−2{α1, j}
and (3.7) has q linearly independent solutions with the order strictly less than αq . Moreover, both coeﬃcients a0,q(z) and
a1,q−1(z) belong to M
1
k−q
αq . This completes the ﬁrst order reduction step. Repeating the order reduction q times yields
y(k−q) + aq,k−q−1(z)y(k−q−1) + · · · + aq,0(z)y = 0, (3.13)
where aq, j ∈ M
1
k−q− j
αq, j and αq,0 = max j=0,...,k−q−1{αq, j}. Dividing Eq. (3.13) by y and arguing as in the proof of (1.4) it follows
that all non-trivial solutions of (3.13) have the order of growth αq exactly. On the other hand, by assumption, Eq. (1.1)
has q + 1 linearly independent solutions f0, j such that σ( f0, j) < α = αq . Hence, by the order reduction, Eq. (3.13) has
a non-trivial meromorphic solution fq,1 such that σ( fq,1) < α = αq . This is clearly a contradiction, and so the assertion
follows.
4. Proof of Theorem 5
It suﬃces to show that if a j ∈ A
1
k− j
α , 0< α < ∞, for all j = 0, . . . ,k − 1, then all non-trivial solutions f of (1.1) satisfy
I( f ) :=
∫
D
log+
∣∣ f (z)∣∣(1− |z|2)α−1 dA(z) < ∞, (4.1)
since if I( f ) is ﬁnite, then the zero-sequence {zn} of f satisﬁes the assertion (1.6) by a result of Nevanlinna [12,22].
Let 0 < α < ∞ and let f be a solution of (1.1). By Lemma C there is a positive constant C1, depending only on initial
values of f , such that
I( f ) C1
(
k−1∑
j=0
1∫ (
1− r2)α−1
r∫ 2π∫ ∣∣a j(seiθ )∣∣ 1k− j dθ dsdr + 1
)0 0 0
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(
k−1∑
j=0
1∫
0
1∫
s
(1− r)α−1 dr
2π∫
0
∣∣a j(seiθ )∣∣ 1k− j dθ ds + 1
)
= C1C2
(
α−1
k−1∑
j=0
1∫
0
2π∫
0
∣∣a j(seiθ )∣∣ 1k− j (1− s)α dθ ds + 1
)
,
where C2 depends only on α. Since a j ∈ A
1
k− j
α , for all j = 0, . . . ,k − 1, it follows that I( f ) is ﬁnite.
5. Proof of Theorem 7
If { f1, . . . , fk} is a solution base of (1.1), then all solutions of (1.8) are of the form
f = fh + f p := C1 f1 + · · · + Ck fk + f p, (5.1)
where C1, . . . ,Ck ∈ C and f p is the particular solution of (1.8). Moreover, by [21, p. 145],
f p = b1 f1 + · · · + bk fk, (5.2)
where b1, . . . ,bk are analytic functions in D such that
b′j = ak g j( f1, . . . , fk)eAk−1 , j = 1, . . . ,k, (5.3)
where each g j( f1, . . . , fk) is a differential polynomial in f1, . . . , fk with constant coeﬃcients, and Ak−1(z) is the primitive
function of ak−1(z) which vanishes at the origin.
(1) If a j ∈⋂0<p< 1k− j Apα for all j = 0, . . . ,k − 1, then σ( fh)  α by Theorem 1. Moreover, since ρ(g) = ρ(g′) for any
analytic function g in D, it suﬃces to show that the functions b′1, . . . ,b′k in (5.3) are of order of growth at most α. The only
non-trivial step is to show that ρ(eAk−1) α. To see this, let ε > 0 and note that
Ak−1(z) =
z∫
0
ak−1(ζ )dζ + Ak−1(0),
where the integration is taken along the line segment [0, z]. Then (2.4) with k = 1 and j = 0 yields
(
1− r2)α+εT (r, eAk−1) (1− r2)α+ε
2π∫
0
∣∣Ak−1(reiθ )∣∣dθ

(
1− r2)α+ε
2π∫
0
r∫
0
∣∣ak−1(seiθ )∣∣dsdθ + ∣∣Ak−1(0)∣∣
 C1
∫
D
∣∣ak−1(z)∣∣(1− |z|2)α+ε dσz + ∣∣Ak−1(0)∣∣
 C2
∫
D
∣∣ak−1(z)∣∣p(1− |z|2)α dσz + ∣∣Ak−1(0)∣∣,
where p = 1− ε/(α + 2+ ε) and C1 and C2 depend only on α and ε. It follows that σ( f p) α.
If all solutions f of (1.8) satisfy σ( f ) α, then in particular σ( fh) α and so a j ∈⋂0<p< 1k− j Apα for all j = 0, . . . ,k − 1
by Theorem 1. Moreover, since σ( f p) α it follows by (1.8) that σ(ak) α.
(2) Theorem 2 and the proof of (1) yield the upper bound for σ( f ) in (1.9), and the lower bound follows by (1.8).
(3) By Theorem 2 each solution base of the corresponding homogeneous equation contains at least k − q linearly inde-
pendent solutions such that σ( f ) = αq . Since αq > αk the same is true for any solution base of (1.8).
6. Examples
In this section four non-trivial examples related to Theorems 2 and 5, and Corollary 4 are given. The ﬁrst one discusses
the sharpness of Theorem 2 in the case k = 2. It shows that the upper and the lower bounds in (1.4) as well as the estimate
for the number of linearly independent solutions of maximal growth are sharp. It is worth noting that the orders of linearly
independent solutions of the given solution base differ by γ  1.
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γ
1−z )
β+γ are linearly independent
solutions of
f ′′ + a1(z) f ′ + a0(z) f = 0,
where
a0(z) = −β
(
γ βγ
1−z )
β+γ (γ 2 + βγ ) − ( γ βγ1−z )2β+γ (β2 + βγ ) + ( γ β
γ
1−z )
2β+2γ (β + γ )2
(1− z)2(β − ( γ βγ1−z )γ (β + γ ))
and
a1(z) = −
β2 + β + ( γ βγ1−z )ββ2 − ( γ β
γ
1−z )
γ (β + γ )(β + γ + 1) − ( γ βγ1−z )β+2γ (β + γ )2
(1− z)(β − ( γ βγ1−z )γ (β + γ ))
are analytic in D. Since a0 ∈ A
1
2
β+ γ2 −1
and a1 ∈ A1β+γ−1, and
min{α0,2α0 − α1} = β − 1 = σ( f1),
the lower bound for σ( f ) in (1.4) is attained. Moreover, α1 = max{α0,α1} = β + γ − 1, and β + γ − 1 = σ( f2) > σ( f1) =
β − 1 and thus f2 is the only solution in the base { f1, f2} which is of maximal growth.
The next example discusses the sharpness of Theorem 2 in the case k = 3.
Example 9. For β  1 the functions f1,2(z) = exp(±( β1−z )β) and f3(z) = exp(( β1−z )2β) are linearly independent solutions of
f ′′′ + a2(z) f ′′ + a1(z) f ′ + a0(z) f = 0,
where
a0(z) =
2β3(4( β1−z )
6β + 5( β1−z )4β)
(1− z)3(1+ 4( β1−z )2β)
,
a1(z) =
4β( β1−z )
4β(2+ β) + ( β1−z )2β(17β2 + 22β + 4) + 2β2 + 3β + 1
(1− z)2(1+ 4( β1−z )2β)
and
a2(z) = −
8β( β1−z )
4β + 2( β1−z )2β(11β + 6) + 3β + 3
(1− z)(1+ 4( β1−z )2β)
are analytic in D. Now a0 ∈ A
1
3
4
3 β−1
, a1 ∈ A
1
2
β−1, a2 ∈ A12β−1, and
min
{
α0,3α0 − 2α1, 3α0 − α2
2
}
= β − 1 = σ( f1,2),
and therefore the lower bound for σ( f ) in (1.4) is attained. On the other hand, q = 2 is the smallest index such that
αq = max{α0,α1,α2} = 2β − 1, and 2β − 1 = σ( f3) > σ( f1,2) = β − 1 which means that there is exactly one solution in the
base { f1, f2, f3} which is of maximal growth.
The following example shows that the assertion of Theorem 5 is in a sense sharp in the case k = 3. It also discusses the
sharpness of the assertion in Theorem 2 when the growth of the coeﬃcient a1(z) is maximal.
Example 10. For β  1 the functions f1(z) = exp(i( 1+z1−z )β) − exp(−i( 1+z1−z )β), f2(z) = exp(i( 1+z1−z )β) and f3(z) = ( 1+z1−z )β are
linearly independent solutions of
f ′′′ + a2(z) f ′′ + a1(z) f ′ + a0(z) f = 0, (6.1)
where
a0(z) = −8β3 (1+ z)
2β−3
(1− z)2β+3 ,
a1(z) = 4β2 (1+ z)
2β−2
2β+2 + 2
3z2 + 8βz + 6β2 − 1
2 2(1− z) (1+ z) (1− z)
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a2(z) = −2 3z + 4β
(1+ z)(1− z) .
Now a0 ∈ A
1
3
2
3 β−1
, a1 ∈ A
1
2
β−1, a2 ∈ A10, and so the maximal index in the sense of Theorem 2 is α1 = β − 1. Further, σ( f1,2) =
β − 1 and σ( f3) = 0, and thus there are two solutions in the base { f1, f2, f3} of maximal growth as Theorem 2 asserts.
Furthermore, a1 ∈ A
1
2
β−1+ε for all ε > 0, and therefore the zero-sequence {zn} of any non-trivial solution f of (6.1) satisﬁes∑
(1 − |zn|)β+ε < ∞ by Theorem 5. However, a1 /∈ A
1
2
β−1 and for the zeros {zn} of f1 the sum
∑
(1 − |zn|)β diverges by
Example 6. This shows that the exponent α + 1 in (1.6) cannot be replaced by a smaller number in the case k = 3.
The last example is related to Corollary 4 and Theorem 5 in the case k = 4.
Example 11. For β  1 the functions f1(z) = exp(i( 1+z1−z )β) − exp(−i( 1+z1−z )β), f2(z) = exp(i( 1+z1−z )β) and f3,4(z) = ( 1+z1−z )β ×
exp(±i( 1+z1−z )β) are linearly independent solutions of
f ′′′′ + a3(z) f ′′′ + a2(z) f ′′ + a1(z) f ′ + a0(z) f = 0, (6.2)
where a0(z) = 16β4 (1+z)4β−4(1−z)4β+4 ,
a1(z) = 16β(z
2 + β2)(1+ z)2β−3
(1− z)2β+3 −
6β3 − 2z − 3β + 9βz2 + 11β2z + 3z3
(1+ z)3(1− z)3 ,
a2(z) = 8β2 (1+ z)
2β−2
(1− z)2β+2 + 4
9z2 + 18βz − 2+ 11β2
(1+ z)2(1− z)2 ,
and a3(z) = −12 z+β(1+z)(1−z) . Now a0 ∈ A
1
4
β−1, a1 ∈ A
1
3
2
3 β−1
, a2 ∈ A
1
2
β−1, a3 ∈ A10, and σ( f i) = β − 1 for all i = 1,2,3,4.
Moreover, max{α0,α1,α2,α3} = β − 1, and therefore the indices α0 and α2 associated with the coeﬃcients a0(z) and
a2(z) are maximal, and all non-trivial solutions of (6.2) are of the maximal growth as Corollary 4 claims. In addition,
a0 ∈ A
1
4
β−1+ε and a2 ∈ A
1
2
β−1+ε for all ε > 0, and hence the zero-sequence {zn} of any non-trivial solution f of (6.2) satisﬁes∑
(1− |zn|)β+ε < ∞ by Theorem 5. But a0 /∈ A
1
4
β−1 and a2 /∈ A
1
2
β−1, and again for the zeros {zn} of f1 the sum
∑
(1− |zn|)β
diverges. Thus the exponent α + 1 in (1.6) cannot be replaced by a smaller number in the case k = 4.
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