I. INTRODUCTION
Sequences with good correlation properties are required in a variety of engineering applications such as radar, ranging and tracking, spread-spectrum communications, multiple-access communications, and system identification. In all these applications, a very desirable autocorrelation property is that the maximum magnitude of the out-of-phase values of the autocorrelation function be small compared to the in-phase value of the autocorrelation. For the correlation method of system identification it is also desirable that the out-of-phase autocorrelation of a sequence be constant, preferably zero. For multiple-access communication purposes it is desirable that the pairwise cross correlation between sequences assigned to various users also be small.
The sequence construction technique proposed in this correspondence derives new sequences with desirable correlation properties from previously known sequences with desirable correlation properties. We show that if x and y are periodic sequences with constant out-of-phase periodic autocorrelation Manuscript received February 28, 1978; revised May 12, 1978 . This work was supported by the National Science Foundation under Grant ENG75-22621. This paper was presented previously at the IEEE International Symposium on Information Theory, Ithaca, NY, October 10-14, 1977 functions, then the sequence defined by the cross correlation function for x and y also has a constant out-of-phase periodic autocorrelation function. We show that if x and y are uncorrelated sequences then, for any sequence Z, the two sequences defined by the cross correlation for x and z and the cross correlation for y and z are uncorrelated also. Finally, if x and y are impulse-equivalent sequences [8] of opposite polarity (a concept that we define below), then their aperiodic cross correlation function defines another, longer, impulse-equivalent sequence.
A sequence x is said to be of least period N if N is the smallest positive integer such that xi = x~+~ for all i EE (72 denotes the set of all integers). Let x and y denote complex-valued sequences of least period N. The periodic cross correlation function Q(x,y)( *) for the sequences x and y is defined by N-1 e(x,Y)(o= 2 vi*+,> for lEi2,
i=o where a* denotes the complex conjugate of a. The periodic autocorrelation function 0(x)(.) is just &x,x)(.). We note that these functions satisfy and
In what follows, we often shall use the fact that for given x and y, (1) defines a mapping from Z into the complex numbers, i.e., a complex-valued sequence. In order to avoid semantic confusion we use B(x,y) to denote this sequence, and B(x,y), to denote its Ith element (thus B(x,y), = B(x,y)(l)). The results of this correspondence are based on the following identity from [14] which relates the cross correlation functions for the sequences w, x, y, and z of least period N:
We interpret this identity to mean that the cross correlation function for the sequences 0(w,y) and B(x,z) equals the cross correlation function for the sequences B(w,x) and B(y,z), that is
In the remainder of this correspondence, we use various special cases of (3) to construct sequences with desirable correlation properties.
II. SEQUENCES WITH GOOD PERIODICAUTOCORRELATION For the special case w = x, y = z, we can write (3) as
i.e., the autocorrelation function for the sequence 0(x,y) equals the cross correlation function for the sequences 0(x) and B(y). The proof of this proposition follows immediately from (4) and the observation that (2) implies that A,, A,,, B,, and BY are real. Sequences satisfying the hypotheses of the proposition are said to have two-valued autocorrelation functions, and the proposition states that the sequence e(x,y) has a two-valued autocorrelation function also. We say that a sequence x of least period N has property PO if e(x)(l)=0 for t&O mod N. Corollary I: If x and y are sequences of least period N and have property PO, then the sequence 0(x,y) (of least period N) has property PO also.
Many well-known classes of sequences have two-valued autocorrelation functions such that A, = N and B, = -1. We say that such sequences (of least period N) have property P 1. and -pm-l. This form of Corollary 2 has been proved by Helleseth [7] as a special case of a more complicated relation involving the cross correlation function for two m-sequences. Earlier Briggs and Godfrey [l] observed this form of Corollary 2 for the case when x and y are the m-sequences studied by Gold [4] . We wish to emphasize, however, that Corollary 2 does not require any structure for the sequences x and y beyond the autocorrelation property P 1. In particular, x and y need not be m-sequences. Let x and y be sequences having property P 1 and define the sequence f?(x,y) + 1 by (0(x,y) + l), = B(x,y), + 1 for all I E Z. We obtain the following result. Proof: A little manipulation shows that
=e[e(x,y)](z)+N+2 2 xi from (2). I I i=O But ]X~r,ixi]2=ZZ~~0(x)(i)= + 1 from property P 1 and (2), and the result follows from Corollary 2.
Q.E.D.
Corollary 3 states that, in certain cases, adding 1 to each element of the sequence B(x,y) produces a sequence with property PO. Actually, given any sequence with two-valued autocorrelation function, it is easy to find a number 8 such that adding 6 to each element of the sequence produces a sequence having property PO. Unfortunately, such a construction often destroys several useful symmetry and balance properties of the original sequence. In refreshing contrast, when x and y are m-sequences, the sequence B(x,y) is generally asymmetrical or unbalanced. Adding 1 to each element not only tends to balance the sequence e(x,y) but also produces a sequence having property PO, since x and y satisfy the hypotheses of Corollary 3. We discuss a few examples of this phenomenon. Let x and y denote m-sequences over GF(p) of periodp"-1 and assume without 10~s of generality, that xi = xpi, yi =.Y i, P and yi = x, for all i E H, where the greatest common divisor o d and p"-1 is necessarily equal to one. We quote the results of Kasami [9] , [IO] and Gold [3] , [4] in the form given by Helleseth ]71.
Proposition 2: Let p = 2. If d= 2k + 1 or d = 22k -2k + 1 where e = n/(n,k) is odd, then as I ranges from 0 to 2" -2, B(x,y)(l) takes on three values: 1 i +2("+e)'2 occurs 2"-e-' + 2("-e-2)/2 times, occurs 2" -2"-e-1 times,
It follows that 0(x,y)+ 1 is a sequence that takes on values zero and ?2(n+e)/2 and is balanced while 0 x,y) is not. By dividing each element of &x,y)+ 1 by I; 2("+e) ' we obtain a ternary sequence with in-phase autocorrelation value of 2"-" and outof-phase autocorrelation value of zero, i.e., the sequence has property PO. One full period of such a sequence of period 31 is shown below where we use 1 to denote -1:
2-(n+=)/2[e(x,y)+ 11 --= . . . iooioiiooiiliiooolioliioioioooo....
The following proposition due to Helleseth [7] is a generalization of one due to Trachtenberg. Again, notice that B(x,y) is an unbalanced sequence while B(x,y)+ 1 is balanced. Also @(x,y) is a real-valued (in fact integer-valued) sequence. Helleseth [7] has shown that B(x,y) is always real-valued and is integer-valued if and only if d E 1 mod p -1. As before we note that a ternary sequence can be produced by dividing each element of 0(x,y)+ 1 by P("+~)/*. An example of such a sequence of period 26 is shown.
Many more such sequences, as well as four, five, and six-valued sequences can be constructed using the results in [7] . All of these sequences have property PO. Sequences having property PO are useful in system identification applications [6, Chapter 31 because they enable one to compute the "impulse" response of a system. Another useful autocorrelation property for such applications is the following. We say that a sequence x of least period N, N even, has property P2 if e(x)(l)=A, for I=0 mod N, e(x)(l)= -A, for Z-tN mod N, and e(x)(Z) = 0 otherwise. One such class of sequences is the set of ternary sequences formed by the m-sequences over GF(3) where one takes the elements of the field to be 0, + 1, and -1 (rather than 0, 1, and 2 which are then mapped onto the complex cube roots of unity) [15] . The application of these sequences to the system identification problem is discussed in [2] . The following result, which is analogous to Proposition 1 and Corollary 1, holds for sequences having property P2. The proof follows immediately from (4) and is omitted.
Proposition 4: Let x and y be sequences of least period N, N even. If x and y both have property P2, then the sequence B(x,y) (of least period N) also has property P2. Furthermore wwi(0)=24A,.
Given a set of sequences with suitable autocorrelation functions, the above results enable us to' construct new sequences with good autocorrelation. For N =p" -1, one can begin with a set of m-sequences over GF(p). Other possible sets are Legendre sequences [5] or Meshkovskii sequences [13] . All of these sequences have property P 1 and hence, given K such sequences, we can generate K(K-1) sequences 0(x,y) whose autocorrelation functions are specified in Corollary 2. Proposition 1 can be applied to these to produce more sequences with two-valued autocorrelation functions. Furthermore, since all the sequences mentioned also satisfy the hypotheses of Corollary 3, the K(K-1) sequences B(x,y)+ 1 all have property PO. Now suppose that N is odd. If w is a sequence of least period N, N odd, let w' be the sequence (sometimes called an inverse-repeat sequence (e.g., [6])) defined by w,! = (-lywi for all i E H. Then w' is a sequence of least period 2N and B(w')(Z)=2(-1)/0(w)(l) for all I EZ. Hence, if w has property PO, w' has property P2, and any set of sequences having property PO can be converted to a set of sequences having property P2. We could also begin with ternary m-sequences [15] and use Proposition 4 to construct sequences with property P2. Finally, we note that if x is a sequence of least period N with property P2 and y is a sequence of least period N with two-valued autocorrelation function, then, from (4) This gives another method of constructing sequences with property P2.
III. SEQLJENCESWITHGOOD PERIODICCROSS

CORRELATION
For sequences x, y, and z of least period N, we obtain the following special case of (3),
Suppose x and y are uncorrelated sequences, that is B(x,y)(l) =0 for all I EZ. It follows from (5) that B(x,z) and 0(y,z) are uncorrelated sequences where z may be any arbitrary sequence of least period N. As an example, let x and y be the uncorrelated sequences of period 18 exhibited in [ll] . We take z to be the sequence shown below and construct the uncorrelated sequences 0(x, z) and B(y,z). In each case, one period of the sequence is exhibited, and we use F to denote -k.
z=.. ~010100011011010111~ . . Actually, whenever x and y are uncorrelated sequences, one can deduce from (3) that t9(x,w) and B(y,z) are also uncorrelated sequences. The result presented above is just the special case w = z of this more general result. Another special case of interest is obtained by setting w = x and y = z. This shows that e(x) and e(y) are uncorrelated sequences wherever x and y are uncorrelated sequences. The construction techniques for uncorrelated sequences are fairly obvious. Let x and y be uncorrelated sequences of least period N, and let W be any set of sequences of least period N.
Define sets of sequences W, and WY by W, = { B(x,w)lw E W} and WY = { B(y, w)] w E W}. Then any sequence in TX is uncorrelated with any sequence in WY. Another construction technique is as follows. Suppose W denotes a set of pairwise uncorrelated sequences of least period N, i.e. a set of sequences such that all distinct pairs of sequences from W are uncorrelated. Then, for any sequence z of least period N, the set W, = { B(w,z)lw E W} is a set of pairwise uncorrelated sequences. The aperiodic autocorrelation function C(x)(.) for x is just C(x, x)( .). The aperiodic correlation functions satisfy an identity [14] analogous to (3). However, all we need in this paper is the following special case which is analogous to (4):
IV. IMPULSE-EQUIVALENT SEQUENCES
/=I-N Now let us define the sequence c(x,y) to be of least period 2N-1 and such that c(~,y)~=C(x,y)(i-N+ 1) for O<i<2N-1. It is easy to verify that the left side of (6) defines the aperiodic autocorrelation function for the sequence C(x,y). Similarly, the right side of (6) defines the aperiodic cross correlation function for the sequences c(x) and C(y) which are defined analogously to c(x,y). We apply this result to impulse-equivalent sequences PI.
If C(x)(O)= E, C(x)(N-l)= C(x)(l-N)= -+ 1, and C(x)(l)= 0 for all other I, then the finite sequence x0,x,; . . ,x,+ i (which is one period of x) is known as an impulse-equivalent sequence of length N and energy E. The polarity of the sequence is defined to be the sign (positive or negative) of C(x)(N-1). By an abuse of language, we will call the periodic sequence x an impulse-equivalent sequence of length N and energy E. We have the following result which follows immediately from (6).
Proposition 5: Let x and y be impulse-equivalent sequences of length N and energy-E, and let x and y be of opposite polarity. Then the sequence C(x,y) is an impulse-equivalent sequence of length 2N -1, energy E -2, and negative polarity.
This proposition enables us to construct a long impulse-equivalent sequence from two shorter ones. The original sequences can be constructed using Huffman's method [8] . Unfortunately, our method cannot be used to construct long sequences with positive polarity, nor have we been able to devise any other new method to achieve this. Hence the construction technique cannot be used iteratively to form even longer impulse-equivalent sequences without resorting to standard methods for the construction of such sequences. INTRODUCTION It is known, if not widely disseminated, that the implementation of Viterbi decoders for high-rate convolutional codes is greatly simplified if the code structure is constrained to be that of a punctured low-rate code. In the standard approach to decoding these codes the implementation is complicated by the code structure which has 2"-' paths entering each state rather than just two paths as rate -l/n codes have. This makes the resulting comparison and selection of the path with the best metric much more difficult. The technique addressed here avoids this problem entirely. As a result one can decode just as one would decode a rate -l/2 code, with very little additional Manuscript received October 12, 1977; revised May 30, 1978 . This research was partially supported by the Naval Electronics Systems Command under Contract Number N00039-76-C-0384. This paper was presented at the IEEE International Symposium on Information Theory, Ithaca, NY, October IO-14. 1977. The authors are with the Government Systems Group, Harris Corporation, P.O. Box 37, Melbourne, FL 32901. 
relates the ith output sequence to the jth input sequence. The punctured code approach will be illustrated using the R = 2/3, v =2 code with generator matrix l+D l+D 1 l+D 1 (2) The trellis structure for this code is shown in Fig. 1 . In decoding this code using the Viterbi algorithm in the conventional manner, a 4-ary comparison must be made at each state, and one such 4-ary comparison per state must be made for every two information bits. This is in contrast to the much simpler binary comparisons performed in decoding R = 1 /n codes. Now consider the R = l/2, v = 2 code with generators 1 + D + D2 and 1 + D2. If every fourth encoder output bit is deleted, this code will produce three channel bits for every two data bits; i.e., it will be a R=2/3 code. In fact, if the bit from the second generator (I+ D 2, is deleted from every other branch, the resulting code is identical to the R = 2/3 code in our previous example. This code has the trellis shown in Fig. 2 where X indicates the deleted bits. Note that the transitions between states and the resulting transmitted bits are identical in Figs. 1 and 2 , but in Fig. 2 the transition is through a set of intermediate states since only one bit at a time is shifted into the encoder rather than two. Obviously we have succeeded in generating the same code in a different manner.
In this example an R =2/3 code was constructed by periodically deleting bits from an R = l/2 code, or in other words by puncturing the code. Of course puncturing the code reduces its 0018-9448/79/0100-0097$00.75 01979 IEEE
