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Abstract
Philippe Morere Doctor of Philosophy
The University of Sydney October 2019
Bayesian Optimisation for Planning and
Reinforcement Learning
This thesis addresses the problem of achieving efficient non-myopic decision making in
continuous spaces by explicitly balancing exploration and exploitation. Decision making,
both in planning and reinforcement learning, enables agents or robots to complete tasks
by acting on their environments. Complexity arises when completing objectives requires
sacrificing short-term performance in order to achieve better long-term performance.
Decision making algorithms with this characteristic are known as non-myopic and
require long sequences of actions and their performance to be evaluated, thereby
greatly increasing the search space size. Decision making computes optimal behaviours
by balancing two key quantities: exploration and exploitation. Exploitation takes
advantage of previously acquired information or high performing solutions, whereas
exploration focuses on acquiring more informative data or investigating potential
solutions. The balance between these quantities can be found in planning when
searching over the space of future sequences of actions, or in reinforcement learning
(RL) when deciding whether to acquire new data to refine underlying models. This
thesis brings the following contributions:
Firstly, a reward function trading off exploration and exploitation of gradients for
sequential planning is proposed. This reward function is based on Bayesian optimisation
(BO) and is combined to a non-myopic planner to achieve efficient spatial monitoring.
Secondly, the previous planning algorithm is extended to continuous actions spaces.
The resulting solution, called continuous belief tree search (CBTS) uses BO to dynami-
cally sample actions within a tree search, balancing high-performing actions and novelty.
The continuous planner is combined with a kernel-based trajectory generation technique
into kCBTS. These trajectories display consistent properties such as smoothness and
differentiability, enforced by kernel functions.
Finally, the framework is extended to reinforcement learning, for which a multi-
objective methodology for explicit exploration and exploitation balance is proposed.
The two objectives are modelled explicitly and balanced at a policy level, as in BO
acquisition functions. This allows for online exploration balancing strategies, as well
as a data-efficient model-free RL algorithm achieving exploration by minimising the
uncertainty of Q-values (EMU-Q).
The proposed algorithms are evaluated on different simulated and real-world robotics
problems. Experiments show superior performance in terms of sample efficiency and
exploration for all algorithms. Results underline the advantages of techniques trading
off exploration and exploitation.
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Chapter 1
Introduction
1.1 Motivation
Decision making is a major challenge to many robotics and artificial intelligence
applications. Complex real-world problems often require agents or robots to interact
with their environments to achieve a goal. The applications are countless: from self
driving cars to portfolio management and medical interventions. At a time when
automation is happening faster than ever, decision making is extremely important.
Ideal goals include automating work that is a burden to humans, such as repetitive,
administrative or physically demanding tasks. Automated decision making could
also contribute towards more impartial decisions, hence providing greater harmony in
society.
Decision making is typically defined with a clear objective. This can either be to
complete a task by obtaining a desired outcome (eg. driving a passenger to a location),
or achieving the best possible score for a given problem (eg. maximum surgery success
rate). Although these metrics can be extremely difficult to design in practice, decision
making methods usually assume experts can generate such goals or score functions.
Even when a task can be clearly defined using goals or scores, it is often unclear
how to solve it. Indeed, people often rely on heuristic for solving problems, leading
to sub-optimal performance. Additionally, some tasks are too complex for humans to
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perform (eg. flying an aerodynamically unstable aircraft), and algorithms are required
to solve these. When making decisions, people can suffer from a variety of biases.
Whether emotionally involved, distracted or simply tired, humans are prone to making
mistakes. Decision making algorithms are less likely to suffer from such problems and
should result in more consistent performance. Rational decision making could also
benefit some aspects of society such as the justice system. Lastly, algorithms can take
decisions faster than humans, giving them better reflexes in tasks such as driving. All
these reasons make it clear there is much to be gained from developing better decision
making algorithms.
Numerous machines have been providing us with low forms of automation for
centuries. To grow away from this and achieve higher levels of automation, more
intelligent systems need to be developed. These systems should be able to automatically
figure out what the best decisions are, and ideally learn for themselves. The first ability
– figuring out what the best decisions are – allows for more robustness to changing
scenarios, as the automated solution to a problem is not rigidly predefined. Robots
and intelligent systems can thus adapt to scenarios different to the intended situation.
The second ability – that of learning for themselves – gives intelligent agents the
capability to dynamically change the solution to a problem, and adapt it as needed.
This behaviour is key to human success as a species and is paramount for higher types
of automation.
Real world applications are very challenging for decision making algorithms. Execut-
ing the same action in the same situation can sometimes have very different outcomes
and consequences, due to the underlying stochastic dynamics of the real world. Efficient
decision making systems should either learn or take into account such randomness.
Moreover, robots sense parts of the world through imperfect sensors, limiting both the
amount of information gathered and its quality. This noisy and partial observability of
the environment greatly hinders efficient decision making.
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Although decision making algorithms are desirable and have seen numerous recent
developments, there still are many challenges standing in the way of their wider
application to real world problems.
1.2 Problem Statement
The problem addressed in this thesis is that of achieving efficient non-myopic decision
making in continuous spaces by explicitly balancing exploration and exploitation.
Decision making is the focus of both the fields of planning and reinforcement
learning, in which and agent or robot must act to complete an objective. Acting
can be achieved by learning a reactive policy, a mapping associating a recommended
action to each environment state, or by searching over the space of actions and future
consequences. Both approaches are challenging and typically require extensive data
and/or computational resources.
Additionally, completing objectives sometimes requires sacrificing short-term per-
formance in order to achieve better long-term performance. Decision making methods
with this characteristic are known as non-myopic, whereas ones that can only achieve
immediate objectives are qualified as myopic. Non-myopic decision making is more
challenging than its myopic counterpart, as long sequences of actions and their perfor-
mance need to be evaluated, thereby greatly increasing the search space size. When
spaces – and notably actions spaces – are continuous, the problem becomes intractable
and approximation techniques need to be used.
Decision making computes optimal behaviours by balancing two key quantities:
exploration and exploitation. Exploitation takes advantage of previously acquired
information or high performing solutions, whereas exploration focuses on acquiring
more informative data or investigating potential solutions. The balance between these
quantities can be found in planning when searching over the space of future sequences
of actions, or in reinforcement learning when deciding whether to acquire new data to
refine underlying models.
4 Introduction
This work focuses on techniques for efficiently balancing exploration and exploitation
in the context of non-myopic decision making in continuous spaces. As a common
theme, Bayesian optimisation is used to achieve such balance in both planning and
reinforcement learning contexts.
1.3 Contributions
The contributions of this thesis are the following:
• Definition of a novel reward function trading off exploration and ex-
ploitation of gradients for sequential Bayesian optimisation. Sequential
Bayesian optimisation was first defined by [49] for addressing spatial monitoring
problems. Redefining the objective optimised by this algorithm allows for achiev-
ing better performance and planning capabilities. This objective is incorporated
to both a myopic planner and a planner based on sequential Bayesian optimisa-
tion. Simulation results on the new algorithm, called BO-POMDP, show that
this new objective definition leads to performance superior to previous methods.
A comparison between the myopic and non-myopic algorithms suggests planning
with higher horizons improves monitoring behaviour.
• First practical results of the BO-POMDP formulation on a robotic
platform. The proposed method is adapted to a real robotic problem, featuring
a cheap quad-copter which needs to monitor a real environmental variable. The
method presented in this work is shown to successfully map terrains, while only
using limited sensing capabilities.
• An extension of tree search based planner BO-POMDP to continuous
action spaces. BO-POMDP is based on Monte Carlo tree search, which is only
defined for discrete action spaces. This work presents Continuous belief tree
search (CBTS), which relies on dynamic action sampling to allow planning on
continuous action spaces. Because dynamic sampling favours promising regions
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of the action space, it allows finding and selecting more precise actions than
traditional sampling techniques, consequently yielding better policies.
• A kernel-based trajectory generation method. This trajectory generation
technique is based of the theory of reproducing kernel Hilbert spaces, allowing
it to generate plausible trajectories. As opposed to splines, trajectories can be
generated from any set of continuous parameters, making them suited to using the
output of an optimisation algorithm. Trajectories display consistent properties
such as smoothness and differentiability, which are enforced by kernel functions.
These properties are often desired when generating realistic trajectories for real
world robotics.
• Evaluation of continuous action planner with kernel trajectories on
simulated and real-world experiments. Continuous action planner CBTS
and the proposed kernel trajectory generation technique are complementary;
they are combined into a trajectory planner called kCBTS which is validated
on simulated and real robotics systems. kCBTS is first applied to a space
modelling problem in which a robot learns an objective function by gathering
noisy measurements along continuous trajectories. kCBTS is then used to
solve a simulated parking problem, in which a robot must manoeuvre to a
park with restricted steering angle. Lastly, kCBTS is employed on a real-world
robotics problem analogous to the previous parking task, validating the practical
applicability of kernel trajectories. Experiments show the proposed method
outperforms other existing trajectory planners, while confirming that planning
with continuous actions results in higher accumulated reward than when using a
discrete set of actions. Additionally, continuous actions allow for better space
coverage, resulting in lower errors in final models of the monitored function.
• A multi-objective reinforcement learning framework for explicit ex-
ploration exploitation balance. Exploration and exploitation are distinct
objective of reinforcement learning, yet classic RL formulations focus on ex-
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ploitation and treat exploration in an ad-hoc manner. A framework separating
these two quantities is proposed, based on the theory behind multi-objective
reinforcement learning. By modelling exploration and exploitation separately,
their balance can be brought at a policy level, making it core to the optimisation
problem.
• Experimental evaluation of the framework with classic exploration
strategies. The proposed framework for explicit exploration-exploitation balance
is experimentally evaluated against classic exploration strategies such as intrinsic
RL exploration bonuses. Results demonstrate separating both exploration and
exploitation signals and treating them as distinct objectives is beneficial to
learning and several key exploration characteristics.
• Strategies for online exploration-exploitation balance tuning. Drawing
inspiration from the fields of bandits and Bayesian optimisation, strategies to
tune the exploration-exploitation balance online can be devised. These strategies
achieve a degree of control over agent exploration that was previously unattainable
with classic additive intrinsic rewards. Also, the additional flexibility is beneficial
to more practical application such as robotics.
• A data-efficient model-free RL method based on the explicit exploration-
exploitation balance framework. A method based on the previous framework
is proposed, displaying scalability to larger problems. The method, termed EMU-
Q, guides exploration to areas of the state-action space with high value function
uncertainty. The algorithm builds on sparse Gaussian process approximation
techniques, thereby allowing larger problems with more data to be addressed,
and is optimised for online learning.
• EMU-Q is experimentally shown to outperform other exploration tech-
niques. EMU-Q is evaluated on a large benchmark of reinforcement learning
tasks and on a realistic simulated robotic reaching task. The method compares
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favourably against classic exploration techniques and more advanced methods
such as intrinsic RL with additive rewards.
1.4 Thesis Outline
An overview of the chapters presented in this thesis is given below.
Chapter 2: Theoretical Background
The main concepts used in this work are presented in this chapter. These include
regression methods such as Gaussian processes and Bayesian linear regression, used to
model various functions of interest. Optimisation techniques allowing robots to act
near-optimally are also described. These include Bayesian optimisation for finding
sampling locations and reinforcement learning methods for learning policies.
Chapter 3: Bayesian Optimisation for Sequential Planning
This chapter describes a method for using Bayesian optimisation as a sequential planner.
The problem of sequential continuous planning is first presented, and a myopic method
relying on Bayesian optimisation is given. A new formulation based on partially
observable Markov decision processes is presented to allow non-myopic planning, and
is solved using Monte Carlo tree search. Experiments on simulated problems and
real-word robotic scenarios are displayed, demonstrating the benefits of the approach.
Chapter 4: Sequential Planning with Continuous Actions
The problem of sequential planning is extended to scenarios with continuous actions
in this chapter. Belief tree search, a variant of Monte Carlo tree search, is described
to illustrate the limitation of tree search based planners to discrete action spaces.
Continuous belief tree search is proposed as an extension of belief tree search to
continuous action spaces by using Bayesian optimisation to sample actions within the
tree search. Kernel trajectories are then proposed as a trajectory generation technique,
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designed to work with optimised and continuous action parameters. Kernel trajectories
complement the proposed planner and are combined into a stand-alone algorithm.
Experiments demonstrate the superiority of the approach compared to planners with
discrete actions, on both simulated and real-world robotic problems.
Chapter 5: Bayesian Optimisation for Reinforcement Learning
This chapter relaxes the assumption of known dynamics and reward function used in
previous chapters by casting the problem of interest into the reinforcement learning
framework. The exploration-exploitation balance problem of reinforcement learning is
first described from an intrinsic and multi-objective RL perspective. A solution for
making this balance explicit is given, defining a model-free RL framework inspired by
Bayesian optimisation. Techniques for taking advantage of the explicit balance are then
described, yielding significant practical advantages on simple examples. A concrete
algorithm for achieving efficient exploration in RL is then proposed, where exploration is
carried by minimising the uncertainty of the state-action value function. The framework
and algorithm are validated on synthetic domains, benchmark RL environments, and
a realistic robotic simulator. The method shows enhanced exploration speed and
data-efficiency compared to other exploration methods.
Chapter 6: Conclusions and Future Work
Conclusions of the work presented in this thesis are drawn in this chapter. Contributions
are then summarised, and avenues for future work are finally proposed as promising
directions for future research.
Chapter 2
Theoretical Background
2.1 Introduction
This chapter provides background for understanding and developing the techniques
presented in this thesis. Decision making algorithms rely on learning diverse models.
For example: planning algorithms typically require to maintain a belief, which can be
represented as a probabilistic model; and model-free reinforcement learning methods
rely on learning a state-action value function, which reduces to a regression problem.
This first few sections of this chapter provide relevant background on regression and
probabilistic model learning such as linear regression (LR) in Section 2.2, Bayesian
linear regression (BLR) in Section 2.4, Gaussian processes (GP) and a sparse GP
approximation in Sections 2.5 and 2.6.
The solutions presented in this work explicitly balance exploration and exploitation
to improve decision making algorithms. Section 2.7 presents Bayesian optimisation
(BO), a search and optimisation technique based on this principle. BO is one of the
key algorithms this work builds on.
Non-myopic decision making requires reasoning about long-term consequences of
actions to guarantee optimal behaviours can be found. This long-term reasoning is
typically formulated using the well-studied frameworks of Markov decision processes
(MDP) and partially observable Markov decision processes (POMDP), which are
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described in Section 2.8. Lastly, an overview of reinforcement learning is given in
Section 2.9.
2.2 Linear Regression
Regression is a category of supervised learning where the goal is to predict values in
a continuous domain. Regression typically consists of learning a continuous function
mapping inputs x to a continuous (potentially multi-dimensional) target t. Such
function, also called model, is generally parametrised by a vector of parameters whose
value can be estimated from historical data. The problem of regression can then be
formulated as finding the best value or distribution of model parameters, given a
dataset D = (X, t) = {xn, tn}Nn=1 of N input-target pairs (x, t). The target variable is
typically assumed to be given by a deterministic function y of the input and model
parameters and perturbed by Gaussian noise
tn = yn(w,xn) + ϵ, (2.1)
where ϵ is a zero mean Gaussian random variable of precision β.
Linear regression (LR) is the simplest regression model, predicting targets as a
linear combination of inputs:
yn(w,xn) = w0 + w1x1n + ...+ wDxDn , (2.2)
where xn = [x1n, ..., xDn ] and w = [w0, ...wD] are the model parameters or weights. This
model learns linear mapping of inputs, greatly restricting its expressive power.
This model can easily be extended to using features, allowing for learning mappings
linear in the features and typically non-linear in the inputs:
yn(w,xn) = w0 +
M−1∑
j=1
wjϕj(xn). (2.3)
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A set of M − 1 features ϕ(x) = {ϕj(x)}M−1j=1 are defined as functions of the input.
Defining a additional bias feature ϕ0 = 1, the model can be rewritten more compactly
yn(w,xn) =
M−1∑
j=0
wjϕj(xn) = w⊤ϕ(xn). (2.4)
Defining expressive feature maps has been an active field of research and many
definitions were proposed. Polynomial features take the form of powers of the input,
such as ϕj(x) = xj , allowing the linear regression model to learn a polynomial mapping
between inputs and targets. Another kind of features proposes dividing the input space
into regions where different local functions are used in each region. These local functions
include (but are not restricted to) polynomials, splines, and radial basis functions.
More recently, features local in the spectral space of inputs were proposed, called
random Fourier features. Background on these features is covered in Section 2.6.1.
Solving a linear regression problem reduces to finding an estimate of model param-
eters w. A classic estimator is one which minimises the mean square error (MSE) of
training predictions, formally defined as
wˆ = argmin
w
N∑
n=1
(tn −w⊤ϕ(xn))2. (2.5)
A closed-form solution for wˆ can be derived by differentiating the MSE and setting it
to zero:
0 =
N∑
n=1
(tn − wˆ⊤ϕ(xn))ϕ(xn)⊤ (2.6)
0 =
N∑
n=1
tnϕ(xn)⊤ − wˆ⊤
N∑
n=1
ϕ(xn)ϕ(xn)⊤ (2.7)
wˆ = (Φ⊤Φ)−1Φ⊤t. (2.8)
Here Φ is the N ×M design matrix whose elements are given by Φnj = ϕj(xn). The
last equation is known as the standard equation for least-squares linear regression.
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2.3 Bayesian Learning
The linear regression formulation introduced in the last section finds model parameter
estimates by minimising a loss function, the MLE. Alternatively, the problem can be
reformulated in a way fitting the Bayesian learning methodology more closely. The
target variable is assumed to be given by a deterministic function of the input and
model parameters and perturbed by Gaussian noise as shown in Equation 2.1. This
relationship can also be expressed as with the following conditional, where a linear
model with features is used:
p(tn|w,xn, β) = N (tn|w⊤ϕ(xn), β−1). (2.9)
The likelihood function can then be defined as
p(t|w,X, β) =
N∏
n=1
N (tn|w⊤ϕ(xn), β−1), (2.10)
where the product of conditionals translates the implicit assumption of independence
between data points. Note that finding the estimator that maximises Equation 2.10
is equivalent to the estimator derived in Equation 2.8, also referred to as maximum
likelihood estimator or wML.
However, in the Bayesian learning methodology, model parameters are typically
treated as random variables, for which prior distributions are defined. This allows for
deriving estimators or model parameter posterior distributions by making use of Bayes’
rule, hence mixing prior information with likelihood information in a natural way.
In the simplest case, a Gaussian isotropic prior can be defined for model parameters
w such that
p(w;α) = N (w|0, α−1I), (2.11)
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with prior precision parameter α. Using Bayes’ rule and the likelihood defined in
Equation 2.10, the model parameter posterior distribution p(w|t,X) can be written as
p(w|t,X;α, β) = p(t|w,X; β)p(w;α)
p(t;α, β) , (2.12)
where p(t;α, β) is the evidence or marginal likelihood function.
Because both the likelihood function and the model parameter prior were chosen
to be Gaussian distributions, the posterior distribution is also Gaussian and can be
computed in closed-form. The expression for the model parameter posterior distribution
can be derived by expanding prior and likelihood expressions and completing the square
in a tedious but straight-forward process [8], leading to
p(w|t,X;α, β) = N (w|m,S), (2.13)
where m = βSΦ⊤t, (2.14)
S = (αI + βΦ⊤Φ)−1. (2.15)
A new model parameter estimator can be derived, by seeking to maximise the the
posterior distribution. This estimator is referred to as maximum a posteriori (MAP) or
wMAP , and is given by Equation 2.14 as the mode and mean of Gaussian distributions
coincide. This estimator differs from the maximum likelihood estimator in that prior
information is incorporated and controlled by hyper-parameter α. As α tends to zero,
the prior becomes infinitely broad and uninformative, and the expression for wMAP is
identical to that of wML.
2.4 Bayesian Linear Regression
Instead of deriving parameter estimators, the quantity of interest in Bayesian linear
regression (BLR) is the full parameter posterior distribution. Incorporating the full
distribution when making predictions results in more information available than with
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maximum likelihood or maximum a posteriori method, as several parameter posterior
distribution moments can often be computed.
Following the same derivation as for the maximum a posteriori estimator, the model
parameter posterior is given by Equation 2.13. When making predictions, the Bayesian
linear regression model makes use of the whole model parameter posterior distribution;
the predictive distribution p(t|x, t, α, β) for a new point x is computed as follows by
marginalising over model parameters:
p(t|x, t,X;α, β) =
∫
p(t|w,x; β)p(w|t,X;α, β)dw (2.16)
= N (t|m⊤ϕ(x), σ2(x)), (2.17)
where the predictive variance σ2(x) is given by
σ2(x) = β−1 + ϕ(x)⊤Sϕ(x). (2.18)
Contrary to linear regression, Bayesian linear regression provides predictive variance
information which can be used to assess prediction confidence. The predictive variance
in Equation 2.18 is composed of two terms: the first one represents data noise whereas
the second one encodes the uncertainty associated with model parameters w.
One of the advantages of working with model parameter priors and posteriors is
that the Bayesian linear regression model can seamlessly be updated in closed-form, in
light of new data. The update procedure involves replacing the current prior (of mean
mi−1 and covariance Si−1) by the current posterior (of mean mi and covariance Si)
and applying Bayes’ rule once again with the likelihood of the new data to compute
the new posterior (of meanmi+1 and covariance Si+1). Formally, the model parameter
prior is defined as
p(w;α) = N (w|mi,Si), (2.19)
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and the posterior distribution is
p(w|t,X;α, β) = N (w|mi+1,Si+1), (2.20)
where mi+1 = Si+1(S−1i mi + βΦ⊤t), (2.21)
Si+1 = (Si + βΦ⊤Φ)−1. (2.22)
These equations can be used to cheaply update the posterior iteratively, as new data is
made available.
Lastly, hyper-parameters α and β can be optimised by minimising the negative log
marginal likelihood (NLML) − ln p(t|α, β). Rearranging Equation 2.12, the NLML can
be written as follows:
− ln p(t|α, β) = E(m) + 12 ln |S
−1|+ N2 ln(2π)−
M
2 ln(α)−
N
2 ln(β), (2.23)
where E(m) = β2 ||t−Φm||
2 + α2m
⊤m. (2.24)
When minimising the NLML, values of α and β are learned from data only (no prior
was used for either hyper-parameter α or β), and their estimate is referred to as type-II
maximum likelihood. Note that feature parameters, which have been omitted thus
far, can also be optimised using the NLML. This procedure is however expensive as it
requires training the model anew at each iteration of the NLML minimisation process.
2.5 Gaussian Process (GP) Regression
Gaussian processes (GP) provide a more expressive Bayesian regression framework,
not limited to representing linear trends. A Gaussian process places a probability
distribution over functions y, defined as a multivariate Gaussian distribution. The
space of possible functions fitting the dataset is fully characterised by a mean m(x|θm)
and a covariance function (or kernel) k(x,x′|θk), which defines the similarity of any
16 Theoretical Background
two input vectors. The Gaussian process model is written as
y(x) ∼ GP(m(x|θm), k(x,x′|θk)), (2.25)
where θm and θk are mean and covariance hyper-parameters respectively.
Gaussian process regression gives a predictive distribution where mean and variance
are function of the input x. The mean function is generally assumed to be zero, i.e.,
m(x) = 0. Conversely, the choice of kernel greatly impacts the type of functions that
can be modelled, and is the subject of much work. The most common choice is the
square exponential kernel, given by
k(x,x′) = σ2f exp(
(x− x′)⊤L(x− x′)
2 ), (2.26)
where L is a square matrix of size D, typically chosen as a diagonal matrix containing
length-scale parameters for each of the dimensions of the data: L(i,j) = 1/l2i . Both σ2f
and the elements of L are considered kernel hyper-parameters and grouped into θk.
Regression with Gaussian processes involves solving the problem of posterior infer-
ence, and potentially learning hyper-parameters θm and θk. A dataset D = {xn, tn}Nn=1
is composed of noisy data from y such that t = y(x) + ϵ, where ϵ is Gaussian noise
ϵ ∼ N (0, σ2n). The posterior joint distribution of observed values t and predicted values
y∗ at query points X∗ is given by
 t
y∗
 ∼ N
0,
K(X,X) + σ2nI K(X,X∗)
K(X,X∗)⊤ K(X∗,X∗)

, (2.27)
where X and X∗ are training and testing inputs respectively and K(·, ·) are matrices
such that K(X ′,X ′′)(i,j) = k(X ′i,X ′′j ).
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The predictive distribution at testing locations p(y∗|X∗,y,X) is a Gaussian distri-
bution with mean and covariance given by
E[y∗|X∗,y,X] = K(X∗,X)[K(X,X) + σ2nI]−1(t−M(X)) (2.28)
Cov[y∗|X∗,y,X] = K(X∗,X∗)−K(X∗,X)[K(X,X) + σ2nI]−1K(X,X∗), (2.29)
where M(·) is a mean vector such that M(X)(i) = m(Xi).
Learning the hyper-parameters of a Gaussian process follows a similar procedure
to the one described for Bayesian linear regression. All model hyper-parameters are
grouped into a vector θ. The simplest approach to estimating a good set of hyper-
parameters is by maximising the log likelihood function. In the case of Gaussian
process regression, this function takes the following form:
log p(t|θ) = −12 log |KX | −
1
2t
⊤K−1X t−
N
2 log(2π), (2.30)
where KX = K(X,X) + σ2nI.
2.6 Sparse Approximation of Gaussian Processes
Gaussian processes provide a powerful tool for non-linear regression. However, both
the inference and learning phase require inverting matrix KX of size N ×N , which
becomes prohibitively expensive when N is moderately high. Much Gaussian process
literature is dedicated to proposing approximations, which provides slightly worse
regression performance to the full model at a fraction of the computational cost. These
methods are often based on finding a representative set of M << N inducing points
to summarise the dataset, resulting in a much smaller matrix KX to invert. A review
of Gaussian process approximation techniques in given in [68].
Another approach approximates the kernel function used to construct KX with a
set of M features. These features can be be directly plugged into a Bayesian linear
regression model to approximate a Gaussian process. This method, described in the
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next section, is in often easier to use and more flexible than other approximation
techniques based on learning a representative set of inducing points.
2.6.1 Random Fourier Features
This section describes random Fourier features (RFF) [69], a technique which allows
linear models to enjoy the expressivity of kernel methods by providing features ap-
proximating kernels. It should be noted that these features are different from Fourier
basis [34], which do not approximate kernel functions.
For any shift invariant kernel, which can be written as k(τ) with τ = x − x′,
a representation based on the Fourier transform can be computed with Bochner’s
theorem [23].
Theorem 1 (Bochner’s Theorem) Any shift invariant kernel k(τ ), τ ∈ RD, with a
positive finite measure dµ(ω) can be represented in terms of its Fourier transform as
k(τ ) =
∫
RD
e−iωτdµ(ω). (2.31)
Assuming measure µ has a density p(ω), p is the spectral density of k and we have
k(τ ) =
∫
RD
e−iτωp(ω)dω ≈ 1
M
M∑
j=1
e−iτωj = ⟨ϕ(x),ϕ(x′)⟩, (2.32)
where p is the spectral density of k, ϕ(x) is an approximate feature map, and M the
number of spectral samples from p. In practice, the feature map approximating k(x,x′)
is
ϕ(x) = 1√
M
[cos(x⊤ω1), ..., cos(x⊤ωM), sin(x⊤ω1), ..., sin(x⊤ωM)], (2.33)
where the imaginary part was set to zero, as required for real kernels. In the case
of the radial basis function kernel defined as k(x,x′) = exp(−0.5σ−2||x− x′||22), the
kernel spectral density is Gaussian p = N (0, 2σ−2I). Feature maps can be computed
by drawing M2 × d samples from p one time only, and computing Equation 2.33 on new
inputs x using these samples. The resulting features are general and approximate a
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kernel function, which should be chosen to represent adequate distance measures for
the problem of interest. Correspondence tables between numerous kernels and their
spectral densities are given in [69].
2.6.2 Approximate GP with Bayesian Linear Regression
As the number of random Fourier features increases, kernel approximation error
decreases [85]. In the limit of an infinite number of features the exact kernel can
be recovered from the feature map, and linear regression with this feature map is
equivalent to kernel regression. Combining random Fourier features with Bayesian
linear regression is very closely related to Gaussian process regression, as detailed
in [42]. This approximate Gaussian process model has the same complexity as Bayesian
linear regression, which scales with the number of features M , and does not suffer from
the high complexity of Gaussian processes which depends on N .
Further reduction of complexity with this approximate GP can be achieved by
reducing the number of features used. One solution relies on sampling frequencies
according to a quasi-random sampling scheme, reducing kernel approximation error
compared to classic Monte Carlo sampling with the same number of features [94].
2.7 Bayesian Optimisation
Bayesian optimisation (BO) is a technique aiming to find the optimum x∗ ∈ RD of an
objective function y : RD → R by gathering noisy observations from it. Formally,
x∗ = argmax
x
y(x) (2.34)
Noisy observations are assumed to result from an additive Gaussian noise on the function
evaluation. The ith observation is defined as ti = y(xi) + ϵ, where ϵ iid∼ N (0, β−1)
is the noise associated with each independent observation. Extensive theory on BO
can be found in [11]. Most implementations of BO use Gaussian processes to model
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the objective function f , although any other probabilistic model can be used. The
GP model is updated with a data couple (xi, ti) every time a noisy observation ti
is made at location xi. The search of where to get an observation next is guided
by an acquisition function h. At each iteration in the BO algorithm, the location
at which to evaluate y is determined by finding argmaxx h(x), therefore reporting
the maximisation problem from y to h. h is much easier to optimise with traditional
techniques such as DIRECT [28] and, is typically much cheaper and faster than y to
evaluate. An implementation of BO is detailed in Algorithm 1.
Algorithm 1 Bayesian Optimisation
1: Let xi be the sampling point at iteration i.
2: Let D = {(x1, t1), ..., (xn, tn)} be the data.
3: Let h be an acquisition function.
4: for i = 1, 2, .., n do
5: Find xi = argmaxx h(x|D1:i−1).
6: Sample the objective function tt = y(xi) + ϵi.
7: Augment the data D1:i = {D1:i−1, (xi, ti)}.
8: Recompute the GP model with D1:i.
9: end for
2.7.1 Acquisition Function for Bayesian Optimisation
Acquisition functions are designed to guide the search for better sampling locations
in Bayesian optimisation. Hence it is crucial to select a good acquisition function
to achieve better performance and sample efficiency. Typically, acquisition functions
are designed to reflect the probability of the objective function being high at a given
location. This probability can be estimated using full posterior information from the
probabilistic model learned in BO. Many popular acquisition functions exist; Probability
of Improvement and Upper Confidence Bound are presented here.
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Probability of Improvement
The probability of improvement (PI) acquisition function described in [38] computes
the probability that sampling at a new input location improves over the best known
location x+ = argmaxxi∈X y(xi). Formally,
PI(x) ≜p(y(x) ≤ y(x+) + ξ) (2.35)
=Φ
(
µ(x)− y(x+)− ξ
σx
)
, (2.36)
where Φ is the Gaussian distribution CDF, µ and σ are the posterior mean and standard
deviation of the probabilistic model learned by BO, and ξ ≤ 0 is a parameter trading
off exploration and exploitation.
Upper Confidence Bound
The upper confidence bound (UCB) acquisition function described in [16] is often used
for its simplicity and ease of use. It only considers the mean and standard deviation of
the underlying probabilistic model at a given input location:
UCB(x) ≜ µ(x) + κσ(x), (2.37)
where κ ≥ 0 is also an exploration-exploitation trade off parameter. High values of
κ result in more exploration around less sampled areas, while lower values favour
exploitation near previously sampled locations.
2.8 Sequential decision making
Markov decision processes (MDP) and partially observable Markov decision processes
(POMDP) are frameworks used for sequential decision making, notably in the fields
of planning and reinforcement learning. Both frameworks define a way to model
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interactions between a learning agent and a dynamical system, making it possible to
learn agent behaviours that achieve a desired task.
2.8.1 Markov Decision Process
Agents can interact with an environment (or domain) by taking actions and can observe
a description of the environment state. Executing an action in a specific state results
in the environment changing states, called transition. Each action taken in a given
state is associated with a reward reflecting how helpful the action is to achieve a goal
task. Agents act according to a policy π, which determines actions to execute in any
state of the environment.
Formally, a MDP is defined by the tuple < S,A, T, R, γ >. S and A are spaces of
states s and actions a respectively. The transition function T : S × A × S → [0, 1]
encodes the probability to transition to state s′ when executing action a in state s, i.e.
T (s, a, s′) = p(s′|s, a). The reward distribution R of support S × A × S defines the
reward r associated with transition (s, a, s′). The discount factor γ ∈ [0, 1) diminishes
the importance of long-term action consequences. MDPs rely on the Markov assumption,
which states the distribution on future states only depends upon the current state,
and hence the current state contains all the necessary environment information to act
optimally. Solving a MDP is equivalent to finding the optimal policy π∗ starting from
s0:
π∗ = argmax
π
ET,R,π[
∞∑
i=0
γiri], (2.38)
with ai ∼ π(si), si+1 ∼ T (si, ai, ·), and ri ∼ R(si, ai, si+1).
2.8.2 Partially Observable Markov Decision Process (POMDP)
POMDPs extend MDPs to decision making under uncertainty [80]. Unlike in Markov
decision processes, the agent does not have direct access to the environment state but
only receives limited state information via observations. It must instead act relying
on a belief of the underlying state, built from observations. It is therefore important
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for the agent to maintain a probability distribution over the set of possible states. A
POMDP is fully defined by the tuple < S,A, T, R,Ω, O, γ >, with:
- S: Set of states {s1, s2, ..., sn}.
- A: Set of actions {a1, a2, ..., am}.
- T: S ×A× S → [0, 1] is a transition function interpreted as the probability to
transition to state s′ when executing action a in state s, i.e. T (s, a, s′) = p(s′|s, a).
- R: S ×A → R is a reward function defining the reward of executing action a in
state s, i.e. R(s, a).
- Ω: Set of observations {o1, o2, ..., ol}.
- O: S ×A× Ω→ [0, 1] is an observation function that represents the probability
of observing o when action a was executed and led to state s, i.e. O(o, a, s) =
p(o|a, s).
- γ ∈ [0, 1] is the discount factor.
POMDPs also rely on the Markov assumption, hence it is not necessary to keep track
of an observation history as all information at time t is assumed to be embedded in
the current belief state bt(s).
Solving a POMDP is equivalent to finding the optimal policy π∗ : Ω → A. The
optimal policy is defined as the one maximising the expected infinite sum of discounted
rewards rt starting from belief state b0. More formally,
π∗ = argmax
π
E[
∞∑
t=0
γtrπt |bo] (2.39)
where rπt is the reward given for following policy π at time t.
Numerous methods to solve MDPs and POMDPs were proposed over the years.
Learning policies when transition and/or reward and observation functions are unknown
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falls into the field of reinforcement learning, whereas the task is typically referred to as
planning when all functions are known.
2.9 Reinforcement Learning
Reinforcement learning addresses a class of learning problems where an agent interacts
with a dynamic, potentially stochastic and partially unknown environment, aiming
to learn policies that maximise performance on a given task [87]. The interactions
between agent and environment are typically modelled using a Markov decision process
when states are observable, or a partially observable Markov decision process in when
only limited state information is accessible. Reinforcement learning has received much
recent attention, and methods to learn policies from interaction with an environment
fall into several families. This section gives an overview and basic theory on the main
classes of reinforcement learning methods.
2.9.1 Model-based
The principle behind model-based methods is to learn the MDP’s transition dynamics,
and use a planning algorithms to find the best action to execute next. This family of
methods is called model-based to reflect the model used to learn transition dynamics.
By opposition, the next two families of RL algorithms do not learn the transition
dynamics explicitly and are often referred to as model-free RL.
Learning the transition dynamics of an MDP can be cast as a supervised learning
problem using transition data collected from interactions between agent and envi-
ronment. Transitions are tuples (st, at, st+1), and the state-action pair (st, at) and
next state st+1 can be used as input and target of a supervised learning algorithm,
respectively. Some model-based RL algorithms similarly learn the reward function
from transition data.
Once the transition function (and possibly reward function) is learned, action
selection is reduced to a planning problem. Indeed, when components of the MDP are
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known, planning algorithms such as full tree search or Monte Carlo tree search can
find the optimal action at a given state. In this case, the policy is not a function but a
planning algorithm. Examples of model-based RL algorithms include Dyna [86] and
prioritised sweeping [53].
Model-based RL methods are known for their high data efficiency, which makes them
perfect candidates for real life problems where data is scarce or expensive. Furthermore,
these methods can handle changing objectives and tasks (change in rewards), without
needing to learn models anew. However, model-based algorithms generally do not scale
well with high dimensions, and learning models and planning can be computationally
expensive. Lastly, resulting policies are sensitive to compounding transition model
errors, and a slightly wrong transition model can result in degenerate policies.
2.9.2 Value function
The core idea of value function RL [13] is to learn a value function V (or state-action
value function Q), which encodes the expected long-term discounted value of a state
(or state-action pair):
V (s) = ET,R,π[
∞∑
i=0
γiri|s0 = s], (2.40)
Q(s, a) = ET,R,π[
∞∑
i=0
γiri|s0 = s, a0 = a], (2.41)
where ri = R(si, ai). These functions reflect the expected sum of discounted reward
gained from following policy π, starting from s0 = s (and a0 = a in the case of Q).
These value functions are difficult to learn in practice, but have the advantage of
making the policy definition simple. Because value functions encode the value of a
state (or state-action pair) using an infinite horizon, high horizon action search is not
necessary to achieve non-myopic action selection.
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When the state-action value function is optimal, denoted Q∗, the optimal policy
simply becomes a maximisation over the action space:
π∗(s) = argmax
a∈A
Q∗(s, a). (2.42)
Learning the state-action value function can be achieved by writing Equation 2.40
recursively, also known as the Bellman equation:
Q(s, a) = ER[R(s, a, s′)] + γEs′,a′|s,a[Q(s′, a′)]. (2.43)
Here, s′ ∼ p(s′|s, a) and a′ ∼ π(s′). This equation can be used to iteratively refine
models of Q based on transition data, and is the base of most value function RL
algorithms such as Q-learning [90]. In the tabular case, learning Q with Equation 2.43
converges to the optimal state-action value function Q∗, which is used to recover the
optimal policy π∗.
Value function methods are generally simple algorithms, of low complexity. Learning
is relatively data efficient, while not requiring the computational overhead of learning
MDP transition dynamics. However, this family of methods does not scale very
well with very high dimensions, and does not provide ways to inspect how much of
the environment dynamics the agent has learned. Examples of value function RL
include value iteration [6, 87], Q-learning [90], SARSA [75], and least-squares temporal
difference [40].
2.9.3 Policy search
Policy search methods take a different approach and directly search over a space of
policies to find the best performing one. Policies are modelled as function mapping
states s to actions a and fully defined by a vector of parameters θ. Finding the optimal
policy π∗ becomes an optimisation problem and is equivalent to finding the optimal
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parameters θ∗:
θ∗ = argmax
θ
E[
∞∑
t=0
γtrπθt ], (2.44)
where rπθt is the reward obtained for executing the action chosen by πθ at time step t.
Equation 2.44 describes a classic optimisation problem, which can be solved using
common optimisation techniques. Methods using gradient-free optimisation are known
as direct policy search. Examples of direct policy search include using Bayesian
optimisation [11] or the Cross Entropy method [46].
Methods using gradient-based optimisation are referred to as policy-gradient. How-
ever, obtaining gradients from Equation 2.44 is not trivial and many methods estimate
policy gradients by using the likelihood ratio trick. Denoting J the expected discounted
return such that J(θ) = E[∑∞t=0 γtrπθt ], policy parameter gradient updates are given by
∇θJ(θ) = E[
∞∑
t=0
∇θ log πθ(at|st)
∞∑
t=0
γtrπθt ], (2.45)
where the expectation is often approximated using finite samples. Note that this
requires the policy to be stochastic, and a differentiable function of its parameters.
Gradient estimates of policy parameters θ can be obtained from Equation 2.45, and
any gradient descent method can be used to find a (potentially local) maximum of J .
One of the most famous policy gradient methods, making use of the likelihood ratio
trick, is REINFORCE [91].
The main advantage of policy search methods is their ease of implementation and
deployment, casting RL as a black-box optimisation problem. Their computational
complexity is typically low, and these methods do not require explicitly learning
transition dynamics. However, policy parameter updates generally suffer from high
variance, and policy search methods can be very data inefficient. Similarly to value
function based RL, there is no way to inspect how much of the environment dynamics
the agent has learned. Lastly, policy search methods only work in episodic regimes,
because updates happen after episodes end.
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More advanced methods also combine the different types of RL methods. For exam-
ple, value function or policy search methods can take advantage of transition models
learned by model-based algorithms. Policy gradient methods can also simultaneously
learn a value function, called baseline, to reduce gradient estimate variance [91]. Lastly,
actor-critic methods also simultaneously learn a policy and value function [33].
2.10 Summary
This chapter provided background for understanding and developing the techniques
presented in this thesis. Linear regression and Bayesian linear regression are standard
regression techniques that rely on the restrictive assumption the mapping from inputs
(or features) to targets is linear. The Bayesian version allows for inferring posterior
distribution over model parameters, formulating predictions as full distributions instead
of a point estimates.
Gaussian processes provide with a more flexible regression framework with the
ability to model much more complex functions than linear models. Because Gaussian
processes are expensive to train, sparse and approximate versions were designed.
The combination of Bayesian linear regression with random Fourier features, which
approximate kernel functions, provides an inexpensive way to model complicated
functions, in a Bayesian framework.
Bayesian optimisation is an optimisation technique for black-box functions. It
actively samples new locations by trading off between exploration and exploitation
using a probabilistic model of the unknown function. The guided search led by Bayesian
optimisation typically reduces the number of samples needed before the maximum is
found.
Decision making under uncertainty is typically formulated with MDPs and POMDPs,
which define a framework for learning agents to interact with an environment. Agents
can learn policies dictating how to act in different situations so as to achieving a given
task more efficiently. Learning the components of such frameworks while learning
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policies is the focus of reinforcement learning. Value function methods rely on learning
a function encoding the long-term value of states and actions. Policy search techniques
directly search for optimal policy parameters leading to policy with higher returns.
Lastly, model-based methods first learn the transition dynamics as a supervised problem,
and then leverage planning algorithms to select optimal actions.

Chapter 3
Bayesian Optimisation for
Sequential Planning
3.1 Introduction
This chapter presents an approach to sequential planning, relying on Bayesian optimi-
sation to balance exploration and exploitation of the planning search space. Part of
the contents of this chapter have been previously published in ICRA1.
Path planning under uncertainty is a central problem in robotics, whether for
manipulation or with mobile robots. The problem can be formalised as solving a
partially observable Markov decision process (POMDP), a popular and mathematically
principled framework. POMDPs allow for planning when the state of the world is
hidden or stochastic. This is achieved by maintaining a probability distribution, called
belief, over the set of possible states the world could be in. The transition and reward
dynamics of the world are also defined as probability distributions. They can be used
by POMDP solvers to simulate the execution of sequences of actions and compute
their associated rewards. POMDP based planners can efficiently compute the best
1Philippe Morere, Román Marchant, and Fabio Ramos. Sequential Bayesian optimisation as
a POMDP for environment monitoring with UAVs. In International Conference on Robotics and
Automation (ICRA), 2017
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action, looking several steps ahead, while dealing with stochastic transition dynamics
and sensor noise.
The task of picking trajectories to maximise information gain is known as informative
path planning, and is a fundamental concept of monitoring. Reasoning over trajectories
instead of over destinations was shown to increase information gain [48].
While many monitoring applications use informative path planning, most rely on
myopic approaches. Myopic techniques naively define the best action as the one with
highest immediate reward. By failing to account for future potential rewards, myopic
algorithms often yield suboptimal behaviour. Classic non-myopic planners compute the
whole trajectory sequence offline. While these planners can generate optimal policies
when dealing with the most engineered cases, they fail on real-life scenarios or when
little or no data is known a priori. Their main shortcoming is their inability to improve
the sequence of trajectories with the information gathered. On the other end of the
spectrum lies online planning: after each trajectory, robots recompute the best action
by simulating numerous sequences of actions, thereby sampling the potentially infinite
space of possible scenarios. Finding the best action is a non-trivial maximisation
problem, especially when robots evolve in stochastic and noisy environments.
This chapter presents BO-POMDP, a POMDP based informative path planning
algorithm based on [49], suitable for monitoring real-life environmental phenomena.
BO-POMDP uses a Gaussian process to maintain a belief over the studied phenomenon,
thus including uncertainty information when reasoning. By redefining the POMDP
reward function as a balance between belief uncertainty and gradient, an exploration-
exploitation behaviour can be induced. Encouraging the robot to exploit high-gradient
areas is paramount to achieving high quality monitoring, as reconstructed maps usually
suffer from higher errors in complexly varying areas. BO-POMDP simulates several
steps ahead and recomputes the best action after each trajectory finishes, making it a
non-myopic online planner. The inherent complexity of online POMDP planners is dealt
with by using Monte Carlo tree search (MCTS) to approximate the aforementioned
maximisation problem.
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The contributions of this chapter are twofold. A myopic planner and the BO-
POMDP algorithm are first presented, both improving on [49] by redefining a reward
function trading off exploration and exploitation of gradients. This reward function
is shown to yield superior results in simulation both in terms of returns and map
reconstruction error, when compared to the method our work is based on. The
comparison between the myopic and non-myopic algorithms suggests planning with
higher horizons improves monitoring behaviour. Secondly, the first practical results
of the BO-POMDP formulation are displayed, using a cheap quad-copter to carry
out real-life monitoring. The method presented in this chapter is shown successful at
mapping terrains, only using limited sensing capabilities.
The remainder of this chapter is organised as follows. Section 3.2 reviews the
existing literature on informative path planning and POMDP planners. Section 3.3
presents a myopic solution to informative path planning, then extended to the non-
myopic case in Section 3.4. Section 3.5 displays simulation and real-life experimental
results. Conclusions are offered in Section 3.6.
3.2 Related Work
Path planning and decision making under uncertainty have been studied by many
researchers. Even though much theoretical work exists on the topic, few advanced
methods were successfully applied to real-world robots.
Basic planning methods which only consider the next destination are qualified
as myopic. Myopic planners are efficient at solving basic problems, but their lack of
anticipation makes them fail on more complicated tasks. Bayesian optimisation is a
perfect framework for myopic decision making. It was successfully used in [47] to pick
the next best destination a robot should move to. The in-built exploration-exploitation
balance of BO yields good monitoring behaviour. Exploiting the information robots
gather along their trajectories to improve planning is referred as informative path
planning in the literature. Informative path planning enables robots to take more
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complicated and more informative trajectories, by reasoning over the route instead
of the destination. For example, the technique described in [48] defines the best
trajectory as the one maximising the sum of rewards given for travelling along it. The
main shortcoming of this type of method is it neglects long-term consequences when
taking decisions. Indeed, not planning further than a single action ahead can result in
sub-optimal situations (eg. robot facing a wall, requiring a sharp turn, trapped in a
low-reward area).
Several frameworks for non-myopic planning were developed over the last decades.
One of the best defined and most successful ones is the partially observable Markov
decision process (POMDP), which allows the robot’s current state to be unobserved.
POMDPs allow one to simulate taking sequences of n actions, and computing the
overall reward of executing such sequence. The action leading to the highest sequence
of rewards is selected for execution.
Over the years, many POMDP solvers were developed. Their high complexity
favours offline solutions such as [66]. However, because the robot has no a priori
information of the studied phenomenon, offline solutions cannot be used in our set-up.
Several online POMDP solvers exist, and often tackle high complexity by relying
on sampling methods [24, 37, 74, 79, 81, 36]. Some of them were extended to the case
of continuous state and observation spaces [37, 79, 81], and to continuous action spaces
[78]. These POMDP solvers deal with large and continuous state and observation
spaces by sampling them to build more compact representations. This approximation
step does not satisfy our needs, as maps built from sampled spaces suffer from poor
resolution in areas of interest, or incur tremendous costs on the planner when very
high sampling is used. Furthermore, we wish to have access to the uncertainty of the
state space to easily determine areas to explore.
Another method is proposed in [49], based on Monte Carlo tree search (MCTS)
for POMDPs [79] and using a Gaussian process (GP) to maintain a belief over a
continuous state space. Modelling the belief with a GP is an elegant way to tackle
continuous states and observations while keeping generality with the type of functions
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the belief can represent [71]. Also, GPs naturally provide uncertainty information,
a core feature for balancing exploration-exploitation. Defining the POMDP reward
function as a BO acquisition function, [49] takes advantages from both techniques to
achieve non-myopic informative path planning. While most of the work reviewed so
far is theoretical, decision making under uncertainty has also been applied to robots.
Planning for fault inspection is achieved using the travelling salesman problem on
a submarine in [25]. The underwater glider in [93] relies on simulated annealing and
swarm optimisation to find energy-optimal paths in strong currents. Informative path
planning is carried out in [7] by using a variant of branch and bound. These methods
minimise the overall uncertainty of the underlying model, therefore not addressing
the exploration-exploitation trade-off, for which different levels of certainty must be
achieved across the state space. Integrated path planning and rotics control is achieved
in [45], where information potential is used to guide planning outside of local minima,
while resulting in sensor measurements that maximize the information value over time.
Finally, a method balancing global uncertainty reduction and re-sampling of areas
of interest is tested on a ground robot in [48]. The major drawback of this method
however is its inability to plan more than one step ahead. This property makes the
planning algorithm converge to greedy suboptimal paths.
The solution proposed in this chapter builds on the work of [49] and [48] to formulate
a non-myopic planning algorithm for real-life environmental monitoring. The reward
function defined in [49] is first modified to achieve a monitoring behaviour that exploits
high-gradient areas. The resulting algorithm is then implemented and adapted to a
real application of UAV terrain mapping.
3.3 Sequential Continuous Planning
The objective of informative path planning is finding the best sequence of trajectories
along which to gather samples. Trajectories T are defined as parts of the longer
global path robot follow during experiments. Focusing on online planning methods,
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a trajectories is recomputed after the last trajectory was executed. Trajectory are
functions of parameters θ and a starting pose p, written T (θ,p)|u=t where t = 0
denotes the start of the trajectory (or p) and t = 1 the end (or p′). The value of a
trajectory depends on the quantity of information gathered along it and how much it
reduces the uncertainty of the global belief on the monitored phenomenon. This value
is captured by a metric that balances exploration and exploitation. In the myopic case,
in which the planner only looks one step ahead, the metric is computed for a single
trajectory. In the non-myopic case however, the value of a trajectory should take into
account all expected future samples. Ideally, it should be computed with all future
samples over an infinite horizon. In practice however, the horizon (or look-ahead)
needs to be finite for tractability reasons. The extreme myopic case of a 1-look-ahead
can be tackled by using Bayesian optimisation with an acquisition function balancing
exploitation of past high-reward actions and exploration of unseen ones. This approach
yields acceptable results for simple problems and is presented in the following section.
3.3.1 A myopic approach
This section describes a naive solution to the UAV monitoring problem. The pre-
sented approach is myopic, but takes advantage of the continuity of trajectories when
planning. Most approaches rely on picking a destination at which to gather samples
next, then building a trajectory between the robot’s pose and the destination that
respects trajectory constraints. While this simple approach works well in practice, it
neglects the information gathered along the trajectory, making the method sub-optimal.
Furthermore, most sensors have a high sampling frequency when compared to the
frequency at which planning is carried. Making the most out of the samples is essential
to building a good planning algorithm.
To solve this problem, this work proposes to include the information gathered
along the trajectory in the planning process. The value ν of a trajectory T (θ,p) with
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parameters θ and starting from pose p is defined as:
ν(θ,p) =
∫ 1
0
h(T (θ,p)|u=t)dt (3.1)
where h is an acquisition function governing data acquisition behaviour. In practice,
the integral must be replaced by a discrete sum, in which the number of points to
sum depends on the sensor frequency. To achieve a balance between exploration and
exploitation of areas of interest, the Upper Confidence Bound acquisition function
(UCB) [17] can be used. Here, UCB was modified to exploit areas of high gradient
instead of high values, to achieve improved mapping accuracy in areas with high
variations. Equation 3.1 then becomes:
ν(θ,p, b(f)) =
Ns∑
i=0
∥∇µ(b(f))|pi∥2 + κσ(b(f))|pi (3.2)
where b(f) is the belief the robot has over the unknown objective function f , ∇ is the
gradient operator, µ and σ denote the mean and variance functions respectively, and
pi is a point within trajectory T such that pi = T (θ,p)|u=i/Ns . Although it would be
desirable to directly model gradients in order to obtain better exploitation, it is often
unrealistic to assume access to objective function gradient information. Indeed many
sensors, such as the ones used in experiments, do not provide gradients. From Equation
3.2, one can notice parameter κ is used to balance exploitation (first term) of high
gradient and exploration (second term) of areas of high uncertainty. The exploitation
term is designed to encourage the robot to get more samples in quickly varying areas,
which often are the most complicated areas to map.
For any predefined set of parameterised trajectories, the robot can simulate the
value ν of each trajectory based on its current pose and belief. The myopic approach
to continuous path planning consists of finding trajectory parameters θ∗ for which the
trajectory value is maximal:
θ∗ = argmax
θ∈A
ν(θ,p, b(f)). (3.3)
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The method guarantees to find the most informative trajectory based on the chosen
acquisition function. In experiments, this method is referred to as myopic. Note
that other choices of acquisition function will result in different behaviours. The
investigation of the effect of different acquisition functions is left as future work. The
main shortcoming of the technique presented in this section is its myopic nature, which
can be restrictive in practice. Indeed, scenarios in which robots need to plan several
steps ahead are numerous.
To extend this solution to n-look-ahead, the next section proposes to formulate the
problem as a POMDP in which the transition and reward functions are assumed to be
known, and rewards are given by Equation 3.2.
3.3.2 Sequential Planning as POMDP
This problem can be formulated as solving a POMDP, in order to take advantage of
the framework’s previous work and n-look-ahead planning capabilities. The partial
observability of a POMDP allows the model to handle noisy observations, incorporating
them in the belief of f . The state of the system {f,p}, fully described by f and the
robot’s pose p, is never completely given to the robot. However, because system
transitions considered known, the transition function T is explicitly encoded so that
the robot can simulate sequences of actions. Similarly, the robot is also given an
approximate reward function R˜({b(f),p}, a) based on its current belief b(f) in lieu of f .
The approximate reward function uses Equation 3.2, encoding the desired exploration-
exploitation trade-off.
Let us now define the POMDP formulation, termed BO-POMDP [49]:
- S: The state is a tuple {f,p}, where f is the objective function and p is the
robot’s pose. Note that the robot is never given f , but has access to its pose p.
- A: Actions are defined by parameters θ. Each pair of action parameters and
pose p fully defining a trajectory T (θ,p) starting from p. All trajectories are
defined over the domain of f , and observations are gathered along them.
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- T : The transition function models the probability T ({f,p},θ, {f ′,p’}) of result-
ing in state {f ′,p’} given trajectory T (θ,p) was taken in state {f,p}.
The transition function is assumed deterministic and independent from the
objective function f because no transition affects f , nor does f affects transitions.
Thus, it can be rewritten T ({p},θ, {p’}) = δ(T (θ,p)|u=1−p’), where T (θ,p)|u=1
is the resulting pose after executing the full trajectory defined by θ and starting
from pose p, and δ is the dirac function.
As required in the POMDP framework, transitions are first-order Markovian,
i.e. the new state {f ′,p’} only depends of the previous state {f,p} and action
T (θ,p).
- R: The reward function computes the sum of rewards obtained along trajectory
T (θ,p), and is approximated as:
R˜({b(f),p},θ) = ν(θ,p, b(f)) + cost(T (θ,p)) (3.4)
where cost(T (θ,p)) is an application-specific cost for moving along T (θ,p).
- Ω: Observations are noisy evaluations of f along trajectories.
- O: The observation function O is solely defined by robot positions xi along
trajectories. It relies on the distribution p(o|f(x)) from which noisy observations
of the objective function f are drawn. In the discrete case, O is sampled along
trajectories, resulting in a set of observations {oi}:
O({oi},θ, {f,p}) =
∏
xi∈T (θ,p)
p(oi|f(xi)). (3.5)
To solve this POMDP, one only needs to find the optimal policy π∗, granting the
maximum sum of discounted rewards as defined in Equation 2.39. In practice, the
infinite sum is approximated by a finite one, therefore restricting π∗ to be the optimal
policy over a horizon of n actions.
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The next section presents a method for finding an approximation for such policy.
3.4 Monte Carlo Tree Search for POMDPs
The Monte Carlo tree search algorithm is used to solve the previously formulated
POMDP. MCTS has been proven to effectively plan online, on large discrete POMDPs
in [79]. MCTS is a partial tree search relying on a metric to balance exploring new
branches or extending previous ones. When applied to BO-POMDP, the algorithm
searches the space of available sequences of actions at a given step, represented in the
form of a tree. Each node vi of the tree is a fictive state {bi(f),pi}, and branches
emerging from vi are actions starting from pose pi. Simulating taking an action from
node vi results in the fictive state {bj(f),pj}, which is appended to the tree as vj, a
child of vi. The tree is grown by simulating actions until a fixed depth while keeping
track of simulated rewards obtained in the process. Because not all branches can be
explored, MCTS approximates the true expected reward of a leaf node by simulating
sequences of random actions from the leaf itself. The algorithm finishes when it reaches
a predefined number of iterations, returning the action associated with the maximum
expected sum of discounted rewards.
A simplified version of the algorithm is shown in Algorithm 2. Each iteration
comprises four phases. A node is first selected according to the exploration metric
defined in BestChild. The selected node vi is then expanded in function TreePolicy,
by simulating an untried action starting from its state {bi(f),pi}, resulting in node vj .
A sequence of random actions is then simulated starting from the new leaf node vj,
yielding accumulated reward r. Finally, reward r is back-propagated up the tree, and
the branch’s visited counters are increased. The algorithm returns the action leading
to the first-level child with maximal accumulated reward.
Because this algorithm does not explore the full tree of possible actions, its com-
plexity is not exponential with the planning depth. The most expensive operation
being the belief update in line 19, the complexity is only linear with the number of
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Algorithm 2 MCTS algorithm for BO-POMDP
1: function a∗ = MCTS(b(f),p, depthmax)
2: v0 = NewNode(b(f),p, depthmax)
3: for i← 0, i <{Max MCTS iterations}, i← i+ 1 do
4: vl ← TreePolicy(v0)
5: seq ← depthmax −Depth(vl) random actions
6: r ← Simulate seq starting from vl
7: Back up reward r up the tree.
8: Update visited counters for vl branch.
9: end for
10: v∗ ← child of v0 with max accumulated reward
11: return a∗ = action from v0 to v∗
12:
13: function vl = TreePolicy(a)
14: v ← v0
15: while Depth(v) ≤ depthmax do
16: if v has untried actions then
17: Choose a from untried actions
18: r ← Simulate a and get reward
19: Update b(f) and p
20: return vl = NewNode(b(f),p, r)
21: else
22: v = BestChild(v)
23: end if
24: end while
25: return v
26:
27: function vc = BestChild(vp)
28: V ← Children of vp
29: for vi ∈ V do
30: V ← Visited counter of vp
31: Ni ← Visited counter of vi
32: Ri ← Accumulated reward of vi
33: g(i) = Ri
Ni
+ κMC
√
2 ln(Np)
Ni
34: end for
35: return argmaxvi∈V g(i)
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MCTS iterations. As such, one can trade off search accuracy for run time by tuning
this parameter.
3.5 Experiments
This section demonstrates the behaviour of a robot running BO-POMDP, learning a
spatial environmental phenomenon by picking the most informative paths over which
to gather samples. Key characteristics of the algorithm are first shown by comparing
it to myopic planners in a simulator. Qualitative results of complex simulated terrain
reconstruction are then given, and the method is demonstrated to be fit to run on a
real UAV.
In BO-POMDP, the belief b(f) the agent holds of the objective function is a
probability distribution over the space of functions f . As such, it can easily be
represented with a Gaussian process, allowing the belief to potentially capture a very
wide variety of objective functions. The update rule of b(f) simply consists in adding
a data point {x, o} to the GP, where o is a noisy observation at location x. Lastly, the
mean and variance functions µ and σ required by Equation 3.2 are naturally provided
by the GP.
So far, actions have been defined to be trajectories T (θ,p) parametrised by θ and
starting from pose p. Trajectories are functions of u ∈ [0, 1] so that T (θ,p)|u=0 = p
and T (θ,p)|u=1 = p’ where p’ is the resulting pose after executing the full trajectory.
Note that any type of trajectory can be used with this setting.
In experiments, trajectories are 2D cubic splines functions from R to R2, defined
as C(u|β) with u ∈ [0, 1] so that C = [Cx, Cy]⊤ = β[1, u, u2, u3]⊤ where β is a 2-by-
4 matrix of parameters fully defining the spline C. To ensure continuity from one
trajectory to the next, constraints are applied to the parameters β. Restraining the
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trajectory to start at pose p and have a unit total length is equivalent to:
Cx|u=0 = px Cy|u=0 = py
(3.6)
∂Cy/∂u
∂Cx/∂u
= pα
∫ 1
0
C(u|β)du = 1
The above equations allow for easy generation of a set of splines which can be used as
the set of available actions in the POMDP. A set of five discrete actions is generated,
allowing the robot to move forward or take slight or sharp turns on both sides. The
robot travels at a constant speed and gathers observations at regular time intervals, so
that Ns = 8 samples are gathered per trajectory.
The state of the world is composed of the robot’s pose p and the objective function
f . The robot is assumed to have access to its pose, but needs to learn a representation
of f . A Gaussian process is used to maintain a belief over f , providing the robot with
both point estimate and uncertainty of the objective function. The kernel used varies
with the type of environmental variable studied. In experiments, both the RBF and
Matérn kernels are used. Slow changing and smooth variables such as hilly terrains are
well represented with the RBF kernel, while Matérn works well harsh changes in the
objective function, like sharp objects (e.g. boxes or buildings).
In the following experiments, the problem of terrain reconstruction is addressed
by flying a UAV at constant altitude and taking vertical distance measurements.
Because all computation is done in real time, planning many steps ahead is intractable.
Non-myopic planning algorithms are therefore restricted to a maximum look-ahead of
depthmax = 3.
3.5.1 Environment Monitoring
The reward function used in experiments, defined in Equation 3.2, balances exploration
behaviour with further sampling of high-gradient areas. The first experiment aims
to demonstrate the behaviour achieved by using such reward function. The myopic
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Fig. 3.1 Trajectories followed by myopic explorer (left) and myopic planner (right).
The background colours show the monitored objective function, going from low (blue)
to high (red) values. The high-gradient diagonal is exploited by the myopic planner.
algorithm presented in Section 3.3.1 is compared with a myopic explorer on a simple
environment featuring a high gradient diagonal. The myopic explorer favours actions
that reduce its belief uncertainty the most, therefore focusing only on exploration.
Both algorithms run for 35 steps; their overall trajectories and the objective function
are shown in Figure 3.1. The resulting overall trajectories shows a clear difference in
behaviour, with the myopic planner exploiting high-derivative areas of the objective
function. This behaviour directly stems from the reward function used.
The second experiment compares the performance of the presented myopic and
BO-POMDP algorithms to that of a previously established non-myopic planner for
environment monitoring. The objective function used is shown in Figure 3.2. It was
designed so that the two pits are separated by a distance which cannot be travelled in
a single step, making myopic planners less likely to switch pits.
The myopic method featured in comparisons searches exhaustively all possible
immediate actions. The BO-POMDP method only searches a subset of all sequences
of possible actions, limiting its search depth to depthmax = 3. Another established
planning algorithm, presented in [49], is denoted as SBO and is also limited to a search
depth of depthmax = 3. A random exploration behaviour was included as baseline. All
algorithms are allowed 50 steps of planning, with an exploration-exploitation parameter
κ = 5; results are averaged over 50 trials.
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Fig. 3.2 Terrain used in second experiment. The pit in the bottom right corner has
higher gradient than the top left one.
Fig. 3.3 Accumulated rewards for second experiment.
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Figure 3.3 compares accumulated rewards for all methods. BO-POMDP shows
higher accumulated rewards than its myopic competitor, showing non-myopic methods
demonstrate superior behaviour. Indeed, the higher slope of BO-POMDP after step 40
suggests the robot exploits the high-gradient pit more often than the other methods,
across all trials. The non-myopic character of BO-POMDP allows it to take low-reward
immediate actions that lead to high-reward situations after a few steps. It is the case
when the robot switches from the low reward pit (low gradient) to the high reward one
(high gradient).
Both methods myopic and BO-POMDP greatly outperformed SBO. This is because
SBO has no incentive to exploit high-gradient areas and therefore performs poorly on
the given task.
Several error metrics are used to compare final belief with ground truth. The
following metrics were computed:
- Root mean square error (RMSE).
- Weighted root mean square error (WRMSE). Similar to RMSE, weighted so that
errors in high-gradient locations are penalised:
WRMSE =
√√√√∑Ni=1(µ(xi)− f(xi))2∥ (∇f(xi)−min∇f)max∇f−min∇f ∥2
N
(3.7)
- Mean Negative Log Likelihood (MNLL). Accounts for the mean value and uncer-
tainty of the final belief:
MNLL = 1
N
N∑
i=1
1
2 log(2πσ(xi)) +
(µ(xi)− f(xi))2
2σ(xi)
(3.8)
Table 3.1 displays final belief errors with respect to ground truth for each method.
Myopic or BO-POMDP perform better than random or SBO on all metrics, showing
that the reward function reformulation in Equation 3.2 leads to better mapping quality.
On this simple environment, BO-POMDP outperforms myopic on most metrics. This
suggests its ability to plan ahead enables it to get measurements in more informative
locations, thus leading to better terrain reconstruction. However, myopic achieves best
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Table 3.1 Reconstruction error for second experiment.
Algorithm RMSE WRMSE MNLL
Random 28.4 24.3 7.64
SBO 18.5 15.7 0.329
Myopic 8.34 7.08 -1.16
BO-POMDP 7.92 6.7 0.623
Fig. 3.4 Drone flying over a hilly terrain in gazebo simulator. The houses in the
background are used for PTAM positioning.
performance on MNLL, because its global belief uncertainty is smaller than that of
other methods.
The last simulated experiment is run using Gazebo and tum_simulator2 to simulate
an ARDrone quad-copter. The robot’s pose is estimated by running PTAM on the
frontal on-board camera. A distance sensor attached underneath the drone gives
distance measurement, with respect to the object directly under it. This experiment
aims at building a map of a hilly terrain. The experimental setup can be seen in Figure
3.4.
The BO-POMDP algorithm is run for 25 steps, with look-ahead of depthmax = 3
and κ = 10. Figure 3.5 shows a 3D terrain reconstructed from in-flight data, compared
to ground truth. The reconstructed terrain is very similar to the original one, with
2Software available at http://wiki.ros.org/tum_simulator
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Fig. 3.5 Surface reconstruction after simulated experiment with BO-POMDP depth
3 (right), trajectory is displayed in black. Ground truth of the hilly terrain (left), as
shown in Figure 3.4.
only few differences. The final belief uncertainty is high in the four corners, explaining
higher error in all corners. Errors could be reduced by running the algorithm for a few
additional steps.
3.5.2 Height mapping with UAV
For the last experiment, an ARDrone quad-copter was used. It was modified to include
an infra-red range sensor facing down and a Raspberry Pi mounted on top, running
ROS and communicating with a base station. See Figure 3.6. Similarly to the previous
experiments, the goal is to reconstruct the 3D surface of an area. The environment
of study features an 3x3 meter indoor area with sharp-edged props, as displayed in
Figure 3.7 (right). The robot’s pose is estimated by running the same PTAM algorithm
as in the previous experiment. All computation runs in real time, most of it in a
single thread on a base station featuring a 2.90GHz i7 CPU. Because of real-time
constraints and flight time limitations, planning was only carried out with look-ahead
of depthmax = 3, and the number of steps restricted to 15. In this configuration,
choosing the next trajectory takes less than 5 seconds for each step. The 3D surface
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Fig. 3.6 Quad-copter used for real-world experiments.
Fig. 3.7 Surface reconstruction after real-world experiment with BO-POMDP depth 3
(left), trajectory displayed in black. Photo of the corresponding 3× 3 meter experiment
area (right).
50 Bayesian Optimisation for Sequential Planning
Fig. 3.8 Centred surface reconstruction error. A GP with Exponential kernel was used
to reconstruct the map from flight data. The highest error is achieved around prop
edges.
reconstructed from data gathered during the experiment is shown in Figure 3.7 (left).
While one can clearly see the resemblance between the reconstructed surface and the
real environment, reconstruction is not perfect. All props were detected by the range
sensor, and positioned properly. However, their sharp edges are not well represented in
the 3D surface, and notably the hole between the props on the left side of the area. The
reconstruction error in Figure 3.8 confirms edges are where error is the highest. This
problem is likely due to a lack of data, resulting from short flight time. Note that the
belief uncertainty is high in several locations after the flight finished, meaning the belief
could be further improved with more exploration. The range sensor angle (3 degrees)
also contributes to smoothing edges. Using a laser sensor instead would yield more
precise and much sharper measurements. The mean and variance of the reconstruction
error are 6.01 and 1.98 cm respectively. The mean value can be disregarded as it only is
an offset. However, the error variance is small in comparison to the sensor’s theoretical
accuracy of ±4cm, suggesting low sensor accuracy deteriorated mapping quality.
Using a sharper GP kernel such as the exponential kernel improves edge recon-
struction, but fails in areas where data is sparse. Running the experiment for longer
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would allow more data to be gathered and probably lead to more accurate terrain
reconstruction with such kernel.
Despite the fact that the last experiment suffered from practical limitations, it
clearly shows the proposed method can be implemented and run on real UAVs, and
successfully applied to real life scenarios of environment monitoring.
3.6 Summary
This chapter presented BO-POMDP, a non-myopic planner relying on a POMDP
formulation of sequential BO, first introduced in [49]. It relies on the reformulation
of the reward function to balance exploitation of high-gradient areas and exploration.
Simulated experiments show how the behaviour emerging from the new reward function
favours varying areas over constant ones, yielding better mapping accuracy and accu-
mulated rewards than previous methods. Comparisons of 3D terrain reconstruction
shows BO-POMDP achieves lower errors than its myopic equivalent.
The method is further adapted to real-world monitoring problems. It shows promis-
ing results of terrain reconstruction in a realistic simulator, and is then deployed on a
cheap quad-copter with very limited sensing capabilities to achieve decent mapping
of an indoor area. While real-world experiments did not yield a very accurate recon-
structed map, it should be noted that the problem of accurate edge reconstruction is
challenging when dealing with so few and sparse data. Reconstruction could be greatly
improved by upgrading the single-beam infra-red sensor to a more accurate multi-beam
laser sensor, and increasing flight time.
Choosing trajectories that exploit high gradients leads to more informative data
gathering, thus improving mapping accuracy. The method described in this chapter
can be applied to a wide variety of environmental phenomena to improve mapping
quality.
All experiments featured discrete action spaces, requiring human intervention to
properly discretise continuous spaces. This step is not always easy and may often
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lead to suboptimal planning capabilities. The next chapter discusses techniques for
planning when all spaces, and notably action spaces, are continuous.
Chapter 4
Sequential Planning with
Continuous Actions
4.1 Introduction
This chapter extends the work on sequential planning presented in Chapter 3 to
continuous action spaces. Contrary to classic approaches using discrete planners on
previously discretised action spaces such as the ones used in the previous chapter, the
approach presented here makes use of Bayesian optimisation to dynamically extract
sets of relevant actions directly from their continuous space. Part of the contents of
this chapter have been previously published in IROS1.
Planning in real world scenarios presents complex challenges. Robots performing
in this setting often need to plan based on incomplete and limited information from
the environment and simultaneously deal with continuous variables and their infinite
dimensionality.
In many robotics tasks, robots start with very little knowledge of their environment
and gather data as they move around. Newly gathered data improve planning quality
by allowing robots to take better informed decisions. This improvement motivates
1Philippe Morere, Román Marchant, and Fabio Ramos. Continuous state-action-observation
POMDPs for trajectory planning with Bayesian optimisation. In International Conference on
Intelligent Robots and Systems (IROS), 2018
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online planning methods, which recompute policies whenever the robot executes an
action, using an updated belief of the environment.
Bayesian optimisation was proposed as a planning method by [51] and extended
to online informative path planning by [48]. While choosing the immediate best
trajectory yields acceptable results, the myopic character of BO leads to suboptimal
policies. Indeed, the same planning problem was reformulated as a POMDP by [49] to
benefit from the framework’s look-ahead planning capabilities, and shown to perform
better than its myopic equivalent. However, the proposed non-myopic planner only
addresses planning with a set of discrete actions. While discretising the action space is
perfectly sound in engineered scenarios, it often leads to suboptimal policies in real
world problems. Furthermore, action generation can be challenging in the continuous
case.
This chapter proposes a POMDP planner for fully continuous environments based on
Monte Carlo tree search (MCTS). MCTS is an approximate tree-based method proposed
by [79], able to handle continuous states and observations but limited to discrete actions,
described in Section 3.4. The contributions of this work are twofold. Continuous
belief tree search (CBTS) is first presented as an extension of MCTS for planning
on continuous action spaces relying on dynamic action sampling. Because dynamic
sampling favours promising regions of the action space, it allows finding and selecting
more precise actions than traditional sampling techniques, consequently yielding better
policies. The second contribution is a kernel-based trajectory generation method in
RKHS, which generates plausible trajectories when optimised as opposed to splines.
Trajectories display consistent properties such as smoothness and differentiability,
which are enforced by the kernel functions. These properties are often desired when
generating realistic trajectories for real world robotics. Planning algorithm CBTS
and the proposed kernel trajectory generation technique are complementary; they are
combined into a trajectory planner called kCBTS.
The final algorithm, kCBTS, is validated on simulated and real robotics systems.
kCBTS is first applied to a space modelling problem in which a robot learns an
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objective function by gathering noisy measurements along continuous trajectories. The
robot maintains a belief over the studied function using a Gaussian Process, and
monitoring behaviour is achieved by defining a specific reward function balancing
exploration and exploitation of high-valued areas. The planning algorithm is then used
to solve a simulated parking problem, in which a robot must manoeuvre to a park with
restricted steering angle. Lastly, kCBTS is employed on a real-world robotics problem
analogous to the previous parking task, validating the practical applicability of kernel
trajectories. Experiments show kCBTS outperforms other existing trajectory planners,
while confirming that planning with continuous actions results in higher accumulated
reward than when using a discrete set of actions. Additionally, continuous actions allow
for better space coverage, resulting in lower errors in final models of the monitored
function.
The goal of this chapter is achieving non-myopic planning in fully continuous
and partially observable environments. As previously, this problem is formulated as
POMDP solved using MCTS, as described in Section 4.3. MCTS simulates sequences of
trajectories, effectively building a belief tree by iteratively selecting branches to expand.
This work generalises MCTS to continuous actions by incorporating a continuous
optimisation method at each node. The proposed planner Continuous Belief Tree
Search is described in Section 4.4. A kernel trajectory generation technique which
directly handles action parameters optimised by CBTS is then presented in Section
4.5. The combination of kernel trajectory generation and CBTS, defined as kCBTS, is
described in Section 4.6 and finally evaluated in Section 4.7.
4.2 Related Work
The planning problem in POMDPs has received much attention over the last decades.
Classic planning methods compute a policy, a mapping from states to actions, before
experiments start. Such offline planners, presented in the work of [66], generally rely
on sampling techniques such as the point-based approach, trading off optimality for
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speed. In most realistic scenarios, new information is gathered as robots interact with
their environment, which offline methods do not take advantage of. Unlike online
techniques, offline planners are typically computationally expensive and don’t improve
their policies over time.
Many successful online POMDP planners have been developed. While [24, 74]
and [36] presented planners restricted to discrete and low-cardinality states, actions
and observations, some were extended to larger and continuous state and observation
spaces in [37, 79], and [81]. Most of these techniques sample spaces to compute
more compact representations. Random sampling leads to expectation estimates for
states and observations. However, finding actions yielding maximum reward is not an
expectation problem and hence cannot be tackled with the same sampling techniques.
Several techniques were proposed by [59, 67, 15, 89, 95] and [78] to plan in continuous
action POMDPs, relying on diverse assumptions. A predefined class of policies is
constrained in [59], greatly restricting policy outcomes. Assuming beliefs to be Gaussian
distributions as in [89] limits the range of applications, and only a specific search
heuristic is considered in [15]. Receiving most likely observations is assumed by [67],
resulting in inexact state estimates. In [95], kernel density approximation is used to
approximate continuous visitation counts. The search heuristics for continuous spaces
used in [78] often converge to local minima. This chapter proposes an approximate
and online POMDP solver for continuous state, action and observation spaces, which
does not restrict the type of belief nor makes strong assumptions on the nature of
observations.
In robotics applications, generating continuous and plausible trajectories is paramount.
Much work uses waypoints given by classic planners such as RRT [41, 39]. The first ap-
proach is not realistic and does not consider robot capabilities, and the second requires
extensive problem-specific knowledge and computation to match robot kinematics.
Cubic splines provide smoother trajectories [48], but often result in unrealistic steering
angles. Bezier curves use controlling points to constrain curvature, yielding more
realistic trajectories [76]. However, they require many parameters to tune and do not
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necessarily reflect the robot’s physical constraints. Recently, kernels were used to define
trajectories with desired properties, when a cost function is well defined [50]. This work
proposes a method to build realistic trajectories using RKHS. These trajectories are
easily generated from a set of parameters, adapting to the limitations and capabilities
of specific robotic platforms. Their execution requires no further tuning.
The techniques presented in this chapter are applied to spatial modelling, a problem
which has received increased attention over the past few years. Air pollution was
successfully monitored in [48] using a ground robot and an online myopic planner to
generate trajectories from a continuous space of actions. This work is then extended
to non-myopic planning by solving a POMDP using MCTS [49], then applied to
environmental mapping with UAVs in [54]. However, this technique only handles
discrete actions. This work shows planning with continuous action POMDPs for space
modelling yields superior results compared to planning with previously discretised
actions.
4.3 Belief Tree Search
Trajectory planning is formulated as solving a POMDP, a well-defined framework for
non-myopic decision making under uncertainty. MCTS is an any-time method used
to partially and stochastically search trees. As a POMDP solver [79], it builds a tree
in which nodes are beliefs and branches are actions. The tree represents numerous
sequences of simulated actions an agent can take at a given step. Accumulated rewards
and visit counts are kept on each branch. Finding the branch with the maximum
accumulated reward approximates Equation 2.38, with the infinite sum replaced by a
finite one.
Unlike full tree search, MCTS does not require all branches to be explored. MCTS
approximates the true value of an action by simulating sequences of random actions,
and computing the empirical mean of their values. Exploration of new branches is
guided by an acquisition function. A popular choice is the Upper Confidence bound for
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Trees (UCT), where a branch ai from tree node v is selected when maximising
UCT (v, ai) =
ri
ni
+ κMC
√
ln t
ni
. (4.1)
ri and ni are the accumulated reward and visit count of ai respectively, κMC is an
exploration parameter, and t is the visit count of v. The first term in Equation 4.1
favours branches with high accumulated reward (exploitation), while the second one
encourages evaluating neglected branches (exploration).
Equation 4.1 governs branch selection evaluated over a set of previously selected
actions, and hence scales up to the problem of planning with continuous actions.
However, once a leaf node was selected by iteratively evaluating Equation 4.1 on parent
nodes, it is unclear how one should go about selecting new continuous actions to
simulate from the leaf node. The next section describes how such action selection can
be achieved.
4.4 Continuous Belief Tree Search
MCTS is only defined to solve POMDPs with finite and discrete actions. This chapter
proposes Continuous Belief Tree Search (CBTS), a method to generalise the MCTS to
infinite and continuous action spaces. CBTS is an approximate tree search algorithm
based on PO-UCT [79], a variant of MCTS which was proven to plan efficiently in large
discrete POMDPs. CBTS extends PO-UCT to the case of planning with continuous
actions, alleviating the need to discretise the action space prior to planning. Classic
MCTS partially explores a belief tree by choosing promising actions from the discrete
set of available actions, maximising Equation 4.1. CBTS extends this maximisation
problem to continuous action spaces, by only exploring a subset of sampled actions.
Choosing this subset of actions is crucial, as it directly impacts the accumulated
reward of all subsequent branches of the belief tree. The method proposed here relies
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on dynamically sampling the space of actions at the most promising locations with
Bayesian optimisation.
Algorithm 3 Bayesian Optimisation for action selection
1: Let Dv = {} be the data, h be an acquisition function.
2: for t = 1, 2, 3, ... do
3: Find θ+ with Eq. 4.2 or 4.3.
4: Generate trajectory T from θ+ (Sec. 4.6).
5: Simulate T and collect reward r.
6: Augment Dv with (θ+, r) and recompute GP.
7: end for
Bayesian optimisation is adapted to action selection, defining actions by a vector of
parameters θ. The problem of choosing new action parameters θ+ for simulation from
node v is formulated as follows:
θ+ = argmax
θ
h(θ|Dv), (4.2)
where Dv is a node-specific dataset of action parameters and corresponding rewards.
Balancing exploitation of high-reward actions and exploration of unknown areas of
the action space is achieved by appropriately choosing the acquisition function h. The
Upper-Confidence Bounds (UCB) function is generally used for such balance in the
BO literature. Equation 4.2 then becomes
θ+ = argmax
θ
µ(bv(θ)) + κσ(bv(θ)), (4.3)
where bv is a belief over the action-reward mapping at a node level maintained using a
Gaussian Process trained with Dv, µ and σ are the posterior mean and variance of bv
respectively, and κ is a parameter balancing exploration and exploitation. Higher κ
leads to improved search with more actions being simulated at a node level. Note that
contrary to the formulation from Chapter 3, the posterior mean is used instead of its
gradient in Equation 4.3. This formulation is preferable with the targeted applications,
although one could choose to use gradients in different problems.
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Gathering data to generate Dv is done as follows. When an action a is simulated
from node v of the belief tree τ and yields reward r, the resulting pair {a, r} is used to
learn a GP mapping from actions to rewards at a node level2. Note that the variance
term of equation 4.3 encourages selecting actions furthest from that in Dv, ensuring
efficient coverage of the action space. Algorithm 3 shows a practical implementation of
BO for action selection.
BO for action selection can be incorporating to MCTS to handle continuous action
spaces and ensure non-myopic planning. The resulting algorithm is termed Continuous
Belief Tree Search. Branches to explore are first determined by classic MCTS branching
metric (Equation 4.1), and BO chooses actions to simulate. Each node v stores data
Dv of previous action-reward pairs, which are used by BO. Pseudo-code for CBTS
given in Algorithm 4 details how MCTS and BO complement each other. As nodes are
revisited, their action-rewards mappings get more accurate. In practice, mappings are
often accurate enough with few data points. Therefore, one can limit the maximum
number of generated actions per node to a problem-specific fixed value Amax, as shown
in Algorithm 4 line 12. Alternatively, a node’s action generation could stop whenever
a convergence criterion is met. For example, such criterion can be ||θi−1 − θi|| < δ,
where θi−1 and θi are the previously and newly generated actions respectively, and δ
is a user-specified threshold.
Each node’s belief on the action-reward mapping is implemented with a Gaussian
Process, of complexity O(N3), where N is the number of actions generated at a given
node. N is in practice very small (N = Amax for example), therefore leading to
negligible computation time compared to the state belief update whose complexity
typically grows faster, with the number of observations. In practice, CBTS displays
similar running times to discrete action MCTS.
2A mapping from actions to Monte Carlo estimates of return could easily be learnt instead, by
using a GP with heteroscedastic noise model to reflect the fact that returns do not have constant
variance across the action space. However, using rewards in lieu of returns leads to good results in
practice.
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CBTS generates actions as vectors of parameters θ. In order to apply the planning
algorithm to realistic problems, one needs a method to generate plausible robot
trajectories from continuous parameters, which is the focus of the next section.
Algorithm 4 Kernel CBTS (kCBTS)
1: function a∗ = kCBTS(b, depthmax)
2: v0 = NewNode(b, 0).
3: for i = 0 to {Max CBTS iterations} do
4: vl ← TreePolicy(v0).
5: r ← Random actions from vl until depthmax.
6: BackUp(vl, r).
7: end for
8: a∗ ← action from v0 with max return.
9:
10: function v = TreePolicy(v)
11: while depth(v) ≤ depthmax do
12: if length(Dv) < Amax then
13: Run one iteration Alg. 3 with Dv.
14: Collect r, o and Dv.
15: Update b with o, and bv with Dv.
16: return v = NewNode(b, r).
17: else
18: v = BestChild(v).
19: end if
20: end while
21:
22: function BackUp(v, r)
23: while v ̸= v0 do
24: Increase visited counter for v.
25: Increase accumulated reward for v with r.
26: v ← Parent(v).
27: end while
28:
29: function vc = BestChild(vp)
30: V ← Children of vp.
31: for vi ∈ V do
32: np, ni ← Visited counter of vp and vi.
33: ri ← Accumulated reward.
34: g(i) = ri
ni
+ κMC
√
ln(np)
ni
.
35: end for
36: vc ← argmaxvi∈V g(i).
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4.5 Kernel Trajectories
This section describes a technique for generating realistic robot trajectories based on
the theory of Reproducing Kernel Hilbert Spaces (RKHS) [82, 31]. Resulting trajectories
encode characteristics desirable for robotics (eg. smoothness, acceleration, etc) by
making use of kernel functions. The framework ensures that any set of parameters,
typically resulting from optimisation, can generate valid trajectories.
Trajectories are defined as functions T (θ,x) of y ∈ [0, 1]→ Rd parameterised by
a vector θ, where d is the dimension of the physical space, so that T (θ,x)|y=0 is the
starting pose x and T (θ,x)|y=1 is the ending pose x′. This formulation does not make
any assumption on the type of function used to represent trajectories.
Trajectory generation is formulated as finding the agent’s pose x at any time
y ∈ [0, 1] given pose-time pairs D = {(xi, yi)}ni=0. More formally, a trajectory T can
be defined as
T (y) = E[X|Y = y], ∀y ∈ [0, 1], (4.4)
were X and Y are random variables in the spaces of poses X and times Y respectively,
and y is an element of Y. Generating a trajectory simply comes down to producing
waypoint data D, as explained in the next section, and sampling Equation 4.4 for
different times y ∈ [0, 1].
Equation 4.4 can be solved by using an equivalent kernel formulation. Let Hx and
Hy be two RKHS defined over spaces X and Y respectively, and fully defined by their
reproducing kernels kx and ky. One can then compute the kernel mean mP ∈ Hx of
any arbitrary probability distribution P on Hx with
mP =
∫
kx(·,x)dP (x). (4.5)
Provided conditions on kernel kx and ky are met, the mapping P → mP is one-to-one,
and one can approximate mP to estimate P from the available data [9].
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The quantity of interest is an estimate of the kernel posterior mean mX|y, the kernel
mean of the posterior distribution P (X|Y = ·), which can be computed as
mˆπX|y =
n∑
i=1
ω
(y)
i kx(·,xi), (4.6)
where ω(y) = {ω(y)i }ni=1 is a weight vector depending on the query time y, data D,
kernels kx and ky, and a prior π on X . ω(y) is computed using kernel Bayes’ rule, first
proposed by [22]. Readers not familiar with kernel embeddings can find extensive theory
on kernel embeddings of conditional distributions described in [82]. The expected pose
T (y) defined in Equation 4.4 can simply be estimated as a weighted sum of data points:
T (y) = E[X|Y = y] ≈
n∑
i=1
ω
(y)
i xi, (4.7)
where ω(y) = ΛGY ((ΛGY )2 + δI)−1ΛkY , (4.8)
Λ = diag((GX + nϵI)−1mπ), (4.9)
and GX = (kx(xi,xj)), GY = (ky(yi, yj)), kY = {ky(y, yi)}⊤i=1:n, ui are i.i.d. drawn
from π, ϵ, δ > 0 are regularisation constants, and mπ = {1l
∑l
j=1 kx(xi,uj)}⊤i=1:n.
In practice, to generate a trajectory in RKHS, one needs to (i) generate pose-time
pairs (xi, yi) as described in the next section, (ii) compute ω(y) at discretised times
with Equations 4.8 - 4.9, and (iii) estimate T with Equation 4.7.
4.6 Kernel Continuous Belief Tree Search
To generate kernel trajectories, one needs to define a set of anchor points to interpolate
between. Pairs of anchor points and corresponding trajectory times (xi, yi) can be
chosen in various ways. Parameter vector θ given by Equation 4.3 and a starting pose
x are sufficient to generate anchor points and define a kernel trajectory. Planner CBTS
and the kernel trajectory generation technique are combined as kCBTS in Algorithm 4;
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θ0(x0, y0)
θ1
(x1, y1)
θ2
(x2, y2)
(x3, y3)
Fig. 4.1 Picking data points used to construct trajectories in RKHS. This example uses
4 anchor points (including the stating point) and only requires 3 parameters θ0, θ1, θ2.
Times yi are evenly distributed between 0 and 1.
a) b)
c) d)
Fig. 4.2 Trajectories generated with discrete cubic splines (a). Plain splines are used
for experiments with 5 actions, plain and dashed for 9 actions, dotted splines are added
to form 17 actions. Kernel trajectories with smooth (b, d) and sharp (c) space kernel
kx. The starting angle restriction is relaxed to allow different types of motion (d).
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CBTS selects trajectory parameters θ which are then converted to kernel trajectories
with Equations 4.7 - 4.9, ready for execution.
A simple and efficient method for generating anchor points is now presented.
Assuming that a robot moves at constant speed on a plane, one can define a set of
equally spaced anchor poses xi with associated times yi evenly distributed between 0
and 1. In polar coordinates, one only needs to choose angles θi between two consecutive
trajectory segments to fully describe the set of anchor points. See Figure 4.1 for a
graphical explanation. This technique is efficient as it only requires one parameter
per anchor point, effectively reducing the size of the action space the planner needs to
search.
To compute ω(y) with Equations 4.8-4.9, parameters need be specified. In all
experiments, a uniform prior π on X is chosen, therefore not penalising nor rewarding
any part of the pose space. Note that other priors might be useful to encode obstacles,
or to restrict specific moves as in the case of robotic manipulators. RBF kernels are
used for both kx and ky for their smoothness, inducing desired properties such as
low steering angles and bounded acceleration; Figure 4.2 shows a set of trajectories
generated following this method with different parameter values.
In general, the choice of kernels kx and ky directly impacts physical properties
of generated trajectories. Slowly varying kernels ensure trajectory smoothness, and
conversely, sharp kernels result in spiky trajectories. Space constraints such as steering
angle are determined by the space kernel kx while velocity and acceleration are governed
by the time kernel ky. Note that the regularisation parameters from kernel Bayes’
rule also impact the nature of trajectories. Further work is needed to draw rigorous
conclusions on the impact of kernel types and parameter values. Lastly, because these
choices are problem dependent, they are to be made offline by the user.
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Fig. 4.3 Space modelling domain. Black rectangles are obstacles, the red polygon
represents the robot’s starting pose, and the background colours show the monitored
function (ground truth). High values are red, low values are blue.
4.7 Experiments
This section presents experiments of kCBTS on an environmental monitoring task, and
on a robot parking problem in both simulation and real world.
4.7.1 Space Modelling
In this experiment, a simulated robot monitors an unknown noisy environmental
variable. The robot’s task is to learn the monitored function and build the best possible
spatial model in a limited time. The robot starts with no data and progressively enriches
its belief of the monitored function by gathering observations along trajectories. Each
observation is a noisy evaluation of the monitored function at the robot’s position.
The domain shown in Figure 4.3 features two high-valued areas separated by a wall,
and was designed so that the robot can change areas by moving through a narrow
corridor. The robot is given full knowledge of obstacle locations, but only receives
information about the monitored function from noisy observations. Exploration is
therefore essential to receiving higher long-term rewards.
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POMDP Formulation
This formulation was proposed by [49], enabling a robot to carry out exploration guided
by an acquisition function while benefiting from the non-myopic character of POMDP
planners. The POMDP used is:
- S: States s = {f,x} with f the objective function and x the robot’s pose. While
the robot knows its pose, it only gets information about f from observations o.
- A: Continuous actions a are sets of parameters θ defining kernel trajectories
T (θ,x) starting from x.
- T : The transition distribution T ({f,x},θ, {f ′,x′}) models deterministic moves
from x to x′ with action θ. Because transitions and f are independent, T is
written as T ({f,x},θ, {f ′,x′}) = δ(T (θ,x)|y=1 − x′).
- R: The reward function for action parameters θ in pose x is:
r(θ,x) =
∫ 1
0
h(T (θ,x)|y=t)dt, (4.10)
where h is an acquisition function yielding the desired monitoring behaviour.
Note that h depends on the belief b(f) the robot maintains in lieu of f . In
practice, Equation 4.10 is approximated with discrete simulated rewards:
R(θ,x) =
∑
xi∈T (θ,x)
h(xi) + cost(θ,x), (4.11)
where cost(θ,x) is the application specific cost of moving along T (θ,x), e.g.
colliding with a wall results in a −100 cost. UCB is often selected as the
acquisition function h for the exploration behaviour it yields.
- Ω: Observations o ∈ R are noisy evaluations of f , typically sensor measurements.
Similarly to rewards, observations are computed on a set of locations along
T (θ,x).
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Fig. 4.4 Mean and standard deviation of accumulated rewards in the space modelling
problem, averaged over 200 runs.
- O: The observation function O generates a set of observations {oi} along the
robot’s trajectory. As noisy evaluations of f , observations only depend on the
robot’s pose:
O({oi},θ, {f,x}) =
∏
xi∈T (θ,x)
p(oi|f(xi)). (4.12)
The robot can simulate observations by generating noisy samples from its belief
b.
The belief over f is maintained using a GP, allowing flexibility in the type of modelled
functions that can be represented. GPs allow one to define a prior belief b0 over the
monitored function, and gives mean and uncertainty information for f .
Results
kCBTS is compared to other POMDP planning methods on the previously described
continuous state-action-observation POMDP. Compared methods are a discrete action
planner (SBO) [49], and a recent approximate POMDP solver compatible with continu-
ous action spaces (GPS-ABT) [78]. For reference, a random planner was also included,
choosing discrete actions uniformly. Discrete cubic splines trajectories are used by
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kCBTS, kernel trajectories SBO, 5 discrete actions
Fig. 4.5 Example of robot trajectories when using kCBTS (left) and SBO (right). With
kCBTS, the robot manages to navigate through the wall gap. The red circle on the
right figure denotes a collision.
SBO and Random, as shown in Figure 4.2a. GPS-ABT and kCBTS use smooth kernel
trajectories with constrained starting angle, see Figure 4.2b. Because SBO and kCBTS
bear similar planning algorithms, comparisons between the two methods underline
advantages of planning with kernel trajectories compared to discrete ones. Conversely,
GPS-ABT and kCBTS both use kernel trajectories, and comparisons only showcase
differences in planning performance.
In this experiment, the acquisition function h in Equation 4.11 is UCB, with
parameter κ = 10. Figure 4.4 reports accumulated rewards for each of the four
methods, averaged over 200 trials. Overall, kCBTS and GPS-ABT perform better
than discrete action planner SBO, regardless of the number of discrete actions used.
Several numbers of discrete actions were tested |A| ∈ 5, 9, 17, but for clarity only the
best case is reported. The first 8 steps however, yield very similar rewards across all
methods because the robot first explores the left side of the domain. After step 8, the
robot is drawn to explore the rest of the domain, and discrete actions are often not
precise enough to navigate through the corridor. This experiment shows that planning
with kernel trajectories enables robots to efficiently avoid obstacles and navigate more
precisely than when planning with discrete actions.
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Table 4.1 Errors on Final Model Reconstruction.
Algorithm |A| RMSE WRMSE runtime (s)
SBO 5 72.9 61.9 106
SBO 9 52.5 44.7 463
SBO 17 52.8 44.9 734
kCBTS - 42.6 36.9 356
Figure 4.5 shows an example of trajectories using kCBTS and SBO. kCBTS
can generate actions precise enough to navigate through the corridor and reach the
rightmost area whereas actions available to SBO prevent the robot from navigating
efficiently. Indeed, when in a difficult situation, discrete actions do not allow the robot
to manoeuvre and lead to collisions. Lastly, kCBTS and GPS-ABT yield very similar
performance on this problem, with a slight long-term advantage in favour of the CBTS
planning technique.
At the end of each experiment, robots build a spatial model of the monitored
function. Final models are compared to ground truth based on two error metrics: the
root-mean-square error (RMSE) reflects how far from ground truth the belief is at
each point in average; the weighted root-mean-square error (WRMSE) is weighted
so that errors in high-valued locations are penalised. Note that because GPS-ABT
does not build a model of the monitored function, it is omitted from the comparison.
Table 4.1 shows kCBTS significantly outperforms SBO on both metrics regardless of
the number of actions used. Overall, kCBTS yields similar running times to SBO,
achieving superior performance in both accumulated rewards and model error.
SBO with 5 actions outperformed its equivalent with 9 and 17 actions both in terms
of accumulated rewards and model error. While one might expect improvements for
increasing the number of actions available to the planner, this experiment shows the
opposite. This may be due to the planner’s inability to efficiently construct a belief
tree with higher branching factors, given a fixed iteration budget. Better performance
could be achieved by exponentially increasing the number of MCTS iterations.
When using a number of discrete actions similar to the number of continuous actions
Amax generated with BO, kCBTS outperforms SBO. Indeed, BO takes advantage of
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the continuity of the action-to-reward mapping: very similar actions often result in
similar rewards. This property allows BO to find optimal actions before trying Amax
actions, therefore reducing the belief tree branching factor.
4.7.2 Robot Parking
The robot parking problem is a domain in which a robot navigates in a two-dimensional
space to a designated parking area. The state space is the space of positions within a
delimited area, augmented with the robot’s angle S = [−4, 4]2 × [0, 2π). Starting from
a random location and angle, the robot’s goal is to reach terminal state (0, 0, 0) with a
maximum of 15 steps by moving along continuous trajectories. Observations are noisy
robot poses, and actions are defined as continuous trajectories in the ground plane, of
constant velocity. All trajectories are normalised to have constant length, regarding of
the trajectory type used. Rewards are granted according to
R(s) =

−|sin(β)| − dmax − 1, if |sin(β)| > ϵβ
−|sin(α)| − dmax, else if |sin(α)| > ϵα
−d, else if d > ϵd
1000, otherwise
(4.13)
where α is the difference between the robot’s angle and the objective’s angle, β and d
are the angle and distance between the robot and the objective respectively, dmax is an
upper-bound on d, and ϵd = 0.1, ϵα = π/10, and ϵβ = π/10 are parameters reflecting
required parking precision. A reward of 1000 is given for successfully parking in the
delimited area, whereas exiting the limits of the domains results in a reward penalty of
−1000. Both events terminate the episode.
The difficulty of this domain arises from the robot’s inability to turn on the spot,
effectively constraining it to generate multi-step trajectories with a precise approach
to reach the parking area. Experiments on this domain aim to highlight the advantage
of continuous actions to manoeuvre in difficult scenarios.
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Fig. 4.6 Accumulated rewards in the simulated robot parking problem, averaged over
200 runs.
Simulated results
Planner kCBTS is now compared to SBO, GPS-ABT and a random planner on a
simulated version of the robot parking problem. The maximum MCTS budget is limited
to 300, while the planning horizon is limited to depthmax = 3 steps for all algorithms.
At each node of the tree search, kCBTS generates a maximum of Amax = 20 actions.
Figure 4.6 shows accumulated rewards for all planners on the robot parking problem
starting from random poses, averaged across 200 episodes with random starting pose.
Note that variance information is not included, as it mostly results from the randomness
in starting poses.
kCBTS and SBO both manage to park properly in most episodes by step 6, as
reported by the increased accumulated rewards at this point and steady decrease
afterwards. However, GPS-ABT fails to park in most episodes while managing to keep
within domain bounds. The random planner accumulates collision penalties and never
manages to park. The performance difference between kCBTS and SBO shows the
advantage of using continuous actions on this domain. Indeed, continuous actions yield
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Fig. 4.7 Platform used in robot parking problem.
a much richer spectrum of trajectories, allowing the robot to precisely navigate towards
its end goal.
Robotics results
The previous robot parking task is now extended to a more realistic scenario, this
time applied to a real robot. The goal of this experiment is to demonstrate kernel
trajectories are adapted to real robotics problems, and advantageous over classic cubic
splines trajectories.
The platform used, shown in Figure 4.7, is a non holonomic wheeled ground robot,
constrained to forward motion. The robot’s position and orientation is computed by an
external marker-based tracking system, and transmitted back to the robot’s on-board
computer; all other computations are made on board, in real time. Planning times are
around 3 seconds at each step. The operating area is reduced to 3× 3 meters, and all
other parameters are left unchanged from the simulation.
Figure 4.8 displays results on the robot parking domain for both kCBTS and SBO,
averaged over 5 runs. SBO reached a successful parking pose in only one of the 5
runs, and circled around the parking location in other runs. This behaviour highlights
the low expresivity of discrete trajectories, yielding poor manoeuvring. Conversely,
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Fig. 4.8 Accumulated rewards for five runs (plain) and mean (dashed) in the robot
parking problem.
kCBTS successfully parked on all runs, in a maximum of 5 steps. Although CBTS and
SBO feature similar planning algorithms, results reflect the advantage of continuous
trajectories. This experiments shows kCBTS is applicable to real robotics problems,
by incorporating robot motion constraints to trajectory generation. Lastly, results
demonstrate planning with kernel trajectories leads to enhanced robotic motion.
4.8 Summary
This chapter presented CBTS, a planner for continuous state-action-observation
POMDPs extending MCTS to continuous action spaces using BO. A kernel-based
trajectory generation technique, relying on the theory of RKHS, was proposed and com-
bined with CBTS into trajectory planner kCBTS. Planned trajectories show properties
important in robotics applications, such as smoothness and steering angle restrictions.
kCBTS outperforms other POMDP planners on several simulated and real problems.
Results show planning with CBTS and kernel trajectories yields better accumulated
rewards and reduces modelling errors, while enabling robots to move smoothly and
avoid obstacles.
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In planning problems however, transition dynamics and reward functions are
assumed to be fully known. This strong assumption is not realistic in many robotics
and real-world problems. The field of reinforcement learning addresses this limitation by
proposing to learn these functions (explicitly or implicitly) from interaction. The next
section proposes a reinforcement learning approach for learning policies from interaction
data only, which could be applied to robotics problem with very few assumptions.

Chapter 5
Bayesian Optimisation for
Reinforcement Learning
5.1 Introduction
Chapters 3 and 4 focused on decision making as a planning problem, where environ-
ment transition dynamics and objectives are known. However, these assumptions are
unrealistic in most real-world tasks. This chapter addresses the problem of decision
making from a reinforcement learning perspective, in which very little or no knowledge
of the environment is known. Instead, robots need to learn all quantities relevant to
decision making using data gathered from interactions with the environment. Part of
the contents of this chapter have been previously published in CoRL1.
In Reinforcement Learning, data-efficiency and learning speed is paramount. Indeed,
many interesting RL applications require interacting with the real-world, robots or
even humans, greatly limiting the amount of data agents can collect and learn from.
Learning from few data is relatively easier to achieve when rewards are dense, as these
can be used to guide exploration. In most realistic problems however, defining dense
reward functions is non-trivial, requires expert knowledge and much fine-tuning. In
1Philippe Morere and Fabio Ramos. Bayesian RL for goal-only rewards. In Conference on Robot
Learning (CoRL), 2018
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Fig. 5.1 Left: classic intrinsic exploration setup as proposed in [14]. Right: intrinsic
exploration formulated as multi-objective RL
some cases (eg. when dealing with humans), definitions for dense rewards are unclear
and remain an open problem. This greatly hinders the applicability of RL to many
interesting applications.
It appears more natural to reward robots only when reaching a goal, termed goal-
only rewards, which becomes trivial to define [72]. Goal-only rewards, defined as unit
reward for reaching a goal and zero elsewhere, cause classic exploration techniques
based on random-walk such as ϵ-greedy and control input noise [77], or optimistic
initialisation to become highly inefficient. For example, Boltzmann exploration [30]
requires a training time exponential in the number of states [62]. Such data requirement
is unacceptable in real-world applications. Most solutions to this problem rely on
redesigning rewards to avoid dealing with the problem of exploration. Reward shaping
helps learning [58], and translating rewards to negative values triggers optimism in the
face of uncertainty [32, 10, 27]. This approach suffers from two shortcomings: proper
reward design is difficult and requires expert knowledge; improper reward design often
degenerates to unexpected learned behaviour.
Intrinsic motivation proposes a different approach to exploration by defining an
additional guiding reward; see Figure 5.1 (left). The exploration reward is typically
added to the original reward, which makes rewards dense from the agent’s perspective.
This approach has had many successes [4, 21] but suffers several limitations. For
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example, weighting between exploration and exploitation must be chosen before learning
and remain fixed. Furthermore, in the model-free setting, state-action value functions
are learned from non-stationary targets mixing exploration and exploitation, hence
making learning less data-efficient.
To solve the problem of data-efficient exploration in goal-only reward settings,
this work proposes to leverage advances in multi-objective RL [73]. Exploration is
formulated as one of the core objectives of RL by explicitly integrating it within the
loss being optimised. Following the multi-objective RL framework, agents optimise
for both exploration and exploitation as separate objectives. This decomposition can
be seen as two different RL agents, as shown in Figure 5.1 (right). Contrary to most
intrinsic RL approaches, this formulation keeps the exploration-exploitation trade-off
at a policy level, as in traditional RL. This yields several advantages: (i) Weighting
between objectives can be adapted while learning, and strategies can be developed to
change exploration online; (ii) Exploration can be stopped at any time at no extra
cost, yielding purely exploratory behaviour immediately; (iii) Inspection of exploration
status is possible, and experimenters can easily generate trajectories for exploration or
exploitation only.
This chapter presents the following contributions:
• A framework based on multi-objective RL is proposed, for treating exploration
as an explicit objective and making it core to the optimisation problem.
• This framework is experimentally shown to perform better than classic additive
exploration bonuses on several key exploration characteristics.
• Drawing inspiration from the fields of bandits and Bayesian optimisation, strate-
gies are given for taking advantage of and tuning the exploration-exploitation
balance online. These strategies achieve a degree of control over agent exploration
that was previously unattainable with classic additive intrinsic rewards.
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• A data-efficient model-free RL method (EMU-Q) is presented. It is adapted to
continuous state-action goal-only MDPs and based on the proposed framework,
guiding exploration towards regions of higher value-function uncertainty.
• EMU-Q is experimentally shown to outperform classic exploration techniques and
other methods with additive intrinsic rewards on a continuous control benchmark.
In the following, Section 5.2 reviews related work. Intrinsic reinforcement learning
and multi-objective RL are described in Section 5.3. Section 5.4 defines a framework for
explicit exploration-exploitation balance at a policy level, based on multi-objective RL.
Section 5.5 presents advantages and strategies for controlling this balance during the
agent learning process. Section 5.6 formulates EMU-Q, a model-free data-efficient RL
method for continuous state-action goal-only MDPs, based on the proposed framework.
Section 5.7 presents experiments that evaluate EMU-Q’s exploration capabilities on
classic RL problems and a simulated robotic manipulator. EMU-Q is further evaluated
against other intrinsic RL methods on a continuous control benchmark. Conclusions
are given in Section 5.8.
5.2 Related Work
Enhancing exploration with additional rewards can be traced back to [84] and [52],
in which information acquisition is dealt with in an active manner. This type of
exploration was later termed intrinsic motivation and studied in [14]. This field has
recently received much attention, especially in the context of very sparse or goal-only
rewards [72, 56] where traditional reward functions give too little guidance to RL
algorithms.
Extensive intrinsic motivation RL work has focused on domains with simple or
discrete spaces, proposing various definitions for exploration bonuses. Starting from
reviewing intrinsic motivation in psychology, the work of [63] presents a definition based
on information theory. Maximising predicted information gain from taking specific
actions is the focus of [43], applied to learning in the absence of external reward feedback.
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Using approximate value function variance as an exploration bonus was proposed in
[61]. In the context of model-based RL, exploration based on model learning progress
[44], and model prediction error [83, 64] were proposed. State visitation counts have
been widely investigated, in which an additional model counting previous state-action
pair occurrences guides agents towards less visited regions. Recent successes include
[4, 21]. An attempt to generalising counter-based exploration to continuous state spaces
was made in [60], by using regression trees to achieve multi-resolution coverage of the
state space. Another pursuit for scaling visitation counters to large and continuous
state spaces was made in [4] by using density models.
Little work attempted to extend intrinsic exploration to continuous action spaces. A
policy gradient RL method was presented in [26]. Generalisation of visitation counters
is proposed in [21], and interpreted as exploration values. Exploration values are also
presented as an alternative to additive rewards in [88], where exploration balance at a
policy level is mentioned.
Most of these methods typically suffer from high data requirements. One of the
reasons for such requirements is that exploration is treated as an ad-hoc problem
instead of being the focus of the optimisation method. More principled ways to deal
with exploration can be found in other related fields. In bandits, the balance between
exploration and exploitation is central to the formulation [35]. For example with upper
confidence bound [2], actions are selected based on the balance between action values
and a visitation term measuring the variance in the estimate of the action value. In
the bandits setting, the balance is defined at a policy level, and the exploration term is
not incorporated into action values like in intrinsic RL.
Similarly to bandits, Bayesian Optimisation [29] (BO) uses exploration at the core
of its framework, extending the problem to continuous action spaces. BO provides a
data-efficient approach for finding the optimum of an unknown objective. Exploration is
achieved by building a probabilistic model of the objective from samples, and exploiting
its posterior variance information. An acquisition function such as UCB [16] balances
exploration and exploitation, and is at the core of the optimisation problem. BO was
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successfully applied to direct policy search [11, 92] by searching over the space of policy
parameters, casting RL into a supervised learning problem. Searching the space of
policy parameters is however not data-efficient as recently acquired step information is
not used to improve exploration. Furthermore, using BO as global search over policy
parameters greatly restricts parameter dimensionality, hence typically imposes defining
few expressive and hand-crafted features.
In both bandits and BO formulations, exploration is brought to a policy level
where it is a central goal of the optimisation process. In this work, exploration and
exploitation are treated as two distinct objectives to be optimised. Multi-objective RL
[73] provides tools that are used in this work for defining two distinct objectives for
exploration and exploitation, and balancing them at a policy level. Multi-objective RL
allows us to make exploration central to the optimisation process.
Modelling state-action values using a probabilistic model enables reasoning about
the whole distribution instead of just its expectation, giving opportunities for better
exploration strategies. Bayesian Q-learning [18] was first proposed to provide value
function posterior information in the tabular case, then extended to more complicated
domains by using Gaussian processes to model the state-action function [20]. Returns
are decomposed into several terms separating intrinsic and extrinsic uncertainty, which
could later be used for exploration. Using a distribution over returns was proposed
by [57] to design risk-sensitive algorithms, and approximated to enhance RL stability
in [5]. In recent work, Bayesian linear regression is combined with a deep network to
provide a posterior on Q-values [3], and Thomson sampling is then used for action
selection. However, this exploration method only achieves local exploration. Indeed, if
all action were experienced in a given state, the uncertainty of Q in this state is not
sufficient to drive the agent towards unexplored regions. This is often the case when an
agent is reset to a starting state after exploring a path: the uncertainty in Q does not
encode sufficient information for the agent to find a way back to continue exploration
where left it off.
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To the best of our knowledge, there exists no model-free RL framework treating
exploration as a core objective. This chapter presents such framework, building on
theory from multi-objective RL, bandits and BO. It also presents EMU-Q, a solution
to exploration based on the proposed framework in fully continuous goal-only domains,
where the posterior variance of value functions directs exploration.
This chapter extends earlier work [56]. It formalises a new framework for treating
exploration and exploitation as two objectives, provides strategies for online exploration
control and new experimental results.
5.3 Intrinsic Reinforcement Learning
While classic RL typically carries out exploration by adding randomness at a policy
level (eg. random action, posterior sampling), intrinsic RL focuses on augmenting
rewards with an exploration bonus.
5.3.1 Additive exploration bonus
This approach was presented in [14], in which agents aim to maximise a total reward
rtotal for transition (s, a, r, s′):
rtotal = r + ξre, (5.1)
where re is the exploration bonus and ξ a user-defined parameter weighting exploration.
The second term encourages agents to select state-action pairs for which they previously
received high exploration bonuses. The definition of re has been the focus of much
recent theoretical and applied work; examples include model prediction error [83] or
information gain [43].
While this formulation enables exploration in well behaved scenarios, it suffers from
multiple limitations:
• Exploration bonuses are designed to reflect the information gain at a given time
of the learning process. They are initially high, and typically decrease after
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more transitions are experienced, making it a non-stationary target. Updating Q
with non-stationary targets results in higher data requirements, especially when
environment rewards are stationary.
• The exploration bonus given for reaching new areas of the state-action space
persists in the estimate of Q. As a consequence, agents tend to over-explore and
may be stuck oscillating between neighbouring states.
• There is no dynamic control over the exploration-exploitation balance, as changing
parameter ξ only affects future total rewards. Furthermore, it would be desirable
to control when trajectories are generated for pure exploration or pure exploitation,
as these two quantities may conflict.
This work presents a framework for enhancing intrinsic exploration, which does not
suffer from the previously stated limitations.
5.3.2 Multi-objective Reinforcement Learning
Multi-objective RL seeks to learn policies solving multiple competing objectives by
learning how to solve for each objective individually [73]. In multi-objective RL, the
reward function describes a vector of n rewards instead of a scalar. The value function
also becomes a vector Q defined as
Q(s, a) = ET,R,π[
∞∑
i=0
γiri], (5.2)
where ri is the vector of rewards at step i in which each coordinate corresponds to
one objective. When the overall objective can be expressed as a sum of all individual
objectives, Q can be converted to a scalar state-action value function with a linear
scalarisation function: Qω(s, a) = ωTQ(s, a), where ω are weights governing the
relative importance of each objective.
The advantage of the multi-objective RL formulation is to allow learning policies for
all combinations of ω, even when the balance between each objective is not explicitly
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defined prior to learning. Moreover, if ω is a function of time, policies for new values
of ω are available without additional computation. Conversely, with traditional RL
methods, a pass through the whole dataset of transitions would be required.
When defining exploitation and exploration as different objectives, multi-objective
RL provides a framework for learning policies that simultaneously maximise external
rewards and exploration bonuses.
5.4 Explicit Exploration and Exploitation Balance
Traditional RL aims at finding a policy maximising the expected sum of future
discounted rewards, as formulated in Equation 2.38. Exploration is then typically
achieved by adding a perturbation to rewards or behaviour policies in an ad-hoc way.
This work proposes making the trade-off between exploration and exploitation explicit
and at a policy level, by formulating exploration as a multi-objective RL problem.
5.4.1 Framework Overview
Multi-objective RL extends the classic RL framework by allowing value functions
or policies to be learned for individual objectives. Exploitation and exploration are
two distinct objectives for RL agents, for which separate value functions Q and U
(respectively) can be learned. Policies then need to make use of information from two
separate models for Q and U . While exploitation value function Q is learned from
external rewards, exploration value function U is modelled using exploration rewards.
Aiming to define policies which combine exploration and exploitation, the presented
framework draws inspiration from Bayesian Optimisation [11], which seeks to find the
maximum of an expensive function using very few samples. It relies on an acquisition
function to determine the most promising locations to sample next, based on model
posterior mean and variance. The Upper-Confidence Bounds (UCB) acquisition
function [16] is popular for its explicit balance between exploitation and exploration
controlled by parameter κ ∈ [0,∞). Adapting UCB to this framework leads to policies
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balancing Q and U . Contrary to most intrinsic RL approaches, this formulation keeps
the exploration-exploitation trade-off at a policy level, as in traditional RL. This
allows for adapting the exploration-exploitation balance during the learning process
without sacrificing data-efficiency, as would be the case with a balance at a reward
level. Furthermore, policy level balance can be used to design methods to control the
agent’s learning process, e.g. stop exploration after a budget is reached, or encourage
more exploration if the agent converged to a sub-optimal solution; see Section 5.5.
Lastly, generating trajectories resulting only from exploration or exploration grants
experimenters insight over learning status.
5.4.2 Exploration values
The objective optimised by RL methods now has to be redefined to incorporate both
exploration and exploitation at its core. To do so, the following expected balanced
return D for policy π is considered:
Dπ(s, a) = ET,R,Re,π[
∞∑
i=0
γi(ri + κrei )], (5.3)
where exploration rewards rei ∼ Re(si, ai, si+1) have been introduced, and κ ∈ [0,∞] is
a parameter governing exploration-exploitation balance. Note that Equation 2.38 can
be recovered by setting κ to 0, hence disabling exploration.
Equation 5.3 can be further decomposed into
Dπ(s, a) = ET,R,π[
∞∑
i=0
γiri] + κET,Re,π[
∞∑
i=0
γirei ] (5.4)
= Qπ(s, a) + κUπ(s, a), (5.5)
where U is an exploration state-action value function, akin to Q. Exploration behaviour
is achieved by maximising the expected discounted exploration return U . Note that, if
re depends on Q, then U is a function of Q and U becomes a non-stationary target.
For clarity, this potential dependency is omitted from notations.
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Bellman-type updates for both Q and U can be derived by unrolling the first term
in both sums:
Dπ(s, a) = ER[r] + Ea′,s′|s,a[ET,R,π[
∞∑
i=1
γiri]] + κ(ERe [re] + Ea′,s′|s,a[ET,Re,π[
∞∑
i=1
γirei ]])
(5.6)
= ER[r] + γEa′,s′|s,a[Qπ(s′, a′)] + κ(ERe [re] + γEa′,s′|s,a[Uπ(s′, a′)]). (5.7)
By identification the classic update for Q is recovered, as given by Equation 2.43, which
results in the following update for U :
Uπ(s, a) = ERe [re] + γEs′,a′|s,a[Uπ(s′, a′)], (5.8)
which is similar to that of Q. Learning both U and Q can be seen as combining two
agents to solve separate Markov decision processes for goal reaching and exploration,
as shown in Figure 5.1 (right). This formulation is general in that any reinforcement
learning algorithm can be used to learn Q and U , combined with any exploration bonus.
Both state-action value functions can be learned from transition data using existing
RL algorithms.
5.4.3 Exploration rewards
The presented formulation is independent of the choice of exploration rewards, hence
many reward definitions from the intrinsic RL literature can directly be applied here.
Note that in the special case Re = 0 for all states and actions, exploration values
from DORA are recovered [21], and if state and action spaces are discrete, visitation
counters [4] are recovered.
Another approach to define Re consists of considering the amount of exploration
left at a given state. The exploration reward re for a transition is then defined as the
amount of exploration in the resulting state of the transition, and favours transitions
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that result in discovery. It can be computed by taking an expectation over all actions:
Re(s′) = Ea′∼U(A)[σ(s′, a′)], (5.9)
where a function σ accounts for the uncertainty associated with a state-action pair.
This formulation favours transitions that arrive at states of higher uncertainty. An
obvious choice for σ is the variance of Q-values, so as to guide exploration towards parts
of the state-action space where Q values are uncertain. This formulation is discussed in
Section 5.6. Another choice for σ is to use visitation count or its continuous equivalent.
Compared to classic visitation counts, this formulation focuses on visitations of the
resulting transition state s′ instead of on the state-action pair of origin (s, a).
Exploration rewards are often constrained to negative values so that by combining
an optimistic model for U with negative rewards, we can guarantee efficient exploration
(optimism in the face of uncertainty) [32]. The resulting model creates a gradient of
U values; trajectories generated by following this gradient reach unexplored areas of
the state-action space. With continuous actions Equation 5.9 might not have a closed-
form solution, and the expectation can be estimated with approximate integration or
sampling techniques. In domains with discrete actions however, the expectation is
replaced by a sum over all possible actions.
5.4.4 Action selection
Goal-only rewards are often defined as deterministic, as they simply reflect goal and
penalty states. Because the presented framework handles exploration in a deterministic
way, only deterministic policies need be considered. Although state-action values Q
are still non-stationary (because of π), they are learned from a stationary objective r.
This makes learning policies for exploitation easier.
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Following the definition in Equation 5.3, actions are selected to maximise the
expected balanced return Dπ at a given state s:
π(s) = argmax
a
Dπ(s, a) = argmax
a
Qπ(s, a) + κUπ(s, a). (5.10)
Notice the similarity between the policy given in Equation 5.10 and UCB acquisition
functions from the Bayesian optimisation and bandits literature. No additional explo-
ration term is needed, as this policy explicitly balances exploration and exploitation
with parameter κ. This parameter can be tuned at any time to generate trajectories
for pure exploration or exploitation, which can be useful to assess agent learning status.
Furthermore, strategies can be devised to control κ manually or automatically during
the learning process. A few strategies are proposed in Section 5.5.
The policy from Equation 5.10 can further be decomposed into present and future
terms:
π(s) = argmax
a
ER[r] + κERe [re]︸ ︷︷ ︸
myopic
+γEs′|s,a[Ea′∼π(s′)[Qπ(s′, a′) + κUπ(s′, a′)]︸ ︷︷ ︸
future
], (5.11)
where the term denoted future is effectively Dπ(s′). This decomposition highlights
the link between this framework and other active learning methods; by setting γ to
0, only the myopic term remains, and the traditional UCB acquisition function from
bandits or Bayesian optimisation is recovered. This decomposition can be seen as
an extension of these techniques to a non-myopic setting. Indeed, future discounted
exploration and exploitation are also considered within the action selection process.
Drawing this connection opens up new avenues for leveraging exploration techniques
from the bandits literature.
The method presented in this section for explicitly balancing exploration and
exploitation at a policy level is concisely summed up in Algorithm 5. The method
is general enough so that it allows learning both Q and U with any RL algorithm,
and does not make assumptions on the choice of exploration reward used. Section 5.6
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Algorithm 5 Explicit Exploration-Exploitation
1: Input: parameter κ.
2: Output: Policy π.
3: for episode l = 1, 2, .. do
4: for step h = 1, 2, .. do
5: π(s) = argmaxa∈AQ(s, a) + κU(s, a)
6: Execute a = π(s), observe s′ and r, and store s, a, r, s′ in D.
7: Generate re with Equation 5.9 for example.
8: Update Q with Bellman eq. and r.
9: Update U with Bellman eq. and re.
10: end for
11: end for
presents a practical method implementing this framework, while the next section
presents advantages and strategies for controlling exploration balance during the agent
learning process.
5.5 Explicit control of exploration and exploitation
In this section, a series of experiments on goal-only classic RL domains is presented to
highlight the advantages of exploration values over additive rewards. Strategies for
taking advantage of variable exploration rates are then given.
The following comparisons make use of goal-only version of simple and fully discrete
domains. All methods are compared using strictly the same learning algorithm and
reward bonuses. Learning algorithms are tabular implementations of Q-Learning with
learning rate fixed to 0.1. Reward bonuses are computed from a table of state-action
visitation counts, where experiencing a state-action pair for the first time grants 0
reward and revisiting yields −1 reward. additive reward denotes a learning algorithm
where reward bonuses are used as in classic intrinsic RL (Equation 5.1), and exploration
values refers to reward bonuses used as in the proposed framework (Equation 5.8 and
action selection defined by Equation 5.10). A Q-learning agent with no reward bonuses
and ϵ-greedy exploration is displayed as a baseline.
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The Cliff Walking domain [87] is adapted to the goal-only setting: negative unit
rewards are given for falling off the cliff (triggering agent teleportation to starting
state), and positive unit rewards for reaching the terminal goal state. Transitions allow
the agent to move in four cardinal directions, where a random direction is chosen with
low probability 0.01.
The traditional Taxi domain [19] is also adapted to the goal-only setting. This
domain features a 5×5 grid-word with walls and four special locations. In each episode,
the agent starts randomly and two of the special locations are denoted as passenger
and destination. The goal is for the agent to move to the passenger’s location, pick-up
the passenger, drive it to the destination, and drop it off. A unit reward is given for
dropping-off the passenger to the destination (ending the episode), and −0.1 rewards
are given for actions pick-up and drop-off in wrong locations.
5.5.1 Advantages of an explicit exploration-exploitation bal-
ance
These experiments present simple pathological cases in which using exploration values
provides advantages over additive rewards for exploration, on the Cliff Walking domain.
The first two experiments show exploration values allow for direct control over
exploration such stopping and continuing exploration. Stopping exploration after
a budget is reached is simulated by setting exploration parameters (eg. κ) to 0
after 30 episodes and stopping model learning. While exploration values maintain
high performance after exploration stops, returns achieved with additive rewards
dramatically drop and yield a degenerative policy. When exploration is enabled once
again, the two methods continue improving at a similar rate; see Figures 5.2a and 5.2b.
Note that when exploration is disabled, there is a jump in returns with exploration
values, as performance for pure exploitation is evaluated. However, it is never possible
to be sure a policy is generated from pure exploitation when using additive rewards, as
parts of bonus exploration rewards are encoded within learned Q-values.
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The third experiment demonstrates that stochastic transitions with higher probabil-
ity of random action (p = 0.1) lead to increased return variance and poor performance
with additive rewards, while exploration values only seem mildly affected. As shown in
Figure 5.2c, even ϵ-greedy appears to solve the task, suggesting stochastic transitions
provide additional random exploration. It is unclear why the additive rewards method
is affected negatively.
Lastly, the fourth experiments shows environment reward magnitude is paramount
to achieving good performance with additive rewards; see Figure 5.2d. Even though
exploration parameters balancing environment and exploration bonus rewards are
scaled to maintain equal amplitude between the two terms, additive rewards suffer from
degraded performance. This is due to two reward quantities being incorporated into a
single model for Q, which also needs to be initialised optimistically with respect to
both quantities. When the two types of rewards have different amplitude, this causes
a problem. Exploration values do not suffer from this drawback as separate models are
learned based on these two quantities, hence resulting in unchanged performance.
5.5.2 Automatic control of exploration-exploitation balance
Strategies for automatically controlling the exploration-exploitation balance during the
learning process are now presented. The following experiments also make use of the
Taxi domain.
Exploration parameter κ is decreased over time according to the following schedule
κ(t) = 11+ct , where c governs decay rate. Higher values of c result in reduced exploration
after only a few episodes, whereas lower values translate to almost constant exploration.
Results displayed in Figure 5.3 indicate that decreasing exploration leads to fast
convergence to returns relatively close to maximum return, as shown when setting
c = 105. Note that even though high values of c result in faster learning, asymptotic
returns are often worse than when using smaller values. However choosing a reasonable
value c = 0.1 first results in lower performance, but enables finding a policy with higher
94 Bayesian Optimisation for Reinforcement Learning
0 50 100 150 200 250 300
Episode
2.0
1.5
1.0
0.5
0.0
0.5
1.0
Re
tu
rn
-greedy
Exploration values c=10000.0
Exploration values c=0.1
Exploration values c=0.001
Max return
0 50 100 150 200 250 300
Episode
40
35
30
25
20
15
10
5
0
Re
tu
rn
-greedy
Exploration values c=10000
Exploration values c=0.1
Exploration values c=0.001
Max return
Fig. 5.3 Decreasing exploration parameter over time to control exploration level on
sparse CliffWalking (top) and sparse Taxi (bottom) domains. Results are averaged
over 100 runs.
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Method Target reached Episodes to target Performance after target
ϵ-greedy 0/10 – –
Exploration values 9/10 111.33 0.08(4.50)
Additive rewards 9/10 242.11 -33.26(67.41)
Table 5.1 Stopping exploration after a target test return of 0.1 is reached on 5 consecutive
episodes in Taxi domain. Results averaged over 100 runs.
returns later. Such behaviour is more visible with very small values such as c = 10−3
which correspond to almost constant κ.
The next experiment shows how direct control over exploration parameter κ can be
taken advantage of to stop learning automatically once a predefined target is met. On
the taxi domain, exploration is first stopped after an exploration budget is exhausted.
Results comparing additive rewards to exploration values for different budgets of 100,
300 and 500 episodes are given in Figure 5.4 (top). These clearly show that when
stopping exploration after the budget is reached, exploration value agents can generate
purely exploiting trajectories achieving near optimal return whereas additive reward
agents fail to converge on an acceptable policy.
Lastly, automatic exploration stopping is investigated, where exploration stops
once a target return is reached. After each learning episode, 5 test episodes with pure
exploitation are run to score the current policy. If all 5 test episodes score returns above
0.1, the target return is reached and exploration stops. Results for this experiment are
shown in Figure 5.4 (bottom) and Table 5.1. Compared to additive rewards, exploration
values display better performance after target is reach as well as faster target reaching.
Exploration values were experimentally shown exploration advantages over additive
reward on simple RL domains. The next section presents an algorithm built on the
proposed framework which extends to fully continuous state and action spaces and is
applicable to more advanced problems.
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Fig. 5.4 Taxi domain with goal-only rewards. Top: exploration stops after a fixed
budget is exhausted. Bottom: exploration stops after a test target return of 0.1 is
reached on 5 consecutive runs. Results averaged over 100 runs.
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5.6 EMU-Q: Exploration by minimising uncertainty
of Q values
Following the framework defined in Section 5.4, exploration values are learned with a
specific reward driving trajectories towards areas of the state-action space where the
agent’s uncertainty of Q values is high.
5.6.1 Reward definition
Modelling Q-values with a probabilistic model gives access to variance information
representing model uncertainty in expected discounted returns. Because the proba-
bilistic model is learned from expected discounted returns, discounted return variance
is not considered. Hence the model variance only reflects out-of-sample uncertainty,
which can be used to drive exploration. This formulation was explored in EMU-Q [56],
extending Equation 5.9 as follows:
Re(s′) = Ea′∼U(A)[V[Q(s′, a′)]]− Vmax, (5.12)
where Vmax is the maximum variance of Q, guaranteeing always negative rewards. Here
the variance operator V computes the out-of-sample uncertainty of Q values, that is it
assesses how confident the model is that it can predict Q values correctly. Note that
the MDP stochasticity emerging from transitions, rewards and policy is absorbed by
the expectation operator in Equation 2.40, and so no assumptions are required on the
Markov decision process components in this reward definition.
5.6.2 Bayesian Linear Regression for Q-Learning
A model-free RL algorithm able to explore with few environment interactions is now
derived. It provides a full predictive distribution on state-action values to fit the
exploration reward definition given by Equation 5.12. Previous work has focused on
reducing the number of environment interactions needed to learn policies. Kernel
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methods such as GPTD [20] and Least-Squares TD [40] are among the most data-
efficient model-free techniques. While the former suffers from prohibitive computation
requirements, the latter offers an appealing trade-off between data-efficiency and
complexity. However, LSTD does not provide a full distribution over value functions,
which is core to the proposed exploration framework. The presented Bayesian RL
algorithm combines the strengths of both kernel methods and LSTD.
The distribution of long-term discounted exploitation returns G can be defined
recursively as:
G(s, a) = R(s, a, s′) + γG(s′, a′), (5.13)
where both sides of the equation have the same distribution. Note that so far, no
assumption is made on the nature of the distribution of returns. Let us decompose
the discounted return G into its mean Q and a random zero-mean residual q so that
G(s, a) = Q(s, a) + q(s, a) with Q(s, a) = E[G(s, a)]. Substituting and rearranging
Equation 5.13 yields
R(s, a, s′) + γQ(s′, a′)︸ ︷︷ ︸
t
= Q(s, a) + q(s, a)− γq(s′, a′)︸ ︷︷ ︸
ϵ
. (5.14)
The only extrinsic uncertainty left in this equation are the reward distribution R and
residuals q. Assuming rewards are disturbed by zero-mean Gaussian noise implies the
difference of residuals ϵ is Gaussian with zero-mean and precision β. By modelling
Q as a linear function of a feature map ϕs,a so that Q(s, a) = w⊤ϕs,a, estimation of
state-action values becomes a linear regression problem of target t and weights w. The
likelihood function takes the form
p(t|x,w, β) =
N∏
i=1
N (ti|ri + γw⊤ϕs′i,a′i , β−1), (5.15)
where independent transitions are denoted xi = (si, ai, ri, s′i, a′i). The weights are now
treated as random variables with zero-mean Gaussian prior p(w) = N (w|0, α−1I).
5.6 EMU-Q: Exploration by minimising uncertainty of Q values 99
The weight posterior distribution is
p(w|t) = N (w|mQ,S) (5.16)
mQ = βSΦ⊤s,a(r + γQ′) (5.17)
S = (αI + βΦ⊤s,aΦs,a)−1, (5.18)
where Φs,a = {ϕsi,ai}Ni=1, Q′ = {Q(s′i, a′i)}Ni=1, and r = {ri}Ni=1. The predictive
distribution is also Gaussian, yielding
Q(s, a) = E[p(t|x, t, α, β)] = ϕ⊤s,amQ, (5.19)
and V[p(t|x, t, α, β)] = β−1ϕ⊤s,aSϕs,a. (5.20)
The predictive variance V[p(t|x, t, α, β)] encodes the intrinsic uncertainty in Q(s, a),
due to the subjective understanding of the MDP’s model; it is used to compute re in
Equation 5.12.
The derivation for U is similar, replacing r with re and t with te = Re(s, a, s′) +
γU(s′, a′). Note that because S does not depend on rewards, it can be shared by both
models. Hence, with U ′ = {U(s′i, a′i)}Ni=1,
U(s, a) = ϕ⊤s,amU , with mU = βSΦ⊤s,a(re + γU ′). (5.21)
This model gracefully adapts to iterative updates at each step, by substituting the
current prior with the previous posterior. Furthermore, the Sherman-Morrison equality
is used to compute rank-1 updates of matrix S with each new data point ϕs,a:
St+1 = St − β
(Stϕs,a)(ϕ⊤s,aSt)
1 + βϕ⊤s,aStϕs,a
(5.22)
This update only requires a matrix-to-vector multiplication and saves the cost of
inverting a matrix at every step. Hence the complexity cost is reduced from O(M3)
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Algorithm 6 EMU-Q
1: Input: initial state s, parameters α, β, κ.
2: Output: Policy π paramatrised by mQ and mU .
3: Initialise S = α−1I, tQ = tU =mQ =mU = 0
4: for episode l = 1, 2, .. do
5: for step h = 1, 2, .. do
6: π(s) = argmaxaϕs,amQ + κϕs,amU
7: Execute a = π(s), observe s′ and r, and store ϕs,a, r, s′ in D.
8: Generate re from Equation 5.12 with s′.
9: S = S − β (Sϕs,a)(ϕ⊤s,aS)1+βϕ⊤s,aSϕs,a
10: tQ = tQ + βϕ⊤s,a(r + γϕs,amQ)
11: tU = tU + βϕ⊤s,a(re + γϕs,amU).
12: mQ = StQ, mU = StU
13: end for
14: From D, draw Φs,a, r, s′, and compute Φs′,π(s′).
15: Update mQ = βSΦ⊤s,a(r + γΦs′,π(s′)mQ) until change in mQ < ϵ.
16: Compute re with Equation 5.12 and s′.
17: Update mU = βSΦ⊤s,a(re + γΦs′,π(s′)mU) until change in mU < ϵ.
18: end for
to O(M2) in the number of features M . An optimised implementation of EMU-Q is
given in algorithm 6.
End of episode updates for mQ and mU (line 15 onward) are analogous to policy
iteration, and although not mandatory, greatly improve convergence speed. Note
that because re is a non-stationary target, recomputing it after each episode with the
updated posterior on Q provides the model on U with more accurate targets, thereby
improving learning speed.
5.6.3 Kernel Approximation Features for RL
The previous subsection presented a simple method to learn Q and U as linear functions
of states-actions features. While powerful when using a good feature map, linear models
typically require experimenters to define meaningful features on a problem specific
basis. Although RFF were recently used to learn policy parametrisations [70], this is
the first time random Fourier features are applied to the value function approximation
problem in RL. When combined, EMU-Q with RFF combines the ease-of-use and
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expressivity of kernel methods brought by RFF with the convergence properties and
speed of linear models.
Fourier basis features, which are different from RFF, are described in [34] as a
linear function approximation based on Fourier series decomposition. Formally, the
order-n feature map for state s is defined as follows:
ϕ(s) = cos(πs⊤C), (5.23)
where C is the Cartesian product of all cj ∈ {0, ..., n} for j = 1, .., dS . Note that
Fourier basis features do not scale well. Indeed, the number of features generated is
exponential with state space dimension.
While Fourier basis features approximate value functions with periodic basis func-
tions, random Fourier features are designed to approximate a kernel function with
similar basis functions. As such, they allow recovering properties of kernel methods in
the limit of the number of features. Additionally, random Fourier features scale better
with higher dimensions.
5.6.4 Comparing random Fourier and Fourier basis features
For completeness, a comparison between RFF and the better known Fourier Basis
Features is provided on classic RL domains using Q-learning. Three relatively simple
environments were considered: SinglePendulum, MountainCar and DoublePendulum
(details on these environments are given in Section 5.7). The same Q-learning algo-
rithm was used for both methods, with equal parameters. Random Fourier features
approximate a square exponential kernel with lengthscale fixed to 0.35. As little as
300 random Fourier features are sufficient in these domains, while the order of Fourier
basis was set to 5 for SinglePendulum and MountainCar and to 3 for DoublePendulum.
The higher state and action space dimensions of DoublePendulum make using Fourier
basis features prohibitively expensive, as the number of generated features increases
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Fig. 5.5 Return mean and standard deviation for Q-learning with random Fourier
features (RFF) or Fourier basis features on SinglePendulum (top), MountainCar
(middle), and DoublePendulum (botom) domain with classic rewards. Results are
computed using classic Q-learning with ϵ-greedy policy, and averaged over 20 runs for
each method.
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exponentially with space dimensions. For example, in DoublePendulum, Fourier basis
features of order 3 leads to more than 2000 features.
Results displayed in Figure 5.5 show RFF outperforms Fourier basis both in terms
of learning speed and asymptotic performance, while using a lower number of features.
In DoublePendulum, the number of Fourier basis features seems insufficient to solve
the problem, even though it is an order of magnitude higher than that of RFF.
5.7 Experiments
EMU-Q’s exploration performance is qualitatively and quantitatively evaluated on
a toy chain MDP example, 7 widely-used continuous control domains and a robotic
manipulator problem. These experiments aim at measuring exploration capabilities
in domains with goal-only rewards. Unless specified otherwise, domains feature one
absorbing goal state with positive unit reward, and potential penalising absorbing
states of reward of −1. All other rewards are zero, resulting in very sparse reward
functions, and rendering guidance from reward gradient information inapplicable.
5.7.1 Synthetic Chain Domain
EMU-Q’s exploration capabilities are investigated on a classic domain known to be
hard to explore. It is composed of a chain of N states and two actions, displayed
in Figure 5.6a. Action right (dashed) has probability 1 − 1/N to move right and
probability 1/N to move left. Action left (solid) is deterministic.
Goal-only Rewards
The case of goal-only rewards is considered first, where goal state SN yields unit reward
and all other transitions result in nil reward. Classic exploration such as ϵ-greedy
was shown to have exponential regret with the number of states in this domain [62].
Achieving better performance on this domain is therefore essential to any advanced
exploration technique. EMU-Q is compared to ϵ-greedy exploration for increasing
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Fig. 5.6 (a) Chain domain described in [62]. (b) Steps to goal (mean and standard
deviation) in chain domain, for increasing chain lengths, averaged over 30 runs. (c)
Steps to goal in semi-sparse 10-state chain, as a function of reward sparsity, with
maximum of 1000 steps (averaged over 100 runs).
chain lengths, in terms of number of steps before goal-state SN is found. Results in
Figure 5.6b illustrate the exponential regret of ϵ-greedy while EMU-Q achieves much
lower exploration time, scaling linearly with chain length.
Semi-Sparse Rewards
the impact of reward structure is now evaluated, by decreasing the chain domain’s
reward sparsity. In this experiment only, agents are given additional −1 rewards
with probability 1− p for every non-goal state, effectively guiding them towards the
goal state (goal-only rewards are recovered for p = 0). The average number of steps
before the goal is reached as a function of p is compared for ϵ-greedy and EMU-Q in
Figure 5.6c. Results show that ϵ-greedy performs very poorly for high p, but improves
as guiding reward density increases. Conversely, EMU-Q seems unaffected by reward
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Fig. 5.7 Goal-only MountainCar. (a,b,c) Exploration value function U (for action 0)
after 1, 2, and 3 episodes. State trajectories for 3 episodes are plain lines (yellow, black
and white respectively). (d) Steps to goal (x > 0.9), with policy refined after goal state
was found (averaged over 30 runs).
density and performs equally well for all values of p. When p = 0, agents receive −1
reward in every non-goal state, and ϵ-greedy performs similarly to EMU-Q.
5.7.2 Classic Control
EMU-Q is now further evaluated on more challenging RL domains. These feature fully
continuous state and action spaces, and are adapted to the goal-only reward setting. In
these standard control problems [12], classic exploration methods are unable to reach
goal states.
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Exploration Behaviour on goal-only MountainCar
This first experiment provides intuition behind what EMU-Q learns and illustrates its
typical behaviour on a continuous goal-only version of MountainCar. In this domain,
the agent needs to drive an under-actuated car up a hill by building momentum. The
state space consists of car position and velocity, and actions ranging from −1 to 1
describe car wheel torque (absolute value) and direction (sign). The agent is granted a
unit reward for reaching the top of the right hill, and zero elsewhere.
Figure 5.7 displays the state-action exploration value function U at different stages
of learning, overlaid by the state-space trajectories followed during learning. The first
episode (yellow line) exhibits action babbling, and the car does not exit the valley
(around x = 0.4). On the next episode (black line), the agents finds sequences of
actions that allow exiting the valley and exploring further areas of the state-action
space. Lastly, in episode three (white line), the agent finds the goal (x > 0.9). This
is done by adopting a strategy that quickly leads to unexplored areas, as shown by
the increased gap between white lines. The exploration value function U reflects high
uncertainty about unexplored areas (yellow), which shrink as more data is gathered,
and low and decreasing uncertainty for often visited areas such as starting states
(purple). Function U also features a gradient which can be followed from any state
to find new areas of the state-action space to explore. Figure 5.7d shows EMU-Q’s
exploration capabilities enables to find the goal state within one or two episodes.
Continuous control benchmark
EMU-Q is now compared to the complete benchmark of 7 continuous control goal-only
tasks. All domains make use of OpenAI Gym [12], and are modified to feature goal
only rewards and continuous state-action spaces with dimensions detailed in Table 5.2.
More specifically, the domains considered are MountainCar and the following:
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SinglePendulum The agent needs to balance an under-actuated pendulum upwards
by controlling a motor’s torque a the base of the pendulum. A unit reward is granted
when the pole (of angle with vertical θ) is upwards: θ < 0.05 rad.
DoublePendulum Similarly to SinglePendulum, the agent’s goal is to balance a
double pendulum upwards. Only the base joint can be controlled while the joint
between the two segments moves freely. The agent is given a unit reward when the tip
of the pendulum is close to the tallest point it can reach: within a distance d < 1.
CartpoleSwingUp This domain features a single pole mounted on a cart. The goal
is to balance the pole upwards by controlling the torque of the under-actuated cart’s
wheels. Driving the cart too far off the centre (|x| > 2.4) results in episode failure with
reward −1, and managing to balance the pole (cos(θ) > 0.8, with θ the pole angle
with the vertical axis) yields unit reward. Note that contrary to classic Cartpole, this
domain starts with the pole hanging down and episodes terminate when balance is
achieved.
LunarLander The agent controls a landing pod by applying lateral and vertical
thrust, which needs to be landed on a designated platform. A positive unit reward is
given for reaching the landing pad within distance d < 0.05 of its center point, and a
negative unit reward is given for crashing or exiting the flying area.
Reacher A robotic manipulator composed of two segments can be actuated at each
of its two joints to reach a predefined position in a two-dimensional space. Bringing
the manipulator tip within a distance d < 0.015 of a random target results in a unit
reward.
Hopper This domain features a single leg robot composed of three segments, which
needs to propel itself to a predefined height. A unit reward is given for successfully
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Domain dS dA lS lA M α β
SinglePendulum 3 1 0.3 0.3 300 0.001 1.0
MountainCar 2 1 0.3 10 300 0.1 1.0
DoublePendulum 6 1 0.3 0.3 500 0.01 1.0
CartpoleSwingUp 4 1 0.8 1.0 500 0.01 1.0
LunarLander 8 2 0.5 0.3 500 0.01 1.0
Reacher 11 2 0.3 0.3 500 0.001 1.0
Hopper 11 3 0.3 0.3 500 0.01 1.0
Table 5.2 Experimental parameters for all 7 domains
jumping to height h > 1.3, and a negative unit reward when the leg falls past angle
|θ| > 0.2 with the vertical axis.
Most methods in the sparse rewards literature address domains with discrete
states and/or action spaces, making it hard to find baselines to compare EMU-Q to.
Furthermore, classic exploration techniques such as ϵ-greedy fail on these domains.
EMU-Q is compared to three baselines: VIME, DORA and RFF-Q. VIME [26] defines
exploration as maximising information gain about the agent’s belief of environment
dynamics. DORA [21], which is run on discretised action spaces, extends visitation
counts to continuous state spaces. Both VIME and DORA use additive rewards, as
opposed to EMU-Q which uses exploration values. Q-Learning with ϵ-greedy exploration
and RFF is denoted RFF-Q. Because it would fail in domains with goal-only rewards,
it is run with classic rewards; see [12] for details on classic rewards.
In order to compare exploration performance, scoring metrics need to favour fast
discovery of goal states. To reflect exploration performance, metrics measure the
number of episodes required before the first positive goal-reward is obtained. This
reflects how long pure exploration is required for before goal-reaching information
can be taken advantage of to refine policies, and hence directly reflects exploration
capabilities. Parameter γ is set to 0.99 for all domains and episodes are capped at
500 steps. State spaces are normalised, and Random Fourier Features approximating
square exponential kernels are used for both state and action spaces with EMU-Q and
RFF-Q. The state and action kernel lengthscales are denoted as lS and lA respectively.
Exploration and exploitation trade-off parameter κ is set to 1/Vmax for all experiments.
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Domain EMU-Q VIME DORA (discrete) RFF-Q (classic reward)
Success Episodes to goal Success Episodes to goal Success Episodes to goal Success Episodes to goal
SinglePendulum 100% 1.80 (1.07) 95% 2.05 (2.04) 35% 3.00 (4.11) 100% 1.0 (0.00)
MountainCar 100% 2.95 (0.38) 65% 5.08 (2.43) 0% – 100% 8.6 (8.05)
DoublePendulum 100% 1.10 (0.30) 90% 3.61 (2.75) 0% – 100% 4.20 (2.25)
CartpoleSwingup 90% 12.40 (16.79) 65% 3.23 (2.66) 35% 48.71 (30.44) 100% 9.70 (12.39)
LunarLander 100% 28.75 (29.57) 75% 4.47 (2.47) 30% 35.17 (31.38) 95% 19.15 (24.06)
Reacher 100% 19.70 (20.69) 95% 3.68 (2.03) 35% 1.00 (0.00) 95% 26.55 (25.58)
Hopper 60% 52.85 (39.32) 40% 5.62 (3.35) 20% 30.50 (11.80) 80% 41.15 (35.72)
Table 5.3 Results for all 7 domains, as success rate of goal finding within 100 episodes
and mean (and standard deviation) of number of episodes before goal is found. Success
rate rate is more important than number of episodes to goal. Results averaged over 20
runs. DORA was run with discretised actions, and RFF-Q with ϵ-greedy exploration
on domains with classic rewards.
Other algorithm parameters were manually fixed to reasonable values given in Table
5.2.
Results displayed in Table 5.3 indicate that EMU-Q is more consistent than VIME or
DORA in finding goal states on all domains, illustrating better exploration capabilities.
The average number of episodes to reach goal states is computed only on successful
runs. EMU-Q displays better goal finding on lower dimension domains, while VIME
tends to find goals faster on domains with higher dimensions but fails in more occasions.
Observing similar results between EMU-Q and RFF-Q confirms that EMU-Q can deal
with goal-only rewards without sacrificing performance.
5.7.3 Jaco Manipulator
This final experiment shows the applicability of EMU-Q to realistic problems by
demonstrating its efficacy on an advanced robotics simulator. In this robotics problem,
the agent needs to learn to control a Jaco manipulator solely from observing joint
configuration. Given a position in the 3D space, the agent’s goal is to bring the
manipulator finger tips to this goal location by sending torque commands to each
of the manipulator joints; see Figure 5.8a. Designing such target-reaching policies is
also known as inverse kinematics for robotic arms, and has been studied extensively
[65]. Instead, the focus here is on learning a mapping from joint configuration to
joint torques on a damaged manipulator. When a manipulator is damaged, previously
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Fig. 5.8 (a) Manipulator task: learning to reach a randomly located target (red ball).
(b) EMU-Q’s directed exploration yields higher performance on this task compared to
RFF-Q with ϵ-greedy exploration.
computed inverse kinematics are not valid anymore, thus being able to learn a new
target-reaching policy is important.
Damage is modelled by immobilising four of the arm joints, making previous inverse
kinematics invalid. The target position is chosen randomly form locations across the
reachable space. Episodes terminate with unit reward when the target is reached
within 50 steps, zero rewards are given otherwise. EMU-Q and RFF-Q are compared
on this domain, both using 600 random Fourier features approximating an RBF kernel.
Parameters α, β and κ were fixed to 0.1, 1.0 and 0.1 respectively. Figure 5.8b displays
results averaged over 10 runs. The difference in number of episodes solved shows
EMU-Q learns and manages to complete the task more consistently than RFF-Q. This
confirms that directed exploration is beneficial, even in more realistic robotics scenario.
5.8 Summary
This chapter presented a novel framework for exploration in RL domains with very
sparse or goal-only rewards. The framework makes use of multi-objective RL to define
exploration and exploitation as two key objectives, bringing the balance between the
two at a policy level. This formulation results in advantages over traditional exploration
methods, and allows for online exploration control. Strategies for such control were
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shown to experimentally outperform classic intrinsic RL on several aspects. Scalability
to continuous state-action spaces was demonstrated by presenting EMU-Q, a method
based on the proposed framework framework, guiding exploration towards regions of
higher value-function uncertainty. EMU-Q was experimentally shown to outperform
classic exploration techniques and other intrinsic RL methods on a continuous control
benchmark and on a robotic manipulator.

Chapter 6
Conclusions and Future Work
This thesis addressed the problem of achieving efficient non-myopic decision making
in continuous spaces by explicitly balancing exploration and exploitation. The work
presented in this thesis formulated the problems of planning and reinforcement learning
as instances of Bayesian optimisation. This allowed for making the balance between
exploration and exploitation explicit in both cases, and using an acquisition function
to trade-off the two quantities in a principled manner.
Three different planning and reinforcement learning algorithms were proposed
in this thesis. The first one formulates sequential planning as a sequential Bayesian
optimisation problem, and is solved by Monte Carlo tree search in a POMDP framework.
The second algorithm extends the first one to problems with continuous action spaces
by making use of Bayesian optimisation within the tree search procedure, at a node
level. Finally, the third algorithm relaxes assumptions inherent to planning (that is,
known transition dynamics and reward function), and decision making is achieved
using Bayesian model-free reinforcement learning. The last algorithm can learn policies
from interaction data, making very few assumptions about environments.
The remainder of this chapter is organised as follows. Section 6.1 summarises the
contributions of this thesis, and draws conclusions on both the theory and experiments
presented in this work. Section 6.2 proposes avenues for future research and provides
open questions for research opportunities.
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6.1 Summary of Contributions
Definition of a reward function trading off exploration and exploitation of
gradients for sequential Bayesian optimisation
Sequential Bayesian optimisation was first defined by [49] for addressing spatial monitor-
ing problems. Redefining the objective optimised by this algorithm allows for achieving
better performance and planning capabilities. This objective was incorporated into
both a myopic planner and a planner based on sequential Bayesian optimisation in
Chapter 3. Simulation results on the new algorithm, called BO-POMDP, showed that
this new objective definition leads to performance superior to previous methods. A
comparison between the myopic and non-myopic algorithms suggests planning with
higher horizons improves monitoring behaviour.
First practical results of the BO-POMDP formulation on a robotic platform
The method proposed in Chater 3 was adapted to a real robotic problem, featuring
a cheap quad-copter which needs to monitor a real environmental variable. The
presented method was shown to successfully map terrains, while only using limited
sensing capabilities.
An extension of tree search based planner BO-POMDP to continuous ac-
tion spaces
BO-POMDP is based on Monte Carlo tree search, which is only defined for discrete
action spaces. Chapter 4 presented Continuous belief tree search (CBTS), which relies
on dynamic action sampling to allow planning on continuous action spaces. Because
dynamic sampling favours promising regions of the action space, it allows finding
and selecting more precise actions than traditional sampling techniques, consequently
yielding better policies.
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A kernel-based trajectory generation method
This trajectory generation technique is based of the theory of reproducing kernel Hilbert
spaces, allowing it to generate plausible trajectories. As opposed to splines, trajectories
can be generated from any set of continuous parameters, making them suited to using
the output of an optimisation algorithm. Trajectories display consistent properties
such as smoothness and differentiability, which are enforced by kernel functions. These
properties are often desired when generating realistic trajectories for real world robotics.
Evaluation of continuous action planner with kernel trajectories on simu-
lated and real-world experiments
Continuous action planner CBTS and the proposed kernel trajectory generation tech-
nique are complementary; they were combined into a trajectory planner called kCBTS
in Chapter 4 which was validated on simulated and real robotics systems. kCBTS was
first applied to a space modelling problem in which a robot learns an objective function
by gathering noisy measurements along continuous trajectories. It was then used to
solve a simulated parking problem, in which a robot must manoeuvre to a park with
restricted steering angle. Lastly, kCBTS was employed on a real-world robotics problem
analogous to the previous parking task, validating the practical applicability of kernel
trajectories. Experiments showed the proposed method outperforms other existing
trajectory planners, while confirming that planning with continuous actions results in
higher accumulated reward than when using a discrete set of actions. Additionally,
continuous actions allow for better space coverage, resulting in lower errors in final
models of the monitored function.
Amulti-objective reinforcement learning framework for explicit exploration
exploitation balance
Exploration and exploitation are distinct objective of reinforcement learning, yet classic
RL formulations focus on exploitation and treat exploration in an ad-hoc manner. A
framework separating these two quantities was proposed in Chapter 5, based on the
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theory behind multi-objective reinforcement learning. By modelling exploration and
exploitation separately, their balance can be brought at a policy level, making it core
to the optimisation problem.
Experimental evaluation of the framework with classic exploration strate-
gies
The proposed framework for explicit exploration-exploitation balance was experimen-
tally evaluated against classic exploration strategies such as intrinsic RL exploration
bonuses. Results demonstrated separating both exploration and exploitation signals and
treating them as distinct objectives is beneficial to learning and several key exploration
characteristics.
Strategies for online exploration-exploitation balance tuning
Drawing inspiration from the fields of bandits and Bayesian optimisation, strategies
to tune the exploration-exploitation balance online can be devised. These strategies
achieve a degree of control over agent exploration that was previously unattainable
with classic additive intrinsic rewards. Also, the additional flexibility is beneficial to
more practical application such as robotics.
A data-efficient model-free RL method based on the explicit exploration-
exploitation balance framework
A method based on the previous framework was proposed in Chapter 5, displaying
scalability to larger problems. The method, termed EMU-Q, guides exploration to
areas of the state-action space with high value function uncertainty. The algorithm
builds on sparse Gaussian process approximation techniques, thereby allowing larger
problems with more data to be addressed, and is optimised for online learning.
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EMU-Q is experimentally shown to outperform other exploration tech-
niques
EMU-Q was evaluated on a large benchmark of reinforcement learning tasks and on a
realistic simulated robotic reaching task. The method compared favourably against
classic exploration techniques and more advanced methods such as intrinsic RL with
additive rewards.
6.2 Future Research
Although experimentally successful, the algorithms presented in this thesis could be
improved in several ways. Some avenues worth investigating include:
Mapping actions to returns in CBTS
Mappings from actions to rewards are currently learned at a node level in CBTS. Ideally,
one wishes to map actions to their returns (or Monte Carlo estimates of returns) so
that the CBTS branch selection metric is completely non-myopic. Learning a mapping
from actions to rewards was chosen for ease of implementation, as a GP model with
homoscedastic noise suffices under mild assumptions. However, the distribution of
returns given actions often has variable variance and, in more complex cases, is not
necessarily Gaussian. Learning such mapping could be addressed using GP with
heteroscedastic noise in the first case, and more advanced probabilistic models in the
latter.
Lastly, CBTS defines POMDP rewards as a function of the agent’s belief, which
could be better modelled under the ρPOMDP framework [1]. In cases where some
elements of the POMDP are unknown (e.g. transition dynamics), formulating the
problem as a ρPOMDP would ensure an optimal solution can be found.
118 Conclusions and Future Work
Integrating observations to CBTS
The CBTS algorithm is based on PO-UCT and does not integrate observation in the
tree search. This limits the applicability of the method to a subclass of domains, as
state estimation errors compound in deeper tree nodes and may decrease planning
performance. This problem can be solved by extending CBTS to other types of MCTS
algorithms which take observations into account.
Extending the RL framework and EMU-Q to POMDPs
The proposed reinforcement learning framework for explicit exploration-exploitation
balance and its implementation EMU-Q are based on Markov decision processes. MDPs
have a built-in assumption that environment states can be exactly and fully obtained
at every time step. This assumption is not realistic, and is lifted by the POMDP
framework used in Chapters 3 and 4. Adapting the reinforcement learning work of
Chapter 5 to POMDPs would be a very interesting avenue for future work and greatly
improve its applicability to robotics problems.
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