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The ASPIC Project: A virtual assistant for HMI
coaching
Content
To carry out their missions successfully, pilots must perform a certain number of actions to config-
ure their user interface and carry out complex tasks (monitoring of the tactical situation, sensors,
communication, tracks identification …). This can be tedious and critical during high workload
phases of the mission as an important number of actions are required in short time spans. In this
study, we intend to optimize the pilots UX by creating a virtual assistant able to recommend the
best interface configuration based on the pilot’s actions and current mission contexts. The ASPIC
project aims at evaluating the feasibility of HMI interaction recommandation. In order to evalu-
ate this latter while generating relevant data to train the assistant, we worked on a flight mission
simulator.
In this simulator, the pilot’s behaviour is influenced by the “Rules of Engagement” set for the
mission (rules a pilot has to follow to engage a target) and his will to maximize his survivabil-
ity. In a mission, each pilot’s action is the result of a sequence/pattern of interactions with the
HMI. This simulator enables the virtual assistant to collect the pilots’ actions and the mission’s
context. Once data has been generated on the simulator with different scenarios, the virtual as-
sistant is built from predictive models generated by a whitebox machine learning technology in
order to create dynamic decision rules that are used to recommend the most appropriate inter-
face configurations at the right time. This technology provides means to learn from individual,
continuously in an explainable way to ensures the acceptance of the generated models with the
experts. Furthermore, every recommendation and decision are provided with a confidence rate
and the underlying reasons, to maintain control and ensure acceptance of the concept by the ex-
perts. Finally, we show how the technology is capable of learning air-air HMI behaviour through
different scenarios. Throughout this study, several challenges were encountered in order to learn
the usage of an HMI from a user. Firstly, we had to iteratively find the best way to contextualize
the HMI interactions to grasp the most information of it. Secondly, the scenarios / simulator were
designed in a way that following the ROEs through the HMI led to a unique optimal HMI usage
behavior. Finally, we had to find a good way of scoring the generated whitebox models in order
validate their usage in a HMI.
The generated models are currently based on optimal pilots behavior during the mission and are
capable of almost fully transcribing the best way of using the HMI. In future work, we intend to use
Reinforcement Learning approaches using mission scoring in order to extract an optimal behavior
from non optimal generated data.
