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С помощью численного расчета описывается работа алгоритмов пермутаций матриц, основан-
ных на циклических сдвигах строк и столбцов. Такой выбор алгоритмов дискретного преобра-
зования обоснован удобством клеточно-автоматных формулировок, которые и приводятся. По-
лучены эмпирические формулы для периода пермутаций; для последнего алгоритма формула 
периода носит рекуррентный характер. Для базовой и наиболее простой схемы период  N n  
имеет асимптотику  exp 2 /n n  для матрицы n n  с попарно различными элементами. Несмот-
ря на усложнение схемы алгоритма, две другие модификации дают лишь полиномиальный рост 
степени не выше 3. Четвертая схема имеет нетривиальную зависимость периода, но не выше 
экспоненциальной. В ряде случаев алгоритмы порождают особые пермутации: поворот, отра-
жение и перестановку блоков для матрицы 2 2k k . Эти формулы тесно связаны с индивиду-
альными траекториями элементов, а они – с влиянием границ, что дает ветвление порядка мат-
рицы по классу вычета по модулю 3,4 или 12. Визуализации этих траекторий приводятся в 
расширенном поле КА. В качестве параметра динамики КА анализируются две «метрики пере-
мешанности» на пермутациях матрицы (по сравнению с начальной). Для всех схем и большин-
ства ветвей поведение этих метрик представлено на графиках и гистограммах (условно: плот-
ности распределения), показывающих, как часто встречаются по периоду пермутации с задан-
ным интервалом значений метрик. Практическое значение работы состоит в оценке примене-
ния КА в областях генерации псевдослучайных чисел и криптографии. 
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Введение 
Пермутация, или перестановка элементов, матрицы — это один из способов генера-
ции псевдослучайного числа. Простейшими пермутациями являются поворот, отражение 
и транспонирование матрицы. Перестановочные алгоритмы легко проектируемы на кле-
точно-автоматном формализме, где уже относительно давно исследуются способы созда-
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ния псевдослучайных последовательностей, начиная с работ Стивена Вольфрама в ранних 
1980-х гг. [1,2]. Клеточные автоматы (КА) обладают высокой скоростью вычислений при 
реализации в параллельной архитектуре [2], что обуславливает большое число исследова-
ний [3-8] с акцентом на аппаратную реализацию. Например, в [5] для эволюционирующих 
КА, ячейки которых связаны функцией XOR и XNOR, проверялась псевдослучайность 
числа в пакетном тесте DIEHARD. 
Актуальность поиска эффективных способов псевдослучайной пермутации матрицы 
обусловлена применением этой операции в различных областях. Генерация тестовых по-
следовательностей в логических блоках современных сверхбольших интегральных схем 
может требовать случайной перестановки данных [9-11], например, схемы c программи-
руемой логикой. Помимо генерации случайных чисел перестановка матричных элементов 
непосредственно используется в криптографии [12-16]. Обычно вводится псевдослучай-
ная функция, где первая часть декартова произведения относится к k-битному ключу, а 
вторая – к n-битному сообщению. При составлении стойких криптографических алгорит-
мов по сей день руководствуются утверждением Шеннона о том, что хорошее перемеши-
вающее преобразование часто является результатом многократного применения произве-
дения двух простых некоммутирующих операций. Такими простейшими операциями яв-
ляются сдвиги строк и столбцов матрицы [17-18]. В [18] решение близко к предлагаемому 
нами в [19-20] и является дискретизированным аналогом непрерывного двухпараметриче-
ского преобразования; оно применялось для кодирования серого 8-битного рисунка. Ав-
тор [17] дал более строгую формализацию и точную оценку периода пермутации для ал-
горитма [19], основанную на функции Ландау в теории групп. 
1. КА-формализация схемы «1:2» 
Рассмотрим сначала идею модифицируемого алгоритма. Квадратная матрица n n  
помещена в поле КА с замыканием границ (тороидальная решётка). Алгоритм состоит из 
4 периодически повторяющихся этапов, каждый из которых представляет циклический 
сдвиг, т.е. первый элемент ставится на место последнего, и наоборот (рис. 1): 
1. Нечётные столбцы сдвигаются вверх, чётные — вниз. 
2. Нечётные строки сдвигаются вправо, чётные — влево. 
3. Нечётные столбцы сдвигаются вниз, чётные — вверх. 
4. Нечётные строки сдвигаются влево, чётные — вправо. 
Преобразование матрицы за один этап здесь и далее будем называть шагом или так-
том, а за все этапы — проходом. 
 
Рис.  1. Визуализация  схемы «1:1» 
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Проход схемы «1:2» состоит из 6 шагов, за счет повторения этапов 2 и 4 схемы 1:1 на 
следующем после них шаге алгоритма. 
 
Рис.  2. Визуализация  схемы «1:2» 
 
Приведём КА-формулировку схемы 1:2. Как и в схеме 1:1, используется квадратная 
решётка с замкнутыми границами (нумерация, традиционная для индексов матрицы). Ок-
рестность клетки типа фон Неймана радиуса единица. Состояние клетки определяется 
также двумя компонентами ,f s  (табл. 1). 
Таблица 1. Описание компонент клетки ,f s  схемы «1:2» 
Название Флаг перемещения Регистр данных 
Обозначение f s 
Множество зна-
чений 
   , , , , , 0,1,2,3,5,7f         Произвольное 
Описание 
Отвечает за перемещение элементов 





Множество значений флага перемещения ячейки f  дополняется двумя новыми эле-
ментами - 5 и 7. Их обоснование приведем после формулировки локальной функции пере-
хода (ЛФП). Введем, как и ранее в схеме 1:1, понятие согласованности. Две клетки назы-
ваются согласованными, если чётности их флагов совпадают. Число согласованности cons  
клетки определяется как число согласованных с ней соседей:  mod 2cons f f  , где   
— локальный индекс клетки. Его значение, как и f, можно указать стрелкой. Например, «
 » — сосед сверху, « » — сосед справа, а f

 — значение флага состояния клетки снизу. 
Сама центральная клетка не индексируется. Знак «≔» имеет смысл присвоения значения, 
то есть операнд справа от него берётся до перехода, а слева — после перехода. Операция 
mod возвращает остаток от целочисленного деления (например, 9mod 4 1 , 1mod 4 3  ). 
Математика и математическое моделирование, 2020, №4 4 
Формальные правила перехода, записанные в виде последовательно выполняемых ин-
струкций, приведены в табл. 2. Знаки ,   обозначают логические операции конъюнкции и 
дизъюнкции соответственно. 
Таблица 2. ЛФП схемы «1:2» 
№ Условие перехода Формула перехода 
1 
           0 0 0 3 7cons f cons f f          :s s  
         0 1 0 0cons f cons f        :s s  
            0 2 0 1 5cons f cons f f          :s s  
         0 3 0 2cons f cons f        :s s  
2 
   0 4cons cons     : 1 mod 4 f f   
    0 4cons cons      : 1 mod 4 f f   
     1 1 1f f f       : 5f   
     3 3 3f f f       : 7f   
Без ограничения общности и в предположении попарного различия элементов поло-
жим начальное состояние слоя данных упорядоченным по столбцам, что соответствует 
соглашению MATLAB, и рассмотрим эволюцию КА размера 8 8  на первом проходе по-
этапно. на всех шести этапах алгоритма (табл.3): 
Таблица 3. Проход схемы «1:2» для матрицы 8 8  
Номер итерации Слой данных Слой флагов 
0 (исходная матрица) 
1 9 17 25 33 41 49 57 
2 10 18 26 34 42 50 58 
3 11 19 27 35 43 51 59 
4 12 20 28 36 44 52 60 
5 13 21 29 37 45 53 61 
6 14 22 30 38 46 54 62 
7 15 23 31 39 47 55 63 
8 16 24 32 40 48 56 64 
 
0 2 0 2 0 2 0 2 
0 3 0 3 0 3 0 3 
0 2 0 2 0 2 0 2 
0 3 0 3 0 3 0 3 
0 2 0 2 0 2 0 2 
0 3 0 3 0 3 0 3 
0 2 0 2 0 2 0 2 
0 3 0 3 0 3 0 3 
 
1 
2 16 18 32 34 48 50 64 
3 9 19 25 35 41 51 57 
4 10 20 26 36 42 52 58 
5 11 21 27 37 43 53 59 
6 12 22 28 38 44 54 60 
7 13 23 29 39 45 55 61 
8 14 24 30 40 46 56 62 
1 15 17 31 33 47 49 63 
 
1 1 1 1 1 1 1 1 
3 0 3 0 3 0 3 0 
1 1 1 1 1 1 1 1 
3 0 3 0 3 0 3 0 
1 1 1 1 1 1 1 1 
3 0 3 0 3 0 3 0 
1 1 1 1 1 1 1 1 
3 0 3 0 3 0 3 0 
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2 
64 2 16 18 32 34 48 50 
9 19 25 35 41 51 57 3 
58 4 10 20 26 36 42 52 
11 21 27 37 43 53 59 5 
60 6 12 22 28 38 44 54 
13 23 29 39 45 55 61 7 
62 8 14 24 30 40 46 56 
15 17 31 33 47 49 63 1 
 
5 5 5 5 5 5 5 5 
3 0 3 0 3 0 3 0 
5 5 5 5 5 5 5 5 
3 0 3 0 3 0 3 0 
5 5 5 5 5 5 5 5 
3 0 3 0 3 0 3 0 
5 5 5 5 5 5 5 5 
3 0 3 0 3 0 3 0 
 
3 
50 64 2 16 18 32 34 48 
19 25 35 41 51 57 3 9 
52 58 4 10 20 26 36 42 
21 27 37 43 53 59 5 11 
54 60 6 12 22 28 38 44 
23 29 39 45 55 61 7 13 
56 62 8 14 24 30 40 46 
17 31 33 47 49 63 1 15 
 
2 0 2 0 2 0 2 0 
2 1 2 1 2 1 2 1 
2 0 2 0 2 0 2 0 
2 1 2 1 2 1 2 1 
2 0 2 0 2 0 2 0 
2 1 2 1 2 1 2 1 
2 0 2 0 2 0 2 0 
2 1 2 1 2 1 2 1 
 
4 
17 25 33 41 49 57 1 9 
50 58 2 10 18 26 34 42 
19 27 35 43 51 59 3 11 
52 60 4 12 20 28 36 44 
21 29 37 45 53 61 5 13 
54 62 6 14 22 30 38 46 
23 31 39 47 55 63 7 15 
56 64 8 16 24 32 40 48 
 
3 3 3 3 3 3 3 3 
1 2 1 2 1 2 1 2 
3 3 3 3 3 3 3 3 
1 2 1 2 1 2 1 2 
3 3 3 3 3 3 3 3 
1 2 1 2 1 2 1 2 
3 3 3 3 3 3 3 3 
1 2 1 2 1 2 1 2 
 
5 
25 33 41 49 57 1 9 17 
42 50 58 2 10 18 26 34 
27 35 43 51 59 3 11 19 
44 52 60 4 12 20 28 36 
29 37 45 53 61 5 13 21 
46 54 62 6 14 22 30 38 
31 39 47 55 63 7 15 23 
48 56 64 8 16 24 32 40 
 
7 7 7 7 7 7 7 7 
1 2 1 2 1 2 1 2 
7 7 7 7 7 7 7 7 
1 2 1 2 1 2 1 2 
7 7 7 7 7 7 7 7 
1 2 1 2 1 2 1 2 
7 7 7 7 7 7 7 7 
1 2 1 2 1 2 1 2 
 
6 
33 41 49 57 1 9 17 25 
34 42 50 58 2 10 18 26 
35 43 51 59 3 11 19 27 
36 44 52 60 4 12 20 28 
37 45 53 61 5 13 21 29 
38 46 54 62 6 14 22 30 
39 47 55 63 7 15 23 31 
40 48 56 64 8 16 24 32 
 
0 2 0 2 0 2 0 2 
0 3 0 3 0 3 0 3 
0 2 0 2 0 2 0 2 
0 3 0 3 0 3 0 3 
0 2 0 2 0 2 0 2 
0 3 0 3 0 3 0 3 
0 2 0 2 0 2 0 2 
0 3 0 3 0 3 0 3 
 
Поясним добавление двух элементов 5,7 во множество флагов. Легко видеть, что по-
сле первого сдвига строк (шаг 2) матрица компонент f  удовлетворяет нововведенным ус-
ловиям из второго блока ЛФП. Для всех элементов нечетных строк выполняется 
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     1 1 1f f f      .  Соответственно их флагам состояния присваивается значение 5. 
Учитывая условие             0 2 0 1 5cons f cons f f         , а также равенство 
1mod 4 5mod 4 , легко видеть, что состояние элемента при 1f   и при 5f   изменяется 
одинаково. Все элементы четных срок удовлетворяют последнему условию второго блока 
ЛФП и не меняют значение f . Это также необходимо для повторения сдвига строк мат-
рицы. Аналогично обосновываются другие дополнения ЛФП, и, соответственно, добавле-
ние цифры 7 в множество значений f . 
3. КА-формализация схемы «1:0:1» 
Цикличные сдвиги элементов здесь происходят с пропуском столбца или строки. Для 
лучшего понимания визуализируем для КА размера 5 5  слой данных (табл. 4) 
 
Таблица 4. Проход схемы «1:0:1» для матрицы 5 5  
Номер итерации Слой данных 
0 (исходная матрица) 
1 6 11 16 21 
2 7 12 17 22 
3 8 13 18 23 
4 9 14 19 24 
5 10 15 20 25 
 
1 
2 6 15 17 21 
3 7 11 18 22 
4 8 12 19 23 
5 9 13 20 24 
1 10 14 16 25 
 
2 
21 2 6 15 17 
3 7 11 18 22 
8 12 19 23 4 
24 5 9 13 20 
1 10 14 16 25 
 
3 
21 10 11 15 25 
3 2 19 18 17 
8 7 9 23 22 
24 12 14 13 4 
1 5 6 16 20 
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Номер итерации Слой данных 
4 
21 10 11 15 25 
2 19 18 17 3 
22 8 7 9 23 
24 12 14 13 4 
5 6 16 20 1 
 
5 
5 19 11 20 3 
21 8 18 15 23 
2 12 7 17 4 
22 6 14 9 1 
24 10 16 13 25 
 
6 
19 11 20 3 5 
23 21 8 18 15 
2 12 7 17 4 
6 14 9 1 22 
25 24 10 16 13 
 
Состояния ячеек определяются четырьмя компонентами , , ,v g b s , представленными в 
табл. 5: 










Обозначение v  g  b  s  
Множество 
значений 
   , , 1,0, 1v    b     , , 1,0, 1g     
 




























Флаги v  и g  определяют направления сдвига столбцов и строк соответственно. Зна-
чение 0 обоих флагов означает отсутствие смещения элемента на текущей итерации.  Флаг 
b  – бит, определяющий блок ЛФП на данном шаге алгоритма. Значение b , равное едини-
це, предполагает перемещение в соответствии с ЛФП для компоненты v . Аналогично и 
для g  при 0b  . Начальные конфигурации матриц вертикальных и горизонтальных ком-
понент заданы на рис. 3. Здесь паттерн «1 0 -1» повторяется по строкам или столбцам. При 
6n   было бы двукратное повторение от левого верхнего края. 
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В табл. 6 приведены правила перехода схемы «1:0:1». 
Таблица 6. ЛФП схемы «1:0:1» 
№ п/п Условие перехода Формула перехода 
1 1b   
1v   :s s ; : 0v   
:b b  
0v   :s s ; : 1v    
1v    :s s ; :  1v   
2 0b   
1g   :s s ; : 0g   
0g   :s s ; : 1g    
1g    :s s ; : 1g   
Легко видеть, что схема «1:0:1» состоит из шести элементарных итераций. 
4. КА-формализация схемы «sin» 
Определение синусоидального алгоритма в терминах клеточных автоматов также 
предполагает введение расширенного поля с единичной окрестностью фон-Неймана. Реа-
лизация движения элемента по функции sin x , в данном случае, состоит из четырех перио-
дически повторяющихся итераций, представляющих собой сдвиги в условно положитель-
ном и отрицательном направлениях и сохранение текущей позиции (отсутствие переме-
щения). По сравнению со схемой «1:0:1» шаблон движения здесь «0 1 0 -1», что дает 8 
этапов (итераций) на один проход. Эволюция слоя данных для КА размера 6 6  представ-
лена в табл. 7. 
Таблица 7. Проход схемы «sin» для матрицы 6 6  
Номер итерации Слой данных 
0 (исходная матрица) 
1 7 13 19 25 31 
2 8 14 20 26 32 
3 9 15 21 27 33 
4 10 16 22 28 34 
5 11 17 23 29 35 
6 12 18 24 30 36 
 
1 
1 8 13 24 25 32 
2 9 14 19 26 33 
3 10 15 20 27 34 
4 11 16 21 28 35 
5 12 17 22 29 36 
6 7 18 23 30 31 
 
а) 
1 0 -1 1 0 
1 0 -1 1 0 
1 0 -1 1 0 
1 0 -1 1 0 
1 0 -1 1 0 
 
б) 
1 1 1 1 1 
0 0 0 0 0 
-1 -1 -1 -1 -1 
1 1 1 1 1 
0 0 0 0 0 
 
Рис.  3. Начальные состояния компонент v  (а) и g  (б) для матрицы 5 5 . (начальное значение b  –единица). 
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Номер итерации Слой данных 
2 
1 8 13 24 25 32 
33 2 9 14 19 26 
3 10 15 20 27 34 
11 16 21 28 35 4 
5 12 17 22 29 36 
31 6 7 18 23 30 
 
3 
33 8 7 24 19 32 
3 2 13 14 27 26 
11 10 9 20 35 34 
5 16 15 28 29 4 
31 12 21 22 23 36 
1 6 17 18 25 30 
 
4 
32 33 8 7 24 19 
3 2 13 14 27 26 
10 9 20 35 34 11 
5 16 15 28 29 4 
36 31 12 21 22 23 
1 6 17 18 25 30 
 
5 
32 6 8 14 24 30 
3 33 13 35 27 19 
10 2 20 28 34 26 
5 9 15 21 29 11 
36 16 12 18 22 4 
1 31 17 7 25 23 
 
6 
32 6 8 14 24 30 
33 13 35 27 19 3 
10 2 20 28 34 26 
11 5 9 15 21 29 
36 16 12 18 22 4 
31 17 7 25 23 1 
 
7 
31 6 35 14 23 30 
32 13 20 27 24 3 
33 2 9 28 19 26 
10 5 12 15 34 29 
11 16 7 18 21 4 
36 17 8 25 22 1 
 
8 
6 35 14 23 30 31 
32 13 20 27 24 3 
26 33 2 9 28 19 
10 5 12 15 34 29 
16 7 18 21 4 11 
36 17 8 25 22 1 
 
В табл.8 представлены компоненты, определяющие состояния ячеек в схеме. 
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Обозначение: m  d  it  s  









как по столбцам, 








цы M= ijM . 
Флаг перемещения m  однозначно задает сдвиги элементов, в то время как компонен-
та d обеспечивает работу алгоритма как по столбцам, так и по строкам. Оба флага меняют 
значения друг друга на каждой итерации, и для их корректного взаимоопределения вво-
дится компонента it . ЛФП схемы приводится в табл.9. 
Таблица 9. ЛФП схемы «sin» 




1d   : 1m   
2d   : 0m   
3d   : 1m    
2 
( 1) ( 1)mov mov     : 2d   
0mov 
 
( ) ( )mov mov mov mov
  
    
1it   
1mov    : 1d   
1mov    : 3d   
mod 2 0it   
1mov    : 1d   
1mov   : 3d   
3it   
1mov   : 1d   
1mov   : 3d   
( ) ( )mov mov mov mov      
1it   
1mov

   : 1d   
1mov

   : 3d   
mod 2 0it   
1mov

   : 1d   
1mov

  : 3d   
3it   
1mov

  : 1d   
1mov

  : 3d   
3 d d   
: ( 1)mod 4it it 
 
4 
1m    
( 1) ( 1)m m
 
      :s s

  
( 1) ( 1)m m       :s s  
0m   :s s  
1m   
( 1) ( 1)m m
 
    :s s

  
( 1) ( 1)m m     :s s  
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5. Временная сложность КА алгоритмов 
Эмпирически установлено, что через некоторое число проходов алгоритмы переводят 
матрицу в исходное состояние, что принято нами за условие останова алгоритма. Это сле-
дует теоретически из конечности числа перестановок, которое для матрицы n n  для по-
парно различных элементов не превосходит  2 !n . Уточним, что период алгоритма N вво-
дится не только для компоненты данных s, а также и для флагов. То есть пермутация сов-
падает с исходной матрицей, если обе компоненты всех её элементов принимают началь-
ные значения. Если же для флагов совпадения нет, то такую ситуацию назовем самопере-
сечением. В схемах «1:1» и «1:2» для матриц четных порядков период линеен, а для не-
четных имеет более сложную зависимость от n. Чем длиннее период, тем лучше с точки 
зрения криптографии; и здесь, что несколько необычно, мы должны не сокращать, а уве-
личивать сложность алгоритма.  
Кратко рассмотрим сначала периоды схемы «1:1». Для четных порядков матриц пери-
од равен / 2n , а для нечетных порядков была доказана [19] следующая зависимость по 
закону наименьшего кратного:    3,5,  ,2 1N n LCM n   . Несмотря на быстрый рост с 
увеличением n, общее число пермутаций составляет лишь ничтожную долю из возмож-
ных. Известна асимптотика: 
( 1) ( 1)
(1,2,..., ) ( ) exp ln exp( )
2 2
m m m m
LCM m g m m
  
    
 
:  
Легко получить, что            (2 1) , 2 , 0 mod / 2g n LCM N n g n g m g m   . И ес-
ли  2logr n , то тогда  (2 1) 2
rg n f n  g . Откуда получаем оценку для периода 
   
1
exp 2N n n
n
:  в базовой схеме. 
6. Периоды схемы «1:2» 
Эмпирические зависимости ( )N n  в схеме «1:2» удобно показать, представив n  как 
совокупность классов вычетов по делителю 4 (табл. 10). 
Таблица 10. Периоды схемы «1:2» в зависимости от k    
k  
(4 1)N k 
 
Каноническое раз-
ложение (4 1)N k   
(4 )N k  




(4 1)N k   
(4 2)N k 
 
1 15 5 3  1 45 23 5  3 
2 385 5 7 11   2 45 23 5  5 
3 1309 7 11 17   3 273 3 7 13   7 
4 1035 23 5 23    4 459 33 17  9 
5 6061 11 19 29   5 231 3 7 11   11 
6 10465 5 7 13 23    6 975 23 5 13   13 
7 5535 23 5 41   7 1305 23 5 29   15 
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k  
(4 1)N k 
 
Каноническое раз-
ложение (4 1)N k   
(4 )N k  




(4 1)N k   
(4 2)N k 
 
8 24769 17 31 47   8 561 3 11 17   17 
9 35245 5 7 19 53    9 2109 3 19 37   19 
10 16107 3 7 13 59    10 2583 23 7 41   21 
11 64285 5 13 23 43    11 1035 23 5 23   23 
12 83425 25 47 71   12 3675 2 23 5 7   25 
13 35343 23 7 11 17    13 4293 43 53  27 
14 132385 5 11 29 83    14 1653 3 19 29   29 
15 162781 . 31 59 89  . 15 5673 3 31 61   31 
16 65835 23 5 7 11 19     16 6435 23 5 11 13    33 
17 236845 5 7 67 101    17 2415 3 5 7 23    35 
18 281089 37 71 107   18 8103 3 37 73   37 
19 110175 23 5 13 113    19 9009 23 7 11 13    39 
20 385441 7 17 41 79    20 3321 43 41  41 
21 446125 35 43 83   21 10965 3 5 17 43    43 
22 170955 23 5 29 131    22 12015 33 5 89   45 
После 22k   сказывается длительность расчета на обычном компьютере (более шести 
часов для значения  4 1N k   при 23k  ). Следует, однако, заметить, что речь идет о не-
посредственном расчете, т.е. без использования постулата о том, что общий период есть 
наименьшее общее кратное периодов индивидуальных элементов. 
Матрицы нечетных порядков имеют более сложную структуру зависимости ( )N n , что 
можно заметить по циклическим спадам рассчитанных значений для 4 1n k   и 4 1n k 
. Полученные величины периодов алгоритма для нечетных n , в общем случае, зависят от 
k  следующим образом: 2(4 1)N k k : , 3(4 1)N k k : . На основе табл.9 эмпирически вы-
ведем закон, выполняющийся для начального участка натурального ряда точно: 
Таблица 11. ( )N k  и ( )N n  схемы «1:2» 
( )n k  Условие для k  ( )N k  ( )N n  








4 1k   




n n  




n n  
4 1k   




n n n   
mod3 1k   
1
(2 1)(4 1)(6 1)
3




n n n   
На рис. 4 представлены в двойном логарифмическом масштабе эмпирические зависи-
мости  N n  для всех классов вычетов. Из 4 ветвей две разделяются по две подветви, от-
личающихся множителем при полиноме. 
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7. Периоды схемы «1:0:1» 
( )N n  в схеме «1:0:1» проще показать, представив n  как совокупность классов выче-
тов по делителю 3. Полученные величины периодов алгоритма зависят от k  следующим 
образом: (3 )N k k: , 2(3 1)N k k : , 3(3 2)N k k : . Для классов 3 1n k   и 3 2n k   точ-
ная структура зависимости сложна и требует выделения подветвей для k :         .  
В табл. 12 представлен периода схемы «1:0:1» для участка натурального ряда  3;182n  
по результатам непосредственного расчета. 
Таблица 12. Рассчитанные периоды схемы «1:0:1» в зависимости от k   
k   3N k   3 1N k    3 2N k   
1 2 30 40 
2 4 12 126 
3 6 70 360 
4 8 48 110 
5 10 126 156 
6 12 40 2730 
7 14 198 1904 
8 16 120 1710 
9 18 286 1680 
10 20 84 8602 
11 22 390 1800 
 








 равняется показателю степени d  в выражении ( ) dN k k: . 
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k   3N k   3 1N k    3 2N k   
12 24 224 13338 
13 26 510 4060 
14 28 144 6510 
15 30 646 1056 
16 32 360 27370 
17 34 798 2664 
18 36 220 37050 
19 38 966 21320 
20 40 528 16254 
21 42 1150 13860 
22 44 312 62698 
23 46 1350 11760 
24 48 728 79050 
25 50 1566 22048 
26 52 420 2970 
27 54 1798 54264 
28 56 960 119770 
29 58 2046 10980 
30 60 544 144522 
31 62 2310 79040 
32 64 1224 57486 
33 66 2590  




N n n . Период для класса 3 1n k   подразделяется на три подветви в зависимости от 
 k m  (рис. 5). Для данного класса вычетов алгоритм, предположительно, имеет квадра-
тичную сложность. 
 
Рис. 5. Зависимости рассчитанных значений периодов схемы «101» от 3 1n k  . 
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В классе 3 2n k  зависимость ( )N n  делится уже на шесть ветвей по разным законам 
 k m (рис. 6). В общем случае, период алгоритма для данного класса вычетов по 3 имеет 
кубическую сложность. 
Таблица 13. ( )N m  и ( )N n  схемы «1:0:1» 
( )n k  ( )k m  ( )N m  
( )N n  
множитель формула 
3k  m  2m  
2
3
 n  
3 1k   












3 2k   




( 19)(2 5)( 1)n n n  
 
12 4m  
2(12 7)(24 13)(12 1)m m m  
 
12 6m  2(12 5)(24 9)(12 1)m m m    
12 10m  2(12 5)(24 1)(12 1)m m m    
12 3m  24(3 2)(8 5)(6 1)m m m    1
27
 
12 7m  8(3 1)(24 7)(6 1)m m m    
 
Рис. 6. Зависимости рассчитанных значений периодов схемы «1:0:1» от 3 2n k  . Красными маркерами 
отмечены точки (табл. 13), в которых нарушаются эмпирические формулы ( )N n . 
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( )n k  ( )k m  ( )N m  
( )N n  
множитель формула 
3 2k   
12 2m  6(4 3)(24 17)(4 1)m m m    2
81
 
( 19)(2 5)( 1)n n n  
 
12 8m  6(4 1)(24 5)(4 1)m m m    
12 1m  4(3 2)(24 5)(6 1)m m m    1
54
 
12 9m  12(3 1)(6 1)(8 1)m m m    








Однако из эмпирически полученных зависимостей (3 2)N k   выпадают некоторые 
точки (табл. 14) 
Таблица 14. Выпадающие точки в схеме «1:0:1» для 3 2n k   






1(синяя) 14 12 4m  1 1210 110 11  
2(оранжевая) 47 12 3m  2 11616 1056 11  
3(желтая) 80 12 2m  3 32670 2970 11  
4(фиолетовая) 113 12 1m  4 64372 5852 11  
1(синяя) 146 12m  4 533610 48510 11  
Разность порядков матриц последующей и предыдущей точек всегда равна 33. Замет-
но также отношение ожидаемого значение периода expect( )N n  и фактического ( ) factN n , 
равное 11 для всех особых точек. Данные точки являются членами арифметической про-
грессии с начальным членом 14 и шагом 33. 
8. Периоды схемы «sin» 
Данный алгоритм имеет запутанную структуру зависимостей ( )N n , однако все n  мо-
гут быть также разделены на четные и нечетные. Он как бы объединяет особенности базо-
вого алгоритма и предыдущих (табл. 15, 16). N  для всех матриц с четным n  в синусои-
дальной схеме структурно разбивается на две ветви, одна из которых состоит из трех под-
ветвей. 
Таблица 15. ( )N n  в схеме «sin» для групп 4n k  и 4 2n k   
( )n k  ( )k m  
( )N n  
множитель формула 
4k  – 1 (9 / 4)n  
4 2k   




n n   
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Таблица 16. Сравнение периодов схем «1:1» и «sin» для нечетных n  
n  














3 60 24 40 15 3 
5 1260 1,120 88.(8) 315 140 
7 180180 6,336 3.516484 45,045 792 
9 3063060 2,688 0.087755 765,765 336 
11 58198140 15,840 0.027217 14,549,535 1,980 
13 6692786100 9,853,200 0.147221 1,673,196,525 1,231,650 
15 582,272,390,700 – – 145,568,097,675  
17 18,050,444,111,700 2,545,920 0.0000017 4,512,611,027,925 318,240 
19 667,866,432,132,900 – – 166,966,608,033,225 – 
21 27,382,523,717,448,900 – – 6,845,630,929,362,225 – 
23 1,177,448,519,850,302,700 – – 294,362,129,962,575,675 – 
Примечание: прочерки означают крах непосредственного численного расчета из-за сверхбольших чи-
сел 
9. Индивидуальные траектории элементов 
Для лучшего понимания формул для периода рассмотрим теперь траектории движе-
ния отдельных элементов матрицы (или, для краткости, индивидуальные траектории – 
УИТ) и их временные длины в проходах (ДИТ). Поле КА с замыканием удобно предста-
вить как бесконечную плоскую периодическую решётку (рис.7). Такое представление бу-
дем называть расширенным. 
 
Рис. 7. Расширенное представление для матрицы 4 4  
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УИТ в схеме «1:1» напоминают путь бильярдного шара, а граница поля играет роль 
стенки. ДИТ зависит от начального положения элемента. Период алгоритма, если не учи-
тывать флаги, определяется произведением ДИТ, а точнее – их наименьшим кратным. 
 
Рис. 8 Индивидуальные траектории некоторых элементов матрицы 5 5  в расширенном представлении для 
схемы «1:1». Точками отмечены начальные положения элементов. Рядом с каждой траекторией элемента 
указана ее ДИТ. 
 
Напомним, что возможны самопересечения на пути ячейки, когда ее позиция совпада-
ет с начальной, но направление движения отлично от исходного. Ромбовидные траекто-
рии, по сути, являются ключом к доказательству формулы периода. 
10. Индивидуальные траектории элементов в схеме «1:2» 
УИТ в схеме «1:2» по совокупности менее разнообразны по ДИТ, чем в схеме «1:1». 
Все элементы матриц четных порядков сдвигаются по одной траектории, период которой 
равен, соответственно периоду алгоритма. Общее количество УИТ для матриц нечетных 
порядков равно четырем, начиная с 5n   (для 3n   множество УИТ состоит из трех эле-
ментов – [1;3;5] ). На рис.10–14 представлены некоторые УИТ матриц, порядки которых 
принадлежат разным классам вычетов по делителю 4. Эмпирически было установлено, 
что в множестве ДИТ всегда присутствует единица, а другие три – зависят от n . Длина 
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одной из них равна n . Элемент с такой УИТ никогда не пересекает горизонтальных гра-
ниц расширенного поля (рис.12). Две другие назовем «короткой» и «длинной» УИТ, обо-
значив их длины как  3 4,l l , а траектории длины 1 и n  как 1l .и 2l  соответственно. В табл. 17 
приведены эмпирические формулы ДИТ для нечетных порядков матриц: 
 
 
Рис. 9. Таблица ДИТ для матрицы 9 9 в схеме «1:2». Каждому элементу матрицы соответствует своя ДИТ. 
 
 
Рис. 10. Траектории некоторых элементов матрицы 8 8  ( 4n k ) в схеме «1:2» на расширенном поле. 
 
 
Рис. 11. Траектории некоторых элементов матрицы 10 10  ( 4 2n k  ) в схеме «1:2» на расширенном поле. 
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Рис. 12. УИТ матрицы 9 9  ( 4 1n k  ) в схеме «1:2» на расширенном поле. 
 
На рисунках отсутствуют траектории единичной длины из-за их граничного положе-
ния. При визуализации происходит пересечение и слияние с другими УИТ. 
Таблица 17. Эмпирически полученные формулы ДИТ для нечетных n  в схеме «1:2» 
( )n k  1( )l n  2 ( )l n  3 ( )l n  4 ( )l n  








n   










Рис. 13. «Длинные» траектории элементов в схеме «1:2» для матрицы 11 11  ( 4 1n k  ) на расширенном 




n  . 
Траектории длины 1 не отображены из-за особенностей их расположения в граничных 
столбцах и строках. 
11. Индивидуальные траектории элементов в схеме «1:0:1» 
Множество УИТ в схеме «1:0:1» также не обладает большим количеством элементов, 
однако таблица ДИТ имеет некие регулярности. Матрицы порядка 3 1n k   имеют 4 зна-
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чения ДИТ, среди которых всегда есть 1 и 2. Два оставшихся значения зависят от n  ли-
нейно: 
   1 2
1 2
3 1:  ( ) 5 ,  ( ) 11
3 3
n k l n n l n n        
Стоит также отметить распределение траекторий по элементам для матриц 3 1n k  , 
показанное на рис. 15: 
5 14 14 5 14 14 5 14 14 1 
14 14 2 2 14 2 2 14 2 14 
14 2 14 2 2 14 2 2 14 14 
5 2 2 5 2 2 5 2 2 5 
14 14 2 2 14 2 2 14 2 14 
14 2 14 2 2 14 2 2 14 14 
5 2 2 5 2 2 5 2 2 5 
14 14 2 2 14 2 2 14 2 14 
14 2 14 2 2 14 2 2 14 14 
5 4 14 5 14 14 5 14 14 5 
Рис. 15. Таблица ДИТ для матрицы 10 10  ( 3 1n k  ) в схеме «1:0:1» 
 
В первых и последних столбцах и строках матрицы повторяются длины 1l  и 2l : после 
элемента с ДИТ 1l  следуют два элемента с длинами 2l . Данная периодичность нарушается 
только последним элементом первой строки, ДИТ которого для всех рассмотренных по-
рядков матриц (до 100n  ) равняется единице. Также можно увидеть периодичность ДИТ 
в столбцах, не являющихся граничными и не включающих первый и последний элементы. 
Столбцы ДИТ делятся на классы вычетов по делителю 3 в зависимости от номера столбца 
j . То есть каждый повторяется через два. 
На рис. 16 изображены все четыре УИТ для матрицы 10 10 . Данное отображение 
траекторий не совсем наглядно, так как невозможно показать итерации с отсутствием 
сдвига. Однако легко видеть как меняется направление движения элемента на границах 
матрицы. Из-за нарушения последовательности изменения флагов перемещения ячейка 
совершает колебательные движения в горизонтальном и вертикальном направлении пока 
не окажется в неграничном столбце или строке. 
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Рис. 16. УИТ для матрицы 10 10  ( 3 1n k  ) в схеме «1:0:1» 
 
Логично предположить, что матрицы порядка 3 2n k   имеют другую структуру 
индивидуальных траекторий. Количество элементов в множестве ДИТ становится посто-
янным только с 20n   и равняется пяти. До этого момента не прослеживается четкая за-
висимость: матрицы порядков 5, 14 17 имеют только четыре разных ДИТ. Для 5k   мно-
жество ДИТ предположительно описываются эмпирически полученными формулами 
(табл. 18): 
Таблица 18. Эмпирически полученные формулы ДИТ для 3 1n k   и 3 2n k   в схеме «1:0:1» 
( )n k  1
( )l n
 
2 ( )l n  3 ( )l n  4 ( )l n  5 ( )l n  





































Примечание: формула для 1(3 2)l k   справедлива для 1k  , в то время как остальные зависимости 
(3 2),  1il k i   выполняются при 5k  . 
 
Рассмотрим распределение траекторий по элементам для матриц 3 2n k  , показан-
ное на рис. 17: 
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10 10 10 10 10 10 10 10 10 9 
10 9 2 2 8 2 2 8 2 2 8 
10 2 9 2 2 8 2 2 8 2 10 
10 2 2 4 2 2 10 2 2 10 8 
10 8 2 2 9 2 2 8 2 2 8 
10 2 8 2 2 9 2 2 8 2 10 
10 2 2 10 2 2 4 2 2 10 8 
10 8 2 2 8 2 2 9 2 2 8 
10 2 8 2 2 8 2 2 9 2 10 
10 2 2 10 2 2 10 2 2 4 8 
9 8 8 10 8 8 10 8 8 10 9 
Рис. 17. Таблица ДИТ для матрицы 11 11  ( 3 2n k  ) в схеме «1:0:1» 
 
Распределение траекторий для класса 3 2n k  также имеет регулярности. Все эле-
менты первого столбца и строки имеют длину траектории 4l , за исключением начального 
и последнего, ДИТ которых равны соответственно 1l  и 3l . В остальной таблице равными 
оказываются строки и столбцы с индексами i j  для которых выполняется условие
mod3 2i  . Иначе попарное равенство элементов в них нарушается последними ячейками, 
которые имеют ДИТ 4l  или 2l . Также во множестве УИТ матриц с 3 2n k   всегда при-
сутствует 2. 
На рис. 18 изображены все пять УИТ для матрицы 11 11 . 
 
Рис. 18. УИТ для матрицы 11 11  ( 3 2n k  ) в схеме «1:0:1». Цифры обозначают число проходов. 
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12. Индивидуальные траектории элементов в схеме «sin» 
Все ДИТ для матриц четных порядков ( 4n k и 4 2n k  ) на исследованном нату-
ральном линейно зависят от n. Также, множество длин траекторий класса 4 2n k   все-
гда содержит 1 и 3. 
Таблица 19. Эмпирически полученные формулы ДИТ для 4n k  и 4 2n k   в схеме «sin» 










n  - - - 



















Рис. 19. УИТ для матрицы 6 6  ( 4 2n k  ) в схеме «sin» 
 
В классах нечетных порядков мощность множества ДИТ линейно по n . Для обнару-
жения закономерностей напрашиваются рекуррентные соотношения. При переходе 
1k k   в множество ДИТ добавляются два элемента, на 9 большие двух наибольших 
элементов прежнего множества ДИТ. Уже имевшиеся ДИТ увеличиваются обычно на 
единицу, кроме некоторых, инкремент возрастания которых равняется двум или трем. 
Легко видеть, что для такого нарушения характерна периодичность:  
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1 1;4;5;7 4 0 
  
2 14;16 6 2 6;7 2;2 
3 23;25 8 2 9;10 2;2 
4 32;34 10 1 13 3 
5 41;43 12 1 16 3 
6 50;52 14 2 18;19 2;2 
7 59;61 16 2 21;22 2;2 
8 68;70 18 1 25 3 
9 77;79 20 1 28 3 
10 86;88 22 2 30;31 2;2 
11 95;97 24 2 33;34 2;2 
12 104;106 26 1 37 3 
13 113;115 28 1 40 3 
14 122;124 30 2 42;43 2;2 
15 131;133 32 2 45;46 2;2 
16 140;142 34 1 49 3 
Опишем рекурсию более строго. Пусть для некоторого k дано множество всех ДИТ: 
                     
Тогда для класса 4 1, 0n k k    имеют место следующие свойства: 
  1 1,4,5,7   - начальное множество 
 0 12, 2k kL L L    - рекурсия числа ДИТ 
 1 k  - всегда есть ДИТ=1 
   19 2,9 4 kk k      - порождение новых элементов 
   : 1 2k kk       - наличие нарушителей 
 
        
         
1
1
4 4 1 3 1 3 4
4 2 4 1 3 ,3 1 3 2,3 3
k k
k k
k m k m k k
k m k m k k k k


          
            
- правило на 
нарушения 
          1: 1 1k k kk l l l          - регулярное правило 
Для класса 4 3n k  особенности изменения элементов множества ДИТ полностью 
идентичны классу 4 1n k  . Различие только в начальном множестве и в том, неизменны 
первые два ДИТ {1,3}, а не только ДИТ=1. 
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1 1;3;8;9;11 5 0 - - 
2 18;20 7 2 10;11 2;2 
3 27;29 9 2 13;14 2;2 
4 36;38 11 1 17 3 
5 45;47 13 1 20 3 
6 54;56 15 2 22;23 2;2 
7 63;65 17 2 25;26 2;2 
8 72;74 19 1 29 3 
9 81;83] 21 1 32 3 
10 90;92 23 2 34;35 2;2 
11 99;101 25 2 37;38 2;2 
12 108;110 27 1 41 3 
13 117;119 29 1 44 3 
14 126;128 31 2 46;47 2;2 
15 135;137 33 2 49;50 2;2 




Рис. 20. УИТ для матриц 5 5  ( 4 1n k  )(а) и 7 7  ( 4 3n k  )(б) в схеме «sin» 
13. Анализ динамики схемы «1:2» с помощью «метрик перемешанности» 
Каждый ход КА дает пермутацию матрицы относительно начальной (здесь и далее 
считаем все элементы различными). Для описания динамики КА желательно иметь число-
вую характеристику «удалённости» текущей перестановки от начальной. Следуя [19,21], 
введем «метрики» mm и lm. Пусть в некоторой матрице A  порядка n записаны попарно 
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различные элементы c , 
21,n  , а B  является пермутацией A . Тогда метрика mm на 









  , 
где 2 1 2 1| | | |s i i j j     , если  1 1,i j  — это индексы элемента c  в матрице A , а  2 2,i j  
— индексы c  в матрице B . Выражение s  имеет смысл расстояния между положениями 
элемента c  в матрицах A  и B  по метрике Манхэттена. «Метрика» lm вводится сначала 
для одномерного массива. Считая, что начальное его состояние имеет вид , 1,ka k k m 











— максимальная длина возрастающей подпоследовательности, а l

— максимальная 
длина убывающей подпоследовательности. Чтобы применить lm к матрице, необходимо 
сначала сопоставить матрице массив, и, следуя соглашению в MATLAB, запишем её эле-
менты в столбец.  
Максимумом метрики mm в схеме «1:1» для четных n  обладала конфигурация, соот-
ветствующая диагональной перестановкой четырех блоков исходной матрицы [19]. Для 
матриц нечетных порядков в схеме 1:1 были выявлены конфигурации поворота против и 
по часовой стрелке, а также отражения относительно центра, являющиеся максимумами и 
минимумом lm метрики соответственно. 
Ниже приведены графики mm и lm, соответствующие схеме «1:2» для матриц различ-
ных ( )n k . Рассмотрим вначале четные порядки 4n k  и 4 2n k  . Динамика обеих «мет-
рик» показана на рис. 21 и рис. 22 (с детализацией до шага iter, а не прохода). 
 
а) 
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б) 





Рис. 22. Динамика «метрик» матрицы 22 22  в схеме «1:2» ( 4 2)n k   
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На рисунках красной звездочкой и греческой буквой   отмечены значения метрик 
метрик mm для матриц с 4n k  и 4 2n k  . Эти конфигурации есть перестановка двух 
блоков, образованных вертикальным разрезом матрицы пополам. Для матриц порядков 
4n k данная конфигурация соответствует глобальному и локальному минимумам mm и 
lm метрик соответственно. Легко видеть, что двойная блочная перестановка достигается 
на середине периода ( 18iter  ). Матрицы порядка 4 2n k   также имеют минимумы 













 для нечетных k .  (8,9) 
Анализ матриц нечетных порядков с помощью «метрик» показал, что на всем перио-
де, включая максимумы и минимумы, отсутствуют какие-либо особые пермутации. Соот-
ветствующие графики представлены на рис. 23. Чуть ниже (рис. 24-27) расположены гис-
тограммы распределения пермутаций по метрикам: «доля от общего числа перестановок – 
значение метрики». В верхнем левом углу рисунков, для наглядности, также приведены lm 
и mm на периоде. Заметим, что по сравнению со схемой «1:1», где гистограмма имеет вид, 
похожий на три прореженных дискретных нормальных распределения [19], гистограммы 
схемы «1:2» более сложны и нерегулярны. Прежде всего обнаруживается спектральный 













Рис. 23. Динамика метрик последовательных конфигураций матрицы 11 11  в схеме «1:2» 
( 4 1),  mod3 1n k k    и mm метрика матрицы 21 21  ( 4 1),  mod3 2n k k    
 









Рис. 24. Распределения последовательных конфигураций матрицы 15 15  в схеме «1:2» 
( 4 1),  mod3 1n k k     по значениям метрик. 
 









Рис. 25. Распределения последовательных конфигураций матрицы 17 17  в схеме «1:2» 
( 4 1),  mod3 2n k k     по значениям метрик. 
 





Рис. 26. Распределения последовательных конфигураций матрицы 21 21  в схеме «1:2»
( 4 1),  mod3 2n k k    по значениям метрик.  
14. Анализ динамики схемы «1:0:1» с помощью «метрик 
перемешанности» 
При анализе динамики пермутаций с помощью «метрик», в схеме «1:0:1» заметна не-
которая периодичность значений данных характеристик. Для lm-метрики спектральный 
характер усиливается. Матрицы группы 3 2n k   на периоде алгоритма имеют повто-
ряющиеся значения обоих метрик (рис. 27). При анализе схемы «1:0:1» с помощью метрик 
перемешанности на периоде алгоритма не было обнаружено особых пермутаций. 





Рис. 27. Динамики mm- и lm-«метрик» в схеме «1:0:1» при n=71. Ветвь: 3 2,  12 11n k k m    . 
 
Разные ветви ( )k m  данной группы имеют, соответственно, отличные друг от друга 
диапазоны mm – метрики, что, скорее всего, обусловлено порядком матриц. Также отлич-
ны и распределения пермутаций по метрикам, которые не могут быть примерно прибли-
жены каким-либо аналитическим выражением. Однако стоит заметить, что для всех вет-
вей группы 3 2n k   характерно преобладание на периоде пермутаций с высокими зна-
чениями mm-перемешанности (примерно 2 / 3от максимального значения) (табл. 22). 
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Таблица 22. Плотность распределений пермутаций (гистограмма) по значениям mm-метрики для всех шести 
веток класса 3 2n k   в схеме «1:0:1». 
( )k m  ( )f mm  
12m  
 
12 1m  
 











Графики lm-«метрики» имеют лишь несколько областей, где сосредоточены все по-
следовательные конфигурации. Для данной характеристики тоже наблюдается периодич-
ность значений, особенно заметная по выделяющимся локальным минимумам, не являю-
щимся, однако, какими-либо особыми пермутациями (табл. 23). 
Таблица 23. Плотность распределений пермутаций по значениям lm-метрики для всех шести веток класса 
3 2n k   в схеме «1:0:1». 
( )k l  ( )f lm  
12m  
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( )k l  ( )f lm  
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Для некоторых ветвей диапазон значений lm-характеристики шире, что показано 
большим количеством областей значений. Анализ с помощью метрик «выпадающих то-
чек» показал, что матрицы таких порядков имеют то же распределение последовательных 
конфигураций по метрикам, что и остальные матрицы в ветке (рис. 28). 
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15. Анализ динамики схемы «sin» с помощью «метрик перемешанности» 
Характеристики перемешанности в группах (n=4k n=4k+2) довольно хаотичны и не 
описываются аналитическими выражениями. Для класса n=4k на половине периода алго-
ритма присутствует блочная перестановка как в базовом алгоритме, соответствующая 






Рис. 28. Гистограммы для матриц 47n   и 59n  , принадлежащих выпадающим точкам ветви 
3 2,  12 3n k k m     в схеме «1:0:1». 
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б) 
Рис. 29. Перемешанности последовательных пермутаций матрицы 8 8  ( 4 )n k  в схеме «sin». Буквой α 
обозначено значение метрики для блочной перестановки из схемы «1:1». 
 
Метрики нечетных классов имеют выделяющиеся глобальные максимумы и локаль-
ные минимумы. Однако для обоих групп на периоде отсутствуют особые конфигурации. 
Также для lm-метрики характерна большая дискретизация по значениям, что особенно 
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б) 
Рис. 30. Распределения последовательных конфигураций матрицы 9 9  ( 4 1)n k   в схеме «sin»  по 
значениям метрик. 
 
Общий вид гистограмм mm-перемешанности напоминает нормальное распределение, 
а на гистограммах lm-метрики заметны области значений, в которых отсутствуют какие-
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б) 
Рис. 31. Распределения последовательных конфигураций матрицы 11 11  ( 4 3)n k   в схеме «sin»  по 
значениям метрик. 
Заключение 
Компьютерное «наивное» исследование, результаты которого подробно рассмотрены 
в статье, позволяет лучше «почувствовать» свойства предложенных алгоритмов. Это от-
крывает путь уже для теоретического исследования не только в отношении формулы пе-
риода и ДИТ, но и в отношении поведения (и эффективности) «метрик перемешанности», 
где требуется объяснение их абриса на гистограммах. Суммируем полученные эмпириче-
ские, а значит в отсутствии аналитического доказательства верные лишь для начального 
участка натурального ряда, утверждения. 
Утверждение 0. Для всех схем период КА равен наименьшему общему кратному всех 
значений ДИТ. (Вроде просто/очевидно, но нужно еще и совпадение в слое флагов) 
Утверждение 1. Для четных порядков n схема (1:1) дает блочную перестановку, а 
схема (1:2) дает отражение матрицы относительно вертикальной оси симметрии. 
Утверждение 2. Для нечетных n в схеме (1:2) возможные ДИТ пробегают 4 значе-
ния, два из которых 1 и n (табл. 17). Неплохо заодно получить количества элементов с 
данными ДИТ. 
Утверждение 3. Для четных  n в схеме (1:2) период линейно зависит от n, а для не-
четных –квадратично или кубически. Неплохо показать разницу множителя в три раза 
(табл. 11). 
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Утверждение 4. Для схемы 1(0)1 количество значений ДИТ L зависит (табл. 18) от 
класса вычета n по модулю 3: если остаток 0, L=1; если остаток 1, L=4; если остаток 
2, L=5. 
Утверждение 5. Для схемы 1(0)1 период зависит от порядка матрицы линейно, 
квадратично или кубически, что определяется классом вычета n по модулю три 
(табл.13). Внутри каждого класса есть вариации множителя перед полиномом. 
Утверждение 6. Для схемы 1(0)1 существуют особые значения n, образующие ариф-
метическую прогрессию с начальным членом 14 и разностью 33 (табл. 14), где этот ко-
эффициент падает в 11 раз относительно ожидаемого общей формулой. 
Утверждение 7. Для схемы sin период зависит от класса вычета n по модулю 4: если 
остаток равен 0, то закон роста линейный, если равен 2, квадратичный (табл. 15). 
Утверждение 8. Для схемы sin выделяются сходные классы вычетов с остатком 1 и 
3, где период подчинен сложному рекуррентному закону о числах ДИТ. Эти классы отли-
чаются только начальным значением для рекурсии (табл. 20, 21). 
Как мы полагаем, их доказательство носит технический характер. Лишь четвертая 
схема может доставить проблемы, связанные с общей нерегулярностью натурального ряда 
(в отношении простоты чисел, например). Непонятна, какая асимптотика периода у не-
четных ветвей этой схемы. Идея базовой схемы изначально заключалась в конструкции 
наиболее простого КА, способного генерировать особые пермутации матриц. Нам не уда-
лось за счет модификации базовой схемы повысить длину периода алгоритма, что было 
бы полезно с точки зрения криптографии. Но из этой неудачи возникает вопрос для по-
настоящему серьезного математического исследования: 
Какое наибольшее число пермутаций матрицы порядка n способен порождать 
до своего останова детерминированный клеточный автомат, заданный в полеn n ? 
 
Оценка снизу следует из периода базовой схемы -– exp(2 ) /n n . Оценка сверху тоже 











: . Проблема, по сути, алгоритмическая и связана с ограничением 
клеточного автомата, накладываемого на реализацию алгоритма. 
Исследование выполнено при финансовой поддержке РФФИ в рамках научного про-
екта №20-07-00409. 
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The work is devoted to the design and study of cellular automata (CA) for permutation (mix-
ing of elements) of matrices. The aim of the study is to create the simplest CA-algorithm with 
the best mixing properties, which is important for cryptography and random number generation. 
CA formulations are proposed for the implementation of four cellular automata of matrix permu-
tation. The algorithms are based on cyclical shifts of matrix elements along its rows and col-
umns; local transition functions and cell state components are given (control is given by no more 
than three flags with three states). The calculations were carried out for square matrices and 
pairwise different elements. The success of the developed spacecraft was determined by the 
number of iterations before repeating the original table of numbers or by the period, as well as by 
the set of generated permutations. 
To estimate the period, a numerical calculation was carried out, on the basis of which empir-
ical formulas for the periods of CA-algorithms were obtained, depending on the order of the ma-
trix. The concept of "individual trajectory of an element" (IT) is introduced - the path of an ele-
ment on an expanded spacecraft field until it returns to its original position. The set of lengths of 
unique IT (DIT) together give the period according to the law of least common multiple; part of 
IT is visualized. For the simplest 1: 1 algorithm, the period is determined by the Landau func-
tion. For the other two schemes "1: 2" and "1 (0) 1" the period depends on the residue class of 
the order of the matrix modulo 12. For even orders it is linear, and for odd orders it is either 
quadratic or cubic (with different coefficients) polynomial dependence. For the "sin" scheme, 
similar residue classes are distinguished with a remainder of 1 and 3 modulo 4, where the period 
empirically obeys the recurrent law, but we failed to obtain the order explicitly. 
http://mathmelpub.ru ISSN 2412-5911
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To assess the dynamics of the spacecraft, the distribution of permutations during the period 
of operation was calculated by the numerical values of the two introduced distance metrics rela-
tive to the original matrix. The algorithms "scheme 1: 2" and "scheme" 1 (0) 1 "are characterized 
by quasi-periodicity of the values of the mixing metrics and a distinct discreteness of the spec-
trum (the presence of gaps). The work presents and visualizes the results of a computational ex-
periment in sufficient detail. 
However, the evidence is known only for the period of the "1: 1" scheme. We also leave the 
analysis of the behavior of the mixing metrics for the future. The fundamental question also re-
mains open: what is the largest number of permutations of a square matrix that a deterministic 
cellular automaton can generate before it stops, under certain constraints (synchronicity, closed 
boundaries, radius of a neighborhood 1 or 2)? 
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