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C1,α-REGULARITY OF QUASILINEAR EQUATIONS ON THE
HEISENBERG GROUP
SHIRSHO MUKHERJEE
Abstract. In this article, we reproduce results of classical regularity theory of quasilinear
elliptic equations in the divergence form, in the setting of Heisenberg Group. The conditions
encompass a very wide class of equations with isotropic growth conditions, which are a
generalization of the p-Laplace type equations in this respect; these also include all equations
with polynomial or exponential type growth. In addition, some even more general conditions
have also been explored.
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1. Introduction
Regularity theory for weak solutions of second order quasilinear elliptic equations in the
Eucledean spaces, has been well-developed over a long period of time since the pioneering
work of De Giorgi [9] and has involved significant contributions of many authors. For more
details on this topic, we refer to [38, 10, 39, 20, 18, 42, 15, 27], etc. and references therein.
A comprehensive study of the subject can be found in the nowadays classical books by
Gilbarg-Trudinger [22], Ladyzhenskaya-Ural’tseva [26] and Morrey [33].
The goal of this paper is to obtain regularity results in the setting of Heisenberg Group
Hn, that are previously known in the Eucledean setting. We consider the equation
(1.1) Qu = divH A(x, u,Xu) +B(x, u,Xu) = 0
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in a domain Ω ⊂ Hn for any n ≥ 1, where Xu = (X1u, . . . , X2nu) is the horizontal gradient of
a function u : Ω→ R and divH is the horizontal divergence of a vector field (see Section 2 for
details). Here A : Ω×R×R2n → R2n and B : Ω×R×R2n → R are given locally integrable
functions. We also assume that A is differentiable and the (2n× 2n) matrix DpA(x, z, p) =
(∂Ai(x, z, p)/∂pj)ij is symmetric for every x ∈ Ω, z ∈ R and p = (p1, . . . , p2n) ∈ R2n. Thus,
the results of this setting can also be applied to minimizers of a variational integral
I(u) =
∫
Ω
f(x, u,Xu) dx
for a smooth scalar function f : Ω×R×R2n → R; the Euler-Lagrange equation corresponding
to the functional I, would be an equation of the form (1.1). The equations in settings similar
to ours, are often referred as sub-elliptic equations.
In addition to A and B, we consider a C1-function g : [0,∞)→ [0,∞) also as given data,
which satisfies g(0) = 0 and there exists constants g0 ≥ δ ≥ 0 such that the following holds,
(1.2) δ ≤ tg
′(t)
g(t)
≤ g0 for all t > 0.
The function g shall be used in the hypothesis of growth and ellipticity conditions satisfied by
A and B, as given below. The condition (1.2) appears in the work of Lieberman [29], in the
Eucledean setting. In the case of Heisenberg Groups, a special class of quasilinear equations
with growth conditions involving (1.2), has been recently studied in [35]. We remark that
the special case g(t) = tp−1 for 1 < p < ∞, would correspond to equations with p-laplacian
type growth. For a more detailed discussion on the relevance of the condition (1.2) and more
examples of such function g, we refer to [29, 31, 1, 35] etc.
The study of regularity theory for sub-elliptic equations goes back to the fundamental
work of Ho¨rmander [24]. We refer to [5, 6, 8, 16, 13, 14, 32, 30, 12] and references therein,
for earlier results on regularity of weak solutions of quasilinear equations.
The structure conditions for the equation (1.1) used in this paper, have been introduced
in [29], which are generalizations of the so called natural conditions for elliptic equations in
divergence form; these have been extensively studied by Ladyzhenskaya-Ural’tseva in [26]
for equations in the Eucledean setting. The first structure condition is as follows.
Given some non-negative constants a1, a2, a3, b0, b1 and χ, we assume that A and B satisfies
(1.3)
〈
A(x, z, p), p
〉 ≥ |p|g(|p|)− a1 g( |z|
R
) |z|
R
− g(χ)χ;
|A(x, z, p)| ≤ a2 g(|p|) + a3 g
( |z|
R
)
+ g(χ);
|B(x, z, p)| ≤ 1
R
[
b0 g(|p|) + b1 g
( |z|
R
)
+ g(χ)
]
,
where (x, z, p) ∈ Ω×R×R2n and 0 < R < 1
2
diam(Ω). Similar growth conditions have been
considered previously in [22],[26] and [40] for the special case g(t) = tα−1 for α > 1.
For weak solutions of equation (1.1) with the above structure conditions, the appropriate
domain is the Horizontal Orlicz-Sobolev space HW 1,G(Ω) (see Section 2 for the definition),
where G(t) =
∫ t
0
g(s)ds. The following is the first result of this paper.
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Theorem 1.1. Let u ∈ HW 1,G(Ω) ∩ L∞(Ω) be a weak solution of the equation (1.1), with
G(t) =
∫ t
0
g(s)ds and |u| ≤ M in Ω. Suppose the structure condition (1.3) holds for some
χ ≥ 0, 0 < R ≤ R0 and a function g satisfying (1.2) with δ > 0, then there exists c > 0 and
α ∈ (0, 1) dependent on n, δ, g0, a1, a2, a3, b0M, b1 such that u ∈ C 0,αloc (Ω) and
(1.4) oscBr u ≤ c
( r
R
)α (
oscBR u+ χR
)
,
whenver BR0 ⊂⊂ Ω and Br, BR are concentric to BR0 with 0 < r < R ≤ R0.
The above theorem follows as a consequence of Harnack inequalities, Theorem 3.4 and
Theorem 3.5 in Section 3. Similar Harnack inequalities in the sub-elliptic setting, has also
been shown in [6] for the special case of polynomial type growth. The proof of these are
standard imitations of the corresponding classical results due to Serrin [37], see also [40, 29].
Theorem 1.1 is necessary for our second result, the C1,α-regularity of weak solutions. This
is new and relies on some recent development in [35], which in turn is based on the work of
Zhong [43]. The structure conditions considered for this, are as follows.
Given the constants L,L′ ≥ 1 and α ∈ (0, 1], we assume that the following holds,
(1.5)
g(|p|)
|p| |ξ|
2 ≤ 〈DpA(x, z, p) ξ, ξ〉 ≤ L g(|p|)|p| |ξ|2;
|A(x, z, p)− A(y, w, p)| ≤ L′(1 + g(|p|))(|x− y|α + |z − w|α);
|B(x, z, p)| ≤ L′(1 + g(|p|))|p|,
for every x, y ∈ Ω, z, w ∈ [−M0,M0] and p, ξ ∈ R2n, where M0 > 0 is another given constant.
The following theorem is the second result of this paper.
Theorem 1.2. Let u ∈ HW 1,G(Ω) ∩ L∞(Ω) be a weak solution of the equation (1.1), with
G(t) =
∫ t
0
g(s)ds and |u| ≤ M0 in Ω. Suppose the structure condition (1.5) holds for some
L,L′ ≥ 1, α ∈ (0, 1] and a function g satisfying (1.2) with δ > 0, then there exists a constant
β = β(n, δ, g0, α, L) ∈ (0, 1) such that u ∈ C1,βloc (Ω) and for any open Ω′ ⊂⊂ Ω, we have
(1.6) |Xu|C 0,β(Ω′,R2n) ≤ C
(
n, δ, g0, α, L, L
′,M0, g(1), dist(Ω′, ∂Ω)
)
.
Pertaining to the growth conditions involving (1.2), local Lipshcitz continuity for the class
of equations of the form divH A(Xu) = 0, has been shown in [35]. As a follow up, here we
show the C1,α-regularity for this case as well, with a robust gradient estimate unlike (1.6).
Theorem 1.3. Let u ∈ HW 1,G(Ω) be a weak solution of the equation divH A(Xu) = 0, where
A : R2n → R2n, the matrix DA is symmetric and the following structure condition holds,
(1.7)
g(|p|)
|p| |ξ|
2 ≤ 〈DA(p) ξ, ξ〉 ≤ L g(|p|)|p| |ξ|2;
|A(p)| ≤ Lg(|p|).
for every p, ξ ∈ R2n, L ≥ 1 is a given constant and g satisfies (1.2) with δ > 0. Then Xu is
locally Ho¨lder continuous and there exists σ = σ(n, g0, L) ∈ (0, 1) and c = c(n, δ, g0, L) > 0
such that for any Br0 ⊂ Ω and 0 < r < r0/2, we have
(1.8) max
1≤l≤2n
∫
Br
G(|Xlu− {Xlu}Br |) dx ≤ c
( r
r0
)σ ∫
Br0
G(|Xu|) dx.
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The proof of the above theorem, follows similarly along the line of that in [34]. It involves
Caccioppoli type estimates of the horizontal and vertical vector fields along with the use of
an integrability estimate of [43] and a double truncation of [39] and [28].
We remark that the spaces C 0,α and C1,α considered in this paper, are in the sense of
Folland-Stein [17]. In other words, the spaces are defined with respect to the homogeneous
metric of the Heisenberg Group, see Section 2 for details. No assertions are made concerning
the regularity of the vertical derivative.
This paper is organised as follows. In Section 2, we provide a brief review on Heisenberg
Group and Orlicz spaces. Then in Section 3, first we prove a global maximum principle
exploring some generalised growth conditions along the lines of [29]; then we prove the
Harnack inequalities, thereby leading to the proof of Theorem 1.1. The whole of Section 4
is devoted to the proof of Theorem 1.3. Finally in Section 5, the proof of Theorem 1.2 is
provided and some possible extensions of the structure conditions are discussed.
2. Preliminaries
In this section, we fix the notations used and provide a brief introduction of the Heisenberg
Group Hn. Also, we provide some essential facts on Orlicz spaces and the Horizontal Sobolev
spaces, which are required for the purpose of this setting.
2.1. Heisenberg Group.
Here we provide the definition and properties of Heisenberg group that would be useful in
this paper. For more details, we refer the reader to [2],[7], etc.
Definition 2.1. For n ≥ 1, the Heisenberg Group denoted by Hn, is identified to the
Eucledean space R2n+1 with the group operation
(2.1) x · y :=
(
x1 + y1, . . . , x2n + y2n, t+ s+
1
2
n∑
i=1
(xiyn+i − xn+iyi)
)
for every x = (x1, . . . , x2n, t), y = (y1, . . . , y2n, s) ∈ Hn.
Thus, Hn with the group operation (2.1) forms a non-Abelian Lie group, whose left in-
variant vector fields corresponding to the canonical basis of the Lie algebra, are
Xi = ∂xi −
xn+i
2
∂t, Xn+i = ∂xn+i +
xi
2
∂t,
for every 1 ≤ i ≤ n and the only non zero commutator T = ∂t. We have
(2.2) [Xi , Xn+i] = T and [Xi , Xj] = 0 ∀ j 6= n+ i.
We call X1, . . . , X2n as horizontal vector fields and T as the vertical vector field. For a scalar
function f : Hn → R, we denote Xf = (X1f, . . . , X2nf) and XXf = (Xi(Xjf))i,j as the
Horizontal gradient and Horizontal Hessian, respectively. From (2.2), we have the following
trivial but nevertheless, an important inequality |Tf | ≤ 2|XXf |. For a vector valued function
F = (f1, . . . , f2n) : Hn → R2n, the Horizontal divergence is defined as
divH(F ) =
2n∑
i=1
Xifi.
The Euclidean gradient of a function g : Rk → R, shall be denoted by ∇g = (D1g, . . . , Dkg)
and the Hessian matrix by D2g.
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The Carnot-Carathe`odory metric (CC-metric) is defined as the length of the shortest
horizontal curves, connecting two points. This is equivalent to the Kora`nyi metric, denoted
as dHn(x, y) = ‖y−1 · x‖Hn , where the Kora`nyi norm for x = (x1, . . . , x2n, t) ∈ Hn is
(2.3) ‖x‖Hn :=
( 2n∑
i=1
x2i + |t|
) 1
2
.
Throughout this article we use CC-metric balls denoted by Br(x) = {y ∈ Hn : d(x, y) < r}
for r > 0 and x ∈ Hn. However, by virtue of the equivalence of the metrics, all assertions
for CC-balls can be restated to Kora`nyi balls.
The Haar measure of Hn is just the Lebesgue measure of R2n+1. For a measurable set
E ⊂ Hn, we denote the Lebesgue measure as |E|. For an integrable function f , we denote
{f}E =
∫
E
f dx =
1
|E|
∫
E
f dx.
The Hausdorff dimension with respect to the metric d is also the homogeneous dimension of
the group Hn, which shall be denoted as Q = 2n+ 2, throughout this paper. Thus, for any
CC-metric ball Br, we have that |Br| = c(n)rQ.
For 1 ≤ p < ∞, the Horizontal Sobolev space HW 1,p(Ω) consists of functions u ∈ Lp(Ω)
such that the distributional horizontal gradient Xu is in Lp(Ω ,R2n). HW 1,p(Ω) is a Banach
space with respect to the norm
(2.4) ‖u‖HW 1,p(Ω) = ‖u‖Lp(Ω) + ‖Xu‖Lp(Ω,R2n).
We define HW 1,ploc (Ω) as its local variant and HW
1,p
0 (Ω) as the closure of C
∞
0 (Ω) in HW
1,p(Ω)
with respect to the norm in (2.4). The Sobolev Embedding theorem has the following version
in the setting of Heisenberg group (see [6],[7]).
Theorem 2.2 (Sobolev Embedding). Let Br ⊂ Hn and 1 < q < Q. For all u ∈ HW 1,q0 (Br),
there exists constant c = c(n, q) > 0 such that
(2.5)
(∫
Br
|u| QqQ−q dx
)Q−q
Qq
≤ c r
(∫
Br
|Xu|q dx
) 1
q
.
Ho¨lder spaces with respect to homogeneous metrics have appeared in Folland-Stein [17]
and therefore, are sometimes called are known as Folland-Stein classes and denoted by Γα
or Γ 0,α in some literature. However, here we maintain the classical notation and define
(2.6) C 0,α(Ω) = {u ∈ L∞(Ω) : |u(x)− u(y)| ≤ c d(x, y)α ∀ x, y ∈ Ω}
for 0 < α ≤ 1, which are Banach spaces with the norm
(2.7) ‖u‖C 0,α(Ω) = ‖u‖L∞(Ω) + sup
x,y∈Ω
|u(x)− u(y)|
d(x, y)α
.
These have standard extensions to classes Ck,α(Ω) for k ∈ N, which consists of functions
having horizontal derivatives up to order k in C 0,α(Ω). The local counterparts are denoted
as Ck,αloc (Ω). Now, the definition of Morrey and Campanato spaces in sub-elliptic setting
differs in different texts. Here, we adopt the definition similar to the classical one.
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For any domain Ω ⊂ Hn and λ > 0, we define the Morrey space as
(2.8) M1,λ(Ω) =
{
u ∈ L1loc(Ω) :
∫
Br
|u| dx < c rλ ∀ Br ⊂ Ω, r > 0
}
and the Campanato space as
(2.9) L1,λ(Ω) =
{
u ∈ L1loc(Ω) :
∫
Br
∣∣u− {u}Br∣∣ dx < c rλ ∀ Br ⊂ Ω, r > 0} ,
where in both definitions Br represents balls with metric d. These spaces are Banach spaces
and have properties similar to the classical spaces in the Eucledean setting. We shall use the
fact that for every 0 < α < 1 and Q = 2n+ 2, we have
(2.10) L1,Q+α(Ω) ⊂ C 0,α(Ω),
where the inclusion is to be understood as taking continuous representatives. For details on
classical Morrey and Campanato spaces, we refer to [25] and for the sub-elliptic setting we
refer to [7].
2.2. Orlicz-Sobolev Spaces.
In this subsection, we recall some basic facts on Orlicz-Sobolev functions, which shall be
necessary later. Further details can be found in textbooks e.g. [25],[36].
Definition 2.3 (Young function). If ψ : [0,∞)→ [0,∞) is an non-decreasing, left continuous
function with ψ(0) = 0 and ψ(s) > 0 for all s > 0, then any function Ψ : [0,∞)→ [0,∞] of
the form
(2.11) Ψ(t) =
∫ t
0
ψ(s) ds
is called a Young function. A continuous Young function Ψ : [0,∞) → [0,∞) satisfying
Ψ(t) = 0 iff t = 0, limt→∞Ψ(t)/t =∞ and limt→0 Ψ(t)/t = 0, is called N-function.
There are several different definitions available in various references. However, within a
slightly restricted range of functions (as in our case), all of them are equivalent. We refer to
the book of Rao-Ren [36], for a more general discussion.
Definition 2.4 (Conjugate). The generalised inverse of a montone function ψ is defined as
ψ−1(t) := inf{s ≥ 0 | ψ(s) > t}. Given any Young function Ψ(t) = ∫ t
0
ψ(s)ds, its conjugate
function Ψ∗ : [0,∞)→ [0,∞] is defined as
(2.12) Ψ∗(s) :=
∫ s
0
ψ−1(t) dt
and (Ψ,Ψ∗) is called a complementary pair, which is normalised if Ψ(1) + Ψ∗(1) = 1.
A Young function Ψ is convex, increasing, left continuous and satisfies Ψ(0) = 0 and
limt→∞Ψ(t) =∞. The generalised inverse of Ψ is right continuous, increasing and coincides
with the usual inverse when Ψ is continuous and strictly increasing. In general, the inequality
(2.13) Ψ(Ψ−1(t)) ≤ t ≤ Ψ−1(Ψ(t))
is satisfied for all t ≥ 0 and equality holds when Ψ(t) and Ψ−1(t) ∈ (0,∞). It is also evident
that that the conjugate function Ψ∗ is also a Young function, Ψ∗∗ = Ψ and for any constant
c > 0, we have (cΨ)∗(t) = cΨ∗(t/c).
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Here are two standard examples of complementary pair of Young functions.
(1) Ψ(t) = tp/p and Ψ∗(t) = tp
∗
/p∗ when 1 < p, p∗ <∞ and 1/p+ 1/p∗ = 1.
(2) Ψ(t) = (1 + t) log(1 + t)− t and Ψ∗(t) = et − t− 1.
The following Young’s inequality is well known. We refer to [36] for a proof.
Theorem 2.5 (Young’s Inequality). Given a Young function Ψ(t) =
∫ t
0
ψ(s)ds, we have
(2.14) st ≤ Ψ(s) + Ψ∗(t)
for all s, t > 0 and equality holds if and only if t = ψ(s) or s = ψ−1(t).
A Young function Ψ is called doubling if there exists a constant C2 > 0 such that for all
t ≥ 0, we have Ψ(2t) ≤ C2 Ψ(t). By virtue of (1.2), the structure function g is doubling with
the doubling constant C2 = 2
g0 and hence, we restrict to Orlicz spaces of doubling functions.
Definition 2.6. Let Ω ⊂ Rm be Borel and ν be a σ-finite measure on Ω. For a doubling
Young function Ψ, the Orlicz space LΨ(Ω, ν) is defined as the vector space generated by the
set {u : Ω→ R | u measurable, ∫
Ω
Ψ(|u|) dν <∞}. The space is equipped with the following
Luxemburg norm
(2.15) ‖u‖LΨ(Ω,ν) := inf
{
k > 0 :
∫
Ω
Ψ
( |u|
k
)
dν ≤ 1
}
If ν is the Lebesgue measure, the space is denoted by LΨ(Ω) and any u ∈ LΨ(Ω) is called a
Ψ-integrable function.
The function u 7→ ‖u‖LΨ(Ω,ν) is lower semi continuous and LΨ(Ω, ν) is a Banach space with
the norm in (2.15). The following theorem is a generalised version of Ho¨lder’s inequality,
which follows easily from the Young’s inequality (2.14), see [36] or [41].
Theorem 2.7 (Ho¨lder’s Inequality). For every u ∈ LΨ(Ω, ν) and v ∈ LΨ∗(Ω, ν), we have
(2.16)
∫
Ω
|uv| dν ≤ 2 ‖u‖LΨ(Ω,ν)‖v‖LΨ∗ (Ω,ν)
Remark 2.8. The factor 2 on the right hand side of the above, can be dropped if (Ψ,Ψ∗) is
normalised and one is replaced by Ψ(1) in the definition (2.15) of Luxemburg norm.
The Orlicz-Sobolev space W 1,Ψ(Ω) can be defined similarly by LΨ norms of the function
and its gradient, see [36], that resembles W 1,p(Ω). But here for Ω ⊂ Hn, we require the notion
of Horizontal Orlicz-Sobolev spaces, analoguous to the horizontal Sobolev spaces defined in
the previous subsection.
Definition 2.9. We define the space HW 1,Ψ(Ω) = {u ∈ LΨ(Ω) | Xu ∈ LΨ(Ω,R2n)} for an
open set Ω ⊂ Hn and a doubling Young function Ψ, along with the norm
‖u‖HW 1,Ψ(Ω) := ‖u‖LΨ(Ω) + ‖Xu‖LΨ(Ω,R2n).
The spaces HW 1,Ψloc (Ω), HW
1,Ψ
0 (Ω) are defined, similarly as earlier.
We remark that, all these notions can be defined for a general metric space, equipped with
a doubling measure. We refer to [41] for the details.
The following theorem, so called (Ψ,Ψ)-Poincare´ inequality, has been proved (see Propo-
sition 6.23 in [41]) in the setting of a general metric space with a doubling measure and
metric upper gradient. We provide the statement in the setting of Heisenberg Group.
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Theorem 2.10. Given any doubling N-function Ψ with doubling constant c2 > 0, every
u ∈ HW 1,Ψ(Ω) satisfies the following inequality for every Br ⊂ Ω and some c = c(n, c2) > 0,
(2.17)
∫
Br
Ψ
( |u− {u}Br |
r
)
dx ≤ c
∫
Br
Ψ(|Xu|) dx.
In case of Ψ(t) = tp, the inequality is referred as (p, p)-Poincare´ inequality. The following
corrollary follows easily from (2.17) and the (1, 1)-Poincare´ inequality on Hn.
Corollary 2.11. Given a convex doubling N-function Ψ with doubling constant c2 > 0, there
exists c = c(n, c2) such that for every Br ⊂ Ω and u ∈ HW 1,Ψ(Ω) ∩HW 1,10 (Ω), we have
(2.18)
∫
Br
Ψ
( |u|
r
)
dx ≤ c
∫
Br
Ψ(|Xu|) dx.
Given a domain Ω ⊂ Hn, using (2.18) and arguments with chaining method (see [23]), it
is also possible to show that for u,Ψ and c = c(n, c2) > 0 as in Corrollary 2.11, we have
(2.19)
∫
Ω
Ψ
( |u|
diam(Ω)
)
dx ≤ c
∫
Ω
Ψ(|Xu|) dx.
Now we enlist some important properties of the function g that satisfies (1.2).
Lemma 2.12. Let g ∈ C1([0,∞)) be a function that satisfies (1.2) for some constant g0 > 0
and g(0) = 0. If G(t) =
∫ t
0
g(s)ds, then the following holds.
(1) G ∈ C2([0,∞)) is convex ;(2.20)
(2) tg(t)/(1 + g0) ≤ G(t) ≤ tg(t) ∀ t ≥ 0;(2.21)
(3) g(s) ≤ g(t) ≤ (t/s)g0g(s) ∀ 0 ≤ s < t;(2.22)
(4) G(t)/t is an increasing function ∀ t > 0;(2.23)
(5) tg(s) ≤ tg(t) + sg(s) ∀ t, s ≥ 0.(2.24)
The proof is trivial (see Lemma 1.1 of [29]), so we omit it. Notice that (2.22) implies that
g is increasing and doubling, with g(2t) ≤ 2g0g(t) and
(2.25) min{1, αg0}g(t) ≤ g(αt) ≤ max{1, αg0}g(t) for all α, t ≥ 0.
Since G is convex, an easy application of Jensen’s inequality yields
(2.26)
∫
Ω
G(|w − {w}Ω|) dx ≤ c(g0) min
k∈R
∫
Ω
G(|w − k|) dx ∀w ∈ LG(Ω)
All the above properties hold even if δ = 0 in (1.2) and they are purposefully kept that way.
However, the properties corresponding to δ > 0, shall be required in some situations. For
this case, (2.21) and (2.22) becomes
tg(t)/(1 + g0) ≤ G(t) ≤ tg(t)/(1 + δ) ∀ t ≥ 0;(2.27)
(t/s)δg(s) ≤ g(t) ≤ (t/s)g0g(s) ∀ 0 ≤ s < t,(2.28)
and hence t 7→ g(t)/tg0 is decreasing and t 7→ g(t)/tδ is increasing.
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3. Ho¨lder continuity of weak solutions
In this section, we show that weak solutions of quasilinear equations in the Heisenberg
Group satisfy the Harnack inequalities, which leads to the Ho¨lder continuity, thereby proving
Theorem 1.1. The techniques are standard, based on appropriate modifications of similar
results in the Eucledean setting, by Trudinger [40] and Lieberman [29].
On a domain Ω ⊂ Hn, we consider the prototype quasilinear operator in divergence form
(3.1) Qu = divH A(x, u,Xu) +B(x, u,Xu)
throughout this paper, where A : Ω× R × R2n → R2n and B : Ω× R × R2n → R are given
functions. Appropriate additional hypothesis on structure conditions satisfied by A and B,
shall be assumed in the following subsections, accordingly as required.
Here onwards, throughout this paper, we fix the notations
(3.2) F(t) := g(t)/t and G(t) :=
∫ t
0
g(s) ds.
We remark that the conditions chosen for A, always ensure some sort of ellipticity for
the operator (3.1) and the existence of weak solutions u ∈ HW 1,G(Ω) for Qu = 0 is always
assured. Any pathological situation, where this does not hold, is avoided.
3.1. Global Maximum principle.
Given weak solution u ∈ HW 1,G(Ω) for Qu = 0, here we show global L∞ estimates of
u under appropriate boundary conditions. The method and techniques are adaptations of
similar classical results in [29] for quasilinear equations in the Eucledean setting.
Here, we assume that u satisfies the boundary condition u − u0 ∈ HW 1,G0 (Ω) for some
u0 ∈ L∞(Ω¯). In addition, we assume that there exists b0 > 0 and M ≥ ‖u0‖L∞ such that〈
A(x, z, p), p
〉 ≥ |p|g(|p|)− f1(|z|);(3.3)
zB(x, z, p) ≤ b0
〈
A(x, z, p), p
〉
+ f2(|z|),(3.4)
holds for all x ∈ Ω, |z| ≥ M and p ∈ R2n, where f1, f2 and g are non-negative increasing
functions. Also, we require
〈
A(x, u,Xu),Xu
〉 ∈ L1(Ω) and u ∈ L∞(Ω). The first condition
(3.3), can be viewed as a weak ellipticity condition.
Additional conditions on f1 and f2, yields apriori integral estimates as in the following
lemma. Similar results in Eucledean setting, can be found in [22] and [26].
Lemma 3.1. Let u ∈ HW 1,G(Ω) be a weak solution of Qu = 0 in Ω along with the conditions
(3.3) and (3.4) and u− u0 ∈ HW 1,G0 (Ω). If the functions f1, f2 and g satisfy
(1) tg(t) ≤ a1G(t);(3.5)
(2) tg(t)f1(Rt) +G(t)f2(Rt) ≤ a1G(t)2,(3.6)
for some a1 ≥ 1, R > 0 and every t > M/R, then there exists c(n) > 0 such that for
Q = 2n+ 2 and c = c(n)[(1 + a1)(1 + 2b0)]
Q, we have
(3.7) sup
Ω
G(|u|/R) ≤ max
{ c
RQ
∫
Ω
G(|u|/R) dx , (1 + a1)G(M/R)
}
.
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Proof. The proof is similar to that of Lemma 2.1 in [29] (see also Lemma 10.8 in [22]) and
follows from standard Moser’s iteration. We provide a brief outline.
Note that, we can assume |u| ≥M without loss of generality, as otherwise we are done; we
provide the proof for u ≥ M , the proof for u ≤ −M is similar. The test function ϕ = h(u)
is used for the equation Qu = 0, where letting G = G(|u|/R) and τ = G(M/R), we choose
h(u) = uGβ
∣∣(1− τ/G)+∣∣Qβ+1,
for β ≥ 2b0 and Q = 2n + 2. Thus ϕ/u ≥ 0 and ϕ = 0 on ∂Ω, since M ≥ ‖u0‖L∞ . Hence,
applying ϕ as a test function and using (3.4), we get
(3.8)
∫
Ω
〈
A(x, u,Xu),Xϕ
〉
dx =
∫
Ω
B(x, u,Xu)ϕdx
≤
∫
Ω
[
b0
〈
A(x, u,Xu),Xu
〉
+ f2(|u|)
]ϕ
u
dx.
Note that Xϕ = h′(u)Xu and we have
h′(u) =
ϕ
u
+
[
β
(
1− τ
G
)
+ (Qβ + 1)
τ
G
]
Gβ−1
∣∣(1− τ/G)+∣∣Qβg( |u|
R
)
u
R
,
which implies h′(u) ≥ (β+ 1)ϕ/u and h′(u) ≤ a1(Q+ 2)(β+ 1)|(1− τ/G)+|QβGβ from (3.5).
For every β ≥ 2b0, we obtain that
(3.9)
1
2
∫
Ω
h′(u)g(|Xu|)|Xu| dx ≤
∫
Ω
(
h′(u)− b0ϕ/u
)[〈
A(x, u,Xu),Xu
〉
+ f1(|u|)
]
dx
≤
∫
Ω
[
f2(|u|)ϕ/u+
(
h′(u) − b0ϕ/u
)
f1(|u|)
]
dx,
where we have used h′(u) ≥ 2b0 ϕ/u and (3.3) for the first inequality and (3.8) for the second
inequality of the above. From (3.9) and (3.6), we obtain
(3.10)
1
2
∫
Ω
h′(u)g(|Xu|)|Xu| dx ≤ a1(β + 1)(2n+ 4)
∫
Ω
∣∣(1− τ/G)+∣∣QβGβ+1 dx.
Now, leting w = ψ(G) = 1
2
Gβ+1|(1− τ/G)+|Qβ+1, note that |ψ′(G)| ≤ h′(u)g(|u|/R)|Xu|/R.
Then, we use (2.24) of Lemma 2.12 with t = |Xu| and s = |u|/R, to obtain
(3.11)
∫
Ω
|Xw| dx ≤
∫
Ω
h′(u)g
( |u|
R
) |Xu|
R
dx ≤
∫
Ω
h′(u)
[
g
( |u|
R
) |u|
R2
+ g(|Xu|) |Xu|
R
]
dx
≤ c(n)
R
a1(β + 1)
∫
Ω
∣∣(1− τ/G)+∣∣QβGβ+1 dx
for some c(n) > 0, where for the last inequality of the above, we have used (3.10) and (3.5).
Recalling Sobolev’s inequality (2.5) with q = 1, we have(∫
Ω
wκ dx
)1/κ
≤ c(n)
∫
Ω
|Xw| dx
for κ = Q/(Q− 1) = (2n+ 2)/(2n+ 1). Combining this with (3.11), we obtain
(3.12)
(∫
Ω
∣∣(1− τ/G)+∣∣κ(Qβ+1)Gκ(β+1) dx)1/κ ≤ c(n)
R
a1(β + 1)
∫
Ω
∣∣(1− τ/G)+∣∣QβGβ+1 dx
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which can be reduced to ‖v‖Lκγ(Ω,µ) ≤ (γ/γ0)1/γ‖v‖Lγ(Ω,µ), where v = G|(1 − τ/G)+|Q,
γ = β + 1, γ0 = 2b0 + 1 and the measure µ satisfying dµ = (
c(n)
R
a1γ0)
Q(1 − τ/G)−Qdx.
Iterating with γm = κ
mγ0 for m = 0, 1, 2, . . . and taking m→∞, we finally obtain
sup
Ω
G|(1− τ/G)+|Q ≤ c(n)
(
a1(2b0 + 1)
R
)Q ∫
Ω
Gdx
for some c(n) > 0. It is easy to see that this yields (3.7), since supΩG > (1 + a1)τ implies
supΩ G|(1− τ/G)+|Q ≥
(
a1
1+a1
)Q
supΩG. Thus, the proof is finished. 
Now, we are ready to prove the global maximum principle. For the Eucledean setting,
similar theorems have been proved before, see e.g. Theorem 10.10 in [22].
Theorem 3.2. Let u ∈ HW 1,G(Ω) be a weak solution of Qu = 0 in Ω with sup∂Ω |u| < ∞.
We assume that there exists non-negative increasing functions f1, f2 and g such that the
conditions (3.3) and (3.4) hold for R = diam(Ω) and 0 < b0 < 1; furthermore we assume
Ψ(t) = tg(t) is convex and g satisfies (3.5) for some a1 ≥ 1. Then there exists c0 = c0(n, a1)
sufficiently small such that, if f1 and f2 satisfy
(3.13) f1(|z|) + f2(|z|)
1− b0 ≤ c0Ψ
( |z|
R
)
for all |z| ≥ sup∂Ω |u|, then for some c(n, b0, a1) > 0, we have
(3.14) sup
Ω
G(|u|/R) ≤ c(n, b0, a1) sup
∂Ω
G(|u|/R)
Proof. First notice that, since Ψ(t) = tg(t) and g is increasing, we have G(t) ≤ Ψ(t) and
from (3.5), we have Ψ(t) ≤ a1G(t). These together imply that G is convex and doubling and
so is Ψ, with 2a1 as their doubling constant.
Let us denote M = sup∂Ω |u| and Ω+ = {u > M}. We choose ϕ = (u −M)+ as a test
function for Qu = 0 and use (3.4) to get
(3.15)
∫
Ω+
〈
A(x, u,Xu),Xu
〉
dx =
∫
Ω+
(u−M)B(x, u,Xu) dx
≤
∫
Ω+
(
1−M/u)[b0〈A(x, u,Xu),Xu〉+ f2(|u|)] dx
≤
∫
Ω+
b0
〈
A(x, u,Xu),Xu
〉
dx+
∫
Ω+
f2(|u|) dx,
and then we use (3.15) together with (3.3) and (3.13) to obtain
(3.16)
∫
Ω+
Ψ(|Xu|) dx ≤
∫
Ω+
[
f1(|u|) + f2(|u|)
1− b0
]
dx ≤ c0
∫
Ω+
Ψ
( |u|
R
)
dx.
Now, from the Poincare´ inequality (2.19), we have
(3.17)
∫
Ω
Ψ
(
ϕ
R
)
dx ≤ c(n, a1)
∫
Ω
Ψ(|Xϕ|) dx = c(n, a1)
∫
Ω+
Ψ(|Xu|) dx.
11
We have Ψ(2ϕ/R) ≤ 2a1Ψ(ϕ/R) from the doubling condition and letting Ω∗ = {u > 2M},
notice that Ψ(u/R) ≤ Ψ(2ϕ/R) on Ω∗. Using these together with (3.17) and (3.16), we get
(3.18)
∫
Ω∗
Ψ
( |u|
R
)
dx ≤ τ0
∫
Ω+
Ψ
( |u|
R
)
dx = τ0
[ ∫
Ω∗
Ψ
( |u|
R
)
dx+
∫
Ω+\Ω∗
Ψ
( |u|
R
)
dx
]
where τ0 = 2
a1c(n, a1)c0 < 1 for small enough c0. Hence, from (3.18), we arrive at
(1− τ0)
∫
Ω∗
Ψ
( |u|
R
)
dx ≤ τ0
∫
Ω+\Ω∗
Ψ
( |u|
R
)
dx,
which, after adding (1− τ0)
∫
Ω+\Ω∗ Ψ(|u|/R)dx on both sides, imply
(3.19) (1− τ0)
∫
Ω+
Ψ
( |u|
R
)
dx ≤
∫
Ω+\Ω∗
Ψ
( |u|
R
)
dx ≤ |Ω+|Ψ(2M/R).
From a similar argument with Ω− = {u < −M}, we can obtain
(3.20) (1− τ0)
∫
Ω−
Ψ
( |u|
R
)
dx ≤ |Ω−|Ψ(2M/R).
Now for Ω0 = {|u| ≤M}, we directly have
(3.21) (1− τ0)
∫
Ω0
Ψ
( |u|
R
)
dx ≤ |Ω0|Ψ(2M/R)
since Ψ is increasing. Thus, adding (3.19),(3.20) and (3.21), we obtain
(3.22) (1− τ0)
∫
Ω
Ψ
( |u|
R
)
dx ≤ |Ω|Ψ(2M/R).
Now, if c0 < 1/a1, notice that multiplying Ψ(|z|/R) on both sides of (3.13) and using
inequality G(t) ≤ Ψ(t) ≤ a1G(t), we can obtain
Ψ(|z|/R)f1(|z|) +G(|z|/R)f2(|z|)
1− b0 ≤ a1G(|z|/R)
2
which is similar to (3.6). Hence, we can combine (3.7) of Lemma 3.1 with (3.22) and conclude
supΩ G(|u|/R) ≤ c(n, b0, a1)G(M/R), which completes the proof. 
Remark 3.3. With minor modifications of the above arguments, the global bound can also
be shown corresponding to u+ for weak supersolutions u i.e. for Qu ≥ 0.
3.2. Harnack Inequality.
Here we show that weak solutions of Qu = 0, satisfy Harnack inequality. The proofs are
standard modifications of those in [40] and [29] for the Eucledean setting. We also refer to
[6] for the Harnack inequalities on special cases, in the sub-elliptic setting.
In this subsection, we consider〈
A(x, z, p), p
〉 ≥ |p|g(|p|)− a1 g( |z|
R
) |z|
R
− g(χ)χ(3.23)
|A(x, z, p)| ≤ a2 g(|p|) + a3 g
( |z|
R
)
+ g(χ)(3.24)
for given non-negative constants a1, a2, a3, and χ,R > 0.
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Theorem 3.4. In BR ⊂ Ω, let u ∈ HW 1,G(BR)∩L∞(BR) be a weak supersolution, Qu ≥ 0
with |u| ≤M in BR and with the structure conditions (3.23),(3.24) and
(3.25) sign(z)B(x, z, p) ≤ 1
R
[
b0 g(|p|) + b1 g
( |z|
R
)
+ g(χ)
]
for given non-negative constants a1, a2, a3, b0, b1 and g ∈ C1([0,∞)) that satisfies (1.2) with
δ ≥ 0. Then for any q > 0 and 0 < σ < 1, there exists c = c(n, g0, a1, a2, a3, b0M, b1, q) > 0
such that, letting Q = 2n+ 2, we have
(3.26) sup
BσR
u+ ≤ c
(1− σ)(1+g0)Q/q
[(∫
BR
|u+|q dx
) 1
q
+ χR.
]
Proof. The proof is based on Moser’s iteration, similar to that of Theorem 1.2 in [29]. We
provide an outline. First notice that, using z¯ = z+χR, the structure conditions (3.23),(3.24)
and (3.25) can be reduced to〈
A(x, z, p), p
〉 ≥ |p|g(|p|)− (1 + a1)g(|z¯|/R)|z¯|/R;(3.27)
|A(x, z, p)| ≤ a2 g(|p|) + (1 + a3)g
(|z¯|/R);(3.28)
z¯B(x, z, p) ≤ b0|p|g(|p|) + (1 + b0 + b1)g
(|z¯|/R)|z¯|/R.(3.29)
To obtain (3.29), we multiply z¯ on (3.25) and use (2.24) of Lemma 2.12 with t = |z¯|/R and
s = |p|.
Hence, we use u¯ = u+ + χR for the proof. Given any σ ∈ (0, 1), we choose a standard
cutoff function η ∈ C∞0 (BR) such that 0 ≤ η ≤ 1, η = 1 in BσR and |Xη| ≤ 2/(1 − σ)R.
Then, for some γ ∈ R and β ≥ 1 + |γ| which are chosen later, we use
ϕ = ηγu¯ G(ηu¯/R)β−1eb0u¯
as a test function for Qu ≥ 0, to get
(3.30)
(1 + b0)
∫
BR
ηγG(ηu¯/R)β−1eb0u¯
〈
A(x, u,Xu),Xu¯
〉
dx
+
β − 1
R
∫
BR
ηγu¯ G(ηu¯/R)β−2g(ηu¯/R)eb0u¯
〈
A(x, u,Xu),Xu¯
〉
dx
≤ −β − 1
R
∫
BR
ηγ|u¯|2G(ηu¯/R)β−2g(ηu¯/R)eb0u¯〈A(x, u,Xu),Xη〉 dx
− γ
∫
BR
ηγ−1u¯ G(ηu¯/R)β−1eb0u¯
〈
A(x, u,Xu),Xη
〉
dx
+
∫
BR
ηγG(ηu¯/R)β−1eb0u¯u¯ B(x, u,Xu) dx.
Now we use the structure condition (3.27) for the left hand side and (3.28),(3.29) for the
right hand side of the above inequality. Then, we use (2.21) and (2.22) of Lemma 2.12 and
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also the fact that eb0χR ≤ eb0u¯ ≤ eb0(M+χR), since |u| ≤M in BR. We obtain
(3.31)
β
∫
BR
ηγG(ηu¯/R)β−1g(|Xu¯|)|Xu¯| dx
≤ a2β e
b0M
(1− σ)
∫
BR
ηγ−1G(ηu¯/R)β−1
u¯
R
g(|Xu¯|) dx
+ β(1 + g0)C1e
b0M
∫
BR
ηγ−1G(ηu¯/R)β−1g
(
u¯
R
)
u¯
R
dx
= I1 + I2
where C1 = (1 + a1)(1 + b0) + (1 + b0 + b1) + (1 + a3)/(1 − σ). Here onwards, we use
c = c(n, g0, a1, a2, a3, b0M, b1) > 0 as a large enough constant, throughout the rest of the
proof. Now we estimate both I1 and I2 as follows.
For I1, we use (2.24) with t =
2
(1−σ)a2e
b0M u¯/ηR and s = |Xu¯|, to obtain
(3.32)
I1 ≤ β
2
∫
BR
ηγG(ηu¯/R)β−1g(|Xu¯|)|Xu¯| dx
+
cβ
(1− σ)
∫
BR
ηγG(ηu¯/R)β−1
u¯
ηR
g
(
u¯
(1− σ)ηR
)
dx
≤ β
2
∫
BR
ηγG(ηu¯/R)β−1g(|Xu¯|)|Xu¯| dx
+
cβ
(1− σ)1+g0
∫
BR
ηγ−(2+2g0)G(ηu¯/R)β dx,
where we have used g(u¯/ηR) ≤ η−2g0g(ηu¯/R) for the latter inequality of the above.
For I2, we trivially have
(3.33) I2 ≤ cβ
(1− σ)
∫
BR
ηγ−1G(ηu¯/R)β dx.
Letting θ = 2 + 2g0 and combining (3.31) with (3.32) and (3.33), we obtain
(3.34)
β
2
∫
BR
ηγG(ηu¯/R)β−1g(|Xu¯|)|Xu¯| dx ≤ cβ
(1− σ)θ/2
∫
BR
ηγ−θG(ηu¯/R)β dx.
Now, we use Sobolev inequality(∫
BR
|w|κ dx
) 1
κ ≤ c(n)
∫
BR
|Xw| dx
for κ = Q/(Q−1) = (2n+2)/(2n+1) and w = ηγG(ηu¯/R)β with the choice of γ = −(Q−1)θ,
so that κγ = −Qθ = γ − θ. Combining with (3.34), we obtain(∫
BR
η−QθG(ηu¯/R)κβ dx
) 1
κ ≤ cβ
(1− σ)θ/2
∫
BR
η−QθG(ηu¯/R)β dx.
Iterating the above with β0 = q ≥ Qθ and βm = κmβ0 and letting m→∞, we get
(3.35) sup
BR
G(ηu¯/R) ≤ c(q)
(1− σ)Qθ/2q
(∫
BR
η−QθG(ηu¯/R)q dx
) 1
q
.
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Hence, using (2.21), we get
sup
BσR
u¯ ≤ c(q)
(1− σ)Qθ/2q
(∫
BR
|u¯|q dx
) 1
q
for all q ≥ Qθ and c(q) = c(n, g0, a1, a2, a3, b0M, b1, q) > 0. Then from the interpolation
argument in [11], we get the above for all q > 0. This concludes the proof. 
Theorem 3.5. In BR ⊂ Ω, let u ∈ HW 1,G(BR) ∩ L∞(BR) be a weak subsolution, Qu ≤ 0
with 0 ≤ u ≤M in BR and with the structure conditions (3.23),(3.24) and
(3.36) sign(z)B(x, z, p) ≥ − 1
R
[
b0 g(|p|) + b1 g
( |z|
R
)
+ g(χ)
]
for given non-negative constants a1, a2, a3, b0, b1 and g ∈ C1([0,∞)) that satisfies (1.2) with
δ > 0. Then there exists positive constants q0 and c depending on n, δ, g0, a1, a2, a3, b0M, b1
such that, letting Q = 2n+ 2, we have
(3.37)
(∫
BR/2
uq0 dx
) 1
q0 ≤ c
(
inf
BR/4
u+ χR
)
Proof. Taking u¯ = u + χR and η ∈ C∞0 (BR/2) similarly as in the proof of Theorem 3.4, we
can use the test function ϕ = ηγu¯G(u¯/ηR)e−b0u¯ on Qu ≤ 0 and obtain
(3.38)
(∫
BR/2
u¯−q dx
)− 1
q
≤ c(q) inf
BR/4
u¯
for any q > 0. Now for any 0 < r ≤ R, we choose η ∈ C∞0 (Br) such that 0H ≤ η ≤ 1, η = 1
in Br/2 and |Xη| ≤ 2/r. Then we choose test function ϕ = ηg0u¯G(u¯/r)−1 in Qu ≤ 0. Here
we use the fact that g satisfies (1.2) with δ > 0, so that from (2.27) and (2.28), we have
G(u¯/r)−1 −G(u¯/r)−2g(u¯/r)u¯/r ≤ −G(u¯/r)−1δ/(1 + δ).
Thus, using test function ϕ and structure conditions (3.27),(3.28) and (3.36), we obtain∫
Br
ηg0
g(|Xu¯|)|Xu¯|
G(u¯/r)
dx ≤ c
∫
Br
[
(a1 + a3 + b0 + b1)
g(u¯/r)u¯/r
G(u¯/r)
]
dx ≤ crQ
where we suppress the dependence of ai, bj, g0, δ and denote constant as c. Now, recalling
(2.24), we use t ≤ tg(t)/g(s) + s, with t = |Xu| and s = u¯/r, to obtain
(3.39)
∫
Br/2
|Xu¯|
u¯
dx ≤
∫
Br/2
[g(|Xu¯|)|Xu¯|
u¯g(u¯/r)
+
1
r
]
dx
≤ c
r
∫
Br
[
ηg0
g(|Xu¯|)|Xu¯|
G(u¯/r)
+ 1
]
dx ≤ c rQ−1
Taking w = log(u¯), we use Poincare´ inequality and (3.39) to get∫
Br/2
|w − {w}Br/2| dx ≤ c r
∫
Br/2
|Xw| dx = c
rQ−1
∫
Br/2
|Xu¯|
u¯
dx ≤ c,
which shows that w ∈ BMO(Br/2). John-Nirenberg type inequalities in the setting of metric
spaces with doubling measures, is known; we refer to [3]. This is applicable in our setting
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and the above inequality imples exponential inetegrability for w = log(u¯). Thus there exists
q0 > 0 and c0 > 0 such that
(3.40)
(∫
Br/2
u¯−q0 dx
)(∫
Br/2
u¯q0 dx
)
≤
(∫
Br/2
e
q0|w−{w}Br/2 | dx
)2
≤ c20.
for any r ≤ R. Thus, (3.38) with q = q0 and (3.40), concludes the proof. 
From Theorem 3.4 and Theorem 3.5, the following corrollary is immediate.
Corollary 3.6. In BR ⊂ Ω, let u ∈ HW 1,G(BR) ∩ L∞(BR) be a weak solution of Qu = 0
with 0 ≤ u ≤M in BR and with the structure conditions (3.23),(3.24) and
(3.41) |B(x, z, p)| ≤ 1
R
[
b0 g(|p|) + b1 g
( |z|
R
)
+ g(χ)
]
for given non-negative constants a1, a2, a3, b0, b1 and g ∈ C1([0,∞)) that satisfies (1.2) with
δ > 0. Then there exists c = c(n, δ, g0, a1, a2, a3, b0M, b1) > 0 such that we have
(3.42) sup
BR/4
u ≤ c
(
inf
BR/4
u+ χR
)
Thus, bounded weak solutions satisfy the Harnack inequality (3.42), which implies the
Ho¨lder continuity of weak solutions. By standard arguments, it is possible to show that there
exists α = α(n, δ, g0, a1, a2, a3, b0M, b1) ∈ (0, 1) and c = c(n, δ, g0, a1, a2, a3, b0M, b1) > 0 such
that, we have
(3.43) oscBr u ≤ c
( r
R
)α (
oscBR u+ χR
)
.
for every 0 < r < R and BR ⊂ Ω. This is enough to prove Theorem 1.1.
Remark 3.7. The growth and ellipticity conditions (3.23),(3.24) and (3.41) are special cases
of the more general conditions in (3.3) and (3.4). When g satisfies (1.2), it is easy to
see that (3.5) holds with a1 = 1 + g0 and (3.3), (3.4) and (3.6) holds if f1(|z|), f2(|z|) ∼
g(|z|/R)|z|/R + g(χ)χ. Therefore, it is not restrictive to assume |u| ≤ M since we have
Theorem 3.2 for the above cases. Furthermore, (3.41) can be relaxed to
(3.44) |zB(x, z, p)| ≤ b0|p|g(|p|) + b1g
( |z|
R
) |z|
R
+ g(χ)χ
so that, in this case (3.29) can be obtained immediately.
4. Ho¨lder continuity of Horizontal gradient
In this section, we consider a homogenous quasilinear equation where the operator does
not depend on x and u. Estimates for this equation shall be necessary in Section 5. However,
all results in this section are obtained independently, without any reference to the rest of
this paper, apart from the usage of the structure function g in (1.2).
We warn the reader that in this section z is used as a variable in R2n, unlike the other
sections. This is done to maintain continuity with [35].
In a domain Ω ⊂ Hn, we consider
(4.1) divH(A(Xu)) = 0 in Ω,
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where A : R2n → R2n is a given C1 function. We denote A(z) = (A1(z),A2(z), . . . ,A2n(z))
for all z ∈ R2n and DA(z) as the 2n× 2n Jacobian matrix (∂Ai(z)/∂zj)ij. We assume that
DA(z) is symmetric and satisfies
(4.2)
F(|z|)|ξ|2 ≤ 〈DA(z) ξ, ξ〉 ≤ LF(|z|)|ξ|2;
|A(z)| ≤ L |z|F(|z|).
for every z, ξ ∈ R2n and L ≥ 1, where we denote F(t) = g(t)/t maintaining the notation
(3.2). Here g : [0,∞)→ [0,∞) is a given C1 function satisfying (1.2) and g(0) = 0.
The above equation has been considered previously in [35] where local boundedness of Xu
for a weak solution u of (4.1), has been established. The goal of this section is to prove the
local Ho¨lder continuity of Xu. We restate Theorem 1.3 here, which is the main result of this
section.
Theorem 4.1. Let u ∈ HW 1,G(Ω) be a weak solution of the equation (4.1) with structure
condition (4.2) and g satisfies (1.2) with δ > 0. Then Xu is locally Ho¨lder continuous and
there exists σ = σ(n, g0, L) ∈ (0, 1) such that for any Br0 ⊂ Ω and 0 < r < r0/2, we have
(4.3) max
1≤l≤2n
∫
Br
G(|Xlu− {Xlu}Br |) dx ≤ c
( r
r0
)σ ∫
Br0
G(|Xu|) dx
where c > 0 depends on n, δ, g0, L.
4.1. Previous Results.
Here we provide some results that are known and previously obtained, which would be
essential for our purpose. For more details, we refer to [35] and references therein.
The following monotonicity and ellipticity inequalities follow easily from (4.2).
(1)
〈A(z)−A(w), z − w〉 ≥ c(g0){|z − w|2 F(|z|) if |z − w| ≤ 2|z||z − w|2 F(|z − w|) if |z − w| > 2|z|(4.4)
(2)
〈A(z), z〉 ≥ c(g0) |z|2F(|z|) ≥ c(g0)G(|z|)(4.5)
for all z, w ∈ R2n and some constant c(g0) > 0. These are essential to show the existence of
a weak solution u ∈ HW 1,G(Ω) of the equation (4.1). We refer to [35] for a brief discussion
on existence and uniqueness for (4.1). The following theorem is Theorem 1.1 of [35], which
shows the local Lipschitz continuity of the weak solutions.
Theorem 4.2. Let u ∈ HW 1,G(Ω) be a weak solution of equation (4.1) satisfying structure
condition (4.2) and g satisfies (1.2) with δ > 0. Then Xu ∈ L∞loc(Ω,R2n); moreover for any
Br ⊂ Ω, we have
(4.6) sup
Bσr
G(|Xu|) ≤ c
(1− σ)Q
∫
Br
G(|Xu|) dx
for any 0 < σ < 1, where c = c(n, g0, δ, L) > 0 is a constant.
Now, we also require the following apriori assumption as considered in [35], in order to
temporarily remove possible singularities of the function F. Here onwards, this shall be
assumed until the end of this section.
(4.7) (A) : There exists m1,m2 > 0 such that lim
t→0
F(t) = m1 and lim
t→∞
F(t) = m2.
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This combined with the local boundedness of Xu from Theorem 4.2, makes the equation
(4.1) to be uniformly elliptic and enables us to conlcude
(4.8) Xu ∈ HW 1,2loc (Ω,R2n) ∩ C 0,αloc (Ω,R2n), Tu ∈ HW 1,2loc (Ω) ∩ C 0,αloc (Ω)
from Theorem 1.1 and Theorem 3.1 of Capogna [5]. However, every estimates in this section,
are independent of the constants m1 and m2 and (4.7) shall be ultimately removed.
The regularity (4.8) is necessary to differentiate the equation (4.1) and obtain the equations
satisfied by Xlu and Tu, as shown in the following two lemmas. The proofs are simple and
omitted here, we refer to [35] and [43] for details.
Lemma 4.3. If u ∈ HW 1,G(Ω) is a weak solution of (4.1), then Tu is a weak solution of
(4.9)
2n∑
i,j=1
Xi(DjAi(Xu)Xj(Tu)) = 0.
Lemma 4.4. If u ∈ HW 1,G(Ω) is a weak solution of (4.1), then for any l ∈ {1, . . . , n}, we
have that Xlu is weak solution of
(4.10)
2n∑
i,j=1
Xi(DjAi(Xu)XjXlu) +
2n∑
i=1
Xi(DiAn+l(Xu)Tu) + T (An+l(Xu)) = 0
and similarly, Xn+lu is weak solution of
(4.11)
2n∑
i,j=1
Xi(DjAi(Xu)XjXn+lu)−
2n∑
i=1
Xi(DiAl(Xu)Tu)− T (Al(Xu)) = 0.
We enlist some Caccioppoli type inequalitites, that are very similar to those in [43] and
[34]. They will be essential for the estimates in the next subsection.
The following lemma is similar to Lemma 3.3 in [43], the proof is trivial and omitted here.
Lemma 4.5. For any β ≥ 0 and all η ∈ C∞0 (Ω), we have, for some c = c(n, g0, L) > 0, that∫
Ω
η2 F (|Xu|) |Tu|β|X(Tu)|2 dx ≤ c
(β + 1)2
∫
Ω
|Xη|2F (|Xu|) |Tu|β+2 dx.
The following lemma is similar to Corollary 3.2 of [43] and Lemma 2.5 of [34]. This is
crucial for the proof of the Ho¨lder continuity of the horizontal gradient. The proof of the
lemma is similar to that in [43] and involves few other Caccioppoli type estimates. An outline
is provided in Appendix II, for the reader’s convenience.
Lemma 4.6. For any q ≥ 4 and all non-negative η ∈ C∞0 (Ω), we have that
(4.12)
∫
Ω
ηq F (|Xu|) |Tu|q dx ≤ c(q)Kq/2
∫
supp(η)
F (|Xu|) |Xu|q dx,
where K = ‖Xη‖2L∞ + ‖ηTη‖L∞ and c(q) = c(n, g0, L, q) > 0.
The following corollary follows immediately from Lemma 4.5 and Lemma 4.6.
Corollary 4.7. For any q ≥ 4 and all non-negative η ∈ C∞0 (Ω), we have∫
Ω
ηq+2 F (|Xu|) |Tu|q−2|X(Tu)|2 dx ≤ c(q)K q+22
∫
spt(η)
F (|Xu|) |Xu|q dx,
where K = ‖Xη‖2L∞ + ‖ηTη‖L∞ and c(q) = c(n, g0, L, q) > 0.
18
4.2. The truncation argument.
In this subsection, we follow the technique of [34] and prove Caccioppoli type inequalities
invovling a double truncation of horizontal derivatives. In the setting of Euclidean spaces,
similar ideas have been implemented previously by Tolksdorff [39] and Lieberman [28].
Here onwards, throughout this section, we shall denote u ∈ HW 1,G(Ω) as a weak solution
of (4.1) and equipped with local Lipschitz continuity from Theorem 4.2, we denote
(4.13) µi(r) = supBr |Xiu|, µ(r) = max1≤i≤2nµi(r).
for a fixed ball Br ⊂ Ω.
We fix any l ∈ {1, 2, .., 2n} and consider the following double truncation
(4.14) v := min
(
µ(r)/8 , max (µ(r)/4−Xlu, 0)
)
.
It is important to note that, from the regularity (4.8), we have
(4.15) Xv ∈ L2loc(Ω;R2n), T v ∈ L2loc(Ω)
and moreover, letting
(4.16) E = {x ∈ Ω : µ(r)/8 < Xlu < µ(r)/4},
we have that
(4.17) Xv =
{
−XXlu a.e. in E;
0 a.e. in Ω \ E, and Tv =
{
−TXlu a.e. in E;
0 a.e. in Ω \ E.
The properties of this truncation shall be exploited for proving all the following Caccioppoli
type estimates. In particular, notice that
(4.18) µ(r)/8 ≤ |Xu| ≤ (2n)1/2µ(r) in E ∩Br;
since F(t) = g(t)/t, (4.18) combined with (2.25) implies
(4.19)
1
8g0(2n)1/2
F(µ(r)) ≤ F(|Xu|) ≤ 8(2n)g0/2F(µ(r)) in E ∩Br,
which shall be used several times during the estimates that follow in this subsection. The
main lemma required to prove Theorem 4.1, is the following.
Lemma 4.8. Let v be the truncation (4.14) and η ∈ C∞0 (Br) be a non-negative cut-off
function such that 0 ≤ η ≤ 1 in Br, η = 1 in Br/2 and that |Xη| ≤ 4/r, |XXη| ≤ 16n/r2.
Then we have the following Caccioppoli type inequality
(4.20)
∫
Br
ηβ+4vβ+2|Xv|2 dx ≤ c(β + 2)2 |Br|
1−1/γ
r2
µ(r)4
(∫
Br
ηγβvγβ dx
)1/γ
for all β ≥ 0 and γ > 1, where c = c(n, g0, L, γ) > 0 is a constant.
In the setting of equations with p-laplace type growth, the above lemma has been shown
previously in [34](see Lemma 1.1). The proof is going to be similar. Hence, we would require
two auxillary lemmas, similarly as in [34].
We also remark that the inequality (4.20) also holds corresponding to the truncation
v′ = min
(
µ(r)/8,max(µ(r)/4 +Xlu, 0)
)
,
and the proof can be carried out in the same way as that of Lemma 4.8.
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The following lemma is the analogue of Lemma 3.1 of [34]. The proof is similar and
lengthy, which we provide in the Appendix I.
Lemma 4.9. For any β ≥ 0 and all non-negative η ∈ C∞0 (Ω), we have that
(4.21)
∫
Ω
ηβ+2vβ+2F (|Xu|) |Xu|2|XXu|2 dx
≤ c(β + 2)2
∫
Ω
ηβ
(|Xη|2 + η|Tη|)vβ+2F (|Xu|) |Xu|4 dx
+ c(β + 2)2
∫
Ω
ηβ+2vβF (|Xu|) |Xu|4|Xv|2 dx
+ c
∫
Ω
ηβ+2vβ+2F (|Xu|) |Xu|2|Tu|2 dx,
where v is as in (4.14) and c = c(n, g0, L) > 0.
Throughout the rest of this subsection, we fix a ball Br ⊂ Ω and a cut-off function
η ∈ C∞0 (Br) that satisfies
(4.22) 0 ≤ η ≤ 1 in Br, η = 1 in Br/2
and
(4.23) |Xη| ≤ 4/r, |XXη| ≤ 16n/r2, |Tη| ≤ 32n/r2 in Br.
The following technical lemma, that is required for the proof of Lemma 4.8, is a weighted
Caccioppoli inequality for Tu involving v similar to that in Lemma 3.2 of [34]. We provide
the proof here for sake of completeness.
Lemma 4.10. Let Br ⊂ Ω be a ball and η ∈ C∞0 (Br) be a cut-off function satisfying (4.22)
and (4.23). Let τ ∈ (1/2, 1) and γ ∈ (1, 2) be two fixed numbers. Then, for any β ≥ 0, we
have the following estimate,
(4.24)
∫
Ω
ητ(β+2)+4 vτ(β+4)F (|Xu|) |Xu|4|X(Tu)|2 dx ≤ c(β + 2)2τ |Br|
1−τ
r2(2−τ)
F(µ(r))µ(r)6 Jτ ,
where c = c(n, g0, L, τ, γ) > 0 and
(4.25) J =
∫
Br
ηβ+4vβ+2|Xv|2 dx + µ(r)4 |Br|
1− 1
γ
r2
(∫
Br
ηγβvγβ dx
) 1
γ
.
Proof. We denote the left hand side of (4.24) by M ,
(4.26) M =
∫
Ω
ητ(β+2)+4 vτ(β+4)F (|Xu|) |Xu|4|X(Tu)|2 dx,
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where 1/2 < τ < 1. Now we use ϕ = ητ(β+2)+4 vτ(β+4)|Xu|4 Tu as a test function for the
equation (4.9). We obtain that
(4.27)
∫
Ω
2n∑
i,j=1
ητ(β+2)+4 vτ(β+4)|Xu|4DjAi(Xu)XjTuXiTu dx
=− (τ(β + 2) + 4)
∫
Ω
2n∑
i,j=1
ητ(β+2)+3 vτ(β+4)|Xu|4TuDjAi(Xu)XjTuXiη dx
− τ(β + 4)
∫
Ω
2n∑
i,j=1
ητ(β+2)+4 vτ(β+4)−1|Xu|4TuDjAi(Xu)XjTuXiv dx
− 4
∫
Ω
2n∑
i,j,k=1
ητ(β+2)+4 vτ(β+4)|Xu|2XkuTuDjAi(Xu)XjTuXiXku dx
=K1 +K2 +K3,
where the integrals in the right hand side of (4.27) are denoted by K1, K2, K3 in order. To
prove the lemma, we estimate both sides of (4.27) as follows.
For the left hand side, we have by the structure condition (4.2) that
(4.28) left of (4.27) ≥
∫
Ω
ητ(β+2)+4 vτ(β+4)F (|Xu|) |Xu|4|X(Tu)|2 dx = M,
and for the right hand side of (4.27), we estimate each item Ki, i = 1, 2, 3, one by one.
To this end, we denote
(4.29) K˜ =
∫
Ω
η(2τ−1)(β+2)+6 v(2τ−1)(β+4)F (|Xu|) |Xu|4|Tu|2|X(Tu)|2 dx.
First, we estimate K1 by the structure condition (4.2) and Ho¨lder’s inequality, to get
(4.30)
|K1| ≤c(β + 2)
∫
Ω
ητ(β+2)+3 vτ(β+4)F (|Xu|) |Xu|4|Tu||X(Tu)||Xη| dx
≤c(β + 2)K˜ 12
(∫
Ω
ηβ+2vβ+4F (|Xu|) |Xu|4|Xη|2 dx
) 1
2
,
where c = c(n, g0, L, τ) > 0.
Second, we estimate K2 also by the structure condition (4.2) and Ho¨lder’s inequality,
(4.31)
|K2| ≤c(β + 2)
∫
Ω
ητ(β+2)+4 vτ(β+4)−1F (|Xu|) |Xu|4|Tu||X(Tu)||Xv|dx
≤c(β + 2)K˜ 12
(∫
Ω
ηβ+4vβ+2F (|Xu|) |Xu|4|Xv|2 dx
) 1
2
.
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Finally, we estimate K3. In the following, the first inequality follows from the structure
condition (4.2), the second from Ho¨lder’s inequality and the third from Lemma 4.9. We have
(4.32)
|K3| ≤ c
∫
Ω
ητ(β+2)+4 vτ(β+4)F (|Xu|) |Xu|3|Tu||X(Tu)||XXu| dx
≤ cK˜ 12
(∫
Ω
ηβ+4vβ+4F (|Xu|) |Xu|2|XXu|2 dx
) 1
2
≤ c K˜ 12 I 12 ,
where I is the right hand side of (4.21) in Lemma 4.9
(4.33)
I = c(β + 2)2
∫
Ω
ηβ+2vβ+4F (|Xu|) |Xu|4(|Xη|2 + η|Tη|) dx
+ c(β + 2)2
∫
Ω
ηβ+4vβ+2F (|Xu|) |Xu|4|Xv|2 dx
+ c
∫
Ω
ηβ+4vβ+4F (|Xu|) |Xu|2|Tu|2 dx.
where c = c(n, g0, L) > 0. Notice that the integrals on the right hand side of (4.30) and
(4.31) are both controlled from above by I. Hence, we can combine (4.30), (4.31) and (4.32)
to obtain
|K1|+ |K2|+ |K3| ≤ cK˜ 12 I 12 ,
from which, together with the estimate (4.28) for the left hand side of (4.27), it follows that
(4.34) M ≤ cK˜
1
2 I
1
2 ,
where c = c(n, g0, L, τ) > 0. Now, we estimate K˜ by Ho¨lder’s inequality as follows.
(4.35)
K˜ ≤
(∫
Ω
ητ(β+2)+4 vτ(β+4)F (|Xu|) |Xu|4|X(Tu)|2 dx
) 2τ−1
τ
×
(∫
Ω
η
2τ
1−τ +4F (|Xu|) |Xu|4|Tu| 2τ1−τ |X(Tu)|2 dx
) 1−τ
τ
=M
2τ−1
τ H
1−τ
τ ,
where M is as in (4.26) and we denote by H the second integral on the right hand side of
(4.35)
(4.36) H =
∫
Ω
η
2τ
1−τ +4F (|Xu|) |Xu|4|Tu| 2τ1−τ |X(Tu)|2 dx.
Combining (4.35) and (4.34), we get
(4.37) M ≤ cH1−τIτ ,
for some c = c(n, g0, L, τ) > 0. To estimate M , we estimate H and I from above. We
estimate H by Corollary 4.7 with q = 2/(1− τ) and monotonicity of g, to obtain
(4.38)
H ≤ cµ(r)4
∫
Ω
ηq+2F (|Xu|) |Tu|q−2|X(Tu)|2 dx
≤ c
rq+2
µ(r)4
∫
Br
F (|Xu|) |Xu|q dx ≤ c
rq+2
|Br|F(µ(r))µ(r)q+4,
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where c = c(n, g0, L, τ) > 0.
Now, we fix 1 < γ < 2 and estimate each term of I in (4.33) as follows. For the first term
of I, we have by Ho¨lder’s inequality and monotonicity of g that
(4.39)
∫
Ω
ηβ+2vβ+4F (|Xu|) |Xu|4(|Xη|2 + η|Tη|) dx
≤ c
r2
F(µ(r))µ(r)8|Br|1−
1
γ
(∫
Br
ηγβvγβ dx
) 1
γ
.
For the second term of I, we similarly have
(4.40)
∫
Ω
ηβ+4vβ+2F (|Xu|) |Xu|4|Xv|2 dx ≤ cF(µ(r))µ(r)4
∫
Br
ηβ+4vβ+2|Xv|2 dx.
For the third term of I, we have that
(4.41)
∫
Ω
ηβ+4vβ+4F (|Xu|) |Xu|2|Tu|2 dx
≤
(∫
Ω
η
2γ
γ−1F (|Xu|) |Xu|2|Tu| 2γγ−1 dx
)1− 1
γ
×
(∫
Ω
ηγ(β+2)vγ(β+4)F (|Xu|) |Xu|2 dx
) 1
γ
≤ c
r2
F(µ(r))µ(r)8|Br|1−
1
γ
(∫
Br
ηγβvγβ dx
) 1
γ
where c = c(n, g0, L, γ) > 0. Here in the above inequalities, the first one follows from Ho¨lder’s
inequality and the second from Lemma 4.6 and monotonicity of g. Combining the estimates
for three items of I above (4.39), (4.40) and (4.41), we get the following estimate for I,
(4.42) I ≤ c(β + 2)2F(µ(r))µ(r)4J,
where J is defined as in (4.25)
J =
∫
Br
ηβ+4vβ+2|Xv|2 dx + µ(r)4 |Br|
1− 1
γ
r2
(∫
Br
ηγβvγβ dx
) 1
γ
.
Now from the estimates (4.38) for G and (4.42) for I, we obtain the desired estimate for M
by (4.37). Combing (4.38), (4.42) and (4.37), we end up with
(4.43) M ≤ c(β + 2)2τ |Br|
1−τ
r2(2−τ)
F(µ(r))µ(r)6Jτ ,
where c = c(n, g0, L, τ, γ) > 0. This completes the proof. 
Now we provide the proof of Lemma 4.8, for completeness.
Proof of Lemma 4.8. First, notice that we may assume γ < 3/2, since otherwise we can
apply Ho¨lder’s inequality to the integral in the right hand side of the claimed inequality
(4.20). Also, we recall from (4.14), that for some l ∈ {1, . . . , 2n},
v = min
(
µ(r)/8 , max (µ(r)/4−Xlu, 0)
)
.
We prove the lemma assuming l ∈ {1, . . . , n}; the case for l ∈ {n+ 1, . . . , 2n} can be proven
similarly. Henceforth, we fix 1 < γ < 3/2 and l ∈ {1, . . . , n} throughout the rest of the
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proof. Let β ≥ 0 and η ∈ C∞0 (Br) be a cut-off function satisfying (4.22) and (4.23). Using
test function ϕ = ηβ+4vβ+3 for the equation (4.10), we obtain
(4.44)
−(β + 3)
∫
Ω
2n∑
i,j=1
ηβ+4vβ+2DjAi(Xu)XjXluXiv dx
= (β + 4)
∫
Ω
2n∑
i,j=1
ηβ+3vβ+3DjAi(Xu)XjXluXiη dx
+ (β + 4)
∫
Ω
2n∑
i=1
ηβ+3vβ+3DiAn+l(Xu)TuXiη dx
+ (β + 3)
∫
Ω
2n∑
i=1
ηβ+4vβ+2DiAn+l(Xu)Xiv Tu dx
−
∫
Ω
ηβ+4vβ+3 T
(An+l(Xu)) dx.
Now notice that from (2.2), we have
2n∑
i,j=1
DjAi(Xu)XjXluXiη +
2n∑
i=1
DiAn+l(Xu)TuXiη
=
2n∑
i,j=1
DjAi(Xu)XlXjuXiη =
2n∑
i=1
Xl
(Ai(Xu))Xiη.
Thus, we can combine the first two integrals in the right hand side of (4.44) by the above
equality. Then (4.44) becomes
(4.45)
−(β + 3)
∫
Ω
2n∑
i,j=1
ηβ+4vβ+2DjAi(Xu)XjXluXiv dx
= (β + 4)
∫
Ω
2n∑
i=1
ηβ+3vβ+3Xl
(Ai(Xu))Xiη dx
+ (β + 3)
∫
Ω
2n∑
i=1
ηβ+4vβ+2DiAn+l(Xu)XivTu dx
−
∫
Ω
ηβ+4vβ+3T
(An+l(Xu)) dx
= I1 + I2 + I3,
where we denote the terms in the right hand side of (4.45) by I1, I2, I3, respectively.
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We will estimate both sides of (4.45) as follows. For the left hand side, denoting E as in
(4.16) and using structure condition (4.2), we have
(4.46)
left of (4.45) ≥ (β + 3)
∫
E
ηβ+4vβ+2F (|Xu|) |Xv|2 dx
≥ c0(β + 2)F(µ(r))
∫
Br
ηβ+4vβ+2|Xv|2 dx,
for a constant c0 = c0(n, g0, L) > 0. Here we have used (4.17) and (4.19).
For the right hand side of (4.45), we claim that each item I1, I2, I3 satisfies
(4.47)
|Im| ≤ c0
6
(β + 2)F(µ(r))
∫
Br
ηβ+4vβ+2|Xv|2 dx
+ c(β + 2)3
|Br|1−1/γ
r2
F(µ(r))µ(r)4
(∫
Br
ηγβvγβ dx
)1/γ
,
where m = 1, 2, 3, 1 < γ < 3/2 and c is a constant depending only on n, g0, L and γ. Then
the lemma follows from the estimate (4.46) for the left hand side of (4.45) and the above
claim (4.47) for each item in the right. Thus, we are only left with proving the claim (4.47).
In the rest of the proof, we estimate I1, I2, I3 one by one. First for I1, using integration
by parts, we have that
I1 = −(β + 4)
∫
Ω
2n∑
i=1
Ai(Xu)Xl
(
ηβ+3vβ+3Xiη
)
dx,
from which it follows by the structure condition (4.2), that
(4.48)
|I1| ≤ c(β + 2)2
∫
Ω
ηβ+2vβ+3F (|Xu|) |Xu|(|Xη|2 + η|XXη|) dx
+ c(β + 2)2
∫
Ω
ηβ+3vβ+2F (|Xu|) |Xu||Xv‖Xη| dx
≤ c
r2
(β + 2)2F(µ(r))µ(r)4
∫
Br
ηβvβ dx
+
c
r
(β + 2)2F(µ(r))µ(r)2
∫
Br
ηβ+2vβ+1|Xv| dx,
where c = c(n, g0, L) > 0. For the latter inequality of (4.48), we have used the fact that
g(t) = tF(t) is monotonically increasing. Now we apply Young’s inequality to the last term
of (4.48) to end up with
(4.49)
|I1| ≤ c0
6
(β + 2)F(µ(r))
∫
Br
ηβ+4vβ+2|Xv|2 dx
+
c
r2
(β + 2)3F(µ(r))µ(r)4
∫
Br
ηβvβ dx,
where c = c(n, g0, L) > 0 and c0 is the same constant as in (4.46). The claimed estimate
(4.47) for I1, follows from the above estimate (4.49) and Ho¨lder’s inequality.
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To estimate I2, we have by the structure condition (4.2) that
|I2| ≤ c(β + 2)
∫
Ω
ηβ+4vβ+2F (|Xu|) |Xv||Tu| dx,
from which it follows by Ho¨lder’s inequality that
(4.50)
|I2| ≤ c(β + 2)
(∫
E
ηβ+4vβ+2F (|Xu|) |Xv|2 dx
) 1
2
×
(∫
E
ηγ(β+2)vγ(β+2)F (|Xu|) dx
) 1
2γ
×
(∫
Ω
ηq F (|Xu|) |Tu|q dx
) 1
q
,
where q = 2γ/(γ−1). The fact that the integrals are on the set E, is crucial since we can use
(4.19) and the following estimates can not be carried out unless the function F is increasing.
We have the following estimates for the first two integrals of the above, using (4.19).∫
E
ηβ+4vβ+2F (|Xu|) |Xv|2 dx ≤ cF(µ(r))
∫
Br
ηβ+4vβ+2|Xv|2 dx,(4.51)
and ∫
E
ηγ(β+2)vγ(β+2)F (|Xu|) dx ≤ cF(µ(r))µ(r)2γ
∫
Br
ηγβvγβ dx,(4.52)
where c = c(n, g0, L) > 0. We estimate the last integral in the right hand side of (4.50) by
(4.12) of Lemma 4.6 and monotonicity of g, to obtain
(4.53)
∫
Ω
ηq F (|Xu|) |Tu|q dx ≤ c
rq
∫
Br
F (|Xu|) |Xu|q dx ≤ c|Br|
rq
F(µ(r))µ(r)q,
where c = c(n, g0, L, γ) > 0. Now combining the above three estimates (4.51), (4.52) and
(4.53) for the three integrals in (4.50) respectively, we end up with the following estimate
for I2
|I2| ≤ c(β + 2) |Br|
γ−1
2γ
r
F(µ(r))µ(r)2
(∫
Br
ηβ+4vβ+2|Xv|2 dx
) 1
2
(∫
Br
ηγβvγβ dx
) 1
2γ
,
from which, together with Young’s inequality, the claim (4.47) for I2 follows.
Finally, we prove the claim (4.47) for I3. Recall that
I3 = −
∫
Ω
ηβ+4vβ+3T
(An+l(Xu)) dx.
By virtue of the regularity (4.15) for v, integration by parts yields
(4.54)
I3 =
∫
Ω
An+l(Xu)T
(
ηβ+4vβ+3
)
dx
= (β + 4)
∫
Ω
ηβ+3vβ+3An+l(Xu)Tη dx
+ (β + 3)
∫
Ω
ηβ+4vβ+2An+l(Xu)Tv dx = I13 + I23 ,
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where we denote the last two integrals in the above equality by I13 and I
2
3 , respectively. The
estimate for I13 easily follows from the structure condition (4.2) and monotonicity of g, as
(4.55)
|I13 | ≤ c(β + 2)
∫
Ω
ηβ+3vβ+3F (|Xu|) |Xu||Tη| dx
≤ c
r2
(β + 2)F(µ(r))µ(r)4
∫
Br
ηβvβ dx.
Thus by Ho¨lder’s inequality, I13 satisfies estimate (4.47). To estimate I
2
3 , note that by (4.17)
and the structure condition (4.2) we have
(4.56) |I23 | ≤ c(β + 2)
∫
E
ηβ+4vβ+2F (|Xu|) |Xu||X(Tu)| dx,
where the set E is as in (4.16). For 1 < γ < 3/2, we continue to estimate I23 by Ho¨lder’s
inequality as follows,
|I23 | ≤ c(β + 2)
(∫
E
η(2−γ)(β+2)+4v(2−γ)(β+4)F (|Xu|) |Xu|2|X(Tu)|2 dx
) 1
2
×
(∫
E
ηγ(β+2)vγβ+4(γ−1)F (|Xu|) dx
) 1
2
.
Since, we have (4.19) on the set E, hence
(4.57) |I23 | ≤ c(β + 2)F(µ(r))
1
2µ(r)2(γ−1)−1M
1
2
(∫
Br
ηγβvγβ dx
) 1
2
,
where
(4.58) M =
∫
Ω
η(2−γ)(β+2)+4 v(2−γ)(β+4)F (|Xu|) |Xu|4|X(Tu)|2 dx.
Now we can apply Lemma 4.10 to estimate M from above. Note that Lemma 4.10 with
τ = 2− γ, gives us that
(4.59) M ≤ c(β + 2)2(2−γ) |Br|
γ−1
r2γ
F(µ(r))µ(r)6 J2−γ
where c = c(n, g0, L, γ) > 0 and J is defined as in (4.25)
(4.60) J =
∫
Br
ηβ+4vβ+2|Xv|2 dx+ µ(r)4 |Br|
1− 1
γ
r2
(∫
Br
ηγβvγβ dx
) 1
γ
.
Now, it follows from (4.59) and (4.57) that
|I23 | ≤ c(β + 2)3−γF(µ(r))µ(r)2γ
|Br| γ−12
rγ
J
2−γ
2
(∫
Br
ηγβvγβ dx
) 1
2
.
By Young’s inequality, we end up with
|I23 | ≤
c0
12
(β + 2)F(µ(r))J
+ c(β + 2)
4
γ
−1F(µ(r))µ(r)4
|Br|1−
1
γ
r2
(∫
Br
ηγβvγβ dx
) 1
γ
,
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where c0 > 0 is the same constant as in (4.47). Note that, with J as in (4.60), I
2
3 satisfies an
estimate similar to (4.47). Now the desired claim (4.47) for I3 follows, since both I
1
3 and I
2
3
satisfy similar estimates. This concludes the proof of the claim (4.47), and hence the proof
of the lemma. 
The following corollary follows from Lemma 4.8 by Moser’s iteration. We refer to [34] for
the proof.
Corollary 4.11. There exists a constant θ = θ(n, g0, L) > 0 such that the following state-
ments hold. If we have
(4.61) |{x ∈ Br : Xlu < µ(r)/4}| ≤ θ|Br|
for an index l ∈ {1, . . . , 2n} and for a ball Br ⊂ Ω, then
inf
Br/2
Xlu ≥ 3µ(r)/16;
Analogously, if we have
(4.62) |{x ∈ Br : Xlu > −µ(r)/4}| ≤ θ|Br|,
for an index l ∈ {1, . . . , 2n} and for a ball Br ⊂ Ω, then
sup
Br/2
Xlu ≤ −3µ(r)/16.
4.3. Proof of Theorem 4.1.
At the end of this subsection, we provide the proof of Theorem 4.1. As before, we denote
u ∈ HW 1,G(Ω) as a weak solution of equation (4.1) We fix a ball Br0 ⊂ Ω. For all balls
Br, 0 < r < r0, concentric to Br0 , we denote for l = 1, 2, ..., 2n,
µl(r) = sup
Br
|Xlu|, µ(r) = max
1≤l≤2n
µl(r),
and
ωl(r) = oscBr Xlu, ω(r) = max
1≤l≤2n
ωl(r).
We clearly have ω(r) ≤ 2µ(r). For any function w, we define
A+k,ρ(w) = {x ∈ Bρ : (w(x)− k)+ = max(w(x)− k, 0) > 0};
and A−k,ρ(w) is similarly defined.
The following lemma is similar to Lemma 4.1 of [34] and Lemma 4.3 of [43]. For sake of
completeness, we provide a proof in Appendix I.
Lemma 4.12. Let Br0 ⊂ Ω be a ball and 0 < r < r0/2. Suppose that there is τ > 0 such
that
(4.63) |Xu| ≥ τµ(r) in A+k,r(Xlu)
for an index l ∈ {1, 2, ..., 2n} and for a constant k ∈ R. Then for any q ≥ 4 and any
0 < r′′ < r′ ≤ r, we have
(4.64)
∫
Br′′
F (|Xu|) |X(Xlu− k)+|2 dx
≤ c
(r′ − r′′)2
∫
Br′
F (|Xu|) |(Xlu− k)+|2 dx + cK|A+k,r′(Xlu)|1−
2
q
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where K = r−20 |Br0|2/qµ(r0)2F(µ(r0)) and c = c(n, p, L, q, τ) > 0.
Remark 4.13. Similarly, we can obtain an inequality, corresponding to (4.64), with (Xlu−k)+
replaced by (Xlu− k)− and A+k,r(Xlu) replaced by A−k,r(Xlu).
Lemma 4.14. There exists a constant s = s(n, g0, L) ≥ 0 such that for every 0 < r ≤ r0/16,
we have the following,
(4.65) ω(r) ≤ (1− 2−s)ω(8r) + 2sµ(r0)
(
r
r0
)α
,
where α = 1/2 when 0 < g0 < 1 and α = 1/(1 + g0) when g0 ≥ 1.
Proof. To prove the lemma, we fix a ball Br concentric to Br0 , such that 0 < r < r0/16.
Letting α = 1/2 when 0 < g0 < 1 and α = 1/(1 + g0) when g0 ≥ 1, we may assume that
(4.66) ω(r) ≥ µ(r0)
(
r
r0
)α
,
since, otherwise, (4.65) is true with s = 0. In the following, we assume that (4.66) is true
and we divide the proof into two cases.
Case 1. For at least one index l ∈ {1, . . . , 2n}, we have either
(4.67) |{x ∈ B4r : Xlu < µ(4r)/4}| ≤ θ|B4r|
or
(4.68) |{x ∈ B4r : Xlu > −µ(4r)/4}| ≤ θ|B4r|,
where θ = θ(n, g0, L) > 0 is the constant in Corollary 4.11. Assume that (4.67) is true; the
case (4.68) can be treated in the same way. We apply Corollary 4.11 to obtain that
|Xlu| ≥ 3µ(4r)/16 in B2r.
Thus we have
(4.69) |Xu| ≥ 3µ(2r)/16 in B2r.
Due to (4.69), we can apply Lemma 4.12 with q = 2Q to obtain
(4.70)
∫
Br′′
|X(Xiu− k)+|2 dx ≤ c
(r′ − r′′)2
∫
Br′
|(Xiu− k)+|2 dx
+ cKF(µ(2r))−1|A+k,r′(Xiu)|1−
1
Q
where K = r−20 |Br0 |1/Qµ(r0)2F(µ(r0)). The above inequality holds for all 0 < r′′ < r′ ≤
2r, i ∈ {1, . . . , 2n} and all k ∈ R, which means that for each i, Xiu belongs to the De
Giorgi class DG+(B2r), see [43] for details. The corresponding version of Lemma 4.12 for
(Xiu − k)−, see Remark 4.13, shows that Xiu also belong to DG−(B2r) and hence Xiu
belongs to DG(B2r). Now we can apply Theorem 4.1 of [43] to conclude that there is
s0 = s0(n, p, L) > 0 such that for each i ∈ {1, 2, ..., 2n}
(4.71) oscBr Xiu ≤ (1− 2−s0) oscB2r Xiu+ cK
1
2F(µ(2r))−
1
2 r
1
2 .
Now, from doubling property of g, see (2.22) of Lemma 2.12, we have g(µ(r0)) ≤
(µ(r0)
µ(2r)
)g0g(µ(2r))
whenever 2r ≤ r0 and hence
F(µ(r0))/F(µ(2r)) ≤
(
µ(r0)/µ(2r)
)g0−1.
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Thus, notice that when 0 < g0 < 1, we have
F(µ(2r))−1 ≤ F(µ(r0))−1
and when g0 ≥ 1, our assumption (4.66) with α = 1/(1 + g0) gives
F(µ(2r))−1 ≤
(
µ(r0)
µ(2r)
)g0−1
F(µ(r0))
−1 ≤ 2g0−1F(µ(r0))−1
(
µ(r0)
ω(r)
)g0−1
≤ 2g0−1F(µ(r0))−1
(
r
r0
) 1−g0
1+g0
where in the second inequality we used that µ(2r) ≥ ω(2r)/2 ≥ ω(r)/2. In both cases, we
find that (4.71) becomes
(4.72) oscBr Xiu ≤ (1− 2−s0) oscB2r Xiu+ cµ(r0)
(
r
r0
)α
,
where c = c(n, g0, L) > 0, α = 1/2 when 0 < g0 < 1 and α = 1/(1 + g0) when g0 ≥ 1. This
shows that the lemma holds in this case.
Case 2. If Case 1 does not happen, then for every i ∈ {1, . . . , 2n}, we have
(4.73) |{x ∈ B4r : Xiu < µ(4r)/4}| > θ|B4r|,
and
(4.74) |{x ∈ B4r : Xiu > −µ(4r)/4}| > θ|B4r|,
where θ = θ(n, g0, L) > 0 is the constant in Corollary 4.11.
Note that on the set {x ∈ B8r : Xiu > µ(8r)/4}, we trivially have
(4.75) |Xu| ≥ µ(8r)/4 in A+k,8r(Xiu)
for all k ≥ µ(8r)/4. Thus, we can apply Lemma 4.12 with q = 2Q to conclude that
(4.76)
∫
Br′′
|X(Xiu− k)+|2 dx ≤ c
(r′ − r′′)2
∫
Br′
|(Xiu− k)+|2 dx
+ cK F(µ(8r))−1|A+k,r′(Xiu)|1−
1
Q
where K = r−20 |Br0 |1/Qµ(r0)2F(µ(r0)), whenever k ≥ k0 = µ(8r)/4 and 0 < r′′ < r′ ≤ 8r.
The above inequality is true all i ∈ {1, 2, ..., 2n}. We note that (4.73) trivially implies
|{x ∈ B4r : Xiu < µ(8r)/4}| > θ|B4r|.
Now we can apply Lemma 4.2 of [43] to conclude that there exists s1 = s1(n, p, L) > 0 such
that the following holds,
(4.77) sup
B2r
Xiu ≤ sup
B8r
Xiu− 2−s1
(
sup
B8r
Xiu− µ(8r)/4
)
+ cK
1
2F(µ(8r))−1/2r
1
2 .
From (4.74), we can derive similarly, see Remark 4.13, that
(4.78) inf
B2r
Xiu ≥ inf
B8r
Xiu+ 2
−s1(− inf
B8r
Xiu− µ(8r)/4
)− cK 12F(µ(8r))−1/2r 12 .
The above two inequalities (4.77) and (4.78) yield
oscB2r Xiu ≤ (1− 2−s1) oscB8r Xiu+ 2−s1−1µ(8r) + cK
1
2F(µ(8r))−1/2r
1
2 ,
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and hence
(4.79) ω(2r) ≤ (1− 2−s1)ω(8r) + 2−s1−1µ(8r) + cK 12F(µ(8r))−1/2r 12 .
By using doubling condition of g and the inequality µ(8r) ≥ ω(8r)/2 ≥ ω(r)/2 along with the
assumption (4.66), we proceed by the same argument as in the preceeding case, to conclude
ω(2r) ≤ (1− 2−s1)ω(8r) + 2−s1−1µ(8r) + cµ(r0)( r
r0
)α
for α = 1/2 when 0 < g0 < 1 and α = 1/(1 + g0) when g0 ≥ 1.
Now we notice that (4.73) implies that infB4r Xiu ≤ µ(4r)/4 and (4.74) implies that
supB4r Xiu ≥ −µ(4r)/4 for every i ∈ {1, . . . , 2n}. Hence
ω(8r) ≥ µ(8r)− µ(4r)/4 ≥ 3µ(8r)/4.
Then from the above two inequalities we arrive at
ω(2r) ≤ (1− 2−s1−2)ω(8r) + cµ(r0)( r
r0
)α
,
where c = c(n, g0, L) > 0, α = 1/2 when 0 < g0 < 1 and α = 1/(1 + g0) when g0 ≥ 1. This
shows that also in this case the lemma is true. Thus, the proof of the lemma follows from
choice of s = max(0, s0, s1 + 2, log2 c). 
Proof of Theorem 4.1.
We first consider the apriori assumption (4.7) so that, equipped with this assumption, we
have the above lemma, Lemma 4.14. Now, by an iteration on (4.65), it is easy to see that
(4.80) ω(r) ≤ c
( r
r0
)σ[
ω(r0/2) + µ(r0/2)
]
for some σ = σ(n, g0, L) ∈ (0, 1), r ≤ r0/2 and c = c(n, g0, L) > 0. Using (4.80), observe
that
(4.81)
∫
Br
G(|Xlu− {Xlu}Br |) dx ≤ cG(ωl(r)) ≤ cG
(( r
r0
)σ[
ω(r0/2) + µ(r0/2)
])
≤ c
( r
r0
)σ
sup
Br0/2
G(|Xu|)
where we have used (2.26) for the first inequality and (2.21) for the last inequality of the
above. Hence from (4.6), we end up with
(4.82)
∫
Br
G(|Xlu− {Xlu}Br |) dx ≤ c
( r
r0
)σ ∫
Br0
G(|Xu|) dx
which gives us the estimate (4.3).
Now, to complete the proof, first we need to show that the estimate (4.82) is uniform,
without the assumption (4.7). This involves a standard approximation argument, using the
following regularization, as constructed [29];
(4.83) Fε(t) = F
(
min{ t+ ε , 1/ε }
)
and A ε(z) = ηε(|z|)Fε(|z|) z +
(
1− ηε(|z|)
)
A(z)
where 0 < ε < 1, ηε ∈ C 0,1([0,∞)) as in [29] and F(t) = g(t)/t for g satisfying (1.2) with
δ > 0. Then, given u ∈ HW 1,G(Br) we consider uε that solves divH(Aε(Xuε)) = 0 and
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uε − u ∈ HW 1,G0 (Br). We have Aε → A and Fε → F uniformly on compact subsets and Fε
satisfies the assumption (4.7) with m1 = F(ε) and m2 = F(1/ε). Since the estimate (4.82)
are independent of m1 and m2, hence the limit ε → 0 can be taken to obtain the uniform
estimate, where the constant depends on n, δ, g0, L.
Now, we show that the uniform estimate (4.82) implies that Xlu is Ho¨lder continuous for
every l ∈ {1, . . . , 2n}. Using (2.21) and Jensen’s inequality on (4.82), notice that
(4.84)
(∫
Br
|Xlu− {Xlu}Br | dx
)
g
(∫
Br
|Xlu− {Xlu}Br | dx
)
≤ (1 + g0)G
(∫
Br
|Xlu− {Xlu}Br | dx
)
≤ c
( r
r0
)σ ∫
Br0
G(|Xu|) dx
for some c = c(n, δ, g0, L) > 0. Now, observe that if
∫
Br
|Xlu− {Xlu}Br | dx ≥ 1 then,(∫
Br
|Xlu− {Xlu}Br | dx
)
g
(∫
Br
|Xlu− {Xlu}Br | dx
)
≥ g(1)
∫
Br
|Xlu− {Xlu}Br | dx;
otherwise if
∫
Br
|Xlu− {Xlu}Br | dx ≤ 1, then from doubling condition(∫
Br
|Xlu− {Xlu}Br | dx
)
g
(∫
Br
|Xlu− {Xlu}Br | dx
)
≥ g(1)
(∫
Br
|Xlu− {Xlu}Br | dx
)1+g0
.
Notice that, both cases of the above when combined with (4.84), yield
(4.85)
∫
Br
|Xlu− {Xlu}Br | dx ≤ C
(
n, δ, g0, L, g(1), ‖u‖HW 1,G(Ω)
)( r
r0
) σ
1+g0
which implies that Xlu ∈ L1,Q+σ′(Br) and hence, recalling (2.10), Xlu ∈ C 0,σ′(Br) with
σ′ = σ/(1 + g0) for some σ = σ(n, g0, L) ∈ (0, 1). This completes the proof. 
Remark 4.15. Let BR ⊂ BR0 ⊂⊂ Ω be concentric balls for 0 < R < R0. As illustrated in the
above proof, if w ∈ HW 1,G(Ω) with ‖u‖HW 1,G(Ω) ≤M , satisfies the inequality∫
BR
G(|Xw − {Xw}BR |) dx ≤ C(R/R0)λ
for some positive constants C = C(n, δ, g0, R0,M) > 0 and λ ∈ (0, Q+ 1) with Q = 2n+ 2,
then we have Xw ∈ L1,λ′(BR,R2n); where if λ ∈ (0, Q) then λ′ = λ and if λ ∈ (Q,Q + 1)
then λ′ = Q+ (λ−Q)/(1 + g0). This shall be used in the next section.
5. C1,α-regularity of weak solutions
In this section, we prove Theorem 1.2. In a fixed subdomain Ω′ compactly contained in
Ω, we show that the weak solutions are locally C1,β in Ω′. The proof is standard, based on
the results of the preceeding section and a Campanato type perturbation technique. Similar
arguments in the Eucledean setting, can be found in [10, 18, 29], etc.
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5.1. The perturbation argument.
Given Ω′ ⊂⊂ Ω, we fix x0 ∈ Ω′ and a ball BR = BR(x0) ⊂ Ω′ for R ≤ R0 = 12 dist(Ω′, ∂Ω)
and consider u ∈ HW 1,G(BR) ∩ L∞(BR) as weak solution of Qu = 0 in BR, where Q is
defined as in (3.1). We recall the structure conditions for Theorem 1.2, as follows;
g(|p|)
|p| |ξ|
2 ≤ 〈DpA(x, z, p) ξ, ξ〉 ≤ L g(|p|)|p| |ξ|2;(5.1)
|A(x, z, p)− A(y, w, p)| ≤ L′(1 + g(|p|))(|x− y|α + |z − w|α);(5.2)
|B(x, z, p)| ≤ L′(1 + g(|p|))|p|(5.3)
for all (x, z, p) ∈ Ω × R × R2n and the matrix DpA(x, z, p) is symmetric. In addition, we
recall the hypothesis of Theorem 1.2 that, there exists M0 > 0 such that |u| ≤M0 in Ω′.
From structure condition (5.1), it is not difficult to check that A(x, z, p) satisfies conditions
reminiscent of (3.23) and (3.24); the condition on variable z for (3.23) and (3.24) are absolved
in the constants L and L′, since the solution u is bounded. However, the condition (5.3) on
B is more relaxed than (3.41) and (3.44), which is necessary for C1,β-regularity.
Thus, this allows us to apply Theorem 1.1 and conclude u is Ho¨lder continuous with
(5.4) oscBR u ≤ θ(R) = γRτ
for some γ = γ(M0, dist(Ω
′, ∂Ω)) > 0 and τ ∈ (0, 1) can be chosen to be as small as required.
Here onwards, we suppress the dependence of the data n, δ, g0, α, L, L
′,M0, dist(Ω′, ∂Ω); all
positive constants depending on these shall be denoted as c, throughout this subsection,
until the end of the proof of theorem 1.2.
Let us denote A : R2n → R2n as
(5.5) A(p) = A(x0, u(x0), p),
so that from (5.1), A satisfies the structure condition (4.2) and hence also the monotonicity
and ellipticity conditions (4.4) and (4.5) (with possible dependence on g0 and δ). Hence, for
the problem
(5.6)
{
divH(A(Xu˜)) = 0 in BR;
u˜− u ∈ HW 1,G0 (BR).
we can use the monotonicity inequalities and uniform estimates from Section 4.
Lemma 5.1. If u ∈ HW 1,G(BR)∩C(B¯R) is given, then there exists a unique weak solution
u˜ ∈ HW 1,G(BR) ∩ C(B¯R) for the problem (5.6), which satisfies the following:
(i) sup
BR
|u− u˜| ≤ oscBR u ;(5.7)
(ii)
∫
BR
G(|Xu˜|) dx ≤ c
∫
BR
G(|Xu|) dx.(5.8)
Proof. Existence and uniqueness is standard from monotonicity of A, we refer to [35] for
more details. Also, (5.7) follows easily from Comparison principle and the fact that
inf
∂BR
u ≤ u˜ ≤ sup
∂BR
u in BR,
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which is easy to show by considering ϕ = (u˜− sup∂BR u)+ (and similarly the other case) as
a test function for (5.6), see Lemma 5.1 in [10].
The proof of (5.8) is also standard. Using test function ϕ = u˜− u on (5.6), we get
(5.9)
∫
BR
〈A(Xu˜),Xu˜〉 dx = ∫
BR
〈A(Xu˜),Xu〉 dx.
Now we choose k = k(δ, g0, L) > 0 such that combining ellipticity (4.5) and boundedness of
A, we have 〈A(p), p〉 ≥ (2/k)|p||A(p)|. Hence, we obtain∫
BR
〈A(Xu˜),Xu〉 dx ≤ 1
k
∫
|Xu˜|≥k|Xu|
|A(Xu˜)||Xu˜| dx +
∫
|Xu˜|<k|Xu|
|A(Xu˜)||Xu| dx
≤ 1
2
∫
BR
〈A(Xu˜),Xu˜〉 dx + kg0c∫
BR
g(|Xu|) |Xu| dx.
which combined with (5.9) and the ellipticity (4.5), concludes the proof. 
To proceed with the proof of Theorem 1.2, we shall need the following technical lemma
which is a variant of a lemma of Campanato [4]. This is elementary but a fundamental
lemma. We refer to [21] or [19, Lemma 2.1] for a proof.
Lemma 5.2. Let φ : (0,∞) → [0,∞) be a non-decreasing function and A,B > 1, α > 0 be
fixed constants. Suppose that for any ρ < r ≤ R0 and  > 0, we have
φ(ρ) ≤ A
[(ρ
r
)α
+ κ
]
φ(r) +Brα−;
then there exists a constant κ0 = κ0(α,A,B) > 0 such that if κ < κ0, we have
φ(ρ) ≤ c
(ρ
r
)α− [
φ(r) +Brα−
]
for all ρ < r ≤ R0, where c = c(α, , A) > 0 is a constant.
Proof of Theorem 1.2.
Let u ∈ HW 1,G(Ω) be a weak solution of Qu = 0. For BR ⊂ Ω′ ⊂⊂ Ω, we have |u| ≤M0 in
B¯R and we can regard that u ∈ HW 1,G(BR) ∩ C(B¯R). Let us denote
(5.10) I =
∫
BR
〈A(Xu), (Xu− Xu˜)〉 dx,
where A is as in (5.5) and u˜ ∈ HW 1,G(BR) ∩ C(B¯R) is the weak solution of (5.6). Since
u = u˜ in ∂BR, the function u − u˜ can be used to test the equations satisfied by u and u˜,
which shall be used to estimate I to obtain both lower and upper bounds.
First, using u− u˜ as test function for Qu = 0, we obtain
(5.11)
I =
∫
BR
〈
A(x0, u(x0),Xu)− A(x, u,Xu), (Xu− Xu˜)
〉
dx
+
∫
BR
B(x, u,Xu)(u− u˜) dx
≤ c(Rα + θ(R)α) ∫
BR
g(1 + |Xu|)|Xu− Xu˜| dx
+ c θ(R)
∫
BR
g(1 + |Xu|)|Xu| dx
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with θ(R) as in (5.4), where we have used structure condition (5.2) and (5.3) for the first
term and (5.7) for the second term of the right hand side of (5.11). Now we use (2.24) of
Lemma 2.12 and (5.8) of Lemma 5.1 to estimate the first term of the above and obtain that
(5.12) I ≤ c θ(R)α
∫
BR
G(1 + |Xu|) dx.
Secondly, to obtain the upper bound for I, we shall use the monotonicity inequality (4.4).
Let us denote S1 = {x ∈ BR : |Xu− Xu˜| ≤ 2|Xu|} and S2 = {x ∈ BR : |Xu− Xu˜| > 2|Xu|}.
Taking u− u˜ as test function for (5.6) and using (4.4), we obtain
(5.13)
I =
∫
BR
〈A(Xu)−A(Xu˜), (Xu− Xu˜)〉 dx
≥ c
∫
S1
F(|Xu|)|Xu− Xu˜|2 dx+ c
∫
S2
F(|Xu− Xu˜|)|Xu− Xu˜|2 dx
Recalling G(t) ≤ t2F(t) from (2.21), we have from (5.12) and (5.13), that
(5.14)
∫
S2
G(|Xu− Xu˜|) dx ≤ c θ(R)α
∫
BR
G(1 + |Xu|) dx.
Now since |Xu − Xu˜| ≤ 2|Xu| in S1 by definition, we obtain the following from (2.21),
monotonicity of g and Ho¨lder’s inequality;
(5.15)
∫
S1
G(|Xu− Xu˜|) dx ≤ c
(∫
S1
F(|Xu|)|Xu− Xu˜|2 dx
) 1
2
(∫
S1
G(|Xu|) dx
) 1
2
≤ c θ(R)α/2
∫
BR
G(1 + |Xu|) dx
where the latter inequality of the above follows from (5.12) and (5.13). Now, we add (5.14)
and (5.15) to obtain the estimate of the integral over whole of BR,
(5.16)
∫
BR
G(|Xu− Xu˜|) dx ≤ c θ(R)α/2
∫
BR
G(1 + |Xu|) dx.
Recalling (4.6) and (5.8), note that for any 0 < r ≤ R/2, we have∫
Br
G(|Xu˜|) dx ≤ rQ sup
BR/2
G(|Xu˜|) ≤ c
( r
R
)Q ∫
BR
G(|Xu˜|) dx ≤ c
( r
R
)Q ∫
BR
G(|Xu|) dx.
where Q = 2n+ 2. Combining the above with (5.16), we obtain
(5.17)
∫
Br
G(|Xu|) dx ≤ c
( r
R
)Q ∫
BR
G(|Xu|) dx+ c θ(R)α/2
∫
BR
G(1 + |Xu|) dx.
Now, we follow the bootstrap technique of Giaquinta-Giusti [18]. Here onwards the constants
dependent on g(1) in addition to the aforementioned data, shall be denoted as C.
For 0 < ρ ≤ R0, let us denote Φ(ρ) =
∫
Bρ
G(|Xu|) dx, so that we rewrite (5.17) as
(5.18) Φ(r) ≤ c
( r
R
)Q
Φ(R) + cRϑ
∫
BR
G(1 + |Xu|) dx
35
where ϑ = τα/2 with τ ∈ (0, 1) as in (5.4). We proceed by induction, with the hyposthesis
(5.19)
∫
BR
G(1 + |Xu|) dx ≤ CR(k−1)ϑ for some k ∈ N, kϑ < Q.
The hypothesis clearly holds for k = 0. Assuming the hypothesis (5.19) holds for some
k ∈ N, first notice that by virtue of (2.26), we have∫
BR
G(|Xu− {Xu}BR |) dx ≤ CR(k−1)ϑ
which further implies that Xu ∈ L1,(k−1)ϑ(Ω′), see Remark 4.15. Now using (5.19) in (5.18),
we apply Lemma 5.2 to obtain that
Φ(R) ≤ c
(
R
R0
)kϑ [
Φ(R0) + C
]
,
which, from definition of Φ, implies the hypothesis (5.19) for k + 1 and Xu ∈ L1,kϑ(Ω′). We
choose can choose ϑ small enough and carry on a finite induction for k = 0, 1, . . . (m − 1)
where m is chosen such that (m − 1)ϑ < Q < mϑ < Q + 1. Thus, after the last induction
step, we conclude that Φ(R) ≤ CRmϑ and we have∫
BR
G(|Xu− {Xu}BR |) dx ≤ CRmϑ.
Hence from Remark 4.15, Xu ∈ L1,λ(Ω′) where λ = Q+ (mϑ−Q)/(1 +g0). Recalling (2.10),
this further implies Xu ∈ C 0,β(Ω′) with β = mϑ−Q
1+g0
and the proof is finished. 
5.2. Concluding Remarks.
Here we discuss some possible extensions of the structure conditions that can be included
and results similar to the above can be obtained with minor modifications of the arguments.
(1) Any dependence of x in structure conditions for A(x, z, p) and B(x, z, p) has been
suppressed so far, for sake of simplicity. However, we remark that for some given
non-negative measurable functions a1, a2, a4, a5, b1, b2, the structure condition〈
A(x, z, p), p
〉 ≥ |p|g(|p|)− a1(x) g( |z|
R
) |z|
R
− a2(x);
|A(x, z, p)| ≤ a3 g(|p|) + a4(x) g
( |z|
R
)
+ a5(x);
|B(x, z, p)| ≤ 1
R
[
b0 g(|p|) + b1(x) g
( |z|
R
)
+ b2(x)
]
,
can also be considered for obtaining the Harnack inequalities. In this case, we would
require a1, a2, a4, a5, b1, b2 ∈ Lqloc(Ω) for some q > Q. Similar arguments can be
carried out with a choice of χ > 0, such that ‖a5‖Lq(BR) + ‖b2‖Lq(BR) ≤ g(χ) and
‖a2‖Lq(BR) ≤ g(χ)χ. We refer to [29] and [6] for more details of such cases.
(2) The function g(t)/t in the growth conditions can be replaced by f(t), where f is a
continuous doubling positive function on (0,∞) and t 7→ f(t)t1−δ is non-decreasing.
A C1-function g˜ can be found satisfying (1.2) and g˜(t) ∼ tf(t)(see [29, Lemma 1.6]),
which is sufficient to carry out all of the above arguments.
36
Appendix I
Proof of Lemma 4.9.
Fix l ∈ {1, 2, ..., n} and β ≥ 0. Let η ∈ C∞0 (Ω) be a non-negative cut-off function. Using
(5.20) ϕ = ηβ+2vβ+2|Xu|2Xlu
as a test-function in equation (4.10), we get
(5.21)
∫
Ω
2n∑
i,j=1
ηβ+2vβ+2DjAi(Xu)XjXiuXi
(|Xu|2Xlu) dx
=− (β + 2)
∫
Ω
2n∑
i,j=1
ηβ+1vβ+2|Xu|2XluDjAi(Xu)XjXluXiη dx
− (β + 2)
∫
Ω
2n∑
i,j=1
ηβ+2vβ+1|Xu|2XluDjAi(Xu)XiXluXiv dx
−
∫
Ω
2n∑
i=1
DiAn+l(Xu)TuXi
(
ηβ+2vβ+2|Xu|2Xlu
)
dx
+
∫
Ω
T
(An+l(Xu))ηβ+2vβ+2|Xu|2Xlu dx
= I l1 + I
l
2 + I
l
3 + I
l
4.
Here we denote the integrals in the right hand side of (4.10) by I l1, I
l
2, I
l
3 and I
l
4 in order
respectively. Similarly for all l ∈ {n+ 1, n+ 2, ..., 2n}, from equation (4.11), we have
(5.22)
∫
Ω
2n∑
i,j=1
ηβ+2vβ+2DjAi(Xu)XjXiuXi
(|Xu|2Xlu) dx
=− (β + 2)
∫
Ω
2n∑
i,j=1
ηβ+1vβ+2|Xu|2XluDjAi(Xu)XjXluXiη dx
− (β + 2)
∫
Ω
2n∑
i,j=1
ηβ+2vβ+1|Xu|2XluDjAi(Xu)XiXluXiv dx
+
∫
Ω
2n∑
i=1
DiAl−n(Xu)TuXi
(
ηβ+2vβ+2|Xu|2Xlu
)
dx
−
∫
Ω
T
(Al−n(Xu))ηβ+2vβ+2|Xu|2Xlu dx
= I l1 + I
l
2 + I
l
3 + I
l
4.
Again we denote the integrals in the right hand side of (5.22) by I l1, I
l
2, I
l
3 and I
l
4 in order
respectively. Summing up the above equation (5.21) and (5.22) for all l from 1 to 2n, we
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end up with
(5.23)
∫
Ω
∑
i,j,l
ηβ+2vβ+2DjAi(Xu)XjXiuXi
(|Xu|2Xlu) dx = ∑
l
4∑
m=1
I lm,
where all sums for i, j, l are from 1 to 2n.
In the following, we estimate both sides of (5.23). For the left hand of (5.23), note that
Xi
(|Xu|2Xlu) = |Xu|2XiXlu+Xi(|Xu|2)Xlu.
Then by the structure condition (4.2), we have that∑
i,j,l
DjAi(Xu)XjXluXi
(|Xu|2Xlu) ≥ F (|Xu|) |Xu|2|XXu|2,
which gives us the following estimate for the left hand side of (5.23)
(5.24) left of (5.23) ≥
∫
Ω
ηβ+2vβ+2F (|Xu|) |Xu|2|XXu|2 dx.
Now we estimate the right hand side of (5.23). We will show that I lm satisfies the following
estimate for each l = 1, 2, ..., 2n and each m = 1, 2, 3, 4
(5.25)
|I lm| ≤
1
36n
∫
Ω
ηβ+2vβ+2F (|Xu|) |Xu|2|XXu|2 dx
+ c(β + 2)2
∫
Ω
ηβ
(|Xη|2 + η|Tη|)vβ+2F (|Xu|) |Xu|4 dx
+ c(β + 2)2
∫
Ω
ηβ+2vβF (|Xu|) |Xu|4|Xv|2 dx
+ c
∫
Ω
ηβ+2vβ+2F (|Xu|) |Xu|2|Tu|2 dx,
where c = c(n, g0, L) > 0. Then the lemma follows from the above estimates (5.24) and
(5.25) for both sides of (5.23). The proof of the lemma is finished, modulo the proof of
(5.25). In the rest, we prove (5.25) in the order of m = 1, 2, 3, 4.
First, when m = 1, we have for I l1, l = 1, 2, ..., 2n, by the structure condition (4.2) that
|I l1| ≤ c(β + 2)
∫
Ω
ηβ+1|Xη|vβ+2F (|Xu|) |Xu|3|XXu| dx,
from which it follows by Young’s inequality that
(5.26)
|I l1| ≤
1
36n
∫
Ω
ηβ+2vβ+2F (|Xu|) |Xu|2|XXu|2 dx
+ c(β + 2)2
∫
Ω
ηβ|Xη|2vβ+2F (|Xu|) |Xu|4 dx.
Thus (5.25) holds for I l1, l = 1, 2, ..., 2n.
Second, when m = 2, we have for I l1, l = 1, 2, ..., 2n, by the structure condition (4.2) that
|I l2| ≤ c(β + 2)
∫
Ω
ηβ+2vβ+1F (|Xu|) |Xu|3|XXu‖Xv| dx,
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from which it follows by Young’s inequality that
(5.27)
|I l2| ≤
1
36n
∫
Ω
ηβ+2vβ+2F (|Xu|) |Xu|2|XXu|2 dx
+ c(β + 2)2
∫
Ω
ηβ+2vβF (|Xu|) |Xu|4|Xv|2 dx.
This proves (5.25) for I l2, l = 1, 2, ..., 2n.
Third, when m = 3, we use∣∣Xi(ηβ+2vβ+2|Xu|2Xlu)∣∣ ≤ 3ηβ+2vβ+2|Xu|2|XXu|
+ (β + 2)ηβ+1vβ+2|Xu|3|Xη|+ (β + 2)ηβ+2vβ+1|Xu|3|Xv|.
and the structure condition (4.2), to obtain
|I l3| ≤ c
∫
Ω
ηβ+2vβ+2F (|Xu|) |Xu|2|XXu||Tu| dx
+ c(β + 2)
∫
Ω
ηβ+1|Xη|vβ+2F (|Xu|) |Xu|3|Tu| dx
+ c(β + 2)
∫
Ω
ηβ+2vβ+1F (|Xu|) |Xu|3|Xv‖Tu| dx,
from which it follows by Young’s inequality that
(5.28)
|I l3| ≤
1
36n
∫
Ω
ηβ+2vβ+2F (|Xu|) |Xu|2|XXu|2 dx
+ c
∫
Ω
ηβ+2vβ+2F (|Xu|) |Xu|2|Tu|2 dx
+ c(β + 2)2
∫
Ω
ηβ|Xη|2vβ+2F (|Xu|) |Xu|4 dx
+ c(β + 2)2
∫
Ω
ηβ+2vβF (|Xu|) |Xu|4|Xv|2 dx.
This proves (5.25) for I l3, l = 1, 2, ..., 2n.
Finally, when m = 4, we prove (5.25) for I l4. We consider only the case l = 1, 2, ..., n. The
case l = n+ 1, n+ 2, ..., 2n can be treated similarly. Let us denote
(5.29) w = ηβ+2|Xu|2Xlu.
so that we can write test-function ϕ defined as in (5.20) as ϕ = vβ+2w. Then, for I l4 in
(5.21), we rewrite T = X1Xn+1 −Xn+1X1 and use integration by parts to obtain
(5.30) I l4 =
∫
Ω
T
(An+l(Xu))ϕdx = ∫
Ω
X1
(An+l(Xu))Xn+1ϕ−Xn+1(An+l(Xu))X1ϕdx.
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Using Xϕ = (β + 2)vβ+1wXv + vβ+2Xw in (5.30), we get
(5.31)
I l4 = (β + 2)
∫
Ω
vβ+1w
(
X1
(An+l(Xu))Xn+1v −Xn+1(An+l(Xu))X1v) dx
+
∫
Ω
vβ+2
(
X1
(An+l(Xu))Xn+1w −Xn+1(An+l(Xu))X1w) dx
= J l +K l.
Here we denote the first and the second integral in the right hand side of (5.30) by J l and
K l, respectively. Now we estimate J l as follows. From structure condition (4.2) and (5.29)
|J l| ≤ c(β + 2)
∫
Ω
ηβ+2vβ+1F (|Xu|) |Xu|3|XXu‖Xv| dx,
from which it follows by Young’s inequality, that
(5.32)
|J l| ≤ 1
72n
∫
Ω
ηβ+2vβ+2F (|Xu|) |Xu|2|XXu|2 dx
+ c(β + 2)2
∫
Ω
ηβ+2vβF (|Xu|) |Xu|4|Xv|2 dx.
The above inequality shows that J l satisfies similar estimate as (5.25) for all l = 1, 2, ..., n.
Now we estimate K l. Integration by parts again, yields
(5.33)
K l = (β + 2)
∫
Ω
vβ+1An+l(Xu)
(
Xn+1vX1w −X1vXn+1w
)
dx
−
∫
Ω
vβ+2An+l(Xu)Tw dx
=K l1 +K
l
2.
For K l1, we have by the structure condition (4.2) that
|K l1| ≤ c(β + 2)
∫
Ω
ηβ+2vβ+1F (|Xu|) |Xu|3|XXu‖Xv| dx
+ c(β + 2)2
∫
Ω
ηβ+1vβ+1F (|Xu|) |Xu|4|Xv‖Xη| dx
from which it follows by Young’s inequality that
(5.34)
|K l1| ≤
1
144n
∫
Ω
ηβ+2vβ+2F (|Xu|) |Xu|2|XXu|2 dx
+ c(β + 2)2
∫
Ω
ηβ+2vβF (|Xu|) |Xu|4|Xv|2 dx
+ c(β + 2)2
∫
Ω
ηβ|Xη|2vβ+2F (|Xu|) |Xu|4 dx.
The above inequality shows that K l1 also satisfies similar estimate as (5.25) for all l =
1, 2, ..., n. We continue to estimate K l2 in (5.33). Note that
Tw = (β + 2)ηβ+1|Xu|2XluTη + ηβ+2|Xu|2XlTu+
2n∑
i=1
2ηβ+2XluXiuXiTu.
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Therefore we write K l2 as
K l2 = − (β + 2)
∫
Ω
ηβ+1vβ+2An+l(Xu)|Xu|2XluTη dx
−
∫
Ω
ηβ+2vβ+2An+l(Xu)|Xu|2XlTu dx
− 2
2n∑
i=1
∫
Ω
ηβ+2vβ+2An+l(Xu)XluXiuXiTu dx.
For the last two integrals in the above equality, we apply integration by parts to get
K l2 = − (β + 2)
∫
Ω
ηβ+1vβ+2An+l(Xu)|Xu|2XluTη dx
+
∫
Ω
Xl
(
ηβ+2vβ+2An+l(Xu)|Xu|2
)
Tu dx
+ 2
2n∑
i=1
∫
Ω
Xi
(
ηβ+2vβ+2An+l(Xu)XluXiu
)
Tu dx.
Now we may estimate the integrals in the above equality by the structure condition (4.2),
to obtain the following estimate for K l2.
|K l2| ≤ c(β + 2)
∫
Ω
ηβ+1vβ+2F (|Xu|) |Xu|4|Tη| dx
+ c
∫
Ω
ηβ+2vβ+2F (|Xu|) |Xu|2|XXu‖Tu| dx
+ c(β + 2)
∫
Ω
ηβ+2vβ+1F (|Xu|) |Xu|3|Xv‖Tu| dx
+ c(β + 2)
∫
Ω
ηβ+1vβ+2F (|Xu|) |Xu|3|Xη‖Tu| dx.
By Young’s inequality, we end up with the following estimate for K l2
(5.35)
|K l2| ≤
1
144n
∫
Ω
ηβ+2vβ+2F (|Xu|) |Xu|2|XXu|2 dx
+ c(β + 2)2
∫
Ω
ηβ
(|Xη|2 + η|Tη|)vβ+2F (|Xu|) |Xu|4 dx
+ c(β + 2)2
∫
Ω
ηβ+2vβF (|Xu|) |Xu|4|Xv|2 dx
+ c
∫
Ω
ηβ+2vβ+2F (|Xu|) |Xu|2|Tu|2 dx.
This shows that K l2 also satisfies similar estimate as (5.25). Now we combine the estimates
(5.34) for K l1 and (5.35) for K
l
2. Recall that K
l = K l1 +K
l
2 as denoted in (5.33). We obtain
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that the following estimate for K l.
(5.36)
|K l| ≤ 1
72n
∫
Ω
ηβ+2vβ+2F (|Xu|) |Xu|2|XXu|2 dx
+ c(β + 2)2
∫
Ω
ηβ
(|Xη|2 + η|Tη|)vβ+2F (|Xu|) |Xu|4 dx
+ c(β + 2)2
∫
Ω
ηβ+2vβF (|Xu|) |Xu|4|Xv|2 dx
+ c
∫
Ω
ηβ+2vβ+2F (|Xu|) |Xu|2|Tu|2 dx.
Recall that I l4 = J
l + K l. We combine the estimates (5.32) for J l and (5.36) for K l, and
we can see that the claimed estimate (5.25) holds for I l4 for all l = 1, 2, ..., n. We can prove
(5.25) similarly for I l4 for all l = n+1, n+2, ..., 2n. This finishes the proof of the claim (5.25)
for I lm for all l = 1, 2, ..., 2n and all m = 1, 2, 3, 4, and hence also the proof of the lemma. 
Proof of Lemma 4.12.
Recalling (4.63), notice that τµ(r) ≤ |Xu| ≤ (2n) 12µ(r) in A+k,r(Xlu). Then this combined
with doubling condition of g, implies that
(5.37)
τ g0
(2n)1/2
F(µ(r)) ≤ F(|Xu|) ≤ (2n)
g0/2
τ
F(µ(r)) in A+k,r(Xlu).
In the proof, we only consider l ∈ {1, . . . , n}; the proof is similar for l ∈ {n, . . . , 2n}. In
addition, note that we can also assume |k| ≤ µ(r0) without loss of generality, to prove (4.64).
This proof is very similar to that of Lemma 4.3 in [43].
Let η ∈ C∞0 (Br′) is a standard cutoff function such that η = 1 in Br′′ and |Xη| ≤ 2/(r′−r′′),
we choose ϕ = η2(Xlu− k)+ as a test function in equation (4.10) to get
∫
Br
∑
i,j
η2DjAi(Xu)XjXluXi((Xlu− k)+) dx
= − 2
∫
Br
∑
i,j
η(Xlu− k)+DjAi(Xu)XjXluXiη dx
−
∫
Br
∑
i
DiAn+l(Xu)TuXi(η2(Xlu− k)+) dx
+
∫
Br
η2(Xlu− k)+T (An+l(Xu)) dx
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Using structure condition (4.2) and Young’s inequality, we obtain
(5.38)
∫
Br
η2 F (|Xu|)|X(Xlu− k)+|2 dx
≤ c
∫
Br
|Xη|2F (|Xu|) |(Xlu− k)+|2 dx
+ c
∫
A+k,r
η2 F (|Xu|) |Tu|2 dx
+ c
∫
Br
η2(Xlu− k)+F (|Xu|) |X(Tu)| dx
= J1 + J2 + J3.
Notice that to show (4.64) from (5.38), we need to estimate J2 and J3. First, we estimate
J2 using Ho¨lder’s inequality, (4.12) and (5.37) as follows.
(5.39)
J2 ≤
(∫
Br0/2
F (|Xu|) |Tu|q dx
) 2
q
(∫
A+k,r
F (|Xu|) dx
)1− 2
q
≤ c r−20 µ(r0)2F(µ(r0))|Br0|
2
q |A+k,r(Xlu)|1−
2
q
for c = c(n, g0, L, q, τ) > 0.
The estimate of J3 is more involved. We wish to show the following, which combined with
(5.38) and (5.39), completes the proof of this lemma.
(5.40) J3 ≤M/2 + c r−20 µ(r0)2F(µ(r0))|Br0 |
2
q |A+k,r(Xlu)|1−
2
q
for some c = c(n, p, L, q, τ) > 0, where
(5.41) M :=
∫
Br
η2F (|Xu|) |X(Xlu− k)+|2 dx+
∫
Br
|Xη|2F (|Xu|) |(Xlu− k)+|2 dx.
In order to prove the claim (5.40), we follow the iteration argument of Zhong [43].
For any κ ≥ 0, we take η2|(Xlu−k)+|2|Tu|κTu as a test function in (4.9) and use structure
condition (4.2), to obtain
(κ+ 1)
∫
Br
η2|(Xiu−k)+|2F (|Xu|) |Tu|κ|X(Tu)|2dx
≤ c
∫
Br
η|(Xiu− k)+|2F (|Xu|) |Tu|κ+1|X(Tu)||Xη| dx
+c
∫
Br
η2|(Xlu− k)+|F (|Xu|) |Tu|κ+1|X(Tu)||X(Xlu− k)+| dx
Using Cauchy-Schwartz inequality on the above, we obtain
(5.42)
∫
Br
η2|(Xiu−k)+|2F (|Xu|) |Tu|κ|X(Tu)|2dx
≤ cM 12
(∫
Br
η2|(Xiu− k)+|2F (|Xu|) |Tu|2κ+2|X(Tu)|2dx
) 1
2
43
for c = c(n, g0, L) > 0 and M as defined in (5.41). Now we iterate (5.42), choosing the
sequence κm = 2
m − 2 for m ∈ N. For any m ≥ 1, we set
am =
∫
Br
η2F (|Xu|) |(Xlu− k)+|2|Tu|κm |X(Tu)|2dx
and obtain a1 ≤ (cM) 12a
1
2
2 ≤ . . . ≤ (cM)(1−
1
2m
) a
1
2m
m+1, for every m ∈ N. Now, for some
large enough m to be chosen later, we estimate am+1. Recalling, |k| ≤ µ(r0) and using
Corrolary 4.7, we obtain
(5.43)
am+1 ≤ c µ(r0)2
∫
Br0/2
F (|Xu|) |Tu|κm+1|X(Tu)|2 dx
≤ c r−(κm+1+4)0
∫
Br0
F (|Xu|) |Xu|κm+1+2 dx
for some c = c(n, g0, L,m) > 0. Hence, we get
(5.44) am+1 ≤ c r−(κm+1+4)0 F(µ(r0))µ(r0)κm+1+4 |Br0 |.
Now we go back to the estimate of J3. From Ho¨lder’s inequality and (5.37),
J3 ≤ c
(∫
Br
η2F (|Xu|) |(Xlu− k)+|2|X(Tu)|2 dx
) 1
2
(∫
A+k,r
F (|Xu|) dx
) 1
2
≤ c a1/21 F(µ(r0))1/2|A+k,r(Xlu)|1/2.
for c = c(n, g0, L, τ) > 0. We continue further, using the iteration to estimate a
1/2
1 in terms
of am+1 and M. Then we use (5.44) and obtain
J3 ≤ cM 12 (1− 12m ) a
1
2m+1
m+1 F(µ(r0))
1/2|A+k,r(Xlu)|
1
2
≤ c
r
(1+ 1
2m
)
0
M 12 (1− 12m )F(µ(r0)) 12 (1+ 12m )µ(r0)(1+ 12m )|Br0|
1
2m+1 |A+k,r(Xlu)|
1
2
Using Young’s inequality on the above, we finally obtain
(5.45) J3 ≤M/2 + c r−20 F(µ(r0))µ(r0)2|Br0|
1
2m+1 |A+k,r(Xlu)|
2m
2m+1
for some c = c(n, g0, L, τ,m) > 0. The claim (5.40) follows immediately from (5.45), with
the choice of m = m(q) ∈ N such that 2m/(2m+1) ≥ 1−2/q. This completes the proof. 
Appendix II
Here we provide an outline of the proof of Lemma 4.6 for the reader’s convenience. It
requires some Caccioppoli type estimates of horizontal and vertical derivatives, similar to
those in [43]. The proof of Lemma 4.6 shall follow in the end.
The following Lemma is similar to Lemma 3.4 in [43] and Lemma 2.6 in [34]. The proof
is similar and easier than the proof of Lemma 4.9 in Appendix I, so we omit it. We refer the
reader to [34] for some remarks on the proof of Lemma 2.6 in it.
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Lemma 5.3. For any β ≥ 0 and η ∈ C∞0 (Ω), there exists c = c(n, g0, L) > 0 such that∫
Ω
η2 F (|Xu|) |Xu|β|XXu|2 dx ≤ c
∫
Ω
(|Xη|2 + η|Tη|)F (|Xu|) |Xu|β+2 dx
+ c(β + 1)4
∫
Ω
η2 F (|Xu|) |Xu|β|Tu|2 dx.
The following lemma is similar to Lemma 3.5 of [43].
Lemma 5.4. For any β ≥ 2 and all non-negative η ∈ C∞0 (Ω), we have∫
Ω
ηβ+2F (|Xu|) |Tu|β|XXu|2 dx ≤ c(β + 1)2‖Xη‖2L∞
∫
Ω
ηβF (|Xu|) |Xu|2|Tu|β−2|XXu|2 dx,
for some constant c = c(n, g0, L) > 0.
Proof. Note that have the following identity for any ϕ ∈ C∞0 (Ω), which can be easily obtained
using Xlϕ as a test function in equation (4.1) (see the proof of Lemma 3.5 in [35]).
(5.46)
∫
Ω
2n∑
i=1
Xl(Ai(Xu)Xiϕ) dx =
∫
Ω
T (An+l(Xu))ϕdx
Let η ∈ C∞0 (Ω) be a non-negative cut-off function. Fix any l ∈ {1, 2, . . . , n} and β ≥ 2, let
ϕ = ηβ+2|Tu|βXlu. We use ϕ as a test function in (5.46). Note that
Xiϕ = η
β+2|Tu|βXiXlu+ βηβ+2|Tu|β−2TuXluXi(Tu) + (β + 2)ηβ+1Xiη|Tu|βXlu
and that Xn+lXl = XlXn+l − T . Using these, we obtain
(5.47)
∫
Ω
∑
i
ηβ+2|Tu|βXl(Ai(Xu))XlXiu dx =
∫
Ω
ηβ+2Xl(An+l(Xu))|Tu|βTu dx
− (β + 2)
∫
Ω
∑
i
ηβ+1|Tu|βXl(Ai(Xu))XluXiη dx
+
∫
Ω
ηβ+2T (An+l(Xu)) |Tu|βXlu dx.
− β
∫
Ω
∑
i
ηβ+2|Tu|β−2TuXluXl(Ai(Xu))XiTu dx
= I1 + I2 + I3 + I4.
We will estimate both sides of (5.47) as follows. For the left hand side, the structure condition
(4.2) implies that∫
Ω
∑
i
ηβ+2|Tu|βXl(Ai(Xu))XlXiu dx ≥
∫
Ω
ηβ+2F (|Xu|) |Tu|β|XlXu|2 dx.
For the right hand side, we will show that for each item, the following estimate is true.
(5.48)
|Ik| ≤ cτ
∫
Ω
ηβ+2F (|Xu|) |Tu|β|XXu|2 dx
+
c(β + 1)2‖Xη‖2L∞
τ
∫
Ω
ηβF (|Xu|) |Xu|2|Tu|β−2|XXu|2 dx,
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for k = 1, 2, 3, 4, where c = c(n, p, L) > 0 and τ > 0 is a constant. By the above estimates
for both sides of (5.47), we end up with∫
Ω
ηβ+2F (|Xu|)|Tu|β|XlXu|2 dx ≤ cτ
∫
Ω
ηβ+2F (|Xu|) |Tu|β|XXu|2 dx
+
c(β + 1)2‖Xη‖2L∞
τ
∫
Ω
ηβF (|Xu|) |Xu|2|Tu|β−2|XXu|2 dx.
The above inequality is true for all l = 1, 2, . . . , n. Similarly, we can prove that it is true
also for all l = n + 1, . . . , 2n. Now, by choosing τ > 0 small enough, we complete the proof
of the lemma, assuming the proof of (5.48).
To prove (5.48), we start with I4. By structure condition (4.2) and Young’s inequality
|I4| ≤ cβ
∫
Ω
ηβ+2F (|Xu|) |Xu||Tu|β−1|XlXu‖X(Tu)| dx
≤ τ‖Xη‖2L∞
∫
Ω
ηβ+4F (|Xu|) |Tu|β|X(Tu)|2 dx
+
cβ2‖Xη‖2L∞
τ
∫
Ω
ηβF (|Xu|) |Xu|2|Tu|β−2|XlXu|2 dx.
We then apply Lemma 4.5 to estimate the first integral in the right hand side.
(5.49)
∫
Ω
ηβ+4F (|Xu|) |Tu|β|X(Tu)|2 dx ≤ c
∫
Ω
ηβ+2|Xη|2F (|Xu|) |Tu|β+2 dx.
Using this, we obtain
(5.50)
|I4| ≤ cτ
∫
Ω
ηβ+2F (|Xu|) |Tu|β+2 dx
+
cβ2‖Xη‖2L∞
τ
∫
Ω
ηβF (|Xu|) |Xu|2|Tu|β−2|XlXu|2 dx.
Since |Tu| ≤ 2|XXu|, (5.50) implies that I4 satisfies (5.48).
To prove that (5.48) holds for I1, integration by parts yields
I1 =−
∫
Ω
An+l(Xu)Xl(ηβ+2|Tu|βTu) dx
=− (β + 1)
∫
Ω
ηβ+2|Tu|βAn+l(Xu)Xl(Tu) dx
− (β + 2)
∫
Ω
ηβ+1An+l(Xu)Xlη|Tu|βTu dx = I11 + I12.
We will show that (5.48) holds for both I11 and I12. For I11, by structure condition (4.2)
and Young’s inequality,
|I11| ≤ c(β + 1)
∫
Ω
ηβ+2F (|Xu|) |Xu||Tu|β|X(Tu)| dx
≤ τ‖Xη‖2L∞
∫
Ω
ηβ+4F (|Xu|) |Tu|β|X(Tu)|2 dx
+
c(β + 1)2‖Xη‖2L∞
τ
∫
Ω
ηβF (|Xu|) |Xu|2|Tu|β dx,
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which, together with (5.49) and the fact |Tu| ≤ 2|XXu|, implies that (5.48) holds for I11.
For I12, (5.48) follows from
|I12| ≤ c(β + 2)
∫
Ω
ηβ+1|Xη|F (|Xu|) |Xu||Tu|β+1 dx,
and Young’s inequality. This proves that I1 satisfies (5.48).
For I2, we have by structure condition (4.2), that
|I2| ≤ c(β + 2)
∫
Ω
ηβ+1|Xη|F (|Xu|) |Xu||Tu|β|XlXu| dx,
from which, together with Young’s inequality and |Tu| ≤ 2|XXu|, (5.48) for I2 follows.
Finally, I3 has the same bound as that of I11. We have
|I3| ≤ c
∫
Ω
ηβ+2F (|Xu|) |Xu||Tu|β|X(Tu)| dx,
thus I3 satisfies (5.48), too. This completes the proof of (5.48), and hence that of the
lemma. 
The following corollary is easy to prove, by using Ho¨lder’s inequality on Lemma 5.4.
Corollary 5.5. For any β ≥ 2 and all non-negative η ∈ C∞0 (Ω), we have∫
Ω
ηβ+2F (|Xu|) |Tu|β|XXu|2 dx ≤ cβ2 (β + 1)β‖Xη‖βL∞
∫
Ω
η2 F (|Xu|) |Xu|β|XXu|2 dx,
where c = c(n, g0, L) > 0.
Now, we resate Lemma 4.6 as follows.
Lemma 5.6. For any β ≥ 2 and all non-negative η ∈ C∞0 (Ω), we have that
(5.51)
∫
Ω
ηβ+2 F (|Xu|) |Tu|β+2 dx ≤ c(β)K β+22
∫
supp(η)
F (|Xu|) |Xu|β+2 dx,
where K = ‖Xη‖2L∞ + ‖ηTη‖L∞ and c(β) = c(n, g0, L, β) > 0.
Proof. First, we show the following claim. For all non-negative η ∈ C∞0 (Ω), we show that
(5.52)
∫
Ω
η2 F (|Xu|) |Xu|β|XXu|2 dx ≤ c(β + 1)10K
∫
supp(η)
F (|Xu|) |Xu|β+2 dx,
where K = ‖Xη‖2L∞ + ‖ηTη‖L∞ and c = c(n, g0, L) > 0. Then, (5.51) follows easily from
Corollary 5.5, the estimate (5.52) and the fact that |Tu| ≤ 2|XXu|. Thus, we are only left
with the proof of the claimed estimate (5.52).
To prove (5.52), notice that by Lemma 5.3, we only need to estimate the integral∫
Ω
η2 F (|Xu|) |Xu|β|Tu|2 dx.
From Ho¨lder’s inequality, we have∫
Ω
η2F (|Xu|) |Xu|β|Tu|2 dx ≤
(∫
Ω
ηβ+2F (|Xu|) |Tu|β+2 dx
) 2
β+2
(∫
supp(η)
F (|Xu|) |Xu|β+2 dx
) β
β+2
.
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Then, using |Tu| ≤ |XXu| on the above, we obtain the following from Lemma 5.3, Corollary
5.5 and Young’s inequality,∫
Ω
η2 F (|Xu|) |Xu|β|XXu|2 dx ≤ c(β + 1) 4(β+2)β +2K
∫
supp(η)
F (|Xu|) |Xu|β+2 dx,
which proves the claim (5.52) and hence completes the proof. 
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