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C1,α THEORY FOR THE PRESCRIBED MEAN CURVATURE
EQUATION WITH DIRICHLET DATA
THEODORA BOURNI
Abstract. In this work we study solutions of the prescribed mean curva-
ture equation over a general domain that do not necessarily attain the given
boundary data. To such a solution, we can naturally associate a current with
support in the closed cylinder above the domain and with boundary given by
the prescribed boundary data and which inherits a natural minimizing prop-
erty. Our main result is that its support is a C1,α manifold-with-boundary,
with boundary equal to the prescribed boundary data, provided that both the
initial domain and the prescribed boundary data are of class C1,α.
1. Introduction
The Dirichlet problem for surfaces of prescribed mean curvature in an open set
Ω of Rn concerns the existence of a solution to the equation
1.1
n∑
i=1
Di
(
Diu√
1 + |Du|2
)
= H(x, u) in Ω
taking prescribed values
u = φ on ∂Ω.
Here and throughout this paper Ω ⊂ Rn is an open bounded set, φ ∈ L1(∂Ω)
and H(x, xn+1) is a C
1 function defined in Ω × R, which is non-decreasing in the
xn+1-variable and such that ‖H‖0 ≤ n (ωn/|Ω|)1/n.
It is known [JS68, Ser69] that if ∂Ω is C2, then a solution exists for any given
boundary values φ ∈ C0(∂Ω) provided that H∂Ω(x) > |H(x, φ(x))| for each x ∈
∂Ω, where H∂Ω denotes the mean curvature of the boundary and furthermore the
regularity of the solution depends on that of ∂Ω and φ. Here and in what follows
we adopt the sign convention according to which the mean curvature of ∂Ω is non-
negative in case Ω is convex. Furthermore, there are examples that indicate that
this condition is necessary for the existence of a solution (cf.[GT01, 14.4]).
Our goal is to study the regularity of such a solution without imposing any
curvature conditions for ∂Ω. For this reason we will use a variational approach to
the Dirichlet problem (cf. [Giu70, Mir75]) and look for a minimum of the functional
1.2 F(v) =
∫
Ω
√
1 + |Dv|2dx+
∫
Ω
∫ v(x)
0
H(x, xn+1)dxdxn+1 +
∫
∂Ω
|v − φ|dx
for v ∈ BV(Ω); here BV(Ω) denotes the space of all functions in L1(Ω) that have
bounded variation, i.e. with first distribution derivatives given by signed Radon
measures.
Giusti and Miranda [Giu70, Mir75] have proved that if ∂Ω is Lipschitz, then
there exists a minimizer u of the functional F , which is unique up to translations.
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Furthermore this minimizer satisfies equation 1.1 in Ω (cf. [?, ?, ?]) and attains
the prescribed boundary values above any C2 portion of the boundary where the
mean curvature is bigger than |H(x, φ(x))| [Mir71b].
The purpose of this paper is to give a complete and general discussion on the
regularity of the hypersurface obtained by taking the union of {(x, u(x)) : x ∈ Ω}
and the part of ∂Ω×R which is enclosed by {(x, u(x)) : x ∈ ∂Ω} and {(x, φ(x)) : x ∈
∂Ω}, where u is the minimizer of F . In particular in our Main Theorem (Theorem
4.2) we prove that if ∂Ω is C1,α and φ ∈ C1,α(∂Ω), then this hypersurface is a C1,α
manifold-with-boundary, with boundary equal to graphφ. We also show that this
regularity result can be extended for boundary data φ ∈ C1,a(∂Ω \ {x0}), where at
x0 ∈ ∂Ω, φ has a jump discontinuity.
Furthermore we will show that this manifold can be obtained as the C1,α limit
(as submanifolds of Rn+1) of graphs of C1,α functions over Ω. The main idea is to
approximate the equation of the given Dirichlet problem 1.1 by new equations in
which we change the RHS near the boundary by adding a divergence term that will
allow us to prove existence of barriers for solutions of the new equations. We then
use techniques from the theory of integer multiplicity varifolds, integral currents
and partial differential equations to get uniform C1,α estimates for the graphs of
the solutions to the approximating equations.
Concerning the regularity of u (the minimizer of F), it is known [Giu73, Sim74]
that if φ is Lipschitz, then above any C2 portion of the boundary where the mean
curvature is bigger than |H(x, φ(x))|, u is Holder continuous for some positive ex-
ponent. However above points of the boundary where this condition is not satisfied,
we could have u 6= φ and there are examples that show that the gradient of u does
not have to be bounded near these points. In [Sim76] it is proved that if Ω is a
C4 domain and φ is a Lipschitz function over ∂Ω then in the case H = 0, u is
Holder continuous at every point x ∈ ∂Ω where the mean curvature is negative
and furthermore the trace of u as a function above ∂Ω is locally Lipschitz at these
points. Note that since u ∈ BV(Ω) it has a well defined trace in L1(∂Ω). In [Lin87]
this result was extended for surfaces of prescribed mean curvature H = H(x).
The hypersurface that corresponds to u, as described above, inherits a minimiz-
ing property which we now describe: To a function v ∈ BV(Ω) we can associate an
integral n-current defined by
1.3 Tv = [[graph v]] +Q
where Q is the multiplicity 1 n-current with support in ∂Ω × R and boundary
∂Q = [[graphφ]] − [[trace v]]. Here and in what follows for the orientation of a
current [[graphv]] associated to the graph of a function v we use the downward
pointing unit normal to the graph. For any multiplicity 1 n-current S such that
sptS ⊂ Ω × R and ∂S = [[graphφ]] we let S˜ be the multiplicity 1 (n + 1)-current
such that S − [[(x, z) : x ∈ ∂Ω, z ≤ φ(x)]] = ∂S˜. Then if u minimizes the functional
F , the current T = Tu, as defined in 1.3, locally minimizes the functional
1.4 M(T ) +
∫
sptT˜
H(x′, xn+1)dx
′dxn+1
among all integral n-currents with support in Ω×R and boundary [[graphφ]] [Lin87],
where M(T ) denotes the mass of the current T .
This observation was first made by Lin and Lau [LL85] for the H = 0 case.
In particular they observed that in that case T minimizes area among all integral
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currents with support in Ω × R and boundary equal to [[graphφ]], thus locally,
near points of the trace of u that are away from graphφ, sptT is a solution to a
parametric obstacle problem. Hence, using results from [BK74, Mir71a] in case Ω
is a C2 domain, they showed that sptT is a C1,1 manifold near such points.
There are various results concerning the regularity of minimal boundaries re-
specting a given obstacle [Mir71a, BM82, Tam82], however these results (as that of
Lin and Lau) do not include any discussion about boundary points and hence, using
these results, we cannot conclude anything about the regularity around points in
the intersection traceu ∩ graphφ.
Finally we mention that if ∂Ω is of class C2 then, following the notation of
[DS93b], the current T = Tu is λ-minimizing, i.e.
M(T ) ≤M(T + ∂Q) + λM(Q)
for all integral (n + 1)-currents Q, where λ = max{‖H‖0, ‖H∂Ω‖0}. In [DS93a],
Duzaar and Steffen generalized for such currents the boundary regularity results
given in [HS79] for area minimizing currents. In particular they proved that if ∂T is
represented by a multiplicity 1, C1,α submanifold, then sptT is a C1,β submanifold,
for all β ≤ α/2, around each point a ∈ ∂T , where ΘT (a) < 1 + 1/2.
2. The Dirichlet problem with regular data
Notation and Definitions
Bmr (x) will denote them-dimensional ball of radius r centered at a point x ∈ Rm,
i.e.
Bmr (x) = {y ∈ Rm : |y − x| < r}
and ωm will denote the measure of the m-dimensional unit ball.
For any C1,α function u : V ∩ Bmr (0) → Rn, where V ⊂ Rm is a C1,α domain
and α ∈ (0, 1], ‖u‖1,α,V∩Bmr (x) will denote the scaled C1,α norm of u, i.e.:
‖u‖1,α,V∩Bmr (x) =
1
r
‖u‖0 + ‖Du‖0 + rα[Du]α
Occasionally, when there is no confusion about the domain of u, we will write ‖u‖1,α
instead of ‖u‖1,α,V∩Bmr (x).
For a point x ∈ Rn+1 we will often write x = (x′, xn+1), where x′ ∈ Rn. Finally
the letter c will denote a constant depending only on the specified parameters and
when different constants appear in the course of a proof we will keep the same letter
c unless the constant depends on some different parameters.
Definition 2.1. M ⊂ Rn+1 is an m-dimensional properly embedded C1,α subman-
ifold (where m ≤ n, α ∈ (0, 1]) if for each x ∈M there is a ρ > 0 such that
M ∩Bn+1ρ (x) = graphux ∩Bn+1ρ (x),
where ux ∈ C1,α((x + Lx) ∩Bn+1ρ (x);L⊥x ) for some m-dimensional subspace Lx of
R
n+1 and where graphux = {ξ+ ux(ξ) : ξ ∈ (x+Lx)∩Bn+1ρ (x)}. We quantify the
regularity of M ∩Bn+1ρ (x) by defining
κ(M,ρ, x) = inf ‖ux‖1,α,(x+Lx)∩Bn+1ρ (x)
where the infimum is taken over all choices of subspaces Lx and corresponding
representing functions ux.
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We say that a sequenceMk of m-dimensional submanifolds converges in the C
1,α
sense to M in Bn+1ρ (x) (for ρ > 0 and x ∈M) and write
Mk
C1,α−→ M in Bn+1ρ (x)
if there exists a subspace Lx and functions u, uk ∈ C1,α((x + Lx) ∩ Bn+1ρ (x);L⊥x )
with
Mk ∩Bn+1ρ (x) = graphuk ∩Bn+1ρ (x) , M ∩Bn+1ρ (x) = graphu ∩Bn+1ρ (x)
and
‖uk − u‖1,α,(x+Lx)∩Bn+1ρ (x) → 0.
We then say that Mk converges in the C
1,α sense to M in Rn+1 and write
Mk
C1,α−→ M , if there is a ρ > 0 such that Mk ⊂ ∪x∈MBn+1ρ (x) for all sufficiently
large k and if Mk
C1,α−→ M in Bn+1ρ (x) for each x ∈M .
Definition 2.2 (Regular Class). For α ∈ (0, 1], r > 0 we define the (α, r)-regular
class, which we denote by Bαr , to be the set of all pairs (Ω,Φ) satisfying the following:
1. Ω is a domain of Rn such that ∂Ω ∩ Bnr (0) is a non-empty, (n − 1)-
dimensional embedded C1,a submanifold of Rn such that
κ(∂Ω, r, x) < 1 , ∀x ∈ ∂Ω ∩Bnr (0).
2. There exists a sequence of functions {φi} ⊂ L1(∂Ω) ∩ C1,α(∂Ω ∩ Bnr (0))
such that graphφi
C1,α−→ Φ in Bnr (0)×R and Φ∩ (Bnr (0)×R) is an (n− 1)-
dimensional embedded C1,a submanifold of Rn+1 such that
κ(Φ ∩ (Bnr (0)× R), r, x) < 1 , ∀x ∈ Φ ∩ (Bnr (0)× R).
For (Ω,Φ) ∈ Bαr we define
κ(Ω,Φ) = max{ sup
x∈∂Ω∩Bnr (0)
κ(∂Ω, r, x), sup
x∈Φ∩(Bnr (0)×R)
κ(Φ ∩ (Bnr (0)× R), r, x)}.
Remark 2.3. Note that if (Ω,Φ) ∈ Bαr then
‖ν∂Ω(x) − ν∂Ω(y)‖ ≤ c(n)κ(Ω,Φ)|x− y|α
∀x, y ∈ ∂Ω ∩ Bnr (0), where for x ∈ ∂Ω, ν∂Ω(x) denotes the inward pointing unit
normal to ∂Ω at x, and
‖ projNorΦ(x)− projNorΦ(y) ‖ ≤ c(n)κ(Ω,Φ)|x− y|α
∀x, y ∈ Φ ∩ (Bnr (0) × R) such that |x − y| ≤ r, where for x ∈ Φ, NorΦ(x) denotes
the 2-dimensional normal subspace to Φ at x.
The following remark is a direct consequence of the Arzela-Ascoli theorem.
Remark 2.4. Let (Ωi,Φi) ∈ Bαri be a sequence such that lim inf ri = ∞ and for
some r ∈ (0,∞), Bnr (0) ∩ ∂Ωi 6= ∅ for all i. Then after passing to a subsequence
Ωi
C1,α
′
−→ Ω and Φi C
1,α′
−→ Φ
for any α′ < α in the sense of Definition 2.1 and where (Ω,Φ) ∈ Bαr′ for all r′ > r.
If in addition κ(Ωi,Φi) → 0, then for the limit we have that (Ω,Φ) = (H,Φ),
where H is an n-dimensional halfspace and Φ ⊂ ∂H ×R is an (n− 1)-dimensional
linear space or ∅.
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The Dirichlet Problem
Let Ω be a domain of Rn and φ ∈ L1(∂Ω) be such that (Ω, graphφ) ∈ Bαr , for
some α ∈ (0, 1] and r > 0. We consider the following Dirichlet problem:
n∑
i=1
Di
(
Diu√
1 + |Du|2
)
= H +
n∑
i=1
Dif
i in Ω
u = φ on ∂Ω
2.5
whereH = H(x, u(x)), f i = f i(x, u(x)) ∈ L1(Ω×R), H is bounded in (Ω∩Bnr (0))×
R and f = (f1, . . . fn) is a C0,α vector field in (Ω ∩Br(0))× R, so that
‖H‖0,(Ω∩Bnr (0))×R = sup
x∈(Ω∩Bnr (0))×R
|H(x)| <∞
and
[f ]α,(Ω∩Bnr (0))×R
= sup
x,y∈(Ω∩Bnr (0))×R
|f(x)− f(y)|
|x− y| <∞.
For notational simplicity and as long as there is no confusion about the domain
Ω, we will write ‖H‖0,Bnr (0)×R and [f ]α,Bnr (0)×R instead of ‖H‖0,(Ω∩Bnr (0))×R and
[f ]α,(Ω∩Bnr (0))×R
respectively.
The equation in 2.5 above is to be interpreted weakly, i.e.
2.6
∫
Ω
n∑
i=1
Diu√
1 + |Du|2DiζdH
n = −
∫
Ω
HζdHn +
∫
Ω
n∑
i=1
fiDiζdHn
for any ζ ∈ C1c (Ω).
For the rest of Section 2 we will let u ∈ C1,α(Ω) be a (weak) solution of the
Dirichlet problem 2.5 and T = [[graphu]] be the multiplicity 1, n-current associated
to the graph of u. Recall that for the orientation of a current associated to the
graph of a function we use the downward pointing unit normal to the graph. In
our case, for the function u, we extend this vector to be an Rn+1-valued function
in all of Ω × R that is independent of the xn+1-variable and we let ν denote this
extension, i.e. for any (x′, xn+1) ∈ Ω× R
2.7 ν(x′, xn+1) =
(
D1u(x
′)√
1 + |Du(x′)|2 , . . . ,
Dnu(x
′)√
1 + |Du(x′)|2 ,
−1√
1 + |Du(x′)|2
)
.
Furthermore, we associate to the vector field ν an n-form ω defined as follows:
2.8 ω =
n+1∑
i=1
(−1)i+1ei · νdx1 ∧ · · · ∧ d̂xi ∧ · · · ∧ dxn+1
where e1, e2, . . . , en+1 denote the standard unit vectors in R
n+1.
Volume Bounds
In this paragraph we will show bounds for the mass of the current T and also
prove that it has an “almost minimizing” property (cf. Lemma 2.10). The main
ingredient is Lemma 2.9, which allows us to compare T , with other currents that
have the same boundary and coincide with T outside (Ω ∩ Bnr (0)) × R. Recall
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that r is such that for the initial data of the Dirichlet problem 2.5 we have that
(Ω, graphφ) ∈ Bαr .
Lemma 2.9. Assume u ∈ C1,α(Ω) is a (weak) solution of the Dirichlet problem
2.5 and let T = [[graphu]] be the corresponding multiplicity 1, n-current. Let R be
a multiplicity 1, (n + 1)-current in Rn+1 with sptR ⊂ W ⊂⊂ (Ω ∩ Bnr (0)) × R.
Then for S = T − ∂R
(1 − dα[f ]α,Bnr (0)×R)M(T ) ≤ (1 + dα[f ]α,Bnr (0)×R)M(S) + ‖H‖0,Bnr (0)×RM(R)
where d = diamW .
Proof. Note first that if u is smooth then ω (as defined in 2.8) is a smooth n-form
and hence
T (ω)− S(ω) = ∂R(ω) = R(dω) =
∫
sptR
Θ(x) div ν(x)dx
=
∫
sptR
Θ(x) (H(x′, u(x′)) + div f(x′, u(x′))) dx′dxn+1
=
∫
sptR
Θ(x) (H(x′, u(x′)) + div(f(x′, u(x′))− f(x0)) dx′dxn+1
where x0 is any given point inW , Θ(x) depends on the orientation ofR, in particular
Θ(x) =< ~R(x), dx1 ∧ · · · ∧ dxn+1 >∈ {1,−1}
and recall that for any point x ∈ Rn+1 we use the notation x = (x′, xn+1).
Hence we get that
(1) T (ω)− S(ω) =
∫
sptR
Θ(x)H(x′, xn+1)dx
′dxn+1 + ∂R(ωf−f0)
where
ωf−f0 =
n+1∑
i=1
(−1)i+1ei · (f − f(x0)) dx1 ∧ · · · ∧ d̂xi ∧ · · · ∧ dxn+1
which implies the lemma, since T (ω) =M(T ) and |ωf−f0 | ≤ dα[f ]α,Bnr (0)×R every-
where in W .
For the general case, when u is C1,α it suffices to show that (1) is still true. For
this reason we will approximate ω by smooth n-forms.
Let ζ ∈ C∞c (Rn+1) be such that spt ζ ⊂ Bn+11 (0), ζ ≥ 0,
∫
Rn+1
ζ(x)dx = 1. For
σ ∈ (0, 1) we let ζσ(x) = σ−(n+1)ζ(x/σ) and consider the n-form
ωσ = ζσ ∗ ω =
n+1∑
i=1
(−1)i+1(ζσ ∗ νi)dx1 ∧ · · · ∧ d̂xi ∧ · · · ∧ dxn+1
where ν, ω are as defined in 2.7, 2.8.
Then ωσ is a smooth n-form and hence
T (ωσ)− S(ωσ) = ∂R(ωσ) = R(dωσ)
=
∫
sptR
Θ(x)
∫
Bn+1σ (x)
−Dy (ζσ(x − y)) · ν(y)dydx.
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Using equation 2.6 (the weak form of the prescribed mean curvature equation) we
get
T (ωσ)− S(ωσ) =−
∫
sptR
Θ(x)
∫
Bn+1σ (x)
ζσ(x− y)H(y′, u(y′))dydx
−
∫
sptR
Θ(x)
∫
Bn+1σ (x)
Dxζσ(x − y) · (f(y′, u(y′))− f(x0)) dydx
where we have used the fact that∫
Bn+1σ (x)
Dxζσ(x− y) · f(x0)dy = 0.
Hence we have that
T (ωσ)−S(ωσ) = −
∫
sptR
Θ(x)
∫
Bn+1σ (x)
ζσ(x− y)H(y′, u(y′))dydx−∂R(ζσ ∗ωf−f0)
which by letting σ → 0 implies (1). 
Lemma 2.10. Assume u ∈ C1,α(Ω) is a (weak) solution of the Dirichlet prob-
lem 2.5 and let T = [[graphu]] be the corresponding multiplicity 1, n-current.
Then for any x0 ∈ Bnr (0) × R and ρ > 0 such that Bn+1ρ (x0) ⊂ Bnr (0) × R and
ρα[f ]α,Bnr (0)×R < 1/4:
M(T Bn+1ρ (x0)) ≤ c
(
1 + ρ‖H‖0,Bnr (0)×R
)
ωnρ
n
and
M
W
(T ) ≤M
W
(S) + cωnρ
n
(
ρ‖H‖0,Bnr (0)×R + ρα[f ]α,Bnr (0)×R
)
for any W ⊂⊂ Bn+1ρ (x0) and S an integral n-current in Rn+1 with ∂S = ∂T and
spt(T − S) a compact subset of W ∩ (Ω× R) and where c is an absolute constant.
Proof. Since spt(S−T ) ⊂ Bn+1ρ (x0)∩
(
(Bnr (0) ∩ Ω)× R
)
, by Lemma 2.9 and using
the assumption ρα[f ]α,Bnr (0)×R < 1/4 we have that(
1− 2ρα[f ]α,Bnr (0)×R
)
M
W
(T ) ≤M
W
(S) + 2ωnρ
n+1‖H‖0,Bnr (0)×R(1)
Let U = {(x′, xn+1) ∈ Ω × R : xn+1 ≤ u(x′)}, i.e. U is the region under the
graph of u and let also Uσ = U ∩ Bn+1σ (x0). By Sard’s theorem, for almost all
σ > 0, M(T ∂Bn+1σ (x0)) = 0. For such σ ≤ ρ, let S = T Bn+1σ (x0)− ∂Uσ. Then
sptS ⊂ ∂Bn+1σ (x0) ∪
(
(∂Ω× R) ∩Bn+1σ (x0)
)
and so
M(S) ≤ 4ωnσn + ωnσn(1 + κ) ≤ 6ωnσn
where κ = κ(Ω,Φ) is as in Definition 2.2. Using this in inequality (1) we have that
M(T Bn+1σ (x0)) ≤ 12(1 + σ‖H‖0,Bnr (0)×R)ωnσn
which gives the first assertion of the lemma.
Taking σ ∈ (0, ρ] such that W ⊂ Bn+1σ (x0) we have that
M
W
(T ) ≤ 12(1 + ρ‖H‖0,Bnr (0)×R)ωnρn
and using this estimate back in the inequality (1) we get
M
W
(T ) ≤M
W
(S) + 24ωnρ
n(1 + ρ‖H‖0,Bnr (0)×R)ρα[f ]α,Bnr (0)×R
+ 2ωnρ
n+1‖H‖0,Bnr (0)×R
which implies the second assertion of the lemma. 
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Definition 2.11. Let M be an n-dimensional manifold in Rn+1, x ∈M and P an
n-dimensional linear space passing through x. We say that M is σ-close to P in
Bn+1ρ (x) if
M ∩Bn+1ρ (x) ⊂ q(Qρ,σ)
for some orthogonal transformation q of Rn+1 such that q(0) = x, q({0}×Rn) = P
and where
Qρ,σ = [−σρ, σρ]×Bnρ (0).
Lemma 2.12. Let u ∈ C1,α(Ω) be a (weak) solution of the Dirichlet problem
2.5. Let x0 ∈ graphu ∩ (Bnr/2(0) × R) and ρ ∈ (0, r/2] be such that Bn+1ρ (x0) ⊂
Bnr/2(0)× R, Bn+1ρ (x0) ∩ graphφ = ∅ and ρα[f ]α,Bnr (0)×R < 1/4. Then
Hn(graphu∩ q(Qρ,σ)) ≤ (1 + 3ρα[f ]α,Bnr (0)×R)ωnρn + cσωnρn(n+ ρ‖H‖0,Bnr (0)×R)
for any σ ∈ (0, ρ) and any orthogonal transformation of Rn+1, q, such that q(0) =
x0 and where c is an absolute constant.
Proof. Let q be an orthogonal transformation of Rn+1 and let Q± be the regions
in q(Qρ,σ) that lie above and below the graph of u, i.e.
Q+ = {x = (x′, xn+1) ∈ q(Qρ,σ) : xn+1 > u(x)}
Q− = {x = (x′, xn+1) ∈ q(Qρ,σ) : xn+1 < u(x)}.
Notice that for one of the ∂Q±, say ∂Q+, we know that∣∣∂Q+ ∩ (q ({σρ} ×Bnρ (0)) ∪ q ({−σρ} ×Bnρ (0)))∣∣ ≤ ωnρn.
Then the lemma is a direct consequence of Lemma 2.9, applied with Q+ in place
of R. 
Remark 2.13. If in addition to the hypotheses of Lemma 2.12 we have that
graphu ∩ Bn+1ρ (x0) is σ-close to a plane (in the sense of Definition 2.11) then
Lemma 2.12 eventually gives
Hn(graphu∩Bn+1ρ (x0)) ≤ (1+3ρα[f ]α,Bnr (0)×R)ωnρn+cσωnρn(n+ρ‖H‖0,Bnr (0)×R).
Lemma 2.14. Let u ∈ C1,α(Ω) be a (weak) solution of the Dirichlet problem 2.5.
Let x0 ∈ graphu ∩ (Bnr (0) × R) and ρ > 0 be such that Bn+1ρ (x0) ⊂ Bnr (0) × R,
Bn+1ρ (x0) ∩ graphφ = ∅ and ρα[f ]α,Bnr (0)×R ≤ 1/2. Then
(1) Hn+1(U± ∩Bn+1ρ (x0)) ≥ cρn+1
where U± are the regions of Ω × R that lie above (U+) and below (U−) the graph
of u and
(2) Hn(graphu ∩Bn+1ρ (x0)) ≥ cρn.
The constant c in both inequalities depends on ‖H‖0,Bnr (0)×R and n.
Proof. We first give the proof of (1) for U−; the argument for U+ is similar.
Let
(3) Uρ = U
− ∩Bn+1ρ (x0) , Gρ = graphu ∩Bn+1ρ (x0).
By Lemma 2.9 (with Uρ in place of R) we get that
(4) Hn(Gρ) ≤ 3 d
dρ
Hn+1(Uρ) + 2‖H‖0,Bnr (0)×RHn+1(Uρ).
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Since
Hn(∂Uρ) ≤ Hn(Gρ) + d
dρ
Hn+1(Uρ)
the isoperimetric inequality for Uρ implies that
(5) Hn+1(Uρ) nn+1 ≤ c(n)Hn(∂Uρ) ≤ c(n)
(
Hn(Gρ) + d
dρ
Hn+1(Uρ)
)
.
Using the estimate (4) in (5) we get
Hn+1(Uρ) nn+1 ≤ c d
dρ
Hn+1(Uρ)
because we can assume that 2c(n)‖H‖0,Bnr (0)×RHn+1(Uρ) ≤ 12Hn+1(Uρ)
n
n+1 , where
c(n) is the constant from the isoperimetric inequality, since otherwise the lemma is
trivially true.
Hence
d
dρ
(
Hn+1(Uρ) 1n+1
)
≥ c
and after integrating
Hn+1(Uρ) ≥ cρn+1.
For proving (2) of the lemma we let Uρ, Gρ be as defined in (3) above. By
inequality (1) we know that
Hn+1(Uρ) ≥ cρn+1.
Let v be a unit vector in Rn+1 such that
(6) v · (0, . . . , 0, 1) > 0.
For such a vector v we define Pv to be the n-dimensional affine subspace of R
n+1,
passing through x0 and normal to v, i.e.
Pv = {x ∈ Rn+1 : (x− x0) · v = 0}
and U+ρ,v to be the part of Uρ that lies above Pv, i.e.
U+ρ,v = {x ∈ Uρ : (x− x0) · v > 0}.
We claim that it is enough to prove that for some vector v, satisfying (6), we
have that
(7) Hn+1(U+ρ,v) ≤
1
4
Hn+1(Uρ).
To see this assume that (7) is true for some v and let G±ρ,v be the parts of Gρ that
lie above (G+ρ,v) and below (G
−
ρ,v) the affine subspace Pv. Let also
G˜ρ = G
−
ρ,v ∪ refPv (G+ρ,v) ∪ (Gρ ∩ Pv)
where refPv denotes the reflection along Pv and let U˜ρ be the region of B
n+1
ρ (x0)
that lies below G˜ρ. Then we have that
Hn(G˜ρ) = Hn(Gρ)
and
Hn+1(U˜ρ) ≥ Hn+1(Uρ)− 2Hn+1(U+ρ,v) ≥
1
2
Hn+1(Uρ).
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Furthermore, since U˜ρ lies below Pv, we have that
projPv (G˜ρ) = projPv (U˜ρ)
where projPv denotes the projection onto the affine subspace Pv. Finally since
U˜ρ ⊂ {x− tv : x ∈ projPv (U˜ρ), 0 ≤ t ≤ ρ}
we have that
ρHn(projPv (U˜ρ)) ≥ Hn+1(U˜ρ)
and hence
Hn(Gρ) = Hn(G˜ρ) ≥ Hn(projPv (G˜ρ)) = Hn(projPv (U˜ρ))
≥ ρ−1Hn+1(U˜ρ) ≥ ρ−1 1
2
Hn+1(Uρ) ≥ cρn
.
We now need to show that for some vector v that satisfies (6), inequality (7) is
true.
For any t ∈ (−1, 1) let vt = (t, 0, . . . , 0,
√
1− t2),
Pt = {x ∈ Rn+1 : (x − x0) · vt = 0}
and
U+ρ,t = {x ∈ Uρ : (x− x0) · vt > 0} , U−ρ,t = {x ∈ Uρ : (x− x0) · vt < 0}.
We claim that for some t, Hn+1(U+ρ,t) ≤ 14Hn+1(Uρ).
Assume it is not true. Then for all t
Hn+1(U−ρ,t) ≤
1
4
Hn+1(Uρ)
and hence for any ε > 0
Hn+1(U+ρ,1−ε ∩ U+ρ,−1+ε) ≥
1
2
Hn+1(Uρ)
which is impossible, since
Hn+1(U+ρ,1−ε ∩ U+ρ,−1+ε) ε→0−→ 0.

The solutions to 2.5 are uniformly close to planes near the boundary
cylinder
In this paragraph we want to show that given ε > 0, there exists ρ > 0 depending
only on ε, r, ‖H‖0,Bnr (0)×R and [f ]α,Bnr (0)×R, such that the graph of u is ε-close to
some n-dimensional linear space in all balls of radius less than ρ that intersect the
boundary cylinder (cf. Theorem 2.16). The main ingredient is the following lemma:
Lemma 2.15. Let (Ωk, graphφk) ∈ Bαrk be a sequence such that rk →∞, κ(Ωk,Φk) →
0 and ∂Ωk ∩ Bnr (0) 6= ∅ for some r ∈ (0,∞), where Φk = graphφk. Assume that
uk ∈ C1,α(Ωk) is a (weak) solution of the corresponding Dirichlet problem 2.5 with
[fk]α,Bnrk (0)×R
→ 0 and ‖Hk‖0,Bnrk(0)×R → 0 and let Tk = [[graphuk]].
Then, after passing to a subsequence,
(1) Tk (B
n
rk(0)× R)→ T
in the weak sense of currents, but also with the corresponding measures converging
µTk → µT as Radon measures and where for the limit T either
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(i) ∂T = 0 and sptT is a vertical hyperplane
or
(ii) ∂T 6= 0 and sptT is an n-dimensional halfspace.
Furthermore for the convergence in (1) we have that for any ε > 0 and W a
compact subset of Rn+1 such that W ∩ sptT 6= ∅, there exists k0 such that for all
k ≥ k0
(2) sptTk ∩W ⊂ ε-neighborhood of sptT.
Proof. We note that given any ρ > 0 and for all k large enough we have that
ρα[fk]α,Bnrk (0)×R
< 1/4 and therefore we can apply Lemma 2.10. This implies that
the currents Tk (B
n
rk
(0) × R) have locally uniformly bounded masses. Hence we
can apply the Federer-Fleming compactness theorem [Sim83, Theorem 32.2] which
implies that after passing to a subsequence
Tk (B
n
rk
(0)× R)→ T
in the weak sense of currents in Rn+1, where T is an integral n-current. Fur-
thermore, by Remark 2.4, T has support in an (n + 1)-dimensional closed halfs-
pace. Without loss of generality, we can assume that this halfspace is equal to
R+ × Rn = {x ∈ Rn+1 : x1 ≥ 0}. According to the Federer-Fleming compactness
theorem we also have that ∂Tk = [[Φ
k]] → ∂T and thus (using Remark 2.4 again)
either ∂T = 0 or ∂T = [[Φ]], where Φ is an (n − 1)-dimensional affine subspace of
{0} × Rn.
We claim that T is area minimizing. In view of Lemma B.4 it suffices to prove
that it is area minimizing in the closed halfspace R+ × Rn. Note that although
the currents Tk are not area minimizing, they do satisfy a minimizing property (cf.
Lemma 2.10), which enables us to argue as in the case when T is the limit of area
minimizing currents (cf. [Sim83, Theorem 34.5]), as follows:
Since Tk (B
n
rk
(0) × R) → T in the weak sense of currents, we know that the
convergence is also with respect to the flat-metric (cf. [Sim83, Theorem 31.2]),
i.e. there exist integral (n + 1)-currents Rk and integral n-currents Pk such that
T − Tk (Bnrk(0)× R) = ∂Rk + Pk and for any compact subset W of Rn+1
M
W
(Rk) +MW (Pk)→ 0.
Let S be an integral n-current such that ∂S = 0 and sptS ⊂ W ∩ (R+ × Rn),
where W is a compact subset of Rn+1. Let Wε = {x ∈ Rn+1 : dist(x,W ) < ε}. We
can choose ε ∈ (0, 1) so that, after passing to a subsequence, we have that for all k:
(3) M(Tk ∂Wε) = 0 , M(T ∂Wε) = 0
and
(4) ∂(Rk Wε) = (∂Rk) Wε + Lk
where Lk is an integral n-current such that sptLk ⊂ ∂Wε and M(Lk)→ 0. Then
T Wε − Tk Wε = ∂R˜k + P˜k
where R˜k = Rk Wε and P˜k = Pk Wε − Lk, and
(5) M
Wε
(T + S) =M
Wε
(Tk + S + ∂R˜k + P˜k) ≥MWε(Tk + Sk)−MWε(P˜k)
where Sk = S + ∂R˜k. For Sk we have that sptSk ⊂W ε and ∂Sk = 0.
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Let R > 0 be such that W ε ⊂ Bn+1R (0). For k big enough, so that rk > R, let ℓk
be a lipschitz retraction of (R+ × Rn) ∩Bn+1R (0) to (Ωk × R) ∩Bn+1R (0) such that
|ℓk(x) − ℓk(y)|
|x− y| ≤ κ(Ωk,Φk) , ∀x, y ∈ {0} × R
n.
Then the current ℓk#Sk has support in Ωk × R and no boundary, hence using the
minimizing property of Tk (Lemma 2.10) we have that
M
Wε
(Tk) ≤MWε(Tk + ℓk#Sk) + c
(
R‖H‖0,BnR(0)×R +Rα[f ]α,BnR(0)×R
)
ωnR
n
≤ |Jℓk|MWε′ (Tk + Sk) + c
(
R‖H‖0,BnR(0)×R +Rα[f ]α,BnR(0)×R
)
ωnR
n
for any ε′ > ε such that Wε′ ⊂ Bn+1R (0) and where Jℓk denotes the Jacobian of ℓk
and thus |Jℓk| < 1 + cκ(Ωk,Φk). Letting ε′ ↓ ε we get
M
Wε
(Tk) ≤|Jℓk|
(
M
Wε
(Tk + Sk) +M(Lk)
)
+ c
(
R‖H‖0,BnR(0)×R +Rα[f ]α,BnR(0)×R
)
ωnR
n
(6)
where we have used (3) and (4). Hence, using (6) to estimate M
Wε
(Tk+Sk) in (5),
we get
M
Wε
(T + S) ≥ (1− cκ(Ωk,Φk))MWε(Tk)−MWε(P˜k)−M(Lk)
− c
(
R‖H‖0,BnR(0)×R +Rα[f ]α,BnR(0)×R
)
ωnR
n
where c depends only on n. Letting k → ∞ and using the lower semicontinuity of
the mass and the fact that M
Wε
(P˜k)→ 0, M(Lk)→ 0 we get
M
Wε
(T ) ≤M
Wε
(T + S)
which implies that
M
W
(T ) ≤M
W
(T + S)
since S = 0 outside W , and hence T is area minimizing.
We claim now that µTk → µT as Radon measures.
Using S = 0 in the above argument we have that
M
Wε
(T ) ≥ (1− cκ(Ωk,Φk))MWε(Tk)−MWε(P˜k)
− c
(
R‖H‖0,BnR(0)×R +Rα[f ]α,BnR(0)×R
)
ωnR
n
and letting k → 0
M
Wε
(T ) ≥ lim sup
k
M
Wε
(Tk).
Since W ⊂Wε
lim supµTk(W ) ≤MWε(T ) = µT (Wε)
and because we can repeat the argument for ε ↓ 0 we have that
µT (W ) ≥ lim sup
k
µTk(W )
which along with the lower semicontinuity of Radon measures implies the measure
convergence.
Next we will show that T is either an n-dimensional halfspace or a vertical
hyperplane.
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Assume first that we are in case (i) ∂T = 0. This is the case when for any
W ⊂⊂ Rn+1, W ∩ Φk = ∅ and hence ∂Tk W = 0, for all k large enough (cf.
Remark 2.4).
Using the uniform area ratio bounds, Lemma 2.10 and the interior monotonicity
formula [All72] we have
1 ≤ ω−1n r−nµT (Bn+1r (x)) = ω−1n r−n lim
k
µTk(B
n+1
r (x)) ≤ c
for all x ∈ sptT and any r > 0, where c is an absolute constant.
Hence for a sequence {Λi} ↑ ∞ we can apply the Federer-Fleming compactness
theorem to the sequence Tx,Λi = ηx,Λi#T , where for x ∈ Rn+1 and λ ∈ R, ηx,λ :
R
n+1 → Rn+1 is defined by ηx,λ(y) = λ−1(y−x). So, after passing to a subsequence,
Tx,Λi → C
in the weak sense of currents, where C is an integral n-current. Since Tx,Λi are area
minimizing, C is an area minimizing cone and µTx,Λi → µC as radon measures.
Furthermore, since sptT ⊂ R+ × Rn we have that sptTx,Λi ⊂ {y ∈ Rn+1 : y1 ≥
−Λ−1i x1}, where x1, y1 denote the first coordinates of x and y respectively, and
hence sptC ⊂ R+ × Rn. This implies [Sim83, Theorems 36.5, 26.27] that
C = m[[{0} × Rn]]
for some integer m ≥ 1. We claim that in fact m = 1.
For σ ∈ (0, 1), let Q1,σ = [−σ, σ] × Bn1 (0). Then µC(Q1,σ) = mωn. By the
measure convergence µTx,Λi → µC and µTk → µT , we have that for any δ > 0 there
exists some Λ > 0 and k0 such that for all k ≥ k0
m− δ ≤ 1
Λnωn
µTk(x+ ΛQ1,σ).
Using Lemma 2.12, the RHS of the above inequality is less than 1+Λα[fk]α,Bnrk (0)×R
+
cσ(1 + Λ‖Hk‖0) and hence taking σ small enough we conclude that m has to be 1.
Hence we get that
ω−1n r
−nµT (B
n+1
r (x)) = 1 , ∀x ∈ sptT and r > 0
which implies that T itself is a hyperplane of multiplicity 1 and since sptT ⊂
R+ × Rn is has to be a vertical hyperplane.
Assume now that we are in case (ii) ∂T = [[Φ]]. In this case Φk
C1,α
′
−→ Φ for all
α′ < α and hence Φ is an (n − 1)- dimensional linear subspace of {0} × Rn (cf.
Remark 2.4). Without loss of generality we can assume that Φ = {0}×Rn−1×{0}.
Using the uniform area ratio bounds, Lemma 2.10 and the boundary monotonic-
ity formula [All75] we get
1
2
≤ ω−1n r−nµT (Bn+1r (0)) = ω−1n r−n lim
k
µTk(B
n+1
r (0)) ≤ c
for any r > 0 and where c is an absolute constant.
Hence for a sequence {Λi} ↑ ∞ we can apply the Federer-Fleming compactness
theorem to the sequence TΛi = η0,Λk#T to conclude (as in case (i)) that after
passing to a subsequence
TΛi → C
where C is an area minimizing cone with sptC ⊂ R+×Rn, ∂C = Φ = {0}×Rn−1×
{0} and also µTΛi → µC as Radon measures.
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Hence we can apply Lemma B.1 and in particular Corollaries B.2, B.3 to C to
conclude that C is either an n-dimensional halfspace or
C = mP1 + (m− 1)P2
for some integer m ≥ 1, where P1, P2 denote the n-dimensional halfspaces {0} ×
R
n−1 × R±.
We claim that in the latter case m = 1 and hence C is a halfspace in either case.
To see this, take x ∈ sptC such that for Q1,σ(x) = x + [−σ, σ] × Bn1 (0) we have
that Q1,σ(x)∩Φ = ∅ and µC(Q1,σ(x)) = mωn. We can argue now as in case (i) and
using the measure convergence µTΛi → µC , µTk → µT and Lemma 2.12 we have
that for any δ > 0 there exists some Λ > 0 and k0 such that for all k ≥ k0
m− δ ≤ 1
Λnωn
µTk(x + ΛQ1,σ(x)) ≤ 1 + 3Λα[fk]α,Bnrk (0)×R + cσ(1 + Λ‖Hk‖0)
and hence taking σ small enough we conclude that m has to be 1.
Hence C is a halfspace and therefore for any r > 0
ω−1n r
−nµT (B
n+1
r (0)) =
1
2
so that T is an area minimizing cone with vertex 0. Hence we can apply Lemma
B.1 and Corollaries B.2, B.3 to T , which along with the fact that the density at 0
is 1/2 imply that T is a an n-dimensional halfspace.
We finally have to prove statement (2) of the Theorem.
Assume that for someW ⊂⊂ Rn+1 such thatW ∩spt T 6= ∅ and ε > 0, statement
(2) of the Theorem is not true. Hence, after passing to a subsequence, we have that
for every k there exists xk ∈ sptTk ∩W such that
Bn+1ε (xk) ∩ sptT = ∅.
Since either Φk∩W = ∅ for k big enough or Φk∩(Bnrk(0)×R)
C1,α
′
−→ Φ for all α′ < α,
we have (after passing to a further subsequence if necessary) thatBn+1ε/2 (xk)∩Φk = ∅.
Hence, for k big enough so that Bn+1ε/2 (xk) ⊂ Bnrk(0) × R and (ε/2)α[fk]α,Bnrk×R ≤
1/2, we can apply (2) of Lemma 2.14 with x0 = xk to conclude that for any ρ ≤ ε/2
µTk(B
n+1
ρ (xk)) ≥ cρn
where c depends only on n.
Since xk ∈ W ⊂⊂ Rn+1 and Bn+1ε (xk) ∩ sptT = ∅ for all k, we have that, after
passing to a subsequence, xk → x0 for some x0 ∈ W , such thatBn+1ε/2 (x0)∩spt T = ∅.
Then for k large enough we have that
Bn+1ε/4 (xk) ⊂ Bn+1ε/2 (x0)⇒ µTk(Bn+1ε/2 (x0)) ≥ µTk(Bn+1ε/4 (xk)) ≥ c(ε/4)n.
By the mass convergence µTk → µT , this implies that
µT (B
n+1
ε/2 (x0)) > 0
which contradicts the fact that Bn+1ε/2 (x0) ∩ sptT = ∅. 
Theorem 2.16. Let (Ω,Φ) ∈ Bαr , with Φ given by the graph of a function; Φ =
graphφ and let also u ∈ C1,α(Ω) be a (weak) solution of the Dirichlet problem 2.5
with H, f satisfying
(1) ‖H‖0,Bnr (0)×R ≤ K , [f ]α,Bnr (0)×R ≤ K.
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for some K > 0.
Then ∀ ε > 0, there exists ρ = ρ(r, ε,K) < r such that the following holds:
For any x ∈ (Bnr/2(0)× R) ∩ graphu and λ ∈ (0, ρ] such that dist(x, ∂Ω× R) < λ,
(2) λ−1 sup
graphu∩Bn+1λ (x)
dist(y − x, P ) < ε
for some n-dimensional linear subspace P = P (x, λ).
(3) ω−1n λ
−n| graphu ∩Bn+1λ (x)| ≤ 1 + ε.
In particular if x ∈ Φ then inequality (2) holds with an n-dimensional halfspace
P+ = P+(x, λ) in place of P , such that 0 ∈ ∂P+ and
λ−1 sup
Φ∩Bn+1λ (x)
dist(y − x, ∂P+) < ε
and inequality (3) holds with the RHS replaced by 1/2 + ε.
Proof. Assume that the theorem is not true. Then for some ε > 0, there exist
a sequence of boundary data (Ωi,Φi) ∈ Bαr and corresponding Dirichlet problems
(as in 2.5) with Hi, fi satisfying (1) such that the following holds: there exists a
sequence λi ↓ 0 and xi ∈ (Bnr/2(0) × R) ∩ graphui, where ui ∈ C1,α(Ωi) are weak
solutions of the corresponding problems, with
dist(xi, ∂Ωi × R) < λi
but such that at least one of the assertions (2), (3) with x = xi and λ = λi fails.
Let Ω˜i = ηxi,λi(Ωi) and Φ˜i = ηxi,λi(Φi), where ηx,λ(y) = λ
−1(y − x). Then
(after a vertical translation so that Ω˜i ⊂ Rn × {0})
(Ω˜i, Φ˜i) ∈ Bαr/(2λi)
and κ(Ω˜i,Φ˜i) ≤ λαi κ(Ωi,Φi). Also Φ˜i = graph φ˜i, where φ˜i ∈ C1,α(∂Ω˜i) is defined
by φ˜i(x
′) = ηxi,λi(φi(λix
′ + xi)). Furthermore for T˜i = ηxi,λi#(Ti), where Ti =
[[graphui]], we have that T˜i = [[graph u˜i]], where u˜i ∈ C1,α(Ω˜i) is defined by u˜i(x′) =
ηxi,λi(ui(λix
′ + xi)) and is therefore a solution to the Dirichlet problem
n∑
j=1
Dj
(
Dju˜i√
1 + |Du˜i|2
)
= H˜i +
n∑
j=1
Dj f˜
j
i in Ω˜i
u˜i = φ˜i on ∂Ω˜i
with
H˜i(x) = λiHi(xi + λix)⇒ ‖H˜i‖0,Bn
r/(2λi)
×R ≤ λi‖Hi‖0,Bnr (0)×R
i→∞−→ 0
f˜i(x) = fi(xi + λix)⇒ [f˜i]α,Bn
r/(2λi)
(0)×R ≤ λαi [fi]α,Bnr (0)×R
i→∞−→ 0.
Hence we can apply Lemma 2.15 to the sequence T˜i which implies that
T˜i (B
n
r/(2λi)
(0)× R)→ T
in the weak sense of currents, but also µT˜i → µT as Radon measures and where for
the limit T the following holds:
(i) If lim inf λ−1i dist(xi,Φi) = ∞ then ∂T = 0 and sptT is a vertical hyper-
plane.
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(ii) If lim inf λ−1i dist(xi,Φi) < ∞ then ∂T 6= 0, sptT is an n-dimensional
halfspace and ∂T = [[Φ]] with Φ being determined by Φ˜i as follows:
Φ˜i ∩ (Bnr/(2λi)(0)× R)
C1,α
′
−→ Φ, for all α′ < α.
By the measure convergence µT˜i → µT , ∀ ε > 0 there exists i0 such that ∀ i ≥ i0:
λ−ni µTi(B
n+1
λi
(xi)) = µT˜i(B
n+1
1 (0)) ≤ | sptT ∩Bn+11 (0)|+ ε
Furthermore because of (2) of Lemma 2.15 for any ε > 0, there exists i0 such
that for all i ≥ i0
1
λi
sup
y∈Bn+1λi
(xi)∩sptTi
dist(y − xi, sptT ) ≤ sup
y∈Bn+11 (0)∩spt T˜i
dist(y, sptT ) < ε
and if ∂T 6= 0, we also have that
1
λi
sup
y∈Bn+1
λi
(xi)∩Φi
dist(y − xi, spt ∂T ) ≤ sup
y∈Bn+11 (0)∩Φ˜i
dist(y, sptΦ) < ε
since Φ˜i ∩ (Bnr/(2λi)(0)× R)
C1,α
′
−→ Φ.
Hence taking P to be the n-dimensional linear subspace that contains the support
of T we get a contradiction.
In the special case when xi ∈ Φi we argue in the same way. In this situation, for
the limit T we are in case (ii) ∂T = [[Φ]] 6= 0 and furthermore 0 ∈ Φ. Hence we get
a contradiction by taking P+ = sptT . 
3. Approximating the MCE
Throughout this section we let Ω be a C1,α bounded domain in Rn and Φ
a compact, embedded C1,α submanifold of ∂Ω × R, such that for a sequence
φi ∈ C1,α(∂Ω), graphφi C
1,α
−→ Φ, where the convergence is as in Definition 2.1. By
translating Ω we can assume that 0 ∈ ∂Ω and hence for some r > 0, (Ω,Φ) ∈ Bαr ,
with Bαr as in Definition 2.2. We let alsoH = H(x′, xn+1) be a C1 function in Ω×R,
which is non decreasing in the xn+1-variable and such that ‖H‖0 ≤ nω1/nn |Ω|−1/n.
In this section we will show that the Dirichlet problem of prescribed mean curva-
ture equal to H (cf. 1.1) and with boundary data (Ω,Φ), can be approximated by
a sequence of new Dirichlet problems for the prescribed mean curvature equation
which have the form of the one defined in 2.5 of Section 2. We will construct the
new equations in such a way that
(a) We have uniform C1,α bounds for the graphs of the solutions of the ap-
proximating problems
(b) We can construct barriers for the solutions and prove gradient bounds and
hence existence of the solutions
Constructing the approximating sequence
For (Ω,Φ) ∈ Bαr , let {Ωk} be a sequence of bounded, C∞ domains with Ωk ⊂ Ω
for all k, φk ∈ C∞(∂Ωk) and Φk = graphφk be such that (Ωk,Φk) ∈ Bαr and
Ωk
C1,α−→ Ω , Φk C
1,α
−→ Φ
with the convergence being as in Definition 2.1.
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For each k we consider the following Dirichlet problem
n∑
i=1
Di
(
Diuk√
1 + |Duk|2
)
=
n∑
i=1
Dif
i
k +Hk in Ωk
uk = φk on ∂Ωk
3.1
where the equation above is to be interpreted weakly (as is 2.6) and Hk : Ωk×R→
R, fk = (f
1
k , . . . , f
n
k ) : Ωk × R → R satisfy the following properties for a sequence
δk ↓ 0:
(i) Hk = Hk(x
′, xn+1) is a C
1 function in Ωk × R, which is non decreasing in
the xn+1-variable and such that ‖Hk‖0 ≤ ‖H‖0 and
Hk(x
′, xn+1) =
{
H(x′, xn+1) for x
′ ∈ Ωk : dist(x′, ∂Ωk) > 2δk
0 for x′ ∈ Ωk : dist(x′, ∂Ωk) < δk.
(ii) There exists a neighborhood Vk of ∂Ωk in Ωk such that
{x′ ∈ Ωk : dist(x′, ∂Ωk) < δk} ⊂ Vk , Bnr/4(x′) ⊂ Vk ∀x′ ∈ ∂Ωk ∩Bnr (0)
and such that fk is C
0,α when restricted in Vk × R and in particular it
satisfies the estimate
‖fk‖0,Bn
r/4
(x′)×R+r
α[fk]α,Bn
r/4
(x′)×R ≤ C
(‖ηk‖0,(∂Ωk∩Bnr (x′))×R + rα[ηk]α,(∂Ωk∩Bnr (x′))×R)
for all x′ ∈ ∂Ωk ∩Bnr (0). Here ηk is the inward pointing unit normal to the
cylinder Ωk × R and C is a constant that depends only on n, in particular
it is independent of k (recall that r is such that (Ω,Φ) ∈ Bαr ). Also
n∑
i=1
Difk(x
′, xn+1) =

div ηk(x
′, xn+1) for x
′ ∈ ∂Ωk, xn+1 > φk(x′)
− div ηk(x′, xn+1) for x′ ∈ ∂Ωk, xn+1 < φk(x′)
0 for x′ ∈ Ωk : dist(x′, ∂Ωk) > δk (weakly).
We now show how to construct Hk, fk satisfying the above properties.
For any δ > 0 we define Ωδk to be the δ-neighborhood of ∂Ωk in Ωk, i.e.
Ωδk = {x′ ∈ Ωk : dist(x′, ∂Ωk) < δ}.
Let {δk} be a sequence such that
3.2 δk → 0 and δ1/2k ‖H∂Ωk‖0 → 0
where H∂Ωk denotes the mean curvature of ∂Ωk with respect to the inward pointing
unit normal. We also take δk small enough so that the nearest point projection,
which we will denote by proj∂Ωk(x
′), is well defined for all x′ ∈ Ω2δkk . Notice that
we can do this since ∂Ωk is C
∞ and using 3.2 we have that
3.3 | proj∂Ωk×R(x)− proj∂Ω×R(y)| ≤ C|x− y| ∀x, y ∈ Ω2δkk × R
where C is a constant that is independent of k. This enables us to extend ηk in
Ω2δkk × R by letting ηk(x′, xn+1) = ηk(proj∂Ωk(x′), xn+1) = ηk(proj∂Ωk(x′), 0) and
for this extension, using 3.3 we have that
3.4 [ηk]α,(Ωδkk ∩Bnr (x′))×R
≤ C[ηk]α,(∂Ωk∩Bnr (x′)) ∀x′ ∈ ∂Ωk
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where C is a constant independent of k. Similarly we can extend φk in Ω
2δk
k by
φk(x
′) = φk(proj∂Ωk(x
′)). Furthermore we pick the sequence {δk} so that
3.5 δ
α/2
k ‖Dφk‖0 → 0.
We remark that this is a technical assumption that will be used later for proving
global gradient estimates for a solution of 3.1 (cf. Lemma 3.16).
With δk as above, we let
Hk(x
′, xn+1) =
{
H(x′, xn+1) in (Ωk \ Ω2δkk )× R
0 in Ωδkk × R
and extend it in the rest of the domain Ωk × R so that it is C1, non-decreasing in
the xn+1-variable and so that ‖Hk‖0,Ωk×R ≤ ‖H‖0,Ω×R. Hence we have constructed
Hk, satisfying the properties described in (i) above.
To construct fk, we define U
+, U− ⊂ Ωδk/2k × R by
U+ = {(x′, xn+1) : x′ ∈ Ωδk/2k , xn+1 ≥ φ(x′) + dist(x′, ∂Ωk × R)}
U− = {(x′, xn+1) : x′ ∈ Ωδk/2k , xn+1 < φ(x′)− dist(x′, ∂Ωk × R)}.
3.6
By Lemma A.1, Remark A.2, there exists a smooth vector field
X = (X1, . . . , Xn, Xn+1) in U−, independent of the xn+1-variable, such that
divX =
n∑
i=1
DiX
i = 0 , X(x′, xn+1) = 2ηk(x
′, xn+1) for x
′ ∈ ∂Ωk
and
‖X‖0,(Bnr (x′)×R)∩U− + rα[X ]α,(Bnr (x′)×R)∩U−
≤ C (‖ηk‖0,(Bnr (x′)∩∂Ωk)×R + rα[ηk]α,(Bnr (x′)∩∂Ωk)×R)
for any x′ ∈ ∂Ωk and where C is independent of k (for sufficiently large k).
Using again Lemma A.1, Remark A.2, there exists a neighborhood Vk of ∂Ωk in
Ωk such that
Ωδkk ⊂ Vk , Bnr/4(x) ⊂ Vk ∀x ∈ ∂Ωk ∩Bnr (0)
and a smooth vector field Y = (Y 1, . . . , Y n, Y n+1) in (Vk \ Ωδkk )× R, independent
of the xn+1 variable, such that
div Y =
n∑
i=1
DiY
i = 0 , Y (x′, xn+1) = ηk(x
′, xn+1) for x
′ ∈ ∂Vk \ ∂Ωk
and
‖Y ‖
0,(Bnr (x
′)∩(Vk\Ω
δk
k ))×R
+ rα[Y ]
α,(Bnr (x
′)∩(Vk\Ω
δk
k ))×R
≤ C (‖ηk‖0,(Bnr (x′)∩∂Ωk)×R + rα[ηk]α,(Bnr (x′)∩∂Ωk)×R)
for any x′ ∈ ∂Ωk and where C is independent of k (for sufficiently large k).
We then define fk : U = U
+ ∪ U− ∪ ((Vk \ Ωδkk )× R)→ Rn as follows: For each
i ∈ {1, . . . , n} we let
3.7 f ik(x) =

ηik(x) if x ∈ U+
X i − ηik(x) if x ∈ U−
Y i(x) if x ∈ (Vk \ Ωδkk )× R
0 if x ∈ (Ωk \ Vk)× R.
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One can easily check now, using the estimates for the norms of X and Y , the
definition of U± as well as 3.3, 3.4, that fk = (f
1
k , . . . , f
n
k ) is a C
0,α vector field in
the domain U = U+ ∪ U− ∪ ((Vk \ Ωδkk )× R) and
‖fk‖0,(Bn
r/4
(x′)×R)∩U + r
α[fk]α,(Bn
r/4
(x′)×R)∩U
≤ C (‖ηk‖0,(Bnr (x′)∩∂Ωk)×R + rα[ηk]α,(Bnr (x′)∩∂Ωk)×R)3.8
for any x′ ∈ ∂Ωk ∩ Bnr (0) and where C is independent of k. Hence we can extend
fk in Ωk × R so that the estimate 3.8 still holds (with U replaced by Ωk × R).
Remark 3.9. By the construction of fk and using Lemma A.1, Remark A.2 we
note that
∑n
i=1Dif
i
k is well defined and smooth in (Ωk × R) \ graphφk|∂Ωk and in
this domain ∥∥∥∥∥
n∑
i=1
Dif
i
k
∥∥∥∥∥
0
≤ c‖ div ηk‖0 ⇒ δ1/2k
∥∥∥∥∥
n∑
i=1
Dif
i
k
∥∥∥∥∥
0
k→∞−→ 0
since δ
1/2
k ‖H∂Ωk‖0 → 0 (cf. 3.2).
Furthermore, since fk, as defined in 3.7, is independent of the xn+1-variable in
each of the domains U+, U− and (Vk \Ωδkk ), we can extend it in Ωk ×R so that it
is still independent of the xn+1 variable in each of the domains
{(x′, xn+1) : x′ ∈ Ωδkk , xn+1 ≥ φ(x′) + dist(x′, ∂Ωk × R)}
and
{(x′, xn+1) : x′ ∈ Ωδkk , xn+1 < φ(x′)− dist(x′, ∂Ωk × R)}.
In these domains we also have that
∑n
i=1Dif
i
k(x) is equal to div η∂Ωk(x) and
− div η∂Ωk(x) respectively. This extra property of fk will be used later for prov-
ing global gradient estimates for a solution of 3.1 (cf. Lemma 3.16).
Remark 3.10. The solutions uk of the approximating problems satisfy a uniform
sup estimate, i.e. if uk ∈ C1,α(Ωk) are solutions of the problems 3.1, then
‖uk‖0 ≤M
for some constant M independent of k.
To see this note that by the assumption on ‖H‖0 and by Remark 3.9, for δk
small enough ∣∣∣∣∣
∫
Ω
(Hk +
n∑
i=1
Dif
i
k)ζdHn
∣∣∣∣∣ ≤ (1− ε0)
∫
Ω
|Dζ|dHn
for all ζ ∈ C10 (Ω) and where ε0 < 1 is a constant independent of k. Hence we get
a uniform sup estimate [GT01, pg. 408].
C1,α regularity of the approximating graphs
In the following theorem, which is essentially an application of Theorem 2.16
and Allard’s regularity theorem [All72], we prove that the graphs of the solutions
are close to planes in uniform sized balls.
Theorem 3.11. For each k let uk ∈ C1,α(Ωk) be a (weak) solution of 3.1. For
any ε > 0, there exists λ0 = λ0(ε) such that the following holds:
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For any k, xk ∈ graphuk ∩ (Bnr/8(0)× R) and λ ≤ λ0
(1) λ−1 sup
graphuk∩B
n+1
λ (xk)
dist(y − xk, P ) < ε.
for some n-dimensional linear subspace P = P (xk, ε, λ).
In particular if xk ∈ graphφk∩(Bnr/8(0)×R) then (1) holds with an n-dimensional
halfspace P+ = P+(xk, ε, λ) in place of P , such that 0 ∈ ∂P+ and
(2) λ−1 sup
Φk∩B
n+1
λ (xk)
dist(y − xk, ∂P+) < ε.
Proof. We assume that the conclusion is not true. Then for some ε0 > 0 and for
any λ0 > 0 there exist kj , xj ∈ graphukj ∩ (Bnr/8(0)×R) and λj < λ0 such that the
conclusion of the lemma for k = kj , xk = xj and λ = λj fails. Hence there exist
sequences {kj}, {xj} such that xj ∈ graphukj and a sequence {λj} ↓ 0 such that
the conclusion (1) of the lemma with this ε0 and with k = kj , xk = xj , λ = λj fails
for all j.
Since for all k, uk ∈ C1,α(Ωk), we can assume that kj →∞. Hence without loss
of generality we can take kj = j.
Let dj = dist(xj , ∂Ωj ×R). Standard PDE theory implies uniform interior C1,α
estimates for the solutions of the of the problems 3.1, therefore we can assume that
dj → 0 (cf. Remark 3.12).
In the special case when xj ∈ Φj , we can apply Theorem 2.16 with x = xj ,
λ = λj . Hence for any ε > 0 there exists j0 such that for j ≥ j0
λ−1j sup
graphuj∩B
n+1
λj
(xj)
dist(y − xj , P+) ≤ ε
for some n-dimensional linear halfspace P+ with 0 ∈ ∂P+, such that
λ−1j sup
Φj∩B
n+1
λj
(xj)
dist(y − xj , ∂P+) ≤ ε
and so by taking ε = ε0 we get a contradiction, which proves the special case (2)
of the theorem.
We assume now that xj /∈ Φj. Applying Theorem 2.16 with x = xj and λ =
dj + λj we get that for any ε > 0 there exists j0 such that for j ≥ j0
(3) (dj + λj)
−1 sup
graphuj∩B
n+1
dj+λj
(xj)
dist(y − xj , P ) ≤ ε
for some n-dimensional linear subspace P and
(4) ω−1n (dj + λj)
−n| graphuj ∩Bn+1dj+λj (xj)| ≤ 1 + ε.
We will consider two different cases, namely lim inf d−1j λj > 0 or dj = 0 and
lim inf d−1j λj = 0 and show that in both cases we are led to a contradiction.
Case 1: lim inf d−1j λj > 0 or dj = 0.
In this case (3) impies that
λ−1j sup
graphuj∩B
n+1
λj
(xj)
dist(y − xj , P ) ≤ λj + dj
λj
ε ≤ cε.
Hence by taking ε small enough, so that cε < ε0, where c is as in the above
inequality, we get a contradiction.
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Case 2: lim inf d−1j λj = 0.
In this case for any p ≥ 2n
(5) d
1−n/p
j
(∫
Bn+1dj
(xj)
∣∣∣∣∣Hj +
n∑
i=1
Dif
i
j
∣∣∣∣∣
p
dµTj
) 1
p
j→∞−→ 0
since either dj > 2δj, which implies that B
n+1
dj/2
(xj) ⊂ {x ∈ Ωj × R : dist(x, ∂Ωj ×
R) > δj} where
∑n
i=1Dif
i
j = 0, or dj ≤ 2δj in which case (5) is true because of
Remark 3.9.
Furthermore (4) implies that
ω−1n d
−n
j | graphuj ∩Bn+1dj (xj)| ≤
(
1 +
λj
dj
)n
(1 + ε).
Hence for any ε′ > 0 there exists j0 such that for all j ≥ j0, graphuj ∩Bn+1dj (xj)
satisfies the hypothesis of Allard’s interior regularity theorem and thus there exists
θ ∈ (0, 1) such that graphuj ∩ Bn+1θdj (xj) is the graph of a C1,α function vj above
an n-dimensional linear space P , with the C1,α norm of vj is less than ε
′. Hence
for all j ≤ j0 such that λj < θdj
λ−1j sup
graphuj∩B
n+1
λj
(xj)
dist(y − xj , P ) ≤ ε′
which for ε′ = ε0 gives a contradiction.

We will show next that the graphs of the solutions uk are not only ε-close to
planes, as we proved in Theorem 3.11, but in fact they are ε-close in the C1,α sense,
i.e. we will prove that around each point there exists a uniform sized ball in which
graphuk is a C
1,α manifold with uniformly bounded C1,α norm.
Remark 3.12. For all k, uk ∈ C1,α(Ωk) and so graphuk is a C1,α manifold-with-
boundary equal to Φk = graphφk. Therefore given ε0 ∈ (0, 1/2), for any k and
x ∈ graphuk there exists some ρ = ρ(k, x, ε0) such that
(1) ρα
|νk(y)− νk(z)|
|y − z|α ≤ ε0/4 ∀ y, z ∈ B
n+1
ρ (x) ∩ graphuk
where for any point x = (x′, uk(x
′)) ∈ graphuk, νk(x) is the downward pointing
unit normal of graphuk at x. Note that provided dist(x, ∂Ω×R) ≥ d > 0, the radius
ρ satisfying (1) is independent of k and x, i.e. there exists ρ0 = ρ0(d, ε0) < d such
that the inequality in (1) holds with any k and x ∈ graphuk such that Bn+1ρ (x) ⊂
(Ωk \ Ωdk) × R, recall that Ωdk = {x ∈ Ωk : dist(x, ∂Ωk) < d}. That is because
standard PDE estimates [KS88, GT01, Chapter 13] imply that for any d > 0 we
have that
sup
{k:δk<d/2}
‖uk‖1,α,Ωk\Ωdk < C(d)
where C(d) is a constant independent of k.
For any k, x ∈ graphuk and ρ = ρ(k, x, ε0) satisfying (1), we have that
(2) graphuk ∩Bn+1ρ (x) = graph v ∩Bn+1ρ (x)
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with v ∈ C1,α((x+(Lx∩U))∩Bn+1ρ (x);L⊥x ) and Lx = Tx graphuk, the tangent space
of graphuk at x. Since v(0) = 0, |Dv(0)| = 0 and for all x = (x′, v(x′)) ∈ graphuk
we have that
νk(x) =
(
D1v(x
′)√
1 + |Dv(x′)|2 , . . . ,
Dnv(x
′)√
1 + |Dv(x′)|2 ,−
1√
1 + |Dv(x′)|2
)
it is easy to check that (1) implies that
‖v‖1,α ≤ ε0.
Also U is a C1,a domain of Lx, since either
i. Φk ∩Bn+1ρ (x) = ∅, in which case U = Lx or
ii. x+ (∂U ∩Bn+1ρ (0)) = projTx graphuk(Φk ∩Bn+1ρ (x)).
Furthermore the function v satisfies the equation
n∑
i=1
Di
(
Div√
1 + |Dv|2
)
= div fk +Hk in U ∩Bnρ (0)
where for x′ ∈ Ωk, y′ ∈ x+ (Lx ∩ U) we have identified (x′, uk(x′)) with (y′, v(y′))
using (2).
Given ε0, k and x ∈ graphuk, let ρ be such that (1) holds and assume further-
more that for some ε < ε0, B
n+1
ρ (x) ∩ graphuk is ε-close to some n-dimensional
linear space P , i.e.
ρ−1 sup
y∈Bn+1ρ (x)∩graphuk
dist(y − x, P ) < ε.
We then have that
ρ−1 dist(P ∩Bρ(0), Tx graphuk ∩Bρ(0)) ≤ ε+ ε0
and it is then easy to check (by writing P as the graph of a linear function above
Tx graphuk) that this last inequality implies that
‖N − νk(x)‖ < 5ε0/2
where N is the normal to P . Using this and (1) we have that
(3) ‖νk(y)−N‖ ≤ ‖νk(y)−νk(x)‖+‖νk(x)−N‖ < 3ε0 ∀ y ∈ graphuk∩Bn+1ρ (x).
This implies that (2) holds with v ∈ C1,α((x+ (P ∩ U˜)) ∩Bn+1ρ (x);P⊥), such that
‖v‖1,α ≤ 6ε0 and where U˜ is a C1,a domain of P .
Theorem 3.13. Let uk ∈ C1,α(Ωk) be a solution of 3.1. For 0 < ε0 < 1/4 there
exists a constant ρ0 = ρ0(ε0), independent of k, such that
ρx = sup
r
{κ(graphuk, x, r) < ε0} < ρ0
for all x ∈ graphuk ∩Bnr/16(0), where κ is as in Definition 2.1.
Proof. Let σ = r/8. By Theorem 3.11 we have that for any ε > 0 there exists
λ0 = λ0(ε) such that for any k, xk ∈ graphuk ∩ (Bnσ (0)× R) and λ ≤ λ0
(1) λ−1 sup
graphuk∩B
n+1
λ (xk)
dist(y − xk, P ) < ε.
for some n-dimensional linear subspace P = P (xk, ε, λ).
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We fix a k, and define the following:
d(x) = dist(x, ∂Bnσ (0)× R)
θ1 = min
{
ρx
d(x)
: x ∈ graphuk ∩ Φk ∩ (Bnσ (0)× R)
}
θ2 = min
{
ρx
d(x)
: x ∈ (graphuk \ Φk) ∩ (Bnσ (0)× R)
}
.
Note that both these minima are attained. Given ε small enough (that will be
determined later), let λ0 = λ0(ε) be such that (1) holds. We can assume that
(2) min{θ1, θ2} ≤ 1
8
min{1/2, λ0/σ}
since otherwise for all x ∈ graphuk ∩ (Bnσ/2(0)× R)
ρx ≥ min{θ1, θ2}d(x) ≥ 1
8
min{σ/4, λ0/2}
and hence the lemma is trivially true.
Let x ∈ graphuk ∩ (Bnσ(0)× R) be such that the following holds
(i) If θ1 ≤ 4θ2 then x ∈ Φk and ρx = θ1d(x)
(ii) If θ1 > 4θ2 then x /∈ Φk and ρx = θ2d(x)
In both cases, using (2), we have that
ρx ≤ 4min{θ1, θ2}d(x) ≤ λ0/2.
Therefore there exists an n-dimensional linear subspace P0 such that
(3) (2ρx)
−1 sup
graphuk∩B
n+1
2ρx
(x)
dist(y − x, P0) < ε.
Remark 3.12, the definition of ρx and (3) imply that
(4) graphuk ∩Bn+1ρx (x) = graph v ∩Bn+1ρx (x)
where v ∈ C1,α((x+(P0 ∩U))∩Bn+1ρx (x);P⊥0 ) is such that ‖v‖1,α < 6ε0 and where
U is a C1,α domain of P0, provided that 2ε < ε0/4.
We will show that we can extend v in Bn+1(1+γ)ρx(x) for some γ ∈ (0, 1) such that
(4) still holds with (1 + γ)ρx in place of ρx and ‖v‖1,α < cε0 for some constant c.
Let z ∈ Bn+12ρx (x) ∩ graphuk. Then because of the choice of x and using (2) we
have that
ρz ≥ d(z)min{θ1, θ2} ≥ 1
4
ρx
d(z)
d(x)
≥ 1
4
ρx
(
1− 2ρx
d(x)
)
≥ ρx/8.
Furthermore by (3)
(ρx/8)
−1 sup
graphuk∩B
n+1
ρx/8
(z)
dist(y − z, P0) < 16ε.
Hence, by Remark 3.12, Bn+1ρx/8(z) ∩ graphuk can be written as the graph of a C1,α
function above z + P0 with C
1,α norm less that 6ε0, provided that 16ε < ε0/4.
Since dist(z − x, P0) < 2ερx, by a translation we have that
(5) graphuk ∩Bn+1ρx/8(z) = graph vz ∩B
n+1
ρx/8
(z)
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where vz ∈ C1,α(x + (P0 ∩ Uz);P⊥0 ) is such that ‖vz‖1,α < 7ε0 and where Uz is a
C1,α domain of P0.
Note that for z ∈ graphuk ∩ ∂Bn+1ρx , because of (3), we have that
graph vz ∩Bn+1ρx/8(z) ∩Bn+1ρx (x) 6= ∅
and so
graph vz ∩ graphv 6= ∅
where v is as defined in (4). Therefore, using the graphical representations in
(5) for any z ∈ graphuk ∩ ∂Bn+1ρx , we can extend the function v so that v ∈
C1,α((x+ (P0 ∩ U)) ∩Bn+1(1+1/8)ρx(x);P⊥0 ) and with
(6) ‖v‖1,α < cε0
where c is an absolute constant. For γ ∈ (0, 1/16), we can check (using again (3))
that for any y ∈ graphuk ∩Bn+1(1+γ)ρx(x) there exists z ∈ graphuk ∩ ∂Bn+1rx (x) such
that |z − y| < ρx/8. Hence for the extended function v we have that
(7) graphuk ∩Bn+1(1+γ)ρx(x) = graph v ∩B
n+1
(1+γ)ρx
(x).
Furthermore v satisfies the following equation:
Di
(
Div√
1 + |Dv|2
)
= div fk +Hk in U ∩Bn(1+γ/2)ρx(0).
where as in Remark 3.12, for x′ ∈ Ωk, y′ ∈ x + P0 we identify (x′, uk(x′)) with
(y′, v(y′) using (7).
For this function v if either U = Rn or 0 ∈ ∂U we can apply the interior or
boundary C1,α Schauder estimates respectively, in Bnρx(0) ⊂ Bn(1+γ/2)ρx(0), which
imply that
(8) ‖v‖1,α,Bnρx(0) ≤ C
(
ε+ ραx [fk]α,Bn(1+γ/2)ρx (0)
+ ρx‖Hk‖0,Bn
(1+γ/2)ρx
(0)
)
where C is a constant depending only on α, n, γ. In this case (8) implies a lower
bound for ρx. To see this note that the LHS is bounded below by c
−1ε0, where c is
the absolute constant in (6), since if it wasn’t true then (by (6)) we would have that
‖vk‖1,α,Bn
(1+γ/2)ρx
(0) ≤ ε0, which would contradict the definition of ρx. Hence taking
ε small enough, the inequality gives a lower bound on ρx, that is independent of k.
To finish the proof we need to show that we can indeed apply the Schauder
estimates, i.e. we need to show that either 0 ∈ ∂U or U = Rn.
If x ∈ Φk then 0 ∈ ∂U . So we can assume that x /∈ Φk which implies that
θ1 > 4θ2 (i.e. we are in case (ii), as described at the beginning of the proof). We
will show that Φk ∩ Bn+1(1+γ)ρx(x) = ∅ and hence U = Rn. Assume that for some
x ∈ Φk, |x− x| < 2ρx. Then
ρx
d(x)
≥ θ1 > 4θ2 = 4 ρx
d(x)
⇒
ρx > 4
(
1− |x− x|
d(x)
)
ρx ≥ 4(1− 2θ2) > 7
2
ρx
where we have used (2). Hence Bn+13ρx/2(x) ⊂ Bn+1ρx (x). But this would contradict
the definition of ρx and so dist(x,Φk) > 2ρx. 
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Remark 3.14. Theorem 3.13 implies that for any ε > 0 there exists ρ0 = ρ0(ε)
such that for all k
‖νk(x)− νk(y)‖ ≤ ε|x− y|α , ∀x, y ∈ graphuk ∩ (Bnr/16(0)× R) : |x− y| < ρ0
where νk denotes the downward unit normal of graphuk.
Recall that ∂Ω, Φ are compact, C1,α embedded submanifolds, which along with
Remark 3.12 imply that for any ε > 0 there exists ρ˜0 = ρ˜0(ε) such that for all k
‖νk(x)− νk(y)‖ ≤ ε|x− y|α , ∀x, y ∈ graphuk : |x− y| < ρ˜0
where ρ˜0 now also depends on
sup
r
{r : κ(∂Ω, x, r) < 1, ∀x ∈ ∂Ω and κ(Φ, x, r) < 1, ∀x ∈ Φ}.
Let M = supΩk |uk| and recall that M is independent of k (cf. Remark 3.9). Cov-
ering Ωk × [−M,M ], by balls of radius ρ˜0 we conclude that
‖νk(x) − νk(y)‖ ≤ C|x− y|α , ∀x, y ∈ graphuk
where C does not depent on k.
Gradient estimates for the solutions to the approximating problems 3.1
Our goal here is to show a priory C1,α estimates for the solutions uk ∈ C1,α(Ωk)
of 3.1. That will allow us (cf. Theorem 3.18) to apply the Leray-Schauder theory
to prove existence of such solutions.
We first show that for each k, we have boundary gradient estimates for a solution
uk, by using local barriers at each boundary point. In particular we have the
following:
Lemma 3.15. Let uk ∈ C1,α(Ωk) be a solution of 3.1 then
‖Duk‖0,∂Ωk ≤ C
where C depends on δk, ‖uk‖0, ‖H∂Ωk‖0 and ‖φk‖2.
Proof. For any x′0 ∈ ∂Ωk let N = Bnr (x′0) ∩ Ωδk/2k and let φ1k, φ2k : N → R be C2
functions that satisfy the following
φ1k(x
′
0) = φ
2
k(x
′
0) = φk(x
′
0)
φ1k(x
′) ≥ φk(x′) ≥ φ2k(x′) ∀x′ ∈ ∂N ∩ ∂Ωk
φ1k(x
′) ≥ ‖uk‖0 , φ2k(x′) ≤ −‖uk‖0 ∀x′ ∈ ∂N \ ∂Ωk
and
φ1k(x
′) > φk(x
′) + dist(x′, ∂Ωk) , φ
2
k(x
′) < φk(x
′)− dist(x′, ∂Ωk) ∀x′ ∈ N
so that
(x′, φ1k(x
′)) ∈ U+ , (x′, φ2k(x′)) ∈ U− ∀x′ ∈ N
where U± are as defined in 3.6, so that
n∑
i=1
Dif
i
k =
{
div ηk in U
+
− div ηk in U−
where ηk is the inward pointing unit normal to ∂Ωk × R, extended in Ωδkk × R, so
that ηk(x
′, xn+1) = ηk(proj∂Ωk(x
′), xn+1).
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We look at the following Dirichlet problems:
n∑
i=1
Di
(
Diu
1
k√
1 + |Du1k|2
)
= div ηk in N
u1k = φ
1
k on ∂N
(1)
n∑
i=1
Di
(
Diu
2
k√
1 + |Du2k|2
)
= − div ηk in N
u2k = φ
2
k on ∂N.
(2)
By standard PDE theory [GT01, Theorem 14.6] we know that there exists a
positive function ψ : R→ R+, such that for the functions defined by
ψ+(x′) = φ1k(x
′) + ψ(d(x′)) , ψ−(x′) = φ2k(x
′)− ψ(d(x′))
where d(x′) = dist(x′, ∂Ωk), we have that
n∑
i=1
Di
(
Diψ
+√
1 + |Dψ+|2
)
≤ div ηk on N
and
n∑
i=1
Di
(
Diψ
−√
1 + |Dψ−|2
)
≥ − div ηk on N.
So ψ+ is an upper barrier for a solution u1k ∈ C1,α(Ω) of the problem (1) at the
point x′0, ψ
− is a lower barrier for a solution u2k ∈ C1,α(Ω) of the problem (2) at
the point x′0 and their gradients satisfy an estimate
(3) |Dψ+(x′0)|, |Dψ−(x′0)| ≤ C(‖H∂Ωk‖0, ‖φk‖2, δ−1k ‖uk‖0),
a constant depending on ‖H∂Ωk‖0, ‖φk‖2 and δ−1k ‖uk‖0.
We claim that ψ+ and ψ− are also an upper and respectively a lower barrier for
uk at x
′
0.
Let
N+ = {x′ ∈ N : uk(x′) ≥ ψ+(x′)} , N− = {x′ ∈ N : uk(x′) ≤ ψ−(x′)}.
Since ψ+(x′) ≥ uk(x′) ≥ ψ−(x′) for all x′ ∈ ∂N , we have that
uk(x
′) = ψ+(x′) on ∂N+ and uk(x
′) = ψ−(x′) on ∂N−.
Furthermore since ψ+(x′) ≥ φ1k(x′), ψ−(x′) ≤ φ2k(x′), we have that
(x′, uk(x
′)) ∈ U+ , ∀x′ ∈ N+ and (x′, uk(x′)) ∈ U− , ∀x′ ∈ N−.
Hence
n∑
i=1
Di
(
Diuk√
1 + |Duk|2
)
=
n∑
i=1
Dif
i
k = div ηk in N
+
and
n∑
i=1
Di
(
Diuk√
1 + |Duk|2
)
=
n∑
i=1
Dif
i
k = − div ηk in N−.
Thus, by the comparison principle we have that uk(x
′) = ψ+(x′) for all x′ ∈ N+,
uk(x
′) = ψ−(x′) for all x′ ∈ N− and so ψ+ and ψ− are upper and respectively
lower barriers for uk. 
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We claim now that the boundary gradient bounds (Lemma 3.15) along with the
C1,α estimates that we have shown for the graph of uk as a submanifold (Theorem
3.13), imply global gradient bounds for the function uk.
Lemma 3.16. Let uk ∈ C1,α(Ωk) be a solution of 3.1 then
sup
Ωk
|Duk| ≤ C
where C depends on ‖Duk‖0,∂Ωk , supΩk |Hk|+ |DHk|, ‖φk‖2 and sup∂Ωk |H∂Ωk |+|DH∂Ωk |.
Proof. Recall that by the construction of the approximating problems, in the do-
main
((Ωk \ Ωδkk )× R) ∪ {(x′, xn+1) : x′ ∈ Ωδkk , |xn+1 − φk(x′)| > dist(x′, ∂Ωk)}
the mean curvature of graphuk, Hk +
∑
Dif ik is smooth and its derivative with
respect to the xn+1-variable is non-negative (cf. Remark 3.9). Hence, by standard
gradient estimates for a solution to the prescribed mean curvature equation [KS88],
it suffices to show that that for any x′0 ∈ ∂Ωk
(1) |Duk(x′)| ≤ C , ∀x′ ∈ Bn2δk(x′0) : |uk(x′)− φk(x′)| < 2 dist(x′, ∂Ωk)
for some constant C as in the statement of the lemma.
Let x0 = (x
′
0, uk(x
′
0)) ∈ Φk. Recall that we picked δk so that we can extend
φk in Ω
2δk by letting φk(x
′) = φk(proj∂Ωk(x
′)) and by 3.3 we have that for any
x′, y′ ∈ Bn2δk(x′0)
|φk(x′)− φk(y′)| ≤ Cδk‖Dφk‖0
whereC is a constant independent of k. We have also picked δk so that δ
α/2
k ‖Dφk‖0 →
0 (cf. 3.5), hence for δk small enough: If x
′ ∈ Bn2δk(x′0) and |uk(x′) − φk(x′)| <
2 dist(x′, ∂Ωk), then (x
′, uk(x
′)) ∈ Bn+1
δ
1/2
k
(x0).
By the uniform C1,α estimates for graphuk (cf. Theorem 3.13, Remark 3.14),
there exists ρ0 such that for all k
(2) ‖νk(x) − νk(y)‖ ≤ |x− y|α, ∀x, y ∈ graphuk : |x− y| ≤ ρ0
where νk is the downward unit normal to graphuk.
Let K = 1 + supk ‖Dφk‖0. We will show that (1) holds for all δk small enough
so that δ
1/2
k < ρ0 and
(3) δ
α/2
k <
1
2
√
1 + 4K2
⇔ 4δαk + 16(δα/2k K)2 < 1.
We will consider two different cases:
Case 1: |Duk(x′0)| ≤ 2K. Then for any x = (x′, u(x′)) ∈ Bn+1δ1/2k (x0) we have, by
(2), (3):
1√
1 + |Duk(x′)|2
>
1√
1 + |Duk(x′0)|2
− δα/2k ⇒ |Du(x′)| ≤ 4(1 +K)
in which case (1) holds.
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Case 2: |Du(x′0)| > 2K. Then, by (2), (3), for any x = (x′, u(x′)) ∈ Bn+1δ1/2k (x0)
we have that
1√
1 + |Duk(x′)|2
<
1√
1 + |Duk(x′0)|2
+ δ
1/2
k ⇒ |Du(x′)| > 1 +K.
Hence in this case
(Bn+1
δ
1/2
k
(x0)∩graphuk∩(Bn2δk(x′0)×R))\Φk ⊂ {(x′, xn+1) : |xn+1−φk(x′)| ≥ 2d(x)}
and so (1) is trivially true. 
Existence of solution to the approximating problems 3.1
Lemma 3.16 and standard applications of the De Giorgi, Nash, Moser theory
give the following C1,α estimates [GT01, Theorem 13.2].
Corollary 3.17. Let uk ∈ C1,α(Ωk) be a solution of 3.1 then
‖uk‖1,α,Ωk ≤ C
where C depends on δk, supΩk |Hk|+ |DHk|, ‖φk‖2 and sup∂Ωk |H∂Ωk |+ |DH∂Ωk |.
We can now prove the existence of a solution to the problem 3.1.
Theorem 3.18. The Dirichlet problem 3.1 has a solution in C1,α(Ωk).
Proof. Let p ≥ n/(1− α). We define the family of operators
Tσ : C
1,α(Ωk)→W 2,p(Ωk) , σ ∈ [0, 1]
such that for any v ∈ C1,α(Ωk), u = Tσv is defined to be the solution of the linear
Dirichlet problem
n∑
i,j=1
aij(x
′, Dv)Diju = gσ(x
′, v) in Ωk
u = σφk on ∂Ωk
(1)
where
aij(x
′, p) =
δij√
1 + |p|2 −
pipj(√
1 + |p|2
)3
and
gσ(x
′, xn+1) = σHk(x
′, xn+1) +
n∑
i=1
Dif
i
k,σ(x
′, xn+1)
where the vector field fk,σ is constructed in the same way as fk was constructed
in the beginning of this section (cf. construction under equation 3.1), but with
boundary data σφk instead of φk and δk replaced by s(σ)δk, where s : [0, 1]→ [0, 1]
is a continuous increasing function such that s(1) = 1 and s(0) = 0. Note that then
[fk,σ]α ≤ c[ηk]α, where ηk is the inward pointing unit normal to ∂Ωk × R.
Claim: For all σ ∈ [0, 1], Tσ is well defined, compact and continuous.
aij ∈ C0(Ωk) and gσ(x′, v(x′)) is bounded and thus in Lp(Ωk). Hence, there
exists a solution Tσv = u ∈ W 2,p(Ωk) of (1) [GT01, Theorem 9.18] and by the
Calderon-Zygmund inequality, for this solution we have that
(2) ‖u‖W 2,p ≤ C(‖φk‖W 2,p + ‖gσ‖p).
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Therefore Tσ is well defined.
Assume now that {vi} is a sequence of functions in C1,α(Ωk), such that for some
K > 0
‖vi‖1,α,Ωk ≤ K , ∀i.
Then, by the Arzela-Ascoli theorem, after passing to a subsequence, vi → v ∈
C1,α(Ωk), where the convergence is with respect to the C
1,α′ norm, for all α′ < α.
Let ui = Tσvi. Then, because of (2) and by the Sobolev embedding theorem
[GT01, Theorem 7.26], after passing to a subsequence, ui → u with respect to the
C1,α
′
norm for all α′ < α and where u ∈W 2,p(Ωk). Furthermore u is a solution to
the equation
aij(x
′, Dv)Diju = gσ(x
′, v) in Ωk
and since ui = σφk on ∂Ωk for all i, we have that u = σφk on ∂Ωk. Hence
Tσv = u
and thus Tσ is compact and continuous.
If uσ is a fixed point of the operator Tσ, then uσ is a solution of the following
Dirichlet problem
n∑
i=1
Di
(
Diuσ√
1 + |Duσ|2
)
=
n∑
i=1
Dif
i
k,σ(x
′, uσ) + σHk(x
′, uσ) in Ωk
u = σφk on ∂Ωk.
(3)
Since 0 is the unique solution for T0(0) and a fixed point of T1 corresponds to a
solution of the problem 3.1, the Leray-Schauder theory implies that 3.1 is solvable
in C1,α(Ωk) if there exists a constant C such that
(4) ‖uσ‖1,α ≤ C , ∀σ ∈ [0, 1]
where for each σ, uσ ∈ C1,α(Ωk) is a solution to (3).
Since ‖uσ‖0 are uniformly bounded (cf. Remark 3.10) and because of standard
PDE estimates [GT01, Theorem 13.2], for proving (4), it suffices to show that
(5) ‖Duσ‖0 ≤ C , ∀σ ∈ [0, 1].
Note first that the results of this section concerning the regularity of the ap-
proximating graphs of the solutions to 3.1 (Theorems 3.11, 3.13) are applicable for
the family of problems given in (3) for σ ∈ [0, 1]. Hence Theorem 3.13 implies
uniform (independent of σ) C1,α estimates for the graphs of the solutions uσ as
manifolds. Furthermore for each uσ, Lemma 3.15 implies a boundary gradient es-
timate ‖Duσ‖0,∂Ωk ≤ Cσ, possibly depending on σ and consequently we can apply
Lemma 3.16 to get a global gradient estimate for each uσ (depending on Cσ).
We will show that by choosing the function s(σ) appropriately, Cσ is in fact
independent of σ, which would imply (5).
By the construction of the barriers in Lemma 3.15 (cf. estimate (3) in proof of
Lemma 3.15, [GT01, Chapter 14]) we note that it suffices to show that s(σ)−1‖uσ‖0
are uniformly bounded. The following sup estimate shows that this can be achieved
as long as we take s = s(σ) = σ1/2.
Let v = (uσ − l)+, where l = sup∂Ωk ‖σφk‖0. For some ε1, ε2 ∈ (0, 1), let also
Ω1 = (Ωk \ Ωsδkk ) ∩ {x : |Duσ(x)| > ε1} , Ω2 = (Ωk \ Ωsδkk ) ∩ {x : |Duσ(x)| ≤ ε1}
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and
Ωs1 = Ω
sδk
k ∩ {x : |Duσ(x)| > ε2} , Ωs2 = Ωsδkk ∩ {x : |Duσ(x)| ≤ ε2}.
By using v as a test function in the weak form of the equation (3) we have:
ε1√
1 + ε21
∫
Ω2
|Dv|dHn + 1√
1 + ε21
∫
Ω2
|Dv|2dHn
+
ε2√
1 + ε22
∫
Ωs2
|Dv|dHn + 1√
1 + ε22
∫
Ωs1
|Dv|2dHn ≤
Cσ
(∫
Ω2
|Dv|dHn +
∫
Ω1
|Dv|2dHn + 1
)
+ Cs1/2
(∫
Ωs2
|Dv|dHn +
∫
Ωs1
|Dv|2dHn + s
)
where C is a constant depending only on ‖Hk‖0, |Ωk| (cf. Remark 3.10). So for
ε1 = σ
1/2, ε2 = 4Cs
1/2 (where C is as in the above estimate) and for s, σ small
enough and we get the following:
σ1/2
∫
Ω2
|Dv|dHn + s1/2
∫
Ωs2
|Dv|dHn ≤ C(σ + s1+1/2)⇒
σ1/2
∫
Ω2∪Ω1
|Dv|dHn + s1/2
∫
Ωs2∪Ω
s
1
|Dv|dHn ≤ C(σ + s1+1/2) + C(σ + s2)⇒∫
Ωk
|Dv|dHn ≤ C(σ1/2 + σ−1/2s1+1/2)
and by the Sobolev inequality(∫
Ωk
|v| nn−1 dHn
)n−1
n
≤ Cσ−1/2(σ + s1+1/2).
This implies a sup estimate (cf. [GT01, Section 10.5]):
‖v‖0 ≤ Cs
where C is independent of s, σ, provided that σ1/2 ≤ s.

4. Main Theorem and applications
As in Section 3, we let Ω be a C1,α bounded domain in Rn and Φ a compact,
embedded C1,α submanifold of ∂Ω× R. We will use the following notation:
The set (∂Ω × R) \ Φ is the union of two disjoint open connected components
UΦ, VΦ, where UΦ ⊃ {(x′, xn+1) : x′ ∈ ∂Ω, xn+1 > R} and VΦ ⊃ {(x′, xn+1) : x′ ∈
∂Ω, xn+1 < −R} for sufficiently large R. We can think of these components as the
parts of the cylinder ∂Ω×R that lie “above” and “below” Φ respectively. Then for
any multiplicity one n-current S with sptS ⊂ Ω× R and ∂S = [[Φ]], there exists a
multiplicity one (n+ 1)-current, which we will denote by S˜, such that
4.1 S = [[VΦ]] + ∂S˜ , spt S˜ ⊂ Ω× R.
We now state our Main Theorem:
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Theorem 4.2 (Main Theorem). Given Ω a C1,α bounded domain of Rn, Φ a
compact, embedded C1,α submanifold of ∂Ω × R, such that for a sequence φi ∈
C1,α(∂Ω), graphφi
C1,α−→ Φ and H = H(x′, xn+1) a C1 function in Ω× R, which is
non decreasing in the xn+1-variable and such that ‖H‖0 ≤ nω1/nn |Ω|−1/n, we let u
be a function in BV (Ω) that minimizes the functional
F(u) =
∫
Ω
√
1 + |Du|2dx′ +
∫
Ω
∫ u(x)
0
H(x′, xn+1)dx
′dxn+1 + lim
i
∫
∂Ω
|u− φi|dx′.
Then for the current T = [[graphu]] + Q, where Q is the multiplicity one n-
current such that sptQ ⊂ ∂Ω × R and ∂Q = [[Φ]] − [[traceu]], sptT is a C1,α
manifold-with-boundary, with boundary given by Φ.
Moreover this current T = T (Ω,Φ, H) locally minimizes the functional
(1) M(T ) +
∫
sptT˜
H(x′, xn+1)dx
′dxn+1
among all n-currents with boundary [[Φ]] and support in Ω× R.
Proof. Without loss of generality we can assume that 0 ∈ ∂Ω. We also let r > 0 be
such that (Ω,Φ) ∈ Bαr (cf. Definition 2.2).
We use the approximating method described in section 3 with the given boundary
data (Ω,Φ). Let uk ∈ C1(Ωk) be the solutions to the approximating problems
defined in 3.1:
n∑
i=1
Di
(
Diuk√
1 + |Duk|2
)
=
n∑
i=1
Dif
i
k +Hk in Ωk
uk = φk on ∂Ωk
(2)
where Ωk
C1,α−→ Ω and Φk|∂Ωk C
1,α
−→ Φ with Φk = graphφk. Note that the solutions
uk exist by Theorem 3.18.
Then, by Theorem 3.13, we have uniform C1,α estimates for the graphs of uk
(independent of k). In particular given ε0, there exists ρ such that
κ(graphuk, ρ, xk) < ε0 , ∀xk ∈ graphuk and ∀k
where κ is as in Definition 2.1.
Assume now that Bn+1ρ/2 (x) ⊂ Rn+1 is such that Bn+1ρ/2 (x) ∩ graphuk 6= ∅ for
infinitely many k. Then for these k, Bn+1ρ/2 (x) ∩ graphuk is the graph of a C1,α
function, of norm less than ε0, above some n-dimensional affine space Pk. After
passing to a subsequence Pk → P , where P is an n-dimensional affine space and
hence
(3) graphuk ∩Bn+1ρ/2 (x) = graph vk ∩Bn+1ρ/2 (x)
where vk ∈ C1,α(P ∩ Uk;P⊥) is such that ‖vk‖1,α < 2ε0 and where Uk is a C1,α
domain of P . Notice that either Uk = P or else Φk ∩ Bρ(x) 6= ∅ in which case
∂Uk ∩ Bn+1ρ/2 (x) = projP (Φk ∩ Bn+1ρ/2 (x)). In the latter case, since Φk
C1,α−→ Φ, we
have that Uk
C1,α−→ U , where U is a C1,α domain of P such that ∂U ∩ Bn+1ρ/2 (x) =
projP (Φ ∩Bn+1ρ/2 (x)).
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Hence we can apply the Arzela-Ascoli theorem to the sequence {vk}, to conclude
that, after passing to a subsequence,
(4) vk → v
with respect to the C1,α
′
norm, for any α′ < α, where v ∈ C1,α(P ∩U ;P⊥) is such
that ‖v‖1,α ≤ 2ε0 and furthermore
graphuk ∩Bn+1ρ (x) C
1,α′
−→ graphv ∩Bn+1ρ (x).
Since ‖uk‖0 are uniformly bounded, there exists a compact subset D ⊂ Rn+1
such that graphuk ⊂ D for all k. Covering D with finitely many balls of radius ρ
and applying the above discussion in each of them we get that after passing to a
subsequence
(5) graphuk
C1,α
′
−→ M
for all α′ < α and where M is an embedded C1,α manifold-with-boundary Φ and
such that for any x ∈M , κ(M,ρ, x) < 2ε0.
For the sequence {uk}, by standard PDE estimates (as discussed in Remark
3.12) we have uniform C1,α estimates in compact sets of Ω (independent of k) and
thus, after passing to a subsequence, {uk} converges with respect to the C1,α′ norm
on compact sets of Ω, for any α′ < α, to a function u ∈ C1,α(Ω). Hence we have
that M ∩ (Ω×R) = graphu. Furthermore, since uk satisfy the equation in (2) and
Ωk
C1,α−→ Ω, u satisfies
(6)
n∑
i=1
Di
(
Diu√
1 + |Du|2
)
= H(x′, u(x′)) , in Ω.
Let T be the multiplicity one n-current such that sptT = M . Then ∂T = [[Φ]]
and T = [[graphu]]+Q, where Q is the multiplicity one n-current such that sptQ ⊂
∂Ω× R and ∂Q = [[Φ]]− [[traceu]].
u satisfies equation (6) and therefore T minimizes the functional in (1) of the
theorem. To see this, let W ⊂⊂ Ω × R and let S be a multiplicity one n-current
with boundary [[Φ]] and such that sptT = sptS outside W .
Then T − S = ∂(T˜ − S˜), where T˜ , S˜ are as defined at the beginning of this
section (cf. equation 4.1) and note that T˜ − S˜ has support in W ∩ (Ω× R). Let
ω =
n+1∑
i=1
(−1)i+1ei · νdx1 ∧ · · · ∧ d̂xi ∧ · · · ∧ dxn+1
where ν is the downward pointing unit normal to graphu extended to be an Rn+1-
valued function in Ω × R so that it is independent of the xn+1-variable. Then,
because of the convergence in (5), ~Tk → ~T (where Tk = [[graphuk]]) with respect
to the C0,α
′
norm, for any α′ < α. Hence T (ω) =M(T ) and arguing as in Lemma
2.9 we have
T (ω)− S(ω) =(T˜ − S˜)(dω)⇒
M(T )−M(S) ≤−
∫
spt T˜\spt S˜
H(x′, xn+1)dxdxn+1
+
∫
spt S˜\spt T˜
H(x′, xn+1)dxdxn+1
.(7)
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Hence T minimizes the functional defined in (1) and so u minimizes F . 
Remark 4.3. If S is another n-current with boundary [[Φ]] and support in Ω × R
that minimizes the functional defined in (1) of Theorem 4.2, then ~T = ~S almost
everywhere. To see this note that by the argument (7) in the proof of Theorem 4.2
we have that
M(T ) =M(S) =
∫
sptS
< ~S, ~T > dµS .
Therefore sptS ∩ (Ω × R) = graphu+ c, for some constant c and hence u + c (as
well as u) minimizes the functional F . Hence if traceu ∩ Φ 6= ∅ then S = T and
T is the unique current with this minimizing property. In particular we know that
u(x) = φ(x) for any x ∈ ∂Ω such that H∂Ω(x) > |H(x, φ(x))| [Mir71b].
Remark 4.4. The regularity of sptT , where T = (Ω,Φ, H) (as defined in Theo-
rem 4.2) depends on that of ∂Ω, Φ and H in a continuous way and the boundary
regularity of sptT is a local result:
By the proof of Theorem 4.2 we see that sptT can be approximated in the C1,α
sense (cf. Definition 2.1) by a sequence of graphs of solutions uk to the approxi-
mating problems 3.1 (as described in Section 3). Furthermore for this sequence we
also have that ‖uk − u‖1,α′,W → 0 for all W ⊂⊂ Ω, α′ < α and ‖uk‖1,α,W ≤ C,
with the constant C depending only on ‖H‖C1, the C1 norm of H. Hence ‖u‖1,α,W
and therefore sup{r : κ(spt T, x, r) <∞} for any x ∈ sptT ∩ (Ω× R) depends only
on ‖H‖C1.
For points x = (x′, xn+1) ∈ sptT ∩ (∂Ω×R) we have (by Theorem 3.13 and the
proof of Theorem 4.2) that sup{r : κ(sptT, x, r) <∞} depends on ‖H‖C1 but also
on sup{r : κ(∂Ω, x′, r) <∞} and sup{r : κ(Φ, x, r) <∞ , ∀x = (x′, t) ∈ Φ}.
In the following corollary, which is an immediate consequence of Theorem 4.2,
we give some properties for the trace of the function u that minimizes F , as defined
in Theorem 4.2.
Corollary 4.5. Let (Ω,Φ), H, u and T = T (Ω,Φ, H) be as in the statement of
Theorem 4.2.
i. If traceu ∩ Φ 6= 0, then ∀x = (x′, xn+1) ∈ traceu ∩ Φ there exists ρ > 0
such that either Bn+1ρ (x) ∩ VΦ = ∅ or Bn+1ρ (x) ∩ UΦ = ∅. The radius ρ
depends only on sup{r : κ(∂Ω, x′, r) < ∞}, sup{r : κ(Φ, x, r) < ∞ , ∀x =
(x′, t) ∈ Φ} and ‖H‖C1 (because of Remark 4.4)
ii. If for some x′ ∈ ∂Ω, x = (x′, xn+1) ∈ traceu ∩ UΦ then ~T (x) coincides
with the inward pointing unit normal of ∂Ω at x′ and if x = (x′, xn+1) ∈
traceu ∩ VΦ then ~T (x) coincides with the outward pointing unit normal of
∂Ω at x′.
UΦ, VΦ are as defined at the beginning of Section 4.
Higher Regularity
In this paragraph we show higher regularity for sptT , where T is as in Theorem
4.2, provided that we impose some additional regularity conditions on Φ, ∂Ω.
Lemma 4.6. If in addition to the hypotheses of Theorem 4.2 we assume that ∂Ω
and Φ are W 2,p submanifolds, for some p > n, then for the current T = T (Ω,Φ, H),
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as defined in Theorem 4.2 we have that sptT is a W 2,p manifold-with-boundary,
with boundary given by Φ.
Proof. Note first that since ∂Ω, Φ areW 2,p, they are also C1,α for α = 1−n/p and
hence (by Theorem 4.2) sptT is C1,α.
Following the proof of Theorem 4.2 we can construct the vector fields f ik in the
approximating problems, as defined in (2) in the proof of Theorem 4.2, so that
sup
k
‖
n∑
i=1
Dif
i
k‖p <∞ and sup
k
‖φk‖W 2,p <∞.
Something which is possible because ∂Ω,Φ are in W 2,p (see also Lemma A.1, Re-
mark A.2).
Let vk be the local graphical representations of graphuk, as defined in (3) in the
proof of Theorem 4.2: vk ∈ C1,α(P ∩ Uk;P⊥), for some n-dimensional affine space
P are such that
graphuk ∩Bn+1ρ/2 (x) = graph vk ∩Bn+1ρ/2 (x).
Recall (Remark 3.12) that vk satisfy the following equations
n∑
i=1
Di
(
Divk√
1 + |Dvk|2
)
=
n∑
i=1
f ik +H
i
k in Uk
and if ∂Φk ∩Bn+1ρ/2 (x) 6= ∅ we also have that
vk = φk on ∂Uk ∩Bn+1ρ/2 (x).
Applying the Calderon-Zygmund inequality to the solutions vk and noticing that
sup
k
‖
n∑
i=1
Dif
i
k +Hk‖p <∞ , sup
k
‖φk‖W 2,p <∞
we conclude that ‖vk‖W 2,p are uniformly bounded. This implies that v is in W 2,p,
where v is as in (4) in the proof of Theorem 4.2 and in particular
‖v‖W 2,p ≤ sup
k
‖vk‖W 2,p .
Hence M = sptT is a W 2,p submanifold (see (5) in proof of Theorem 4.2). 
Let Ω,Φ, H, u, T = T (Ω,Φ, H) be as in Theorem 4.2. Then by standard PDE
theory, sptT ∩ (Ω×R) is a C2 manifold. However, near points x ∈ traceu the best
we can expect is that sptT is C1,1. We will show that this is the case, provided
that we impose higher regularity conditions on Ω,Φ. In particular we will show that
around those points sptT can be expressed as the graph of a function that satisfies
a variational inequality, an observation that for the case H = 0 and for points
x ∈ traceu \ Φ was first made in [LL85]. Thus using regularity results for such
functions [BK74, Ger85] we will show that sptT is a C1,1 manifold-with-boundary
provided that Ω is a C2 domain and Φ is a C3 manifold.
Theorem 4.7. If in addition to the hypotheses of Theorem 4.2, Ω is a C2 domain
and Φ is a C3 submanifold of ∂Ω × R, then for the current T = T (Ω,Φ, H), as
defined in Theorem 4.2 we have that sptT is a C1,1 manifold-with-boundary, with
boundary given by Φ.
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Proof. Let x = (x′, xn+1) ∈ traceu. By Theorem 4.2 there exists ρ > 0 such
that Bn+1ρ (x) ∩ sptT can be represented as the graph of a C1,α function above
P = Tx(spt T ), the tangent space of sptT at x, i.e.
(1) Bn+1ρ (x) ∩ sptT = graph v ∩Bn+1ρ (x)
where v ∈ C1,α((x + (P ∩ U)) ∩ Bn+1ρ (x);P⊥) is a C1,α function and U a C1,α
domain of P .
Assume that P 6= Tx(∂Ω×R), the tangent space of ∂Ω×R at x. Then, because
of Corollary 4.5 (ii), we have that x ∈ Φ and after replacing ρ with a smaller radius
if necessary we have that
(Bn+1ρ (x) ∩ sptT ) \ Φ ⊂ Ω× R
since sptT is C1,a. Hence v satisfies
n∑
i=1
Di
(
Div√
1 + |Dv|2
)
= H in U
(cf. Remark 3.12). Also for ∂U we have that graphv|x+∂U∩Bn+1ρ (x) = Φ∩Bn+1ρ (x).
Hence standard PDE estimates imply that v ∈ C2((x + (P ∩ U)) ∩ Bn+1ρ (x);P⊥),
provided that Φ is C2,α.
Hence we will assume that P = Tx(∂Ω × R). In this case v doesn’t satisfy
a prescribed mean curvature equation. However we will show that due to the
minimizing property of T (Theorem 4.2), it satisfies a variational inequality.
Note that we can also represent (∂Ω × R) ∩ Bn+1ρ (x) as the graph of a C1,α
function above P = Tx(∂Ω× R), i.e.
(∂Ω× R) ∩Bn+1ρ (x) = graphψ ∩Bn+1ρ (x)
for some ψ ∈ C1,α((x+ P ) ∩Bn+1ρ (x);P⊥).
In case Φ ∩ Bn+1ρ (x) 6= ∅, we define f : (x + ∂U) ∩ Bn+1ρ (x) → P⊥ to be the
restriction of v on ∂U , so that
Φ ∩Bn+1ρ (x) = graph f ∩Bn+1ρ (x).
We also define the following set
K =
{
w ∈ C0,1((x+ (P ∩ U)) ∩Bn+1ρ (x);P⊥) :w ≥ ψ ,
w = f on (x+ ∂U) ∩Bn+1ρ (x) , w = v on ∂Bn+1ρ (x) ∩ (x+ U)
}
.
Then because of the minimizing property of T , v minimizes the functional
B(v) =
∫
(x+U)∩Bn+1ρ (x)
√
1 + |Dv|2dHn+
∫
(x+U)∩Bn+1ρ (x)
∫ v(x′)
ψ(x′)
H(x′, xn+1)dxn+1dx
′
among all functions in K, where as usual for x′ ∈ Ω, y′ ∈ U we identify (x′, u(x′))
with (y′, v(y′)) using (1), here u is such that sptT ∩ (Ω× R) = graphu.
Since K is a convex set, for any w ∈ K, the function λ : [0, 1]→ B(v+λ(w−v)),
attains its minimum when λ = 0, therefore
d
dλ
∣∣∣∣
λ=0
B(v + λ(w − v)) ≥ 0⇒
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U∩Bn+1ρ (x)
n∑
i=1
Div√
1 + |Dv|2Di(w − v) +H(x
′, v(x′))(w − v)dx′ ≥ 0
and hence v satisfies the variational inequality
(2) < Av +Hv,w − v >≥ 0 , ∀w ∈ K
where
Av = −
n∑
i=1
Di
(
Div√
1 + |Dv|2
)
and Hv = H(x′, v(x′)).
Therefore by a theorem of Gerhardt [Ger85], if ψ is of class C2 and f is of class
C3 then v is a C1,1 function.
We remark here that in case (x + U) ∩ Bn+1ρ (x) = (x + P ) ∩ Bn+1ρ (x) (i.e. if
x ∈ traceu \ Φ) then v satisfies (2), but with the set K defined by
K = {w ∈ C0,1((x + P ) ∩Bn+1ρ (x);P⊥) : w ≥ ψ , w = v on ∂Bn+1ρ (x)}.
In this case, as was first shown in [LL85], we can also derive that v is a C1,1 function
provided that ψ is of class C2 by a result in [BK74].

Finally we state a result about the regularity of the trace. It is known [Sim76,
Lin87] that above a C4 portion of ∂Ω where H∂Ω(x) < |H(x, φ(x))|, the trace of u
is a Lipschitz manifold. In the following Theorem we show that because of Theorem
4.7, we can apply a result of Caffarelli [Caf80] to show that it is actually C1.
Theorem 4.8. In addition to the hypotheses of Theorem 4.2, assume that Ω
is a C4 domain and Φ is a C3 submanifold of ∂Ω × R. Let S = {x′ ∈ ∂Ω :
H∂Ω(x
′) < |H(x′, xn+1)| , ∀ (x′, xn+1) ∈ Φ}. Then the trace of u above S is C1,
where u ∈ BV(Ω) is the minimizer of F , as in Theorem 4.2.
Proof. Following the notation in the proof of Theorem 4.7, we introduce the func-
tion v = v − ψ and define the set
F (v) = ∂{y ∈ U ∩Bn+1ρ (x) : v(y) > 0} ∩ ∂{x ∈ U ∩Bn+1ρ (x) : v(y) = 0}.
Then F (v) = traceu ∩ Bn+1ρ (x). By [Sim76, Lin87], F (v) is a Lipschitz manifold.
If we furthermore know that v is a C1,1 function then we can apply the results in
[Caf80] to conclude that F (v) is C1. This completes the proof, since if ∂Ω,Φ ∈ C3,
then by Theorem 4.7 v ∈ C1,1. 
Corollaries, Applications
We show that for u ∈ BV (Ω) minimizing the functional F (as in Theorem 4.2),
the trace of u changes monotonely if we change the boundary data monotonely:
Lemma 4.9. Let H,Ω,Φj , Tj = T (Ω,Φj, H), for j = 1, 2, be as in Theorem 4.2
and such that VΦ1 ⊂ VΦ2 . Then
spt T˜1 ⊂ spt T˜2
where VΦj , T˜j, j = 1, 2 are as defined at the beginning of section 4, (cf. 4.1).
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Proof. For j = 1, 2, we approximate sptTj by graphs of solutions u
j
k to the approx-
imating problems defined in 3.1 (as in (2) in the proof of Theorem 4.2). Note that
we can take ujk, for j = 1, 2, to be solutions to the same equation
n∑
i=1
Di
 Diujk√
1 + |Dujk|2
 = n∑
i=1
Dif
i
k +Hk in Ωk
and their boundary values to satisfy
φ1k(x
′) ≤ φ2k(x′) , ∀x′ ∈ ∂Ωk.
The above equation satisfies the comparison principle and hence u1k(x
′) ≤ u2k(x′)
for all x′ ∈ Ωk. The lemma follows by letting k →∞. 
Finally we want to show (Theorem 4.11) that in case n = 2, for a large class of
boundary data Ω,Φ the trace of the minimizer of the functional F with H equal
to a non-negative constant has a jump discontinuity at a point where the mean
curvature of ∂Ω is less than −H and along this discontinuity it attaches to the
prescribed boundary in a subset with non-empty interior (relative to the boundary
manifold). For this we will need the following lemma.
Lemma 4.10. Let Ω,Φ, H be as in Theorem 4.2. Suppose that {Φt}t∈[0,1] is a
continuous (as map from [0, 1] into the space of C1,α manifolds) 1-parameter family,
where for each t ∈ [0, 1], Φt is the limit of C1,α graphs above ∂Ω and such that it
satisfies the following:
There exists x′0 ∈ ∂Ω and σ > 0 such that:
i. Φt ∩ (Bnσ (x′0)× R) = Φ ∩ (Bnσ (x′0)× R) for all t ∈ [0, 1].
ii. {(x′, traceu0(x′)) : x′ ∈ ∂Ω ∩Bnσ (x′0)} ⊂ VΦ.
iii. {(x′, traceu1(x′)) : x′ ∈ ∂Ω ∩Bnσ (x′0)} ⊂ UΦ.
Here for each t ∈ [0, 1], ut ∈ BV (Ω) is a minimizing function of the functional F
with given data (Ω,Φt, H).
Then for each x1 ∈ Φ ∩ (Bnσ (x′0) × R) there exists t = t(x1) ∈ (0, 1) and ε > 0
with {(x′, traceut(x′)) : x′ ∈ ∂Ω} ∩Bn+1ε (x1) = Φ ∩Bn+1ε (x1).
Proof. For each t, (∂Ω × R) \ traceut is the union of two disjoint connected com-
ponents Ut, Vt, where Ut ⊃ {(x′, xn+1) : x′ ∈ ∂Ω, xn+1 > R} and Vt ⊃ {(x′, xn+1) :
x′ ∈ ∂Ω, xn+1 < −R} for sufficiently large R. Given x1 ∈ Φ ∩ (Bnσ (x′0)× R), let
t1 = sup{t ∈ [0, 1] : x1 ∈ Ut}
and
t2 = inf{t ∈ [0, 1] : x1 ∈ Vt}.
Note that by the assumptions ii, iii and because of Remark 4.3, t1, t2 ∈ (0, 1).
Take any sequence ti ↓ t2. Then by ii of Corollary 4.5, ~T (Ω,Φti)(x1) coincides with
the outward pointing normal of ∂Ω×R at x1 for all ti in the sequence and therefore,
by Remark 4.3, it is also true for t2. On the other hand if we take a sequence ti ↑ t1,
then similarly we get that ~T (Ω,Φt1)(x1) coincides with the inward pointing normal
of ∂Ω× R at x1.
Hence, again by Remark 4.3, for some t between t1 and t2, ~T (Ω,Φt)(x1) is not
parallel to the normal vector to ∂Ω×R at x1 and so for this t, Corollary 4.5 implies
that {(x′, traceut(x′)) : x′ ∈ ∂Ω} ∩Bn+1ε (x1) = Φ ∩Bn+1ε (x1) for some ε > 0. 
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Theorem 4.11. Let Ω be a bounded C2 domain of R2, H ≥ 0 a given constant
and x′0 ∈ ∂Ω is such that
(1) H∂Ω(x
′
0) < −H
where H∂Ω(x
′
0) denotes the mean curvature of ∂Ω with respect to the inward pointing
unit normal.
Then there exists a large class of C1,α boundary data Φ, for which the function
u that minimizes the functional F with given data {Ω,Φ, H} has trace with a jump
discontinuity at x′0 along which it attaches to Φ in a subset with non-empty interior.
Proof. Let Φ be an embedded C1,α submanifold of ∂Ω×R such that for a sequence
φi ∈ C1,α(∂Ω), graphφi C
1,α
−→ Φ and assume that
{x′0} × I ⊂ Φ
for some interval I.
We will show that for any such Φ there exist C1,α boundary data Φ˜ such that
Φ˜∩(Bσ(x′0)×R) = Φ∩(Bσ(x′0)×R) for some σ > 0 and for which the conclusion of
the theorem holds, i.e. the function u that minimizes the functional F with given
data {Ω, Φ˜, H} has trace with a jump discontinuity at x′0 along which it attaches
to Φ˜ in a subset with non-empty interior. Here and in the rest of the proof Br(x
′)
will denote the 2-dimensional ball of radius r centered at x′. By Lemma 4.10, it
suffices to show that for such Φ we can construct a continuous 1-parameter family
of boundary data {Φt} satisfying properties i-iii of Lemma 4.10.
For Φ as above and σ > 0, that will be determined later, let {Φt}−∞<t<∞
be any monotone, continuous, 1-parameter family of boundary data satisfying the
following:
Φt ∩ (Bσ(x′0)× R) = Φ ∩ (Bσ(x′0)× R)
and outside Bσ(x
′
0)× R, Φt is given by the graph of a C1,α function φt with
lim
t→−∞
φt(x
′) = −∞ , lim
t→+∞
φt(x
′) =∞ ∀x′ ∈ ∂Ω \Bσ(x′0).
We will show that for t0 > 0 big enough {Φt}{−t0≤t≤t0} (after a reparametrization)
satisfies properties ii and iii of Lemma 4.10. In particular we will show that there
exists t0 > 0 and σ > 0, such that for all t ≥ t0
(2) {(x′, traceut(x′)) : x′ ∈ ∂Ω ∩Bσ(x′0)} ⊂ UΦt
and
(3) {(x′, traceu−t(x′)) : x′ ∈ ∂Ω ∩Bσ(x′0)} ⊂ VΦ−t
where ut is the minimizer of F with data (Ω,Φt, H).
For any x′ ∈ ∂Ω such that H∂Ω(x′) < 0, there exists a circumference Cx′ passing
through x′, such that a neighborhood of x′ in ∂Ω lies inside Cx′ . Since H∂Ω(x′0) < 0
we can choose σ > 0 such that the following holds: For all x′ ∈ Bσ(x′0) there exists
a circumference Cx′ passing through x′ and such that Bσ(x′0) ∩ ∂Ω lies inside Cx′ .
Let x = (x′, x3) ∈ Φ∩ (Bnσ (x′0)×R), Cx′ be as described above and let ∆ be the
region defined as follows: If H = 0 then ∆ is the region of R2 outside Cx′ and if
H > 0 then ∆ is an annulus with inner boundary Cx′ and width H−1. Then (cf.
[Fin65]) there exist functions v± defined in ∆ ∩ Ω such that x ∈ graphv±,∑
i=1,2
Di
(
Div
±√
1 + |Dv±|2
)
= ±H
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and Dv± = ±∞ on ∂(∆ ∩ Ω) \ ∂Ω. Taking t small enough we have that
v+ ≥ ut on ∂Ω ∩∆
and taking t big enough we have that
v− ≤ ut on ∂Ω ∩∆.
Hence we can apply the comparison principle in [Fin65] to conclude that for t
small enough, v+ ≥ ut on ∆∩Ω and so x lies above the trace of ut. Similarly for t
big enough, v− ≤ ut on ∆ ∩ Ω and so x lies below the trace of ut.

Remark 4.12. By Remark 4.3 and Corollary 4.5, Theorem 4.11 still holds if Ω is
a C1,α domain. In this case condition (1) of the theorem should be replaced by the
following: There exists some r > 0 for which
−
∫
∂Ω
ν∂Ω ·Dζ <
∫
∂Ω
Hζ
for all positive ζ ∈ C∞ with support in Br(x′0) ∩ ∂Ω.
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Appendix A. A Technical Lemma
Lemma A.1. Let Ω be a C1,α domain of Rn and r > 0 be such that
κ(∂Ω, r, x) < 1 , ∀x ∈ ∂Ω
with κ as defined in Definition 2.1.
Given η = (η1, . . . , ηn) ∈ C0,α(∂Ω;Rn), there exists a C0,α vector field X on
Ωr/4 = {x ∈ Ω : 0 ≤ dist(x, ∂Ω) ≤ r/4} such that divX = 0 (weakly), X |∂Ω = η
and for any x ∈ ∂Ω
‖X‖0,Bnr (x)∩Ωr/4 + rα[X ]α,Bnr (x)∩Ωr/4 ≤ C
(‖η‖0,Bnr (x)∩∂Ω + rα[η]α,Bnr (x)∩∂Ω)
where C depends on ∂Ω and n.
Proof. We will construct X around each point using local transformations that
flatten the boundary. Therefore we will first show that the lemma holds in the case
of flat boundary:
Claim: Given a C0,α vector field g = (g1, . . . , gn) : R
n−1 → Rn with compact
support there exists a C0,α vector field X = (X1, . . . , Xn) on R
n−1 × [0, 1] such
that X(x′, 0) = g(x′), divX = 0 (weakly) on Rn−1 × [0, 1] and ‖X‖0,α ≤ C‖g‖0,α,
where C is an absolute constant.
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Let φ be a non-negative, smooth function with compact support in Bn−11 (0) and
such that
∫
Rn−1
φ(ξ)dξ = 1. For x = (x′, xn) define X by the following formula:
X(x′, xn) =
n−1∑
j=1
∫
Rn−1
gj(x
′ − xnξ) (φ(ξ) − div(φ(ξ)ξ)) dξ ej
+
gn(x′)− n−1∑
j=1
∫
Rn−1
gj(x
′ − xnξ)Djφ(ξ)dξ
 en
(1)
For X it is easy to check that X(x′, 0) = g(x′) and ‖X‖0,α ≤ C‖g‖0,α. Furthermore
we have that divX = 0. To see this, we only need to check it for smooth g, for
which we can integrate by parts to get that
X(x′, xn) =
n−1∑
j=1
Dnfj(x)ej +
gn(x′)− n−1∑
j=1
Djfj(x)
 en
where
fj(x
′, xn) = xn
∫
Rn−1
gj(x
′ − ξxn)φ(ξ)dξ.
Then
divX =
n−1∑
j=1
DjDnfj +Dngn −
n−1∑
j=1
DnDjfj = 0
since gn is independent of the xn-variable. Hence the claim is true.
For the general case, consider a finite cover {Bnr/4(xi)} of ∂Ω, where xi ∈ ∂Ω
and such that Bnr/8(xi) ∩ Bnr/8(xj) = ∅ for xi 6= xj . Let φi be a partition of unity
suboordinate to this cover. Let ηi(x) = φi(x)η(x), for all x ∈ ∂Ω.
For each i, let ψi be a diffeomorphism that flattens ∂Ω in B
n
r (xi), i.e.
ψi(Ω ∩Bnr (xi)) = Bnr (0) ∩ Rn+.
We can also take ψi so that ψi(Ω ∩Bnr/4(xi)) = Bnr/4(0) ∩ Rn+ and
ψi(Ω
r/4 ∩Br(xi)) ⊂ Bnr (0) ∩ (Rn−1 × [0, r/4]).
Let
(2) gi(x) = (Dψ−1i (x)
ψi)ηi(ψ
−1
i (x)) , for x ∈ Bnr (0) ∩ (Rn−1 × {0})
where (Dψ−1i (x)
ψi) denotes the matrix of the Jacobian of ψi at the point ψ
−1
i (x).
Then, since ψi(Ω ∩ Bnr/4(xi)) = Bnr/4(0) ∩ Rn+ and ηi = 0 outside Bnr/4(xi) we
have that
(3) gi(x) = 0 for x ∈ (Bnr (0) ∩ (Rn−1 × {0})) \Bnr/4(0).
For each gi let Xi be the vector field given by (1). Then, by (3)
(4) Xi = 0 on ∂B
n
r (0) ∩ (Rn−1 × [0, r/4]).
Hence
X(x) =
∑
i
(Dψi(x)ψi
−1)Xi(ψi(x))
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is a C0,α vector field on Ωr/4 and is such that for any x ∈ ∂Ω
‖X‖0,Ωr/4∩Bnr (x) ≤
∑
i
‖Dψ−1i ‖0,Bnr (0)‖Xi‖0,ψi(Bnr (x))
≤ C
∑
i
‖gi‖0,ψi(Bnr (x))∩(Rn−1×{0}) ≤ C‖η‖0,∂Ω∩Bnr (x)
and
rα[X ]α,Ωr/4∩Bnr (x) ≤
∑
i
rα[Dψ−1i ]α,Bnr (0)‖Xi‖0,ψi(Bnr (x))
+ ‖Dψ−1i ‖0,Bnr (0)rα[Xi]α,ψi(Bnr (x))
≤C
∑
i
‖gi‖0,ψi(Bnr (x))∩(Rn−1×{0}) + rα[gi]α,ψi(Bnr (x))∩(Rn−1×{0})
≤ C (‖η‖0,Bnr (x)∩∂Ω + rα[η]α,Bnr (x)∩∂Ω)
where C depends on n.
Finally we have that X |∂Ω = η and divX = 0. To see this let x ∈ ∂Ω, then:
X(x) =
∑
i
(Dψi(x)ψi
−1)gi(ψi(x)) =
∑
i
(Dψi(x)ψi
−1)(Dxψi)ηi(x)
=
∑
i
φi(x)η(x) = η(x)
Let ζ ∈ C∞(Ωr/4) and having compact support. We will show that∫
Ωr/4
X(x) ·DxζdHn(x) = 0.
∫
Ωr/4
X(x) ·DxζdHn(x)
=
∑
i
∫
Bnr (xi)
(Dψi(x)ψi
−1)Xi(ψi(x)) ·DxζdHn(x)
=
∑
i
∫
Bnr (xi)
(Dψi(x)ψi
−1)Xi(ψi(x)) ·Dψ(x)(ζ ◦ ψ−1)DxψdHn(x)
=
∑
i
∫
Bnr (xi)
Xi(ψi(x)) ·Dψ(x)(ζ ◦ ψ−1)dHn(x)
=
∑
i
∫
Bnr (0)
Xi(y) ·Dy(ζ ◦ ψ−1)dHn(y)
which is equal to zero because by construction divXi = 0 (weakly). 
Remark A.2. We remark that lemma A.1 is true with higher regularity of the
boundary and of the vector field η. In particular we have the following:
Let Ω be a Ck,α domain of Rn and η ∈ Cl,β(∂Ω,Rn), where k, l ≥ 0 , α, β ∈ [0, 1]
and l + β ≤ k + α + 1. Then there exist a neighborhood V of ∂Ω in Ω and a Cl,β
vector field X on V such that divX = 0, X |∂Ω = η and
‖X‖l,β,V ≤ C‖η‖l,β,∂Ω
where the neighborhood V and the constant C depend on ∂Ω.
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Appendix B. Varifolds, Currents
Let
P : Rn+1 → R2 × {0}n−1
denote the projection onto the (x1, x2)-plane in R
n+1.
Let
ζ : Rn+1 \ ({0}2 × Rn−1)→ R2 × {0}n−1
be the function defined by
ζ(x) = ζ(x1, x2, . . . , xn+1) = (−x2, x1, 0, . . . , 0)
so that ζ is the projection P followed by a counterclockwise π/2-rotation.
Lemma B.1. (Allard)
Let C = (sptC, ~C, θ) be an n-dimensional cone in Rn+1, such that 0 ∈ ∂C, θ(x) ≥ 1
for all x ∈ sptC \ ∂C, ∂C = {0}2 × Rn−1 and ‖δC‖(Rn+1 \ ∂C) = 0.
For each φ ∈ C∞((R2 × {0}n−1) ∩ Sn) define
T (φ) =
∫
Bn+11 (0)\∂C
φ
(
P (x)
|P (x)|
) |px(ζ(x))|2
|P (x)|2 θ(x)dH
n(x)
where ζ is as defined above and px denotes the projection onto the tangent space of
C at x.
Then
(1) T is a multiple of H1((R2 × {0}n−1) ∩ Sn), i.e.
T (φ) = c
∫
(R2×{0}n−1)∩Sn
φ(x)dH1(x)
for any φ ∈ C∞((R2 × {0}n−1) ∩ Sn).
(2) If T = 0 then P (sptC) ∩ Sn is finite.
For the proof of this lemma we refer to [All75].
Part (2) of Lemma B.1 directly implies the following:
Corollary B.2. Let C be an n-dimensional cone in Rn+1 such that 0 ∈ ∂C, ∂C is
an (n − 1)-dimensional subspace, θ(x) ≥ 1 for all x ∈ sptC \ ∂C and sptC ⊂ H,
where H is a halfspace with ∂C ⊂ ∂H.
Then
C =
k∑
i=1
Pi
where Pi are n-dimensional halfspaces, with ∂Pi = ±∂C and Pi ⊂ H.
Corollary B.3. If in addition to the hypotheses of Corollary B.2, we assume that
C is area minimizing, then we have that either C is an n-dimensional halfspace or
C = mH1 + lH2
where H1, H2 are the two halfspaces in ∂H defined by ∂C.
Furthermore |m− l| gives the multiplicity of ∂C.
Proof. Without loss of generality we can assume that H = R+×Rn. By Corollary
B.2 we can write C =
∑k
i=1 Pi, where Pi are now of multiplicity 1 (so that we could
have that Pi = Pj),
Pi = ±[[{y + tui, y ∈ ∂C, t > 0}]]
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for some unit vector ui, normal to ∂C and such that ui · e1 ≥ 0.
Take j ∈ {1, . . . k} such that ∂Pj = ∂C, then
∂(C − Pj) = 0
and for any compact set W ⊂ Rn+1
M
W
(C − Pj) =MW (C)−MW (Pj).
We claim that C −Hj is also area minimizing. Assume that it is not true, then
for a compact set W ⊂ Rn+1 there exists a current S with sptS ⊂W , ∂S = 0 and
such that
M
W
(C − Pj + S) < MW (C − Pj) =MW (C) −MW (Pj).
Then
M
W
(C + S) ≤M
W
(C + S − Pj) +MW (Pj) < MW (C)
which contradicts the fact that C is area minimizing.
So C − Pj is area minimizing and hence the associated varifold is stationary.
Computing ‖δ(C − Pj)‖(BR(0)) we get that
0 =
k∑
i=1
i6=j
ui.
This is true for any j such that ∂Pj = ∂C, hence there can only be one such
different uj .
Similarly, picking a j such that ∂Pj = −∂C we get that C + Hj will be area
minimizing and computing the first variation of the corresponding varifold we get
that
0 = uj +
k∑
i=1
ui.
Hence, as before, there can only be one such different uj.
So either k = 1, in which case we get that C is an n-dimensional halfspace or if
k > 1 we showed that C must be of the form
C = kH1 + lH2
where H1, H2 are the two halfspaces in ∂H defined by ∂C. 
Lemma B.4. Let C be an n-dimensional integral current such that sptC lies in
a closed halfspace H, ∂C ⊂ ∂H and C minimizes area in H. Then C is area
minimizing.
Proof. Suppose not. Then there exists an integer multiplicity current S, with ∂S =
∂C, W = spt(S − C) compact in Rn+1 and such that
(1) M
W
(C) > M
W
(S).
Let f be the reflection along L = ∂H :
f(x) = L(x)− L⊥(x) , x ∈ Rn+1
where, for a subspace P , P (x) denotes the projection of x on P .
Define the function g : Rn+1 → H , by:
g(x) =
{
x , x ∈ H
f(x) , x ∈ Rn+1 \H.
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Then for the current g#S we have that it has support in H , ∂(g#S) = g#∂S = ∂C
and it satisfies the estimate
(2) M
V
(g#S) ≤ sup
g−1(V )
|Dg|nM
g−1(V )
(S) , ∀V ⊂⊂ H
Where, if S = (sptS, θ, ~S), then:
(g#S)(ω) =
∫
sptS
< ω(g(x)), dgx#~S(x) > θ(x)dHn(x).
Using now the assumption on C and (2) we have that for any compact subset of
R
n+1, W :
M
W
(C) =M
W∩H
(C) ≤M
W∩H
(g#S) ≤MW (S)
which contradicts (1). 
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