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ABSTRACT
Obtaining better information on the quality of health care providers is one of the most pressing
issues in health policy today.  In this paper we (1) develop a new method for measuring quality of care that
overcomes the key limitations of available quality measures, and (2) apply this method to estimating the
quality of hospital care for elderly patients with heart disease.  Our approach optimally combines
information from all available current and past quality indicators in order to more accurately estimate and
forecast each provider’s quality level.  For patients with heart disease, the method is able to predict and
forecast differences in patient outcomes across hospitals remarkably well - far better than existing methods.
Our approach also provides an empirical basis for choosing among potential quality indicators.  In
particular, we find that differences across hospitals in short-term mortality rates following a heart attack,
adjusted for patient demographics, are excellent indicators of quality of care:  They vary dramatically across
hospitals, are persistent over time, are highly correlated with alternative quality indicators, and are highly
correlated with mortality rates that adjust more extensively for patient severity.  Thus, comparing quality
of care across providers may be far more feasible than many now believe.
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1. Introduction
The lack of good information on performance or quality is a core problem in many areas
of public policy and evaluation today.  The difficulty of developing reliable information on the
quality of health care providers for guiding public policies and individual choices is perhaps the
most striking example.  Many reforms in medical financing and health plan choice have focused
on improving competition and efficiency in health care delivery.  While these reforms have
clearly affected medical prices and expenditures, they have also led to heightened concerns
about the quality of medical care.  Are managed care plans reducing costs by avoiding
providers and services that are more expensive yet worthwhile?  How can health plans and
providers compete effectively in quality if potential enrollees and patients have little reliable
information on quality to use as a basis of their choices?  How can providers hope to improve
quality if they also have little reliable information?
The reason that these questions are so difficult results from the limited availability of
useful information on the quality of health care providers.  The quality information problem has
many sources.  First, measurement is a problem because it is difficult to collect timely and
relevant data (often on long-term patient outcomes) for evaluating providers.  Even with good
data, multidimensionality is a problem.  Quality of medical care has many dimensions --
outcomes, processes of care, and others – all of which would ideally be integrated in a quality
evaluation.  A third obstacle is the noise inherent in any health care quality measure, due to the
small sample of patients and large number of factors other than provider quality that influence
quality measures for any individual provider.  Finally, bias is a problem to the extent that
variation in patient treatment or outcomes across providers is the result of systematic differences2
in patient mix rather than differences in care.  All of these problems have limited the value of
explicit information on health care quality, particularly for important health outcomes.
In this paper, we describe and apply a framework for addressing all of these issues in
the provision of quality information.  We develop measures of major health outcomes for
patients treated by different hospitals for their heart disease over time.  Our analysis considers a
range of serious health outcome measures, including mortality and serious complications that
have implications for quality of life, for which the quality evaluation problems are most salient.
We adapt vector autoregression  (VAR) methods for panel data to estimate the systematic
relationship across outcomes and over time, and then use this information to forecast future
outcomes and to filter out much of the noise in the observed outcome measures.  The basic idea
is simple.  Any single outcome measure for a health care provider will be a noisy (often very
noisy) indicator of that provider’s quality.  But all of the dimensions of quality that we consider –
multiple quality measures, and multiple time periods – are likely to be related to each other, and
so can aid the extraction of the signal from any particular measure.
This framework provides the basis for addressing all of the four major problems which
have impeded the development and use of quality measures.  Our method is computationally
feasible even for large datasets with many outcomes and many years.  More importantly, this
method results in prediction accuracy that is much greater than is possible using existing
statistical methods for addressing the signal extraction problem.  In addition, it provides a
quantitative basis for integrating a large number of dimensions of provider  quality, and for
limiting the often-substantial costs of data collection efforts to monitor quality.  Our method
estimates how highly correlated the signals are from alternative quality measures, thereby3
providing information on whether some quality measures contain redundant information.  For
example, we find that outcomes measures based on the limited information in patient claims are
highly correlated with measures that control for far more extensive information on patient mix
available from patient charts.  This result provides an empirical basis for determining whether the
collection of additional, potentially expensive information on patient characteristics is worthwhile
.
Our application involves heart disease in elderly Americans.  Heart disease is the leading
cause of death in the United States, and is clearly a condition for which the quality of medical
care provided may have a substantial impact on an individual’s health.  Between 1970 and
1995, the death rate from heart disease has fallen by more than half, and a number of studies
have documented that much of this improvement can be attributed to changes in medical
treatment (Goldman, 1984; Hunink et al., 1997; Heidenreich and McClellan, 1998).
The issues we address here are by no means unique to the health care industry.  The
same problems of measuring quality arise in fields as diverse as airline safety, school test scores,
and mutual fund performance.  Our approach to addressing the problem of profiling
performance is applicable to all of these contexts.  In addition, the estimation and forecasting
methods we use are in principle applicable in many other settings, from forecasting local area
unemployment and wage growth based on survey data to estimating betas for individual stocks
based on weekly price data.
In Section 2, we review the issues and previous studies relevant to our analysis.  In
Section 3, we describe our empirical methods.   Section 4 describes the data on heart disease.
Section 5 presents our results, and Section 6 concludes.4
2. Background
Information on provider quality in any industry is useful for two broad purposes:
forecasts and evaluations.  Forecast applications are forward-looking, to guide choices about
providers that may influence future outcomes.  Which hospitals would be the best choices as
contractors for a managed care plan?  If I have a heart attack, which hospital should I choose?
Information on past performance can guide these decisions, but perhaps in a complex way.
Relying simply on a provider’s performance in the previous year may lead to worse decisions
than considering patterns in performance over several years.  Evaluation applications are
backward-looking, to provide insights into the consequences of alternative policy options or
practices in the past.  What is the effect of hospital volume or experience on outcomes?  What
are the consequences of changes in hospital ownership?  Do hospitals with greater adherence to
standards of care have better outcomes? Policy and practice evaluations generally do not occur
at the level of specific providers.  But understanding how variations across providers may
contribute to the outcome differences resulting from differences in policies or practices may lead
to more appropriate inferences about their effects.
Many obstacles hamper the development of reliable forecasts and evaluations.  We
group these obstacles into four general categories.  First, measurement is an obstacle:  it may
be difficult or costly to collect relevant data for evaluating providers in a timely way.  For
example, the relevant time period for measuring outcomes such as survival after a heart attack
may be weeks or longer; until this time has passed, the relevant outcome measures are simply
not available.  Moreover, obtaining the relevant data may be expensive.  For example, collecting5
information on survival requires matching an individual’s hospitalization records to death
records, and collecting information on patient satisfaction requires locating and surveying
patients.
Second, the multidimensionality of quality magnifies the problems associated with
collecting data on any particular measure.  Patients are likely to care most about outcomes of
care, and relevant outcomes include not only survival but also the occurrence of various
complications and functional impairments.  Many other factors, such as the processes of care,
may also contribute to patients’ judgments about their satisfaction with the quality of care
received.  In addition, the processes of care themselves may be of some interest in evaluating
provider quality.  For example, the extent to which hospitals apply treatments that have been
demonstrated as effective may be useful indicators of quality.  Patients and especially health
plans may also be interested in resource use and costs of alternative providers.  Many clinical
reasons suggest that these outcomes are related to each other, but the nature and magnitude of
the relationships is generally not obvious.  For example, hospitals that perform better in terms of
heart attack survival may also do better in avoiding complications.  But it is also possible that
increased survival is associated with a greater rate of quality of life impairments.
To date, few systematic approaches have been developed to integrate all of these
quality measures.  E xisting provider “report cards” are either  ad hoc, or rely on clinical
considerations rather than empirical relationships to describe “clusters” of quality measures.
Similarly, the empirical literature in this area generally focuses on either single measures chosen
on a priori grounds, or ad hoc aggregates across measures or years.6
A third obstacle is the substantial amount of noise associated with virtually all important
measures of provider quality.  Most serious health problems, such as heart attacks, are relatively
infrequent; many hospitals may treat only a few dozen patients or fewer over an entire year.
And most major outcomes, such as long-term mortality, will be influenced by an enormous
number of factors other than the quality of the provider.  As a result, it is unlikely to be feasible
to assess any single outcome measure for a particular provider with a useful degree of precision.
In response to this concern, the National Center for Quality Assurance (NCQA), one
of the leading organizations in the development of quality assessment measures, has focused on
the development of measures for which 411 cases per provider can reasonably be collected in a
specific time period (e.g., six months or a year).  As a result, current NCQA measures focus
primarily on preventive care, for which the relevant denominator is the entire population treated
by a provider or plan, or on outcomes for very common (and less serious) illnesses. None of the
current or proposed NCQA quality measures involve outcomes for conditions serious enough
to require hospital care.
A second response to the noise problem has been the development of  hierarchichal
Bayesian models of patient outcomes.  The goal of this approach is to estimate posterior
distributions for key provider-specific parameters that influence patient outcomes.
Unfortunately, the complexity of this approach has limited its application to single outcomes and
fairly small samples (see for example Normand, Glickman and Gatsonis, 1997).  As we discuss
in section 3, our approach is closely related to these empirical Bayes methods but represents a
substantial departure in how we manage the complexity of the estimation problem so as to
incorporate more outcomes and larger samples.7
The final obstacle to measuring provider quality is the possibility of bias due to
systematic differences across providers in the patients they treat (case-mix).  The debate over
the bias of claims-based measured has been extensive, but the empirical evidence for the
existence of a bias is mixed (Landon et. al, 1996; Krakauer et. al, 1992; Park et. al, 1990).
One response to this problem has been to collect more detailed information on patient condition
at the time of admission from patient charts.  However chart review is costly enough that it is
unclear whether this is a feasible long-term solution.  For example, HCFA collected chart
information on all Medicare hospital admissions for cardiac conditions in 1994-95 but the cost
was around $100 per case.
1  To the extent that such chart data provides the best case-mix
adjustment possible, outcome measures based on such data provide a “gold standard” to which
other measures may be compared.  In section 5, we provide new evidence on the relationship
between such chart-based measures and the more commonly available claims-based measures.
                                                                
1 Jeffrey Newman, personal communication.8
3. Empirical Methods
We now describe our method for multivariate signal extraction using multiple measures
of hospital quality, including information from multiple years, multiple diagnoses, and multiple
outcomes.  We begin by providing some notation, and laying out the basic goals of our empirical
work.  We then describe our estimation method, first for the case in which we only use quality
measures to form predictions, and then in the more general case where we also use other
hospital characteristics.  Finally, we discuss how our estimator is related to empirical  Bayes
estimators.
A. Notation and Model
Suppose we observe data for a sample of hospitals (j=1,...N) on multiple dimensions of
quality (k=1,...,K) over many years (t=1,...,T).  For simplicity of notation we will assume that
each hospital has data for all years, and within each year has data on all outcomes, although the
methods can easily be extended to cases of missing observations.  We are interested in the
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where Y is the quality measure (e.g. death within 30 days of admission), X is a set of patient
characteristics (e.g. age, gender and comorbidities), w is the error term, and i indexes the
individual patient.  Thus, m
k
jt measures the true quality difference in dimension k across hospitals
j in year t, controlling for patient characteristics X.
We do not observe the true hospital-specific effects directly, but rather observe
estimates of these hospital-specific effects from a patient level regression run separately by year9
for each quality measure.  In other words, for each hospital we observe a vector of K noisy
hospital quality measures for T years.   Let Mj be a 1xTK vector of observed quality measures
for hospital j, adjusted for differences in X using patient-level regressions.
2  Then
(2) Mj = mj  +  ej
where mj is a 1xTK vector of the true hospital effects for hospital j, and ej is the estimation error
(which is mean zero and uncorrelated with mj).  Note that the variance of ej can be estimated
from the patient-level regressions, since this is simply the variance of the regression estimates
Mj.  In particular, E(ejt¢ejt)=Wjt and E(ejt¢ejs)=0 for t„s, where Wjt is the covariance matrix of
the effect estimates for hospital j in year t.
Our problem is how to use Mj to predict mj.  More specifically, we wish to create a
linear combination of each hospital’s observed measures in such a way that it minimizes the









but cannot do this directly, since m is unobserved and the optimal b will vary by hospital and
year.
Equation 3 highlights the key problem in predicting hospital quality.  The problem is
analogous to classical measurement error: the  regressor  M
k
jt is a noisy estimate of the
dependent variable, and therefore should not have a coefficient of one in this hypothetical
regression.   In other words, the estimated hospital-specific intercepts are not optimal predictors
                                                                
2 That is, Mj is the estimated hospital effect from a regression of Y on X with hospital fixed effects included.
Since we are only interested in relative rankings, and not the absolute level of the intercept, we construct M
so that it is mean zero in each year.10
of the true hospital-specific intercepts in terms of minimizing mean squared error.  As is usually
the case with measurement error, we can improve the predictions in equation 3 by attenuating
the coefficient towards zero, and this attenuation should be greatest for hospitals with
imprecisely-estimated effects. This is the basic shrinkage or “smoothing” technique that has
been applied in the empirical  Bayes literature (e.g., Morris, 1983).  Moreover, if the true
hospital-specific effects from other quality equations (other years, other types of patients) are
correlated with the effect we are trying to predict, then using their estimated values can further
improve prediction.
B. Estimation
While we cannot estimate equation (3) directly, it is possible to estimate the parameters
for this hypothetical regression.   The minimum mean squared error linear predictor is given by
E(mj| Mj) = Mj b ,  where b = [E(Mj'Mj)]
-1E(Mj'mj).   This best linear predictor depends on
two moment matrices:
(4.1) E(Mj'Mj) = E(mj'mj) + E(ej'ej)
(4.2) E(Mj'mj) = E(mj'mj)
We can estimate these required moment matrices directly as follows:
1)  We estimate E(ej'ej) using the patient-level OLS estimate of the covariance matrix for the
parameter estimates Mj.  Call this estimate Sj.  Note that Sj varies across hospitals.
2)  We estimate E(mj'mj) by noting that  E(Mj'Mj - Sj) = E(mj'mj).  If we assume that E(mj'mj) is
the same for all hospitals, then it can be estimated by the sample average of Mj'Mj - Sj.  It is11
easy to relax the assumption that E(mj'mj) is the same for all hospitals by calculating Mj'Mj –
Sj for subgroups of hospitals.
With estimates of E(mj'mj) and E(ej'ej), we can form least squares estimates of the
parameters in equation 3 which minimize the mean squared error.  Analogous to simple
regression, our prediction of a hospital’s true effect is given by:
(5) $ m j= Mj E(Mj'Mj)
-1 E(Mj'mj) = Mj [E(mj'mj) + E(ej'ej)]
-1 E(mj'mj)
where we use estimates of E(mj'mj) and E(ej'ej) in place of their true values.  We can use the
estimated moments to calculate other statistics of interest as well, such as the standard error of
the prediction and the R-squared for equation 3, based on the usual least squares formulas.
Equation 5 in combination with estimates of the required moment matrices provides the
basis for our estimates of hospital quality.  Such estimates of hospital quality have a number of
attractive properties.  First, they incorporate information in a systematic way from many
outcome measures and many years into the predictions of any one outcome.  Moreover, our
estimates of hospital quality are optimal linear predictors for a mean squared error criterion.
Finally, these estimates are far simpler to construct than those derived from existing Bayesian
approaches (e.g Normand, Glickman and Gatsonis, 1997).  The patient-level regressions are
somewhat computationally intensive, but can be performed with standard software for
estimating fixed effect models, and the required moment matrices for the hospital-level estimates
can be estimated in seconds even for large samples of hospitals.  We will refer to estimates
based on equation (5) as “filtered” estimates, since the key advantage of such estimates is that
they optimally filter out the estimation error in the observed quality measures.12
In practice, there are a number of reasons to impose more structure on E(mj'mj).  First,
in order to provide out-of-sample forecasts of these quality measures in future years, some
structure on the time-series behavior of these measures is required.  Moreover, if the assumed
time-series structure is correct, it will improve the precision of the estimated moments (and thus
of the estimated effects) by limiting the number of parameters that need to be estimated.  Finally,
the correlation in quality measures over time and across outcomes is of direct interest, and will
be easier to interpret to the extent it can be adequately summarized by a simple time-series
model.
Therefore, we assume that each hospital’s quality measures change over time according
to a vector autoregressive (VAR) model.  The VAR model has been applied successfully in
other time series and panel data contexts, when the goal is to create a flexible  model for
forecasting and summarizing the data (Watson, 1994; Holtz-Eakin, Newey and Rosen, 1988).
The VAR model is a generalization of the usual autoregressive model, and assumes that each
hospital’s quality measures in a given year depend on the hospital’s quality measures in past
years plus a contemporaneous shock that may be correlated across quality measures.  In most
of what follows, we assume a non-stationary first-order VAR for mjt (1xK), where:
(6) mjt = mj,t-1F + ujt ,  with V(ujt) = S and V(mj1) = G .
Thus, we need estimates of the lag coefficients (F), the variance matrix of the innovations (S)
and the initial variance conditions (G), where S and G are symmetric KxK matrices of
parameters and F is a general KxK matrix of parameters.
The VAR structure implies that E(Mj'Mj - Sj) = E(mj'mj) = f(F,S,G).  Thus, the VAR
parameters can be estimated by Optimal Minimum Distance (OMD) methods (Chamberlain,13
1984), i.e. by choosing the VAR parameters so that the theoretical moment matrix, f(F,S,G), is
as close as possible to the corresponding sample moments from the sample average of  Mj'Mj -
Sj.  More specifically, let dj be a vector of the non-redundant (lower triangular) elements of
Mj'Mj - Sj, and let d be a vector of the corresponding moments from the true moment matrix,
so that d=g(F,S,G).  Then the OMD estimates of (F,S,G) minimize the following OMD
objective function:
(7) ( ) [ ] ( ) [ ] G S F -
¢
G S F - =
- , , , ,
1 g d V g d N q
where V is the sample covariance matrix for dj, and d  is the sample mean of dj.  If the VAR
model is correct, the value of the objective function, q, will be distributed c
2 (p) where p is the
degree of over-identification (the difference between the number of elements in d and the
number of  parameters being estimated).  Thus, q provides a goodness of fit statistic that
indicates how well the VAR model fits the actual covariances in the data.
C. Incorporating known hospital characteristics into the estimates
Thus far, we have assumed that the only data available are quality measures based on
patient outcomes.  More generally, one would expect that easily observable provider
characteristics, such as patient volume or teaching status, might provide additional information
about quality.  For example, if low patient volume is associated with poor patient outcomes,
then small hospitals would be expected to have poor outcomes even when there is little
information in their observed outcomes measures.  Our approach is easily extended to allow for
such a systematic relationship between hospital characteristics and patient outcomes.14
Suppose that for each hospital we have a set of hospital characteristics Zj, where Zj is
1xL.  Note that Zj may include time-specific characteristics (e.g. patient volume in year t) as
individual elements.  Then equation 2 can be generalized so that hospital-specific quality is a
linear function of observable hospital characteristics and a random effect:
(2¢) Mj = m
*
j  +  ej , where  m
*
j = Zj a +  mj   and E(Zj¢mj) = 0.
As the sample of hospitals grows, the parameter  a can be consistently estimated with  a
weighted least squares regression of M on Z (using estimates of the estimation error in M to
form weights), so the conditional mean of the hospital-specific effects ( Zja) is known
asymptotically.  Our approach can be used to generate estimates of the remaining random effect
by replacing Mj with (Mj - Zja) in the proceeding discussion.  The estimated random effect is
then added to the conditional mean (Zja) to form the final estimate for each hospital.
D.  Relationship to empirical Bayes estimators and Kalman filters
Our approach is closely related to the literature on empirical  Bayes estimation (see
Morris, 1983).  The relationship is seen most clearly by assuming normality and rewriting
equations 2¢ and 6 in terms of the distributions for M and m:
(8) Mj | mj ~ N(mj, Sj)
(9) mj | a, F, S, G ~ N(Zja, f(F,S,G) )
We take Sj as known, and estimate the parameters (a, F, S, G) from the marginal distribution:
(10) Mj | a, F, S, G ~ N(Zja, Sj + f(F,S,G) )
With normality assumptions for the distributions of (8) through (10), our OMD
estimates of the parameters are asymptotically equivalent to quasi-maximum likelihood estimates15
(Chamberlain, 1984), but are computationally much more efficient.  Our proposed estimator for
m is equivalent to the posterior mean of m, i.e.  $ m j= E(mj | Mj, a, F, S, G), where we replace
the unknown parameters with consistent estimates.  If the normality assumptions are correct,
and if the parameters were known, then this Bayes estimator would be the optimal choice for
any symmetric loss function (Morris, 1983).  Moreover, the posterior distribution for m would
also be normal so that the estimate ( $ m j) along with its standard error could be used to form
posterior probabilities, for example to calculate the probability that a hospital’s effect lies above
some value.
Formally, equations (8)-(10) are similar to the statistical assumptions used by Normand,
Glickman and Gatsonis (1997) with three key differences.  First, Normand, Glickman, and
Gatsonis allow for a hospital-specific slope parameter, which multiplies a univariate index of a
patient’s risk.  Thus, the hospital-specific component of patient mortality may vary
unidimensionally by type of patient, rather than being a simple intercept shift as in our model.
Second, they estimate a much simpler structure for (9), in that they do not allow for multiple
quality measures that are correlated.  Finally, they work with patient level distributions and
thereby avoid making a normality assumption in (8).  Since equation (8) is characterizing the
distribution for regression intercepts that typically involve a large number of patients, the
normality assumption does not seem unreasonable as an approximation.  Thus, our model
appears to maintain many of the attractive aspects of the hierarchical Bayes approach, while
dramatically simplifying the complexity of the estimation.16
Finally, note that Equations 2¢ and 6 are a linear state-space representation for M.  The
predictions and forecasts we propose are similar to those used in the time-series literature on
state-space models using the Kalman filter (see Hamilton, 1994).  We are able to exploit panel
data for a large number of health care providers and quality measures to estimate the model’s
parameters, and therefore avoid many of the technical and computational issues that are at the
heart of time-series literature.
4. Data
Our application of these methods involves the quality of care for heart disease in the
elderly.  We consider two broad types of heart disease patients:  patients with heart attack
(acute myocardial infarction, AMI) or with ischemic heart disease (IHD).  A heart attack is an
acute blockage of an artery that provides blood to the heart muscle; it is a major health event
that almost always results in hospitalization.  Ischemic heart disease hospitalizations involve
similar symptoms but somewhat less severe illness, characterized by inadequate blood flow to
the heart that does not actually cause death of heart muscle. For this condition, the hospital
treatment is intended to assure that a heart attack has not occurred, and especially to try to
improve blood flow and reduce heart workload to prevent future heart attacks and recurrent
symptoms such as chest pain or breathing problems.
We used longitudinal Medicare claims data to identify approximately 220,000 elderly
beneficiaries per year with new occurrences of AMI and approximately 360,000 patients per
year with new occurrences of IHD.  We also used hospital claims, merged with death records,
to develop one-year outcome information on mortality and heart-related complications17
(rehospitalizations for heart failure, and recurrent AMI or IHD) for all U.S. elderly patients
hospitalized with new occurrences of each of these conditions between 1984 and 1994.
Mortality outcomes are based on whether a patient died within a given time (e.g. 30 days) of the
initial admission.  Complication outcomes are based on whether a patient was rehospitalized
between 30 and 365 days following the initial admission.  Rehospitalizations within 30 days are
not counted because they are likely to reflect continuing treatment of the initial event, rather than
treatment of complications.  The construction and content of these outcome data are described
in more detail elsewhere (e.g.,  McClellan,  McNeil, and  Newhouse, 1994;  Kessler and
McClellan; McClellan and Newhouse, 1997; McClellan and Noguchi, 1998a,b).  To construct
hospital-specific quality measures using these outcome data, we grouped patients according to
their hospital of initial admission for heart disease treatment.
3
Our sample is based on data from 1984 to 1994, and includes 3954 U.S. hospitals that
had at least three admissions for AMI and IHD in all years of the 1984-1994 period.  Table 1
provides some summary statistics on elderly heart disease patients in the first and last year of
this sample.  Mortality is substantial for both conditions – one-year AMI mortality is 28 percent
and one-year IHD mortality is 11 percent in 1984 – and improved markedly over time.
Similarly, complications occurred in many cases, and also declined to some extent over time
(heart failure has increased slightly over time; IHD and AMI recurrences have declined over
time).  Despite the large number of patients, most hospitals treated relatively few cases.  The
                                                                
3 Many patients are transferred or readmitted for care at other hospitals following their initial admission; for
some patients, such transfers may even occur on the same day.  Thus, the bulk of care actually received by
some patients may have taken place at a hospital other than the hospital of their original admission.  From
the standpoint of guiding provider choices, however, quality assessment from the perspective of the initial
hospital choice seems most appropriate.  It is also least subject to selection biases.18
average hospital in this population provided the initial care for 50-60 AMI patients per year,
and for approximately 80 IHD patients per year in 1984 and 95 IHD patients per year in 1994.
This relatively small sample size, coupled with the large number of factors that may influence
heart disease mortality, illustrates why signal extraction for particular quality measures is a
difficult problem.
We used these patient-level data to construct hospital-level fixed effect measures Mj for
each outcome in each year, by estimating patient-level linear regressions for each outcome that
included fully-interacted demographic  covariates (five-year age groups, gender, black or
nonblack race, urban or rural residence) and hospital effects.  These adjusted Mj estimates
provide the basis for the VAR analyses described in the next section.  It is worth noting that the
claims data do not include reliable information on  comorbidity and severity, so that our
adjustment methods will not remove biases in “case mix” that are not correlated with patient
demographics.  Because these forms of heart disease are urgent health problems, patients are
highly likely to go quickly to nearby facilities for care, so that the magnitude of selection biases
will be relatively small.  We provide further evidence on the bias question in our results and
discussion below, through detailed analysis of the relationships among outcome measures as
well as integration of detailed chart-review data into our estimation methods.
5. Results
In this section we report the results of applying the methodology described in Section 2
to Medicare patient outcomes data. The results are divided into two sub-sections.  The first
sub-section presents estimates of the VAR parameters for various models using 9 years of data19
from 1984 to 1992.  These parameter estimates are of direct interest because they provide
insight into fundamental relationships among the multiple dimensions of hospital quality: how
strongly are hospital outcomes correlated over time and across different measures?  The second
sub-section presents evidence on the properties of the filtered estimates of hospital-specific
quality.  The key issue is whether these filtered estimates extract enough of the signal in hospital-
specific outcomes measures to be of practical use.  That is, are the measures precise enough to
allow informative comparisons across individual hospitals, and do they provide accurate
forecasts of hospital outcomes in 1993 and 1994?
A. Vector Autoregression (VAR) estimates
Table 2 illustrates our approach with estimates of the VAR parameters for two basic
models.  Each column reports parameter estimates for a separate bivariate VAR(1) model (see
equation 6), estimated by OMD (see section 3) for two different sets of quality measures for
each hospital.  The first column contains estimates for a model with 30-day AMI mortality
effects (DTH30) and 365-day AMI complication effects (CMP365).  The next column is for a
model of 30-day AMI mortality and 90-day IHD mortality (IHD_DTH90).  We use 90-day
mortality for IHD because 30-day mortality is quite low in IHD and very noisy (see Table 1 and
further discussion below). Each column reports the initial variance and correlation of the effects
in 1984 (G), the variance and correlation for the innovations to each effect (S), and the lag
coefficients (F).  Recall that each effect depends on lags of both effects, so that for the model in
column one, we have:
E[ mt
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The parameter estimates for the model of DTH30 and CMP365 suggest that both
dimensions of hospital quality are quite persistent, with coefficients on their own lags of 0.887
for DTH30 and 0.973 for CMP365.  There is much more true (signal) variation in hospital
quality for 30-day AMI mortality.  The variance of DTH30 in 1984 is .00175 and the variance
of the innovation to DTH30 is 0.00036; this corresponds to a standard deviation in 30-day
AMI mortality rates across hospitals of over 4 percentage points, and a standard deviation for
the annual innovations of nearly 2 percentage points.  The variation in CMP365 is smaller,
corresponding to a standard deviation of just over two-and-a-half percentage points in 1984
and a standard deviation of innovations under 1 percentage point.
A further notable result from the VAR model of DTH30 and CMP365 is that the two
measures are negatively correlated.  A priori, a positive correlation might be expected, because
higher values represent worse outcomes.  The negative correlation probably reflects the fact that
the “marginal” patients who survive if treated by higher quality hospitals are likely to have
relatively poor heart function.  Thus, hospitals that have worse mortality performance have
better rates of subsequent complications, since fewer severely-ill patients survive to develop
complications.  This negative correlation and the fact that there is very little variation in CMP365
to begin with suggest that CMP365 may be a poor measure of hospital quality, at least when
considered in isolation.  The negative correlation also suggests that true quality differences and
not patient selection are responsible for most of the variation in our hospital quality measures.  If
healthier heart patients led to low mortality at a hospital, we would also expect complication
rates at the hospital to be lower, not higher.21
Results from a model of 30-day mortality for AMI and 90-day mortality for IHD
admissions are reported in the second column of Table 2.  Compared to AMI outcomes at
hospitals, 90-day mortality for IHD is not very persistent, with a coefficient on its own lag of
only 0.606.  As was the case with CMP365, the true variation in IHD 90-day mortality across
hospitals is much lower than for AMI, both in 1984 and in terms of the innovations.  In contrast
to the CMP365 results, however, we estimate a positive correlation in the AMI and IHD
mortality rates both in 1984 and in the innovations.  Thus, hospitals with low AMI mortality also
have low IHD mortality -- as would be expected if high-quality hospitals tend to produce
superior outcomes across many patient groups.
In the bottom panel of Table 2, we report p-values for a set of specification tests.  The
first row reports the general goodness-of-fit test, which tests whether the VAR model provides
an adequate fit of the data.  Both models fit the data reasonably well, with p-values from the
GMM goodness-of-fit test of around 3%.  If the two measures in the VAR are not independent,
then combining information from both measures will improve prediction.  As seen in the second
row of the bottom panel of Table 2, independence of the two measures is strongly rejected.
4
Finally, in the last row of Table 2, we test for the presence of a second lag in the VAR model (a
VAR(2)).  We can formally reject the  VAR(1) specification in favor of the VAR(2)
specification in one of the models (AMI and IHD mortality), and in this specification the
VAR(2) model also performs better on the goodness-of-fit test (p-value=0.24 for the VAR(2)).
Nevertheless, we will continue to focus on the VAR(1) specification because this specification is
                                                                
4 The test of independence is a Wald test (4 d. f.) of the joint hypothesis that the correlation in 1984 is zero,
the correlation in  the innovations is zero, and the cross lag terms (F12,F21) are zero.22
more parsimonious, easier to interpret, and fits the data reasonably well.  Below, we compare
the VAR(1) and VAR(2) specifications in terms of their forecasting ability.
The length of follow-up on the mortality measures used in Table 2 (30-day for AMI and
90-day for IHD) was chosen on a priori grounds; most studies of AMI outcomes focus on 30-
day mortality.  However, the optimal length of follow-up is an empirical question:  is there a time
(e.g. 30 days) after which there is no substantial change in true mortality differences across
hospitals, that is, just added noise in outcomes? In Table 3, we explore this question for both
AMI (the first two columns) and IHD (the second two columns).  Each column of the table
reports estimates of bivariate VAR parameters from models of a short-term and a long-term
mortality measure.  To make the estimates easier to interpret, we report the VAR coefficients in
terms of (1) the effect for short-term mortality, and (2) the difference between the effects for
long-term and short-term mortality.  In this way, the parameter estimates for the second
outcome refer directly to the changes in hospital-associated mortality between the short-term
and the long-term.  For AMI, we report estimates for models of 7-day mortality with the
change from 7-day to 30-day mortality, and for models of 30-day mortality with the change
from 30-day to 365-day mortality.  For IHD, we report similar estimates using 90-day mortality
as the intermediate measure.
For AMI, the estimates in Table 3 imply that essentially all of the variation in outcomes
across hospitals arises in short-term mortality.  We estimate that the variance in 7-day mortality
effects in 1984 is 0.00153, while the variance in the change from 7-day to 30-day is only
0.00005 (first column).  Similarly, much more variation arises in the first 30 days than between
day 30 and 365 (second column).  The variance in the innovations is much larger for 7-day23
mortality than for the changes in mortality after 7-days.  To the extent there are changes in
mortality after 30 days, they appear to be negatively correlated with 30-day mortality.  Thus,
nearly all of the differences across hospitals in terms of AMI mortality appear within the first
week, and over long horizons these differences may shrink. These estimates suggest that
hospital performance in the first week of AMI care is the principal determinant of long-term
outcome differences.  From a clinical standpoint, this empirical finding seems to reflect the fact
that many of the critical medical interventions in AMI care take place within the first days of
care, and have their impact on survival at that time.  From an evaluation standpoint, the
empirical finding suggests that assessing outcomes soon after AMI is sufficient for detecting the
vast majority of mortality-related quality differences across hospitals.
Mortality for IHD exhibits a different pattern.  For IHD, there is very little mortality
variation at 7 days, with much of the variation emerging in both the 7 to 90 day and 90 to 360
day periods.  In 1984, 7-day mortality was positively correlated with 7-90 day mortality
(0.792) and 90-day mortality was positively correlated with 90-365 day mortality (0.135).
Thus, hospitals with low initial mortality tended to have low mortality in subsequent months,
although this pattern is diminished by the negative correlation in the innovations after 90 days.
Once again, our empirical findings reflect the clinical care for ischemic heart disease.  While IHD
symptoms are an urgent problem, the treatments for IHD have more of a long-term focus on
preventing the progression of blockages and avoiding future heart attacks.   Thus, hospital
quality may have little impact on short-term outcomes, yet still substantially influence longer-term
complications and death.24
The findings in Table 3 have important policy implications for at least two reasons.
First, they suggest that the first few days of treatment for AMI patients is the key period in
determining outcome differences across hospitals, but not for IHD patients.  Thus, attempts to
improve patient outcomes should focus on treatment decisions in the first days after AMI,
whereas decisions with a longer-term focus and later treatment decisions are more important for
providing high-quality IHD care.  A second implication is that a mortality-based quality measure
for AMI (but not IHD) should involve short-term mortality rather than longer-term mortality,
since short-term mortality rates capture nearly all of the signal variation present in longer term
AMI mortality but tend to have less noise.
A practical advantage of our VAR method is that it provides a systematic basis for
choosing among outcome measures that may be equally valid on a priori grounds.  In particular,
the VAR parameters provide estimates of how much signal variance there is in the original
hospital effect data.  We can use these estimates of the signal variance, in combination with
estimates of the amount of estimation error in each measure (Sj), to examine the signal-to-noise
ratio for any quality measure.
Figure 1 plots estimates of the ratio of signal variance to total (signal plus noise) variance
in the original (observed) hospital effects against the number of admissions on which the
measure was based.  The signal ratio rises with sample size, as the variance of the estimation
error declines.  The estimates shown are for 1992, and are based on the VAR models from
Tables 2 and 3.  Not surprisingly, AMI mortality measures perform the best in terms of signal
ratios because of the relatively large variance across hospitals in the true effects.  For AMI, the
signal ratio for 7-day mortality is higher than for 30-day mortality, and much higher than for25
365-day mortality.  All three measures have roughly the same signal, but 7-day mortality has
less estimation error because the overall mortality rate is lower at 7 days; longer-term outcomes
largely add pure noise.  The signal ratio for IHD mortality shows the opposite pattern, with 7-
day IHD mortality having the lowest signal ratio and 365-day IHD mortality having the highest
signal ratio – but still well below AMI mortality measures.  Thus, it appears that short-term
mortality measures are most useful for AMI, while long-term mortality measures are more useful
for IHD.  Finally, the signal ratios for AMI complications are comparable to 1-year IHD
mortality, and roughly half as large as the signal ratio in 7-day AMI mortality for a hospital with
100 admissions.
Figure 1 also highlights how little signal there is in outcome measures for most hospitals.
In 1992 over half the hospitals in our sample admitted fewer than 40 AMI patients, and for
these hospitals the signal ratio even in their AMI mortality measures is under one-third.  Thus,
for the majority of hospitals, individual patient outcome measures for a single year provide
information on quality that is crude at best.
The dynamics of patient outcomes differ substantially between small and large hospitals.
Table 4 contains VAR estimates from models of mortality for AMI and IHD, estimated on the
whole sample and then separately for low- and high-volume groups.  We split the sample
roughly in half, with “high volume” hospitals having at least 25 AMI admissions in every year,
and “low volume” hospitals having at least one year with less than 25 AMI admissions.  The
most striking difference between these two groups is that there is much greater variance in
mortality effects in the small hospitals.  The variance of both AMI and IHD mortality is 2-3
times larger in the small hospitals, and the innovation variance (the variance of year-to-year26
changes in mortality) is more than 3 times larger in the small hospitals.  These results are
consistent with the notion that there is less discipline on product quality when quality is difficult
to observe.  In particular, given the difficulty in observing a small hospital’s true effect from the
patient outcomes data, small hospitals with high mortality might continue to attract patients (and,
therefore, survive) and might find it more difficult to detect and correct quality problems as they
occur.  It is also consistent with quality at small hospitals being more dependent on idiosyncratic
changes in heart disease treatment, such as the arrival or departure of an individual physicians or
other specific innovation, that would be expected to have relatively smaller effects at larger
hospitals.
An important question is whether these patterns which we observe in the VAR
estimates are the result of quality differences that vary across providers, or differences in patient
mix which persist and are correlated across outcomes.  Table 5 presents evidence on this
question. The table reports estimates of the correlation between the AMI outcome measures
used in the previous tables, which are based on claims data and adjusted for demographic
differences across hospitals, and alternative measures of the same outcomes, which are based
on detailed medical chart-review data and adjusted for a far more extensive list of patient
comorbidities and severity.  The data for this comparison come from HCFA’s CCP project,
which collected information from patient charts for all Medicare patients admitted for AMI
during an 8-month period in 1994-95 measures (see the McClellan and Noguchi, 1998b, for
more details on the data and variables).
The comparison of claim- and chart-based data suggests that there is very little bias in
the claims-based measures.  In the first column of table 5, we report the correlation of the chart-27
based and claims-based measures.  For all of the measures, we estimate a correlation of chart-
and claims-based measures of over 0.8, while the correlation for the complications measure and
for short term mortality are over 0.95.  The second column of table 5 shows the estimated slope
parameters from the hypothetical regressions mchart = bmclaim,
5 which suggest that the claim-
based measures introduce some measurement error relative to the chart-based measures. The
parameter estimates are below one for all outcome measures, indicating that the claims-based
measures tend to overstate differences among providers. Together, these results suggest that
some hospitals would be less likely to appear as “outliers” in terms of absolute deviations from
a mortality standard.  However, the claims-based measures are conveying very similar
information about provider quality to that obtained using chart-based data, particularly for the
AMI outcome measures that provide the most accurate signals about quality variations.
Overall, five substantive findings emerge from the VAR estimates contained in Tables 2-
5.  First, there is a substantial amount of correlation in outcomes over time and across measures.
Outcomes for AMI are particularly persistent over time, while mortality outcomes appear to be
positively correlated between AMI and IHD.  In addition, we find that there is a substantial
amount of variation across hospitals (especially small hospitals) in outcomes, particularly for
AMI mortality.  Nevertheless, commonly used risk-adjusted outcome measures have quite low
signal ratios for most hospitals.  A third substantive finding is that most of the differences across
hospitals in AMI mortality emerge within the first week following admission, while differences
emerge more gradually for IHD mortality.  A fourth finding is that there is little evidence of
substantial bias in our claims-based outcome measures.  Finally, the VAR model performs
                                                                
5 With only one period of chart-review data, we cannot estimate a VAR.28
reasonably well in fitting and summarizing key features of the data.  We provide further evidence
on this issue in the sub-sections that follow.
B. Properties of the filtered estimates
A main goal of this paper is to develop outcomes-based measures of quality of care that
are of practical use at the level of individual providers.  In this sub-section, we present evidence
on the performance of our filtered estimates as indicators of hospital quality.  We begin with
simple plots comparing the filtered measures to more conventional outcomes-based estimates of
hospital quality.  We then turn to a more systematic evaluation of the filtered estimates ability to
predict (in sample) and forecast (out of sample) variation in the true effects.
Figure 2 plots the observed (unfiltered) data for four hospitals: a small hospital (upper
left), a large hospital (lower right), and two midsize hospitals.  These hospitals are not a random
sample, but rather chosen to represent a wide range of possibilities.  Each panel in the figure
plots data for a single hospital from 1984 through 1992.  Each line plots the estimated hospital-
specific effect from a linear probability model (estimated separately by year) that controls for
age, race, gender and urban status.  A value of 0.04 means that the hospital's mortality was 4
percentage points above the average hospital in that year, with negative values indicating lower
mortality than average.  Note that these are absolute mortality differences:  if the national
average is 19%, an estimate of 0.04 indicates mortality of 23%.  The solid line in each panel
plots the observed effects for death within 30 days of admission for AMI admissions.  The
dashed line is for 90-day mortality among IHD admissions.  Estimates such as these are
commonly referred to as standardized, or risk-adjusted, mortality rates.29
There are two striking features of Figure 2.  First, there is considerable variation in
hospital outcome estimates both across hospitals and over time, particularly for AMI.  For
example, the 30-day AMI estimates range from over 15 percentage points below average (in
the bottom two panels) to more than 20 percentage points above average (the upper right
panel), with one hospital's mortality dropping over 30 percentage points between 1984 and
1990.  These differences are particularly large considering that the average hospital's 30-day
AMI mortality was 19 percent in 1984.  A second striking feature of Figure 2 is the large year-
to-year variation, with jumps of 5-10 percentage points not unusual.
Both of these features of figure 2 may reflect the fact that these hospital effects are not
very precisely estimated. Figures 3a and 3b plot the AMI and IHD effects separately and add
95% confidence intervals around these estimates.  For both AMI and IHD, the confidence
intervals on these estimates are quite large.  For example, the confidence interval on AMI
mortality for the midsize hospital in the lower left panel of figure 3a almost always includes 0 (the
national average), despite the fact that its estimated mortality ranges from 4 to 15 percentage
points below average.  Thus, a clear limitation of these standardized mortality rates is their lack
of precision.
Filtered estimates are meant to address this lack of precision.  Figures 4a and 4b
overlay the filtered estimates (long dashes) and 95% confidence intervals (short dashes) on the
plot of the unfiltered estimates (solid line).    The filtered estimates in these figures are based on
equation (5), incorporating all of each hospital’s data from 1984 through 1992 into each years
estimate.  Estimates of E(m¢m) are derived from the VAR parameter estimates for AMI and
IHD mortality reported in Table 2.30
It is immediately apparent that the confidence intervals for the filtered estimates are
much tighter.  The intervals range from +/- 4% at the largest hospital to +/- 6% at the smallest
hospital for AMI mortality and about half that for IHD mortality.  The tighter intervals are of
practical importance in allowing us to interpret these estimates.  For example, the midsize
hospital in the lower left panel of Figure 4a has AMI mortality that is clearly better than average
based on filtered estimates.  Another feature of the filtered data is that the estimates move
smoothly from year to year.  Thus, although it is still a large decline, the decline in AMI mortality
for the midsize hospital in the upper right panel of Figure 4a is estimated to be less than half as
large with filtered estimates as compared to unfiltered estimates.  Finally, one can see the clear
tendency of the filtered estimates to “shrink” towards average for the smallest hospital, with the
filtered AMI estimates tending on average to be closer to zero than the unfiltered estimates.
Table 6 provides a more systematic evaluation of the ability of the filtered estimates to
predict variation in the true hospital effects.  The goal of the filtered estimates is to minimize the
mean square error of this prediction.  If true effects (m) were observed, a natural metric for
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where  $ $ u = - m m is the prediction error.  Since m is not observed, we must construct an
estimate of this R-squared. For in-sample predictions, we construct an estimate using our
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terms in the numerator (where this can be estimated from the estimated moment matrices in31
equations 4.1-4.2).  Finally, we report a weighted R-squared (weighting by the number of
admissions in each hospital).  Without weighting, the R-squared of our predictions tend to be
smaller, but not dramatically so.
The expected R-squared of in-sample predictions is reported in Table 6 for selected
years and outcomes.  Each panel in the table reports the results based on different pairs of
outcomes.  The first panel provides the prediction results based on a VAR model of 30-day
AMI mortality and 365-day AMI complications.  The remaining panel reports results for a
model of 30-day AMI and 90-day IHD mortality.  We report the prediction R-squared for
each outcome in two representative years, 1988 and 1992.  Each column reports the R-
squared for predictions using different amounts of data.  Predictions in the first column use all
years of data for both outcomes and therefore should be most accurate.  The second column
forms predictions with all years but does not use data on the other outcome.  The next two
columns form predictions using only the three most recent years of data.  The final two columns
form predictions using only data for the given year – so that the last column, which does not use
data on the other outcome, is a simple shrinkage estimator based on a single year of data.
The filtered estimates are able to predict remarkably well.  When we use all the data to
form predictions (column one), the prediction R-squared ranges from a low of 0.51 for 90-day
IHD mortality in 1988 to a high of 0.73 for 30-day AMI mortality in 1988.  In other words, in
1988 the filtered estimates capture 73% of the true variation across hospitals in 30-day AMI
mortality.  Not surprisingly, the filtered estimates’ ability to predict is directly related to the signal
ratio in the original data, with AMI mortality being predicted most accurately.  In general, the32
prediction accuracy declines somewhat in 1992 because there is less data in the surrounding
years to rely on for prediction.
The remaining columns of Table 6 report the impact on prediction accuracy from using a
limited set of outcome measures in forming the filtered estimate; nine years of data are unlikely
to be available in many applications.  Provided at least several years of data are available,
prediction accuracy is not much affected when prediction is based only on data observed for the
same outcome (e.g. only use the 30-day AMI mortality data to predict the 30-day AMI
mortality effects).  With many years of data on a 30-day AMI mortality, there is not much to be
learned about this outcome from other outcomes.  Prediction accuracy remains high (R-squared
of at least 0.45) with 3 years of data, as seen in columns 3 and 4 of table 6.  In particular,
prediction accuracy in 1992 (the last year of data being used) is not much reduced:  Even with
all 9 years of data, the 1992 estimates cannot use future years and so already rely heavily on the
most recent years of data.  However, when prediction relies only on data from a single year, the
prediction R-squared falls considerably, especially when only using data on a single outcome.
Thus, the ability of the filtered estimates to incorporate information from many years, or from
many outcomes in a single year, is very important in terms of improving prediction accuracy.
A second advantage of the filtered estimates is that the VAR structure allows for
forecasting out of sample.  To evaluate the performance of these out of sample forecasts, we
estimated models using the 1984-1992 data and construct 1-year (1993) and 2-year (1994)
ahead forecasts.  The accuracy of these forecasts can be predicted as was done in Table 6, and
compared to the actual performance of the forecasts against the observed outcome measures in
1993 and 1994.  Since much of the observed variance in outcome measures in 1993-1994 is33
estimation error, we construct a modified R-squared of the forecast that estimates the fraction of
the systematic (true) hospital variation in the outcome measure (M) that was explained, i.e.:
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where  $ $ u M = -m is the forecast error, and Sj is the OLS estimate of the variance of the
estimate Mj.  This modified R-squared estimates the amount of variance in the true hospital
effects that has been forecasted.  Note that because these are out-of-sample forecasts, the R-
squared can be negative:  the forecast can perform worse than a naive forecast in which quality
is assumed to be equal to the national average at all hospitals.
Table 7 contains the results of this forecasting exercise.  As in Table 6, each panel
contains the forecast R-squareds for a different pair of outcomes.  For each forecast, we report
two R-squared values:  the modified R-squared based on evaluating the actual performance
(equation 12), and the expected R-squared of the forecast.  The expected R-squared of the
forecast was constructed using data from 1984-1992 only, and is the prediction from the VAR
models of what the actual modified R-squared of the forecast should be.  In each column we
report the results for a different forecasting method.  The first two columns report the results
using forecasts based on filtered estimates from a VAR(1) specification and constructed from
(1) data on both outcomes, and (2) data on only the same outcome as being forecasted.  The
next two columns report analogous results for a VAR(2) specification. The remaining three
columns consider alternative forecast methods.  The fifth column uses the shrinkage estimator
from 1992 as a forecast for 1993 and 1994.  The sixth column uses the observed effect in 199234
as a forecast.  The final column uses the average effect observed between 1984 and 1992 as a
forecast.
   Forecasts based on filtered estimates  perform relatively well across a variety of
measures.  For example, in the first column, we are able to forecast over 40% of the variation in
30-day AMI mortality effects in 1993 and 1994 based on joint models of 30-day AMI
mortality with either 365-day AMI complications or 90-day IHD mortality.   The worst
forecasting performance is for 90-day IHD mortality, presumably because the IHD effects were
not estimated to be very persistent.  In each case, the expected R-squared of the forecast is
quite close to the actual values, suggesting that these expected R-squared values are an accurate
prediction of out-of-sample performance.
In general, forecasts using both outcomes (column one) and using only the same
outcome (column two) yield similar results.  Data on 30-day AMI mortality seem to improve
forecasts slightly for 90-day IHD mortality. This may reflect the lack of persistence in the IHD
mortality effects, which makes past values of other outcomes more useful in forecasting.
Similarly, forecasts using  VAR(2) specifications yield almost identical results to those using
VAR(1) specification.  Thus, forecast performance does not appear to be sensitive to the lag
choice in the VAR.
The alternative forecast methods reported in the last three columns of Table 7 do
uniformly worse than the VAR methods in terms of the actual forecast R-squared. Again, this
was predicted by our model’s estimates of the expected R-squared for these alternative
forecasts.  In particular, using the 1992 measured effect as a forecast always results in a
negative forecast R-squared.  The shrinkage (standard Bayesian) estimator from 1992 and the35
average outcome from 1984 through 1992 perform similarly.  Both generally forecast less than
half the variation being forecast by the filtered estimates, and both do particularly poorly at
forecasting effects that are not so persistent (e.g. 90-day IHD mortality).
The evidence in Tables 6 and 7 suggests that the filtered estimates are quite accurate,
and dominate other forecast methods in terms of prediction accuracy.  The accuracy of the
filtered estimates may be improved still further by incorporating additional information into the
predictions, as discussed in Section 3.  The volume of patients treated is one hospital
characteristic that has a well-documented association with patient outcomes (e.g., Luft et al.,
1990).  It is clear in our data that higher volume hospitals have lower mortality.  Figure 5
illustrates this relationship by plotting unfiltered and filtered hospital effects for 30-day AMI
mortality in 1992 against the number of AMI admissions in 1992.  There is a significant (but
small) negative association between mortality and volume in each plot, although the relationship
is most easily seen using the filtered effects.  Thus, information on patient volume should be
useful in predicting mortality.  Understanding the volume-outcome relationship more precisely
may have important policy implications as well.
Table 8 contains estimates of prediction accuracy for 1988, after incorporating the
effect of patient volume into the predictions.  More specifically, we allow the hospital effect for
each outcome in each year to depend linearly on patient volume for that outcome in that year.
We assume that the coefficient on patient volume does not change over time.  The layout of
Table 8 is analogous to that of Table 6, except that now for each outcome we report the
prediction R-squared based on predictions including hospital volume.  The prediction R-36
squared without volume (from Table 6) is also included for comparison.  The last column of the
table reports the estimated coefficient on patient volume for each outcome.
In general, using patient volume leads to only a slight improvement in prediction
accuracy despite the fact that there is a very significant relationship between volume and each
outcome. For example, for forecasts that use all years of the same or both outcomes,
incorporating volume improves the prediction R-squared by no more than 0.01 in any case.
For these forecasts, the hospital-specific effects are being predicted so accurately from the
outcomes data that volume adds little new information.  For 365-day AMI complications and
90-day IHD mortality, the volume coefficient is too small to contribute much to prediction
accuracy: an increase of 100 admissions is associated with a change in these outcomes of less
than 0.25 percentage points.  Only for AMI mortality, where volume has a relatively large
coefficient, does volume meaningfully improve prediction accuracy for some of the weaker
forecasts.
These results further emphasize how well the filtered estimates are able to predict.
Patient volume has little impact on prediction accuracy because it can only explain a small
fraction of the total variation in the true hospital effects.  The success of the filtered estimates in
predicting the true effects, especially any part that persists over time, is likely to swamp the
contribution of other observed hospital characteristics.  Thus, the results in Table 8 highlight the
value added of the filtered estimates over simply evaluating hospital quality based on hospital
characteristics.
6. Conclusion37
We have developed and applied a flexible, general, and systematic approach for
assessing hospital quality, for use in both evaluation and forecasting.  Compared to existing
methods for assessing the quality of medical providers, our approach appears to have a number
of advantages.  It limits measurement costs:  the method provides a foundation for identifying
particular combinations of quality measures, out of the countless possible measures, that provide
a true independent “signal” of important aspects of quality at a hospital.  For this reason, it also
avoids multidimensionality problems:  rather than relying on ad hoc or possibly incorrect a priori
considerations, it provides a firm empirical basis for the systematic integration of information on
quality.  Moreover, our method is far less computationally intensive than  recently-published
Bayesian approaches.
 In addition, our method performs far better than alternative approaches for eliminating
the noise problem that has plagued research on provider quality in health care.  We demonstrate
this using outcomes for serious illnesses, including mortality and major disease complications,
that should complement the quality measures based on processes of care and less serious
outcomes that are under development in many health plans and provider groups today.  Our
methods are able to extract 40 to 70 percent of the signal variance, and forecast 20 to 50
percent of signal variance one or two years ahead.  The methods perform particularly well for
AMI outcomes, where the quality of acute hospital care clearly has an important impact on
long-term outcomes.  We thus demonstrate that it is feasible to collect and integrate outcome
information for relatively infrequent conditions, and thereby to evaluate explicitly the quality of
care provided for many types of serious illness.38
Finally, our results suggest that measures which use much more detailed medical data to
account for differences in patient disease severity and  comorbidity lead to quite similar
predictions regarding provider quality, at least for patients with AMI.  However, even if further
research demonstrates that better “risk adjustment” does have substantial effects on quality
measures, our methods will remain applicable.  The “first stage” patient-level regressions to
obtain the adjusted hospital measures would require use of more costly, detailed data, but the
same VAR framework can be applied. Indeed, our methods can be used to identify when
further risk adjustment has a substantial impact on evaluating and forecasting “risk-adjusted”
quality, and how measures based on detailed clinical reviews can be integrated optimally with
measures based on lower-cost, less-detailed records.  Taken together, our research suggests
that making reliable, precise predictions about provider quality in health care – and perhaps in
many other industries -- may be far more feasible than many now believe.References
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Summary statistics for selected years
Means and standard deviations (in parentheses)
AMI Patients IHD Patients





























































Unweighted means and standard deviations computed from a sample  of 3954 hospitals with at
least 3 admissions in each year for each diagnosis.
Mortality and complications variables are estimated intercepts from patient-level regressions run
separately by year and diagnosis, controlling for age, gender, race, MSA, and rural location.
Control variables were demeaned, so that the mean values reported in table represent the average
hospital’s mortality and complication rates and are not affected by the inclusion of control
variables.42
Table 2
Estimates of  bivariate VAR(1) parameters for  hospital-specific effects.
(Standard errors of estimates in parentheses).
Bivariate VAR(1) of DTH30 and:

















































P-value for GMM goodness-of-fit test 0.035 0.029




P-value for test of restrictions from
VAR(2) to VAR(1)
0.341 <0.001
DTH30 are the intercepts for mortality within 30 days among AMI admissions.
CMP365 are the intercepts for readmission with complication  between 30 and 365 days among
AMI admissions.
IHD_DTH90 are the intercepts for mortality within 90 days among IHD admissions.43
Table 3
Estimates of  bivariate VAR(1) parameters for  hospital-specific effects.
(Standard errors of estimates in parentheses).















































































































P-value for GMM goodness-of-fit
test
0.056 0.008 0.020 0.001
P-value for test of independence
of the two outcomes
0.000 0.000 0.000 0.000
DTH7, DTH30 and DTH90 are the intercepts for mortality within 7, 30 and 90 days.
DTH7-30 (DTH7-90) are the change in the mortality intercepts between 7 and 30 (90) days.
DTH30-365 (DTH90-365) are the change in mortality intercepts between 30 (90) and 365 days.44
Table 4
Comparison of VAR parameters in low and high volume hospitals.
Bivariate VAR(1) for  AMI 30-day and IHD 90-day mortality.
(Standard errors of estimates in parentheses).
   Full Sample  Low Volume:
<25 admits in
at least 1 year
 High Volume:
‡25 admits in


































































P-value for GMM goodness-of-fit
test
0.029 0.033 <0.001
P-value for test of independence of
AMI_DTH30 and IHD_DTH90
0.000 0.000 0.000
Sample size: 3954 1943 2011
AMI_DTH30 are the intercepts for mortality within 30 days among AMI admissions.
IHD_DTH90 are the intercepts for mortality within 90 days among IHD admissions.45
Table 5
Comparison of claims-based outcomes measures to chart-based outcomes measures.
All comparisons based on data for AMI admissions from the CCP Project, 1994-95.
























Estimates computed from a sample of 3622 hospitals.
DTH7 are intercepts for mortality within 7 days.
DTH30 are intercepts for mortality within 30 days.
DTH365 are intercepts for mortality within 365 days.
CMP365 are intercepts for readmission with complication between 30 and 365 days.46
Table 6
Summary of estimated prediction accuracy using alternative methods of signal extraction.
All estimates based on VAR(1) models from Table 2.
Expected R-squared of prediction based on:
All nine years of data for: Three most recent years of data
for:
Concurrent year of data only for:
Both outcomes Same outcome Both outcomes Same outcome Both outcomes Same outcome
A. Based on model of AMI DTH30 and AMI CMP365
  For AMI DTH30:
1988 0.71 0.71 0.58 0.58 0.42 0.34
1992 0.66 0.66 0.63 0.63 0.48 0.40
  For AMI CMP365:
1988 0.65 0.64 0.46 0.45 0.28 0.20
1992 0.60 0.58 0.51 0.50 0.33 0.23
B. Based on model of AMI DTH30 and IHD DTH90
  For AMI DTH30:
1988 0.73 0.72 0.60 0.59 0.44 0.35
1992 0.68 0.67 0.64 0.64 0.51 0.40
  For IHD DTH90:
1988 0.51 0.50 0.46 0.45 0.38 0.27
1992 0.52 0.51 0.52 0.51 0.47 0.32
All expected R-squared values refer to a weighted R-squared, with weights proportional to the number of admissions at each hospital.
AMI DTH30 are the intercepts for mortality within 30 days among AMI admissions.
AMI CMP365 are the intercepts for complication within 365 days among AMI admissions.
IHD DTH90 are the intercepts for mortality within 90 days among IHD admissions.47
Table 7
Summary of forecast accuracy using alternative forecasting models.
Forecasting 1993 and 1994 values using data from 1984 to 1992.
Modified R-squared of forecast based on:





















A. Based on model of AMI_DTH30 and AMI_CMP365
 For AMI_DTH30:
   1993 actual















   1994 actual
















   1993 actual















   1994 actual















C. Based on model of AMI DTH30 and IHD DTH90
 For AMI DTH30:
   1993 actual















   1994 actual















 For IHD DTH90:
   1993 actual















   1994 actual















See notes to Table 6.48
Table 8
Comparison of estimated prediction accuracy with and without controlling for patient volume.
All estimates based on VAR(1) models.
Expected R-squared of prediction based on:
All nine years of data for: Concurrent year of data only for: Coefficient for
Both outcomes Same outcome Both outcomes Same outcome volume/100
(s.e.)
A. Based on model of AMI DTH30 and AMI CMP365
  For AMI DTH30, 1988:
   covariates:   None 0.71 0.71 0.42 0.34
                       Volume 0.72 0.72 0.50 0.39 -0.0188
(0.0005)
  For AMI CMP365, 1988:
   covariates:   None 0.65 0.64 0.28 0.20
                       Volume 0.65 0.64 0.28 0.21 0.0024
(0.0002)
B. Based on model of AMI DTH30 and IHD DTH90
  For AMI DTH30, 1988:
    covariates:   None 0.73 0.72 0.44 0.35
                        Volume 0.74 0.73 0.51 0.40 -0.0188
(0.0005)
  For IHD DTH90, 1988:
    covariates:   None 0.51 0.50 0.38 0.27
                        Volume 0.52 0.51 0.39 0.30 -0.0013
(0.0001)
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Figure 1.  Estimate of signal to noise ratio (signal variance as a percent of total variance) for various outcome measures.E
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Figure 2.  Trends in standardized 30-day mortality rates for AMI (solid line) and 90-day mortality for IHD (dashed line)
for four selected hospitals.  Rates are based on all Medicare admissions.5II H©p•L!, M4! & 53 lOG 'HO Ad!t
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Figure 3a.  Trends for AMI admissions:  standardized 30-day mortality rates (solid line) and 95% confidence interval (dashed line)
for four selected hospitals.  Rates are based on all Medicare admissions.Q
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Figure 3b.  Trends for IHD admissions:  standardized 90-day mortality rates (solid line) and 95% confidence interval (dashed line)
for four selected hospitals.  Rates are based on all Medicare admissions.E
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Figure 4a.   Trends for AMI admissions:  Actual values (solid line), predicted values (long dashes) and
































































































































































































Figure 4b.   Trends for IHD admissions:  Actual values (solid line), predicted values (long dashes) and
95% confidence interval (short dashes) for standardized 90-day mortality rates.  Rates based on all Medicare admissions.Figure 5.  Plots of actual and filtered hospital-specific intercepts against patient volume.
Based on 30-day mortality for Medicare AMI admits, 1992.