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The true delight is in the finding out
rather than in the knowing.
Isaac Asimov







First of all, I would like to thank Uwe Pietrzyk, who suggested and supervised this
interesting PhD topic. Despite his many activities at the research centre, he always
took the time for discussions and provided lots of helpful ideas. I highly appreciate
his encouragement and continuous support, which remained absolutely unchanged
after his retirement in 2018.
The supervision was taken over by Christoph Lerche, who had co-supervised me
from the beginning. I am extremely grateful that he shared his broad expertise on
silicon photomultipliers, positioning algorithms and PET instrumentation in general.
His door was always open, and he provided constructive advice during our frequent
discussions on the most recent findings.
I would also like to thank N. Jon Shah for giving me the opportunity to conduct
my PhD project at the INM-4, and especially for supporting my research activities
abroad. I gratefully acknowledge that my research was supported by the Initiative
and Networking Fund of the Helmholtz Association (grant HVF-0051), and that
my research stay in France was supported by the Erasmus Plus programme at the
university of Wuppertal.
A special thanks goes to former and current members of the PET group, for count-
less vivid discussions and the pleasant working atmosphere. Particularly supportive
and helpful to me were my office colleagues Liliana Lourenco Caldeira and Hancong
Xu. I am thankful for the critical reflections on my findings, our memorable coffee
breaks, and that I could always count on their support- the PhD time wouldn’t have
been the same without them.
I’d also like to extend my gratitude to Matthias Streun, who made his test stand
for digital silicon photomultipliers available to me, guided me during the first mea-
surements and was always open for discussions. Holger Nöldgen and Roger Heil
provided technical support in the lab, which I thankfully acknowledge.
My sincere thanks go to Rajalekshmi Deepu and Wouter Klijn for supporting my
GATE activities on the supercomputer JURECA. I also had the pleasure to work with
Stepan Nassyr, who patiently answered my questions about computing. Without
their advice and the computation time granted by the John von Neumann Institute
for Computing, my simulation studies would not have been feasible. Many thanks
also go to Jürgen Scheins, who reconstructed my simulated data sets with PRESTO.
To Francis Loignon-Houle I am indebted, because he made me aware of reflec-
tivity quenching of 3M ESR vikuiti, and therefore provided an important hint for
matching simulated and measured data. I would also like to thank Christian Morel
and Mathieu Dupont for the warm welcome at Centre de Physique des Particules de
Marseille (CPPM). Mathieu supervised my three months stay at CPPM and supported
me during the first steps of the GATE digitiser implementation. I am thankful for the
insights gained in this time and the exciting time abroad.
vi
A big thank you goes to Cláudia Régio Brambilla, Hancong Xu, Matthias Streun,
Benjamin Lenz and especially Christoph Lerche, who took the time to proofread
my thesis and who gave me valuable feedback. All flaws in this thesis are my own
responsibility.
I am extremely grateful to my family, especially my parents and my brothers, for
their unwavering support and encouragement in tough times. Without the constant
support of my fiancé Michael, the completion of my dissertation would not have
been possible. I thank him for being with me in all ups and downs, and for his
understanding whenever I needed "just five more minutes..." at the desk. Thank you
for carrying me to the finish line and reminding me of the important things in life.
vii
Abstract
Positron emission tomography (PET) is a widely used in-vivo imaging technique
to visualise metabolism, allowing for a broad spectrum of applications in oncology,
cardiology and neuroscience. At present, an MRI compatible human brain PET scan-
ner for applications in neuroscience is being constructed in the scope of a Helmholtz
Validation Fund project.
In this thesis, a detector for this novel PET device was designed. The detector
concept combined three scintillator layers with a lightguide and digital silicon photo-
multipliers (dSiPMs). Monte Carlo simulations were used to optimise the dimensions
of the scintillator arrays, so that the new scanner design yielded the maximum pos-
sible sensitivity. The benefit from the additional depth information, which can be
acquired with three scintillator layers, was evaluated and proven to be higher com-
pared to a less expensive two layer geometry. Since a more homogeneous spatial
resolution was achieved in the whole field of view, this finding had a high relevance
for the envisaged neuroscientific applications.
In order to accurately acquire the depth information, new strategies for decoding
the flood map during the calibration of a detector module were developed. This
required realistic simulation data with ground truth information, so that the simula-
tion toolkit GATE was extended to model the electronic readout of the dSiPMs. To
overcome extended simulation times and to provide simulations on a statistically
sound basis, the GATE studies were executed on the supercomputer JURECA. The
simulated data were matched to measured data from test detectors. This allowed
the determination of an optimum thickness of a lightguide between the scintillators
and the dSiPMs. Moreover, the number of correctly identified scintillation events
was evaluated by means of different event positioning approaches and different
clustering methods during the calibration step. The highest amount of correctly
identified events in a single detector block was achieved with model-based clustering
and Maximum Likelihood positioning (61.5 %). By simulating the whole propagation
and detection of scintillation photons including ground truth information, this study
provides the opportunity to improve the positioning approaches and to enhance this
number in future.
The gained insights were further applied to select a surface finish of the scintilla-
tors. Measurements with crystal samples of the final detector dimensions showed
that rough lateral crystal surfaces yielded the best signal separation in the calibration
flood map.
The experimental and simulation studies presented in this thesis had a major
influence on the final detector design of the novel brain PET. The detailed simulations
including the propagation and detection of scintillation photons were in good agree-
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Positron Emission Tomography (PET) is a widely used in vivo imaging modality,
which is capable of imaging metabolic processes. By labelling a metabolically active
substance with a radionuclide, the distribution of the labelled substance can be
reconstructed from the detected radiation, which originates from the radioactive
decay [1]. Since there are various radiopharmaceuticals available, which label e.g.
glucose, amino acids or specific receptor ligands [2], PET allows for a broad spectrum
of applications in the fields of oncology, cardiology and neurology.
In contrast to other imaging modalities such as Magnetic Resonance Imaging
(MRI) or Computed Tomography (CT), which deliver detailed morphological infor-
mation on the subject, PET investigates physiological processes inside the human
body with a high diagnostic accuracy. This is feasible due to the high sensitivity
(nanomolar (nM) to picomolar (pM)), which is a magnitude lower for MRI (µM to
nM) and two magnitudes lower for CT (mM to µM) [3]. The acquired metabolic
information can be helpful for early diagnosis, treatment planning and determination
of a disease state, even if there is no or not yet a visible structural alteration [4]. How-
ever, the low spatial resolution of PET images makes a combination with MRI or CT
desirable to gain high-resolution structural information and functional information
simultaneously [2]. Although the combination of both modalities in hybrid devices
like PET-CT or PET-MRI is technically challenging, it also provides the opportunity
to develop new imaging protocols for functional or dynamic studies, and to reduce
the total image acquisition time [5].
Whole-body PET scanners usually provide a spatial resolution between 3.5 and
5 mm [6], [7], a resolution which is limited by different factors. The dimensions of
the scintillation crystals limit the achievable resolution to half of the crystal pitch, but
also the range of the emitted positrons and the reconstruction technique contribute to
the degradation of spatial resolution [8]. Moreover, the homogeneity of the spatial
resolution inside the field of view is limited. Depending on the incidence angle of the
annihilation photons, the photons’ penetration depth plays a major role in the correct
identification of a scintillation event. This effect is referred to as the parallax error or
radial elongation, since it increases with radial distance from the scanner axis, and
leads to a degradation of spatial resolution at radial offsets [9].
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Considering the depth of interaction (DOI) during the image reconstruction can
reduce this error and therefore make the spatial resolution more homogeneous.
A drawback of most PET scanners is the low geometric sensitivity, which is usually
<5 % [10]. However, a high number of detected decay events is crucial for the signal
to noise ratio (SNR) in a PET measurement, which is why one aims at maximising
the detector sensitivity. Since this aspect is mainly influenced by the thickness of
the scintillator crystals and the geometric coverage of the whole scanner, there exist
organ-specific devices for dedicated imaging of the brain, breast, heart and prostate
[11]. These vary in the shape and configuration of the detector modules, so that the
respective organ can be optimally covered.
In this thesis, the focus will be on detector design for a dedicated brain PET scanner
for use in neuroscience. Typical applications are the investigation of neuroreceptors’
affinity and availability, the progression of Parkinson’s or Alzheimer’s disease, or
identification and staging of brain tumours [2], [4]. To detect signals within the
delicate structures of the brain, a higher spatial resolution than those of whole-
body scanners is required [12]. Moreover, the spatial resolution is desired to be
homogeneous in the field of view, so that signals from the outer cortex of the human
brain can also be resolved. A combination with ultra high field (UHF) MRI would
benefit from the highly resolved anatomical information in the sub-millimetre range,
and MR spectroscopy that could be acquired simultaneously [13].
Two dedicated brain PET scanners have been developed so far, the High Resolu-
tion Research Tomograph (HRRT) [14] and a brain PET insert for 3T MRI. The latter
has been installed at four sites, at the research centre Jülich, in Tübingen, Boston and
Atlanta [15]. However, both, the HRRT and the Siemens BrainPET, were developed as
research tomographs, so that there is no commercially available brain PET. This gap
is planned to be bridged by a new MRI compatible brain PET insert, that is currently
being built within the scope of a Helmholtz Validation Fund at the research centre
Jülich. This scanner is envisaged to provide a high sensitivity (>10 %), a high spatial
resolution (<2 mm), and to be compatible with UHF MRI at 7 T.
The design and characterisation of a new detector module for this brain PET
scanner will be the aim of this thesis. Since several new technologies will be com-
bined to meet the demands for a high-resolution scanner, the characterisation studies
will be conducted by means of test detectors and Monte Carlo simulations using the
toolkit GATE [16]. These studies include finding optimum dimensions of the detector
components, such as the scintillator arrays and a lightguide. Moreover, the new detec-
tors are envisaged to provide depth of interaction information, so that strategies for
processing of the raw data must be developed. The potential improvement compared
to the existing Siemens BrainPET will also be investigated.
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This thesis is structured as follows: Chapter 2 introduces the basic working
principles of PET, while the main focus is set on detector technology. The single
components of a detector like scintillator crystals, lightguides and digital silicon
photomultipliers and their electronic readout are described in detail. Moreover,
Monte Carlo simulations of PET scanners using GATE are outlined.
Currently used PET scanners and their detectors are reviewed in chapter 3. The
detector concept for the new brain PET scanner is presented in contrast, and the
specific goals of this thesis are explained in more detail.
In chapter 4, the configuration of the single detector modules is optimised regarding
sensitivity of the whole scanner. For this study, different module sizes are simulated
in GATE. The results are compared to the currently used brain PET by studying the
impact of the new detector concept on reconstructed images.
First measurements with test detectors are presented in chapter 5. Closely related
are the simulation studies in chapter 6, which tackle the creation, propagation and
detection of scintillation photons in a single detector module, in order to gain a deeper
understanding of the measured data. Further simulation studies and corresponding
measurements are used to find an optimum lightguide thickness for the detector
modules. These are described in chapter 7.
Chapter 8 deals with the identification of scintillation events inside a detector module.
The insights gained in the previous simulation studies are applied to test different
segmentation approaches during the calibration of a single detector block. Moreover,
two methods are compared, which determine the crystal where the scintillation had
taken place. These studies are based on simulated data, which provide a ground
truth information. The chapter closes with measurements of scintillator arrays, which
have the dimensions determined in chapter 4. These are used to decide on the surface
treatment of the crystals.





2.1 Introduction to PET
2.1.1 Historical Overview
Since its first applications in the 1970s [1], Positron Emission Tomography (PET) has
evolved to a widely used in vivo technique for functional imaging. A radiopharma-
ceutical, which contains a metabolic active substance labelled with a radionuclide,
is administered to the subject (most commonly by intravenous injection). Since the
substance takes part in metabolic processes, along with the radioactive component,
the measured distribution of decay products allows us to reconstruct the distribution
of the labelled substance in the living organism. For PET, positron emitters like 18F
or 15O are used: the emitted positrons annihilate with electrons in the surrounding
tissue, giving rise to two nearly collinear annihilation photons (emission angle of
(180± 0.5)° [17]). Due to their energy of 511 keV, the photons can still be detected out-
side the body. Dedicated reconstruction algorithms use this information to calculate
the distribution of the labelled substance.
Before a first tomograph for application on humans could be built, several mile-
stones had to be achieved, starting with George Hevesy’s idea of "radioactive in-
dicators" in 1923 [18]. He stated that an atom of a compound could be substituted
by a radioactive isotope of the same element, while the compound would not alter
its chemical characteristics. The measurement of decay products of the radioactive
component (i.e. annihilation photons) can yield information on its distribution, even
in a living organism. Hevesy was rewarded with the Nobel Prize for Chemistry in
1943 for the development of the tracer principle.
Further milestones in the development of PET devices are the postulation of the
positron (Paul Dirac, 1929) and insights on the potential use of the isotopes 11C, 13N,
15O and 18F as radioligands for biomarkers, gained in the late 1920s to late 1940s
[1], [19]. Artificial production of these isotopes was made possible by the invention
of cyclotrons (Edward Lawrence, 1930s), which were used in clinical environments
from the mid-1950s on [1]. Scintillation counters came up around 1948, when Robert
Hofstadter discovered the energy conversion of high-energy gamma rays into scintil-
lation photons in a thallium doped sodium iodide crystal (NaI:Tl) [20]. This discovery
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enabled the detection of annihilation radiation, so that first applications on the hu-
man brain followed quickly. However, it was only in the 1970s, when dedicated PET
scanners were first presented [1].
Nowadays, PET provides a broad spectrum of clinical and research applications:
it is used for diagnosis and therapy monitoring in oncology, cardiology and neurology.
In oncology, a PET scan can be helpful to locate and stage a tumour, and to plan or
evaluate a radiotherapy [21]. In neurology, the affinity and availability of neurorecep-
tors is often visualised, e.g. to localise epileptic foci or to monitor the progression of
Parkinson’s disease [4]. Moreover, PET is used to understand the biology of diseases
and develop new drugs or review existing ones. In early stages of drug development,
small-animal PET is used in longitudinal studies, and in studies with genetically
altered animals (e.g. to obtain deeper knowledge on drug mechanisms) [22]. Some
typical clinical applications and the respectively used tracers are listed in table 2.1.
TABLE 2.1: Overview of common PET tracers and their clinical applications.
Republished and adapted with permission of Eureka Science (FZC), from "Clinical
Applications of Positron Emission Tomography (PET) Imaging in Medicine:
Oncology, Brain Diseases and Cardiology", S. Kitson et al, Current
Radiopharmaceuticals, vol. 2, no. 4, 2009 [4]; permission conveyed through
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109.8 min Glucose metabolism
Oncology, cardiology,
neuropsychiatry
The following paragraphs will describe the basic principles of PET, the workflow
and the components of PET detectors. General information on PET is taken from
reference [23], if not denoted otherwise.
2.1.2 Positron Emission
As the name Positron Emission Tomography already indicates, the tomographic scan
is based on positron emission. Positron emission, or more general β+ decay, can be
described by the following formula:
A
ZX −−→ AZ−1Y + e+ + νe . (2.1)
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Under emission of a positron e+ and an electron neutrino νe, a nucleus X with
mass number A and atomic number Z is converted to one with Z− 1. This conversion
process can be understood as the decay of a proton in the nucleus to a neutron. The
emitted positrons can directly annihilate with their antiparticles, electrons, and thus
give rise to two annihilation photons ("in-flight annihilation")
e+ + e− −−→ γ + γ , (2.2)
or positrons and electrons form Positronium (lifetime ∼10−10 s) prior to annihilation.
The annihilation photons propagate in opposing directions. Equation 2.2 assumes
that both the electron and the positron have negligibly small kinetic energies com-
pared to their rest energy of 511 keV. This is usually the case, since the positron can
undergo inelastic or elastic scattering before annihilation, and thus ionise or excite
atoms by transferring kinetic energy or lose kinetic energy due to bremsstrahlung.
In compliance with the law of energy and momentum conservation, the remaining
kinetic energies of positron and electron are transferred to the annihilation photons.
The two photons can thus have an acollinearity of 0.5°. The full width at half maxi-
mum (FWHM) distance which a positron can propagate before annihilation is in the
range of less than a millimetre for common PET tracers (0.102 mm FWHM for 18F up
to 0.501 mm for 15O in Water) [23].
In PET, positron emission takes place in the radioactive component of the tracer,
which is produced in a cyclotron and then administered intravenously to the patient
in the form of a radiopharmaceutical. Annihilation occurs in the surrounding tissue,
so that two annihilation photons emerge with a relative angle of (180± 0.5)° [17].
2.1.3 Detection of Annihilation Photons
The detection of annihilation photons is an essential step of PET. The general idea
is to detect annihilation photon pairs in a detector ring, so that the annihilation
position can be estimated by means of a reconstruction algorithm. The distribution
of annihilations nearly corresponds to the distribution of the tracer, and thus the
labelled substance (such as the glucose analogue in FDG). In this way, PET allows for
investigation of metabolic processes in the human body.
For this reason, photon detection plays an important role in PET. Detectors are
required to stop the photons, and to resolve the interaction positions and times
of the photons inside the detector. A dedicated coincidence sorting unit selects
photons which arrive within a certain time window (typically a few nanoseconds),
to find coincident events, i.e. photons which are assumed to originate from the
same annihilation event. Moreover, an energy threshold can be applied to filter out
scattered events (e.g. from 480 to 630 keV). This is important for the determination
of the so-called Line of Response (LOR), which is the connecting line between the
interaction positions of two annihilation photons in the respective detectors.
In general, four types of coincidence events are possible, as shown in figure 2.1:
8 Chapter 2. Background
1. True coincidence: the photons hit the detector directly, without any interactions,
i.e. change in energy or propagation direction.
2. Scattered coincidence: at least one of the photons undergoes Compton scattering
and changes direction and energy.
3. Random coincidence: two photons reach the detector within the detection time
window, but originate from different annihilation events.
4. Multiple coincidence: more that two photons reach the detector within the
detection time window. Since the correct LOR cannot be determined, these
events are discarded.
Except for true coincidences, all the others lead to wrong LORs and should thus be
filtered out, despite the fact that this filtering leads to a decrease in sensitivity.
(a) true (b) scattered
(c) random (d) multiple
FIGURE 2.1: The coincident events comprise true (a), scattered (b), random (c) and
multiple (d) coincidences.
2.1.4 Data Corrections
In order to calculate the point of annihilation, the energies, arrival times and detection
positions of the two annihilation photons are fed to the reconstruction algorithm. Of
course, the reconstruction is not trivial at all for several reasons: first, photons can
interact with matter before leaving the patient, second, the point of annihilation is not
known, only the line of response which contains this point, and third, the properties
of the detector blocks have to be considered.
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Therefore, several corrections have to be applied to the raw data; they will only be
described briefly, since they are not the focus of this thesis.
Since the photons can interact with the different tissue types in the head (soft
matter, bone, blood vessels, air cavities ...) and MRI hardware (e.g. head coil),
an attenuation map is created to account for this effect. Different approaches are
possible, such as using a transmission scan (source is rotating around the patient’s
head), calculation of the attenuation map from a CT scan, or in case of PET-MRI the
MRI-derived calculation. An overview can be found in the work of Rota Kops and
Herzog [24].
The attenuation map can be further used in combination with an emission map and a
model of the scanner geometry, in order to estimate the distribution of scattered events
in the object analytically [25]. Other methods exist for the correction of scattered
events and are described in the book Physics in Nuclear Medicine by Cherry et al. [23].
Another important factor for image degradation is the presence of random coinci-
dences. Two methods exist for random correction, the ’delayed window’ and ’scaled
singles’ method.
To estimate the rate of random events, a second time window can be set with a
delay that is larger than the window width. Photons that fall within this delayed
time window have different arrival times that are significantly larger than the time
window, so that they are definitely not belonging to the same annihilation event.
The event rate acquired in this mode can be used to assess the random rate, and to
subtract random events from the coincidence data.
A second method to correct for random coincidences is called ’scaled singles’ method:
the singles rates of two detectors, Si and Sj, and the coincidence time window τ are
used to estimate the random rate of the LOR for detectors i and j: Rij = 2τSiSj [26].
A normalisation scan is necessary to account for different detector block response
functions. Depending on the orientation (i.e. the angle between the two detector
faces) and position of a LOR inside the scanner geometry, different LOR sensitivities
can be observed. To correct the different sensitivities, all detector blocks are irradiated
equally, e.g. with a rotating rod source, to calculate the ratio of measured and expected
events. These factors also indirectly account for different photodetector gains and
crystal light yields [27].
When the raw data has undergone all corrections, it can be evaluated by a recon-
struction algorithm. While the filtered back projection has been the gold standard for
a long time, nowadays iterative methods such as maximum likelihood expectation
maximisation (MLEM) and the accelerated ordered subset EM (OSEM) are usually
used for reconstruction. However, a description of these algorithms would be beyond
the scope of this thesis; an introduction can be found in the work of Defrise et al. [28].
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FIGURE 2.2: The parallax error in one transaxial direction in different crystal
blocks. While it is quasi not existing in the centre field of view (FOV) (limited to
crystal size), the parallax error becomes larger towards the periphery of the FOV.
The LORs in the areas marked in grey are assigned a fixed LOR (black lines), which
can differ a lot from the true LORs (red lines).
2.1.5 The Parallax Error
A correct determination of the LORs is very important, especially when annihilation
photons hit detector modules under oblique angles. In these cases, the so-called
parallax error can occur. The photons are not necessarily stopped in the first crystal
they encounter, but can also pass through them into another crystal of this detector
block. As indicated in figure 2.2, a coordinate in the front part of the hit crystal is
usually used for the LOR calculation in many reconstruction algorithms, so that the
depth of interaction leads to mispositioning errors (also called the parallax error).
The effect of the parallax error is especially visible when the source has a radial offset
from the scanner axis, because the amount of photons entering at oblique angles
becomes larger with the radial offset. The parallax error therefore lowers the spatial
resolution with increasing radial offset, which is often referred to as radial elongation
[29]. If the correct interaction position including the depth of interaction (DOI) inside
the crystal would be known, the LORs could be calculated more precisely, which
would reduce the parallax error.
2.1.6 Other Factors Limiting Spatial Resolution
Apart from the parallax error, there exist more physical effects which can limit the
spatial resolution of a PET detector. A detailed description was provided by Moses
[8], so that only a brief overview will be given here.
When a positron is emitted from the tracer, it does not necessarily form positro-
nium or annihiliate with an electron from the surrounding tissue immediately. By
propagating through the tissue, the spatial resoultion can be degraded by 0.54 mm
FWHM for 18F and up to 6.14 mm FWHM for 82Rb, depending on the positron’s
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kinetic energy after emission. Moreover, the annihilation photons are not always
emitted under a fixed angle of 180°, but show a mean acollinearity of 0.5° (depending
on the positron’s and electron’s kinetic energy prior to annihilation). According to
Moses [8], the acollinearity can degrade the spatial resolution by 1.3 mm in brain
imaging.
The crystal size d of a pixelated PET detector also limits the spatial resolution: the
detector response function for two opposing detector blocks has the shape of a tri-
angle with a FWHM of half the crystal pitch d/2. However, crystal size cannot be
minimised arbitrarily, since the technical implementation would be challenging and
not economical (more details in the following section).
2.2 PET Detectors
Generally speaking, PET detectors have two main tasks: stopping the annihilation
photons of 511 keV, and providing information about the photons’ interactions, i.e.
time, coordinates or crystal ID within the detector block, and amount of deposited
energy. Such a typical detector block consists of a scintillator material, which emits
photons in the visible spectrum when irradiated with high-energy particles, and a
photodetector, which absorbs and quantifies the scintillation light.
Actually, this principle of detection has already been used in the 1950s, when Curran
and Baker counted scintillation light in a zinc sulfide (ZnS) screen with a photomulti-
plier tube. The idea of using a scintillator for particle detection is even older: Crookes
application of watching a ZnS screen with bare eye to detect α-particles is considered
to be the first of its kind [30].
2.2.1 General Detector Concept
Nowadays, the same basic principle of detection is used. Lecoq et al. described the
scintillation process in detail in reference [20], the following description will be based
on this reference.
Scintillators
When radiation interacts with a scintillator material, effects of basic electromagnetic
interactions like Compton scattering or photoelectric effect can take place. Also
the pair production of electron and positron is possible, although energies higher
than 1.022 MeV are required, so that Compton scattering and photoelectric effect are
the dominant processes for a 511 keV photon. The Compton- and photoelectrons
undergo Compton scattering as well, and thereby lose energy in the keV range. In-
organic scintillators like Lutetium Oxyorthosilicate (Lu2SiO5, LSO) have a crystal
lattice structure, where electrons are occupying selected energy bands. Electrons from
the valence band can get excited by the secondary electrons, and occupy allowed
states in the conduction band or excitator band (closely below conduction band),
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depending on the excitation energy. At the same time, this process leaves a hole in
the valence band, which is usually filled at room temperature. Depending on the
electron’s energy E, either a loosely bound electron-hole pair (also called exciton) is
created (E > Eg), or the electron propagates independently from the associated hole
through the conduction band.
Both electrons and holes quickly loose energy by coupling to phonons (lattice vi-
brations). Different processes can take place afterwards: electrons and holes can
get captured by traps in the band gap, generating phonons with the excess energy
(Ec − Etr for electrons, Etr − Ev for holes). Excitons can recombine at luminescence
centres or lattice defects. These luminescence centres are required for scintillator
materials: when a freely moving electron recombines to a lower energy state under
emission of a photon, and the photon’s energy corresponds to the band gap size (in
the range of 5 eV to 10 eV in insulators), the probability for bulk absorption within
the crystal is very high. Doping the crystal with impurities provides additional
energy levels within the forbidden energy band, so that the emitted light has a larger
wavelength: the scintillator becomes transparent for its own scintillation light. Since
the amount of scintillation photons produced is proportional to the deposited energy
in the crystal, measurements of these scintillation photons can be used to determine
the energy of the high-energy photon that just interacted within the crystal. The
possible processes are depicted in figure 2.3.
FIGURE 2.3: The scintillation process described in the band model. a) Possible
excitations of an electron, leaving a hole in the valence band. b) Electron caught in
a trap, the remaining energy is transferred to the crystal lattice (phonon). c)
De-excitation of an electron under emission of light γg with Eg– self absorption is
probable. d) Recombination via activator states, emission of scintillation light γscint.
When it comes to the choice of a suitable scintillator for an application, trans-
parency and light yield of a crystal are important parameters. For PET, especially
high density ρ and high effective atomic number Zeff are important to increase the
probability for stopping the high-energy photons by photoelectric effect (∝ Z3e f f /E
3)
[23]. For a high temporal resolution, a short decay time of the excited states is re-
quired. Of course, the economic aspect plays a role in detector design, so that low
production costs and uncomplicated crystal growth are desired.
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Commonly used scintillator materials for PET scanners are bismuth germanate
(Bi4Ge3O12, BGO), Ce-doped lutetium oxyorthosilicate (Lu2SiO5:Ce, LSO:Ce) and
(similarly) Ce-doped lutetium-yttrium oxyorthosilicate (Lu1.8Y0.2SiO5:Ce, LYSO:Ce),
just to name a few. Their basic properties are displayed in table 2.2, together with
those for NaI, which is often used as reference due to its early discovery and extensive
use in single-photon emission computed tomography (SPECT) [23].
TABLE 2.2: Comparison of properties of common scintillators used for nuclear
imaging. This table was published in S. R. Cherry, J. A. Sorenson, and M. E. Phelps,
"Radiation Detectors" in Physics in Nuclear Medicine, Fourth Edition, Oxford:
Elsevier LTD, 2012, p. 101, Copyright Elsevier 2008 [23]. Data for LYSO:Ce was
added according to reference [31].
Property NaI:Tl BGO LSO:Ce LYSO:Ce
Density [g/cm3] 3.67 7.13 7.40 7.11
Effective atomic number 50 73 66 65
Decay time [ns] 230 300 40 41
Photon yield [per keV] 38 8 20-30 33.8
Index of refraction 1.85 2.15 1.82 1.81
Hygroscopic Yes No No No
Peak emission [nm] 415 480 420 420
In current PET scanners, LSO and LYSO are preferred due to their fast decay
constant, so that the coincidence time window can be minimised and random rejection
improved [32]. Moreover, the high light yields and lower refractive indices are
beneficial for detector design. NaI has an even higher light yield, but the lowest Zeff
and a comparatively long decay time. Additionally, it is hygroscopic and fragile,
which requires careful sealing and handling inside a detector block.
Light Sharing
After the interaction of the high-energy photon, the created scintillation photons
are guided towards the photodetection unit. To prevent photons from escaping the
crystal, its surfaces are usually coated with a reflective material (e.g. Teflon, 3M ESR
vikuiti, titanium dioxide paint, Lumirror, Tyvek, barium sulfate). The surface which is
facing the photodetector remains uncoated and is coupled to the detector with a glue
or grease, that has a similar refractive index as the lightguide or entrance window of
the photodetector (MeltMount, Grease, OP-20) [33]. In principal, two detector designs
are possible, as depicted in figure 2.4: either the scintillator material has the shape
of a single cuboid (monolithic design), or it is cut into many small crystal needles,
which are arranged in an array and optically separated (pixelated design).
In both cases, either a position sensitive photodetector or an array of photodetector
pixels has to be used to measure the light distribution. A dedicated algorithm is then
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(a) monolithic (b) pixelated
FIGURE 2.4: Two possible detector layouts: either a monolithic crystal is directly
glued to a photodetector array, or a crystal array is used in combination with a
lightguide, which distributes the scintillation light over multiple sensor pixels.
applied to calculate the position of the scintillation event from the measured light
distribution (further details in section 2.2.6). Intuitively, the easiest case would be a
one to one coupling of crystal needles and detector pixels, because the event position
would directly correspond to that of the triggered pixel. Considering that each crystal
requires its own readout and digitisation channel, this approach comes with high
costs and complexity, so that only few PET systems make use of this technology
(e.g. the Philips Vereos scanner [34]). Instead, most PET systems make use of the
light sharing principle: the scintillation light is spread over multiple detector pixels,
so that the event position can be calculated as the weighted mean of selected pixel
signals. In monolithic scintillators the photons propagate within the whole crystal
volume, resulting in a broad light distribution on the detector pixels. When an array
of crystals is used, a lightguide has to be inserted between crystals and detector
(usually a glass sheet) to spread the scintillation light over at least four pixels to apply
the weighted mean algorithm. The event position (ax, ay) can be calculated from the
detected charges qi,j on the detector pixels (i, j), because the physical positions (xi, yi)





























Since Q is proportional to the deposited energy of the photon Eγ, equation (2.4) can
be used for energy estimation.
This technique of position determination is called Anger logic, after its inventor
Hal O. Anger [35]. It relies on the assumption that the crystal with highest measured
number of photons is closest to the crystal where the scintillation event took place,
and that the signal on the adjacent pixels is inversely proportional to the distance to
the event position. It is also referred to as centre of gravity (CoG) algorithm.
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Scintillation Light Detection
Collecting the greatest possible amount of the scintillation light and converting it
into a measurable electric signal is the task of the photodetector. Until the 2000s, the
gold standard for photon detection in PET devices have been photomultiplier tubes
(PMT). Being bulky, expensive and not compatible with magnetic fields, they got
replaced by the more compact avalanche photodiodes (APD), which were first used
in an animal scanner in 1994 [36]. The high quantum efficiency and MRI compatibility
but at the same time low gain encouraged further developments, including silicon
photomultipliers (SiPM), which consist of Geiger-mode APDs (GAPDs) and which
will be explained in detail in section 2.2.4. To optimise light collection, the sensitive
spectral range should match the emission spectrum of the scintillator. As mentioned
before, the amount of emitted scintillation photons is assumed to be proportional to
the deposited energy of the high-energy photon. Figure 2.5 shows a typical energy
spectrum of a single LSO crystal.
FIGURE 2.5: Energy spectrum of a single LSO crystal, which was coupled to a light
diffuser and a photomultiplier. The spectrum was recorded using a 22Na source.
Data redrawn from reference [37].
When a photon deposits all its energy hν in the crystal by means of photoelectric
effect, this event will contribute to the "photopeak". This peak is also referred to as
full energy peak, because the same effect can be observed when a photon undergoes
multiple Compton scattering processes in the same crystal, and all scattered photons
are absorbed within this volume. In case a scattered photon escapes, the event
energy will be below hν, and thus contribute to the events between Compton edge
and full energy peak. Single scattering processes give rise to a broad continuum
in the pulse height spectrum (Compton continuum), which is cut off at the already
mentioned Compton edge. This edge marks the maximum transferable energy in
Compton scattering, i.e. when the photon is scattered backwards (180°) and the recoil
electron propagates in the direction of incidence. The peak with lowest energy is
the backscatter peak. It is formed by events where a photon is scattered back into
the crystal from the detector electronics, shielding or housing, after having lost a
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major part of its energy in the scattering process. Since the spectrum was originally
recorded with a 22Na source, there are also events with energies higher than hν, which
are caused by the γ emission at 1275 keV [38] (∼ channel 2570) and signal pile-up
in the detector (both not shown here). The data has been originally published by
Moszyński in reference [37], where the full energy spectrum can be found. Further
information on detector response functions for photons of different energy ranges
was provided by Knoll in reference [39]. Suitable photodetectors will be described in
detail in section 2.2.4.
For the described combination of scintillators and photodetectors, there exists a
limit of energy resolution, which is caused by multiple effects. A detailed description
can be found in Inorganic Scintillators for Detector Systems by Lecoq et al. [20].
The intrinsic energy resolution δsc of a scintillator is related to its non-proportional
response, which means that the number of scintillation photons is not proportional
to the deposited energy. During the photoelectric absorption of an incoming high-
energy photon, "hot" electron-hole pairs are produced, which subsequently cause
emissions and absorptions of X-rays and Auger electrons during their thermalisation.
Since the secondary electrons can have different energies, the summed amount of
produced scintillation photons along these single steps varies [40]. Furthermore,
inhomogeneities in the crystal lattice can lead to local light yield differences (δinh). In
case of LSO, Balcerzyk et al. determined an intrinsic energy resolution of (8.9± 0.6)%,
which includes the non-proportionality and light yield inhomogeneity [41].
An additional degradation of the energy resolution δtr occurs during the transfer of
scintillation photons to the photodetector and their subsequent detection, which can
be summarised in the term light collection efficiency. This includes imperfections
of the reflector surfaces surrounding the crystal, the optical coupling of crystal and
detector, the inhomogeneous quantum efficiency of the detector etc. [40].
Lastly, there are two uncertainties, which are related to the photodetector: the dark
noise contribution δn, and the statistical uncertainty of the photodetector. The latter
can be described by Poisson statistics and is proportional to the inverse square root of
the number of created photoelectrons Npe: δstat ∼ 1/
√
Npe [20], [42]. The five effects,










2.2.2 Choosing Components for a PET Design
In general, detectors can be arranged in different ways to establish a PET device.
The most common geometry is a full ring scanner, where multiple detector blocks
form a cassette and 20-30 cassettes are arranged in a circular structure. Each detector
block consists of a scintillator (either array of crystals or monolithic), a lightguide
(where applicable) and a photodetection unit. Usually, multiple blocks share a
readout unit, which does pulse pre-processing such as energy thresholding, before
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passing the information to the coincidence detection unit. An advantage of the ring
geometry is the high solid angle coverage, which can be achieved by minimisation of
cassette interspacing. The drawback are the relatively high production costs, since
many crystal pixels are necessary for such a geometry. It has been attempted to
overcome this drawback by building detector segments (planar or curved), which
rotate around the patient in order to cover the full angle. However, this approach
extends measurement time and does per se not yield the same sensitivity as a fully
covered ring structure. Sensitivity, i.e. the ratio of detected photons and β+ decays of
the tracer, does not only depend on the geometric fill factor of the device, but also
on the intrinsic detection efficiency, which is related to the scintillator material and
thickness. In the next section, common crystal geometries will be described.
2.2.3 Crystal Geometries
As mentioned before, either a monolithic crystal block or an array of crystal pixels
can be used for a PET detector, while both have advantages and disadvantages. A
typical detector with a monolithic crystal has been shown in figure 2.4a. The large
bulk volume of 15−20 mm length and 10−25 mm thickness is easy to manufacture
[43], and thus a cheap geometry with high packing fraction providing high sensitivity.
After the scintillation process, photons can spread within the whole crystal volume,
and create a light distribution on the sensor, which is characteristic for the respective
3D event position in the crystal. In principle, DOI information is provided intrinsically
in the light distribution, but especially at the outer edges a degradation in event
positioning is a common problem due to light reflections at the crystal side faces.
This degradation is becoming worse with crystal thickness [44]. Moreover, the large
light spread can lead to enhanced pulse pile-up. Therefore, monolithic designs are
not preferred for clinical scanners [44]. Another problem is the long and extensive
calibration procedure, because the whole crystal has to be scanned with a pencil beam
in a narrow grid, in order to interpolate the light distribution depending on event
position. Even though calibration can be accelerated up to 2-3 h for a crystal of 2 cm
length [43], the amount of data to be processed during a PET scan would be large.
The data processing remains challenging, since the scintillation light spreads widely
over multiple pixels, so that the signal to noise ratio (SNR) is low in some pixels.
When it comes to calibration and positioning, the advantage of a pixelated scintil-
lator (figure 2.4b) becomes apparent: the detector pixel with highest signal is closest
to the crystal where scintillation took place, so that the event position can already
be calculated with standard Anger logic. In contrast to monolithic crystals, the cal-
ibration can be achieved without a collimated and carefully aligned pencil beam,
but with a flood source, that irradiates the whole detector block at the same time.
A disadvantage is the lower sensitivity: the reflective coating, which separates the
crystal pixels optically, occupies space and reduces the geometric fill factor. Moreover,
the cutting, coating and gluing process of the crystal arrays is elaborate and expensive.
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When crystal pixel size is chosen, the aspect ratio influences strongly the light output,
so that crystal pixels should not be thin and long in the ideal case [45].
Measuring Depth of Interaction (DOI)
Different designs have been presented with pixelated scintillators to determine the
depth of interaction (DOI) of the scintillation event. Designs using monolithic crystals
will not be described any further, because focus will be set on pixelated designs in
this work; a review article by Ito et al. [9] contains further information on monolithic
designs. Figure 2.6 gives an overview over the different options.




FIGURE 2.6: Different DOI capable detector geometries.
Figure 2.6a shows the concept of the phoswich (‘phosphor sandwich’) detector,
where layers of scintillator materials with different decay times are stacked on top
of each other. By analysing the pulse shape of a scintillation signal, it is possible to
assign the event to the respective layer, so that DOI information is limited to the layer
thicknesses. This concept has already been used for the ECAT HRRT scanner in 2002
[14], but research is still ongoing in this field [46]. A disadvantage are the relatively
high production costs for the crystal layers.
Another approach, shown in figure 2.6b, has been used for the ClearPEM ([47]):
LYSO crystal matrices (2× 2×20 mm3 each crystal) are coupled to arrays of Avalanche
Photodiodes (APDs) on both ends (dual-sided readout), so that the DOI information
can be calculated from the asymmetry of light collection of both APDs, up to a
resolution of 3 mm. Yang et al. reached a resolution of 2 mm FWHM with LSO crystals
(0.9225 × 0.9225×20 mm3 each) and position-sensitive APDs [48]. Clinical use is
usually limited due to high costs for twice the amount of APDs and the respective
pulse processing units. One option would be to rotate two detector modules around
the object (as Yang et al. did), but this inevitably decreases the sensitivity.
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Trying to overcome this drawback, single-sided readout systems are focused in
ongoing research (figure 2.6c). Pizzichemi et al. presented a detector, where DOI
information is gained by reflecting the scintillation light at the top of the array back
into the crystal array, in order to read out the direct and the reflected signal with a
silicon photomultiplier (SiPM) at the other end of the crystal array. The ratio of both
signals allows the determination of DOI with a resolution of 4 mm [49], [50]. Ito et
al. achieved 4.3 mm average DOI resolution by inserting triangular shaped reflectors
between the crystals, in order to manipulate light spread depending on the DOI [51].
A very intuitive but also elaborate approach has been realised by Vandenbroucke
et al. [52]: multiple crystal arrays are stacked on top of each other, while each
layer has its own super-thin position-sensitive APD (PSAPD) of less than 300 µm
thickness. In contrast to other detector blocks, this geometry is irradiated from the
side (edge on), not from the top (face on), so that DOI information is acquired along
the longitudinally separated crystal pixels. With a crystal pitch of 1.0 mm intra-layer
and 1.3 mm inter-layer, a corresponding DOI resolution of 1.0 mm has been achieved.
However, this geometry requires a large amount of readout channels and is expensive
in production (both crystal production and the electronic components). This makes it
feasible for organ-specific PET systems, but not for a full detector ring dedicated to
brain imaging. A schematic drawing of this setting is shown in figure 2.6d.
Using stacks of crystal arrays has been tested in various configurations, even a
combination of two phoswich layers and another crystal layer made of one of the
materials, shifted by half a crystal pitch in lateral dimensions [53]. Designs with two
[54], four [55], [56], and eight crystal layers ([57], also phoswich) have been proven
feasible. To explain the principle of staggered layer designs (depicted in figure 2.6e),
the generation and interpretation of flood images will be briefly explained.
Flood Images
In section 2.2.1, the calculation of an event position from the measured light distri-
bution using Anger logic has been explained. Usually, the detector pixel with the
highest signal is selected as the "hot pixel", and the signals of the direct neighbour
pixels are used for position calculation (eight neighbour pixels in the centre, five at
the edges and three in the four corners). Irradiating a crystal array homogeneously
leads to scintillation events in each crystal, so that Anger logic can be applied to
calculate event positions for each crystal. This results in a 2D crystal position map,
also called flood image or flood map, which contains an accumulation point for each
crystal. An example for a flood image of a single crystal array is shown in figure 2.7.
Since the light distribution cannot be measured completely at the outer edges of the
photodetector, the Anger positions are shifted towards the centre. If a scintillation
event is detected, its 2D position can be calculated with Anger logic, and the corre-
sponding crystal can be identified, e.g. by searching for the spot in the flood map
with smallest Euclidean distance (advanced positioning algorithms will be described
in section 2.2.6).
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FIGURE 2.7: Flood map of a crystal array with 30× 30 crystals. An accumulation
point can be identified for each crystal. Data redrawn from reference [58].
To gain DOI information, another layer can be added on top, but shifted by half
a crystal pitch in both lateral dimensions, as shown in figure 2.6e. The scintillation
light can then spread from the top layer to the bottom layer and further inside the
lightguide, resulting in a broader light distribution on the photodetector. Since the
layer is shifted relatively to the underlying one, the centroid of light dispersion is
shifted accordingly in the flood map. This allows the user to distinguish events from
both layers, and to acquire DOI information in this way. DOI information is limited
to the thickness of the individual layers, so that refinement is attempted by using
multiple, thinner layers. However, this entails some problems.
1. The flood image is a 2D histogram, and the intensity of accumulation points
is proportional to the number of scintillation events, that took place in the
respective crystals. To achieve points of similar intensity, similar amounts of
photons would have to deposit energy in every layer, which is not possible due
to the exponential attenuation in the crystal material.
2. The individual points have to remain separable, otherwise the hit crystal cannot
be determined by means of the Anger position. Precise alignment of the shifted
layers is absolutely necessary for good separability.
3. The performance of Anger positioning deteriorates towards the edges and in the
corners of the detector block, because the light distribution cannot be measured
completely.
4. The influence of the involved photodetector should not be underestimated:
gain differences of the pixels can distort the expected regular spot pattern.
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2.2.4 Photodetectors
Photodetectors are an essential part of a PET scintillation detector, since they are
used to convert the weak scintillation light coming from the crystal into a measurable
electric signal. The basic functionalities have been well described in literature, so that
only a brief overview will be given.
Photomultiplier Tubes
Until the mid 2000s, photomultiplier tubes (PMT) have been considered the gold
standard for photon counting in PET. The basic principle of PMTs has been described
many times, and will be summarised based on reference [39].
In a PMT, photons impinge on a photo cathode and cause the release of photo-
electrons due to photoelectric effect. A focusing grid accelerates them towards a
chain of dynodes, which is held at increasing potential, so that multiple secondary
electrons are emitted at each dynode. In this way, an exponential multiplication can
be achieved, leading to gains of 106 to 107. But to keep the multiplication constant
over time, the operating voltage of 1 to 2 kV has to be highly stabilised, because the
gain strongly depends on the dynode voltages. Another disadvantage is the bulky
geometry, compared to other detectors, and the lack of MRI compatibility: due to
the magnetic fields, electrons get deviated as soon as they leave the photcathode
or dynode and the focusing and multiplication effect cannot apply anymore. The
quantum efficiency (QE), which describes the probability that an incoming photon
gives rise to an output signal, typically amounts to 25 to 30 % at maximum sensitivity
wavelength.
PIN Diodes
Much higher quantum efficiencies can be achieved with solid-state photodetectors,
which have been described in detail in a review paper by Renker [59]. The summarised
information on PIN diodes and single photon avalanche diodes will be based on this
publication.
A PIN diode consists of a semiconductive layer between two highly doped n+ and p+
regions. In the depletion zone of a PIN diode, the energy of scintillation photons is
high enough to release electron-hole pairs, so that quantum efficiencies between 60 to
80 % can be achieved. On the one hand this is beneficial for the signal to noise ratio
(SNR), but on the other hand a PIN diode does not provide any intrinsic gain, so the
device requires high signal amplification with very low noise. Another advantage
is the sleek design, which allows for use in magnetic fields and cheap large scale
productions.
The design has been further refined, resulting in the so-called avalanche photo-
diode (APD) in the 1990s. APDs were extended by an additional, highly doped p+
or n+ layer next to the depletion layer, in order to increase the electric field strength
in the multiplication zone. Moreover, the diode is operated at reverse bias voltage,
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close to the breakdown voltage. The acceleration of primary electron-hole pairs is
then strong enough to provide enough energy for creation of secondary electron-hole
pairs by impact ionisation, making single photon counting possible. However, the
internal gain still only amounts to 100 to 500 [59], necessitating readout electronics
with external gain of 104 to 105. To achieve constant performance (especially gain) in a
measurement, operation at stable bias voltage and ambient temperature is inevitable.
Single Photon Avalanche Diodes
As an alternative to the described linear mode, APDs can be operated at a reverse bias
voltage above breakdown voltage, which is called Geiger mode. The devices are then
called single photon avalanche devices (SPAD), because a single photon can trigger a
self-sustaining avalanche in this mode of operation, yielding gains of 105 to 107. The
avalanche has to be stopped by a dedicated quenching circuit, after the avalanche
current has given rise to the output signal. The output signal is standardised and
independent of the energy, which was deposited in the multiplication zone. In analogy
to a Geiger counter, SPADs are also called Geiger-APDs (G-APDs). Quenching can
be done passively or actively with a dedicated quenching circuit. Despite better
timing performance speaks in favour of active quenching, passive quenching has
the advantage of simple implementation with a single series resistor. This leaves
more space on the substrate and enhances the geometric fill factor εgeom. The Geiger
discharge itself is fast (rise time of several hundred ps [60]), while the recharge time
can take several 100 ns, depending mainly on the quenching resistor RQ and cell
capacitance C: tdecay ∼ RQC [59]. During the recovery phase ("dead time"), a SPAD
cannot discriminate multiple impinging photons. When combined with a scintillation
crystal, several thousand optical photons have to be measured in a short time span,
e.g. ∼ 15000 photons per 511 keV photon in case of LSO, while a typical pulse
integration time is 300 ns. The number of optical photons and pulse integration time
depend strongly on the used scintillator.
Silicon Photomultiplier
To circumvent this drawback, so-called multi-pixel photon counters (MPPC) or silicon
photomultipliers (SiPM) have been built by connecting thousands of small micro-cells
in a parallel circuit. Each micro-cell consists of a G-APD and its related quenching
resistor. Every G-APD contributes to the total (analogue) output signal and usually
has dimensions in the range of 20× 20 µm2 to 100× 100 µm2 [61]. The overall photon
detection efficiency (PDE) amounts to∼ 40% [61], although high quantum efficiencies
of 50 to 80% are possible (wavelength-dependent) [59]. But also the geometric
fill factor εgeom and the probability that a photon causes a Geiger discharge εGeiger
contribute to PDE [61]:
PDE = QE× εgeom × εGeiger . (2.6)
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The geometric fill factor εgeom describes the ratio of active cell area and the total SiPM
area including quench resistors, bond gaps etc. where no avalanche can be triggered.
However, not only the beneficial characteristics like high QE are inherited from
SPADs: as each semiconductor detector, SPADs have an internal noise source, which
is referred to as dark counts. Electron-hole pairs can be generated thermally and
then trigger an avalanche, even though the SPAD is not irradiated at all. The fre-
quency of dark counts increases with temperature (e.g. order of MHz/mm2 at room
temperature, kHz/mm2 at −20 °C) [62]. On the contrary, the probability for after-
pulsing decreases with increasing temperature. Afterpulsing occurs when carriers
get trapped in metastable energy states during an avalanche. Several nanoseconds
after the original avalanche has been quenched, they are released and trigger an
additional, time correlated avalanche. However, this avalanche is only detectable
when the lifetime of a trapped carrier exeeds the recharge time of the SPAD, and this
lifetime decreases with increasing temperature [63].
Another degrading effect which occurs in SiPMs (but not in SPADs) is optical
crosstalk. Ideally, photons contribute only to the micro-cell signals, in which they
triggered an avalanche. But optical photons can also trigger secondary avalanches
in neighbouring micro-cells, when they were emitted during the avalanche process
(efficiency for photon emission with energies larger than 1.14 eV is ∼ 3× 10−5 for an
electron passing the junction [64]). The probability that such an optical photon initi-
ates a secondary avalanche in a neighbouring cell is between 1 and 50%, depending
on the overvoltage, gain and position where they were produced [65]. Approaches to
suppress optical crosstalk, e.g. by inserting optical trenches between the cells, usually
deteriorate the geometric fill factor and are thus depreciated.
Another disadvantage common for APDs and SiPMs is the approximately ex-
ponential dependence of their gain on temperature and overvoltage. According to
Lecomte [61], the relative change of gain is 30%/V at gain 1000, and temperature
changes by ∼ 15%/°C. This dependency requires careful operation of APDs and
SiPMs at both very stable temperature and overvoltage. The signal of all micro-cells
is summed to a single analogue output signal, which is analysed regarding shape
and amplitude. Digital SiPMs, as developed by Philips Digital Photon Counting [66],
digitise the pulses at a very early stage, i.e. on micro-cell level by using CMOS logic
circuits to count the avalanches from discharged cells. The number of discharged
micro-cells on a pixel is output together with a timestamp generated by a time-to-
digital-converter (TDC). Since this technology is applied in the present work, the next
section will describe its features in more detail.
2.2.5 Philips Digital Photon Counting
The following information on the digital photon counter (DPC) from Philips Digital
Photon Counting (PDPC) has been compiled from the references [66]–[68], if not
indicated otherwise.
In 2009, Frach et al. presented their concept of a digital SiPM for the first time: while
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the principal network of G-APDs is used as in analogue SiPMs, each micro-cell is
equipped with its own comparator and an active quenching and recharge circuit.
Furthermore, each cell is connected to a counter and (via a configurable trigger
network) to a time-to-digital converter (TDC).
The advantage of the novel design is digitisation in a very early phase, supersed-
ing additional hardware for signal filtering, pulse shape analysis and digitisation.
The risk of affecting the analogue signal (mV range) along the interconnections by
interference can be minimised. This enables single photon triggering, which is not
possible with analogue signals, since the single photon trigger is hard to distinguish
from electronic noise or the baseline with dark counts.
Another advantage are one bit memory cells, which are connected to the SPADs in
order to enable or disable them. This allows the user to record and upload a so-called
inhibit map to a flash memory chip on the back of the sensor: cells with excessively
high dark count rates can be disabled to reduce the overall dark count rate (DCR).
The cumulated DCR can be lowered from 14286.04 kcps at 100 % enabled cells to
3652.37 kcps by disabling 10 % of the cells with highest DCR (values obtained at 20 °C
operating temperature in [66]).
Unlike analogue SiPMs, SPADs can only count exactly one photon until recharge.
The total photon count on a pixel is output together with a timestamp, which is set
according to the selected trigger scheme. Before explaining customisable trigger and
validation schemes, the sensor architecture will be briefly described in the following.
Sensor Architecture
The sensor architecture is split hierarchically into different levels: a full tile consists of
4 x 4 dies, which hold 2 x 2 pixels. In the model DPC-3200-22-44, each pixel contains
3200 micro-cells, which are organised in 2 x 2 subpixels with 32 x 25 micro-cells each
(59.4 µm x 64 µm cell size). The cell rows in a subpixel are called row-trigger-lines
(RTLs) and form groups of three or four rows for the validation scheme.
FIGURE 2.8: The sensor architecture of a Philips dSiPM shown in a photograph of a
tile: it consists of 16 dies with 4 pixels and 16 subpixels each. A subpixel is further
divided into eight row-trigger-lines.
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Moreover, the chip is equipped with an FPGA on the back to configure and
synchronise the dies. A temperature sensor can be used to control bias voltage and to
adjust it accordingly during event acquisition.
Event Acquisition
The general acquisition sequence of a DPC die is shown in figure 2.9. This sequence
applies for all dies, which operate independently, but share the same system clock.
In the beginning, all micro-cells are charged and ready to detect a scintillation event.
When a sufficient number of photons is registered to fulfill the trigger condition, the
event timestamp is set (t0) and the validation phase is started. It is noteworthy that
multiple dark counts can accumulate over time and thus fulfill the trigger condition.
Therefore, a validation scheme is applied to allow the user discrimination of dark
count events and true scintillation events. To prevent dark count triggers, RTL refresh
can be enabled, so that all micro-cells are recharged every 10 ns, when no trigger has
been detected in that interval.
Only when the selected validation scheme is fulfilled, the sensor goes to the integra-
tion and recharge phase to be ready for the next scintillation event. The bottom row
of figure 2.9 shows the time scale of the event processing pipeline. When a trigger has
been set, 10 ns to 15 ns are used to switch to the validation mode. The time intervals
for validation, integration and recharge can be set by the user, while the readout time
is fixed to 680 ns.
FIGURE 2.9: The event acquisition pipeline of a Philips dSiPM: when the trigger
has been detected, a validation scheme is used to distinguish true scintillation
events from dark counts. After integration and readout, a global recharge sets the
die back to ready state. Redrawn from reference [66].
Trigger Logic
The user can select four boolean connections of the four subpixels of a pixel, listed in
table 2.3.
Trigger scheme 1 denotes the lowest threshold, because a single photon in any of
the subpixels suffices to set the trigger. Scheme 4 is the opposite case, where every
subpixel has to detect a photon to set the trigger. Schemes 2 and 3 are intermediate
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TABLE 2.3: Overview of the selectable trigger schemes. Adapted and republished
from reference [69]. ©IOP Publishing Ltd and Sissa Medialab srl. Reproduced by








1 SP1 ∨ SP2 ∨ SP3 ∨ SP4 1 1.0
[(SP1 ∨ SP2) ∧ (SP3 ∨ SP4)]
2 ∨ 2 2.33(±0.67)
[(SP1 ∨ SP4) ∧ (SP2 ∨ SP3)]
3 (SP1 ∨ SP2) ∧ (SP3 ∨ SP4) 2 3.0(±1.4)
4 SP1 ∧ SP2 ∧ SP3 ∧ SP4 4 8.3(±3.8)
thresholds, as specified in table 2.3. The expected number of discharged cells at
the time the condition is fulfilled was determined by Tabacchini et al. [69], and is
also given in table 2.3. When the required number of photons is registered in the
respective subpixels, the trigger is set, and the exact time when the scheme is fulfilled
is stored in the timestamp. The acquisition sequence is started hereafter, although
10 ns to 15 ns are required to switch to the validation mode.
Validation Scheme
When the trigger has been set, the sensor goes to the validation phase, which can be
configured to last between 5 and 40 ns. During this time, more photons cause micro-
cell discharges. The spatial distribution of these cell discharges is then compared to a
selectable pattern, the validation scheme, in order to validate that it is a scintillation
event. For this purpose, each subpixel is divided into eight RTL groups with three to
four RTLs each (see figure 2.8 and 2.10). As soon as a single RTL detects a photon, the
logic gate of the RTL group is set to logic high. The signals of all gates in a subpixel
are eventually handed to the top-level pixel gate.
FIGURE 2.10: Each subpixel is divided into eight RTLs. To validate an event, the
geometric distribution of photons in the RTLs is compared to a selectable pattern,
which can be modified by setting gates 0-6. Redrawn from reference [66].
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For fulfilment of the highest threshold (0x00), each RTL group of a subpixel has to
record at least one discharge, to set the subpixel gate to valid. In case of the lowest
threshold (0x7F), one discharge on the whole subpixel suffices to validate the subpixel.
Since it does not make any difference if one or multiple cells discharged in a RTL
group, the validation threshold is stochastic, so that table 2.4 gives minimum and
average numbers of cell discharges, that can be registered when the trigger scheme is
fulfilled.











1 0x7F:OR OR 1 1
2 0x77:OR OR 2 4.7(±2.1)
4 0x55:OR OR 4 17.0(±6.2)
8 0x00:OR OR 11 53.0(±15.0)
16 0x55:AND AND 16 54.0(±19.0)
32 0x00:AND AND 32 132.0(±40.0)
After validation of an event, the whole die is set to integration mode. In a
configurable time interval of 0 ns to 20 485 ns further photons are collected. In the sub-
sequent readout phase of 680 ns, the states of the micro-cells are read and recharged
row by row. Rows which have not yet been processed can still collect more photons.
During this process, the number of cell discharges is counted at pixel level. The
recharge phase takes 20 ns by default, but can be customised by the user (0 ns to
80 ns). At the end of the acquisition cycle, the number of counted photons on the four
pixels are sent out to external data processing along with the trigger timestamp.
In case the event could not be validated, the die is put to recharge mode directly.
Neighbour Logic
The independently operating dies can also be connected in a master and slave hi-
erarchy. When a master die registers a valid scintillation event, the vertically and
horizontally direct neighbouring dies go to the integration phase as well, without
waiting for their own trigger and validation. This can be helpful when the light distri-
bution is highly focused, so that the signal of neighbouring dies could not exceed the
trigger threshold. However, slave dies will ignore the master trigger signal, when
they are currently recharging. Moreover, up to 20 ns can be necessary to transfer the
master trigger signal to the slave dies, so that photons from this time interval will not
be recorded by the slave dies. This can be a limitation for fast scintillation crystals. In
case of LSO, which has a rise time of τr = 80 ps and a decay time of τd = 39.6 ns [70],
nearly 40 % of the photons would therefore not be recorded when neighbour logic
would be enabled.
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2.2.6 Positioning Algorithms
It has been mentioned before, that dedicated positioning algorithms are applied to
determine the crystal, where a scintillation event took place. These make use of the
measured light distribution on the photodetector.
Before event positions can be calculated, a calibration step is necessary. The starting
point is a two-dimensional flood histogram, where the single event positions are
calculated with Anger logic (equations 2.3). The photodetector pixel with the highest
photon count is regarded as the hot pixel, which is closest to the crystal where scintil-
lation took place. The direct and diagonal neighbours are used for Anger calculation,
i.e. eight neighbours for a hot pixel in the centre region, five neighbours at the border
and three neighbours in the corner of the sensor tile.
Depending on the trigger and validation schemes, it is possible that not all pixels
record a signal of the event. Also the independent operation of dies can lead to this
case, because a die might still be in the readout or recharge phase (dead time), when
neighbouring dies already register the next event. Applying the centre of gravity
algorithm to the incomplete data set nonetheless yields positioning errors, which can
be in the range of the crystal pitch: Lerche et al. investigated the positioning error for
an array of LYSO crystals with 1 mm pitch, by taking complete sets of measurement
data and removing randomly n = 0 . . . 6 SiPM signals. The deviations of the calcu-
lated Anger positions for the respective cases showed, that already a single missing
SiPM signal can yield a positioning error larger than the crystal pitch.
Even more severe is the case for four missing SiPMs, because more erroneous than
correct positions have been acquired [58]. Schug et al. overcome this problem by
extrapolating the missing signals [71], which enhances the sensitivity, because incom-
plete event signals can be processed, though.
In the ideal case, each crystal can be assigned an accumulation point in the flood
image. The calculated event position can then be matched to a crystal, e.g. by
segmentation of the flood image and nearest position search or via a look-up table.
These approaches work well in combination with single crystal arrays, but have
drawbacks in multilayer geometries, where a considerably higher amount of crystals
is used. Especially at the borders and at the corners of the tile, accumulation points
in the flood image are focused towards the tile centre. This effect can cause very
little distances or even overlap of the points (depending on individual die gains), so
that they have to be distinguished by more parameters than just the 2D position, e.g.
energy or spot size.
Alternatively, neural network based algorithms can be used to build the crystal
look-up table, as shown by Hu et al. for the Siemens Inveon scanner [72]. However,
missing data in the measured photon distribution remains a challenge, since all
possible combinations of missing SiPM signals would have to be considered in the
training network to adequately handle missing data during the event positioning.
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Maximum Likelihood Based Positioning
An alternative to the described algorithms is maximum likelihood positioning, al-
though this is predominantly used with monolithic detector blocks (as e.g. realised by
Espana et al. [73]). It has been shown by Lerche et al. [58] that application to a crystal
array for a preclinical PET system is also feasible.
The algorithm will be briefly described, based on the references [58], [74], if not
denoted otherwise.
The general idea is to develop a model, that is trained on an existing data set,
and thus capable of describing the observed (and maybe future) data sets by an
appropriate choice of parameters. The "likelihood" describes how well the model
(with a set of parameters) and the observed data match, or in other words, how likely
the model with the set of parameters generated the data set.
Let p(q|S) denote the probability density function (PDF), that a set of charges
q = (q1, . . . , qk) is measured on SiPMs given a scintillation event with S created
scintillation photons (in total). Since the measurements are statistically independent,
the PDF can be rewritten as the product of individual PDFs:
p(q = (q1, . . . , qk)|S) = ∏
k
pk(qk|S) (2.7)
In reality, the inverse case has to be considered: the charge pattern q is observed,
given that S scintillation photons were created. The goal is to find the right set of
parameters and thus the PDF which most likely generated the observed data set. For
this purpose, the Likelihood function L is defined
L(S|q) = p(q|S) (2.8)
and maximised, this process is also called Maximum Likelihood Estimation (MLE).
Maximising the product in 2.7 can be computationally demanding, so that calculations
with a sum are preferred instead. This conversion is possible when computing the
natural logarithm of L (log-likelihood), and also justified, because the logarithm is
monotonically increasing, thus the maxima of both functions coincide. Since the
measured photon counts follow the Poisson distribution [75], equation 2.8 can be
extended to





In equation 2.9, si,k is the expected amount of scintillation light in crystal i, while S
denotes the sum of all scintillation photons. Therefore, si,k can also be described by
the energy-normalised matrix ci,k, containing the light fraction detected by SiPM k
after scintillation in crystal i: si,k ≈ ci,kS. With simple algebraic manipulation equation
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2.9 can be rearranged to the following form:
Li(i, S|q) = ∑
k
qk ln [ci,k S]− ci,k S− ln(qk!) . (2.10)
Finding the maximum of Li(i, S|q) yields the crystal iML which was most likely hit:
iML = arg max
i
Li(i, S|q) . (2.11)
Being independent from i, the term ln(qk!) in equation 2.10 can be omitted. The total





Eventually, the following sequence is used for iterative maximum likelihood
estimation.
1. Begin with the sum of detected charges as energy prior:
S0 = ∑k qk
2. Calculate the log-likelihood (2.10) and the crystal index (2.11), then update the
total energy according to 2.12.
3. Repeat 2. with the updated energy from 2.12.
4. If Li(i, S|q), iML and SML have not changed, stop the iteration. Else if the
maximum number of iterations is reached, stop as well.
Afterwards, the energy can be converted from photon counts to an energy in keV.
Gross-Wege et al. showed that MLE is more robust regarding light distributions with
missing SiPM signals, both for spatial and energy resolution [76]. Sensitivity could
thus be increased, since incomplete events do not have to be filtered out, but can
be processed with MLE. A further advantage of this algorithm over conventional
CoG is its flexibility: the model used for MLEM can be adapted in such a way that
it accounts for system parameters which have an influence on its spatial resolution.
Moreover, it could be trained to reject events that do not match the selected statistical
model (e.g. scattered events) [75].
2.3 Hybrid Imaging
Compared to other imaging modalities like computed tomography (CT) or magnetic
resonance imaging (MRI), PET yields a low spatial resolution, and furthermore a
different kind of information, i.e. information on metabolic processes, instead of
anatomical or structural information. The combination of CT or MRI with PET is
therefore an obvious approach to benefit from the strengths of both techniques. How-
ever, the combination is technically challenging: while a combined PET/CT device
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was first developed between 1995 and 1998 [77], the first combined simultaneous
human whole body PET/MRI scanner was developed more than 15 years later [78].
The main reason is the high static magnetic field B0 (typically 1.5 T to 3.0 T in clinical
environment, but even up to 9.4 T in research), which made the use of (at that time
common) photomultiplier tubes impossible.
The static magnetic field in an MRI system is used to split energy levels of spin 1/2
nuclei according to the Zeeman effect. In the thermal equilibrium state, the Boltzmann
distribution of the two possible spin alignments (in case of 1H) leads to a small net
magnetisation in direction of B0. Radio frequency (RF) pulses can be applied with the
nucleus-specific Larmor frequency to disturb the equilibrium state and flip the net
magnetisation vector away from B0 (excitation). There are characteristic relaxation
times T1 (longitudinal) and T2 (transversal) for tissues, when the net magnetisation
vector recovers to equilibrium state. By means of a receiver coil the magnetisation
can be detected as an induced electric current. To assign spatial information to the
signal, additional linear gradient fields are superimposed for frequency and phase
encoding1.
2.3.1 MRI compatibility of the PET insert
A PET insert for an MRI scanner is therefore exposed to the strong static magnetic field,
the rapidly switching gradient fields and emission of high power RF. Especially the
strong permanent magnetic field B0 makes the use of ferromagnetic materials (often
used in pins and sockets) impossible: on the one hand, ferrite-containing electronics
become ineffective at a static magnetic field of already 0.3 T; on the other hand, they
distort the homogeneity of the magnetic field. To ensure diagnostic image quality,
field variations of only 0.1 ppm (i.e. 300 nT in 3.0 T MRI) are tolerable. A variation of
this size can already be caused by a 0.1 mm3 ferrite volume at 2.5 cm distance from
the object [80]. Also para- and diamagnetic materials can cause problems, but are
considered compatible as long as the magnetic susceptibility does not differ more
than 10−2 from the susceptibility of water (χH2O = −9.05× 10−6 at 37 °C), and as
long as they are not located close to the object. LSO, fused silica glass and Copper are
compatible and do not interfer with the magnetic field homogeneity (a detailed list of
the respective susceptibilities was compiled by Schenck in reference [81]).
Photomultiplier tubes cannot work in the strong static magnetic field, because
photoelectrons can get deviated before reaching the chain of dynodes. Hybrid imag-
ing with MRI therefore necessitates the use of APDs or SiPMs, as used in the GE
Signa, Siemens mMR or Philips Vereos scanner. Since silicon has a susceptibility of
χSi = −4.2× 10−6 [81], it is MRI compatible. Using the silicon based detectors has
another advantage: they are compact, which is beneficial due to limited space inside
the magnet bore hole. SiPMs further have better time resolution, which can increase
the signal to noise ratio [70].
1The focus of this thesis is on PET detectors, so the working principle of MRI is not discussed in
detail. For further reading, see e.g. [79].
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Apart from magnetic susceptibility, the electric conductivity has to be taken into
account as well: eddy currents can be induced by the switching gradient fields on
the surfaces of conductive boards causing heating and vibration. Power supply
and printed circuit boards (PCB) can also be affected, leading to signal alteration or
additional noise [82].
The RF pulses can furthermore cause interferences in the PET electronics, lowering the
count rates during MRI acquisition [5]. Dedicated RF shields exist, often consisting
of conductive layers that surround a PET detector cassette. Since they can in turn
give rise to eddy currents themselves, various approaches using slitted or structured
layers of copper or carbon fiber composites exist. Detailed information can be found
in references [83] and [84].
2.4 Monte Carlo Simulations
A widely recognised modelling tool for medial imaging is the Monte Carlo (MC)
simulation method. The essential part of simulating an event in PET is tracking a
particle along its path, from emission at the source through a patient or phantom,
until it is registered in the detector block. The underlying physics processes are
defined by probability density functions (PDFs), so that the particle trajectories can
be determined by sampling random numbers from these PDFs. The accuracy of
a MC simulation strongly depends on the underlying model, which defines the
computation of energy loss, and on the data bases or parameterisations, which are
used to interpolate the cross-sections [85], [86]. To create a set of random numbers,
the seed of the simulation (set by the user or defined automatically) is fed to a random
number engine like Ranlux64, Mersenne Twister or James Random.
At this point, the benefit of MC simulations becomes obvious: they allow the user
to investigate physics processes in detail, e.g. the amount of scattered photons in a
phantom, or alternatively to exclude processes from the simulation, or even to test
different materials. This contributes to a better understanding and improvement of
the model. In general, parameters, which are impossible to realise in an experiment,
can be chosen, and the influence on image resolution can be studied in detail, because
the simulation allows to record a ground truth for all events.
The disadvantage of this approach is the large number of events, which is required
for minimisation of the statistical error. This is also the reason why the MC method
became relevant with the development of computers, although the approach has been
used before, e.g. by Enrico Fermi in the 1930s (unpublished work) [87]2. Moreover,
only those effects can be modelled which are already fully understood and can be
accurately described by a model.
2The modern MC method was first applied during the second world war on the electronic computer
ENIAC, while Stanislaw Ulam and John von Neumann were working on neutron diffusion in matter.
Inspired by the famous casino of Monte Carlo, their colleague Nicholas Metropolis suggested Monte
Carlo as a code name for Ulam’s "concept of lucky numbers" [87].
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Nowadays, Monte Carlo simulation is the method of choice when it comes to
the design or characterisation of new detectors for nuclear imaging. To give some
examples, investigation of the scatter fraction [88], influence of event positioning
algorithm on the overall scanner performance [89], new concepts for Cherenkov-
based PET detectors [90], [91] or a combined experimental and simulation study for a
monolithic detector [92], [93] have been simulated. Moreover, models for common
PET systems are validated, so that parameters like the FOV or timing performance
can be varied to understand how the current device could be improved [94], [95].
2.4.1 GATE: Geant4 Application for Tomographic Emission
A powerful toolkit for Monte Carlo simulations is GATE, a "Geant4 Application for
Tomographic Emission" [16]. It is an open source software maintained by the Open-
GATE collaboration and the users, who can contribute to the software development
in a Git repository. While GATE was first implemented as a toolkit for PET and
SPECT [96], further dedicated modules were developed for optical imaging [97] and
for radiotherapy [86], addressing a large worldwide community. GATE uses the
Geant4 kernel for the simulation of particle propagation in matter, but provides a
user-friendly macro language to set up the simulation and its geometry in an easily
understandable way.
The following paragraph is based on information obtained from the User Guide and
the GATE source code3.
Structure of a Simulation
To set up a GATE simulation, the geometry and allowed physics processes have to be
specified first. Predefined models like cylindricalPET or scanner can be selected to
model a full PET ring or single detector blocks. The simple macro language allows
the user to create his own virtual phantom by standard shapes (cube, sphere, etc.),
or to load a voxelised virtual phantom. The individual volumes are defined by their
shapes, dimensions, materials and position in the simulation world. A hierarchical
order can be implemented by defining mother and daughter volumes, e.g. a whole
detector cassette, which consists of multiple detector blocks, made of an array of
crystals each. Each level of the sensitive detector can be assigned a readout level, so
that in this example the readout could take place on cassette, block or crystal level.
The physics processes can either be added manually, or by applying a predefined
physics list from Geant4.
An important step in the middle of the simulation is the initialisation: at this point,
the cross section tables for the physics processes in the used materials are calculated,
and neither the geometry nor the physics processes can be changed anymore.
Afterwards, the source is defined in the init mode. Moreover, the digitiser is defined,
3User guide: https://opengate.readthedocs.io/
Git repository: https://github.com/OpenGATE.
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which is used to model effects of the readout electronics like crosstalk, dead time or
an energy blurring. The digitiser also combines individual hits to pulses, and later
singles and coincidences, according to the set readout level. Before the simulation can
be run, data output (ASCII, ROOT tree or binary) and experiment settings like the
simulation time and the random generator have to be specified. Assuming that there
are time periods during which the simulated system is static, the whole simulation
time can be split into multiple slices. Each time slice is treated as a G4Run, and
each emission of a primary particle of the source (e+, γ, two annihilation photons) is
simulated as a G4Event.
Digitisation of Hits
When a primary particle is emitted from the source, its interactions in the phantom
and later in the detector are stored as hits. Each primary particle is assigned an event
ID, which is passed on to all secondary particles, that are created along the trajectory.
In fact, it is possible to store every single hit inside a detector, but this requires a
large amount of disk space and extends the computation time. Usually the hits are
converted to singles and coincidences, before an output manager converts them into
ROOT or binary output. Being important for section 6.4, the digitisation workflow
will be briefly explained.
At the end of each event, i.e. when the particle and all secondary particles left the
world or were stopped, the digitiser is called. All hits are stored in a CrystalHitCol-
lection (CHC), which is passed to the hit converter. Hits with non-zero energy are
converted to pulses and added to the pulse list called "Hits". A GatePulseProcessor-
Chain processes the digitiser modules sequentially, as given by the user (e.g. noise,
crosstalk, energy blurring, adder for singles calculation). The standard singlesadder
combines all pulses with the same event ID within the same readout volume (crystal
or block) to a single: its position is the centroid of all hit positions, weighted by the
deposited energy, and the singles energy corresponds to the sum of all energy deposi-
tions during the hits. Instead of the standard adder, a module called adderCompton
can be used to store the first interaction position in the readout volume instead of
the centroid weighted by energy depositions. However, the standard pulse adder
is usually preferred, since it is more similar to the readout of scintillation detectors
(these determine the event position from the measured scintillation light distribution,
and lead to the detection of the energy-weighted centroid of all interactions).
Afterwards, a coincidence sorter determines the coincidences from the singles,
and stores them by means of the DigiMaker. It is then possible to convert the sin-
gleDigiCollection and coincidenceDigiCollection to ROOT, text or binary output. The
pulse lists are then deleted to enable processing of the next event.
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Motivation and Thesis Outline
The objective of this thesis is the design and characterisation of a novel human brain
PET insert, which can be integrated into a magnetic resonance tomograph. A major
part of the present work has been carried out in the scope of the Helmholtz Validation
Fund (HVF), which has been granted in 2015 to develop a next-generation BrainPET
for 7T MRI.
3.1 Requirements for a BrainPET Scanner
PET scanners dedicated to brain imaging have enhanced image quality, i.e. higher
spatial resolution and sensitivity compared to whole body scanners, which is ad-
vantageous for clinical and research studies. This has been demonstrated with the
high-resolution research tomograph (HRRT) [98]: while the spatial resolution of
whole body scanners is 3.5 mm to 5 mm [6], [7], 2.3 mm could be achieved with the
HRRT in the centre field of view (FOV), and 3.2 mm at the edges, enabling the visual-
isation of signals from small structures within the brain. The comparatively small
size of the crystals (2.1× 2.1× 7.5 mm3) plays a major role in the enhanced spatial
resolution [15].
Nevertheless, there are (to the best knowledge of the author) currently no dedicated
brain PET scanners commercially available. In 2008, one of four prototypes for a
Siemens BrainPET combined with 3T MRI has been installed at the Research Centre
Jülich, the other three devices were located in Tübingen, Boston and Atlanta [15].
The Siemens BrainPET provides a spatial resolution of 3.0 mm in the centre FOV
(tangential, radial and axial direction), but at a radial offset of 75 mm the radial image
resolution degrades to 4.39 mm [15]. Since the detectors cannot yield any depth of
interaction (DOI) information, a correction of the parallax error is not possible. The
HRRT has a larger ring diameter and is equipped with two layer phoswich detectors,
therefore this drawback can be overcome [98].
The aim of the Helmholtz Validation Fund project "BrainPET 7 T" is to develop
an ultra-high field MRI compatible, dedicated brain PET scanner, which has a high
sensitivity, high spatial resolution, and allows the acquisition of DOI information.
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Depth of Interaction Encoding and Parallax Error
Figure 3.1 shows three views of reconstructed PET images of a brain phantom, that
have been simulated in the Siemens BrainPET 1. The coronal and sagittal phantom
images clearly show that the cortex can be well resolved in the regions near the
scanner axis (z axis), which corresponds to the centre of the transverse field of view.
These structures appear more and more blurred, when they are located farther away
from the z axis (marked with red arrows in figure 3.1). This effect can also be observed
in the transverse plane (figure 3.1c). The scanner axis is pointing through the centre
of the image, which is marked by the black circle. While the structures in the centre
of the plane appear clearly separated, the structures blend into each other at the outer
rim of the brain.
(a) coronal view (b) sagittal view (c) transverse view
FIGURE 3.1: Coronal (a), sagittal (b) and transverse (c) view of the reconstructed
images of a simulated phantom (BrainWeb [99]): while the grey matter structures
are well resolved in the central transverse field of view (green arrows), off-centre
structures appear blurred due to the degradation caused by the parallax error (red
arrows). The simulated and reconstructed data was provided by Hancong Xu2.
This degradation of spatial resolution is caused by the parallax error and appears
as inhomogeneous spatial resolution of the cortex surface in patient images [15].
Studies concerning the outer cortex regions are affected the most by this circumstance:
this includes studies using labelled neurotransmitters or neuroreceptor ligands, that
have shown to be present in different layers of the cortex [100]. One example are
PET studies using 18F-Flumazenil to find epileptogenic foci: γ-aminobutyric acid A
(GABAA) is a principal neurotransmitter for inhibitory neurons, and alterations in the
corresponding receptor density can be associated with various diseases of the central
nervous system. 18F-Flumazenil is a radioligand that specifically binds to the benzo-
diazepine binding site of GABAA receptors. A decreased level of GABAA receptors
can therefore be detected by the reduced binding of Flumazenil, which is believed to
be an indicator for the presence of an epileptogenic focus [101]. Since the thickness of
the human cerebral cortex is partially only 2 mm to 3 mm, a high spatial resolution of
1The phantom is taken from BrainWeb, a simulated brain database [99].
2Institut für Neurowissenschaften und Medizin (INM-4), Forschungszentrum Jülich, https://www.
fz-juelich.de/inm/inm-4/
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the PET image in these regions would be highly beneficial for receptor-related studies.
Additionally, studies on the glucose metabolism with Fluorodeoxyglucose (FDG),
e.g. progression of Alzheimer’s disease and other neurodegenerative disorders in-
vestigated with amino acid-based tracers, would benefit from the improved spatial
resolution in the cortex: since quantitative images of the glucose metabolism are used
as a measure for synaptic functionality, these studies require a homogeneous spatial
resolution to accurately calculate the tracer uptake in each region of interest. Due to
the parallax error, the resolution is degraded in the cortex area, so that the partial
volume effect lowers the quantitative accuracy [102].
As pointed out in section 2.2.3, different approaches exist to minimise the parallax
error in PET scanners. Except for the Siemens HRRT scanner, DOI concepts have only
been implemented in preclinical scanners so far, e.g. in the Bruker Albira scanner
[103] or MADPET-II detector (two scintillator layers with individual readout) [104].
However, four prototypes for a brain dedicated PET scanner with DOI encoding were
developed and should be mentioned in this context. The jPET-D4 made use of four
crystal layers, which contained different amounts of cerium doping and reflector
arrangements ([105], [106]). A device developed by Hamamatsu photonics acquired
DOI information from four crystal layers, too, but with independent front end readout
of each crystal layer ([107]). Another detector concept with DOI encoding using four
staggered crystal layers has been presented in 2007 [108], but feasibility for a complete
PET scanner has only been tested for a preclinical setting. The remaining two brain
dedicated PET prototypes, MINDView and Oncovision CareMiBrain, were based on
monolithic crystals and SiPM readout [109]–[111]. The crystal sizes and achieved
spatial resolutions are listed in table 3.1. There exist further detector concepts, which
have not yet been assembled as complete brain PET scanners or where unconven-
tional scanner geometries were envisioned. A review of existing approaches can be
found in [11] and [112].
An important aspect of the next generation BrainPET detector will therefore be its en-
visioned DOI capability, which is not yet state-of-the-art technology for commercially
available human brain PET scanners.
Spatial Resolution
To ensure a high spatial resolution, a crystal pitch of 2 mm is envisioned (instead
of 2.5 mm in the current BrainPET). The common crystal pitch for contemporary
commercial human PET devices lies between 3 mm and 4 mm. A lower crystal pitch
between 1 mm and 2 mm can only be found in preclinical systems. The spatial resolu-
tion (and at the same time energy and time resolution) could be further improved by
employing more recent photodetectors with larger sensitive areas. Silicon photomul-
tipliers (SiPMs) have proven to be well suited, since they combine a large sensitive
area with excellent timing resolution, as can be observed in the Philips Vereos scanner
(307 ps) [32].
Basic properties of currently used PET scanners are compared in table 3.1.
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TABLE 3.1: Overview over different clinical and preclinical scanners. The spatial
resolution is given as axial × transverse resolution. Data compiled from the
respective sources. *Measured at 1 cm radial distance from the centre FOV.














4.0× 4.0× 19.0 dSiPM 16.40 3.99× 3.99
Siemens Biograph
Vision (PET/CT) [6]




2.1× 2.1× 7.5 PMT 25.20 2.60× 2.40
3T PET/MRI
GE Signa [113] 4.0× 5.3× 25.0 SiPM 25.00 3.55×
1.78− 1.84*
Siemens mMR [114] 4.0× 4.0× 20.0 APD 25.80 4.10× 4.00*
Siemens
MR-BrainPET [15]









1.12× 1.12× 13.0 APD 10.00 0.70× 0.70
Bruker Albira
(PET) [117]
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Sensitivity
The peak point source sensitivity of the Siemens BrainPET is 6 % [15]. Further
improvements can be achieved by enhancing the solid angle coverage, i.e. minimising
unused space between the detector blocks. Moreover, thicker detector blocks can be
used to enhance the number of detected events N. An increase of the sensitivity can





The feasibility of combining PET and ultra-high field MRI has already been demon-
strated, e.g. in preclinical scanners [118] and with a Siemens MR-BrainPET insert
located at the research centre Jülich [119]. However, there is no hybrid device using
ultra-high field (UHF) MRI commercially available, that is suited for application in
humans, although the clinical benefit from higher field strengths is apparent: working
with 7 T or more enables spatial resolution in the sub-millimetre range, enhances the
intrinsic SNR and increases the contrast in T1 and T2* weighted images (since the
underlying physical processes are field strength dependent) [120].
Moreover, MR spectroscopy (MRS) at 7 T has proven to enhance the differentiation of
brain tumours and metastases, and enables the measurement of so-called X-Nuclei
like 23Na or 31P with sufficiently high SNR and spatial resolution [13]. These ad-
vantages of UHF MRI are beneficial for acquiring both structural and functional
information.
3.2 Detector Concept in this Work
The detector for the next-generation brain PET will comprise new technologies to
achieve higher sensitivity and spatial resolution.
To acquire DOI information, a staggered three layer geometry has been chosen,
similar to the one suggested in a four layer concept for a preclinical scanner [108].
As shown in figure 3.2, the bottom layer is planned to consist of LSO pixels with
dimensions 2× 2×10 mm3, each wrapped with a specular reflector (3M ESR vikuiti
[121]) in the lateral dimensions. The second layer will have shorter crystals (2×
2× 9 mm3 planned), and will be shifted by half a crystal pitch (1 mm) in x direction.
The top layer with crystals of the planned dimensions 2× 2× 8 mm3 will be shifted
by half a crystal pitch in y direction, and one crystal pitch in x direction. The complete
block will be covered with a reflector as well, to prevent scintillation light from
escaping the block (see figure 3.3).
The optimum size of the crystal array (16× 16, 20× 20 or 24× 24 crystals in the
bottom layer) has to be determined– this is the topic of chapter 4.
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FIGURE 3.2: Crystal geometry for the next-generation brain PET: three staggered
layers are supposed to yield DOI information, being composed of
2× 2× 8−10 mm3 LSO crystal pixels. Finding the optimum crystal array size is
one of the objectives of this thesis.
FIGURE 3.3: A crystal block prototype, consisting of 24× 24 crystals in the bottom
layer. The whole block is covered with a specular reflector, and a lightguide is
glued to the bottom crystal array.
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FIGURE 3.4: Top row: The three crystal arrays are shifted relatively to each other.
The intermediate layer is only shifted by half a crystal pitch in x direction, while
the top layer is shifted in both directions (one crystal pitch x and half crystal pitch
y, relatively to the bottom layer). Bottom row: A schematic drawing of the spot
pattern, which is expected to be found in the flood map (only a small section is
shown).
The different layer thicknesses are supposed to approximately balance the num-
ber of detected events in the individual layers and therefore to ensure good point
separability in the flood histogram. The expected pattern of the flood histogram is
shown in figure 3.4: a regular spot pattern is expected for each layer. Due to the
relative shifts of the three layers, the individual spot patterns will be shifted likewise,
so that each crystal in the block can be identified by a single distinctive spot in the
flood histogram. The overall thickness of the scintillator block amounts to 27 mm,
which is expected to enhance the sensitivity compared to other scanners (e.g. 20 mm
for the current BrainPET). As indicated in section 2.3, digital SiPMs will be used to
account for MRI compatibility; with dedicated trigger and validation schemes, 250 ps
to 400 ps timing resolution are expected. Optical coupling between crystal stack and
dSiPMs will be ensured with a lightguide made from float glass (Borofloat, n = 1.47
[122]).
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3.3 Objective of this Thesis
Despite having a detector concept for the new brain PET, the final dimensions of the
detector blocks are not yet decided.
Employing smaller or larger detector blocks is expected to have significant influence
on sensitivity, furthermore the thickness of the lightguide has to be optimised.
Thicker lightguides allow broader light spread over the DPC tile and could thus
enhance centre of gravity position calculations. Too large light spread is not desired,
since it could increase the dead time and also lead to signal cut offs, when the signal
of pixels far away is not sufficiently high to pass the trigger and validation thresholds
[123]. Therefore, an optimum lightguide thickness has to be found in this thesis.
Closely related is the challenge of decoding the flood histogram of a three layered
detector stack: it requires a sophisticated positioning algorithm. The feasibility of
applying maximum likelihood estimation maximisation algorithms (MLEM) to a
single layer detector has been proven before [58]. In this thesis, adaptation for
this special scintillator geometry will be attempted. Moreover its efficiency will be
evaluated and compared to the commonly used centre of gravity algorithm with
respect to the number of correctly identified scintillation events.
Not all of these questions can be answered with evaluations of measured data.
Simulations are essential, especially since they allow for the investigation of quantities
that are not accessible in a measurement, as for instance a ground truth for accuracy
evaluation. In this thesis, a combination of both methods is envisioned, including
extension of the simulation software (and hardware), if necessary for the respective
research question.
One aspect that should be kept in mind is a possible commercialisation of this
brain PET scanner. In that sense, the optimum detector geometry and readout have
to be realised at reasonable production costs.
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Chapter 4
Optimisation of Detector Block
Configuration
For the next-generation brain PET, three different crystal array sizes were considered:
the dimensions ranged from 16× 16 crystals up to 24× 24 crystals in the bottom
layer, but all lead to a similar PET insert configuration. Table 4.1 contains detailed
information on the three different options. All crystals will have a pitch of 2 mm and
will be made of LSO, covered with a specular reflector (3M ESR vikuiti). The layer
which is coupled to the lightguide will be 10 mm thick, the intermediate layer 9 mm
and the top layer 8 mm.
TABLE 4.1: Overview of different possible crystal array sizes, which could be used












I Bottom (10 mm) 16×16 34 Cassettes
Intermediate (9 mm) 15×16 8 Blocks each 26.30





II Bottom (10 mm) 20×20 28 Cassettes
Intermediate (9 mm) 19×20 6 Blocks each 24.50







Bottom (10 mm) 24×24 24 Cassettes
Intermediate (9 mm) 23×24 5 Blocks each 24.40





T Single layer (20 mm) 12×12 32 Cassettes
6 Blocks each 19.25
192 Blocks in total
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A common measure for the performance of a PET scanner is the sensitivity. It
is defined as the ratio of registered true coincidences and the source activity, and
therefore gives an estimate of how many annihilation photons can be detected. A
standardised procedure to measure the sensitivity was defined by NEMA (National
Electrical Manufacturers Association): the NEMA standard suggests to place a 70 cm
long line source filled with 18F solution in the transaxial centre of the scanner, and to
assess the rate of true coincidence events at a given source activity. The measurement
is repeated with five aluminium sleeves of different diameters, which are slid over
the line source, so that six measurements with different amounts of attenuation are
acquired. The geometric sensitivity without any attenuation can then be extrapolated
[124].
The three possible detector block configurations differed in the arrangement of
the crystals (i.e. the size of the arrays), and therefore led to different geometric
coverages. These coverages were expected to have a major influence on the system
sensitivity, which should be maximised for the new brain PET scanner. To determine
the optimum detector block configuration, sensitivity profiles were simulated using
GATE. This simulation allowed for investigating the sensitivity of the different crystal
geometries, while neglecting the influence of the readout electronics and attenuation.
In this way, the pure influence of crystal array size on the ratio of annihilation events
and true coincidences could be studied.
4.1 Simulation of Sensitivity in GATE
Methods
Figure 4.1 shows the implementation of the simulation with scanner option III in
GATE. A line source was placed along the z axis of the air filled scanner, emitting
two 511 keV annihilation photons "back-to-back" per event, while the source length
matched the axial scanner FOV1. A source activity of 1 MBq was set for a simulation
time of 30 s. To model the photon interactions inside the LSO crystals, the physics
list emstandard_opt3 was selected, because it contained physics processes which are
relevant for simulations of electromagnetic processes without a magnetic field2.
Four digitiser modules were set to implement the readout electronics of each
block.
1. Readout: The scanner geometry was implemented as "cylindrical PET", which is a
predefined framework in GATE to model the scanner readout; the readout level was
set to block level. This means that all individual hits of an event inside a crystal block
1Of course it would also have been possible to simulate an 18F source in water, but this was not
necessary since the positron range was not relevant for this simulation. Moreover, the source would have
to be defined in such a way that the positrons annihilate inside the source volume but also encounter
the least possible attenuation. Skipping the positron annihilation process also has the positive effect of
reduced computation time of the simulation.
2https://geant4.web.cern.ch/node/146#opt3
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FIGURE 4.1: A line source is aligned to the z axis of the scanner, emitting pairs of
annihilation photons. As shown for scanner option III, the detector block signals of
each cassette are calculated independently.
were combined to a single, while its position corresponded to the energy-weighted
centroid and its energy was the sum of all hits.
2. Energy blurring: After combining the hits to singles, the energy of each single was
sampled from a Gaussian distribution. Since the scintillation process was not explic-
itly simulated, this technique was applied to approximate the influence of different
light yields of crystals, the light collection efficiency, intrinsic energy resolution and
the quantum efficiency of the sensor. The summed energy of the hits was used as the
mean of the Gaussian distribution during the sampling process, while the standard
deviation was calculated from the specified energy resolution (12% at 511 keV).
3. Energy window: Similar to a real measurement, an energy window was set to filter
scattered photons: singles with energies between 380 keV and 634 keV (i.e. twice
the FWHM of the full energy peak at the set energy resolution of 12%) were stored
temporarily and then sorted by a coincidence sorter.
4. Coincidence sorter: As long as the two photons were not originating from adjacent
detector cassettes (minSectorDifference 1), singles were combined to a coincidence,
when they arrived within a time window of 5 ns. In case of multiple coincidences,
the hits of all involved photons were discarded (killAllIfMultipleGoods).
GATE offers many additional parameters for modelling, e.g. dead time, noise
or the electronic signal processing. These parameters were not used, because the
corresponding system parameters were not yet known and also not relevant for the
optimisation of the detector geometry.
True coincidence events can be selected by making use of the ground truth in-
formation, which is provided by the eventIDs of the coincident photons: if both
eventIDs match, the photons originate from the same event, i.e. the same annihilation,
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and are thus a true coincidence event. Vice versa, if the eventIDs differ, the coincident
photons are regarded as a random event and discarded. The true coincidences were
sorted into a histogram according to their point of creation, in order to evaluate
the simulated data similar to the NEMA standard. In a measurement, counts from
oblique LORs are assigned to the transaxial slice, where the LOR intersects the scan-
ner axis (single slice rebinning). Usually, the bin size is equivalent to the voxel size in
axial direction (e.g. 1.25 mm for the Siemens BrainPET [15]), but to give comparable
values for all scanner designs, 1.0 mm bin size was used. The resulting histogram
corresponded to an axial sensitivity profile.
Results
In comparison to measurements, this simulation overestimated the absolute scanner
sensitivity, e.g. a peak sensitivity of 12.6 % was acquired in case of the Siemens
BrainPET instead of 6.0 %, as measured by Herzog et al. [15]. This effect can be
mainly deduced to the ideal source that was simulated: the photon pairs emitted
with an energy of 511 keV did not pass any attenuating source volume, leading to an
overrepresented full energy peak. In contrast, positrons from an 18F source in water
would first have to annihilate and subsequently leave the source volume, which
enhances the amount of Compton scattered events. Moreover, the simulation did
not take the patient bed, detector housing, scanner gantry, etc. into consideration,
and therefore underestimated Compton scattering. However, an investigation of the
relative improvement of sensitivity, which might be achieved merely with a modified
crystal geometry, was the focus of this study. Therefore, all effects apart from the
geometry were assumed to remain the same, and all sensitivity profiles were scaled by
the factor 1/2.1 to match the peak of the simulated sensitivity profile of the Siemens
BrainPET with the measured point source sensitivity.
Figure 4.2 shows the simulated axial sensitivity profiles of the three scanner designs,
and – for comparison– the result of the same simulation with the Siemens BrainPET
geometry. All datasets showed the typical triangular shape of the sensitivity profile
[125], indicating that the most registered true coincidences originated from the axial
centre of the scanner. The ‘overall sensitivity’, i.e. the ratio of registered true coin-
cidences and the number of emitted photons, is printed in table 4.2. Moreover, the
peak sensitivity is given for all scanner designs.
Discussion
The sensitivity of the Siemens BrainPET had been determined in two measurements:
Herzog et al. measured a sensitivity of 6.0 %, using a point source in the centre of
the scanner and single slice rebinning [15]. Kolb et al. conducted a measurement
according to the NEMA procedure, but used 3D slice rebinning, which resulted in a
peak sensitivity of 7.2 % in the centre FOV [126]. The simulation results were scaled
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FIGURE 4.2: Axial sensitivity profiles for the three new scanner design options and
the Siemens BrainPET for comparison. The increase in sensitivity due to less dead
space and a longer axial FOV is clearly visible. For each scanner design, the peak
sensitivity is given in the legend.
TABLE 4.2: Ratio of detected true singles/coincidences and emitted photons for
each scanner design. A change in geometry influences the sensitivity significantly.
Scanner Overall sensitivity Peak sensitivity
Singles Coincidences Coincidences
BrainPET 18.7 % 3.0 % 6.0 %
Option I 27.6 % 5.5 % 10.3 %
Option II 29.2 % 6.1 % 11.6 %
Option III 30.7 % 6.6 % 12.4 %
to the measurement of Herzog et al., because the point source measurement yields a
more accurate estimate for the peak sensitivity.
The overall sensitivity of the BrainPET and the newly developed scanner con-
figurations differed significantly, ranging from 3.0 % to 6.6 %. This was reducible
to the thicker crystals (20 mm vs. 27 mm), the change of the axial FOV (192.5 mm
vs. 244 mm or more) and the gaps between the modules of each cassette (BrainPET:
2.5 mm, new scanners: 1.0 mm). The elongated axial FOV allowed the detection of
more LORs, and the tightly packed crystal arrays diminished the dead space in each
cassette.
From both figure 4.2 and table 4.2 it seems that option III would be the best choice
for a new PET scanner, judging by the overall sensitivity. This corresponds to the
option with fewest, but largest detector blocks. The increased sensitivity was not
only apparent for the detected singles, but especially for the detected coincidences,
which were nearly doubled for option III. Option I showed the worst performance
of the new designs, although this scanner has the largest axial FOV. At the same
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time, the detector blocks are smaller, so that more blocks are necessary to cover the
scanner volume. This leads to many gaps in-between, creating more unused space
and eventually reducing the sensitivity. Option II has intermediately sized blocks, but
the same axial FOV as option III, so that the corresponding sensitivity lay between
the other two options (6.1 % vs. 5.5 % and 6.6 %). It seems that the block size (and
resulting little dead space) has the major influence on sensitivity.
Furthermore, the detector block thickness was expected to contribute to the higher
sensitivity. In the new design options, the scintillator thickness was increased to
27 mm, compared to the Siemens BrainPET with 20 mm scintillator thickness. Within
a 20 mm thick LSO block, approximately 82 % of the incoming photons are stopped
(linear attenuation coefficient of 0.8658 cm−1) [29]. This value corresponds to the
intrinsic detection efficiency of a singles detector. For coincidence detection, two
single detectors register independent events, so that the coincidence efficiency is the
product of both efficiencies (67 %). A block thickness of 27 mm LSO increases the
singles detection efficiency to 90 % and the one for coincidences to 81 %, so that an
increase of sensitivity was also related to the thicker detector blocks.
4.2 “Is it really worth it?”- A cost-benefit assessment
Although option III would yield the highest sensitivity, it might not be first choice.
Each scintillator crystal has to be cut and covered with reflecting foil individually,
so that the price usually increases with the number of crystals. Table 4.3 gives an
overview over the number of crystals and a price comparison for the scanner designs
(quotes from different companies).
TABLE 4.3: The different scanner designs with the respective scintillator volumes
and number of crystals. Option IV was additionally considered, being a
presumably cheaper alternative.
Scanner layout Scintillator volume Number of crystals Price
Block [cm3] Scanner [cm3] Block Scanner
BrainPET 18.0 3456.0 144 27648 429, 300$
Option I 25.6 6963.2 706 192032 800, 500$
Option II 40.6 6824.8 1122 188496 702, 500$
Option III 59.1 7092.5 1634 196080 729, 600$
Option IV 53.2 6387.4 1105 132600 445, 600$
The three-layered detector concepts have comparable scintillator volumes, be-
tween 6800 cm3 and 7000 cm3 in total. However, the number of crystals varies by
more than 5000 crystals, making option II the cheapest design due to the lowest
number of crystals. Since the scintillator material makes up half of the costs for
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FIGURE 4.3: Axial sensitivity profiles for the three new scanner design options,
and the two layer option (IV) for comparison. The sensitivity profile is equivalent
to the one of option II with intermediate sized blocks. For each scanner design, the
peak sensitivity is given in the legend.
this PET scanner, the question arose whether three crystal layers are really required.
Moreover it has been described previously that the benefit of more than two crystal
layers is limited [127].
Methods
An additional option (IV) was included, as already mentioned in table 4.3: only two
crystal layers are stacked with a relative shift of half a crystal pitch in both x and
y direction. The layer thickness is increased to 13 mm in the bottom and 11 mm in
the top layer, resulting in a total stack height of 24 mm. This scanner geometry has
significantly less crystals (132600 instead of ∼ 192000), which is reflected in lower
production costs.
To investigate the achievable sensitivity of scanner option IV, the simulation was
repeated for the additional geometry. The scanner diameter of option IV is the same
as for option III.
Results
Figure 4.3 shows the results for the two layer option (IV) along with the previous
results for options I-III. Although the detector blocks of the two-layer option are not
as high as the others (24 mm instead of 27 mm), the sensitivity was very similar to
that of option II with the intermediate sized blocks. Since the modules are larger, they
contain 24× 24 crystals in the bottom layer, like in option III. The higher fill factor
of the system balanced the lower stack height, leading to a result similar to that of
option II.
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Discussion
The results obtained so far excluded option I from the possible scanner designs. The
gaps between the small detector blocks and between the cassettes3 caused consider-
able unused space, therefore this option had the lowest sensitivity of all options, but
was among the most expensive ones. The large detector blocks of option III showed
a high axial coverage and thus high sensitivity, but their feasibility depends on the
final budget for the scanner. Cheaper alternatives could be options II and IV, where
the main difference is the number of crystal layers. Since both the axial sensitivity
profiles and the peak sensitivities were basically the same (11.6 % vs. 11.5 %), the
lower price would speak in favour of the two layer design. However, it had to be
clarified, whether the three layer design would be superior when it comes to the
reduction of DOI uncertainty.
4.3 Impact of Capability to Detect DOI Information
A commonly used phantom to measure spatial resolution in reconstructed images is
the hot rod Derenzo phantom: it consists of a cylinder of water equivalent material
(PMMA) and several rods of different sizes, which are embedded in triangular
patterns inside the cylinder. For PET, these rods are filled with aqueous 18F solution,
so that the rod diameters can be determined in a reconstructed image to estimate
the smallest resolvable object size. This phantom was slightly modified to study the
impact of reduced DOI uncertainty on the reconstructed image.
Methods
Different versions of the hot rod phantom exist, as it has been used in preclinical and
clinical applications since the 1970s [128]. A similar phantom with larger dimensions
was set up in GATE (see figure 4.4): the total diameter of the phantom was extended
to 20 cm, so that the phantom size was similar to the typical head size. This was
important for investigating the influence of the parallax error in off-centre regions
(several cm distance from the scanner axis). The phantom length was set to 4 cm,
and the rod diameters were 4.8 mm, 4.0 mm, 3.2 mm, 2.4 mm, 1.6 mm and 1.2 mm. As
shown in figure 4.4, the rods were equidistantly spaced in each of the six sections,
while the rod distance corresponded to twice the rod diameter. The rods contained
a total activity of 32.5 MBq, distributed to the rods according to their volume, and
implemented as a back-to-back photon source. Once again, the annihilation step
was skipped to reduce the simulation time. Positron range, acollinearity of the
annihilation photons and their attenuation inside the phantom were not simulated, in
order to investigate only the influence of the scintillator arrays and the corresponding
3The distance between two detector blocks inside a cassette can be decreased to 1 mm. This flexibility
is not given for the whole cassettes, because each cassette requires an individual RF shield. Shielding all
PET detector blocks as a whole is not an option, because the eddy currents would become too strong.
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FIGURE 4.4: The modified hot rod phantom inside scanner option III.
DOI correction in the reconstructed image. The readout parameters for the scanners
remained unchanged, and the simulated time was set to 600 s.
Before the simulated data could be reconstructed, a normalisation measurement
was required to balance different detector block response functions (see section 2.1.4)
[27]. For this purpose, a cylindrical source was placed inside the scanner, covering
the whole axial and transaxial FOV: the diameter was 183 mm, and the length of
the cylinder was adapted individually to match the scanner length. Back-to-back
photons of 511 keV were emitted from the full cylinder volume, in order to irradiate
all detector blocks equally. All other parameters (readout level, energy window,
coincidence sorter etc.) were the same as in the previously described simulations. An
activity of 100 MBq was simulated over a time interval of 540 s, in order to acquire
approximately 18× 109 coincidence events. To handle the long simulation time and
large data output, the supercomputer JURECA [129] was used. The simulation was
split into 720 jobs, running 24 jobs on each node. A typical simulation of normalisation
data required between 6000 and 8000 core-hours.
A difficult aspect of this study was to create fairly comparable data sets. Compared
to the current BrainPET, the three-layer option has many more possible LORs, simply
because the number of crystals is seven times higher. Therefore, larger statistics had
to be simulated for the normalisation data, since a certain number of events has to
be simulated for each LOR. In PRESTO, the same strategy was applied to calculate
the system matrix from a virtual layer. Moreover, the same number of iterations was
used for all three designs. To guarantee comparability in the simulation, the cylinder
source had the same diameter and the same activity, and the length has been adapted
52 Chapter 4. Optimisation of Detector Block Configuration
individually to the scanner length. The reconstruction of the simulated data was
conducted by Jürgen Scheins4.
Results
Figure 4.5 shows reconstructed images of the hot rod phantom inside the three scanner
options. Each image shows the sum of all planes in axial direction, and has been
normalised individually to the sum of all voxel values of the data set. It is striking
how much the intensity distribution varied between the BrainPET and the two new
designs. In case of the BrainPET, the rods in the centre FOV were clearly visible,
while the intensity (and therefore the separability) of the rods decreased towards the
peripheral FOV.
FIGURE 4.5: Reconstructed image of the hot rod phantom inside the three scanners
(150 iterations, isotropic voxels of 1.25 mm3, one subset). Each image shows the
sum of all planes in axial direction. The coloured lines indicate the position of the
line profiles in figure 4.6.
The intensities were distributed more homogeneously in the new designs. This
effect can be observed even more clearly in figure 4.6, which contains line profiles
through the compartments with 2.4 mm and 4.0 mm rods: the peak to valley ratio
was very high around the centre FOV, but for the BrainPET it decreased to less than
half of the initial value at the border, making the rods appear more and more blurred.
The peaks in the black line profile decreased and broadened accordingly.
4Institut für Neurowissenschaften und Medizin (INM-4), Forschungszentrum Jülich, https://www.
fz-juelich.de/inm/inm-4/
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FIGURE 4.6: Line profiles through two compartments of the phantom, as indicated
in figure 4.5, for the BrainPET (top), the two layer scanner design (middle) and the
three layer option (bottom). The decrease of peak to valley ratio is strongly visible
for the BrainPET, while the DOI consideration in option IV and III homogenises the
peak to valley ratio over the FOV.
The explicit peak to valley ratios for the 2.4 mm rods are shown in figure 4.7. The
rods of 2.4 mm size could be separated inside the whole FOV, when the two or three
crystal layer options were used. In case of the BrainPET, the peak to valley ratio
converged to 1, which corresponds to no rod separability. Option IV, which is the
design with two crystal layers, yielded better separability at the peripheral FOV (6 cm
to 10 cm from the centre, red line), where the impact of DOI is becoming stronger.
Using three crystal layers for DOI correction (option III, blue line) improved the peak
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FIGURE 4.7: Peak to valley ratios of the line profiles for the 2.4 mm rods (left side
in figure 4.6). The ratio has been calculated for all peaks and their neighbouring
valleys, which are located between the two outermost rods. The legend contains
the minimum and maximum peak to valley ratios for each scanner option.
to valley ratio even more, compared to option IV. This effect was also reflected in the
higher mean value and smaller variance.
The rods of 2.4 mm could be resolved by all scanners, but the signal of the 1.6 mm
rods was blurred when using the current BrainPET. Most of these rods were visible
in three layer option, even when a single image slice was considered, as shown in
figure 4.8. In this image slice, 26 of the 28 rods could be identified.
FIGURE 4.8: Line profiles for the 1.6 mm and 4.8 mm rods in the scanner with three
crystal layers. Except for the two outermost rods, the 1.6 mm rods could be
identified.
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Discussion
The line profiles in figure 4.5 clearly showed the advantage of three crystal layers over
two layers regarding DOI correction. The difference was best visible in the peripheral
FOV (between 6 and 10 cm from the centre).
However, the expected spatial resolution of the scanner designs cannot be derived
directly from the simulated phantom, since it will be further degraded by photon
acollinearity and the positron range. Assuming a mean acollinearity of 0.5° (FWHM),
the degradation can be estimated by the formula 0.0044 · R = 0.814 mm [8], where R
is the scanner radius. The FWHM of blurring due to the positron range amounts to
s = 0.54 mm for 18F [8]. According to the estimation of spatial resolution by Moses
[8], both factors contribute in quadrature along with other degrading factors (such as
detector element width d and the parallax error), which have already been included
in the simulation. By making use of Moses’ formula, the spatial resolution of the
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, (4.1)
where b accounts for the crystal decoding error, which Moses estimates to be b = d/3.
This formula yielded a spatial resolution of G = 2.24 mm in the centre of the FOV,
which degraded to 6.28 mm at a radial offset of 75 mm, and resolutions of 2.0 mm and
6.2 mm respectively, when photon acollinearity was not considered. In comparison
to the line profiles in figure 4.6, where back-to-back photons without acollinearity
have been simulated, the spatial resolution in the centre was similar, since the 2.4 mm
rods were clearly resolved. At radial offsets, the simulations of the Derenzo phantom
suggested a better spatial resolution compared to Moses’ formula. The line profiles
of the simulation were in better agreement with the spatial resolution, that has been
measured for the Siemens BrainPET by two groups.
Herzog et al. determined about 3.0 mm in the centre of the scanner and 4.5 mm
radial resolution at a radial offset of 75 mm [15]. Kolb et al. measured 1.8 mm to 2.9 mm
spatial resolution at 10 mm radial offset, which degraded to 3.6 mm to 6.0 mm at a
position of 100 mm radial offset [126]. The line profile from the simulated phantom
in figure 4.6 showed that the 2.4 mm rods could be resolved in the centre of the
Siemens BrainPET, approximately up to a radial offset of 50 mm. Rods of 4.0 mm
diameter could be resolved in the whole FOV. The deviation from the measured
spatial resolution was caused by the further degradation due to positron range and
photon acollinearity.
Applying Moses’ formula to the results of scanner option III yielded a theoretical
spatial resolution of 1.94 mm and 1.65 mm without consideration of acollinearity. For
this scanner option it was assumed that the parallax error could be mostly avoided
due to the three staggered crystal layers. The line profile in figure 4.8 showed that
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rods of 1.6 mm diameter could still be resolved, although a certain degradation due
to the positron range would have to be expected.
The simulation results were in good agreement with the estimation of spatial
resolution according to Moses’ formula in the centre FOV, and with the measurements
of Herzog et al. and Kolb et al. This means that structures between 2.0 mm and
3.0 mm (like the cortex) are expected to be distinguishable, even at large radial offsets.
This would be beneficial for studies where signals from the cortex are investigated
(neurotransmitters or receptor binding).
Summary
In this chapter, the optimum detector module configuration was determined from
three different options varying in size. By means of a GATE simulation, it was
studied how the dimensions of the scintillator arrays influence the sensitivity of
a whole scanner system. The simulations showed that the scanner option with
the largest detector modules (24× 24 crystals in the bottom layer) would yield the
highest sensitivity (12.4 % at peak), since the solid angle coverage of the scanner
would be maximised, and reduced gaps between the detector blocks would be
achieved. However, manufacturers’ quotes revealed that this option would also
be a very expensive one, so that a cheaper detector option with two crystal layers
was investigated as well. The original idea of using three crystal layers was to
gain information on the depth of interaction (DOI), which would be limited to
the three crystal layer thicknesses (10 mm, 9 mm and 8 mm). Reducing the stack
to two crystal layers (11 mm and 13 mm) would yield less depth resolution, but it
was questionable how far this would influence reconstructed images. Therefore,
a customised spatial resolution phantom was simulated and reconstructed with
PRESTO. The reconstructed images revealed a more homogeneous spatial resolution
when using the three crystal layer detector. This effect was especially visible at radial
offsets, which affected the human cortex area in the acquired images. Since these
areas are of special interest for neuroscientific applications, the three crystal layer
detector was still the preferred design, despite higher costs. The spatial resolution
of the three crystal layer configuration was estimated to be 1.94 mm in the centre
(according to Moses’ approximation [8]). Therefore, structures of 2 mm to 3 mm at




The simulation studies described in chapter 4 have provided general concepts for an
optimised PET detector module. Still, these hypotheses had to be validated by means
of measurements with test detectors.
5.1 Assembly of Prototypes
Three LYSO crystal arrays of dimension 16× 16× 9 mm were used for the first test
detector. Each crystal array consisted of 8× 8 crystals with 2 mm pitch, where the
intersection faces of the crystals were wrapped with a specular reflector (3M ESR
vikuiti). Only a quarter of the DPC tile was covered with this crystal stack, but due to
the sensor’s symmetry the results could be extrapolated to the remaining quarters.
Experiments with a full-size crystal stack will be described later in section 8.5 (at this
stage of the project, only the three 9 mm thick array samples were available).
As has been shown earlier in figure 3.4, the three crystal layers were shifted
relatively to each other by half a crystal pitch, i.e. 1 mm. To achieve these relative
shifts during the gluing process, dedicated stencils were printed in a 3D printer (see
figure 5.1). For each component, i.e. the lightguide and the three crystal arrays, there
was a separate stencil. All stencils were stacked and attached to each other during the
glueing process. At first a lightguide (24.0× 24.0× 1.1 mm) was glued to the DPC
tile, using glue with a refractive index of n = 1.51, while it was aligned to one corner
of the sensor (see figure 5.1a). The stencil for the bottom crystal array was attached to
the lightguide stencil, so that the crystal array was precisely aligned on the lightguide,
as shown in figure 5.1b. In a similar manner, the stencils for the intermediate and top
crystal arrays were stacked on top, so that a crystal array was glued to the underlying
crystal array with the correct shift of half a crystal pitch. After the glueing process,
the stencils were removed.
The final test detector can be seen in figure 5.1c. Since the crystal layers all had the
same dimensions, the upper layers were protruding towards the DPC centre (marked
with red arrows). After a scintillation event, scintillation photons might escape from
the open faces of a crystal array and get detected by the dSiPM– which should be
avoided. Therefore, the crystal stack was wrapped with white Teflon tape, so that the
1Scionix Holland B.V., https://scionix.nl/.
58 Chapter 5. Building Test Detectors
majority of photons could not escape the stack. The finished test detector is shown in
figure 5.1d. Figure 5.2 shows the position of the crystal arrays on the DPC tile.
(a) Lightguide alignment. (b) Alignment of the first crystal layer. The 3D
printed counterpart to hold the crystal from
the front side is not shown.
(c) The finished LYSO stack had open faces,
where light could escape (red arrows).
(d) The stack was wrapped with Teflon and
set on the test stand.
FIGURE 5.1: Lightguide and scintillator arrays were aligned on the DPC tile by
means of 3D printed stencils.
(a) bottom layer (b) intermediate layer (c) top layer
FIGURE 5.2: Projected alignment of the three crystal layers on the DPC tile: the
white semi-transparent squares represent the single crystals within a crystal layer,
while the DPC tile is shown in the background photo. The section shows 5× 5
pixels (2.5× 2.5 dies) of the DPC tile.
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5.2 Acquisition of Flood Maps
A dedicated test stand for DPC devices, constructed by Holger Nöldgen and Matthias
Streun2, was made available for the acquisition of flood maps. In this test stand, the
DPC tile was attached to a cooling unit consisting of a Peltier cooler and a copper
plate, as partly visible in figure 5.1d. Heat transfer pads between the DPC tile, its
surrounding metal frame and the copper plate improved the cooling cycle, so that a
tile temperature of 11 °C to 12 °C could be achieved.
In order to prevent external light from irradiating the sensor, a black metal cap was
screwed to the copper plate, covering the complete detector unit (visible in figure
5.3). When a DPC tile was used for the first time, a dark count map was recorded in
total darkness, which means that no scintillator or external radiation source was used
in this measurement. Micro-cells with very high dark count rates can be identified
from this dark count map. The user can generate and upload an inhibit map, which
disables 10 % (or any other fraction) of the micro-cells with the highest count rates.
With this technique, the dark count rate was reduced significantly, e.g. from 13.2 MHz
to 3.5 MHz per die at 14.5 °C. An exemplary dark count map and the corresponding
inhibit map can be found in section A.2.
Once a scintillator is glued to the DPC tile, this measurement can be repeated,
since there is no emission of scintillation light, as long as no high-energy source is
used. In case of LYSO crystals, the radioactive component 176Lu leads to scintillation
events, even without using an external radiation source. However, events from LYSO
and dark counts can still be distinguished. The Lutetium decays lead to high-energy
events and therefore to a high number of discharged cells, while the dark counts
only affect single cell discharges. However, the dark count rate of a die is in the
MHz range, while the LYSO background activity is 255 Bq cm−3 [130]. With 2× 2
crystals of each layer being located above a die, the background activity of 110.16 Bq
is negligibly small.
During a measurement, the Peltier cooler was set to 8 °C, resulting in a sensor
temperature between 11 and 12 °C. Lower cooling temperatures would have been
beneficial regarding the dark count rate, but were out of option due to possible
condensation of moist air (and resulting electronics malfunction). The bias voltage
of the dSiPM was set automatically, after the inhibit map was loaded from the flash
memory. Trigger scheme 2 (i.e. trigger set as soon as photons are counted in two
subpixels) and validation scheme 0x55:OR were set to reduce the recording of dark
noise. Moreover, a photon count threshold of 16 was enabled, so that only signals
above 16 photons per die were written to the output file. This reduced the output file
size significantly.
When the capture mode is activated, the sensor temperature usually increases, caused
by the higher power consumption of the micro-cells. To stabilise the temperature, the
2Zentralinstitut für Engineering, Elektronik und Analytik (ZEA-2), Forschungszentrum Jülich,
https://www.fz-juelich.de/zea/zea-2/.
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bias voltage was adjusted multiple times within the capture mode, before the actual
data acquisition was started.
For the following measurements, a 68Ge source3 was used. The line source was placed
at an approximate distance of 65 mm above the crystal stack, as depicted in figure 5.3.
The line source was horizontally aligned at a 45° angle relatively to the crystal stack,
so that it pointed from the top right corner of the DPC tile towards the bottom left
corner. However, for the experiment described in this chapter, an exact positioning
of the line source is not required, since a homogeneous irradiation of all crystals is
desired. The line source has been chosen due to the large range of emission angles.
FIGURE 5.3: Measurement setup with a line source: crystal stack and DPC tile were
located in a light-tight black housing. The line source was positioned at a fixed
distance by means of a foam cube.
Data Processing
The measured data was processed in multiple steps, mainly using ROOT (6.12.04)
[132] and RStudio [133] with R (3.4.3) [134]. In this section only a short description of
the applied techniques will be given.
Since all dies on a tile are read out independently, the full signal of a scintillation
event was acquired by collecting adjacent entries in a time window of 40 ns. Events
with less than 100 micro-cell discharges in total were discarded.
For high event rates, saturation effects can occur on a dSiPM, because every micro-cell
can only fire once within an acquisition cycle. To consider this effect, the event data
was corrected for saturation by applying an exponential model, which also accounts
for inhibited micro-cells [66]:
3When 68Ge has decayed to 68Ga by electron capture, 68Ga decays predominantly to 68Zn by positron
emission (88.88 %) or electron capture (11.11 %). The decay to an excited state of 68Zn (1077 keV or
even higher excited states) is possible, but the respective probabilities are only 3.25 % for the 1077 keV
state and <0.4 % for higher excited states [131]. The high probability for positron emission makes it a
commonly used source for PET calibration.
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To calculate the corrected number of counts on a pixel Ncor, the number of active (i.e.
not inhibited) cells Nact and the number of discharged cells Ndis were considered.
The second correction that was applied accounts for the individual dSiPM pixel
gains. Since the breakthrough voltages of the individual dSiPM pixels slightly differ,
the overvoltage (which is the difference between bias and breakthrough voltage)
differs accordingly [59]. This leads to different gains of the dSiPM pixels, so that the
same amount of incoming photons can be interpreted differently by the dSiPM pixels.
However, a calibration is not straight-forward: as a consequence of the lightsharing
architecture, there are no characteristic peaks in the single pixel count spectra since the
scintillation light of a single crystal is shared among multiple pixels (with individual
gains). Two exemplary pixel count spectra are shown in figure 5.4a. Therefore an
approximate method introduced by Lerche et al. [135] is used: since there are no
characteristic peaks, the end points of the individual count spectra of the dSiPM
pixels are compared. To simplify the comparison, basic transformations were applied
to the histograms, such as calculation of the inverse cumulative histogram and its
logarithm. In a last step, the histogram was normalised (5.4b). A measure for the
relative dSiPM gains was found by determining the intersection with a threshold (e.g.
at 0.2), so that the respective count spectra were adjusted to the highest gain.
This method requires an irradiation with photons of only one energy. Although
Lutetium has a radioactive component, these events can be neglected due to the much
higher activity of the 68Ge source (2.6 MBq vs 255 Bq cm−3). Anger logic (equation
2.3) was applied to the saturation and gain corrected signals from the pixel with the
highest photon count and its full neighbourhood.
(a) pixel count spectra (b) processed histogram
FIGURE 5.4: Approximate, relative gain estimation for the single dSiPM pixels: the
count spectra for two pixel signals are shown in (a), while the corresponding gain
histograms are shown in (b). A threshold determines the relative gains, and the
inverse values of the relative gains are used as the relative gain correction factors.
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Results
Figure 5.5 shows the resulting flood histogram for the test detector shown in figure
5.1d, using a float glass lightguide of 1.1 mm thickness.4 It is striking that the flood
histogram appeared in well separated sections, which can be associated to the 16
dSiPM pixels. The signals in the bottom right corner corresponded to the corner
where crystal array and lightguide had been aligned to the dSiPM corner. Vice versa,
the spot patterns at the top and left edges corresponded to the edges of the crystal
array, where the lightguide was protruding towards the dSiPM (see figure 5.1c). The
sections of the flood histogram along these edges will not be discussed in detail,
because this setting (lightguide larger than crystal array) will not be present in a
complete detector block. The used crystal stack was only used for feasibility studies;
a complete crystal array will be shown later (section 8.5).
FIGURE 5.5: Flood histogram of the test detector. The three crystal layers can be
clearly resolved in the centre part, while the spot pattern at the outer edges partly
overlays.
Figure 5.6 shows a detailed view of the signal from a single dSiPM in the centre.
The spot pattern resembled the expected one, which has been shown earlier in figure
3.4 and 5.5: the spots with highest intensity had to belong to the top layer (figure 5.6a),
as this layer was shifted in y direction compared to the bottom and the intermediate
4Although the crystal stack is located in the right bottom corner, the coordinate system has been
aligned to the centre of the stack, to ensure better comparability to the following measurements and
simulations.
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layer. The bottom and the top layer shared the same offset in x direction, so that the
bottom layer spots could be assigned accordingly, as marked in figure 5.6b. Figure
5.6c shows the spots which belonged to the intermediate layer.
(a) top layer (b) bottom layer (c) intermediate layer
FIGURE 5.6: Detailed view of a single dSiPM signal from the centre of the flood
map. The spots could be assigned to the three crystal layers and were well
distinguishable.
Some crystal spots seemed to occur twice, as marked in figure 5.7. These spots
presumably belonged to crystals which were either located above a bond gap or
above more than one single dSiPM pixel. This was e.g. the case for a whole crystal
row of the top layer, which was located above a bond gap for the largest part (see
figure 5.2c). Depending on the light distribution on the sensor surface, the highest
number of photons was counted on either of the underlying dSiPM pixels– the eight
neighbouring pixels for the calculation of an Anger position were selected accordingly.
This lead to two spots in the flood map, which were assigned to the same crystal. This
effect is illustrated in figure 5.7 for a crystal of the top layer (white opaque square),
where the two possible hot pixels (red squares) and their eight neighbours are marked
on the right side.
Discussion
In contrast to comparable flood maps from literature, the spot pattern was very
regular and did not show any geometric distortions. Gonzalez et al. acquired flood
histograms with three staggered LYSO layers (1.5 mm pitch) on an analogue SiPM
[110]: although the crystal signals appeared to be separable, there were large geomet-
ric distortions visible. Moreover, the spots were not as narrow and well separated as
in the flood map shown in figure 5.5. Ito et al. presented flood maps from two test
detectors, which made use of four staggered LYSO layers of 1.5 mm pitch and 2.0 mm
pitch [108]. Position-sensitive PMTs were used for their test detectors, which also led
to distortions and partly overlaying spots, although the test crystal stack was located
in the centre of the PMT.
While the expected spot pattern for the three crystal layers could be observed
on the four centre dSiPM pixels, the spot patterns at the outer edges were hard
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FIGURE 5.7: When a crystal is located above a bond gap or above two dSiPM
pixels, two event positions are possible, depending on the maximum light
detection on either of both sides.
to interpret (red box in figure 5.5). The spots of several crystals were missing and
assumed to overlay with other crystals’ signals, as shown in figure 5.8 (expected spot
positions marked in red, not clearly interpretable spots marked in blue).
An obvious approach to study the impact of the three layers separately would be
to record flood maps for one crystal layer, the combination of two and finally three
layers. But since the scintillation photons are emitted isotropically, they propagate in
all connected crystal layers, so that the number of crystal layers would influence the
spot positions. In other words, the spot pattern belonging to the bottom layer would
be altered by adding a second or third crystal layer on top, because the propagation
of scintillation photons would change.
Moreover, at this stage of the project only three crystal samples and three DPC tiles
were available, so that careful handling was required. The influence of the cleaning,
glueing and measurement process on the devices’ durability was not known, so that it
was decided to investigate the flood maps by means of simulations. Further analysis
of the flood histogram (e.g. energy spectra) will be shown in chapter 8.
Summary
The combination of three staggered crystal layers and digital SiPMs was tested in
this chapter. Preliminary measurements were made with three crystal arrays of the
dimensions 2× 2× 9 mm and 8× 8 crystals, a lightguide of 1.1 mm thickness, and
a DPC tile with 4× 4 dies. The flood map pattern turned out to be very complex at
the outer edges of the DPC tile, because overlapping spots of the three crystal layers
occurred in these areas. This is a common side-effect of pixelated and monolithic
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FIGURE 5.8: Exposed view of the flood histogram from figure 5.5: the missing
spots are marked in red, while not identifiable signals are marked with blue boxes.
detectors, since the scintillation light distribution cannot be completely detected at
the outer edges of the photodetector array [9].
In the centre of the flood map, the expected spot pattern of the three crystal layers
could be confirmed. Furthermore, it was observed that crystals located above a bond
gap could give rise to two spots in the flood map, while the spot intensities depended
on the exact location of the crystal. Inaccuracies of the 3D printed stencils, that were
used for alignment of the crystal arrays during the glueing process, led to small
displacements of the crystals on the sensor, so that either one or two spots were
observed for these crystals. Since the identification of overlapping spots at the flood
map edges was not straightforward, it was decided to use GATE simulations to gain




Simulation of Scintillation Photons
in a Detector Block
Simulations of complete scanner geometries have been presented in chapter 4, but
only considering the crystal geometries, not the propagation and detection of scintil-
lation photons. In this chapter, the focus will be on the simulation of the scintillation
process inside a single detector block, in order to gain insights on the corresponding
flood histograms. The timing resolution will not be investigated, since the BrainPET
insert is not going to be a time-of-flight device. With the combination of LSO and
DPC a time resolution of 450 ps is expected, while a timing resolution below 200 ps
would be necessary to improve the performance noticeably [12].
Standard GATE simulations of PET scanners terminate particle tracks after absorp-
tion in the crystal or scanner volume (crystal housing, gantry), or after leaving the
simulation world. All digitisation and signal post-processing steps are modelled by
the digitiser, and the creation and propagation of scintillation photons is completely
omitted. This is a reasonable approach for some parameters, which can be approxi-
mated with a random distribution, e.g. the individual crystal light yields. But for
other parameters it makes sense to run more detailed simulations, e.g. by including
the effective sensitive area of the photo sensors or the thickness of a lightguide, since
they have significant influence on the flood histogram [136]. Usually, quantum ef-
ficiency, effective sensitive area, etc. are approximated by multiplying the detected
energy with a factor that includes all these effects.
6.1 Simulation Setting
The main drawback of simulating scintillation photons is the enormous required
computation time: for each scintillation event in LSO≈ 13, 000 secondary photons are
created, which have to be tracked inside the crystal array until they are absorbed by
the sensitive detector (in this case the photo sensor). While it is feasible for monolithic
crystals or pixelated detectors with a single crystal layer, this is not the case for
a multilayer approach. For this reason, the supercomputer JURECA was used to
simulate optical processes on a statistically sound basis.
If a full detector block of option III (24× 24 crystals in the bottom layer) was simulated,
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the simulation would require more than 100,000 core hours on the supercomputer
(this corresponds to the current project budget for a whole year). In order to limit the
computation time for a single block simulation, the size of the detector block had to
be reduced.
Geometry
The simulated geometry is shown in figure 6.1: the bottom crystal array consisted of
8× 8 crystals, and the other two layers of 8× 7 and 7× 6 crystals respectively. The
crystal dimensions were 2× 2× 9 mm. A lightguide of 1.1 mm thickness was inserted
between the crystal stack and 100 µm thick cover glass of the dSiPM. The dSiPM
volume contained several daughter volumes, namely the die, pixel and subpixel
volumes. The subpixel areas were declared as the sensitive detector, which is meant
to absorb and count the scintillation photons. For this purpose, the built-in digitiser
module optical adder was used; it integrates all optical photons of the same scintillation
event in the same sensitive detector (i.e. on subpixel level). But before this module
was called, the module quantum efficiency was applied: to mimic a reduced detection
probability for the photons, their energy was multiplied with the specified factor. For
the following simulations, a QE of 40 % was assumed.
FIGURE 6.1: The simulated detector geometry and the corresponding surfaces. The
parameters of the surfaces 1-9 are defined in table 6.1.
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Materials
To simulate scintillation, some basic scintillator properties had to be defined. The
emission curve can be described by two exponential decays with a slow and a
fast time constant. The respective emission spectra and time constants can be
defined with FASTCOMPONENT, FASTTIMECONSTANT, FASTSCINTILLATIONRISETIME, and
SLOWCOMPONENT, SLOWTIMECONSTANT, SLOWSCINTILLATIONRISETIME, while their ratio
is set with YIELDRATIO. The number of scintillation photons, which is produced per
energy unit, is sampled from a normal distribution. The expectation value of optical
photons per MeV is set with SCINTILLATIONYIELD, and the variance is defined in
RESOLUTIONSCALE.
For LSO, the following values were applied [41]: scintillation yield of 26 000 MeV−1,
resolution scale 4.41 (this corresponded to an intrinsic energy resolution of 8.9 % at
511 keV), 39.6 ns fast time constant, 80 ps fast scintillator rise time [70] and a yield
ratio of 1, which means that the slow component was neglected.
Surfaces
The surface model used in these simulations was the UNIFIED model, which has
been first introduced by Levin and Moisan in 1996 [137] (as an extension of the work
of Nayar et al. [138]). A surface is modelled as an ensemble of micro-facets, whose
normal vectors follow a Gaussian distribution. The user can set the surface roughness
by varying the standard deviation σα of the angular distribution. Moreover, the
probabilities for different types of reflection have to be specified.
The values for σα and the reflection probabilities were initially chosen according
to [33], [93], [139] or information provided by manufacturers. Table 6.1 contains basic
properties of the surfaces, which had to be defined in "both directions", i.e. from one
volume to the adjacent one and vice versa. The lateral crystal surfaces were polished
and coated with a specular reflector (3M ESR vikuiti). The reflective foil itself was
not implemented as a volume, but rather as a reflective crystal surface with 98.5%
reflectivity [140]. The crystal faces which were in contact with glue were defined
as rough ("ground") surfaces. Both glass layers were polished, while the lateral
faces of the lightguide were "as cut", which has been considered to be rough. The
dSiPM chip surface was assumed to be nearly perfectly smooth– surface roughness
and reflectivity of the pixel material were not available from the manufacturer, and
therefore had to be estimated.
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TABLE 6.1: Surface definitions of simulated optical interfaces and surfaces. R:
Reflectivity, T: Transmittance, E: Efficiency.
Surface σα R [%] T [%] E [%]
1 Pol. crystal↔ pol. crystal 1.3 98.5 1.5 0
2 Pol. crystal→ air 1.3 98.5 1.5 0
3 Crystal layer↔ crystal layer 12.0 5 95 0
4 As cut crystal↔ as cut crystal 12.0 98.5 1.5 0
5 As cut crystal→ air 12.0 98.5 1.5 0
6 Crystal layer→ lightguide 1.3 15 85 0
7 Lightguide→ cover 1.3 15 85 0
8 Cover→ dSiPM pixel 1.3 5 0 95
9 Lightguide/cover→ air 1.3 15 85 0
Ground Truth Information
The output file of the simulation only stores information that has been acquired
in the sensitive detector volumes. To record the true interaction positions of the
high-energetic photons (DOI information), a new GATE actor was implemented:
it recorded time, position and deposited energy of processes that involved high-
energetic photons. These were distinguished from optical photons by their PDGEn-
coding and by making use of the GEANT4 UserSteppingAction [85].
Figure 6.2 shows a scene from a GATE simulation, where a high-energy photon
(represented by the red line) was scattered two times inside the crystal stack (inter-
actions 1 and 2), before the remaining energy was deposited by photoelectric effect
(interaction 3). The trajectories of the scintillation photons are represented by green
lines. In order to produce visible trajectories, the scintillation yield had been lowered
to 500 photons per MeV for the creation of this figure; otherwise the whole crystal
stack would have been illuminated in green, without distinguishable trajectories.
Table 6.2 contains information on the three interactions, that has been acquired with
the GATE actor.
Three types of ground truth were obtained from the actor information: the first impact
of the high-energy photon (= interaction 1), the interaction with the highest energy
deposit (= interaction 3), and the mean of all interaction positions, weighted by the
correspondingly deposited energy.
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TABLE 6.2: Ground truth information on the three interactions of the high-energy




Layer Crystal 3D position
1 Compton scattering 137.05 keV 1 20 {0.13,−0.55, 13.25}mm
2 Compton scattering 117.04 keV 1 35 {5.49, 7.80, 3.21}mm
3 Photoelectric effect 256.91 keV 2 40 {4.26, 3.93, 2.48}mm
FIGURE 6.2: Visualisation of a scintillation event inside the test detector. The
interactions of the high-energy photon are represented by a red line and
highlighted with numbers, while the scintillation photons are visualised with
green lines. The light yield was lowered to 500 photons per MeV, so that the
optical photons’ trajectories can still be distinguished.
6.2 Acquisition of Floodmaps
Methods
Similar to the measurements, the detector block was irradiated with 511 keV photons
of a line source with 1 MBq activity. The emission angles of the source were confined
to avoid photons being emitted away from the detector block, as indicated in figure
6.3. The distance to the top layer was set to 65 mm accordingly. A simulation of 240 s
was run on JURECA, using 20 nodes with 24 tasks per node. Two sets of data were
acquired in the simulation: first, the ground truth information of the high-energy
photons (interactions in the crystal stack), and second, the number of photons that
have been detected by each subpixel. For each event, the pixel with the highest
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number of counted photons was used as a hot pixel to define the nine pixels that
contribute to the event position calculation. The calculation of the flood histogram
was analogous to the measurement, only the gain correction was neglected.
FIGURE 6.3: Setup of the simulation using a line source: the source is placed 65 mm
from the top crystal layer, and emits 511 keV photons in the specified solid angles.
Results
Figure 6.4 illustrates the simulated flood histogram and the measured one from
chapter 5.2. The simulated flood map showed a very regular spot pattern, which
matched the (theoretical) expectation and which could be directly associated to the
three crystal layers. The spots at the edges were shifted towards the centre, as the
light distribution could only be partly detected due to the missing neighbouring
dSiPM pixels. This is a known side effect, which occurs in every measured flood
map of a pixelated detector [108]. It has been shown that the distortion depends on
lightguide thickness and pixel size of the detector [136].
It is striking that the simulated spot pattern did not resemble the measured one.
There were neither any gaps between the single dSiPM pixels’ signals, nor was
the pattern at the edges or in the corners in any way similar to the measurement.
Moreover, each crystal could be identified in the simulated map, while there were
overlaying crystal signals in the measurement. Since crystal identification problems
motivated this kind of simulation, the simulation itself had to be revised and matched
to the measurement before further investigations could be done.
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(a) Enlarged section of the simulated
flood map (log colour scale).
(b) Enlarged section of the measured
flood map.
FIGURE 6.4: Simulated and measured flood map for the detector prototype with
1 mm lightguide.
Discussion
A variety of parameters has been modified to find a setting for which simulation and
measurement match. In most simulations of detector blocks, the optical grease or
glue between crystal and photosensor has been included due to its different refractive
index [92], [93], [141], so that the addition of glue layers was an obvious approach.
In our simulation, it did not have the desired impact on the flood map, probably
because the abrupt change of the refractive index from LSO (nLSO = 1.82 [142]) to
glass (approximately nglass = 1.46 [143]) is not significantly altered by a thin glue
layer with nglue = 1.5. To reduce simulation time, the glue layers were not considered
any further in simulations.
A much higher impact had the reflectivity of the crystal layer coatings, the light-
guide and the dSiPM. The UNIFIED model is known to be very sensitive to modifica-
tions of the adjustable parameters, since the user has to estimate surface roughness
(σα) and the probabilities for specular or lambertian reflection, absorption and trans-
mittance [33], [144], [145]– not all parameters can be found in literature. Moreover,
the parameters have different dimensions, which makes the correct determination of
the parameters even more complex. This drawback is made subject of discussion in
reference [146], where the authors attempt to predict the influence of specific surface
parameters on the optical spectrum by extensive simulations. Nevertheless, it was
not possible to predict and adapt the parameters in a way that both simulated and
measured flood maps became consistent.
Refinement of the reflectivity and transmittance values for different wavelengths
did not yield the desired change in the flood map neither, but made the choice of
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simulation parameters more complicated. For example it was difficult to estimate
the reflectivity of a glass surface covered with glue or a roughened crystal surface
from measured data in related literature. It is questionable whether the provided
values really match the used crystals and glass sheets, also because surface finishes
differ among manufacturers. Furthermore, care had to be taken how the different
values were specified. Inaccuracies which are created by the way Geant4 interpolates
between the given data points are discussed by Dietz-Laursonn in [147]. Since the spec-
tral dependencies did not seem to be the most relevant parameter, monochromatic
light with a wavelength corresponding to the peak emission wavelength (420 nm) was
selected for the simulations, in order to avoid introduction of erroneous parameters
and unnecessary complexity of the simulation.
The influence of the photons’ incidence angles on the probability of reflection is
often measured, but cannot be considered within the UNIFIED model [137]. Therefore,
a reflectivity distribution had to be chosen which was representative for all incidence
angles. To improve the underlying model, Janecek and Moses stored measured surface
data in look-up tables (LUTs), which are used to calculate the angle of reflection
depending on the incidence angle [33]. The use of measured surface data is favoured,
since the incidence angle depends on the crystal’s geometry and surface finish [148].
A further disadvantage of the UNIFIED model is the approach of modelling surface
roughness as an ensemble of micro-facets, which always have the same height, but
differ in their angular distribution of the facets [137], [145]. While this model can
yield reasonable results for mechanically polished surfaces, this is not the case for
ground and etched surfaces, where the micro-facet distributions cannot be assumed
to be Gaussian [33]. This inaccuracy can be decreased by using measured data.
Janecek and Moses’ approach has been further refined by Roncali et al., who have
added angular reflectivity and transmittance measurements to the model [144]. Espe-
cially the last aspect is crucial for the simulation of the specular reflector: high light
crosstalk has been reported in pixelated LSO/LYSO arrays, despite using the 3M ESR
vikuiti (a quantitative analysis can be found in reference [149]). Loignon-Houle et al.
could identify reflectivity quenching of the 3M ESR vikuiti under certain incidence
angles as the major cause for light crosstalk, when the reflector is used between two
crystals, bonded with glue [150]. They further state that compared to other effects like
light loss at pixel edges or the decrease of the 3M film reflectivity below 395 nm [140],
the relatively high transparency of the reflector above incidence angles of 60° has the
strongest influence on cross talk [150]. However, Loignon-Houle et al. demonstrated
that this reflectivity quenching depends on the coupling materials, i.e. it occurs
between two bonded crystals, but cannot be observed in a reflectivity measurement
taken in air.
Roncali’s model cannot yet be applied to bonded pixelated scintillator arrays, since
the measurements are (so far) taken with single crystals in air [144]. Therefore, the
UNIFIED model had to be used for further simulations, but with adapted parameters.
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6.3 Simulations Including Reflectivity Quenching
The study of Loignon-Houle et al. [150] showed a strong dependency of the 3M ESR
vikuiti reflectivity on the photons’ incidence angle. The simulated reflectivity from
their study at the used wavelength of 420 nm is shown in figure 6.5. The reflectivity
drops to less than 70 % for photons, which impinge in a very flat angle (above 65°,
normal incidence at 0°). For angles smaller than 60°, the reflectivity remains very high,
above 95 %. The probability for the different incidence angles depends on the crystal
geometry. Loignon-Houle et al. show that there is a considerable amount of photons,
which impinges under angles where the reflector becomes highly transparent. The
measurements of Lorincz et al. [139] and Padera et al. [151] are shown for comparison.
When measuring the 3M ESR vikuiti reflectivity in air, values >95 % can be obtained
for all measured incidence angles. The reflectivity quenching cannot be observed in
these measurements.
FIGURE 6.5: Simulated and measured 3M ESR vikuiti reflectivity for different
incidence angles at a wavelength of 420 nm. Data adapted from references [139],
[150], [151].
Methods
Since it was not possible to include angular dependency in the UNIFIED model, the
overall reflectivity of the 3M ESR vikuiti between the crystals was lowered to 70 %.
The reflectivity at the interface towards air was 96 %, as described in table 6.3. Both
values had to be determined empirically: the energy spectra of single dSiPM pixels
and the overlapping spots at the outer edges of the flood map were compared for
different parameter settings. Reflectivities of 70 % and 96 % yielded simulated energy
spectra and a spot pattern, that mostly resembled the ones from the measurement.
76 Chapter 6. Simulation of Scintillation Photons in a Detector Block
TABLE 6.3: Updated definitions for the simulated optical interfaces and surfaces.
The surfaces which are not mentioned in this table remain unchanged (see table
6.1). R: Reflectivity, T: Transmittance, E: Efficiency.
Surface σα R [%] T [%] E [%]
1 Pol. crystal↔ pol. crystal 1.3 70 30 0
2 Pol. crystal→ air 1.3 96 4 0
3 Crystal layer↔ crystal layer 12.0 5 95 0
4 As cut crystal↔ as cut crystal 12.0 70 30 0
5 As cut crystal→ air 12.0 96 4 0
Results
The corresponding flood histogram of a simulation with reduced reflectivity of the
3M ESR vikuiti is shown in figure 6.6. The measured spot pattern could now be
reproduced better with a GATE simulation of the detector geometry. Ground truth
information was accessed with the GATE actor and allowed separation of the crystal
signals.














FIGURE 6.6: Simulated flood map with reduced 3M ESR vikuiti reflectivity.
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Figure 6.7 compares detailed views of single dSiPM signals from simulation and
measurement. It is striking that the spot size was much smaller in the simulation
(figure 6.7a). In other parts of the flood histogram, the crystal signals were still
separable in the simulation, while some of them were presumably overlaying in the
measurement. The spot positions were comparable, but when investigating the
measured energy or number of detected photons (shown in figure 6.7c and figure
6.7d), a main drawback of the simulation became apparent. The electronic readout of
the sensor could not be modelled within the GATE digitiser, which lead to extremely
high photon counts in the energy peaks (around 4600 and 5500 in the simulation,






























(b) measured flood histogram
























(c) energy spectrum of the simulated
flood map from (a)





















(d) energy spectrum of the measured
flood map from (b)
FIGURE 6.7: Exposed view of a single dSiPM signal, (a),(c) simulated and (b),(d)
measured. The same number of events is displayed. For comparison, the two
energy peak positions in the energy spectra are marked with dotted lines.
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6.4 GATE Digitiser Dedicated to DSiPMs
In order to account for the influence of readout electronics in simulations, an addi-
tional digitiser in GATE was implemented. The standard GATE digitiser modules can
be applied to simulations with optical photons, but this has several disadvantages.
In simulations of complete scanner systems, optical photons are not simulated due
to the enormous computational demand. Therefore, nearly all digitiser modules are
dedicated to high-energy photons, e.g. the module for quantum efficiency: it reduces
the photons’ energies to the specified percentage, but still detects and counts each
single photon (albeit an optical or a high-energy photon). While this might be a
suitable approximation for singles and coincidences, this is not the case for optical
photons and the readout electronics, where triggers can be set on single photon level.
So far, trigger thresholds could not be modelled with the existing modules.
In general, the digitiser is called at the end of each event, which means that
all tracks of primary and secondary particles have ended. The digitiser modules
are then applied in the specified order to the list of pulses ("GatePulseList"), which
have been collected during the event. As a consequence, all scintillation events
are handled separately, and are clearly distinguishable. This is not the case in a
measurement, where scintillation events have to be extracted from the measured
raw data by clustering the recorded time stamps (e.g. within a time window of
40 ns). Depending on the detection time, it is not possible to separate all events
with this approach, which leads to the detection of pile-up events. Within the GATE
digitiser, a pile-up module can be enabled to model this effect (the pile-up time should
correspond to the integration time then). But, by default, even two scintillation events
with identical time stamps would still be separated by the event-based digitiser.
The recharge time of the micro-cells in a DPC could be considered by applying
the module for dead time, but the application of this module would not make the
simulation more similar to the measurement, since the duration of dead time varies.
It corresponds to the readout and recharge time for a validated event, otherwise only
to the recharge time, if the event did not fulfill the validation logic.
The main goal of the dedicated digitiser is to process incoming simulated optical
photons in a similar way as in the DPC tile.
6.4.1 Structure of the Digitiser
The basic difference compared to the standard digitiser is the processing of hits,
which are created during the simulation of optical photons. Instead of event-based
processing, multiple events are collected in a buffer and then evaluated together, in
order to allow mutual influences of the scintillation photons. However, as for all
existing GATE digitiser modules, the new module is still called after each event. This
procedure allows the user to apply additional (existing) modules. The flowchart in
figure 6.8 shows the general structure of a simulation.
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FIGURE 6.8: Outline of the simulation: the digitiser module is called after each
event.
After specification of the simulation time and its division into time slices, where
simulated geometry and physics are assumed to be constant, the simulation is split
into multiple runs, where each run corresponds to a time slice. The number of
events, which will be processed in each run, depends on the source definition and is
determined by the source manager. In general, the main programme loops over all
runs and events.
After each event, a list of pulses (hits) is passed to the digitiser (box marked in red).
As long as the event belongs to the same time slice as the previous event, the pulse list
is cached. For each pulse, a random sample is drawn from a uniform distribution. In
case it is above a certain threshold (i.e. the specified quantum efficiency of the sensor),
it is discarded, otherwise it remains within the pulse list. The pulses are sorted by
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dieID, pixelID and subpixelID, and stored in separate vectors, to be evaluated at a
later time together with the other events. When a new time slice starts, the collected
pulse list is evaluated in the pipeline shown in figure 6.9.
FIGURE 6.9: Structure of the digitiser module. The pulse lists of multiple events
from the same time slice are evaluated together. The underlying readout scheme is
shown in figure 2.9.
Analogous to measured data, the die signals are analysed separately. Before any
analysis is started, the timestamp of the first photon on the die is compared to the
end of the time slice. If the event occurs at the end of a time slice, and the integration
and readout time overlaps with the beginning of the next time slice, the pulse list
is kept as it is for combined evaluation with the next time slice. If this is not the
case, the geometric distribution of the following pulses (on the first photon’s pixel) is
compared to the selected trigger scheme. The first photon is removed from the pulse
list, when no trigger can be detected. The search for a trigger starts again, using the
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’new’ first photon on the die, which can be located on a different pixel. Within the
described simulation, a trigger can usually be found within less than 10 iterations.
The timestamp of the trigger photon is cached and used as a reference time for the
validation, integration and readout intervals.
As soon as a trigger is found, the event validation process starts. For each subpixel
of the trigger photon’s pixel, the pulses are binned into row-trigger-lines, so that
their spatial distribution can be compared to the selected validation logic. An invalid
event leads to removal of the involved pulses, as well as those pulses that are lost
during the recharge phase. If an event is validated, the pulses during the integration
phase are counted and stored with the first photon’s timestamp. During the readout
phase, micro-cells stay active until readout. Since they can still detect photons, half
of the readout time is added to the integration time [68]. Afterwards, the number of
counted photons on each pixel is stored together with the trigger photon timestamp
in the output file. The pulses are removed from the pulse list, including those from
the recharge phase.
6.4.2 Validation of the Digitiser
Due to the limitations of the UNIFIED model, which have been described in sec-
tion 6.2, experimental validation of the digitiser by comparison to measured data
remains challenging. Therefore, another approach was chosen. Tabacchini et al. have
developed an analytical model, which describes the probability of triggering and
validation as a function of discharged micro-cells [69]. This model allows for cal-
culation of the average number of micro-cells, which have fired until the trigger
or validation pattern has been fulfilled on a pixel. Tabacchini et al. validated their
model with measurements, where a single die of a dSiPM tile was illuminated with
a homogeneous light distribution (temperature −25 °C). This light distribution was
created by laser pulses and an integrating sphere. For acquisition of the probability
of triggering, Tabacchini et al. recorded dark counts in total darkness and assumed
those to serve as a homogeneous illumination.
The trigger and validation probabilities were reproduced with the new GATE
digitiser, while the simulation itself was kept rather simple. A monolithic scintillator
block (7.875× 7.15×10 mm3, LSO) was coupled directly to a single dSiPM die and
was irradiated with a 511 keV photon source. The scintillation light was collected
and quantified with the dSiPM digitiser module, if the DOI was ≤ 5 mm, to ensure a
homogeneous light distribution. The surface definitions corresponded to table 6.1.
Moreover, noise was added to the simulation. The dark count rate at −25 °C was
reported to be 20,000 cps [68], so that an exponential noise distribution with a time
constant of 0.05 ms and particle energies of 2.965 eV was chosen.
Since Tabacchini et al. used a different naming convention for the validation schemes,
table 6.4 provides a short overview of the corresponding names from the Philips DPC
manual.
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TABLE 6.4: Overview of the selectable validation schemes, with corresponding









1 OR 0x7F:OR 1-OR
2 OR 0x77:OR 2-OR
4 OR 0x55:OR 4-OR
8 OR 0x00:OR 8-OR
16 AND 0x55:AND 4-AND
32 AND 0x00:AND 8-AND
Trigger Probability
The selected setup provides simulations at low dark count rates, so that all recorded
cell discharges were considered to be relevant for the trigger. By binning these cell
discharges into a histogram, the probability of triggering was directly accessed from
the normalised histogram.
Validation Probability
The procedure for determining the validation probabilities for the different patterns
was analogous to the trigger probabilities. For all validation patterns, the lowest
trigger threshold was set (scheme 1, 0x7F).
For each trigger and validation scheme, 20, 000 detected events were evaluated.
The number of cell discharges before fulfilment of the trigger or validation pattern
was counted and compared to the results of Tabacchini et al.
Since some of the results of Tabacchini et al. are only shown under the influence of 16 %
crosstalk1, a simplified loop to account for crosstalk was inserted into the digitiser:
when a photon was detected (after application of the module quantum efficiency), a
random number between 0 and 1 determined whether the photon created another
one, i.e. when this random number was ≤ 0.16. In this case, the pulse was simply
duplicated.
Results
The average number of cells, that were discharged when the trigger condition was
met, is shown in figure 6.10. The error bars correspond to the standard deviation.
Tabacchini et al. did not provide these values for the measured data, but stated a
good agreement of the analytical model with the measured values and those from
the manufacturer. Moreover, the presented figures let the reader expect similar mean
values and standard deviations. On die level (figures 6.10b and 6.10d), the determined
1This value has been obtained from measurements in [69], as described in [68].
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values were slightly lower than those from Tabacchini et al., but matched within the
given standard deviation, which was smaller for the GATE simulation. On pixel
level (figures 6.10a and 6.10c), the deviation was larger, especially for trigger scheme
3 and 4. However, the triggered cells in the GATE simulation still lay within the
standard deviation of Tabacchini’s observations. This observation was made in both
cases, when crosstalk was omitted or included in the simulation. The average number
of discharged cells was slightly higher (about 1 to 3 additionally discharged cells)
when crosstalk was included.
For the validation schemes, very similar observations were made, so that the corre-
sponding figures are displayed in A.3 for the sake of better readability.
(a) pixel level, no crosstalk (b) die level, no crosstalk
(c) pixel level, 16 % crosstalk (d) die level, 16 % crosstalk
FIGURE 6.10: Number of discharged cells at the exact time when the trigger
condition is reached. The results are shown for pixel level (a,c) and die level (b,c),
without crosstalk (a,b) and with 16 % crosstalk (c,d).
Figure 6.11 shows the normalised histograms for trigger probability when using
scheme 2 and assuming 16 % crosstalk. In Tabacchini’s analytical model, the histogram
was shifted towards higher values, which means that the probability for triggering
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was higher, when more cell discharges occurred. The figures for trigger scheme 3 and
4 are shown in A.3.
● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●
trigger probability: scheme 2
















number of discharged cells on a die
GATE 
 3.82 +/− 1.29
Tabacchini 
 4.19 +/− 1.67
FIGURE 6.11: Probability, that the trigger is set after a certain number of cell
discharges, displayed for trigger pattern 2.
The influence of crosstalk is displayed for validation pattern 8-AND in figure
6.12. For both models, GATE and the analytical one, the cumulative probability of
event validation is shown. When crosstalk was enabled, the probability of validation
was shifted towards a higher number of cell discharges, as it was expected. In both
cases, the histograms obtained with GATE were in good agreement with those from
Tabacchini et al.
FIGURE 6.12: Cumulative probability, that validation scheme 8-AND is fulfilled
after a certain number of cell discharges. The results are shown with and without
the influence of crosstalk.
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Discussion
In general, the values obtained with the GATE digitiser were very similar to those
from Tabacchini et al. Two things were striking: the standard deviation of Tabacchini’s
observation was larger, and the number of discharged cells at the moment of trigger
generation or event validation was larger on pixel level.
The reason for the deviation on pixel level has proven to be the source definition. In
the GATE simulation, the light distribution on the dSiPM was created by scintillation
events in a monolithic crystal. Care was taken that the light distribution was very
homogeneous by limiting the depth of interaction to maximum 5 mm.
In case of the trigger probabilities, Tabacchini et al. measured dark counts to
simulate uniform illumination. The dark count rates can vary among pixels and dies,
depending on the sensor temperature and the amount of disabled cells in the inhibit
map. Therefore, the number of discharged cells at trigger generation can be subject to
high fluctuations.
In case of the validation probability, Tabacchini et al. used a pulsed laser with
presumably 50 ps pulse width2. This light source was emitting photons on a different
time scale, since the scintillator has a finite rise time of τr = 80 ps and a decay time
of τd = 39.6 ns [70]. The emission profiles of both sources are visualised in figure
6.13. Due to the faster emission in case of the laser pulse, a higher number of photons
hit the dSiPM during the validation phase, compared to the scintillation pulse. The
emission of photons during a shorter time influenced mainly the discharged cells on
pixel level.
As a proof of principle, the scintillation pulse has been modified such that the decay
curve resembled the laser pulse (τr = 20 ps, τd = 30 ps). Figure 6.10 was reproduced
with the new artificial scintillation source in figure 6.14.
FIGURE 6.13: Emission profiles of a 50 ps laser pulse and an LSO scintillation
event.
2The pulse width was not explicitly mentioned and therefore deduced from other publications of
this group.
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As expected, the number of discharged cells was closer to Tabacchini’s calculated
values on pixel level, and the standard deviation had increased, both for trigger
and validation logic. In case of the validation logic, the number of discharged cells
at the moment of event validation was lower than that of Tabacchini et al. on die
level, but still lay within the standard deviation. The corresponding figure can be
found in section A.3. It should be emphasised that GATE samples the number of
emitted photons from a normal distribution, i.e. the number of emitted photons
was not constant, even when the same amount of energy was deposited. This is
another important difference to Tabacchini’s approach. The shortening of the rise and
decay times and the varying number of emitted photons can therefore cause high
fluctuations in the number of discharged cells before the event validation.
Further adjustments of the simulation setup were not investigated, since the
obtained values were already in good agreement with Tabacchini’s approach, so that
the implemented digitiser was considered to be working correctly.
(a) pixel level, no crosstalk (b) die level, no crosstalk
(c) pixel level, 16 % crosstalk (d) die level, 16 % crosstalk
FIGURE 6.14: Number of discharged cells at the exact time when the trigger
condition is reached, shown for pixel level (a,c) and die level (b,c), without
crosstalk (a,b) and with 16 % crosstalk (c,d). In this simulation, the artificial
scintillation source was used for photon emission.
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In conclusion, the new digitiser for GATE can model the DPC specific readout. For
analogue SiPMs, there exist simulation frameworks like GosSiP ("Generic framework
for the simulation of Silicon Photomultipliers") [152] and G4SiPM [153]. These aim at
simulating the (electrical) SiPM response to an incoming light distribution, which can
either be modelled by customisable light pulses, or which can be created externally
using Geant4. The latter allows for simulation of a scintillator geometry and of the
resulting electrical SiPM response. The analogue output signal is calculated after
the simulation of scintillation events and after adding dark counts, crosstalk and
afterpulses. With the newly developed GATE digitiser, the DPC output signal can
be determined during the simulation, since the tool is completely embedded in the
GATE source code.
A disadvantage is the temporary storage of scintillation photons from multiple events,
which can be memory-consuming. The memory consumption can be controlled by
adjustment of the source activity and the time slice duration, since these parameters
determine how many events are evaluated together. A typical simulation with the
three crystal layer geometry was started as follows: a line source with 1 MBq activity
irradiated the detector stack during a total simulation time of 360 s, which was
divided into 0.003 s time slices. 24 processes with 500 runs each were submitted to
each node, which resulted in a wall clock time between 20h54min and 21h32min.
Since 10 nodes were occupied, the used computation time amounted to 5085 core
hours. The maximum amount of memory used by a process was ∼ 5.52 GB.
6.4.3 Results: Application to Previous Simulations












The simulation of a detector prototype, which has been described in 6.3, was repeated
with the new digitiser. Figure 6.15 compares the result of the simulation using the
new GATE digitiser and the corresponding measurement.
The improvement of the new digitisation procedure is clearly visible: both the
spot size and the energy spectra were much more similar to those of the measurement,
in contrast to the previous simulation that has been shown in section 6.3. The spot
patterns in the flood histograms were similar, but differed slightly at the edges. Espe-
cially at the top and bottom edge, where crystals of the top layer were located above
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a bond gap. While the spots belonging to the top row (y = −1.2 mm) were stronger
pronounced in the simulation, these were barely visible in the measurement. The
opposite case applied for the crystal signals at y = −3.0 mm. Multiple measurements
of the same crystal stack have shown that these spot intensities strongly depend
on the location of the crystals. Inaccurate alignment of the crystal arrays during
the gluing process becomes directly visible in the flood map, and can therefore be






























(b) measured flood histogram





















(c) energy spectrum of the simulated
flood map from (a)





















(d) energy spectrum of the measured
flood map from (b)
FIGURE 6.15: Exposed view of a single dSiPM signal, (a),(c) simulated and (b),(d)
measured. The same number of events is displayed. For comparison, the two
energy peak positions in the energy spectra are marked with dotted lines.
Both energy spectra showed two peaks, around 1900 photons and 2350 photons in
the simulation (2000 photons and 2500 photons in the measurement). Moreover, there
was a noticeable amount of events with energies below 1500 photons, which was
more pronounced in the measurement. The lower energy can be caused by Compton
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FIGURE 6.16: Simulated energy spectra of the 16 dSiPM pixels. The lutetium
background radiation was not considered in this simulation.
scattering, where the photon was either scattered to a different crystal block, or where
fractions of the photon’s energy were deposited too far away from one another to be
detected as one event ("far Compton event"). In the measurement, Compton back
scatter from the testbench (e.g. cooling unit or table) was also possible, but has not
been considered in the simulation. Additionally, missing dSiPM signals can cause
the lower event energies, e.g. when one of the dSiPMs was still within the readout or
recharge phase and therefore did not contribute to the signal.
Figure 6.16 shows the simulated energy spectra, and figure 6.17 shows the mea-
sured energy spectra for comparison (using the same number of events): while the
centre dSiPMs only contained two close peaks, there was another peak at the outer
edges (marked with blue arrows) in the measurement.
An effect, that has not been considered in the simulation, is the the natural
background radiation of 176Lu, which is contained in LSO in small quantities (2.6 %
in natural lutetium). The isotope 176Lu decays to 176Hf, mainly via β− decay (99.61 %,
Emax = 593.2 keV), which is followed by three γ decays (93.6 % at 306.78 keV, 78 %
at 201.83 keV, 14.5 % at 88.34 keV) [154]. Especially the γ decays were detected at
the outer edges of the DPC tile: the low deposited energy lead to a smaller amount
of scintillation photons, which was often detected at the edges, since only 4 or 6
triggered dSiPMs were required to fulfill the neighbourhood criteria. This hypothesis
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is supported by the fact that the peak position was approximately half of the full
energy peak. Moreover, this peak became smaller when only those events were
considered, where more than four or six dSiPMs triggered (larger neighbourhood
and therefore larger light spread required). This effect is depicted in figure 6.18.
FIGURE 6.17: Measured energy spectra of the 16 dSiPM pixels. The
lutetium-related peaks (blue arrows) are clearly visible at the outer edges, while
they are not visible in the centre, where always 9 dSiPM signals are required for an
event. The red arrows indicate events presumably originating from the 1077 keVγ
emission line of 68Ga. The top row and left row (white) were not considered in this
analysis, since the crystal arrays of the detector prototype were smaller than the
lightguide and DPC tile (alignment shown in figure 5.2c).
In contrast to the simulation, the measured energy spectrum contained events with
energies higher than 3000 photons (marked with red arrows in figure 6.17). The 68Ge
source, that was used for the measurement, decays to 68Ga, which predominantly
decays to 68Zn by positron emission. However, there is a probability of 3.25 % that
68Ga decays to an excited state of 68Zn at 1077 keV [131], so that these photons
could cause the high-energy events in the measured energy spectrum. Pile-up of
simultaneous or successive events could have also contributed to these high-energy
events, but since pile-up was included in the new GATE digitiser, this contribution
seems to be negligible.
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(a) (b) (c)
FIGURE 6.18: A single energy spectrum of a dSiPM at the right edge of the sensor
tile is shown. The lutetium-related peak was dominant in events with up to 8
triggered dSiPMs (a), but decreased when more neighbouring dSiPMs (12 (b) or 16
(c)) were considered. The smaller amount of scintillation photons was not
sufficient to trigger a signal of all 16 dSiPMs.
6.5 Additional Information from the Simulation
The ground truth of the simulation allows one to study the crystal layers’ signals
individually, and therefore to acquire deeper understanding of the measured flood-
maps of the detector prototype. Figure 6.19 shows the simulated flood map, where
the signals of the three crystal layers are drawn in different colours.















FIGURE 6.19: Simulated flood histogram: the event positions are encoded with the
ground truth information (red: bottom layer, green: intermediate layer, blue: top
layer). The 16 dSiPM signals have been normalised to the respective maximum
values.
It has been mentioned earlier in section 5.2 (figure 5.7) that crystals, which are
located above a bond gap, can give rise to two signals in the flood histogram: either of
the underlying dSiPM pixels can count the highest number of photons, depending on
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the distribution of scintillation photons on the DPC tile. Since the eight neighbouring
pixels are selected accordingly, there are two typical Anger position for these crystals.
Figure 6.20 depicts the three crystal layers’ signals separately. Especially the flood
histogram of the intermediate layer confirmed that crystals above a bond gap give
rise to two signals. In the simulation, this effect lead to two spots of similar intensity:
the crystals were located exactly above a bond gap, so that the probability to detect
the highest amount of photons on either of the underlying dSiPM pixels was 50 %.
This is rarely the case in a measurement. Since the crystal arrays cannot be perfectly
aligned during the gluing process, the crystals usually cover a larger fraction of either
of the underlying dSiPM pixels. Accordingly, there can occur two spots of different
intensity, or only one single spot.
In the simulated data set, there were 10× 8 spots originating from 7× 8 crystals, and
6× 10 spots from 6× 7 crystals in the top layer.
















































FIGURE 6.20: Separate flood histograms of the three crystal layers. Crystals above
a bond gap gave rise to two spots with lower intensities in the flood histogram.
Two exemplary rows of spots, which belong to only one crystal row each, are
marked with grey boxes.
While the decoding of the flood histogram was straight-forward in the centre,
the case was more difficult at the edges. In chapter 5, the points which could not be
identified have been marked in figure 5.8. The simulation allows one to visualise
the spot distributions of each layer separately, so that overlapping points can be
identified.
Figure 6.21 compares the measured and simulated flood histograms of a single
dSiPM at the right edge of the sensor. Originally, the two spots between the points
of the top layer (blue) were assumed to originate from the bottom layer, judging
by their position in the flood map. Since the bottom and top layer are only shifted
relatively to each other in y direction, the crystal signals have been expected to be at
similar x coordinates (see schematic drawing in chapter 3, figure 3.4). Actually both
spots originated from the intermediate layer, and the bottom layer signal (red) was
overlaying with the first crystal row of the intermediate layer.
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FIGURE 6.21: Exposed view of a single dSiPM signal at the right edge of the sensor,
(a) measured and (b) simulated.
Figure 6.22 compares the measured and simulated signals of a dSiPM pixel at the
lower edge. As previously depicted in figure 5.8, the signal of the top layer could
not be clearly identified in the measured data. The simulated ground truth revealed
an overlap of the top and bottom layer signal. Due to inaccurate alignment of the
crystal arrays on the DPC tile, the whole crystal stack was slightly shifted in positive
y direction. This shift caused the missing signal of the second crystal row from the
top layer (which was visible on the dSiPM above).
FIGURE 6.22: Exposed view of a single dSiPM signal at the lower edge of the
sensor, (a) measured and (b) simulated.
The dSiPM in the corner of the sensor contained both overlaying signals of the
intermediate and top layer, and of the bottom and intermediate layer, as can be seen
in figure 6.23.
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FIGURE 6.23: Exposed view of a single dSiPM signal at the corner of the sensor, (a)
measured and (b) simulated.
Having decoded the flood histogram of the three layer design, further simulations
will be used to find optimal lightguide dimensions and to study the identifiability of
the individual crystal signals in the flood histogram.
Summary
In this chapter, the creation and propagation of scintillation photons was simulated
using GATE. Despite difficulties during the implementation of surfaces, the simulated
and measured flood maps could be brought to good agreement by using the UNI-
FIED model. The advanced surface model (Davis model [144]) cannot be applied to
bonded crystal arrays so far, so that the UNIFIED model had to be used. Reflectivity
quenching of the 3M ESR vikuiti between the crystals emerged as a significant effect
and was considered by reducing the overall reflectivity to 70 %.
In a second step, the electronic readout of the DPC tile was implemented in the form
of a new digitiser for GATE. This digitiser reproduced the measured energy spectra
and spot sizes in the flood map more accurately compared to the standard digitiser.
Moreover, effects like pile-up, dead time and the trigger and validation schemes of
the DPC tile were considered. In contrast to related work for analogue SiPMs (e.g.
G4SiPM [153] or GosSiP [152]), this digitiser was fully integrated into the GATE sim-
ulation source code. It was applied online, so that no post-processing was required to
gain the dSiPM output signal. Realistic flood maps and energy spectra were acquired
from the simulation along with a ground truth information. This allowed one to fully
understand the acquired flood maps from the measurements, and to use the ground
truth information for further detector design studies.
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Many contemporary PET scanners make use of the lightsharing principle by combin-
ing a pixelated scintillator array, a continuous lightguide and a pixelated photodetec-
tor array (e.g. GE Signa [113] or Siemens mMR [78]). While crystal and photodetector
specifications are often made public, the thickness and material properties of the
lightguide are usually kept confidential.
Surti et al. [123] presented this concept for application in a PET detector: by using
a lightguide, the light distribution of individual crystals on the photodetector ar-
ray could be controlled. The impact of different lightguide thicknesses has been
investigated by Surti et al. [123] and Kang et al. [136], and it was implied that there
should exist an optimum lightguide thickness for a detector. In case the lightguide
is too thick, the scintillation photons spread widely over the photodetector array:
the low number of photons, which arrive at the outermost pixels, might not even be
sufficient to generate a trigger on that die or pixel. Moreover, the amount of pile-up
events increases with larger light spreads over the sensor. On the other hand, the
lightguide has to be thick enough to allow enough light spread, so that the position
of a scintillation event can be calculated from 8 to 12 dSiPM pixel signals [58].
Having matched simulation and measurements of the detector prototype, simula-
tions will be used to find an optimum lightguide thickness.
7.1 Preliminary Study
In preliminary measurements, the lightguide of the detector prototype (so far 1.1 mm)
has been replaced by a 2.0 mm thick lightguide of the same material (Borofloat glass).
The procedures for calibration and data acquisition were the same as in chapter 5: the
detector stack was irradiated for 30 min by a 68Ge line source with 2.6 MBq activity,
which was located 65 mm above the crystal stack.
Figure 7.1 compares the acquired flood histograms for both lightguides.
96 Chapter 7. Study on Lightguide Thickness














(a) 1.1 mm lightguide














(b) 2.0 mm lightguide
FIGURE 7.1: Flood histograms of measurements with 1.1 mm and 2.0 mm
lightguide thickness. A comparable number of events is displayed in both figures.
Generally speaking, the individual crystal signals appeared to be better separable
in the flood histogram using a 1.1 mm lightguide. At 2.0 mm thickness, the single
spots had become broader, causing more overlap, especially at the edges of the DPC
tile. A high spot separability is crucial for the calibration of a detector stack, since all
individual crystal signals have to be separated during this step– this topic is subject
of chapter 8. The aim of this study was to find a lightguide thickness, that optimises
the spot separability both at the edges and in the centre.
A quantitative comparison of spot separability was difficult in the presented mea-
surement, due to the different spot patterns in the centre and at the edges. Therefore,
the crystal stack was moved to the centre of the DPC tile for the following study. At
the centre of the DPC tile, a very regular pattern is expected from the simulation, as
shown in figure 7.2. For the quantitative comparison, three representative crystals
were selected on each of the four centre dSiPMs. These were entirely located above the
sensitive area of the DPC tile (not above a bond gap), and gave rise to neighbouring
spots in the flood histogram. In this study, the peak to valley ratios (PVRs) for these
selected crystals were investigated under consideration of the different lightguide
thicknesses. The PVRs were considered as a measure for the spot separability, where
a higher ratio corresponded to better separability.
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FIGURE 7.2: Simulated flood histogram for the detector prototype with a 1.1 mm
lightguide. The peak to valley ratio was evaluated for three spots on each of the
four centre dSiPM pixels (marked with black boxes), using flood maps simulated
with different lightguide thicknesses.
7.2 Simulations with Different Lightguides
Methods
The simulated detector geometry was similar to the one from chapter 6: the three
9 mm thick staggered crystal layers were located on top of a lightguide, whose thick-
ness was varied between 0.7 mm and 2.0 mm. Since Borofloat is available in 0.7 mm,
1.1 mm, 1.75 mm and 2.0 mm thickness, these values were used in the simulation.
During this study, the crystal stack was aligned to the centre of the DPC tile. The
dSiPM geometry itself remained unchanged, and the new GATE digitiser was used
to model the DPC-specific electronic readout.
Although a line source was used for measurements, a point source had been
chosen for the simulations. Since representative crystals had been selected from the
centre, it was not necessary to irradiate the full detector stack in the simulation, which
is already computationally demanding. The emission angles of the point source
were confined, so that only the selected crystals were irradiated. Still, around 8, 000
core-hours were required for the simulation of the detector block with one selected
lightguide thickness. Figure 7.3 shows the simulation setup along with the emission
angles of the point source.
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FIGURE 7.3: Setup for simulations with different lightguide thicknesses. The point
source emits 511 keV photons in confined angles to efficiently irradiate the crystals
of interest.
To evaluate the simulated data, flood histograms were calculated with Anger
logic. The sections for the four centre dSiPM pixels were divided into horizontal
slices by using local minima of the 1D histograms in y direction (figure 7.4a). The
horizontal slice, which contained the crystal signals of interest (indicated by a red
arrow in figure 7.4a), was further evaluated to determine the peak to valley ratios of
the bottom and intermediate layer signal.
The 1D histograms were created with a fixed bin size of 0.02 mm, as shown in figure
7.4b. Determining the peaks and valleys directly from the discrete histogram data
was avoided, because noise lead to multiple local minima or maxima. Approximating
the data with superpositions of two Gaussian curves required too many manual
adjustments of the parameters and especially the underground signal, so that the
fit functions would neither have been reproducible nor fairly comparable. Instead,
the kernel density estimate of the histogram was calculated 1. Figure 7.4c shows the
density estimate of the 1D histogram from figure 7.4b. The two peak positions of
interest and the valley in-between (indicated by red arrows) can then be determined.
1The kernel density estimate is a non-parametric smoothing method, where each single data point,
which would be binned into a histogram, is modelled by a smoothing kernel (in this case a Gaussian
kernel) [155]. The kernel bandwidth was calculated with Sheather and Jones’ bandwidth estimator [156]
to prevent over- or undersmoothing. Summing up all kernels yielded the estimated probability density.
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FIGURE 7.4: Analysis of the flood histogram: (a) The flood histogram was divided
into horizontal slices, the slice of interest is indicated by a red arrow. (b) The 1D
histogram of the selected horizontal slice is calculated, and the kernel density
estimate is determined in (c) (red line). The peaks of interest and the valley
in-between are marked with red arrows.
Results
Figure 7.5 shows the resulting PVRs for the three layers. Since the PVR was calculated
twice for the bottom layer (once in horizontal direction and once in vertical direction),
the mean value was calculated from eight PVRs. The error bars correspond to the
standard errors.
(a) bottom layer (b) intermediate layer (c) top layer
FIGURE 7.5: Mean PVRs (± standard errors) of the four crystals from each crystal
layer.
In general, the PVRs were very different for the three layers: the highest sepa-
rability was given for the top layer, while the intermediate and bottom layer had
significantly lower PVRs. The lowest values were obtained for the bottom layer,
which was closest to the DPC tile. Observing figure 7.5 in detail, the expected ten-
dency of an optimum lightguide thickness was visible. The PVRs of all layers reached
the highest values either at 0.7 mm or 1.1 mm. At larger lightguides, the crystal sig-
nals in the flood histogram became wider and began to overlap, which decreased the
separability.
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Discussion
In case of the top and intermediate layer, the underlying crystal layers allow spreading
of the scintillation light and therefore have a similar effect as an additional lightguide.
For the bottom layer, this is not the case, so that the least events are always detected
in this layer (the full neighbourhood criterion is harder to meet due to the smaller
light spread). This assumption is shown in figure 7.6: the ratio of the number of all
gamma interactions in a layer, and of the number of detected events that fulfil the full
neighbourhood criterion is separately shown for the three layers. In case of the bottom
layer, at maximum 30 % of all interactions in the layer were eventually detected as
an event, where the full neighbourhood of the hot pixel triggered a signal. This ratio
was much higher for the top layer, between 41 % to 45 %. The ratio increased with
the lightguide thickness, but did not continuously improve the PVRs, as can be seen
in figure 7.5.
FIGURE 7.6: Ratio of the number of detected events and the number of all first
interactions of the high-energy photons, shown separately for each crystal layer.
The ratio increases with lightguide thickness.
A second reason for the unbalanced number of events lay in the equal height of
the three crystal layers2: analysis of the GATE actor data showed that 59 % of the
first interactions took place in the top layer, 28 % in the intermediate layer, and only
13 % in the bottom layer. Therefore, the different magnitudes of the determined PVRs
become comprehensible.
Due to the high amount of events in the top layer, the corresponding crystal signals
could always be separated from the neighbouring ones (PVR > 12). Therefore, the
focus should be on the bottom and intermediate layers. In these layers, the best
PVRs were achieved with a 1.1 mm lightguide, although the results of the 0.7 mm
lightguide were identical under consideration of the standard errors.
If there was no lightguide at all, a flood map could still be recorded– according to
the simulation– although there would not be any gain of information or performance
expected. However, this requires partial transparency of the reflector between the
2Section 8.5 will present measurements, where the three crystal layers will have different heights to
balance the number of interactions in each layer.
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individual crystal pixels (as assumed in chapter 6). A corresponding measurement
without any lightguide could provide evidence.
7.3 Comparison to Measurements with Different Lightguides
Methods
For the corresponding measurements, the same DPC chip has been used multiple
times along with different lightguides. Once a measurement was completed, the
lightguide was separated from the DPC tile by carefully sliding a 15 µm thick steel
foil through the glue layer between lightguide and tile. In the same way, the glued
LYSO stack has been removed as one piece from the lightguide. Therefore, multiple
lightguides were measured on the same DPC tile along with the same scintillator
stack.
The evaluation procedure was the same as for the simulated flood maps. Only in case
of the flood histogram with a 2.0 mm lightguide, the division into horizontal slices
(as shown in figure 7.4a) had to be adapted manually for two of the four dSiPMs, due
to inaccurate positioning of the crystal array on the DPC tile. Apart from that, all
other evaluations have been done in an automated way.
Results
Figure 7.7 shows the peak to valley ratios for the measured flood histograms with
different lightguides. The result of a measurement without any lightguide (at 0.0 mm)
is already contained in this figure– detailed information will follow in the next section.
For a thickness of 1.1 mm, the best spot separability could be achieved: 2.84± 0.15 for
the bottom layer, 3.45± 0.11 for the intermediate layer and 4.80± 0.14 for the top layer.
However, under consideration of the standard errors, the results for the bottom layer
were identical for 0.7 mm and 1.1 mm. The higher PVRs for the intermediate and top
layers speak in favour of 1.1 mm, though. With thinner and thicker lightguides the
PVRs were decreasing.
FIGURE 7.7: Mean PVRs (± standard errors) of the four crystals from each crystal
layer, taken from measured data.
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Discussion
In general, the measured PVRs were more similar to each other and smaller than
the simulated PVRs. The mismatch of the simulation was caused by the imprecise
surface definitions, that have been discussed in chapter 6 (roughness, reflectivity and
transmission of the 3M ESR vikuiti, and the transition from one crystal layer into the
neighbouring one(s)). In that chapter, the surface parameters have been adapted in
such a way that the flood histogram pattern and energy spectra were in accordance
with the measured ones. The relative spot intensities had not been considered at that
time, because it would have required an even higher amount of computation time to
test that many parameter configurations. Moreover, it is questionable if the UNIFIED
model would be capable of reproducing the measurement data more precisely.
Although Surti et al. used a different detector geometry [123] (GSO crystals with
4 mm pitch, PMT readout), the results showed similarities: lower PVRs were found
in measurements compared to simulations with the UNIFIED model, since the used
reflectivity value of 97.5 % for the reflectors could not be matched with the true one in
a measurement. This is stated to be an important reason for the deviations. Moreover,
Surti et al. have used an uncollimated source in the measurements, while a collimated
source has been used in the simulations. The source collimation is also considered to
lead to an overestimation of PVRs in the simulations. Since Surti et al. focussed more
on the difference between slotted and non-slotted lightguides (instead of extensively
investigating multiple lightguide thicknesses), no detailed comparison is possible.
Measurements without any Lightguide
Additional to the measurements with different lightguides, one further measurement
without any lightguide has been done. The resulting flood histogram is shown in
figure 7.8.
Results
All crystal signals were identifiable in the flood histogram, and even the signal of the
bottom layer was clearly visible and could be distinguished from the neighbouring
spots (PVR > 2).
When comparing the flood histograms of measurements with different lightguides,
differences in the spot pattern could be observed. Figure 7.9 compares the top right
dSiPM signal in measurements with different lightguide thicknesses.
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FIGURE 7.8: Flood histogram for a measurement without any lightguide. Despite
the missing lightguide, all crystal signals can be clearly identified in the centre of
the DPC tile.
(a) no lightguide (b) 1.1 mm lightguide (c) 2.0 mm lightguide
FIGURE 7.9: Flood histograms of a single centre dSiPM for measurements with
different lightguides. Not using any lightguide influenced the spot positions of the
bottom crystal layer, as indicated by blue arrows in (a). With increasing lightguide
thickness, the spot size became larger. Since the crystal array had to be removed
and glued to different lightguides for these measurements, a small shift in y
direction caused different spot intensities of the top layer in figure (b) and (c),
marked with green arrows.
Using no lightguide at all shifted the spots belonging to the bottom layer towards
the pixel centre, as indicated by the blue arrows in figure 7.9a. These shifted spots
destroyed the regular pattern, that was visible when using a lightguide (e.g. 1.1 mm
in figure 7.9b). This effect was not that strongly pronounced for the intermediate layer,
since the bottom crystal layer already acts as a lightguide. With increasing lightguide
thickness, the pattern and the spot distances did not change noticeably. However, the
spots became larger in diameter, so that the PVRs decreased accordingly. In figure
7.9b and 7.9c, the spot intensities of the top crystal layer differ. These spots are located
at y = 1.0 mm and y = 3.1 mm in b), and at y = 1.25 mm and y = 3.2 mm in c). The
intensity variations were caused by a small shift of the scintillator array during the
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glueing process. In order to measure different lightguide thicknesses, the scintillator
stack and lightguide were removed from the DPC tile after each measurement. The
next lightguide was glued to the DPC tile, and in a second step the crystal stack was
aligned on the new lightguide by means of the 3D printed stencils. The achievable
precision of this alignment was limited, so that the small shift in y direction led to
different spot intensities in the flood map.
Discussion
The fact that even the bottom layer signal was clearly visible in the flood map con-
firmed that the spread of scintillation light from the bottom layer was sufficiently
large to trigger the full neighbourhood of the hot pixel. This is only possible, if the 3M
ESR vikuiti between the crystals is partly transparent, since the influence of the DPC
tile cover glass (100 µm thick) is negligibly small. The result of the corresponding
simulation can be found in section A.4.
If it was as reflective as indicated by the manufacturer (> 98 % [121]), the scintillation
light could not distribute horizontally inside the bottom layer. Instead, it would
have to be reflected to the intermediate layer and back into a neighbouring crystal of
the bottom layer, in order to spread in x direction. In order to spread in y direction,
the optical photons would even have to be reflected up to the top crystal layer and
back to the bottom layer, because bottom and intermediate layer are aligned in y
direction. But this combination of back and forth reflections between the layers have
very low probability to cause such high spot intensities from the bottom layer. It is
very likely that the partial transparency of the 3M ESR vikuiti also allowed horizontal
spreading of scintillation light inside the crystal layers. This assumption would match
the results of previously shown simulations with different vikuiti reflectivity values
(see section 6.3). Moreover, it would be in good agreement with the findings from
Loignon-Houle et al. [150], where the partial transparency of this particular reflector
material has been observed in bonded crystal arrays.
Compared to the work of Ito et al., where the concept of four staggered crystal
layers for DOI encoding was presented in 2007 [108], the single crystal signals were
much clearer separated. This applied both in the centre and at the outer edges of the
DPC tile. However, Ito et al. used PSPMTs as photodetectors. Methods to separate
overlapping crystal signals will be presented in the next chapter.
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Summary
PET detectors, which make use of pixelated crystal arrays and the lightsharing
principle, use a lightguide between crystal array and photodetector. The lightguide
thickness has a crucial influence on the scintillation light distribution on the sensor
[123], so that a variation of its thickness can be used to optimise the light spread on
the sensor. Lightguide thicknesses between 0.7 mm and 2.0 mm were tested in this
chapter, both in simulations and in measurements. As a measure of separability, the
PVR of neighbouring spots was analysed in the centre of the flood map. Both studies
showed the best spot separability for 0.7 and 1.1 mm thick lightguides. Additionally,
measurements and simulations were acquired without using any lightguide, which
still led to the previously observed spot pattern. In case of the intermediate and top
crystal layer, the underlying crystal layers act as lightguides themselves. But for the
bottom crystal layer, this finding supported the assumption that the 3M ESR vikuiti
between the bonded crystals was partly transparent.
In the final detector modules, a lightguide of 1.1 mm thickness will most likely
be used, due to the following reasons: the measurements showed slightly better
results for the 1.1 mm lightguide in the top and intermediate layers, the glass sheets





Evaluation of Reference Response
for Positioning Algorithms
In the previous chapter, the focus has been on the acquisition of a preferably clean
flood map, where all single crystal signals can be well separated. This is crucial for
the calibration of a detector block. The raw data is separated with a nearest cluster
net (Voronoi net), or it is used as a training data set, when algorithms like Maximum
Likelihood (ML) or neural networks are involved during event positioning. A short
overview over these methods has been given in section 2.2.6. For this project, Maxi-
mum Likelihood-based event positioning has been chosen. Therefore, the general
workflow of calibration and event positioning with ML will be given in this chapter.
Moreover, different potential reference responses will be evaluated.
8.1 Maximum Likelihood Event Positioning: Workflow
Calibration
Each detector module undergoes the same calibration procedure:
1. The detector modules in a scanner are irradiated with a source of 511 keV pho-
tons, so that a flood histogram can be calculated from the gain and saturation-
corrected data. Figure 8.1a shows an exemplary (simulated) flood map of a
detector module.
2. The flood map is divided into 16 regions, which correspond to the 16 dSiPM
signals. Afterwards, a clustering algorithm is applied to separate the spots,
which represent the signals from individual crystals. Figure 8.1b shows the
clustering result for an accumulation point of Anger positions, that is marked
in figure 8.1a (blue arrow).
3. Once all the clusters are found, the reference response matrix can be calculated
for each spot. It contains the normalised mean light distribution ci,k that is
measured by dSiPM k after a scintillation event occurred in crystal i. In other
words, the mean light distribution (i.e. the mean number of counted photons
on the dSiPM pixels) is calculated for all events contained in a cluster.
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With 204 spots in the flood map and 16 dSiPM pixels, ci,k is a matrix of dimension
204× 16. Some of the 162 crystals give rise to two spots in the flood map, when they
are located above a bond gap. In these cases, two separate light distributions are
calculated, but assigned later on to the same crystal. An example for the reference
response matrix can be seen in figure 8.1c, which shows the reference response matrix













FIGURE 8.1: Steps of the calibration process: the flood histogram is divided into
4× 4 regions, indicated by red lines in (a), to simplify the clustering of single
crystal signals. The clustering result for the crystal signal marked in (a) is shown in
figure (b). Once the crystal signals are separated, the reference response matrix can
be calculated for each crystal. Figure (c) shows the reference response matrix for
the crystal signal from figure (a).
Event Positioning
The basis for event positioning is the measured light distribution q on the DPC
tile. Since the normalised mean light distribution (reference response matrix) ci,k is
known for each spot from the calibration step, the likelihood Li can be calculated
with equation 2.10:
Li(i, S|q) = ∑
k
qk ln [ci,k S]− ci,k S , (2.10)
where S is the sum of all detected photons: S = ∑k qk. The best matching reference
light distribution can be selected by determining the maximum likelihood value:
iML = arg max
i
Li(i, S|q) . (2.11)
The crystal which was most likely hit can be determined by means of a lookup
table, which assigns all spot indices i to the corresponding crystals. Double spots,
which originate from the same crystal, are assigned accordingly in this lookup table.
Figure 8.2 shows the single steps of event positioning. The full iterative procedure
including the update of energy and re-calculation of likelihood has been described in
section 2.2.6 (based on reference [58]).
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(a) light distribution of a
scintillation event
(b) reference response matrix
with maximum likelihood
(c) corresponding spot and
crystal
FIGURE 8.2: Steps of the event positioning: the likelihood is calculated from the
acquired light distribution of a scintillation event (a) and all reference response
matrices. The highest likelihood value is achieved for the best matching light
distribution from the reference response matrix, shown in (b), and the
corresponding spot index in the flood histogram (c). A lookup table assigns crystal
layer and crystal location to the selected spot.
8.2 Simulations: Using the Ground Truth Information
For the used detector geometry, the clustering of all spots in the flood histogram is a
crucial step. Especially overlapping spots at the outer edges require advanced clus-
tering techniques, which make use of more parameters than only the 2D coordinates,
e.g. energy or other light distribution parameters. In this chapter, the influence of
different clustering approaches (reference responses) will be investigated by means of
simulated data. Before the clustering approaches itself are discussed, the simulation
and methods to make use of the ground truth information will be presented.
8.2.1 Simulation Setup
The simulation setup was similar to the one described in section 6.3 (figure 6.3): the
three crystal layers of 9 mm height had a reflective coating, which was 70 % reflective
between the single crystals, and 96 % reflective at the interfaces of crystal and air. A
line source of 1 MBq irradiated the stack from the top, while the emission angle was
confined to only emit 511 keV photons in the direction of the crystal stack. The acquisi-
tion time of 600 s yielded 2, 706, 998 events with application of the DPC digitiser from
section 6.4. Generation of noise or crosstalk was omitted during the simulation, since
the purpose of this simulation was the generation of scintillation events, their corre-
sponding light distributions on the DPC tile, "measured" signals and the ground truth.
The ground truth was acquired with a GATE actor: the coordinates and energy
deposit of a gamma photon’s first interaction in the crystal block was saved for
each event. Therefore, for each light distribution or simulated DPC signal, the
corresponding crystal and crystal layer were known. This allowed one to compare
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the result of a positioning algorithm to the true crystal and crystal layer ID. In this
way, the influence of different reference responses was investigated. But before this
could be done, methods to separate overlapping crystals were developed by means
of the ground truth information, which was acquired during the simulation.
8.2.2 Distinguishing Signals from Different Crystal Layers
Both measured and simulated flood maps continuously showed overlapping spots
at the edges, where the Centre of Gravity (CoG) positions were not sufficient to
separate the crystal signals from each other. Apart from the CoG positions, further
statistical moments of the distribution were investigated, since they contain charac-
teristic information on the distribution. In theory, the light distribution could even be
reconstructed by means of its moments– if certain conditions are met (existence of the
moments, class of possible distribution functions is restricted, etc.)[157]. However, it
was not intended to reconstruct the light distribution from its moments, but to reveal
differences in the moments in order to separate the signals originating from different
crystal layers1.
Apart from the CoG positions, which correspond to the first moment, the energy (ze-
roth moment) and the standard deviation (derived from the second central moment)
were investigated. The basic differences will be explained for crystals in the centre of
the flood map, and transferred later on to overlapping spots at the edges.
Energy










was applied to the hot pixel and its neighbouring pixels, i.e. in total 4, 6, or
9 dSiPMs. In general it could be observed that events from different layers have
distinctive energies. Events from the top layer occured most often, but had the lowest
energy due to the large lightspread in the underlying crystal layers. The opposite case
applied for the bottom layer, where most of the scintillation light was directly detected
by the underlying dSiPM pixel, instead of being spread in all three layers. This lead
1The analysis of moments is of special interest in detector designs with monolithic crystals, because
they contain valuable information on the shape of the light distribution, so that this information can be
used in the positioning algorithm [158], [159].
2To convert the number of counted photons to an energy, a Gaussian distribution is used to approxi-
mate the full energy peak of the count spectrum. The peak position is relating the number of counted
photons to the measured energy (511 keV) for each crystal. In this chapter, different energy levels will
be mentioned for events from different crystal layers. Strictly speaking, only the number of detected
photons per amount of deposited energy varies for each layer. For better readability, the terms "energy"
and "number of detected photons" will be used synonymously.
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to fewer events with a higher measured energy. Events from the intermediate layer
could be found in-between, both regarding frequency and energy level.
This effect is visualised in figure 8.3, which contains the energy spectra of events
from different spots in the flood map: one spot was selected from each crystal layer
and is marked in figure 8.3a. The energy spectra of events within these rectangles
are shown in figure 8.3b, but the events are filtered by means of the ground truth
information: only those events, which originated from the respective crystal layers,
are shown. In case of the blue rectangle, only those events were selected, where the
high-energy photon first interacted in the top crystal layer. Events originating from
the intermediate and bottom layer were selected accordingly for the green and red
rectangle.
The energy spectra clearly show three peaks, which could be assigned to the three
crystal layers. The described observations were in good agreement with findings
from Chung et al., who observe decreasing energy peaks from bottom to top in a
four-layer PET detector [55].
(a) simulated flood map with marked
spots
(b) energy spectra of selected events
(using the ground truth)
FIGURE 8.3: Energy spectra of single spots from the three crystal layers: when the
DOI information was used to filter events, the energy spectra showed a distinct
energy level for each crystal layer. Events from the bottom layer (red) had the
highest energy, while those from the top layer (blue) had the lowest energy.
If the ground truth information was not used, and all recorded events inside
the rectangles were evaluated, this resulted in the energy spectra shown in figure
8.4a. In contrast to figure 8.3b, the curves of spot 2 and 3 had an additional peak
around 1950 photons: these events originated from the top layer, but their Anger
positions matched a spot from the intermediate or bottom layer. This can occur after
a far-Compton event, or due to a missing dSiPM signal, which can be caused by dead
time of single detector pixels. In these cases, the Anger positions are shifted away
from the expected spot in the flood map.
However, these events could be identified by the differing energy level. Figure 8.4b
shows energy spectra from a measurement (same spots selected, 1.1 mm lightguide).
112 Chapter 8. Evaluation of Reference Response for Positioning Algorithms
(a) energy spectra of all simulated
events inside the marked areas
(b) the corresponding energy spectra
from a measurement
FIGURE 8.4: All events inside the marked areas from figure 8.3a are analysed: the
energy spectra from simulation (a) and measurement (b) show the same formation
of peaks. These peaks can be used to identify events from different crystal layers.
The same peaks could be observed in the measurement, so that energy thresholding
appeared to be an option for separating overlapping spots.
While this distinction was straight-forward in the centre of the flood map, the
case became more challenging at the edges, where clusters overlapped: due to the
cut-off light distribution at the edges of the sensor, the energy levels were not as well
separated as in the centre of the flood map. Apart from the Anger position and the
energy of an event, further parameters should be considered to separate the clusters.
Light Distribution
An additional parameter for separation of overlapping spots could be the light
distribution, that is detected by the dSiPM pixels for each event. Figure 8.5 shows
the light distributions for the three spots, which have been introduced in figure 8.3.
Again, only those events from the respective crystal layers were selected. To highlight
the differences, a one-dimensional representation of the measured light fractions was
chosen. The numbering scheme for the dSiPM pixels is shown in figure 8.5a.
The detected light fractions in figure 8.5b differed for each crystal layer. Therefore,
the ratio of these light fractions could be used to distinguish the events. Especially
the fractions detected by the direct neighbours of the hot pixel (in this case dSiPMs 2,
5, 7 and 10) could be used to calculate these ratios (e.g. ratio of dSiPM 6 and 10 to
distinguish bottom and intermediate layers, or ratio of dSiPM 6 and 7 for top and
bottom layers).
Figure 8.6 contains the light distributions of events from the three spots, but this time
taken from measured data. The curves were similar to the simulated ones, apart from
slight deviations in the detected light fractions on the hot pixel (dSiPM 6) and pixel 9
and 10. The concept for distinction of the events could still be applied, since the ratios
of the detected light fractions appeared to be specific for each crystal layer. However,
suitable dSiPM pairs have to be selected for this approach.
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(a) indices of the individual dSiPM pixels
(b) simulated light distribution for events
from the three crystal layers
FIGURE 8.5: Simulated light distribution for events from the three crystal layers in
the marked spots from figure 8.3. The highest fraction was detected on dSiPM 6
and its direct neighbours, which are indicated by dotted lines. The different ratios
could be used to distinguish events from the three crystal layers.
FIGURE 8.6: Measured light distributions for events from the above defined spots.
Compared to the simulation, the light fractions measured by dSiPM pixels 6, 9 and
10 differed slightly (marked with circles). However, the concept for event
distinction could still be applied.
Standard Deviation
Another parameter that might be useful for distinction of crystal signals is the stan-




















qi,j(yj − ay)2 . (8.1)
Analogous to energy and Anger positions (ax, ay), only the hot pixel and its
neighbouring pixels are considered. The standard deviation is relative to the Anger
position of the event, and therefore a measure for the spatial extent of a spot. Since
the light spread and consequently the detected light distribution on the DPC tile
differed for the three crystal layers, a change in the standard deviation was expected.
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The standard deviations of simulated data are presented in figure 8.7. In figure
8.7b, all events from the marked areas were used: in case of spot 1 and spot 2, only
one distinct accumulation point was visible, whereas spot 3 had a second (weaker)
accumulation point that overlapped with spot 1. When comparing to the ground
truth information, which has been used in figure 8.7c, it becomes clear that the second
point cluster contained events, which originated from the top layer, but whose Anger
positions matched spot 1 (this has already been observed in the energy spectra).
(a) simulated flood map with
marked spots
(b) standard deviation of all
events inside the marked areas
(c) standard deviation of selected
events (using the ground truth)
FIGURE 8.7: Standard deviation of the Anger positions, taken from the simulation.
Figure (b) shows the standard deviation of all events inside the marked areas of
figure (a), whereas figure (c) presents the standard deviation of events from the
respective layers (selected with ground truth).
Similar patterns could be observed in the measured data, as shown in figure 8.8.
Analysing all events from the marked areas in figure 8.8a lead to two point clusters for
spot 3, and one cluster for spot 1 and 2 (figure 8.8b). After energy filtering (figure 8.8c)
only three clusters remained, as expected from the ground truth in the simulated data.
The standard deviation could therefore be an additional parameter for clustering.
(a) measured flood map with
marked spots
(b) standard deviation of all
events inside the marked areas
(c) standard deviation of selected
events (after energy threshold)
FIGURE 8.8: Standard deviations of the Anger positions from the measured data.
Figure (b) shows the standard deviation of all events inside the marked areas of
figure (a), whereas figure (c) presents the standard deviation for energy-filtered
events (presumably from the respective layers).
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8.2.3 Application to Overlapping Spots
It has been shown that parameters like energy, light distribution and standard de-
viation were specific to crystals from the three layers. In this section, their use for
separation of overlapping spots will be demonstrated. Three cases could be distin-
guished, as shown in figure 8.9: at the top and bottom edge of the flood histogram,
signals from the top and bottom crystal layers overlapped (blue marked areas). At
the left and right edge of the flood map, signals from the bottom and intermediate
layers overlapped (red marked areas). Moreover, the four outermost crystals of the
top layer overlapped with the intermediate layer (green marked areas).
FIGURE 8.9: The coloured areas in the flood histogram indicate those spots, which
contained two crystal signals: bottom and intermediate layers are marked in red,
top and bottom layers are indicated in blue, and top and intermediate layers are
marked in green.
Top and Bottom Layers Figure 8.10a shows a region of the simulated flood map,
where the signals of top and bottom layers overlapped. The two signals inside the
marked spot were separated by means of the previously described parameters. As
can be seen in figure 8.10b, the energy spectrum of the simulated data showed two
distinctive peaks, which could be assigned to the two crystal layers. The ground truth
signal of both layers is shown in red and blue. Moreover, the standard deviation
contained two well separated point clouds (figure 8.10c), so that a separation of
both signals was feasible, if energy and/or standard deviation were included as
parameters in the clustering process.
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Figures 8.10d-8.10f confirm these findings for measured data: the two overlaying
spots could be easily separated by considering energy and/or standard deviation as
parameters in the clustering process. The light distribution, i.e. the measured number
of photons on each dSiPM, did not have to be included in the clustering process, since
energy and standard deviation already showed distinctive signals and were easier to
consider in the clustering process (a suitable pair of dSiPMs would have to be chosen
at first to integrate the light distribution into the clustering).
(a) simulated flood map
region
(b) energy histogram with
ground truth
(c) standard deviation with
ground truth






FIGURE 8.10: A single spot, which contained overlaying crystal signals of the
bottom and the top layers, is shown in the simulated (a) and the measured flood
map (d). The energy spectrum (b,e) and standard deviation (c,e) were used to
separate the signals.
Top and Intermediate Layers Figure 8.11 shows the same analysis for a flood map
region, that contains overlaying spots of the top and intermediate layers. The signals
can easily be distinguished by the strongly pronounced energy peaks in figures 8.11b
and 8.11e. In contrast to the previous case, the standard deviation is not clearly
separated in figures 8.11c and 8.11f, and therefore not useful for separation of the
crystal signals. When examining the measured flood map (figure 8.11d) closely,
the two spots do not exactly overlap, in contrast to the simulated flood map. By
including the energy into the clustering process, both crystal layer signals can already
be distinguished.
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(a) simulated flood map
region
(b) energy histogram with
ground truth
(c) standard deviation with
ground truth






FIGURE 8.11: A single spot, which contained overlaying crystal signals of the top
and intermediate layers, is shown in the simulated (a) and the measured flood map
(d). The energy spectrum (b,e) could be used to separate the signals, while the
standard deviation turned out to be not well separable.
Bottom and Intermediate Layers In case of the bottom and intermediate crystal
layers, the signal separation appeared to be the most challenging. Figure 8.12 sum-
marises the analysis results for both simulation (a-c) and measurement (d-f). The
ground truth of the simulation revealed two energy peaks, that completely over-
lapped (figure 8.12b), and accordingly only one single energy peak could be observed
in the measurement (figure 8.12e). While the standard deviation was well separable
in the simulation (figure 8.12c), the separation was worse in the measured data, as
can be seen in figure 8.12f: the two point clouds of the standard deviation overlapped
and were hardly separable. At the same time the standard deviation was the only
parameter, which could be used for separation, since also the light distribution did
not reveal any distinct differences (figure 8.13a). Figure 8.13b shows exemplarily the
ratio of two dSiPM light fractions (number 15 and 16), since these dSiPMs measured
different light fractions for the two crystal layers. Nevertheless, the difference in the
light fraction ratio was too small to be detectable in the measurement, so that the
separation had to be based on the standard deviation.
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(a) simulated flood map
region
(b) energy histogram with
ground truth
(c) standard deviation with
ground truth






FIGURE 8.12: A single spot, which contained overlaying crystal signals of the
bottom and intermediate layers is shown in the simulated (a) and the measured
flood map (d). The energy peaks of both layers completely overlay (b,e). The
standard deviation could be used to separate the signals in the simulated data (c),
while this was more difficult for the measured data (f).
(a) simulated and measured
light distribution
(b) simulated and measured
light distribution
FIGURE 8.13: The light distribution for events from the marked spot in figures
8.12a and 8.12d: the ground truth information from the simulation showed
extremely similar distributions for both layers, which made it impossible to
separate the spot by making use of this information only. The measured light
distribution was in good agreement with the simulated ones. Part (b) shows the
ratio of dSiPM 15 and 16: while small differences were visible in the simulation,
there was no usable information in the measurement.
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In the simulated data, all overlaying spots could be separated. This was not the
case for the measured data, where overlaying spots of the bottom and intermediate
layers yielded too close signals to be separable at the outer edges.
Discussion
In general, the signals of the bottom and intermediate crystal layers have shown
very similar energy peaks, which could already be observed in figure 8.4. The
difference of the top layer signal compared to the other two layers was striking in
these analyses. This could be related to the different surface finishes of the three
layers: while the lateral surfaces of the top and bottom layers were polished, the
intermediate layer laterals were "as cut" (see figure 6.1). It is difficult to judge how far
the surface finishes influenced the spot energies, and if the different finishes caused
the similarity of bottom and intermediate layers. It is commonly known that both
crystal dimension and surface finish have a strong influence on the light output, and
therefore the measured number of photons [92], [160]. An interesting observation
was made by St. James et al., who found a "directionality" in flood maps, when using
the 3M ESR vikuiti: only in one direction of the flood map, all the crystal signals
could be separated (independent from the alignment on the sensor). In the other
direction, crystals at the edges could not be identified. St. James et al. make the
manufacturing process responsible for this behaviour, since the crystals are covered
with long reflector stripes in one direction, and shorter ones inside the slices in the
other direction. Light crosstalk in the corners could lead to the observed directionality
[161].
In section 8.5, the overlapping spots will be investigated again with the final
geometry, which has crystal layers of 10, 9, and 8 mm thickness instead of 9 mm
thickness for all three layers. Moreover, the same surface finish will be used for the
three crystal layers. In the following section, the simulated calibration data will be
separated by means of different clustering methods.
8.3 Clustering Methods
For separation of the spots in the calibration data, three clustering methods were
evaluated, mainly differing in complexity. Each method was applied after a plain
pre-segmentation, which divided the flood map into 4× 4 regions. The methods will
be described briefly, being followed by a comparison of the clustering results at the
edges of the DPC tile.
1. Histogram-based segmentation
The first method was not per se a clustering method, but resembles more a segmenta-
tion. The general idea was to separate the spots in the flood map by analysing the
projections in x and y direction.
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For each region, the number of visible (i.e. not overlapping) clusters in x and y
directions was provided, so that the specified number of minima and maxima was
determined in density estimates of the 1D histograms. The regions were accordingly
divided into rectangles, which contained either 0, 1 or 2 clusters. Figure 8.14a shows
the segmented areas for the 5× 3 clusters, that were to be determined. In a second
step, the main energy peak was identified in each spectrum, and events above or
below the peak were discarded by finding local minima in the energy spectrum above
and below the main energy peak. The number of clusters inside each section was
stored in a LUT, so that either one or two peaks were preserved from the energy
spectra.
In figure 8.14a, the result of event separation is displayed. The cluster position was
calculated as the mean of these energy-filtered events inside the rectangular area,
while the energy was determined as the median value, to be less sensitive to outliers.
Moreover, the mean light distribution was saved for each spot. In case of overlapping
clusters, the events were separated by the two energy peaks, before cluster position
and energy were calculated. Since this strategy was not feasible for overlapping
spots of the bottom and intermediate layers, the same cluster centres and mean light
distributions were assumed for the affected crystals.
(a) division of a single flood map
region
(b) result of histogram- and
energy-based segmentation
FIGURE 8.14: A single region of the flood map is shown in figure (a). According to
the density estimates of the 1D histograms, the region was further divided into
areas, which contained 0, 1 or 2 spots. By means of energy thresholding the
clusters could be defined (b).
2. Fuzzy C-Means
The second method that was used for clustering is fuzzy c-means. This algorithm
has been developed as a modification of k-means clustering [162]: while k-means
clustering divides the data set into k discrete clusters, fuzzy c-means assigns each
data point probabilities to belong to each of the "fuzzy" clusters, which results in
overlapping clusters. How much the clusters fade into each other (fuzziness of the
clusters) depends on the fuzzy factor, which is usually determined empirically. In
8.3. Clustering Methods 121
this case, a fuzzy factor of 2 has been chosen; the generally recommended range lies
between 1.5 and 2.5 [163].
It is generally known that the outcome of fuzzy c-means (and also k-means
clustering) strongly depends on the initialisation of the start parameters, such as the
number of clusters or the cluster centres [164]. For this reason, the cluster positions
from the histogram-based method were used as start parameters. Multi-dimensional
clustering has been attempted, e.g. by using the event positions and energies, but
did not yield reasonable results (even after scaling the parameters to similar ranges).
Therefore, only the 2D positions were used for clustering, and energy thresholds
were used afterwards to remove events below the energy peaks (far Compton events
and noise). In contrast to the aforementioned method, all clusters within a flood map
region were determined at the same time, and not sequentially.
Figure 8.15 contains a plot of the start parameters and the final result after fuzzy
c-means clustering and energy thresholding.
(a) start parameters from
histogram-based method
(b) result of fuzzy c-means clustering
and energy thresholding
FIGURE 8.15: The cluster centres, which have been determined with the
histogram-based method, were used as start parameters (a). Figure (b) shows the
result of fuzzy c-means clustering and energy thresholding.
3. Model-based Clustering with Mclust
The third method for clustering was model-based and made use of the mclust pack-
age for R [134], [165]: mclust assumes a mixture of Gaussian distributions to have
generated the data. The best fitting set of parameters for the Gaussian distributions is
determined by expectation maximisation.
For each cluster, one multivariate Gaussian distribution is assumed: the cluster
is centred at the mean, and its geometry (shape, volume, orientation) is determined
by the covariance matrix [166]. Within the mclust package, 14 different models are
implemented, which assume different shapes, volumes or orientations of the clusters,
e.g. model "VEE": variable volume, equal shape and orientation, and ellipsoidal
distribution of the clusters.
Since there were up to 16 clusters in each flood map region, the clustering was
only applied inside the histogram-based sections, which contained either 0, 1 or 2
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clusters– trying to determine all clusters at once would not always yield reasonable
results. The underlying model (i.e. parametrisation of the covariance matrices) was
selected individually (but automatically) by using the Bayesian Information Criterion
(BIC), which can be automatically calculated for the data subsets [165].
For single spots, the Anger positions and event energies were passed to the mclust
function. In case of overlapping spots, the standard deviations and energies were
used in combination with the Anger positions. The light distribution was only used in
case the clustering with the previously mentioned parameters failed. All parameters
were provided along with the look-up table for the number of clusters. Additional
to the specified number of expected clusters, a noise cluster was determined. Figure
8.16 shows the result of model-based clustering with noise clusters.
(a) division of a single flood map
region, taken from method 1
(b) result of model-based clustering
with noise clusters
FIGURE 8.16: A single region of the flood map was divided into subsections, which
contained 0, 1 or 2 spots (as in method 1, figure (a)). Model-based clustering was
applied to identify the clusters and one noise cluster per subsection.
Results from Clustering Methods
In the centre of the flood histogram, the results of the three clustering approaches were
comparable. Differences in the outcome became clear when regions at the outer edges
of the flood map were investigated, especially at overlapping spots. The histogram-
based method and model-based clustering seemed to separate overlapping clusters,
while fuzzy c-means assigned one half of the combined spot to both underlying
clusters (see figure 8.15b). This could be traced back to the fact, that simultaneous
clustering of energy and positions was not possible with fuzzy c-means, so that
the main separation was based on the Anger positions. Including energy into the
clustering did not yield reasonable results, even after scaling the energy to a similar
parameter range as the Anger positions. It is assumed, that the start parameters have
not been defined to be already close enough to yield a usable clustering result, as this
is a known problem in fuzzy c-means [164].
Since energy was the major separation criterion in the histogram-based method,
two clusters were defined with the same centres, but the events were separated by
using the energy peaks. Therefore, the clusters had different energies and mean light
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distributions. In case of overlapping spots from the bottom and intermediate layers,
where only one energy peak was visible, the same energy and mean light distribution
was used. The model-based clustering approach determined two overlaying clusters
with different centres, energies and mean light distributions by means of the standard
deviation. In the next section, the influence of the clustering method (and therefore
the calculated mean light distributions) on the positioning results will be investigated.
8.4 Influence of Response Functions on Positioning Results
After the mean light distributions had been calculated using the three clustering
methods, the impact on event positioning could be determined. For this purpose, the
crystal where the scintillation took place, had to be determined for each event. The
resulting crystal could be compared to the ground truth from the simulation, i.e. the
crystal, where the first interaction of the high-energy photon occurred. This crystal
would yield the correct LOR for image reconstruction.
Methods
The simulated data set was split into two parts: 1.0× 106 events had been used for
the reference response (clustering and mean light distribution), and 1.4× 106 events
were used as a test data set. While the data for the reference response only made use
of events, where the full neighbourhood of the hot pixel measured a signal, the test
data set kept all events, including those with missing dSiPM signals. Acquisition
of the reference response would correspond to a calibration scan, which allows for
longer scan times and selection of these events. The test data set should be similar to
measured data during a measurement, therefore all acquired events were analysed.
Two methods for event positioning were compared:
1. Nearest Cluster
The event position was calculated by means of Anger logic from the light
distribution on the DPC tile. Only the hot pixel and its 3, 5, or 8 neighbouring
pixels were considered, and also events with incomplete signals were allowed.
To identify the scintillation crystal, the nearest cluster centre (taken from the
reference response) was selected.
2. Maximum Likelihood
The log-likelihood was calculated for the detected light distribution and each of
the previously determined mean light distributions:
a) S was the sum of all detected photons: S0 = ∑k qk. Being proportional to
the deposited energy, S was used as the energy prior.
b) The log-likelihood was calculated with the formula
Li(i, S|q) = ∑
k
qk ln [ci,k S]− ci,k S ,
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where qk were the detected charges on each dSiPM, and ci,k was the matrix
of normalised light distributions (reference response matrix), which had
been determined with the three different segmentation approaches. The
largest likelihood value indicated the crystal, where the scintillation event
had most likely taken place.
c) The energy was updated: SML = ∑k qk/ ∑k ciML,k .
d) The steps b) and c) were repeated, until Li(i, S|q), iML and SML did not
change anymore, or until a maximum number of iterations was reached.
When the same cluster centre, energy and light distribution had to be assumed for two
overlapping spots (histogram-based method), and nearest cluster search or maximum
likelihood positioning identified one of these crystals, either of the corresponding
two crystals was selected randomly. As mentioned in section 8.2.1, the positioning
results were compared to the ground truth from the simulation, so that the amount of
correctly identified events could be assessed for each method.
Results
Figure 8.17 compares the amount of correctly identified crystals for the three cluster-
ing and two positioning methods. When all events were investigated, the difference
between nearest cluster search and maximum likelihood positioning was around 10 %
(51.7 % vs. 61.5 %). The superior performance of ML became evident when events
with incomplete signal were investigated: nearest cluster search only identified 9.2 %
of these events correctly, while ML positioning identified 38.2 % correctly. This find-
ing was in line with the results of Lerche et al. [58], who state higher robustness
of ML positioning to missing data. Moreover, they observed considerably smaller
positioning errors with ML (compared to centre of gravity positioning), when less
than 5 neighbouring dSiPM signals were missing in an event.
FIGURE 8.17: Comparison of different methods for clustering of the reference flood
map and for event positioning.
8.4. Influence of Response Functions on Positioning Results 125
In general, the ratio of 61.5 % correctly identified events did not appear to be very
high, but an analysis of the ground truth data made this number comprehensible:
the ground truth showed, that –in the ideal case– only 77 % of the events could be
correctly identified. To correctly identify an event, the crystal of the first interaction of
a high-energy photon has to be determined. But in a measurement, it is only possible
to determine the crystal of the energy-weighted mean of all interactions, since the
event position is calculated from those dSiPMs, which count the highest numbers of
scintillation photons. For this reason, an event can only be correctly identified if the
crystal of first photon impact coincides with the crystal of the energy-weighted mean
of all the interactions (i.e. no far Compton scattering). This leads to a theoretical limit
of 77 % for the used detector configuration.
The three clustering methods did not lead to significant differences in performance,
as apparent in figure 8.17: the model-based clustering yielded the highest number of
correctly identified events in all categories, but the differences to fuzzy c-means or
histogram-based segmentation were less than 3 %. Differences were revealed when
the number of correctly identified events was analysed for each crystal separately, as
shown in figure 8.18.
All crystals, which were represented as a single, not-overlapping spot in the
flood histogram, are marked in black. In this case, the ratio of correctly identified
events was comparable for the three clustering methods. Of special interest are those
crystal signals, which had to be separated from another crystal’s signal in the flood
histogram: these crystals are marked in blue, green and red, depending on the related
crystal layers.
Figure 8.19 summarises the mean amount of correctly identified events for the
three clustering methods, depending on the related crystal layers of the overlapping
spots. The result for the bottom and intermediate layer (red) was the most diverging
one. The best result could be achieved with model-based clustering (51.2 %). With
fuzzy c-means, 49.8 % of the events from the bottom and intermediate layers could
be identified correctly. During the histogram-based segmentation, the same light
distribution and cluster centres had to be assumed for some of the overlapping spots
of the bottom and intermediate layers. Since either of both crystals was selected
randomly during the event positioning, the resulting ratio was around 36.0 %.
For crystals of the top and intermediate layers (green) and top and bottom layers
(blue), the results of the histogram- and model-based method were comparable, while
fuzzy c-means yielded less correctly identified events. In case of the single crystal
signals, all three methods performed equally (63.0 %).
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FIGURE 8.18: Ratio of correctly identified events for the individual crystals in the
flood histogram. The crystals which gave rise to overlapping spots are marked in
blue, green and red, and the theoretical limit of 77 % is marked with a grey line.
FIGURE 8.19: Mean amount of correctly identified crystals for the three types of
overlapping spots and the single crystal spots.
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Discussion
A positioning algorithm, that is robust to incomplete data, is of high importance for
measurements. In the simulated data set, 22.5 % of the events have led to incomplete
signals on the DPC tile. While these events can be discarded in a calibration scan,
the case is different for a measurement with patients or volunteers, where the loss of
sensitivity would be too large (the loss would be 1− (1− 0.225)2 = 0.399 = 39.9 %).
In total, model-based clustering yielded the highest ratio of correctly identified
events. This result meets the expectations, because the model-based approach has
been tailored to consider additional parameters such as the standard deviation, in
order to improve the separation of overlapping clusters. In contrast, fuzzy c-means
based the crystal identification on the euclidean distance of the single events, and an
energy threshold was applied afterwards. This method divided the spots into two
arbitrary halves, but still identified many scintillation events correctly.
The results of the histogram-based method were promising, but lacked precision
at overlapping spots of the bottom and intermediate layer. The mentioned spots
had been assigned the same cluster centres and light distributions, so that either of
two crystals was randomly selected, which lead to low ratios of correctly identified
events.
The model-based clustering approach was therefore the favoured method, based on
the simulations. Certainly, the clustering method will have to be applied to measured
data of the final detector geometry to make a decision. Lastly, it should be mentioned
that the crystal layer has been identified correctly for 75.4 % (histogram-based), 75.9 %
(fuzzy c-means) and 77.0 % (model-based) of the simulated events, when Maximum
Likelihood positioning was applied to all events, including those with an incomplete
signal distribution.
Other studies, which try to improve the crystal identification in pixelated PET
detectors, mostly evaluate the performance by means of measurements. Since there
is no ground truth available, a spatial resolution or hot rod phantom is measured
and the same data set is analysed two times, using the standard and improved
identification method. The influence can then be investigated by comparing line
profiles inside the reconstructed images [76], [167]. This approach has the advantage,
that all image degrading factors (noise, detector dead time, gain differences, positron
range) are already included in the measurement, and that the overall influence on the
reconstructed image can be highlighted.
On the other hand, the simulation method presented in this chapter allows one
to study the influence of the clustering method in a very detailed way, e.g. for each
crystal separately. It further allows one to optimise the signal separation at the edges,
by investigating parameters like the standard deviation or the energy spectra sepa-
rately for each crystal layer. But even more important are those events, which were
not correctly identified: although 61.5 % of the events can be correctly identified, this
corresponds to only 37.8 % correctly identified LORs. The ground truth information
allows one to investigate the wrongly identified events in detail, and to develop new
128 Chapter 8. Evaluation of Reference Response for Positioning Algorithms
strategies to improve the event positioning. Lastly, detailed information on the energy
levels and standard deviation has been necessary to fully understand the measured
flood maps, and to tailor the crystal identification method to a detector module.
The disadvantage of the simulation is the long computation time (use of super-
computer required), which also limited the resources to match the simulation with
measured data. However, the simulation time is related to the number of crystals, and
is therefore significantly lower for double or single layer detectors. Since overlapping
spots at the edges can occur in both single layer and multilayer detectors [108], [161],
[168], the presented simulation study could be an interesting approach for evaluating
crystal identification schemes for these detectors.
8.5 Measurements with a Detector Block of Final Size
So far, a small crystal stack with 8× 8 crystals in the bottom layer has been used for
all measurements. Having found an optimum crystal array size for the new BrainPET,
first crystal arrays with the final dimensions (24× 24 crystals in the bottom layer)
have been provided for testing. In the final detector block, a customised dSiPM array
will be used to match the large crystal array size: while the standard DPC tile has 4× 4
dies, the customised tile will contain 6× 6 dies. First analyses had to be conducted
with the large crystal array and a standard DPC tile, because the customised tiles had
not been available at that time.
As it has been mentioned in the previous section, the crystal surface finish was
expected to have a strong influence on the scintillation light output and therefore the
measured energy spectra. In the following, measurements with two different crystal
arrays will be compared, one with a polished surface finish and one with a rough
surface finish of the crystals’ lateral faces.
8.5.1 Flood Maps with Ground and Polished Surface Finish
Methods
Flood histograms were recorded in the same measurement setup as before. The
large crystal arrays were glued to a 1 mm thick lightguide (Herasil) 3 and a standard
DPC tile (4× 4 dies). For event acquisition, the trigger was set to scheme 2 and the
validation scheme was set to 0x55:OR. To further minimise the recording of dark
noise, the DPC tile was cooled to 11 °C. Flood histograms were calculated from the
raw data after saturation and gain correction.
3Due to its availability in different layer thicknesses, Borofloat has been used during the initial
measurements to find an optimum lightguide thickness. In these measurements, a 1 mm thick quartz
glass lightguide (Herasil) was tested for comparison, due to its higher transmission in the UV range
[122], [143].
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Results
Figure 8.20 compares the resulting flood maps after 40 min irradiation with a 68Ge
line source. Similar to previous measurements, the flood histograms showed single
regions, which corresponded to the 64 single dSiPM signals. In the centre, the single
crystal signals formed a regular spot pattern in both measurements, while the spots
partly overlapped at the outer edges. The blurred signals at the bottom and right
edge were caused by the different dimensions of crystal arrays and DPC tile (the
crystal arrays protrude over the DPC tiles’ edges) and were not considered in the
following analysis.
(a) complete flood map of crystal
array with laterals "as cut"
(b) complete flood map of crystal
array with polished laterals
(c) enlarged top left section of flood
map (a)
(d) enlarged top left section of flood
map (b)
FIGURE 8.20: Recorded flood histograms of the crystal array with ground and
polished surface finish are shown in figures (a) and (b). Figure (c) and (d) contain
an enlarged view of the top left 4× 4 dies. The spots at the edges were better
separated in the ground finish crystal array (see red arrows).
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The enlarged views in figures 8.20c and 8.20d show the top left section of the flood
histograms, where the overlapping spots at the top and left edge were clearly visible.
The crystal array with rough lateral faces yielded overlapping spots of the bottom
and intermediate layer at the left edge, whereas the array with polished lateral faces
additionally overlapped these spots with the outermost crystal row from the bottom
layer (see red arrows in figures 8.20c and 8.20d).
At first sight, this observation spoke in favour of the ground surface finish, because
the flood map indicated presumably easier separability of the crystal signals at the
edges. On the other hand, polished crystals can yield a higher light output, depending
on the crystal’s aspect ratio [160]. Therefore, the impact of the crystals’ surface finishes
on energy resolution and separability of crystal signals was studied in detail in the
following sections.
8.5.2 Energy Resolution of Both Crystal Arrays
Methods
To investigate the impact of crystal surface finish on a detector’s energy resolution,
the 6× 6 centre regions of the flood histograms from figure 8.20 were analysed. Due
to the cut-off light distribution, the dSiPM signals at the edges were excluded from
the analysis, so that there were 144 spots to be analysed for each crystal layer. Since
the spots in each flood map region formed a geometric pattern, the regions were
separated into sections, which contained only one spot. The energy spectrum of each
spot was calculated from the hot pixel’s signal and its eight neighbouring dSiPMs4.
Afterwards, it was approximated with either a single Gaussian distribution, or a sum
of two Gaussians in case two energy peaks occured. The energy resolution was then
calculated as the ratio of the peak’s FWHM and the peak position.
Results
Figure 8.21 compares the energy resolutions and the energy peak positions of the three
crystal layers for both surface finishes. The energy resolutions of the three crystal
layers lay between 12.19 % and 13.78 % for the rough crystal array, and between
12.51 % and 13.91 % for the polished crystal array.
4The energy resolution can also be analysed for the full light spot, which means that the signal of all
triggered dSiPMs are used. Due to the trigger and validation thresholds, the number of fired dSiPMs
can vary and lead to fluctuations in the measured light spot size. This has a direct impact on the energy
resolution: depending on the thresholds, it can be higher or lower compared to the described energy
resolution.
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(a) energy resolution (b) peak positions
FIGURE 8.21: Energy resolutions and peak positions of the two crystal arrays with
rough and polished lateral faces. Both parameters were calculated separately for
the three crystal layers. The error bars show the standard error of the mean.
It was striking that the three crystal layers yielded different energy resolutions,
especially in the polished array: the bottom layer performed worst, and the energy
resolution decreased towards the top layer. This was not the case in the rough
crystal array, where the bottom layer had the lowest energy resolution and where
the intermediate layer yielded the highest value. Different energy resolutions had
been expected for the three crystal layers due to the different crystal heights (different
aspect ratio and therefore light output) and the scintillation light propagation inside
the crystal array.
In total, the rough crystal array achieved a mean energy resolution of (13.20± 0.06)%,
while the polished array achieved (13.06 ± 0.09)%. Under consideration of the
standard errors, the two crystal arrays yielded the same overall energy resolution.
A difference between the two crystal arrays could be observed in the peak po-
sitions: in the rough crystal array, the highest number of photons was detected in
events from the bottom layer and decreased towards the top layer. This effect had
also been observed in the previously described simulations and measurements with
the small crystal stack. In case of the polished crystal array, the top and bottom layers
had very similar energy peak positions, whereas less photons were detected in events
from the intermediate layer.
Discussion
The fact that such a high amount of photons was detected for events from the top layer
could not be explained so far and contradicted the expectations from the simulations.
At least, this observation showed that the scintillation light propagated in a very
different way compared to the rough crystal array. The similar energy levels could
become a disadvantage, when it comes to the separation of overlapping spots at
the edges, because the energy levels of the three crystal layers have proven to be
important for the separation. Judging by the absolute amount of detected photons,
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the polished crystal layer had a higher light output. This observation meets the
expectation from literature to find higher light output in the polished crystal array
[160].
However, it remained difficult to compare the results to literature, because most
fundamental studies were based on measurements and simulations of single crystals,
and did not investigate the influence of the surface finish of crystals combined to an
array. Especially with the 3M ESR vikuiti it was challenging to understand or even
predict the light propagation in detail, because the reflector was partly transparent
for certain incidence angles [150].
One study that had investigated a similar detector geometry with the 3M ESR vikuiti
was related to the MINDView project: the detector consisted of three staggered crystal
layers with polished LYSO crystals of 1.5× 1.5×6 mm3, which were shifted relatively
to each other. Improved energy resolutions of 12.2 % (top), 9.6 % (intermediate) and
10.3 % (bottom) layers with a variation of 1 % could be achieved [110], and the energy
peak positions increased from the top to the bottom layers. In this study, a different
crystal aspect ratio, crystal material (i.e. light yield) and photodetector had been used,
so that a comparison of further details was not possible.
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8.5.3 Spot Separability in the Final Detector Block
Apart from the energy resolution, the separability of overlapping spots is an important
feature that had to be investigated in detail. In the following, the separation of
overlapping spots will be shown for three representative cases.
Top and Bottom Layers
The signals of the top and bottom layers were well separable in the rough crystal
array, as visible in figure 8.22. Two distinct energy peaks were visible in the energy
spectrum, and also the standard deviation clearly differed for both layers. The bottom
row of figure 8.22 visualises the result of model-based clustering.
(a) flood map region (b) energy histogram (c) standard deviation




FIGURE 8.22: Rough crystal array: measured energy spectra and standard
deviations for a point, which contained overlapping signals from the top and
bottom crystal layers. Due to the distinct energy peaks and the clearly separated
standard deviations, both spots could be easily identified, as shown in figures
(d)-(f).
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In contrast to this measurement, the separation was more complicated in the
polished crystal array. As shown in figure 8.23, the energy peaks of both layers
completely overlapped, so that the separation had to be based on the Anger posi-
tions and the standard deviations. This was still possible, because the spots did
not completely overlap, but were slightly shifted in x direction. Moreover, the stan-
dard deviations were still separable, so that the results from model-based clustering
(figures 8.23d-8.23f) appeared to be successful.
(a) flood map region (b) energy histogram (c) standard deviation




FIGURE 8.23: Polished crystal array: measured energy spectra and standard
deviations for a point, which contained partly overlapping signals from the top
and bottom crystal layers. Due to the congruent energy peaks, the separation was
complicated compared to the rough crystal array, but appeared to be successful
(figures (d)-(f)).
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Bottom and Intermediate Layers
The separation of signals from the bottom and intermediate layers had been challeng-
ing in the previous measurement with the small crystal array. In the rough crystal
array, the identification of both crystal signals was possible, as depicted in figure 8.24.
Although the energy peaks were close to each other, and the standard deviations
were not as clearly separated as in the previous case, model-based clustering could
be applied to separate the crystal signals, as shown in the bottom row of figure 8.24.
(a) flood map region (b) energy histogram (c) standard deviation




FIGURE 8.24: Rough crystal array: measured energy spectra and standard
deviations for a point, which contained overlapping signals from the intermediate
and bottom crystal layers. Although the energy peaks and standard deviations
were closer to each other, compared to the previous case, model-based clustering
could be used to identify both crystal signals. The results are shown in figures
(d)-(f).
Figure 8.25 depicts the same situation for the polished crystal array. It has already
been mentioned that three spots (instead of two in the rough array) overlapped at
this edge. Since the energy levels of the three spots diffused in the same energy peak,
the separation had to be focused on the Anger positions and standard deviations.
For the case visualised in figure 8.25d and 8.25f, model-based clustering could only
determine three sharply separated spots in a row, but no overlapping spots. These
spots were regarded as not-separable.
Other spots from the same crystal rows seemed to be distinguishable by their
different Anger positions, as indicated by the black arrows in figure 8.25a. But even
in these cases, model-based clustering only divided the area into three rectangular
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fields, instead of determining three spots of circular or oval shape, because there were
no noticeable differences in energy or standard deviation (i.e. spot size). Compared
to the rough crystal array, these crystal rows could not be considered to be separable.
(a) flood map region (b) energy histogram (c) standard deviation




FIGURE 8.25: Polished crystal array: measured energy spectra and standard
deviations for a point, which contained overlapping signals from the intermediate
and bottom crystal layers. The single energy peaks and standard deviations
overlapped, making it impossible to separate the spots with model-based
clustering. The results are shown in figures (d)-(f).
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Top and Intermediate Layers
The four outermost crystals at the corners of the top crystal layer gave rise to over-
lapping signals with the intermediate crystal layer. At least this held true for the
rough crystal array: the resulting overlapping spots in the flood map were the most
challenging ones, since the energy levels were very similar, and the standard devi-
ations not separable. Still, model-based clustering could determine two clusters of
different energy levels and sizes as can be seen in the bottom row of figure 8.26. It is
noteworthy that only four spots of this kind occured in the whole flood map, which
consisted of 1634 crystal signals in total.
(a) flood map region (b) energy histogram (c) standard deviation




FIGURE 8.26: Rough crystal array: measured energy spectra and standard
deviations for overlapping signals from the top and intermediate crystal layers.
Despite the very close energy peaks, model-based clustering could identify both
crystal signals (figures (d)-(f)).
In case of the polished crystal array, the spots of the top crystal layer were not
overlapping and therefore all the crystals could be identified, as shown in figure 8.27.
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(a) flood map region (b) energy histogram (c) standard deviation




FIGURE 8.27: Polished crystal array: measured energy spectra and standard deviations for
three signals from the top and intermediate crystal layers. There was no overlap of these
points, so that model-based clustering could identify all three crystal signals (figures (d)-(f)).
Conclusion for Rough and Polished Crystal Arrays
Two aspects had been studied with the rough and the polished crystal array: energy
resolution and separability of overlapping spots. The overall energy resolutions
of the rough and the polished crystal array were very similar ((13.20± 0.06)% and
(13.06± 0.09)%), but differed for the single crystal layers. The polished array yielded
the best energy resolution for the top layer, while it was the bottom layer in the rough
crystal array.
The energy peak positions decreased from bottom to top layer in the rough array,
while they were similar for the polished array. This observation was expected to
influence the spot separability at the edges, because the different energy levels had
been shown to be a valuable parameter for spot separation. This assumption proved
to be true: in case of overlapping spots from the top and bottom layers and from the
bottom and intermediate layers, only a single energy peak could be determined. The
single energy peak made the separation more complicated– and even impossible for
spots from the bottom and intermediate layer. Inside the whole crystal array, this
would affect 5.8 % of the crystals. In contrast, the rough crystal array yielded two
energy peaks, which simplified the separation of the crystal signals and appeared
to be more promising for automated separation. For this reason, crystal arrays with
rough lateral faces will be used in the final detector.
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Summary
In chapter 8, the simulated data were used to study the influence of reference re-
sponses for positioning algorithms.
The signals of all single crystals were identified in the flood map by means of three
different segmentation and clustering algorithms. Since the ground truth of the
simulation revealed specific energy levels and standard deviations (i.e. spot sizes) for
signals from the three crystal layers, these parameters were considered during the
separation of overlapping crystal signals.
Moreover, the influence of these three reference responses on the accuracy of event
positioning was investigated. Two approaches were used for event positioning, near-
est cluster search and maximum likelihood (ML) positioning. Maximum likelihood
positioning showed superior performance in event positioning compared to nearest
cluster search, especially for events with incomplete signal. Using model-based clus-
tering for creation of the reference response lead to the highest amount of correctly
identified events (61.5 % of 77 %). When the influence of the three reference responses
was evaluated, similar ratios of correctly identified events (63 %) were determined
for single (not overlapping) spots in the flood map. For overlapping spots the ratio
differed significantly, but in all cases, model-based clustering yielded the highest
amount of correctly identified events.
Two crystal stacks of the dimensions determined in chapter 4 were provided for
further testing, which focused on the crystal surface finish.
In one crystal array, the lateral faces of the crystals were polished, while they were left
"as cut" (rough) in the second crystal array. Since a higher light output was initially
expected for the polished crystal array, the full energy peak positions and energy
resolutions of both arrays were determined separately for each of the three crystal
layers.
The rough and polished crystal arrays led to very similar energy resolutions
((13.20± 0.06)% and (13.06± 0.09)%). As expected, the polished array had a higher
light output, but the similar energy levels of the top and bottom crystal layer compli-
cated the spot separation at the edges. Spots of the bottom and intermediate crystal
layer could not be separated in the polished crystal array, which would affect 5.8 %
of the crystals. Overlapping spots in the flood map acquired with the rough crystal
array could be separated by considering the different energy levels and standard







In this thesis, a novel detector module for an MRI compatible human brain PET
scanner was developed. Compared to currently available scanners, this device will
comprise several new technologies, which are not yet state-of-the art for PET/MRI
scanners. Digital Silicon photomultipliers (dSiPMs) will be used for the detection
of scintillation photons, crystals with a smaller pitch compared to whole body PET
scanners, and a multilayer detector concept to achieve depth of interaction (DOI)
information. Furthermore, all components will have to be insensitive to a magnetic
field of the MRI (7 T), in order to be capable of hybrid imaging. At the beginning of
this thesis, the general detector concept had already been determined: three staggered
crystal layers should be used for DOI encoding. However, the actual dimensions
of the detector modules were still to be optimised under consideration of the costs.
Moreover, the combination of three crystal layers and digital SiPMs had not yet been
investigated, so that the decoding of the flood map and optimisation of the lightguide
thickness were still necessary. These aspects were investigated by means of GATE
simulations and experimental studies.
The optimum detector module configuration for the new brain PET scanner was
determined by means of GATE simulations. These simulations showed that a scanner
option with three crystal layers and the largest detector modules (24× 24 crystals in
the bottom layer) would yield the highest sensitivity, since the solid angle coverage
of the scanner would be maximised, and reduced gaps between the detector blocks
would be achieved. Moreover, the three crystal layers yielded a higher depth of
interaction resolution than a two crystal layer configuration, which made the spa-
tial resolution more homogeneous within the whole field of view. This effect was
especially visible at radial offsets, which cover the human cortex area in the acquired
images [15]. Since these areas are of special interest for neuroscientific applications,
the three crystal layer detector with the largest detector modules was the preferred
design, despite higher costs compared to the other considered designs. Advanced
simulations including the positron range, attenuation and photon acollinearity are
currently work in progress, in order to estimate the spatial resolution more precisely.
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While the sensitivity of different detector configurations was evaluated with standard
GATE simulations, the simulations on spatial resolution required a sophisticated and
customised hot rod phantom. The high counting statistics necessitated the use of
the supercomputer JURECA [129]. A simulation of this extent exceeds commonly
used GATE simulations in complexity, and provided valuable insights on the possible
benefit from the DOI information, that would be available from detectors with two or
three crystal layers. These insights were crucial for the decision making on the final
detector block configuration.
Having determined an optimum detector module size, first measurements were
conducted with a test detector. The concept of employing multiple crystal layers for
DOI encoding has been proven feasible several times in literature [9], however, the
combination of three crystal layers and digital SiPMs has not yet been investigated.
The theoretically expected spot pattern was confirmed in the centre of flood map,
whereas the identification of overlapping crystal signals at the flood map edges was
not straightforward. Due to the propagation of scintillation photons in all three crystal
layers, the overlaying pattern was not expected to be derivable from measurements
with single and double crystal layer geometries. Furthermore, a direct comparison
to measurements from literature was not possible, caused by the new combination
of components. To gain deeper understanding of the flood map, the creation and
propagation of scintillation photons was simulated with GATE.
Although the implementation of surfaces was challenging due to the "UNIFIED"
surface model, simulated and measured flood maps were brought to good agree-
ment. To obtain a ground truth information from the simulation, a GATE actor was
implemented that stored information on the high-energy photon’s interactions inside
the detector module. This additional information allowed us to associate recorded
scintillation events to the specific crystal where the scintillation had taken place– and
therefore to decode the flood map. A second challenging aspect of this simulation
was the long computation time, which required usage of the supercomputer JURECA
again. With an average consumption of 10, 000 core hours for a simulation of high
statistics, the technical possibilities to match simulation and measurement in more
detail were limited. GATE simulations of single PET detector modules have been
described in literature before, but these focused on monolithic geometries [93]. The
three crystal layers (and therefore the high amount of scintillator pixels and their
surfaces) made the simulated geometry complex, which increased the computation
time accordingly. Nevertheless, the simulations have been carried out on the super-
computer JURECA, since the simultaneously recorded ground truth information was
the key to a detailed understanding of the flood map pattern.
To further refine the simulation, a new GATE digitiser was implemented that mod-
elled the electronic readout of the DPC tiles. Being implemented on single photon
level, effects like pile-up, dead time and the trigger and validation schemes of the
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DPC tile were considered. This digitiser reproduced the measured energy spectra
and spot sizes in the flood map more accurately compared to the standard digitiser.
Moreover, the simulation became more realistic, since events with missing die signals
(due to dead time or no trigger on the die) could be acquired, as observed in the
measurements.
To the author’s best knowledge, the DPC readout has not yet been implemented for
GATE. In contrast to similar work for analogue SiPMs (e.g. G4SiPM [153] or GosSiP
[152]), this digitiser is fully integrated into the GATE simulation. It is applied online
and does not require any post-processing to gain the dSiPM output signal. So far, the
novel GATE digitiser for the DPC readout has been used in simulations with pixelated
crystal arrays. Future work should certainly test (and if applicable adapt) the digitiser
for use with monolithic crystals, without causing memory overloads. In addition
to the comparison with Tabacchini’s analytical model [69], further comparisons of
simulated and measured data are envisaged to validate the digitiser. For this purpose,
less complex crystal geometries (single crystal arrays instead of the three staggered
layers) should be preferred. To make the simulation more realistic, an extension of
a sophisticated surface model for bonded crystal arrays and dedicated models for
cross talk and afterpulsing would be required. So far, only a simple cross talk model
has been implemented, that was used during the validation phase with Tabacchini’s
analytical model.
The developed GATE simulation, that allowed us to study the light transport
inside a detector module, was employed to find an optimum lightguide thickness
for the new brain PET modules. Being a connecting layer between the crystal stack
and the DPC tile, the lightguide thickness has a crucial influence on the scintillation
light distribution on the sensor [123], so that a variation of its thickness can be used
to optimise the light spread on the sensor. As a figure of merit, the separability of
crystal signals in the flood map was investigated as a function of different lightguide
thicknesses. The best separability was achieved with 0.7 and 1.1 mm thick lightguides,
which was confirmed by corresponding measurements with a test detector. It was
decided to use a lightguide of 1.1 mm thickness in the final detector modules, since
slightly better results were achieved for the top and intermediate crystal layers, and
since it was easier to handle during the glueing process. An interesting finding was
the fact, that a flood map can also be acquired without using any lightguide. The fact
that all three crystal layer signals could be recorded without any lightguide, was in
line with observations from literature, where the 3M ESR vikuiti between the bonded
crystals was reported to be partly transparent [149], [150]. However, leaving out the
lightguide would not have any benefit for the PET detector modules.
Having found an optimum detector module size and lightguide thickness, the
last aspect addressed in the design phase was the accuracy of event positioning.
To fully exploit the potential of the novel detector concept, the crystal where a
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scintillation event took place has to be correctly identified during a measurement.
Now that realistic data sets could be acquired from the simulation along with a
ground truth information, different segmentation approaches were tested for the
calibration step, and two event positioning schemes were compared. The number of
correctly identified scintillation events was determined by means of the ground truth
information: the crystal ID of the gamma photon’s first interaction was compared
to the one obtained from the event positioning methods. In that way, the number of
correctly identified events could be determined for each combination of segmentation
and event positioning approaches.
Using model-based clustering for creation of the reference response in combina-
tion with maximum likelihood positioning led to the highest amount of correctly
identified events (61.5 %). This supposedly low number becomes comprehensible,
when it is considered that only 77 % of all events can correctly identified in the ideal
case, as revealed by the ground truth information. A correct identification is only
possible, when the crystal of the gamma photon’s first interaction coincides with the
one containing the energy-weighted mean of all interactions.
Even though 61.5 % of 77 % of all events were already correctly identified in a single
detector block, this would only amount to 37.8 % correctly identified lines of response
(LORs). This finding emphasises the need for improvement of event positioning
approaches. The simulated data gives us the unique opportunity to select those
events, where the scintillating crystal (of the gamma photon’s first impact) could not
be correctly identified. These events should be studied in detail, in order to develop
new concepts for event positioning, and therefore to increase the number of correctly
identified LORs.
Furthermore, the simulation studies of chapter 8 highlighted the importance of cor-
rectly identifying events with incomplete signal. If these events were discarded,
the sensitivity would have been reduced by 39.9 % in this simulation. Since deeper
insights of the measured spot pattern with overlapping spots of different crystal
layers could be gained, the separation of overlapping spots at the edges of the flood
map was optimised. The presented simulation approach differs from those described
in literature, where the impact of new crystal identification schemes usually has
to be investigated in reconstructed images, since there is no ground truth informa-
tion available [76], [167]. Especially for less complex detector geometries, e.g. with
one or two crystal layers, the described simulations could be a promising approach
to evaluate and optimise event positioning schemes for the specifically used geometry.
The optimum detector module configuration and a suitable event positioning ap-
proach have been determined for the new brain PET scanner. Two crystal stacks of the
final dimensions were provided for further testing, which should decide on the crys-
tal surface finish. In one crystal array, the lateral faces of the crystals were polished,
while they were left "as cut" (rough) in the second crystal array. Due to the limitations
of the UNIFIED model, the influence of the surface finish was not investigated with
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simulations, but with measurements instead. The rough and polished crystal arrays
led to very similar energy resolutions ((13.20± 0.06)% and (13.06± 0.09)%). Despite
higher output of scintillation light, the polished crystal array was not the preferred
option. Different energy peak positions were observed for the three crystal layers
in the rough crystal array. This resulted in excellent spot separability of the flood
map, which means that all crystal signals could be identified. In contrast, 5.8 % of the
crystals could not be identified when using the polished crystal array. The latter was
the decisive aspect, that made the rough crystal array the preferred option for the
new brain PET scanner.
Outlook
In this work, it was shown that the combination of a crystal array with 24× 24 crystals
in the bottom layer, a 48× 48× 1 mm lightguide and a customised DPC tile with
6× 6 dies would yield the best performance of all considered detector configurations.
So far, the experimental studies were conducted with components, that did not have
the same dimensions or specifications as the final detectors will have. As soon as the
customised DPC tiles will be available, all envisaged components will be evaluated
in a first prototype of a detector module.
Future research should consider the influence of bias voltage and different trigger
and validation schemes on the flood maps and energy spectra. First tests with
different trigger and validation logic had already been acquired with the standard
DPC tiles (not shown in this thesis for the sake of brevity), but extended tests had
been postponed to the time, when the final DPC tiles would be available. A second
important step will be the operation of a prototype module in the magnetic field of
the MRI device.
In contrast to measurements with single detector modules, two modules will be
used for measurements in coincidence. This will allow us to characterise energy and
timing resolution of the novel detectors. A large part of future work will consist of
fine-tuning of the data acquisition and processing unit.
The assembly of the dedicated brain PET scanner is scheduled for 2020. Having
finished the design of all single components, the production and assembly of those is
now in progress. At recent conferences, the high amount of contributions on brain PET
detectors confirmed the demand for such a dedicated imaging device in neuroscience.
The new brain PET scanner is therefore envisaged to make an important contribution
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A.2 DPC Data Processing
An exemplary dark count map, recorded at 14.5 °C sensor temperature is shown in
figure A.1. By disabling 10 % of the micro-cells with the highest count rates, the dark
count rate was reduced from 13.22 MHz to 3.46 MHz, as can be seen in the histograms
below.
Dark Count Map
FIGURE A.1: The dark count map and inhibit map, which were recorded at 14.5 °C sensor
temperature, are shown together with the corresponding histogram and cumulated dark
count rate. The figure was created with the Philips DPC Tile-TEK software [66].
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A.3 Validation of the GATE Digitiser
Trigger Probabilities
The probability that the trigger is set after a certain number of discharged cells is
shown in figure A.2 for the three trigger schemes. Both Tabacchini et al. [69] and the
GATE simulation assume 16 % crosstalk.
FIGURE A.2: Probability that the trigger is set after a certain number of cell discharges,
displayed for trigger scheme 2 (top left), scheme 3 (top right) and scheme 4 (bottom row).
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Discharged Cells When Trigger Condition Reached
The number of discharged cells at the exact moment of trigger generation is shown in
figure A.3.
(a) pixel level, no crosstalk (b) die level, no crosstalk
(c) pixel level, 16 % crosstalk (d) die level, 16 % crosstalk
FIGURE A.3: Number of discharged cells at the exact time of trigger generation. The results
are shown for pixel level (a,c) and die level (b,c), without crosstalk (a,b) and with 16 %
crosstalk (c,d).
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Figure A.4 shows the number of discharged cells at the exact moment of trigger
generation, but this time the artificial scintillator with shorter rise and decay times
was used.
(a) pixel level, no crosstalk (b) die level, no crosstalk
(c) pixel level, 16 % crosstalk (d) die level, 16 % crosstalk
FIGURE A.4: Number of discharged cells at the exact time of trigger generation, using an
artificial scintillator in the simulation (shorter rise and decay times). The results are shown
for pixel level (a,c) and die level (b,c), without crosstalk (a,b) and with 16 % crosstalk (c,d).
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Discharged Cells When Validation Condition Reached
Figure A.5 shows the number of discharged cells when the validation condition was
fulfilled.
(a) pixel level, no crosstalk (b) die level, no crosstalk
(c) pixel level,16 % crosstalk (d) die level, 16 % crosstalk
FIGURE A.5: Number of discharged cells at the time of fulfillment of the validation condition.
The results are shown for pixel level (a,c) and die level (b,c), without crosstalk (a,b) and with
16 % crosstalk (c,d).
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The number of discharged cells when the validation condition was fulfilled is
shown in figure A.6, but this time the artificial scintillator with shorter rise and decay
times was used.
(a) pixel level, no crosstalk (b) die level, no crosstalk
(c) pixel level,16 % crosstalk (d) die level, 16 % crosstalk
FIGURE A.6: Number of discharged cells at the time of fulfillment of the validation condition,
using an artificial scintillator in the simulation (shorter rise and decay times). The results are
shown for pixel level (a,c) and die level (b,c), without crosstalk (a,b) and with 16 % crosstalk
(c,d).
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Cumulative Validation Probabilities
The probability for validating an event after a certain number of cell discharges is
shown in figures A.7 to A.9 for the different validation patterns.
FIGURE A.7: Cumulative probability of fulfilling the validation schemes 2-OR,
4-OR, and 8-OR after a certain number of cell discharges. 16 % crosstalk was
assumed.
FIGURE A.8: Cumulative probability of fulfilling the validation schemes 4-AND
and 8-AND after a certain number of cell discharges. 16 % crosstalk was assumed.
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FIGURE A.9: Cumulative probability of fulfilling validation scheme 8-AND after a
certain number of cell discharges. The results are shown with and without the
influence of crosstalk.
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A.4 Simulations Concerning the Reflectivity of 3M ESR Vikuiti
The measurements of chapter 7 have shown that a flood map can also be recorded
without using any lightguide between the crystal stack and the DPC tile. It was as-
sumed that the partial transparency of the 3M ESR vikuiti allowed enough horizontal
light spread in the bottom crystal layer to yield the clearly resolvable signals in the
centre of the flood map.
Figure A.10 shows the resulting flood maps of simulations, that did not include any
lightguide and assumed different reflectivity values for the 3M ESR vikuiti. The cover
glass of the DPC tile was included, though.
(a) 98.5 % reflectivity (b) 70 % reflectivity
FIGURE A.10: Simulated flood maps without any lightguide, using different reflectivity
values for the 3M ESR vikuiti. In (a), the signals of the three crystal layers are drawn in
different colours: red– bottom layer, green– intermediate layer, blue– top layer.
So far, the Anger positions were always calculated from the hot pixel signal and
all neighbouring pixels, in case all of them had detected scintillation photons. Due to
the reduced scintillation light spread in the simulation from figure A.10a, the Anger
positions had to be calculated from all available scintillation events, independent from
the number of available DPC pixel signals. It is clearly visible that only the signals
from the top crystal layer were resolved. Single signals of the intermediate crystal
layer were visible, but only very few spots belonging to the bottom crystal layer
were resolved. In contrast, the simulation with 70 % reflectivity of the vikuiti (figure
A.10b) showed the expected spot pattern in the centre of the flood map. This result
confirmed, that the cover glass of the DPC tile did not have any significant impact
on the scintillation light spread, and that the vikuiti reflectivity was the parameter of
highest impact in these simulations.
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