Abstract-This paper explores a computational intelligence approach to the problem of detecting internal changes in time dependent processes described by heterogeneous, multivariate time series with imprecise data and missing values. Processes are approximated by collections of time-dependent nonlinear AR models represented by a special kind of neuro-fuzzy neural networks. Grid and high throughput computing model-mining procedures using neuro-fuzzy networks and genetic algorithms, generate collections of models composed by sets of time lag terms from the time series, as well as prediction functions represented by neuro-fuzzy networks. The composition of the models and their prediction capabilities, allows the identification of changes in the internal structure of the process. These changes are associated with the alternation of steady and transient states, zones with abnormal behavior, instability, and other situations. This approach is general, and its potential is revealed by experiments using paleoclimate and solar data.
prediction function of its value at a given time, generally nonlinear. The arguments of this function are past values of some or all of the variables involved in the multivariate process (the dependency pattern). The mathematical description is that of a non-linear multivariate autoregressive (AR) model when both the arguments, and the prediction function, are continuously changing with time. In non-linear dynamics and chaos theory there AR-type of dependencies, and genetic algorithms are used for finding proper lag terms as well. However, in the presented approach the nature of the time series is more general (composed of heterogeneous data), and chaos is not assumed.
In the present approach, the prediction functions are represented by hybrid neural networks using heterogeneous neurons in the first hidden layer, which accept as input heterogeneous, fuzzy and missing data. Instead of trying to find a global model for the whole multivariate process, like the conventional approaches, the discovery process proceeds as a continuous exploration along the multivariate series. The method finds sets of non-linear models for a target signal at time-intervals. The overall dependencies between the multivariate heterogeneous time series are characterized as probability distributions and error-cost functions over the sets of time lags of the ensemble of discovered dependency patterns. These distributions are represented as images (spectra) , and are combined with the prediction-error curves associated with the discovered models. Their joint interpretation allows the segmentation of the multivariate process, and stable and transient states can be recognized.
From the methodological point of view, this approach can be considered as an abstract, conceptual filtering of multivariate time series of general character, which transforms the original heterogeneous, imprecise, and incomplete collection into a time series of models (with time-varying dependency patterns, and time-varying neural networks).
Applications of this approach to two datasets are presented here to demonstrate the potential of the approach: oxygen isotope data from ice cores, and sunspot cycles.
A. Heterogeneous Domains and Multivariate Tin
A formal approach for describing heterogene tion in general observational problems was given for constructing neuron models in [13] , [14] [3] , [12] , [11] , [9] . Conventional multivariate presented as approaches are complex and have difficulties in handling fR), nominal heterogeneity, imprecision and incompleteness.
mages (I),
A hybrid soft-computing algorithm for approaching this respectively kind of problems using heterogeneous neural networks and es. Thus, the genetic algorithms has been given elsewhere [15] , and it goes = NnN (t) x along other approaches within the neural network field [10] . function). In this case the h-neuron is given by h = g o s, and called a similarity-based neuron (s-neuron) [13] (Fig-2 coupled with classical neurons (aggregation function given by the scalar product, and activation given by the sigmoid or hyperbolic tangent), forming hybrid neural networks. In the particular case of homogeneous, real-valued source sets, fast training algorithms can be used, as proposed in [18] . An implementation of this model discovery approach as a parallel computing algorithm (Fig-3) , was reported in [16] . Another view of the importance of the lag terms of eq-I considering M as a whole, is given by the weighted lag importance function (wlif): (2) where card(M) is the number of discovered models, Mi(t) C M is the i-th model found at time t, 1t(Tp,q,Mi(t)) is the boolean membership function of Tp,q w.r.t. Mi(t), and E(Mi(t)) is a prediction error measure on M. The wlif transforms into a lpf (a frequency), if all of the models in M are ET-good, and it is a more general measure, as it works with all of the models and not only with a specific subset of them. The wlif can be represented as a image spectrum in the same way as it is done with the lpf [19] .
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In a stable process the set of important lags, would be approximately the same with time. On another hand, the models discovered at any time t, are the result of a search in the space of such networks. Clearly, the set of discoverable/discovered models will be conditioned by the nature and parameters of the search, and by the nature of the underlying physical process. Therefore, differences between the probability distribution of the prediction error associated with the sets of k-best models found for two different times t1, t2, would be also an indicator of model change, provided that both sets of models were obtained under the same search conditions. From the point of view of the dependency patterns (the inputs of the neural network), a procedure for exploring model changes [19] would consist of: i) specify a time frame of a given length, ii) fix the set of parameters of the model mining algorithm, iii) collect the set of dependency patterns, and of neuro-fuzzy networks representing the corresponding prediction functions, and iv) compute the lag probability spectrum or the weighted lag importance spectrum, and the mean prediction error, for all time frames. In addition, differences in the probability distribution of the prediction error (for the same sets of models described by the lag probability spectra), would also serve as indicator of change.
II. EXAMPLES FROM EARTH AND PLANETARY PROCESSES
With the purpose of start a systematic investigation of the behavior and properties of the proposed methodology, time series from the following natural processes were used: * Sunspot numbers * Greenland ice-core data For simplicity, only univariate, homogeneous, real-valued, non-fuzzy, and non-incomplete time series data were chosen. They are particular cases of the kind covered by the presented approach, but the algorithms applied were those of the general case. Further studies will use more complex kinds of data.
A. Experimental settings
The algorithm was applied using the following parameters: number of responsive neurons in the hidden layer=3, 5, 7, 9, In this case 155 different time locations were investigated (from 1799 to 1953). For each time, 109440 models were kept, for a total of 16963200 models computed using a maximum lag depth of 15 . The behavior of the RMS error for all of these models is shown in Fig-4 . It is a multimodal distribution suggesting a mixture of different populations, with the first spawning from [8, 25] , the second from [25, 34] , and the third from [35, 51] . There is a positive skewness (with a mode around 12), many times larger than the second most frequent mode (at around 43 The kind of prediction obtained with models in the lower end error range is illustrated in Fig-5 , corresponding to a model given by eq-3 (RMS Error = 8.897).
S(t) = F K S(t -1), S(t -2), S(t -4), S(t -5),
S(t -7), S(t -11), S(t -18) Besides the good predictive behavior of the discovered model, it is interesting to note the presence of a time lag of value 11, which coincides with the classical cycle length of 1.1 years determined by the Swiss astronomer Wolf in 1848.
The weighted lag importance spectra (eq-2) corresponding to the maximum lags of 15 and 20 years, as well as the mean functions of the root mean prediction errors for all models as a function of time, are shown in Fig-6 . The spectra are shown in the form of images. Brightness is proportional to the importance of a given lag, and each spectrum is normalized by the value of its most important lag. 1761-1975 ([5] , [61, [7] , [8] ), from the World Data Center for Paleoclimatology (Boulder, USA, www.ngdc .noaa.gov/paleo/icecore/greenland/gisp/campcentury /campc-data.html). The Delta 018 is the change of the ratio of oxygen isotopes 018/016 and is often used as a measure of atmospheric temperature.
According to the experimental settings, and the time period covered by this data, 115 different time locations were investigated (from 1811 to 1925). For each time, 17280 models were kept, for a total of 1987200 models computed using a maximum lag depth of 10 (the same holds for 20). The behavior of the RMS error for all models is shown in Fig-7 . The weighted lag importance spectra corresponding to the maximum lags of 10 and 20 years, as well as the mean functions of the root mean prediction errors for all models as a function of time, are shown in Fig-8 .
Changes in lag distribution with time for models computed to a maximum lag of 10 years, are shown with vertical lines placed at the time points where the changes in the pattern of lag distribution are observed. They correspond approximately to years {1827,1843,1867,1877,1894,1903,1914} . The behavior of the mean RMS error with time for 10-years maximum lag models, also exhibits variations whose landmarks correspond quite well with those suggested by the spectrum. When a deeper search is considering by looking at models with lag terms up to 20 years, the behavior of the mean prediction error is very similar w.r.t 10 years, but the errors are in all cases better. The spectrum shows that the most important lags are actually those located approximately between 12 -15 years in the past. This indicates that when values of Delta 018 at times greater than 10 years before the current time are considered, the prediction accuracy of the models increases systematically. It may also suggests that even deeper maximum lags should be considered in further studies, also focussing on the meaning of the time landmarks found. Most The application of the proposed approach to the detection of changes of state in time dependent processes through model discovery, allowed the detection of regions exhibiting differential behavior in terms of the sets of past values of the process, and the quality of their associated prediction models. The use of computational intelligence tools in a grid computing environment proved to be a very effective way for model mining applied to complex problems, like those studied by earth and planetary sciences. The mining process lead to good prediction models, as illustrated by the sunspot-numbers case. In particular the results obtained for paleotemperature, and solar activity data suggest a relation between the two processes in terms of the changes of state observed in them independently, which should be investigated further.
