Abstract-This paper is Part II of a two-paper set which develops a finest-grain per-molecule timing treatment of molecular communication. We first consider a simple one-molecule (token) timing channel with a launch deadline, a model similar to but different from previous work ("Bits Through Queues" [1]) where the constraint was mean launch time. We also derive a number of results related to the ordering entropy, H(Ω| S, T), a key quantity which undergirds the capacity bounds for the token timing channel, both with and without token data payloads. We then conclude with an upper bound on token timing channel capacity.
III. KEY RESULTS FROM THE COMPANION PAPER [2]
We start with a few key definitions and results from Part I [2] . We will recall from [2] that if Q(x) is a hypersymmetric function, Q(x) = Q(P k (x)) ∀k where P k () is a permutation operator and X is a hypersymmetric random vector, then when X is the ordered version of random vector X we have
This expression allows us to (often) avoid deriving order distributions on random variables with concomitant analytic simplifications. Next, the mutual information between the input T and the output S of the token timing channel is given by I( S; T) = I(S; T) − log M ! − H(Ω| S, T)
where H(Ω| S, T) is the ordering entropy, a measure of the uncertainty about which S m correspond to which S i . We then showed that H(Ω| S, t) ≤ H ↑ ( t)
where H ↑ () is defined as
with t the size-ordered version of t andx a binary m-vector with |x| defined as the number of its non-zero entries. Then, through hypersymmetry arguments as in equation (1), we showed that
H(Ω| S, T) = E t H(Ω| S, t) ≤
Two key measure of channel capacity were derived. The first, C q , is the asymptotic per token capacity: 
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S
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The differential entropy of the arrival vector S
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The ordering entropy given the input T and the output S H ↑ ( T)
An upper bound for H(Ω| S, T)
C q and C t
The asymptotic per token and per unit time capacity between input and output In what follows we will seek to maximize h(S) under the deadline constraints on the T, derive a variety of expressions for H ↑ ( T) for general and then for exponential first-passage under both a deadline constraint and also for the mean launch time constraint considered in "Bits Through Queues" [1] . We follow with asymptotic results for H ↑ ( T)/M as M → ∞ again assuming exponential first-passage and close by providing upper bounds for C q and C t .
IV. "BITS THROUGH QUEUES" WITH A DEADLINE CONSTRAINT A. Preliminaries
The award-winning paper, "Bits Through Queues" [1] derived capacity results for a timing channel under a mean launch time constraint. In this section we derive results for a similar single-token timing channel where instead of a mean constraint, the launch time T is limited to [0, τ ] [4], [5] and first-passage is exponential with parameter µ. We provide closed forms for both the capacity and for the capacityachieving input density. In addition, we echo [1] by showing that exponential first-passage imposes the worst capacity penalty over all possible first-passage time distributions for the launch deadline-constrained channel.
Since T is independent of D, the density of S = T + D is given by
and because T is constrained to [0, τ ], we can divide f S (s) into two regions: region I where s ∈ [0, τ ] and region II where s ∈ (τ, ∞). We then have
where
and
For D exponential with parameter µ we have
The entropy of S is then
where H B () is the binary entropy function. Notice that no particular care has to be taken with the integrals at s = T because f S (s) cannot contain singularities -it is obtained by the convolution of two densities, one of which, f D (), contains no singularities.
B. Maximization of h(S)
We observe of equation (12) that the shape of the conditional density for s > τ is completely determined -an exponential with parameter µ as depicted in FIGURE 1. Thus, selection of f T () does not affect f S|II () and we must have h(S|II) = 1 − log µ.
This observation suggests a three-step approach to maximizing h(S). In the first two steps, we completely ignore f T () and find the shape f S|I () and value of σ which maximize equation (13). In step three, we determine that there indeed exists a density f T () which produces the optimizing f S ().
Step 1: For fixed σ we see from equation (13) that h(S) is maximized solely by our choice of f S|I (). The uniform density maximizes entropy on a finite interval [6] . Thus, f S|I (s) = 1 τ and h(S|I) = log τ as depicted in FIGURE 2. Step 2: Since for any σ, h(S|I) = log τ , we have
Taking derivatives with respect to σ yields
which we set to zero to obtain
We rearrange to obtain µτ = eσ 1 − σ from which we deduce that the optimal σ is
Returning to the optimization we have
which through substitution of σ * according to equation (15) yields
with equality when
Step 3: All that remains is to ascertain whether ∃f T () which can generate the optimizing f S (s). Since f S () is the convolution of f D () and f T () we can use Fourier transforms to obtain a candidate solution for f T (). That is, the Fourier
Multiplication by j2πf implies differentiation so we must have
which implies via equation (17) that
(18) -a valid probability density function.
We can now state the maximum mutual information (capacity in bits per channel use) as
which is achieved using the emission time density of equation (18). We summarize these results with a theorem:
If S = T + D where D is an exponential random variable with parameter µ and T ∈ [0, τ ], then the maximum entropy of S, h(S) = log 1 + µτ e is achieved when
The only remaining question is whether for interval-limited inputs, the exponential first-passage time density, to quote [1] "plays the same role ... that Gaussian noise plays in additive noise channels." The answer is yes.
has the density of equation (18), D * is exponential with mean 1 µ and D is any other non-negative random variable with
Proof: Theorem 2 We adapt part (c) of Theorem 3 in [1] and note that
(21) where the starred density functions are the optimizing functions found previously.
We simplify the right hand side of equation (21):
Thus, equation (18) describes the launch density, constrained to [0, τ ] that achieves the min-max bound on the mutual information described by equation (19) when the firstpassage density is exponential with mean 1/µ.
V. ORDERING ENTROPY, H(Ω| S, T)
In this section we derive a number of results for the ordering entropy, H(Ω| S, T), both generally and for exponential first-passage. As a prelude, we recall from [2] that t = { t 1 , t 2 , · · · , t M } is the ordered version of t = {t 1 , t 2 , · · · , t M }, the launch times, and that G() is the cumulative distribution function (CDF) for the first-passage time D (withḠ() its complementary cumulative distribution function (CCDF). We recall that H(Ω| S, t) ≤ H ↑ ( t) from equation (3) with H ↑ ( t) defined as in equation (4). We also recall thatx is a binary vector of dimension m and |x|= is a sum over allx containing exactly 1's. The inequality in equation (4) is an equality iff first-passage is exponential withḠ(x) = e −µx u(x).
A. General Calculation of H ↑ (t)
To calculate H ↑ ( t) we first define
which implies via equation (4) that
In principle, we could derive H ↑ ( T) by taking the expectation of equation (23) with respect to ordered emission times. However, direct analytic evaluation of H ↑ ( T) requires we derive joint order densities on the underlying T, a difficult task in general when the individual {T m } are not necessarily independent.
However, the sum over all permutations of binary vectorx in the definition of Θ m, ( t) (equation (22)
In what follows we therefore drop the over-vector notation for the t 1 , t 2 , · · · , t m and assume all are less than t m+1 .
Therefore, by equation (1) 
(24) Then, the CDF, F Tm+1 (t m+1 ), of the (m + 1) st smallest emission time is
(25) and likewise, the CDF,
Therefore, by the hypersymmetry of Θ m, in t 1 , · · · , t m we may writeΘ m, as
(26) where
and thence
In addition, if we define
then we can also express H ↑ ( T) as
We summarize this section with a theorem:
whereΘ m, is
The key utility of our formulation is that it does not require joint order distributions for the {T m }, only the easily calculable m th order distribution for T m . We now turn to the case where the T are i.i. 
(33) which after rearranging as a telescoping sum simplifies to
(34) which further simplifies to
we obtain
so we can writeΘ m, as
and then as
To evaluate equation (31) we now compute
We consolidate the binomial sum to obtain
Now consider the integrand of the difference Γ M, − Γ M, +1 where we drop the t dependence for notational convenience
We can rewrite this expression as
which after consolidating terms becomes
Extending the sum to r = 0 and subtracting the r = 0 term produces
which can be recognized as
and then reduced to
so that we have ∆Γ M, as
(39) where E[] is the expectation using f T (t).
It is worth restating this result as a theorem: Theorem 4: An Upper Bound for Ordering Entropy H(Ω| S, T) with I.I.D. T:
If T is i.i.d., then we can write ∆Γ M, as
Here we derive expressions for H(Ω| S, T) when the i.i.d. input distribution is that which maximizes I(S; T). We consider the following cases:
• Exponential first-passage with E[T ] = τ • Exponential first-passage with emission deadline, τ 1) Exponential Transit Times with a Mean Constraint: For exponential first-passage times with mean 1/µ, the probability density of T that maximizes h(S) subject to a
where a = 1/(µτ + 1) [1] . For exponential transit we havē
and thereby
We then require an expression for
so that equation (39) becomes
which reduces to
With a = 1 µτ +1 we can write H(Ω| S, T) as
which is the expectation of (µτ + 1) log K! for a binomial random variable K with parameters M and
We restate this result as a theorem:
For T distributed as equation (40) and exponential firstpassage with parameter µ, we have
for t ∈ [0, τ ] and zero otherwise.
To obtain the corresponding
(45) Once again, we require an expression for the integral
, and again remembering that
r+1 which further reduces to
and then finally, 
+1
µτ e+µτ
Now if we define random variables K i to be binomial with parameters M and p i , then we have the following theorem: (44) we have (6) (see also in Part I [2] ). To that end, recall that λτ = M and we define ρ = λ/µ, a measure of system token "load", so that
and likewise e e + µM/λ = e e + M/ρ and 1 e + µM/λ = 1 e + M/ρ Now, remember the binomial distribution for fixed k and large M is approximated by
So, for any finite k it is easily seen that for M → ∞ M k
Equation (43) 
VI. UPPER BOUND FOR I( S; T)

A. A Useful Upper Bound On H(Ω| S, T)
We state the result as a theorem with proof.
Theorem 9: An Upper Bound for H(Ω| S, T):
and defining
we have
Proof: Theorem (9) H ↑ ( t), defined in equation (4) and derived in [2] , [5] is an upper bound for H(Ω| S, t). The bound is satisfied with equality iff the first-passage density is exponential [2] , [5] . a For given m, let's defineḠ k = G( t m+1 − t k ) and G k in a corresponding way. Then, consider the sum of the following 2 m terms
Taken pairwise it is easy to see that this sum telescopes to 1 sinceḠ i + G i = 1 so that the ensemble of terms is a PMF. Furthermore, since m = 1, 2, · · · , M , the complete ensemble of the terms, m j=1Ḡx
, sums to M . So, we can then define
(56) for = 0, 1, · · · , M − 1 and use Jensen's inequality to write
Explicit expansion of E[ | t] yields
Now, consider that E[ | t] can be written as
together the other 2 m−1 − 1 different terms that containḠ 1 . The sum of all these terms isḠ 1 . We can do a corresponding grouping for each of the m terms in whichḠ i appears exactly once.
Thus, by expanding and regrouping the inner product terms of equation (58) we can show that
which results in The upper bound equation (55) is in terms of f T () whereas h(S) is a function(al) of f S (). Therefore, we must develop a relationship between γ T = E [Q(T 1 − T 2 )] and γ S = E [Q(S 1 − S 2 )]. This relationship allows us to fix γ S and maximize h(S) while still maintaining an upper bound on H(Ω| S, T). From here onward we assume exponential first-passage of tokens.
Theorem 10: γ T versus γ S for Exponential FirstPassage:
If the first-passage density f D () is exponential then • Now, suppose we fix E [Q(S 1 − S 2 )] = γ S . Then, owing to hypersymmetry we have E [Q(S i − S j )] = γ S ∀i, j, i = j. Using standard Euler-Lagrange optimization [7] , we can find the density f S which maximizes h(S) as 
We note that for β = 0, f S () is uniform. Increasing β makes f S () more "peaky" in regions where s i ≈ s j since Q(0) = 1 and Q() is monotonically decreasing away from zero. Likewise, decreasing β reduces f S () in the vicinity of s i ≈ s j . Thus, γ S increases monotonically with β. The result is that γ S () is strictly positive.
