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In this paper, we prove that the Cauchy problem for the nonlinear
pseudo-parabolic equation
vt − αvxxt − βvxx + γ vx + f (v)x = ϕ(vx)x + g(v) − αg(v)xx
admits a unique global generalized solution in C1([0,∞); Hs(R)),
a unique global classical solution and asymptotic behavior of the
solution. We also prove that the Cauchy problem for the equation
vt − αvxxt − βvxx = g(v) − αg(v)xx
has a unique global generalized solution in C1([0,∞);Wm,p(R) ∩
L∞(R)), a unique global classical solution and asymptotic behavior
of the solution.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
In this paper, we investigate the following Cauchy problem for a nonlinear pseudo-parabolic equa-
tion
vt − αvxxt − βvxx + γ vx + f (v)x = ϕ(vx)x + g(v) − αg(v)xx, x ∈ R, t > 0, (1.1)
v(x,0) = v0(x), x ∈ R, (1.2)
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2706 G. Chen, H. Xue / J. Differential Equations 245 (2008) 2705–2722where v(x, t) denotes an unknown function, α,β > 0 are constants, γ is a real number, f (s), ϕ(s)
and g(s) are given nonlinear functions and v0(x) is a given initial value function and subscripts x
and t indicate partial derivatives.
We also study the Cauchy problem
vt − αvxxt − βvxx = g(v) − αg(v)xx, x ∈ R, t > 0, (1.3)
v(x,0) = v0(x), x ∈ R, (1.4)
where α,β, g(s) and v0(x) are given in (1.1) and (1.2).
Eq. (1.1) includes many models. For example, if γ = 0, β = 1 and f (s) = ϕ(s) = 0, the model
reduces to the equation
vt − αvxxt = vxx + g(v) + F (v), (1.5)
where F (v) = −α[g′′(v)v2x + g′(v)vxx] is a given nonlinear function, α = h
2
12 , h is the lattice spacing
and “ ′” denotes the derivative with respect to v . Eq. (1.5) is a continuum model derived on the basis
of Padé approximations and their effectiveness in modeling spatially discrete systems. Indeed, the
general model that they studied is
vn,t = Δ2vn + F (vn), (1.6)
where n indexes the lattice sites and Δ2vn = vn+1−2vn+vn−1h2 . This case corresponds to one-component
(discrete) reaction–diffusions. By using the method of Padé, they got the most general form (1.5).
In [1], using the numerical method, the authors solved Eq. (1.5) and compared the results with the
original discrete problem (1.6). But on the deﬁnite problems for Eq. (1.5) there has not been any
discussion in [1].
If ϕ(s) = g(s) = 0, Eq. (1.1) becomes the generalized regularized long-wave Burgers equation
vt − αvxxt − βvxx + γ vx + f (v)x = 0. (1.7)
In [2] the authors studied that the solutions that begin with ﬁnite energy for the Cauchy problem of
Eq. (1.7) decay to zero as t becomes unboundedly large, where f (s) is a given nonlinear function and
γ > 0 is a constant.
If β = γ = 0, f (s) = ϕ(s) = 0 and g(v) = 0, but g(v)xx = 0, Eq. (1.1) becomes the viscous diffusion
equation
vt − αvxxt = αg(v)xx, (1.8)
which arises from population dynamics, where α > 0 is a constant and g(s) is a given nonlinear
function. In [3], when for some δ > 0 the smooth function ϕ(s) satisﬁes
ϕ(0) = ϕ(∞) = 0, 0<ϕ(p) ϕ(δ), ∀p > 0,
the author has proved the existence and stabilization of the solution for the ill-pose problem of
Eq. (1.8).
If β = γ = 0, f (s) = g(s) = 0, Eq. (1.1) reduces to the Sobolev–Galpern type equation
vt − αvxxt = ϕ(vx)x. (1.9)
The global existence and the uniqueness of the weak solution of the initial boundary value problem
for Eq. (1.9) are proved in [4].
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vt − vxxt + vx + vvx = 0,
which was advocated by T.B. Benjamin, J.L. Bona and J.J. Mahong [5] in 1972 as a reﬁnement of the
KdV equation [5,6]. Since then, the periodic boundary value problem [5], the Cauchy problems [7–12]
and the initial boundary value problem [13], for various generalized BBM equations have been studied.
Among these results, most effects are made to consider the large time behaviors of solutions to the
Cauchy problems for various generalized BBM equations and under certain assumptions, both L2 and
L∞ rates of decay of the solutions to above mentioned problems have been established (see [7–12]).
For instance, in [9] the authors studied the decay of solutions to Benjamin–Bona–Mahong–Burgers
equation
vt − vxxt − αvxx + vx + vvx = 0, α > 0, x ∈ R, t > 0. (1.10)
For small initial value problems, in [7,8] the authors studied the decay of solutions to the following
one-dimensional generalized BBM equation
vt − vxxt + vx + vp vx = 0, p > 4. (1.11)
In this paper, we shall prove that the Cauchy problem (1.1), (1.2) admits a unique global general-
ized solution in C1([0,∞); Hs) when s  2, and a unique global classical solution in C1([0,∞); Hs)
when s > 52 . When m  2, we shall prove that the Cauchy problem (1.3), (1.4) has a unique global
generalized solution in C2([0,∞);Wm,p ∩ L∞), and we shall prove that the Cauchy problem (1.3),
(1.4) has a unique global classical solution in C2([0,∞);Wm,p ∩ L∞) when m > 2+ 1p .
Throughout this paper, we use the following notations: Lp (1  p ∞) denotes the usual space
of all Lp-function on R with norm ‖ · ‖p = ‖ · ‖Lp and ‖ · ‖ = ‖ · ‖2; Hs indicates the Sobolev space
on R with norm ‖h‖Hs = ‖(I − ∂2x )
s
2 h‖, where s is a real number, ∂x = ∂∂x , I is the unit operator;
Wm,p denotes the Sobolev space on R with norm ‖h‖m,p =∑mk=0 ‖Dkh‖p , where D = ∂∂x and m is an
integer.
This paper is organized as follows: In Section 2, we ﬁrst prove the existence and the uniqueness of
the local solution for the Cauchy problem (1.1), (1.2); next we prove the existence and the uniqueness
of the global generalized solution and the global classical solution for the Cauchy problem (1.1), (1.2);
ﬁnally we give the asymptotic behavior of the solution. In Section 3, in step with Section 2 we prove
the existence, the uniqueness and the asymptotic behavior of the solution for the Cauchy problem
(1.3), (1.4).
2. Existence and uniqueness of the global solutions for the problem (1.1), (1.2)
In this section, for the convenience of the discussion, by the scaling transformation
v(x, t) = u
(
1√
α
x, t
)
, (2.1)
the Cauchy problem (1.1), (1.2) becomes the following Cauchy problem
ut − uxxt − β
α
uxx + γ√
α
ux + 1√
α
f (u)x = 1√
α
ϕ
(
1√
α
ux
)
x
+ g(u) − g(u)xx, x ∈ R, t > 0, (2.2)
u(x,0) = u0(x), x ∈ R, (2.3)
where u0(x) = v0(√αx). We here only study the existence and uniqueness of the global generalized
solution and the global classical solution and the asymptotic behavior of the solution for the Cauchy
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of the problem (2.2), (2.3) by the scaling transformation (2.1).
2.1. Existence and uniqueness of the local generalized solution for the problem (2.2), (2.3)
Now, we reduce the problem (2.2), (2.3) to a integral equation by the fundamental solution of a
second-order ordinary differential equation. We prove the existence and the uniqueness of the local
generalized solution for the integral equation by the contraction mapping principle, i.e., we prove that
the problem (2.2), (2.3) has a unique local generalized solution.
Suppose that u ∈ C1([0, T ]; Hs) (s  2) is a generalized solution of the problem (2.2), (2.3);
Eq. (2.2) can be written as follows:
ut + β
α
u − g(u) −
(
ut + β
α
u − g(u)
)
xx
= β
α
u − γ√
α
ux − 1√
α
f (u)x + 1√
α
ϕ
(
1√
α
ux
)
x
. (2.4)
Eq. (2.4) again can be rewritten as follows:
ut + β
α
u − g(u) = (I − ∂2x )−1[βα u − γ√α ux − 1√α f (u)x + 1√α ϕ
(
1√
α
ux
)
x
]
= G ∗
[
β
α
u − γ√
α
ux − 1√
α
f (u)x + 1√
α
ϕ
(
1√
α
ux
)
x
]
, (2.5)
where u ∗ v denotes the convolution of u and v , deﬁned by
u ∗ v(x) =
∫
R
u(y)v(x− y)dy,
and G(x) = 12 e−|x| is the fundamental solution of the ordinary differential equation
w(x) − d
2
dx2
w(x) = 0.
From (2.3) and (2.5), we know that the Cauchy problem (2.2), (2.3) is equivalent to the integral equa-
tion
u(x, t) = u0(x) − β
α
t∫
0
u(x, τ )dτ +
t∫
0
g
(
u(x, τ )
)
dτ
+
t∫
0
G ∗
[
β
α
u − γ√
α
ux − 1√
α
f (u)x + 1√
α
ϕ
(
1√
α
ux
)
x
]
(x, τ )dτ . (2.6)
Deﬁnition 2.1. For any T > 0, if s  2, u0 ∈ Hs , and u ∈ C([0, T ]; Hs) satisﬁes the integral equation
(2.6), then u(x, t) is called the continuous solution of the integral equation (2.6) or the generalized
solution of the problem (2.2), (2.3). If T < ∞, then u(x, t) is called the local generalized solution of
the problem (2.2), (2.3). If T = ∞, then u(x, t) is called the global generalized solution of the problem
(2.2), (2.3).
We shall prove the existence and uniqueness of the local continuous solution for the integral
equation (2.6) by the contraction mapping principle. To this end, we ﬁrstly quote three lemmas.
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‖u‖∞  M0 , then we have ∥∥h(u)∥∥Hs  K (M0)‖u‖Hs ,
where K (M0) is a constant dependent on the constant M0 .
Lemma 2.2. (See [14].) Let s 0, h(u) ∈ Ck(R) (k = [s] + 1). If u, v ∈ Hs ∩ L∞ , then∥∥h(u) − h(v)∥∥Hs  K1(M0)‖u − v‖Hs
if ‖u‖∞  M0,‖v‖∞  M0 , where K1(M0) is a constant dependent on the constant M0 .
Lemma 2.3 (Minkowski’s inequality for integrals). (See [15].) If 1  p ∞,u(x, t) ∈ Lp(R) for a.e. t, and
function t → ‖u(·, t)‖p is in L1( J ), where J ⊂ [0,∞) is an interval, then∥∥∥∥∫
J
u(·, t)dt
∥∥∥∥
p

∫
J
∥∥u(·, t)∥∥p dt.
In the following we assume that g(0) = 0. For s > 32 and u0 ∈ Hs , consider the Banach space
X(T ) = {u ∣∣ u ∈ C([0, T ]; Hs)}
endowed with the norm
‖u‖X(T ) = max
0tT
∥∥u(·, t)∥∥Hs , ∀u ∈ X(T ).
From the Sobolev embedding theorem we know that
u,ux ∈ C
([0, T ]; L∞), ∀u ∈ X(T )
and ‖u‖∞  K2‖u‖Hs , ‖ux‖∞  K2‖u‖Hs .
We deﬁne the map S as follows:
Sv(x, t) = u0(x) − β
α
t∫
0
v(x, τ )dτ +
t∫
0
g
(
v(x, τ )
)
dτ
+
t∫
0
G ∗
[
β
α
v − γ√
α
vx − 1√
α
f (v)x + 1√
α
ϕ
(
1√
α
vx
)
x
]
(x, τ )dτ , ∀v ∈ X(T ). (2.7)
Obviously, if g ∈ C [s]+1(R), f ∈ C [s](R) and ϕ ∈ C [s](R), then S : X(T ) → X(T ).
Now, for any initial value u0 ∈ Hs , let ‖u0‖Hs = M; we deﬁne
Q (M, T ) = {u ∣∣ u ∈ X(T ), ‖u‖X(T )  M + 1}.
Evidently, Q (M, T ) is a nonempty bounded closed convex subset of X(T ) for each M, T > 0. Our
goal is to show that S has a unique ﬁxed point in Q (M, T ).
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Q (M, T ) into Q (M, T ) and S : Q (M, T ) → Q (M, T ) is strictly contractive if T is appropriately small relative
to M.
Proof. First of all, we prove that S maps Q (M, T ) into itself for T small enough. Let v ∈ Q (M, T ) be
given. From Lemma 2.1 we have∥∥g(v(·, t))∥∥Hs  K (K2M + K2)∥∥v(·, t)∥∥Hs , (2.8)
where K (K2M + K2) implies that K is a constant dependent on K2M + K2 and K appears in
Lemma 2.1.
It follows from straightforward calculation that
∥∥G ∗ v(·, t)∥∥Hs = (∫
R
(
1+ |ξ |2)s∣∣((I − ∂2x )−1v )̂(ξ)∣∣2 dξ) 12
=
(∫
R
(1+ |ξ |2)s
(1+ |ξ |2)2
∣∣vˆ(ξ)∣∣2 dξ) 12 = ∥∥v(·, t)∥∥Hs−2 , (2.9)
where “̂” denotes the Fourier transform with respect to x.
Using (2.9) and Lemma 2.1 we infer that
∥∥G ∗ vx(·, t)∥∥Hs = ∥∥vx(·, t)∥∥Hs−2  ∥∥v(·, t)∥∥Hs ; (2.10)∥∥G ∗ f (v(·, t))x∥∥Hs = ∥∥ f (v(·, t))x∥∥Hs−2  ∥∥ f (v(·, t))∥∥Hs−1
 K (K2M + K2)
∥∥v(·, t)∥∥Hs ; (2.11)∥∥∥∥G ∗ ϕ( 1√α vx(·, t)
)
x
∥∥∥∥
Hs
=
∥∥∥∥ϕ( 1√α vx(·, t)
)
x
∥∥∥∥
Hs−2

∥∥∥∥ϕ( 1√α vx(·, t)
)∥∥∥∥
Hs−1
 K
(
1√
α
K2M + 1√
α
K2
)∥∥vx(·, t)∥∥Hs−1
 K
(
1√
α
K2M + 1√
α
K2
)∥∥v(·, t)∥∥Hs . (2.12)
Thus, from (2.7)–(2.12), Lemma 2.1 and Lemma 2.3 we arrive at
‖Sv‖Hs  ‖u0‖Hs + β
α
t∫
0
∥∥v(x, τ )∥∥Hs dτ +
t∫
0
∥∥g(v(x, τ ))∥∥Hs dτ
+
t∫
0
∥∥∥∥G ∗ [βα v − γ√α vx − 1√α f (v)x + 1√α ϕ
(
1√
α
vx
)
x
]
(·, τ )
∥∥∥∥
Hs
dτ
 M + (M + 1)
[
2β
α
+
(
1+ 1√
α
)
K (K2M + K2) + |γ |√
α
+ 1√ K
(
1√ K2M + 1√ K2
)]
T . (2.13)
α α α
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(M + 1)
[
2β
α
+
(
1+ 1√
α
)
K (K2M + K2) + |γ |√
α
+ 1√
α
K
(
1√
α
K2M + 1√
α
K2
)]
T < 1, (2.14)
we obtain ‖Sv‖X(T )  M + 1, i.e., S : Q (M, T ) → Q (M, T ).
Now, we are going to prove that the map S is strictly contractive. Let T > 0 and v1, v2 ∈ Q (M, T )
be given. Then we have
Sv1(x, t) − Sv2(x, t) = −β
α
t∫
0
[
v1(x, τ ) − v2(x, τ )
]
dτ +
t∫
0
[
g
(
v1(x, τ )
)− g(v2(x, τ ))]dτ
+
t∫
0
G ∗
{
β
α
(v1 − v2) − γ√
α
(v1x − v2x) − 1√
α
[
f (v1)x − f (v2)x
]
+ 1√
α
[
ϕ
(
1√
α
v1x
)
x
− ϕ
(
1√
α
v2x
)
x
]}
(x, τ )dτ . (2.15)
Using Lemma 2.3 we infer
‖Sv1 − Sv2‖Hs  β
α
t∫
0
∥∥v1(·, τ ) − v2(·, τ )∥∥Hs dτ +
t∫
0
∥∥g(v1(·, τ ))− g(v2(·, τ ))∥∥Hs dτ
+ β
α
t∫
0
∥∥G ∗ (v1 − v2)(·, τ )∥∥Hs dτ + |γ |√α
t∫
0
∥∥G ∗ (v1x − v2x)(·, τ )∥∥Hs dτ
+ 1√
α
t∫
0
∥∥G ∗ [ f (v1)x − f (v2)x](·, τ )∥∥Hs dτ
+ 1√
α
t∫
0
∥∥∥∥G ∗ [ϕ( 1√α v1x
)
x
− ϕ
(
1√
α
v2x
)
x
]
(·, τ )
∥∥∥∥
Hs
dτ . (2.16)
It follows from Lemma 2.2 that
∥∥g(v1(·, t))− g(v2(·, t))∥∥Hs  K1(K2M + K2)∥∥v1(·, t) − v2(·, t)∥∥Hs . (2.17)
Similar to the proof of (2.9)–(2.12) we get
∥∥G ∗ (v1 − v2)(·, t)∥∥Hs  ∥∥v1(·, t) − v2(·, t)∥∥Hs , (2.18)∥∥G ∗ (v1x − v2x)(·, t)∥∥Hs  ∥∥v1(·, t) − v2(·, t)∥∥Hs , (2.19)∥∥G ∗ [ f (v1)x − f (v2)x](·, t)∥∥Hs  ∥∥ f (v1(·, t))x − f (v2(·, t))x∥∥Hs−2

∥∥ f (v1(·, t))− f (v2(·, t))∥∥Hs−1
 K1(K2M + K2)
∥∥v1(·, t) − v2(·, t)∥∥ s , (2.20)H
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)
x
− ϕ
(
1√
α
v2x
)
x
]
(·, t)
∥∥∥∥
Hs

∥∥∥∥ϕ( 1√α v1x(·, t)
)
x
− ϕ
(
1√
α
v2x(·, t)
)
x
∥∥∥∥
Hs−2

∥∥∥∥ϕ( 1√α v1x(·, t)
)
− ϕ
(
1√
α
v2x(·, t)
)∥∥∥∥
Hs−1
 K1
(
1√
α
K2M + 1√
α
K2
)∥∥v1x(·, t) − v2x(·, t)∥∥Hs−1
 K1
(
1√
α
K2M + 1√
α
K2
)∥∥v1(·, t) − v2(·, t)∥∥Hs .
(2.21)
Substituting (2.17)–(2.21) into (2.16), we conclude that
‖Sv1 − Sv2‖X(T ) 
[
2β
α
+
(
1+ 1√
α
)
K1(K2M + K2) + |γ |√
α
+ 1√
α
K1
(
1√
α
K2M + 1√
α
K2
)]
T‖v1 − v2‖X(T ).
By choosing T so small that (2.14) holds and
[
2β
α
+
(
1+ 1√
α
)
K1(K2M + K2) + |γ |√
α
+ 1√
α
K1
(
1√
α
K2M + 1√
α
K2
)]
T  1
2
, (2.22)
then ‖Sv1 − Sv2‖X(T )  12‖v1 − v2‖X(T ) . That is, S maps Q (M, T ) into Q (M, T ) and S is strictly
contractive. This completes the proof of the lemma. 
Theorem 2.1. Suppose that s 2, u0 ∈ Hs, g ∈ C [s]+1(R), g(0) = 0; f ∈ C [s](R), ϕ ∈ C [s](R). Then the prob-
lem (2.2), (2.3) admits a unique local generalized solution u ∈ C1([0, T0); Hs), where [0, T0) is the maximal
interval. Moreover, if
lim
t↑T0
sup
∥∥u(·, t)∥∥Hs < ∞, (2.23)
then T0 = ∞.
Proof. It follows from Lemma 2.4 and the contraction principle that, for appropriately chosen T > 0,
S has a unique ﬁxed point u ∈ Q (M, T ), which is obviously a solution of the integral equation (2.6).
For each T ′ > 0, the integral equation (2.6) has at most one solution which belongs to X(T ′). Indeed,
let u1,u2 ∈ X(T ′) be two solutions of Eq. (2.6), then
u1(x, t) − u2(x, t) = −β
α
t∫
0
[
u1(x, τ ) − u2(x, τ )
]
dτ +
t∫
0
[
g
(
u1(x, τ )
)− g(u2(x, τ ))]dτ
+
t∫
0
G ∗
{
β
α
(u1 − u2) − γ√
α
(u1x − u2x) − 1√
α
[
f (u1)x − f (u2)x
]
+ 1√
α
[
ϕ
(
1√
α
u1x
)
− ϕ
(
1√
α
u2x
) ]}
(x, τ )dτ . (2.24)x x
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∥∥u1(·, t) − u2(·, t)∥∥Hs  C
t∫
0
∥∥u1(·, τ ) − u2(·, τ )∥∥Hs dτ ,
where the constant C is dependent on sup0tT ‖u1(·, t)‖∞ , sup0tT ‖u2(·, t)‖∞ ,
sup0tT ‖u1x(·, t)‖∞ and sup0tT ‖u2x(·, t)‖∞ . The Gronwall inequality yields that ‖u1−u2‖Hs = 0,
i.e., Eq. (2.6) has at most one solution which belongs to X(T ′).
Now, let [0, T0) be the maximal time interval of the existence u ∈ X(T0). It remains only to show
that if (2.23) is satisﬁed, then T0 = ∞.
Suppose that (2.23) holds and T0 < ∞. For any T ′ ∈ [0, T0), we consider the integral equation
w(x, t) = u(x, T ′) − β
α
t∫
0
w(x, τ )dτ +
t∫
0
g
(
w(x, τ )
)
dτ
+
t∫
0
G ∗
[
β
α
w − γ√
α
wx − 1√
α
f (w)x + 1√
α
ϕ
(
1√
α
wx
)
x
]
(x, τ )dτ . (2.25)
By virtue of (2.23), ‖u(·, T ′)‖Hs is uniformly bounded around T ′ ∈ [0, T0), which allows us to
choose T ∗ ∈ (0, T0) such that for each T ′ ∈ [0, T0), the integral equation (2.25) has a unique solu-
tion w ∈ X(T ∗). The existence of such a T ∗ follows from Lemma 2.4 and the contraction mapping
principle. In particular, (2.14) and (2.22) reveal that T ∗ can be selected independently of T ′ ∈ [0, T0).
Set T ′ = T0 − T ∗2 , let w(x, t) denote the corresponding solution of the integral equation (2.25), and
deﬁne uˆ(x, t) by
uˆ(x, t) =
{
u(x, t), t ∈ [0, T ′],
w(x, t − T ′), t ∈ [T ′, T0 + T ∗2 ]. (2.26)
By construction, uˆ(x, t) is a solution of the integral equation (2.6) on [0, T0 + T ∗2 ], and by the local
uniqueness, uˆ(x, t) extends u(x, t). This violates the maximality to [0, T0). Hence, if (2.23) holds, then
T0 = ∞. This completes the proof of the theorem. 
2.2. Existence and uniqueness of global solution for the problem (2.2), (2.3)
We prove here the existence and uniqueness of the global generalized solution and the global
classical solution for the problem (2.2), (2.3). For this purpose, we ﬁrst quote a useful lemma.
Lemma 2.5. (See [16].) Suppose that s =m+ 12 + λ,λ ∈ (0,1),m ∈ Z+ (Z+ is a set of nonnegative integers),
then Hs(R) is embedded into Cm,λ(R) and for any h ∈ Hs(R), we have∣∣Dkh(x)∣∣→ 0 (|x| → ∞), ∀k ∈ Z+, 0 km,
where Cm,λ(R) indicates the Hölder space and D = ddx .
Theorem 2.2. Assume that the following conditions hold:
(1) s 2,u0 ∈ Hs;
(2) f ∈ C [s](R);
(3) g ∈ C [s]+1(R), g(0) = 0 and there is a constant C0 , such that for any s ∈ R, dds g(s) = g′(s) C0;
2714 G. Chen, H. Xue / J. Differential Equations 245 (2008) 2705–2722(4) ϕ ∈ C [s](R) and for any s ∈ R,ϕ(s)s 0 or there is a constant C1 , such that ϕ′(s) C1 .
Then the Cauchy problem (2.2), (2.3) admits a unique global generalized solution u ∈ C1([0,∞); Hs).
Proof. By virtue of Theorem 2.1 we only need to prove that the condition (2.23) holds. Multiplying
both sides of (2.2) by u(x, t) and integrating with respect to x over R , we arrive at
1
2
d
dt
[∥∥u(·, t)∥∥2 + ∥∥ux(·, t)∥∥2]+ β
α
∥∥ux(·, t)∥∥2 + γ√
α
∫
R
u(x, t)ux(x, t)dx
+ 1√
α
∫
R
f
(
u(x, t)
)
xu(x, t)dx−
1√
α
∫
R
ϕ
(
1√
α
ux(x, t)
)
x
u(x, t)dx
=
∫
R
g
(
u(x, t)
)
u(x, t)dx−
∫
R
g
(
u(x, t)
)
xxu(x, t)dx. (2.27)
Using Lemma 2.5 and integrating by parts, we infer
γ√
α
∫
R
u(x, t)ux(x, t)dx = γ
2
√
α
∫
R
d
dx
u2(x, t)dx = 0; (2.28)
∫
R
f
(
u(x, t)
)
xu(x, t)dx = −
∫
R
d
dx
( u(x,t)∫
0
f (s)ds
)
dx = 0. (2.29)
If for any s ∈ R , ϕ(s)s 0, integrating by parts, we obtain
− 1√
α
∫
R
ϕ
(
1√
α
ux(x, t)
)
x
u(x, t)dx =
∫
R
ϕ
(
1√
α
ux(x, t)
)
1√
α
ux(x, t)dx 0. (2.30)
If ϕ′(s) C1, using the mean value theorem, we ﬁnd
− 1√
α
∫
R
ϕ
(
1√
α
ux(x, t)
)
x
u(x, t)dx = −
∫
R
[
ϕ
(
1√
α
ux(x, t)
)
− ϕ(0)
]
x
1√
α
u(x, t)dx
=
∫
R
ϕ′
(
θ1√
α
ux(x, t)
)
1
α
u2x(x, t)dx
 C1
α
∥∥ux(·, t)∥∥2, (2.31)
where 0< θ1 < 1. We also have∫
R
g
(
u(x, t)
)
u(x, t)dx =
∫
R
[
g
(
u(x, t)
)− g(0)]u(x, t)dx
=
∫
g′
(
θ2u(x, t)
)
u2(x, t)dx C0
∥∥u(·, t)∥∥2, (2.32)
R
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−
∫
R
g
(
u(x, t)
)
xxu(x, t)dx =
∫
R
g′
(
u(x, t)
)
u2x(x, t)dx C0
∥∥ux(·, t)∥∥2. (2.33)
Inserting (2.28)–(2.30), (2.32) and (2.33) into (2.27) or inserting (2.28), (2.29) and (2.31)–(2.33) into
(2.27) we can always get
1
2
d
dt
[∥∥u(·, t)∥∥2 + ∥∥ux(·, t)∥∥2] |C0|∥∥u(·, t)∥∥2 +(|C0| + |C1|
α
)∥∥ux(·, t)∥∥2.
The Gronwall inequality yields
sup
0tT
∥∥u(·, t)∥∥H1  C2(T ). (2.34)
By the Sobolev embedding theorem, we arrive at ‖u(·, t)‖∞  C3(T ).
It follows from (2.6) that
∥∥u(·, t)∥∥Hs  ‖u0‖Hs + βα
t∫
0
∥∥u(·, τ )∥∥Hs dτ +
t∫
0
∥∥g(u(·, τ ))∥∥Hs dτ
+
t∫
0
∥∥∥∥G ∗ [βα u − γ√α ux − 1√α f (u)x + 1√α ϕ
(
1√
α
ux
)
x
]
(·, τ )
∥∥∥∥
Hs
dτ . (2.35)
By the same method as in Lemma 2.4 and using (2.34), from (2.35) we conclude that
∥∥u(·, t)∥∥Hs  ‖u0‖Hs + C4(T )
t∫
0
∥∥u(·, τ )∥∥Hs dτ .
The Gronwall inequality gives (2.23). It follows from Theorem 2.1 that T0 = ∞. This completes the
proof of Theorem 2.2. 
2.3. The asymptotic of the solution for the problem (2.2), (2.3)
Theorem 2.3. Assume that u(x, t) is a global generalized solution or a global classical solution for the problem
(2.2), (2.3). If u0 ∈ H1 , f ∈ C1(R), g ∈ C2(R), g(0) = 0 and ∀s ∈ R, g′(s) C0 < 0; ϕ(s)s 0 or ϕ ∈ C1(R)
and there is a constant C1 −β , such that ϕ′(s) C1,∀s ∈ R, then u(x, t) satisﬁes
∥∥u(·, t)∥∥2 + ∥∥ux(·, t)∥∥2  (‖u0‖2 + ‖u0x‖2)e2C0t , t  0. (2.36)
Proof. Either ϕ(s)s 0,∀s ∈ R or C1 −β gives from (2.27)–(2.33) that
d
dt
(∥∥u(·, t)∥∥2 + ∥∥ux(·, t)∥∥2) 2C0(∥∥u(·, t)∥∥2 + ∥∥ux(·, t)∥∥2).
It follows from the above inequality that (2.36) holds. Theorem 2.3 is proved. 
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In this section, we shall prove that the Cauchy problem (1.3), (1.4) admits a unique global gener-
alized solution and a unique global classical solution. To this end, by the scaling transformation (2.1),
the Cauchy problem (1.3), (1.4) becomes the following problem
ut − β
α
uxx − uxxt = g(u) − g(u)xx, x ∈ R, t > 0, (3.1)
u(x,0) = u0(x), x ∈ R. (3.2)
In order to prove that the Cauchy problem (3.1), (3.2) has the global solution, we quote the useful
lemmas.
Lemma 3.1. (See [17].) Suppose that
1
r
= 1
p
+ 1
q
, 1 p,q, r ∞ (3.3)
holds and all norms appearing on the right-hand side below are bounded, then, for any given integer m 0 we
have ∥∥Dm(φψ)∥∥r  C5(M0)(‖φ‖p∥∥Dmψ∥∥q + ∥∥Dmφ∥∥q‖ψ‖p), (3.4)
where C5(M0) is a positive constant depending on the constant M0 .
Corollary 3.1. (See [17].) Under the assumption (3.3), if all norms appearing on the right-hand side below are
bounded, then for any given integer m 0 we have
‖φψ‖m,r  C6(M)
(‖φ‖p‖ψ‖m,q + ‖φ‖m,q‖ψ‖p). (3.5)
Lemma 3.2. (See [17].) Suppose that F (w) is a suﬃciently smooth function of w such that
F (0) = 0. (3.6)
For any given integer m 0, if a function w(x) satisﬁes
w(x) ∈ Wm,p(R), 1 p ∞ (3.7)
and
‖w‖∞  M0, (3.8)
where M0 is a positive constant, then the composite function
F (w) ∈ Wm,p(R) (3.9)
and
‖F (w)‖m,p  C7(M0)‖w‖m,p, (3.10)
where C7(M0) is a positive constant dependent on the constant M0 .
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Now, we shall reduce the problem (3.1), (3.2) to integral equation by the fundamental solution for
a second-order ordinary differential equation. For this purpose, suppose u ∈ C1([0, T ];M2,p ∩ L∞) is a
generalized solution for the problem (3.1), (3.2). Eq. (3.1) can be rewritten as follows:[
ut + β
α
u − g(u)
]
−
[
ut + β
α
u − g(u)
]
xx
= β
α
u. (3.11)
We suppose that g(0) = 0. Hence, by virtue of Lemma 3.2 we have g(u) ∈ W 2,p if g ∈ C2(R).
From (3.11), we obtain
ut + β
α
u − g(u) = G ∗ β
α
u, (3.12)
where G = 12 e−|x| . It is easy to prove that the following properties hold:
(1) G(x) is deﬁned and continuous on R , and G(x) > 0;
(2) G(x) satisﬁes the equation
G(x) − G(x)xx = δ(x),
where δ(x) is the Dirac delta function;
(3) G(x) ∈ Lq(R) and ‖G‖1 = 1, where 1 q∞.
From (3.12) and (3.2), we know that the Cauchy problem (3.1), (3.2) is equivalent to the integral
equation
u(x, t) = u0(x) − β
α
t∫
0
u(x, τ )dτ +
t∫
0
g
(
u(x, τ )
)
dτ + β
α
t∫
0
G ∗ u(x, τ )dτ . (3.13)
Similar to Deﬁnition 2.1, we give
Deﬁnition 3.1. For any T > 0, if u0 ∈ Wm,p ∩ L∞ and u ∈ C([0, T ];Wm,p ∩ L∞) (m  2) satisﬁes the
integral equation (3.13), where 1 p ∞, then u(x, t) is called the continuous solution of the integral
equation (3.13) or the generalized solution of the Cauchy problem (3.1), (3.2). If T < ∞, then u(x, t)
is called the local generalized solution of the problem (3.1), (3.2). If T = ∞, then u(x, t) is called the
global generalized solution of the problem (3.1), (3.2).
Now we prove the existence and the uniqueness of the local continuous solution for integral
equation (3.13) by the contraction mapping principle. To this end, we deﬁne the function space
X(T ) = C([0, T ];Wm,p ∩ L∞) equipped with the norm deﬁned by
‖u‖X(T ) = max
0tT
∥∥u(·, t)∥∥m,p + max0tT∥∥u(·, t)∥∥∞.
It is easy to see that X(T ) is a Banach space.
We deﬁne an operator S : X(T ) → X(T ) by
Sv(x, t) = u0(x) − β
α
t∫
0
v(x, τ )dτ +
t∫
0
g
(
v(x, τ )
)
dτ + β
α
t∫
0
G ∗ v(x, τ )dτ , ∀v ∈ X(T ). (3.14)
Obviously, from Lemma 3.2 it is easy to see that S is well deﬁned if g ∈ Cm(R) (m 2), g(0) = 0.
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K (M, T ) = {v ∣∣ v ∈ X(T ), ‖v‖X(T )  M + 1}. (3.15)
Evidently, K (M, T ) is a nonempty bounded closed convex subset of X(T ) for each M, T > 0. Our goal
is to show that S has a unique ﬁxed point in K (M, T ).
Lemma3.3. Suppose that u0 ∈ Wm,p∩L∞ , g ∈ Cm+1(R) (m 0) and g(0) = 0, then themap S : K (M, T ) →
K (M, T ) is strictly contractive if T is appropriately small relative to M.
Proof. Let v ∈ K (M, T ). Using Lemma 3.2 and Young’s inequality, we have from (3.14) that
∥∥Sv(·, t)∥∥∞  ‖u0‖∞ + βα T sup0tT∥∥v(·, t)∥∥∞ + T C7(M + 1) sup0tT∥∥v(·, t)∥∥∞
+ β
α
T sup
0tT
∥∥v(·, t)∥∥∞
= ‖u0‖∞ +
(
2β
α
+ C7(M + 1) + 1
)
T sup
0tT
∥∥v(·, t)∥∥∞, (3.16)
∥∥Sv(·, t)∥∥m,p  ‖u0‖m,p + βα T sup0tT∥∥v(·, t)∥∥m,p + T sup0tT∥∥g(v(·, t))∥∥m,p
+ β
α
T sup
0tT
∥∥G ∗ v(·, t)∥∥∞
 ‖u0‖m,p +
(
2β
α
+ C7(M + 1) + 1
)
T sup
0tT
∥∥v(·, t)∥∥m,p . (3.17)
Thus, it follows from (3.16) and (3.17) that
‖Sv‖X(T )  M +
(
2β
α
+ C7(M + 1) + 1
)
T‖v‖X(T )
 M +
(
2β
α
+ C7(M + 1) + 1
)
(M + 1)T . (3.18)
If T satisﬁes
T 
[
2β
α
+ C7(M + 1) + 1
]−1
(M + 1)−1, (3.19)
then ‖Sv‖X(T )  M + 1. Therefore, if (3.19) holds, then S maps K (M, T ) into K (M, T ).
Further, we prove that the map S is strictly contractive. Let T > 0 and v1, v2 ∈ K (M, T ) be given.
We have
Sv1(x, t) − Sv2(x, t) = −β
α
t∫
0
[
v1(x, τ ) − v2(x, τ )
]
dτ +
t∫
0
[
g
(
v1(x, τ )
)− g(v2(x, τ ))]dτ
+ β
α
t∫
G ∗ (v1 − v2)(x, τ )dτ . (3.20)0
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max
0tT
∥∥Sv1(·, t) − Sv2(·, t)∥∥∞

(
2β
α
+ 1
)
T max
0tT
∥∥v1(·, t) − v2(·, t)∥∥∞ + T max|η|M+1∣∣g′(η)∣∣ max0tT∥∥v1(·, t) − v2(·, t)∥∥∞
=
(
2β
α
+ 1+ max
|η|M+1
∣∣g′(η)∣∣)T max
0tT
∥∥v1(·, t) − v2(·, t)∥∥∞. (3.21)
Using Lemma 3.1, from (3.20) we have
max
0tT
∥∥Sv1(·, t) − Sv2(·, t)∥∥m,p  (2βα + 1
)
T max
0tT
∥∥v1(·, t) − v2(·, t)∥∥m,p
+ T max
0tT
∥∥g(v1(·, t))− g(v2(·, t))∥∥m,p . (3.22)
Observing Lemma 2.3, Corollary 3.1 and Lemma 3.2 we infer
∥∥g(v1(·, t))− g(v2(·, t))∥∥m,p =
∥∥∥∥∥
1∫
0
(v1 − v2)g′
(
v2 + τ (v1 − v2)
)
dτ
∥∥∥∥∥
m,p

1∫
0
∥∥(v1 − v2)g′(v2 + τ (v1 − v2))∥∥m,p dτ
 C6(M + 1)
1∫
0
[‖v1 − v2‖m,p∥∥g′(v2 + τ (v1 − v2))∥∥∞
+ ‖v1 − v2‖∞
∥∥g′(v2 + τ (v1 − v2))∥∥m,p]dτ
 C8(M + 1)
1∫
0
[‖v1 − v2‖m,p∥∥g′(v2 + τ (v1 − v2))∥∥∞
+ ‖v1 − v2‖∞
∥∥v2 + τ (v1 − v2)∥∥m,p]dτ
 C9(M + 1)
[‖v1 − v2‖m,p + ‖v1 − v2‖∞]. (3.23)
Substituting (3.23) into (3.22), we ﬁnd
max
0tT
∥∥Sv1(·, t) − Sv2(·, t)∥∥m,p  (2βα + 1+ C9(M + 1)
)
T sup
0tT
∥∥v1(·, t) − v2(·, t)∥∥m,p
+ C9(M + 1)T sup
0tT
∥∥v1(·, t) − v2(·, t)∥∥∞. (3.24)
It follows from (3.21) and (3.24) that
‖Sv1 − Sv2‖X(T ) 
(
2β
α
+ 1+ max
|η|M+1
∣∣g′(η)∣∣+ C9(M + 1))T‖v1 − v2‖X(T ). (3.25)
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T  1
2
[
2β
α
+ 1+ max
|η|M+1
∣∣g′(η)∣∣+ C9(M + 1)]−1,
then ‖Sv1 − Sv2‖X(T )  12‖v1 − v2‖X(T ) . The lemma is proved. 
Theorem 3.1. Suppose that u0 ∈ Wm,p ∩ L∞ , g ∈ Cm+1(R) (m  2) and g(0) = 0. Then the problem (3.1),
(3.2) has a unique local generalized solution u ∈ C([0, T0),Wm,p ∩ L∞), where [0, T0) is the maximal time
interval. Moreover, if
sup
t∈[0,T0)
(∥∥u(·, t)∥∥m,p + ∥∥u(·, t)∥∥∞)< ∞, (3.26)
then T0 = ∞.
Proof. Using the contraction mapping principle and the same arguments as in the proof of Theo-
rem 2.1, from Lemma 3.3 we can prove the theorem. This completes the proof of Theorem 3.1. 
Remark 3.1. If u ∈ C([0, T0),Wm,p ∩ L∞) is a generalized solution of the problem (3.1), (3.2), from
(3.13) and Lemma 3.2, we know that u ∈ C1([0, T0),Wm,p ∩ L∞), and Eq. (3.12) holds.
3.2. Existence and uniqueness of the global generalized solution for the problem (3.1), (3.2)
Theorem 3.2. Suppose that
(1) u0 ∈ Wm,p ∩ L∞ (m 2);
(2) g ∈ Cm+1(R), g(0) = 0 and ∀s ∈ R, g(s)s 0 or there is a constant C0 , such that g′(s) C0 , ∀s ∈ R.
Then the Cauchy problem (3.1), (3.2) admits a unique generalized global solution u ∈ C2([0,∞);Wm,p ∩ L∞).
Proof. On account of Theorem 3.1 we only need to prove that (3.26) holds. Multiplying both sides of
(3.12) by u(x, t), we get
1
2
d
dt
u2 + β
α
u2 − g(u)u =
(
G ∗ β
α
u
)
u. (3.27)
Evidently, (
G ∗ β
α
u
)
u  β
α
‖u‖2∞. (3.28)
If g′(s) C0,∀s ∈ R , we have
g(u)u = (g(u) − g(0))u = g′(θu)u2  C0u2, (3.29)
where 0< θ < 1.
Observing (3.28) and (3.29), when g(s)s 0 or g′(s) C0, it follows from (2.27) that
1 d
u2(x, t) + β u2(x, t) |C0|u2(x, t) + β
∥∥u(·, t)∥∥2∞.2 dt α α
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∥∥u(·, t)∥∥2∞  2(βα + |C0|
) t∫
0
∥∥u(·, τ )∥∥2∞ dτ + ‖u0‖2∞.
From the above inequality, we arrive at∥∥u(·, t)∥∥∞  C11(T ), ∀t ∈ [0, T ]. (3.30)
Using (3.30), (3.13) and Lemma 3.2 we easily know that∥∥u(·, t)∥∥m,p  C12(T ), ∀t ∈ [0, T ]. (3.31)
Thus, (3.26) holds and
u ∈ C([0,∞);Wm,p ∩ L∞). (3.32)
From (3.12) and (3.32) we infer ut ∈ C([0,∞);Wm,p ∩ L∞).
Differentiating (3.12) with respect to t , we get
utt = −β
α
ut + g′(u)ut + β
α
G ∗ ut (3.33)
and utt ∈ C([0,∞);Wm,p ∩ L∞). Thus, we have u ∈ C2([0,∞);Wm,p ∩ L∞). Theorem 3.2 is proved. 
Lemma 3.4. Suppose that the conditions of Theorem 3.2 hold, g ∈ Ck+m+1(R), where k  0 is arbitrary in-
teger. Then the generalized solution u(x, t) for the problem (3.1), (3.2) belongs to Ck+2+l([0, T ];Wm−l,p ∩
L∞) (∀T > 0), 0 lm.
Proof. We ﬁrstly prove that u ∈ Ck+2([0, T ];Wm,p ∩ L∞). We make use of the method of induction.
When k = 0, from Theorem 3.2 we know that u ∈ C2([0, T ];Wm,p ∩ L∞). Assume that
u ∈ Ck+2([0, T ];Wm,p ∩ L∞), 0 k < s. (3.34)
When k = s, differentiating (3.33) with respect to t for s times, we get
uts+2 = −
β
α
uts+1 + ∂ts+1
(
g(u)
)+ β
α
G ∗ uts+1
= −β
α
uts+1 +
∑
1ρs+1
(s + 1)!
i1!i2! · · · is+1!
(
∂tu
1!
)i1
· · ·
(
∂ts+1u
(s + 1)!
)is+1
g(i1+···+is+1)(u)
+ β
α
G ∗ uts+1 , (3.35)
where i1 + i2 + · · · + is+1 = ρ , i1 + 2i2 + · · · + (s + 1)is+1 = s + 1, i j ( j = 1, . . . , s + 1) is nonnegative
integer. Using Corollary 3.1 and (3.34) we get u ∈ Cs+2([0, T ];Wm,p ∩ L∞).
From the above proof, we know that u ∈ Ck+2([0, T ];Wm,p ∩ L∞), ∀k 0, m 2. In the following,
we show
u ∈ Ck+2+l([0, T ];Wm−l,p ∩ L∞) for 0< lm. (3.36)
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utk+3 = −
β
α
utk+2 + ∂tk+2
(
g(u)
)+ β
α
G ∗ utk+2
= −β
α
utk+2 +
∑
1ρk+2
(k + 2)!
i1!i2! · · · ik+2!
(
∂tu
1!
)i1
· · ·
(
∂tk+2u
(k + 2)!
)ik+2
g(i1+···+ik+2)(u)
+ β
α
G ∗ utk+2 , (3.37)
where i1 + i2 + · · · + ik+2 = ρ , i1 + 2i2 + · · · + (k + 2)ik+2 = k + 2. Using Corollary 3.1, (3.37) and
u ∈ Ck+2([0, T ];Wm,p ∩ L∞) we get u ∈ Ck+3([0, T ];Wm−1,p ∩ L∞).
Differentiating (3.37) with respect to t , we can obtain u ∈ Ck+4([0, T ];Wm−2,p ∩ L∞). Repeating
this process for m − 2 times, we get (3.36). The proof of the lemma is completed. 
Theorem 3.3. Suppose that the conditions of Lemma 3.4 hold and k = 0, l = 0,m > 2 + 1p . Then the prob-
lem (3.1), (3.2) has a unique global classical solution u ∈ C2([0,∞);Wm,p ∩ L∞), i.e., u ∈ C2([0,∞);
C2(R) ∩ L∞).
3.3. The asymptotics of the solution for the problem (3.1), (3.2)
Similar to Theorem 2.3, we can prove
Theorem 3.4. Suppose that u(x, t) is a global generalized solution or a global classical solution for the problem
(3.1), (3.2). If u0 ∈ H1 , g ∈ C2(R), g(0) = 0 and ∀s ∈ R, g′(s) C0 < 0, then u(x, t) satisﬁes∥∥u(·, t)∥∥2 + ∥∥ux(·, t)∥∥2  (‖u0‖2 + ‖u0x‖2)e2C0t , t  0.
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