Mean-variance efficient portfolios constructed using sample moments often involve taking extreme long and short positions. Hence practitioners often impose portfolio weight constraints when constructing efficient portfolios. Green and Hollifield (1992) argue that the presence of a single dominant factor in the covariance matrix of returns is why we observe extreme positive and negative weights. If this were the case then imposing the weight constraint should hurt whereas the empirical evidence is often to the contrary. We reconcile this apparent contradiction. We show that constraining portfolio weights to be nonnegative is equivalent to using the sample covariance matrix after reducing its large elements and then form the optimal portfolio without any restrictions on portfolio weights. This shrinkage helps reduce the risk in estimated optimal portfolios even when they have negative weights in the population. Surprisingly, we also find that once the nonnegativity constraint is imposed, minimum variance and minimum tracking error portfolios constructed using the sample covariance matrix perform as well as those constructed using covariance matrices estimated using factor models and shrinkage estimators.
1 Introduction Markowitz's (1952 Markowitz's ( , 1959 portfolio theory is one of the most important theoretical developments in finance. Mean-variance efficient portfolios play an important role in this theory. Such portfolios constructed using sample moments often involve taking large short positions in a number of assets and large long positions in other assets. In practice most investors impose the constraint that portfolio weights should be nonnegative and below an upper bound while constructing mean-variance efficient portfolios. Green and Hollifield (1992) argue that it is difficult to dismiss the observed extreme negative and positive weights as entirely due to imprecise estimation of the inputs used to construct mean-variance efficient portfolios. If extreme negative weights in efficient portfolios arise due to the presence of a single dominant factor as Green and Hollifield (1992) argue then it would appear that imposing the portfolio weight constraints would lead to a loss in efficiency. However empirical findings in this area suggest that imposing these constraints on portfolio weights improves the efficiency of optimal portfolios constructed using sample moments 1 . Does this mean that the evidence does not support the Green and Hollifield (1992) view?
In this paper we provide an answer to this question. We show that imposing the nonnegativity constraint on portfolio weights can help even when Green and Hollifield are right -i.e., the true covariance matrix is such that efficient portfolios involve taking large negative positions in a number of assets. We show that each of the no-shortsales constraints is equivalent to reducing the sample covariances of the corresponding asset with other assets by a certain amount. Stocks that have high covariances with other stocks tend to receive negative portfolio weights. Hence, to the extent high estimated covariances are more likely to be caused by estimation error, imposing the nonnegativity constraint can reduce the sampling error. It follows from shrinking the sample covariance matrix toward some target. An example of such a target would be the identity matrix. The third approach is to use data of higher frequency, for example, daily data in place of monthly data. These three approaches are widely used both by practitioners and academics.
For any covariance matrix estimator, we can impose the usual portfolio weight constraints. These constraints reduce sampling errors while at the same time introduce specification errors. This is because, according to Green and Hollifield, they are wrong in population. The gain from imposing these constraints depends on the trade off between the reduction in sampling error and the increase in specification error. For covariance matrix estimators that have large sampling error, such as the sample covariance matrix, imposing these constraints is likely to be helpful. However, for the factor models and shrinkage estimators, imposing such constraint is likely to hurt. These are indeed what we find empirically.
Another finding of this paper is that once the nonnegativity constraint is imposed, portfolios constructed using the sample covariance matrices perform as well as portfolios constructed using covariance matrices estimated using factor models and shrinkage methods. Also, when covariance matrices are estimated using daily data, corrections for microstructure effects that have been suggested in the literature do not lead to superior performance. So far, this has not been recognized in the literature.
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The reminder of the paper is organized as follows. First, we provide a theoretical analysis of the effect of imposing the no-shortsales restriction and upper bounds on portfolio weights while constructing minimum risk portfolios. Then we show that these portfolio weight constraints have a shrinkage interpretation. Finally, we show using Monte Carlo methods that 3 It is well recognized in the literature that the imposition of portfolio weight constraints leads to superior out-of-sample performance of mean-variance efficient portfolios. However to our knowledge no one has noticed that the performance improvement is so large that it is comparable to that attained using the other alternatives.
imposing the no-shortsales restriction can help even when imposing it would hurt if the true covariance matrix of returns were known.
Imposing the portfolio weight constraints reduces sampling error but introduces specification error. Whether the net effect is positive or negative is an empirical issue. In the next Section, we examine the effect of the usual portfolio weight constraints for portfolio variance minimization and tracking error minimization. We focus on minimum variance portfolios based on the findings reported in the literature that it has as large an out-of-sample Sharpe Ratio as other efficient portfolios 4 . Our interest in minimum tracking error portfolios arises from the observation that it may often be necessary in practice to construct portfolios using a subset of all available stocks that have low transactions costs and high liquidity to track certain benchmark indices that may contain assets that may not be actively traded. We find that for factor models and shrinkage estimators, imposing the usual portfolio weight constraint reduces the portfolio's efficiency slightly. On the other hand, when the no-shortsales restriction is imposed, minimum variance and minimum tracking error portfolios constructed using the sample covariance matrix perform as well as those constructed using more sophisticated estimates of the covariance matrix. This is a useful result for institutional investors because 4 Using monthly stock index return data for G7 countries Jorion (1985) convincingly argues that '... benefits from diversification are more likely to accrue from a reduction in risk.' In the data set he examined, the global minimum variance portfolio had the best out of sample performance. It out performed classical tangent portfolio, the tangent portfolio construced using the Bayes-Stein estimator for the vector of mean returns, and the value weighted and equally weighted portfolios. Using simulation methods Jorion (1986) showed that this conclusion is robust if the sample size is not large. Jorion (1991) found that the minimum variance portfolio constructed using returns on seven industry stock index portfolios performed as well as the CRSP equally weighted and value weighted stock indices during the January 1926 to December 1987 period, in out of sample tests. The performance was comparable to that of the tangent portfolio constructed using the Bayes-Stein estimator for the mean.. Bloomfield, Leftwich and Long (1977) found that portfolios constructed using mean-variance optimization did not dominate an equally weighted portfolio..
The Kuhn-Tucker conditions (necessary and sufficient) are
λ i ≥ 0, and
Let us first examine why there are negative portfolio weights in the minimum variance portfolio. The (unconstrained) portfolio variance minimization 5 problem is (1) and (2) only. The first order conditions are (2) and
The above condition says that at the optimum, stock i's marginal contribution to the portfolio variance is the same as stock j's, for any i and j.
Suppose stock i tends to have higher covariances with other stocks, i.e., the ith row of S tends to have larger elements than other rows. Then stock i's marginal contribution to the portfolio variance, 2 P N j=1 ω j S i,j , will tend to be bigger than other stocks' marginal contribution. Therefore, to achieve optimality, we need to reduce stock i's portfolio weight and increase other stocks' weights. Stock i may even have negative weight if its covariances with other stocks weighted using the optimally chosen weight is sufficiently high. Therefore, a stock tends to receive a negative portfolio weight in the minimum variance portfolio if it has higher variance and higher covariances with other stocks. In a one-factor structure, these are the high-beta stocks.
Let S be an estimated covariance matrix. Denote the solution to the constrained variance minimization problem (1) -(3) as ω + (S). Now we can construct a new covariance estimateS, such that its implied (unconstrained) minimum variance portfolio is exactly ω + (S). Hence we can say that the effect of imposing portfolio weight constraint is as if we are usingS instead of S.
Let λ i (i = 1, 2, ..., N) be the Lagrange multipliers for the nonnegativity constraints (3) and λ the Lagrange multiplier for (2). Then we have the following proposition.
Proposition 1
The global minimum variance portfolio of
is ω + (S). Furthermore,S is symmetric and positive definite.
is the solution to the constrained portfolio variance minimization problem (1) -(3). To show that ω = (ω 1 , · · · , ω N ) is the (unconstrained) minimum variance portfolio ofS, it suffices to verify the first order condition:
The second equality follows from the fact that ω i λ i = 0, the third equality follows from the same fact and P j w j = 1, and the last equality follows from (4). The fact thatSω = λ · (1, 1, · · · , 1) 0 shows that ω solves the (unconstrained) variance minimization problem for covariance matrixS.
S is clearly symmetric. Its global minimum variance portfolio has a variance of
HenceS is positive definite.
QED
This result shows that constructing the constrained minimum variance portfolio from S is equivalent to constructing the (unconstrained) minimum variance portfolio fromS = S − (λ i + λ j ) i,j=1,···,N . Notice that the effect of imposing the constraint is that, whenever the nonnegativity constraint is binding for stock i, its covariances with other stocks, S ij , j 6 = i, are reduced by λ i + λ j , a positive quantity, and its variance is reduced by 2λ i . We saw before that a stock will receive a negative portfolio weight in the minimum variance portfolio if its covariances are relatively too high. Therefore, the new covariance matrix estimate,S, is constructed by shrinking the large covariances toward the average covariances. Since the largest covariance estimates are more likely caused by estimation error, this shrinking may reduce the estimation error.
In general, given ω + (S), there are many covariance matrix estimates that have ω + (S) as their (unconstrained) minimum variance portfolio. Is there anything special aboutS? We do have an answer to this question when returns are jointly normal and S is the MLE of the population covariance matrix.
It is well known that with whatever estimate of the covariance matrix, the MLE of the mean is always the sample mean.
(See, for example, Morrison (1990) , p.98.) With this estimate of the mean, the log-likelihood (as a function of the covariance matrix alone) becomes
This can also be considered as the likelihood function of Ω −1 .
Now consider the constrained MLE of Ω, subject to the constraint that the global minimum variance portfolio constructed from Ω has nonnegative weights only. Let Ω i,j denote the (i, j)-th element of Ω and Ω i,j denote the
So the constrained maximum likelihood problem is
subject to (8). We have the following proposition:
Proposition 2 Assume that returns are jointly iid normal N (µ, Ω). Let S be the unconstrained MLE of Ω.
be the solution to the constrained portfolio variance minimization problem (1) -(3), and constructS according to (7). Theñ S and {λ i } N i=1 jointly satisfy the first order conditions for the constrained ML problem. (ii) LetS and {λ i } N i=1 jointly satisfy the first order conditions for the constrained ML problem.
is the solution to the constrained portfolio variance minimization problem (1) -(3), given S.
Proof: First, let's write out the first order conditions for the constrained ML problem. Let the constrained MLE beΩ. The Kuhn-Tucker conditions for the constrained maximization problem are (Morrison (1990) , p. 99):
λ i ≥ 0, and λ i = 0 if
These conditions imply that the constrained MLE can be written aŝ
Notice thatΩ has the same form asS.
We will only prove part (i). The proof of part (ii) is similar.
be the solution to the constrained portfolio variance minimization problem (1) -(3), given S, and constructS according to (7). Then we can easily verify that
andS satisfies (10), (11), and the first half of (12). Now we need to verify the second half of (12), i.e.,
By Proposition 1, ω is the unconstrained global minimum variance portfolio ofS, so ω i =
From the second half of (5) we know that ω i > 0 implies λ i = 0. This says that
QED This Proposition states that when S is the MLE, the constrained portfolio variance minimization problem is equivalent to the constrained ML estimation problem. So if instead of imposing the constraint in the optimization stage, we impose it in the estimation stage, we get exactly the same constrained optimal portfolio. Furthermore, the fact thatS is the constrained MLE illustrates that it is in a sense the "closest" to S (which is the unconstrained MLE) among all covariance matrix estimates that have ω + (S) as their global minimum variance portfolio.
The Joint Effect of an Upper Bound on Portfolio Weights and the No-Shortales Restriction
Given an estimated covariance matrix S, the portfolio variance minimization problem with both nonnegative weight constraint and an upper bound on portfolio weights is:
Let us first examine why some portfolio weights may exceed the upper bound. The following discussion is parallel to the discussion when only the no-short-sales constraint is imposed. Suppose stock i tends to have lower covariances with other stocks, i.e., the ith row of S tends to have smaller elements than other rows. Then stock i's marginal contribution to the portfolio variance, 2 P N j=1 ω j S i,j , will tend to be smaller than other stocks' marginal contribution. Therefore, to minimize portfolio variance, we need to increase stock i's portfolio weight and decrease other stocks' weights. Stock i's covariances with other stocks can be so much smaller than other stocks' covariances that at optimal, it will receive a portfolio weight that exceeds the upper bound. Therefore, a stock tends to receive a large positive portfolio weight in the minimum variance portfolio if it has lower variance and lower covariances with other stocks. In a single factor model, these are the low-beta stocks.
Let S be an estimated covariance matrix. Denote the solution to the constrained portfolio variance minimization problem (13)- (16) as ω ++ (S). Now we can construct a new covariance estimateS, such that its (unconstrained) global minimum variance portfolio is exactly ω ++ (S). So if a fund manager voluntarily imposes these kinds of weight constraints (i.e., these constraints are not due to institutional restrictions), he/she in essence believes inS instead of S.
Let λ i (i = 1, 2, ..., N) be the Lagrange multipliers for the nonnegativity constraints in (15), δ i (i = 1, 2, ..., N ) the multipliers for the constraints in (16), and λ the multiplier for (14) as before. Then we have the following proposition.
Proposition 3 The global minimum variance portfolio of
is the solution to the constrained portfolio variance minimization problem (13)- (16). To
0 is the (unconstrained) minimum variance portfolio fromS, it suffices to verify the first order condition:
The second and third equalities follow from the fact that λ i ω i = 0 and δ i (ω − ω i ) = 0, and the last equality follows from (17). Since λ +ω P i δ i is positive, the fact thatSω = (λ +ω
0 shows that ω is the (unconstrained) global minimum variance portfolio for covariance matrixS. QED This result shows that constructing the constrained minimum variance portfolio from S is equivalent to constructing the (unconstrained) minimum
. We are familiar with the effect of subtracting (λ i + λ j ) N i,j=1 . The effect of adding ( i + j ) is the opposite: whenever the upper bound on portfolio weights is binding for stock i, its covariances with other stocks, S ij , j 6 = i, are raised by ( i + j ), a positive quantity, and its variance is raised by 2 i . We saw before that a stock will receive a large positive portfolio weight in the minimum variance portfolio if its covariances are relatively too low. Therefore, the new covariance estimate,S, is constructed by shrinking both the small covariances and large covariances toward the average. Since the extreme covariance estimates are more likely caused by estimation error, this shrinking may reduce the estimation error.
Under normality and assuming that S is the MLE of the covariance matrix, then as in the previous subsection, we have the following result that roughly says thatS = S + (
is a constrained MLE of the population covariance matrix.
Proposition 4 Assume that returns are jointly iid normal N (µ, Ω). Let S be the unconstrained MLE of Ω.
be the solution to the constrained portfolio variance minimization problem (13) - (16), and constructS according to (20) . ThenS and
jointly satisfy the first order conditions for the constrained ML problem with the constraints
(ii) LetS and
jointly satisfy the first order conditions for the constrained ML problem.
is the solution to the constrained portfolio variance minimization problem (13) - (16), given S.
The proof is similar to that of Proposition 2.
The Effects of Portfolio Weight Constraints: An Example
This subsection looks at the shrinkage-like effects of portfolio weight constraints through an example. The covariance matrix estimate S is the sample covariance matrix of a random sample of 30 stocks among all domestic common stocks that have all monthly returns from 1988 to 1997 (120 months).
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Column 1 of Table 1 lists the row sums of S. We can see that the row sums vary over a wide range: the lowest row sum is 0.28, the highest is 10.4. The standard deviation of the row sums is 2.4 (see the bottom of the Table 1 ).
The second column lists the unconstrained global minimum variance portfolio weights. There is a general tendency that if the row sum is high (low), the corresponding portfolio weight will be negative (positive). In fact the correlation coefficient between row sums and portfolio weights is -0.725.
The Lagrange multipliers for the nonnegativity constraint are listed in column 3. There is a tendency for the multipliers to be positive when the row sums are high. In fact the correlation coefficient between the two is 0.766. The row sums ofS is listed in column 4. Column 5 gives the changes from row sums of S to row sums ofS.
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We can see that there is a tendency that when a row sum is high, it is reduced by a larger amount. In fact, the correlation coefficient between row sums of S and changes in row sums is -0.798. This confirmed our intuition that the effect of the nonnegative constraint leads to shrinking the largest covariance estimates toward zero. Column 5 tells us that the amount of shrinking can be sizable. For example, the second highest row sum (10.23) is reduced by 2.47. Table 2 reports similar results when both nonnegativity and an upper bound of 10% are imposed. The first two columns of Table 2 are the same as those in Table 1 . Columns 3 and 4 list the two sets of Lagrange multipliers. We can see a pattern: high row sums implies positive Lagrange multiplier for the nonnegativity constraint; low row sums implies positive Lagrange 5 The shrinking reduces all row sums. Since S is an unbiased estimator of the population covariance matrix,S will be a downward biased estimator of the population covariance matrix (element by element). One way to correct for this bias is to multiplyS by a constant that is larger than one. The other is to add an equal amount to all elements of S. Both adjustments would result in the same global minimum variance portfolio as that associated withS, so we will not concern about the bias for our purpose.
multipliers for the upper bound. The correlation between row sums of S and changes of row sums is -0.819. This confirms that restricting the portfolio weights to be positive shrink the lowest covariance estimates of S toward the average value, and hence reduces sampling error.
Imposing the Wrong Constraint May Help: Evidence from a Simulation Study
People might think that the no-shortsales constraint helps because the constraint holds in population. Green and Hollifield (1992) argue correctly that the true minimum variance portfolio will have extreme long and short positions. Their conclusion seems to imply that imposing the nonnegativity constraint might be counter productive. The following simulation study illustrates that, although the constraints are violated in population, they can still help. This is because of the shrinkage effect of the portfolio weight constraints reduces sampling error.
The simulation study reported in Table 3 supports this conclusion. There we estimated a covariance matrix using the sample covariance matrix of the historical returns of a random sample of 30 domestic common stocks (the same 30 stocks as those in Tables 1 and 2 ). Treating the covariance matrix as the true one, we simulate return data, and use the simulated return data to estimate the covariance matrix and form the optimal portfolios. We construct four global minimum variance portfolios: the unconstrained and nonnegativity constrained ones from the true covariance matrix and the estimated covariance matrix. The standard errors of these portfolios are calculated using the true covariance matrix and the portfolio weights, and are reported in the table. We see that the constrained portfolio from the true covariance matrix does worse than the unconstrained one. This means that the nonnegativity constraint is violated in population, consistent with Green and Hollifield's conclusion. Yet unless we have 180 months or more returns to estimate the covariance matrix, the constraint helps the ex post performance of the global minimum variance portfolios. This demonstrates that imposing the wrong constraint may actually help.
3 The Effect of Portfolio Weight Constraints:
An Empirical Examination
Data and Methodology
In this section we examine empirically the effect of portfolio weight constraints. As we have said before, whether these weight constraints help or hurt is an empirical issue and will depend on the specific covariance matrix estimator. For the estimators that have large sampling errors such as the sample covariance matrix, the portfolio weight constraints are likely to be helpful, as documented by Frost and Savarino (1988) and demonstrated again in the simulation study in the last section. However, for the factor models and shrinkage estimators, the portfolio weight constraints are likely to be harmful.
We examine the effect of the portfolio weight constraints on the outof-sample performance of minimum variance and minimum tracking error portfolios formed using a number of covariance matrix estimators. This is done following the methodology in Chan, Lakonishok and Karcesky (1999) . At the end of each April 1968 to 1998, we randomly choose 500 stocks from all common domestic stocks traded on the NYSE and the AMXE, with stock price greater than $5, market capitalization more than the 80th percentile of the size distribution of NYSE firms, and with monthly return data for all the immediately preceding 60 months. We use return data for the preceding 60 months to estimate the covariance matrix of the returns of the 500 stocks. For estimators that use daily data, the daily returns during the previous 60 months of the same 500 stocks are used. When a daily return is missing, the equally-weighted market return of that day is used instead.
When variance minimization is the objective, we form three global minimum variance portfolios using each covariance matrix estimator -only two if the covariance matrix estimate is singular. The first portfolio is constructed without imposing any restrictions on portfolio weights, the second is subject to the constraint that portfolio weights should be nonnegative, and the third, in addition, faces the restriction that no more than 2 percent of the investment can be in any one stock. Each of these portfolios are held for one year, their returns for each of the following 12 months are recorded, and at the end of April of the next year, the same process is repeated. This gives at most three minimum variance portfolios that have post formation monthly returns from May 1968 to April 1999 for each covariance matrix estimator. We use the standard deviation of the monthly return on these portfolios to compare the different covariance matrix estimators.
For tracking error minimization, following Chan et al (1999) we assume the investor is trying to track the return of the S&P 500 index. As in the case of portfolio variance minimization, we construct three tracking error minimizing portfolios for each covariance estimator. Notice that constructing the minimum tracking error variance portfolio is the same constructing the minimum variance portfolio using returns in excess of the benchmark subject to the restriction that the portfolio weights sum to one.
Covariance Matrix Estimators
The first estimator is the sample covariance matrix:
where T is the sample size, h t is a N × 1 vector of stock returns in period t, andh is the average of these return vectors.
The second estimator assumes that returns are generated according to Sharpe's (1963) one-factor model given by:
where r mt is the period t return on the value-weighted portfolio of stocks traded on the NYSE, AMEX and NASDAQ t. Then the covariance estimator is,
Here B is the vector of β's, s 2 m is the sample variance of r mt , and D has the sample variances of the residuals along the diagnal and zeros elsewhere.
The third estimator is the optimal shrinkage estimator of Ledoit (1999) . It is a weighted average of the sample covariance matrix and the one-factor model-based estimator:
where α is a parameter that determines the shrinkage intensity that is estimated using the data. Ledoit (1999) shows this estimator outperforms the constant correlation model (Elton and Gruber (1973) , Schwert and Seguin (1990) ), the single-factor model, the industry factor model, and the principal component model with five principal components.
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For the fourth set of stocks we consider the Fama and French (1993) three-factor model, and the Korajczyk's (1986, 1988 ) five-factor model and a three-factor version that includes only the first three of the five factors. This gives three additional covariance matrix estimators each corresponding to one of these multifactor models 7 .
6 For tracking error variance minimization, we also considered Ledoit's (1996) estimator that shrinks the sample covariance matrix toward the identity matrix. The results are similar and we do not report them. 7 For tracking error variance minimization, the loadings on the first factor in these multifactor models are set to zero for every stock.
Finally we consider several covariance matrix estimators that use daily return data. These include the daily return sample covariance matrix, daily one-factor model, daily Fama-French three-factor model, and daily ConnorKorajczyk five-factor and three-factor models. These models are similar to the corresponding monthly models. However, we incorporate the corrections for microstructure effects suggested by Scholes and Williams (1977) , Dimson (1979) and Cohen et al. (1983) . We also develop a new estimator for the covariance matrix of returns using daily return data that nests these three estimators. Details on the estimation of the covariance matrix of monthly returns using daily return data that allow for microstructure effects are provided in the Appendix. Table 4 gives the characteristics of minimum variance portfolios constructed using various covariance matrix estimates. As expected, the sample covariance matrix estimated using monthly return data is singular. When there are no restrictions on portfolio weights all factor models perform equally well with about 40% of the portfolio weights being negative. The portfolios involve taking a substantial amount of short positions, and they sum to more than 50 percent of the portfolio value. The shrinkage estimator proposed by Ledoit (1999) improves the performance of the minimum variance portfolio -an 8 percent improvement when compared to the Sharpe single-factor model and a 4 percent improvement when compared to the fivefactor Connor-Korajczyk model. Since the Ledoit estimator is a particular weighted average of the one-factor model and the sample covariance matrix, we examined whether a simple average of the two estimators would do equally well. The random average of the one-factor model and the sample covariance matrix has an annualized out-of-sample standard deviation of 10.34 percentage points (not reported in Table 4 ) which is not much different from the 10.76 percentage points for the Ledoit estimator. We thus suspect that the sampling errors associated with the estimated optimal shrinkage weights in the Ledoit estimator is rather large.
Empirical Results
Next, let us turn to the case when the no-shortsales restriction is imposed. There is a unique solution to the portfolio variance minimization problem using the sample covariance matrix although it is singular. Surprisingly the minimum variance portfolio constructed using the monthly sample covariance matrix compares favorably with all the other covariance matrix estimators. The out-of-sample annualized standard deviation is about 12 percentage points per year for all of the estimators, including the shrinkage estimator of Ledoit. Imposing the no-shortsales restriction leads to a small increase -between 8 and 14 percent -in the standard deviation of the minimum variance portfolios constructed using factor models. This decline in the performance is consistent with the observation by Green and Hollifield (1992) that shortsales restrictions probably do not hold in the population. The number of assets in the portfolio varies from a low of 24 for the sample covariance matrix estimator to a high of 42 for the Connor-Korajczyk five-factor model. In comparison, the equally weighted portfolio of the 500 stocks has an annualized standard deviation of 17 percentage points, the value weighted portfolio of the 500 stocks has a standard deviation of 16 percentage points. A portfolio of randomly picked 25 stocks has a standard deviation of 18 percentage points which is 40 percent more than that of the optimal minimum variance portfolio constructed using the sample covariance matrix subject to the no-shortsales restrictions. Imposing an upper bound of two percentage points on portfolio weights in addition to a lower bound of zero does not affect the out-of-sample variance of the resulting minimum variance portfolios in any significant way.
The out-of-sample standard deviations of the minimum variance portfolios are on average about four times as large as the corresponding in-sample standard deviations when portfolio weights are not constrained (except that they must sum to unity). This has been observed by Frost and Savarino (1988) and termed "in-sample optimism." When lower and upper bound on portfolio weights are imposed the out-of-sample standard deviations are less than twice the corresponding in sample numbers. Therefore when portfolio weight constraints are imposed, the in-sample standard deviations become better predictors of the corresponding out-of-sample standard deviations.
When daily returns are used, the sample covariance matrix estimator performs the best when there are no portfolio weight constraints. The corrections for microstructure effects suggested in the literature do not lead to superior performance. The short positions are smaller for the factor models. They sum to approximately 120 percent of the portfolio value for the sample covariance matrices and 50 percent of the portfolio value for factor models. When portfolio weights are constrained to be nonnegative all the models perform about equally. The number of stocks in the portfolio range from a low of 39 for the one-factor model (new) to a high of 65 for the daily sample covariance matrix. Table 5 gives the corresponding numbers for the minimum tracking error portfolios. Table 6 reports the t-tests for the difference between the mean returns and mean squared returns for the portfolios compared with the nonnegativityconstrained portfolio from the sample covariance matrix. Since the differences in mean returns are all insignificant, the t-test for the difference in squared returns serve as a test for the difference in return variances, which is the focus of our study. We can see that for both portfolio variance minimization and tracking error minimization, once the nonnegativity constraint is imposed, the more sophisticated estimators do not in general give better out-of-sample performance than the monthly return sample covariance matrix. However, there is evidence that using daily returns can achieve smaller out-of-sample tracking error. Why the use of daily returns can help for the tracking error minimization case and not the total risk minimization case is an issue of future investigation.
Concluding Remarks
Investors often face or voluntarily impose no-shortsales restrictions in optimal risk reduction. However, Green and Hollifield (1992) argue that the optimal portfolios should involve extreme positive and negative weights. We reconcile this apparent contradiction. We show that imposing the no-shortsales constraint on a stock is equivalent to reducing the sample covariances of the corresponding asset with other assets by a certain amount and then constructing the optimal portfolio. Since the extreme negative portfolio weights are associated with the extreme high row sums of the estimated covariance matrix, and these extreme high row sums are more likely to be caused by estimation error, reducing these row sums reduces sampling error. It follows from the theory of shrinkage estimators that imposing the no-shortsales constraint can help even when the constraint does not hold in the population. The upper bounds on portfolio weights have similar shrinking effects. Using a Monte Carlo simulation we show that this is indeed what is happening in optimal portfolio risk reduction.
Imposing the weight constraints also introduces specification error, since these constraints are violated in population, as demonstrated by Green and Hollifield. So the net effect depends on the tradeoff between the reduction in sampling error and the increase in specification error, and whether the net effect is positive or negative is an empirical issue. Frost and Savarino (1988) and our simulation study show that for the sample covariance matrix, imposing the weight constraints helps. Our empirical results also show that for factor models and shrinkage estimators, imposing the weight constraints hurts slightly. On the other hand, once the no-shortsales restriction is imposed, portfolios constructed from the sample covariance matrix per-form as well as portfolios constructed using covariance matrices, estimated using factor models and shrinkage methods.
The effect of the portfolio weight constraints has been examined empirically. Our result on the shrinkage effect of such constraints is the first "theoretical" result on this issue. One potential use of this result is to gauge the tightness of a set of portfolio weight constraints by the change from S tõ S. Suppose the change is quite significant. This means that the effect of the constraints is quite strong and the constraints are quite tight. This measure of tightness can help portfolio managers to decide the appropriate lower and upper bounds on portfolio weights when constructing the optimal portfolios.
Our empirical findings raise the following questions that deserve further examination. (a) Why the use of daily data can help achieve better tracking error reduction but not portfolio variance reduction? A possible explanation is that covariances caused by exposure to the dominant factor change much more over time when compared to those that are caused by exposure to other factors. While the use of daily return data helps to reduce the sampling error it does not take into account time variations in the covariance structure. This may be less important once the dominant factor is removed as in the case of tracking error minimization. (b) Why corrections for microstructure effects do not help even though they provide more precise estimates of factor betas? This could be due to the greater instability of microstructure effects across stocks over time. (c) Why do we find large in-sample-optimism even for factor models and shrinkage estimators?. Past researchers appear to attribute this to sampling error. Additional Monte Carlo simulations indicate that when returns have an exact factor structure, and the covariance matrices are constructed using estimated factors, thel in-sample optimism is attenuated. This means that sampling error alone is unlikely to provide a complete answer. Part of the reason has to be that either returns do not have an exact factor structure or that the the structure of the covariance matrix is changing over time. Hence shrinkage methods and factor models, which 23 are intended to reduce sampling errors, can only achieve limited success.
Appendix: Covariance Matrix Estimators that Use Daily Returns
This appendix describes how we estimate monthly covariance matrices using daily return data after taking into account serial correlations and crosscorrelations at various leads and lags induced by microstructure effects. We consider the estimators proposed by Scholes and Williams (1977) , Dimson (1979) , and Cohen, et al (1983, hereafter CHMSW) . We point out that the CHMSW estimator of the sample covariance matrix is usually not positive semi-definite. We then propose a new methodology to estimate the covariance matrices of monthly returns using data on daily returns that are always positive semi-definite. Our estimator uses the fact that the continuously componded monthly return is the sum of continuously compounded daily returns. Our estimator can be readily modified based on restrictions imposed by microstructure models.
The CHMSW estimator is based on the following relationship:
for any pair of stocks j and k, j 6 = k. Here r t denotes the true date t return and r denotes the observed return, t and t − n denote dates t and t − n. Based on this relation we can estimate cov(r above, with L set to one. The estimate of the full sample covariance matrix using the CHMSW method is denoted as "Daily Sample Covariance Matrix (CHMSW)" in Tables 4-6.
Equation (22) is also valid if either asset (or both) is a portfolio. For a well-diversified portfolio, (22) is approximately valid for its variance also. Based on this, we can estimate a stock's beta as its covariance with the market portfolio divided by the market portfolio's variance. The daily onefactor models (Scholes-Williams and CHMSW) in Tables 4-6 are estimated using this strategy.
There is a problem with these estimators. The estimated covariance matrix, constructed from individual covariances and variances, is not positive semi-definite. This is problematic for portfolio optimization. We propose a new estimator that does not have this problem.
8 Notice that monthly log returns are simply sums of daily log returns:
Here τ is month τ , t is day t, and m is the number of days in a month. Then the monthly return covariance is
cov(r i,t , r j,s ).
Unlike the CHMSW estimator (22), the above is valid for any i and j, even if either one (or both) is a portfolio. Assuming covariance stationarity as usual, we can drop the time subscripts, and get
8 There is a difference between our approach and the approach taken by Scholes and Williams and CHMSW. While they want to estimate the "true" covariances and betas using the daily returns, we want to use daily returns to estimate the covariances and betas of monthly returns.
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The superscripts M and D denote the covariance of the monthly returns and the covariance of the daily returns, respectively. We set m = 21 for there are about 21 trading days in one month.
An obvious approach is to use the sample counterpart of the RHS of (23) to estimate the monthly return covariance. However, to guarantee that the covariance matrix is positive semi-definite, we need to further adjust the covariance estimates (23) slightly. Let
the matrix of demeaned returns. For j = 1, · · · , m − 1, let R −j be the same size as R 0 , with the first j rows set to zeros, and the remaining T − j rows the same as R 0 's first T − j rows (i.e., R −j is the matrix of lag-j demeaned returns). Let
Then S is positive semi-definite (see Newy and West (1987) for the proof) and S is a consistent estimator of the RHS of (23). The covariance matrix estimated this way is denoted as "Daily Sample Covariance Matrix (New)" in Tables 4 -6 .
If we assume a k−factor model, then the beta estimates are
Here b is k × N,v ar(f ) is the estimated factor covariance matrix (of size k × k) and is estimated according to (24), andĉ ov(f, r) is estimated (similar to (24)) byĉ
with F −j defined similarly as R −j .
For factor models, the residual covariance matrix is assumed diagonal and the residual variances are estimated by the sample variances of residuals calculated from observed stock returns, observed factor returns, and the estimated betas. In Tables 4-6, the estimators denoted as "Daily 1 Factor Model (New)," "Daily Connor-Korajczyk 3 Factor Model," "Daily ConnorKorajczyk 5 Factor Model," and "Daily Fama-French 3 Factor Model," are all estimated using this strategy.
We construct the daily Connor-Korajczyk factors and Fama-French factors that follow the same procedure as outlined in Connor and Korajczyk (1988) (using daily returns instead of monthly returns) and Fama and French (1993) .
Finally, in Tables 4-6, the estimator "Daily Sample Covariance Matrix" denotes the sample covariance of daily returns. This table shows the effects of nonnegativity constraints on portfolio weights. The covariance matrix is the sample covariance matrix of monthly returns of a random sample of 30 stocks from 1988-1997 (120 months). The column "row sums" is the row sums of the sample covariance matrix. "S_tilde" is the shrinked version of the sample covariance matrix, defined in Proposition 1. All numbers are scaled by multiplying by 100. This table reports the t-tests of equal mean returns and equal mean squared returns of the minimum variance and minimum tracking error variance portfolios. For each such portfolio, we test whether its mean return and mean squared return are statistically different from those of the no-short-sale constrained portfolio constructed from the sample covariance matrix of monthly returns. The t-tests are calculated as mean(x1-x2)/std(x1-x2)*sqrt(No of Obs), where x1 is either the return ( in testing the equality of mean return) or squared return (in testing the equality of the mean squared return) of the constrained portfolio constructed from the monthly return sample covariance matrix, x2 is either the return or squared return of the portfolio constructed from another covariance matrix estimator. 
