Abstract. In this paper, we show the equivalence between the boundedness of the Riesz transform d∆
Introduction
In this article, we will be concerned with questions related to the boundedness of the Riesz transform on manifolds. Since the seminal work of Coulhon and Duong [4] , who gave sufficient conditions on the heat kernel so that the Riesz transform is bounded on L p for 1 < p ≤ 2, several authors have investigated both necessary and sufficient conditions for the boundedness of the Riesz transform on manifolds. For p > 2, one of the main achievements is the following result due to Auscher, Coulhon, Duong and Hofmann [2] : if the manifold satisfies the scaled Poincaré inequalities and the Riemannian measure is doubling, then the boundedness of the Riesz transform on L q for q ∈ (2, p) is equivalent to the following bounds on the gradient of the heat kernel: for every q ∈ (2, p),
However, the question to find meaningful geometric conditions so that the gradient estimates for the heat kernel (1.1) hold is a difficult problem, and not much is known about it, although some progress has been recently made in the understanding of inequalities that are stronger than (1.1) -the socalled Gaussian estimates for the heat kernel of the Hodge Laplacian acting on 1−forms (see [5] , [7] ). See also [3] where the gradient estimates (1.1) are proved to be equivalent under some conditions to reverse Hölder inequalities for the gradient of harmonic functions).
Very recently, another way to tackle the problem of boundedness of the Riesz transform has been investigated: it consists in introducing Hardy spaces of forms H p for 1 ≤ p ≤ ∞, which are adapted to the problem in the sense that the Riesz transform is always bounded from H p to H p for every 1 ≤ p ≤ ∞. Several authors have independantly performed such a construction: see [1] for the case of Hardy spaces associated the Hodge 1 Laplacian on a manifold, and [9] for the case of Hardy spaces associated to second-order elliptic operators on R n . Let us emphasize that the construction of the Hardy spaces requires that the Riemannian measure be doubling. A natural question (asked by the authors in [1] ) is the following: Problem 1.1. Let 1 < p < ∞. Under which conditions H p = L p ?
It is shown in [1] , Corollary 1.2 that if the Riemannian measure is doubling, then for every 2 ≤ p < ∞,
Consequently, for every 2 ≤ p < ∞, the Riesz transform is bounded L p → H p . But it could happen a priori that this Hardy space H p is "too big", that is that one could find an intermediate space L p H p H p , on which the Riesz transform is bounded. One of the main results of this article provides a hint that this should not happen, and that indeed H p is the correct space to be considered. The result can be very roughly stated as follows:
Theorem 1.2. (Main result) Assume that M is a connected, complete, non-compact Riemannian manifold such that the Riemannian measure is doubling and the scaled Poincaré inequalities hold. Then for every 2 < p < ∞, the following are equivalent:
(1) For every q ∈ (2, p), H q = L q with equivalent norms.
(2) For every q ∈ (2, p), the Riesz transform d∆ −1/2 is bounded on L q . If one of these two equivalent conditions is satisfied, then for every q ∈ (2, p), ||u|| q ≃ ||u|| H q ≃ ||d∆ −1/2 u|| q , ∀u ∈ C ∞ 0 (M ). Remark 1.3. The precise formulation of Theorem 1.2 is given in Corollary 3.3. Here, we just mention that the space H q is a Hardy space of exact 1−forms, and the equality H q = L q should be understood as the fact that H q is equal to the closure in L q of the space of L 2 ∩ L q exact 1−forms.
The last part of Theorem 1.2 is reminiscent of the classical result that on R n , if p ≥ 1, ||u|| H p ≃ ||d∆ −1/2 u|| p (see [11] , Proposition 3, p.123), and supports the claim that indeed H p is the good space to be considered. Let us further mention that in general, one has only ||u|| H q ≃ ||d∆ −1/2 u|| H q , ∀u ∈ C ∞ 0 (M ) (see [1] , Theorem 5.11). We ask the following open question:
The proof of Theorem 1.2 consists in showing that the gradient estimates for the heat kernel (1.1) are sufficient to have the equality H p = L p , and relies heavily on techniques developped in [2] . Let us mention that it is claimed in [1] , Theorem 8.5 that H p = L p if the heat kernel of the Hodge Laplacian acting on differential 1−forms satisfies a Gaussian estimate -in fact, the proof relies on an unpublished manuscript of Auscher, Duong and McIntosh. Under the additional hypothesis that the heat kernel satisfies Gaussian upper-bounds, we can recover this result as a corollary of Theorem 1.2.
The plan of this article is as follows: in Section 2, we introduce the notations and definitions that will be needed (in particular, we recall the definition of the Hardy spaces). In Section 3, we present our results in greater details. In Section 4, we give the proof of a result concerning the area functional. In Section 5, we prove Theorem 1.2.
Preliminaries
In this section, we recall some definitions and notations about the tent spaces and Hardy spaces for the Laplacian and the Dirac operator. References for this are [6] and [1] .
Notations and definitions.
For two positive functions f and g, we write
In all the article, (M, g) will be a complete Riemannian manifold. We will denote by dx the Riemannian measure on M . The measure of a measurable set E will be simply denoted by |E|. For x ∈ M and r > 0, we denote by V (x, r) the measure of the geodesic ball B(x, r) of center x and radius r. We will say that the measure on M is doubling if there exists a constant C > 0 such that
for every x ∈ M and every r > 0. If µ is doubling, then there exists κ > 0 and C such that
for every x ∈ M , r > 0 and θ > 1. We will denote by β the smallest integer strictly greater than κ 2 . The fact that the measure is doubling has also the following consequence, which is classical:
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Lemma 2.1. Assume (D). Then for every ε > 0, there is a constant C ε such that
for every x, y ∈ M and t > 0 such that
We will say that M satisfies the scaled Poincaré inequalities if there is a constant C such that for every ball B of radius r, and every function f ∈ C ∞ (B),
where
It is known that (D) together with (P) are equivalent to the so-called Li-Yau estimates for the heat kernel:
for every x, y ∈ M and t > 0. We will also consider the Gaussian estimates for the heat kernel associated to the Hodge Laplacian ∆ k = dd ⋆ +d ⋆ d, acting on k−forms:
for every x, y ∈ M and t > 0. In particular, (D) together with (P) imply (G k ) for k = 0. We now introduce the L p gradient estimates for the heat kernel:
For more details about inequality (∇ p ), see [2] . We simply remark that, according to [2] , Gaussian estimates for the heat kernel of both ∆ and ∆ 1 (that is, (G k ) for k = 0, 1), imply that (∇ p ) holds for every 2 ≤ p < ∞.
Although recently some progress has been made in finding conditions under which (G k ) for k = 1 holds (see [5] , [7] ), the corresponding problem for the weaker gradient estimates (∇ p ) is so far completely open.
We recall some L 2 off-diagonal estimates -the so-called "Davies-Gaffney estimates" -for the gradient of the heat kernel (these estimates originates, in the case of the heat kernel itself, with the works of Davies and Gaffney, see [2] for references).
Lemma 2.2. There exists two positive constants C and c such that for every subsets E, F ⊂ M and every t > 0,
For a proof, see [2] , p.21. Finally, we state without proof a technical result, which is a slight variation on Lemma 3.2 in [2] and is proved using L p off-diagonal estimates for the gradient of the heat kernel. For a ball B of radius r, let C 1 = 4B, and for i ≥ 2,
Furthermore, for q = 2 the corresponding inequalities hold without assuming (∇ p ).
2.2.
Tent spaces. For x ∈ M and α > 0, the cone Γ α (x) of aperture α and vertex x is defined by
For a Hilbert space H, and a family F = (F t ) t>0 of measurable functions from M to H, define
Here, |F (t, y)| is the norm of F (t, y) := F t (y) in H. When α = 1, we will write A instead of A 1 . For 1 ≤ p < ∞, we define T 2,p (H) the set (modulo equivalent classes) of such families F such that AF ∈ L p (M ), equipped with the norm ||F || T 2,p (H) = ||AF || L p (M ) . It is known (see [6] ) that if the measure on M is doubling (D), then a different choice of α gives rise to equivalent norms, that is ||A α F || p ≃ ||AF || p , for every 1 ≤ p < ∞. From now on, we will write T 2,p instead of T 2,p (H) (in practice, the choice of H will be obvious). Let us remark that in the case p = 2, if one assumes the doubling property (D), then the norm in T 2,2 is equivalent to hal-00854582, version 1 -27 Aug 2013
In fact, one has the following more precise result:
If, moreover, for some ball B of radius r, F is supported in T (B), then
4)
and for every p > 2,
. Thus, using the fact that for (t, y) fixed,
Then, by (2.3),
which proves (2.4). If p > 2, then using successively Minkowski's integral inequality and Hölder's inequality, hal-00854582, version 1 -27 Aug 2013
If (t, y) ∈ T (B), then {x ∈ B : y ∈ B(x, t)} = B(y, t), and therefore, using Lemma 2.1 and the fact that F is supported in T (B), one has
But it is clear that {y : (t, y) ∈ T (B)} ⊂ B, and therefore
We now recall a result from [6] , about the boundedness on T 2,p of some maximal function: define the maximal function C by
, where T (B) is the tent over the geodesic ball B. Then for p > 2, the maximal function C is bounded on T 2,p :
there is a constant C such that for every x ∈ M , and every F ,
In [6] this result is proved in the case of M = R n , and the proof extends to the homogeneous spaces setting. For the sake of completeness and since inequality (2.6) will be of great use to us, we provide indications of a proof which works also in the homogeneous spaces setting.
Proof of Theorem 2.5:
The inequality ||AF || L p ≤ C p ||CF || L p for 2 < p < ∞ is a consequence of the duality of the tent spaces, which extends to the case of homogeneous spaces (see Theorem 4.4 in [1] and the proof of Theorem 3 in [6] ). The inequality
follows at one from (2.6) and the strong (
2 ) type of the Hardy-Littlewood maximal function. It remains to prove (2.6). By similar arguments than in Lemma 2.4, one has, for any ball B,
Therefore,
Taking the supremum over the set of balls B containing a fixed point x ∈ M yields (2.6). First, let us consider the case p = 2. Define
. They are Hardy spaces of k−forms associated respectively to D, d and
and the Hodge decomposition
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is the set of L 2 harmonic k−forms. There is a description of these Hardy spaces in term of tent spaces, which we describe now. For θ ∈ (0, π 2 ), set
for some C > 0 and all
then Q ψ ω belongs to the tent space T 2,2 , and
for every ω ∈ H 2 k . More precisely,
is an isomorphism, with inverse Sψ defined by
, and
An interesting choice for us will be ϕ(z) = z 2M e −z 2 for some integer M : for this choice of ϕ, the functionals Q d,ψ and
Now, let us turn to the definition of the Hardy spaces when p = 2. If 
Our results
In this section, we explain our results in greater details. Our first result concerns the boundedness of a generalised Lusin area integral. Define Q by (Qf ) t = t∇e −t 2 ∆ f.
is bounded (see [12] hal-00854582, version 1 -27 Aug 2013
is bounded. Notice that in general, the function ψ(z) = ze −z 2 does not belong to Ψ β,2 , and therefore Corollary 6.3 in [1] does not say anything concerning the L p → T 2,p boundedness of Q. Our first result in this paper is that L p gradient estimates for the heat kernel are essentially enough to imply the L p → T 2,p boundedness of Q:
Theorem 3.1. Let us assume that M satisfies the doubling property (D), the scaled Poincaré inequalities (P), and for some 2 < p < ∞ the gradient estimate (∇ p ) for the heat kernel. Then for every 2 < q < p,
is bounded.
The second result of this paper concerns the identification of some Hardy space with L p , for p ≥ 2. The Hardy spaces that we will look at are the ones related to the Riesz transform
is an isomorphism.
If M is a connected, complete, non-compact Riemannian manifold satisfying (D), then for 1 < p < ∞, the range of
which implies that df = 0 in the weak (and thus, by elliptic regularity, in the strong) sense, therefore f is constant and in L q , and since by (D) M has infinite volume, f is identically zero, which is a contradiction. Thus, applying [1] , Corollary 6.3, for any 2 ≤ p < ∞,
, where R(d) denotes the range of d. We show in the second result of this paper that the L p gradient estimates of the heat kernel are essentially enough to prove that H
hal-00854582, version 1 -27 Aug 2013 Theorem 3.2. Assume that M is a complete Riemannian manifold satisfying the doubling property (D), the scaled Poincaré inequalities (P) and for some 2 < p < ∞ the gradient estimates (∇ p ) for the heat kernel. Then for every 2 < q < p,
Assume that M is a connected, complete, non-compact Riemannian manifold satisfying the doubling property (D) and the scaled Poincaré inequalities (P). Then for every 2 < p 0 < ∞, the following are equivalent:
If one these two equivalent conditions is satisfied, then for every p ∈ (2, p 0 ),
Proof. Assume that the equality
, one gets that the Riesz transform is bounded on L p for every p ∈ (2, p 0 ). This shows one implication of the equivalence claimed in Corollary 3.3. For the converse implication: if we assume that the Riesz transform is bounded on L p for any p ∈ (2, p 0 ), then (see [2] , it is the easy part of Theorem 1.3 therein) the gradient estimates for the heat kernel (∇ p ) holds for any p ∈ (2, p 0 ). Applying Theorem 3.2, we get that the equality
holds for any p ∈ (2, p 0 ). This conclude the proof. [2] , according to which, in the class of manifolds satisfying (D) and (P), the gradient estimates (∇ p ) for the heat kernel implies the boundedness of the Riesz transform on L q for every 2 < q < p. Actually, our proof of Theorem 3.2 relies heavily on techniques developped in [2] .
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The proof of Proposition 4.1 is given in the Appendix. Let us now give the proof of Theorem 3.1:
Proof of Theorem 3.1:
We state a preliminary result:
Assume that the measure is doubling (D) , that the scaled Poincaré inequalities hold (P), and the gradient estimate of the heat kernel (∇ p ). Then for every 2 < q < p, there is a constant C such that for every f ,
where we have let g :
Let us assume for the moment the result of Proposition 4.2. Proposition 4.2 implies that for the choice T = Q, the hypotheses of Proposition 4.1 are satisfied. Therefore, by Proposition 4.1, Q is bounded from L q to T 2,q , for every 2 < q < p. This concludes the proof of Theorem 3.1.
Remark 4.3. Recall (Theorem 2.5) that the norm in T 2,q is given by ||F || T 2,q = ||AF || q ≃ ||CF || q . If the following stronger inequality were true:
where g := (1 − χ αB )f , then an application of Theorem 2.3 in [3] -with the choice T = AQ -would yield directly Theorem 3.1. However, we have been unable to prove inequality (4.2), and in fact we feel that (4.2) does not hold.
Therefore, we have to adapt the argument of [3] in order to work with the weaker inequality (4.1).
Proof of Proposition 4.2:
The proof is an elaboration on some arguments from [2] . Define F = Qg. We will denote F t = F (t, ·). Fix a ball B with radius r. By inequality (2.5) in Lemma 2.4 applied to χ T (B) F , there holds:
Arguments from [2] (more precisely, Lemma 3.2 and the proof of (3.12) therein), relying on L p off-diagonal estimates for the gradient of the heat semi-group, lead to the following lemma, whose proof is postponed:
Lemma 4.4. For t ≤ r, the following inequality holds:
Assuming for the moment the result of Lemma 4.4, let us finish the proof of Proposition 4.2. By Lemma 4.4 and Minkowski's inequality,
We claim that
and
The validity of the inequalities (4.3) and (4.4) implies at once that the result of Proposition 4.2 holds. In order that the proof of Proposition 4.2 be complete, it remains to prove inequalities (4.3) and (4.4).
Step 1: estimate of I:
It is a consequence of the L 2 off-diagonal estimates for Q. Let us denote C 1 = 16B, and for i ≥ 2,
Recall that g = (1 − χ 16B )f , and write
where we have used the fact that g is zero on C 1 = 16B. Then, using the L 2 off-diagonal estimates for Q t = t∇e −t∆ (Lemma 2.2), we get that for every i ≥ 2,
Therefore, using (D),
By definition of the maximal function M,
Consequently,
Next, for any t ≤ r,
and thus, performing a change of variable,
which proves (4.3).
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Step 2: estimate of II:
Performing a change of variables, we have
If t ≤ r and y ∈ 2 l B, then (t, y) ∈ T (2.2 l B). Furthermore, by definition of the maximal function C, we have
and therefore, by definition of Λ i,t and using (D), for every i ≥ 2, there holds
Finally,
This proves inequality (4.4), and concludes the proof of Proposition 4.2.
Proof of Lemma 4.4:
For the sake of completeness, we now give the proof of Lemma 4.4. As we have already said, it is based on arguments from [2] (more precisely, from Lemma 3.2 and the proof of (3.12) therein). Define ϕ(z) = e z 2 , and write
where we have used the fact that under (D), e −t∆ 1 = 1. Let h := ϕ t (D)g. Notice that h depends on t, but we do not write this dependance in order to keep the notation light. Define C 1 = 4B and for i ≥ 2,
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By inequalities (2.1) and (2.2), there holds that for i = 1,
and for every i ≥ 2,
But by definition,
Next, write
Therefore, by Minkowski's inequality,
Applying the Poincaré inequality (P) on 2 i+1 B, we obtain
Also, observe that, by Cauchy-Schwarz and the Poincaré inequality (P) on 2 l+1 B, we have
As a consequence, for every i ≥ 1,
Now, notice that
so that for every i ≥ 1,
From (4.5), (4.6), (4.7) and (4.8), we get that
Therefore, by definition of Λ i,t ,
But for t ≤ r and i ≥ 1, one has the elementary inequality
Thus, for t ≤ r,
which is precisely the result of Lemma 4.4.
Proof of Theorem 3.2
In this section, we prove Theorem 3.2. Let S be defined by
Define also
where ψ(z) = z 2N +1 e −z 2 . That is, hal-00854582, version 1 -27 Aug 2013 
.
Assuming for the moment the result of Theorem 5.1, let us give the proof of Theorem 3.2:
Proof of Theorem 3.2:
Using the fact that for ω ∈ H 2 1,d ,
we get by the Spectral Theorem that for every ω ∈ H 2 1,d , there holds:
Therefore, applying Theorem 5.1, we get for
This conclude the proof of Theorem 3.2.
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In the remaining part of this section, we prove Theorem 5.1.
Strategy of the proof of Theorem 5.1:
We will denote F = Q N ω. Our proof is inspired by the proof of [ [2] , Theorem 1.3]. Let us explain roughly the strategy. Define the "regularizing operator" A r by
where n is an integer which will be chosen big enough later. We will show that for some "maximal function" G γ (to be specified later), the following pair of inequalities holds for any ball B of radius r: . The rest of this section will be devoted to make the above arguments more precise. First, we define the maximal function G γ . For 0 ≤ j ≤ n, define
Then we let
where we recall that A γ is the function corresponding to A when the aperture of the cone is chosen to be γ > 0. Finally, we define
With this settled, we prove:
Then there is γ > 0 such that for every 2 < q < p and for every ball B of radius r, there holds:
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Let us first show how Theorem 5.1 follows, assuming the result of Proposition 5.2:
End of the proof of Theorem 5.1:
Let us fix 2 < q < p. Proposition 5.2 allows us to apply Proposition 3.2 and Corollary 3.3 from [3] with the choice
By definition,
Using the strong ( 
Since for every 0 ≤ j ≤ n, there holds that
. Therefore,
The proof of Theorem 5.1 is complete.
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Proof of Proposition 5.2:
Let us begin by establishing (5.2), which follows directly from results in [2] . Notice that A r is a sum of terms of the form C k e −kr 2 ∆ , for 1 ≤ k ≤ n. It is thus enough to prove that for any 1 ≤ k ≤ n,
By definition of S,
According to Equation (3.12) in [2] , there holds:
Now, we will be concerned with the more difficult task of establishing (5.1). Again, this relies on ideas developped in [2] . In the proof, C and c will design generic constants, whose value can change from a line to another. Expanding the term I − A r = (I − e −r 2 ∆ ) n and performing a change of variable for each term appearing in the sum, we get
4) where S 1 (resp. S 2 ) corresponds to the integral being taken from 0 to Ar (resp. from Ar to ∞), where the value of A ≥ √ n + 1 will be precised later.
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Step 1: estimate of
We claim that Lemma 5.3. The following inequality takes place:
The proof of Lemma 5.3 is technical, and is postponed until the end of this section.
Step 2: estimate of
Let us define
is the term appearing in the integrand of (5.4). We have, by the Taylor formula for f around 0:
Replacing f (kr 2 ) by its expression given by (5.5) in the sum n k=0 (−1) k n k f (kr 2 ), and using the fact that for every integer 0 ≤ l ≤ n − 1,
Let us now compute f (n) (s): recalling that
and thus, assuming that N > n,
where we recall that by definition, F j t = (t 2 ∆) N +j e −t 2 ∆ td ⋆ ω. We claim:
Lemma 5.4. There exists γ > 1 such that for every H ∈ T 2,2 ,
The proof of Lemma 5.4 is given below. Assuming it for the moment, and applying it to H = F j for every 0 ≤ j ≤ n, we obtain that by definition of
From Lemma 5.3 and inequality (2.6), we get
As consequence of (D), since γ > 1, there is a constant C such that for every F ,
By (5.7) and (5.8), we thus obtain (5.1), and the proof of Proposition 5.2 is complete.
Proof of Lemma 5.3:
Define C 1 = 4B, and for i ≥ 2, C i = 2 i+1 B \ 2 i B. Decomposing
we have by Minkowski's inequality (with an obvious definition of S 1,i in which F i appears instead of F )
Our task is thus to estimate each term of this sum. We first consider the case i = 1. First, notice that
It is easy to see that (0, Ar) × 4B ⊂ T ((A + 4)B), and thus hal-00854582, version 1 -27 Aug 2013
We claim that S(I − A r ) is bounded from T 2,2 to L 2 . Indeed, S is bounded from T 2,2 to L 2 , and it is enough to see that (I − A r ) is bounded on T 2,2 . Since I − A r is a sum of terms of the form C k e −kr 2 ∆ for 1 ≤ k ≤ n, this follows from the fact that for any 1 ≤ k ≤ n, and every H ∈ T 2,2 , using (2.3),
where we have used the fact that the semi-group e −t∆ is contractive on L 2 . Therefore,
, we obtain by definition of the maximal function C that
This implies that
Let us now turn to the case i ≥ 2. By (5.4) and Minkowski's integral inequality, we have
Using the L 2 off-diagonal estimates for t∇e −t 2 ∆ (Lemma 2.2), we get
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For k ≥ 1, we have by a change of variables and using the fact that 1 t ≥ C r on (r, Ar):
But it is easy to see that
, and thus using (D),
For k = 0, we use successively Cauchy-Schwarz inequality, the inequality
which holds for every t ≤ Ar, and inequality (5.9) in order to get:
Finally, we obtain
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This concludes the proof of Lemma 5.3.
Proof of Lemma 5.4:
First, since
From now on, we fix s ∈ [0, nr 2 ]. Let λ ∈ (0, 1) be such that Aλ ≥ 1 (the value of λ will be precised later). Denote B t := t r B = B(x B , t), then for every t ≥ Ar and for every real function ϕ, there holds, using (D),
(5.10)
Applying inequality (5.10) with ϕ = t∇e −t 2 ∆ H √ t 2 −s , we obtain, denoting
Denote C 1 t = B(x B , 4t + 4r) and for i ≥ 2,
Notice that for every i ≥ 2,
We decompose hal-00854582, version 1 -27 Aug 2013
We have by Minkowski's inequality
It is enough to estimate each term in the above sum. We begin with the case i = 1, for which the choice of λ has no importance. Using the fact that for t ≥ r, H 1,t is supported in C 1 t ⊂ 8B t and the uniform boundedness on L 2 of t∇e −t 2 ∆ , we get
By a change of variable and (D), we obtain
Applying Cauchy-Schwarz's inequality,
Indeed, let us compute hal-00854582, version 1 -27 Aug 2013
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(5.12) Indeed, we compute that
For every (t, y) ∈ C i t , there exists y ′ ∈ B(y, 4t) such that B y ′ , r 2 ⊂ 2 i+2 B and for every z ∈ B y ′ , r 2 , y ∈ B(z, 4t): just take y ′ lying on a minimizing geodesic going from x B to y, such that d(y, y ′ ) = 4t − r 2 . Therefore,
But by Lemma 2.1, V (y ′ , 4t) ≃ V (y, 4t), and therefore using (D), we get
which ends the proof of inequality (5.12). Now, we can finally prove Lemma 5.4. Indeed, by (5.11) and (5.12), we have (for our choosen values of λ and A)
Thus, since α > κ 4 , we get hal-00854582, version 1 -27 Aug 2013
By an easy consequence of (D), there is a constant C such that for every H,
This shows Lemma 5.4, with γ = 16.
Appendix
In this Appendix, we prove Proposition 4. 
a.e. on T (B), and satisfying
For 2 < q < p, there is a constant C independant of the choice of F and G such that if ||G|| q < ∞ and ||F || T 2,2 < ∞, then
Assuming for the moment the result of Proposition 6.1, let us conclude the proof of Proposition 4.1.
Proof of Proposition 4.1:
1/2 . By linearity of T , one has
By hypothesis,
We claim that there also holds that
Once (6.1) is shown, the proof of Proposition 4.1 is completed by applying Proposition 6.1 to our choice of F , G B , H B and G. Indeed, Proposition 6.1 then gives
Using the strong (
2 ) type of the Hardy-Littlewood maximal function, one has
and thus
By definition of F we obtain ||T f || T 2,q ≤ C||f || q .
This concludes the proof of Proposition 4.1, upon proving inequality (6.1). We now proves (6.1). Applying successively (2.4) and (2.3), one has This completes the proof of (6.1), and of Proposition 4.1.
It only remains to prove Proposition 6.1. We split the proof in a sequence of lemmas. First, we begin by a localization lemma:
Lemma 6.2 (Localization). There exists K 0 depending only on the doubling constant, with the following property: ifx ∈ B is such that CF (x) ≤ λ, then for every K ≥ K 0 ,
Proof. We first prove that
2) where C c is the centered maximal function defined by
|F (t, y)| 2 dy dt t .
For this, we notice that if x ∈ B(x 0 , t), then B(x 0 , t) ⊂ B(x, 3t). Thus, using (D), ≤ K 0 C c F (x).
Taking the supremum with respect to the set of balls B(x 0 , t) containing x, we obtain (6.2). Now, let x ∈ B such that CF (x) > Kλ. By (6.2), there is t > 0 such that
Furthermore,x / ∈ B(x, t) since CF (x) ≤ λ ≤ K K 0 λ. Therefore, B(x, t) ⊂ 3B. Consequently, 1 V (x, t) T (B(x,t)) |F (t, y)| 2 dy dt t = 1 V (x, t) T (B(x,t)) |χ T (3B) F (t, y)| 2 dy dt t , which, together with (6.3), yields that C(χ T (3B) F )(x) > K K 0 λ.
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We continue with the following good-λ inequalities, analogue of Proposition 3. Then for every λ > 0, K > K 0 and γ ≤ 1,
provided that {CF > λ} is a proper subset of M .
Proof. Let E λ = {CF > λ}. It is a proper, open subset of M . We write a Whitney covering for E λ :
that is the B i are balls with the finite intersection property, and there is a constant c > 1 with the following property: for every i, there isx i ∈ cB i such thatx i / ∈ E λ . Define
Assume that B λ ∩ cB i = ∅, and letȳ i ∈ B λ ∩ cB i . By the localisation lemma (Lemma 6.2),
Denote Since q < p, one can choose K large enough and γ small enough so that
Hence, for this choice, we get that for all t ≥ 0,
By an easy iteration, this implies that for every t ≥ 0, Φ(t) ≤ C||G||. Since lim t→∞ Φ(t) = ||CF ||, we get that ||CF || q ≤ C||G|| q . But by Theorem 2.5, since 2 < q there holds that ||CF || q ≃ ||F || T 2,q , hence the result of Proposition 6.1.
