Let G be K n,n with non-negative edge weights and let U and V be the two colour classes of vertices in G. We define a ksemimatching in G to be a set of k edges such that the edges either have distinct ends in U or distinct ends in V. Semimatchings are to be counted according to the product of the weights on the edges in the semimatching. The Dittert conjecture is a longstanding open problem involving matrix permanents. Here we show that it is equivalent to the following assertion: For a fixed total weight, the number of n-semimatchings in G is maximised by weighting all edges of G equally. We also introduce sub-Dittert functions which count k-semimatchings and are analogous to the subpermanent functions which count k-matchings. We prove some results about the extremal values of our sub-Dittert functions, and also that the Dittert conjecture cannot be disproved by means of unweighted graphs.
Introduction
Throughout this paper G will be the balanced complete bipartite graph K n,n with non-negative edge weights. The two parts of G will be U = {u 1 , u 2 , . . . , u n } and V = {v 1 , v 2 , . . . , v n } and the edge weights will be prescribed by a matrix W G = [w ij ] where w ij is the weight on the edge joining u i to v j . Sets of edges will always be counted according to the product of the weights on the edges.
If A = [a ij ] is a square matrix of order n, the permanent of A is given by
where the sum is over all permutations of {1, 2, . . . , n}. The subpermanent sum i (A) is defined to be the sum of the permanents of all the order i submatrices of A.
E-mail addresses: gscheon@skku.edu (G. It is well known that per(W G ) counts the perfect matchings in G and, more generally, that k (W G ) counts the k-matchings in G. A k-matching in G can be thought of as a set of k edges such that (C1) the edges have distinct ends in U and (C2) the edges have distinct ends in V.
We define a k-semimatching in G to be a set of k edges for which either (C1) or (C2) holds. We stress that the "or" is inclusive, so that our definition embraces matchings as a special case. Also, it is fair to warn the reader that there are a handful of published papers which use an unrelated definition of semimatching; see, for example, Steele [13] .
In this paper, we wish to take a conjecture due to Dittert from the theory of permanents and reformulate it in terms of semimatchings. It is hoped that this fresh approach may motivate some progress on this longstanding open problem. The application of graph theory to open problems in the theory of permanents has been highly successful in the past (see, for example, [5] or [14] ).
The Dittert conjecture, in its graph theoretic form, deals with perfect semimatchings, that is, n-semimatchings where n is the number of vertices in each part of our bipartite graph. It asserts that, for a fixed total weight the number of perfect semimatchings is maximised by weighting all edges equally.
The original Dittert conjecture
In this section we present the Dittert conjecture in its original matrix formulation and mention some of the known results towards it.
A doubly stochastic matrix is a square matrix whose entries are non-negative and whose row sums and column sums are all equal to one. Let n denote the set of all n × n doubly stochastic matrices and let K n denote the set of all n × n non-negative matrices whose entries sum to n. Hence, n ⊂ K n . (The choice of the name K n is perhaps unfortunate in a paper involving graph theory, but it has become traditional in papers on the Dittert conjecture. Fortunately, we need no complete graphs in this paper.) The function on K n is defined by
where the r i and the c j denote the row and column sums of A, respectively. The Dittert conjecture seems to have first appeared in print in Minc's survey article [10, Conjecture 28] (see [4] for an update of that survey). It asserts that if A ∈ K n , then
with equality holding if and only if A = J n . Here, and henceforward, J n is the matrix in n with all entries equal to 1/n. If we specialise (1) to the subcase when A ∈ n then (A) = 2 − per(A) and the Dittert conjecture asserts that J n uniquely achieves the minimum permanent over n . This is precisely the statement of the famous van der Waerden conjecture, now a theorem of Egorychev and Falikman (see, e.g. [10] ). It follows that the Dittert conjecture is known to be true for doubly stochastic matrices. For other work on the conjecture consult [2, 3, [7] [8] [9] 11] . As a collective result of these papers it is known that if a counter-example to the conjecture exists then there exists a counterexample C of order n with all of the following properties:
• n 4, • at least one entry of C is zero, • at least two row sums of C are = 1, • at least two column sums of C are = 1,
A number of other partial results are contained in the papers just mentioned and in a paper currently being written by the present authors.
The new Dittert conjecture
We now examine what happens when we interpret our matrices as specifying edge weights on bipartite graphs. The set K n corresponds to bipartite graphs whose total weight is n. The doubly stochastic matrices correspond to the subset of these which have equal total weight on the edges which meet at each vertex. All problems discussed in this paper are amenable to scaling all of the weights by a constant factor. So cases when all edge weights are rational can be, if preferred, thought of as unweighted bipartite multigraphs. In this context the doubly stochastic matrices correspond to the regular bipartite multigraphs.
The Dittert function (W G ) counts perfect semimatchings in G because:
(i) r i counts the sets of n edges with property (C1), since when we expand this product we get monomials which are products of one term from each row sum, that is, one weight from an edge at each vertex in U.
(ii) Similarly, c j counts the sets of n edges with property (C2). (iii) per(W G ) counts the perfect matchings in G. Since these matchings are precisely those which have been counted in both (i) and (ii), subtracting their number corrects the overcount.
We can therefore state the Dittert conjecture in this form:
Conjecture 3.1. Among all assignments of non-negative weights to the edges of K n,n with weights adding to a total of t, the number of (weighted) n-semimatchings is maximised uniquely in the case when every edge has weight t/n 2 .
The longstanding Holens-Doković conjecture (which, like the Dittert conjecture, was a generalisation of the van der Waerden conjecture), was disproved in [14] by means of counterexamples based on unweighted bipartite graphs. Unweighted graphs correspond in the current setting to weighted graphs in which every positive weight is equal. Hence, it is interesting to note that: Proof. Suppose that A ∈ K n has m n 2 positive entries, each equal to n/m and that A does not obey (2) . By transposing if necessary we may assume that r i c j , where the r i and c j are the row and column sums of A, respectively. Note that since per(A) 0 this implies that
since otherwise (2) is automatic. By a result of Hwang [7] we may assume that not all r i are equal. By reordering if necessary we assume that r 1 r 2 · · · r n so that 0 < r 1 < 1 and r n − r 1 n/m 1/n.
If we assume that n 5 then
, using r 1 < 1. Now consider replacing r 1 and r n by their arithmetic mean. By the AM-GM inequality the resulting n numbers 
is an increasing function of x for x > 0. Thus
Rearranging gives
which is a contradiction for n 7. Since we can assume that n 4 by [8] , that only leaves the cases n = 4, 5 and 6. It is a simple matter to compute for each of these values and for each m = 1, 2, . . . , n 2 − 1 whether there is any possibility of satisfying (3). All we need to do is partition m into n parts whose sizes are not all equal, but are as close to equal as possible. We then use these parts to decide how many positive entries there are in each row. If this arrangement fails to satisfy (3) then the given values of n and m can be discounted. Proceeding in this way, we find the only possibilities are {n = 5, m = 24} and {n = 4, m 13}. However, in such cases (2) holds because
which we can use to strengthen (3). This lower bound for per(A) follows from the fact that a (0,1)-matrix with fewer than n zeroes has its permanent minimised by putting all the zeroes in one row (see, for example, [12, Theorem 2.6]).
Sub-Dittert functions
We have seen that the Dittert function counts perfect semimatchings just as the permanent counts perfect matchings. Hence, it is natural to consider defining a "sub-Dittert" function analogous to the subpermanent function k which counts k-matchings. In this section we shall state and compare no less than three possible definitions, one of which has already been studied in the literature [2, 3] . The other two, though, are perhaps more natural in the graph theoretic context. The three definitions will be labelled Let Q k,n denote the set of all subsets of k elements chosen from {1, 2, . . . , n}. For any vectorv, let S k (v) denote the kth elementary symmetric function of the coordinates ofv, that is the sum of all monomials which are products of k distinct coordinates ofv. Let A be a general n × n matrix, with row sum vectorr = (r 1 , r 2 , . . . , r n ) and column sum vectorĉ = (c 1 , c 2 , . . . , c n ) . For , ∈ Q k,n let A[ , ] denote the order k submatrix of A formed by the intersection of the rows indexed by and columns indexed by . So for example,
The first sub-Dittert function was given by Cheon and Hwang [3] , who defined
This definition was motivated by some results which were already known for the Dittert function. However, to mimic the definition (4) it might be more natural to define
In fact, neither of these definitions counts k-semimatchings. To achieve that, we define
Note that 3 k counts k-semimatchings in the same way that counts perfect semimatchings. That is, S k (r) counts sets of k edges with property (C1), S k (ĉ) counts sets of k edges with property (C2) and then the − k (A) term corrects the overcount for sets of k edges with both properties.
It is worth noting, as Cheon and Hwang [3] did, that (5) can be rewritten in a form similar to (7), namely:
One thing that should be immediately apparent is that all three definitions generalise the Dittert function. That is, (A) = We shall solve the first three of these problems completely, while the fourth will remain largely unsolved. Proof. By definition,r =ĉ = (1, 1, . . . , 1) on n . Hence, for d = 1 and 3 we see from (8) and (7), respectively that
for some b which depends on n, k and d only. The theorem then follows from a result of Brualdi and Newman [1] which says that the permutation matrices alone produce the largest value of k over n .
This leaves the case d = 2. Suppose that A = [a ij ] ∈ n . It will suffice to show that
is minimised when A is a permutation matrix. For, it will then follow by symmetry that
is minimised when A is a permutation matrix. Adding these last two quantities and subtracting k (A) yields 2 k (A) and hence the result will follow from the Brualdi and Newman theorem.
To begin with, suppose that we fix ∈ Q k,n . Letv = [v i ] be an n-dimensional vector defined by
and
But the elementary symmetric functions are Schur-concave, which means that subject to the constraints (9) and 0 v i 1, the minimum value of (10) is achieved when k of the v i 's are equal to 1 and the remaining n − k are equal to 0. The permutation matrices will achieve this condition for every choice of , which is enough to deduce the desired result.
We note that the minimum value, as identified in Theorem 4.1, is easily calculated. If P is any permutation matrix of order n then
which offers conclusive proof that . We then employ a theorem of Friedland [6] , which says that the minimum for k over n is achieved uniquely by J n .
The case d = 2 is also similar to the previous theorem, since the Schur-concavity of the elementary symmetric functions guarantees that (10) is maximised when all v i are equal, which will clearly be the case (for all choices of ) for J n . The preceding three theorems answer the first three research questions. The fourth question appears to be much harder since it contains the Dittert conjecture as a special case. We offer only minor results towards its solution. First, we deal with the case k = 2. Proof. For d = 1 the result was proved by Cheon and Hwang [3] .
For d = 3 we identify A ∈ K n with a vector in R n 2 which has the same entries. In this way we may consider S 2 (A), which turns out to equal 3 2 (A) since every set of two edges forms a 2-semimatching. But now we can deduce the theorem from the Schur-concavity of S 2 (·).
For d = 2 and A ∈ K n letr i be the ith row of A andĉ j be the jth column of A. Then
can easily be checked by ensuring that pairs of edges with the various possible combinations of properties (C1) and (C2) are counted the correct number of times. Now, (11) is a sum of Schur-concave functions, so 2 2 is also Schur-concave. The desired result now follows.
We get the case n 3 as an immediate corollary: Proof. The Dittert conjecture is proved [8, 11] for n 3 and d n coincides with .
Concluding remarks
The notion of semimatchings that we have introduced is derived naturally from that of matchings, although it is restricted to bipartite graphs. By rephrasing the Dittert conjecture in these terms it is hoped that the skills of graph theorists may be fruitfully employed on this problem, which has been open for more than two decades.
We conclude by observing that counting semimatchings is of the same computational complexity as counting matchings, which is to say that it is #P-complete. This follows from (7), as we now argue. There is a polynomial-time algorithm to count all sets of k edges with property (C1), since S k (r) is the coefficient of x n−k in (x + r i ). Likewise, it is easy to count all sets of k edges with property (C2). But with these two calculations done, the number of k-matchings can be immediately derived from the number of k-semimatchings and vice versa.
