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Abstract 
DNA is the genetic material of a cell and is copied in the form of pre-mRNA through 
transcription in eukaryotes. RNA polymerase II is responsible for the transcription of all 
genes that express proteins. Transcription is a significant source of the stochasticity in 
gene expression. In this thesis, I discuss the development of a biochemically detailed 
model of eukaryotic transcription, which includes pre-initiation complex (PIC) assembly, 
abortive initiation, promoter-proximal pausing and termination as the points that can be 
slow steps for transcription. The stochastic properties of this model are studied in detail 
by stochastic simulations with some preliminary mathematical analysis. The results of 
this model suggest that PIC assembly can play the most significant role in affecting the 
transcription dynamics. In addition, promoter-proximal pausing has been identified as a 
potential noise regulatory step in eukaryotic transcription. These results show excellent 
agreement with many experimental studies. 
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Chapter 1 
Introduction 	  
According to the central dogma of molecular biology, genetic information can be 
transferred from nucleic acid to nucleic acid and from nucleic acid to protein, i.e. from 
DNA to RNA (transcription) and from RNA to protein (translation) [1]. DNA is the 
genetic material of the cell that gives an organism a unique identity. DNA stores genetic 
information in the form of a nucleotide sequence. The transfer of this genetic information 
from DNA to messenger RNA (mRNA) to proteins is termed gene expression. 
Eukaryotic gene expression is a complex process, which is completed in several stages 
including chromatin remodeling, transcription, mRNA processing (including splicing), 
mRNA transport to cytoplasm and translation [1]. The regulation of gene expression is a 
fundamental process for the development, growth and survival of an organism. Gene 
expression can be regulated at any of the individual steps involved, but it is mostly 
regulated at the level of transcription [2].  
 Stochasticity (noise) is part of the inherent nature of eukaryotic as well as 
prokaryotic gene expression. Stochasticity occurs due to the intrinsic randomness of 
individual biochemical reactions involved in the transcription and translation processes, 
the small number of molecules involved, random binding of regulatory factors and 
random occurrence of events in various steps, in spite of similar environmental 
conditions [3, 4]. This noise (randomness) can affect cellular differentiation, cellular 
functions, adaptability of organisms to their environment and phenotypic variation [3, 5] 
Therefore, studying sources of stochasticity is an important prerequisite to understand 
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how cells cope with noise. Stochastic models help us to get better insights into the effects 
of the noise on the biological phenomena described above as well as into the sources of 
this noise. In this thesis, a biochemically detailed stochastic model of eukaryotic 
transcription at the single nucleotide level has been developed. This stochastic model will 
help to get better insights into the possible sources of noise, the slow steps of 
transcription and their effects on the biological phenomena described above. 
 This chapter will review the biochemical details of the steps involved in 
eukaryotic transcription. In addition, various possible rate-limiting steps will be discussed 
that can be significant causes of stochasticity. At last, stochasticity in gene expression 
and in transcription especially will be reviewed, including previous modeling studies of 
transcription and gene expression. 
 
1.1 Transcription 
Transcription is the copying of the genetic information stored in the DNA into RNA. In 
prokaryotes, a single RNA polymerase is responsible for all transcription whereas several 
types of RNA polymerases are known in eukaryotes. Each RNA polymerase encodes a 
different type of RNA: RNA polymerase I (Pol I) helps in the synthesis of ribosomal 
RNA (rRNA), RNA polymerase II (Pol II) synthesizes the precursor of mRNA (pre-
mRNA), RNA polymerase III (Pol III) helps in the formation of transfer RNA (tRNA), 
RNA polymerase IV (Pol IV) synthesizes small interfering RNA (siRNA) in plants [6] 
and RNA polymerase V (Pol V)  generates non-coding RNA (ncRNA) in plants [7]. Of 
these polymerases, Pol II is responsible for the transcription of all genes that express 
proteins. All general transcription factors (GTFs) including Pol II bind to the core 
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promoter of the gene and Pol II transcribes the gene to form a complementary 
nonfunctional pre-mRNA transcript, which is processed either co-transcriptionally or 
later to form functional mRNA. Eukaryotic transcription has been extensively studied 
experimentally. The real-time dynamics of the eukaryotic transcription has been studied 
in [8-11]. In addition, several recent reviews cover different aspects of eukaryotic 
transcription such as the mechanism of transcription [12, 13], and the structural aspects of 
different transcription complexes and their roles in the transcription mechanism [14, 15].  
For transcription, binding of transcription factors (TFs) is necessary. This binding 
depends on the state of the gene. Broadly, a gene can be in one of three states: repressed 
(off), basal and induced (on) [16]. A gene remains ‘off’ when it is packed in the 
chromatin and the promoter region is not available to the transcription factors; a gene in 
the basal state resides in an open chromatin region but is expressed at low levels [16]; 
whereas, if the gene is in the ‘on’ state, its expression reaches high levels due to the 
binding of the transcription factors with the help of activators. 
More precisely, eukaryotic transcription starts with the binding of general 
transcription factors at the core promoter region of a gene in the ‘on’ state [14, 17]. A 
core promoter is a part of typical eukaryotic promoter region, which consists of numerous 
binding sites for sequence-specific activator proteins [16, 18]. The core promoter region 
covers a region from ~35 base pairs upstream to 30-35 base pairs (bp) downstream of the 
transcription start site (TSS) [17]. It consists of a TATAAAA consensus sequence 
(TATA box), approximately 25-30 base pairs (bp) upstream of the TSS, which facilitates 
the binding of transcription factors [17, 19, 20]. It has been found that only 30-32% of 
genes in Drosophila have a functional TATA box ([21], reviewed in [14, 17]). The core 
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promoter usually has other regions such as BRE (TFIIB recognizing element), DPE 
(Downstream core promoter element) and Inr (Initiator), which may facilitate the binding 
of the transcription factors on an AT-rich region in the absence of a TATA box [17]. The 
distance of the TSS from the TATA box varies from organism to organism. In metazoans, 
the TSS remains 25-30 bp downstream of the TATA box whereas in Saccharomyces 
cerevisiae multiple TSSs are present 40-120 bp downstream of the TATA box [17, 19, 
22]. Transcription can be broadly divided into four phases: (a) pre-initiation complex 
(PIC) assembly, during which establishment of the transcription machinery through the 
binding of transcription factors occurs, (b) promoter escape, during which initiation and 
escape commitment occur and abortive initiation may also occur, (c) elongation, in which 
Pol II moves along the DNA template elongating the nascent transcript, and (d) 
termination, in which dissociation of the transcription complex takes place releasing a 
new pre-mRNA transcript.  
 
1.1.1 Pre-initiation complex (PIC) assembly 
There are several mechanisms known for PIC assembly. Regardless of the differences of 
mechanisms of PIC assembly, the first step on TATA-containing promoters is similar: 
TATA binding protein (TBP) monomer along with 13 other TBP associated factors 
(TAFs) binds to the TATA box with the help of gene-specific activators [23]. 
Structurally, TBP and 13 other TBP associated factors (TAFs) together form TFIID [16, 
20, 23-26]. In other words, TBP represents the central DNA-binding subunit of TFIID 
[27]. TBP alone is capable of a basal level of transcription in some genes, but for a high 
level of transcription, i.e. activator dependent transcription, recruitment of TAFs with 
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other general transcription factors is required [16, 28]. TBP is also required on TATA-
less promoters and binds at a position near -30 in an AT-rich region, where the TATA 
box normally resides [14, 16, 25]. Even in the absence of a TATA box or of an AT-rich 
region, the binding of TBP on DNA remains conserved [14, 29].  
Being required in both TATA-containing and TATA-less promoters, indicates 
some important function for TBP.  There are contradictory views about the function of 
TBP [16]. It acts as a scaffold with TAFs (TFIID) for the other general transcription 
factors and may also play a role in locating the TSS. Various structural studies of TBP 
suggest that the carboxyl-terminal domain of this protein is conserved through the 
phylogeny of this protein whereas the amino-terminal domain is not conserved [16, 23, 
25, 28]. The carboxyl-terminal domain (CTD) of TBP helps in its binding to the minor 
groove of DNA. The carboxyl-terminal domain of saddle-shaped TBP binds to the DNA 
at a very oblique angle of 22° and makes the DNA bend towards its major groove [28, 
30].  Most of these structural studies suggest that only monomeric TBP can bind to the 
TATA box.  
In the 1990s, B. F. Pugh and his colleagues extensively studied the kinetics of 
TBP/TFIID binding to DNA as well as TBP/TFIID dimerization [16, 25, 31-35]. It is not 
known to this date whether TBP binds to TFIID (TAFs) before or after binding to the 
DNA. However, it is clear from these studies that TBP/TFIID normally tends to form 
homodimers, when not bound to the DNA [31, 33, 35]. Therefore, TBP and TFIID are 
largely found in the dimer form under physiological conditions [32]. It is important to 
note that all the studies that mentioned TFIID dimerization considered the TBP as a part 
of the 14 subunits of TFIID. Many studies also suggest that TBP/TFIID monomer 
	   6	  
binding to the DNA is in competition with the TBP dimer formation, which is a form of 
auto repression [32, 33]. Once TBP/TFIID is bound to DNA, the TBP/TFIID/TATA-box 
complex provides a platform for the binding of other general transcription factors 
(GTFs). However, there are a number of contradictions about TBP and the mechanisms 
associated with it. B. F. Pugh reviewed these contradictions about TBP and associated 
factors in detail [16]. 
 There are two commonly known mechanisms for the recruitment of general 
transcription factors at the TATA box. The first mechanism suggests an ordered binding 
of general transcription factors (GTFs) including Pol II on the TBP/TFIID complex 
prebound to the TATA box. The detailed mechanism of the ordered recruitment of GTFs 
has been reviewed in [36, 37]. According to this mechanism, the general transcription 
factors are recruited in a certain order, i.e. after the binding of TBP/TFIID to the TATA 
box, TFIIB binds to the TBP/TFIID complex, which helps in recruiting the Pol II/TFIIF 
complex to the transcription machinery. On binding of Pol II, TFIIE and TFIIH get 
recruited to the transcription machinery. According to this model of GTF recruitment, 
TFIIA can bind to the transcription machinery at any time after the recruitment of TFIID 
and TFIIB [36]. This model was supported by the finding that other than GTFs, the 
chromatin modifying factors, are also recruited in a specific order [38, 39]. The finding of 
several holoenzymes with different GTFs challenged the idea of ordered recruitment [40-
42]. However, some specific transcription factors were missing in these holoenzymes. 
Further investigation on the yeast Pol II transcription complex established the 
holoenzyme binding model of GTF recruitment: TBP/TFIID and TFIIA bind together in 
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the first step, followed by the binding of the Pol II holoenzyme which includes other 
GTFs in the second step (Figure 1.1) [43].  
The most important component of the transcription machinery is RNA 
Polymerase II (Pol II). Professor Roger D. Kornberg received the Nobel Prize for 
Chemistry, in 2006, for his phenomenal contribution to the structural studies of different 
polymerases along with various transcription factors. Dr. Kornberg and his colleagues 
studied the structures of Pol II during various steps of transcription with and without 
several transcription factors at various resolutions [44-48]. 
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Figure 1.1:	  Schematic diagram of the holoenzyme binding mechanism of pre-initiation 
complex assembly: TFIID with TATA binding protein (TBP, blue) binds first on the 
TATA box and directs the RNA Polymerase II holoenzyme to form the pre-initiation 
complex (PIC). 
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Other than Dr. Kornberg’s group, there are several other research groups involved 
in the structural studies of RNA Pol II and its complexes with transcription factors. 
Structurally, Pol II is a 12-subunit complex, in which ten subunits represent the core 
enzyme, attached with the heterodimer of subunits Rpb4 and Rpb7 [14, 49]. Out of these 
12 subunits, only three subunits, Rpb1, Rpb3 and Rpb5, remain in contact with the DNA 
template after cross-linking [50]. Every transcription factor of the pre-initiation complex 
has a specialized function. For example, Pol II catalyzes the transcription of all the genes 
synthesizing mRNA; TFIID, which is composed of TBP and TAFs, directs PIC assembly 
on the TATA box [20, 51, 52]. All the general transcription factors and their functions are 
summarized in Table 1.1.  
 The kinetics for the assembly of the pre-initiation complex has not been studied 
extensively. However, in some studies, the early steps of transcription on different 
promoters and different transcription systems have been studied [53, 54]. These two 
studies provide some insights into the kinetics of pre-initiation complex assembly. One of 
these studies [53] has been performed on adenovirus major late promoter (AdMLP) with 
a minimal transcription system, whereas the other study [54] was performed on the 
interleukin-2 (IL-2) promoter with the fully active transcription system.  
The rate of pre-initiation complex assembly on the pre-bound TATA binding 
protein (TBP) was found to be extremely fast i.e. ≥ 0.1 s-1 with the minimal transcription 
system at AdMLP [53], whereas the rate of PIC assembly with a fully active transcription 
system at the IL-2 promoter was found to be one of the major slow steps of transcription 
[54]. These kinetic studies provided data to choose the rate constants for PIC assembly in 
this study (chapter 2).  
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Table 1.1: General transcription factors contained in the pre-initiation complex and their 
functions 	  
TFIID Includes TBP and 13 TAFs, binds to TATA box and shows co-
activator activity through interactions with activators. Also 
promotes TFIIB binding 
TFIIA Acts as a co-activator as well as playing an important part in 
stabilizing the TBP/TFIID/TATA complex 
TFIIB Helps in recruiting Pol II and TFIIF, and finds the accurate 
TSS 
RNA Polymerase II Catalyzes transcription 
TFIIF Remains strongly bound with Pol II and helps in directing it to 
TBP/TFIID/TFIIB/TATA complex, necessary for TFIIH and 
TFIIE binding 
TFIIE Helps in recruiting TFIIH and stimulates kinase and ATPase 
activity of TFIIH 
TFIIH Plays a key role in promoter clearance and opening. Shows 
kinase activity and helps in phosphorylation of C-terminal 
domain of Pol II, aids in the transition from initiation to 
elongation 
 
 
1.1.2 Initiation/abortive initiation/promoter escape 
The early movement of Pol II has only been studied in the last 20 years or so. Therefore, 
relatively little information is available in comparison to the pre-initiation complex 
assembly. However, this early movement of Pol II has been studied sufficiently to get 
insights into the mechanistic and kinetic aspects [53-64]. Some studies divide this initial 
movement of Pol II on the first 15 positions into several parts: initiation, escape 
commitment and promoter escape, including the possibility of abortive initiation [53, 54, 
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56, 57]. On the other hand, some studies termed promoter escape as the movement on the 
first 14-15 positions and subdivided promoter escape into initiation, escape commitment 
and abortive initiation [61-64]. Promoter escape is also misinterpreted as promoter 
clearance in some studies ([59, 60] and references within [61]). However, promoter 
clearance is completely different from promoter escape. Promoter clearance completes 
when the active site of Pol II reaches 60-70 bp downstream of the TSS, whereas promoter 
escape completes with the synthesis of a 14-15 nt long transcript [61]. Regardless of the 
division of the phases in the initial movement of Pol II, we know that all these steps 
except promoter clearance occur during the movement from positions 1-15.  
For the successful initiation of transcription, the accurate positioning of the active 
site of Pol II at the transcription start site (TSS) is necessary, which occurs with the help 
of TFIIB. Once PIC assembly is complete, nucleoside triphosphate (NTP) molecules 
interact with Pol II and consequently DNA melts around the TSS and forms the 
transcription bubble to provide an open complex for the movement of Pol II. The size of 
the transcription bubble remains irregular during initiation and promoter escape. In an in 
vitro study of early transcription, the transcription bubble has been observed from 
position -9 to +2 at the start of transcription, and after the formation of the first 
phosphodiester bond, the downstream edge of transcription bubble was observed to 
expand to position +8 [59]. In another study, the transcription bubble has been found to 
cover ~17 bp, with an 8 nt long nascent transcript, whereas the bubble size has been 
found to be only 10 bp with a transcript length of 9 nt due to bubble collapse [60]. 
The formation of the first phosphodiester bond involves the phosphorylation of 
the C-terminal domain of the large subunit of Pol II through the kinase activity of TFIIH, 
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causing the movement of Pol II to the first nucleotide position [51]. The initial DNA-
RNA hybrid remains very unstable on the first 3 nt positions. In between the formation of 
the 3rd and 4th phosphodiester bonds, a special transition, ‘escape commitment’, has been 
observed on the AdMLP as well as on the IL-2 promoters [53, 54, 56, 57]. As a result of 
this transition, the ternary complex becomes relatively more stable. A similar kind of 
transition has been observed in another study [59]. In this study, formation of a promoter 
open complex was tested with ATPγS, a reversible inhibitor of transcription. It has been 
observed that this open region can be reversed to closed complex by the addition of 
ATPγS to the pre-mRNA product until it reaches a 4 nt length. As soon as it reaches the 4 
nt length, the open region is insensitive to ATPγS [59]. Kinetically, the movement of Pol 
II on the first 3 positions on IL-2 or AdMLP promoter is very fast. The rate constant for 
this movement has been found to be ≥ 0.1s-1 [53-56]. 
Promoter escape starts with the synthesis of the fourth nucleotide of the pre-
mRNA transcript [53] and ends with the synthesis of the 14th or 15th nucleotide of the 
nascent transcript (reviewed in [61]). In this phase of transcription, the DNA-RNA hybrid 
is considered to be relatively strong and is committed to complete promoter escape. In 
vitro kinetic studies of promoter escape show contradictory observations: In studies on 
AdMLP with a minimal as well as a full transcription system, the movement of Pol II 
from positions 4-28 was found to be a slow step of the transcription with a very low rate 
constant of ~2×10-3 s-1 [54, 56], and has thus been suggested to be the rate-limiting step in 
early transcription [53, 57]. Further in vitro investigation of this observation suggested 
that the translocation on the 8th position is responsible for the rate-limiting movement of 
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Pol II from positions 4-28 [55].  On the other hand, in another in vitro study on the IL-2 
promoter with a fully functional transcription system, the movement from positions 4-28 
has been found to be slow with a rate constant of 0.025 (±0.002) s-1 [54]. This rate 
constant was slow but not rate limiting as in the minimal transcription system. These 
observations suggest a role for promoter escape in controling the rate of transcription.  
Another complexity that has been observed in this early movement of Pol II is 
abortive initiation. In general, the transcription machinery becomes less prone to abort 
after passing the 4th nucleotide. However, abortive transcripts of 3 -15 nt have been found 
in experiments. Abortive initiation in eukaryotes has been studied in less detail compared 
to prokaryotes, perhaps because of the more complex transcription system of eukaryotes 
[61]. In prokaryotes, typical in vitro lengths of abortive transcripts have been found to be 
between 2-16 nt [61, 65], whereas abortive transcripts have been found to be 11-15 nt 
long in vivo [66]. In eukaryotes, 2-10 nt long abortive transcripts have been found in vitro 
[59, 67] whereas, one review suggests the length of abortive pre-mRNA to be 3-15 nt 
long [61]. The detailed mechanism of abortive initiation in eukaryotic transcription is still 
unknown, however, a single molecule study of prokaryotic transcription suggests that 
abortive initiation occurs when the polymerase is actively translocating [68]. In addition, 
there is no precise information available regarding the fraction of abortive initiation 
events. However, a biochemical study of prokaryotic transcription suggests that ~75% of 
the initiation events end up with the synthesis of short abortive transcripts through 
abortive initiation [69]. Another in vitro study suggests that more than half of the 
initiation events lead to abortive initiation in eukaryotic transcription [67]. If the 
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transcript does not abort in the abortive initiation prone area, then it enters into the 
elongation phase of transcription. 
 
1.1.3 Elongation/promoter-proximal pausing 
In the past, the events occurring during polymerase recruitment were considered 
responsible for the regulation of gene expression, but recent studies of elongation 
emerged with the contradictory view that post-recruitment events can also play a major 
role in regulation, and can be sufficiently slow to affect the transcription dynamics [2, 
70]. The distribution of Pol II on the DNA template in some in vivo studies suggests that 
the processes in between the recruitment of Pol II and productive elongation can be the 
rate-limiting steps in eukaryotic transcription [12]. Elongation has been one of the most 
studied steps of the transcription process in recent years. Elongation starts with the 
completion of promoter escape. However, there are some contradictory views about the 
elongation phase starting point. Some studies include promoter escape as a part of the 
elongation phase [2, 12, 13], whereas others viewed it as a distinct phase of transcription 
[61, 71]. In the present study, promoter escape and elongation have been considered as 
separate phases of transcription. Elongation factors add to the transcription complex 
forming the elongation complex. The elongation complex moves on the DNA template to 
synthesize the transcript. The complex before or during promoter-proximal pausing is 
called the early elongation complex (EEC), and after promoter-proximal pausing, it is 
called the transcription elongation complex (TEC). The EEC, despite stable binding of 
RNA to the transcription complex, is more prone to transcription arrest and backtracking 
than the mature TEC. Promoter-proximal pausing plays a significant role as a checkpoint, 
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i.e. in checking the DNA-RNA hybrid and that the transcription was accurately done. 
Therefore, promoter-proximal pausing reduces the chances of transcription arrest and 
backtracking that happen due to wrong transcription or a weak DNA-RNA hybrid [2].  
Promoter-proximal pausing has been extensively studied in the hsp70 gene of 
Drosophila [72, 73] and the c-Myc and c-FOS genes of human [74, 75]. Promoter-
proximal pausing has been found to occur between positions 20-50 in most eukaryotes 
(reviewed in [2, 75-79]). It is considered as a point for the regulation of eukaryotic 
transcription [75]. Several studies of promoter-proximal pausing have shown that 
promoter-proximal pausing represents a common phenomenon of eukaryotic 
transcription, which is not dependent on the promoters and other transcription factors [75, 
80]. It has also been studied as a possible rate limiting step of the early eukaryotic 
transcription [80]. Biochemical studies of promoter-proximal pausing suggest that Pol II 
enters the paused state rapidly but escapes from the paused state in a slow manner [75]. 
The average percentage of polymerases that pause in the promoter-proximal region is not 
known for all eukaryotic genes. An in vivo study on mutated Chinese hamster cells 
showed that ~75% of the polymerases moved rapidly, but ~25 % of the polymerases were 
immobile [8]. It is believed that promoter-proximal pausing is a common phenomenon in 
eukaryotic gene expression [75], and perhaps occurs in most genes. Similarly, the 
duration of pausing is unknown for most eukaryotic genes, but the kinetic studies of the 
hsp70 gene of Drosophila suggest that a pause can last as long as 25-30 minutes [72, 73]. 
However, the duration of a pause may depend on several factors such as type of gene, 
promoter strength, etc. [76].  
	   15	  
The mechanism of promoter-proximal pausing was not known until the 
remarkable discovery of two negative elongation factors DSIF [DRB (5,6-dichloro-1-β-
D-ribofuranosylbenzimidazole) Sensitivity Inducing Factor] and NELF (Negative 
Elongation Factor) [81, 82]. DSIF and NELF together can inhibit the movement of Pol II 
on the DNA template [76, 77, 79, 82]. In a recent study of these elongation factors, it has 
been established that a transcript at least 18 nt long is necessary for the binding of DSIF 
and NELF together on the elongation complex [83]. However, earlier, a promoter- 
proximal pause had been detected before position 18 in transcription of the human hsp70 
gene [84], which suggests that a pause can occur before position 18. Other than the 
involvement of negative elongation factors for promoter-proximal pausing, some studies 
support the existence of nucleosomes ahead of Pol II. According to these studies, 
nucleosomes are responsible for the interruption of the transcript elongation in the 
promoter-proximal region [76, 84, 85]. The exact function of promoter-proximal pausing 
is thought to be the rapid induction of transcription (reviewed in [76]). In Drosophila, 
transcription was found to be induced rapidly with a deoxycycline-regulated activator, in 
a few minutes with a paused Pol II, but in absence of paused Pol II, transcription had not 
been induced even in 90 minutes [86].  Other than rapid induction, promoter-proximal 
pausing works as the checkpoint for early transcription, required because of the 
complexity of the process [77]. It is believed that during the pause, the DNA-RNA hybrid 
is checked and several DNA associated pathways occur such as capping, DNA 
methylation etc. [77, 87].  
During the movement of Pol II in the promoter-proximal region, newly 
synthesized pre-mRNA can undergo co-transcriptional processing events. However, these 
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events are not in the scope of this thesis. A detailed review about these processes 
including the process of elongation is available in [71]. 
Several elongation factors help Pol II for escaping from the paused state and to 
enter into productive elongation. P-TEFb (Positive transcription elongation factor b) is 
one important factor known to phosphorylate negative transcription factors DSIF and 
NELF. P-TEFb also phosphorylates the Ser2 (Serine 2) amino acid residue present in the 
CTD of Pol II [88, 89]. In addition, FACT is another factor characterized in a 
reconstituted in vitro transcription system where it has been shown to assist P-TEFb in 
allowing the polymerase to escape from the paused state [90]. Other than these factors, 
TFIIF has also been studied as an important factor to increase the elongation rate [88]. 
TFIIS, a transcript cleavage factor has also been shown to promote elongation in regions 
of a gene that are susceptible to backtracking and arrest proximal to the promoter [91]. 
The above-mentioned factors with some other factors help Pol II to overcome the paused 
state and to enter into productive elongation to transcribe the remainder of the gene. 
The polymerases that do not abort or arrest during the early elongation of the 
transcript, move rapidly on the DNA template until the termination site is reached. 
However, movement of Pol II in the productive elongation phase is not simply the 
synthesis of nascent transcript with fast movement on the DNA template. There are 
important mechanisms acting during elongation such as the remodeling of chromatin, 
histone acetylation, covalent histone modifications, etc. [87]. In addition, a high level of 
transcription elongation gives rise to several DNA-related abnormalities such as DNA 
recombination and mutagenesis, therefore DNA repair mechanisms are going on with 
elongation [87]. It is important to note that this thesis will only concentrate on 
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transcription, excluding these other processes. Many other mechanisms related to 
transcription elongation and its interplay with other DNA-related processes are reviewed 
in [87]. There is a lack of information for the regulation of transcription in positions 
downstream to the promoter-proximal pausing region, but the loss of nucleosomes for 
elongation indicates a modest level of regulation in post-proximal movement of Pol II 
[12].  
The kinetics of the elongation process has been studied extensively with different 
genes and promoters in eukaryotes. The rate constant for the complete transcription 
process has been found to be 1.1-2.5 kilobases (kb)/min using various techniques such as 
RT-PCR, nuclear run-on assays and fluorescence in situ hybridization [92-94]. However, 
there was no information available in these studies regarding the time spent in initiating 
and terminating the transcripts. The average length of a human gene is ~14 kilobases (kb) 
[95]. According to these rate constants, a polymerase should take 6-13 minutes for the 
completion of half of the human gene transcription cycle, whereas Hiroshi Kimura and 
colleagues found that the polymerase takes 14-20 min to complete half of the 
transcription cycle in vivo [8], which is significantly higher than the previously observed 
time. Kimura et al. considered the time taken in initiation and termination as a part of this 
time. However, they did not come up with the rate constants for the different phases of 
transcription. 
Recently, the transcription dynamics have been studied or reviewed in many 
papers [9, 11, 96, 97]. Out of these studies, an excellent in vivo study, using 
photobleaching, photoactivation as well as mathematical modeling techniques, reported 
the fastest elongation rate constant ever [9]. The elongation rate constant reported in this 
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study was 4.3 kb min-1. It is notable that this rate constant was obtained by modeling 
calculations to get the rate constant for the rapid elongation, removing the effect of 
pausing [11]. This study is one of the most detailed studies of transcription dynamics in 
vivo for a mammalian Pol II, reporting the rate constants for most of the steps of 
transcription.  
Two years later, another excellent study by Jarnail Singh and Richard A Padgett 
reported an average elongation rate constant of 3.8 kb min-1 [97]. This rate constant was 
obtained by averaging the elongation rate constants obtained for 15 different human 
genes [97]. They used DRB (5,6-dichloro-1-β-D-ribofuranosylbenzimidazole) combined 
with quantitative RT-PCR for analyzing the transcription process. This rate constant was 
relatively close to the earlier reported fastest rate constant of 4.3 kb min-1. The small 
difference between these rate constants is because the rate constant reported by Singh & 
Padgett includes the possibility of pausing in the proximal region [97].  Therefore, it can 
be concluded after reviewing these studies that the movement of Pol II is very fast at the 
positions beyond the promoter-proximal region with no other possibility of pausing, 
arrest and backtracking. The elongation phase of transcription ends when Pol II reaches 
the termination site. 
 
1.1.4 Termination 
Termination is the last step of transcription, in which the dissociation of the transcription 
machinery and pre-mRNA transcript takes place [98, 99]. Termination of Pol II 
transcription in eukaryotes is one of the most poorly understood steps of eukaryotic 
transcription [100]. However, it is well known that the polyadenylation signal is required 
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for Pol II termination [98-101]. Several studies established a possible connection between 
polyadenylation and termination [98, 99, 102]. It has also been shown that termination 
takes place in the distal region downstream of the poly (A) signal sites (reviewed in 
[102]). However, there is no information about the precise site of termination in vivo, 
rather it is considered to be stochastic in nature [99]. 
 There are two well-known models for the termination of transcription: the torpedo 
and allosteric models [98, 103]. Both models explain the connection of polyadenylation 
signals with termination in the downstream region. According to the torpedo model, 
during the transcription of the polyadenylation signal site, one of the co-transcriptional 
processing events, i.e. co-transcriptional cleavage of the transcript, provides an entry 
point for an exonuclease factor such as Rat1 in yeast [103] or Xrn2 in metazoans [99]. 
The exonuclease activity of this factor can increase the probability of termination at the 
pause sites downstream of the poly (A) signal site. It has also been shown in another 
study on a mammalian promoter that these downstream pause sites may promote 
transcriptional termination [101]. Alternatively, the allosteric model states that 
transcription of the poly (A) site can cause a termination-inducing conformational change 
in the elongation complex [98]. This conformational change may involve the removal of 
elongation factors opposing termination or the addition of termination factors assisting 
termination at a termination site [99]. In recent times, this model of termination has 
become more popular than the torpedo model. 
During termination, the transcription machinery dissociates from the DNA 
template and a nascent inactive pre-mRNA transcript is released. This pre-mRNA 
transcript can undergo processing to synthesize functional mRNA immediately after 
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termination or during the transcription process even before termination, as mentioned 
earlier. However, mRNA processing is out of the scope of this thesis. 
 
1.2 Stochasticity in gene expression/transcription  
It is well known that the unique identity of an organism is due to its DNA. However, it 
was not clear how two organisms could differ in their appearance and behavior even with 
identical genetic backgrounds e.g. identical twins. Researchers found that the 
stochasticity or noise in the expression of genes is one of the reasons for the uniqueness 
of individuals. Noise has been characterized as extrinsic or intrinsic through various 
experimental studies [104, 105]. The variations that affect two simultaneously expressing 
genes in the same way have been characterized as extrinsic noise, such as variations in 
the number of polymerases, ribosomes, etc., whereas the variability due to the stochastic 
nature of biochemical reactions involved, the small number of molecules involved, 
random binding of regulatory factors and random occurrence of events in various steps 
are known as intrinsic noise in gene expression [3, 104-107]. In other words, stochasticity 
or noise is the inherent nature of eukaryotic as well as prokaryotic gene expression. 
Several experimental [105, 108] and theoretical [109, 110] studies quantified noise in 
prokaryotic gene expression and concluded that prokaryotic gene expression is very noisy 
[106]. This noise can be quantified using the coefficient of variation (CV), which can be 
obtained by dividing the standard deviation (σ), e.g. in the protein expression level, by 
the mean expression level (µ), i.e. CV = σ µ . The coefficient of variation is the most 
frequently used measure for the noise in gene expression. However, some other factors 
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have also been used to quantify the noise such as noise strength (ϕ), which is the variance 
over the mean (ϕ = σ 2 / µ ) [3], also known as the Fano factor. 
Further, efforts have been made to quantify the noise in eukaryotes through joint 
experimental and theoretical studies [111, 112]. These studies suggested that the noise in 
eukaryotic gene expression is different from that in prokaryotic gene expression. The 
rates of transition between different promoter states and promoter accessibility might 
play an important role in affecting the stochasticity in eukaryotic gene expression [3, 104, 
111-113]. All of these studies of eukaryotic gene expression investigated the relation 
between the mean expression level and the variability in expression from this mean value 
[106]. Blake et al. [112, 113] found that the stochasticity in gene expression is strongly 
dependent on the transcriptional rate. This finding suggests a significant role of 
transcription in creating the noise in eukaryotic gene expression.  
Some interesting points are noticeable in all of the studies discussed above: (a) 
most of the studies described are concentrated on the gene expression as a whole, not on 
transcription, (b) all the experimental studies quantify the protein expression level to 
determine the noise in the system, and (c) all the theoretical studies present an on-off 
model of gene expression and ignore the biochemical details involved in the steps of gene 
expression. These studies gave insights into the stochasticity in gene expression but could 
not identify the steps responsible for this stochasticity. At most, one can only identify 
transcription as a major source for the stochasticity in gene expression. Further, it was not 
evident from these studies which of the steps of transcription or translation are most 
significantly responsible for the stochasticity in gene expression.  
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Some efforts have been made to study the stochastic kinetics of transcription 
through simple models of a single gene [114, 115]. The model in [115] was able to 
capture the stochastic kinetics of a fairly simple prokaryotic transcription model 
including initiation, elongation and termination steps by using the stochastic simulation 
algorithm (SSA) [116] and chemical master equation (CME) [117, 118].  However, this 
model ignored various biochemical details of the transcription to keep the model 
analytically solvable through CME [115]. In the very same year, Roussel and Zhu 
introduced a new version of SSA, the delayed SSA, to study prokaryotic gene expression 
[119]. This algorithm introduces a delayed output instead of including all the steps of 
transcription and translation [119]. The delayed SSA emerged as a useful algorithm to 
approximate the stochastic kinetics of large gene regulatory networks involving many 
biochemical reactions because of the low computational cost [119, 120]. However, it is 
an approximation to the exact SSA [119]. 
A number of theoretical studies investigated the stochastic aspects of prokaryotic 
transcription and gene expression in a more detailed manner [121-127]. Most of these 
stochastic studies examined the dynamics of prokaryotic transcription or a complete gene 
expression pathway [121-124, 127], using the delayed SSA [119] and used the 
framework of the pioneering model of transcription, developed by Roussel and Zhu 
[115]. Of the studies mentioned above, the most interesting one presents the delayed 
model of transcription at the single nucleotide level [121], in which the prokaryotic 
transcription process has been modeled in the most detailed form. This model accounts 
for the promoter open complex formation with other alternative pathways including 
pausing, arrest, misincorporation and editing, pyrophosphorolysis and premature 
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termination. The transcription dynamics was studied and, later on, this model was 
extended to study gene expression dynamics [122]. However, the central theme of the 
many of these studies was to study the effects of pausing on prokaryotic transcription or 
gene expression [121, 122, 124]. Very recently, another study considered the coupled 
transcription and translation as an extension of these models of gene expression [127].  
Most of the eukaryotic studies until recently were concentrated on the kinetic or 
mechanistic aspects of eukaryotic transcription. Recently, some experimental studies 
concentrated specifically on the stochastic nature of transcription in metazoans [128, 
129]. These single-cell studies suggested that transcription pulses arise due to the 
intrinsic randomness of the activation and inactivation of a gene rather than to extrinsic 
sources of variability such as number of transcription factors, etc. [129]. In addition, a 
recent review on transcriptional bursting identified the events occurring before promoter 
escape, i.e. preinitiation complex assembly with initiation and promoter-proximal pausing 
(early elongation), as the possible reasons for the transcriptional bursting [130]. 
On the theoretical front, until now, no efforts have been made towards the study 
of transcription dynamics in eukaryotes, similar to those in prokaryotes. To my 
knowledge, there is not a single model of eukaryotic transcription or gene expression 
available that can efficiently study the roles of individual steps involved in eukaryotic 
transcription or translation in causing the stochasticity. However, as explained before, 
some efforts have been made to quantify the total noise (extrinsic and intrinsic) with 
combined application of experiments and theory [104, 111-113].  
In this thesis, a sufficiently detailed biochemical model of eukaryotic transcription 
will be developed, which includes PIC assembly, abortive initiation, promoter-proximal 
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pausing and termination as the points that can be slow steps for transcription. In addition, 
the stochastic properties of this process at the single nucleotide level using a variant of 
the classic SSA will be studied. The classic SSA is considered as one of the most suitable 
methods for the detailed simulations of a biochemical process such as transcription. Two 
different variants of the transcription model are presented for SSA analysis: Simulations 
have been performed in single and multiple polymerase cases to study the effects of 
included slow steps on the eukaryotic transcription dynamics and to distinguish effects 
due to the dynamics of a single polymerase from those that might arise from interactions 
between polymerases. In addition, analytic probability distributions for the single-step 
movement of Pol II in various stages of eukaryotic transcription are obtained for the 
single polymerase case. This mathematical analysis can be further used to develop 
expressions for the complete probability distribution of transcription times.  
 
 
 
 
 
 
 
 
 
 
 
 
 
	   25	  
Chapter 2 
Model description 	  
Eukaryotic transcription is a complex process. For the development of this model, the 
biochemistry involved in transcription has been considered in detail. All the steps of 
eukaryotic transcription described in chapter 1 are included in this model. However, some 
mechanistic assumptions have been made due to the lack of available information. These 
assumptions are aimed to keeping the model analytically solvable with reduced 
complexity without losing important biochemical details. As described earlier, 
transcription is divided into five different phases: pre-initiation complex formation, 
initiation, promoter escape including abortive initiation, elongation with promoter-
proximal pausing, and termination. This chapter will describe the development of this 
model. The biochemical reactions for the steps of transcription will be discussed with the 
criteria for the selection of kinetic parameters for these reactions. In addition, the 
different assumptions made to model these biochemical reactions will also be discussed 
in this chapter. 
 
2.1 Model reactions 
The	  first	  phase	  of	  eukaryotic	  transcription	  is	  PIC	  assembly.	  PIC	  assembly	  itself	   is	  a	  very	  complex	  process,	  which	  involves	  binding	  of	  many	  general	  transcription	  factors	  (GTFs)	   on	   the	   TATA	   box	   [20,	   23].	   Out	   of	   the	   two	   known	   mechanisms	   for	   the	  assembly	  of	  the	  pre-­‐initiation	  complex	  (section	  1.1.1),	  the	  mechanism	  that	  involves	  the	  binding	  of	  Pol	  II	  holoenzyme	  is	  modeled	  here.	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2.1.1 PIC assembly reactions 
On the basis of the information from the reviewed literature in Chapter 1, PIC assembly 
is modeled as a two-step process in this model: (1) the binding of TBP/TFIID/TFIIA to 
the TATA box or to an A-T rich region in the promoter and, (2) the binding of Pol II 
holoenzyme on the TBP/TFIID/TFIIA/TATA-box complex.  
Step A of Figure 2.1 shows TBP dimerization, TBP dimer dissociation, and 
TBP/TFIID monomer complex formation. Step B shows the binding of the TBP/TFIID 
complex on the TATA box. The binding of the TBP monomer to DNA and the 
dimerization of TBP monomers are two competing processes. TBP remains largely in the 
form of dimer in the nucleus when not bound to the DNA because of the slow dimer 
dissociation [32, 33]. Therefore, the small rate constant of the TBP dimer dissociation can 
dictate the rate constant for TBP/TFIID binding to the TATA box. It is important to note 
that the formation of TBP/TFIID monomer complex before binding to DNA is a 
mechanistic assumption made due to the lack of information about the sequence of events 
in this first step of PIC assembly. However, this assumption probably wouldn’t make 
much difference since the TBP dissociation is so slow. Another notable thing for this 
mechanism is the role of TFIIA. TFIIA has been found to play an important role in 
loading the TBP/TFIID complex on the DNA [34, 35]. TFIID dimers have been found to 
dissociate with a half-life of similar magnitude as TBP dimers (t1/2 ≈10 min) due to the 
interaction with TFIIA [32, 35].  
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Figure 2.1: Schematic diagram of pre-initiation complex assembly in the model: In A, 
the TBP monomer (triangle) binding to TFIID (oval) is in competition with the formation 
of the TBP dimer (diamond) and forms the TBP/TFIID complex prior to binding to the 
TATA box (rectangle). In B, the TBP/TFIID complex binds to the TATA box (rectangle) 
present on the DNA template (solid line). In C, the RNAP holoenzyme composed of Pol 
II, TFIIF, TFIIE, TFIIH and TFIIB (large box) binds to the pre-bound TBP/TFIID 
complex and forms the pre-initiation complex at the transcription start site (TSS). The 
TSS coincides with the position of the active site of Pol II (bent arrow) at the end of PIC 
assembly. The front end of Pol II is 20 nt downstream (+20) and the back end is 50 nt 
upstream (-50) of the TSS. 
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In the absence of TFIIA, dimer dissociation of TBP and TFIID has been found to be 
extremely slow (t1/2 >20 and ~28 min for TBP and TFIID respectively) [32, 35]. 
Therefore, TFIIA can be a major player in regulation of TBP/TFIID binding on the DNA 
and in stabilizing the TBP/TFIID/TATA-box complex. However, TFIIA binding does not 
represent a slow step. It is notable that the model presented here does not consider TFIID 
dissociation because in the studies of TFIID dissociation, TBP has been considered as the 
part of TFIID. Therefore, both factors have been considered as a single entity.  
In this model, TBP and/or TFIID dimer dissociation represent major slow steps in 
pre-initiation complex assembly. Therefore, the TBP dimer dissociation rate constant has 
been explicitly used as the rate constant for TBP/TFIID binding to the DNA template, 
replacing the rate constants for the TBP/TFIID monomer complex formation, TBP/TFIID 
complex binding to DNA and the binding of TFIIA on the TBP/TFIID complex pre-
bound to the TATA box.  
In the model reaction (1), TBP represents the complex of TBP, TFIID and TFIIA, 
pro is the TATA box or an AT-rich region of the core promoter, TBP.pro represents the 
TBP/TFIID/TFIIA/TATA-box complex and kbind  represents the stochastic rate constant 
for the dissociation of the TBP dimer into TBP monomer and the binding of the 
TBP/TFIID/TFIIA complex to the TATA box together, the former being known to be 
slow.  
 TBP + pro kbind⎯ →⎯⎯ TBP.pro                                                                                              (1)  
After the formation of TBP/TFIID/TFIIA/TATA-box complex TBP.pro( ) , Pol II 
holoenzyme binds to this stable complex. Pol II holoenzyme consists of the transcription 
factors TFIIB, TFIIE, TFIIF and TFIIH. According to the ordered recruitment mechanism 
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for the binding of the transcription factors, the binding of Pol II/TFIIF represents the only 
slow step in the PIC assembly after the formation of the TBP/TFIID/TFIIA/TATA-box 
complex [54]. Therefore, the rate constant for the binding of Pol II/TFIIF has been used 
as the rate constant for the binding of Pol II holoenzyme in this model. In reaction (2),
RNAPholo  represents the Pol II holoenzyme with other GTFs, PIC  represents the pre-
initiation complex and kPIC  represents the rate constant for the binding of Pol II 
holoenzyme on the TBP/TFIID/TFIIA/TATA-box complex. 
TBP.pro + RNAPholo kPIC⎯ →⎯⎯ PIC                                                                                       (2) 
To study the consequences of the rate constant of PIC assembly, it has also been 
considered as a fast process in the simulations of this model. For the fast version of PIC 
assembly, reactions (1) and (2) have been replaced by the following reaction with a single 
rate constant, kFPIC , for fast PIC assembly: 
pro + RNAPholo kFPIC⎯ →⎯⎯ PIC                                                                                            (2a)  
 
2.1.2 Initiation, abortive initiation and promoter escape reactions 
The initiation phase of transcription involves the early movement of Pol II on the DNA 
template strand. In this model, the front end of RNA Pol II is ~20 nucleotides 
downstream of the transcription start site (TSS) and its back end is ~50 nucleotides 
upstream of the TSS at the start of transcription (Figure 2.1), which satisfies the cross-
linking contacts of RNA Pol II subunits [50, 64]. Therefore, during the movement of Pol 
II, active sites of consecutive polymerases remain at least Δ = 70 bp  apart. The position 
of Pol II is given by the position of the active site in the model. 
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After the establishment of a stable pre-initiation complex, DNA melts and forms a 
transcription bubble, and Pol II moves on the DNA template with the formation of the 
first phosphodiester bond. Reaction (3) represents the translocation of the active site of 
the Pol II to the first unoccupied U1( )  nucleotide and the conversion of this unoccupied 
nucleotide into the occupied O1( ) nucleotide, which is possible, only if the nucleotide 
located 70 bp downstream from site 1 is unoccupied UΔ( ) . 
PIC +UΔ kini⎯ →⎯ O1                                                                                                            (3) 
 In this model, three states of nucleotides have been used: unoccupied U( ) , 
occupied O( ) and activated A( ) . These nucleotide states occur during the movement of 
Pol II on the DNA template strand. Movement of Pol II from a position i  to i +1  
completes in two steps: First, the active site of the Pol II moves to a particular 
unoccupied position Ui( ) and changes it to the occupied state Oi( ) , similar to the reaction 
(3) for the very first movement of Pol II. Second, Pol II is activated by the binding of 
NTP molecules to the Pol II, changing the occupied site Oi( )  to the activated state Ai( )  
and making Pol II ready for translocation to the next unoccupied nucleotide Ui+1( )  
(Figure 2.2). Splitting of the translocation process into two steps like this can be arranged 
so that any desired average translocation time is obtained, but it affects the distribution of 
completion times, which is exponential for a single step, but has a nonzero maximum for 
two steps. Even if we don’t know how the rate constants should be partitioned over the 
two processes, if we know that something happens in two or more steps, then we have 
studied an important aspect of the statistics by splitting the overall process into two steps. 
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Figure 2.2: Schematic diagram of the states of nucleotides representing the movement of 
Pol II: In these diagrams, the large box represents Pol II holoenzyme, with its active site 
represented by the bent arrow. The small rectangle represents the TATA box, the triangle 
represents TBP, and the small oval shape represents TFIID. In A, PIC assembly is 
complete and the nucleotide  to be transcribed in the early transcription region has 
become occupied. In B, NTP binding has occurred, and the polymerase has become 
activated (Ai) for translocation (represented by *). This transcription machinery can abort 
from the activated state in positions 4-15. In C, the active site has moved to position 
 and position  becomes unoccupied (Ui). D represents the paused state in which 
the polymerases pause at a particular position for some time in the promoter-proximal 
region. Note that the polymerase is not drawn to scale 
 
*
k /kaeai kpause
kini /kPE /kelong
O
i i+1
i
krelease
i+1i
i+1i
A
O
P
k
C
B
A
abort
D
i
i +1 i
	   32	  
 
Translocation of Pol II (reaction 5) is only possible if there is not another 
polymerase active site 70 nt downstream, the minimum possible distance between the 
two consecutive active sites [50, 64]. Reaction (4) represents the activation of Pol II 
during motion over the first 15 positions during the promoter escape phase of 
transcription. Reaction (5) of the model represents the translocation of Pol II over 
nucleotide positions 2-15.  
Oi kai⎯ →⎯ Ai , i = 1,2,...,15                                                                                                 (4) 
Ai +Ui+Δ kPE⎯ →⎯ Oi+1 +Ui , i = 1,2,...,15                                                                           (5) 
 As described in section 1.1.2, the initial transcription events are prone to abort on 
the first few positions. The escape commitment transition, which occurs after 4 
nucleotides have been added to the nascent transcript, indicates a commitment to 
complete the promoter escape phase by Pol II [53, 54, 56, 57]. However, 4-15 nt long 
abortive transcripts have been found in biochemical studies. Reaction (6) represents the 
abortive initiation in this model: 
Ai kabort⎯ →⎯⎯ TBP + RNAPholo + RNAabort +Ui , i = 4,5,...15                                                  (6) 
In reaction (6), a mechanistic assumption of the break down of the transcription 
machinery in abortive initiation has been made. Specifically, it has been assumed that the 
RNA polymerase immediately dissociates from the DNA template with other 
transcription factors.  This may not be the case in vivo but there is a lack of experimental 
information on the mechanism of abortive initiation in eukaryotes. Another important 
thing to note in the reaction (6) is the hypothesis that abortive initiation occurs from the 
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activated state ( Ai ). It has been found in prokaryotic transcription through a single 
molecule study that abortive initiation takes place during the forward translocation of the 
front end of the polymerase [68]. In this model, the activated state of the nucleotide is the 
state when Pol II is ready for the forward translocation. Therefore, the RNA-DNA hybrid 
may become weaker during the activated state in comparison to the occupied state. 
However, the exact mechanism for this process is known neither for prokaryotes nor for 
eukaryotes. 
Reactions (3)-(5) of this model also include the promoter escape step of 
transcription that completes with the formation of a 14-15 nt long transcript [61]. 
Promoter escape has also been studied as a possible slow step in eukaryotic transcription 
in many biochemical studies [53, 54, 56, 64].  
 
2.1.3 Promoter-proximal pausing and elongation reactions 
In early elongation, promoter-proximal pausing has been studied as a possible slow step 
as well as a checkpoint for elongation of the nascent transcript. The possible mechanism 
and the available kinetics have been discussed in detail in section 1.1.3. Promoter-
proximal pausing in this model has been defined as a state of the nucleotide (Figure 2.2). 
In addition, promoter-proximal pausing is considered to occur in this model between 
positions 16-50 instead of the conventionally quoted range of 20-50. The reason for 
choosing the 16-50 region for promoter-proximal pausing is the detection of a pause 
before position 20 in the human hsp70 gene [84]. In this model, the human transcription 
data is the major focus for the parameters. Reaction (7) represents the entrance into the 
paused state and reaction (8) represents the exit from the paused state. 
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Oi
kpause⎯ →⎯⎯ Pi , i = 16,17,...,50                                                                                           (7) 
Pi krelease⎯ →⎯⎯ Oi , i = 16,17,...,50                                                                                          (8) 
 It is important to note that in this model of eukaryotic transcription, pausing 
proceeds from the occupied state Oi( )  of the nucleotide. This is an assumption of this 
model, made necessary by the lack of information on the mechanism of pausing. In these 
model reactions, pausing is treated as a Poisson process, potentially allowing a 
polymerase to pause many times in the promoter-proximal region. This is also a 
mechanistic assumption of our model. 
 The transcription events that do not abort or arrest undergo productive elongation 
of the transcript. Productive elongation is a rapid phase of transcription (section 1.1.3). In 
the model, the mechanism of movement of Pol II on the DNA template is similar in the 
initiation and elongation phases (Figure 2.2). It is important to note that the elongation 
phase of this model does not consider other alternative pathways such as premature 
termination, backtracking and transcription arrest. These pathways have been found to 
have a very small effect on the transcription dynamics in prokaryotic transcription [121]. 
Therefore, an even smaller effect can be expected in eukaryotic transcription, the latter 
being more regulated. Reactions (9) and (10) represent the productive elongation phase of 
this model. 
Ai +Ui+Δ
kelong⎯ →⎯⎯ Oi+1 +Ui , i = 16,17,...,n −1                                                                  (9) 
Oi kae⎯ →⎯ Ai , i = 16,17,...,n                                                                                             (10) 
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2.1.4 Termination reactions 
Little is known about the termination of eukaryotic transcription. However, two models 
for the termination of eukaryotic transcription are commonly proposed: the torpedo and 
allosteric models (section 1.1.4). Of these models, the latter has become more widely 
accepted in recent times [99]. Therefore, the allosteric model has been followed to model 
the termination reactions. For this purpose, termination has been divided into two steps: 
first, the formation of a termination complex and second, the dissociation of transcription 
machinery from the DNA template. It is important to note that in the model, the 
conformational change of the elongation complex to a termination complex (reaction 11) 
takes place at the last nucleotide of the gene to be transcribed. Polyadenylation and other 
mRNA processing steps have not been included. Processing steps such as splicing and 
mRNA transport to cytoplasm are interesting phases of gene expression to model in 
themselves. The other reason for not including these processes is that we wanted to 
capture the dynamics of transcription alone, which will help us to get insights into the 
effects of various steps on the transcription times. 
 Reaction (11) represents the conversion of an elongation complex into a 
termination complex, which is similar to the conformational change step of the allosteric 
model, and reaction (12) represents the dissociation of termination complex, releasing a 
complete pre-mRNA of the transcribed gene. 
An kTC⎯ →⎯ TC                                                                                                                   (11) 
TC kterm⎯ →⎯⎯ RNA + RNAPholo +Un                                                                                     (12) 
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Note that in reaction (11) the conformational change occurs from the activated 
state of the last nucleotide An( ) . It is an assumption made due to the lack of experimental 
information about the state from which termination takes place.  
It is important to note that in reaction (12), RNA represents the pre-mRNA 
transcript. This pre-mRNA transcript may undergo co-transcriptional mRNA processing 
and splicing. Alternatively, it can enter these processes right after the synthesis of the 
transcript. However, the synthesis of the pre-mRNA transcript through transcription, 
neglecting processing of the primary transcript, is the focus of this study. 
 
2.2 Kinetic parameters 
Stochastic modeling of a dynamic process such as transcription depends on the stochastic 
rate constants involved in the various phases of the process. These stochastic rate 
constants can be derived from the experimentally measured rate constants. Here, the 
kinetic parameters with the selection criteria for those parameters are presented. 
 Stochastic models involve a reaction propensity, which is analogous to the rate of 
reaction in a deterministic model [116]. The propensity in turn involves a stochastic rate 
constant, which is the specific rate at which probability is transferred from one state to 
another. In reactions (1) and (2), the states would be a bare promoter (pro), the TBP.pro 
complex, and the pre-initiation complex (PIC). Since we deal with a single gene, and 
given the rate-limiting processes in reactions (1) and (2) discussed in detail in chapter 1, 
these stochastic rate constants are equivalent to the pseudo-first-order rate constants 
measured in vivo [32, 54].  
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 The biological significance of the rate constants for reactions (1) and (2) can be 
understood by considering the PIC assembly process in detail. Only a couple of rate-
limiting steps can replace several steps involved in the PIC assembly without losing any 
kinetics of the process. Several kinetic studies of the interaction of TBP with DNA have 
represented the binding of the TBP monomer to DNA by a fast single second-order rate 
constant of approximately 5 × 105 M-1s-1 [30, 131, 132]. In addition, the rate constant for 
TBP dimerization, calculated from the dissociation constants and concentrations provided 
in [32] is 105 M-1s-1 (reviewed in [23]). Many studies suggest that TBP dimers cannot 
bind to DNA [31, 33]. On the other hand, the dissociation rate constant for the TBP dimer 
has been found to be 1.6 × 10-3 s-1 [32]. The kinetic details of the binding of TBP to 
TFIID and the binding of TFIIA to TBP/TFIID are not known to date but these processes 
do not represent the slow steps in PIC assembly. Therefore, the dissociation rate constant 
for TBP dimer can be used as the rate constant for the assembly of the TBP/TFIID/TFIIA 
complex on the TATA box. A kinetic study by Coleman and Pugh [32] directly supports 
this modeling decision. 
 On the other hand, the rate constant of the binding of Pol II holoenzyme to the 
pre-bound TBP/TFIID/TFIIA complex can be interpreted as the rate constant for the 
binding of the Pol II/TFIIF complex. The binding of the Pol II/TFIIF complex has been 
found as the only possible slow step in the ordered recruitment mechanism of 
transcription factors (discussed in section 1.1.1) [54]. Taking these facts into 
consideration, I determined the stochastic rate constant for the Pol II holoenzyme binding 
as kPIC = 0.0029s−1 , which is similar to the pseudo-first order rate constant of the binding 
of Pol II/TFIIF complex on the TBP/TFIID/TFIIA complex [54]. The rate constants for 
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the binding of TBP and Pol II holoenzyme are the rate constants measured in vitro that 
might be representative of slow PIC assembly in vivo. In addition, the case where PIC 
assembly is a fast process is also studied in this thesis. For this purpose, the reactions (1) 
and (2) are replaced by reaction (2a) and kbind  and kPIC  are replaced by a single fast rate 
constant for PIC assembly i.e. kFPIC = 0.1s−1 . Fast PIC assembly has been explored on the 
basis of two kinetic studies [53, 56]. In these studies, early movement of Pol II i.e. 
promoter escape has been studied on a minimal transcription system with fast PIC 
assembly. In this thesis, a full range of PIC assembly rate constants implied by these data 
has been studied. All the kinetic parameters used are summarized in Table 3.1. 
 Further, reactions (3)-(6) represent the movement of Pol II on the first 15 
positions that includes initiation, abortive initiation and promoter escape. Stochastic rate 
constants kini , kai  and kPE  of reactions (3)-(5) have been calculated with the help of two-
step calculation process. First, the stochastic rate constant for the translocation of Pol II at 
each of the first 15 positions i.e. ktrans = 0.3s−1  has been calculated from the observed rate 
constant kobs = 0.025s−1( )  obtained in a biochemical study [54] (vide infra). This 
observed rate constant kobs( )  is the rate constant for the translocation of polymerase 
through the first 28 positions of the interleukin-2 promoter [54]. Second, two equal rate 
constants kini  or kPE  and kai = 0.6s−1 , representing the translocation of Pol II and the 
state change from occupied to activated respectively, have been calculated from ktrans . In 
this study, the expression ktrans = 1kini +
1kai( )
−1
has been used to calculate the values of 
kini  and kai , which together represent the movement of Pol II on the first nucleotide. 
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Similarly, kPE  and kai  have been calculated by the expression ktrans = 1kPE +
1kai( )
−1
and 
collectively represent the movement of Pol II on positions 2-15.  
 It is important to know how an observed rate constant for movement through 
many sites, i.e. kobs = 0.025s−1 , was converted to a stochastic rate constant for 
translocation through a single site, i.e. ktrans = 0.3s−1 , and then how this stochastic rate 
constant was divided into kini = kPE = kai = 0.6s−1 .  As described above, kobs  represents 
the rate constant for the movement of Pol II through the first 28 positions. The movement 
of Pol II on the first 4 nucleotide positions (before escape commitment) has been found to 
be very fast in comparison to the movement after escape commitment on the first 28 nt 
positions [54]. Out of these remaining 24 positions, Pol II is supposed to move faster with 
the productive elongation rate constant kmove = 72s−1( )after the completion of promoter 
escape, i.e. on positions 15-28. Therefore, the slow movement of Pol II in the promoter 
escape phase, i.e. in positions 4-15, is the main contributor to the observed rate constant. 
The observed rate constant for the movement of Pol II in positions 4-28 represents the 
effective rate constant obtained by the slow movement of Pol II in positions 4-15 and the 
fast movement in positions 15-28. Therefore, we calculated the stochastic rate constant 
for the movement in positions 4-15 ktrans = 0.3s−1( )  by using the expression 
1kobs = nslow ⋅
1ktrans + 24 − nslow( ) ⋅
1kmove . Here, nslow = 11 represents the number of 
nucleotide positions for slow movement of Pol II i.e positions 4-15, and kmove = 72s−1  is 
the rate constant for productive elongation obtained on a human gene [9]. Given the lack 
of data on the relative sizes of kini , kPE  and kai , I chose to make them all the same in the 
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default parameter set of the model i.e. kini = kPE = kai = 0.6s−1 , which is consistent with 
the observed rate constant kobs = 0.025s−1 for positions 4-28 [54]. The consequences of 
this parameter selection are explored in chapter 3. 
 Reaction (6) of the model represents abortive initiation. There is no information 
available on the kinetic rate constants for abortive initiation. Therefore, the stochastic rate 
constant for abortive initiation has been estimated on the basis of the information 
gathered from the literature in section 1.1.2 of this thesis. We estimate that 60-70% of the 
initiation events abort. This estimation has been made on the basis of two different in 
vitro observations. In eukaryotes, more than half of the initiation events have been found 
to lead to abortive initiation [67] and ~75% of the initiation events have been found to be 
aborted in prokaryotes [69]. We set the stochastic rate constant for abortive initiation to 
kabort = 0.05s−1 . With this rate constant and the other parameters of the model, 60-70% of 
the transcription initiations abort. The abortive initiation rate constant may not be 
accurate for the conditions in reality but it will help to explore the effects of abortive 
initiation on transcription dynamics. Moreover, these rate constants are always ready for 
fine-tuning in this model. 
 Next, reactions (7) and (8) represent the entrance in the paused state and the exit 
from the paused state, respectively, in early elongation. As explained earlier, the 
possibility of pausing has been considered in the region of positions 16-50 in this model. 
There are contradictory views about the percentage of polymerases that pause in the 
promoter-proximal region (for details, see section 1.1.3). In this study, promoter-
proximal pausing has been considered as a common phenomenon in eukaryotic 
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transcription, assuming that more than 50% of the polymerases pause at least once in the 
promoter-proximal region. For the default parameters of this model, kpause = 3.8s−1  has 
been estimated as the stochastic rate constant to enter the paused state and 
krelease = 0.002s−1 , as the stochastic rate constant to exit from the paused state. It is 
noticeable that these estimated stochastic rate constants agree with the biochemical 
observation of fast entry into the paused state and slow escape from this paused state 
[75].  
 Reactions (9) and (10) represent the elongation phase of transcription. The 
elongation phase starts just after the completion of promoter escape and ends at the 
termination site. In other words, the fast movement of Pol II continues from position 16-
n. In this model, n = 14 kb  i.e. the average length of a human gene [95]. It is important 
to mention that promoter-proximal pausing is not a separate phase of transcription. It may 
occur during the early elongation, i.e the fast movement of Pol II in positions 16-50. 
After position 50, elongation proceeds without pausing. The rate constant for elongation 
has been calculated through the solution of a mathematical model as 4.3 kb/min [9], 
which is equivalent to a rate constant kmove = 72s−1 . kmove  represents the rate constant for 
the translocation of Pol II from one position to other. Therefore, it can also be broken into 
two equal parts with the expression kmove = 1kelong +
1kae
⎛
⎝⎜
⎞
⎠⎟
−1
to relate with the two-step 
movement of Pol II assumed in this study. The values of kelong = kae = 144s−1  are arbitrary 
choices given the lack of the data enabling us to distinguish these two rate constants. 
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However, the consequences of altering these rate constants have been studied in this 
thesis (Chapter 3). 
 Reactions (11) and (12) represent termination in this model. All the biochemical 
details to consider termination as a two-step process have been provided earlier (sections 
1.1.4 and 2.1.4). There is a lack of literature describing kinetics of termination. However, 
a recent in vivo study of transcription dynamics [9] provided the rate constants involved 
in various steps of transcription through in vivo measurements as well as the solution of a 
mathematical model. The first-order rate constant for termination kT = 0.0016s−1 , 
provided in the above-mentioned study, has been used for calculating kTC  and kterm . 
kTC = kterm = 0.0032s−1  has been calculated by the expression kT = 1kTC +
1kterm( )
−1
, 
similarly to the initiation and elongation rate constants. Again, due to the lack of 
experimental data, the two different steps have been assumed to take the same amount of 
time with similar rate constants. 
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Chapter 3 
Stochastic simulations 	  
Small molecular populations are important sources of stochasticity in chemical or 
biochemical systems. Systems with small numbers of molecules can be understood 
through the simple example of a eukaryotic cell. A typical eukaryotic cell contains zero, 
one or two (depending on promoter strength) copies of an active gene at a time, which 
can be transcribed into a few mRNAs through a process involving the random collisions 
of many transcription factors with DNA. Each mRNA can be translated into 100 or so 
proteins on average [1, 4]. Therefore, the steps of gene expression typically involve small 
numbers of molecules. This kind of system can be modeled through stochastic modeling 
techniques such as the chemical master equation (CME) and the stochastic simulations 
algorithm (SSA), treating the system as spatially homogenous.  
The chemical master equation (CME) and stochastic simulation algorithm (SSA) 
are the most popular ways to study the time evolution of chemical and biochemical 
systems having small numbers of molecules. The CME is a potentially infinite set of 
ordinary differential equations (ODEs) for the probabilities of the various states of the 
system (number of molecules of each kind, states of nucleotides, etc.), and most of the 
time, it is hard (or impossible) to solve analytically. The SSA generates realizations of the 
stochastic process whose probability distribution evolves according to the CME [131]. 
Stochastic simulations of these models are helpful to study the role of individual 
biochemical reactions in the creation of stochasticity. In addition, simulations allow us to 
study the interdependence of these reactions on each other and their combined effects on 
	   44	  
the dynamics of the system. This chapter will review the classic SSA with an overview of 
some other available versions of SSA, followed by the description of a new version of the 
SSA used for studying this model. At last, the results obtained by the simulations will be 
discussed for the single polymerase and multiple polymerase variants of the model. 
 
3.1 Classic stochastic simulation algorithm (SSA) and its variants 
The stochastic simulation algorithm was proposed by Gillespie as an exact method for 
generating realizations of the time evolution of a well-mixed chemical system [116, 131]. 
The SSA represents an alternative to the traditional procedure of solving ODEs for 
ordinary chemical systems where fluctuations are insignificant [131]. It is also a method 
for numerically examining the predictions of the master equation. The SSA is a Monte-
Carlo simulation algorithm that generates a sequence of reaction events and of time 
intervals between the events in a chemical or biochemical system [131]. 
The classic SSA is also known as the direct method (DM). High computational 
cost is one of the major drawbacks of the classic SSA [116]. It may take an enormous 
amount of time for a large system. Many efforts have been made to improve the classic 
SSA such as the first reaction method [131], sorting direct method (SDM) [132], next 
reaction method (NRM) [133], optimized direct method (ODM) [134], etc. Out of these 
methods, NRM and ODM were the most effective to reduce the computational cost. 
However, the SDM is a further improvement of the ODM in terms of computation cost 
for some specialized gene regulatory network models. Most of these alternative methods 
to improve the performance of the classic SSA have been discussed in [134, 135]. Other 
than these, some approximation methods have also been developed to increase the 
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computational efficiency at the cost of accuracy such as the tau leaping method [136] and 
the delay SSA [119, 137].  
In the classic SSA, each reaction Rυ , has a reaction propensity function (aυ ). The 
propensity function aυ( )  gives the probability of the occurrence of a reaction (υ ) in a 
small time period τ + ∂τ( ) . This reaction propensity function can be calculated with the 
help of the stochastic rate constant ( cυ ) and the combinatorial function (hυ ) obtained 
through the stoichiometry of the reaction Rυ . 
aυ = cυ ⋅hυ , υ = 1,...,M                                                                                                  (13) 
 The theory of stochastic kinetics defines the stochastic rate constant ( cυ ) as the 
probability per unit time for the occurrence of that reaction for a given set of reactant 
molecules, and the combinatorial function (hυ ) is the number of different reactant sets 
that can be made at given composition for example, for a reaction A + B→ C , if there 
are NA  molecules of A and NB  molecules of B, Then hυ = NA ⋅NB . 
 The total propensity of all the possible reactions can be calculated by summing up 
all the propensities of these reactions, as follows:  
a0 = aυ
υ=1
M
∑ , υ = 1,...,M                                                                                                 (14) 
whereM is the number of reaction channels. The next reaction to occur and the reaction 
time τ  can be chosen through a random trial, which depends on the propensity functions 
of the reactions. The probability that reaction υ  occurs is proportional to aυ . Then the 
number of molecules and time can be updated in the classic SSA.    
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 In simulations of this model with multiple polymerases, the classic SSA would be 
awkward because of the variable number of reactions occurring in each time step. To 
avoid these difficulties, the SSA has been applied in a slightly different manner to choose 
the next polymerase to react and the reaction that the selected polymerase undergoes. The 
total propensity for a polymerase has been defined as the sum of the propensities of the 
possible reactions (ax ), it can do in a particular step. Therefore,  
ax = aυ
υ=1
M
∑ , υ = 1,...,M .                                                                                                  (15) 
Here, x  represents the number of the polymerase ( x = 1,...,n ) and M represents the 
number of reaction channels available to a given polymerase. The total propensity for all 
polymerases on the strand has been calculated by adding all the propensities of the 
polymerases, similarly to the propensities of reactions. 
asum = ax
x=1
n
∑ , x = 1,...,n                                                                                                   (16) 
The next polymerase to react can be determined by applying an SSA step, i.e. by 
using a pseudo-random number r1  generated from a uniform random number (URN) 
generator as follows: 
ax = ax
x=1
µ−1
∑ < r1 ⋅asum ≤ ax
x=1
µ
∑                                                                                              (17) 
where µ  is the number of the polymerase to be chosen. 
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At last, the subdivision of the interval of ax  according to the propensities of 
individual reactions determines the next possible reaction on the chosen polymerase. 
Similarly to the classic SSA, the reaction time τ  is calculated as follows: 
τ = 1asum( ) ⋅ ln 1r2( )                                                                                                       (18) 
where r2  is a second, independently drawn, uniform variate. 
All the simulations of single polymerase and multiple polymerase versions of this 
model have been written in the MATLAB 7.0 language (MathWorks). The major 
alteration in this variant of the SSA is the two-step selection method: The first step 
selects a polymerase and the second selects a reaction, instead of selecting the reaction 
directly. This alteration in the SSA can be useful for the selection of events in a system 
whose elements can undergo a variable number of reactions depending on the state of the 
system. In particular, this adjustment to the classic SSA helps to make the coding for 
these simulations easier and more efficient by reducing the complexity of the program in 
terms of length of the program. However, further tests are required to prove the efficiency 
of this SSA variant in terms of computational cost.  
 
3.2 Single polymerase simulations 
The model described in Chapter 2 has been simulated with the help of our SSA variant. 
In this thesis, two versions of the model have been studied through stochastic 
simulations: the single polymerase and the multiple polymerase version of the model. In 
this section, the analysis of stochastic simulations for the single polymerase cases will be 
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discussed. All kinetic parameters used in the simulations have been provided in Table 
3.1. Single polymerase case simulations have been performed to get insights into the time 
taken for the transcription of a single gene. Simulations were started with an unoccupied 
strand. 
 
Table 3.1: Parameters used in the model. 
Parameter Value Source Comments 
kbind  0.0016s−1  [32]  
kPIC  0.0029s−1  [54]  
kFPIC  0.1s−1  [53, 56] Replaces both kbind  and
kPIC  
kini  0.6s−1  [54] Calculated from ktrans  
kPE  0.6s−1  [54] Calculated from ktrans  
kai  0.6s−1  [54] Calculated from ktrans  
ktrans  0.3s−1  [54] Calculated from [54] 
kabort  0.05s−1   Estimated 
kelong  144s−1  [9] Calculated from kmove  
kae  144s−1  [9] Calculated from kmove  
kmove  72s−1  [9]  
kpause  3.8s−1   Estimated 
krelease  0.002s−1   Estimated 
kTC  0.0032s−1  [9] Calculated from kT  
kterm  0.0032s−1  [9] Calculated from kT  
kT  0.0016s−1  [9]  
DNA template length 14 kb [95]  
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To get insights into the trajectory of Pol II during transcription, the movement of 
a single Pol II on the 14 kb long DNA sequence has been simulated. In these simulations, 
abortive initiation has been neglected because the transcription machinery has been 
assumed to dissociate from the DNA strand in abortive initiation. Therefore, 
consideration of abortive initiation in single polymerase cases will not fulfill the objective 
of these simulations to get the probability distributions for transcription time. Ten 
different simulations of transcription are shown in Figure 3.1. It is clearly visible in the 
curves obtained through these simulations that Pol II stays for a considerable time at the 
beginning and at the end of the DNA sequence. However, Pol II moves rapidly with an 
almost constant rate through the middle of the sequence, i.e. in the elongation phase. The 
fast and regular movement of Pol II in the elongation phase in this model is due to the 
lack of other sources of variability such as pyrophosphorolysis and backtracking. These 
alternative pathways have been found to have a very small effect in prokaryotic 
transcription [121]. Therefore, these pathways are expected to have even smaller effects 
on the movement of Pol II in eukaryotes, being more regulated.  
One can conclude from these curves that PIC assembly, promoter-proximal 
pausing and termination are the steps that will typically take the longest to complete. By 
contrast, productive elongation is a fast and continuous process even for a relatively long 
sequence like the one modeled here. It is important to note that the duration for PIC 
assembly, promoter-proximal pausing and termination are different in every curve. These 
processes are largely responsible for the noise (stochasticity) in transcription.  
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Figure 3.1: Movement of Pol II on the DNA template strand: Pol II movement in 10 
different runs of transcription. The region without a line at the beginning represents the 
PIC assembly time. The lag phases at the beginning and at the end of each curve 
represent promoter-proximal pausing and termination. 
 
The curves in Figure 3.1 demonstrate the possible sources of stochasticity in 
eukaryotic transcription. One of the conclusions is that the initial movement of Pol II can 
play a crucial role in affecting the transcription dynamics. The trajectory of Pol II in the 
initial positions cannot be clearly visualized from these curves. Therefore, the movement 
on the initial 50 positions has been more closely inspected for a typical simulation 
(Figure 3.2). 
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Figure 3.2: Initial movement of RNA Pol II and promoter-proximal pause in one 
particular simulation (dark red curve of Figure 3.1) 
 
The choice of first 50 positions has been made because all of the slow steps of 
transcription considered in this model can occur only before position 50 on the DNA 
template. In addition, this curve will provide a way to compare the movement of Pol II in 
the promoter escape phase i.e. positions 1-15 with the movement in the elongation phase 
i.e. the movement after position 15. 
The curve in Figure 3.2 shows that Pol II has not started to move until 
approximately 860 s in this particular transcription run, and then it moves slowly in the 
first 15 positions. The difference of the transcription rate in promoter escape and 
elongation phase is clearly visible by comparing the movement over the first 15 positions 
900 950 1000 1050 1100
0
10
20
30
40
50
60
Time (s)
Po
sit
ion
 of
 Po
l II
 (b
p)
	   52	  
with the movement after position 15, i.e. the steep curve. In this particular simulation, a 
141 s pause appears in the proximal region.   
Simulation results are examples for a particular set of kinetic parameters of a 
model. Therefore, probability distributions are the better way of representing these 
results. Probability distributions of transcription times have been obtained for the 
different single polymerase simulation cases. 
 
3.2.1 Probability distributions 
In stochastic simulations of genetic regulatory systems, the events following PIC 
assembly are often replaced by a delay before the transcript appears [115, 122, 138]. The 
corresponding delay in this model would be the time from addition of TBP to the 
production of a pre-mRNA transcript with slow PIC assembly, otherwise it would 
describe the time from addition of Pol II to the production of a transcript with fast PIC 
assembly. PIC assembly, promoter proximal pausing and termination can all play key 
roles for the transcription delay. Four different cases of the single polymerase version of 
the model have been studied through simulations: (A) with slow PIC assembly and the 
possibility of promoter-proximal pausing, (B) with slow PIC assembly and no possibility 
of pausing, (C) with fast PIC assembly and the possibility of promoter-proximal pausing, 
and (D) with fast PIC assembly and no pausing. It is notable in the single polymerase 
cases that abortive initiation has not been considered because of the assumption of the 
breakdown of the transcription machinery in abortive initiation.  
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The probability distributions of the cases mentioned above have been obtained. 
To obtain these probability densities, data for the 50,000 transcriptional times were 
obtained through simulations and divided into equal sized bins. The probability density 
function (pdf) was calculated by dividing the number of samples per bin by the product of 
the total number of samples and width of a bin. Suppose that n is the number of samples 
in a bin, N is the total number of samples and L is the width of the bin. Then,  
pdf = nN × L( )                                                                                                                 (19) 
  The statistical properties of the curves shown in Figure 3.3 have been studied 
and compared to each other to get insights into the effects of PIC assembly and promoter-
proximal pausing. The effect of slow PIC assembly on the delay distribution is clearly 
visible by comparing the distributions with the slow and fast PIC assembly in the absence 
of promoter-proximal pausing, i.e. the distributions in Figures 3.3 (B) and (D).  
The change of PIC assembly from slow to fast shifted the mean transcription 
completion time from ~31 min (1840 s) to ~15 min (883 s). The difference in the 
averages can be understood from the mean PIC assembly times in the two model variants. 
For slow PIC assembly, the average assembly time should be kbind−1 + kPIC−1 = 970 s. For fast 
PIC assembly, the average time is kFPIC−1 = 10 s. The difference between these two 
assembly times, 960 s, closely matches the difference in the mean transcriptional delays, 
957 s. The standard deviation in transcription delay for the transcription by a single Pol II 
with slow PIC assembly is 13.9 min (835 s), whereas with fast PIC assembly the standard 
deviation in transcription time is 7.4 min (444 s). 
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Figure 3.3: Probability distributions of the transcription delay obtained by SSA for 
50,000 simulations of transcription with (A) slow PIC assembly and promoter-proximal 
pausing, (B) slow PIC assembly in the absence of promoter-proximal pausing, (C) fast 
PIC assembly and promoter-proximal pausing and, (D) fast PIC assembly and no 
promoter-proximal pausing. (E) shows the comparison of the distributions in (B) (open 
circles), (C) (grey line) and (D) (black line). 
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These results suggest that PIC assembly is a major source of the variability in the 
transcription of a gene with a weak promoter (slow PIC assembly). Even with strong 
promoters (fast PIC assembly), it can be a source of variability in transcription. However, 
further tests on these results show some unintuitive results. These results are discussed in 
section 3.2.2 below. 
To further validate these effects of PIC assembly on the mean transcription time, 
the slow and fast PIC assembly distributions in the presence of promoter-proximal 
pausing (Figure 3.3 A and C) have been compared and a similar difference of 16 min has 
been found in the mean transcription delay (not shown separately). This is a consequence 
of the independence of promoter-proximal pausing and PIC assembly, and is a test of our 
software. The mean transcription time obtained in the presence of slow PIC assembly and 
promoter-proximal pausing is 38.3 min. The transcription time obtained with the 
consideration of all steps of transcription in the single polymerase case is in excellent 
agreement with an in vivo study performed on Chinese hamster cell lines [8]. 
Next, the effects of promoter-proximal pausing on the probability distributions of 
the transcription delay were investigated. For this purpose, the delay distributions 
obtained through simulation of the transcription with a single Pol II with fast PIC 
assembly and promoter-proximal pausing (Figure 3.3 C) and with fast PIC assembly but 
with no promoter-proximal pause (Figure 3.3 D) have been compared (grey and black 
line in Figure 3.3 E). Promoter-proximal pausing has only a small effect on the mode of 
the distribution, as can be seen in Figure 3.3 C and E, but pauses do make the distribution 
broader. Accordingly, pauses increase the average transcription time moderately, from 
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14.7 to 22.4 minutes (52% increase), but increase the standard deviation quite a bit more, 
from 7.4 to 13.6 minutes (84% increase). 
For studying the effects of termination on the statistics of transcription, the 
distribution with slow PIC assembly and promoter-proximal pausing in the presence of 
fast termination has been compared with the distribution of Figure 3.3 A, where 
termination is a slow two-step process (Figure 3.4). The grey distribution in Figure 3.4 
was obtained with an arbitrary assumption of one-step fast termination with a stochastic 
rate constant kterm = 0.1s-1 similarly to the assumption made for PIC assembly where 
reactions (1) and (2) were replaced by a single reaction (2a).  
	  
Figure 3.4: Comparison of the delay distributions obtained from 50,000 simulations of 
transcription with slow PIC assembly, promoter-proximal pausing and fast termination 
(grey), with the probability distribution obtained for the transcription with slow PIC 
assembly, promoter-proximal pausing and slow termination (black). 
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The mean transcription time with fast termination is reduced to 28.1 min from 
38.3 min with slow two-step termination (27% reduction). However, the standard 
deviation shows a small reduction of 1.9 min i.e. 18.1 min to 16.2 min (11% reduction). 
These results show that it is easy to predict the general change in the standard deviation 
and mean transcription time change in predictable ways when the rate constants are 
changed, but they do not change in proportion to each other. Thus, the behavior of their 
ratio, the CV is difficult to predict. Therefore, the CV for these distributions was further 
investigated.  
 
3.2.2 Coefficient of variation (CV) 
The statistical properties studied above give some insights into the statistical behavior of 
the transcription system in the presence and absence of different alternative pathways, but 
the main objectives of this thesis are not fulfilled yet. As mentioned earlier, CV is the 
ratio of the standard deviation to the mean. Moreover, CV is a dimensionless quantity. 
This makes it possible to directly compare CVs in different situations, making the CV 
one of the most popular measures of noise.   
 CVs have been calculated for the distributions shown in Figure 3.4. The CV for 
the distribution with slow PIC assembly, promoter-proximal pausing and slow 
termination, i.e. two step termination, has been calculated as 0.47 whereas the CV with 
fast termination in the presence of the other two processes has been found to be 0.58. 
Intuitively, slow termination is expected to add variability to the system but the results 
	   58	  
contradict this intuition. This behavior of the CV suggests that slow termination plays a 
role in noise regulation for a single polymerase.  
Figure 3.3 E shows the comparison of the distributions of transcription times with 
(i) slow PIC assembly (Figure 3.3 B), (ii) fast PIC assembly with promoter-proximal 
pausing (Figure 3.3 C), and (iii) fast PIC assembly without promoter-proximal pausing 
(Figure 3.3 D). Coefficients of variation (CV) have been calculated for these distributions 
to find out the relative variability in the system. The CV for the distribution with 
promoter-proximal pausing (grey line) has been found to be higher (0.61) than the CV for 
the transcription time distribution without promoter-proximal pausing (black line) (0.50), 
which is the expected behavior of the CV.  
Further analysis of the CV of the distributions with slow and fast PIC assembly 
has also been performed. It is perhaps surprising that the CV for transcription with slow 
PIC assembly (open circles) is lower (0.45) than the CV for transcription with fast PIC 
assembly (black line) (0.50). This case is also similar to the case of slow and fast 
termination. To find out the reason for this behavior, further mathematical analysis is 
required, but the behavior of the CV can be further tested. The pattern of CVs in all the 
cases with a single polymerase indicates that slow events in the process are reducing the 
variability in the transcription time, contrary to expectations. The results for all the 
combinations of slow/fast PIC assembly and inclusion/exclusion of promoter-proximal 
pausing are summarized in Table 3.2. 	  
The CVs have been computed for a large range of single-step PIC assembly rate 
constants, i.e. kFPIC = 10−5 −1 s−1 . Figure 3.5 is clearly indicating an unintuitive situation 
in which the CV goes down with increasing rate constant values until 5 ×10−3  s−1 and 
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then the CV starts to increase again and goes towards saturation with the further increase 
in the PIC assembly rate constant. Figure 3.5 shows that the minimum CV obtained is 
0.45 with a rate constant of kFPIC = 5 ×10−3  s−1 , which is close to the net rate constant 
implied by the two rate constants of PIC assembly, i.e. kFPIC = 1×10−3  s−1 . However, the 
CV obtained for the latter value of kFPIC  is higher than for the fast PIC assembly rate 
constant, i.e. kFPIC = 0.1 s−1 , unlike the comparison of fast PIC assembly to two-step PIC 
assembly shown in Table 3.2. It is interesting that a subtle change in one part of the 
model can have such a large effect on model statistics, and highlights the importance of 
having the correct number of steps to model key processes. In Figure 3.5, the part of the 
curve where the CV goes down is expected because an increased rate constant is expected 
to decrease the variability, but the part of the curve where the CV increases again is an 
unintuitive behavior of CV. This abnormal behavior of CV may occur due to the 
combined effect of the other steps of transcription such as promoter escape, productive 
elongation and termination in the case of Figure 3.5.  
Table 3.2:	  Mean transcription time, coefficient of variation and 75th percentile to mean 
ratio in different simulations for the single polymerase cases. Abbreviations: PIC = pre-
initiation complex, AI = abortive initiation, PPP = promoter-proximal pausing. 
	  
 
Simulation case 
Mean 
transcription 
time (s) 
 
Coefficient of 
variation (CV) 
 
75th percentile 
to mean ratio 
Fast PIC  883.4 0.50 1.25 
Slow PIC 1840 0.45 1.24 
Slow PIC and PPP 2303 0.47 1.25 
Fast PIC and PPP 1342 0.61 1.28 
Slow PIC, PPP and fast 
termination 
1684 0.58 1.30 
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Figure 3.5:	  Coefficient of variation (CV) for different values of fast PIC assembly rate 
constants. Note that the x-axis is on a logarithmic scale. 
	  
 
3.2.3 Test for the tails 
One more question which arose in the examination of the distributions in Figure 3.3 was 
whether these distributions were similar in shape or not, i.e. if they could be seen as being 
related by a coordinate transformation or not. In particular, we wanted to know whether 
these distributions had similarly shaped tails. In order to study this question, the ratio of 
the 75th percentile of the transcription time to the mean, which is a quick indicator of the 
rate of the decay of the tail, has been computed. In each case with a single polymerase, 
this ratio has been found to be ~1.25, indicating that they have similarly shaped tails. The 
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values of 75th percentile to mean ratios for all single polymerase cases have been listed in 
Table 3.2. 
 
3.2.4 Pause distribution 
Promoter-proximal pause duration in eukaryotes can range from a few seconds to several 
minutes [76], as in the case of the Drosophila hsp70 heat shock gene [72]. This wide 
range of pause durations may have regulatory functions, either for the timing of the 
appearance of transcripts, or for the generation of fluctuations in gene expression. In this 
model, Pol II can pause at any site in the promoter-proximal region (positions 15-50) or it 
may not halt at any position at all. These pauses occur randomly due to the competition 
between reactions (4) and (7) of chapter 2. How often do these pauses occur in the 
promoter-proximal region? To answer this question, the number of pauses in the 
transcription process with a single Pol II has been counted. The probability that Pol II 
will not pause at all in the promoter-proximal region is ~40% (Figure 3.6). At the other 
extreme, Pol II was found to pause 4 or more times in the promoter-proximal region 1.6% 
of the time. 
 On the basis of the results described above, one can conclude that PIC assembly is 
the major contributor to affect the dynamics of transcription in terms of transcription 
times for a wide range of PIC assembly rate constants. However, for a certain range of 
PIC assembly rate constants, it may act in the regulation of the variability in transcription 
with a single polymerase due to the combined effects of other rate constants. Promoter-
proximal pausing was modeled as a Poisson process. It can significantly affect the 
variability of transcription by a single polymerase. However, it does not play as 
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significant role as PIC assembly in affecting the transcription times. Termination has 
never been considered to have a significant role in the transcription dynamics, but the 
results in the single polymerase case suggest that termination plays a significant role in 
slowing down the process. It may also play a role in the regulation of noise for the rate 
constants used in this model for a single polymerase case. 
It is important to note that these results are valid if only a single polymerase is 
considered to transcribe the gene. To reach a more general conclusion, these alternative 
pathways need to be tested in the multiple polymerase case, which will be closer to 
biological reality. Therefore, a detailed computational analysis of multi-polymerase cases 
of the model has been performed. 
 
	  
Figure 3.6:	  Pause distribution in 50,000 simulations of the transcription process.	  
0 1 2 3 4 5 6 7 80
0.05
0.1
0.15
0.2
0.25
0.3
0.35
0.4
0.45
0.5
Number of pauses
Fra
cti
on
	   63	  
3.3 Multiple polymerase simulations 
Transcription is a dynamic process in which several polymerases can move on the DNA 
template at a particular time, synthesizing different transcripts. Single polymerase cases 
give insights into the effect of slow PIC assembly, promoter-proximal pausing and 
termination on the transcription times. In addition, the single polymerase case models the 
first transcription event after a gene has been activated, i.e. the speed of response.  To 
imitate the transcription process in a biologically relevant manner, the effects of abortive 
initiation with the other two alternative pathways discussed above have been studied in 
the multiple polymerase case. The movement of various polymerases on a DNA strand is 
a process similar to the movement of traffic on a narrow road. This traffic can be a major 
issue affecting the transcriptional dynamics; therefore, first of all, the traffic density has 
been studied in the presence or absence of possible slow steps of transcription. The traffic 
situation will also be helpful to get insights into the level of regulation by PIC assembly, 
abortive initiation and termination in eukaryotic transcription. 
 
3.3.1 Traffic in eukaryotic transcription 
In prokaryotic transcription, traffic has been recognized as a major source of 
transcriptional noise [3, 121]. This traffic may occur due to the large number of RNA 
polymerases on the DNA template and the high speed of the various stages of 
transcription in prokaryotes. Several alternative pathways such as short and long pauses 
in the distal region of the gene, pyrophosphorolysis, transcription arrest, etc., may 
contribute to this traffic in prokaryotes [121]. In prokaryotes, pausing may force the 
following polymerases to wait for the movement of the paused polymerase, or may cause 
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collisions between polymerases. These collisions and the consequent increased number of 
polymerases queued on the DNA template can act as a significant cause of transcriptional 
bursts, leading to noise in gene expression.  
In this model, PIC assembly, abortive initiation and termination are the possible 
steps that can contribute to reduce the traffic. How often polymerases have to wait for the 
downstream polymerase to move or how often collisions occur in eukaryotic transcription 
is still unknown. To study this question, the number of Pol II on the DNA template has 
been examined under different conditions.  
 First, the positions of the polymerases over time have been studied in the presence 
of slow PIC assembly, abortive initiation and promoter-proximal pausing. It has been 
observed that in the presence of all of these processes, at most two polymerases remain 
on the strand at any time and their active centers remain on average 7000 nt apart during 
this movement. Therefore, one can conclude that traffic is not a source of noise in 
eukaryotic transcription under normal circumstances. Next, the traffic situation has been 
studied in the absence of abortive initiation at different time points and a similar situation 
has been observed as above. Therefore, abortive initiation is not a significant factor 
spacing out the polymerases. Next, the traffic situation has been examined in the absence 
of both promoter-proximal pausing and abortive initiation. There was still not significant 
traffic in this case.  
Finally, the effect of PIC assembly has been studied on the traffic on a DNA 
strand. To study this effect, the two stochastic rate constants of PIC assembly, i.e. kbind  
and kPIC , have been replaced with one single rate constant, as in the case of fast PIC 
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assembly, i.e. kFPIC . For large values of kFPIC , the polymerases were present on the strand 
at very high density and all the other polymerases were lined up waiting for the previous 
polymerases in the queue to move, except for the first and last polymerases. To study the 
effect of PIC assembly on traffic in more detail, the density of polymerases N Nmax( )  on 
the DNA strand has been plotted against the rate constant for PIC assembly kFPIC( )  
(Figure 3.8). The polymerase density increases with the increase in the rate constant for 
PIC assembly, but it does not reach the highest possible level. The largest possible 
number of polymerases in these simulations is 200 14kb / 70( )  but the largest average 
number of polymerases obtained for a very high rate constant of PIC assembly is 180. 
This difference in the number of polymerases on the strand may be due to the presence of 
other processes such as abortive initiation and promoter-proximal pausing. A large 
distance has been found between the two polymerases added last. This large difference 
between the last two polymerases added is due to the large acceleration when a 
polymerase passes the promoter-escape region. The part of the curve up to about 
kFPIC = 0.03s−1 shown in Figure 3.7 is a low traffic regime and the part of the curve above 
kFPIC = 0.05s−1  shows the high traffic regime with a phase transition in between.  It is 
also notable that the realistic value of kFPIC = 0.001s−1  lies in low traffic regime. This 
value of kFPIC is derived from the two experimentally measured rate constant of PIC 
assembly used as the default parameters of the model.  
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Figure 3.7: Polymerase density on the DNA template strand for different PIC assembly 
rate constants. Here, Nmax=200 is the maximum possible number of polymerases on the 
strand and N is the average number of polymerases present on the DNA strand obtained 
from the simulations performed for the accumulation of 50,000 pre-mRNAs. 
 
The analysis of the traffic situation performed in Figure 3.7 and the probability 
distributions in Figure 3.2 give an idea of the slowness of transcription in eukaryotes. 
Therefore, the accumulation of pre-mRNAs in a period of 24 h due to the transcription of 
a human gene in many different circumstances has been studied (Figure 3.8). The 24 h 
time frame is relevant because it is a typical division time for many adult cell lines. The 
distributions in Figure 3.8 demonstrate that transcription in eukaryotes is extremely slow. 
The transcription has been found extremely slow when the slow PIC assembly with other 
two slow steps i.e. abortive initiation and promoter-proximal pausing has been considered 
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in the process (Figure 3.8 A). The average number of accumulated pre-mRNAs has been 
found to be 32 in 24 h time period with a standard deviation of 5 pre-mRNAs (Figure 
3.8A). On the other hand, 69 and 42 pre-mRNAs have been accumulated on average in a 
24 h time period in the absence of abortive initiation and promoter-proximal pausing 
respectively (Figure 3.8 B and C). 
 
	  
	  
Figure 3.8: Distributions of pre-mRNAs synthesized by the transcription of a single 
gene in 24 hours under different circumstances: (A) with slow PIC assembly, promoter-
proximal pausing, and abortive initiation, (B) with slow PIC assembly and promoter-
proximal pausing in absence of abortive initiation, (C) with slow PIC assembly and 
abortive initiation with no promoter-proximal pausing and, (D) fast PIC assembly with 
promoter-proximal pausing and abortive initiation. Note that the simulations show the 
distributions of 1000 runs of 24 h of transcription. 
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The standard deviation in both cases has been found to be of 7 pre-mRNAs. Other 
than these cases, the fast PIC assembly has also been studied in the presence of abortive 
initiation and promoter-proximal pausing (Figure 3.8 D). In this case, the average number 
of pre-mRNAs synthesized has been found to be 103 in a period of 24 h with a standard 
deviation of 9 pre-mRNAs. 
These results are in excellent agreement with a recent study of mammalian gene 
expression [139] where 5,000 mammalian genes were studied through a pulse labeling 
technique to study the correlation between mRNA and protein populations, and then a 
simple mathematical model was used with the quantitative data of the experiments to 
calculate a median transcription rate of two transcripts per hour. Comparatively, the 
model presented here shows a mean and median rate of 1.3-2.9 pre-mRNAs/h for 
different cases of slow PIC assembly, the realistic case for PIC assembly rate constants. It 
is important to note that no efforts have been made to achieve the transcription times of 
the mentioned studies. All the rate constants have been calculated or estimated 
individually. It is clearly evident from the results of single and multiple polymerase cases 
of transcription times that the model developed here, is showing a good performance.  
  
3.3.2 Probability distributions 
It is important to note that in the multiple polymerase case, the distributions are for the 
time difference between syntheses of consecutive RNAs instead of the transcription time. 
The reason for using the time interval is that we can get steady-state transcription rates 
from the interval between the additions of polymerases. These distributions have been 
compared to each other to get insights into the individual and combined effects of the 
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steps mentioned above (Figure 3.9). It is also important to note that in all the distributions 
in the multiple polymerase case, termination has been considered as a slow two-step 
process.  
In this model, the newly added Pol II can abort easily during its early movement 
on the DNA template. To study the effect of abortive initiation on transcription dynamics, 
the distribution of the time difference between the syntheses of two consecutive RNAs 
for the case with the presence of all three slow steps has been compared with the 
distribution lacking abortive initiation (Figure 3.9 A and D). The average time between 
the syntheses of two consecutive RNAs is 47.4 min, if 62% of initiation events get 
aborted, whereas if nascent transcripts do not abort, the average time-difference between 
the syntheses of two consecutive RNAs is 20.6 min, less than half of the interval when 
abortive initiation is considered. There was no significant difference found in the shapes 
of the distributions using the ratio of the 75th percentile to the mean. 
The behavior of the CVs was found to be as expected since abortive initiation will 
cause a variable number of initiation events to be required before one proceeds to 
productive elongation, which increases the variability in the system and so, the CV. The 
CV for the time difference between the syntheses of two consecutive RNAs has been 
calculated as 0.78 in the absence of abortive initiation whereas, the CV was found to 
increase to 0.80 in the presence of abortive initiation (Table 3.3). However, it is a small 
increase. 
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Figure 3.9: Comparisons of the distributions of time difference between the syntheses of 
consecutive RNAs: In (A), the delay distribution for the slow PIC assembly with abortive 
initiation (green) is compared with the delay distribution in the absence of abortive 
initiation (red). In (B), the distribution with slow PIC assembly (green) is compared with 
the fast PIC assembly distribution (blue). In (C), the delay distribution for slow PIC 
assembly with promoter-proximal pausing (green) is compared with the delay distribution 
in the absence of promoter-proximal pausing (black) and in (D), all four cases are 
compared to each other. The simulations were run until 50,000 RNA transcripts had 
accumulated. 
 
Next, the effect of PIC assembly on the transcription dynamics has been 
investigated in the multiple polymerase case. The distributions were obtained for the time 
interval between the syntheses of two consecutive RNAs with slow PIC assembly (green) 
and with fast PIC assembly (blue) (Figure 3.9 B and D). The effect of PIC assembly rate 
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on the time interval has been found to be even larger than the effect of abortive initiation. 
The average time difference between the syntheses of two consecutive pre-mRNAs 
dropped down from 47.4 min to 10.5 min with fast PIC assembly. This effect is evident 
just by looking at the tail of the distribution. The 75th percentile to mean ratio has also 
been calculated for both of these distributions and no material difference in the shapes of 
the distributions has been found, similarly to the earlier distributions. 
In addition to PIC assembly and abortive initiation, promoter-proximal pausing 
has also been investigated as a significant point of regulation potentially limiting the rate 
of eukaryotic transcription [72, 73, 75-77, 80]. In this study, promoter-proximal pausing 
has also been studied as a significant factor affecting the transcription dynamics in the 
single polymerase case (Figure 3.3). To further investigate the effects of promoter-
proximal pausing on transcription dynamics, its effect on the probability distribution for 
the time difference in syntheses of consecutive RNAs has been studied in the multiple 
polymerase case. 
The distributions were obtained for the transcription process having slow PIC 
assembly, abortive initiation and slow termination in the presence (green) and absence 
(black) of promoter-proximal pausing (Figure 3.9 C and D). Absence of promoter-
proximal pausing reduces the average time difference from 47.4 min to 33.3 min but the 
shapes of both distributions are similar in the presence or absence of promoter-proximal 
pausing. The standard deviations of the time differences in both cases have been 
calculated and the standard deviation with promoter-proximal pausing was found to be 
higher (41 min) than without promoter-proximal pausing (36 min). Further, a higher CV 
(1.08) in the absence of promoter-proximal pausing has been found than in its presence 
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(0.86) with slow PIC assembly (Table 3.3). This reduced CV indicates a potential noise 
regulatory role of promoter-proximal pausing.  
In addition to the comparisons described above, the effect of termination on the 
time interval between syntheses of consecutive RNAs has also been studied in the 
multiple polymerase case with an arbitrary assumption of fast termination similar to that 
made in the single polymerase case (not shown). A rate constant similar to the fast 
termination case studied in the single polymerase case ( kterm = 0.1 s−1 ) was used. It has 
been found that when multiple polymerases move on the DNA template, termination does 
not make any significant difference to the time interval between syntheses. The reason for 
termination having no effect is that the different termination rate constants affect 
transcription times by the same amount, on average, so that the time difference is 
maintained. Moreover, the fact that fast termination doesn’t have any effect on the 
distributions of time differences reinforces the previous conclusion that traffic is not 
significant in eukaryotic transcription.  
 
Table 3.3: Mean time interval, coefficient of variation and 75th percentile to mean ratio 
in different simulations for multiple polymerase cases. Abbreviations: PIC = pre-
initiation complex, AI = abortive initiation, PPP = promoter-proximal pausing. 
Simulation case Mean time 
interval (s) 
 
Coefficient of 
variation (CV) 
75th percentile 
to mean ratio 
Slow PIC, AI and PPP 2843 0.86 1.36 
Fast PIC, AI and PPP 631 0.70 1.34 
Slow PIC and PPP 1233 0.78 1.37 
Slow PIC and AI 1998 1.08 1.36 
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The slowness of eukaryotic transcription and the low traffic situation can be 
understood by the fact the termination rate constants of the model are capable to 
terminate only 5.8 to 8.7 transcription events per hour [9]. There is still no traffic or 
colliding polymerases found near the termination site. The reason for this low traffic near 
the termination site is that the combined rate constant of PIC assembly i.e. 
kFPIC = 0.001 s−1  is lower than the combined termination rate constant i.e. 
kT = 0.0016 s−1 . The mean time difference between syntheses of consecutive RNAs 
reduces to 22% in the absence of slow PIC assembly, to 44.5 % in the absence of abortive 
initiation and to 70% in the absence of promoter-proximal pausing from the time 
difference with all the other slow processes (Table 3.3). These results verify again the 
largest role of PIC assembly in controlling the transcription time. 
Therefore, it is very much evident that, for the parameters of our model, PIC 
assembly plays the most significant role in affecting the eukaryotic transcription 
dynamics, abortive initiation emerged as the second most prominent source to affect the 
transcription dynamics, and at last promoter-proximal pausing also affects transcription 
dynamics. Slow termination does not significantly change the time difference in the 
multiple polymerase case although it changes the transcription time significantly in single 
polymerase case. 
In another way, promoter-proximal pausing affects the system most significantly 
as it reduces the CV from 1.08 to 0.86, which shows that promoter-proximal pausing 
reduces the variability in the eukaryotic transcription in the multiple polymerase case. In 
this model, promoter-proximal pausing occurs from positions 16-50. It acts as a step for 
regulation by stabilizing the DNA-RNA hybrid and by providing the time to check the 
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synthesized nascent RNA [77]. It also controls the speed of the movement of Pol II on the 
DNA template, which reduces the traffic downstream. These regulatory functions of 
promoter-proximal pausing may lead to the reduced variability in the system, which can 
be identified through the CV. 
 
3.3.3 Altering initiation and elongation rate constants 
Experimental results give information about the average rate constant for movement. As 
mentioned in section 2.2, the rate constants used for the state change and the translocation 
in the initiation and elongation steps of this model have been set to the same values as 
each other due to the lack of experimental data. What if these rate constants are not 
equal? To answer this question, the consequences of altering the stochastic rate constants 
of these steps of eukaryotic transcription have been studied. The net rate constant for the 
movement of the polymerase on the first 15 positions was kept fixed at ktrans = 0.3s−1 . For 
a given value of kini = kPE , kai  was calculated from equation ktrans = 1kPE +
1kai( )
−1
. 
Increasing kini  and kPE  decreases the percentage of abortive initiation and so the mean 
time difference between the syntheses of consecutive pre-mRNA transcripts (Figure 
3.10). In this model, reactions (5) and (6) are in competition in the abortive-initiation 
prone region, i.e. on positions 4-15; therefore, increasing kPE  in reaction (5) increases the 
probability of movement of Pol II while reducing the probability of aborting. If our 
assumption about the state from which aborting happens is wrong, it may still be possible 
for evolution to tune parameters not directly connected to abortion (i.e. other than kabort in 
the model) to optimize the rate of abortion. 
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Figure 3.10: Consequences of altering kini and kPE on the percentage of abortive initiation 
(solid line) and mean time difference between the syntheses of two consecutive RNAs 
(dashed line). The net rate constant for translocation was kept fixed at ktrans = 0.3s-1. 
Simulations of transcription were performed until 1,000 transcripts had accumulated. 
 
In this model, elongation has also been modeled in a similar fashion to initiation. 
The stochastic rate constants for the movement in positions 16-n have been set to 
kelong = kae = 144s−1  to match up to the net rate constant kmove = 72s−1 for the movement of 
Pol II during productive elongation [9]. In a similar fashion as above, the stochastic rate 
constant for the elongation events ( kelong ,kae ) have been altered while keeping kmove  
constant. When kelong  was increased and kae  correspondingly decreased, an increase in 
the percentage of the promoter-proximal pauses was noted (Figure 3.11).  
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Figure 3.11: Consequences of altering kelong, on the percentage of pausing (solid line) and 
mean time interval between the syntheses of two consecutive RNAs (dashed line); 
Simulations of transcription were performed until 1,000 transcripts had accumulated. 
Note that kae was also tuned to maintain the net elongation rate constant equal to kmove. 
 
The mean time difference between mRNA syntheses was also affected in this case 
but the effect was smaller than the effect of altering the initiation rate constants. The main 
reason for the effect on the percentage of polymerases pausing is the competition 
between reactions (7) and (10). Therefore, a decrease in the rate constant for activation 
kae( )  or, in other words, an increase in the rate constant for translocation of Pol II kelong( )  
increases the probability of pausing. In turn, the greater percentage of pauses leads to an 
increase in the mean time difference.  
These results suggest two model predictions: first, in the case of abortive 
initiation, that sequences where translocation is fast once the polymerase has been 
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activated may be less prone to abort, all other things being equal; and second, that the 
polymerase is more prone to pause on sequences where translocation is fast if the 
polymerase enters the paused state from the occupied state, i.e. prior to activation. 
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Chapter 4 
Mathematical analysis 	  
The results obtained in chapter 3 are approximations obtained from stochastic simulations 
of the transcription model, which depend on the kinetic parameters of the model. These 
results provide a good approximation for the transcription of some genes in humans but 
they do not represent a generalized form valid for every eukaryotic gene. To obtain 
generally valid results, it is necessary to derive the mathematical expression for the 
probability distributions of transcription time. Solution of the chemical master equation 
(CME) is an exact approach to get an expression for the transcription time considering 
transcription as occurring in a homogenous system. The chemical master equation is a set 
of more than 3n ordinary differential equations in this model. In the model presented by 
Roussel and Zhu, there were approximately 3n variables because of three states defined in 
the model, where n  is the number of nucleotides in the gene [115]. In the model 
developed in this thesis, there are a few more states, but the number of states still grows 
exponentially with n .  Since n = 14,000 for a typical human gene, it is impossible to 
solve the CME directly for this model. However, Roussel and Zhu used an alternative 
clever approach to get the moments of distribution for the transcription time [115]. In 
addition, an alternative non-linear master equation having 2n  variables known as the 
site-oriented Markov model has been derived to approximate the distributions obtained 
by the CME in the same study ([115] and references therein).  
In this study, we succeed in getting the distributions for the single step movement 
of the polymerase in different regions by using the CME approach, as a first step towards 
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the calculation of the moments of the distribution of the transcription times for this 
eukaryotic transcription system. This chapter will provide a detailed description of the 
derivations of the distributions of the single step movement of the polymerase in various 
phases of transcription. 
 
4.1 Probability densities 
It is important to mention that the transcription of a single gene by a single polymerase 
has been considered to calculate the probability densities of single-jump movements. 
Single-jump movement of the polymerase can be defined as the movement of Pol II from 
the occupied state on site i , i.e. Oi , to the occupied state on site i +1 , i.e. Oi+1 . In 
normal elongation, the transition from Oi  to Oi+1  completes with the scheme 
Oi → Ai →Oi+1 . In the productive elongation region, three states of nucleotides have 
been defined: unoccupied (U), occupied (O) and activated (A). Additional states are 
needed to describe initiation, pausing and termination. These states are mutually 
exclusive. In addition to that, this model implies some simplifications to the calculation 
of the combinatorial functions h( ) , being a model of a single gene (section 3.1), i.e. that 
h = 1 for all relevant steps.  
We calculated the single-jump probability densities separately for the different 
phases of transcription where the polymerase moves with different speeds and different 
processes may be involved. These different phases are the movement to the first 
nucleotide from the TSS including PIC assembly; initiation (movement from position 1-
3); promoter escape (movement on positions 3-15 including the probability of abortive 
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initiation); movement in the promoter-proximal pausing prone region, i.e. positions 16-
50; productive elongation i.e. positions 16-n; and termination. In this section, the method 
to calculate the single-jump probability density in complex processes such as the first 
translocation and promoter escape will be described in detail. Other single-jump 
distributions will be stated as results without detailed derivation.  
 
4.1.1 Single step probability density for first translocation 
The single-step probability density ρi τ i( )  describes the relative likelihood of the 
occurrence of the movement of the polymerase from the position i  to i +1  at time τ i . In 
this model, PIC assembly completes in two steps, i.e. binding of TBP followed by the 
binding of Pol II, and then the movement to the first site occurs. I also considered models 
where PIC assembly was a one-step process. I begin here by analyzing the case where 
PIC assembly is a one-step process, i.e. B→ A0 →O1 . Here, B  and A0  represent 
promoter and PIC of this model, respectively. For these transitions, conditional 
probability densities were calculated similarly to Roussel and Zhu [115]. In this case, 
transition starts from the state B, therefore the probability densities obtained will be 
conditioned to be in state B at time zero. The following equations were obtained that 
govern the conditional probability of transition to position 1: 
∂ρB t( )
∂t = −kFPIC ⋅ ρB t( ) , with initial condition ρB 0( ) = 1 ;                                            (19a) 
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∂ρA
(0) t( )
∂t = kFPIC ⋅ ρB t( ) − kini ⋅ ρA
(0) t( ) , with initial condition ρA(0) (0) = 0 ;                    (19b) 
∂ρO
(1) t( )
∂t = kini ⋅ ρA
(0) t( ) , with initial condition ρO(1) 0( ) = 1 .                                             (19c) 
In these equations, ρB t( )  represents the probability of being in state B at time t, i.e. the 
bare promoter, ρA
(0) t( )  represents the probability of being in state A at position 0 at time t, 
i.e. in the form of PIC, whereas ρO
(1) t( )  represents the probability of being in state O at 
time t at position 1. These equations are a special case of the chemical master equation 
and therefore are exact for the calculation of the single-jump probability density ρ0 τ 0( ) . 
The conditional probability density obtained in equation (19c) corresponds to the 
cumulative probability density for the completion of this step. The linear differential 
equations provided in (19) can be easily solved to get the cumulative probability 
distributions for the completion time of this step, 
ρ t( ) = ρO(1) t( ) =
kini 1− e−kFPIC ⋅t( ) − kFPIC 1− e−kini ⋅t( )
kini − kFPIC
 .                                                       (20) 
The probability distribution for the single-jump movement can be obtained from the 
cumulative probability distribution by taking its derivative with respect to t and then 
replacing t = τ 0 .  
ρ0 τ 0( ) = ∂ρ∂τ t=τ0
=
kFPIC ⋅ kini e−kini ⋅τ0 − e−kFPIC ⋅τ0( )
kFPIC − kini
.                                                            (21) 
These calculations have been performed using Maple (version 14.00, Maplesoft). 
The distribution obtained in equation (21) can be plotted against the values of τ 0 . Figure 
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4.1(A) shows the probability distribution for the initiation time, assuming one-step PIC 
assembly. 
 Similarly, single-jump probability densities can be obtained for two-step PIC 
assembly by using one more intermediate state in the transition mentioned above, i.e. 
B→ C→ A0 →O1 . Here, B and C are representing the bare promoter and TBP.pro 
respectively. With the consideration of this transition, the conditional probabilities have 
been obtained similarly to the case mentioned above starting from the following 
equations: 
∂ρB t( )
∂t = −kbind ⋅ ρB t( ) , with initial condition ρB 0( ) = 1 ;                                            (22a) 
∂ρC t( )
∂t = kbind ⋅ ρB t( ) − kPIC ⋅ ρC t( )  , with initial condition ρC 0( ) = 0 ;                        (22b) 
∂ρA
(0) t( )
∂t = kPIC ⋅ ρC t( ) − kini ⋅ ρA
(0) t( )  , with initial condition ρA(0) 0( ) = 0  ;                    (22c) 
∂ρO
(1)
∂t = kini ⋅ ρA
(0) t( )  , with initial condition ρO(1) 0( ) = 0 .                                               (22d) 
From these equations for the conditional probability densities, the probability distribution 
for the single-jump movement have been obtained by a process similar to that which 
produced equation (21): 
 
ρ0 τ 0( ) =
kbind ⋅ kini ⋅ kPIC e−kbind ⋅τ0 ⋅ kini − kPIC( ) + e−kPIC ⋅τ0 ⋅ kbind − kini( ) + e−kini ⋅τ0 ⋅ kPIC − kbind( ){ }
kPIC − kbind( ) kbind − kini( ) kPIC − kini( )      
(23) 
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    (A)                                                                    (B) 
	  
Figure 4.1: Probability distributions obtained for the single-jump movement of Pol II on 
the first position, considering one-step PIC assembly (A), and two-step PIC assembly 
(B). In (A), kFPIC = 0.001s-1 and in (B), kbind = 0.0016s-1and kPIC = 0.0029s-1 as in the 
stochastic simulations (Table 3.1). 	  
Equation (23) is plotted in Figure 4.1 (B). The average time obtained for the 
movement of polymerase to the first nucleotide after PIC assembly from this figure is 
~971.50 s whereas the simulation results show an average time for (slow) PIC assembly 
of 970.64 s (Figure 3.3 B). This figure reinforces the conclusion of simulations that 
initiation in eukaryotic transcription is slow. 
 
4.1.2 Single-step probability density for promoter escape 
Similarly to equations (19) and (22), the equations governing the conditional probabilities 
of promoter escape can be obtained. These equations are 
∂ρO
(i ) t( )
∂t = −kai ⋅ ρO
(i ) t( ) , conditioned by ρO(i ) 0( ) = 1;                                                     (24a) 
∂ρA
(i ) t( )
∂t = kai ⋅ ρO
(i ) t( ) − kPE ⋅ ρA(i ) t( ) − kabort ⋅ ρA(i ) t( ) , conditioned by ρA(i ) 0( ) = 0 ;          (24b) 
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∂ρO
(i+1) t( )
∂t = kPE ⋅ ρA
(i ) t( ) , conditioned by  ρO(i+1) 0( ) = 0 .                                                (24c) 
Here, i = 3,4,...,15  for all of three parts of equation (24).  
The probability distribution for the movement of Pol II from position i  to i +1  
can be calculated similarly to the first translocation distribution, 
ρˆi τ i( ) =
kPE ⋅ kai e−kai ⋅τ i − e− kPE + kabort( )⋅τ i( )
kPE + kabort − kai
 .                                                                        (25) 
This probability distribution includes the possibility of abortive initiation. Therefore, it is 
not normalized to 1. In fact, 
ρˆi τ i( )
0
∞
∫ dτ i =
kPE
kPE + kabort
 = P (step successful)                                                               (26) 
In order to eventually get the distribution of transcription times, we need the conditional 
probability distribution for the case where the step from site i  to i +1  is successful. This 
is, 
ρi τ i( ) =
ρˆ τ i( )
P (step successful) =
kai e−kai ⋅τ i − e− kPE + kabort( )⋅τ i( ) kPE + kabort( )
kPE + kabort − kai( )
, i = 3,4,...,15      (27) 
The distribution is illustrated in Figure 4.2. It is very clear from Figure 4.2 that the 
movement of the polymerase in the promoter escape region takes place faster than PIC 
assembly (Figure 4.1). However, this movement is comparatively slower than the 
movement of the polymerase in the productive elongation phase (Figure 3.1 and 4.3). 
This result also agrees with the simulations where the movement of the polymerase in the 
promoter escape region has been found to be slower than the productive elongation phase 
(Figure 3.2). 
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Figure 4.2: Probability distribution for the single-jump movement in the promoter escape 
phase of transcription. The rate constants used here are those used in the stochastic 
simulations of the promoter escape phase (Table 3.1). 
 
4.1.3 Probability distributions for other phases 
Probability distributions for other phases such as productive elongation and termination 
can be obtained similarly to the distributions of the first translocation and abortive 
initiation. The probability distribution for the single-jump movement of Pol II in the 
promoter-proximal region, where pausing can occur, was obtained first. It is a little more 
complex to obtain the distribution with promoter-proximal pausing because of the 
competition between pausing and activation. It is important to note again that pausing has 
been considered to occur from the occupied state in this model. Therefore, the probability 
of being in the occupied state is always joined with the probability of the polymerase 
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being in the paused state. We calculated these conditional probabilities by the following 
equation,  
∂ρO
(i ) t( )
∂t = −kae ⋅ ρO
(i ) t( ) − kpause ⋅ ρO(i ) t( ) + krelease ⋅ ρP(i ) t( ) , with ρOi( ) 0( ) = 1 ;  
∂ρP
(i ) t( )
∂t = kpause ⋅ ρO
(i ) t( ) − krelease ⋅ ρP(i ) t( ) , with  ρPi( ) 0( ) = 0 .                                          (28a) 
 Here, ρP
i( ) t( )  represents the probability of the polymerase being in the paused state at 
time t. The solution ρO
(i ) t( )  of equation (28a) can be used to calculate the conditional 
probabilities for the activated state at position i  and the occupied state at position i +1 , 
similarly to the other processes described before: 
∂ρA
(i ) t( )
∂t = kae ⋅ ρO
(i ) t( ) − kelong ⋅ ρA(i ) t( ) , with ρAi( ) 0( ) = 0 ;                                                (28b) 
∂ρO
(i+1) t( )
∂t = kelong ⋅ ρA
(i ) t( ) , with ρOi+1( ) 0( ) = 0                                                                 (28c) 
Maple was used to calculate the single-jump probability density similarly to the other 
processes. The expressions obtained through these calculations are extremely complex 
and impractical to type into this thesis. However, the distributions can be plotted against 
different values of τ i  (Figure 4.3).  
 It is comparatively very easy to calculate the single-jump probability density for 
productive elongation because no other process interferes with productive elongation. 
Conditional probability densities for productive elongation are similar to the promoter-
proximal pausing phase except for equation (28a) because the promoter-proximal pausing 
phase is part of early elongation and is controlled by the same rate constants except for 
the possibility of pausing. 
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The equations governing the conditional probabilities of the single-jump 
movement in the productive elongation phase are 
∂ρO
(i ) t( )
∂t = −kae ⋅ ρO
(i ) t( ) , with ρOi( ) 0( ) = 1 ;                                                                      (29a) 
∂ρA
(i ) t( )
∂t = kae ⋅ ρO
(i ) t( ) − kelong ⋅ ρA(i ) t( ) , with ρAi( ) 0( ) = 1 ;                                                 (29b) 
∂ρO
(i+1) t( )
∂t = kelong ⋅ ρA
(i ) t( ) , with ρOi+1( ) 0( ) = 1 .                                                               (29c) 
With these equations, it is possible to obtain the probability distribution for the 
single-jump movement from site i  to site i +1  by obtaining the cumulative probability 
distributions and then by taking the derivative of these cumulative probabilities with 
respect to τ i , in a very similar way to the previously calculated probability distributions 
for the different phases of transcription.  
The probability distribution for the single-jump movement in the productive 
elongation phase has been obtained as  
ρi τ i( ) =
kae ⋅ kelong e−kelong ⋅τ i − e−kae ⋅τ i( )
kae − kelong
, i = 16,17,...,n −1 .                                               (30) 
The probability distribution in eq. (30) has been plotted against τ i  but it is not shown 
here, as it is similar in appearance to Figure 4.3. 
The movement of Pol II in positions 1-3 follows a similar mechanism as 
productive elongation with no obstacles to movement. Therefore, the distribution for the 
translocation of polymerase on positions 1-3 can be obtained similarly to the distribution 
for elongation. 
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Figure 4.3:	   Probability distribution for the single-jump movement in the promoter-
proximal phase.  
 
This distribution is governed by the rate constants kini  and kai  instead of 
elongation rate constants. The equations for the conditional probabilities for the time 
required to take a single step can be obtained in similar fashion. These equations are 
∂ρO
(i ) t( )
∂t = −kai ⋅ ρO
(i ) t( ) , with ρOi( ) 0( ) = 1 ;                                                                      (31a) 
∂ρA
(i ) t( )
∂t = kai ⋅ ρO
(i ) t( ) − kPE ⋅ ρA(i ) t( ) , with ρAi( ) 0( ) = 1 ;                                                   (31b) 
∂ρO
(i+1) t( )
∂t = kPE ⋅ ρA
(i ) t( ) , with ρOi+1( ) 0( ) = 1 .                                                                  (31c) 
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These equations can be used to get the cumulative probability density and then the 
probability distribution for the single-jump movement in positions 1-3, which reads as 
follows, 
ρi τ i( ) =
kai ⋅ kPE e−kPE ⋅τ i − e−kai ⋅τ i( )
kai − kPE
, i = 1,..., 3 .                                                                (32) 
 On plotting this distribution (not shown), it is very similar to the distribution 
shown for the promoter escape phase (Figure 4.2). However, the promoter escape phase 
has a possibility of abortive initiation.   
Termination is the last step of transcription. In this model, termination has been 
considered as a two-step process, similar to PIC assembly. In stochastic simulations, the 
consequences of single-step termination have been explored similarly to PIC assembly. 
Here, both mechanisms for termination have been explored in obtaining the probability 
distributions for the single-jump movement of Pol II at the termination site. This single-
jump movement distribution is actually the probability distribution of the termination 
from the last position of the transcribed sequence. 
 Similarly to PIC assembly, single-step termination can be expressed as an 
On → An → T  transition. Here, the T state represents the termination of transcription. For 
two-step termination, this transition will be On → An → TC→ T . Obviously, these 
transitions are governed by the stochastic rate constant of state transition kae  and the rate 
constants for the termination kTC  and kterm . The latter two termination rate constants are 
replaced by a single equivalent rate constant kT  in single-step termination. The first step 
towards obtaining the single-jump probability density of termination is to calculate the 
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conditional probabilities for the state transitions similarly to the processes mentioned 
above. These equations are  
∂ρO
(n) t( )
∂t = −kae ⋅ ρO
(n) t( ) , with ρO(n) 0( ) = 1 ;                                                                    (33a)  
∂ρA
(n) t( )
∂t = kae ⋅ ρO
(n) t( ) − kT ⋅ ρA(n) t( ) ; with ρA(n) 0( ) = 0 ;                                                 (33b) 
∂ρT t( )
∂t = kT ⋅ ρA
(n) t( ) , with ρT 0( ) = 0                                                                           (33c) 
for single-step termination, and 
∂ρO
(n) t( )
∂t = −kae ⋅ ρO
(n) t( ) , with ρO(n) 0( ) = 1 ;                                                                    (34a) 
∂ρA
(n) t( )
∂t = kae ⋅ ρO
(n) t( ) − kTC ⋅ ρA(n) t( ) , with ρA(n) 0( ) = 0 ;                                                (34b) 
∂ρTC t( )
∂t = kTC ⋅ ρA
(n) t( ) − kterm ⋅ ρTC t( ) , with ρTC 0( ) = 0 ;                                               (34c) 
∂ρT t( )
∂t = kterm ⋅ ρTC t( ) , with ρT 0( ) = 0                                                                         (34d) 
for two-step termination. These equations are similar in form to the equations obtained in 
PIC assembly (equations 19a-c and 22a-d). The single-jump probability density for both 
the mechanisms can be obtained by following similar procedures as for PIC assembly. 
The probability distributions obtained for these mechanisms are respectively, 
ρn τ n( ) =
kae ⋅ kT e−kae ⋅τn − e−kT ⋅τn( )
kT − kae
                                                                                   (35) 
ρn τ n( ) =
kae ⋅ kterm ⋅ kTC e−kae ⋅τn ⋅ kterm − kTC( ) + e−kTC ⋅τn ⋅ kae − kterm( ) + e−kterm ⋅τn ⋅ kTC − kae( ){ }
kTC − kae( ) kae − kterm( ) kTC − kterm( )
         (36) 
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Equations (35) and (36) are the single-jump probability distributions for the one 
and two-step termination mechanisms, respectively. Both of these distributions are 
plotted in Figure 4.4 A and B at parameters that give the same average termination time. 
Consideration of one-step or two-step termination affects the shape of the distribution 
similarly to the case of PIC assembly. In Figure 4.4 (B), the rate constants used for the 
distribution are slightly different from those used in the stochastic simulations. However, 
the net rate constant for termination is the same. These different rate constants were used 
due to the presence of the kTC − kterm( )  term in equation (36). It is clearly visible from 
Figures 4.4 (A) and (B) that termination is slow in eukaryotic transcription. 
 
(A) (B) 
	  
 
Figure 4.4: Probability distributions for the single-jump movement of Pol II leading to 
the termination following one (A) and two-step (B) termination mechanisms; the rate 
constants used here are kT = 0.0016 s-1for the one-step termination mechanism, and kTC = 
0.003201s-1 and kterm = 0.003199 s-1 for the two-step mechanism. 
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I have verified that the average movement time obtained from these distributions 
by using the rate constants used in the simulations agrees with the stochastic simulations, 
as was shown for the example of PIC assembly.  These distributions can be used to get 
the moments of the probability distributions for the transcription times using the method 
of Roussel and Zhu [115], or possibly the complete distribution (Theodore J. Perkins, 
personal communication). The mathematics will be more difficult because of the added 
processes in this model. Completing these calculations is left for future work. 
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Chapter 5 
Conclusions 	  
5.1 Summary 
In this thesis, a biochemically detailed model of eukaryotic transcription has been 
developed that specially focuses on the possible slow steps, i.e. pre-initiation complex 
assembly, abortive initiation, promoter-proximal pausing and termination. Stochastic 
simulations have been used to study the transcription dynamics. Further, analytical 
distributions have been obtained for the movement of Pol II in different phases of 
transcription. The objectives of studying the effects of these possible slow and stochastic 
steps on the transcription time and the intrinsic stochasticity of transcription have been 
fulfilled. Another objective of this study, i.e. to identify the major contributors to the 
noise in eukaryotic transcription, has also been attained. In addition, a partial success has 
been achieved by obtaining the analytical probability density functions for the single-
jump movement of Pol II in various phases of eukaryotic transcription. To my 
knowledge, this is the first model that studies the stochastic kinetics of eukaryotic 
transcription in detail. In this chapter, the conclusions for the results obtained through the 
simulations will be described for the possible slow steps of transcription in their order of 
occurrence, along with future directions for this point. Preliminary results of theoretical 
analysis are promising but not sufficient to conclude anything at this point. However, the 
single-jump probability densities indicate that the analysis is proceeding in the right 
direction because the single-jump probability density expressions for every step of 
transcription agree with the simulation results. This verifies the validity of the 
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simulations. The future target to get the probability distributions remains challenging 
because of the complexity of the model.  
 
5.2 Conclusions  
This model approximates the kinetics of the Pol II holoenzyme as well as an ordered 
recruitment mechanisms of PIC assembly. On the basis of the results obtained through 
the stochastic simulations of the single polymerase variant of the model, it is not hard to 
conclude that the PIC assembly is the most significant factor for affecting the 
transcription time. Interestingly, the dependence of the coefficient of variation (CV) on 
the kinetic parameters of the model is contrary to expectations for PIC assembly in the 
single polymerase case. PIC assembly has been found to be the most significant 
contributor to the time interval of the synthesis of consecutive pre-mRNAs in the 
multiple polymerase case. This verifies the result of the single polymerase case that 
identifies a similar role of PIC assembly in the transcription time. PIC assembly has also 
been found as a significant source of the variability in the multiple polymerase case. In 
addition, results of this model show that the rate constant for PIC assembly can affect the 
traffic situation most significantly.  
Therefore, the results of the single and multiple polymerase cases establish the 
most significant role of PIC assembly in affecting the transcription delay and time 
intervals between the syntheses of consecutive pre-mRNAs. These results also identify 
the major role of PIC assembly in creation of the variability in eukaryotic transcription. 
There is a lack of literature to verify the results for the effects of PIC assembly on 
transcription dynamics obtained through this model. However, the stochastic rate 
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constants for PIC assembly used in this study are calculated from the rate constants 
provided in experimental studies for human genes.  
Abortive initiation has been investigated only in the multiple polymerase cases 
due to the model assumption of the breakdown of the transcription machinery on abortive 
initiation. Abortive initiation emerged as the second most significant factor affecting the 
time interval between the syntheses of consecutive pre-mRNA transcripts amongst other 
possible slow steps considered in this model. Abortive initiation adds to the variability in 
transcription, but its role is not significant in comparison to the other slow steps. 
Promoter-proximal pausing has been identified as one of the sources of 
transcription delay and the delay in the time interval between the syntheses of two 
consecutive pre-mRNAs, but its role is less effective in comparison to the role of PIC 
assembly and abortive initiation discussed above. However, observations regarding time 
delays cannot deny its role in the regulation of variability. In the multiple polymerase 
case, this role is made evident by a sudden increase of CV when promoter-proximal 
pausing is omitted from the process, which suggests the noise regulatory role of 
promoter-proximal pausing. 
Termination in eukaryotic transcription has been found to have a significant 
contribution to the delay in transcription time (more so than promoter-proximal pausing) 
in the single polymerase case. It can also play a role in noise regulation. It reduces the 
noise in eukaryotic transcription for a single polymerase. However, in the multiple 
polymerase case, termination plays no significant role in affecting the time difference 
between the syntheses of two consecutive pre-mRNAs. 
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In addition to the roles of the steps of transcription described above, the 
consideration of kinetic parameters can also play a role in the transcription dynamics. It 
has been shown in this thesis that the alterations in the rate constants for the state 
transition and translocation of Pol II in the promoter escape and promoter-proximal 
pausing phases can significantly affect the percentage of abortive initiation and promoter-
proximal pausing. Consequently, these parameters cannot be independently fixed, but 
must be co-varied to match particular experimental delay and pause distributions. On the 
basis of these results, two model predictions have been introduced (Figures 3.11 and 
3.12). The first prediction states that in the promoter escape phase of transcription, an 
activated polymerase may be less prone to abort if the movement of the polymerase is 
fast, and according to the second prediction, the polymerase may be more prone to pause 
in the promoter-proximal region if it spends less time in the activated state. 
Our results are in excellent agreement with a very recent joint experimental and 
modeling study of mammalian gene expression [139], where a median of two transcripts 
synthesized per hour was calculated with a mathematical model of their experimental 
data for 5,000 mammalian genes. It is notable that most of the kinetic parameters used in 
the model presented in this thesis are from human gene transcription data and have been 
calculated or estimated for every step individually. These parameters were not tuned to 
obtain the experimental synthesis rate.  
In addition, these results also show good agreement with the in vivo study 
performed on Chinese hamster cell lines [8], where the time taken for the completion of 
half of the transcription cycle with slow initiation has been found to be in the range of 14-
20 min. Our model predicts a time period of 19.2 min to complete half of the 
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transcription cycle by Pol II, which is towards the high-end limit of the experimental 
measurements. The good performance of this model indicates that it is ready for fine-
tuning for specific genes as experimental data become available, or that it could even be 
fit to transcription data to estimate some of the rate constants. 
 
5.3 Future perspectives 
This model is the beginning of this kind of modeling in eukaryotic transcription. There is 
still a lot of room to study the dynamics of eukaryotic transcription. The immediate future 
perspective for this model is to get the probability distributions for the complete 
transcription times from the single-jump probability distributions provided in this thesis. 
These probability distributions will provide a more generalized form to the model results, 
which can be useful for experimentalists as well as theoretical researchers. At the level of 
the steps of transcription, a model of chromatin remodeling with PIC assembly can itself 
be an interesting subject to study because these are complex processes [140]. Some 
efforts have been already started towards the investigation of fluctuations in chromatin 
remodeling [141]. Further, on the step level, it should not be difficult to include other 
slow steps such as transcriptional arrest, backtracking, premature termination, etc., to 
refine this model for the dynamics of eukaryotic transcription. However, these 
mechanisms have not been found to have significant effects in prokaryotes [121]. 
Therefore, a huge effect cannot be expected in eukaryotes because of the higher level of 
regulation than in prokaryotes. This model has some estimated rate constants, as for 
example the promoter-proximal pausing and abortive initiation rate constants. These 
steps can be revisited on the availability of further experimental data. The same applies 
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for assumptions such as that, the transcription machinery dissociates on abortive 
initiation. 
 Another interesting research direction for this model can be to study the dynamics 
with the inclusion of splicing in this model. Splicing is a complex process and is 
relatively slow, taking approximately 10 minutes to complete [97]. At the mechanism 
level, it is itself a very complex research subject. There is endless scope for research in 
this field. 
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