Introduction
One of the necessary extensions to the centering model is a mechanism to handle pronouns with intrasentential antecedents. Existing centering models deal only with discourses consisting of simple sentences. It leaves unclear how to delimit center-updating utterance units and how to process complex utterances consisting of multiple clauses. In this paper, I will explore the extent to which a straightforward extension of an existing intersentential centering model contributes to this effect. I will motivate an approach that breaks a complex sentence into a hierarchy of center-updating units and proposes the preferred interpretation of a pronoun in its local context arbitrarily deep in the given sentence structure. This approach will be substantiated with examples from naturally occurring written discourses.
• One of the entities in Cf k may be the backward-looking center Cb k , or the Center, the central entity that the discourse is currently about. Cb k is also a member of Cf k−1 , but is not necessarily the same as Cb k−1 .
• With centering rules and constraints, each utterance U i defines a transition between an input centering state CEN i−1 and an output centering state CEN i controlling the inferences involved in updating the context with each new utterance.
I will henceforth distinguish two kinds of input context C i−1 for an arbitrary utterance U i . It is an intersentential context when U i−1 and U i belong to different "sentences" in the standard syntactic sense. It is an intrasentential context when U i−1 and U i belong to the same sentence.
A discourse describes situations, eventualities, and entities, together with the relations among them. The attentional state A represents a dynamically updated snapshot of their salience. I assume the property salient to be a primitive representing the partial order among a set of entities in A. Salience is gradient and relative. A certain absolute degree of salience may not be achieved by any entities in a given A, but there is always a set of maximally salient entities, which we can call the "Cm" for convenience. The Cm is often, but not necessarily, a singleton set. Note that the Cm differs from the existing centering notion of the Cb (or Cp), although they are related to one another. I argue that the property of the Cm, over and above that of the Cb (and Cp), elucidates the centering dynamics, as discussed in the remainder of this section.
Various factors affect salience dynamics -including utterance forms, discourse participants' purposes and perspectives, and the perceptually salient objects in the utterance situation. The specification of salience dynamics is a crucial step toward a formal theory of discourse pragmatics, and centering focuses on the interrelations between the center dynamics and utterance forms.
Centering stipulates that the entities in the Cf are generally more salient than other entities in A, and if one of these entities is the Center (Cb), it is the most salient entity. We state this stipulation as a defeasible preference: 4 CENTER The Center is normally more salient than other entities in the same attentional state.
Linguistic Correlates of Salience
We can now state a set of linguistic correlates to salience dynamics in terms of additional defeasible preferences (Kameyama, 1996) . Two default linguistic hierarchies are crucial in centering dynamics -the grammatical function hierarchy (GF ORDER) and the nominal expression type hierarchy (EXP ORDER). 5 4 Defeasibility is indicated by "normally". 5 Both linguistic hierarchies are in fact recurrent in functional and typological studies of language. The GF ORDER closely resembles Keenan and Comrie's (1977) Accessibility Hierarchy, Givon's (1979) Topicality Hierarchy, and Kuno's (1987) Thematic Hierarchy, all of which predict the preferred syntactic structure for describing the things that a sentence is "mainly about" within and across languages. The EXP ORDER resembles the linguistic correlates of Gundel, Hedberg, and Zacharski's (1993) Givenness Hierarchy, which is closely related to Prince's (1981) Familiarity Scale, which predicts the relative degrees of accessibility of referents. It is of interest that virtually the same hierarchies are relevant to the computational interest in how grammar controls inferences in language use.
GF ORDER: Given a hierarchy [SUBJECT > OBJECT > OBJECT2 > Others], an entity realized by a higher-ranked phrase is normally more salient in the output attentional state.
EXP ORDER: Given a hierarchy [Zero Pronominal > Pronoun > Definite NP > Indefinite NP], 6 an entity realized by a higher-ranked expression type is normally more salient in the input attentional state.
For each utterance U i , EXP ORDER and GF ORDER predict the relative salience of entities in the input and output attentional states A i−1 and A i , respectively. GF ORDER in U i directly affects the output attentional state A i . It corresponds to the major determinant of the Cf ordering in centering. EXP ORDER in U i is an assumption or presupposition about the input attentional state A i−1 . It generalizes the centering Rule-1. EXP ORDER also predicts the relative salience of entities in the output attentional state A i since these assumed salience levels are also often accommodated into the context (see Lewis, 1979) .
Another centering stipulation is that at most one entity is given the Center status at any one attentional state. I propose the following defeasible preference as a specialization of EXP ORDER:
EXP CENTER: An expression of the highest-ranked type in EXP ORDER normally realizes the Center in the output attentional state. 7
EXP CENTER departs from Constraint-3 in defining what makes an entity a Cb. Constraint-3 relies on the Cf ordering, whereas EXP CENTER relies on EXP ORDER. The following example illustrates the difference:
(1) 1. John went to Jim's party.
2. he was very pleased to see John again.
3. he had just recovered from a stressful week at work.
After (1)-2, EXP CENTER makes Jim the Cb, whereas Constraint-3 makes John the Cb. The preferred referent of he in (1)-3 is then Jim under the present approach due to GF ORDER and EXP CENTER whereas it is John under the centering algorithm due to the preference for CONTINUE over SMOOTH-SHIFT.
EXP CENTER also enables two choices in what expression types are associated with the Center status. The "highest-ranked type" in EXP CENTER can be interpreted as either relative to each utterance or absolute in all utterances. Under the relative interpretation, a nonpronominal expression type can also output the Center as long as there are no pronouns in the same utterance. Under the absolute interpretation, only the pronominals (either zero or overt, depending on the syntactic type of the language) can output the Center. I will take the absolute interpretation in this paper following Kameyama (1985 Kameyama ( , 1986 , based on the rationale that the choice of the highest-ranked pronominal forms in a language should reflect a certain absolute sense of salience threshold. This paper will focus on English centering. Since matrix subjects and objects cannot be omitted in the English-type language, 8 the highest-ranked expression type that outputs the Center is the (unstressed) pronoun. From EXP ORDER, it follows that a pronoun normally realizes a maximally salient entity in the input attentional state. Since it is a defeasible preference, a pronoun may also realize a submaximally salient entity under certain conditions. Known such conditions fall under three classes:
1. Another overriding preference gives a different interpretation of the pronoun. Kameyama (1996) , in motivating general preference classes with overriding relationships, points out that specific commonsense causal knowledge can generally override salience-based local coherence preferences. Garden-path effects of centering studied by Hudson D'Zmura (1988) show that this overriding can require a considerable effort when the salience-based preference is particularly "strong".
Centering Preference Interactions
One of the notable features of the present reformulation of centering is that the transition types per se play no role in determining the preferred interepretation of utterances. They are mere "labels" on centering transitions that result from the interactions of the centering preferences stated in CENTER, GF ORDER, EXP ORDER, and EXP CENTER. For instance, we can classify transitions into "establishing" and "chaining" (Kameyama, 1985 (Kameyama, ,1986 as follows. 9 The Center is "established" when a pronoun picks a salient non-Center in the input context and makes it the Center in the output context. It corresponds to both types of SHIFT in centering. It is "chained" when a pronoun picks the Center in the input context and makes it the Center in the output context. It corresponds to both CONTINUE and RETAIN in centering. The preference for CONTINUE over RETAIN is a consequence of the general preference for determinate maximal preference as discussed below.
(In)Determinate Maximal Salience
The interaction of CENTER, GF ORDER, EXP ORDER, and EXP CENTER accounts for canonical intersentential centering examples. A novel aspect of the present setup is that each centering state contains the set of maximally salient entities (Cm), and the Cm's (in)determinacy predicts the corresponding (in)determinacy of the preferred interpretation of a pronoun. 10 The Cm is determinate when it is a singleton set, and indeterminate when it is a set of two or more entities. The interpretation preference of a pronoun is determinate when it converges on a single maximal preference, and indeterminate when its maximal preference is a set of equally preferred entities. 11 EXP ORDER states that a pronoun's preferred interpretation is the Cm, so the (in)determinacy in the Cm predicts the (in)determinacy in a pronoun's preferred interpretation (unless other overriding factors remove the indeterminacy).
This is how it works. There are two independent sources for the Cm, the highest-ranked GF defined in GF ORDER and the Cb. When they converge on the same entity, it is the single member of the Cm, but when they diverge on two different entities, both are in the Cm. In English centering, for instance, a subject Center achieves a convergence, and a nonsubject Center leads to a divergence in most cases. 12 This is illustrated below.
(2) 1. Babar went to a bakery. In (3), the salience ranking in A 2 is indeterminate (<>) and the preferred value of he shifts to the baker, although this preference is weak (χ 2 df =1 = 3.77, .05 < p < .10) for 13 nonoverlapping speakers.
The notion of (in)determinate attentional preference is not entirely new to centering, but it has not been given appropriate recognition. If we call the highest-ranked GF in the GF ORDER the "preferred Center" (Cp) as in Brennan et al. (1987) , we are talking about the convergence (Cb=Cp) and divergence (Cb =Cp) of the Cb and Cp in the input attentional state here. In the centering algorithm (Brennan et al., 1987; Walker, Iida, and Cote, 1994) , the same convergence-divergence distinction takes on quite a different role. First of all, the distinction is in the output state of utterance interpretation, separating out CONTINUE and RETAIN on one hand, and SMOOTH-SHIFT and ROUGH-SHIFT on the other, and a fixed preference ordering among these transition states predicts the preferred interpretation of a pronoun. Second of all, the preferred pronoun interpretation is always determinate. The algorithm is defined so that no indeterminacy arises. 13
Parallelism Preference
The weak preference in (3)-3 comes from the interaction of centering preference and the separate preference for structural parallelism. In Kameyama (1996) , it was hypothesized that when a determinate attentional preference and structural parallelism preference conflict, the former overrides the latter, but when the attentional preference is indeterminate, the parallelism preference kicks in to give rise to a weak parallelism preference. This parallelism preference is loosely stated in the following defeasible preference:
PARA: Two adjacent utterances in discourse seek maximal parallelism. 14 Integrating both monadic and parallelism effects is crucial for making accurate predictions about local coherence preferences based on utterance structures. The property-sharing constraint on centering (Kameyama, 1985 (Kameyama, , 1986 ) was a proposal for this integration. 15 Here, the integration is achieved at a higher level of preference interactions.
Parallelism effects on local discourse coherence have been neglected in centering because centering focuses on orthogonal "monadic" effects. 16 For example, the centering algorithm incorrectly predicts a definite preference for he := Babar in (3)-3 because CONTINUE (Cb=Cp=Babar) is preferred over SMOOTH-SHIFT (Cb=Cp=Baker) after (3)-2 (Cb=Babar, Cp=Baker). This example contradicts the claim made in support of the centering algorithm that "structural parallelism is a consequence of our ordering the Cf list by grammatical functions and the preference for continuing over retaining" (Brennan et al., 1987, p.157) .
The remainder of the paper addresses the issue of how to extend the existing intersentential centering model to discourses consisting of arbitrarily complex sentences.
Issues of Intrasentential Centering
The existing centering models say nothing explicit about how to analyze complex sentences. 17 What are relative preferences for a pronoun to realize entities in the intersentential or intrasentential context? What counts as evidence? Does a centering model contribute to elucidating an aspect of intrasentential binding phenomena overlooked in purely syntactic approaches? In the rest of the paper, I will propose a centering model that makes an explicit claim about complex sentences, motivating it from theoretical and empirical grounds. All the example discourses in the remainder of the paper come from the Brown corpus (Francis and Kucera, 1982) .
To substantiate the importance of intrasentential (pronominal) anaphora, I have compared the counts of intrasentential and intersentential anaphora with 3rd person pronouns in nineteen randomly selected seventeen-sentence discourses in the Brown corpus that contain numerous he-type pronouns. 18 Among 255 3rd person pronouns in total, of which 184 (65.8%) are he-type pronouns, 149 (58.4%) have their antecedents in the same sentence, 100 (39.2%) have their antecedents in the immediately preceding sentence, and 6 (2.4%) have their antecedents in the second most recent sentence. All the antecedents precede the pronouns. There are thus more intrasentential than intersentential anaphoric dependencies in these naturally occurring written texts. 19 I will now motivate a set of extensions to centering to handle complex sentences, and discuss a number of theoretical and computational issues.
Sentence-based Centering?
There is an approach to intrasentential centering that I am rejecting. It is to process a whole sentence at once, deciding for each pronoun whether it realizes an entity in the intersentential discourse context or something evoked within that sentence. I will henceforth call this approach the sentence-based centering. This approach first appears attractive because it would imply that a single input centering state functions as a control factor for a whole complex sentence. If this is indeed the case, it would not only give a further motivation to centering but also support the special status of a sentence as an atomic and autonomous unit that organizes a discourse. The following example, in fact, appears to support this sentence-based centering analysis: 20 (4) Example: Sutherland 1. CHAIN(Cb=Sutherland): Her entrance in Scene 2 Act 1 brought some disconcerting applause even before she had sung a note.
17 Walker (1989) discusses the need for this extension to centering, and suggests several constraints. 18 So-called pleonastic it was excluded. 19 When a sentence has a set of coreferring pronouns, I have counted at most one of them to be intersentential anaphora. For instance, in "He said he was lucky," there are one intersentential and one intrasentential anaphoric dependencies. 20 In subsequent examples, third person nonpleonastic pronouns appear in boldface, and each utterance (U k ) is labeled with a centering transition type discussed above -CHAIN (Cb k−1 =Cb k =NULL), ESTABLISH (Cb k−1 =Cb k =NULL), and NULL (Cb k =NULL).
CHAIN(Cb=Sutherland):
Thereafter the audience waxed applause happy but discriminating operagoers reserved judgment as her singing showed signs of strain, her musicianship some questionable procedure, and her acting uncomfortable stylization.
3. CHAIN(Cb=Sutherland): As she gained composure during the second act her technical resourcefulness emerged stronger though she had already revealed a trill almost unprecedented in years of performances of Lucia.
Discourse example (4) above consists of three complex sentences, each of which contains multiple she-type pronouns all referring to the same person, Sutherland. We can see these sentences to be all 'centrally about' Sutherland, and this "Cb" in the input CEN determines the uniform referent for all the pronouns in each sentence.
A sentence can contain multiple pronouns with different referents, however, and when these pronouns are all in the same type, their disambiguation is a nightmare. An example follows.
(5) Example: Sarah 1. ESTABLISH(Cb=Sarah): And in all likelihood by now there was more than one person in the house who knew the terms of her marriage contract.
CHAIN(Cb=Sarah):
There was no point either in telling herself again what a fool she had been.
She went downstairs and received another curious shock, for when Glendora flapped into the dining room in her homemade moccasins, Sarah asked her when she had brought coffee to her room, and Glendora said she hadn't.
The sentence of interest is (5)-3 repeated below.
(6) input: [Cb = Sarah 1 ] She 1 went downstairs and received another curious shock, for when Glendora 2 flapped into the dining room in her ? homemade moccasins, Sarah 1 asked her 2 when she ? had brought coffee to her ? room, and Glendora 2 said she ? hadn't.
Here, assuming that only the two most salient female entities, Sarah and Glendora, are involved, syntactic constraints on pronominal coreference and the explicit names in the sentence can help determine only 2 out of 6 pronoun references. Remaining ambiguities make 2 4 = 16 possible combinations for the sentence as a whole. Even if ellipsis resolution forces the two she ? subjects to corefer, there are 2 3 = 8 possible combinations. It would be desirable if the complex sentence can be processed piece by piece, treating one or two pronouns at a time, reducing inferential spaces and combinatorics. 9
Computational Motivation
One might argue that sentence-based centering is not very complex because sentence grammar problems are more manageable than discourse grammar problems. However, attachment ambiguities in sentence grammar lead to exponential combinatorics, and processing long and complex sentences is computationally intensive. Moreover, discourse structure analyses (e.g., Polanyi, 1988; Hobbs, 1990) have shown that sentences in discourse do not form a flat structure but rather a tree-like structure, where sentences start at widely different depths. In short, we know a priori that sentence grammars are no better at handling intrasentential anaphora.
The approach to intrasentential centering that I will advocate here is to break a complex sentence into a structured sequence of subsentential units each of which is the "utterance" in intersentential centering. This approach is desirable from a computational ground. If a complex sentence can be processed piece by piece, then the computational load involved in utterance processing becomes more manageable. This occurs because the utterance processing complexity is predicted to increase exponentially with the number of references in the utterance that must be resolved with respect to the discourse context. This desire for resource boundedness to curtail the computational load is the original motivation of the centering model (Joshi and Weinstein, 1981) .
Linguistic Motivation
As discussed in Section 2, there are parallel and monadic tendencies that govern intersentential local discourse coherence. Grammaticization of these tendencies in connecting clauses within a sentence would be the prime linguistic motivation for clause-based centering. Structural parallelism is known to govern the wellformedness of a number of ellipsis phenomena such as gapping and verb phrase ellipsis. Control phenomena involving unexpressed subjects in nonfinite (i.e., tenseless) clauses can be seen as an example of grammaticized monadicity. Syntactic "movements" observed in topicalization, left-and right-dislocation, and clefting also give prominence to a single entity, thus illustrating the monadic tendency. These tendencies should then also affect the preferential aspects of clause-toclause transitions. We expect, however, stronger semantic, rhetorical, or causal constraints coming from explicit clausal connectives for conjunctions and subordinations in intrasentential processing because explicit event relations and rhetorical relations between clauses constrain inferences more strongly than implicit relations "between lines" in sentence-to-sentence discourse processing.
There is evidence that intrasentential anaphoric dependencies of pronominals in complement clauses are also controlled by an analogical interpertation of intersentential centering. The analogy here is between a linear sequence of utterances U 1 , ..., U n and recursive embeddings of clauses (Kameyama, 1988) . The preferred antecedent-pronoun pair shares a certain grammatical property such as SUBJECT and IDENT (grammaticized speaker's point of view in Japanese, commonly called "Empathy"). From this perspective, given GF ORDER and PARA, in John told Bill that he ..., the preferred antecedent of he is John. These general preferences, however, can be overridden by commonsense inferences. For example, in John asked Bill when he ..., the commonsense preference leads to Bill as the preferred antecedent of he. 10 If it is a tree, we need to allow multiple centering states simultaneously active at different depths of embedding. This hierarchical intrasentential centering is illustrated in Figure 3 . The set of simultaneously active CEN s here lie on the "right open edge" of the evolving discourse structure. At this point, it is an open question which of the multiple input centering states is the most prominent.
In general, the ICH in (7) predicts the following: (8) Prediction from ICH: After a complex sentence S, the subsequent discourse favors the input center to be the one that results from breaking up S into a (structured) sequence of
... The validity of this hypothesis depends on how a complex sentence is broken up into utterance units and what structure these utterance units form. A number of dimensions need to be considered for a full account: nominal versus clausal units, matrix versus subordinate clauses, the linear ordering of clauses, tensed versus untensed clauses, conjuncts versus adjuncts, adjuncts versus complements, direct versus indirect reports, and restrictive versus nonrestrictive relative clauses. For each dimension, we would like to know when and how the center is updated.
A central question here is the relation between the syntactic structure of a complex sentence and its discourse structure in terms of centering units. Do the centering units in a sentence form a flat sequence or a recursively embedded hierarchical structure? If they are hierarchical, are they isomorphic to the syntactic hierarchy? 22
In sum, the following questions are central in intrasentential centering:
1. What subsentential units update the center? 2. Are there some embedded updates "hidden" from the top-level centering? 3. How are the sentence structure and discourse structure related?
In the next section, I will state a number of specific hypotheses as partial answers to these questions, and motivate them with naturally occurring discourses.
Clause-based Intrasentential Centering
As a direct extension of intersentential centering, tensed clausal units are the best place to start carving out the mechanism of intrasentential centering, for the following reasons:
1. Untensed clauses are more grammatically integrated with superordinate clauses, leaving relatively less room for pragmatics (e.g., grammatically controlled unexpressed subjects in infinitives and gerunds).
2. Attentional state updating with tense and aspect as proposed by Kameyama, Passonneau, and Poesio (1993) can be unified with centering state updating with tensed clauses.
I have then obtained the distribution of the antecedents from the perspective of this tensed clause-based centering. Here, rather than the antecedent's sentence location, we look at its tensed clause location. Henceforth, an utterance (U ) is a tensed clause. Among the 255 third person pronouns in nineteen seventeen-sentence discourses above, (a) 83 (32.5%) have their antecedents in the immediately preceding utterance in the immediately preceding sentence, (b) 82 (32.2%) have their antecedents in the immediately preceding or superordinate utterance in the same sentence, and (c) 65 (25.5%) have their antecedents in the same utterance. These 230 local dependencies account for overwhelming 90.2% of all the pronouns in these corpora. Clause-based centering proposed here will make predictions about the (b) cases that existing centering has nothing to say about, and will refine the predictions about the (a) cases by focusing on the clause rather than entire sentence that immediately precedes the clause containing the pronoun in question. 45(69.0%) of the (c) cases are possessive pronouns that occur in tenseless clauses or nominal expressions as in its rejection, his estimate, and their revision. 23 I propose that possessive pronouns are subject to an even tighter locality constraint than nonpossessive pronouns, and that their preferred antecedents lie nearer in their left within their utterance units regardless of their grammatical functions. 24 In this section, I will propose an initial classification of clausal relation types in terms of their association with either sequential or hierarchical intrasentential centering. Subsection 4.1 discusses sequential centering, and Subsection 4.2 discusses hierarchical centering. 23 The relative salience between the possessor and possessed still needs investigation. 24 Hobbs's (1978) syntactic algorithm posits such a tight locality preference for all pronouns.
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Sequential Intrasentential Centering
Tensed clauses of interest here are conjuncts and adjuncts. The reductionist view that I take is that tensed conjuncts and adjuncts define sequential centering structures. More specific hypotheses are stated with supporting examples below. 25
