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Abstract—Recently, data-driven methods for control of dy-
namic systems have received considerable attention in system
theory machine learning as they provide a mechanism for
feedback synthesis from the observed time-series data. How-
ever learning, say through direct policy updates, often requires
assumptions such as knowing a priori that the initial policy
(gain) is stabilizing, e.g., when the open-loop system is stable. In
this paper, we examine online regulation of (possibly unstable)
partially unknown linear systems with no a priori assumptions
on the initial controller. First, we introduce and characterize the
notion of “regularizability” for linear systems that gauges the
capacity of a system to be regulated in finite-time in contrast
to its asymptotic behaviour (commonly characterized by stabi-
lizability/controllability). Next, having access only to the input
matrix, we propose the Data-Guided Regulation (DGR) synthesis
that—as its name suggests—regulates the underlying states while
also generating informative data that can subsequently be used
for data-driven stabilization or system identification (sysID).
The analysis is also related in spirit, to the spectrum and the
“instability number” of the underlying linear system, a novel
geometric property studied in this work. We further elucidate our
results by considering special structures for system parameters as
well as boosting the performance of the algorithm via a rank-one
matrix update using the discrete nature of data collection in the
problem setup. Finally, we demonstrate the utility of the proposed
approach via an example involving direct (online) regulation of
the X-29 aircraft.
Index Terms—Online Regulation; Unstable Linear Systems;
Single-Trajectory Learning; Iterative Control
I. INTRODUCTION
FEEDBACK control is ubiquitous in modern technologyincluding applications where it provides means of sta-
bilization in addition to performance. Control of open-loop
unstable plants arising for instance, in industrial and flight
control applications, underscores the importance of stabilization
with robustness guarantees. As such, control of unstable systems
is an important ongoing research topic, [particularly in the
context of safety-critical systems. It is well-known that unstable
systems are fundamentally more difficult to control [1]; in fact,
practical closed-loop systems with unstable subsystems are only
locally stable [2]. Yet, most of the existing synthesis literature
has focused on model-based control where the designer has
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to discern fundamental limitations stemming from process
instabilities [3].
Recent interest in model-free stabilization in the meantime,
has been motivated by modern sensing technologies, robust
machine learning approaches and efficient computational
methods to reason about control and estimation of uncertain
systems- all from measured (online) data [4], [5]. Safety-critical
concerns have in fact necessitated non-asymptotic analysis
on data-driven methods; this is currently an active multi-
disciplinary area of research [6], [7]. In particular, there has
been a growing interest in finite-time control and analysis
of unknown linear dynamical systems from time-series or
a single trajectory [8]–[17]. Parallel to asymptotic analysis
in traditional adaptive control and sysID [18]–[20], model-
based finite-time control has benefited from a least-squares
approach to identification followed by robust synthesis–see for
example [21], [22]. In this direction, probabilistic bounds on
the estimation error related to the required run-time have been
examined. While it has been shown that model-based methods
require fewer measurements for certain control problems in
general [23], [24],1 data collection required for sysID can
be expensive or impractical due to resource limitations and
safety constraints. Furthermore, some of the aforementioned
studies rely on a priori information about the system, such as
estimates of system parameters [7], [25], an initial stabilizing
controller [22], [26]–[29], or a stable open-loop system [10],
[13]. In addition, persistently exciting inputs are not practical
for control and identification of unstable systems even in low
dimensions without recourse to resets [30].2 Hence, existing
data-guided methods are not directly applicable to time and
safety critical control for applications such as flight control
[31] or infrastructure recovery [32]. Our work is motivated
by the desire to remove the reliance on having access to the
initial stabilizing controller for data-guided control synthesis.
In this direction, we focus on instances where input parameters
in the LTI system are “effective.” This point of view then
facilitates imposing a satisfactory performance guarantee on
data-guided synthesis based on a single trajectory–even when
the underlying system is unstable.
In the first part of the paper, we introduce a class of linear
1That is, first finding a model estimate from data and then use that estimate
for controller design.
2For instance, injecting white noise to an unstable system can result in
ill-condition data matrices, as entries of the state vectors grow exponentially
fast.
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systems exhibiting a property called “regularizability;”3 this
notion captures the “effectiveness” of the input in an LTI model
as it relates to finite-time regulation of state trajectories. We
then proceed to characterize this system theoretic notion using
(LMIs), as well clarify its connection to spectral properties
of the underlying LTI system. Additionally, we show how
verifying this condition can be more transparent for a subclass
of partially known systems. In the second part, by employing
the notion of regularizability of the system, we introduce the
Data-Guided Regulation (DGR) algorithm, an online iterative
synthesis procedure that utilizes a single trajectory for an
otherwise partially unknown discrete time LTI system. DGR
does not use prior assumptions on neither the structure of
state coupling dynamics nor the stability property of the initial
controller; instead, the algorithm utilizes the knowledge of the
input matrix. This knowledge is motivated by scenarios where
it is known how the control input affects the state dynamics,
yet how the internal states of the system interact is uncertain.
This assumption is required in our setup as we seek to ensure
a satisfactory performance on the system trajectory from the
beginning of the process using only a single data trajectory,
adding a layer of subtlety for safe regulation of the system when
the input matrix is also unknown. Additionally, having access
to the input structure of a system is pertinent to applications
pertaining to system design and learning [16], [34]–[36].
The contribution of the proposed work is as follows: (1)
In addition to introducing the notion of regularizability for
LTI models, we show that this notion is distinct from more
conventional system theoretic properties such stabilizability or
detectability. We believe that regularizability is of independent
system theoretic interest as characterized in this work. (2)
We show conditions under which DGR can eliminate unstable
modes of the (unknown) system and regulate its state trajectory4.
This is addressed in the proposed method that essentially aims
for simultaneous identification and regulation of the hidden
unstable modes from a single trajectory–evolving with the
proposed algorithm in the feedback loop. As such, DGR can
avoid some of the conditioning issues that arise in processing
data generated by an unstable system. Using the notion of
regularizability, we then proceed to derive upper bounds on
the state trajectories based on geometric LTI properties that we
refer to as the “instability number” of the system. (3) We show
that while DGR performs well for a large class of unstable
systems, special system structures (e.g., symmetry) would
facilitate deriving intuitive bounds on the system trajectory
during the learning process. (4) Finally, we show that the
discrete nature of time-series data enables a recursive approach
to DGR synthesis, using a rank-one update on the collected
data. In this direction, we proposed a recursive update in order
to circumvent storing the full history of data while avoiding
computationally demanding operations such as finding the
pseudoinverse or large matrix multiplications.
The rest of the paper is organized as follows. In §II, we
provide a brief overview of mathematical notions used in the
3Not to be confused by the property defined for regularity of singular
systems in [33].
4Where the norm of system states remain bounded during the learning
process; see Section III for more details.
paper. In §III, we introduce the problem setup as well as
a motivating example, followed by introducing the notion of
regularizability of an LTI model. We further study the properties
of regularizable systems and further characterize them in §IV.
Additionally, the DGR algorithm is proposed in §V as an
effective means of online regulation of unstable systems. The
subsequent part of §V is devoted to the analysis of the DGR-
induced closed loop system, deriving upper bounds on the
state trajectories, and the efficient implementation of DGR. We
provide an illustrative example in §VI followed by concluding
remarks in §VII.
II. MATHEMATICAL PRELIMINARIES
We denote the fields of real and complex numbers by R
and C, respectively, and real n × m matrices by Rn×m. A
column vector with n elements is designated as v ∈ Rn. The
square matrix N ∈ Rn×n is symmetric if N> = N , where N>
denotes the transpose of the matrix N . The n× 1 vector of all
ones is denoted by 1. The unit vector ei is a column vector with
identity at its ith entry and zero elsewhere. The n× n identity
matrix is denoted by In (or simply I). The diag(.) indicates a
diagonal matrix constructed by elements of its argument. For a
real symmetric matrix L, we say that L  0 when L is positive-
definite (PD) and L  0 for the positive-semidefinite (PSD)
case. The algebraic multiplicity of an eigenvalue µ is denoted
by m(µ); an eigenvalue λ is called simple if m(λ) = 1. The
range and nullspace of a real matrix M ∈ Rn×m are denoted
by R(M) ⊆ Rn and N (M) ⊆ Rm, respectively, and the
dimension of R(M) is designated by rank(M). The span of a
set of vectors over the complex field is denoted by span{.}. The
Singular Value Decomposition (SVD) of a matrix M ∈ Rn×m
is the factorization M = UΣV >, where the unitary matrices
U ∈ Rn×n and V ∈ Rm×m consist of the left and right
“singular” vectors of M , and Σ ∈ Rn×m is the diagonal matrix
of singular values in a descending order. The reduced order
matrices Ur, Vr can be obtained by truncating the factored
matrices U and V in the SVD to the first r columns, where
r = rank(M). Then, the thin SVD of M is the factorization
M = UrΣrV
>
r , where Σr ∈ Rr×r is now nonsingular. From
the SVD, one can also construct the Moore-Penrose generalized
inverse —pseudoinverse for short— of M as M† = V Σ†U>,
in which Σ† is obtained from Σ by first replacing each nonzero
singular value with its inverse (zero singular values remain
intact) followed by a transpose. A square matrix A ∈ Rn×n
is Schur stable if ρ(A) < 1, where ρ(.) denotes the spectral
radius, i.e. maximum modulus of eigenvalues of its matrix
argument. The matrix A is (complex) diagonalizable if there
exist a diagonal matrix Λ ∈ Cn×n and a nonsingular matrix
U ∈ Cn×n, such that A = UΛU−1. In this case, Λ consists
of the eigenvalues and columns of U are the corresponding
eigenvectors of the matrix A. The orthogonal projection of a
vector v on a linear subspace S is denoted by ΠS(v). When
the columns of a matrix U ∈ Rn×k form an orthonormal basis
for the subspace S, then ΠS = UU>. The Euclidean norm of a
vector x ∈ Rn is denoted by ‖x‖ = (x>x)1/2. For a matrix M ,
its operator norm is denoted by ‖M‖ = sup{‖Mu‖ : ‖u‖ =
1}. By Br2 , we refer to the r-dimensional Euclidean ball of unit
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radius. An r-dimensional multi-index α indicates an r-tuple
(α1, α2, · · · , αr) with all non-negative integers αi, where the
sum of its elements is denoted by |α| = ∑ri=1 αi. Furthermore,
α ∈ Br∞ signifies that αi ∈ {0, 1} for i = 1, . . . , r. We say
that x0 excites k modes of a matrix A if x0 is contained in
the (complex-)span of k eigenvectors of A, but not in the span
of any k − 1 eigenvectors; we refer to those k eigenvectors
(needed for forming x0) as the excited modes.
III. PROBLEM SETUP
In this section, we introduce the problem setup and highlight
its unique feature through an example. Consider a discrete-time
LTI system of the form,
xt+1 = Axt +But, x0 given, (1)
where A ∈ Rn×n and B ∈ Rn×m are the system parameters
and xt ∈ Rn and ut ∈ Rm denote the state and control
inputs at iteration t, respectively. We assume that the system
matrix A is unknown and (possibly) unstable, and that the
input matrix B is known. The problem of interest is to design
ut from state measurements (and not the system matrix A)
such that: I) the system is regulated, with a norm uniformly
bounded during the learning process, e.g., xt evolves in a safe
region with a quantifiable bounded norm, and the corresponding
data matrix does not become ill-condition, and II) the system
generates informative data for post-processing such as data-
driven stabilization or system identification.5
Considering regulation by having access to input matrix
is of interest in applications where it is known a priori
how various control inputs effect the dynamic states, e.g.,
the effect of elevator deflection on the pitch dynamics for
longitudinal aircraft dynamics. Intuitively, this assumption
allows an online regulation mechanism to have a chance of
stabilizing an unknown unstable system in real-time. The data-
guided regulation scenario where in addition to the uncertain
system matrix, the input matrix is unknown will be examined
in our future works.
The following example motivates our setup and underscores
why the data-guided perspective requires introducing new
system theoretic notions.
Example 1. For any positive integer n, define the system
matrix A ∈ Rn×n and the input matrix B ∈ Rn as,
A =

λ1 1 0 . . . 0
0 λ2 1
...
0 0 λ3
. . . 0
...
. . .
. . . 1
0 . . . 0 λn

, B =

0
...
0
1

.
Note that for any choice of λi ∈ R, the pair (A,B) is
controllable (and therefore stabilizable). Furthermore, since
the set {λi} coincides with the spectrum of A, if any subset of
{λi} are equal, then A contains a Jordan block corresponding
5Inspired by [37], we interchangeably use the terms linear independence and
informativity of data to emphasize that the collected data has useful information
content for decision-making.
to that subset. Moreover, when λi 6= λj (i 6= j), then A is
diagonalizable. Let x0 = e1 and observe that under (1), we
have e>1 xt = λ
t
1 for all 0 ≤ t < n regardless of the input ut.
This implies that, for “any” choice of input, for the first (n−1)
iterations, the first state of the system grows exponentially fast
with the rate λ1 whenever |λ1| > 1.
Remark 1. Example 1 constructs a family of controllable
systems where no controller can regulate their respective first
states–at least for the first n iterations. That is, a system
state will grow exponentially fast regardless of the choice
of ut, even when all eigenvalues of A except λ1 are stable
(e.g., |λi| < 1 for i = 2, · · · , n). Note that in this example,
the (right) eigenvector associated with the unstable mode of
A (i.e., the eigen-pair (λ1, e1)) is orthogonal to R(B) =
R(en). This is despite the fact that the Popov-Belevitch-Hautus
(PBH) controllability test holds (i.e., for any left eigenvector
v of A we have v>B 6= 0). This example highlights that
controllability of a pair (A,B) does not capture regularizability
of an unstable linear system, specially when the regulation has
been achieved in a data-guided manner and performance of the
controller matters from the initialization. Finally, we point out
that in the particular case when λi = 0 for i = 2, . . . , n, the
controllability matrix corresponding to (A,B) is anti-diagonal
with all anti-diagonal elements equal to identity. Therefore, it
has singular values/eigenvalues all equal to ±1. This implies
that the controllability matrix has condition number equal to
identity; as such modes that are difficult to regularize are not
distinguished in the controllability matrix.
In order to formalize the behavior of the class of systems
mentioned above, we introduce a system theoretic notion to
capture the effectiveness of the input characteristics pertinent
to online regulation. In order to motivate this notion, note that
the dynamics in (1) can be rewritten as,
xt+1 = ΠR(B)⊥Axt + ΠR(B)Axt +But
= ΠR(B)⊥Axt +B(B
†Axt + ut).
Setting ut = −B†Axt + u¯t, the dynamics (1) can be rewritten
as,
xt+1 = A˜xt +Bu¯t,
where,
A˜ := ΠR(B)⊥A, (2)
and u¯t is yet to be designed. Note that the signals A˜xt and
Bu¯t are orthogonal. This implies that the control signal would
not effect the part of dynamics that is generated by ΠR(B)⊥A.
As such, in order to have even the possibility of achieving some
online performance for this system in finite-time, we require
the this part of the dynamics to be stable. This observation
thereby motivates the following definition.
Definition 1. The pair (A,B) is called regularizable if
A˜ := ΠR(B)⊥A is Schur stable.
As we will show subsequently, regularizability of a pair
(A,B) is related to the stabilizability of (A,B) as well as
detectability of (A,B>); a combination that is not typically
encountered in control theoretic LTI analysis. This connection
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is intuitive, as regulation of a system in finite-time requires
the states to be accessible through the input matrix B. It
also provides a new perspective on LTI models which will be
utilized as a basis for the analysis of the proposed algorithm
in Section V.
IV. REGULARIZABLE SYSTEMS
In order to get a better sense of the notion of regularizability,
we study the spectral properties of A˜ in (2) and its relation with
the system matrices A and B. First, the following example
highlights why regularizability of a system is distinct from its
controllability.
Example 2. Consider the linear system with A defined as in
Example 1 such that |λ1| > 1 and |λi| < 1 for i = 2, . . . , n.
Note that the pair (A, en) is controllable (and thus stabilizable);
however this pair not regularizable. On the other hand, the
pair (A, e1) is regularizable but not controllable.
Recall that a pair (A,B) is stabilizable if and only if
(A>, B>) is detectable [38]; the detectability of (A,B>) is
seldom of interest in linear system theory; however, we show
that it is indeed, a necessary condition for (A,B) to be
regularizable. To this end, we first connect regularizability
to the spectral properties of the pair (A,B).
Lemma 1. Let A˜ = ΠR(B)⊥A. Then for each right eigenpair
(λ,v) of A the following hold:
• (λ,v) is a right eigenpair of A˜ whenever v ∈ R(B)⊥ or
λ = 0.
• (0,v) is a right eigenpair of A˜ whenever v ∈ R(B).
The proof of Lemma 1 directly follows from the definitions
and therefore omitted. Note that the above lemma does not
address the scenario where (λ,v) is an eigenpair of A, with
λ 6= 0, and v = v1 + v2, with nontrivial v1 ∈ R(B) and
v2 ∈ R(B)⊥. The following example illustrates the although
A˜ is a product of matrix A with an orthogonal projection
operator (which is non-expansive), its spectral radius can be
drastically different from A.
Example 3. Consider the system in Example 1, where the
identity off-diagonal elements of A are replaced with 10,
λ1 = 0.9 and λi = 0 for all i = 2, . . . , n, and B = 1. It
is straightforward to show that for all n ≥ 2, A is Schur stable
with spectral radius of 0.9 while A˜ is not, i.e., (A,B) is not
regularizable. In this case, in spite of A being Schur stable, its
operator norm is about 10. Furthermore, the spectral radius
of A˜ would be 4.55 for n = 2 and increases to about 10 as n
increases. This results in a pathological behavior despite the
fact that the system is originally stable, e.g., any infinite horizon
closed-loop Linear Quadratic Regulator (LQR) controller for
this system would demonstrate undesirable behavior —similar
to Example 1— when initialized from x0 = 1.6. Finally, it is
6One practical remedy to this problem is to split the dynamics into
multiple time-scales using, say, a sampling heuristics [39] However, time-scale
separation often requires physical insights, non-trivial to identify in general
[40], let alone for a system with unknown dynamics. We address time-scale
identification from finite-time collected data as a potential future direction of
our work.
worth mentioning that the controllability matrix of this pair
would be ill-conditioned in contrast to Example 1.
The preceding example illustrates that even for a stable
system, it is nontrival to assert that state trajectories over
a finite time horizon are “well-regulated.” It is no surprise
then that most of the recent works on data-guided control
focus on contractible systems as they streamline composition
rules and analysis for consecutive iterations [41], [42]. The
following remark shows that regularizability less restrictive
that contractibility, while also ensuring regulation of state
trajectories.
Remark 2. A pair (A,B) is said to be contractible if there
exists a controller K such that ‖A−BK‖ < 1. Noting that
A−BK = A˜+ ΠR(B)(A−BK),
for any vector x ∈ Rn,
‖A˜x‖2 = ‖(A−BK)x‖2 − ‖ ΠR(B)(A−BK)x‖2
≤ ‖(A−BK)x‖2
≤ ‖(A−BK)‖2 ‖x‖2.
This, in turn, implies that a contractible system is regularizable
(as ‖A˜‖ < 1). In particular, if the original system matrix A is
non-expansive (at least on the subspace A−1{R(B)⊥}), then
(A,B) is regularizable.
The following results further clarifies the relation between
regularizable systems with their system theoretic twins.
Proposition 1. If (A,B) is regularizable, then
• (A,B) is stabilizable, and
• (A,B>) is detectable.
Proof. For the first claim, note that A˜ = A − ΠR(B)A =
A+BK, where K := −B†A. Thus if (A,B) is regularizable
then K is a stabilizing closed loop controller. For the second
claim, we establish a contrapositive. Suppose that (A,B>)
is not detectable. Hence there exists a right eigenpair (λ,v)
of A, where |λ| ≥ 1 and v ∈ N (B>) = R(B)⊥. Then,
Lemma 1 implies that (λ,v) must be a right eigenpair of A˜.
Since |λ| ≥ 1, A˜ is not Schur stable and therefore (A,B) is
not regularizable.
Note that the consequents of Proposition 1 are equivalent
whenever A is symmetric, simply because detectability of
(A,B>) is the same as stabilizability of (A>, B). Also, note
that Proposition 1 equivalently states that for the system in
(2) to be Schur stable (i.e. the original pair (A,B) to be
regularizable), the original system A has to be stabilizable
through B and also detectable through B>. This provides a
necessary condition for regularizability. The following counter-
example underscores why the stabilizability of (A,B) even
when combined with detectability of (A,B>), is not sufficient
for regularizability.
Example 4. Let the system matrices A,B be as defined in
Example 1 and consider the pair (A1, B1) := (A + A>, B).
By the structure of A1, note that (A1, B1) is controllable.
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Since A1 is symmetric, (A1, B>1 ) is also observable. By direct
computation we observe that,
A˜ = ΠR(B)⊥A =

2λ1 1 0 . . . 0
1 2λ2 1
. . .
...
...
. . .
. . . 0
0 1 2λn−1 1
0 . . . 0 0 0
 .
Now if any of λi for i = 1, . . . , n − 1 is say, larger than
1/2, then A˜ would be unstable, implying that (A1, B1) is not
regularizable.
In order to complete our understanding of regularizability,
we provide several characterizations using (LMIs).
Proposition 2. Consider a pair (A,B), and denote
Π⊥ := ΠR(B)⊥ . Then the following are equivalent:
(i) The pair (A,B) is regularizable.
(ii) ∃P  0 such that ρ(A> Π⊥P Π⊥AP−1) < 1.
(iii) ∃P  0 such that ‖P 1/2 Π⊥AP−1/2‖ < 1.
(iv) ∃P  0 such that
A> Π⊥P Π⊥A− P ≺ 0.
(v) ∃W  0 such that,(
W Π⊥AW
WA> Π⊥ W
)
 0.
(vi) ∃P  0 and G ∈ Rn×n such that,(
P A> Π⊥G>
G Π⊥A G+G> − P
)
 0.
(vii) ∃P  0, and G,H ∈ Rn×n such that,(
GA+A>G> − P A>H> −G
HA−G> Π⊥P Π⊥ −H −H>
)
≺ 0.
Proof. Noting that regularizability of (A,B) is equivalent to
Schur stability of Π⊥A, the first four equivalences are direct
consequences of Theorem 7.7.7 in [43]. By Schur complement
and by constructing, following by a congruence induced by
diag(I, P−1), (iv) becomes equivalent to (v). The last two
equivalences are due to Theorem 1 in [44] and Theorem 1 in
[45], respectively.
We conclude this section by providing a sufficient condition
for guaranteeing when an uncertain polytopic LTI system is
regularizable.
Proposition 3. Consider Ai ∈ Rn×n for i = 1, . . . , N and
suppose there exist matrices Pi  0 and G,H ∈ Rn×n
satisfying,(
GAi +A
>
i G
> − Pi A>i H> −G
HAi −G> ΠSPi ΠS −H −H>
)
≺ 0,
for some linear subspace of S ⊆ Rn. Then a pair (Aα, B) is
regularizable whenever Aα ∈ convhull{Ai}N1 and(
Pi Pi ΠR(B)⊥
ΠR(B)⊥Pi ΠSPi ΠS
)
 0, ∀i = 1, . . . , N.
Proof. Since Aα ∈ convhull{Ai}N1 , there exists scalars αi ∈
[0, 1] with
∑N
1 αi = 1 such that Aα =
∑N
1 αiAi. By defining
Pα =
∑N
1 αiPi and taking the convex combinations of the
negative definite matrices in the hypothesis with weights αi
we get that,(
GAα +A
>
αG
> − Pα A>αH> −G
HAα −G> ΠSPα ΠS −H −H>
)
≺ 0.
(3)
Now by taking the Schur complement of the LMIs in the
hypothesis involving the input matrix B we obtain,
ΠSPi ΠS  ΠR(B)⊥Pi ΠR(B)⊥ , ∀i = 1, . . . , N.
Convex combinations of these LMIs now lead to,
ΠSPα ΠS  ΠR(B)⊥Pα ΠR(B)⊥ .
This, together with the Linear Matrix Inequalities (LMI) in (3)
imply that(
GAα +A
>
αG
> − Pα A>αH> −G
HAα −G> ΠR(B)⊥Pα ΠR(B)⊥ −H −H>
)
≺ 0.
Noting that Pα  0, by Proposition 2.vii we conclude that the
pair (Aα, B) is regularizable.
Note that the proof above also shows that the last LMI
hypothesis in the statement of proposition 3 is equivalent to
ΠSPi ΠS  ΠR(B)⊥Pi ΠR(B)⊥ , ∀i = 1, . . . , N ;
this considered is satisfied when S = R(B)⊥. In particular,
Proposition 3 implies that regularlizability is a monotonic
system theoretic property with respect to the input, in the sense
that enlarging R(B) would not destroy its regularizability. In
fact, enlarging R(B) for a system would make the system more
regularizable (as A˜ will have smaller modulus eigenvalues).
V. DATA-GUIDED REGULATION (DGR) ALGORITHM
The primary focus of the present work is devising an online,
data-driven feedback controller to regulate the system state
trajectories, quantified in terms of some signal norm. In this
direction, we propose an iterative algorithm for updating the
feedback gain (policy); the form of the controller is motivated
by considering, at each time-step t, the optimization problem,7
min
ut
‖xt+1‖2
s.t. xt+1 = Axt +But,
(4)
where xt can be measured over time but the system matrix is
unknown.8 In the case of known A, it is straightforward to
characterize the set of minimizers of the above optimization
problem through the first order optimality condition,
B>But +B>Axt = 0;
7The setup resembles dead-beat control design, with the caveat that the
synthesis is data-guided.
8This optimization problem can assume a more elaborate form, e.g., including
constraints on the input such as its 1, 2-norms.
9The stopping criterion can be application specific. For instance, for sysID
generating n linearly independent data is sufficient, while mere stabilization
may require less; see [37].
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Algorithm 1 Data-Guided Regulation (DGR)
1: Initialization (at t = 0)
2: Measure x0; set K0 = 0
3: Set X0 = [x0] and Y0 = [ ]
4: While stopping criterion not met9
5: Compute ut = −Ktxt
6: Run system (1) and measure xt+1
7: Update Yt+1 =
[Yt xt+1 −But]
8: Kt+1 = B
†Yt+1X †t
9: Xt+1 =
[Xt xt+1]
10: t = t+ 1
as such the corresponding input belongs to a linear subspace
in Rm parameterized by the system matrices and data. This
observation forms the basis for the proposed algorithm when
A is unknown and potentially unstable; essentially, we aim to
control the system in an online to become more regulated, using
the history of the state data and a minimum norm input. The
corresponding synthesis procedure is detailed in Algorithm 1.
Specifically, at time-step t, DGR sets
u∗t = −K∗t xt, K∗t := B†YtX †t−1, (5)
where Xt−1,Yt ∈ Rn×t are the measured data matrices with
Yt = AXt−1. Intuitively, collecting more data results in
capturing the essential (e.g., unstable) modes in the dynamics.
As such, it is important to note that DGR is particularly
relevant for online regulation of an unstable system, when
the controller does not have access to enough state data for the
purpose of system identification or optimal control synthesis.
Note that DGR actively guides the ongoing process, and the
data generation and the dynamics are interdependent; this
setup would therefore not be suited for traditional system
identification. The proposed technique is close in spirit to
modal analysis where regression-based methods are leveraged
to extract and control the dominant modes of the system [46],
[47]. The emphasis of DGR, however, is on the significance of
each temporal action for safety-critical applications; in these
scenarios, it might be rather unrealistic to generate enough
data from the inherent unstable modes.
From an implementation perspective, the DGR algorithm
can become computationally expensive for large systems. The
reason lies within steps 7-9 of algorithm 1 where the entire
history of data is stored in Xt+1 and Yt+1; the pseudoinverse
operation in the meantime has complexity O(n2t) required at
each iteration. While for the purpose of analysis, we present
the basic form of DGR (as in Algorithm 1), in Section V-C
we will propose Fast Data-Guided Regulation (F-DGR) to
circumvent the complexity of storing and computing on large
datasets using rank-one update on the data matrices, resulting
in a recursive evaluation of YtX †t−1 (as in Algorithm 2).
A. Analysis of DGR
In this section, we provide performance analysis for acDGR,
as motivated by (4); as pointed out above, DGR is particularly
relevant when t ≤ n. Subsequently, we examine the effects
of DGR on the system state trajectory when R(A) ⊂ R(B).
In addition, we will see how a particular structure of the
system matrix A, such as its diagonalizability, further facilitates
deriving more insights into the operation of DGR.
First, we show why regularizability is essential for the
analysis of the trajectory generated under Algorithm 1; in
hindsight, justifying its introduction in the first place.
Lemma 2. The trajectory generated by Algorithm 1 satisfies,
xt+1 = ΠR(B)⊥Axt + ΠR(B) Azt,
where z0 := x0 and zt := ΠR(Xt−1)⊥xt for t > 0.
Furthermore, {z0, z1, · · · , zt} is a set of orthogonal vectors.
Proof. Let B = UrΣrV >r be the “thin” SVD of B where
r = rank(B). Since B(B>B)†B> = UrU>r ,
xt+1 = Axt +But
=
[
A− UrU>r YtX †t−1
]
xt
=
[
A− ΠR(Ur) A ΠR(Xt−1)
]
xt
= ΠR(Ur)⊥Axt + ΠR(Ur) A ΠR(Xt−1)⊥xt
= ΠR(Ur)⊥Axt + ΠR(Ur) Azt.
Thus, the first claim follows as R(Ur) = R(B). For the
second claim, note that the definition of zt implies zt ⊥
R(Xt−1) and zk ∈ R(Xt−1), for all k = 1, · · · , t− 1. Hence
{z0, z1, · · · , zt} consists of orthogonal vectors.
The preceding lemma implies that the trajectory generated
by Algorithm 1, can be considered as the trajectory of a linear
system with parameters (A˜, B˜) and input zt where,
A˜ := ΠR(B)⊥A, B˜ := ΠR(B)A, (6)
and zt = K˜txt, with the time-varying, state-dependent
feedback gain K˜t = ΠR(Xt−1)⊥ . Equivalently,
xt+1 = A˜
t+1x0 +
t∑
r=0
A˜t−rB˜zr. (7)
Note that if ΠR(B) and A commute,10 then A˜B˜ = 0 and
xt+1 = A˜
t+1x0 + B˜zt. Moreover, A˜ = 0 whenever R(A) ⊂
R(B), i.e., the system dynamics will be driven only by the
feedback signal zt; this case will be examined subsequently.
Finally, note that an attractive feature of DGR hinges upon the
orthogonality of the “hidden” states zt generated during the
process.
1) Bounds on the State Trajectories: In the open loop
setting, the generated data from an unstable system can
grow exponentially fast with a rate dictated by the largest
unstable mode. We show that our algorithm can prevent this
undesirable phenomenon for unstable systems when the system
is regularizable. The key property for such an analysis involves
the notion of the instability number.
10This is the case if (and only if) both matrices are simultaneously
diagonalizable (Theorem 1.3.21 in [43]). If A is symmetric, then these matrices
commute if (and only if) they are congruent (Theorem 4.5.15 in [43]).
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Fig. 1. A unit cube in the domain of A that is mapped to a parallelepiped in
its range space.
Definition 2. Given the matrix A ∈ Rn×n, its instability
number of order t is defined as,
Mt(A) := sup
{v1,...,vt}∈Ont
‖Av1‖ ‖Av2‖ · · · ‖Avt‖, (8)
where Ont is the collection of all sets of t orthonormal vectors
in Rn.
Note that Mt(A) ≤ ‖A‖t, where ‖.‖ denotes the induced
operator norm. In general, the instability number of a matrix is
distinct from products of any subset of its eigenvalues. Consider
for example, a t-dimensional hypercube in the domain with
its image as a parallelotope (see Figure 1 for a 3D schematic).
The instability number is related to the multiplication of the
lengths of edges radiating from one vertex of the parallelotope,
while det(A>A) (the multiplication of eigenvalues) is related
to its volume. In fact, the instability number of a matrix might
be difficult to compute. In what follows, we first provide upper
and lower bounds on Mt(A) characterizing its growth rate
with respect to the largest singular value of A. Subsequently,
these bounds will be used to provide a bound on the norm of
the state trajectory generated by DGR.
Lemma 3. Let σ1, · · · , σn denote the singular values of A ∈
Rn×n in a descending order. Then for t ≤ n,[
σ21
t
]t
≤M2t (A) ≤
[
σ21
t
]t
+
t−1∑
j=1
[
σ21
t− j
]t−j (
t
j
)
δj + δt,
where δ :=
∑t
i=2 σ
2
i , with Mt(A) as in Definition 2.
Proof. See Section A.
The lower and upper bounds in Lemma 3 show that,
particularly when δ < 1, Mt(A) would initially grow similar
to (σ1/
√
k)k for k ≤ t, in contrast to the exponential growth
σk1 . The following result provides an upper bound for the most
general case.
Theorem 1. For any pair (A,B), the trajectory generated by
Algorithm 1 satisfies,
‖xt+1‖ ≤ Lt+1‖x0‖ ,
where Lt satisfies the recursion,
Lt+1 = at +
t∑
r=1
bt,rLr, L1 = ‖Az0‖,
with at = ‖A˜tAz0‖, bt,r = ‖A˜t−rB˜zr‖, and zr = zr/‖zr‖
(if zr 6= 0, otherwise zr = 0).
Proof. Knowing that x1 = Ax0, it follows that ‖x1‖ ≤
L1‖x0‖. Furthermore, for t ≥ 1, (7) leads to,
xt+1 = A˜
tAx0 +
∑t
r=1 A˜
t−rB˜zr,
since A˜+ B˜ = A. This implies that,
‖xt+1‖ ≤ ‖A˜tAx0‖+
t∑
r=1
‖A˜t−rB˜zr‖‖xr‖,
≤ at‖x0‖+
t∑
r=1
bt,r‖xr‖,
where we have used ‖zr‖ ≤ ‖xr‖ as the projections is non-
expansive. Using this recursive bound, the rest of the proof
follows by induction.
Remark 3. Note that in the analysis above, when the system
is regularizable, at decreases exponentially fast as t increases.
Furthermore, the term bt,r in the sum increases as r approaches
a fixed t. Additionally, since br,r = ‖B˜zr‖ ≤ ‖Azr‖, for any
set T = {ri}n1 ⊂ N,
brn,rnbrn−1,rn−1 · · · br1,r1 ≤Mn(A).
Finally, we can show that the obtained upper bound is tight
by considering Example 1 with λ1 > 0 and λi = 0 for i > 1.
In order to shed light on the meaning of the upper bound
in Theorem 1, we next study simpler cases where there exists
small enough κ for which bt,r ≤ ‖A˜t−rB˜‖ ≤ κ for all r < t.
In particular, we can show that if the system is regularizable
and A˜B˜ = 0, then the trajectories of the closed loop system
will be bounded by a combination of instability number of
different orders. This is stated in the next corollary; the proof
is omitted for brevity.
Corollary 1. For any regularizable pair (A,B) with A˜B˜ = 0,
and Mt(A) as in Definition 2,
‖xt+1‖
‖x0‖ ≤Mt+1(A) + at +
t−1∑
r=1
Mr(A)at−r .
The above observation further highlights the importance of
the instability number in the context of DGR.
2) Informativity of the DGR Generated Data: In the sequel,
we show that DGR generates linearly independent data; we
then proceed to make a connection between this independence
structure and the number of excited modes in the system.
Before we proceed, let us define Ltk(A), that is based on k
modes of a matrix A, as,
Ltk(A) :=

1 λ1 · · · λt−11
1 λ2 · · · λt−12
...
...
. . .
...
1 λk · · · λt−1k
 , 1 ≤ t ≤ n. (9)
Remark 4. Note that Ltk(A) has a specific structure that
hints at its invertibility. In fact, for t = k, Lkk(A) is the
Vandermonde matrix formed by k eigenvalues of A which
would be invertible if and only if λ1, · · · , λk are distinct. More
generally, if {λ1, · · · , λk} consists of r distinct eigenvalues
(where r ≤ k), then Lrk(A) is a full column rank.
Note that informativity implies that the available data is
sufficient for regulating the state trajectory of the system
initiated from x0. In particular, if x0 results in all the modes
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of A being excited, one should be able to conclude that
the generated data is informative for regulation. This can be
formalized as follows.
Theorem 2. Let x0 excite k1 + k2 modes of A, such that
k1 modes are in R(B) and k2 modes are in R(B)⊥. If
the excited modes correspond with distinct eigenvalues, then
{x0, . . . ,xr−1} is a set of linearly independent vectors for
any r ≤ max{k1, k2}.
Proof. Without loss of generality, let λ1, . . . , λk1 be the
eigenvalues corresponding to the excited modes u1, . . . , uk1 ∈
R(B), and similarly λk1+1, . . . , λk1+k2 be corresponding
to uk1+1, . . . , uk1+k2 ∈ R(B)⊥. Recall that Xt−1 =
[x0 x1 . . . xt−1]; then by definition of zt in Lemma 2, for
t ≥ 1 there exists scalar coefficients ζt0, · · · , ζtt−1 ∈ R such
that zt = xt −
∑t−1
j=0 ζ
t
jxj . This together with the dynamics
in Lemma 2 imply that x1 = Ax0 and for t ≥ 2,
xt = Axt−1 −ΠR(B)
ζt0Ax0 + ζt1Ax1 + t−2∑
j=2
ζtjAxj
 .
(10)
Since x0 excites k1 + k2 modes of the system, we have
x0 =
∑k1+k2
`=1 β`u`, where β` are some nonzero real coef-
ficients and (λ`,u`) are eigenpairs of A. Hence x1 = Ax0 =∑k1+k2
`=1 β`λ`u`, and we claim that for t ≥ 2 there exist scalar
coefficients ξt1, · · · , ξtt−1 ∈ R such that,
xt =
k1∑
`=1
β`
[
(λ`)
t −
t−1∑
i=1
ξti(λ`)
i
]
u` +
k1+k2∑
`=k1+1
β`(λ`)
tu`.
(11)
The proof of the last claim is by induction. Note that Atx0 =∑k1+k2
`=1 β`(λ`)
tu`, and by substituting this into (10) for t = 2
we have that,
x2 = Ax1 − ζ20ΠR(B)Ax0
= ΠR(B)
[
A2x0 − ζ20Ax0
]
+ ΠR(B)⊥A
2x0
=
k1∑
`=1
β`
[
(λ`)
2 − ζ20λ`
]
u` +
k1+k2∑
`=k1+1
β`(λ`)
2u`,
where the last equality is due to the fact that u` ∈ R(B) for
` ≤ k1 and u` ∈ R(B)⊥ for ` > k1. By choosing ξ21 = ζ20 ,
we have shown that (11) holds for t = 2. Now suppose that
(11) holds for all 2, . . . , t − 1; it now suffices to show that
this relation also holds for t. By substituting the hypothesis
for 2, . . . , t− 1 into (10),
xt =
k1∑
`=1
β`
[
(λ`)
t −
t−2∑
i=1
ξt−1i (λ`)
i+1
]
u` +
k1+k2∑
`=k1+1
β`(λ`)
tu`
−
k1∑
`=1
β`ζ
t
0λ`u` −
k1∑
`=1
β`ζ
t
1(λ`)
2u`
−
t−2∑
j=2
ζtj
k1∑
`=1
β`
[
(λ`)
j+1 −
j−1∑
i=1
ξji (λ`)
i+1
]
u`.
Therefore,
xt =
k1∑
`=1
β` (?)u` +
k1+k2∑
`=k1+1
β`(λ`)
tu`
where,
(?) =(λ`)
t −
t−2∑
i=1
ξt−1i (λ`)
i+1 −
t−2∑
j=0
ζtj(λ`)
j+1
+
t−2∑
j=2
j−1∑
i=1
ζtjξ
j
i (λ`)
i+1
=(λ`)
t −
t−1∑
i=1
ξti(λ`)
i
for appropriate choices of ξt1, · · · , ξtt−1 ∈ R. This completes
the proof of (11) by induction.
Now, let x̂ =
∑r−1
j=0 αjxj for some αj ∈ C and some
r ≤ max{k1, k2}. Then, by substituting xj from (11) and
exchanging the sums over j and ` we have,
x̂ =
k1∑
`=1
β`
α0 + α1λ` + r−1∑
j=2
αj
[
(λ`)
j −
j−1∑
i=1
ξji (λ`)
i
]u`
+
k1+k2∑
`=k1+1
β`
r−1∑
j=0
αj(λ`)
ju`.
Now, by exchanging the sums over i and j it follows that,
x̂ =
k1∑
`=1
β`
α0 + r−2∑
i=1
αi − r−1∑
j=i+1
αjξ
j
i
 (λ`)i + αr−1(λ`)r−1
u`
+
k1+k2∑
`=k1+1
β`
r−1∑
j=0
αj(λ`)
j
u`.
Since {u`}k1+k21 are eigenvectors associated with distinct
eigenvalues, they are linearly independent. Thus, noting that
β` 6= 0 for all ` = 1, · · · , k1 + k2, then x̂ = 0 implies that,
α0 +
r−2∑
i=1
αi − r−1∑
j=i+1
αjξ
j
i
 (λ`)i + αr−1(λ`)r−1 = 0
for all ` = 1, . . . , k1; and
r−1∑
j=0
αj(λ`)
j = 0,
for all ` = k1+1, . . . , k1+k2. By rewriting the above equations
in matrix form, (
Lrk1(A)(I − Ξ)
L̂rk2(A)
)
α = 0, (12)
where L̂rk2(A) is the last k2 rows of L
r
k1+k2
(A) and
Ξ =

0 0 0 0 . . . 0
0 0 ξ21 ξ
3
1 · · · ξr−11
0 0 0 ξ32 · · · ξr−12
0 0 0 0
. . .
...
...
...
...
...
. . . ξr−1r−1
0 0 0 0 · · · 0

, α =

α0
α1
...
αr−1
 .
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Fig. 2. A geometric schematic of DGR whenR(A) ⊆ R(B). Since z0 := x0,
zt ⊥ R(Xt−1) and zt ∈ R(Xt) for t = 1, 2, the set {z0,z1,z2} consists
of orthogonal vectors.
Note that I −Ξ is invertible by construction. Since the excited
modes correspond to distinct eigenvalues, if r ≤ max{k1, k2},
then either Lrk1(A) or L̂
r
k2
(A) is full column rank. Either way,
(12) implies that α = 0 and thus {x0, . . . ,xr−1} is a set of
linearly independent vectors. This observation completes the
proof as r ≤ max{k1, k2} was chosen arbitrary.
B. Special Case of R(A) ⊂ R(B)
In order to better understand the behavior of DGR, in this
section, we study the more restricted case where R(A) ⊂
R(B). This case includes the case where rank(B) = n, i.e.,
one can directly control each state of the system (e.g. see [36],
[48]). Note that R(A) ⊂ R(B) implies that A˜ = 0 which, in
turn, results in regularizability of (A,B). This, together with
Corollary 1, results in the following corollary.
Corollary 2. For any matrix A ∈ Rn×n and B ∈ Rn×m,
where R(A) ⊆ R(B), the trajectory generated by Algorithm 1
satisfies,
‖xt‖ ≤Mt(A)‖x0‖ ,
with Mt(A) as in Definition 2.
Proof. Note that A˜ = ΠR(B)⊥A = 0 whenever R(A) ⊆
R(B). The claim now follows by Corollary 1 since A˜B˜ = 0
and thus ak = 0 for all k = 1, . . . , t− 1.
The latter bound becomes more structured for a symmetric
A by combining the results from Corollary 2 and Lemma 3
which is skipped for brevity.
Remark 5. In order to further illustrate the bound stated in
Corollary 2, assume that δe ≤ 1. Then, from Lemma 3,
‖xt‖2
‖x0‖2 ≤
[
σ21
t
]t
+
bt/2c∑
j=1
[
σ21
t− j
]t−j [
t
j
]j
+
t−1∑
j=bt/2c+1
[
t σ21
(t− j)2
]t−j
+ 1,
where we have also used
(
t
j
) ≤ (e t/j)j . This implies that as t
gets larger than σ21 , the terms with large powers admit smaller
bases and those with large bases will gain smaller powers
comparing to σ2t1 . This is despite the fact that for small t, the
relative norm of the state might grow.
In the sequel, as a result of linear independence established
in Theorem 2 we show how the simplified bounds (derived in
Section V-A) clarify the elimination of the unstable modes in
the system.
Corollary 3. Suppose A is diagonalizable with R(A) ⊆ R(B)
and let x0 excite k modes of A. If r eigenvalues corresponding
to the k excited modes are distinct for any r ≤ k, then
{x0, . . . ,xr−1} is a set of linearly independent vectors.
Proof. Given that R(A) ⊆ R(B), all the modes of A
are contained in R(B), so without loss of generality, let
λ1, . . . , λk be the eigenvalues corresponding to the excited
modes u1, . . . , uk ∈ R(B). Then, following the proof of
Theorem 2, (11) reduces to,
xt =
k∑
`=1
β`
(λ`)t − t−1∑
j=1
ξtj(λ`)
j
u`. (13)
Now, let x̂ =
∑r−1
j=0 αjxj for some αj ∈ C and r ≤ k. Then
following the same argument in the proof of theorem 2 about
x̂, (12) reduces to,
Lrk(A)(I − Ξ)α = 0,
with similar definitions of Ξ and α, and Lrk(A) as defined in
(9). Since r eigenvalues corresponding to k excited modes are
distinct, Lrk(A) has full column rank. As I−Ξ is invertible, we
conclude that α = 0 meaning that {x0, . . . ,xr−1} are linearly
independent.
An immediate consequence of the above corollary is that
DGR generates data that is effective for simultaneous identifi-
cation of modes with multiplicity greater than one.
Proposition 4. Suppose that A is diagonalizable with R(A) ⊆
R(B), and let x0 excite k modes of A corresponding to
r distinct eigenvalues (where possibly r ≤ k). Then, in r
iterations, span{x0, . . . ,xr−1} coincides with the subspace
containing these excited modes; furthermore, xr+1 = 0.
Proof. Without loss of generality, let x0 excite the k modes
of A corresponding to λ1, · · · , λr. Since A is diagonalizable,
let A = UΛU−1 be its eigen-decomposition and so x0 excite
{u1, · · · ,uk}, i.e., x0 =
∑k
i=1 βiui, with βi 6= 0. Define
M(λi) = {j : uj is the eigenvector corresponding to λi} ,
for i = 1, · · · , r. Furthermore, define the r-dimensional
subspace,
S := span
{∑
j∈M(λ1) βjuj , · · · ,
∑
j∈M(λr) βjuj
}
,
where the span is taken over the complex field. We prove
by induction that xt ∈ S for all t = 1, · · · , r. Notice
that x0 ∈ S and suppose that {x0, . . . ,xt−1} ⊂ S;
recall from the proof of Corollary 3 that xt = Azt−1,
where zt−1 = ΠR(Xt−2)⊥(xt−1). Since xt−1 ∈ S and
span{x0, . . . ,xt−2} ⊂ S, one can conclude that zt−1 ∈ S,
and from the definition of S, xt = Azt−1 ∈ S. On the
other hand, since λ1, λ2, · · · , λr are distinct eigenvalues, by
Corollary 3, dim (span{x0, . . . ,xr−1}) = r. By hypothe-
sis of the induction span{x0, . . . ,xr−1} ⊂ S, and since
dim(S) = r, we conclude that span{x0, . . . ,xr−1} must be
the entire S, i.e. span{x0, . . . ,xr−1} = S, proving the first
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claim. Lastly, since xr ∈ S, zr = ΠR(Xr−1)⊥(xr) = 0, and
thus xr+1 = Azr = 0, thereby completing the proof.
Following Proposition 4, if x0 excites k modes of the system
corresponding to distinct eigenvalues with trivial algebraic
multiplicities, then Algorithm 1 identifies all the excited modes
of the system in k iterations. Furthermore, this implies that
xk+1 = 0, i.e., DGR eliminates the unstable modes and
regulates the unknown system in exactly k + 1 iterations.
C. Boosting the DGR Performance
The DGR algorithm as introduced in Algorithm 1 can
become computationally heavy for large-scale systems. This
is mainly due to storing the entire history of data in Xt
and Yt followed by the update of the controller that finds
the pseudoinverse as well as multiplication of these data
matrices (steps 7-9). Assuming the SVD-based computation of
pseudoinverse, the complexity of the method is11 O(n2t). In
this section, we show that such computational burden can be
circumvented using rank-1 modifications of data matrices as
a result of the discrete nature of data collection in our setup.
Note that for computing Kt+1 from (5) we only need to access
Yt+1X †t (rather than X †t ). To this end, we leverage the results
of [49] in order to find Yt+1X †t recursively as a function of
YtX †t−1, Xt−1X †t−1, and xt.
Proposition 5. Define Xt−1 as in Algorithm 1 and let xt be
the collected data at time-step t. Then, if xt 6∈ R(Xt−1),
X †t =
[X †t−1 − γtz†t
z†t
]
. (14)
Otherwise,
X †t =
[X †t−1 − tγtζ>t
tζ
>
t
]
, (15)
where t ∈ R, γt ∈ Rt, and ζt ∈ Rt are defined as,
t =
1
‖γt‖2 + 1 , γt = X
†
t−1xt, ζt =
(X †t−1)>γt, (16)
and zt ∈ Rn is defined in Lemma 2.
Proof. Rearrange Xt into,
Xt =
[Xt−1 0]+ xte>t+1.
Then, it is implied from Theorem 1 in [49] that
X †t =
[Xt−1 0]† +(et+1 − [Xt−1 0]† xt)z†t ,
whenever xt 6∈ R(Xt−1). To simplify, note from the SVD of
Xt−1 = UΣV > that,
[Xt−1 0]† = (UΣ [V > 0] )† = (U [Σ 00 0
] [
V > 0
0 1
])†
=
[
V 0
0 1
] [
Σ† 0
0 0
]
U> =
[X †t−1
0
]
.
11The multiplication Yt+1X †t enforces another O(n2t) complexity that
can be significant for large n.
Hence,
X †t =
[X †t−1
0
]
+
(
et+1 −
[X †t−1
0
]
xt
)
z†t =
[X †t−1 − γtz†t
z†t
]
.
For the case when xt ∈ R(Xt−1), Theorem 3 in [49] gives,
X †t =
[X †t−1
0
]
+ et+1x
>
t
[(
X †t−1
)>
0
]
− 1
σ
pq>,
where,
σ = ‖γt‖2 + 1, p = ‖γt‖2et+1 −
[
γt
0
]
, q = ζt.
The rest of the proof follows from rearranging the terms and
using the definitions in (16).
As mentioned earlier, the update of the controller requires
Yt−1X †t−1 that could become prohibitive for large n. However,
we can take advantage of Proposition 5 to find this term
recursively in order to avoid memory usage as well as
computational burden.
Theorem 3. Let Xt−1 be defined as in Algorithm 1 and xt
be the collected data at time-step t. Define Pt−1 = Xt−1X †t−1,
Qt−1 = YtX †t−1, zt =
(
I− Pt−1
)
xt, and yt = Axt. Then,
Qt = Qt−1 −Qt−1xtz†t + ytz†t ,
Pt = Pt−1 + ztz†t .
Proof. For the case xt 6∈ R(Xt−1) we get from Proposition 5,
Pt = XtX †t =
[Xt−1 xt] [X †t−1 − γtz†t
z†t
]
= Pt−1 + ztz†t .
(17)
Observing that Qt = APt and yt = Axt, the recursive relation
for Qt can be derived from (17). When xt ∈ R(Xt−1), note
that Xt−1γt = Xt−1X †t−1xt = xt which results in Pt+1 = Pt.
However, in this case zt = (I − Pt−1)xt = 0 and therefore,
the same results hold when xt ∈ R(Xt−1).
Given the recursive behavior introduced in Theorem 3, the
refined (fast) version of DGR is displayed in Algorithm 2. At
each time-step t, we update Qt based on the information from
the new data and the projection Pt−1 (hidden in z†t ), which
itself gets updated as a part of the recursion. The n×n matrix
Qt is then employed for the controller’s update. Notice that,
zt has the same meaning as in Lemma 2, however, here we
calculate it using Pt−1—which is obtained recursively—and
put it in the matrix form to emphasize the computational aspect
of its calculation (since z†t = z
>
t /‖zt‖2 is simply an 1 × n
vector).
When xt ∈ R(Xt−1), based on the definition zt = 0 and
Qt remains the same. Otherwise, Qt deviates from its previous
value according to,
Qt −Qt−1 = (yt −Qt−1xt)z†t = Aztz†t .
Recall that zt gives a sense of informativity of the newly
generated data, xt. Based on its definition, Qt = Yt+1Xt gives
an estimate of A up to time-step t. Hence, the update of Qt on
step 12 of Algorithm 2, in some sense, adjusts the prior estimate
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of A based on the new information encoded in the term Aztz
†
t .
Besides, yt captures the effect of the unknown dynamics at
each iteration. All in all, the machinery provided in this section
circumvents the computational load of finding pseudoinverse
by leveraging the recursive nature of our solution.
VI. SIMULATIONS
In order to show the advantages of our method in a practical
setting, we have implemented DGR on data collected from
the X-29A aircraft. The Grumman X-29A is an experimental
aircraft initially tested for its forward-swept wing; it was
designed with a high degree of longitudinal static instability
(due to the location of the aerodynamic center on the wings)
for maneuverability, where linear models were leveraged to
determine the closed-loop stability (Figure 3). The primary task
of the control laws is to stabilize the longitudinal motion of the
aircraft. To this end, the dynamic elements of the flight control
system is designed for two general modes: 1) The Normal
Digital Powered Approach (ND-PA): used in the takeoff and
landing phase of the flight, 2) The Normal Digital Up-and-Away
(ND-UA): used for most of the vehicle flight time.
For both flight modes, we study the case where the dynamic
of the aircraft has been perturbed and has become unknown.
This can be due to a misestimation of system parameters
and/or any unpredicted flaw in the flight dynamics due to
malfunction/damage. In this setting, the control laws designed
for the original system fail and the system becomes highly
unstable. We then let DGR to regulate the system and given
that the aircraft will continue working safely, one can use
any data-driven identification, stabilization, or robust control
method, once enough data is collected.
For both Longitudinal and Lateral-directional dynamics in
each operating mode, the nominal system parameters are
obtained from Tables 9-10 and 13-14 in [50] (with fixed
discretization step-size γ = 0.05), whereas perturbation ∆A is
assumed to shift the dynamics to,
xt+1 = (A+ ∆A)xt +But + ωt,
where the elements of ∆A are sampled from a normal
distribution N (0, 0.05) and ωt ∼ N (0, 0.01) denotes the
Algorithm 2 Fast Data-Guided Regulation (F-DGR)
1: Initialization
2: Measure x0, set K0 = 0 and G = B†
3: Run system (1) and measure x1
4: Set P0 = (x0x>0 )/‖x0‖2
5: Q0 = (x1x>0 )/‖x0‖2
6: K1 = GQ0
7: t = 1
8: While stopping criterion not met
9: Compute ut = −Ktxt
10: Run system (1) and measure xt+1
11: Set zt = (I− Pt−1)xt
12: Qt = Qt−1 + (yt −Qt−1xt)z†t
13: Pt = Pt−1 + ztz†t
14: Kt+1 = GQt
15: t = t+ 1
Fig. 3. Grumman X-29A (Credits: NASA Photo), mainly known for its extreme
instability while providing high-quality maneuverability. The Longitudinal and
Lateral-Directional states are also illustrated.
(a)
(b)
Fig. 4. The state trajectory of X-29 in ND-PA mode with and without DGR
for a) Longitudinal control, b) Lateral-Directional control.
process noise. Note that even though the nominal dynamics
is known in this example, the proposed machinery makes no
such a priori estimate, and assumes a completely unknown
dynamics A+ ∆A. The original controller for the unperturbed
system in each mode is assumed to be a closed-loop infinite
horizon LQR with states and inputs weights Q = R = I (since
the dynamics is already normalized).
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(a)
(b)
Fig. 5. The state trajectory of X-29 in ND-UA mode with and without DGR
for a) Longitudinal control, b) Lateral-Directional control.
We now aim to regulate the new unstable system Anew :=
A+∆A from random initial states (where each state is sampled
from N (0, 10.0)). Note that both the original system and the
perturbed system have effective input characteristic that make
them regularizable (with ρ(A˜) = 0.998 and ρ(A˜new) = 0.881
for ND-PA mode, and ρ(A˜) = 0.998 and ρ(A˜new) = 0.876 for
ND-UA mode). The resulting state trajectories for ND-PA and
ND-UA modes are demonstrated in Figure 4 and 5, respectively.
Without using DGR the norm of the state ‖xt‖ would grow
rapidly (red curve) as the unknown system is unstable and the
original control laws fail.12 As the plots suggest, with DGR
in the feedback loop, the unstable modes can be suppressed
resulting in stabilization of the system (norm of the states in
this case is demonstrated in black and each state is depicted in
faded color). Up to step t = 30 (shown with vertical dashed-
line), enough data is generated in order to estimate the new
system dynamics since the dimension of the augmented system
12Since the LQR solution, in general, may have small stability margins for
general parameter perturbations [51].
is only 8 and the dynamic noise is relatively small. Now for the
sake of comparison, one can replace DGR with a closed-loop
infinite horizon LQR controller, with some cost-weights Q and
R (here we set Q = R = I) which is obtained using the new
estimate of the system dynamics; in this case, only norm of
the states is depicted in blue for comparison.
In contrast to the original unstable LQR controller, it is
shown that the blue curve is stabilizing since we now have a
more accurate estimate of the (perturbed) system parameters
using the data generated safely by DGR in the loop.
In these examples, the bound derived in Theorem 1 is plotted
in green for comparison. The behavior of the bound follows
our observations in Remark 3; the bound increases as the
algorithm initially tries to “detect” the unstable modes, followed
by suppressing these modes for regulation. We finally note that
for large enough iterations, the rate of change of the upper
bound is dictated by ρ(A˜new) which in this case, is slightly
less than one.
VII. CONCLUSION
In this paper, we have introduced the DGR, an online iterative
feedback regulator for an unknown, potentially unstable, linear
system using streaming data from a single trajectory. In addition
to its regulation, DGR leads to informative data that can
subsequently be used for data-guided stabilization or sysID.
Along the way, we provided novel system theoretic notions
such as “regularizability” and “instability number” in order to
analyze the performance and derive bounds on the trajectory
of the system over finite-time intervals. Subsequently, we
presented the application of the proposed online synthesis
procedure on a highly maneuverable unstable aircraft.
The extensions of the results presented in this paper to noisy
dynamics as well as an unknown input matrix are deferred to
our future work. Furthermore, state regulation becomes more
challenging when one only relies on partial observation of
system’s trajectory or the system is known to have multi-scale
dynamics; these variations can also be subject of future research.
Finally, our setup would be more practical considering input
constraints (due to actuation limits or input energy costs). While
it is straightforward to extend the current setup integrating
convex constraints, the theoretical analysis is out of the scope
of this paper and will be addressed as our next step.
APPENDIX
Proof of Lemma 3: Let A = WΣU> be the SVD of A where
Σ is diagonal containing the singular values in descending order
and both W,U ∈ Rn×n are unitary. This implies that,
Mt(A) = sup
{vi}t1∈Ont
‖ΣU>v1‖ ‖ΣU>v2‖ · · · ‖ΣU>vt‖
= sup
{vi}t1∈Ont
‖Σv1‖ ‖Σv2‖ · · · ‖Σvt‖,
where the last equality is due to the fact that {U>vi}t1 ∈ Ont
only if {vi}t1 ∈ Ont , since U is unitary. For the lower-bound if
t ≤ n, we can choose {vi}t1 ∈ Ont such that |〈e1,vi〉| = 1/
√
t
for all i = 1, · · · , t. This choice is certainly possible as a result
of applying Parseval’s identity in a t-dimensional subspace with
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orthonormal basis {vi}t1 containing the unit vector e1, in which,
e1 is represented with all coordinates equal to 1/
√
t according
to this basis. We thus conclude that,
Mt(A) ≥ |σ1〈e1,v1〉| · · · |σ1〈e1,vt〉| ≥
(
σ1√
t
)t
,
where the left inequality follows from the fact that ‖Σv‖ ≥
|σ1〈e1,v〉| for any v ∈ Rn. For the upper-bound, define Σt =
diag(σ1, . . . , σt) and since singular values are in descending
order we have,
Mt(A) ≤ sup
{vi}t1∈Ott
t∏
i=1
‖Σtvi‖
= sup
{vi}t1∈Ott
t∏
i=1
[
σ21 |〈e1,vi〉|2 +
t∑
j=2
|σj〈ej ,vi〉|2
] 1
2
≤ sup
{vi}t1∈Ott
t∏
i=1
[
σ21 |〈e1,vi〉|2 + δ
] 1
2
.
Define γi = 〈e1,vi〉; then by Bessel’s inequality
∑t
i=1 γ
2
i ≤
1 whenever {vi}t1 ∈ Ott . Thereby, by denoting γ :=
[γ1 . . . γt]
>, we can conclude that
Mt(A) ≤ sup
γ∈Bt2
t∏
i=1
[
σ21γ
2
i + δ
] 1
2
= sup
γ∈Bt2
[
t+1∑
i=1
σ
2(t+1−i)
1 δ
i−1 ∑
|α|=t+1−i
α∈Bt∞
(γ21)
α1 · · · (γ2t )αt
] 1
2
,
where α is a multi-index of dimension t, and the last equality
follows by direct computation. Now it is easy to see that for
fixed α, if |α| = m > 0 and α ∈ Bt∞ then,
sup
γ∈Bt2
(γ21)
α1 · · · (γ2t )αt ≤ (
1
m
)m,
that follows by the symmetry in optimization variables. There-
fore, we can conclude that
Mt(A) ≤
[
δt +
t∑
i=1
(
σ21
t+ 1− i
)(t+1−i)
δi−1
(
t
t+ 1− i
)] 12
,
implying the claimed upper bound.
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