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1. INTRoDuCT10~ 
In certain problems involving the extremizing of functionals associated 
with differential equations there is no solution in the class of problems 
with the differential equation interpreted in the usual sense, but there is 
a soIution for the problem wherein the differential equation is relaxed to be 
a “generalized differential equation”. This phenomenon is amply illustrated 
by the problems considered by Krein [4], Banks [l], Fink [2], and related 
matters have been the subject of a recent paper [7] by the present author. 
This note is concerned with an existence theorem of this sort involving a 
generalized linear differential equation of the second order. Application is 
made to a particular problem as initially formulated by Neuringer and 
Newman [5], and for which J. E. Wilkins, Jr. [X] has recently provided an 
evaluation of the supremum of the functional in the prescribed class of func- 
tions satisfying in the usual sense a particular linear differential equation of 
the second order. 
2. FOFUWJLAT~ON OF PROBLEM 
In the following it will be supposed that r(t) and ,~(t) are real-valued func- 
tions on a given compact interval I = [a, b] on the real line such that: 
(a) r(t) and p(t) = l/r(t) are (Lebesgue) integrable on I; 
(b) p(t) is of bounded variation (b.v.) on 1. 
By a solution u(t), o(t) of the generalized differential system 
r(t) u’(t) = w(t), 44 = Mm 403 SEI, WI 
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will be meant a pair of functions (u(t), v(t)) such that u(t) is absolutely 
continuous (a.c.) on I, v(t) is of b.v. on 1, and r(t) u’(t) = v(t) for t almost 
everywhere (a.e.) on this interval, while 
w = 44 + 1’ [4441 w tEI. (2.2) a 
The relation (2.2) is clearly equivalent to the existence of a to E I and a 
constant r~a such that 
w = fJ0 + j:, [444144, tf?I. (2.2’) 
Equally well, one might write 
G+(t) WI - kwl 44 = 0, tEI, (2.1’) 
instead of (2.1); however, as in many cases results involve explicitly both 
u(t) and w(t), we shall consistently refer to (2.1). 
EXAMPLE 1. At) = gJ+) d S, where p(t) is integrable on I. In this case, 
(2.1) is equivalent to the system 
u’(t) = p(t) $t), v’(t) = p(t) u(t), t EI, (2.3) 
and (u(t), w(t)) is a solution of (2.3) in the Caratheodory sense; that is, both 
u(t) and w(t) are a.c. and equations (2.3) hold a.e. on I. 
EXAMPLE 2. p(t) = s(t) + $ p(s) ds, t ~1, where p(t) is integrable on I 
and s(t) is a step-function. If a = to < t, < ... < t, = b, and s(t) is constant 
on each open subinterval (tj-l , tj), (j = l,..., k), then (u(t), v(t)) is a solution 
of (2.1) on I if and only if this pair is a solution of (2.3) on each subinterval 
(tjml, tj), while the right- and left-hand limits of these vector functions 
satisfy the interface conditions: 
u(tJ = u(tj-) = z&+>, 
o(tj) - 7&-) = [s(tJ - s(tj-)] z&), (2.4) 
w(tj+) - w(tJ = [s(tj+) - s(tJ] z&), (j = 0, l,...) k), 
with the understanding that at to = a and t, = b only the appropriate one- 
sided relations of (2.4) are considered. 
3. PROPERTIES OF SOLUTIONS OF (2.1). 
The basic existence theorem for the generalized differential system (2.1) 
is as follows, and is a special case of Theorem 2.1 of Reid [6]. 
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‘hEOREM 3.1. For a given r E I, and real constants uO , q, , there is a unique 
solution of (2.1) satisfying the initial conditions 
U(T) = %I , V(T) = v. . (3.1) 
Clearly (u(t), v(t)) is a solution of (2.1) satisfying (3.1) if and only if zc[t) is 
a solution of the integral equation 
where 
(3.3) 
and v(t) is given by (2.2’) with to = Q-. 
By the method of iterations one may show that (3.2) has a unique solution 
for given 7, u. , a, . Let 
uo(t) = 0, (3.4) 
am+&) = g(t) + jt P(S) 1 j’ [&.+-)I ~(31 ds, m = 0, l,..., 
7 7 
and denote by h(t) = h,(t) a monotone non-decreasing function such that 
I P(t) - P(S)/ d h(t) - 44 for a < s < t < b; (3.5) 
in particular, (3.5) holds for h,(t) the total variation V(a, t j p) of the function 
,Q on [a, t]. If K > h(b) - h(a), and for an arbitrary function u(t) continuous 
on I the symbol iUax(l zc j; T, t) denotes the maximum of j u(t)1 on the 
subinterval of I with endpoints 7 and t, then 1s: [dp(s)] u(s)(I < K Max(j zc 1; 7, t). 
If ~~ is a constant such that 1 g(t)1 < ~~ on I, then by induction it may be 
established readily that 
j zC,+l(t) - am(t)/ < (~~hz!) (K 1 j: p(s) ds irS (m = 0, l,...). (3.6) 
Consequently, on I the sequence (urn(t)) converges uniformly to a continuous 
limit function zl(t). 
ji [dp(s)] U(S) on 1, and f 
Then (sz [dp(s)] U,(S)) converges uniformly to 
rom (3.4) it follows that u(t) is a solution of (3.2) on I. 
The uniqueness property follows in the usual fashion from the fact that if 
u(t) is a solution of (3.2) withg(t) = 0 and 1 u(t)1 < or on.l, then by induction 
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If X = K exp{J: ,+) ds), th en from the above inequalities if follows readily 
that for t E I we have the following bounds: 
(4 I u(t)1 G Ko exp A, 
(b) 1 u(t) - u,(t)] < (Kc/m!) exp h. 
(3.8) 
Moreover, if t, E I, (a = 1,2), then 
I &) - 4h)l G I m - .&,)I + KKO (exp A) / 1; P(S) ds 1. WY 
For given positive constants K, , K, let 9(k, , iaa) denote the aggregate of 
values 7, u. , o. , and functions p(t) of b.v. defined by: 
~(h,kA:TEI, luol db, I~ol <AI, V~~IP.)<&. 
Uniformly for such values the constants K, K. of the above proof may be 
chosen as K = k, , and Kg = (1 + s: p(s) ds) k, , and consequently we have 
the following result. 
LEMMA 3.1. If u = u(t; 7, u. , er, I p), v = v(t; 7, u, , .uo I p) denotes the 
solution of (2.1) satisfying (3. l), then for givelz k, , k, the functions 
up; 7, %I 9 VI I PI, t EI, 
are uniformly bounded and equicotztinuous fey (t; T, u. , v. , p) E I x B(k, , k,). 
4. A MAXIMUM PROBLEM 
For given k > 0, let 9(k) signify the set of real-valued functions p(t) of 
b.v. on 1 = [u, b] satisfying V(a, b I p) = k. For given real u. , vo, and 
p(t) E 9(k) denote by u = u(t I p), v = v(t 1 p) the solution of (2.1) satisfying 
the initial conditions (3.1) at 7 = a. 
THEOREM 4.1. For given real u. , v. , and k > 0, there exists a p.m,(t) E 59(k) 
such that 
4b I urn) = supW I P) I P E WG (4.1) 
This result may be established readily with the aid of Theorem 4.1 of 
Reid [7]; for completeness, however, a proof is sketched here. In view of 
Lemma 3.1, the supremum of zl(b I p) for p(t) E 9(k) is finite. Let {am), 
n = 1, 2,..., be a sequence of functions belonging to 9(k), and such that 
{u(b I Pi)} tends to this supremum. Without loss of generality it may be 
assumed that ~~(a) = 0 for n = 1, 2,... . Moreover, from Lemma 3.1 it also 
follows that the functions u(t 1 Pi) of this extremizing sequence are uniformly 
MAXIMUM PROBLEM 287 
bounded and equi-continuous on I. Upon applying the Helly Theorem to 
the sequence {~~(t)), and the Ascoli Theorem to the sequence (u(t / pn)], 
it follows that this extremizing sequence may be supposed to satisfy the 
following additional conditions: (a) there is a function p,(t) E 9(k) such that 
lim t..,m am = &t) for t $1; (b) there is a continuous function urn(t) such 
that {zc(t j Pi)) - urn(t), uniformly for t E I. 
By well-known convergence theorems for Riemann-Stieltjes integrals, 
(see for example, Hildebrandt [3; Section 15]), it then follows that 
km js d[p,,(P)](Un(Y) - U,(Y)} = 0, uniformzy for s E I. 
Consequently, ior s E I we have that {s” [&(Y)] u (T)) + j: [&Jr)] u,(r) as 
n -+ 00, and from (3.4) it follows that L(t) = uun(F) ’1s a solution of (3.2) for 
p(t) = pa(t), so that u,,(t) = u(t 1 pa). Moreover, u,(b) = limn+ao u(b / kcLn), 
so that pm(t) = p,(t) satisfies (4.1). 
Of particular interest is the case of Theorem 4.1 in which the following 
conditions hold: 
(!ij) r(t) > 0 for t a.e. 012 I = [a, b]; p(t) is monotone mm.-decrensin,a on 
[a, b] with p(a) = 0, p(b) = k > 0, u. = 1, v,, >, 0. 
In general, if (u(tj, a(t)) is a solution of (2.1) on I which satisfies the initial 
conditions (3.1), then 
Zloqj + It Y(s)[zqs)]2 a  + j" 22(s) d/L(s) = u(t) a(t), for t E (n, b], (4.2) 
*Ci a 
and from this relation it follows readily that whenever hypothesis (!ijj holds 
then u(t) > 0 for t E 1. Consequently, (see Reid [6; Section 3]), under this 
hypothesis (24(t), a(t)) is a solution of (2.1) on I satisfying (3.1) if and only if 
there exists a function w(t) of b.v. on I such that v(t) = zu(t) u(t), and for 
f E I, 
(4 u(t) = exp i j: P(S) zu(s) ds\~ 




Now equation (4.3-b) implies that z(t) = w(t) - p(t) is a.~. on I, so that 
equally well conditions (4.3) may be written in the form 
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and the solution of (4.3’-b) is understood to be in the Caratheodory sense. 
For brevity, let BO(k) d enote the class of real-valued functions p(t) which are 
monotone nondecreasing on I = [a, b] with ~(a) = 0, p(b) = k. In view of 
(4.3’-a), the problem of determining a p(t) E 9a(k) such that the corre- 
sponding solution u(t) of (2.1) satisfying (3.1) provides a maximum for u(b) 
is equivalent to the problem of determining a p(t) E B&Z) such that for z(t) 
the corresponding solution of the differential system (4.3/-b) the integral 
JM = s” /Mm + &)I d.s (4.4) a 
is maximized; indeed, the value of J[p] is equal to In u(b). In view of Theorem 
4.1, it is known that a maximizing pm(t) of 9,,(k) exists, and whenever 
hypothesis (9) is satisfied this maximizing function is characterized by the 
result of the following theorem. 
THEOREM 4.2. Under hypothesis (9) a function pm(t) maximizes J[p] on 
go(k) if and only if the solution z = z,(t) of (4.3/-b) for p(t) = pm(t) is such 
that the solution h = L(t) of the diSferentia1 system 
w = &Nl + &%(t) + /-h(tll w> A(b) = 0, (4.5) 
satisfies the condition 
s b L’@)bW - i-4)1 dt G 0, for EL E %W- (4.6) a 
Moreover, if pm(t) is a function of a,,(k) afioording a maximum to /b] on this 
class, then Jb] = JbJ for a p(t) E 9,(k) if and only if p(t) - pm(t) = 0 at 
each point of continuity of both p(t) and p,(t); in particular, the solution 
u = unl(t) of (2.1) satisfying (3.1) and affmding a maximum to u(b) is unique. 
The differential system (4.5) is the Lagrange multiplier rule and 
transversality condition satisfied by an extremizing function for the variational 
problem described above, and (4.6) embodies the maximum principle for a 
solution of this problem. In view of the simplicity of this particular problem, 
however, a complete proof of the necessary and sufficient conditions of this 
theorem is presented in the following two paragraphs. 
Suppose that p,(t) is a function of g,,(k) affording a maximum to Jb] on 
this class. If p(t) E BO(k) then for a: > 0 the function 
/4 4 = (1 + wrh(t) + v(t)1 
belongs to B,,(k). Consequently, if z = Z(t; a) is the solution of (4.3’-b) 
with p(t) = p(t; CK), then for (Y > 0 the integral J[p( ; a)] has a maximum 
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at 01 = 0. Moreover, if X = L(t) is the solution of the differential system 
(4.5) we may write also 
Now ,u,&; CL) = (1 -I- F [At> - P&)I~ and 
s b qt) z’(t; a) dt = --h,(f) T+, - j+” A,‘@> x(t; a) dt. (4.7) a a 
If for brevity we denote &s; 0), .a(~; 0), &s; 0) and z&s; 0) by PO(S), z”(s), 
,u~O(S) and x,0(s), respectively, then with the aid of (4.7) it follows that the 
condition 
0 3 dJ[A ; cx)]/da ja=O 
may be written as 
which, in view of (4.5) with h(t) = h,(t), reduces to the condition (4.6). 
Conversely, suppose that ,um(t) is a function of So(k) such that if z -= a%(t) 
is the solution of the differential system (4.3’-b) with p(t) = ~.~(t} then the 
corresponding solution h = h,(t) of (4.5) satisfies (4.6). Then for p(t) E 9,(k), 
and z(t) the corresponding solution of (4.3’-b), we have the relation 
Since X,(b) = 0, and x(a) - am(a) = 0, it follows after integration by parts 
that 
Jbl - Jbml = j” L’(W4 - 1441 ds a 
+ j” LW ~(4lX4 + ~(4 - G&) - /4412 A, (4.8) 
a 
< s ;4&> P(~>[~(~) + P(S) - %&) - pmW ds. 
NOW the solution A,(t) is readily seen to be given by 
for t E b, 4, 
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and, in particular, h,(t) < 0 for t E [a, b). Consequently, from (4.8) it follows 
that Jcr-Ll d Jbml 2nd Jbl = JILJ if and only if +I + CL(~) = ~(4 + I-G&) 
for t a.e. on [a, b]. Since L[t; am, ~.~(t)] = 0 and L[t; x(t), p(t)] = 0 for t 
a.e. on [a, b], it then follows that z(t) = x,(t) and hence J[p] = J[cln] for 
a p(t) E 9,@) if and only if p(t) = pm(t) for t a.e. on [a, b]. As p(t) and ,u,Jt) 
are monotone this latter condition is clearly equivalent to the equality of these 
functions at their common points of continuity. 
Specifically, for the case covered by Theorem 4.2, one has the following 
values of the maximizing pm(t), the associated values of zm(t) + pm(t), h(t), 
and the corresponding maximum value u,(b). In presenting these specific 
results the constant k is replaced by M, to be ilt closer conformity with the notation 
of WiZkins [8]. 
Case 1”. (M + %) J: p(s) 0T.f < 1. 
pm(t) = M t E (a, bl, 
zm(t) + dt) = [CM + joy + j; P(S) A]-‘, 
L(t) = - [c + j~Pwd][j:f(s)ds]/[c + jp.P(W]Y 
with 
sz(b) = 1 + (M + ~0) j” ~(4 ok 
c = (M + w0)-1, 
a 
Case 2”. (M + vo) JI: p(s) ds > 1, q? j: p(s) ds -=c M + ~0 . 
For u determined as the value on (a, b) such that 
(j” p(S) ds)‘(M + vo) = jb p(S) ds, and 
0 a 
K = [j;P(s)ds]-l 
on (0, b]: 
pm(t) = M, 
Z&) + pm(t) = K/( 1 + K j; P(S) A)9 
x,(t) = [l/(24] [l + K jr f(s) A] [K r f(s) ds - 11; D (r 
on [a, u]: 
f 
t Pm(t) = K - %I + K2 P (4 6 
a %x(t) + Pm(t) = K,Am(t) GE -1/(2X), 
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Case 3”. (M + w,,) Ji p(s) ds > 1, ~0” Jz p(s) ds > M + ~0 . 
For (T determined as the value on (a, b) such that 
M (s” ,o(s) ds)2 + 2 j-b p(s) ds = vi1 i j; p(s) ds, 
0 * 
T the value on [a, a) such that 
j-1 p(s) ds = M [ j”, p(s) ds]‘, 
and z. = w,/(l + w. jz p(s) ds) = [jt p(s) ds]-l, we have the following values: 
on (a, b]: 
Pm(t) = M, 
~(t> + P&> = zo/ [ 1 + so j-1 ~(4 ds], 
h,,(t) = (l/x,) 14 (1 + x,, s” p(s) ds)’ - (1 + zo s” P(S) A)\; 
(i (I 
on (T, cr]: 
t 
on (a, T]: 
Pm(t) = 0, 
For the special case wherein 
a=o, b=l, r(t)=l, zIo=o, (4.9) 
the condition of Case 1” reduces to M < 1; in this instance the maximum 
value u,(b) is I + M, and is attained by the solution of (2.1) satisfying (3.1) 
with p(t) = pm(t) defined as ~(0) = 0, p(t) = M for t E (0, 11. When (4.9) 
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holds the conditions of Case 2” reduce to the single condition M > 1, the 
corresponding constants a and K are respectively u = 1 - M-l/a and 
K = M1/2; in this case the maximum value u&) is 2 exp{MlP - 1}, and is 
attained by the solution of (2.1) satisfying (3.1) with p(t) F ,um(t) defined as 
p(O) = 0, p(t) = M112 + Mt for t E (0, 1 - M-1/z],’ pez(t) = M for 
t E (1 - M-li2, 11. This special case corresponds to the problem proposed by 
Neuringer and Newman [5l, and which involved the ordinary differential 
equation 
u”(t) -p(t) u(t) = 0, t E [O, 11, U(0) = 1, U’(0) = 0, (4.10) 
with p(t) subject to the restrictions 
I 
1 
$G) 2 0, 
L?) fis = M- 
(4.11) 
Recently Wilkins [S] has exhibited a sequence of functions p(t) = p,(t) 
satisfying (4.11) and such that the sequence of solutions u(t) = u,(t) of the 
corresponding system (4.10) provides a sequence of terminal values (~~(1)) 
which converges to the least upper bounds 1 + M and 2 exp{M112 - l} in 
the respective cases wherein M < 1 and M > 1. In particular, the uniqueness 
result of Theorem 4.2 shows that there is no p(t) satisfying (4.11) and such 
that the solution u(t) of the corresponding differential system presents 
a u(b) equal to this least upper bound, whereas this least upper bound is 
attained whenever the differential equation is relaxed to be a generalized 
differential equation in the sense of Section 2. It is to be remarked that when 
vc, > 0 and the other conditions of (4.9) remain as stated, the results 
of Theorem 4.2 and the subsequent determination of the maximizing pm(t) 
show that in the above defined cases 1” and 2” this phenomenon still persists. 
However, in case 3” wherein v,,‘02 > M + v, > 1, the maximizing pL,(t) is 
a.c. with pm(t) = sipm(s) ds, and PM(t) the step function p,Jt) = 0 for 
t E [0, u) U [T, 61, pm(t) = xo2 for t E [G, 7). 
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