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Abstract
We establish several upper bounds on the energy-constrained quantum and private capac-
ities of all single-mode phase-insensitive bosonic Gaussian channels. The first upper bound,
which we call the ”data-processing bound,” is the simplest and is obtained by decomposing
a phase-insensitive channel as a pure-loss channel followed by a quantum-limited amplifier
channel. We prove that the data-processing bound can be at most 1.45 bits larger than a known
lower bound on these capacities of the phase-insensitive Gaussian channel. We discuss an-
other data-processing upper bound as well. Two other upper bounds, which we call the “ε-
degradable bound” and the “ε-close-degradable bound,” are established using the notion of
approximate degradability along with energy constraints. We find a strong limitation on any
potential superadditivity of the coherent information of any phase-insensitive Gaussian chan-
nel in the low-noise regime, as the data-processing bound is very near to a known lower bound
in such cases. We also find improved achievable rates of private communication through
bosonic thermal channels, by employing coding schemes that make use of displaced thermal
states. We end by proving that an optimal Gaussian input state for the energy-constrained,
generalized channel divergence of two particular Gaussian channels is the two-mode squeezed
vacuum state that saturates the energy constraint. What remains open for several interesting
channel divergences, such as the diamond norm or the Re´nyi channel divergence, is to deter-
mine whether, among all input states, a Gaussian state is optimal.
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1 Introduction
One of the main aims of quantum information theory is to characterize the capacities of quantum
communication channels [Hol12, Hay06, Wil16]. A quantum channel is a model for a commu-
nication link between two parties. The properties of a quantum channel and its coupling to an
environment govern the evolution of a quantum state that is sent through the channel.
The quantum capacity Q(N ) of a quantum channel N is the maximum rate at which quan-
tum information (qubits) can be reliably transmitted from a sender to a receiver by using the
channel many times. The private capacity P (N ) of a quantum channel N is defined to be the
maximum rate at which a sender can reliably communicate classical messages to a receiver by
using the channel many times, such that the environment of the channel gets negligible infor-
mation about the transmitted message. In general, the best known characterization of quantum
or private capacity of a quantum channel is given by the optimization of regularized information
quantities over an unbounded number of uses of the channel [Llo97, Sho02, CWY04, Dev05]. Since
these information quantities are additive for a special class of channels called degradable channels
[DS05, Smi08], the capacities of these channels can be calculated without any regularization. How-
ever, for the channels that are not degradable, these information quantities can be superadditive
[DSS98, SS07, SRS08, CEM+15, ES15], and quantum capacities can be superactivated for some of
these channels [SY08, SSY11]. Hence, it is difficult to determine the quantum or private capacity
of channels that are not degradable, and the natural way to characterize such channels is to bound
these capacities from above and below.
An important class of channels called phase-insensitive, bosonic Gaussian channels act as a
good model for the transmission of light through optical fibers or free space (see, e.g., [Ser17] for a
review). Within the past two decades, there have been advances in finding quantum and private
capacities of bosonic channels. In particular, when there is no constraint on the energy available
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at the transmitter, the quantum and private capacities of single-mode quantum-limited attenuator
and amplifier channels were given in [HW01, WPGG07, WHG12, QW17, WQ16]. However, the
availability of an unbounded amount of energy at the transmitter is not practically feasible, and
it is thus natural to place energy constraints on any communication protocol. Recently, a gen-
eral theory of energy-constrained quantum and private communication has been developed in
[WQ16], by building on notions developed in the context of other energy-constrained information-
processing tasks [Hol04]. For the particular case of bosonic Gaussian channels, formulas for the
energy-constrained quantum and private capacities of the single-mode pure-loss channel were
conjectured in [GSE08] and proven in [WHG12, WQ16]. Also, for a single-mode quantum-limited
amplifier channel, the energy-constrained quantum and private capacities have been established
in [QW17, WQ16].
What remains a pressing open question in the theory of Gaussian quantum information [Ser17]
is to determine formulas for or bounds on the quantum and private capacities of non-degradable
bosonic Gaussian channels. Of particular interest are phase-insensitive bosonic Gaussian chan-
nels, which serve as models for several physical processes. In this article, we address this query
by providing several bounds on the energy-constrained quantum and private capacities of all
phase-insensitive Gaussian channels.
To motivate the thermal channel model, consider that almost all communication systems are
affected by thermal noise [Cav82]. Even though the pure-loss channel has relevance in free-space
communication [YS78, Sha09], it represents an ideal situation in which the environment of the
channel is prepared in a vacuum state. Instead, consideration of a thermal state with a fixed mean
photon number NB as the state of the environment is more realistic, and such a channel is called
a bosonic Gaussian thermal channel [Sha09, RGR+17]. Hence, quantum thermal channels model
free-space communication with background thermal radiation affecting the input state in addi-
tion to transmission loss. Additionally, the dark counts of photon detectors can also be modeled
as arising from thermal photons in the environment [RGR+17, Sha09]. In the context of private
communication, a typical conservative model is to allow an eavesdropper access to the environ-
ment of a channel, and in particular, tampering by an eavesdropper can be modeled as the excess
noise realized by a thermal channel [NH04, LDTBG05].
Interestingly, quantum amplifier channels model spontaneous parametric down-conversion in
a nonlinear optical system [CDG+10], along with the dynamical Casimir effect in superconduct-
ing circuits [Moo70], the Unruh effect [Unr76], and Hawking radiation [Haw72]. Moreover, an
additive-noise channel is ubiquitous in quantum optics due to the fact that the aggregation of
many independent random disturbances will typically have a Gaussian distribution [Hal94].
2 Summary of results
Our main contribution is to establish several bounds on the energy-constrained quantum and
private capacities of single-mode, phase-insensitive bosonic Gaussian channels. We start by sum-
marizing our upper bounds on the energy-constrained quantum capacity of thermal channels. A
first upper bound is established by decomposing a thermal channel as a pure-loss channel fol-
lowed by a quantum-limited amplifier channel [CGH06, GPNBL+12] and using a data-processing
argument. We note that the same method was employed in [KS13], in order to establish an upper
bound on the classical capacity of the thermal channel (note that the general idea for the data-
processing argument comes from the earlier work in [WPG07, SS08]). Throughout, we call this
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first upper bound the “data-processing bound.” We also prove that this upper bound can be at
most 1.45 bits larger than a known lower bound [HW01, WHG12] on the energy-constrained quan-
tum and private capacity of a thermal channel. Moreover, the data-processing bound is very near
to a known lower bound for the case of low thermal noise and both low and high transmissivity.
We then prove that any phase-insensitive channel that is not entanglement-breaking [HSR03]
can be decomposed as the concatenation of a quantum-limited amplifier channel followed by a
pure-loss channel. This theorem was independently proven in [RMG18, NAJ18] (see also [SWAT17]).
It has been used to bound the unconstrained quantum capacity of a thermal channel in [RMG18],
via a data-processing argument. We use this technique to prove an upper bound on the energy-
constrained quantum and private capacities of a thermal channel. This technique has also been
used most recently in [NAJ18] in similar contexts. In particular, we find that this upper bound
is very near to a known lower bound for the case of low thermal noise and both low and high
transmissivity. Furthermore, this alternate data-processing upper bound and the data-processing
bound mentioned in the previous paragraph are incomparable, as one is better than the other for
certain parameter regimes.
Recently, the notion of approximate degradability of quantum channels was developed in
[SSWR17], and upper bounds on the quantum and private capacities of approximately degrad-
able channels were established for quantum channels with finite-dimensional input and output
systems. In our paper, we establish general upper bounds on the energy-constrained quantum and
private capacities of approximately degradable channels for infinite-dimensional systems. These
general upper bounds can be applied to any quantum channel that is approximately degradable
with energy constraints on the input and output states of the channels. In particular, we apply
these general upper bounds to bosonic Gaussian thermal and amplifier channels.
Our second upper bound is based on the notion of ε-degradability of thermal channels, and we
call this bound the “ε-degradable bound.” In this method, we first construct a degrading channel,
such that a complementary channel of the thermal channel is close in diamond distance [Kit97] to
the serial concatenation of the thermal channel followed by this degrading channel. In general,
it seems to be computationally hard to determine the diamond distance between two quantum
channels if the optimization is over input density operators acting on an infinite-dimensional
Hilbert space. However, in our setup, we address this difficulty by constructing a simulating
channel, which simulates the serial concatenation of the thermal channel and the aforementioned
degrading channel. Using this technique, an upper bound on the diamond distance reduces to
the calculation of the quantum fidelity between the environmental states of the thermal channel
and the simulating channel. Based on the fact that, for certain parameter regimes, the resulting
capacity upper bound is better than all other upper bounds reported here, we believe that our
aforementioned choice of a degrading channel is a good choice.
A third upper bound on the energy-constrained quantum capacity of thermal channels is es-
tablished using the concept of ε-close-degradability of a thermal channel, and we call this bound
the “ε-close-degradable bound.” In particular, we show that a low-noise thermal channel is ε-close
degradable, given that it is close in diamond distance to a pure-loss channel. We find that the ε-
close-degradable bound is very near to the data-processing bound for the case of low thermal
noise.
We compare these different upper bounds with a known lower bound on the quantum capac-
ity of a thermal channel [HW01, WHG12]. We find that the data-processing bound is very near
to a known capacity lower bound for low thermal noise and for both medium and high transmis-
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sivity. Moreover, we show that the maximum difference between the data-processing bound and
a known lower bound never exceeds 1/ ln 2 ≈ 1.45 bits for all possible values of parameters, and
this maximum difference is attained in the limit of infinite input mean photon number. This result
places a strong limitation on any possible superadditivity of coherent information of the thermal
channel. We note here that this kind of result was suggested without proof by the heuristic devel-
opments in [SS13]. Next, we plot these upper bounds as well as a known lower bound versus input
mean photon number for different values of the channel transmissivity η and thermal noise NB .
In particular, we find that the ε-close-degradable bound is very near to the data-processing bound
for low thermal noise and for both medium and high transmissivity. Moreover, all of these upper
bounds are very near to a known lower bound for low thermal noise and high transmissivity. We
also examine different parameter regimes where the ε-close-degradable bound is tighter than the
ε-degradable bound and vice versa. In particular, we find that the ε-degradable bound is tighter
than the ε-close degradable bound for the case of high thermal noise.
We find an interesting parameter regime where the ε-degradable bound is tighter than all
other upper bounds, as it becomes closest to a known lower bound for the case of high noise
and high input mean photon number. However, for the same parameter regime, if the input
mean photon number is low, then the data-processing bound is tighter than the ε-degradable
bound. This suggests that the upper bounds based on the notion of approximate degradability
are good for the case of high input mean photon number. We suspect that these bounds could be
further improved for the case of low input mean photon number if it were possible to compute or
tightly bound the energy-constrained diamond norm [Shi17a, Win17] (see also Section 12 for some
developments in this direction).
Similar to our bounds on the energy-constrained quantum capacity, we establish several upper
bounds on the energy-constrained private capacity of bosonic thermal channels. We also develop
an improved lower bound on the energy-constrained private capacity of a bosonic thermal chan-
nel. In particular, we find that for certain values of the channel transmissivity, a higher private
communication rate can be achieved by using displaced thermal states as information carriers
instead of coherent states.
Related to our bounds on energy-constrained quantum and private capacities of thermal chan-
nels, we establish several upper bounds on the same capacities of quantum amplifier channels.
We also establish upper bounds on the energy-constrained quantum and private capacities of an
additive-noise channel.
As one of the last technical developments of our paper, we address the question of com-
puting energy-constrained channel distances in a very broad sense, by considering the energy-
constrained, generalized channel divergence of two quantum channels, as an extension of the
generalized channel divergence developed in [LKDW18]. In particular, we prove that an optimal
Gaussian input state for the energy-constrained, generalized channel divergence of two particular
Gaussian channels is the two-mode squeezed vacuum state that saturates the energy constraint. It
is an interesting open question to determine whether the two-mode squeezed vacuum is optimal
among all input states, but we leave this for future work, simply noting for now that an answer
would lead to improved upper bounds on the energy-constrained quantum and private capacities
of the thermal and amplifier channels. At the least, we have proven that the optimal input state for
the particular Gaussian channels is such that its reduction to the channel input system is diagonal
in the photon number basis.
The rest of our paper is structured as follows. In Section 3, we summarize definitions and
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prior results relevant to our paper. We provide general upper bounds on the energy-constrained
quantum and private capacities of approximately degradable channels in Section 4. We use these
tools to establish several upper bounds on the energy-constrained quantum and private capaci-
ties of a thermal channel in Sections 5 and 7, respectively. A comparision of these different upper
bounds on energy-constrained quantum capacity of a thermal channel is discussed in Section 6.
We present an improvement on the achievable rate of private communication through thermal
channels, in Section 8. We establish bounds on energy-constrained capacities of a quantum am-
plifier channel and an additive-noise channel in Sections 9 and 10, respectively. In Section 11,
we discuss recent developments from [RMG18] on the unconstrained quantum capacity of a ther-
mal channel, and we then provide another upper bound on the energy-constrained quantum and
private capacities of a thermal channel. We discuss the optimization of the Gaussian energy-
constrained generalized channel divergence in Section 12. Finally, we summarize our results and
conclude in Section 13.
3 Preliminaries
Background on quantum information in infinite-dimensional systems is available in [Hol12] (see
also [Hol04, SH08, HS10, HZ11, Shi15, Shi16]). In this section, we explain our notations and dis-
cuss prior results relevant for our paper.
Quantum states and channels. LetH denote a separable Hilbert space, let B(H) denote the set of
bounded operators acting on H, and let P(H) denote the subset of B(H) that consists of positive
semi-definite operators. Let T (H) denote the set of trace-class operators, defined such that their
trace norm is finite: ‖A‖1 ≡ Tr{|A|} < ∞, where |A| ≡
√
A†A. Let D(H) denote the set of
density operators (positive semi-definite with unit trace) acting on H. A quantum channel N :
T (HA) → T (HB) is a completely positive, trace-preserving linear map. Using the Stinespring
dilation theorem [Sti55], a quantum channel can be expressed in terms of a linear isometry: i.e.,
there exists another Hilbert space HE and a linear isometry U : HA → HB ⊗HE such that for all
ωA ∈ T (HA), the following equality holds: N (ωA) = TrE{UωAU †}. A complementary channel
NˆA→E of NA→B is defined as NˆA→E = TrB{UωAU †}. A quantum channel NA→B is degradable
[DS05] if there exists a quantum channelDB→E such thatDB→E(NA→B(ωA)) = NˆA→E(ωA), for all
ωA ∈ T (HA).
Quantum entropies and information. The quantum entropy of a state ρ ∈ D(H) is defined as
H(ρ) ≡ −Tr{ρ log2 ρ}. It is a non-negative, concave, lower semicontinuous function [Weh76] and
not necessarily finite [BV13]. The binary entropy function is defined for x ∈ [0, 1] as
h2(x) ≡ −x log2 x− (1− x) log2(1− x). (3.1)
Throughout the paper we use a function g(x), which is the entropy of a bosonic thermal state with
mean photon number x ≥ 0:
g(x) ≡ (x+ 1) log2(x+ 1)− x log2 x. (3.2)
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By continuity, we have that h2(0) = limx→0 h2(x) = 0 and g(0) = limx→0 g(x) = 0. The quantum
relative entropy D(ρ‖σ) of ρ, σ ∈ D(H) is defined as [Fal70, Lin73]
D(ρ‖σ) ≡
∑
i
〈i|ρ log2 ρ− ρ log2 σ + σ − ρ|i〉, (3.3)
where {|i〉}∞i=1 is an orthonormal basis of eigenvectors of the state ρ, if supp(ρ) ⊆ supp(σ) and
D(ρ‖σ) = ∞ otherwise. The quantum relative entropy D(ρ‖σ) is non-negative for ρ, σ ∈ D(H)
and is monotone with respect to a quantum channel [Lin75] N : T (HA)→ T (HB):
D(ρ‖σ) ≥ D(N (ρ)‖N (σ)). (3.4)
The quantum mutual information I(A;B)ρ of a bipartite state ρAB ∈ D(HA ⊗ HB) is defined
as [Lin73]
I(A;B)ρ ≡ D(ρAB‖ρA ⊗ ρB). (3.5)
The coherent information I(A〉B)ρ of ρAB is defined as [SN96, HS10, Kuz11]
I(A〉B)ρ ≡ I(A;B)ρ −H(A)ρ, (3.6)
when H(A)ρ <∞. This expression reduces to
I(A〉B)ρ = H(B)ρ −H(AB)ρ, (3.7)
if H(B)ρ <∞.
Quantum fidelity, trace distance, and diamond distance. The fidelity of two quantum states
ρ, σ ∈ D(H) is defined as [Uhl76] F (ρ, σ) ≡ ∥∥√ρ√σ∥∥2
1
. The trace distance between two den-
sity operators ρ, σ ∈ D(H) is equal to ‖ρ− σ‖1. The operational interpretation of trace dis-
tance is that it is linearly related to the maximum success probability in distinguishing two quan-
tum states. The diamond norm of a Hermiticity preserving linear map S is defined as ‖S‖ ≡
supρRA∈D(HR⊗HA) ‖(idR⊗SA→B)(ρRA)‖1, where idR is the identity map acting on a Hilbert spaceHR
corresponding to an arbitrarily large reference system [Kit97]. It suffices to optimize with respect
to input states ρ that are pure. The diamond-norm distance ‖N −M‖ is a measure of the distin-
guishability of two quantum channels N andM.
Approximate degradability. The concept of approximate degradability was introduced in [SSWR17].
The following two definitions of approximate degradability will be useful in our paper.
Definition 1 (ε-degradable [SSWR17]) A channelNA→B is ε-degradable if there exists a channelDB→E
such that 12
∥∥∥Nˆ − D ◦ N∥∥∥

≤ ε, where Nˆ denotes a complementary channel of N .
Definition 2 (ε-close-degradable [SSWR17]) A channel NA→B is ε-close-degradable if there exists a
degradable channelMA→B such that 12 ‖N −M‖ ≤ ε.
Remark 3 LetNA→B be a quantum channel that is ε-close-degradable. ThenNA→B is ε+2
√
ε-degradable
by [SSWR17, Proposition A.5]. A converse implication is not known to hold.
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Energy-constrained continuity bounds. Next, we recall the definition of an energy observable
and a Gibbs observable [Hol12, Win16]. We also review the uniform continuity of conditional
quantum entropy with energy constraints [Win16]. When defining a Gibbs observable, we follow
[Hol12, Win16].
Definition 4 (Energy observable) Let G be a positive semi-definite operator. We assume that it has
discrete spectrum and that it is bounded from below. In particular, let {|ek〉}k be an orthonormal basis for a
Hilbert spaceH, and let {gk}k be a sequence of non-negative real numbers. Then
G =
∞∑
k=1
gk|ek〉〈ek| (3.8)
is a self-adjoint operator that we call an energy observable.
Definition 5 (Extension of energy observable) The nth extension Gn of an energy observable G is de-
fined as
Gn =
1
n
(G⊗ I ⊗ · · · ⊗ I + · · ·+ I ⊗ · · · ⊗ I ⊗G), (3.9)
where n is the number of factors in each tensor product above.
Definition 6 (Gibbs Observable) An energy observableG is a Gibbs observable if for all β > 0, we have
Tr{exp(−βG)} <∞, so that the partition function Z(β) := Tr{exp(−βG)} has a finite value and hence
exp(−βG)/Tr{exp(−βG)} is a well defined thermal state.
For a Gibbs observable G, let us consider a quantum state ρ such that Tr{Gρ} ≤ W . There exists
a unique state that maximizes the entropy H(ρ), and this unique maximizer has the Gibbs form
γ(W ) = exp(−β(W )G)/Z(β(W )), where β(W ) is the solution of the equation:
Tr{exp(−βG)(G−W )} = 0. (3.10)
In particular, for the Gibbs observable G = ~ωnˆ, where nˆ = aˆ†aˆ is the photon number operator, a
thermal state (mean photon number n¯) that saturates the energy constrained inequality Tr{Gρ} ≤
W , gives the maximum value of the entropy:
H(γ(W )) = g(n¯) = (n¯+ 1) log2(n¯+ 1)− n¯ log2 n¯ . (3.11)
Here, we have fixed the ground-state energy to be equal to zero. In some parts of our paper, we
take the Gibbs observable to be the number operator, and we use the terminology “mean photon
number” and “energy” interchangeably.
The following lemma is a uniform continuity bound for the conditional quantum entropy with
energy constraints [Win16]:
Lemma 1 (Meta-Lemma 17, [Win16]) For a Gibbs observable G ∈ P(HA), and states ωAB, τAB ∈
D(HA ⊗HB), such that 12 ‖ωAB − τAB‖1 ≤ ε < ε′ ≤ 1, Tr{(G ⊗ IB)ωAB}, Tr{(G ⊗ IB)τAB} ≤ W ,
where W ∈ [0,∞) and δ = (ε′ − ε)/(1 + ε′), the following inequality holds
|H(A|B)ω −H(A|B)τ | ≤ (2ε′ + 4δ)H(γ(W/δ)) + g(ε′) + 2h2(δ) . (3.12)
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Throughout the paper, we consider only those quantum channels that satisfy the following
finite output entropy condition:
Condition 7 (Finite output entropy) LetG be a Gibbs observable andW ∈ [0,∞). A quantum channel
N satisfies the finite-output entropy condition with respect to G and W if
sup
ρ : Tr{Gρ}≤W
H(N (ρ)) <∞, (3.13)
Gaussian states and channels. We now deliver a brief review of Gaussian states and channels,
and we point to [Ser17] for more details. Gaussian channels model natural physical processes such
as photon loss, photon amplification, thermalizing noise, or random kicks in phase space. They
satisfy Condition 7 when the Gibbs observable for m modes is taken to be
Eˆm ≡
m∑
j=1
ωj aˆ
†
j aˆj , (3.14)
where ωj > 0 is the frequency of the jth mode and aˆj is the photon annihilation operator for the
jth mode, so that aˆ†j aˆj is the photon number operator for the jth mode.
Let
xˆ ≡ [qˆ1, . . . , qˆm, pˆ1, . . . , pˆm] ≡ [xˆ1, . . . , xˆ2m] (3.15)
denote a vector of position- and momentum-quadrature operators, satisfying the canonical com-
mutation relations:
[xˆj , xˆk] = iΩj,k, where Ω ≡
[
0 1
−1 0
]
⊗ Im, (3.16)
and Im denotes the m×m identity matrix. We take the annihilation operator for the jth mode as
aˆj = (qˆj + ipˆj)/
√
2. For ξ ∈ R2m, we define the unitary displacement operator D(ξ) ≡ exp(iξTΩxˆ).
Displacement operators satisfy the following relation:
D(ξ)†D(ξ′) = D(ξ′)D(ξ)† exp(iξTΩξ′). (3.17)
Every state ρ ∈ D(H) has a corresponding Wigner characteristic function, defined as
χρ(ξ) ≡ Tr{D(ξ)ρ}, (3.18)
and from which we can obtain the state ρ as
ρ =
1
(2pi)m
∫
d2mξ χρ(ξ) D
†(ξ). (3.19)
A quantum state ρ is Gaussian if its Wigner characteristic function has a Gaussian form as
χρ(ξ) = exp
(
−1
4
[Ωξ]T V ρΩξ + [Ωµρ]T ξ
)
, (3.20)
where µρ is the 2m × 1 mean vector of ρ, whose entries are defined by µρj ≡ 〈xˆj〉ρ and V ρ is the
2m× 2m covariance matrix of ρ, whose entries are defined as
V ρj,k ≡ 〈{xˆj − µρj , xˆk − µρk}〉. (3.21)
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The following condition holds for a valid covariance matrix: V + iΩ ≥ 0, which is a manifestation
of the uncertainty principle [SMD94].
A thermal Gaussian state θβ of m modes with respect to Eˆm from (3.14) and having inverse
temperature β > 0 thus has the following form:
θβ = e
−βEˆm/Tr{e−βEˆm}, (3.22)
and has a mean vector equal to zero and a diagonal 2m×2m covariance matrix. One can calculate
that the photon number in this state is equal to∑
j
1
eβωj − 1 . (3.23)
A single-mode thermal state with mean photon number n¯ = 1/(eβω − 1) has the following repre-
sentation in the photon number basis:
θ(n¯) ≡ 1
1 + n¯
∞∑
n=0
(
n¯
n¯+ 1
)n
|n〉〈n| . (3.24)
It is also well known that thermal states can be written as a Gaussian mixture of displacement
operators acting on the vacuum state:
θβ =
∫
d2mξ p(ξ) D(ξ) [|0〉〈0|]⊗mD†(ξ), (3.25)
where p(ξ) is a zero-mean, circularly symmetric Gaussian distribution. From this, it also follows
that randomly displacing a thermal state in such a way leads to another thermal state of higher
temperature:
θβ =
∫
d2mξ q(ξ) D(ξ)θβ′D
†(ξ), (3.26)
where β′ ≥ β and q(ξ) is a particular circularly symmetric Gaussian distribution.
In our paper, we employ the two-mode squeezed vacuum state with parameter n¯, which is
equivalent to a purification of the thermal state in (3.24) and is defined as
|ψTMS(n¯)〉 ≡ 1√
n¯+ 1
∞∑
n=0
√(
n¯
n¯+ 1
)n
|n〉R|n〉A . (3.27)
A 2m×2mmatrix S is symplectic if it preserves the symplectic form: SΩST = Ω. According to
Williamson’s theorem [Wil36], there is a diagonalization of the covariance matrix V ρ of the form
V ρ = Sρ (Dρ ⊕Dρ) (Sρ)T , (3.28)
where Sρ is a symplectic matrix and Dρ ≡ diag(ν1, . . . , νm) is a diagonal matrix of symplectic
eigenvalues such that νi ≥ 1 for all i ∈ {1, . . . ,m}. Computing this decomposition is equivalent to
diagonalizing the matrix iV ρΩ [WTLB17, Appendix A].
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The entropy H(ρ) of a quantum Gaussian state ρ is a direct function of the symplectic eigen-
values of its covariance matrix V ρ [Ser17]:
H(ρ) =
m∑
j=1
g((νj − 1)/2), (3.29)
where g(·) is defined in (3.2).
The Hilbert–Schmidt adjoint of a Gaussian quantum channel NX,Y from l modes to m modes
has the following effect on a displacement operator D(ξ) [Ser17]:
D(ξ) 7→ D(XT ξ) exp
(
−1
2
ξTY ξ + iξTΩd
)
, (3.30)
where X is a real 2m× 2l matrix, Y is a real 2m× 2m positive semi-definite matrix, and d ∈ R2m,
such that they satisfy
Y + iΩ− iXΩXT ≥ 0. (3.31)
The effect of the channel on the mean vector µρ and the covariance matrix V ρ is thus as follows:
µρ 7−→ Xµρ + d, (3.32)
V ρ 7−→ XV ρXT + Y. (3.33)
A phase-insensitive, single-mode bosonic Gaussian channel adds an equal amount of noise to each
quadrature of the electromagnetic field, such that
X = diag(
√
τ ,
√
τ), (3.34)
Y = diag(ν, ν), (3.35)
d = 0, (3.36)
where τ ∈ [0, 1] corresponds to attenuation, τ ≥ 1 amplification, and ν is the variance of an
additive noise. Moreover, the following inequalities should hold
ν ≥ 0, (3.37)
ν2 ≥ (1− τ)2, (3.38)
in order for the map to be a legitimate completely positive and trace preserving map. The channel
is entanglement breaking [HSR03] if the following inequality holds [Hol08]
ν ≥ τ + 1. (3.39)
All Gaussian channels are covariant with respect to displacement operators. That is, the fol-
lowing relation holds
NX,Y (D(ξ)ρD†(ξ)) = D(Xξ)NX,Y (ρ)D†(Xξ), (3.40)
and note that D(Xξ) is a tensor product of local displacement operators.
Just as every quantum channel can be implemented as a unitary transformation on a larger
space followed by a partial trace, so can Gaussian channels be implemented as a Gaussian unitary
on a larger space with some extra modes prepared in the vacuum state, followed by a partial trace
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[CEGH08]. Given a Gaussian channel NX,Y with Z such that Y = ZZT we can find two other
matrices XE and ZE such that there is a symplectic matrix
S =
[
X Z
XE ZE
]
, (3.41)
which corresponds to the Gaussian unitary transformation on a larger space. The complementary
channel NˆXE ,YE from input to the environment then effects the following transformation on mean
vectors and covariance matrices:
µρ 7−→ XEµρ, (3.42)
V ρ 7−→ XEV ρXTE + YE , (3.43)
where YE ≡ ZEZTE .
Quantum thermal channel. A quantum thermal channel is a Gaussian channel that can be charac-
terized by a beamsplitter of transmissivity η ∈ (0, 1), coupling the signal input state with a thermal
state with mean photon number NB ≥ 0, and followed by a partial trace over the environment.
In the Heisenberg picture, the beamsplitter transformation is given by the following Bogoliubov
transformation:
bˆ =
√
ηaˆ−
√
1− ηeˆ, (3.44)
eˆ′ =
√
1− ηaˆ+√ηeˆ, (3.45)
where aˆ, bˆ, eˆ, and eˆ′ are the annihilation operators representing the sender’s input mode, the re-
ceiver’s output mode, an environmental input mode, and an environmental output mode of the
channel, respectively. Throughout the paper, we represent the thermal channel by Lη,NB . If the
mean photon number at the input of a thermal channel is no larger thanNS , then the total number
of photons that make it through the channel to the receiver is no larger than ηNS + (1− η)NB .
Quantum amplifier channel. A quantum amplifier channel is a Gaussian channel that can be
characterized by a two-mode squeezer with parameter G > 1, coupling the signal input state
with a thermal state with mean photon number NB ≥ 0, and followed by a partial trace over
the environment. In the Heisenberg picture, the two-mode squeezer implementing a quantum
amplifier channel has the following Bogoliubov transformation:
bˆ =
√
Gaˆ+
√
G− 1eˆ†, (3.46)
eˆ′ =
√
G− 1aˆ† +
√
Geˆ , (3.47)
where aˆ, bˆ, eˆ, and eˆ′ correspond to the same parties as discussed above. Throughout the paper, we
represent the noisy amplifier channel byAG,NB , and the quantum-limited amplifier channel (with
NB = 0) by AG,0.
Additive-noise channel. An additive-noise channel is specified by the following completely pos-
itive and trace preserving map:
Nn¯(ρ) ≡
∫
d2α Pn¯(α)D(α)ρD
†(α), (3.48)
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where Pn¯ = exp(−|α|2/n¯)/(pin¯) and D(α) is a displacement operator for the input mode. The
variance n¯ > 0 completely characterizes the channel Nn¯, and it roughly represents the number of
noise photons added to the input mode by the channel.
Continuity of output entropy. The following theorem on continuity of output entropy for infinite-
dimensional systems with finite average energy constraints is a direct consequence of [LS09, The-
orem 11] and Lemma 1.
Theorem 8 Let NA→B andMA→B be quantum channels, G ∈ P(HB) be a Gibbs observable, such that
Tr{GnN⊗n(ρAn)}, Tr{GnM⊗n(ρAn)} ≤W , (3.49)
where W ∈ [0,∞) and ρRAn ∈ D(HR ⊗H⊗nA ). If 12 ‖N −M‖ ≤ ε < ε′ ≤ 1 and δ = (ε′ − ε)/(1 + ε′),
then the following inequality holds∣∣H((idR⊗N⊗nA→B)(ρRAn))−H((idR⊗M⊗nA→B)(ρRAn))∣∣
≤ n[(2ε′ + 4δ)H(γ(W/δ)) + g(ε′) + 2h2(δ)]. (3.50)
Proof. Let
ρj = (idR⊗M⊗jA→B ⊗N⊗(n−j)A→B )(ρRAn) , (3.51)
and consider the following chain of inequalities:∣∣H(RBn)ρ0 −H(RBn)ρn∣∣
=
∣∣∣∣∣∣
n∑
j=1
H(RBn)ρj−1 −H(RBn)ρj
∣∣∣∣∣∣ (3.52)
≤
n∑
j=1
∣∣H(RBn)ρj−1 −H(RBn)ρj ∣∣ (3.53)
=
n∑
j=1
∣∣H(Bj |RB1 · · ·Bj−1Bj+1 · · ·Bn)ρj−1 −H(Bj |RB1 · · ·Bj−1Bj+1 · · ·Bn)ρj ∣∣ (3.54)
≤ n[(2ε′ + 4δ)
 n∑
j=1
1
n
H(γ(Wj/δ))
+ g(ε′) + 2h2(δ)] (3.55)
≤ n[(2ε′ + 4δ)H
 1
n
n∑
j=1
γ(Wj/δ)
+ g(ε′) + 2h2(δ)] (3.56)
≤ n[(2ε′ + 4δ)H (γ(W/δ)) + g(ε′) + 2h2(δ)] . (3.57)
The first inequality follows from the triangle inequality. The second equality follows from the
fact that the states ρj and ρj−1 are the same except for the jth output system. Let Wj denote
an energy constraint on the jth output state of both the channels N and M, i.e., Tr{GN (ρAj )},
Tr{GM(ρAj )} ≤ Wj and 1n
∑
jWj ≤ W . Then the second inequality follows because 12‖ρj −
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ρj−1‖1 ≤ ε for the given channels, and we use Lemma 1 for the jth output system. The third
inequality follows from concavity of entropy. The final inequality follows because
Tr
 1n
n∑
j=1
G γ(Wj/δ)
 = 1n
n∑
j=1
Tr{G γ(Wj/δ)} ≤W/δ, (3.58)
and γ(W/δ) is the Gibbs state that maximizes the entropy corresponding to the energy W/δ.
Continuity of capacities for channels. The continuity of various capacities of quantum channels
has been discussed in [LS09, Lemma 12]. The general form for the classical, quantum, or private
capacity of a channel N can be defined as F (N ) = limn→∞ 1n supP (n) fn(N⊗n, P (n)), where {fn}n
denotes a family of functions, and P (n) represents states or parameters over which an optimization
is performed. Then the following lemma holds [LS09].
Lemma 2 (Lemma 12, [LS09]) If F (N ) = limn→∞ 1n supP (n) fn(N⊗n, P (n)) for a channel N and ∀
n, P (n),
∣∣fn(N⊗n, P (n))− fn(M⊗n, P (n))∣∣ ≤ nc, then |F (N )− F (M)| ≤ c.
Energy-constrained quantum and private capacities. The energy-constrained quantum and pri-
vate capacities of quantum channels have been defined in [WQ16, Section III]. In what follows, we
review the definition of quantum communication and private communication codes, achievable
rates, and regularized formulas for energy-constrained quantum and private capacities.
Energy-constrained quantum capacity. An (n,M,G,W, ε) code for energy-constrained quantum
communication consists of an encoding channel En : T (HS) → T (H⊗nA ) and a decoding channel
Dn : T (H⊗nB ) → T (HS), where M = dim(HS). The energy constraint is such that the following
bound holds for all states resulting from the output of the encoding channel En:
Tr{GnEn(ρS)} ≤W , (3.59)
where ρS ∈ D(HS). Note that
Tr
{
GnEn(ρS)
}
= Tr {Gρn} , (3.60)
where
ρn ≡
1
n
n∑
i=1
TrAn\Ai{En(ρS)}. (3.61)
due to the i.i.d. nature of the observable Gn. Furthermore, the quantum communication code
satisfies the following reliability condition such that for all pure states φRS ∈ D(HR ⊗HS),
F (φRS , (idR⊗[Dn ◦ N⊗n ◦ En])(φRS)) ≥ 1− ε , (3.62)
whereHR is isomorphic toHS . A rateR is achievable for quantum communication overN subject
to the energy constraint W if for all ε ∈ (0, 1), δ > 0, and sufficiently large n, there exists an
(n, 2n[R−δ], G,W, ε) energy-constrained quantum communication code. The energy-constrained
quantum capacity Q(N , G,W ) of N is equal to the supremum of all achievable rates.
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If the channel N satisfies Condition 7 and G is a Gibbs observable, then the quantum capacity
Q(N , G,W ) is equal to the regularized energy-constrained coherent information of the channelN
[WQ16]
Q(N , G,W ) = lim
n→∞
1
n
Ic(N⊗n, Gn,W ), (3.63)
where the energy-constrained coherent information of the channel is defined as [WQ16]
Ic(N , G,W ) ≡ sup
ρ:Tr{ρG}≤W
H(N (ρ))−H(Nˆ (ρ)), (3.64)
and Nˆ denotes a complementary channel ofN . Note that another definition of energy-constrained
quantum communication is possible, but it leads to the same value for the capacity in the asymp-
totic limit of many channel uses [WQ16].
Energy-constrained private capacity. An (n,M,G,W, ε) code for private communication consists
of a set {ρmAn}Mm=1 of quantum states, each in D(H⊗nA ), and a POVM {ΛmBn}Mm=1 such that
Tr
{
Gnρ
m
An
} ≤W, (3.65)
Tr{ΛmBnN⊗n(ρmAn)} ≥ 1− ε, (3.66)
1
2
∥∥∥Nˆ⊗n(ρmAn)− ωEn∥∥∥
1
≤ ε, (3.67)
for all m ∈ {1, . . . ,M}, with ωEn some fixed state in D(H⊗nE ). In the above, Nˆ is a channel com-
plementary to N . A rate R is achievable for private communication over N subject to energy
constraint W if for all ε ∈ (0, 1), δ > 0, and sufficiently large n, there exists an (n, 2n[R−δ], G,W, ε)
private communication code. The energy-constrained private capacity P (N , G,W ) of N is equal
to the supremum of all achievable rates.
An upper bound on the energy-constrained private capacity of a channel has been established
in [WQ16], but the lower bound still needs a detailed proof. However, the results in [WQ16]
suggest the validity of the following form. If the channel N satisfies Condition 7 and G is a Gibbs
observable, then the energy-constrained private capacity P (N , G,W ) is given by the regularized
energy-constrained private information of the channel:
P (N , G,W ) = lim
n→∞
1
n
P (1)(N⊗n, Gn,W ), (3.68)
where the energy-constrained private information is defined as
P (1)(N , G,W ) ≡ sup
ρ¯EA :Tr{Gρ¯EA}≤W
∫
dx pX(x)[D(N (ρxA)‖N (ρ¯EA))−D(Nˆ (ρxA)‖Nˆ (ρ¯EA))], (3.69)
and ρ¯EA ≡
∫
dx pX(x)ρ
x
A is an average state of the ensemble
EA ≡ {pX(x), ρxA}, (3.70)
and Nˆ denotes a complementary channel ofN . Note that another definition of energy-constrained
private communication is possible, but it leads to the same value for the capacity in the asymptotic
limit of many channel uses [WQ16].
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Remark 9 The unconstrained quantum and private capacities of a quantum channel N are defined in the
same way as above but without the energy constraints demanded in (3.59) and (3.65). As a consequence
of these definitions and the fact that the set of states with finite but arbitrarily large energy is dense in the
set of all states, for channels satisfying the finite output-entropy condition for every energy W ≥ 0, the
unconstrained quantum and private capacities are respectively given by
sup
W≥0
Q(N , G,W ), sup
W≥0
P (N , G,W ). (3.71)
4 Bounds on energy-constrained quantum and private capacities of ap-
proximately degradable channels
In this section, we derive upper bounds on the energy-constrained quantum and private capaci-
ties of approximately degradable channels. We derive these bounds for both ε-degradable (Defi-
nition 1) and ε-close-degradable (Definition 2) channels. This general form for the upper bounds
on the energy-constrained quantum and private capacities of approximately degradable channels
will be directly used in establishing bounds on the capacities of quantum thermal channels.
We begin by defining the conditional entropy of degradation, which will be useful for finding up-
per bounds on the energy-constrained quantum and private capacities of an ε-degradable channel.
A similar quantity has been defined for the finite-dimensional case in [SSWR17].
Definition 10 (Conditional entropy of degradation) Let NA→B and DB→E be quantum channels,
and let G ∈ P(HA) be a Gibbs observable. We define the conditional entropy of degradation as follows:
UD(N , G,W ) = sup
ρ : Tr{Gρ}≤W
[H(N (ρ))−H(D ◦ N (ρ))] , (4.1)
where W ∈ [0,∞). For a Stinespring dilation V : T (B)→ T (E)⊗ T (F ) of the channel D,
UD(N , G,W ) = sup
ρ : Tr{Gρ}≤W
[H(F |E)V◦N (ρ)] . (4.2)
We note that the conditional entropy of degradation can be understood as the negative entropy
gain of the channel DB→E [Ali04, Hol10, Hol11a, Hol11b], with the optimization over input states
N (ρ) restricted to being in the image of N and obeying the energy constraint Tr{Gρ} ≤W . Next,
we show that the conditional entropy of degradation in (4.2) is additive.
Lemma 3 Let NA→B and DB→E be quantum channels, let G ∈ P(HA) be a Gibbs observable, and let
W ∈ [0,∞). Then for all integer n ≥ 1
UD⊗n(N⊗n, Gn,W ) = n[UD(N , G,W )] . (4.3)
Proof. The following inequality
UD⊗n(N⊗n, Gn,W ) ≥ n[UD(N , G,W )] (4.4)
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follows trivially because a product input state is a particular state of the form required in the
optimization of UD⊗n(N⊗n, Gn,W ). We now prove the less trivial inequality
UD⊗n(N⊗n, Gn,W ) ≤ n[UD(N , G,W )] . (4.5)
Consider the following chain of inequalities:
H(Fn|En)(V⊗n◦N⊗n)(ρAn ) ≤
n∑
i=1
H(Fi|Ei)(V◦N )(ρAi ) (4.6)
≤ n[H(F |E)(V◦N )(ρ¯n)] (4.7)
≤ n[UD(N , G,W )] , (4.8)
where ρ¯n = 1n
∑n
i=1 ρAi . The first inequality follows from several applications of strong subad-
ditivity [LR73b, LR73a]. The second inequality follows from concavity of conditional entropy
[LR73b, LR73a]. The last inequality follows because Tr{GnρAn} = Tr{Gρ¯n} ≤ W and the condi-
tional entropy of degradation UD(N , G,W ) involves an optimization over all input states obeying
this energy constraint. Since the chain of inequalities is true for all input states ρAn satisfying the
input energy constraint, the desired result follows.
4.1 Bound on the energy-constrained quantum capacity of an ε-degradable channel
An upper bound on the quantum capacity of an ε-degradable channel was established as [SSWR17,
Theorem 3.1(ii)] for the finite-dimensional case. Here, we prove a related bound for the infinite-
dimensional case with finite average energy constraints on the input and output states of the
channels.
Theorem 11 LetNA→B be an ε-degradable channel with a degrading channelDB→E′ , and letG ∈ P(HA)
and G′ ∈ P(HE′) be Gibbs observables, such that for all input states ρAn ∈ D(H⊗nA ) satisfying input
average energy constraints Tr{GnρAn} ≤W , the following output average energy constraints are satisfied:
Tr{G′nNˆ⊗n(ρAn)}, Tr{G′n(D⊗n ◦ N⊗n)(ρAn)} ≤W ′ , (4.9)
where NˆA→E is a complementary channel of N and E′ ' E. Then the energy-constrained quantum
capacity Q(N , G,W ) is bounded from above as
Q(N , G,W ) ≤ UD(N , G,W ) + (2ε′ + 4δ)H(γ(W ′/δ)) + g(ε′) + 2h2(δ) , (4.10)
with ε′ ∈ (ε, 1], W,W ′ ∈ [0,∞), and δ = (ε′ − ε)/(1 + ε′).
Proof. Let
σBn = N⊗n(ρAn) ,
ρj
E′jE(n−j) = (D⊗j ◦ N⊗j)⊗ Nˆ⊗(n−j)(ρAn) ,
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and consider the following chain of inequalities:
H(Bn)σ −H(En)ρ0
= H(Bn)σ −H(E′n)ρn +H(E′n)ρn −H(En)ρ0 (4.11)
≤ UD⊗n(N⊗n, Gn,W ) +H(E′n)ρn −H(En)ρ0 (4.12)
= n UD(N , G,W )
+
n∑
j=1
[H(E′j |E′1 . . . E′j−1Ej+1 . . . En)ρj −H(Ej |E′1 . . . E′j−1Ej+1 . . . En)ρj−1 ] (4.13)
≤ n[UD(N , G,W ) + (2ε′ + 4δ)
 n∑
j=1
1
n
H(γ(W ′j/δ))
+ g(ε′) + 2h2(δ)] (4.14)
≤ n[UD(N , G,W ) + (2ε′ + 4δ)H
 1
n
n∑
j=1
γ(W ′j/δ)
+ g(ε′) + 2h2(δ)] (4.15)
≤ n[UD(N , G,W ) + (2ε′ + 4δ)H
(
γ(W ′/δ)
)
+ g(ε′) + 2h2(δ)] , (4.16)
The first inequality follows from the definition in (4.1). The second equality follows from Lemma 3
and the telescoping technique. Let W ′j denote the energy constraint on the jth output state of both
the channels D ◦ N and Nˆ , i.e., Tr{G′(D ◦ N )(ρAj )},Tr{G′Nˆ (ρAj )} ≤ W ′j where 1n
∑
jW
′
j ≤ W ′.
Then the second inequality holds because 12‖ρj − ρj−1‖1 ≤ ε for the given channels, and we
use Lemma 1 for the jth output system. The third inequality follows from concavity of entropy.
The last inequality follows because Tr{ 1n
∑n
j=1Gγ(W
′
j/δ)} = 1n
∑n
j=1 Tr{Gγ(W ′j/δ)} ≤ W ′/δ, and
γ(W ′/δ) is the Gibbs state that maximizes the entropy corresponding to the energy W ′/δ. Since
the chain of inequalities is true for all ρAn satisfying the input average energy constraint, from
(3.64) and the above, we get that
1
n
Ic(N⊗n, Gn,W ) ≤ UD(N , G,W ) + (2ε′ + 4δ)H
(
γ(W ′/δ)
)
+ g(ε′) + 2h2(δ) . (4.17)
Since the last inequality holds for all n, we obtain the desired result by taking the limit n→∞ and
applying (3.63).
4.2 Bound on the energy-constrained quantum capacity of an ε-close-degradable chan-
nel
An upper bound on the quantum capacity of an ε-close-degradable channel was established as
[SSWR17, Proposition A.2(i)] for the finite-dimensional case. Here, we provide a bound for the
infinite-dimensional case with finite average energy constraints on the input and output states of
the channels.
Theorem 12 LetNA→B be an ε-close-degradable channel, i.e., 12 ‖N −M‖ ≤ ε < ε′ ≤ 1, whereMA→B
is a degradable channel. Let G ∈ P(HA), G′ ∈ P(HB) be Gibbs observables, such that for all input states
ρRAn ∈ D(HR ⊗ H⊗nA ) satisfying the input average energy constraint Tr{GnρAn} ≤ W , the following
output average energy constraints are satisfied:
Tr{G′nN⊗n(ρAn)}, Tr{G′nM⊗n(ρAn)} ≤W ′ , (4.18)
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where W,W ′ ∈ [0,∞). Then the energy-constrained quantum capacity Q(N , G,W ) is bounded from
above as
Q(N , G,W ) ≤ Ic(M, G,W ) + (4ε′ + 8δ)H(γ(W ′/δ)) + 2g(ε′) + 4h2(δ) , (4.19)
with ε′ ∈ (ε, 1] and δ = (ε′ − ε)/(1 + ε′).
Proof. Let ωRBn = (idR⊗N⊗n)(ρRAn) and τRBn = (idR⊗M⊗n)(ρRAn), and consider the following
chain of inequalities:
H(Bn)ω −H(RBn)ω −H(Bn)τ +H(RBn)τ
= H(Bn)ω −H(Bn)τ +H(RBn)τ −H(RBn)ω (4.20)
≤ 2n[(2ε′ + 4δ)H(γ(W/δ)) + g(ε′) + 2h2(δ)] , (4.21)
The first inequality follows from applying Theorem 8 twice. Then from Lemma 2,
Q(N , G,W ) ≤ Q(M, G,W ) + (4ε′ + 8δ)H(γ(W ′/δ)) + 2g(ε′) + 4h2(δ). (4.22)
The desired result follows from the fact that the energy-constrained quantum capacity of a degrad-
able channel is equal to the energy-constrained coherent information of the channel [WQ16].
4.3 Bound on the energy-constrained private capacity of an ε-degradable channel
In this section, we first derive an upper bound on the private capacity of an ε-degradable channel
for the finite-dimensional case, which is different from any of the bounds presented in [SSWR17].
Then, we generalize this bound to the infinite-dimensional case with finite average energy con-
straints on the input and output states of the channels.
Theorem 13 Let NA→B be a finite-dimensional ε-degradable channel with a degrading channel DB→E′ ,
and let Nˆ : T (A)→ T (E) be a complementary channel of N , such that E′ ' E. If
UD(N ) = max
ρ∈D(HA)
[H(N (ρ))−H((D ◦ N )(ρ))], (4.23)
then the private capacity P (N ) of N is bounded from above as
P (N ) ≤ UD(N ) + 6ε log2 dim(HE) + 3g(ε) . (4.24)
Proof. Consider Stinespring dilations U : T (A)→ T (B)⊗T (E) and V : T (B)→ T (E′)⊗T (F ) of
the channel N and the degrading channel D, respectively. Let ρXAn be a classical–quantum state
in correspondence with an ensemble {pX(x), ρxAn}:
ρXAn =
∑
x
pX(x)|x〉〈x|X ⊗ ρxAn , (4.25)
and let
ωXEnE′nFn =
∑
x
pX(x)|x〉〈x|X ⊗ (id⊗nE ⊗V⊗n) ◦ U⊗n(ρxAn) . (4.26)
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Consider the following extension of ωXEnE′nFn :
σXY EnE′nFn =
∑
x,y
pX(x)pY |X(y|x)|x〉〈x|X ⊗ |y〉〈y|Y ⊗ (id⊗nE ⊗V⊗n) ◦ U⊗n(ψx,yAn ) , (4.27)
where ψx,yAn is a pure state, and let σ
x,y
EnE′nFn = (id
⊗n
E ⊗V⊗n) ◦ U⊗n(ψx,yAn ). Consider the following
chain of inequalities:
I(X;Bn)ω − I(X;En)ω = I(X;Fn|E′n)ω + I(X;E′n)ω − I(X;En)ω (4.28)
= I(X;Fn|E′n)ω +H(E′n)ω −H(En)ω +H(En|X)ω −H(E′n|X)ω
(4.29)
≤ I(X;Fn|E′n)ω + 2n[2ε log2 dim(HE) + g(ε)] (4.30)
≤ I(XY ;Fn|E′n)σ + n[4ε log2 dim(HE) + 2g(ε)] (4.31)
= H(Fn|E′n)σ −H(FnE′n|XY )σ +H(E′n|XY )σ
+ n[4ε log2 dim(HE) + 2g(ε)] (4.32)
= H(Fn|E′n)σ −H(En|XY )σ +H(E′n|XY )σ
+ n[4ε log2 dim(HE) + 2g(ε)] (4.33)
≤ n[UD(N ) + 6ε log2 dim(HE) + 3g(ε)]. (4.34)
The first two equalities follow from entropy identities. The first inequality follows by apply-
ing the telescoping technique twice and using the continuity result of the conditional quantum
entropy for finite-dimensional quantum systems [Win16]. The second inequality follows from
the quantum data processing inequality for conditional quantum mutual information. The last
two equalities follow from entropy identities and by using that σx,yEnE′nFn is a pure state, so that
H(FnE′n)σx,y = H(En)σx,y . The last inequality follows from the definition in (4.23), and additivity
of UD(N ) [SSWR17]. Also, we applied the telescoping technique for each σx,y in the summation,
and used the continuity result of the conditional quantum entropy for finite-dimensional systems
[Win16]. Since the chain of inequalities is true for any ensemble {pX(x), ρxAn}, the final result
follows from the definition of private information of the channel, dividing by n, taking the limit
n→∞, and noting that the regularized private information is equal to the private capacity of any
channel.
Next, we derive an upper bound on the energy-constrained private capacity of an ε-degradable
channel.
Theorem 14 Let NA→B be an ε-degradable channel with a degrading channel DB→E′ , and let G ∈
P(HA), G′ ∈ P(HE′) be Gibbs observables, such that for all input states ρAn ∈ D(H⊗nA ) satisfying
input average energy constraints Tr{GnρAn} ≤ W , the following output average energy constraints are
satisfied:
Tr{G′nNˆ⊗n(ρAn)}, Tr{G′n(D⊗n ◦ N⊗n)(ρAn)} ≤W ′ , (4.35)
where NˆA→E is a complementary channel ofN , and E′ ' E. Then the energy-constrained private capacity
is bounded from above as
P (N , G,W ) ≤ UD(N , G,W ) + (6ε′ + 12δ)H(γ(W ′/δ)) + 3g(ε′) + 6h2(δ) , (4.36)
with ε′ ∈ (ε, 1], W,W ′ ∈ [0,∞), and δ = (ε′ − ε)/(1 + ε′).
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Proof. Since the proof is similar to the above one and previous ones, we just summarize it briefly
below. Consider Stinespring dilations U : T (A) → T (B) ⊗ T (E) and V : T (B) → T (E′) ⊗ T (F )
of the channel N and the degrading channel D, respectively. Then the action of U⊗n followed by
V⊗n on the ensemble {pX(x), ρxAn} leads to the following ensemble:
{pX(x), ωxEnE′nFn ≡ (id⊗nE ⊗V⊗n) ◦ U⊗n(ρxAn)}. (4.37)
Similar to the above proof, from applying the telescoping technique three times and using Lemma 1,
concavity of entropy, and Lemma 3, we get the following bound:
I(X;Bn)ω − I(X;En)ω ≤ n[UD(N , G,W ) + (6ε′ + 12δ)H(γ(W ′/δ)) + 3g(ε′) + 6h2(δ)] . (4.38)
The desired result follows from dividing by n, taking the limit n→∞, the definition of the energy-
constrained private information of the channel, and using the fact that the regularized energy-
constrained private information is an upper bound on the energy-constrained private capacity of
a quantum channel [WQ16].
4.4 Bound on the energy-constrained private capacity of an ε-close-degradable chan-
nel
An upper bound on the private capacity of an ε-close-degradable channel was established as
[SSWR17, Proposition A.2(ii)] for the finite-dimensional case. Here, we provide a bound for the
infinite-dimensional case with finite average energy constraints on the input and output states of
the channels.
Theorem 15 LetNA→B be an ε-close-degradable channel, i.e., 12 ‖N −M‖ ≤ ε < ε′ ≤ 1, whereMA→B
is a degradable channel. Let G ∈ P(HA), G′ ∈ P(HB) be Gibbs observables, such that for all input states
ρAn ∈ D(H⊗nA ) satisfying input average energy constraints Tr{GnρAn} ≤ W , the following output
average energy constraints are satisfied:
Tr{G′nN⊗n(ρAn)}, Tr{G′nM⊗n(ρAn)} ≤W ′ , (4.39)
where W,W ′ ∈ [0,∞). Then
P (N , G,W ) ≤ Ic(M, G,W ) + (8ε′ + 16δ)H(γ(W ′/δ)) + 4g(ε′) + 8h2(δ) , (4.40)
with ε′ ∈ (ε, 1], and δ = (ε′ − ε)/(1 + ε′).
Proof. We follow the proof of [LS09, Corollary 15] closely, but incorporate energy constraints.
Consider Stinespring dilations U : T (A) → T (B) ⊗ T (E) and V : T (A) → T (B) ⊗ T (E) of the
channels N and M, respectively. Consider an input ensemble {pX(x), ρxAn}, which leads to the
output ensembles
{pX(x), ωx ≡ U⊗n(ρxAn)}, (4.41)
{pX(x), τx ≡ V⊗n(ρxAn)}. (4.42)
Supposing at first that the index x is discrete, from four times applying Theorem 8 and employing
the same expansions as in the proof of [LS09, Corollary 15] , we get
I(X;Bn)ω−I(X;En)ω−[I(X;Bn)τ−I(X;En)τ ] ≤ 4n[(2ε′+4δ)H (γ(W/δ))+g(ε′)+2h2(δ)]. (4.43)
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The upper bound is uniform and has no dependence on the particular ensemble except via the
energy constraints. Thus, by approximation, the same bound applies to ensembles for which the
index x is continuous. Then from Lemma 2, we find that
P (N , G,W ) ≤ P (M, G,W ) + (8ε′ + 16δ)H(γ(W ′/δ)) + 4g(ε′) + 8h2(δ) (4.44)
= Ic(M, G,W ) + (8ε′ + 16δ)H(γ(W ′/δ)) + 4g(ε′) + 8h2(δ). (4.45)
The equality in the last line follows from the fact that the energy-constrained private capacity
of a degradable channel is equal to the energy-constrained coherent information of the channel
[WQ16].
5 Upper bounds on energy-constrained quantum capacity of bosonic
thermal channels
In this section, we establish three different upper bounds on the energy-constrained quantum
capacity of a thermal channel:
1. We establish a first upper bound using the theorem that any thermal channel can be decom-
posed as the concatenation of a pure-loss channel followed by a quantum-limited amplifier
channel [CGH06, GPNBL+12]. We call this bound the data-processing bound and denote it
by QU1 .
2. Next, we show that a thermal channel is an ε-degradable channel for a particular choice of
degrading channel. Then an upper bound on the energy-constrained quantum capacity of
a thermal channel directly follows from Theorem 11. We call this bound the ε-degradable
bound and denote it by QU2 .
3. We establish a third upper bound on the energy-constrained quantum capacity of a ther-
mal channel using the idea of ε-close-degradability. We show that the thermal channel is
ε-close to a pure-loss bosonic channel for a particular choice of ε. Since a pure-loss bosonic
channel is a degradable channel [WPGG07], the bound on the energy-constrained quantum
capacity of a thermal channel follows directly from Theorem 12. We call this bound the
ε-close-degradable bound and denote it by QU3 .
In Section 6, we compare, for different parameter regimes, the closeness of these upper bounds
with a known lower bound on the quantum capacity of thermal channels.
5.1 Data-processing bound on the energy-constrained quantum capacity of bosonic
thermal channels
In this section, we provide an upper bound using the theorem that any thermal channel Lη,NB can
be decomposed as the concatenation of a pure-loss channel Lη′,0 with transmissivity η′ followed
by a quantum-limited amplifier channel AG,0 with gain G [CGH06, GPNBL+12], i.e.,
Lη,NB = AG,0 ◦ Lη′,0, (5.1)
where G = (1− η)NB + 1, and η′ = η/G. In Theorem 26, we prove that the data-processing bound
can be at most 1.45 bits larger than a known lower bound.
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Theorem 16 An upper bound on the quantum capacity of a thermal channel Lη,NB with transmissivity
η ∈ [1/2, 1], environment photon number NB , and input mean photon number constraint NS is given by
Q(Lη,NB , NS) ≤ max{0, QU1(Lη,NB , NS)} , (5.2)
QU1(Lη,NB , NS) ≡ g(η′NS)− g[(1− η′)NS ], (5.3)
with η′ = η/((1− η)NB + 1).
Proof. An upper bound on the energy-constrained quantum capacity can be established by using
(5.1) and a data-processing argument. We find that
Q(Lη,NB , NS) = Q(AG ◦ Lη′,0, NS) (5.4)
≤ Q(Lη′,0, NS) (5.5)
= max{0, g(η′NS)− g[(1− η′)NS ]} . (5.6)
The first inequality follows from definitions and data processing—the energy-constrained capacity
of AG ◦ Lη′,0 cannot exceed that of Lη′,0. The second equality follows from the formula for the
energy-constrained quantum capacity of a pure-loss bosonic channel with transmissivity η′ and
input mean photon number NS [WHG12, WQ16].
Remark 17 Applying Remark 9, we find the following data-processing bound QU1(Lη,NB ) on the uncon-
strained quantum capacity of bosonic thermal channels:
Q(Lη,NB ) ≤ QU1(Lη,NB ) = sup
NS :NS∈[0,∞]
QU1(Lη,NB , NS) (5.7)
= lim
NS→∞
QU1(Lη,NB , NS) (5.8)
= log2(η/(1− η))− log2(NB + 1), (5.9)
where the second equality follows from the monotonicity of g(ηNS)− g[(1− η)NS ] with respect to NS for
η ≥ 1/2 [GSE08].
The bound
Q(Lη,NB , NS) ≤ − log2([1− η]ηNB )− g(NB) (5.10)
was found in [PLOB17, WTB17]. Moreover, the following bound was established quite recently in [RMG18,
Eq. (40)]:
Q(Lη,NB , NS) ≤ max
{
0, log2
η −N(1− η)
(1 +N)(1− η)
}
. (5.11)
As discussed in [RMG18], a comparison of (5.9) with the bounds from (5.10) and (5.11) leads to the con-
clusion that the bound given in (5.11) is always tighter than (5.9). However, (5.9) and the bound in (5.10)
are incomparable as one is better than the other for certain parameter regimes. Also, (5.10) is tighter than
(5.11) for certain parameter regimes.
We note that the upper bound in (5.11) was indepedently established in [NAJ18].
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Remark 18 The data-processing bound QU1(Lη,NB , NS) on the energy-constrained quantum capacity
Q(Lη,NB , NS) places a strong restriction on the channel parameters η and NB . Since the quantum ca-
pacity of a pure-loss channel with transmissivity η′ is non-zero only for η′ > 1/2, the energy-constrained
quantum capacity Q(Lη,NB , NS) is non-zero only for
1 ≥ η > NB + 1
NB + 2
. (5.12)
However, [CGH06, Section 4] provides a stronger restriction on η and NB than (5.12) does.
5.2 ε-degradable bound on the energy-constrained quantum capacity of bosonic ther-
mal channels
In this section, we provide an upper bound on the energy-constrained quantum capacity of a
thermal channel using the idea of ε-degradability. In Theorem 11, we established a general up-
per bound on the energy-constrained quantum capacity of an ε-degradable channel. Hence, our
first step is to construct the degrading channel D given in (5.20), such that the concatenation of a
thermal channel Lη,NB followed by D is close in diamond distance to the complementary channel
Lˆη,NB of the thermal channel Lη,NB .
We start by motivating the reason for choosing the particular degrading channel in (5.20),
which is depicted in Figure 1, and then we find an upper bound on the diamond distance between
D ◦ Lη,NB and Lˆη,NB . In general, it is computationally hard to perform the optimization over an
infinite dimensional space required in the calculation of the diamond distance between Gaussian
channels. However, we address this problem in this particular case by introducing a channel that
simulates the serial concatenation of the thermal channel and the degrading channel, and we call it
the simulating channel, as given in (5.24). This allows us to bound the diamond distance between
the channels from above by the trace distance between the environment states of the complemen-
tary channel and the simulating channel (Theorem 19). Next, we argue that, for a given input
mean photon-number constraint NS , a thermal state with mean photon number NS maximizes
the conditional entropy of degradation defined in (4.2), which also appears in the general upper
bound established in Theorem 11. We finally provide an upper bound on the energy-constrained
quantum capacity of a thermal channel by using all these tools and invoking Thereom 11.
We now establish an upper bound on the diamond distance between the complementary chan-
nel of the thermal channel and the concatenation of the thermal channel followed by a particular
degrading channel. Let B and B′ represent beamsplitter transformations with transmissivity η and
(1− η)/η, respectively. In the Heisenberg picture, the beamsplitter transformation BC1D1→C2D2 is
given by
cˆ2 =
√
ηcˆ1 −
√
1− ηdˆ1, (5.13)
dˆ2 =
√
1− ηcˆ1 +√ηdˆ1 . (5.14)
Similarly, the beamsplitter transformation B′C1D1→C2D2 is given by
cˆ2 =
√
(1− η)/ηcˆ1 +
√
(2η − 1)/ηdˆ1, (5.15)
dˆ2 = −
√
(2η − 1)/ηcˆ1 +
√
(1− η)/ηdˆ1 , (5.16)
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Figure 1: The figure plots a thermal channel with transmissivity η ∈ [1/2, 1] and a degrading
channel as described in (5.20). φRA is an input state to the beamsplitter B with transmissivity
η and ψTMS(NB) represents a two-mode squeezed vacuum state with parameter NB . System B
is the output of the thermal channel, and systems E1E2 are the outputs of the complementary
channel. The second beamsplitter B′ has transmissivity (1 − η)/η, and system B acts as an input
to B′. Systems E′1E′2 represent the output systems of the degrading channel, whose action is to
tensor in the state ψTMS(NB)FE′1 , interact the input system B with F according to B′, and then
trace over system G.
where cˆ1, cˆ2, dˆ1, and dˆ2 are annihilation operators representing various modes involved in the
beamsplitter transformations. Here, η ∈ [1/2, 1]. It is important to stress that there is a difference
in phase between B and B′ beamsplitter transformations, which is crucial in our development.
Consider the following action of the thermal channel Lη,NB on an input state φRA:
(idR⊗Lη,NB )(φRA) = TrE1E2{BAE′→BE2(φRA ⊗ ψTMS(NB)E′E1)} , (5.17)
where R is a reference system and ψTMS(NB)E′E1 is a two-mode squeezed vacuum state with
parameter NB , as defined in (3.27).
Here and what remains in the proof, we consider the action of various transformations on
the covariance matrices of the states involved, and we furthermore track only the submatrices
corresponding to the position-quadrature operators of the covariance matrices. It suffices to do so
because all channels involved in our discussion are phase-insensitive Gaussian channels.
The submatrix corresponding to the position-quadrature operators of the covariance matrix of
ψTMS(NB)E′E1 has the following form:
V =
[
2NB + 1 2
√
NB(1 +NB)
2
√
NB(1 +NB) 2NB + 1
]
. (5.18)
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The action of a complementary channel Lˆη,NB on an input state φRA is given by
(idR⊗Lˆη,NB )(φRA) = TrB{BAE′→BE2(φRA ⊗ ψTMS(NB)E′E1)} . (5.19)
It can be understood from Figure 1 that the system R is correlated with the input system A for the
channel, and the system E′ is the environment’s input. The beamsplitter transformation B then
leads to systems B and E2. Hence, the output of the thermal channel Lη,NB is system B, and the
outputs of the complementary channel Lˆη,NB are systems E1 and E2.
Our aim is to introduce a degrading channel D, such that the combined state of R and the out-
put of D ◦Lη,NB emulate the combined state of R,E1, and E2, to an extent. This will then allow us
to bound the diamond distance betweenD◦Lη,NB and Lˆη,NB from above. For the case when there
is no thermal noise, i.e., NB = 0, a thermal channel reduces to a pure-loss channel. Moreover, we
know that a pure-loss channel is a degradable channel and the corresponding degrading channel
can be realized by a beamsplitter with transmissivity (1 − η)/η [GSE08]. Hence, we consider a
degrading channel, such that it also satisfies the conditions for the above described special case.
Consider a beamsplitter with transmissivity (1 − η)/η and the beamsplitter transformation B′
from (5.15)-(5.16). As described in Figure 1, the output B of the thermal channel Lη,NB becomes
an input to the beamsplitter B′. We consider one mode (F in Figure 1) of the two-mode squeezed
vacuum state ψTMS(NB)FE′1 as an environmental input for B′, so that the subsystem E′1 mimics
E1. Hence, our choice of degrading channel seems reasonable, as the combined state of system R
and output systemsE′1, E′2 ofD◦Lη,NB emulates the combined state ofR,E1, andE2, to an extent.
We suspect that our choice of degrading channel is a good choice because an upper bound on the
energy-constrained quantum capacity of a thermal channel using this technique outperforms all
other upper bounds for certain parameter regimes. We denote our choice of degrading channel by
D(1−η)/η,NB : T (B)→ T (E′1)⊗ T (E′2). More formally, D(1−η)/η,NB has the following action on the
output state Lη,NB (φRA):
(idR⊗[D(1−η)/η,NB ◦ Lη,NB ])(φRA) = TrG{B′BF→E′2G(Lη,NB (φRA)⊗ ψTMS(NB)FE′1))} . (5.20)
Next, we provide a strategy to bound the diamond distance between D(1−η)/η,NB ◦ Lη,NB and
Lˆη,NB . Consider the following submatrix corresponding to the position-quadrature operators of
the covariance matrix of an input state φRA:
γ =
[
a c
c b
]
. (5.21)
where a, b, c ∈ R are such that the above is the position-quadrature part of a legitimate covariance
matrix. Let ξRE′2E2E1GE′1 denote the state after the beamsplitter transformations act on an input
state φRA:
ξRE′2E2E1GE′1 = B′BF→E′2G[BAE′→BE2 [φRA ⊗ ψTMS(NB)E′E1 ]⊗ ψTMS(NB)FE′1)] . (5.22)
Then the submatrix corresponding to the position-quadrature operators of the covariance matrix
of the output state in (5.20) is given by [Mat]:
γ′ =
 a c√1− η 0c√1− η b+ η(1− b+ 2NB) 2√NB(1 +NB)(2− 1/η)
0 2
√
NB(1 +NB)(2− 1/η) 2NB + 1
 . (5.23)
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Figure 2: The figure plots the simulating channel Ξ described in (5.24). φRA is an input state
to a beamsplitter B with transmissivity η and ω(NB) represents a noisy version of a two-mode
squeezed vacuum state with parameter NB (see (5.25)), one mode of which is an input to the
environment mode of the beamsplitter. The simulating channel is such that system B is traced
over, so that the channel outputs are E1 and E2. Finally, the simulating channel is exactly the
same as the channel from system A to systems E′1E′2 in Figure 1.
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Now, we introduce a particular channel that simulates the action of D(1−η)/η,NB ◦ Lη,NB on an
input state φRA. We denote this channel by Ξ, and it has the following action on an input state
φRA:
(idR⊗Ξ)(φRA) = TrB{BAE′→BE2(φRA ⊗ ω(NB)E′E1)} , (5.24)
where ω(NB)E′E1 represents a noisy version of a two-mode squeezed vacuum state with param-
eter NB and has the following submatrix corresponding to the position-quadrature operators of
the covariance matrix:
V ′ =
[
2NB + 1 2
√
[NB(1 +NB)(2η − 1)]/η2
2
√
[NB(1 +NB)(2η − 1)]/η2 2NB + 1
]
. (5.25)
The matrix V ′ in (5.25) is a well defined submatrix of the covariance matrix for the noisy version
of a two-mode squeezed vacuum state, because (2η − 1)/η2 ∈ [0, 1] for η ∈ [1/2, 1]. The submatrix
of the covariance matrix corresponding to the state in (5.24) is the same as the submatrix in (5.23)
[Mat]. In other words, the covariance matrix for the sytems R, E′1, and E′2 in Figure 1 is exactly
the same as the covariance matrix for the systems R, E1, and E2 in Figure 2. This equality of
covariance matrices is sufficient to conclude that the following equivalence holds for any quantum
input state φRA (see [Ser17, Chapter 5] for a proof):
(idR⊗[D(1−η)/η,NB ◦ Lη,NB ])(φRA) = (idR⊗Ξ)(φRA) . (5.26)
Thus, the channels D(1−η)/η,NB ◦ Lη,NB and Ξ are indeed the same.
From (5.19), (5.24), and (5.26), the action of both Lˆη,NB and Ξ can be understood as tensor-
ing the state of the environment with the input state of the channel, performing the beamsplitter
transformation B, and then tracing out the output of the channels. Using these techniques, we
now establish an upper bound on the diamond distance between the complementary channel in
(5.19) and the concatenation of the thermal channel followed by the degrading channel in (5.20).
Theorem 19 Fix η ∈ [1/2, 1]. Let Lη,NB be a thermal channel with transmissivity η, and let D(1−η)/η,NB
be a degrading channel as defined in (5.20). Then
1
2
∥∥∥Lˆη,NB −D(1−η)/η,NB ◦ Lη,NB∥∥∥ ≤√1− η2/κ(η,NB) , (5.27)
with
κ(η,NB) = η
2 +NB(NB + 1)[1 + 3η
2 − 2η(1 +
√
2η − 1)] . (5.28)
Proof. Consider the following chain of inequalities:∥∥∥(idR⊗Lˆη,NB )(φRA)− (idR⊗[D(1−η)/η,NB ◦ Lη,NB ])(φRA)∥∥∥
1
=
∥∥∥(idR⊗Lˆη,NB )(φRA)− (idR⊗Ξ)(φRA)∥∥∥
1
(5.29)
= ‖TrB{BAE′→BE2(φRA ⊗ ψTMS(NB)E′E1)− BAE′→BE2(φRA ⊗ ω(NB)E′E1)}‖1 (5.30)
≤ ‖BAE′→BE2(φRA ⊗ ψTMS(NB)E′E1)− BAE′→BE2(φRA ⊗ ω(NB)E′E1)‖1 (5.31)
= ‖φRA ⊗ ψTMS(NB)E′E1 − φRA ⊗ ω(NB)E′E1‖1 (5.32)
= ‖ψTMS(NB)E′E1 − ω(NB)E′E1‖1 (5.33)
≤ 2
√
1− F (ψTMS(NB)E′E1 , ω(NB)E′E1) (5.34)
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The first equality follows from (5.26). The second equality follows from (5.19) and (5.24). The
first inequality follows from monotonicity of the trace distance. The third equality follows from
invariance of the trace distance under a unitary transformation (beamsplitter). The last inequality
follows from the Powers-Stormer inequality [PS70].
Next, we compute the fidelity between ψTMS(NB)E′E1 and ω(NB)E′E1 by using their respective
covariance matrices in (5.18) and (5.25), in the Uhlmann fidelity formula for two-mode Gaussian
states [MM12]. We find [Mat]
F (ψTMS(NB)E′E1 , ω(NB)E′E1) =
η2
η2 +NB(NB + 1)[1 + 3η2 − 2η(1 +
√
2η − 1)] . (5.35)
Since these inequalities hold for any input state φRA, the final result follows from the definition of
the diamond norm.
Theorem 20 An upper bound on the quantum capacity of a thermal channel Lη,NB with transmissivity
η ∈ [1/2, 1], environment photon number NB , and input mean photon-number constraint NS is given by
Q(Lη,NB , NS) ≤ QU2(Lη,NB , NS) ≡ g(ηNS + (1− η)NB)− g(ζ+)− g(ζ−)
+ (2ε′ + 4δ)g([(1− η)NS + (1 + η)NB]/δ) + g(ε′) + 2h2(δ) , (5.36)
with
ε =
√
1− η2/
(
η2 +NB(NB + 1)[1 + 3η2 − 2η(1 +
√
2η − 1)]
)
, (5.37)
ζ± =
1
2
(
−1 +
√
[(1 + 2NB)2 − 2%+ (1 + 2ϑ)2 ± 4(ϑ−NB)
√
[1 +NB + ϑ]2 − %]/2
)
, (5.38)
% = 4NB(NB + 1)(2η − 1)/η , (5.39)
ϑ = ηNB + (1− η)NS , (5.40)
ε′ ∈ (ε, 1], and δ = (ε′ − ε)/(1 + ε′).
Proof. From Theorem 19, we have an upper bound on the diamond distance between the comple-
mentary channel of the thermal channel and the concatenation of the thermal channel followed
by the degrading channel, i.e.,
1
2
∥∥∥Lˆη,NB −D(1−η)/η,NB ◦ Lη,NB∥∥∥
≤
√
1− η2/
(
η2 +NB(NB + 1)[1 + 3η2 − 2η(1 +
√
2η − 1)]
)
< ε′ ≤ 1. (5.41)
Due to the input mean photon number constraint NS , and environment photon number NB for
both Lη,NB and D(1−η)/η,NB , there is a total photon number constraint (1 − η)NS + (1 + η)NB for
the average output of n channel uses of both Lˆη,NB and D(1−η)/η,NB ◦Lη,NB . Using these results in
Theorem 11, we find the following upper bound on the energy-constrained quantum capacity of
a thermal channel:
Q(Lη,NB , NS) ≤ UD(1−η)/η,NB (Lη,NB , NS) + (2ε
′+ 4δ)g([(1− η)NS + (1 + η)NB]/δ) + g(ε′) + 2h2(δ) .
(5.42)
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Using Proposition 21, we find that the thermal state with mean photon number NS optimizes
the conditional entropy of degradation UD(1−η)/η,NB (Lη,NB , NS). For the given thermal channel in
(5.17) and the degrading channel in (5.20), we find the following analytical expression [Mat]:
UD(1−η)/η,NB (Lη,NB , NS) = g(ηNS + (1− η)NB)− g(ζ+)− g(ζ−) , (5.43)
with ζ± defined as in the theorem statement.
Proposition 21 Let Lη,NB be a thermal channel with transmissivity η ∈ [1/2, 1], environment photon
number NB , and input mean photon number constraint NS . Let D(1−η)/η,NB be the degrading channel
from (5.20). Then the thermal state with mean photon number NS optimizes the conditional entropy of
degradation UD(1−η)/η,NB (Lη,NB , NS), defined from (4.2).
Proof. Consider the Stinespring dilation in (5.22) of the degrading channelD(1−η)/η,NB from (5.20),
and denote it byW . Then according to (4.2),
UD(1−η)/η,NB (Lη,NB , NS) = sup
ρ : Tr{nˆρ}≤NS
H(G|E′1E′2)(W◦Lη,NB )(ρ) . (5.44)
Our aim is to find an input state ρ with a certain photon number Nt ≤ NS , such that it maxi-
mizes the conditional entropy in (5.44). From the extremality of Gaussian states applied to the
conditional entropy [EW07], it suffices to perform the optimization in (5.44) over only Gaussian
states.
Now, we argue that for a given input mean photon number Nt, a thermal state is the opti-
mal state for the conditional output entropy in (5.44). For a thermal channel and our choice of a
degrading channel, a phase rotation on the input state is equivalent to a product of local phase
rotations on the outputs. Let us denote the state after the local phase rotations on the outputs by
σE′2GE′1(φ) = (e
iφnˆ ⊗ eiφnˆ ⊗ e−iφnˆ)(W ◦ Lη,NB )(ρ)(e−iφnˆ ⊗ e−iφnˆ ⊗ eiφnˆ), (5.45)
and let
ξE′2GE′1 =
1
2pi
∫ 2pi
0
dφ (W ◦ Lη,NB )(eiφnˆρe−iφnˆ) . (5.46)
Note that the phase covariance property mentioned above is the statement that the following
equality holds for all φ ∈ [0, 2pi) [Mat]:
σE′2GE′1(φ) = (W ◦ Lη,NB )(eiφnˆρe−iφnˆ). (5.47)
Consider the following chain of inequalities for a Gaussian input state ρ:
H(G|E′1E′2)(W◦Lη,NB )(ρ) =
1
2pi
∫ 2pi
0
dφ H(G|E′1E′2)σ(φ) (5.48)
=
1
2pi
∫ 2pi
0
dφ H(G|E′1E′2)(W◦Lη,NB )(eiφnˆρe−iφnˆ) (5.49)
≤ H(G|E′1E′2)ξ (5.50)
= H(G|E′1E′2)(W◦Lη,NB )(θ(Nt)) , (5.51)
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The first equality follows from invariance of the conditional entropy under local unitaries. The
second equality follows from the phase covariance property of the channel. The inequality follows
from concavity of conditional entropy. The last equality follows from linearity of the channel, and
the following identity:
θ(Nt) =
1
2pi
∫ 2pi
0
dφ eiφnˆρe−iφnˆ . (5.52)
In (5.52), the state after the phase averaging is diagonal in the number basis, and furthermore, the
resulting state has the same photon number Nt as the Gaussian state ρ. The thermal state θ(Nt) is
the only Gaussian state of a single mode that is diagonal in the number basis with photon number
equal to Nt.
Next, we argue that, for a given photon number constraint, a thermal state that saturates the
constraint is the optimal state for the conditional output entropy. Let
τE′2GE′1(α) =
[D(
√
1− ηα)⊗D(
√
2η − 1α)⊗ I][(W ◦ Lη,NB )(θ(Nt))][D†(
√
1− ηα)⊗D†(
√
2η − 1α)⊗ I] .
(5.53)
Consider the following chain of inequalities:
H(G|E′1E′2)(W◦Lη,NB )(θ(Nt)) =
∫
d2α q(NS−Nt)(α) H(G|E′1E′2)(W◦Lη,NB )(θ(Nt)) (5.54)
=
∫
d2α q(NS−Nt)(α) H(G|E′1E′2)τ(α) (5.55)
=
∫
d2α q(NS−Nt)(α) H(G|E′1E′2)(W◦Lη,NB )(D(α)θ(Nt)D†(α)) (5.56)
≤ H(G|E′1E′2)(W◦Lη,NB )θ(NS) , (5.57)
where qN (α) = exp{−|α|2/N}/piN is a complex-centered Gaussian distribution with variance
N ≥ 0. The first equality follows by placing a probability distribution in front, and the second fol-
lows from invariance of the conditional entropy under local unitaries. The third equality follows
because the channel is covariant with respect to displacement operators, as reviewed in (3.40).
The last inequality follows from concavity of conditional entropy, and from the fact that a thermal
state with a higher mean photon number can be realized by random Gaussian displacements of a
thermal state with a lower mean photon number, as reviewed in (3.26). Hence, for a given input
mean photon number constraint NS , a thermal state with mean photon number NS optimizes the
conditional entropy of degradation defined from (4.2).
Remark 22 The arguments used in the proof of Proposition 21 can be employed in more general situations
beyond that which is discussed there. The main properties that we need are the following, when the channel
involved takes a single-mode input to a multi-mode output:
• The channel should be phase covariant, such that a phase rotation on the input state is equivalent to
a product of local phase rotations on the output.
• The channel should be covariant with respect to displacement operators, such that a displacement
operator acting on the input state is equivalent to a product of local displacement operators on the
output.
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• The function being optimized should be invariant with respect to local unitaries and concave in the
input state.
If all of the above hold, then we can conclude that the thermal-state input saturating the energy constraint
is an optimal input state. We employ this reasoning again in the proof of Theorem 26.
5.3 ε-close-degradable bound on the energy-constrained quantum capacity of bosonic
thermal channels
In this section, we first establish an upper bound on the diamond distance between a thermal
channel and a pure-loss channel. Since a pure-loss channel is a degradable channel, an upper
bound on the energy-constrained quantum capacity of a thermal channel directly follows from
Theorem 12.
Theorem 23 If a thermal channelLη,NB and a pure-loss bosonic channelLη,0 have the same transmissivity
parameter η ∈ [0, 1], then
1
2
‖Lη,NB − Lη,0‖ ≤
NB
NB + 1
. (5.58)
Proof. Let B represent the beamsplitter transformation, and let θE(NB) and θ′E(0) denote the
states of the environment for the thermal channel and pure-loss channel, respectively. For any
input state ψRA to both thermal and pure-loss channels, the following inequalities hold:
‖(idR⊗Lη,NB )(ψRA)− (idR⊗Lη,0)(ψRA)‖1
=
∥∥TrE′{BAE→BE′(ψRA ⊗ θE(NB))− BAE→BE′(ψRA ⊗ θ′E(0))}∥∥1 (5.59)
≤ ∥∥BAE→BE′(ψRA ⊗ θE(NB))− BAE→BE′(ψRA ⊗ θ′E(0))∥∥1 (5.60)
=
∥∥ψRA ⊗ θE(NB)− ψRA ⊗ θ′E(0)∥∥1 (5.61)
=
∥∥θE(NB)− θ′E(0)∥∥1 (5.62)
=
∥∥∥∥∥
∞∑
n=0
(NB)
n
(NB + 1)n+1
|n〉〈n| − |0〉〈0|
∥∥∥∥∥
1
(5.63)
=
2NB
NB + 1
. (5.64)
The first equality follows from the definition of the channel in terms of its environment and a
unitary interaction (beam splitter). The first inequality follows from monotonicity of the trace dis-
tance. The second equality follows from invariance of the trace distance under a unitary operator
(beamsplitter). The last equality follows from basic algebra. Since these inequalities hold for any
state ψRA, the final result follows from the definition of the diamond norm.
Remark 24 In [TW16], it has been shown that the optimal strategy to distinguish two quantum thermal
channels Lη,N1B and Lη,N2B , each having the same transmissivity parameter η, and thermal noises N
1
B and
N2B , respectively, is to use a highly squeezed, two-mode squeezed vacuum state ψTMS(NS)RA as input to
the channels. According to [TW16, Eq. (35)],
lim
NS→∞
F (σN1B
, σN2B
) = F (θ(N1B), θ(N
2
B)), (5.65)
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where σN iB ≡ (idR⊗Lη,N iB )(ψTMS(NS)RA), and θ(N
i
B) is a thermal state with mean photon number N
i
B .
Hence, a lower bound on the diamond distance in Theorem 23 is given by
1
2
‖Lη,NB − Lη,0‖ ≥ 1−
√
F (θ(NB), θ(0)) = 1− 1/
√
NB + 1, (5.66)
where the inequality follows from the Powers-Stormer inequality [PS70]. We also suspect that the upper
bound in Theorem 23 is achievable, but we are not aware of a method for computing the trace distance of
general quantum Gaussian states, which is what it seems would be needed to verify this suspicion.
Theorem 25 An upper bound on the quantum capacity of a thermal channel Lη,NB with transmissivity
η ∈ [1/2, 1], environment photon number NB , and input mean photon number constraint NS is given by
Q(Lη,NB , NS) ≤ QU3(Lη,NB , NS) ≡ g(ηNS)− g[(1− η)NS ]
+ (4ε′ + 8δ)g[(ηNS + (1− η)NB)/δ] + 2g(ε′) + 4h2(δ) , (5.67)
with ε = NB/(NB + 1), ε′ ∈ (ε, 1] and δ = (ε′ − ε)/(1 + ε′).
Proof. From Theorem 23, we have that 12 ‖Lη,NB − Lη,0‖ ≤ NBNB+1 < ε′ ≤ 1. Due to the input
mean photon number constraint NS for n channel uses, the output mean photon number cannot
exceed ηNS + (1− η)NB for the thermal channel and ηNS for the pure-loss channel. Hence, there
is a photon number constraint ηNS + (1 − η)NB for the output of both the thermal and pure-loss
channels. Since the pure-loss channel is a degradable channel for η ∈ [1/2, 1] [WPGG07, GSE08],
the final result follows directly from Theorem 12.
6 Comparison of upper bounds on the energy-constrained quantum ca-
pacity of bosonic thermal channels
In this section, we study the closeness of the three different upper bounds when compared to a
known lower bound. In particular, we use the following lower bound on the quantum capacity of
a thermal channel [HW01, WHG12] and denote it by QL:
Q(Lη,NB , NS) ≥ QL(Lη,NB , NS) ≡ g(ηNS + (1− η)NB)
− g([D + (1− η)NS − (1− η)NB − 1]/2)− g([D − (1− η)NS + (1− η)NB − 1]/2), (6.1)
where
D2 ≡ [(1 + η)NS + (1− η)NB + 1]2 − 4ηNS(NS + 1). (6.2)
We start by discussing how close the data-processing bound QU1 is to the aforementioned lower
bound. In particular, we show that the data-processing bound QU1 can be at most 1.45 bits larger
than QL.
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Theorem 26 Let Lη,NB be a thermal channel with transmissivity η ∈ [1/2, 1], environment photon num-
berNB , and input mean photon number constraintNS . Then the following relation holds between the data-
processing bound QU1(Lη,NB , NS) in (5.3) and the lower bound QL(Lη,NB , NS) in (6.1) on the energy-
constrained quantum capacity of a thermal channel:
QL(Lη,NB , NS) ≤ QU1(Lη,NB , NS) ≤ QL(Lη,NB , NS) + 1/ ln 2 . (6.3)
Proof. To prove this result, we first compute the difference between the data-processing bound in
(5.3) and the lower bound in (6.1) and show that it is equal to 1/ ln 2 as NS → ∞. Next, we prove
that the difference is a monotone increasing function with respect to input mean photon number
NS ≥ 0. Hence, the difference QU1(Lη,NB , NS)−QL(Lη,NB , NS) attains its maximum value in the
limit NS → ∞. We note that a similar statement has been given in [KS13] to bound the classical
capacity of a thermal channel, but the details of the approach we develop here are different and
are likely to be more broadly applicable to related future questions.
For simplicity, we denote (1− η)NB as Y , employ the natural logarithm for g(x), and omit the
prefactor 1/ ln 2 from all instances of g(x). We use the following property of the function g(x): For
large x,
g(x) = ln(x+ 1) + 1 +O(1/x), (6.4)
so that as x → ∞, the approximation g(x) ≈ ln(x + 1) + 1 holds. Using (6.4), the data-processing
bound in (5.3) can be expressed as follows for large NS :
ln(Y + 1 + ηNS)− ln(Y + 1 + (Y + 1− η)NS) +O(1/NS) . (6.5)
Similarly, the lower bound QL in (6.1) can be expressed as
ln(1+ηNS+Y )−ln([1+D+(1−η)NS−Y ]/2)−ln([1+D−(1−η)NS+Y ]/2)+O(1/NS)−1 . (6.6)
Let us denote the difference between QU1 and QL by ∆(Lη,NB , NS).
∆(Lη,NB , NS) = QU1(Lη,NB , NS)−QL(Lη,NB , NS). (6.7)
Then the difference simplifies as
∆(Lη,NB , NS)
= 1− ln(Y + 1 + (Y + 1− η)NS) + ln([(1 +D)2 − ((1− η)NS − Y )2]/4) +O(1/NS) . (6.8)
= 1− ln(Y + 1 + (Y + 1− η)NS) + ln([1 +NS(1− η + 2Y ) + Y +D]/2) +O(1/NS) (6.9)
= 1 + ln([1 +NS(1− η + 2Y ) + Y +D]/[2(Y + 1 + (Y + 1− η)NS)]) +O(1/NS). (6.10)
The second equality follows from the definition of D2. Next, we show that
ln([1 +NS(1− η + 2Y ) + Y +D]/[2(Y + 1 + (Y + 1− η)NS)])→ 0 (6.11)
as NS → ∞, and hence we get the desired result. Consider the following expression and take the
limit NS →∞:
lim
NS→∞
1 +NS(1− η + 2Y ) + Y +D
2(Y + 1 + (Y + 1− η)NS) (6.12)
= lim
NS→∞
1/NS + (1− η + 2Y ) + Y/NS +
√
((1 + η) + (Y + 1)/NS)2 − 4η − 4η/NS
2((Y + 1)/NS + (Y + 1− η)) (6.13)
→ (1− η + 2Y ) + 1− η
2(Y + 1− η) = 1 . (6.14)
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Hence, limNS→∞∆(Lη,NB , NS) = 1. After incorporating the 1/ ln 2 factor, which was omitted
earlier for simplicity, we find that the difference between the upper and lower bounds approaches
1/ ln 2 (≈ 1.45 bits) as NS →∞.
Now, we show that the difference ∆(Lη,NB , NS) is a monotone increasing function with respect
to input mean photon number NS ≥ 0. Let Uη
′
A→B1E1 and VGB1→B2E2 denote Stinespring dilations
of a pure-loss channel Lη′,0 : A → B1 and a quantum limited amplifier channel AG,0 : B1 → B2,
respectively. For the energy-constrained quantum capacity of a pure-loss channel, the thermal
state as an input is optimal for any fixed energy or input mean photon number constraint NS
[WHG12]. Moreover, the lower bound in (6.1) is obtained for a thermal state with mean photon
number NS as input to the channel. Then the action of a thermal channel Lη,NB on an input state
θ(NS) can be expressed as
Lη,NB (θ(NS)) = TrE1E2{(idE1 ⊗VGB1→B2E2) ◦ Uη
′
A→B1E1(θ(NS))} . (6.15)
Consider the following state:
ωB2E1E2 = (idE1 ⊗VGB1→B2E2) ◦ Uη
′
A→B1E1(θ(NS)) . (6.16)
Since the data-processing bound QU1(Lη,NB , NS) is equal to the quantum capacity of a pure-loss
channel with transmissivity η′, which in turn is equal to coherent information for this case, (5.3)
can also be represented as
QU1(Lη,NB , NS) = H(B2E2)ω −H(E1)ω . (6.17)
Similarly, the lower bound can be expressed as
QL(Lη,NB , NS) = H(B2)ω −H(E1E2)ω. (6.18)
Hence the difference between (6.17) and (6.18) is given by
∆(Lη,NB , NS) = H(E2|B2)ω +H(E2|E1)ω . (6.19)
Now, our aim is to show that the conditional entropies in (6.19) are monotone increasing functions
of NS . We employ displacement covariance of the channels, and note that this argument is similar
to that used in the proof of Proposition 21. Let
σB2E1E2(α) = [D(
√
ηGα)⊗ I ⊗D(
√
η(G− 1)α)] ωB2E1E2 [D†(
√
ηGα)⊗ I ⊗D†(
√
η(G− 1)α)],
(6.20)
τB2E1E2(α) = [I ⊗D(
√
1− ηα)⊗D(
√
η(G− 1)α)] ωB2E1E2 [I ⊗D†(
√
1− ηα)⊗D†(
√
η(G− 1)α)] .
(6.21)
Let N ′S −NS ≥ 0, and consider the following chain of inequalities:
H(E2|B2)ω +H(E2|E1)ω =
∫
d2α q(N ′S−NS)(α) [H(E2|B2)ω +H(E2|E1)ω] (6.22)
=
∫
d2α q(N ′S−NS)(α) [H(E2|B2)σ(α) +H(E2|E1)τ(α)] (6.23)
=
∫
d2α q(N ′S−NS)(α) [H(E2|B2)(VG◦Uη′ )(D(α)θ(NS)D†(α))]
+
∫
d2α q(N ′S−NS)(α) [H(E2|E1)(VG◦Uη′ )(D(α)θ(NS)D†(α))] (6.24)
≤ H(E2|B2)(VG◦Uη′ )(θ(N ′S)) +H(E2|E1)(VG◦Uη′ )(θ(N ′S)) . (6.25)
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The first equality follows by placing a probability distribution in front, and the second follows
from invariance of the conditional entropy under local unitaries. The third equality follows be-
cause the channel is covariant with respect to displacement operators, as reviewed in (3.40). The
last inequality follows from concavity of conditional entropy, and from the fact that a thermal
state with a higher mean photon number can be realized by random Gaussian displacements of a
thermal state with a lower mean photon number, as reviewed in (3.26).
Hence, the difference between the data-processing bound in (5.3) and the lower bound in (6.1)
attains its maximum value in the limit NS →∞.
Next, we perform numerical evaluations to see how close the three different upper bounds
are to the lower bound QL in (6.1). Since there is a free parameter ε′ in both the ε-degradable
bound in (5.36) and the ε-close-degradable bound in (5.67), we optimize these bounds with respect
to ε′ [Mat]. In Figure 3, we plot the data-processing bound QU1 , the ε-degradable bound QU2 ,
the ε-close-degradable bound QU3 and the lower bound QL versus NS for certain values of the
transmissivity η and thermal noise NB . In particular, we find that the data-processing bound is
close to the lower boundQL for both low and high thermal noise. This is related to Theorem 26, as
the data-processing bound can be at most 1.45 bits larger than the lower bound QL. In Figure 3(a),
we plot for medium transmissivity and low thermal noise. We find that the ε-close-degradable
bound is very near to the data-processing bound and is tighter than the ε-degradable bound.
In Figure 3(b), we plot for medium transmissivity and high thermal noise. We find that the ε-
degradable bound is tighter than the ε-close degradable bound. In Figure 3(d), we plot for high
transmissivity and high thermal noise. In Figure 3(c), we plot for high transmissivity and low
thermal noise. We find that all upper bounds are very near to the lower bound QL. From Figures
3(a) and 3(c), it is evident that in the low-noise regime, there is a strong limitation on any potential
super-additivity of coherent information of a thermal channel. Similar results were obtained on
quantum and private capacities of low-noise quantum channels in [LLS17]. It is important to stress
that the upper bound QU3 can serve as a good bound only for low values of the thermal noise NB ,
as the technique to calculate this bound requires the closeness of a thermal channel with a pure-
loss channel (discussed in Theorem 23), and the closeness parameter is equal to NB/(NB + 1).
In Figure 4, we plot all the upper bounds and the lower bound QL versus NS , for high trans-
missivity and high thermal noise. In Figure 4(a), we find that the ε-degradable bound is tighter
than all other bounds for high values ofNS . In Figure 4(b), we plot for the same parameter values,
but for low values ofNS . It is evident that for low input mean photon number, the data-processing
bound is tighter than the ε-degradable bound.
The plots suggest that our upper bounds based on the notion of approximate degradability are
good for the case of high input mean photon number. We suspect that these bounds can be further
improved for the case of low input mean photon number by considering the energy-constrained
diamond norm [Shi17a, Win17]. To address this question, we consider the generalized channel
divergences of quantum Gaussian channels in Section 12 and argue about their optimization.
7 Upper bounds on energy-constrained private capacity of bosonic ther-
mal channels
In this section, we provide three different upper bounds on the energy-constrained private ca-
pacity of a thermal channel. These upper bounds are derived very similarly as in Section 5. We
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Figure 3: The figures plot the data-processing bound (QU1), the ε-degradable bound (QU2), the
ε-close-degradable bound (QU3) and the lower bound (QL) on energy-constrained quantum ca-
pacity of thermal channels. In each figure, we select certain values of η and NB , with the choices
indicated above each figure. In all the cases, the data-processing bound QU1 is close to the lower
bound QUL . In (a), for medium transmissivity and low thermal noise, the ε-close-degradable
bound is close to the data-processing bound, and they are tighter than the ε-degradable bound.
In (b), for medium transmissivity and high thermal noise, only the data-processing bound is close
to the lower bound. Also the ε-degradable bound is tighter than the ε-close-degradable bound.
In (c), for high transmissivity and low thermal noise, all upper bounds are very near to the lower
bound. In (d), for high transmissivity and high noise, the ε-degradable bound is tighter than the
ε-close-degradable bound.
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Figure 4: The figures plot the data-processing bound (QU1), the ε-degradable bound (QU2), and
the lower bound (QL) on energy-constrained quantum capacity of thermal channels (the ε-close-
degradable bound (QU3) is not plotted because it is much higher than the other bounds for all
parameter values considered). In each figure, we select η = 0.99 and NB = 0.5. In (a), the ε-
degradable upper bound is tighter than all other upper bounds. In (b), for low values of NS , the
data-processing bound is tighter than the ε-degradable bound.
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call these different bounds the data-processing bound, the ε-degradable bound, and the ε-close-
degradable bound, and denote them by PU1 , PU2 , and PU3 , respectively.
7.1 Data-processing bound on the energy-constrained private capacity of bosonic ther-
mal channels
Theorem 27 An upper bound on the private capacity of a thermal channel Lη,NB with transmissivity
η ∈ [1/2, 1], environment photon number NB ≥ 0, and input mean photon number constraint NS ≥ 0 is
given by
P (Lη,NB , NS) ≤ max{0, PU1(Lη,NB , NS)} (7.1)
PU1(Lη,NB , NS) ≡ g(η′NS)− g[(1− η′)NS ] , (7.2)
with η′ = η/((1− η)NB + 1).
Proof. A proof follows from arguments similar to those in the proof of Theorem 16. Since a pure-
loss channel is a degradable channel [WPGG07, GSE08], its energy-constrained private capacity is
the same as its energy-constrained quantum capacity [WQ16].
Remark 28 Applying Remarks 9 and 17, we find the following data-processing bound PU1(Lη,NB ) on the
unconstrained private capacity P (Lη,NB ) of a thermal channel Lη,NB :
P (Lη,NB ) ≤ PU1(Lη,NB ) = log2(η/(1− η))− log2(NB + 1) . (7.3)
7.2 ε-degradable bound on the energy-constrained private capacity of bosonic ther-
mal channels
Theorem 29 An upper bound on the private capacity of a thermal channel Lη,NB with transmissivity
η ∈ [1/2, 1], environment photon number NB ≥ 0, and input mean photon number constraint NS ≥ 0 is
given by
P (Lη,NB , NS) ≤ PU2(Lη,NB , NS) ≡ g(ηNS + (1− η)NB)− g(ζ+)− g(ζ−)
+ (6ε′ + 12δ)g([(1− η)NS + (1 + η)NB]/δ) + 3g(ε′) + 6h2(δ) , (7.4)
with
ε =
√
1− η2/
(
η2 +NB(NB + 1)[1 + 3η2 − 2η(1 +
√
2η − 1)]
)
, (7.5)
ζ± =
1
2
(
−1 +
√
[(1 + 2NB)2 − 2%+ (1 + 2ϑ)2 ± 4(ϑ−NB)
√
[1 +NB + ϑ]2 − %]/2
)
, (7.6)
% = 4NB(NB + 1)(2− 1/η) , (7.7)
ϑ = ηNB + (1− η)NS , (7.8)
ε′ ∈ (ε, 1], and δ = (ε′ − ε)/(1 + ε′).
Proof. A proof follows from arguments similar to those in the proof of Theorem 20. The final
result is obtained using Theorem 14.
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7.3 ε-close-degradable bound on the energy-constrained private capacity of bosonic
thermal channels
Theorem 30 An upper bound on the private capacity of a thermal channel Lη,NB with transmissivity
η ∈ [1/2, 1], environment photon number NB ≥ 0, and input mean photon number constraint NS ≥ 0 is
given by
P (Lη,NB , NS) ≤ PU3(Lη,NB , NS) ≡ g(ηNS)− g[(1− η)NS ]
+ (8ε′ + 16δ)g[(ηNS + (1− η)NB)/δ] + 4g(ε′) + 8h2(δ) , (7.9)
with ε = NB/(NB + 1), ε′ ∈ (ε, 1], and δ = (ε′ − ε)/(1 + ε′).
Proof. A proof follows from arguments similar to those in the proof of Theorem 25. The final
result is obtained using Theorem 15.
8 Lower bound on energy-constrained private capacity of bosonic ther-
mal channels
In this section, we establish an improvement on the best known lower bound [WHG12] on the
energy-constrained private capacity of bosonic thermal channels, by using displaced thermal
states as input to the channel. We note that a similar effect has been observed in [RGK05] for
the finite-dimensional case.
The energy-constrained private information of a channel N , as defined in (3.69), can also be
written as
P (1)(N , G,W ) ≡ sup
ρ¯EA :Tr{Gρ¯EA}≤W
[H(N (ρ¯EA))−H(Nˆ (ρ¯EA))−
∫
dx pX(x)[H(N (ρxA))−H(Nˆ (ρxA))]] ,
(8.1)
where ρ¯EA ≡
∫
dx pX(x)ρ
x
A is an average state of the ensemble EA ≡ {pX(x), ρxA} and Nˆ de-
notes a complementary channel of N . If the energy-constrained private information is calculated
for coherent-state inputs, then for each element of the ensemble, the following equality holds
H(N (ρxA)) = H(Nˆ (ρxA)). Hence, the entropy difference H(N (ρ¯EA))−H(Nˆ (ρ¯EA)) is an achievable
rate, which is the same as the energy-constrained coherent information.
However, we show that displaced thermal-state inputs provide an improved lower bound for
certain values of the transmissivity η, low thermal noise NB , and both low and high input mean
photon number NS . We start with the following ensemble of displaced thermal states,
E ≡ {pN1S (α), D(α) θ(N
2
S) D(−α)}, (8.2)
chosen according to the Gaussian probability distribution
pN1S
(α) =
1
piN1S
exp(−|α|2/N1S), (8.3)
whereD(α) denotes the displacement operator, θ(N2S) denotes the thermal state with mean photon
number N2S , and N
1
S and N
2
S are chosen such that N
1
S + N
2
S = NS , which is the mean number of
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Figure 5: The figures plot the optimized value of the lower bound on the private information
PL(Lη,NB , NS) (dashed line) and coherent information Ic(Lη,NB , NS) (solid line) of a thermal chan-
nel versus transmissivity parameter η. In each figure, we select certain values of thermal noise NB
and input mean photon number NS , with the choices indicated above each figure. In all the cases,
there is an improvement in the achievable rate of private communication for certain values of the
transmissivity η.
photons input to the channel. By employing (3.26), the average of this ensemble is a thermal state
with mean photon number NS , i.e.,
ρ¯E =
∫
d2α pN1S
(α) D(α) θ(N2S) D(−α) = θ(NS) . (8.4)
Hence, this ensemble meets the constraint that the average number of photons input to the channel
is equal to NS .
After the action of the channel on one of the states in the ensemble, the entropy of the output
state is given by
H(Lη,NB (D(α) θ(N2S) D(−α))) = H(D(
√
ηα)Lη,NB (θ(N2S))D(−
√
ηα)) (8.5)
= H(Lη,NB (θ(N2S))) , (8.6)
where the first equality follows because thermal channel is covariant with respect to displacement
operators, as reviewed in (3.40). The second equality follows because D(
√
ηα) is a unitary op-
erator and entropy is invariant under the action of a unitary operator. Since H(Lη,NB (θ(N2S))) is
independent of the Gaussian probability distribution in (8.3), we have that∫
d2α pN1S
(α)H(Lη,NB (θ(N2S))) = H(Lη,NB (θ(N2S))). (8.7)
Similar arguments can be made for the output states at the environment mode.
Hence, a lower bound on the energy-constrained private information in (8.1) for the bosonic
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thermal channel is as follows:
P (1)(Lη,NB , NS)
≥ H(Lη,NB (θ(NS)))−H(Lˆη,NB (θ(NS)))− [H(Lη,NB (θ(N2S)))−H(Lˆη,NB (θ(N2S)))] (8.8)
= Ic(Lη,NB , NS)− Ic(Lη,NB , N2S) ≡ PL(Lη,NB , NS) , (8.9)
where Lˆη,NB denotes the complementary channel of Lη,NB , and we denote the lower bound in
(8.9) on the private information by PL(Lη,NB , NS). The first inequality follows from (3.69). Here,
Ic(Lη,NB , NS) denotes the coherent information of the channel for the thermal state with mean
photon number NS as input to the channel. Ic(Lη,NB , NS) has the same form as (6.1), i.e.,
Ic(Lη,NB , NS) = g(ηNS + (1− η)NB)− g([D + (1− η)NS − (1− η)NB − 1]/2)
− g([D − (1− η)NS + (1− η)NB − 1]/2) , (8.10)
where D2 ≡ [(1 + η)NS + (1− η)NB + 1]2 − 4ηNS(NS + 1). Similarly, Ic(Lη,NB , N2S) is defined by
replacing NS in (8.10) with N2S .
We optimize the lower bound in (8.9) on the private information PL(Lη,NB , NS) with respect
to N2S for a fixed value of NS [Mat]. In Figure 5, we plot the optimized value of the lower bound
in (8.9) on the private information PL(Lη,NB , NS) (dashed line) and the coherent information in
(8.10) Ic(Lη,NB , NS) (solid line) of the thermal channel versus the transmissivity parameter η, for
low thermal noise NB and for both low and high input mean number of photons NS . We find
that a larger rate for private communication can be achieved by using displaced thermal states as
input to the channel instead of coherent states, for certain values of the transmissivity η.
9 Upper bounds on energy-constrained quantum and private capaci-
ties of quantum amplifier channels
Using methods similar to those from Sections 5 and 7, we now establish three different upper
bounds on the energy-constrained quantum and private capacities of a noisy amplifier channel.
9.1 Data-processing bound on energy-constrained quantum and private capacities of
quantum amplifier channels
In this section, we provide an upper bound using Theorem 31 below, which states that any phase-
insensitive single-mode bosonic Gaussian channel can be decomposed as a pure-amplifier channel
followed by a pure-loss channel, if the original channel is not entanglement breaking. This theo-
rem was independently proven in [RMG18, NAJ18] (see also [SWAT17] in this context).
Before we state the theorem, let us recall that the action of a phase-insensitive channel N on
the covariance matrix Γ of a single-mode, bosonic quantum state is given by
Γ 7−→ τ Γ + νI2, (9.1)
where ν is the variance of an additive noise, I2 is the 2× 2 identity matrix, and τ and ν satisfy the
conditions in (3.37)–(3.38). Moreover, as mentioned previously, a phase-insensitive channel N is
entanglement-breaking [HSR03, Hol08] if
τ + 1 ≤ ν . (9.2)
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Theorem 31 Any single-mode, phase-insensitive bosonic Gaussian channel N that is not entanglement-
breaking (i.e., satisfies τ + 1 > ν) can be decomposed as the concatenation of a quantum-limited amplifier
channel AG,0 with gain G > 1 followed by a pure-loss channel Lη,0 with transmissivity η ∈ (0, 1], i.e.,
N = Lη,0 ◦ AG,0, (9.3)
where η = (τ + 1− ν)/2 and G = τ/η.
Proof. The action of a quantum-limited amplifier channel AG,0 with gain G followed by a pure-
loss channel Lη,0 with transmissivity η, on the convariance matrix Γ is given by
η(G Γ + [G− 1]I2) + [1− η]I2. (9.4)
By comparing (9.1) and (9.4), we find that it is necessary for the following equalities to hold
ηG = τ, (9.5)
η(G− 1) + 1− η = ν. (9.6)
Solving these equations for η and G in terms of τ and ν then gives η = (τ + 1− ν)/2 and G = τ/η.
By the assumption that N is not entanglement breaking, which is that τ + 1 > ν, we find that
η = (τ + 1− ν)/2 > 0. (9.7)
Now applying the conditions in (3.37) and (3.38) for the channelN to be a CPTP map, we find that
η = (τ + 1− ν)/2 ≤ (τ + 1− |1− τ |)/2 =
{
τ for τ ∈ [0, 1)
1 for τ ≥ 1 (9.8)
By the fact that G = τ/η, the above implies that G > 1, so that the decomposition in (9.3) is valid
under the stated conditions.
We now apply Theorem 31 and a data-processing argument to a noisy amplifier channelAG,NB
with gainG > 1, environment photon numberNB ≥ 0, for which τ = G and ν = (G−1)(2NB+1).
This channel is entanglement-breaking when (G− 1)NB ≥ 1 [Hol08].
Theorem 32 An upper bound on the energy-constrained quantum and private capacities of a noisy ampli-
fier channelAG,NB with gain G > 1 and environment photon number NB ≥ 0, such that (G− 1)NB < 1,
and input photon number constraint NS ≥ 0, is given by
Q(AG,NB , NS), P (AG,NB , NS) ≤ max{0, QU1(AG,NB , NS)}, (9.9)
where
QU1(AG,NB , NS) ≡ g(G′NS +G′ − 1)− g[(G′ − 1)(NS + 1)], (9.10)
G′ = G/(1 +NB(1−G)). (9.11)
Proof. An upper bound on the energy-constrained quantum and private capacities can be estab-
lished by using (9.3) and a data-processing argument. We find that
Q(AG,NB , NS) = Q(Lη,0 ◦ AG′,0, NS) (9.12)
≤ Q(AG′,0, NS) (9.13)
= max{0, g(G′ NS +G′ − 1)− g[(G′ − 1)(NS + 1)]} . (9.14)
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The first inequality follows from the definition and data processing—the energy-constrained ca-
pacity of Lη,0 ◦ AG′,0 cannot exceed that of AG′,0. The second equality follows from the formula
for the energy-constrained quantum capacity of a quantum-limited amplifier channel with gain
G′ and input mean photon number NS [QW17]. Since a quantum-limited amplifier channel is a
degradable channel [CG06, WPGG07], its energy-constrained private capacity is the same as its
energy-constrained quantum capacity.
Remark 33 Applying Remark 9, we find the following data-processing bound QU1(AG,NB ) on the uncon-
strained quantum and private capacities of amplifier channels for which (G− 1)NB < 1:
Q(AG,NB ), P (AG,NB ) ≤ QU1(AG,NB ) = sup
NS :NS∈[0,∞]
QU1(AG,NB , NS) (9.15)
= lim
NS→∞
QU1(AG,NB , NS) (9.16)
= log2(G/(G− 1))− log2(NB + 1) . (9.17)
The second equality follows from the monotonicity of QU1(AG,NB , NS) with respect to NS , which in turn
follows from the fact that the first derivative of QU1(AG,NB , NS) with respect to NS goes to zero as NS →
∞, and the second derivative is always negative.
The bound
Q(AG,NB ), P (AG,NB ) ≤ log2
(
GNB+1
G− 1
)
− g(NB) (9.18)
was given in [PLOB17, WTB17]. From a comparison of (9.17) with (9.18), we find that the bound given in
(9.18) is always tighter than (9.17). Both the bounds in (9.17) and (9.18) converge to the true unconstrained
quantum and private capacity in the limit as NB → 0, but (9.18) is tighter for NB > 0.
Remark 34 The data-processing bound QU1(AG,NB , NS) on the energy-constrained quantum capacity of
amplifier channels places a strong restriction on the channel parameters G and NB . Since the quantum
capacity of a quantum-limited amplifier channel with gain G′ is non-zero only for G′ 6= ∞, the energy-
constrained quantum capacity of an amplifier channel will be non-zero only for
1 ≤ G < (1 +NB)/NB , (9.19)
which is same as the condition given in [CGH06] and is equivalent to the condition (G − 1)NB < 1, that
the channel is not entanglement breaking.
We now study the closeness of the data-proccessing bound QU1(AG,NB , NS) when compared to a
known lower bound. In particular, we use the following lower bound on the energy-constrained
quantum and private capacities of an amplifier channel [HW01, WQ16] and denote it byQL(AG,NB , NS):
Q(AG,NB , NS) ≥ QL(AG,NB , NS) ≡ g(GNS + (G− 1)(NB + 1))
− g([D + (G− 1)(NS +NB + 1)− 1]/2)− g([D − (G− 1)(NS +NB + 1)− 1]/2), (9.20)
where
D2 ≡ [(1 +G)NS + (G− 1)(NB + 1) + 1]2 − 4GNS(NS + 1). (9.21)
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Theorem 35 LetAG,NB be an amplifier channel with gain G > 1 and environment photon number NB ≥
0, such that (G − 1)NB < 1, and input photon number constraint NS ≥ 0. Then the following relation
holds between the data-processing bound QU1(AG,NB , NS) in (9.9) and the lower bound QL(AG,NB , NS)
in (9.20) on the energy-constrained quantum and private capacities of an amplifier channel:
QL(AG,NB , NS) ≤ QU1(AG,NB , NS) ≤ QL(AG,NB , NS) + 1/ ln 2 . (9.22)
Proof. A proof follows from arguments similar to those in the proof of Theorem 26.
9.2 ε-degradable bound on energy-constrained quantum and private capacities of am-
plifier channels
In this section, we provide an upper bound on the energy-constrained quantum and private ca-
pacities of a quantum amplifier channelAG,NB using the idea of ε-degradability. We first construct
an approximate degrading channel D by following arguments similar to those in Section 5.2. Fur-
thermore, we introduce a particular channel that simulates the serial concatenation of the amplifier
channelAG,NB and the approximate degrading channel D. We finally provide an upper bound on
the energy-constrained quantum and private capacities of an amplifier channel by using all these
tools and invoking Theorem 11.
Similar to Section 5.2, we first establish an upper bound on the diamond distance between the
complementary channel of the amplifier channel and the concatenation of the amplifier channel
followed by a particular approximate degrading channel. Let T and T ′ represent transformations
of two-mode squeezers with parameterG and (2G−1)/G, respectively. In the Heisenberg picture,
the unitary transformation corresponding to T and T ′ follow from (3.46).
Consider the following action of the noisy amplifier channel AG,NB on an input state φRA:
(idR⊗AG,NB )(φRA) = TrE1E2{TAE′→BE2(φRA ⊗ ψTMS(NB)E′E1)} , (9.23)
where R is a reference system and ψTMS(NB)E′E1 is a two-mode squeezed vacuum state with
parameter NB , as defined in (3.27). It is evident from (9.23) that the output of the noisy amplifier
channel AG,NB is system B, and the outputs of the complementary channel AˆG,NB are systems E1
and E2.
Consider a two-mode squeezer T ′ with parameter (2G − 1)/G, such that the output of the
amplifier channel AG,NB becomes an environmental input for T ′. We consider one mode of the
two-mode squeezed vacuum state ψTMS(NB)FE′1 as an input for T ′, so that the subsystem E′1
mimicsE1. We denote our choice of degrading channel byD(2G−1)/G,NB : T (B)→ T (E′1)⊗T (E′2).
More formally, D(2G−1)/G,NB has the following action on the output state AG,NB (φRA):
(idR⊗[D(2G−1)/G,NB ◦ AG,NB ])(φRA) = TrG{T ′BF→E′2G(AG,NB (φRA)⊗ ψTMS(NB)FE′1))} . (9.24)
Now, similar to Section 5.2, we introduce a particular channel that simulates the action of
D(2G−1)/G ◦ AG,NB on an input state φRA. We denote this channel by Λ, and it has the following
action on an input state φRA:
(idR⊗Λ)(φRA) = TrB{TAE′→BE2(φRA ⊗ ω(NB)E′E1)} , (9.25)
where ω(NB)E′E1 represents a noisy version of a two-mode squeezed vacuum state with parame-
terNB , and is same as (5.25), except η is replaced byG. Similar to (5.26), the following equivalence
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holds for any quantum input state φRA:
(idR⊗[D(2G−1)/G,NB ◦ AG,NB ])(φRA) = (idR⊗Λ)(φRA) . (9.26)
Thus, the channels D(2G−1)/G,NB ◦ AG,NB and Λ are indeed the same.
Similar to Theorem 19, we now establish an upper bound on the diamond distance between
the complementary channel of a noisy amplifier channel and the concatenation of the amplifier
channel followed by the degrading channel in (9.24).
Theorem 36 Fix G > 1. Let AG,NB be an amplifier channel with gain G, and let D(2G−1)/G,NB be a
degrading channel as defined in (9.24). Then
1
2
‖AˆG,NB −D(2G−1)/G,NB ◦ AG,NB‖ ≤
√
1−G2/κ(G,NB), (9.27)
with
κ(G,NB) = G
2 +NB(NB + 1)[1 + 3G
2 − 2G(1 +√2G− 1)]. (9.28)
Proof. A proof follows from arguments similar to those in the proof of Theorem 19.
Theorem 37 An upper bound on the energy-constrained quantum capacity of a noisy amplifier channel
AG,NB with gain G > 1, environment photon number NB , such that (G − 1)NB < 1, and input mean
photon-number constraint NS ≥ 0 is given by
Q(AG,NB , NS) ≤ QU2(AG,NB , NS) ≡ g(GNS + (G− 1)NB)− g(ζ+)− g(ζ−)
+ (2ε′ + 4δ)g([(G− 1)NS + (1 +G)NB]/δ) + g(ε′) + 2h2(δ) , (9.29)
with
ε =
√
1−G2/
(
G2 +NB(NB + 1)[1 + 3G2 − 2G(1 +
√
2G− 1)]
)
, (9.30)
ζ± =
1
2
(
−1 +
√
[(1 + 2NB)2 − 2%+ (2ϑ− 1)2 ± 4(ϑ−NB − 1)
√
[NB + ϑ]2 − %]/2
)
, (9.31)
% = 4NB(NB + 1)(2G− 1)/G , (9.32)
ϑ = G(1 +NB) + (G− 1)NS , (9.33)
ε′ ∈ (ε, 1], and δ = (ε′ − ε)/(1 + ε′).
Proof. A proof follows from arguments similar to those in the proof of Theorem 20.
Theorem 38 An upper bound on the energy-constrained private capacity of a noisy amplifier channel
AG,NB with with gain G > 1, environment photon number NB , such that (G − 1)NB < 1, and input
mean photon-number constraint NS ≥ 0 is given by
P (AG,NB , NS) ≤ PU2(AG,NB , NS) ≡ g(GNS + (G− 1)NB)− g(ζ+)− g(ζ−)
+ (6ε′ + 12δ)g([(G− 1)NS + (1 +G)NB]/δ) + 3g(ε′) + 6h2(δ) , (9.34)
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with
ε =
√
1−G2/
(
G2 +NB(NB + 1)[1 + 3G2 − 2G(1 +
√
2G− 1)]
)
, (9.35)
ζ± =
1
2
(
−1 +
√
[(1 + 2NB)2 − 2%+ (2ϑ− 1)2 ± 4(ϑ−NB − 1)
√
[NB + ϑ]2 − %]/2
)
, (9.36)
% = 4NB(NB + 1)(2G− 1)/G , (9.37)
ϑ = G(1 +NB) + (G− 1)NS , (9.38)
ε′ ∈ (ε, 1], and δ = (ε′ − ε)/(1 + ε′).
Proof. A proof follows from arguments similar to those in the proof of Theorem 20. The final
result is obtrained using Theorem 14.
9.3 ε-close-degradable bound on energy-constrained quantum and private capacities
of amplifier channels
In this section, we first establish an upper bound on the diamond distance between a noisy ampli-
fier channel and a quantum-limited amplifier channel. Since a quantum-limited amplifier channel
is a degradable channel, an upper bound on the energy-constrained quantum capacity of a noisy
amplifier channel directly follows from Theorem 12.
Theorem 39 If a noisy amplifier channel AG,NB and a quantum-limited amplifier channel AG,0 have the
same gain G > 1, then
1
2
‖AG,NB −AG,0‖ ≤
NB
NB + 1
. (9.39)
Proof. A proof follows from arguments similar to those in the proof of Theorem 23.
Theorem 40 An upper bound on the energy-constrained quantum capacity of a noisy amplifier channel
AG,NB with gain G > 1, environment photon number NB , such that (G − 1)NB < 1, and input mean
photon-number constraint NS ≥ 0 is given by
Q(AG,NB , NS) ≤ QU3(AG,NB , NS) ≡ g(GNS +G− 1)− g[(G− 1)(NS + 1)]
+ (4ε′ + 8δ)g[(GNS + (G− 1)NB)/δ] + 2g(ε′) + 4h2(δ) , (9.40)
with ε = NB/(NB + 1), ε′ ∈ (ε, 1] and δ = (ε′ − ε)/(1 + ε′).
Proof. A proof follows from arguments similar to those in the proof of Theorem 25.
Theorem 41 An upper bound on the energy-constrained private capacity of a noisy amplifier channel
AG,NB with gain G > 1, environment photon number NB , such that (G − 1)NB < 1, and input mean
photon-number constraint NS ≥ 0 is given by
P (AG,NB , NS) ≤ PU3(AG,NB , NS) ≡ g(GNS +G− 1)− g[(G− 1)(NS + 1)]
+ (8ε′ + 16δ)g[(GNS + (G− 1)NB)/δ] + 4g(ε′) + 8h2(δ) , (9.41)
with ε = NB/(NB + 1), ε′ ∈ (ε, 1] and δ = (ε′ − ε)/(1 + ε′).
Proof. A proof follows from arguments similar to those in the proof of Theorem 25. The final
result is obtrained using Theorem 15.
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10 Data-processing bound on energy-constrained quantum and private
capacities of additive-noise channels
In this section, we provide an upper bound on the energy-constrained quantum and private ca-
pacities of an additive-noise channel using Theorem 16. Note that we only consider n¯ ∈ (0, 1)
because the additive-noise channel is not entanglement breaking in this interval [Hol08].
Theorem 42 An upper bound on the energy-constrained quantum and private capacities of an additive-
noise channel Nn¯ with noise parameter n¯ ∈ (0, 1), and input mean photon number constraint NS is given
by
Q(Nn¯, NS), P (Nn¯, NS) ≤ max{0, QU1(Nn¯, NS)}, (10.1)
where
QU1(Nn¯, NS) ≡ g(NS/(n¯+ 1))− g(n¯NS/(n¯+ 1)). (10.2)
Proof. A proof follows from the fact that an additive noise channel can be obtained from a thermal
noise channel in the limit η → 1 andNB →∞, with (1−η)NB → n¯ [GGL+04], as well by applying
the continuity results for these capacities from [Shi17b, Theorem 3] (see also [Win17]). By taking
these limits in (5.3), we obtain the desired result.
Remark 43 Applying Remarks 9 and 17, and Theorem 42, we find the following data-processing bound
QU1(Nn¯) on the unconstrained quantum and private capacities of additive-noise channels for n¯ ∈ (0, 1):
QU1(Nn¯) = log2(1/n¯) . (10.3)
Remark 44 From Theorem 26, it follows that the data-processing upper bound Q(Nn¯, NS) can be at most
1.45 bits larger than a known lower bound on the energy-constrained quantum and private capacities of an
additive-noise channel.
Remark 45 The following bound was given in [PLOB17, WTB17] for n¯ ∈ (0, 1):
Q(Nn¯), P (Nn¯) ≤ n¯− 1
ln 2
+ log2(1/n¯). (10.4)
From a comparison of (10.3) with the bound in (10.4), we find that the bound in (10.4) is always tighter
than (10.3).
11 Recent developments
In this section, we first recall a recent result of [RMG18] on the unconstrained quantum capacity
of a thermal channel. After that, we extend these results here to obtain new bounds on the energy-
constrained quantum and private capacities of a thermal channel and an additive-noise channel.
Finally, we compare these new bounds with our previous bounds.
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11.1 [RMG18] bounds for the unconstrained quantum capacity of a thermal channel
Recently, the following upper bound on the unconstrained quantum capacity of a thermal channel
for which η > (1− η)NB was introduced in [RMG18, Eq. (40)]:
QU1(Lη,NB ) = max
{
0, log2
(
η − (1− η)NB
(1− η)(NB + 1)
)}
. (11.1)
This bound was obtained by using the decompositionLη,NB = Lη′,0◦AG,0 from Theorem 31 (found
independently in [RMG18]) and the bottleneck inequalityQ(Lη′,0◦AG,0) ≤ min{Q(Lη′,0), Q(AG,0)}
for the unconstrained quantum capacity. Note that (11.1) is slightly tighter than (5.9) for all pa-
rameter regimes. These findings were independently discovered in [NAJ18].
11.2 Further extension to the energy-constrained quantum and private capacities of
thermal channels
We now introduce a new upper bound on the energy-constrained quantum and private capacities
of thermal channels (independently discovered in [NAJ18] as well). In the energy-constrained
scenario, one cannot directly apply the bottleneck inequality in order to obtain a bound for the
finite-energy case, due to an important physical consideration discussed below. However, we
introduce a method to tackle this issue and establish an upper bound in the following theorem:
Theorem 46 An upper bound on the energy-constrained quantum and private capacities of a thermal
channel Lη,NB with transmissivity η ∈ [1/2, 1], environment photon number NB ≥ 0, such that η >
(1− η)NB , and input mean photon number constraint NS ≥ 0 is given by
Q(Lη,NB , NS), P (Lη,NB , NS) ≤ max{0, QU4(Lη,NB , NS)}, (11.2)
where
QU4(Lη,NB , NS) ≡ g(ηNS + (1− η)NB)− g[(1/η′ − 1)(ηNS + (1− η)NB)], (11.3)
and η′ = η − (1− η)NB .
Proof. Using Theorem 31, a thermal channel Lη,NB satisfying η > (1 − η)NB can be decomposed
as the concatenation of a quantum-limited amplifier channelAG,0 followed by a pure-loss channel
Lη′,0, such that
G = η/η′, (11.4)
η′ = η − (1− η)NB . (11.5)
Consider the following chain of inequalities:
Q(Lη,NB , NS) = Q(Lη′,0 ◦ AG,0, NS) (11.6)
≤ Q(Lη′,0, GNS +G− 1) (11.7)
= g(η′[GNS +G− 1])− g[(1− η′)(GNS +G− 1)] (11.8)
= g(ηNS + (1− η)NB)− g[(1/η′ − 1)(ηNS + (1− η)NB)] . (11.9)
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Figure 6: The figures plot the data-processing bound (QU1), the ε-degradable bound (QU2), the ε-
close-degradable bound (QU3), the bound QU4 and the lower bound (QL) on energy-constrained
quantum capacity of thermal channels. In each figure, we select certain values of η and NB , with
the choices indicated above each figure. In (a), for medium transmissivity and high thermal noise,
both the data-processing bound and QU4 is close to the lower bound. In (b), the ε-degradable
upper bound is tighter than all other upper bounds (QU3 is not plotted because it is much higher
than the other bounds for all parameter values).
The first inequality is a consequence of the following argument: consider an arbitrary encoding
and decoding scheme for energy-constrained quantum communication over the thermal chan-
nel Lη,NB , which satisfies the mean input photon number constraintNS ≥ 0. Due to the decompo-
sition of Lη,NB as Lη′,0 ◦AG,0, this encoding, followed by many uses of the pure-amplifier channel
AG,0 can be considered as an encoding for the channel Lη′,0, which also satisfies the mean photon
number constraint GNS +G− 1, due to the fact that the pure-amplifier channel AG,0 introduces a
gain. Since the energy-constrained quantum capacity of the channelLη′,0 involves an optimization
over all such encodings that satisfies the mean photon number constraint GNS +G− 1, we arrive
at the desired inequality. The second equality follows from the formula for the energy-constrained
quantum capacity of a pure-loss bosonic channel with transmissivity η′ and input mean photon
number GNS +G− 1 [WHG12, WQ16].
Now, we conduct a numerical evaluation in order to compare the bound in (11.3) with our
other bounds on the energy-constrained quantum and private capacities of a thermal channel.
Since there is a free parameter ε′ in both the ε-degradable bound in (5.36) and the ε-close-degradable
bound in (5.67), we optimize these bounds with respect to ε′ [Mat]. In Figure 6(a), we find that
both the data-processing bound QU1 and QU4 are close to the lower bound for medium transimis-
sivity and high thermal noise. Moreover, QU4 is slightly tighter than QU1 for some parameter
regimes. In Figure 6(b), we find that the ε-degradable bound is tighter than all other bounds for
high transmissivity and high thermal noise.
Remark 47 The upper bound QU4(Lη,NB , NS) on the energy-constrained quantum and private capacities
of thermal channels places a strong restriction on the channel parameters η and NB . Since the quantum
and private capacities of a pure-loss channel with η′ are non-zero only for η′ > 1/2, the energy-constrained
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quantum and private capacities of a thermal channel will be non-zero only for
1 ≥ η > 1 + 2NB
2(1 +NB)
, (11.10)
which is same as the condition given in [CGH06, Section 4].
11.3 Further extension on the energy-constrained quantum and private capacities of
additive-noise channels
In this section, we establish another upper bound on the energy-constrained quantum and private
capacities of an additive-noise channel, by using Theorem 46.
Theorem 48 An upper bound on the energy-constrained quantum and private capacities of an additive-
noise channel Nn¯ with noise parameter n¯ ∈ (0, 1), and input photon number constraint NS ≥ 0 is given
by
Q(Nn¯, NS), P (Nn¯, NS) ≤ max{0, QU4(Nn¯, NS)}, (11.11)
where
QU4(Nn¯, NS) ≡ g(NS + n¯)− g[n¯(NS + n¯)/(1− n¯)]. (11.12)
Proof. A proof follows from arguments similar to those in the proof of Theorem 42. The final
result is obtained using Theorem 46.
Remark 49 From a comparision of (11.12) and (10.2), we find thatQU1(Nn¯, NS) is tighter thanQU4(Nn¯, NS)
only for low noise and low input mean photon number. The boundQU4(Nn¯, NS) is tighter thanQU1(Nn¯, NS)
for all other parameter regimes.
Remark 50 Applying Remarks 9 and 17, and Theorem 48, we find the following data-processing bound
QU4(Nn¯) on the unconstrained quantum and private capacities of additive-noise channels:
QU4(Nn¯) = log2[(1− n¯)/n¯] . (11.13)
Remark 51 From a comparison of (11.13) with the bound in (10.4), we find that (11.13) is tighter than
(10.4) for high noise.
12 On the optimization of generalized channel divergences of quan-
tum Gaussian channels
In this section, we address the question of computing the energy-constrained diamond norm of
several channels of interest that have appeared in our paper. We provide a very general argument,
based on some definitions and results in [LKDW18] and phrased in terms of the “generalized
channel divergence” as a measure of the distinguishability of quantum channels. We find that,
among all Gaussian input states with a fixed energy constraint, the two-mode squeezed vacuum
state saturating the energy constraint is the optimal state for the energy-constrained generalized
channel divergence of two particular Gaussian channels. We describe these results in more detail
in what follows.
We begin by recalling some developments from [LKDW18]:
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Definition 52 (Generalized divergence [SW12, WWY14]) A functionalD : D(H)×D(H)→ R is a
generalized divergence if it satisfies the monotonicity (data processing) inequality
D(ρ‖σ) ≥ D(N (ρ)‖N (σ)), (12.1)
where N is a quantum channel.
Particular examples of a generalized divergence are the trace distance, quantum relative en-
tropy, and the negative root fidelity.
We say that a generalized channel divergence possesses the direct-sum property on classical–
quantum states if the following equality holds:
D
(∑
x
pX(x)|x〉〈x|X ⊗ ρx
∥∥∥∥∥∑
x
pX(x)|x〉〈x|X ⊗ σx
)
=
∑
x
pX(x)D(ρ
x‖σx), (12.2)
where pX is a probability distribution, {|x〉}x is an orthonormal basis, and {ρx}x and {σx}x are
sets of states. We note that this property holds for trace distance, quantum relative entropy, and
the negative root fidelity.
Definition 53 (Generalized channel divergence [LKDW18]) Given quantum channels NA→B and
MA→B , we define the generalized channel divergence as
D(N‖M) ≡ sup
ρRA
D((idR⊗NA→B)(ρRA)‖(idR⊗MA→B)(ρRA)). (12.3)
In the above definition, the supremum is with respect to all mixed states and the reference system R is
allowed to be arbitrarily large. However, as a consequence of purification, data processing, and the Schmidt
decomposition, it follows that
D(N‖M) = sup
ψRA
D((idR⊗NA→B)(ψRA)‖(idR⊗MA→B)(ψRA)), (12.4)
such that the supremum can be restricted to be with respect to pure states and the reference system R
isomorphic to the channel input system A.
Particular cases of the generalized channel divergence are the diamond norm of the difference
of NA→B andMA→B as well as the Re´nyi channel divergence from [CMW16].
Covariant quantum channels have symmetries that allow us to simplify the set of states over
which we need to optimize their generalized channel divergence [Hol02]. Let G be a finite group,
and for every g ∈ G, let g → UA(g) and g → VB(g) be unitary representations acting on the input
and output spaces of the channel, respectively. Then a quantum channel NA→B is covariant with
respect to {(UA(g), VB(g))}g if the following relation holds for all input density operators ρA and
group elements g ∈ G: (NA→B ◦ UgA) (ρA) = (VgB ◦ NA→B) (ρA), (12.5)
where
UgA(ρA) = UA(g)ρAU †A(g), (12.6)
VgB(σB) = VB(g)σBV †B(g). (12.7)
We say that channelsNA→B andMA→B are jointly covariant with respect to {(UA(g), VB(g))}g∈G if
each of them is covariant with respect to {(UA(g), VB(g))}g [TW16, DW17].
The following lemma was established in [LKDW18]:
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Lemma 4 ([LKDW18]) Let NA→B andMA→B be quantum channels, and let {(UA(g), VB(g))}g∈G de-
note unitary representations of a group G. Let ρA be a density operator, and let φ
ρ
RA be a purification of ρA.
Let ρ¯A denote the group average of ρA according to a distribution pG, i.e.,
ρ¯A =
∑
g
pG(g) UgA(ρA), (12.8)
and let φρ¯RA be a purification of ρ¯A. If the generalized divergence possesses the direct-sum property on
classical–quantum states, then the following inequality holds
D(NA→B(φρ¯RA)‖MA→B(φρ¯RA))
≥
∑
g
pG(g)D
((
Vg†B ◦ NA→B ◦ UgA
)
(φρRA)
∥∥∥(Vg†B ◦MA→B ◦ UgA) (φρRA)) . (12.9)
By approximation, the above lemma can be extended to continuous groups for several gener-
alized channel divergences of interest:
Lemma 5 Let NA→B and MA→B be quantum channels, and let {(UA(g), VB(g))}g∈G denote unitary
representations of a continuous group G. Let ρA be a density operator, and let φ
ρ
RA be a purification of ρA.
Let ρ¯A denote the group average of ρA according to a measure µ(g), i.e.,
ρ¯A =
∫
dµ(g) UgA(ρA), (12.10)
and let φρ¯RA be a purification of ρ¯A. If the generalized divergence possesses the direct-sum property on
classical–quantum states and is a Borel function, then the following inequality holds
D(NA→B(φρ¯RA)‖MA→B(φρ¯RA))
≥
∫
dµ(g)D
((
Vg†B ◦ NA→B ◦ UgA
)
(φρRA)
∥∥∥(Vg†B ◦MA→B ◦ UgA) (φρRA)) . (12.11)
We can apply this lemma effectively in the context of quantum Gaussian channels. To this
end, we consider an energy-constrained generalized channel divergence for W ∈ [0,∞) and an
energy observable G as follows:
DG,W (N‖M) = sup
ψRA : Tr{GψA}≤W
D((idR⊗NA→B)(ψRA)‖(idR⊗MA→B)(ψRA)). (12.12)
In what follows, we specialize this measure even further to the Gaussian energy-constrained
generalized channel divergence, meaning that the optimization is constrained to be with respect
to Gaussian input states:
DGG,W (N‖M) = sup
ψRA : Tr{GψA}≤W, ψRA∈G
D((idR⊗NA→B)(ψRA)‖(idR⊗MA→B)(ψRA)), (12.13)
where G denotes the set of Gaussian states. We then establish the following proposition:
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Proposition 54 Suppose that channels NA→B andMA→B are Gaussian, they each take one input mode
to m output modes, and they have the following action on a single-mode, input covariance matrix V :
V → XVXT + YN , (12.14)
V → XVXT + YM, (12.15)
where X is an m× 1 matrix, YN and YM are m×m matrices such thatNA→B andMA→B are legitimate
Gaussian channels. Suppose furthermore they these channels are jointly phase covariant (phase-insensitive),
in the sense that for all φ ∈ [0, 2pi) and input density operators ρ, the following equality holds
NA→B(einˆφρe−inˆφ) =
(
m⊗
i=1
einˆi(−1)
aiφ
)
NA→B(ρ)
(
m⊗
i=1
e−inˆi(−1)
aiφ
)
, (12.16)
MA→B(einˆφρe−inˆφ) =
(
m⊗
i=1
einˆi(−1)
aiφ
)
MA→B(ρ)
(
m⊗
i=1
e−inˆi(−1)
aiφ
)
, (12.17)
where ai ∈ {0, 1} for i ∈ {1, . . . ,m} and nˆi is the photon number operator for the ith mode. Then it suffices
to restrict the optimization in the energy-constrained generalized channel divergence as follows:
Dnˆ,NS (N‖M) = sup
ψRA:Tr{nˆψA}=NS
D((idR⊗NA→B) (ψRA) ‖ (idR⊗MA→B) (ψRA)), (12.18)
where ψRA = |ψ〉〈ψ|RA and
|ψ〉RA =
∞∑
n=0
λn|n〉R|n〉A, (12.19)
for some λn ∈ R+ such that
∑∞
n=0 λ
2
n = 1 and
∑∞
n=0 nλ
2
n = NS . Furthermore, the Gaussian energy-
constrained generalized channel divergence is achieved by the two-mode squeezed vacuum state with pa-
rameter NS , i.e.,
DGnˆ,NS (N‖M) = D((idR⊗NA→B) (ψTMS(NS)) ‖ (idR⊗MA→B) (ψTMS(NS))). (12.20)
Proof. This result is an application of Lemma 5 and previous developments in our paper. We
first exploit the joint displacement covariance of the channels NA→B andMA→B . That is, the fact
that channels NA→B andMA→B have the same X matrix as given in (12.14)–(12.15) implies that
they are jointly covariant with respect to displacements; i.e., for all input density operators ρ and
unitary displacement operators D(α) ≡ exp(αaˆ† − α∗aˆ), the following equalities hold
NA→B(D(α)ρD(−α)) =
(
m⊗
i=1
D(fi(X,α))
)
NA→B(ρ)
(
m⊗
i=1
D(−fi(X,α))
)
, (12.21)
MA→B(D(α)ρD(−α)) =
(
m⊗
i=1
D(fi(X,α))
)
MA→B(ρ)
(
m⊗
i=1
D(−fi(X,α))
)
, (12.22)
where fi for i ∈ {1, . . . ,m} are functions depending on the entries of the matrix X and α. Let φRA
be an arbitrary pure state such that Tr{nˆφA} = N1 ≤ NS . Consider the following additive-noise
Gaussian channel acting on an input state ρA:
A(ρA) =
∫
d2α pN2(α) D(α)ρAD(−α), (12.23)
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where pN2(α) = exp{− |α|2 /N2}/piN2 is a complex, centered Gaussian probability density func-
tion with variance N2 ≡ NS − N1 ≥ 0. Applying this channel to φA increases its photon number
from N1 to NS :
Tr{nˆA(φA)} = NS , (12.24)
which follows because
Tr{nˆA(φA)} = Tr{aˆ†aˆ
∫
d2α pN2(α) D(α)φAD(−α)} (12.25)
=
∫
d2α pN2(α) Tr{D(−α)aˆ†aˆD(α)φA} (12.26)
=
∫
d2α pN2(α) Tr{D(−α)aˆ†D(α)D(−α)aˆD(α)φA} (12.27)
=
∫
d2α pN2(α) Tr{[aˆ† + α∗][aˆ+ α]φA} (12.28)
=
∫
d2α pN2(α)
[
Tr{aˆ†aˆφA}+ αTr{aˆ†φA}+ α∗Tr{aˆφA}+ |α|2 Tr{φA}
]
(12.29)
= N1 + 0 + 0 +N2 = NS . (12.30)
The first three equalities use definitions, cyclicity of trace, and the fact that D(α)D(−α) = I . The
fourth equality uses the well known identities (see, e.g., [Ser17])
D(−α)aˆD(α) = aˆ+ α, D(−α)aˆ†D(α) = aˆ† + α∗. (12.31)
The second-to-last equality follows because pN2(α) is a probability density function with mean
zero and variance N2 (we have explicitly indicated what each of the four terms evaluate to in the
following line). Let ϕRA denote a purification of the state A(φA). We can then exploit the joint
covariance of the channels with respect to displacements, the relation in (12.23), and Lemma 5 to
conclude that
D(NA→B(ϕRA)‖MA→B(ϕRA)) ≥ D(NA→B(φRA)‖MA→B(φRA)), (12.32)
for all N1 ≤ NS . As a consequence of this development, we find that it suffices to restrict the
optimization of the energy-constrained, generalized channel divergence to pure bipartite states
ϕRA that meet the energy constraint with equality (i.e., Tr{nˆϕA} = NS).
Now we exploit the joint phase covariance of the channels. Let ϕRA be a pure bipartite state
that meets the energy constraint with equality. Consider that
ϕA ≡
1
2pi
∫ 2pi
0
dφ einˆφϕAe
−inˆφ =
∞∑
n=0
|n〉〈n|ϕA|n〉〈n|. (12.33)
That is, the state after phase averaging is diagonal in the number basis, and furthermore, the
resulting state ϕA has the same photon number NS as ϕA because
Tr{nˆϕA} =
1
2pi
∫ 2pi
0
dφ Tr{nˆeinˆφϕAe−inˆφ} (12.34)
=
1
2pi
∫ 2pi
0
dφ Tr{e−inˆφnˆeinˆφϕA} (12.35)
=
1
2pi
∫ 2pi
0
dφ Tr{nˆϕA} = Tr{nˆϕA}. (12.36)
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Thus, ϕA =
∑∞
n=0 λ
2
n|n〉〈n|A, for some λn ∈ R+ such that
∑∞
n=0 λ
2
n = 1 and
∑∞
n=0 nλ
2
n = NS .
Let ξRA denote a pure bipartite state that purifies ϕA. By applying Lemma 5 and the joint phase
covariance relations in (12.16)–(12.17), we find that the following inequality holds
D(NA→B(ξRA)‖MA→B(ξRA)) ≥ D(NA→B(ϕRA)‖MA→B(ϕRA)) . (12.37)
Since all purifications are related by isometries acting on the purifying system R, and since a
generalized divergence is invariant under such an isometry [TWW17], we find that
D(NA→B(ξRA)‖MA→B(ξRA)) = D(NA→B(ψRA)‖MA→B(ψRA)), (12.38)
where ψRA is a state of the form in (12.19). This concludes the proof of (12.18).
To conclude (12.20), consider that the thermal state θ(NS) is the only Gaussian state of a single
mode that is diagonal in the number basis with photon number equal to NS . A purification of
the thermal state θ(NS) is the two-mode squeezed vacuum ψTMS(NS) with parameter NS . So this
means that, for a fixed photon number NS , the two-mode squeezed vacuum with parameter NS
is optimal among all Gaussian states with reduced state on the channel input having the same
photon number.
We note here that joint phase covariance of two otherwise arbitrary channels implies that states
of the form in (12.19) with mean photon number of their reduced states ≤ NS are optimal, while
joint displacement covariance of two otherwise arbitrary channels implies that states with mean
photon number of their reduced states = NS are optimal. In Proposition 54, we chose to present
the interesting case of Gaussian channels in which both kinds of joint covariance hold simulta-
neously. The aforementioned result regarding jointly phase-covariant channels was concluded in
[Nai11] for a special case by employing a different argument and considering the special case of
fidelity and Chernoff-information divergences, as well as the discrimination of pure-loss channels.
It is worthwhile to note that our argument is different, relying mainly on channel symmetries and
data processing, and thus applies in far more general situations than those considered in [Nai11].
Proposition 54 applies to the various settings and channels that we have considered in this pa-
per for ε-degradable and ε-close degradable bosonic thermal channels. Thus, we can conclude in
these situations that the Gaussian energy-constrained generalized channel divergence is achieved
by the two-mode squeezed vacuum state.
Particular generalized channel divergences of interest are the energy-constrained diamond
norm [Shi17a, Win17] and the energy-constrained, channel version of theC-distance [Ras02, Ras03,
GLN05, Ras06], respectively defined as
‖N −M‖♦,G,W ≡ sup
ψRA : Tr{GψA}≤W
‖(idR⊗NA→B)(ψRA)− (idR⊗MA→B)(ψRA)‖1 , (12.39)
CG,W (N ,M) ≡ sup
ψRA : Tr{GψA}≤W
√
1− F ((idR⊗NA→B)(ψRA), (idR⊗MA→B)(ψRA)), (12.40)
where F denotes the quantum fidelity. Proposition 54 implies that the Gaussian-constrained ver-
sions of these quantities reduce to the following for channels satisfying the assumptions stated
there:
‖N −M‖G♦,nˆ,NS = ‖(idR⊗NA→B)(ψTMS(NS))− (idR⊗MA→B)(ψTMS(NS))‖1 , (12.41)
CGnˆ,NS (N ,M) =
√
1− F ((idR⊗NA→B)(ψTMS(NS)), (idR⊗MA→B)(ψTMS(NS))). (12.42)
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We note that the latter quantity is readily expressed as a closed formula in terms of the Gaus-
sian specification of the channels NA→B andMA→B in (12.14)–(12.15) and the parameter NS by
employing the general formula for the fidelity of zero-mean Gaussian states from [PS00]. One
could also employ the formulas from [SLW17] or [Che05, Kru06] to compute Gaussian, energy-
constrained channel divergences based on Re´nyi relative entropy or quantum relative entropy,
respectively.
The result in (12.18) already significantly reduces the set of states that we need to consider
in computing a given energy-constrained, generalized channel divergence for channels satisfying
the conditions of Proposition 54. However, it is a very interesting open question to determine
whether, under the conditions given in Proposition 54, the energy-constrained generalized chan-
nel divergence is always achieved by the two-mode squeezed vacuum state (if the restriction to
Gaussian input states is lifted). Divergences of interest in applications are the trace distance, fi-
delity, quantum relative entropy, and Re´nyi relative entropies. All of these measures lead to a
very interesting suite of Gaussian optimizer questions, which we leave for future work. If there
is a positive answer to this question, then we would expect to see, in the low-photon-number
regime, significant improvements of the ε-degradable and ε-close degradable upper bounds on
the capacities of the thermal channel.
13 Conclusion
In this paper, we established several bounds on the energy-constrained quantum and private ca-
pacities of single-mode, phase-insensitive bosonic Gaussian channels. The energy-constrained
bounds imply bounds for the corresponding unconstrained capacities.
In particular, we began by proving several different upper bounds on the energy-constrained
quantum capacity of thermal channels. We discussed the closeness of these three upper bounds
with a known lower bound. In particular, we have shown that the ε-close degradable bound
works well only in the low-noise regime and that the data-processing upper bound is close to a
lower bound for both low and high thermal noise. We also discussed an interesting case in which
the ε-degradable bound is tighter than all other upper bounds. Also, our results establish strong
limitations on any potential superadditivity of coherent information of a thermal channel in the
low-noise regime.
Similarly, we established several different upper bounds on the energy-constrained private
capacity of thermal channels. We have also shown an improvement in the achievable rates of
private communication through quantum thermal channels by using displaced thermal states as
inputs to the channel.
Additionally, we proved several different upper bounds on the energy-constrained quantum
and private capacities of quantum amplifier channels. We also established a data-processing up-
per bound on the energy-constrained quantum and private capacities of additive-noise channels.
We also found that the data-processing bound can be at most 1.45 bits larger than a known
lower bound on the energy-constrained quantum and private capacities of all phase-insensitive
Gaussian channels.
Building on recent developments in [RMG18], we proved even more bounds on the energy-
constrained quantum and private capacities of the aforementioned channels.
Since thermal noise is present in almost all communication and optical systems, our results
have implications for quantum computing and quantum cryptography. The knowledge of bounds
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on quantum capacity can be useful to quantify the performance of distributed quantum compu-
tation between remote locations, and private communication rates are connected to the ability to
generate secret key.
We finally used the generalized channel divergence from [LKDW18] to address the question of
optimal input states for the energy-bounded diamond norm and other related divergences. In par-
ticular, we showed that for two Gaussian channels that are jointly phase and displacement covari-
ant, the Gaussian energy-constrained generalized channel divergence is achieved by a two-mode
squeezed vacuum state that saturates the energy constraint. It is an interesting open question to
determine whether, among all input states, the two-mode squeezed vacuum is the optimal input
state for several energy-constrained, generalized channel divergences of interest. Here, we have
reduced the optimization to be as given in (12.18).
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