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We present a detailed analysis of single-vehicle data which sheds some light on the microscopic
interaction of the vehicles. Besides the analysis of free flow and synchronized traffic the data sets
especially provide information about wide jams which persist for a long time. The data have been
collected at a location far away from ramps and in the absence of speed limits which allows a
comparison with idealized traffic simulations. We also resolve some open questions concerning the
time-headway distribution.
I. INTRODUCTION
Like in every other field of physics the modeling of traf-
fic flow is based on the analysis of empirical data. In the
last few years, several empirical studies were carried out
in order to obtain a more profound picture of highway
traffic. Many modeling approaches have been suggested
which try to capture the essential parts of the human
driving behavior (see [1, 2] for an overview). On the one
hand, the empirical observation of highway traffic helps
to identify and to characterize traffic phases and the tran-
sitions between them. On the other hand, the theoreti-
cal modeling allows simulations of large traffic networks
and opens perspectives for future applications like traffic
forecasts and dynamic route guidance systems. However,
realistic model approaches of highway traffic have to be
based on empirical results and especially the microscopic
modeling of traffic requires information on the driving
behavior of the vehicles in the various traffic states.
Much progress has been made in the last few years
in analyzing empirical data. Moreover, the technical de-
velopment of the measurement techniques and the im-
proved equipment of roads with detectors allows to ob-
serve spatio-temporal structures [3] and even to analyze
single-vehicle data [4, 5]. The analysis of large sets of
minute averaged traffic data has revealed the existence
of three traffic phases, namely (i) free flow, (ii) synchro-
nized traffic and (iii) wide moving jams. This three state
picture is nowadays widely accepted, although other in-
terpretations of empirical data have been made [6–8].
Free flow traffic can be characterized by a large average
velocity while congested traffic is simply the opposite of
free flow. An important property of congested traffic is
that the average velocity of the different lanes can be syn-
chronized [9, 10] leading to large correlations between the
velocity measurements on neighboring lanes. Congested
traffic can be divided into synchronized traffic and wide
moving jams.
In synchronized traffic, which is mainly observed at
on- and off-ramps, the velocity is considerably smaller
than in free flow but the flow can still have large values.
Moreover, the large variance in density and flow mea-
surements cannot be described by a functional relation-
ship which becomes visible in an irregular pattern in the
fundamental diagram. Therefore, the cross-correlation
between flow and density vanishes and thus allows to
identify the synchronized state [4]. In [11] the following
picture of the synchronized state and a possible jam for-
mation was developed: While the downstream front of
the synchronized traffic region is usually fixed at an on-
or off-ramp the upstream front is separated from free flow
by the so-called pinch region. In the pinch region narrow
jams are formed. In contrast to wide jams, narrow jams
consist of only two fronts where the vehicle speed and the
density sharply changes whereas the width of the fronts
of wide jams is negligible compared to the bulk region
between them. These jams can merge and form wide
jams.
Wide (moving) jams are regions with a very high den-
sity and negligible average velocity and flow. The width
of these structures is much larger than its fronts at the
upstream and downstream ends where the speed of vehi-
cles changes sharply. A wide jam can be characterized by
a few parameters, e.g., the velocity with which it moves
upstream. The velocity of the downstream front and the
corresponding flow rate is only determined by the den-
sity inside a wide jam and the delay-time between two
vehicles leaving the jam [12]. In contrast to synchronized
traffic wide jams can propagate undisturbed through ei-
ther free flow and synchronized traffic without impact on
these states which thus allows their coexistence.
In order to identify the different phases it would be
ideal to have data from a series of detectors in order to
identify the traffic states by their spatio-temporal prop-
erties [3]. Since the data set used in this study is recorded
at a single measurement location we use autocorrelation
and cross-correlation functions to determine these prop-
erties locally.
The analysis of single-vehicle data gives important in-
formation about the driving behavior of the vehicles in
the various traffic states. Unfortunately, up to now only
a few empirical results of single-vehicle data exist [4, 5]
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which do not provide a consistent picture of the vehi-
cle dynamics. It was shown that the distribution of the
time-headways and the velocity-distance relationship do
not depend on the density but on the traffic state. In [4] a
peak at 1.8 s was found in the time-headway distribution
which was explained with the drivers effort for safety.
However, the existence of this peak could not be con-
firmed in [5]. Moreover, in the free flow state platoons of
vehicles driving bumper-to-bumper with a time-headway
well below 1 s occur.
The velocity-distance relationship gives information on
the adjustment of the velocity on the headway. While in
free flow the velocity shows large values even for small
headways, in the congested state drivers tend to move
slower than the distance allows. Thus, in the free flow
regime the movement of the vehicles is uncorrelated al-
though small platoons exist while in the synchronized
regime large correlations of the velocity between the ve-
hicles can be found but the distance between them can
vary considerably.
In this empirical analysis we try to improve the mi-
croscopic understanding of the human driving behavior
which helps to validate the properties of models for traffic
flow on a qualitative level. It is worth pointing out that
the data set underlying our study is one of the largest
used so far. In contrast to older studies the data have
been collected on a 3-lane road without speed limit and
relatively (several kilometers) far away from ramps. The
quality of the empirical data enables a detailed insight
into the dynamics of the vehicles in wide jams. The
location of the detectors far away from ramps and the
absence of a speed limit allow a much better compari-
son with data from idealized traffic simulations without
bottlenecks. In analogy to onramps [13], defects intro-
duced by, e.g., the application of a speed limit, consid-
erably affect traffic flow and can trigger distinct traffic
states. However, it has been shown recently for a large
class of driven diffusive systems (see e.g. [14, 15]) that
bottlenecks only select rather than generate the states.
This is a very general property of driven system and is
well-established in nonequilibrium statistical physics (see
ref. [16] and references therein). Furthermore it has also
been verified for a large class of traffic models. Therefore
our analysis has, compared to measurements at bottle-
necks, the advantage that we can observe and analyze
pure bulk states. The disadvantage is that congested
traffic is less often observed, which implies that there is
need for quite long observation periods. However, the
data set, which is analyzed throughout this article, in-
cludes all three types of highway traffic. Our results are
therefore of direct relevance for the modeling of traffic
flow on highways.
II. EMPIRICAL DATA
The data sets were collected at different locations on
two highways in North-Rhine-Westfalia, Germany. The
first set is provided by two detectors, one for each driv-
ing direction, on the A3 between the junction Duisburg-
Wedau and the highway-intersection Kreuz-Breitscheid
(see Fig. 1). A detector consists of three inductive loops,
one for each lane. The location of the detector is about
5.5 km from the highway intersection Breitscheid and
about 2.2 km from the junction Duisburg-Wedau. It is
important to note that there is no speed limit. The data
set was measured between 03-30-2000 and 05-16-2000 and
comprises 48 days. The second and the third data set was
measured by four detectors, one for each driving direc-
tion consisting of three inductive loops, at two locations
on the A1 between the highway intersection Leverkusen
and the junction Burscheid (see Fig. 1). Note, that for
storage reasons, in the third data set only the vehicles
on the right and the middle lane were detected. The de-
tectors are located 6.150 km, respectively 7.300 km from
Leverkusen and 3.950 km, respectively 2.800 km from
Burscheid with a distance of 1.150 km between the two
measurement locations. The data were collected during
two periods (08-02-2000 to 08-20-2000 and 02-01-2001 to
02-27-2001) which comprises a total measurement time
of 46 days. Note, that the highway has three lanes and
there is no speed limit. In total, on 94 days about 9.5
million cars were measured.
Duisburg−Wedau Kreuz Breitscheid
D1
D2
0km 5.460km 7.740km
Kreuz Leverkusen
D1
D3
D2
0km 6.150km 7.300km 10.100km
BurscheidD4
FIG. 1. Location of the detectors of the first data (top)
set measured on the A3 near Duisburg and of the second and
third data set (bottom) measured on the A1 near Leverkusen.
All of the inductive loops were able to measure single-
vehicle data. A data set of one vehicle comprises the time
(in hundredth seconds) at which the vehicle reaches the
detector, the lane the car is detected, the type of the vehi-
cle (car, truck), the velocity in km/h and its length in cm.
The length of a vehicle is calculated with an accuracy of 1
cm. The lower bound for the velocity measurement is 10
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km/h, i.e., velocities of slower vehicles are not measured.
Then, instead of the length of the vehicle, the time the
inductive loop is covered is given in hundredth seconds.
Note, that the velocity is theoretically calculated inter-
nally via the time ∆t a vehicle needs to pass a detector
of a given length with an accuracy of 1 km/h. However,
since ∆t is only measured in milliseconds and no floating
points for the calculation of the velocity are used, it is
possible that a velocity may correspond to more than one
∆t and/or a difference of one millisecond in ∆t leads to a
velocity difference larger than 1 km/h. As a result, small
differences in ∆t cannot be resolved while some velocities
cannot be measured.
The third data set includes the electric signal inducted
in the loops when a car passes the detector. These data
comprise the time (in milliseconds) the vehicle arrives
at the detector and the time-series of the height of the
electric signal that is sampled at 125 points in one second.
In addition to the single-vehicle data of the first and
the second data set, one minute averages of the traffic
data are collected. These data comprise the number of
cars and the number of trucks, the mean velocity of cars,
the mean velocity of trucks and the mean velocity of all
vehicles. Occupancy (occ) rather than density is used
as an estimation of the density because of the ease of
measuring and its independence from the vehicle lengths.
It is simply given by the fraction of time the detector is
covered by a vehicle.
The spatial density can be calculated from the occu-
pancy. An occupancy occ = 1 means that the vehicles
are driving bumper-to-bumper which leads to a spatial
density ρmax of
ρmax =
N(T )∑
t≤tn<t+T
ln
=
1
L
(1)
with the mean length L of the vehicles and the number
N(T ) of the vehicles passing the detector in time T . In
this study the value of T is set to 60 s. ln is the length
of the n-th vehicle measured at time tn. For the spatial
density ρs estimated by occupancy
ρs = occ · ρmax = occ ·
N(T )∑
t≤tn<t+T
ln
=
occ
L
(2)
holds ∗. Throughout this paper the terminology “den-
sity” is used for occupancy if not stated otherwise and
the occupancy is given in percent.
Since large occupancies (e.g., a vehicle blocks the de-
tector for more than one minute) are not distributed on
∗The calculation of the spatial density by means of local
measurements is only valid under the assumption of a con-
stant velocity of the vehicles during the averaging process.
minute intervals by the counting device but the occu-
pancy is just related to the interval the vehicle is mea-
sured, a cut-off of the minute averaged data at 100 %
was introduced. Thus, the explicit calculation of the
occupancy of the time interval [t,t+T] by means of the
single-vehicle data via
occ(t) =
1
T
∑
t≤tn<t+T
∆tn =
1
T
∑
t≤tn<t+T
ln
vn
(3)
with the time ∆tn the detector is occupied by car n of
length ln and velocity vn allows to determine the occu-
pancy more accurately compared to the one minute data
because occupancy overlaps from minute to minute can
be considered. The minute data therefore are only used
to verify the averaged single-vehicle data.
Furthermore, occupancy can explicitly be related to
the various traffic states. In contrast, the hydrodynami-
cal relation
ρ =
J
v
(4)
where J is the flow (which is proportional to the number
N of vehicles passing the detector in a time interval ∆t)
and v =
∑
vn(t)/N is the average velocity of the vehicles
tends to underestimate the density since the velocity of
moving cars is detected (see [4]). This leads especially in
the congested state to very small densities while in free
flow traffic both methods give the same results.
The time resolution of the single-vehicle data allows
the calculation of the time-headway th and the distance-
headway gap of the n-th vehicle via
th(n) = tn − tn−1 −
ln−1
vn−1
(5)
and
gap(n) = vn(tn − tn−1)− ln−1 (6)
under the assumption† of a constant vn and vn−1. tn
denotes the time the n-th vehicle passes the detector,
ln and vn its length and velocity. The passing time are
measured by the internal clock with an accuracy of 0.001
s. In the output these signals are provided in units of
hundredth seconds. The achievable resolution of spatial
measurements is 1 cm. These values are of course lower
†The usage of the velocity vn is somehow arbitrary since
vn−1 can also be taken which leads to the calculation of
the headway in upstream direction rather than downstream.
However, the difference between both results is negligi-
ble because on small distances the surroundings upstream
and downstream of the measurement location should be
homogeneous.
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bounds for the real error bars. In particular for the dis-
tance headways we expect much uncertainties, roughly of
the order of ∼ 1 m. Unfortunately, it is difficult to calcu-
late precisely one realistic errorbar, because they depend
on, e.g., the velocity of the cars and the actual value of
the distance.
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FIG. 2. Time-series in the free flow regime of the flow, the
velocity and the occupancy on the left lane at detector D1 on
the A3 on the 04-28-2000.
In order to allow the calculation of spatio-temporal
correlations on the A1, the two measurement locations
D3/D4 and D2/D4 are synchronized by means of radio
controlled clocks.
III. FREE FLOW
Free flow is the traffic state most frequently observed
in the data set and is characterized by a large flow J and
velocity v and a small density (Fig. 2). While daily vari-
ations of the flow and the density become visible in the
time-series‡, the velocity remains nearly constant over
the whole day.
‡Quantitatively they can be seen in the behavior of the au-
tocorrelation functions [4].
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FIG. 3. Average velocity dependent on the density for the
three lanes at detector D1 on the A3 on the 04-28-2000.
Due to legal restrictions in Germany vehicles have to
drive on the right lane and the left and the middle lane
should be used only for overtake maneuvers. Thus, the
lanes segregate into fast and slow lanes which results in
a negative velocity gradient from left to right (Fig. 3).
This effect becomes more pronounced in the absence of a
speed limit. As a consequence, the flow and the velocity
decreases from the left to the right lane, whereas the
density increases.
Next we analyze the velocity distributions in free flow
traffic (Fig. 4). The velocity calculated by the detector is
simply the length of the detector divided by the time ∆t
the vehicle takes to pass the detector, that is measured
directly. In our case ∆t is measured with a precision
of milliseconds, but the corresponding velocity is given
in units of km/h since only integer arithmetics was ap-
plied internally. This way of calculating the velocity does
not use the full precision of the measurement, but even
worse, it leads to an uneven sampling of the velocities.
The latter point can be avoided by recovering the cor-
responding traveling time ∆t from the velocity given in
the data set. For large velocities (v > 110 km/h) at one
hand we obtain a unique value of ∆t. For smaller ve-
locities on the other hand each velocity corresponds to
a range of possible traveling times. If the same velocity
results for k different traveling times, we simply increase
the statistical weight of each possible value of ∆t by 1/k.
This procedure leads to smooth traveling time distribu-
tions. If one is interested in the velocity distri-
butions one is still left with a problem, i.e. the
velocity intervals are that correspond to a given
traveling time are not of equal length. There-
fore we calculated the velocity, that corresponds
to a certain travelling time, with a high numeri-
4
cal resolution, i.e. 10−2 km/h§, and interpolated
linearly between the two measurements. In or-
der to obtain a normalized distribution the inter-
polated values have to be devided by the length
of the interval. In the final figure, however, we
use a resolution of 1 km/h, by averaging over the
evenly sampled and highly resolved velocity dis-
tribution. This procedure leads obviously to very
smooth velocity distributions.
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FIG. 4. Distribution of the velocity on the three lanes at
detector D1 on the A3 on the 04-28-2000.
On the left lane the velocity distributions can be nicely
fitted to a Gaussian distribution, for densities between
5−10%. This is in agreement with earlier investigations,
also finding Gaussian distributed velocities, for a low por-
tion of trucks [17]. For lower densities (0−5%), however,
we observe a slight asymmetry of the distribution func-
tion. In order to quantify this asymmetry we divided the
distribution function into two parts, one containing all
velocities below the maximum of the distribution, and
the other for larger velocities. Both parts are in agree-
ment with different Gaussian distributions (Fig. 5).
The form of the distribution function on the middle
and right lane is different, because they can be used by
trucks. The trucks lead to a second maximum of the ve-
locity distribution. For these two lanes the velocity dis-
tribution can be viewed as a superposition of a “car”and
a “truck” velocity distribution, both of Gaussian form
in the density interval 5 − 10%. For lower densities we
find again an asymmetry of the distribution function that
§The final distribution function does not change if a higher
resolution is chosen.
is even more pronounced than for the left lane. For an
overview, the fit-parameters are summarized in table I.
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FIG. 5. Distribution of the recalculated velocity (see text).
The solid lines represents best fits with distributions of Gaus-
sian type. For distribution functions that have two maxima a
superposition of two gaussian distributions has been used. For
single peaked distributions a simple or, in case of asymmetric
distributions, a distribution consisting of two piecewise de-
fined Gaussians has been used as a fit function. (see table I).
In the presence of a speed limit it was found that the
negligible vehicle interactions are one of the main charac-
teristics of free flow traffic [4]. In contrast, the velocity-
density relationship in Fig. 6 clearly deviates from a con-
stant value. This fact can be explained by the absence of
a speed limit.
density distribution a b c
0− 5% left, v < 146 km/h 146.0 340.79 41.93
left, v ≥ 146 km/h 146.0 789.86 41.93
middle, v < 129 km/h 129.0 300.21 35.46
middle, v ≥ 129 km/h 129.0 477.137 35.46
right, cars 112.10 424.22 40.40
right, trucks 89.55 88.44 65.70
5−10% left 129.9 477.84 38.92
middle, cars 118.75 401.50 37.27
middle, trucks 90.27 28.10 112.27
right, cars 106.24 466.06 80.95
right, trucks 86.51 21.72 13.69
TABLE I. Fit parameters of the velocity distribu-
tion in free flow. As fit function the Gaussian
p(v) = exp(−(v − a)2/b)/c was used.
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Slow vehicles are responsible for the decrement of the
mean velocity with increasing density. The average veloc-
ity decreases linearly with the occupancy (v ≈ 160.206±
0.4884−(4.44036±0.1169)occ) and consequently the flow
quadratically, J ≈ 5.02139±4.334+(368.543±2.177)occ−
(9.54743± 0.2377)occ2.
In contrast, queuing theory predicts for a M/G/2 queu-
ing system that has to be applied for a three-lane high-
way [18] a quadratic relationship between density and ve-
locity and a cubic relationship between density and flow,
respectively. For two-lane highways (a M/G/1 queuing
system) the velocity is expected to depend linearly on
the density.
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FIG. 6. Fundamental diagram of the left lane for the flow
and the velocity in the free flow regime on the 04-28-2000 at
detector D1 on the A3. The solid curve gives the best fit for
the data.
The discrepancy between queuing theory and empiri-
cal data may indicate that either the theory is not ap-
propriate or that the three lanes are not homogeneously
coupled. The latter point of view is supported by a cor-
relation analysis of the different lanes, showing that the
coupling between left and middle lane is much stronger
than between the right and middle lane. It would be
interesting to parameterize the partial decoupling of the
right lane and to study the modified queuing theory.
The velocity-headway curve illustrates the vehicle’s ve-
locity adjustment on the distance-headway. Since cars
can move freely, the velocity saturates even for small dis-
tances. However, with increasing vehicle interaction the
asymptotic value of the velocity decreases (Fig. 7).
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FIG. 7. The mean velocity chosen for a certain dis-
tance-headway at detector D1 on the left lane of the A3 for
all days with free flow and synchronized traffic.
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FIG. 8. Autocorrelation of the minute averaged velocity of
the left lane on the 04-28-2000 at detector D1 on the A3.
The vehicle interactions, although visible in the fun-
damental diagram, are very small. In Fig. 8 the auto-
correlation (see appendix A) of the one-minute averages
of the velocity is shown. In order to eliminate the daily
variations the time-series of the velocity was detrended∗∗
by a linear fit. Obviously, the minute averaged veloc-
∗∗The data were fitted using a linear regression. This trend
was then subtracted from the data points.
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ity shows no correlations on time scales larger than one
minute since the vehicles are in general driving indepen-
dently.
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FIG. 9. Autocorrelation of the single-vehicle velocity in free
flow of the left lane at detector D1 on the 04-28-2000 on the
A3.
Nevertheless, a closer look on the autocorrelation of the
velocity of the single-vehicle data (Fig. 9) reveals correla-
tions on very short time-scales. Like the minute-averaged
data, the single-vehicle data were detrended to eliminate
daily variations. Now, the autocorrelation function is
not time-dependent but depends on the number of vehi-
cles. The strong correlations on short time-scales can be
attributed to small platoons of cars driving with nearly
the same speed, but with very small headways [4]. The
platoons are also responsible for small time-headways in
the time-headway distribution (Fig. 10). As one can see
from Fig. 10 the time-headway distribution differs from
the distribution found in [4]. In [4] the time-headway dis-
tribution of the single-vehicle data shows the existence of
a peak at 1.8 s for all densities and all traffic states which
was explained to be the optimal safe time-headway be-
tween vehicles.
This peak was missing in related empirical investiga-
tions [5] including the present. In order to clarify the ori-
gin of this peak we analyzed the data used in [4] again.
A detailed analysis of this data set revealed even more
than one peak, but also smaller peaks for other multiples
of 0.9 s. Therefore one is let to the believe that these
peaks could be artificially generated by a software error
of the detection device. Indeed it turned out that in case
of a busy detector the data are not directly transfered
but stored in a buffer for a time of 0.9 s.
0 1 2 3 4 5 6
th [s]
0
0.02
0.04
0.06
0.08
0.1
P(
t h)
ρ = 0 − 5 %
ρ = 5 − 10 %
ρ = 10 − 15 %
0 1 2 3 4 5 6
0
0.01
0.02
0.03
0.04
0.05
0.06
0.07
FIG. 10. Distribution of the time-headways of the left lane
at detector D1 on the A3 for all days of the data set with free
flow. The inset shows the time-headway distribution of new
measurements on the A1 near Ko¨ln-Lo¨venich.
Since the single-vehicle data contain no time-stamp
and the storage time of the internal clock of the com-
puter was used, to each data point in the buffer the same
time of measurement is assigned. In the time-headway
distribution then the multiples of the buffer size become
visible. This is confirmed by new measurements (see in-
set of Fig. 10) at the detectors D2 and D3 on the A1
near Ko¨ln-Lo¨venich that have also been used in [4]. This
data set (like the data sets used in this paper) records
the time a vehicle arrives at the detector in hundredth
seconds which therefore allows the calculation of the ex-
act time-headway. The new data do not show a peak at
1.8 s in the time-headway distribution (about 1.5 million
cars were detected in 19 days).
At this point we stress the fact that the velocity and
length measurements of the single-vehicle data of [4] are
not affected by the software error and more important,
the order of the data is not mixed up. In particular, re-
sults of the fundamental diagram, the time-series analysis
and the optimal-velocity curve can be reproduced by the
data sets used here.
The time-headway distribution found here, shows a
strong dependence on the density. However, although
the width of the distribution decreases the short time
behavior remains nearly unchanged. Not only the maxi-
mum of the distribution is at about 0.68 s, but also the
values of the shortest time-headways do not change sig-
nificantly. Note, that the distribution was calculated by
considering all days of the data set with free flow traffic.
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FIG. 11. Cluster length distribution on the left lane in the
free flow regime for different time-headways.
If one compares the time-headway distributions of the
highway with and without speed limit, one observes that
the maximum of the distribution is shifted towards larger
time-headways in case of an applied speed limit. This ob-
servation shows the importance of anticipation effects in
free flow traffic. However, the anticipation of the prede-
cessor’s movement leads to serious problems concerning
safe driving, because the drivers adjust the distance to
the leading vehicle discarding their own velocity.
Another important point is the cut-off of the distribu-
tion at small time-headways. In both cases we found that
a non-negligible portion of vehicles drives with a tempo-
ral distance of the order ∼ 0.2 s, that is comparable to
the reaction time of the drivers. These drivers take a very
high risk to provoke an accident and would definitively
be unable to avoid a crash in case of an sudden obstacle.
It is now possible to estimate the temporal extension
of the platoons. From the decay of the autocorrelation of
the single-vehicle velocity a platoon length of the order of
magnitude of about 10 vehicles follows. Since the time-
headways within a platoon are smaller than the maxi-
mum of the distribution (about 1 s) this leads to values
less than one minute. Thus, these small vehicle clusters
cannot be visible in the minute averaged data.
The analysis of the single-vehicle data allows to mea-
sure cluster lengths directly. A platoon of length l con-
sists of l consecutive vehicles each having a time-headway
smaller than a defined value††. By counting the number
of succeeding vehicles with time-headways well below a
††This value should be of the order of the maximum of the
time-headway distribution, i.e., about 1 s.
certain value one obtains the cluster length distribution
(see Fig. 11 for the distribution of the left lane).
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FIG. 12. Average standard deviation of the mean velocity
of the vehicles in a cluster of length l on the left lane.
The length of the platoons increases with increasing
time-headway, but even with very small time-headways
lengths up to 14 vehicles can be measured. In contrast to
vehicles on the middle and the right lane, cars on the left
lane have no possibility to overtake a slower one. As the
length of the platoons decreases from the left to the right
lane one can conclude that platoons are simply formed
by fast cars piling up behind a slow car (see [19] for a
functional relationship of the bunch size distribution).
Driving bumper-to-bumper with large velocity requires
an increased attention to velocity fluctuations of the pre-
ceding vehicle. As a consequence, the velocity of vehicles
inside a platoon is almost synchronized which leads to
a slow decay of the autocorrelation function. Driving in
a synchronized manner also decreases the velocity differ-
ences within the platoon. In Fig. 12 the standard devi-
ation of the velocity of all platoon vehicles is depicted.
As one can see, the smaller the time-headway the smaller
the velocity differences. Furthermore, the standard devi-
ation saturates very fast so that even large clusters move
as synchronized as small ones.
In order to evaluate the stability of the platoons, i.e.,
identify stable moving structures, we calculate the cross-
correlation between the minute averaged velocities at the
detectors D3 and D4 on the A1 (Fig. 13). If the platoons
were stable the order of the vehicles passing a detector
remains unchanged leading to a strong correlation of the
velocity time-series. Vehicles on the left lane need about
30 s to drive from D3 to D4. As one can see, there is
indeed a strong correlation of both sites at τ = 1 min, in-
dicating that the lifetime of the platoons may have large
8
values and moving structures can be identified even in
free flow.
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FIG. 13. Cross-correlation between the minute averaged
velocities at the detectors D3 and D4 of the left lane on the
A1 on the 08-10-2000. The inset shows the cross-correlation
for τ = 0 of the velocity time-series at D4 and the by ∆
seconds shifted velocity time-series at D3.
The analysis of single-vehicle data allows to specify the
lag between the two time-series by varying the displace-
ment of the two time-series continuously. The starting
point of the averaging interval of the time-series at D3
is shifted by ∆ seconds and then, the cross-correlation
of the two signals is calculated. If the two time-series
match, the cross-correlation would show large values at
τ = 0. Hence, it is possible to locate the maximal cor-
relation which corresponds roughly to the average travel
time ∆max given by 1150 m/150 km/h ≈ 28 s (see inset
of Fig. 13).
As mentioned before, the third data set provides infor-
mation about the signal the inductive loop measures from
each car. We therefore tried to identify the moving struc-
tures of free flow traffic not only on the minute averaged
scale but also on the single-vehicle scale. Unfortunately,
the consideration and comparison of the vehicles electric
signal at both detectors fails for two reasons. First, the
electric signal differs only slightly from car to car. Sec-
ond, even on the right lane the sequence of cars changes
due to lane changes and overtaking maneuvers. As a
consequence, the number of vehicles on one lane is not
conserved so that even the cumulative number of vehicles
passing a measurement section cannot be compared [20].
Therefore an explicit identification of a vehicle at both
measurement locations was difficult and made the calcu-
lation of the travel-time distribution impossible.
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FIG. 14. Cross-correlation between the minute averaged
velocities on the three lanes on the 04-28-2000 at detector D1
on the A3. Note, that the velocity time-series was detrended
by a linear fit.
In [4] it was shown that in free flow traffic the correla-
tion of the average velocity between different lanes is neg-
ligible. However, this result is contrasted by our analysis
of the velocity time-series. In Fig. 14 the cross-correlation
between the detrended average velocities on lane i and
lane j is depicted. Obviously, there are strong correla-
tions between the lanes, especially neighboring lanes are
more correlated than the left with the right lane. Lane
changes lead to a strong coupling between the lanes while
the right lane is somehow decoupled from the other two
due to the large amount of trucks. These lane changes
are forced by the absence of a speed limit that may ex-
plain the differences to the results of [4] where a speed
limit was in effect. As a result, daily fluctuations of the
mean velocity and therefore of the flow are served first
by the left and the middle lane while the flow of the right
lane does not change significantly in the free flow regime.
IV. SYNCHRONIZED FLOW
Synchronized traffic can be characterized by a large
variance in flow and density measurements and a velocity
that is considerably lower than in free flow traffic while
the flow can show large values (Fig. 15). Although the
minute averaged velocity is larger compared to a wide
jam, the analysis of the single-vehicle data reveals the
existence of vehicles with velocities smaller than 10 km/h,
that is vehicles at rest were measured [21].
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FIG. 15. Fundamental diagram and time-series of the ve-
locity on the 05-11-2000 of the left lane at detector D1 on the
A3.
In contrast to free flow, the time-headway distribution
shows a non-trivial dependence on the density (Fig. 16).
While the maximum of the distribution is shifted to
larger values (≈ 1.3 s) and the variance is reduced,
small time-headways do still exist. The probability of
these small time-headways decreases with increasing den-
sity whereas the distribution in free flow can simply be
rescaled by the density for small times. Note, that the
distribution was calculated by the consideration of all
days of the data set with synchronized traffic.
Compared to free flow traffic the length of clusters with
small time-headways is decreased significantly (Fig. 17).
The increased density in the synchronized regime is there-
fore responsible for the dissolution of the large platoons
of the free flow regime. Moreover, because the velocity of
the cars is now determined by the available space rather
than by the desired velocity, the probability of cars piling
up behind a slow car is drastically reduced. Now, safety
reasons require larger distances to the preceding vehicle
in order to prevent braking maneuvers. Note, that large
clusters with time-headways larger than 2 s between the
vehicles are obtained since the mean time-headway has
the same order of magnitude.
Nevertheless, strong correlations of the velocity of the
vehicles can be measured while the time-headway and the
distance-headway are only weakly correlated [4]. Thus,
although the velocity of succeeding vehicles is strongly
synchronized their gaps can vary considerably. As a re-
sult, platoons cannot be recognized.
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FIG. 16. Time-headway distribution in the synchronized
regime for all days of the left lane at detector D1 on the A3.
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FIG. 17. Distribution of the cluster length on the left lane
for different time-headways in the synchronized regime.
Also for the velocity distributions we found significant
differences to free flow traffic. In synchronized traffic
small velocities have, compared to a Gaussian distribu-
tion, a much higher weight (Fig. 18). The form of the
velocity-distribution is probably a consequence of the ac-
celerating and braking vehicles. Our result is of special
importance for some macroscopic models of traffic flow
[2], that assume Gaussian distributions of speeds, clearly
incompatible with our empirical findings.
As shown in [4] the velocity-headway curve gives in-
formation about the average velocity of the vehicles at a
given headway.
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FIG. 18. Corrected distribution of the velocity in the syn-
chronized regime.
In the free flow regime large velocities are reached
even for very small distances but in synchronized traffic
the asymptotic velocity is reduced considerably (Fig. 7).
Again, the velocity-headway curve was obtained by av-
eraging over all days with synchronized traffic. Since the
vehicles drive slower than the gap allows the gap usage
is only suboptimal. Moreover, the velocity of a vehicle at
a given distance depends strongly on the traffic density.
The larger the density the lower the velocity which allows
the driver to anticipate breakdowns.
The transition from free flow to synchronized traffic
is characterized by the synchronization of the speed on
different lanes and a sharp drop of the velocity. This syn-
chronization is a result of lane changes in order to align
the density of the lanes [3, 25] rather than a consequence
of the difference between the maximum velocities of the
vehicles.
In Fig. 19 the time-series of the velocity measurements
for the three lanes is shown. A slow decrease of the aver-
age velocity on the left and the middle lane can be seen
until a sharp drop of the velocity occurs. Obviously, the
breakdown happens at the same time for all three lanes.
In contrast to the velocity, the density difference between
the lanes decreases continuously and completely vanishes
at the transition (Fig. 20). The synchronization of the
lanes therefore happens continuously.
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FIG. 19. Velocity time-series at detector D1 on the A3 on
the 05-11-2000 for all three lanes.
The calculation of the cross-correlation between the
velocities, the densities and the flows on the three lanes
reveals that the lanes are strongly correlated, e.g., syn-
chronized. As a consequence of this synchronization the
distribution of the velocity, the distance-headway and the
time-headway are nearly the same for each lane. Thus
the basic driving behavior in synchronized traffic is deter-
mined neither by the density nor by the lane but depends
only on the traffic state.
Again, the cross-correlation analysis of the velocity
time-series between the detectors D3 and D4 on the A1
allows the identification of moving structures (Fig. 21).
The difference in the life-time of the synchronized states
at each location suggests the existence of a bottleneck
far upstream of D4 where a transition from free flow to
synchronized traffic has occurred.
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FIG. 20. Occupancy time-series of the three lanes at detec-
tor D1 on the A3 on the 05-11-2000.
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FIG. 21. Cross-correlation (bottom) between the velocity
time-series (top) of synchronized traffic of the middle lane on
the 02-20-2001 at the detectors D3 and D4 on the A1.
As an indication for the stochasticity of the jam for-
mation mechanism velocity fluctuations increase with the
distance to the bottleneck, finally leading to a pinch re-
gion with small jams. The propagation of these small
jams leads to a small decay of the cross-correlations of
the order of magnitude of 10 min which is about the pe-
riod of the jam emergence at one measurement location.
However, the upstream velocity of these small jams can-
not be determined due to their continuous excitation and
extinction.
V. WIDE MOVING JAMS
In contrast to free flow and synchronized traffic wide
moving jams are moving structures that are bounded by
two fronts where the vehicle speed changes considerably.
The flow and the velocity inside the wide jam are negligi-
ble whereas the density has large values (Fig. 23). These
large values of the density can be traced back to a large
number of vehicles that passed the detector rather than
to a single car at rest which occupies the detector for a
long time. Shifting the time for 60 s the minute averaging
starts and averaging over these values in order to obtain
a mean density shows no decrement of the density.
In the fundamental diagram the wide jam can be iden-
tified by a triangle structure at large densities and small
flows (Fig. 22). Two effects have to be taken into account
in the interpretation of the data for wide jams: 1) Wide
jams are not compact in the sense that cars are piled
up bumper-to-bumper, but there can still exist relatively
large gaps inside. These gaps lead to small values of the
density and the flow. 2) Standing vehicles can block the
detector for a certain time. This results in large densities
but small flows.
The characteristics of a wide jam are the upstream
moving velocity and the outflow from the jam if free flow
is formed in the outflow. As one can see in Fig. 22 the
transition from a wide jam to free flow is accompanied by
a jump of the velocity to values lower than in free flow
traffic while the density and the flow are considerably
larger (Fig. 23) determining Jout and ρout [3] to be 2200
vehicles/h and 10%. In addition, the difference of the
outflow from a jam to free flow traffic decreases from
the left to the right lane due to the decreasing average
velocity.
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FIG. 22. Fundamental diagram and velocity time-series of
the left lane on the A3 at detector D2 on the 04-15-2000.
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FIG. 23. Time-series of the flow, the velocity and the oc-
cupancy of the left lane on the A3 at detector D2 on the
04-15-2000.
Inside the jam the velocity and the flow are negligible.
Since vehicles can only move due to the propagation of
holes, the velocity inside a wide jam is distributed only
in a very small range (Fig. 24).
Note, that the cut-off is due to measurement restric-
tions, e.g., velocities smaller than 10 km/h are not de-
tected. As mentioned before, the calculation of the head-
ways is only correct under the assumption that the ve-
locities of two consecutive vehicles do not change signif-
icantly. However, relatively large values of the time and
the distance headway become visible (Fig. 24) which can
be explained by gaps within the jam. Hence, the wide
jam is not compact but gaps allow the movement of the
vehicles.
If vehicles with a velocity smaller than 10 km/h pass
the detector the velocity is not detected but instead of
the length of the vehicle its time blocking the detector
is given. This time, the occupancy time ∆t, allows to
estimate the time, a car at rest needs to accelerate ‡‡. In
Fig. 25 the distribution of the occupancy time is shown.
Obviously, a vehicle needs a minimal time of about 2
s to accelerate. As a characteristic property of a wide
jam [11] this time determines (including the density in-
side the jam) the escape rate from a jam and thus its
outflow. As a consequence of the gaps inside the jam
a stop-and-go pattern forms that leads to an uncorre-
lated movement of the vehicles. However, in contrast
to the autocorrelation function of the time-headway and
‡‡Since it is possible that the vehicle has to stop at the de-
tector the assumption of a constant velocity is no longer valid.
Thus, the calculation of the time-headway is not possible.
the distance-headway the correlation of the single-vehicle
velocity decays slower (Fig. 26).
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FIG. 24. Distribution of the time and the distance headway
and the velocity in a wide jam for the left lane on the A3 at
detector D2 on the 04-15-2000 and at detector D1 on the
05-02-2000.
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FIG. 25. Distribution of the time the detector is occupied
by a car with a velocity smaller than 10 km/h in a wide jam.
Thus, weak correlations between the vehicles on very
short length scales exist that can be traced back to the
successive acceleration of stopped vehicles.
In analogy to synchronized traffic the transition from
free flow traffic to wide jams is accompanied by an align-
ment of the densities on the different lanes. In contrast to
the transition from free flow to synchronized traffic the
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velocity difference between the lanes does not decrease
indicating that the breakdown happens due to a large
perturbation. Nevertheless, the breakdown of the veloc-
ity time-series can be observed at the same time on all
lanes which is a consequence of the synchronization of
the lanes.
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FIG. 26. Autocorrelation of the single-vehicle data of the
velocity and the time and the distance-headway in a wide jam
on the left lane on the 04-15-2000 at the detector D2 on the
A3.
As the next step we analyze the so-called lane-usage
inversion. The lane-usage inversion is a special phe-
nomenon observed on German highways [22] and con-
cerns the distribution of the total flow on the lanes. For
low densities nearly all the flow can be measured on the
right lane.
However, above a certain density, the inversion point,
most of the flow can be found on the left lane rather
than on the right lane. This special observation can be
explained by the legal restrictions of highway traffic in
Germany. Since the left lane is the designated fast lane,
vehicles must drive on the right lane where overtaking
is forbidden. As a consequence, at larger densities cars
keep on moving on the left lane in order to avoid being
trapped behind a slow car on the right lane. Thus, more
and more flow can be found on the left rather than the
right lane. This behavior is contrasted by observations
on American freeways [23, 24].
In Fig. 28 the distribution of the flow on the three
lanes averaged for the whole data set of the A3 is de-
picted. In contrast to observations of two-lane traffic, in
three-lane traffic three inversion points are visible. At a
flow of about 1000 vehicles/h the weight of the distribu-
tion is shifted from the right to the middle lane. At a
total flow of about 2500 vehicles/h the second inversion
point is reached and more flow can be found on the left
than on the right lane. Finally, at flows larger than 3500
vehicles/h the share of the flow is larger on the left than
even on the middle lane.
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FIG. 27. Time-series of the velocity for the three lanes on
the 04-15-2000 at detector D2 on the A3.
In contrast to the flow distribution the distribution
of the total occupancy shows no inversion points. As
mentioned before, the transitions from free flow to either
synchronized traffic or wide jams is accompanied by a
alignment of the density as shown in Fig. 29. Right before
the transition the density is evenly distributed on the
three lanes.
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FIG. 28. Distribution of the total flow on the three lanes.
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FIG. 29. Distribution of the total occupancy on the three
lanes. The data were smoothed by a running average.
For all densities there is a negative density gradient
from the right to the left lane. With increasing density
the difference between the lanes decreases but for no den-
sity more vehicles are on the left than on the right lane.
However, as mentioned in section II occupancy gives the
percentage of the measurement time the detector is cov-
ered by vehicles. Therefore, the slower the vehicles are
the larger the occupancy since slow vehicles occupy the
detector a longer time than fast vehicles. In order to
estimate the spatial density it is necessary to measure
the mean length of the vehicles on the individual lanes.
With the values Lleft = 4.25 m, Lmiddle = 4.57 m and
Lright = 8.3 m the density can be calculated via eqn.(2).
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FIG. 30. Distribution of the total spatial density on the
three lanes.
As one can see in Fig. 30 there is indeed a lane-usage
inversion. At densities well below a certain point more
vehicles are on the left than on the right and the mid-
dle lane, leading to a negative flow gradient from left to
right. In addition, the cross-over of the density distribu-
tion occurs analogously to the flow distribution at three
inversion points. As a consequence of the large amount
of trucks on the right lane, the left and the middle lane
show nearly the same lane occupancy which is consid-
erably larger compared to the right lane. This fact is
another indication for the decoupling of the right from
the left and the middle lane.
Thus, the lane usage inversion can be traced back on
the one hand to differences of the average velocity be-
tween the lanes that lead to larger flows from right to
left and on the other hand to an asymmetric distribution
of the vehicles on the lanes (the flow inversion can also
be observed on highways with speed limit).
VI. CONCLUSION
Our analysis of single-vehicle traffic data leads to a
more elaborated microscopic picture of highway traffic.
In the free flow state correlations between the vehicles are
only visible on scales smaller than one minute. The cor-
relations result from platoons, i.e., clusters of cars driv-
ing bumper-to-bumper with very small time-headways.
Within these clusters the vehicles are driving with nearly
the same velocity leading to a large temporal stability of
the platoons. With increasing size of the platoons we
observe a larger distance between the vehicles inside the
platoon.
In contrast to highways without speed limit, with
speed limit drivers tend to drive with larger temporal
distance, i.e., the probability of very small headways
is reduced considerably and the maximum of the time-
headway distribution is shifted towards larger values.
This may indicate that speed-limits lead to a reduction
of accidents. But even more efficient than that would
be the reduction of the number of drivers driving with
time-headways comparable to their reaction time, e.g.,
by equipping cars with devices that adjust automatically
the distance to the leading car.
Another remarkable effect that can already be ob-
served in the free flow regime is the synchronization of
speeds on the different lanes, which was predicted by dif-
ferent simulation studies [25].
The velocity distributions, that are important as an in-
put for macroscopic traffic models [2], have the expected
Gaussian shape for densities of 5 − 10%. Surprisingly
this is not true for very low densities. There the distri-
bution functions show a slight asymmetry, with an in-
creased weight of large speeds.
The synchronized traffic state is known to be character-
ized by increased fluctuations, e.g., of the velocity time
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series, compared to free flow traffic. On a microscopic
level these fluctuations influence the time-headway dis-
tributions on short time scales. The short headways are
systematically suppressed and the maximum of the dis-
tributions is shifted towards larger headways. This effect
may be explained by the tendency of drivers to avoid
frequent accelerations and brakings [26]. Other conse-
quences of the larger velocity fluctuations are the more
rapid dissolution of the platoons in synchronized traffic
and the much higher weight of small velocities. The low
speed part of the velocity distribution is probably gov-
erned by acceleration and braking vehicles.
Wide jams can be identified by a triangular shape in
the fundamental diagram. Since they are not compact
the transportation of holes leads to small flows at small
densities. The analysis of the time a vehicle at rest covers
a detector allows to estimate its acceleration time. This
time determines the outflow from a jam and is character-
istic for wide jams. Our result of about 2 s confirms the
value found in [11].
The transition from free flow to either synchronized
traffic or wide moving jams is accompanied by a contin-
uous alignment of the density on the different lanes. The
breakdown of the velocity happens simultaneously which
is a consequence of the synchronization of the vehicle’s
speed on the lanes.
Empirical studies reveal that on German two-lane
highways the flow is distributed asymmetrically on the
lanes. This lane usage inversion is a result of the asym-
metric distribution of the vehicles on the lanes and can
be found even on three-lane highways. It is increased by
a negative velocity gradient from the left to the right lane
on highways without speed limit.
Our analysis confirms the basic results of former em-
pirical studies [4, 5]. In particular, the characteristics of
the time-headway distribution and the velocity-distance
curve have been found in both data sets. The new data
allowed to clarify an open question about the occurrence
of peaks in the time-headway distribution [4] that are
most likely an artifact of the internal data handling of
the inductive loops. The present results show that a peak
at a headway of 1.8 s does not exist.
Finally, our results confirm that the basic driving
strategies implemented in a recent cellular automaton
traffic model [26] match quite well the empirical situa-
tion. Of special importance are anticipation effects, but
also the reduced gap acceptance in synchronized traffic.
We also want to stress the fact that the different traffic
states, which have been identified by means of a spatio-
temporal analysis of time-averaged data, differ equally
well with respect to their microscopic structure. ¿From
our point of view, this coherence between microscopic
and macroscopic empirical analyses supports the validity
of the classification scheme.
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APPENDIX A:
The main problem in the analysis of empirical time-
series are irregular observation times or gaps in the ob-
servations, i.e., data which are no evenly spaced. In con-
trast, the classical definition of the correlation function
of two observables X and Y measured at N points
cXY (τ) =
1
N
N−τ∑
n=1
XnYn+τ
requires evenly spaced data. There are some approaches
for filling the gaps in the time-series, but nevertheless
the original time-series is changed by these methods. In
order to circumvent these problems, the correlation is cal-
culated in the frequency domain and then transformated
back to the time domain. The correlation theorem [27]
states, that the cross spectrum of two functions is the
Fourier transform F of its cross-correlation function:
cXY = F
−1[FX(ω)F
∗
Y (ω)].
The Fourier transform of unevenly spaced data {Xn =
X(Tn), n = 1, 2, . . . , N} is computed after [28] and is
defined to be:
FX(ω) = F0
∑(
AXn cos(ωt
′
n) + iBXn sin(ωt
′
n)
)
where
F0(ω) =
√
N
2
e−iωt1 , t
′
n = tn − τ(ω)
and
A(ω) =
1√∑
n
cos2(ωt′n)
, B(ω) =
1√∑
n
sin2(ωt′n)
and
τ(ω) =
1
2ω
tan−1
(∑
n
sin(2ωtn)∑
n
cos(2ωtn)
)
.
t1 is determined by the origin of time. See [28] for
details of the computing the Fourier transform and for
a Fortran code. Inversion back to the time domain can
be accomplished using the Fourier transform for evenly
spaced frequencies.
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