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ABSTRACT 
As power system research becomes more data-driven, this study presents a framework for 
the analysis and visualization of phasor measurement unit (PMU) data obtained from large, 
interconnected systems. The proposed framework has been implemented in three steps: (a) large-
scale, synthetic PMU data generation: conducted to generate research-based measurements with 
the inclusion of features associated with industry-grade PMU data; (b) error and event detection: 
conducted to assess risk levels and data accuracy of phasor measurements, and furthermore search 
for system events or disturbances; (c) oscillation mode visualization: conducted to present wide-
area, modal information associated with large-scale power grids. 
To address the challenges due to real data confidentiality, the creation of realistic, synthetic 
PMU measurements is proposed for research use. First, data error propagation models are 
generated after a study of some of the issues associated with the unique time-synchronization 
feature of PMUs. An analysis of some of the features of real PMU data is performed to extract 
some of the statistics associated with data errors. Afterwards, an approach which leverages on 
existing, large-scale, synthetic networks to model the constantly-changing dynamics often 
observed in real measurements is used to generate an initial synthetic dataset.  Further inclusion of 
PMU-related data anomalies ensures the production of realistic, synthetic measurements fit for 
research purposes.     
An application of different techniques based on a moving-window approach is suggested 
for use in the detection of events in real and synthetic PMU measurements. These fast methods 
rely on smaller time-windows to assess fewer measurement samples for events, classify 
disturbances into global or local events, and detect unreliable measurement sources. For large-
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scale power grids with complex dynamics, a distributed error analysis is proposed for the isolation 
of local dynamics prior any reliability assessment of PMU-obtained measurements.  
Finally, fundamental system dynamics which are inherent in complex, interconnected 
power systems are made apparent through a wide-area visualization of large-scale, electric grid 
oscillation modes. The approach ensures a holistic interpretation of modal information given that 
large amounts of modal data are often generated in these complex systems irrespective of the 
technique that is used.    
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1 INTRODUCTION 
1.1 Motivation 
The 21st century, modern power grid is a large and complex interconnected system 
generating bulk amounts of electricity, which are transmitted and distributed to load centers where 
they are then harnessed for the health and prosperity of its population. For the grid to effectively 
carry out its function, it is essential that grid resiliency and reliability, through improved grid 
monitoring capabilities, be maintained at all times. 
A common post-disturbance recommendation following the occurrence of major power 
grid outages in the United States, and other parts of the world has been that the grid, by use of 
sensor measurements, be closely monitored and managed [1-6]. This would ensure that operating 
personnel remained in control of the system in the event of any grid disturbance. For example, 
operators would be able to: better locate disturbance sources in need of increased damping levels 
when low-frequency oscillations threaten the operational state of the system, identify coherent 
areas in the system prior to effecting controlled islanding to minimize wide-spread outage, and 
better coordinate tripping actions of generators when high power capacity transmission lines are 
lost.  
After the 2003 U.S Northeastern blackout, further recommendations for an improved wide-
area situational awareness of the grid finally led to the development and deployment of high-
reporting sensor devices—the phasor measurement units (PMUs) and other similar synchrophasor 
devices equipped to measure power system quantities at rates as high as 120 samples per second 
in 60 Hz operating systems [7-9]. PMUs provide time-synchronized phasor measurements, 
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otherwise known as synchrophasors, through the aid of a time reference that is provided by a global 
positioning system (GPS) signal. This enables the wide-area monitoring and control of a grid by 
making use of measurements obtained from remote locations.  
As of September 2017, it was reported that over 2,500 networked PMU devices had been 
installed on the North American grid [10]. Consequently, large amounts of data can now be 
generated, and this presents several opportunities for monitoring personnel to have a higher level 
of visibility of the system.  However, the sudden data deluge also presents the operator with a 
dilemma of fully uncovering and interpreting the operational state of the system. Nonetheless, 
following from research efforts like those in [11-17], visual displays have become welcomed tools 
for presenting power system data in formats that are intuitive, thus reducing the challenges faced 
by operators in interpreting reported grid data. 
Power grids are evolving in scale, and improved methods for presenting system 
information have been suggested. As one of its overarching objectives, [18] emphasizes the need 
for intelligent data analytics and improved visualization for presenting power system data in a 
manner that comprehensively describes the state of the grid. The goal is to support informed and 
coordinated decisions taken by control center operators to ensure that the grid remains in a good 
operational state. 
1.2 Current Technologies and Challenges  
Inaccessibility to real synchrophasor or PMU data causes several data-driven power system 
research activities to make use of laboratory, simulation data. Several power systems simulation 
software, such as PowerWorld, Power System Simulator for Engineering (PSS/E), Power Systems 
Computer-Aided Design (PSCAD), and a host of others have been known to generate 
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experimental, research-based data for analysis. Because they do not capture the normal variations 
of real grids, simulation data is often devoid of the normal trending features in real PMU data. 
Also, they do not take into consideration the system and measurement errors that make these real 
data unique. The use of error-free, simulation data without the features contained in industry-grade 
data may result in extreme predictions which do not take into account the true variability features 
in PMU measurements [19].        
Like most measurement devices, a failure in the operational mode of a PMU device 
introduces data errors in reported measurements. In addition, considering the unique mode of 
operation (such as time synchronization and time stamping [3, 20]), data measurements reported 
from this device are now exposed to a new paradigm of time-based errors. High quality of reported 
data can no longer be guaranteed when errors are significantly present in data measurements.  
The ability to report phasor angle measurements makes the PMU a critical device in various 
monitoring aspects of the grid. For example, the level of grid stress is monitored by checking the 
phase angle differences between nodes on the system, and which could not be done through the 
use of conventional devices like the remote terminal units (RTUs) and supervisory control and 
data acquisition (SCADA) devices [3, 8] However, it is important that PMU devices be accurately 
synchronized to an external reference, otherwise device time errors, which causes mis-
synchronization and angle measurement errors, could cause Engineers to lose sight of the true 
stress levels on the grid. 
To aid the identification of time errors, the IEEE documentation on the standard for 
synchrophasor data transfer, IEEE C37.118.2 [21], has incorporated time and message quality flag 
bits in every data frame of the C37.118.2 data transfer protocol used by PMU devices for 
transmitting measured data. These flag bits provide information about the status of time 
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synchronization and data quality of data recorded by the device. The authors of [22] mention some 
of the different means by which a dataset can lose its attribute of logical consistency through data 
mislabeling, duplication, erroneous time stamps and wrong identifiers. These have the potential of 
rendering measurement data unintelligible, and making power engineers lose sight of the presence 
and source of data anomalies. A practical example of an instance of data inconsistency is the real-
time issue of mislabeled C37.118 flag bits reported by [23]. Also, [22] notes the possible 
transformations which occur during the data archival process, such that a chain of data-handling 
procedures exposes PMU data to instances of possible loss or corruption. Finally, [24] reported on 
data inconsistencies which could arise because of possible data packing issues during data 
transmission from a data concentrator to a data archive. 
The large amounts of PMU grid data available to control centers improves the ability to 
track the health of the system. As one of the critical monitoring tasks, oscillation monitoring and 
control plays an important role in ensuring a safe and secure operation of the grid [25-27]. Current 
methods used for the visualization of power system data [14, 15, 28-30] often present oscillation 
information on a bus node or limited area basis.  However, as mentioned by [18], it is more critical 
for engineers to have a comprehensive picture of system states when monitoring the evolution of 
grid trends and dynamics. Moreover, as the grid becomes more interconnected and larger in scale, 
it becomes more important for data presentation methods to provide holistic perspectives of the 
grid to system operators.   
Synthetic PMU Data 
An existing challenge for studying PMU data is the sourcing of actual industry PMU data 
due to several confidentiality issues. When available, they are often devoid of system event 
signatures, such as geomagnetic disturbances (GMDs), power flow oscillations and data 
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measurement errors. These challenges often prompt the use of artificially-generated data for study 
and research purposes.  
1.3 Organization  
The major contribution of this work is the implementation of data analytic methods and 
visualization of large-scale grids through the use of phasor measurements. It utilizes techniques to 
carry out data error detection in a large-scale system, formulates methods to present wide-area 
PMU error information, proposes a similarity-based technique to detect time-based errors in phasor 
measurements, and implements a wide-area visualization platform for large-scale oscillation 
results. These contributions have been hinged on the generation of realistic, research-grade 
synthetic data due to the confidentiality issues associate with the use of real PMU measurements.   
A literature review is carried out in chapter 2. It summarizes data quality issues associated 
with PMU measurements, data error analytic techniques and oscillation monitoring, and the 
contributions of this work in these areas are also highlighted. In chapter 3, different mechanisms 
leading to PMU data errors are discussed. The purpose is to generate error propagation models, 
which are used to generate synthetic data errors for use in subsequent chapters. In chapter 4, a 
framework for the creation of realistic, synthetic PMU data is proposed. It leverages existing 
synthetic networks to model power system interactions that result in the variations observed in real 
data. Chapter 5 discusses a distributed method for data error detection in a large-scale system, and 
presents a similarity-based technique for assessing time errors in PMU measurements. In chapter 
6, a multidimensional scaling technique is used to present the different aspects of PMU data errors, 
which are then displayed on a visualization dashboard interface. Wide-area visualizations of power 
system oscillations in large-scale electric grids, with a focus on modal estimation quality, modal 
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interactions and oscillation source detection are presented in chapter 7. Here, the goal is to provide 
a wide-area assessment of the system dynamics to an observer. A summary of the achievements 
of this work and future directions are discussed in chapter 8.      
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2 PRELIMINARY STUDIES AND CONTRIBUTIONS 
An overview of the phasor measurement unit (PMU) is presented. Data quality issues associated 
with measurements obtained from the device is discussed in the first section. An assessment of 
PMU data for errors and oscillation disturbances are discussed in subsequent sections. The chapter 
is concluded with a summary of synthetic networks, which are being used for research purposes.  
Overview of phasor measurement unit 
A PMU is a time-synchronization device which can be used to measure electrical quantities, 
such as voltage, current, frequency or rate-of-frequency, on the power grid [7, 20, 31, 32]. One of 
its technological advantage lies in its ability to capture measurement samples at rates much faster 
than other grid sensors, such as SCADA devices. In a 60 Hz operating grid, PMUs can report 
measurements at 10, 12, 15, 20, 30 and 60 samples per second, while there have been instances of 
a report rate of 120 samples per second [24]. In comparison with SCADA devices, which sample 
data measurements once in 2 to 4 seconds, the large amounts of data generated by PMU devices 
enable a higher resolution and visibility of the grid.  With the aid of an external time reference, via 
a timing pulse from a global positioning system (GPS) signal, PMUs are able to provide accurate, 
time-stamped and time-synchronized measurements of more than one microsecond accuracy. This 
enables wide-area, time-synchronized measurements for the purpose of estimation and analysis of 
power system states.  
A basic, functional block diagram showing the mechanism of a PMU is shown in Fig. 2.1 [24]. 
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Figure 2.1 Functional block diagram of the elements in a PMU device 
 
 
External, one pulse per second (PPS) time reference obtained through a GPS receiver is used in a 
phase-locked loop to create sampling clock pulses, which are used for sampling analog signals 
(e.g. current and voltage). The quantity phasor, which consists of a magnitude and angle 
component, is then computed using any of the available phasor estimation techniques.     
2.1 Data Errors – A PMU Data Quality Issue 
According to [22], data quality encompasses the aspects of accuracy, timeliness and 
availability. Any activity which reduces the high-quality level of any of the aspects can be defined 
to be a source of error. The synchrophasor network, comprising of PMU devices, data 
concentrators, communication links and the phasor applications, is exposed to a variety of errors 
which could affect any of the reported PMU measurement quantities- voltage (or current) phasor 
magnitude and angle, frequency and rate of change of frequency (ROCOF).  Electrical noise, due 
to harmonic distortions, wiring of input signals, leakage effect caused by phasor estimation 
windowing function, was discussed in [20, 33-35].  Time mis-synchronization issues [36-42], 
caused by clock delays, intermittent reception of global positioning system (GPS) signals, loose 
cable wiring, spoof attacks, and which lead to phasor angle errors have also been mentioned in the 
literature.  These error types are often attributed to the internal working mechanism of the device; 
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are manifested in the data, and thus result in low quality data reported by the device.  The authors 
in [43-45] also show that data quality issues result from of low latency, low bandwidth, data drop-
offs, wrong data alignment and limited capacities of the communication network. These errors are 
external, and reflect the limitations of the existing PMU network infrastructure. Finally, as 
observed from an application level, [46] reported on how an increased deployment of endpoint 
phasor applications can also reduce PMU data quality.  
Several categories of PMU data error sources have been identified in the literature.  According 
to  [22], PMU data were classified into groups using three levels of attributes: attributes of single 
data points, dataset and data stream availability. Attributes of single data point are concerned with 
the accuracy of the individual, time-stamped measurements, while data set attributes relate to the 
accuracy and logical consistency of a group of data points or an entire set of PMU data. Data set 
attributes are related to the condition of the underlying communication network through which 
PMU data are transmitted. Based on these attribute levels, [47] divided PMU error sources into 
three categories, and shown in Table 2.1.   
 
Table 2.1. Categorization of PMU error sources 
Categories Error Sources 
Data point Accuracy, noise, phase-error, harmonic distortion, estimation 
algorithms, asynchronous local behaviors (e.g. time-skew), instrument 
error 
Dataset Status code error, improperly configured PMUs, abnormal or loss of 
phasor data concentrator (PDC) configuration, frequency calculation 
discrepancies, mislabeling due to erroneous timestamps, CRC error, 
invalid timestamp 
Data stream Network limitations - Data loss or drop-outs, network latency; increase 
in endpoint applications   
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2.2 Synthetic PMU for Power Grid Studies  
A critical challenge in the use of PMU data for research purposes is the confidentiality issues 
associated with obtaining actual field data. Even when they are made available, they are often 
devoid of the desired dynamic patterns which need to be studied. These challenges prompt the 
development of synthetic networks, which are fictitious, but realistic, models of power grids [48-
54]. They are statistically similar to real power grids since they are designed with respect to 
publically available data e.g. size and locations of generators, population density, etc. Thus, they 
do not contain any critical energy infrastructure information (CEII) and can be freely shared,  used 
in project publications and freely provided to other researchers [55]. A 60-Hz operating, synthetic 
2,000-bus network spread out over the geographic region of Texas is shown in Fig. 2.2. 
 
 
Figure 2.2 A 2,000-bus synthetic network 
 
 
Containing 1,250 substations, 432 generators, 3,209 transmission lines and different component 
dynamics set up in the system, the network is designed to simulate the operation of an actual power 
 11 
 
grid.  More details on this, and a 10,000-bus system used in this work are presented in Appendix 
A. 
The unique feature set of synchrophasor measurements can be attributed to the complex 
operation of the grid, influence of ancillary components working alongside the phasor 
measurement device and a host of disturbances occurring on the system [56, 57]. While synthetic 
networks can be used to generate artificial data for research purposes, these measurements are 
often devoid of actual PMU data attributes, such as inputs from random load variations and noise. 
Mostly comprising of only the simulated system dynamics, these measurements are not true 
representations of real synchrophasor datasets, and could cause researchers to make inaccurate 
conclusions based on idealistic, experimental results.    
The production of synthetic datasets, with similar characteristics as those obtained from a 
PMU, can be used to circumvent some of the mentioned challenges. This will help address some 
of the confidentiality issues associated with accessing real data. An ability to generate artificial 
measurements will also aid research studies, such as the study of grid disturbances, such as 
GMDs/EMP, which often rely on grid data.  
2.3 Wide-Area Detection of PMU Data Errors 
Large-scale systems are characterized by interconnections with varying strengths of 
coupling among sub-networks of nodes (buses and substations). System response to actual grid 
events is thus non-uniform, and gives rise to varying levels of signal correlations even for the same 
event.  
The authors of [58] explored the low dimensionality of PMU measurements to identify the 
source of data errors from among a data set. A two-stage state estimation technique was employed 
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by [59] to detect bad data in PMU measurements, while in [60, 61], neural network techniques 
were used to train historical measurements and predict an expected maximum deviation beyond 
which measurements were classified as bad data or outliers.  However, the need to constantly 
update state estimators with the most recent grid model to ensure reliable results, extensive 
iterative computations and long training times in neural networks oftentimes, hinder the 
performance and accuracy of these techniques. As systems interconnect to form larger-scale grids, 
and system topologies become more complex, data-driven techniques which are independent of 
system model information and without the burden of long computation times are required to 
provide more robust means of detecting bad data measurements.  
2.4 Oscillation Monitoring 
As large amounts of synchrophasor data become more widely available from PMU devices, an 
important task for Engineers is to check for disturbances in the system by carrying out online 
oscillation analysis on these high resolution phasor measurements. A critical activity in preserving 
the safe operation of the power grid, the objective of oscillation analysis, monitoring and control 
is to search for sources of low-frequency oscillation disturbances that may threaten the stability of 
the system in order to eliminate them [25, 62].  
Given an observed time-varying measurement, 𝑦(𝑡), the goal of modal analysis is to obtain a re-
constructed signal ?̂?(𝑡) that is a sum of (un)damped sinusoids, and as shown in (1). 
?̂?(𝑡) = ∑ 𝐴𝑗𝑒
𝜎𝑗𝑡cos (𝜔𝑗𝑡 + 𝜙𝑗)
𝑞
𝑗=1
   
(1) 
 The 𝑗𝑡ℎ mode is characterized by the modal parameters: damping factor (𝜎𝑗), frequency (𝜔𝑗) and 
mode shape consisting of amplitue (𝐴𝑗) and phase (𝜙𝑗). The number of modes is given by 𝑞. The 
error between the original and reconstructed signal, 𝑒(𝑡) is computed using (2).  
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𝑒(𝑡) = ∑‖𝑦(𝑡𝑗) − ?̂?(𝑡𝑗)‖2
2
𝑞
𝑗=1
   
(2) 
Different modal analysis techniques have been proposed for use in power systems to reveal the 
underlying low frequency signals intrinsic to power system measurements.  The traditional Prony 
analysis computes the roots of a polynomial to determine the modal frequencies of a signal. These 
characteristic polynomials are associated with a discrete linear prediction model (LPM) which are 
used to fit the observed measurements [63, 64].  In the matrix pencil technique, a singular value 
decomposition is performed on a Hankel matrix, after which the eigenvalues and other modal 
parameters are obtained [65-67]. One of the advantages of this method is its tolerance to the 
presence of noise in the observed measurements. A nonlinear least squares optimization method, 
which encapsulates the linear variables into nonlinear variables, is used by the variable projection 
method (VPM) to simultaneously estimate all the modal parameters [68]. However,  [69] showed 
that the initial modes provided by the matrix pencil method are usually sufficient. Also, a fast 
method of dynamic mode decomposition was proposed in [70] for off-line and on-line 
simultaneous processing of multiple time-series signals.  
The above-mentioned modal techniques can estimate modal contents contained in power system 
disturbance data. However, in large-scale systems, an accurate determination of all system-wide 
oscillation modes, while minimizing the error function in (2) within reasonable computation times 
can be a challenging task.         
In presenting modal information, and power systems data in general, some authors have made 
use of visualization tools which include contour maps, dynamic objects, animations and movies to 
present information about system voltage, frequency, transmission line power flows and other 
dynamic grid information [14, 15, 28, 71, 72]. Authors in [29] make use of phasor diagrams and 
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animation to identify coherent group formations and  mode shape of a specified inter-area mode 
at spatially distributed system nodes respectively. Using a combination of 2-D and 3-D graphs, 
phasor diagram and data table, [30] reports grid modal information.  Spatial and temporal variation 
of mode amplitudes are presented in [70].  
Large-scale, interconnected systems generate huge amounts of modal data, and current 
techniques become inadequate in presenting wide-area system information.  Here, there are 
tendencies for the modal decomposition process to generate several component frequency and 
damping values, and associated with these components are mode shape and reconstructed signal 
?̂?(𝑡) for each of the observed measurements. In addition, large amounts of processed data are also 
obtained from the computation of  individual transmission line power flows used for the detection 
of oscillation sources. As mentioned in the problem statement, there is a need for an improved 
method to present large-scale modal information such that observers can gain better understanding 
of the behaior of the system.   
2.5 Contributions 
2.5.1 Generation of realistic synthetic PMU measurements 
Here, a proposed framework is comprised of two stages. Firstly, input data made up of 
annual, seasonal generation, and white-noise, load variations are fed into a power flow solver. 
Inclusive of other actions, such as automatic controls and disturbances, a power flow solver is used 
to obtain monitored states of the system. Secondly, measurements obtained from the solver are 
further modified. Errors and other fictitious measurements, fit enough to retain system dynamics 
and introduce data randomness, are included to add more realism to the synthetic measurements. 
This work is addressed in chapter 4.  
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2.5.2 Event detection and a distributed error analysis of PMU data measurements  
An application of windowing-techniques of principal component analysis, a variation trend and 
modal analysis is used for system event detection in real and synthetic measurements. Fast 
computation from the use of small time-windows, and ability to discriminate from measurement 
errors makes these methods attractive. This part of the work is discussed in the last section of 
chapter 4.   
Furthermore, a data-driven technique for analyzing PMU measurements, and applied using a 
distributed wide-area approach on a large-scale system is proposed. The method is supported by 
the density-based clustering technique, and is used to assess the level of deviation of the data 
segments of each phasor voltage magnitude and angle measurement relative to the other phasor 
measurements. This work is addressed in the second section of chapter 5. 
2.5.3 Similarity-based PMU time error detection  
Given the unique pattern in which time-based errors manifest in PMU measurements, a post-
processing technique for the source identification of PMU time-related errors which is based on the 
sole use of reported phasor measurements is proposed.  It leverages on defined PMU error 
mechanisms to generate prototype data error patterns, which are then used as training sets in the 
error analysis and source error identification in synthetic and actual PMU data. This work is 
addressed in the third section of chapter 5. 
2.5.4 Presentation of error information  
Given that large amounts of data are generated and transmitted to control centers, a method to 
present the error information obtained after carrying out data error analysis is shown. Currently, 
there does not exist a host of research works focused on the subject of PMU data error visualization, 
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however, the method used here leverages on the use of a multidimensional scaling to view different 
aspects of data errors. This work is addressed in the chapter 6. 
2.5.5 Wide-area visualization of large-scale electric grid oscillation modes  
The focus of this work is on the visualization of power system mode oscillations, and is 
addressed in chapter 7. It does not dwell on the exact methods used in identifying low frequency 
signal disturbances, however, the results will always be applicable regardless of the chosen 
method.    
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3 PMU DATA ERROR MECHANISMS*1 
To develop the contributions discussed in chapter 2, we need to generate test data which are 
used in subsequent stages of this work. In this chapter, we discuss the PMU error mechanisms and 
time error propagation models which are used to generate the synthetic data used in this work. In 
the next sections, prototype and actual time errors in data measurements are presented. 
3.1 PMU Error Mechanisms 
The unique time-synchronization aspect of PMU operation requires a prior knowledge of the 
operation mechanisms associated with data errors before prototype synthetic errors can be 
generated.  Based on the developed models, the appropriate modifications are effected on bus 
phasor values (magnitude or/and angle). This is in addition to other no-time based errors (e.g., 
noise, repeated values and dropped data frames). 
3.1.1 Time Errors and Error Propagation Models 
A loss of synchronism between a reference coordinated universal time (UTC) signal, obtained 
via the use of a global positioning system (GPS) receiver, and a PMU device internal sampling 
clock causes time-skew errors [36-42], and have been observed to manifest as phasor angle biases 
in reported measurements. However, they are observed not to affect the phasor magnitude [37]. 
Assuming an off-nominal, system frequency of 𝑓𝑖 Hz, the phase angle deviation ∆𝛿𝜀 due to a time 
error ∆𝑡𝜀, is computed as, 
∆𝛿𝜀 = 360∆𝑡𝜀𝑓𝑖  (1) 
* Part of this section is reprinted with permission from “ PMU Time Error Detection Using Second-Order 
Phase Angle Derivative Measurements”  by I. Idehen and T.J. Overbye , Feb. 2019 IEEE Texas Power and 
Energy Conference (TPEC), ©2019 IEEE, with permission from IEEE
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where 𝑓𝑖 =  𝑓𝑜 + ∆𝜀, 𝑓𝑜 is the nominal frequency and ∆𝜀 is the deviation from 𝑓𝑜. The component of 
∆𝛿𝜀 due to ∆𝜀 is 360∆𝑡𝜀∆𝜀.  ∆𝑡𝜀 is in the order of microseconds, and in normal operating conditions, 
∆𝜀 ∈ (0,0.05). Ignoring ∆𝛿∆𝜀, the updated equation becomes 
∆𝛿𝜀 = 360∆𝑡𝜀𝑓𝑜   (2) 
A corresponding phase angle error due to an observed time difference at each reported sample, 
however is dependent on the source of timing error. Thus, the instantaneous phase angle error 
introduced in any reported sample at time, 𝑡 from the moment of error initiation is given by a 
generalized error propagation model,  
∆𝛿𝜀(𝑡) = 360∆𝑡𝜀(𝑡)𝑓𝑜   (3) 
∆𝑡𝜀(𝑡) is the instantaneous, accumulated time drift (or time-skew) at time 𝑡.  
PMUs report equal time-interval samples of data measurements in cycles, such that the number 
of data samples reported at any cycle is known as the report rate. The accumulated time drift at any 
sample point is dependent on the source of error.  
1. Clock drift  
Here, the internal clock of a PMU is observed to gradually drift away in time due to a delay, 
which then causes an uneven, accumulating time-interval between samples within a report cycle. 
A periodic, re-synchronization attempt with a GPS pulse per second (PPS) signal only resets the 
synchronization status of the first data sample in the next report cycle before the clock drift begins 
all over again. The error propagation model for this time error behavior is given as,  
∆𝑡𝜀,𝑖(𝑡) = (𝑖 − 1)∆𝑡𝜀 , 𝑖 = 1,2 … 𝑛  (4) 
where 𝑛 is the reporting rate of the PMU  
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2. Intermittent GPS Signal 
  Due to issues, such as loose wiring or incorrect placement of PMU GPS receiver, the device 
loses connection to the GPS reference signal. A time error, due to a delay, is observed to appear 
uniformly on subsequent data samples. The time error is observed to appear randomly on 
consecutive sets of data samples when GPS connectivity is intermittent (e.g. due to loose wiring), 
and an accumulating time error observed on all samples during a total GPS signal loss (e.g. due to 
improper placement or malfunctioning of device). The models for the intermittent and total GPS 
siganal loss (GSL) time error behaviors are states respectively as,  
∆𝑡𝜀(𝑡) =  ∆𝑡𝜀    (5) 
∆𝑡𝜀(𝑡) = 𝑡∆𝑡𝜀    (6) 
3. Spoofing of GPS receiver signal   
Here, an attacker initially acts as an authentic source of correct external reference signal to the 
PMU, and then attacks the device by gradually leading its signal away from the authentic GPS 
signal mode. The attack model is given as, 
∆𝑡𝜀(𝑡) =  ∆𝑡𝜀,𝑐𝑎𝑝𝑡𝑢𝑟𝑒 + 𝑡𝑑𝑡    (7) 
∆𝑡𝜀,𝑐𝑎𝑝𝑡𝑢𝑟𝑒  is a time error at the instance when an attacker completely captures the device receiver, 
and 𝑑𝑡 is the rate of time signal divergence induced by the attacker.  
3.1.2 Non-Time Related Errors 
Similar to data measurements obtained from other grid-installed sensors, PMU data are prone to 
the effects of unwanted noisy signals, data drops due to communication issues which affect network 
data streaming ability and repeated measurement values. 
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 Noise in data measurements is modeled as an additive, Gaussian distributed signal, which is 
parameterized by a zero-mean and finite variance (σ2). The standard deviation (σ), associated with 
each of the measurement time points, is obtained from a Signal-Noise Ratio, (SNR, which is in 
decibels, dB), 
𝜎 = 10−𝑆𝑁𝑅 20⁄    (8) 
Data drop is measured by a drop-out rate attribute, and defines the rate at which packets are lost in 
a data stream [22]. No data is reported at time points during which packets are lost or delayed, and 
[21] suggests the use of NaN (not a number) or 0x8000 (-32768)- corresponding to zero values - 
as filler data, which are not used in actual computation.       
3.1.3 Updating Derived Measurements (Frequency and ROCOF)  
Depending on the type of synthetic data error that is prototyped, a re-computation of the 
frequency and ROCOF signals is required. Currently, no specific estimation technique for these 
quantities has been defined by the IEEE reference documentation [21]. However, since the power 
system simulation software used for this work mimics high voltage, transmission grid operations, 
an approach based on [20] is used. It assumes a balanced set of three-phase input signal, and devoid 
of the iterative computations associated with nonlinear frequency estimation associated with 
unbalanced inputs.     
Let 𝜔(𝑡), 𝜔𝑜, Δ𝜔 and 𝜔
′ denote the instantaneous, nominal, deviation values and rate of change 
of angular frequencies respectively; and 𝜙𝑜, 𝜙(𝑡) denote the values of the initial and instantaneous 
phase angles respectively. It follows that:  
𝜔(𝑡) = 𝜔𝑜 + ∆𝜔 + 𝑡𝜔
′   (9) 
 𝜙(𝑡) = ∫ 𝜔(𝑡) = 𝜙𝑜 + 𝑡𝜔𝑜 + 𝑡Δ𝜔 +
1
2
𝑡2𝜔′   (10) 
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Neglecting the nominal angular velocity which is uniform for all phase angles, 
𝜙(𝑡) = 𝜙𝑜 + 𝑡Δ𝜔 +
1
2
𝑡2𝜔′ (11) 
(3) is a quadratic expression in t, and expressed as: 
𝜙(𝑡) = 𝑎 + 𝑏𝑡 + 𝑐𝑡2   (12) 
where 𝑎, 𝑏 and 𝑐 correspond to  𝜔𝑜, ∆𝜔 and  
1
2⁄ 𝜔
′ respectively. Solving for 𝑎, 𝑏 and 𝑐, using a least-
squares methods, the frequency deviation and ROCOF are evaluated as follows: 
Δ𝑓 =
𝑏
2𝜋
(𝐻𝑧),   𝑓′ =
𝑐
𝜋
(𝐻𝑧/𝑠)   (13) 
The actual frequency, 𝑓𝑎𝑐𝑡 is then computed as:    
𝑓𝑎𝑐𝑡 = 𝑓𝑜 + Δ𝑓   (14) 
 Alternatively, based on the implicit definition of frequency as the rate of change of phasor angle, 
the derived measurements can be computed in the frequency domain as, 
𝑓 =
𝑠
1 + 𝑠𝑇
𝜃   (15) 
𝑅𝑂𝐶𝑂𝐹 =
𝑠
1 + 𝑠𝑇
𝑓   (16) 
where 𝑇 ~ 0.2 second is a time-delay used to capture a window of data samples.  
3.2 PMU Data Prototypes for Time Error  
Figs. 3.1 and 3.2 illustrate voltage angle (VA) profiles based on the time propagation models in 
(4) – (7). Four different PMU time error prototypes were generated using original data from a test 
bus in the 2,000-bus network after a 30 second simulation. Error injection is initiated at the 5th 
second, and exists for 20 seconds. The report rate of the PMU is 30 samples per second.    
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Figure 3.1  Voltage angles for GSL and signal spoof. Reprinted 
with permission from [73] 
Figure 3.2  Voltage angles for clock drift and intermittent GPS. Reprinted 
with permission from [73] 
In Fig. 3.1, the VA waveforms of the GPS signal loss (GSL) event and a spoofed-GPS time signal 
are shown. The black horizontal line is the original, steady state VA. The blue-colored GSL event 
has a pulse per second (PPS) time error (∆𝑡𝜀) of 5 µs, and the red-colored spoofed signal event has 
a time error divergence rate (𝑑𝑡) of  1 µs/s. For each of the events, the phase angle error ∆𝛿𝜀(𝑡) is 
applied uniformly on all 30 samples in a one-second reporting period prior to the next set of 
reported samples. 
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Fig 3.2. illustrates VA profiles due to two different causes of PMU clock time offsets – a 
constant 0.5 µs time error due to a drifting internal clock, and a 1.0 µs error due to intermittent 
GPS clock signals received by the PMU device. The green-colored ramp for the cloc drift error is 
indicative of the accumulatng time error at each sample. In contrast, a uniform time error is observed 
for all samples in the case of intermittent GPS signal. 
PMUs report ROCOF data which can also be used to monitor phasor angle changes. The derived 
ROCOF data for the voltage angle errors are shown in Fig. 3.3 and 3.4. 
Figure 3.3  ROCOF data reprinted with permission from[73] for prototyped 
PMU voltage angles in Figure 4.1 
Figure 3.4  ROCOF data reprinted with permission from [73] for prototyped 
PMU voltage angles in Figure 4.2 
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Periodic ripples observed in Fig. 3.3 for both GSL and spoofed GPS signal are attributed to the 
small jumps in voltage angles due to the incremental time errors. However, at the point of error 
removal, the accumulated voltage angle deviation results in a sudden spike in the ROCOF. We 
observe that the GSL event generates a significant spike (0.33 Hz/sec) which is due to the large 
angle deviation as compared to the case of the spoofed time signal. 
In Fig. 3.4, the observed uniform ROCOF measurements for a PMU internal clock offset is 
consistent with the periodic VA ramp-and-reset observed in Fig. 3.2. With an intermittent GPS 
signal, we observe a pairwise formation of positive and negative edges of ROCOF measurements. 
Real Data with Time Error 
A time skew error in real current measurements obtained from a 50-Hz operating system, with 
a report rate of 25 samples per second,  is shown in Fig. 3.5, while an artificially generated one for 
a 60-Hz system whose PMU reports 30 samples per second is in Fig. 3.6. 
Figure 3.5  Time skew error in real current angle data 
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Synthetic Data with Time Error  
 
 
 
Figure 3.6  Time skew error in synthetic voltage angle data 
 
 
3.3 Time & Message Quality in IEEE C37.118 PMU Data  
As one of the four message types in the C37.118 framework, the data frame packet holds phasor 
measurements of the sample being reported. In addition, it contains time and message quality 
information about the generated data. Fig. 3.7 shows Table 5 of the IEEE documentation [21] 
describing component fields in a data message. 
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Figure 3.7  IEEE documentation on data frame structure 
 
 
The SYNC field provides information about time synchronization and frame identification 
followed by a 2-byte field of the current frame size. Each data stream is identified by an IDCODE 
field specifying the message source or destination. Time stamp (32-bit unsigned number), fraction 
of second and time quality information are provided by the Second of Century (SOC) and 
FRACSEC fields. A 2-byte STAT field makes use of flagged bits to provide quality status - time 
and measurement quality - of the reported measurement quantity. Depending on the error type 
being prototyped, bit modifications are carried out in accordance with the IEEE documentation. 
Fig. 3.8 shows the information conveyed by each of the constituent bit segments in the STAT field.  
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Figure 3.8  Bit segment information in a data frame STAT field 
 
 
Detailed information about the content and bit status for all 16 bit segments are provided in pages 
16 and 17 of [21]. For the purpose of this work, the focus is on bit 13, which provides 
synchronization status information for every reported data frame. As part of a modification step 
after generating synthetic PMU data, this bit is altered to reflect the data error being prototyped.  
3.4 Summary  
In this chapter, some of the common time propagation error models associated with PMU time-
based, data errors were presented. Using these models, and showing figures of phasor angle errors, 
we were able to observe the unique patterns when these errors appear in measurements. In 
subsequent chapters, we will use these models during the creation of synthetic PMU data.  
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4 GENERATION OF POWER SYSTEMS SYNTHETIC PMU DATA  
In this chapter, a process for the creation of synthetic data for research purposes is 
presented. Based on publically-available and pre-processed data pertaining to grid generation and 
load patterns, these artificial data are generated from simulations carried out on a power systems 
simulation software. The preferred choice of a transient stability (TS) power flow solver over a 
steady-state power flow analysis was to capture transient effects during selected system 
contingencies.   
4.1 Background  
The unique feature set of synchrophasor (or PMU) measurements can be attributed to the 
complex operation of the grid, influence of ancillary components working alongside the phasor 
measurement device, and effects of extraneous activities on the system [56, 57, 74].  A 
consequence of constantly-changing consumer loads (residential, commercial and industrial), 
control device actions (transformer tap changing, breaker operation, shunt capacitor switching), 
and several range of disturbances is the consistent variation observed in high-resolution, time-
series synchrophasor measurements. In addition, low-accuracy levels of instrument transformers, 
improperly-connected wires and phasor estimation errors cause deviations in measurements, 
significant affect noise levels and introduce outlier measurements often observed in actual 
synchrophasor data [20, 22, 33, 34, 36, 37, 75, 76] . While synthetic networks can be used to 
generate artificial data for research purposes, these measurements are often devoid of actual PMU 
data attributes, such as inputs from random load variations and noise. Mostly comprising of only 
simulated system dynamics, these measurements may not be true representations of real 
synchrophasor datasets.    
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4.1.1 Real vs Simulated Data   
Fig. 4.1 show two sets of per unit synchrophasor voltage measurements spanning a 20-
second duration, and obtained after a generator outage. The red plots in Fig. 4.1 (a) are obtained 
from real PMU dataset (see Appendix B), and the blue plots in Fig. 4.1 (b) are obtained from a 
study carried out on a power systems simulator.   
 
 
Figure 4.1. 10-sec per unit voltage for 2 PMUs from real and simulation data 
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The operating frequency for both systems is 60 Hz, and have PMU report rates of 30 samples 
per second.  To ensure a fair comparison of both systems, the resolution on all voltage axis have 
been set to three decimal places. Regardless of the voltage ratings of the nodes being monitored in 
the real system, a trending voltage profile is observed for both PMU measurements, and is 
indicative of the continuous state of operation and dynamic interactions of the grid.  In contrast, a 
predominantly, flat voltage profile is observed in the simulation data, even after an occurrence of 
a generator event. While there may be few measurement variations, they are mostly attributed to a 
pre-defined, input time step during which the grid state is evaluated. The measurements obtained 
from the inactive simulation system is thus a sharp contrast to those obtained from a steady, 
dynamics-driven, real power system. This deviation of real synchrophasor measurements from 
error-free simulations becomes more apparent when, in addition to system dynamics, issues such 
as malfunctioning PMU device components, limited network bandwidth and communication lags 
occur which then manifest as errors in real data.  
Common features of industry-grade, PMU measurements have been identified in the literature, 
and they include well-damped, low-frequency system modes [25],[27, 77], disturbance events[78], 
measurement outliers due to system transients and noise [34, 79-81], missing data points [82], and 
several anomalies attributed to device errors already discussed in the prior chapter.   
Fig. 4.2 shows 1-minute, real frequency data obtained from four different PMUs in the same 
system. 
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Figure 4.2. 1-min frequency measurements 
 
The observations from the real PMUs are discussed thus: erroneous, constant 60-Hz frequency 
reported by PMU ID 106 even in the midst of grid disturbances; low frequency oscillations of 
0.026-Hz and 0.069Hz observed in PMU 72, exceptional 0.2-Hz component in PMU 77, and the 
significant noise level in PMU 44. In contrast, simulated, error-free frequency measurements are 
deficient of these anomalies, and will often exhibit much lesser variations.  
Fig. 4.3 shows 1-minute, real voltage angle measurements obtained from five PMUs.   
 32 
 
 
Figure 4.3. 1-min voltage angle measurements 
 
 
Neglecting the slow, and true trending angle measurement samples of PMU 5, the other PMUs are 
a reflection of some of the several, anomalous features which can occur in industry-obtained data, 
and must be handled prior application usage. The observations in Fig. 4.3 are thus: PMUs 3 and 4 
exhibit time-skew errors due to clock drift errors (discussed in Section 3.1); low frequency 
oscillations are observed in PMUs 6 and 7; and an outlier data point in PMU 6.  In simulated error-
free voltage angles, transitions between measurement samples are, if any, smooth, and lacking of 
any of the above attributes thus, causing them to differ from true industry data.  
   Finally, in the event of an actual contingency, the features of real measurements will often be 
more complex than its simulated counterpart. Fig. 4.4 is a 1-minute, voltage measurement from 
ten real PMUs during which there is a generator outage. 
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Figure 4.4. 1-min per unit voltage of 10 PMUs during generator outage 
 
 
Voltage dip, as a result of the generator outage event is uniformly captured by all devices. 
Additional variations are also observed in the system, and attributed to other system dynamics 
which could include changing load-generation mix, local shunt-switching and the effects of 
operator control actions in the system. This complex, spatio-temporal relationship among PMU 
locations introduces features that may not be captured by simulated measurements.      
4.1.2 Variability in PMU Data 
Power system data measurements can be classified as non-stationary time series since the 
operating condition of the grid is known to evolve over time. According to [78], measurement 
variations of grid voltage is represented in (1). 
𝜎∆𝑉𝑀
2 = 𝜎∆𝑉
2 + 𝜎𝜂
2 (1) 
 𝜎∆𝑉
2 and 𝜎∆𝑉𝑀
2 are voltage signal variances before and after an introduced noise measurement 
variance, 𝜎𝜂
2.  While the value of 𝜎𝜂
2 can be obtained directly using any of the several filtering 
techniques in literature,  𝜎∆𝑉
2 is often a by-product obtained from its filtered signal. Fig. 4.5 shows 
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a 5-second, per-unit real voltage profile extracted from a real PMU (see appendix B for full 
description of real PMU dataset) with much longer duration of measurements, and a report rate of 
30 samples per second. 
 
 
Figure 4.5. 5-sec per unit voltage magnitude 
 
 
The non-stationarity feature of this time series is observed by the continuous, seemingly-erratic 
state of the voltage samples. Research shows that signal-noise ratios (SNR) for most power system 
measurements often lie within a range of 43-47 decibels [34]. However, a computed value of 70 
decibels for the first minute of this measurement proved that a high proportion of the signal was 
relatively noiseless. This is reflected by the three decimal-place representation before signal 
variations could be observed. Given a high SNR, we can assume the value of 𝜎𝜂 to be relatively 
small, such that 𝜎∆𝑉𝑀 in (1) is predominantly composed of the actual voltage variance, 𝜎∆𝑣. Further 
analysis can be carried out on this signal by observing other trends in its down-sampled forms. 
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The blue plot of Fig. 4.6 shows the average voltage of every non-overlapping window of five data 
samples, and a blue plot shows its corresponding window variance.   
 
Figure 4.6. Down-sampled: 5-sample window mean and variance 
 
 
With respect to the per-unit voltage, an average variance of 10−4 is observed for all windows when 
only a steady change is observed in the window average voltage, furthermore indicating the extent 
of total voltage variability 𝜎∆𝑣 in this clean measurement segment. Given a previous assumption of 
negligible value of 𝜎𝜂, we can regard only 𝜎∆𝑣 as the only component 𝜎∆𝑉𝑀, thus  providing a  
standard for true system voltage variability. However, in segments of the measurements where 
more random variations are associated with lower computed SNR values, the assumption of small 
𝜎𝜂 no longer holds true.   
Based on the above argument, the average variability and SNR value for the first 5-second 
duration voltage measurement of all the real system PMUs are computed, and illustrated in Fig. 
4.7 (a) and (b) respectively.  
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Figure 4.7. Average variability and SNR of all 123 real voltage measurements 
 
 
The red spikes in both figures are due to the abnormal, average variability level noticed at one of 
the sources (with ID: 106) which was observed to have a value of 2.23×10−3. Neglecting this 
erroneous PMU, an average measurement variability of about 0.3 × 10−4 (𝑖. 𝑒. , 3 × 10−5)  is observed 
across the system, which is also confirmed by the almost uniform SNR values of the PMUs.   
  Measurement Noise   
The unwanted disturbance of measurement noise injects a measure of variability into 
synchrophasor measurements. Noise in power systems is assumed to be Gaussian, and thus 
modeled as a normal distribution with a zero-mean and a standard deviation. Fig. 4.8 shows the 
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first 1-minute frequency obtained from a real PMU (with ID: 44), and from which noise has been 
extracted.  
 
 
Figure 4.8. Noise in 1-min frequency measurement 
 
 
Prior to noise extraction, a moving-window, median filter [81, 83] of different orders of 90, 150 
and 300 samples were tested to eliminate outlier data samples which exceeded 3-standard 
deviations of the median value of a moving window. The red circles in Fig. 4.8 (a) are the 
eliminated outliers for a filter order of 90, after which the noise signal shown in Fig. 4.8 (b) was 
extracted. An average mean of approximately zero, the computed SNR of 43.1 decibels is adjudged 
to be typical of power system measurements. Other attributes of the signal are shown in Table 4.1.  
 
Table 4.1. Noise signal attributes 
 Frequency (Hz) Per unit (p.u) 
Mean 4.3 × 10−4 7.2 × 10−6 
Standard Deviation 6.9× 10−3 6.9× 10−3 
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A further assessment of the signal to confirm the ‘independent and identically distributed (i.i.d)’ 
property of the noise signal samples can be carried out by computing an autocorrelation coefficient, 
𝜌 as a function of different values of lag 𝑘 [84, 85].  
𝜌𝑘 =
𝐸[(𝑧𝑡 − 𝜇)(𝑧𝑡+𝑘 − 𝜇)]
√(𝐸[(𝑧𝑡 − 𝜇)2]𝐸[(𝑧𝑡+𝑘 − 𝜇)2])
  
(2) 
𝑍 is a measurement sample; 𝜇 is a constant mean over the entire range of measurements; 
𝐸[(𝑧𝑡 − 𝜇)(𝑧𝑡+𝑘 − 𝜇)] is an auto-covariance function which measures the co-variance between any 
sample that are 𝑘 distance apart; and 𝐸[(𝑧𝑡 − 𝜇)
2] is a self-correlation of a sample (i.e., correlation 
with respect to itself).  Fig. 4.9 is the generated autocorrelation function (ACF) for 𝑘 values up to 
20.   
 
 
Figure 4.9. Autocorrelation function for noise signal 
 
 
In an ideal scenario, noise samples are independent of each other, such that at any lag, 𝑘 ≠ 0, the 
ACF should equal zero, and one if otherwise. Fig. 4.9 approximates this behavior with a small 
ACF value of less than 0.2 at 𝑘 = 1 before rolling off to zero at the next lag value. Neglecting its 
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self-correlation (i.e., 𝑘 = 0), an average ACF value of 0.06 over all the different lag values is 
indicative of the strong i.i.d feature in this noise signal.     
Local Outlier Measurements 
Intermittent data samples, known as local outliers, which show significant deviations among 
neighboring time points are a common feature of rich datasets [86]. This is not uncommon with 
real PMU measurements where the transient nature of line or capacitor switching, noise, extra-
terrestrial effects of sharp climate change (e.g. lightning) introduce data spikes in measurements. 
PMU 6 in Fig. 4.3 is a typical example of a local outlier sample where a data sample is observed 
to show a significant deviation from its neighbor samples. Fig. 4.10 shows the results obtained 
after an analysis of outlier samples in voltage magnitude (VM) and angle (VA) measurements of 
all real PMUs in the system over a total duration of 30 minutes (i.e., 54,000 samples for each 
PMU). 
   
 
Figure 4.10. Percentage outliers in voltage magnitude and angle 
 
A similar, moving-window, median filter of order 90 (or 3 seconds) has been used to identify 
outliers beyond 3-standard deviations of the window median.  Both figures indicate the consistent 
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presence of outliers in power system measurements. Neglecting the PMU with over 7% VM 
outliers, an average of 1%, corresponding to 540 samples, are noted to be outside their local 
vicinities. Significant outlier angle measurements in Fig. 4.10 (b) is a unique feature of real PMU 
measurements where sporadic measurements with large deviations as much as 100 degrees need 
to be eliminated prior to data processing. While working directly with angle measurements can be 
challenging as a result of its significant non-stationarity, a first-order angle difference is used to 
obtain a stationary time-series for voltage angle outlier analysis.  Here, the difference between 
consecutive voltage angles for any PMU is used to obtain a new time-series. That is,   
𝑽𝑨𝑑,𝑖 = 𝑽𝑨𝑖+1 − 𝑽𝑨𝑖; 𝑖 = 1,2, … 53999 (3) 
𝑽𝑨𝑑,𝑖 is the new, stationary, angle-difference time-series for the PMU.  
Fig. 4.11 (a) is the first-order, angle difference for all PMUs, and shows the wide variations that 
are possible with PMU-obtained voltage angle outliers, while Fig. 4.11 (b) shows a closer view of 
angle outliers in two selected PMUs with significant levels of outliers as observed in Fig. 4.10 (b).    
 
 
Figure 4.11. First-order, stationary, 30-min voltage angles 
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PMU Data Errors  
The ubiquitous presence of measurement errors and anomalies in PMU data also increases 
the variabilities in real PMU measurements. Reliability issues associated with PMUs, and some of 
the prevalent PMU errors were previously discussed in chapter 3.  
As an example, real time-skew errors due to drifting PMU clocks was observed for PMUs 
3 and 4 in Fig. 4.3.  Given the true existence of these anomalous data, a literature search for the 
statistics on the occurrence of different time errors was carried out. Authors in [39] reported the 
majority of GPS signal loss cases to be short time loss durations often occurring for less than a 
minute, however affecting a large number of PMUs. An average, daily loss rate of five times a 
day, and an average loss duration of 6.7 seconds were observed. Other notable measurement errors 
in existence include repeated (or stale) measurements and error due to instrument channel bias.  
Missing Measurements or Packet Drops Due to Network/Communication Issues  
An IEEE standard [21] stipulates that beyond a maximum wait or delay time, PDCs and other 
PMU reporting infrastructure replace time points with data fillers, if no measurement is available 
thus leading to missing measurement samples.  In addition to NaN, the use of other arbitrary values 
such as 9999 or -9999 to represent missing samples is a common feature.  The unavailability of 
true, actual measurement samples can be attributed to poor performance of PMU infrastructure 
(inclusive of data aggregators known as phasor data concentrators), or data packet drop outs due 
to the underlying communication network. 
A data completeness problem, this PMU data attribute is defined in terms of a drop-out rate (𝜌), 
which quantifies the number of packets dropped in a time period, and a maximum drop-out (or 
gap) size (𝜒 ), which defines the largest contiguous set of time points when no data sample is 
available [22].  
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𝜌 =
Number of dropped samples
Total number of expected samples within time period
 (4) 
Fig. 4.12 is an illustration of missing values in 30 samples of PMU data with a drop-out rate of 
60%, and maximum drop size of 6.    
 
 
Figure 4.12. Missing data samples in PMU measurements 
 
Using the 30-minute data of the real PMU measurements, the statistics of these phenomena can 
be determined. Each PMU has a report rate of 30 samples per second, thus giving a total of 54,000 
(=30 × 60 × 30) data points. The percentage drop-out rates, 𝜌 for voltage magnitude (VM), and 
voltage angle (VA) for all PMUs are shown in Fig. 4.13 (a) and (b), respectively.   
 
 
Figure 4.13. Drop-out rates in voltage magnitude and angle measurements 
 
The correlated statistics observed for both voltage quantities indicates that actual packet loss 
results in complete loss of information for that time point. Three PMUs (with IDs 75, 76 and 117) 
are observed to show significant levels of missing data (i.e., beyond 2%).  A further analysis of 
the severity of missing data, assesses the maximum drop size in each PMU shown in Fig. 4.14. 
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Figure 4.14. Maximum drop-size in 123 PMUs 
 
 
From the figure, it is observed that 47 PMUs, accounting for 38% of all PMUs, had at least one 
instance of missing value, while unavailable measurements were observed from ten PMUs for a 
significant length of time (i.e., > 3seconds). The statistics presented in Fig. 4.13 and 4.14 is to 
demonstrate the prevalent cases of missing data samples primarily due to data packet drops, and 
which ultimately defines some of the unique features observed in industry-grade PMU 
measurements.   
4.2 Synthetic PMU Data Creation 
The production of synthetic data for research purposes have been addressed in several fields 
related to software testing, machine learning, and social networks [86-91]. Majority of these 
approaches utilize intelligent techniques, such as genetic algorithms, ensemble-based methods, R-
programming, and rely on pre-defined models, patterns or random number generators to create 
artificial data.  However, due to the multiple component and human operator interactions with the 
grid, power system measurements are unique as they embed underlying system dynamics which 
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reflect the state of the grid. As a result, they are not random nor do they strictly follow any pre-
defined pattern. In order to circumvent the reliance on power system component models, [91] 
proposed the use of an intelligent generative adversarial network (GAN) machine learning 
technique to synthesize a realistic PMU time-series measurement. A limitation with this method 
is its significant level of dependence on real data, and for which the confidentiality issues 
associated with accessing real data was the original motivation for synthetic data production.  
Furthermore, the ability to modify or make certain inclusions to features in the synthetic dataset, 
using the proposed method, may be limited since the artificial data is based on an original 
measurement. In situations where large-scale, multivariate datasets are required from multiple, 
geographically-dispersed sources, such that they embed all underlying system dynamics in 
addition to local behaviors, and simultaneously capture the intricate spatio-temporal relationships 
known to exist in electric grids [79], an inability of the current methods to train multiple real data 
while satisfying the above requirements would significantly restrict their implementation [87]. 
    To address the above-mentioned issues, a proposed framework for the generation of realistic, 
synthetic PMU measurements has been developed in Fig. 4.15.  
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Figure 4.15. Framework for creating synthetic PMU data 
 
 
The framework comprises of two main steps. Firstly, input data made up of annual, seasonal 
generation, and white-noise, load variations are fed into a simulator power flow solver. Inclusive 
of other actions, such as automatic generation controls (AGCs) and temporal or permanent line 
 46 
 
outage disturbances based on historical data, the solver -Transient Stability (TS) Simulator - is 
used to obtain grid state measurements in a synthetic grid within a given time resolution level. In 
a second step, data modification activities are performed on these simulation measurements. Given 
a pre-defined PMU sample report rates, these measurements are padded with fictitious data points 
fit enough to simultaneously satisfy system dynamics and the random variations observed in real 
measurements. Finally, an integration of these measurements with different PMU data errors is 
used to add more realism to the generated artificial dataset.  The proposed method is aided with 
the use of a power systems simulator with the sole purpose of executing transient-level stability 
analysis on the grid. For validation, principal component analysis (PCA) is used as a tool to verify 
the retention of the underlying, true system dynamics in the synthetic dataset; and in addition to 
the PCA, an average variability metric is used to assess its resemblance with real PMU data.  
  
4.2.1 Power System Operations 
Several dynamics, belonging to a wide range of time scales, have been known to occur on 
the grid during normal system operations. Fig. 4.16 shows a typical timeframe for different events 
during the operation of a grid [92], and which in turn affects the feature sets of PMU 
measurements.     
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Figure 4.16. Time frames in power system operation 
 
 
Generally, small time-scale events translate to small-duration transients in measurement samples, 
while low frequency and system variation patterns are associated with longer time-scale events. 
Since the availability of a comprehensive simulation which captures all these different dynamics 
is limited, this work focuses on only time-scales associated with, and longer than, the transient 
stability duration.  
The electric dynamics associated with generator governor, load frequency control and boiler 
have been preset in generator and load models implemented in the synthetic grid used for the 
simulation. Shunts and generator reactive powers are used to realize voltage control, while the 
solver in a power systems simulator software is used to compute the states of the system at 
predefined time steps. The availability status (ON/OFF) of all generators and their corresponding 
automatic generator control (AGC) settings are left unchanged in the simulation. Thus, the 
variables for control are selected system generators and total system load.       
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  System Generator and Load Variation 
Power system load fluctuations have been observed to follow specific trends, which often aids 
system planners and operators to prepare for a concomitant level of generation required to match 
future load forecast [74, 93-95].  Fig. 4.17 shows identical, daily load profiles for three customers 
within a 24-hour period [74]. 
 
 
Figure 4.17. 24-hr load demand 
 
 
Electricity power demand is observed to follow expected social and human behavior – peak and 
base electricity usage in the late afternoons and early mornings respectively. To match this 
behavior from a grid perspective, power generation is made to track the trend in the changing-load. 
A combination of these variations partly gives rise to the random patterns observed in real, high 
resolution PMU data. 
  The smooth load curves in Fig. 4.17 show hourly load variations, however they do not capture 
the small, time-scale load changes which occur in practice. In this work, we leverage real power 
system load data currently available to the research group to scale the individual loads at different 
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bus locations of the synthetic grid [96]. Hourly load profiles for any load bus are then decomposed 
into smaller, per-second resolutions to generate a time-series of load values used during the 
simulation.   
Given the bus loads at two, consecutive hours as 𝐿1 and 𝐿2, a load level  𝐿𝑖 at any 𝑖
𝑡ℎ second 
after the first hour at  𝐿1 is computed by interpolating between 𝐿1 and 𝐿2, i.e.,  
𝐿𝑖 = 𝐿1 +  𝑖 ×
(𝐿2 − 𝐿1)
3600
   (5) 
 Here, 3,600 is the number of seconds in an hour. The procedure (5) is separately implemented for 
both the active (MW) and reactive (Mvar) components of the load, thus maintaining a constant 
load power factor. Depending on the extent of expected load variations, the inclusion of a white-
noise component aids the realization of load randomness observed in practice [97, 98].   
𝐿𝑖,𝑟𝑑𝑚  is an improved load obtained from a variation, σ𝐿 in a given load signal-noise ratio. 
In similar fashion, the interpolation computation of (5) is performed for a generator power 
output at the 𝑖𝑡ℎ second (𝐺𝑖) between two consecutive, hourly generations of 𝐺1 and 𝐺2. That is,   
𝐺𝑖 = 𝐺1 +  𝑖 ×
𝐺2 − 𝐺1
3600
 (7) 
   Due to the short duration that has been simulated, and in accordance with real life expectation, 
predominantly renewable wind generation sources have been considered as nodes with changing 
levels of power output. The research works of [99, 100] break down wind power variation, 𝑃𝑊(𝑡) 
into three components - a slowing moving average (𝑃𝑎), a zero- mean fluctuating part (𝑃𝑡)  and a 
ramp event (𝑃𝑟) as shown in (8) 
𝑃𝑊(𝑡) = 𝑃𝑎(𝑡) + 𝑃𝑡 (𝑡) + 𝑃𝑟(𝑡) (8) 
𝐿𝑖,𝑟𝑑𝑚 = (1 + σ𝐿)𝐿𝑖 (6) 
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In this work, only  𝑃𝑎 and 𝑃𝑡  have been considered since ramp component 𝑃𝑟, is observed to be 
affected by several other events. 𝑃𝑎 indicates the per-second trend power output, and obtained from 
the interpolation step in (7), while 𝑃𝑡  is modeled as a noise component, similar to the load.  
Substituting all load symbols 𝐿 in (6) with 𝐺, and using a σ𝐺-parameter associated with generator 
signal-noise ratio, the improved, instantaneous generation at an 𝑖𝑡ℎ second is computed likewise. 
That is,   
𝐺𝑖,𝑟𝑑𝑚 = (1 + σ𝐺)𝐺𝑖 (9) 
 However, in practice, true generator power output is limited by a manufacturer capability curve 
which defines the extents of real and reactive powers produced. A logical assumption is to 
constrain the real and reactive components of 𝐺𝑖,𝑟𝑑𝑚  for any generator unit to the pre-defined power 
limits that has been set for that generator in the simulator.      
Line Outages and Other Disturbances 
Transmission line outages due to planned and unplanned events contribute to varying levels of 
system disturbance. Depending on the nature of outage (sustained or momentary), its effect can 
often be significant on the grid. Using historical outage data [101, 102], the frequency of line 
outages can be obtained, and incorporated into the simulation activity. The same is applicable to 
other disturbance types, such as line faults and generator trip.     
4.2.2 Simulator Specifications 
Prior to the creation of realistic, synthetic PMU datasets, there is a need to generate base, first-
level, simulation measurements with a common and meaningful grid dynamics. This is achieved 
using a power grid software, PowerWorld simulator [103] that is capable of executing transient 
 51 
 
stability (TS) level simulations in high voltage power system operations, and has the ability to 
provide simulation data with common-mode dynamics for any size of power system.  
In order to capture transients and full system dynamics during grid events, a TS study is chosen 
over a steady state power flow solution which is carried out only at defined steps without transient 
information. The time steps during which loads and generators are observed to vary are then set as 
contingency entries in the TS simulation options. Upon successful completion of a simulation, the 
desired power flow results of voltage magnitude, angle or any other quantity are extracted. 
4.2.3 Simulator Results Enhancement  
Error-free simulation results (e.g., voltage magnitude and angle) are obtained after a TS 
experiment, and are adjusted to emulate industry-type data. The data modification is implemented 
based on statistics obtained from real measurements.  Currently, only voltage magnitude and angle 
data obtained from the simulation have been enhanced.     
System and Noise Variability in Measurements  
In this work, variability is introduced to the error-free simulator measurements in three major 
steps. 
1. Firstly, based on an average system variability in real voltage measurements (shown in Fig. 
4.7 (a)), a multiplier is chosen to scale the observed average variability in the simulation 
data.  
2. Secondly, new sets of measurement values are obtained for each PMU by computing the 
average value of non-overlapping windows, followed by the inclusion of a white-noise 
deviation, 𝜎∆𝑉 for randomness. This step ensures that new measurements mimic real data 
variability.  
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3.  Finally, given a pre-defined deviation level, 𝜎𝜂 measurements from step 2 are enhanced 
with noisy signals.   
Further enhancements to the synthetic dataset are carried out by the inclusion of outlier 
measurement samples, data errors such as repeated measurements, bias, measurement noise, 
different time-based errors, and missing data samples based on some of the statistics already stated.    
Derived Measurements: Frequency and ROCOF    
Depending on the type and extent of modifications carried out on the original transient-
stability phasor angle measurement, re-computing derived measurements of frequency and 
ROCOF may be necessary to reflect phasor angle anomalies. For this purpose, any of the 
computation methods described earlier in Section 3.1.3 can be implemented.  
4.3 Case Scenarios and Samples of Synthetic Voltage, Angle and Frequency 
Measurements  
Realistic, synthetic PMU voltage and angle measurements are created using the framework 
described in Section 4.2. The simulation is run on a 2,000-bus network, with an operating 
frequency of 60Hz, using the PowerWorld TS option after which PMU measurements of a duration 
of 90-seconds are obtained from all the buses. Periodic variations in total system load were set to 
occur every 5-seconds, and those of selected generators to change every 7-seconds, and thereafter 
set up as contingency entries in the simulation.  A time step parameter of 0.25 cycles, and set to 
store power flow results every 8 time steps was used in the TS solver specifications, thus 
mimicking a PMU report rate of 30 samples per second. Following the extraction of simulation 
results, modification steps to adjust simulation data to realistic, synthetic PMU data were 
implemented in MATLAB programming.  
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Some of the case scenarios that were simulated are: 
1. A base case where only load and generation were set to vary over time   
2. The base case and a generator trip 
3. The base case, generator trip and a switched-in shunt 
Besides the event detection implemented for all three cases in Section 4.4, all analysis of synthetic 
measurements in other sections refer to the base case.   
4.3.1 Variability Assessment in TS Simulation Measurements  
The extent of system variation as observed in both simulation results of voltage magnitude and 
angle are shown in Fig. 4.18 (a) and (b), respectively. They illustrate the average variability 
observed over the entire duration of the experiment in ninety-nine selected PMU locations. (The 
criteria for selecting these PMUs are given in Appendix B).  
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Figure 4.18. Variability in simulated voltage magnitude and angle measurements 
 
 
It is observed that voltage angles exhibit wider variations (in the order of 10−3) than its magnitude 
counterpart (in the order of 10−5). This might be attributed to the fact that the analysis is performed 
on per unit values of voltage magnitude, while angle measurements are left unchanged in degrees.  
In contrast with the real system which has average magnitude and angle variabilities of 3 × 10−5 
and 1.5 × 10−2 respectively, the low average variations observed in the simulation magnitude and 
angle results (i.e., 5 × 10−6 and 1.5 × 10−3 respectively) still indicates a lower level of system 
activity in the simulation. Given an assumption that average variabilities computed for the real 
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system were obtained from a ‘clean’ segment of the real data based on the high SNR values (see 
Fig. 4.7), we can infer these variabilities to be the reference values. We can thus scale average 
variability values of the simulation data to match those of the reference values. Here, multiplier 
values of 2.0 and 10 have been used for the average magnitude variability, and average angle 
variability respectively. 
4.3.2 Simulation Data Re-creation 
The process for re-creating new data measurements, 𝐒′ = {𝑠1′, 𝑠2′, 𝑠3, … },  from an initial, set of 
simulation data samples , 𝑺 = {𝑠1, 𝑠2, 𝑠3, … } is shown in Fig. 4.19.  
 
 
Figure 4.19. Introducing variability to simulated measurements 
 
A data sample (𝑠𝑖) in a non-overlapping data window, extracted from the original measurement, 
is replaced by a new sample (𝑠𝑖′), which is the sum of its window mean (𝑠𝑎𝑣𝑒) and its variation 
component due to a variation factor (F𝑣).   
𝑠𝑖′ = s𝑎𝑣𝑒 × (1 + F𝑣)   (10) 
This method of a moving averaging window through different data segments ensures the retention 
of the underlying dynamics, while systemic white-noise, variabilities are introduced in the 
measurements.   
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Fig. 4.20 compares a 5-second, re-created, synthetic per-unit voltage measurement with its 
original, simulation data.  
 
Figure 4.20. Per unit voltage measurements: simulation versus synthetic data 
 
 
The discrete nature of voltage observed in the blue, simulated measurements is due to the report 
time step of 0.033-sec during which a value is held constant. As previously stated, this report 
interval corresponds to eight individual step sizes, each of 0.25-cycle at which the state of the 
system is evaluated. The longer periods of constant values, during which no perturbation is 
observed to occur, can be attributed to the largely inert state of the synthetic grid used in the 
simulation. Upon transformation to the red, synthetic measurement, the proposed moving-average 
scheme described in Fig. 4.19 is able to ensure smooth transitions between consecutive voltages, 
amidst the introduction of white-noise disturbances typical of real system.  The new system 
average variability is distributed across different samples similar to the real PMU data in Fig. 4.6. 
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To increase signal variability, further enhancements can be carried out by injecting additional 
levels of noise to the synthetic measurement.       
4.3.3 Validation 
The initial validations which have been used to evaluate the accuracy of the proposed 
framework in this study were categorized into two - the ability of the synthetic dataset for the 
system to retain the underlying, electrical behavior or dynamics inherent in the original TS-
simulation dataset, and a comparable average variability level with the real data. For this purpose, 
principal component analysis (PCA) has been utilized.   
Electrical Dynamics Behavior  
Principal Component Analysis (PCA)    
Given a power systems dataset comprising of several bus measurements, PCA technique [104, 
105] is used to extract the major underlying system dynamics by re-representing the dataset in a 
lower dimension, while retaining all primary attributes of the data. The technique re-expresses a 
multidimensional data set, 𝑿 consisting of 𝑛 measurement locations, into its most meaningful set 
of basis. An orthonormal matrix, 𝑷 (the basis) is known to diagonalize a covariance matrix, 𝑺𝒀 (=
1
𝑛−1
𝒀𝒀𝑇), such that 𝒀 = 𝑷𝑇𝑿.  An eigen-decomposition of 𝑺𝒀 yields an ordered set of eigenvalues and 
eigenvectors, 
𝜆 = {𝜆1, 𝜆2, … 𝜆𝑚}; 𝜆1 ≥ 𝜆2 … ≥ 𝜆𝑚 
𝑷 = {𝑷𝑪𝟏, 𝑷𝑪𝟐, … 𝑷𝑪𝒎}; 𝑷𝑪𝒊 ∈ 𝑹
𝒏 
   
(11) 
𝑚 is the number of retained principal component vectors, 𝑷𝑪𝒊 in 𝑷, and the order of importance of 
these vectors is given as 𝑷𝑪𝟏 > 𝑷𝑪𝟐 > ⋯ 𝑷𝑪𝒎 based on the decreasing magnitudes of eigenvalues, 
𝜆𝑖.  
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Understanding the large number of time points at which the system is to be evaluated 
(𝑖. 𝑒. , ~  90 × 30 = 2,700), the dataset is divided into equal window segments after which PCA is 
performed. Given a threshold, percentage variance, 𝑉𝑎𝑟𝑖𝑎𝑛𝑐𝑒𝑡ℎ, we can compute the 𝑚 number of 
principal components (PCs) whose percentage cumulative variance, computed by the aggregation 
of each eigenvalue and beginning with the largest value, 𝜆1 , just equals 𝑉𝑎𝑟𝑖𝑎𝑛𝑐𝑒𝑡ℎ in each window. 
That is, 
𝑉𝑎𝑟𝑖𝑎𝑛𝑐𝑒𝑐𝑢𝑚𝑚 =
∑ 𝜆𝑖
𝑚
𝑖=1
∑ 𝜆𝑗
𝑛
𝑗=1
× 100 =   𝑉𝑎𝑟𝑖𝑎𝑛𝑐𝑒𝑡ℎ 
(12) 
Fig. 4.21 shows the number of PCs per window segment in the simulation and synthetic voltage 
datasets. Here, 𝑉𝑎𝑟𝑖𝑎𝑛𝑐𝑒𝑡ℎ has been set to 98%, and each segment is 4-second (or 120 data samples) 
duration.           
 
 
Figure 4.21. Number of principal components per window:  simulation versus synthetic data 
 
 
The following observations can be made from the figures: 
1. Given local effects of voltage, the number of PCs during the period of initial, significant 
system load and generation changes (in Fig. 4.21 (a)), is observed to be relatively high, as 
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a result of the multiple, unique grid dynamics occurring at different segments of the system. 
The reduction (and non-existence) of grid dynamics results in much smaller PCs when the 
behavior of the system is constant across all buses.  
2. In comparison with synthetic data in Fig. 4.21(b), boosting overall system dynamics, by a 
variation factor causes a surge in local grid, and hence an increased number of PCs in the 
initial window segments. However, a similar trend in the segment-by-segment PC counts 
in both simulation and synthetic datasets is observed  
3. In contrast with Fig. 4.21(a), which has low counts of PCs attributable to grid uniformity 
towards the simulation completion, larger PC counts are recorded in Fig. 4.21(b). This can 
be attributed to the fictitious variations introduced separately for the different 
measurements. Several behaviors, independent of each other, are thus observed on the grid 
resulting in more PC counts.   
4. In conclusion, the underlying electrical behavior of the simulation system is retained in the 
synthetic measurement amidst the newly-introduced, increased activity levels.     
Real System Behavior 
Neglecting the effects of measurement errors associated with real PMU data, and considering 
only the clean segment of real data as stated in previous sections, a comparison between the 
average variabilities in both real and synthetic voltage measurements is shown in Figs. 4.22.    
 
 60 
 
 
Figure 4.22. Average variability:  real versus synthetic data 
 
Without taking into consideration the erroneous PMU observed with abnormally high variability 
(see Fig. 4.7 (a)), a system average variability of 0.6 × 10−4 or 6 × 10−5 shown by the red, dotted 
line in Fig. 4.22 (a) was used as a reference value for the synthetic data generation process. Fig. 
4.22 (b) is the average variability across all PMUs in the synthetic data after scaling the variability 
in the original simulation by 2.0, and introducing fictitious system variations. The average PMU 
variability in all PMUs of the synthetic dataset are observed to be the same order as the system 
average value in the real system. In terms of SNR, the synthetic system, as shown in Fig. 4.22 (b), 
is observed to show higher degrees of non-uniformity across all PMUs. Given the figure, a 
recommendation for a higher variation factor, and applied more homogeneously across PMUs is 
suggested to ensure an SNR graph similar to the real system in Fig. 4.22 (a).   
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Figure 4.23. SNR:  Real versus synthetic data 
 
 
Further comparisons between the synthetic and real system by assessing their respective PC counts 
is given by Fig. 4.24. 
 
 
Figure 4.24. Window number of principal components:  synthetic versus real data 
 
 
Prior the time of non-significant, dynamics interactions in the synthetic system (i.e., 0.7 minutes, 
or approximately 42 seconds) as shown in Fig. 4.24(a), a similar average PC count is observed 
with that obtained from the real system in Fig. 4.24 (b). In contrast to the global behavior of 
frequency, grid voltage, as a local phenomenon, tends to vary slightly across the grid. Hence, the 
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relative large number of principal components required to capture the defined variance level in 
each window. However, this is only valid when no significant, uniform voltage disturbance is 
observed across the system 
4.4 Event Identification Analysis  
The real dataset and synthetic PMU datasets, obtained from the scenario cases in Section 4.3, 
are further explored for error and event identification.  
4.4.1 Data Pre-processing 
An effective analysis of PMU data requires a prior removal, and possible replacement, of data 
samples or segments containing outliers, data sources reporting all anomalous measurements, and 
smoothening out data sections containing high frequency transient disturbances.     
Visual Inspection   
1. Elimination of out-of-range and inconsistent measurements. For example, in the real data 
set PMUs observed to report steady-state frequency values of 27.2 Hz and 60Hz were 
removed. The former related to an out-of-range measurement, and the latter was a 
measurement inconsistent with the actual trend of varying system frequency.    
2. Replacement of missing PMU samples, represented as ‘NaN’ and ‘-9999’ values in voltage 
magnitude and angle measurements respectively. Here, an average of a moving window 
containing past samples was used to provide measurement samples at time points when no 
data was available.  
3. Removal of suspicious measurements exhibiting significant resemblance to analog-type, 
measurements. For example, the sinusoidal-like voltage measurements from a PMU.   
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4. Optionally, the removal of signals with ‘excessively high’ noise levels relative to other 
measurements even though noise level is within acceptable values. For example, a PMU 
reporting frequency measurements with noise level of 43 decibels signal-noise ratio (SNR) 
was eliminated when an average of 55 decibels was observed for all other sources. 
In addition, an unwrapping of all PMU voltage angles, followed by a re-calculation of all 
measurements based on a chosen reference is needed for the usability of voltage angle 
measurements.    
Data Filtering & Outlier Removal    
Due to its ability to retain actual disturbance events while still robust to the presence of 
measurement noise, the median filter is preferred [76, 81, 83]. Given the median of a moving 
window of past samples and a pre-defined m threshold number of standard deviations, a signal 
sample is rejected if it falls outside the tolerable limits. A choice of m = 3 standard deviations, and 
a filter window order of 90 is used for this work. However, depending on the time-constant of 
desired transients to be eliminated, these parameters can always be selected to fit the purpose.      
4.4.2 Event Detection Using Moving Window Methods  
 Given that large amounts of data streams are obtained from multiple grid PMU locations, 
moving window approaches are proposed to carry out comparisons between time windows in the 
search for common-mode system events.  Depending on the measurement quantity being 
monitored, the occurrence of a global, system disturbance will be captured by several PMUs at 
their different grid locations, while local events will be observed in a relatively lower number of 
PMUs within the vicinity of the event. Apparently, disturbances which reflect in only single PMU 
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locations will be classified as measurement errors. In this section, a deviation trend analysis and 
principal component analysis are utilized as analytic tools to identify event time points in datasets.    
A Variance Trend Analysis (VTA)    
The red, down-sampled plot in Fig. 4.6 was previously described as showing the variances in 
consecutive segments within a synchrophasor measurement. Given a careful selection of time 
window, an erroneous PMU reporting bad measurements can be detected when sudden, 
abnormally high deviation values occur. In the analysis of multiple synchrophasor measurements, 
inconsistent measurements can be identified when large deviations are observed in sole PMUs. On 
the contrary, actual system disturbances, with large deviations, will reflect in more than one PMU 
simultaneously. Similar to the detrended fluctuation analysis (DFA) which was used in [106, 107], 
however, this proposed approach improves on runtime by avoiding an unnecessary computation 
of a high-dimension, integration signal vector obtained from the large number of measurement 
samples of each PMU. 
Fig. 4.25 is the VTA analysis performed on 1-minute of per unit voltage data.   
 
 
Figure 4.25. Window variance in a VTA analysis 
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Only two windows, 𝑊1 and 𝑊2, are shown in the figure. As observed the variance of 𝑊2 is 
significantly larger than that of 𝑊1. A similar analysis performed simultaneously on several PMUs 
will reveal the true identity of these observed glitch in the data.  
Principal Component Analysis (PCA)    
In a previous section (Section 4.3.3), the PCA technique was discussed. The windowing method 
which has been used to search for events is illustrated in Fig. 4.26   
 
 
Figure 4.26.  PCA window-window comparison on 1-min per unit voltage magnitude data 
 
 
Using a pre-defined window-width size (𝑙) and window-step size (τ), a similarity assessment of 
consecutive multi-variate, time-series windows 𝒘𝟏 ∈ 𝑅
𝑙×𝑛   and 𝒘𝟐 ∈ 𝑅
𝑙×𝑛   is performed to check for 
major system changes. In order to mitigate the interfering effects of individual PMU measurement 
errors and at the same time, magnify only true system dynamics, each window is re-represented 
with its top k-principal components which capture a threshold variance. That is, 
PCA(𝒘𝟏) =  𝑷
𝑛×𝑘 (13) 
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PCA(𝒘𝟐) =  𝑸
𝑛×𝑘 
A disparity metric between consecutive windows is carried out by comparing the strength of their 
respective principal component vectors. This can be computed as a weighted, average sum of 
squares of the cosine angles between each of the principal component in 𝒘𝟏 and 𝒘𝟐 [108]. That is, 
𝑑𝑠𝑖𝑚(𝒘𝟏, 𝒘𝟐) =
∑ ∑ (𝜆𝑤1𝑖𝜆𝑤2𝑗 𝐶𝑜𝑠
2𝜃𝑖𝑗)
𝑘
𝑗
𝑘
𝑖
∑ ∑ (𝜆𝑤1𝑖𝜆𝑤2𝑗)
𝑘
𝑗
𝑘
𝑖
   
(14) 
The disparity metric, 𝑑𝑠𝑖𝑚  is observed to increase when a sudden change or large discrepancy is 
observed between time windows.  
 
VTA and PCA Analysis on Real Dataset 
The VTA and PCA techniques were separately used to analyze real PMU voltage 
measurements. Fig. 4.27 shows 30-miutes, per unit voltage measurements after the data pre-
processing stage.   
 
Figure 4.27. 30-min per unit voltage for all PMUs 
 
The results obtained after VTA was performed on a moving, non-overlapping time-window of 1-
second (or 30 samples) are shown in Fig. 4.28.  
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Figure 4.28. 1-sec window, e-values for 30-min duration of voltage measurements in 123 PMUs 
 
A significant level of activity occurring on the real system is captured by the constantly, fluctuating 
values of the variance, 𝑒(𝑡) across the different PMUs. However, these values pale in comparison 
with actual grid events whose high variation levels are simultaneously observed in more than one 
PMU. The largest disturbance of Event3, and a maximum 𝑒-value of 3.18 × 10−3 at PMU 43, is the 
8th minute generator trip during which a significant voltage dip, and large 𝑒-values, are observed 
at all PMUs. Here, Event3 is classified as a global system disturbance. Event2 and Event4 are 
observed at 2nd and 11th minute respectively, and indicate local events concentrated on certain parts 
of the grids. Event2, with a maximum 𝑒-value of 2.8 × 10−3, is concentrated at PMU locations 106 
and 100, while Event4, with a maximum 𝑒-value of 2.9 × 10−3, is concentrated at PMU s 77, 78, 79 
and 83. 
Table 4.2 shows maximum 𝑒-value of other events, extent at which they are observable based 
on the number of PMUs with significant variances, and a classification of either global or local 
event.    
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Table 4.2. Attributes of detected events 
Event ID Time (minute) Max 𝒆-value(×𝟏𝟎−𝟑) # of PMUs Global/Local 
1 0.25 1.08 > 4 Local (weak) 
2 2.00 2.80 2 Local (strong) 
3 8.00 3.18 > 65 Global  
4 11.00 2.90 > 15 Local (strong) 
5 15.00 0.70 2 Local (weak) 
6 21.30 1.50 >10 Local (weak) 
7 26.30 0.97 4 Local (weak) 
 
 
The detection of PMUs 6-11 with abnormally high 𝑒-values, as a result of significant noise levels, 
paved for an identification of the local event behavior inherent in Event6. Fig. 4.29 is the updated 
e-value plot, after removal of these noisy PMUs.   
 
 
Figure 4.29. 1-sec window, e-values for 30-min duration of voltage measurements in 123 PMUs after removal of 
noisy PMUs 
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A further event detection analysis using a moving time-window of 3 seconds (90 samples), and 
applying the PCA-based, consecutive window, disparity check to search for events is carried out. 
Fig. 4.30 shows the disparity of each window relative to a previous, non-eventful time window.  
   
 
Figure 4.30. System time-window relative disparity levels for 30-min voltage measurements 
 
 
The dissimilarity values in the figure have been normalized with respect to the first time window, 
and the observations discussed thus:  
1. The data window containing the generator trip event in the 8th minute (i.e. global Event3) 
is observed to significantly differ from a preceding, non-eventful window, thus manifesting 
as a large dissimilarity value.  
2. Local events, Event2 and Event4, previously observed to show large deviations in Fig. 4.28, 
are rather less pronounced with the PCA method in Fig. 4.30. However, the impact of 
Event4, is observed to be stronger than Event2 since it is captured by more PMUs in the 
system. A similar observation is made for Event1, Event5 and Event7, whose local events 
have low impacts on nearby PMUs. 
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3. A notable revelation is the relatively, significant level of system activities detected at 3.6
minutes (or 216 seconds). Small magnitudes of variation, however observed in most PMUs, 
exposed a common-mode system disturbance occurring at this time period. 
Generally, it can be seen that the PCA window comparison method ranks the effects of more, 
global or common-mode events higher than activities locally concentrated on parts of the grid. The 
benefit of this proposed method thus stems from its ability to amplify creeping, common-mode 
events that may be undetected by the VTA method (as shown in Fig. 4.29). In turn, a benefit of 
the VTA technique is to quickly identify PMUs with strange behaviors by visually observing the 
large deviations from the rest of the system irrespective of the cause of deviation (that is, 
measurement errors, locally-based or global-impact disturbances). 
VTA and PCA Analysis on Synthetic Dataset 
The event detection techniques were also applied on the 90-seconds, synthetic voltage 
measurements for the case scenarios in Section 4.3. 
1. Generator trip after 18 seconds.  Fig. 4.31 (a), (b) and (c) are the voltages, VTA and
PCA results respectively for all selected 99 PMUs. 
2. Generator trip, switched-in shunt and noise. Here, the amount of noise signal in PMUs
1 and 10 was increased to 45 decibels for 15 seconds. The results from the analysis are 
shown in Fig. 4.32. 
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Figure 4.31. Voltage, e-values and system time-window disparities for generator trip 
 
 
The generator trip event is captured by virtually all 99 PMUs when a maximum, distinct 𝑒-value 
of 0.016 in Fig. 4.31 (b), which also masks out other time windows of PMU variations in the order 
of 10−3, is observed for the time duration. It is also observed to violate the preset threshold in Fig. 
4.31 (c) when the properties of that time segment are in discordance with a previous, event-less, 
system window. In the event of local events, such as a switched-in shunt at 0.5-mins (or 30-sec) 
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in Fig. 4.32 (b), the disturbance is, however, mostly observed in fewer PMUs. The persistent data 
errors in PMUs 1 and 10, due to increased measurement noise levels, are detected by the 
extraordinary and consistent deviations in 𝑒-values observed in the two noisy PMUs.  
 
 
Figure 4.32. Voltage, e-values and system time-window disparities for generator trip, switched-in shunt and noise 
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4.4.3 Steady-state Oscillation Analysis  
As a result of transients and the constantly changing nature of the grid, performing a small-
signal stability analysis will often unravel ambient, low-frequency disturbance signals (also 
known as modes) present in the system [25, 62]. By applying any of the available small-signal 
stability analysis techniques in the literature [63, 65, 68] using a moving-window approach on 
PMU datasets, the strength of these sinister, low-frequency disturbances can be estimated. 
Beyond a pre-defined threshold, threatening activities or events can be detected in the system.     
Fig. 4.33 shows real, 1-minute frequency measurements within the time of generator 
tripping. 
 
 
Figure 4.33. 1-min, real frequency measurements around the time of generator trip 
 
 
As described further in Chapter 7 and appendix E, the method of modal analysis, and which 
has been used in this work, aims to determine the damping factor (𝜎𝑗), frequency (𝜔𝑗) and mode 
shape (consisting of a magnitude (𝐴𝑗) and phase (𝜙𝑗)) of all 𝑗
𝑡ℎ low-frequency modes in a signal. 
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Fig. 4.34 (a), (b) and (c) show the frequency, magnitude and damping factors of the detected 
modes respectively when modal analysis was performed on the frequency dataset in Fig. 4.33.  
The configuration of the moving-window which has been used to analyze the dataset has a time 
window size and step of 6-second, and 3-second respectively.  
 
 
Figure 4.34. Real data: frequency, amplitude and damping factor of observed modes 
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Time stamps, such as 7.8-mins and 7.9-mins in Fig. 4.34(b) , during which zero magnitudes is 
reported for all modes are attributed to the computational issues associated with low-ranked matrix 
observed in the dataset for that time window. However, this does not affect the accuracy of the 
analysis performed at other time windows.  With respect to other time windows, the generator trip, 
transient disturbance is immediately flagged given the mix of low frequency signal modes 
observed at 8.1-minutes: (a) 0.14-Hz with 47% amplitude and 3.9% damping, (b) 0.4-Hz with 3% 
amplitude and -25% damping, and (c) 0.7-Hz with 0.4% amplitude, and -19% damping. 
Apparently due to good system damping, these modes are observed to quickly decay (i.e. 0.4-Hz 
and 0.7-Hz) or completely die out (i.e. 0.14-Hz) in subsequent time-windows.  While frequency 
modes above 1.0 Hz can be attributed to the effects of local generator control oscillations, 
excitation and DC controls [27] , electromechanical inter-area or local oscillations (between 0.15 
– 1.0 Hz) are usually of more interest since they are mostly associated with system disturbances.  
Another observation made in Fig. 4.34 is the consistent appearance of frequency modes of 0.5-0.6 
Hz and 0.8-0.9 Hz in the system. As part of an interconnected system, we conjecture that these 
modes are the ambient electromechanical modes present in the system from which the real PMU 
dataset used in this study was obtained [109]. These ambient modes will often be caused by the 
random input variations (e.g. constantly-changing load) in the system. It is important that the 
system is sufficiently-damped to prevent very large or forced excitations (e.g. during the generator 
trip) of these ambient modes to threatening levels that could affect the stability of the grid.  
4.5 Summary  
In this chapter, some of the features of industry-grade PMU data have been discussed to enable 
the creation of realistic synthetic measurements. The relevance of outlier measurements and other 
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data errors, in order to achieve true realism in synthetic datasets is elaborated as observed by the 
statistics obtained from the real dataset. Two moving-window techniques have been proposed to 
search and discriminate between data errors and actual system events, while ambient, system 
oscillation modes were shown to be an inherent characteristic of any power grid.     
A selection of 99 measurements, out of 2,000 available bus measurements from the synthetic 
network, have been used for the analysis in this work. However, we acknowledge the possible 
existence of a better criteria for selecting a subset of signals for analysis (e.g. increasing the number 
of PMU measurements or selecting measurements from specific hotspot grid locations where these 
modes are concentrated) which may have provided a better observation of the full strength of the 
system ambient modes. Nevertheless, all the synthetic dataset-related analysis have been based on 
the fact that only a limited set of measurements, on which data analytics is performed, is truly 
available to operators or control centers of real, large-scale grids.    
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5 EVALUATING PMU TIME-SERIES DATA FOR ERRORS*2 
A distributed, error analysis technique is used to evaluate data segments of time-series 
measurements for errors using bus data obtained from a large-scale system. Based on observations 
made on the unique data patterns of time-related issues, a similarity-based method is proposed to 
detect timing errors in PMU data measurements. 
5.1 Local Outlier Factor 
Given a dataset X, composed of different time series measurements obtained from 𝑛 number of 
PMU nodes, the aim is to be able to identify inconsistent data segments within any of the 𝑛 
measurements. 
𝑿 = {𝒙𝟏
𝑡 , 𝒙𝟐,
𝑡 … 𝒙𝒏
𝑡 }; 𝒙𝒊 = {𝑥𝑖1, 𝑥𝑖2, … 𝑥𝑖𝑝}  (1) 
𝒙𝒊 is the data time series obtained from the i
th PMU device, and consists of 𝑝 data points.
The region of influence of power system events could be negligible, reflecting only in 
measurements obtained from PMUs located within a local geographical area. Spatio-temporal 
correlations of PMU measurements, and key features distinguishing bad data from good 
measurements (containing event time points) were discussed in [79]. A local outlier factor (LOF) 
method was implemented in [79, 110]  to compute degrees of correlation of all measurements 
relative to a PMU dataset, from which computed error metric were used to identify data 
measurements considered to deviate from the dataset. 
The LOF technique is an unsupervised outlier detection algorithm which is based on the density 
of the 𝑘-nearest neighborhood of each object [104, 111]. By comparing the relative densities of 
* Part of this section is reprinted with permission from “ PMU Time Error Detection Using Second-Order 
Phase Angle Derivative Measurements”  by I. Idehen and T.J. Overbye , Feb. 2019 IEEE Texas Power and 
Energy Conference (TPEC), ©2019 IEEE, with permission from IEEE
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each neighbor, it is able to detect an outlying object in the set. A summary of the procedures for 
computing LOF values are given in appendix C. 
In this work, a windowing technique which searches for erroneous data segments across all time-
series measurements obtained from a large-scale system is implemented.  It is observed that in a 
large system where buses are separated by large geographical and electrical distances, wide-area 
variations in bus signal trends during system events can mask out bad data due to wrongly-
computed LOF values.  In addition, it is observed that a direct implementation of the LOF method 
in a large system is computationally intensive since the 𝑘-nearest neighborhood of a measurement 
can be very large. 
5.2 Distributed Local Outlier Factor 
The method of computing LOF assigns a metric representing the extent of deviation of a given 
measurement from a dataset. In large-scale power grids where the degree of signal correlations 
often differ among regions (e.g., due to local effect of voltage), a central computation of LOF values 
using all grid signals in one single dataset could mis-represent the true quality of bus measurements. 
5.2.1 Illustrating Example (Using contingency case label- 2,000bus (Case 1)). 
Fig. 5.1 shows eleven locations in the grid from which voltage measurements were obtained 
after the contingency outage of a 230-kV line in the 2,000-bus grid. The simulation was run for 3-
seconds, and the report rate of all PMUs set to 30 samples per second. 
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Figure 5.1  3-second voltage measurement 
Using all signals in an LOF-based data error analysis, the computed error metrics for the eleven 
different bus signals are given in Table 5.1. 
Table 5.1  LOF results for all 11 signals 
Bus 𝒂 𝒃 𝒄 𝒅 𝒆 𝒇 𝒈 𝒉 𝒊 𝒋 𝒌 
LOF 1.015 0.982 1.015 1.015 0.985 0.987 0.982 0.984 1.015 1.015 1.015 
Given different bus trend signals with varying correlations, computed LOF values are observed 
to vary among different locations even for the same event.   Considering 2,000 grid signals, a wider 
range of LOF variation obscures the true presence of measurement errors. In addition, the runtime 
for computing the LOF value for each of the bus measurement can be prohibitively high. 
To address these limitations, a distributed computation method, which takes into consideration 
local signal variations in the wide-area network is proposed. Table 5.2. shows computed LOFs 
when the signals are aggregated into two different clustering formations: A - {𝑎, 𝑏, 𝑐, 𝑑, 𝑒},{𝑓, 𝑔, ℎ}, 
{𝑖, 𝑗, 𝑘}; and B -  {𝑏, 𝑒}, {𝑎, 𝑐, 𝑑}, {𝑓, 𝑔, ℎ}, {𝑖, 𝑗, 𝑘} respectively. 
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Table 5.2  LOF results for all 11 signals using two sets of clustering 
 Di dhshbj
The flowchart which has been developed for the distributed LOF computation of measurements 
obtained from a synthetic 2000-bus system is illustrated in Fig. 5.2. 
Figure 5.2  Wide-area search for data errors 
5.2.2 Cluster Formation for Error Identification 
The method used to partition the system into smaller and local groups is governed by the 
concept of voltage control areas [112] - they consist of groups of buses exhibiting strong electrical 
coupling among each other. In this work, augmented local bus information – bus geographical 
location and derived information from bus voltage measurement – are used to determine these bus 
clusters. Augmenting bus geography with voltage information ensures that generated bus clusters 
are able to track the dynamic response of the system rather than a sole use of fixed, bus geography 
coordinates (longitude and latitude) which are devoid of any electrical information. 
Extraction of bus voltage information 
 Due to its simplicity of use in large data sets, PCA technique has been used to extract the major 
underlying dynamics in a dataset. In an earlier Section 4.3.3, a summary of PCA technique had 
Bus 𝒂 𝒃 𝒄 𝒅 𝒆 𝒇 𝒈 𝒉 𝒊 𝒋 𝒌 
LOF-A 1.045 0.945 1.045 1.045 0.945 1.0 1.0 1.0 1.0 1.0 1.0 
LOF-B 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 
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been provided.  To validate the information contents provided by the principal component vectors, 
PCA is performed on the data set, however with noise signals injected at buses 1 and 2. The 
generator outage event is at bus 1506. Fig. 5.3 shows plots of the first eight principal vector 
components, and the corresponding eigenvalues, while Table 5.3 gives the variance percentage for 
each of the components.  
 
 
 
 
Figure 5.3  First eight principal component vectors 
82 
Table 5.3  Variance percentage of principal components - (𝑷𝑪𝒊 ∑ 𝑷𝑪𝒊) × 𝟏𝟎𝟎%⁄  
Principal 
Component 
𝑷𝑪𝟏 𝑷𝑪𝟐 𝑷𝑪𝟑 𝑷𝑪𝟒 𝑷𝑪𝟓 𝑷𝑪𝟔 𝑷𝑪𝟕 𝑷𝑪𝟖
Variance % 91.880 4.270 1.780 1.068 0.712 0.114 0.0997 0.075 
As expected, the variance percentage for 𝑷𝑪𝟏 (i.e., 91.88%) is observed to be dominant since it 
bears most of the voltage information in the system. Beyond the first 3/4 dimensions, other 
components can be ignored since they contribute minimal or no system information. The extent of 
activity of any 𝑖𝑡ℎ bus is indicated by the absolute value of its coefficient in the component vector, 
and it is observed that as more redundant components are considered, the effect of system noise 
and data errors become dominant. This is indicated by the high level of activity observed at the 
buses of noise injections - vector coefficients 1 and 2 - in 𝑷𝑪𝟔 and 𝑷𝑪𝟕. 
Integrating bus position and voltage information 
The PCA results indicate that relevant system information is captured by only few, significant 
vector components which are identified by the magnitude of the corresponding eigenvalues. Based 
on this reason, the respective voltage information obtained for each bus is provided by the bus 
index of the significant principal components. A hybrid, data-driven approach implemented for 
the purpose of clustering, thus augments every bus geography information with its principal vector 
coefficient(s). 
      𝑿𝑖 = [𝐺𝑒𝑜𝑙𝑎𝑡,𝑖 , 𝐺𝑒𝑜𝑙𝑜𝑛𝑔,𝑖 , 𝑷𝑪1,𝑖 , … 𝑷𝑪𝑛,𝑖]                                                                (2)
𝑿𝑖 is an hybrid vector for the 𝑖
𝑡ℎ bus, which entries are made up of latitude and longitude
coordinates, 𝐺𝑒𝑜𝑙𝑎𝑡,𝑖 and 𝐺𝑒𝑜𝑙𝑜𝑛𝑔,𝑖, and bus entries in the 𝑛 significant principal components 
𝑷𝑪1,𝑖 , … 𝑷𝑪𝑛,𝑖. 
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Clustering 
The aggregation of the bus vectors in (3) is carried out using k-means algorithm, which is proven 
to be a simple and fast technique for generating clusters [113]. The k-means algorithm begins with 
an arbitrary assignment of initial cluster centers (centroids) after which object re-assignment and 
centroid updates are performed based on a greedy minimization of a sum of squared errors, SSE. A 
prior selection of K number of clusters and initializing centroids are some of the limitations of the 
algorithm. In this work, the initializing buses are selected such that they spread across the different 
regions of the grid. Different cluster sizes of five and twenty have been chosen to test the 
performance of the data error detection process. The pseudo algorithm for the clustering procedure 
is illustrated in Fig. 5.4. 
 
Perform PCA on dataset 
Step 1: 
  for 𝑖 = 1 to 𝑇𝑜𝑡𝑎𝑙𝐵𝑢𝑠𝑒𝑠 
        𝑥1,𝑖 =Cos(𝐺𝑒𝑜𝑙𝑜𝑛𝑔,𝑖) ×Cos(𝐺𝑒𝑜𝑙𝑎𝑡,𝑖)   
        𝑥2,𝑖 =Sin(𝐺𝑒𝑜𝑙𝑜𝑛𝑔,𝑖) ×Cos(𝐺𝑒𝑜𝑙𝑎𝑡,𝑖)   
        𝑥3,𝑖 = 𝑷𝑪1,𝑖;  
        𝑋𝑖 = [𝑥1,𝑖 , 𝑥2,𝑖 , 𝑥3,𝑖 
  end 
  Dataset, Γ = [𝑋1, 𝑋2, . . 𝑋𝑇𝑜𝑡𝑎𝑙𝐵𝑢𝑠𝑒𝑠]  
Step 2: Pre-processing: Normalize Γ to zero 
mean and unit variance 
Step 3: Initialize area centers and cluster 
 
Figure 5.4  Augmented voltage clustering 
                                                      
 
Identify/Replace Event Points 
A pre-processing step prior to the detection of bus or PMU locations reporting data errors is to 
identify and isolate actual system disturbance data. The method implemented in this work further 
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goes to replace the disturbance or event data points with a value based on previous signal trend. 
The pseudo-code for this process is illustrated in Fig. 5.5.  
 
 
 
 
 
               
 
 
 
 
A variance-based, event-detection technique [34] applied to a sliding moving-window was 
used to extract event time points from voltage magnitude measurements. A time point 𝑉(𝑛)  is 
flagged as an event data point if a computed variance, 𝑣(𝑛) exceeded a threshold value.   
𝑣(𝑛) =
1
𝐿
∑ (𝑉(𝑙) − 𝑉𝜇(𝑛))
2
𝑛
𝑙=(𝑛−𝐿+1)
   
(3) 
𝐿 is the window length over which 𝑣(𝑛) and a mean value, 𝑉𝜇(𝑛) are computed.  
5.2.3 Check for Data Errors 
A distributed LOF computation is performed cluster-wise on the grid. Using a sliding window, 
defined by 𝜏- width and 𝜏𝑠-sliding time, the bus signals are individually assessed for errors by 
computing error metric for 𝑚 segments in the time-series data.    
 
 
 
Figure 5.6  Window technique for assessing error level in data segments 
Identify  
for  𝑖 = 1 to 𝑘-areas 
        Select all nodes in 𝑖𝑡ℎarea ( 𝑘𝑖-buses) 
    for  𝑗 = 1 to length( 𝑘𝑖-buses) 
         Event points for measurement from 𝑛𝑜𝑑𝑒𝑗 → 𝑬𝒗𝑷𝑗,𝑖  
    end         
        Common event points  𝑬𝒗𝑷𝑖 =∩ {𝑬𝒗𝑷𝒋,𝒊} 
end 
Figure 5.5  Pseudo-code for event data point detection and replacement 
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Note: A phasor measurement consists of a magnitude and angle component. Because PMU errors 
affect either or both components, it is important to specify the measurement component being 
assessed for errors. If the focus is magnitude (or angle), the input data to the LOF routine is phasor 
magnitude (or ROCOF).  Absolute values of voltage angles do not convey much information, and 
cannot be used to adequately monitor PMU time errors. On the other hand, ROCOF measurements 
provide a good indication of voltage angle dynamics with an added ability of being able to detect 
small and sudden changes in voltage angles. Consequently, ROCOF qualifies as a good parameter 
to monitor time errors in PMU devices.  
Case Study: 2,000-bus (Case 2) 
A 10-second simulation is carried out on the 2,000 bus network during which one of the 115-
kV transmission lines is disconnected after 3 seconds. A data error analysis is carried out on the 
voltage measurements obtained from the system.  Considering only the contingency event (a 115-
kV line outage), Table 5.4 gives a summary of the computed error metrics for different system 
configurations.  
 
Table 5.4  Summary of computed phasor magnitude LOFs (event only) 
# Control 
areas /clusters 
Event 
points 
removed? 
Highest LOF(s) Bus Index 
1 
  
Y [16.69,8.355,8.358,8.355] [6276,4174,6128,6015] 
N [16.69,8.355,8.358,8.355] [6276,4174,6128,6015] 
5 
  
Y 8.360 6015, 6128 
N 8.360 6015, 6128 
20 
  
Y 1.000 ALL 
N 8.360 6128 
1 Y * 5.060 6276 
* Event time points removed separately for individual bus measurements 
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Figure 5.7  Voltage magnitude measurements at all 2,000 buses and other selected buses 
 
 
According to the direct LOF computation method, false data error notifications are observed at 
buses (IDs: 6276, 4174, 6128, 6015) where the event is most significant, even though the 
disturbance has little impact on the system as observed by the measurements in Fig. 5.7. Regardless 
of the removal of event points, LOF analysis is not able to distinguish the event from instances of 
data errors, and thus mis-identifies event buses as locations with the largest system LOFs. The 
proposed distributed method applied to a 5-cluster system aggregates bus IDs 4174 and 6276 into 
a cluster where a high voltage correlation results in smaller LOF values. However, a false 
identification of bus IDs 6015 and 6128 with LOF values 8.36 is due to both buses belonging to 
separate clusters with disparities in their voltage patterns.  Using a 20-cluster system, more groups 
containing buses with similar, dynamic voltage response are generated. Fig. 5.8 shows the re-
allocation of the event buses to cluster 2, 5 and 17 such that computed LOF value is 1.0 at all 
buses, thus isolating the impact of the event.  
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Figure 5.8  Event buses re-distributed to three clusters 
 
 
Error 1: In this scenario, 45-dB of noise signal is injected in the phasor voltage measurements 
reported by the PMU located at substation ID 1250. Table 5.5 provides a summary of the computed 
LOFs. 
 
Table 5.5  Summary of computed phasor magnitude LOFs (event and noise error) 
# Control 
areas 
/clusters 
Event 
points 
removed? 
Highest LOF(s) Bus Index 
1 
  
Y [16.69,8.355,8.358,8.355] [6276,4174,6128,6015] 
N [16.69,8.355,8.358,8.355] [6276,4174,6128,6015] 
5 
  
Y [8.358,8.358,2.941,3.263,2.941] [6015,6128,8158,8159,8160] 
N 
[8.358,8.358,2.941,3.263,2.941] [6015,6128,8158,8159,8160] 
20 
  
Y [2.941,3.263,2.941] [8158,8159,8160]** 
N [8.360,2.941,3.263,2.941] [6128,8158,8159,8160] 
1 Y * 5.060 6276 
* Event time points removed for individual bus measurements, ** PMU 1250 reports measurements for buses 8158-
8160 
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Based on the large LOF values observed at the event buses, the direct LOF computation mis-
identifies these locations as sources of erroneous measurements even though data errors are 
reported by another PMU set of phasor measurements. A distributed error analysis on the 5-cluster 
system identifies all three erroneous measurements, with LOF values 2.941, 3.263 and 2.941, in 
addition to two event bus measurements (bus IDs 6015 and 6128). Finally, with a 20-cluster 
system, all event buses are isolated, and thus correctly identifying only the measurements with true 
data errors. Table 5.6 shows bus allocations in four groups within the 20-cluster system. 
 
Table 5.6  Cluster formation 
Cluster 2 [6013,6100,6128,6180] 
Cluster 5 [4174,6276] 
Cluster 16 [8158,8159,8160, …] 
Cluster 17 [4023, 6015, 6112] 
 
Error 2: In this scenario, time errors were incorporated into the phasor measurements reported by 
the PMUs located at substation IDs 4, 538 and 764. Time error details and the voltage angles for 
the affected measurements are shown in Table 5.7 and Fig. 5.9 respectively. 
 
Table 5.7  Data errors 
SS/PMU 
ID 
# 
buses 
Error 
Type (T) 
Error Parameters Duration 
4 2 T-2 
Clock 
drift 
Skew: 1-µs  7-sec 
538 1 T-2 
Clock 
drift 
Skew: 0.5-µs 10-sec 
764 1 T-1 Int. GPS 
Skew: 10-µs, 5 
instances 
1-sec/instance 
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Figure 5.9  Voltage angle measurements at all 2,000 buses, and time-skews due to time errors 
 
 
Similar computations were carried out in a data error analysis using the phasor angle components 
of bus measurements.  Tables 5.8 and 5.9 provide a summary of the computed LOFs when 
considering only the event, and then the inclusion of the noise respectively.  
 
Table 5.8  Summary of computed phasor angle LOFs (event only) 
# Control areas 
/clusters 
Event points 
removed? 
Highest LOF(s) Bus Index 
1 
  
Y [58] [6276] 
N [58] [6276] 
5 Y 1.000 ALL 
20 Y 1.000 ALL 
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Table 5.9  Summary of computed phasor angle LOFs (event and time errors) 
# Control areas /clusters 
Event 
points 
removed? 
Highest LOF(s) Bus Index 
1 
  
Y [522,522,325,200,58] [1005,1006,5232,6100,6276] 
N [522,522,325,200,58] [1005,1006,5232,6100,6276] 
20 Y [267,192,192,41] [5232,1005,1006,6100]* 
* PMU 4 reports measurements for bus IDs 1005 and1006; PMU 538 for 5232; and PMU 764 for 
6100 
 
Regarding the error analysis carried out on voltage angle measurements, ROCOF data has been 
used for the reasons stated in Section 4.2.3. As expected, direct LOF computation identifies event 
bus 6276 where a large change in the voltage angle occurred during the event only analysis.  By 
dividing into bus regions and applying distributed LOFs, both 5-cluster and 20-cluster systems 
isolate the dynamic event and returns a uniform, LOF value of 1.0 for all buses. Inclusion of time-
error events causes direct LOF to identify both buses with measurement errors and event bus as 
large LOF locations. The observed large error metrics (522, 522, 325, 200, and 58) are due to the 
pre-processing, normalization step carried out on ROCOF data prior to error analysis. Using the 
bus allocations in Fig. 5.6 which re-allocates event buses into groups, the 20-cluster system is able 
to correctly identify the error measurements, and corresponding faulty PMUs. 
 
Error 3: Here, the data errors in both previous error scenarios (error 1 and 2) were integrated into 
the original case event measurements i.e. noise at PMU 1250, and time errors at PMUs 4,538 and 
764. 
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The effects of both data errors are observed in the ROCOF data, and thus used as the input data 
source in the error analysis. Table 5.10 summarizes the results.  
 
Table 5.10  Summary of computed phasor angle LOFs (event, noise and time errors) 
# Control 
areas 
/clusters 
Event points 
removed? 
Highest LOF(s) Bus Index 
1 
  
Y [522,522,325,200,58,248,253,291] [1005,1006,5232,6100,6276,8158,8159,8160] 
N [522,522,325,200,58,248,253,291] [1005,1006,5232,6100,6276,8158,8159,8160] 
20 Y [297,192,192,41,248,253,132] [5232,1005,1006,6100,8158,8159,8160] 
 
 
Similar to the other scenarios, the distributed method is able to detect all bus/PMU locations where 
data errors were reported from.   
Note: The effectiveness of distributed error LOF analysis has so far showed that grid dynamics 
can be contained within local regions prior to data error search in order to reduce instances of false 
identifications. However, it is critical to note the importance of clustering dynamics according to 
the most significant, few principal component vectors of the reduced dataset dimension. Using 
more component vectors introduces error to the clustering process which then affects data error 
analysis.   
Table 5.11 shows error analysis computation times for the single area, 5-cluster, and 20-cluster 
system configuration which was carried out on 10-second data on a 3.6 GHz processor, windows-
based system.  
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Table 5.11 LOF execution time for different system configurations 
A notable processing time for the single area can be attributed largely to the several executions of 
some of the LOF analysis steps carried out within the large k-neighborhood of each of the 2,000 
measurements. This is not the case with the clustered configurations, and it is assumed that with 
parallel computation, the running time for clustred systems can be much reduced. 
Windowing Scheme 
A distributed LOF computation for the windowing scheme in Fig. 5.6 is applied on the 10-sec 
data obtained for error cases 1 and 3, using time woindow  and time step of 1-sec and 0.5-sec 
respectively. The derived error values for each segment in all 2,000 measurements for both data 
error cases is shown in Fig. 5.10 and 5.11. 
Figure 5.10  Data segment errors in all 2,000 voltage magnitude measurements for error case #1 
# Control areas 
/clusters 
1 5 20 
Time (sec) 284 70 21 
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Figure 5.11  Data segment errors in all 2,000 voltage angle measurements for error case #3 
5.3 Similarity-Based PMU Time Error Detection 
As part of a data post-processing stage, and given the unique data patterns created on voltage 
angle measurements due to time errors, a method to detect synchronization issues in PMU data is 
proposed [73]. 
5.3.1 Similarity matching – Illustrating Example 
Given two data sequences: 
 𝑿 = {1,1,1,3,3,3,3,3,3,3,1,1,1,1,1} 
      𝒀 = {1,1,1,1,1,3,3,3,3,3,3,3,1,1,1}  
A dis-similarity value (𝜌) between the sequences can be computed using the 𝐿𝑛 norm  [114]. 
 𝜌 = √∑(𝑥𝑖 − 𝑦𝑖)
𝑛
𝑚
𝑖
𝑛
  (4) 
𝑥𝑖 ∈ 𝑿 ∈ 𝑅
𝑚 and 𝑦𝑖 ∈ 𝒀 ∈ 𝑅
𝑚
When 𝑛 = 2, the computed dissimilarity value (Euclidean distance) is 5.66, which indicates a 
disparity between both sequences. However, careful observation reveals 𝑿 and 𝒀 have the same 
element values though shifted in time. The Euclidean measure fails to detect this time alignment 
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issue, and results in a similarity value that is non-intuitive. Hence, the need for a metric which 
captures time shift information among data sequences.  Furthermore, given a pattern sequence, 
𝑨 ∈ 𝑅𝛼, and a longer data sequence 𝑩 ∈ 𝑅𝛽 = {𝑛1, … , 𝑛𝛽} such that 𝛽 > 𝛼, the goal is to
determine the similarity level between 𝑨 and 𝑩 of mis-matched lengths. 
5.3.2 Dynamic Time Warping (DTW) 
It is a technique used to temporally wrap a data sequence along its time axis in order to detect 
similar sequence, and can be used to find the optimal alignment between both sequences 𝑿 and 𝒀, 
while simultaneously computing the similarity level - a DTW distance [115-118]. Considering two 
sequences, 𝑪 = {𝑐1, 𝑐2 … 𝑐𝑀} and Q = {𝑞1, 𝑞2 … 𝑞𝑁}, important terms in the DTW literature are 
briefly summarized: 
1. A cost matrix, 𝑷 ∈ 𝑅𝑁×𝑀 , which is a 2-dimensional matrix, and contains pairwise local
cost between data points in 𝑪 and 𝑸. The goal is to find an alignment between 𝑪 and 𝑸 having 
a minimal overall cost. For this work, a pairwise Euclidean distance between data points 𝑖 and 
𝑗 is chosen as the local cost i.e. 𝑃(𝑖, 𝑗) = 𝑑(𝑐𝑖 , 𝑞𝑗) such that 1 ≤ 𝑖 ≤ 𝑁 and 1 ≤ 𝑗 ≤ 𝑀.
2. A warping path is a sequence 𝑝 = (𝑝1, … 𝑝𝐿) with 𝑝𝑙 = (𝑛𝑙 , 𝑚𝑙) ∈ [1: 𝑁] × [1: 𝑀] for 𝑙 ∈ [1: 𝐿]. 𝑝𝑙 is
a node in p. It defines an alignment between 𝑪 and 𝑸 subject to some conditions: 
Boundary condition: 𝑝1 = (1,1) and 𝑝𝐿 = (𝑁, 𝑀). Similar to a stretch on the time axis, it 
ensures that alignment of the terminals of both sequences. 
Monotonicity condition: 𝑛1 ≤ 𝑛2 ≤ ⋯ ≤ 𝑛𝐿 and 𝑚1 ≤ 𝑚2 ≤ ⋯ ≤ 𝑚𝐿. This condition 
forces the different nodes to be monotonically spaced in time. 
Step size condition: 𝑝𝑙+1 − 𝑝𝑙 ∈ {(1,0), (0,1), (1,1) for 𝑙 ∈ [1: 𝐿 − 1]. It constrains the
usage of every element in 𝑪  and 𝑸 during the formation of all possible 𝑝’s in P. 
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3. A total cost 𝑑𝑝(𝑪, 𝑸) associated with a warping path, p and is the sum of all local cost 
measures, d in p. i.e. 𝑑𝑝(𝐶, 𝑄) = ∑ (𝑑𝑝𝑙)
𝐿
𝑙=1  where 𝑑𝑝𝑙 = 𝑑(𝑐𝑛𝑙, 𝑞𝑚𝑙).  
4. An optimal warping path p* is that path which minimizes the DTW distance among all the 
different possible paths. p* is computed as 𝑎𝑟𝑔𝑚𝑖𝑛(𝑑𝑝(𝐶, 𝑄)), and with a DTW distance of  
𝑑𝑝∗(𝐶, 𝑄). 
 Aligning two data sequences and determining the optimal DTW distance requires the 
construction of an accumulated cost matrix, 𝑨𝑷 ∈ 𝑅𝑁×𝑀 in a forward direction, followed by the 
determination of p* in a backward direction. Both computation steps involve recursive calculations 
resulting in the use of dynamic programming (DP) algorithms.  
The DP algorithm used in obtaining optimal alignment between sequences is given as:  
1. Forward Direction 
𝑨𝑷(𝑖, 𝑗) = 𝑷(𝑖, 𝑗) + 𝑚𝑖𝑛 {
𝑨𝑷(𝑖, 𝑗 − 1)
𝑨𝑷(𝑖 − 1, 𝑗)
𝑨𝑷(𝑖 − 1, 𝑗 − 1)
 
𝑨𝑷(0,0) = 0, 𝑨𝑷(𝑖, 0) = 𝑨𝑷(0, 𝑗) = ∞;     (1 ≤ 𝑖 ≤ 𝑀, 1 ≤ 𝑗 ≤ 𝑁) 
 
Hence, (𝐶, 𝑄) = 𝑨𝑷(𝑀, 𝑁) . 
Initialization of the entries in the first row and column is carried out by an additional 0𝑡ℎ row 
and column with values set to arbitrarily large numbers.   
2.  Backward Direction (OptimalWarpingPath) 
Beginning at 𝑝𝑙 = (𝑀, 𝑁) 
Determine: 𝑝𝑙−1 ≔  {
(1, 𝑚 − 1),   𝑖𝑓 𝑛 = 1
 (𝑛 − 1,1),   𝑖𝑓 𝑚 = 1
𝑎𝑟𝑔𝑚𝑖𝑛{𝑨𝑷(𝑛 − 1, 𝑚 − 1), 𝑨𝑷(𝑛 − 1, 𝑚), 𝑨𝑷(𝑛, 𝑚 − 1)}, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 
𝑚 ∈ [1: 𝑀], 𝑛 ∈ [1: 𝑁]  
 
Computation of p* involves starting at the (𝑀, 𝑁)𝑡ℎ   node and recursively tracing back the matrix 
through the path of least cost until 𝑝1 is reached. An optimal path lying along the diagonal position 
of the matrix indicates a strong point-to-point correlation of the data points in both sequences. 
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 Using the algorithm of the forward direction, the developed accumulated cost matrix for both 
sequences 𝑿 and 𝒀 are given in Fig. 5.12, where 𝑁 = 𝑀 = 15.  
 
   
Figure 5.12  Accumulated cost matrix for 𝑿 and 𝒀 
 
 
 The matrix is read from left-to-right, and top-to-bottom for 𝒀 and 𝑿 respectively.  Node (𝑀, 𝑁) 
is located at the right-bottom corner of the matrix, and with a DTW distance of 0.  The heavy-
shaded area is the region of least cost, while the lightly shaded area is the optimal warping path. 
Initializing conditions for the matrix have been set to 999 i.e. 𝑨𝑷(𝑖, 0) = 𝑨𝑷(0, 𝑗) = 999. 
DTW Modification 
Multiple low cost nodes observed in different paths indicate exact correlation between values 
in 𝑿 and 𝒀. At any node, 𝑝𝑖  the choice of 𝑝𝑖−1 in the backward direction algorithm requires that 
it is the lowest cost node. In this work, an algorithm bias is introduced to ensure that in the event 
of multiple nodes with equal and minimal costs, the diagonal node is always preferred. 
𝑝𝑖−1 = 𝑎𝑟𝑔𝑚𝑖𝑛{𝑨𝑷(𝑛 − 1, 𝑚 − 1), 𝑨𝑷(𝑛 − 1, 𝑚), 𝑨𝑷(𝑛, 𝑚 − 1) 
𝑖𝑓 {𝑝𝑖−1} > 1, 𝑎𝑛𝑑 (𝑛 − 1, 𝑚 − 1) ∈  𝑝𝑖−1 
𝑅𝑒𝑡𝑢𝑟𝑛: 𝑛𝑜𝑑𝑒 (𝑛 − 1, 𝑚 − 1) 
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Subsequence DTW 
It is a special form of DTW which allows finding specific smaller data sequences in a long data 
stream. If 𝑁 ≫ 𝑀, one can search for a sub-sequence 𝑄(𝑎∗: 𝑏∗) ≔ (𝑞𝑎∗, 𝑞𝑎∗+1 … 𝑞𝑏∗) with  1 ≤
𝑎∗ ≤ 𝑏∗ ≤ N which minimizes the DTW distance to 𝐶  over all the possible subsequences of 𝑄. 
i.e. 
(𝑎∗, 𝑏∗) ∶= (𝐷𝑇𝑊(𝐶, 𝑄(𝑎: 𝑏)))(𝑎,𝑏):1≤𝑎≤𝑏≤𝑁
𝑎𝑟𝑔𝑚𝑖𝑛
 
A distinguishing feature in the modified algorithm is the relaxation of the previously-specified 
warping path boundary conditions. 
∑ 𝑷(𝑖, 1)𝑚𝑖=1  for 𝑚 ∈ [1: 𝑀] and 𝑨𝑷(1, 𝑛) ≔  𝑷(1, 𝑚) 
𝑨𝑷(𝑖, 0) = ∞, 𝑖 ≤ 𝑖 ≤ 𝑀 
𝑨𝑷(0, 𝑗) = 0, 𝑖 ≤ 𝑗 ≤ 𝑁 
Hence, the procedures to obtain 𝑏∗, and then 𝑎∗ ∈ [1: 𝑀] are stated as follows: 
1. Search for all b’s which minimize 𝑨𝑷(𝑀, : ) i.e.
𝑏∗ = (𝑨𝑷(𝑀, 𝑏))𝑏:[1:𝑁]
𝑎𝑟𝑔𝑚𝑖𝑛
 
2. To find  𝑎∗, begin backward recursive search from 𝑝𝑙 = (𝑀, 𝑏
∗). Apply the
OptimalWarpingPath algorithm such that  𝑝1 = (𝑎
∗, 1) for some 𝑙 ∈ [1: 𝐿]
5.3.3 Case Study 
Motivated by the similarity-matching technique, the SDTW method is applied in the search for 
time-based errors in PMU-sourced data. 
Prior Step: Event Data Points and Noise in ROCOF Data 
Considering that system perturbations and noise could mask out distinct signatures of PMU 
time-errors, a prior pre-processing step is to identify and either remove or replace the data points 
corresponding to these events. Given the event-detection technique already used in this work, an 
additional step was to remove all event-based ROCOF time points, and replace them with a past 
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window average. Furthermore, noisy ROCOF measurements can be identified by comparing data 
points with a threshold value. The standard in [119] specifies a steady-state threshold value of 0.01 
Hz/s, which does not capture system dynamics (such as load variations). For this work, a dynamic 
which does not capture threshold of 0.02 Hz/s (similar with [37]) is used. Thus, below this value, 
ROCOF data points are classified to be noisy. 
Prototypes - Clock Delay and Intermittent GPS 
𝑷 ∈ 𝑅𝑀  is a prototype pattern for a specific time-based error, and 𝑻 ∈ 𝑅𝑁 is the test ROCOF 
measurement. 𝑀 and 𝑁  are the number of data points in 𝑷 and 𝑻 respectively. Error prototypes, 
𝑷𝟏 and 𝑷𝟐, used for the demonstration represent a 5 µs PMU internal clock delay and 135 µs 
intermittent GPS clock respectively, and are shown in Fig. 5.13. The report rate is 30 samples per 
second. 
Figure 5.13  Prototype ROCOF patterns for internal clock delay and intermittent GPS signal 
Test Data 
The algorithm was tested on two different erroneous datasets – time errors for a 3 µs PMU 
internal clock delay (𝑻𝟏) and 75 µs intermittent GPS clock (𝑻𝟐).  The simulation was carried out 
for 10 seconds, and with a PMU report rate of 30 samples per second. Thus, 𝑁 was set to a length 
of 300 data points. 
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1. Steady state with small random load perturbations 
Test ROCOF data 𝑻𝟏, obtained from a test bus is shown in Fig. 5.14. The SDTW similarity–
based pattern query was separately implemented using 𝑷𝟏.  
 
 
Figure 5.14  Test non-event ROCOF data 𝑻𝟏 for case study (1) 
 
 
 
In the absence of significant system dynamics and noise, 𝑻𝟏 is vividly observed to have a maximum 
of 0.07 Hz/s when clock delay was simulated between the second and eighth second of the total 
simulation time.  
Fig. 5.15 shows a cut-section of the accumulated cost matrix, 𝑨𝑷 ∈ 𝑅30×300  generated when the 
SDTW algorithm was run on 𝑻𝟏 in a search for 𝑷𝟏.  
100 
Figure 5.15  Cut-section of accumulated cost matrix. Reprinted 
with permission from [73] 
Unlike the example matrix in Fig. 5.12, the directions of increasing data point index have been 
set read from right-to-left and bottom-to-top for 𝑻𝟏 and 𝑷𝟏 respectively. Thus, warping paths are 
read looking leftward through the matrix. The figure shows the first observed warping path traced 
as the yellow-colored sets of nodes, and observed between data points 90 and 110 in 𝑻𝟏. The 
surrounding orange-colored cells indicate alternative, low cost neighbor nodes. Since 𝑨𝑷 is non-
square, no exact diagonal exists for this path in order to capture the identical relationship between 
𝑷𝟏and the first feature in 𝑻𝟏. The different stacks of vertically and horizontally-aligned nodes 
within any warping path captures a one-to-multiple correlations between data points in 𝑷𝟏 and  𝑻𝟏. 
This can be attributed to the time-stretch and data point fitting along the different time points for 
both measurements resulting in the identification of a time-error pattern 𝑷𝟏 in 𝑻𝟏.
The incremental cost of the alternative low-cost nodes are minimal or zero at worst. 
Combinations of these nodes with those in the warping path give rise to redundant paths which are 
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elongated or incomplete time-error patterns. These are similar to overlapping, neighbor 
subsequences in a time series. 
Fig. 5.16 shows a plot of the DTW distance computed for every data point in  𝑻𝟏. 
Figure 5.16  Noise-free (𝑷𝟏, 𝑻𝟏)  DTW distances in 𝑻𝟏. Reprinted 
with permission from [73] 
By visual inspection, an initially high DTW distance between 𝑷𝟏 and the early data segments of 
𝑻𝟏 is indicative of the large disparity between both signals. This value is observed to suddenly drop 
off (~ 41) once the first unique feature is completely identified in the 𝑻𝟏 subsequence 
(𝑺𝑺𝟏 = 𝑻𝟏,𝟗𝟎: 𝑻𝟏,𝟏𝟏𝟎) by a full cycle of 𝑷𝟏. This is represented by the first, green ball in the low-
cost valley region of the graph. A successive rise-and-fall in the DTW distance is observed when 
another subsequence feature is detected. The non-overlapping, unique subsequences in consecutive 
valley regions with similar DTW distances all account for the remaining instances when 𝑷𝟏 is
identified in 𝑻𝟏. 
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5.4 Summary  
In this chapter, a distributed approach for a wide-area data error analysis has been proposed for 
use on a large-scale system. The preliminary results indicate that the localization of system 
dynamics can help discriminate true PMU data error sources from system events.  Furthermore, a 
similarity-based technique to track time-based errors in PMU has been implemented. Here, it is 
important to state that for the proposed pattern search to be effective, the signal must have a low 
noise content for the time-error patterns to be detectable in the data.   
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6 PRESENTING RESULTS FROM PMU DATA ERROR ANALYSIS 
In this chapter, error metrics computed for the different measurements in the 2000-bus system 
and PMU device information about the synchronization status of each data sample are presented 
in visual form. An overview of the multidimensional scaling technique, and how it was applied in 
this work to the error cases in the previous chapter are presented.   
6.1 Data Error Visualization Using Multidimensional Scaling 
Depending on the number of data segments assessed for errors, the computed time-series, LOF 
values for each PMU measurement can generate vectors of high dimensions. The method which 
has been adopted for visualizing errors in this work relies on observing correlations among 
different bus measurements for any given data error type, and visually displaying them as dis-
similarities in a two dimension chart. The different charts generated are based on the use of the 
multidimensional scaling (MDS) which can be a useful method for representing power system 
information [120-123].  
MDS is used to represent measurements of similarity or dissimilarity among pairs of objects as 
distances between points of a low-dimensional, multidimensional space [124-126]. Given the time-
series error values (𝑳𝑶𝑭𝒐𝒓𝒊𝒈) computed at 𝑚 different data segments for 𝑛 PMU measurements, 
and a pairwise, proximity matrix (𝜹) between them in (1) and (2) respectively.    
𝑳𝑶𝑭𝒐𝒓𝒊𝒈 = [
𝐿𝑜𝑓1,1 … 𝐿𝑜𝑓1,𝑚
⋮ ⋱ ⋮
𝐿𝑜𝑓𝑛,1 … 𝐿𝑜𝑓𝑛,𝑚
]    
(1) 
𝜹 = [
𝛿11 … 𝛿1𝑛
⋮ ⋱ ⋮
𝛿𝑛1 … 𝛿𝑛𝑛
], 𝛿𝑖𝑗 = {
𝑑𝑖𝑠𝑠𝑖𝑚(𝐿𝑜𝑓𝑖 , 𝐿𝑜𝑓𝑗);    𝑖 ≠ 𝑗
0;    𝑖 = 𝑗
𝑖, 𝑗 = 1,2, … 𝑛
 
(2) 
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The output of the MDS algorithm is a set of 𝑛 coordinates, 𝑳𝑶𝑭𝒄𝒐𝒐𝒓𝒅 in two dimensions, which 
re-re-represents 𝑳𝑶𝑭𝒐𝒓𝒊𝒈, and preserves or approximates the pairwise proximities in 𝜹. That is, 
𝑳𝑶𝑭𝒄𝒐𝒐𝒓𝒅 = [
𝑙1,1 𝑙1,2
⋮ ⋮
𝑙𝑛,1 𝑙𝑛,2
]   
(3) 
𝒅 = [
𝑑11 … 𝑑1𝑛
⋮ ⋱ ⋮
𝑑𝑛1 … 𝑑𝑛𝑛
], 𝑑𝑖𝑗 = {
𝑑𝑖𝑠𝑠𝑖𝑚(𝑖, 𝑗);    𝑖 ≠ 𝑗
0;    𝑖 = 𝑗
 
(4) 
The MDS optimization problem is then to identify the optimal set of coordinates in 𝑳𝑶𝑭𝒄𝒐𝒐𝒓𝒅 
which minimizes a stress function which corresponds to a sum of squared errors.   
𝜎 = ,(𝑙1,1,𝑙1,2),…,(𝑙𝑛,1,𝑙𝑛,2)
   𝑎𝑟𝑔 𝑚𝑖𝑛
  ∑ ∑ (𝑑𝑖𝑗 − 𝛿𝑖𝑗)
𝟐
𝒏
𝒋=𝒊+𝟏
𝒏−𝟏
𝒊=𝟏
   
(5) 
Computation of 𝑳𝑶𝑭𝒄𝒐𝒐𝒓𝒅 
The choice of classical MDS for this work is due to it being a non-iterative technique, and 
generating analytical solutions within a fast computation time. Classical MDS assumes the 
proximity matrix, 𝜹 as a distance matrix, and finds the coordinate matrix, 𝑳𝑶𝑭𝒄𝒐𝒐𝒓𝒅 comprising of 
the two leading eigenvectors obtained from the eigen-decomposition of the normalized proximity 
matrix. The detailed steps are given in appendix D. 
6.2 Generating Data Error, Hybrid Correlation Charts  
In this work, the MDS is used to facilitate the display of the system structure by observing all 
PMU similarities using smaller LOF dimensions. It is used to transform the dissimilarities 
observed within a given dataset into a 2-D graphical representation. The benefit lies in visually 
displaying the dynamic electrical parameters (e.g. voltage magnitude and angle, frequency and 
ROCOF), and providing a better means of conveying the measurement errors.   
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Proximity Matrices  
The multidimensional matrix, 𝑳𝑶𝑭𝒐𝒓𝒊𝒈 is used to compute the entries in the proximity matrix, 𝜹 
in (5.2), which are defined as Euclidean distances. That is, 
𝑑𝑖𝑠𝑠𝑖𝑚(𝐿𝑜𝑓𝑖 , 𝐿𝑜𝑓𝑗) = √∑(𝐿𝑜𝑓𝑖,𝑝 − 𝐿𝑜𝑓𝑗,𝑝)
2
𝑚
𝑝=1
  
2
 
(6) 
When the desired option is the ability to visualize the similarities among the synchronization status 
of all PMUs, based on their sync bits (bit 13 in the STAT field – see Fig. 3.8), pairwise, binary-
based distances, in the proximity matrix, 𝜹𝒔𝒚𝒏𝒄 can be computed using the Rogers & Tanimoto 
binary similarity measure [126-128], given as  
𝑑𝑖𝑠𝑠𝑖𝑚(𝑃𝑚𝑢𝑖 , 𝑃𝑚𝑢𝑗) =
𝑎 + 𝑑
𝑎 + 𝑑 + 2(𝑏 + 𝑐)
   (7) 
Each of 𝑃𝑚𝑢𝑖, 𝑃𝑚𝑢𝑗 is a binary string formed by cascading all data frame sync bits in a given PMU 
measurement; 𝑎, 𝑏, 𝑐 and 𝑑 are obtained from Table 6.1.  
 
Table 6.1  Expression of binary instances 
  Object B 
   1 0 
Object A 
1 a b 
0 c d 
 
 
 
𝑎 is the number of times elements in Object A and B are simultaneous bit-1;   
𝑑 is the number of times elements in Object A and B are simultaneous bit-0; 
𝑏 is the number of times elements in Object A are bit-1, and elements in B are bit-0; and 
𝑐 is the number of times elements in Object A are bit-0, and elements in B are bit-1 
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The choice of selection of this binary similarity measure is based on the need to emphasize bit 
differences and similarities between PMUs. In addition, computed dis-similarity values always lies 
between 0 and 1.   
Finally, when the choice is a visualization of PMU data drop-outs, periodic drop-out rates (𝑑𝑟𝑖) 
are computed for every sliding 𝑖𝑡ℎ window within the overall measurement string transmitted by 
each PMU.  
 
 
Figure 6.1  Periodic drop-out rates 
 
The periodic rates of data drop-outs are different from the total drop-out for a PMU measurement, 
as large window segment drop-outs can impact the performance of an application making use of 
these input measurements [22].  A drop-out matrix (𝒅𝒓), similar to the error values, 𝑳𝑶𝑭𝒐𝒓𝒊𝒈, and  
comprising of 𝑚 window drop-out rate for all 𝑛 measurements is given by, 
𝒅𝒓 = [
𝑑𝑟1,1 … 𝑑𝑟𝑚,1
⋮ ⋱ ⋮
𝑑𝑟1,𝑛 … 𝑑𝑟𝑚,𝑛
]   
(8) 
Instead of 𝑳𝑶𝑭𝒐𝒓𝒊𝒈, 𝒅𝒓 is then used as input data to compute a proximity matrix, 𝜹𝒅𝒓. 
Selecting MDS axis for plotting   
Time-series phasor measurements, obtained from PMUs, comprise of two aspects – magnitude 
and angle – which are both affected differently depending on the type of error. Therefore, we 
propose to visualize the wide-area similarity in all measurements using the relevant aspect when 
an error type is specified. 
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1. Noise Errors: Noisy signals is observed in both aspects of phasor measurements. As a 
result, significant noise levels are identified by visualizing the coordinate matrices of both 
magnitude-based and angle-based 𝑳𝑶𝑭 matrices. 
Input: Proximity matrix (𝜹𝑴,𝑳𝑶𝑭) corresponding to magnitude-based 𝑳𝑶𝑭; and proximity matrix 
(𝜹𝑹,𝑳𝑶𝑭) corresponding to angle-based 𝑳𝑶𝑭. 
Output: First dimension of coordinate matrix, 𝑿𝑴; and first dimension of coordinate matrix, 𝑿𝑹 
2. Timing Errors (GPS vs Clock drift): Timing errors reflect in the phasor angles. In addition, 
the PMU Sync bit (bit 13 in the STAT field) is flagged to ‘1’ once time-issues are observed 
to have occurred. Thus, we visualize the coordinate matrices of both angle-based 𝑳𝑶𝑭 and 
sync status.  
Input: Proximity matrix (𝜹𝑹,𝑳𝑶𝑭) corresponding to angle-based 𝑳𝑶𝑭; and proximity matrix 
(𝜹𝒔𝒚𝒏𝒄)  
Output: First dimension of coordinate matrix, 𝑿𝑹; and first dimension of coordinate matrix, 𝑿𝒔𝒚𝒏𝒄 
3. Data frame drop: This type of error is exogenous to the PMU device as both phasor 
magnitude and angle are lost during transmission. Here, we sought to visualize only the 
coordinate matrix of the drop-out matrix, 𝒅𝒓. 
Input: Proximity matrix (𝜹𝒅𝒓,) corresponding to 𝒅𝒓. 
Output: First and second dimensions of coordinate matrix, 𝑿𝒅𝒓. 
6.3 Study: 2,000-bus (Case 2)  
This case involves the outage of one of the 115-kV lines during a 10-second simulation, and the 
information being used are obtained from the scenario of ‘Error 3’ which was previously described 
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in chapter 4 i.e. an integration of the original event measurements with noisy signals at PMU 1250 
and time errors signals at PMUs 4,538 and 764. 
Based on these different types of errors (noise and time errors) which are present in the data, 
two different MDS visualization options are used for this purpose. 
Bit Adjustments for Time Synchronization Issues 
Given the occurrence of clock drift and intermittent GPS time errors as described in Table 5.7, the 
flag bit values indicating the status of each sample synchronization (PMU Sync bit 13) is 
demonstrated in Fig. 6.2 and 6.3. A bit value of zero (or OFF) indicates a synchronized sample, 
and a bit value of one (or ON) is a sample that is out of sync.    
 
 
Figure 6.2  Bit flag updates for clock drift error 
 
 
The clock drift is an alternating sequence of bit changes. Prior to time issues, bit 13 is 0 (Sync ok) 
until the moment the drifting begins with the first data sample, when bit 13 changes to 1 (Not 
Sync). For a reporting period, it remains out of sync, and all sample bit status is preserved as value 
1. An attempt at re-synchronizing first sample in the next report cycle sets bit 13 to 0 momentarily, 
after which drifting continues with the second sample. Bit 13 is set back to 1 for the reporting 
period. The cycle is repeated for as long as the PMU clock issue exists.   
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Figure 6.3  Bit flag updates for intermittent GPS error 
Sequencing of bit changes in the case of intermittent GPS is to a lesser degree than the clock drift, 
and depends on the frequency and duration of signal loss.  Hence, the non-periodic sequencing of 
bit changes in Fig. 7.3. A period of bit-OFF (Sync-ok, and bit value is 0), followed by another 
equal- or non-equal duration of bit-ON (Not Sync, and bit value is 1). 
Generation of MDS Correlation Graphs 
Based on Figures 6.2 and 6.3, bit adjustments due to clock drifts and intermittent GPS signal 
reception are performed on the bus measurements of PMUs 4, 538, and PMU 764 respectively. 
Execution of MDS procedures on the proximity matrices – 𝜹𝑴,𝑳𝑶𝑭, 𝜹𝑹,𝑳𝑶𝑭 and 𝜹𝒔𝒚𝒏𝒄 – across all 
2,000 buses generates the reduced two-dimension coordinate matrices, 𝑿𝑴, 𝑿𝑹 and 𝑿𝒔𝒚𝒏𝒄 
respectively. 
Table 6.2 shows the normalized coordinates for each bus in the 𝑿𝑴, 𝑿𝑹 and 𝑿𝒔𝒚𝒏𝒄 matrices 
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Table 6.2  MDS coordinates for PMU bit-13 status flag and phasor angle error 
PMU ID Bus IDs 𝑿𝑴,𝟏 𝑿𝑴,𝟐 𝑿𝑹,𝟏 𝑿𝑹,𝟐 𝑿𝒔𝒚𝒏𝒄,𝟏 𝑿𝒔𝒚𝒏𝒄,𝟐
4 1005 0.001 0.000 -0.251 0.657 -0.512 -0.323 
1006 0.001 0.000 -0.251 0.657 -0.512 -0.323 
538 5232 0.001 0.000 -0.517 -0.240 -0.591 0.031 
764 6100 0.001 0.000 -0.028 0.012 -0.352 0.889 
1250 8158 -0.526 0.864 -0.414 -0.070 0.001 0.000 
8159 -0.639 -0.495 -0.428 -0.190 0.001 0.000 
8160 -0.560 -0.225 -0.499 -0.193 0.001 0.000 
Others Others 0.001 0.000 0.001 0.000 0.001 0.000 
In the absence of errors, the coordinates of all buses in either of the three coordinate matrices 
should approximately lie close to an origin i.e. (0, 0). However, isolated bus coordinates exhibiting 
significant deviations from this point is an indication of the presence of anomaly in the reported 
measurement.   The hybrid-MDS graph in Fig. 6.4 is obtained by plotting 𝑿𝑹,𝟏 and 𝑿𝒔𝒚𝒏𝒄,𝟏, and 
provides a method to visualize the correlations among PMU measurements when time errors are 
present. 
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Figure 6.4  Hybrid-MDS spatial representation of noise and time errors in PMU data 
The diagonal distances spanned across both sync and phasor angle correlation axis from majority 
of other PMU measurements is indicative of actual time errors present in some of the reported 
measurements. The most severe cases are observed to occur in measurements obtained from PMUs 
4 and 538 where the clock drift error had occurred for the most part of the simulation (i.e. 7 and 9 
seconds respectively) followed by the five instances of intermittent, external time synchronization 
in PMU device 764.  The vertical distance between PMU ID 1250 and ‘other PMUs’, however 
does not necessarily indicates a time error as the device is correlated in the sync axis with ‘other 
PMUs’. Further investigations, by updating the graph to a plot of 𝑿𝑹,𝟏 and 𝑿𝑴,𝟏 in Fig. 7.5, reveal 
the large deviation of PMU 1250 with respect to the other PMUs along the phasor magnitude 
correlation axis. The data error can be attributed to other causes which simultaneously impact on 
both components of phasor measurements, and in this case, the effect of noisy signals. 
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Figure 6.5  Hybrid-MDS spatial representation of errors in PMU magnitude and angle data 
6.4 Summary 
PMUs and other synchrophasor devices are known to report phasor quantities (comprising of 
magnitude and angle), it implies that measurement errors can either appear in the magnitude, angle 
or both magnitude or angle. In this chapter, a hybrid-MDS scheme is proposed to visualize the 
different aspects of PMU measurement errors. 
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7 VISUALIZATION OF LARGE-SCALE ELECTRIC GRID OSCILLATION 
RESULTS*3 
In this chapter, wide-area visualization methods are used to present results of low-
frequency disturbance modes obtained from the analysis of a large-scale power system. In the first 
section,  an improved modal analysis technique used in this work is discussed.  Wide-area 
visualization of mode information pertaining to mode estimation quality, oscillation mode 
activities and source of oscillations are presented in the subsequent section. 
7.1 An Improved, Iterative Mode Decomposition Technique 
The goal of modal analysis is to obtain a re-constructed signal , ?̂?(𝑡) which is a sum of 
un(damped) sinusoids and considered to be a close approximate of an original signal 𝑦(𝑡).  The 
observations not fully captured by the reconstructed signal constitutes the error signal, 𝑒(𝑡). 
?̂?(𝑡) = ∑ 𝐴𝑗𝑒
𝜎𝑗𝑡cos (𝜔𝑗𝑡 + 𝜙𝑗)
𝑞
𝑗=1
(1) 
𝑒(𝑡) = ∑‖𝑦(𝑡𝑗) − ?̂?(𝑡𝑗)‖2
2
𝑞
𝑗=1
(2) 
The 𝑗𝑡ℎ mode is characterized by the modal parameters: damping factor (𝜎𝑗), frequency (𝜔𝑗) and 
mode shape consisting of amplitue (𝐴𝑗) and phase (𝜙𝑗). 𝑞 is the number of dominant low-frequency
modes captured by the analysis. 
An improved method, which iteratively minimizes this error has been proposed in[129].  It uses 
a subset of the signals to determine significant modes after which reconstructed signals are 
*Part of this section is reprinted with permission from “ Visualization of Large-Scale Electric Grid
Oscillation Modes”  by I. Idehen, B. Wang, K. Shetye, T. Overbye and J. Weber, Sept. 2018 North 
American Power Symposium (NAPS) © 2018 IEEE, with permission from IEEE 
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calculated for the observed measurements. If a system comprises of 𝑛 number of time-series 
signals, the system modes can be approximated using 𝑚 multiple signals obtained using heuristic 
methods such that 1 ≤ 𝑚 ≤ 𝑛. For every signal added to the subset, a signal reconstruction is carried 
out for all 𝑛 original measurements.  A good choice of 𝑚 is set to balance between the computation 
time and better capturing dominant system modes. The improved method is a general technique 
which can be applied to any of the mode decomposition techniques mentioned in the literature [63-
66, 68, 70] . However, this work utilizes the matrix pencil analysis (MPA) technique as it is tolerant 
to the presence of noise in any observed set of measurements.    
Given a data set 𝒀, such that 𝒀 = {𝑦1(𝑡)
𝑇 , 𝑦2(𝑡)
𝑇 … 𝑦𝑛(𝑡)
𝑇}, the pseudo-code for an iterative matrix 
pencil analysis procedure is shown in Figure 7.1. 
 
 
 
 
𝛼 is the number of equally-spaced samples in a signal 𝑦1(𝑡), and 𝒚𝒊𝒏𝒊 is the initializing signal used 
for the procedure, and which can be any of the signals in 𝒀.  The cost function (CF), 𝜀 is the total 
absolute error over the different time points which is averaged over the number of samples. 
Input =  𝑚, 𝒀 ∈ 𝑅𝑛×𝛼;  𝑐𝑜𝑢𝑛𝑡 = 1; 
Step 1. Initialize: [𝒚] = [𝒚𝒊𝒏𝒊]; 𝒚𝒊𝒏𝒊 ∈  𝒀  
Step 2. Execute: 𝑀𝑃𝐴 on  𝒚 
            Output:  𝜔𝑖 , 𝜎𝑖  ; 𝑖 = 1  to 𝑞 
                         𝐴𝑖,𝑗 , 𝜙𝑖,𝑗; 𝑗 = 1  to 𝑛 
Step 3. Compute: Re-constructed signals, ?̂?𝒋(𝑡) 
                            Cost function, 𝜀𝑗 = ∑ (|𝒚𝒋(𝑘) − ?̂?𝒋(𝑘)| 𝛼⁄ )
𝛼
𝑘=1  
Step 4. Aggregate cost functions, 𝜺 = [𝜀1 … 𝜀𝑛] 
Step 5. Obtain: Maximizing error signal, 𝑗̂ =  {𝜺}𝑗
𝑎𝑟𝑔 𝑚𝑎𝑥
 
Step 6. Update [𝒚] = [𝒚, 𝒚?̂? ];  𝑐𝑜𝑢𝑛𝑡 = 𝑐𝑜𝑢𝑛𝑡 + 1 
Repeat Step 2  - Step 6 until 𝑐𝑜𝑢𝑛𝑡 =  𝛼 
Output = Re-constructed signals, ?̂?𝒋(𝑡), 𝜔𝑖 , 𝜎𝑖, 𝐴𝑖,𝑗 , 𝜙𝑖,𝑗 
Figure 7.1  The iterative MPA 
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𝜀 = ∑
|𝑦(𝑖) − ?̂?(𝑖)|
𝛼
𝛼
𝑖=1
   
(3) 
𝒚 is incrementally populated with the signal which maximizes the set of CFs at every iteration, 
after which the MPA algorithm is performed. Full details of the MPA is presented in appendix E.   
The sensitivities of the computation time and maximum cost functions to the number of signals, 
𝑚 using frequency measurements obtained from the 2,000-bus (case 3) is presented in Fig. 7.2. 
 
 
Figure 7.2  Sensitivities of computation time and maximum cost function to number of signals 
 
                        
The computation time is observed to increase with the number of signal inclusions in the dataset 
used for mode decomposition, while the maximum cost function increases after a period of initial 
decline. We hypothesize that the inclusion of more signals, beyond a threshold limit, in the dataset 
introduces more local signal variations, thus resulting in the identification of regionalized or non-
system modes that are absent in other signals. Hence, the increase in the maximum cost function. 
It is also important to identify the point at which the performance benefits of using the proposed 
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iterative method are minimal or non-existent. For example, regular MPA was comparatively better 
in computation time than the iterative method when 100 signals (hence 100 iterations) were used.    
7.2 Wide-Area Visualization of Modal Information  
The wide-area display of results from the synthetic networks which we utilize are based on pre-
existing one-line diagrams which are over laid on a geographical map of the United States. In 
addition to the use of contour plots, dynamic data are visualized using geographical data views 
(GDVs) providing an information layering technique to present large amounts of data [130-132]. 
This enables user customization of a display  in order to see power system quantities by  making 
use graphical objects. Information is encoded using the attributes of object color, size, rotation or 
shape [133].  
7.2.1 Quality estimation of modal analysis technique 
The desire is to approximate as closely as possible each original signal using the signals 
from (1). However, the few dominant system modes are not sufficient to fully represent the original 
signal and other dynamics in the system. The quality of the mode estimation process is thus 
measured in terms of the difference between the original and reconstructed signal.  
Fig. 7.3 shows the actual (blue), reproduced (red) frequency signals and the CFs (mismatch 
errors, 𝜀) at nine different buses for the 2,000-bus (Case 3). Here, the case involves a 10-second 
simulation during which two generators are disconnected after one second.  
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Figure 7.3  The cost functions, actual and reproduced frequency signals at 9 locations 
 
 
Using the definition in (2), the computed best and worst case cost functions are 0.0058 and 0.0108 
respectively, and which were observed at bus IDs, 3034 and 4030, respectively. However, 
relatively low values of the extreme CF quantities indicate the good matching ability of the 
proposed technique. The wide-area trend of the CF is shown in Fig. 7.4.   
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Figure 7.4  Wide-area system cost function 
 
 
A color scale has been set arbitrarily [0, 0.02] to indicate the best and worst case matching errors 
while the signal buses 3034 and 4030 are enclosed by blue and green circles respectively.  The 
uniform variation of the cost function is largely indicative of the global pattern of system 
frequency, and good quality of the modal technique used for this purpose.  
Fig. 7.5 (a) shows the wide-area trend of the CF when modal decomposition was applied on 
the voltage measurements.   
 
  
Figure 7.5  (a) Wide-area cost function using voltage measurements; (b) with noise signal at bus 1017 
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A wider CF range, [0.0014 0.028] at bus IDs 7328 and 1051 respectively, and more variation in 
all bus CFs are indicative of the local action of voltage trends observed in the system after the 
contingent generator outage. This can be attributed to the fact that fewer frequency modes could 
be prevalent at different bus locations, however they remain invisible to the system. Hence, they 
are not captured during signal reconstruction. Assuming a high modal decomposition quality, 
wide-area visualization of CFs (using voltage measurements) can become helpful to operators by 
providing early indicators of imminent system instability (e.g. voltage collapse). 
Another unique case of CF variation that could point to an event, and thus assist operators in 
understanding the system is when locations report erroneous data deemed to be inconsistent with 
the actual system trend. Fig. 8.5(b) is the wide-area CF when noisy data is reported by a PMU 
device at bus location 1017. High CF at an isolated bus location indicates a prevailing, anomaly 
condition, and especially when nearby buses have much lower CF values. 
7.2.2 Oscillation Modes 
The mode shape describes the relative activity of the state within an oscillation mode. 
Comprising of both magnitude and angle information, this vectoral attribute can be a distraction 
source when visualizing individual signal mode shape information in a wide area network. 
Fig. 7.6 shows the current phasor technique used to view mode shapes in different sections of 
the power system [25, 29, 30]. Mode shapes at twenty different bus locations (𝑎 to 𝑡) are currently 
being displayed. 
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Figure 7.6  Phasor vector plot of mode shapes at 20 bus locations 
 
 
 
Using this method, the figure is able to capture the relative magnitudes and angles at the different 
buses. However, as mode vectors align in the same direction, and vector magnitudes become equal, 
the occurrence of significant vector overlaps result in the inability to distinguish among the mode 
shapes at the different buses. Most importantly, extracting the underlying system dynamics 
information from the phasor diagram is challenging without the use of an actual geographic map.  
 
Vector Field Visualization  
The vectoral characteristics of all bus mode shape information makes them amenable to being 
represented as two-dimension (2D) vector fields on geographical-based, one-line diagram of the 
system [131, 134, 135] . Among the different forms for vector field visualization in 2D surfaces, 
the choice of using arrow icons on a rectangular grid (GRID) vector field visualization is 
predicated on its ability to convey a sense of bus swing direction at any of the grid regions. This 
information is more critical to an operator rather than, for example, the short time it may take an 
operator to identify a critical point on the vector field if line-integral convolution (LIC) were used 
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[135]. In addition, the GRID method has the ability to help users identify critical points within 
local neighborhoods on the vector field, which could indicate locations in need of attention. For 
example, the arrows forming the boundary of the green-colored, contour region of the grid 
indicates the extent of bus inclusions in the two-area swing of the system.  
Based on the highlighted benefits of using 2D vector fields, a more effective, wide-area 
visualization is implemented to address the challenges faced by the phasor plot.  This technique 
makes use of the attributes of glyph objects (phasor arrows) which are geographically-distributed 
on the one-line diagram to capture mode activities at all the individual buses. As a layering option, 
contour plots which encode other bus or area information (e.g. the direction of swing) are set in 
the background to provide more system dynamics that might not be fully captured by the mode 
vectors. Fig. 7.7(a) and (b) show the mode shape information for an inter-area mode (0.541 Hz) 
and a local mode (3.576 Hz) using the frequency measurements obtained from the 2,000-bus 
(Cases 4 and 5 respectively). All signal amplitudes have been scaled by their standard deviation 
values. 
 
 
Figure 7.7  Frequency mode shape for (a) local, and (b) inter-area modes 
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Abrupt change in colored contours between angle limits, -180˚ and 180˚, are often misleading 
since in actual geometry both angles are exact. To avoid this sudden color change, a circular (or 
cyclic) color map, which assigns the same or similar colors to angular values close to these limits, 
has been used.  The color map used to highlight the mode angles at different signal bus locations 
provides a user with a wide-area summary of the swing direction at the different buses. Individual 
bus signal amplitude and angle are encoded in the size and orientation of the phasor arrow relative 
to the positive x-axis respectively. The geographical information of each bus is used to set the 
location of its GDV-based arrow. The inter-area oscillation in Fig. 7.7(b) shows two marked 
distinct areas, such that buses in these regions have a similar direction of swing for the oscillation 
mode. A comparison of the arrow lengths indicates the lower level of mode activity in the local 
mode of Fig. 7.7(a) than the inter-area oscillation in Fig. 6.8(b).   
7.2.3 Bus Coherency 
In understanding the key dynamic stability behavior of large interconnected systems, the user 
is often interested in the system bus coherent groups (e.g. for controlled islanding) [136-138]. 
However, depending on the color map used in Figs. 7.7 (a) and (b), the use of a wide color spectrum 
for the mode shapes at different bus locations could conceal the actual system, global dynamic 
behavior. Hence, the need for bus aggregation, and use of fewer chromatic colors to represent the 
different groups [131]. The application of machine learning or any other similar techniques, with 
the ability to intelligently aggregate unidirectional bus mode shapes into smaller coherent group 
formations, uncovers the dynamic behavior of the system and provides further insights to the users.   
Given two signals with phase angles 𝜙1 and 𝜙2, the angular distance (𝑑12) between them is 
computed from, 
                                                                      𝑑12 = 1 − cos(𝜙1 − 𝜙2)                                                                                      (3) 
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As much as possible, the goal is to identify large groups which capture major, modal coherent 
groups whose individual buses are in the same swing direction. To accomplish this, quality 
threshold clustering technique [139-141] has been applied. 
Quality Threshold (QT) Clustering 
This technique searches for the largest-sized cluster, containing the most similar set of objects, at 
every iteration until all objects have been grouped. It requires a pre-specified threshold distance 
(𝑑𝑡ℎ), and which in this case, is based on the angular distance separation in (7.7). Every bus is 
initialized as a candidate cluster center, and computes the number of buses that are within a 𝑑𝑡ℎ  
distance. The pseudo-code for this procedure is stated in Fig. 7.8. 
Fig. 7.9(a) and (b), respectively show the system-wide, inter-area (0.48 Hz) and local mode 
(1.71 Hz) information for the 10,000-bus involving the deactivation of 19 stabilizers and outage 
of 2 system generators (Cases 2 and 1 respectively). 
Input:  𝑑𝑡ℎ; 𝒮=Set of all buses; ClusNum = 0;
while  𝒮 ≠ ∅  
 ClusNum =  ClusNum+1; 
 for  𝑖 = 1 to 𝑛(𝒮)  
𝐵𝑢𝑠𝑐𝑙𝑢𝑠𝑡𝑒𝑟,𝑖 = {𝐵𝑢𝑠𝑗} 𝑠. 𝑡.   𝑑𝑐𝑎𝑛𝑑𝑖𝑑𝑎𝑡𝑒( 𝑖),𝑗 ≤ 𝑑𝑡ℎ
 end 
Cluster_ ClusNum =𝐵𝑢𝑠𝑐𝑙𝑢𝑠𝑡𝑒𝑟,?̂?  𝑠. 𝑡.  , 𝑖̂ =  {𝐵𝑢𝑠𝑐𝑙𝑢𝑠𝑡𝑒𝑟,𝑖}𝑖
𝑎𝑟𝑔 𝑚𝑎𝑥
 end 
Figure 7.8  QT clustering 
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Figure 7.9  Frequency mode shape for (a) inter-area mode (0.48 Hz), and (b) local mode (1.71 Hz). 
Reprinted with permission from [133] 
The variation in the mode shapes are similar to those observed in Fig. 7.7, and are also prone to 
wrong interpretation when a wide color spectrum is used. Fig. 7.8 (a) and (b) show contour plots 
of the identified coherent modal groups after clustering. 
Figure 7.10  Frequency coherent groups for (a) inter-area mode (0.48 Hz), and (b) local mode (1.71 Hz). 
Reprinted with permission from [133] 
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Fig. 7.10(a) shows a dominant western-eastern, inter-area oscillation as observed by the group 
formations and opposing directions of signal phasor arrows in both groups. Local mode oscillation 
is indicated by the formation of the smaller group 2 in Fig. 7.10(b). The same can be done likewise 
for the frequency modes previously obtained for the 2,000-bus network in Fig. 7.7. 
In summary, key dynamic system behavior and extent of mode activities can be easily captured 
for all identified modes in the system by clustering mode shapes and visualizing them similar to 
Fig. 6.8. 
7.3 Visualization of Oscillation Sources 
Sustained oscillations pose a threat to the safe and secure state of the system, and it is important 
to identify oscillation sources in order to eliminate them. An energy-based method [142-144] is 
used for locating the source of oscillation by computing several dissipating energy (DE) 
coefficients associated with oscillation energy flowing across different transmission lines in the 
network. In large, inter-connected systems, a wide-area visualization of branch energy flows 
becomes critical for users to reliably point to disturbance sources by tracking the directions and 
magnitudes of DE flow arrows.   
7.3.1 Oscillation Energy Flow 
Given any branch 𝑖𝑗, the branch dissipating energy computed in [142] is given by (4) 
𝑊𝑖𝑗
𝐷(𝑡) = ∫(∆𝑃𝑖𝑗𝑑∆𝜃𝑖 + ∆𝑄𝑖𝑗𝑑(∆ ln 𝑉𝑖)) 
                                                                                = ∫(2𝜋∆𝑃𝑖𝑗∆𝑓𝑖𝑑𝑡 + ∆𝑄𝑖𝑗𝑑(∆ ln 𝑉𝑖))                                                      (4) 
∆𝑃𝑖𝑗 , ∆𝑄𝑖𝑗 are deviations from the steady-state active and reactive flows of branch 𝑖𝑗; ∆𝜃𝑖 and ∆𝑓𝑖 are 
deviations in the bus angle and frequency at bus 𝑖; and ∆ ln 𝑉𝑖 = ln 𝑉𝑖 − ln 𝑉𝑖,𝑠, where 𝑉𝑖,𝑠 is the steady-
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state voltage magnitude. However, due to the sign constraint imposed on the ln 𝑉𝑖 term in (4) for 
filtered signals, [143] replaces the term ∆ln 𝑉𝑖  with an approximation term given by 𝑑(∆ 𝑉𝑖)/𝑉𝑖
∗. The 
branch oscillation energy is then computed as   
                                                           𝑊𝑖𝑗
𝐷(𝑡) ≈ ∫ (2𝜋∆𝑃𝑖𝑗∆𝑓𝑖𝑑𝑡 + ∆𝑄𝑖𝑗
𝑑(∆𝑉𝑖)
𝑉𝑖
∗ )                                                             (5) 
Furthermore, a dissipating energy coefficient, 𝐷𝐸 is obtained by fitting 𝑊𝑖𝑗
𝐷(𝑡) using a linear model, 
𝐷𝐸𝑖𝑗 . 𝑡 + 𝑏𝑖𝑗. Regardless of the type of oscillation, it is observed that the ratio of branch 𝐷𝐸 is 
relative constant, hence a normalization of all branch 𝐷𝐸s is often used to preserve all branch 𝐷𝐸 
relationships. 
                                                                               𝐷𝐸𝑖𝑗
∗ = 𝐷𝐸𝑖𝑗/ {|𝐷𝐸𝑖𝑗𝑖,𝑗
𝑚𝑎𝑥 |}                                                                         (6) 
The direction of oscillation is dictated by the sign of 𝐷𝐸𝑖𝑗 – negative sign indicating energy 
production from a source to the network element dissipating the energy. In a wide-area 
visualization sense, computed 𝐷𝐸 coefficients can then be aggregated at each bus to show the net 
contribution to oscillation energy in the network.   
7.3.2 Source of Oscillations  
Implementation of the oscillation energy flow is carried out for the 2,000-bus (Case 4) where 
one of the system generators is set to negative damping and a 500-kV line is outaged. A 3.576 Hz 
local mode, with a negative damping of -0.06, is identified in the system, which indicates a 
sustained system oscillation. Using the measurements (frequency and voltage at all buses, and real 
and imaginary power flows across all transmission lines) obtained for this mode, the energy-based 
approach is used to track the source of disturbance in the system. Fig. 7.11 shows the time-
evolution oscillation energy and computed 𝐷𝐸 coefficient for all branches in the network.   
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Figure 7.11  All branch oscillation energies and dissipating energy (DE) coefficients 
 
 
 
The increasing, outward flow of oscillation energy on the branch connected to bus 7098 is due to 
the negative damped response of the generator at the node, which is supported by the computed 
DE value. Relatively few transmission lines are involved in the flow of oscillation energy. Using 
size and color attributes of GDV-based, ovals to encode bus DE magnitude and direction of flow 
of the oscillation energy respectively, Fig. 7.12 is able to quickly convey to a user the source of 
oscillation. Constant generation of oscillation energy is a result of the negative damping which 
was set on the generator machine. An informed, control decision (e.g. disconnect the generator 
from the system) can then be taken.       
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Figure 7.12  Oscillation source and branch DE flow 
 
 
 
Inter-area oscillations are more complex than local oscillations, as it involves a higher 
participation of majority of the system transmission lines, buses and substations. Several research 
works are still being performed to understand this type of oscillation. An example wide-area 
visualization of an inter-area mode is shown in Fig. 7.13, and is based on the computed oscillation 
energies and branch DE values in Fig. 7.14. 
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Figure 7.13  Oscillation source and branch DE flow 
 
 
 
Figure 7.14  All branch oscillation energies and dissipating energy (DE) coefficients 
 
 
7.4 Summary 
In this chapter, a visualization of electric oscillation modes, and the corresponding sources, in 
large-scale, interconnected grids is proposed to unravel the underlying dynamics of these systems. 
It ensures that operators can have a better comprehensive understanding of their systems.  
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8 CONCLUSION 
8.1 Summary 
In this work, techniques for the analysis and presentation of large-scale, grid information 
embedded in phasor measurement unit (PMU), or alternatively synchrophasor, datasets were 
presented. First, leveraging on the features of real, power systems PMU measurements, and other 
phenomena which cause variation levels in industry-grade data as studied in the literature, we 
generated realistic, research-based, synthetic dataset from pre-existing synthetic grids. Initial 
validation results indicated the retention of the underlying, electrical behavior of the power system 
used, while ensuring a close semblance with real PMU data. Secondly, we proposed techniques 
for the reliability assessment of PMUs through the detection and discrimination of measurement 
errors from actual system events. Here, an application of a dynamic time warping, pattern-learning 
technique was used to identify a clock time error in PMU based solely on reported measurements. 
Finally, we implemented wide-area techniques to condense and visualize hidden dynamics of 
large, interconnected systems.     
8.2 Future Direction 
The initial development of synthetic dataset in this work reveals opportunities for advancing 
the creation of more realistic, PMU measurements for use in data-driven, power systems research. 
Some of the available opportunities for improving these synthetic datasets include:  
1. An expansion of the phenomena causing variations in PMU data. For example, the inclusion 
of multiple contingencies (such as frequent line-switching activities, transformer tap control 
and saturation, consideration of nominal voltage ratings,  and a better distribution of 
different load types/models across the grid) to simulate longer-duration, real grid operations.   
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2. An assessment of variabilities in actual PMU measurements obtained from different, real 
sources. The goal will be to establish a common reference for which the introduced 
variabilities in realistic synthetic datasets are tuned.     
3. An evaluation of the techniques and metrics for validating the extent of realism of the 
generated, synthetic datasets.   
4. Currently, variability factors (for examples, those due to system randomness and noise) have 
been mostly applied uniformly across the system. However, and as expected, preliminary 
investigations carried out on the real data revealed the existence of varying levels of 
correlations among PMU measurements depending on their nominal voltages. The use of 
multiple variability factors, each assigned to specific nominal voltage levels will incorporate 
more realism to the synthetic dataset.          
Beyond event detection is the problem of grid disturbance identification and classification. 
Given realistic, synthetic datasets can be generated, a dictionary comprising of various patterns of 
disturbances can be developed to distinguish among events detected on the grid. For example, a 
generator trip pattern is observed by the sudden drop in frequency measurements within a few 
number of cycles. We propose that the implementation of techniques, such as dynamic time 
warping and moving-window, principal component signatures can aid the classification of events 
occurring on the power system.       
In furtherance to the visualization work presented in chapter 7 is the subject of reactive power 
reserves monitoring in a bid to avoid most of the voltage instability issues associated with 
dangerously, low reserve levels. Current techniques utilize markers and dashboard visualizations 
to locate the ancillary, reactive power sources present in the system. Taking advantage of the 
visualization techniques discussed, one can present wide-area information on the available levels 
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of reactive power assets, and their corresponding, most-influential regions (often known as voltage 
basins), across the grid. The motivation for an enhanced, reactive power visualization method will 
be to better inform Engineers on the available, effective voltage control actions in the event of grid 
contingencies.    
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APPENDIX A 
SYNTHETIC 2,000-BUS AND 10,000-BUS NETWORKS 
 
Fig. A-1.  (a) 2,000-bus network  (b) 10,000-bus network 
 
 
 
The 2,000- and 10,000-bus networks are artificially-created grids covering the geographical space 
of the state of Texas, and the interconnected grid of Western U.S. respectively. Relevant details 
used for this work are shown in Table A-1. 
   
Table A-1. Network Information 
 
  2,000-bus  
10,000-
bus 
# of substations 1,250 4,762 
# of generators 432 1,937 
# of transmission 
lines 
3,209 12,706 
Operating frequency 60 Hz 
PMU report rate 30 samples/ second 
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The contingency cases that have been used in this work are defined in Table A-2. 
 
 
 
Table A-2. Contingency Cases 
 
Synthetic Network 
Case 2,000-bus 10,000-bus 
1 
1. Outage of 230-kV line. 
2. Duration is 3 seconds. 
1. Five outaged generators 
2. Duration is 10 seconds 
2 
1. Outage of one 115-kV line.  
2. Duration is 10 seconds. 
1. Five outaged generators                                                                 
2. 19 deactivated stabiizers  
3. Duration is 10 seconds 
3 
1. Two outaged generators. 
2. Duration is 10 seconds. 
  
4 
1. One of the system largest generators whose 
model is changed to classic mode (GENCLS). 
2. Generator damping is set to -1.                                    
3. Outage of 500-kV line with large MVA 
flow. 
4. Duration is 10 seconds.  
  
5 
1. Inactive stabilizers.  
2. Two outaged generator. 
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APPENDIX B 
REAL PMU DATA AND SAMPLES OF SYNTHETIC DATASETS 
Real Dataset   
The industry-grade synchrophasor dataset used for the analysis was obtained from a public 
repository [145] managed by the Pennsylvania-New Jersey-Maryland (PJM) Interconnection in 
November 2018. No other information was provided. The dataset comprises of 30-minute duration 
of voltage magnitude, angle and frequency measurements obtained from over 133 PMUs with 
report rates of 30 samples per second.  However, only 123 measurements have been used  
Synthetic Dataset   
Real, large-scale, power systems consist of thousands of buses, and as a result, it is unrealistic 
to individually monitor these different buses. However, to ensure full system observability, PMUs 
will often be distributed across different portions of the grid. To ensure a realistic analysis, only a 
proportion of the total measurements in the synthetic 2,000-bus case has been used. A total of 
ninety-nine PMU measurements, each with a report rate of 30 samples per second, have been 
selected according to the listed criteria thus,   
1. All source measurement locations span the eight pre-defined geographical areas of the grid. 
2. All measurements cover the spectrum of the different nominal grid voltages. 
3. As much as possible, measurements from each area has been distributed among all nominal 
voltages available in that region. 
Fig. B-1 (a) and (b) shows the distribution of the selected grid locations, and a statistics of their 
nominal voltage values.         
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Figure B-1. Distribution of selected source PMUs and their nominal voltages 
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APPENDIX C 
Given objects 𝑝, 𝑜 ∈ 𝐷, 𝑜′ ∈ 𝐷\{𝑝}; 𝐷= Total space; 𝑝 = Object of interest ;  𝑘, 𝑀𝑖𝑛𝑃𝑡𝑠 > 0 
Step 1. Compute k-distance,  𝑘-𝑑𝑖𝑠𝑡(𝑝) 
𝑘-𝑑𝑖𝑠𝑡(𝑝) = 𝑑(𝑝, 𝑜); {
𝑑(𝑝, 𝑜′)  ≤  𝑑(𝑝, 𝑜); 𝑓𝑜𝑟 𝑎𝑡 𝑙𝑒𝑎𝑠𝑡 𝑘 𝑜𝑏𝑗𝑒𝑐𝑡𝑠
𝑑(𝑝, 𝑜′)  ≤  𝑑(𝑝, 𝑜);  𝑓𝑜𝑟 𝑎𝑡 𝑚𝑜𝑠𝑡 (𝑘 − 1) 𝑜𝑏𝑗𝑒𝑐𝑡𝑠
 
Step 2. Compile k-nearest neighbors,  𝑁𝑘−𝑑𝑖𝑠𝑡(𝑝) 
𝑁𝑘−𝑑𝑖𝑠𝑡(𝑝) =  𝑜 ∈ 𝐷\{𝑝}; 𝑑(𝑝, 𝑜) ≤  𝑘-𝑑𝑖𝑠𝑡(𝑝) 
Step 3. Compute reachability distance,    𝑟𝑒𝑎𝑐ℎ-𝑑𝑖𝑠𝑡𝑘(𝑝, 𝑜) 
𝑟𝑒𝑎𝑐ℎ-𝑑𝑖𝑠𝑡𝑘(𝑝, 𝑜) = max (𝑘 − 𝑑𝑖𝑠𝑡(𝑜), 𝑑(𝑝, 𝑜)) 
Step 4. Compute reachability density ,   𝑙𝑟𝑑𝑀𝑖𝑛𝑃𝑡𝑠(𝑝) 
𝑙𝑟𝑑𝑀𝑖𝑛𝑃𝑡𝑠(𝑝) = 1 [
∑ 𝑟𝑒𝑎𝑐ℎ − 𝑑𝑖𝑠𝑡𝑀𝑖𝑛𝑃𝑡𝑠(𝑝, 𝑜)𝑜∈𝑁𝑀𝑖𝑛𝑃𝑡𝑠(𝑝)  
|𝑁𝑀𝑖𝑛𝑃𝑡𝑠(𝑝)|
]⁄  
Step 5. Compute local outlier factor, 𝐿𝑂𝐹𝑀𝑖𝑛𝑃𝑡𝑠(𝑝) 
𝑙𝑟𝑑𝑀𝑖𝑛𝑃𝑡𝑠(𝑝) = 1 [
∑ 𝑟𝑒𝑎𝑐ℎ − 𝑑𝑖𝑠𝑡𝑀𝑖𝑛𝑃𝑡𝑠(𝑝, 𝑜)𝑜∈𝑁𝑀𝑖𝑛𝑃𝑡𝑠(𝑝)  
|𝑁𝑀𝑖𝑛𝑃𝑡𝑠(𝑝)|
]⁄  
 
A small LOF value (~ 1.0) is indicative of a high density neighborhood around an object. Large 
LOF values are associated with a sparse neighborhood, and typical of an outlier object [10].  For 
this work, 𝑘 and 𝑀𝑖𝑛𝑃𝑡𝑠 parameters are set to both equal 50% of the total measurements (or objects) 
in the dataset being considered. 
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APPENDIX D 
Classical MDS 
Given 𝑛 objects, the pairwise dissimilarity between any 𝑖𝑡ℎ  and 𝑗𝑡ℎ object (computed as the 
distance between them, 𝑑𝑖𝑗) set in a proximity matrix, 𝑫  
𝑫 = [
𝑑11 ⋯ 𝑑1𝑛
⋮ ⋱ ⋮
𝑑𝑛1 ⋯ 𝑑𝑛𝑛
] 
The classical MDS finds the coordinates of each object in a 𝜏-geometrical space such that the 
pairwise distance between objects is preserved   
Step 1.  Compute matrix of squared proximity, 𝑫𝟐  
Step 2:  Apply double centering, 𝑩 = −
1
2
𝑷𝑫𝟐𝑷 ;  
                                                  𝑷 = 𝑰 −  1
𝑛
(𝟏𝟏𝑇) 
                       𝑷 = center matrix; 𝑰 = identity matrix; 𝟏 = row vector, (∈ 𝑅𝑛)  
Step 3: Perform eigen-decomposition of 𝑩 = 𝑸𝚲𝑸𝑇 
                    𝑸𝑇𝑸 = 𝑸𝑸𝑇 = 𝐼 
Step 4: Compute coordinates 𝑿 =  𝐐+𝚲+
1
2⁄  
         𝚲+=Matrix of first 𝑚 eigenvalues greater than zero; 𝐐+=Corresponding first 𝑚 columns     
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APPENDIX E 
Given an actual measurement 𝑦(𝑡) comprising of 𝛼 equally spaced samples, and with the dc 
offset removed, MPA fits a set of (un)damped sinusoidal signals to yield ?̂?(𝑡) which is an 
approximate of 𝑦(𝑡).     
                                        ?̂?(𝑡) = ∑ 𝐴𝑗𝑒
𝜎𝑗𝑡cos (𝜔𝑗𝑡 + 𝜙𝑗)
𝑞
𝑗=1                        (A.1) 
The MPA performs a singular value decomposition technique on a Hankel matrix which 
comprises of the data points in 𝑦(𝑡).  A user-provided threshold is used to determine the number 
of signal modes (𝑞) by retaining singular values greater than the threshold value. Afterwards, a 
generalized eigenvalue solution is applied to obtain 𝑞 discrete-time poles, and then used to 
compute 𝜎𝑗.  
Step 1.  Generate the Hankel matrix: 
[𝑯] =
(0) (1) ( )
(1) (2) ( 1)
( 1) ( ) ( 1)
y y y L
y y y L
y L y L y  
 
 
 
 
 
    
     (𝐴. 2) 
𝐿 is a pencil parameter which is used to eliminate the effects of noise in the data  
Step 2.  Perform a singular value decomposition on 𝑯 
[𝑯] = [𝑼][𝚬][𝑽]𝑇                                (𝐴. 3) 
[𝑼] and [𝑽] are unitary matrices comprising of the eigenvectors of [𝑯][𝑯]𝑇 and [𝑯]𝑇[𝑯] 
respectively, and [𝚬] is a diagonal matrix containing the singular values of [𝑯] in descending 
order. 
 Step 3. Decide on a choice of 𝑞 
The ratio of each singular value (𝜎𝑐) to the largest one (𝜎𝑚𝑎𝑥) compared to a threshold value 
determines the retained and eliminated signal modes. Consider a singular value 𝜎𝑐 , then  
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𝜎𝑐
𝜎𝑚𝑎𝑥
 ~ 10−𝑝                     (𝐴. 4) 
where 𝑝 is the number of significant decimal digits in the data. Assuming 𝑝 is set to to be 
accurate to 3 significant digits, then the singular values for which the ratio in (A.3) is below 10−3 
are assumed to be part of the signal noise, and not included in the reconstructed signal. 
Step 4. Extract matrices for the generalized eigenvalue process 
From the filtered matrix, [𝑽] = [𝑣1, 𝑣2 … 𝑣𝑞], delete last and first columns in [𝑽] to obtain [𝑽𝟏]  =
 [𝑣1, 𝑣2 … 𝑣𝑞−1] and [𝑽𝟐] = [𝑣2, 𝑣3 … 𝑣𝑞] respectively. Define two matrices 𝒀𝟏and 𝒀𝟐 such that,  
𝒀𝟏 = [𝑼][𝑬
′][𝑽𝟏]
𝑇,        𝒀𝟐 = [𝑼][𝑬
′][𝑽𝟐]
𝑇 
 𝑬′ comprises of the first 𝑞 columns of [𝚬], and corresponds to the 𝑞 dominant singular values. 
Step 5. Compute all complex eigenvalues 𝜎𝑗 from the generalized eigenvalue solutions for the 
matrix pair (𝒀𝟏, 𝒀𝟐) i.e. |𝒀𝟐 − 𝝀𝒀𝟏| = 𝟎   
Step 6. Compute the mode shape amplitudes from the residue vector 
[
𝜎1
0 … 𝜎𝑞
0
⋮ ⋱ ⋮
𝜎1
𝛼−1 … 𝜎𝑞
𝛼−1
] [
𝐴1
⋮
𝐴𝑞
] = [
𝑦(0)
⋮
𝑦(𝛼 − 1)
] 
