Abstract: Road detection is a crucial research topic in computer vision, especially in the framework of autonomous driving and driver assistance. Moreover, it is an invaluable step for other tasks such as collision warning, vehicle detection, and pedestrian detection. Nevertheless, road detection remains challenging due to the presence of continuously changing backgrounds, varying illumination (shadows and highlights), variability of road appearance (size, shape, and color), and differently shaped objects (lane markings, vehicles, and pedestrians). In this paper, we propose an algorithm fusing appearance and prior cues for road detection. Firstly, input images are preprocessed by simple linear iterative clustering (SLIC), morphological processing, and illuminant invariant transformation to get superpixels and remove lane markings, shadows, and highlights. Then, we design a novel seed superpixels selection method and model appearance cues using the Gaussian mixture model with the selected seed superpixels. Next, we propose to construct a road geometric prior model offline, which can provide statistical descriptions and relevant information to infer the location of the road surface. Finally, a Bayesian framework is used to fuse appearance and prior cues. Experiments are carried out on the Karlsruhe Institute of Technology and Toyota Technological Institute (KITTI) road benchmark where the proposed algorithm shows compelling performance and achieves state-of-the-art results among the model-based methods.
Introduction
Road detection, a popular research topic in computer vision, is a key module for modern autonomous driving systems and driver assistance systems. Furthermore, it can serve as a preprocessing step for challenging tasks such as collision warning, lane keeping, vehicle detection, and pedestrian detection [1] [2] [3] . Road detection refers to detecting drivable road areas ahead of an ego-vehicle by way of assigning each image pixel as belonging or not belonging to the road surface. Despite the attention it has received and the considerable progress made in the past few years, road detection still remains challenging since algorithms must be able to deal with continuously changing backgrounds, varying illumination (i.e., shadows and highlights), and the variability of road appearance (i.e., size, shape, and color). Urban scenarios may present additional challenges due to the presence of lane markings, vehicles, pedestrians, and infrastructure elements.
Recently, many algorithms have been proposed to group road pixels by training a classifier offline using images with finely annotated road pixels. Chacra et al. [4, 5] trained a support vector machine (SVM) classifier on thousands of annotated images and then used it to classify the extracted features as either road surface or non-road surface. Xiao, L et al. [6] presented a structured random forest based road detection algorithm which can model the contextual information efficiently to classify road pixels.
The algorithm outperforms the classical pixel-wise random forest based methods both in accuracy and efficiency. Moreover, driven by the great success of deep learning, vision based road detection methods achieve unprecedented results. Alvarez et al. [7] proposed the use of a convolutional neural network (CNN) combining a novel online texture descriptor to learn features to recover the scene layout and detect road areas from a single road image. The novelty of the algorithm relies on using CNN, which provides a relative improvement of 7% compared to the baseline. The first end-to-end semantic segmentation model was proposed by Long et al. [8] , known as the fully convolutional network (FCN). After that, significant progress was made in road detection using a large variety of deep learning based methods [9] [10] [11] . Especially in [12] , a network-in-network architecture taking advantage of the contextual window was used and converted into a FCN after training. Experiments conducted on the Karlsruhe Institute of Technology and Toyota Technological Institute (KITTI) road detection benchmark demonstrated the effectiveness of this algorithm and showed that it outperforms state-of-the-art methods. In [13] , an adapted deconvolution approach was proposed based on VGG (Visual Geometry Group Network) [14] as the encoder and FCN as the decoder for joint classification, detection, and semantic segmentation. However, these classification-based road detection algorithms employing certain machine learning approaches usually necessitate the optimization of a large number of parameters. Especially, the deep learning models often require numerous FLOPS (Floating-point Operations Per Second) and millions of parameters that need to be optimized via back-propagation, relying on the latest graphic processing unit (GPU) for fast computing and the collection of large amounts of finely annotated images, which are often quite complex, expensive, and time-consuming to obtain. Furthermore, these classifiers learned using the training set are ambiguous and may fail to find road pixels of images in the testing set since the road surface may vary significantly in different scenarios. In this paper, to address these limitations we estimate the road model online using appearance cues which show robustness to the highly dynamic nature of road surfaces and reduce the possibility of misclassifying road and non-road regions.
Common algorithms using appearance cues for road detection can be coarsely categorized as texture based and color based methods. The former usually finds the drivable area by detecting the texture features of the road. In [15, 16] , the vanishing point was detected followed by the segmentation of the corresponding road surface. The main contribution of the approach is a novel adaptive soft voting scheme using Gabor filters, which compute the dominant texture orientation at each pixel. In [17] , the road was detected by finding the boundaries of the road surface. For a structured road environment, the input images have clear lane markings and some algorithms detect the drivable area by extracting the lane markings on the road surface [18, 19] . However, texture in the road images varies a lot with the distance to the camera mounted on the vehicle due to the perspective effect. Moreover, lots of texture features such as vanishing point and lane markings will be covered when there are vehicles and pedestrians on the road. On the contrary, color offers more powerful and stable information about the road over texture. Thus, in this paper we use color information as the main appearance cue for road detection.
Unfortunately, conventional color based methods [20] [21] [22] [23] [24] usually fail under varying illumination conditions especially when there are strong shadows or highlights. The strong point of these algorithms is that they can provide straightforward information about the free road area without any training. To this end, Alvarez et al. [25] proposed a road detection algorithm which uses the illuminant invariance theory on RGB images to find road pixels via a histogram correlation method where RGB means red, green and blue channels in color images. Its robustness to varying illumination conditions shows a significant improvement in performance compared to previous color based methods when there are shadows and highlights in the input images. However, the illuminant invariant images lost lots of detail information, which is to the disadvantage of road detection. In addition, color based road detection algorithms usually fail when in the presence of sidewalks, buildings, and overpasses which are made of similar material to the road surface.
In order to improve the precision of road detection, some researchers use additional sensors to find the drivable area, such as stereo vision [26, 27] , LIDAR (Light Detection And Ranging) [28, 29] , global positioning systems (GPS), and digital maps [30] . Comprehensive evaluations showed that these approaches can be adapted in various driving conditions and rank high, with good performances achieved in the KITTI road benchmark. Nevertheless, a drawback of these algorithms is that they are too expensive to be applied in a commercial environment.
In this paper, we propose a novel method for road detection using monocular color images. Firstly, we segment the input image into superpixels. Meanwhile, morphological processing and illuminant invariant transformation are conducted on the input image. Then, we design a novel seed superpixels selection method and model appearance cues online using the Gaussian mixture model with the selected seed superpixels. Finally, we find road pixels using a Bayesian framework to fuse the appearance model and geometric prior model constructed offline.
The rest of this paper is organized as follows. Section 2 describes an overview of our proposed method. Experimental results and discussion are presented in Section 3, followed by the conclusion and future work in Section 4.
Proposed Algorithm
In this section, we present our proposed algorithm whose overview is illustrated in Figure 1 . The algorithm consists of three major components, including the preprocessing of the input image, the estimate of the appearance model, and construction of a geometric prior model. The details of each component are discussed in the following subsections.
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Preprocessing of the Input Image
In this paper, we generate superpixels as shown in Figure 1 using the SLIC (simple linear iterative clustering) method, which was proposed in [33] . In addition, for each superpixel in the input image, we compute the average feature value of all the pixels composing the corresponding superpixel.
Lane Markings Removal by Morphological Processing
Lane markings, which always exist on urban roads in the form of white lines, are a disadvantage for appearance based road detection algorithms. Specifically, to estimate the road model, pixels placed at the bottom part of road images are usually selected as seeds. In this case, algorithms will fail if the pixels of the lane markings are chosen to estimate the road model. It is important to mention that even though we have selected seed pixels and estimated the road model correctly, the lane markings, which actually show drivable area, will be detected as a non-road region due to their different appearance from the road surface.
To tackle this problem, we propose a novel method to remove most of the lane markings by way of morphological image processing. In this paper, the opening operation is carried out for the lane markings which have higher brightness properties than the road surface. As described in [34] , opening generally breaks narrow isthmuses, smoothes contours, and eliminates thin protrusions. The opening of image A by structuring element B, denoted A • B, is defined as follows:
where the structuring element is actually a shape in the form of a small binary matrix, used to probe or interact with a given image. Thus, the opening is the erosion of A by B, followed by a dilation of the result by B. The erosion of A by B is denoted as A Θ B, and the dilation of A by B is denoted as A ⊕ B.
Respectively, for the input RGB image, the value of the output pixel via erosion is the minimum value of all the pixels in the input pixel's neighborhood, with that neighborhood defined by the structuring element; the value of the output pixel via dilation is the maximum value of all the pixels in the input pixel's neighborhood, with that neighborhood defined by the structuring element. Note that since a characteristic of the lane markings is that the horizontal length is much smaller than the vertical length, we use a line-shaped structuring element with a length of 15 pixels at an angle of 0 degrees to carry out the opening operation. Results of the morphological processing are illustrated in Figure 1 .
Illuminant Invariant Transformation
Color information is a powerful cue for appearance based road detection methods. However, these methods usually fail since the color of the road varies significantly depending on the acquisition conditions. Especially, shadows and highlights appearing in the road images have the greatest impact since they often lead to false road detection. To solve this problem, illuminant invariant information is needed to provide robustness to lighting conditions. In this paper, we follow the photometric invariant approach proposed in [25] .
Under PLN (Planckian light source, Lambertian surfaces, and narrowband imaging sensors) assumptions, the input image is converted to an illuminant invariant space denoted by I. For the pixel i in the input image, I i is defined as follows:
where r i and b i are the corresponding log-chromaticity values using the G channel for normalization, with R i , G i , and B i representing the stand RGB color channels of the image after morphological processing. Then, as shown in Figure 2 , a set of color surfaces of a given chromaticity value imaged under different lighting conditions are projected onto a straight line in the log-chromaticity space.
After that, sets of color surfaces with different chromaticity values form parallel lines. In addition, these straight lines define an orthogonal axis θ , where surfaces under different illuminations are represented by the same point. Movements along θ imply changing the chromaticity value of the surface, which are independent of illumination.
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Estimate of Appearance Model

Seed Superpixels Selection
In order to deal with the highly dynamic nature of road surfaces, current algorithms usually estimate the road model online by defining a sufficient number of seed pixels, which is based on the assumption that the bottom region of the input image belongs to road area. This assumption comes from the fact that the bottom part of the input image usually corresponds to a distance of few meters from the ego-vehicle. Nevertheless, it suffers from a major challenge: in some scenarios, the bottom part of the image may correspond to lane markings or damaged road area which cannot be representative of the road surface and thus leads to a failed estimation of the road model.
In this paper, we estimate the appearance model of road surface based on the generated superpixels. Specifically, we define 12 superpixels located at the fixed position of the input image as seeds. In view of the fact that these seeds may correspond to damaged road area and lane markings, we choose 6 of the 12 superpixels with the greatest similarity as the final seed superpixels. As shown in Equation (5), the Bhattacharyya coefficient is exploited to measure the similarity of any two superpixels, denoted as p and q. The greater the value of ρ, the more similar the two superpixels.
Specifically, we first build the normalized histograms of the 12 superpixels using the grayscale channel of the input image. Then the similarity of any two superpixels is measured using Equation (5), where the value of i is 8, i.e., we build the normalized histogram with 8 bins. Thus we obtain a matrix of 12 × 12. Next, we sum up the 12 values of each column in the matrix. Finally, we choose the 6 superpixels whose corresponding sum is bigger than the other ones as the final seed superpixels.
The results of the seed superpixels selection are illustrated in Figure 3 , where the blue superpixels show the seed superpixels defined initially and the green superpixels show the final seed superpixels selected by the Bhattacharyya coefficient.
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where K gives the number of Gaussian components, ω i is the weight assigned to the corresponding Gaussian component having the mean µ i and covariance matrix Σ i , and η is the Gaussian probability density function defined in (7). We optimize the parameters of ω i , µ i , and Σ i with the expectation-maximization (EM) algorithm in log-chromaticity space or the S channel respectively based on the selected seed superpixels. In view of effectiveness and robustness, the value of K is set to three. Thus, we obtain P log (X) and P S (X) which correspondingly depict the probability of the superpixel X belonging to road in log-chromaticity space and the S channel in HSV color space. For the combination of color channels, we compute the average value of the color channels' P(X) as the final P a (X) which depicts the probability of the superpixel X belonging to road surface according to the appearance cue. Additionally, each pixel in the superpixel X shares the same value, i.e.,
where n gives the number of pixels in the superpixel X. Hence, a probability map based on appearance cues denoted as P a is obtained by calculating the P a (X) of all the superpixels in the input image.
Construction of the Geometric Prior Model
Most monocular road detection algorithms usually fail to make good use of the geometric prior information which can be very helpful for reducing ambiguity and improving accuracy. As we mentioned above, road probability maps computed using appearance cues can depict the potential of a pixel being road surface. Unfortunately, it will fail when there are objects which are made of similar material and have a similar appearance to road surface in the image, for example, sidewalks, buildings, and overpasses.
In order to improve the robustness and reliability of the algorithm, we propose the novel idea to construct a geometric prior model offline. Considering that the camera mounted on the ego-vehicle is usually fixed to the windshield, as a consequence pixels of the road surface will be concentrated in a specific part of the images. In other words, nearly all the road pixels occur towards the bottom region of the image; conversely, there are never road pixels appearing at the top of the image. In view of this, by aggregating and averaging all the ground truth images provided by the KITTI road benchmark in the training set, we can obtain probability maps as illustrated in Figure 4 which indicate how frequently the road pixels occur in the corresponding position. We regard this probability map as the empirical geometric prior model P r and it will be fused with the appearance model to boost the performance of the algorithm. The whiter the color, the higher the probability to be road surface.
Fusion of Appearance and Prior Cues
In this section, appearance and geometric prior cues are fused in a Bayesian framework to classify all the pixels of the input images as belonging or not belonging to the road surface. The final confidence map is computed as:
( )
where
p x , and ( ) p x show the probability of the pixel x belonging to the road surface based on the geometric prior model, the appearance model, and the final confidence map, respectively. Once the confidence map is obtained, we use a classifier to assign a road or non-road label to each pixel by applying thresholds to the confidence map according to the following rule:
We conduct experiments to select the optimal value of the threshold λ , which will be given in Section 3.2.2.
Experimental Results and Discussion
In this section, experiments have been conducted to evaluate the performance of the proposed method. Firstly, we introduce the dataset and platform of our experiment. Then, a detailed description of experimental results is reported, including the evaluation of variant combinations of color channels, the optimization of the threshold, the qualitative evaluation, and the quantitative evaluation. Finally, a discussion based on the experimental results is given.
Dataset and Platform of the Experiment
The KITTI (Karlsruhe Institute of Technology and Toyota Technological Institute) road benchmark [36] has 289 images in the training set with their ground-truth provided and 290 images in the testing set. All of these images were taken on the streets of Karlsruhe, Germany with the resolution of 1242 × 375 pixels. Images in the dataset show a variety of road situations and are divided into three categories, namely urban multiple marked (UMM), urban marked (UM), and urban unmarked (UU).
All the following experiments are tested on a personal laptop computer with 8 GB of RAM and an Intel Core i7-6700 CPU@ 2.5 GHz. The computation environment is MATLAB R2017b. 
Fusion of Appearance and Prior Cues
where p r (x), p a (x), and p(x) show the probability of the pixel x belonging to the road surface based on the geometric prior model, the appearance model, and the final confidence map, respectively. Once the confidence map is obtained, we use a classifier to assign a road or non-road label to each pixel by applying thresholds to the confidence map according to the following rule:
We conduct experiments to select the optimal value of the threshold λ, which will be given in Section 3.2.2.
Experimental Results and Discussion
Dataset and Platform of the Experiment
All the following experiments are tested on a personal laptop computer with 8 GB of RAM and an Intel Core i7-6700 CPU@ 2.5 GHz. The computation environment is MATLAB R2017b.
Experimental Results
Evaluation of Variant Combinations of Color Channels
As described in Section 2.1.3, shadow-free and highlight-free grayscale images are obtained by illuminant invariant transformation. To recover detail information and provide higher discriminative power, HSV color space is combined with the log-chromaticity space.
In order to evaluate the performance of variant combinations of color channels, we use receiver operating characteristic (ROC) curves on the comparison between the results of road detection and ground-truth provided in the KITTI road benchmark training set. ROC curves show the trade-off between the true positive rate (TPR) and the false positive rate (FPR) at various threshold λ settings, which are defined as follows:
where TP means true positive, FN means false negative, FP means false positive, and TN means true negative. In addition, we use the area under the curve (AUC) for performance comparisons. The higher the value of the AUC, the higher the accuracy. Results are shown in Figure 5 .
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As shown, higher performance is achieved when H, S, and V channels are combined with the log-chromaticity space. However, the worst performance appears when all of the log-chromaticity and H, S, and V channels are used simultaneously since the robustness to shadows and highlights of the log-chromaticity space is badly weakened by the entire HSV color space. From these results, we can conclude that the highest performance is provided by combining the log-chromaticity space and the S channel in HSV color space.
Optimization of the Threshold
To optimize the threshold, we sweep over a sufficient range of thresholds based on the confidence map and compute the average intersection-over-union (IOU) of the detected road surface Figure 5 . Receiver operating characteristic (ROC) curves based on variant combinations of color channels. The 'log' represents the log-chromaticity space, and 'H', 'S', and 'V' represent hue, saturation, and value channels in HSV color space.
To optimize the threshold, we sweep over a sufficient range of thresholds based on the confidence map and compute the average intersection-over-union (IOU) of the detected road surface with the ground-truth provided in the training set. As shown in Figure 6 , the optimal value of the threshold that maximizes the IOU is 0.81, which is selected in our experiments to divide the confidence map into road and non-road regions.
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Quantitative Evaluation
In this section, quantitative evaluations of our proposed algorithm for images in the testing set are provided using five classical metrics known as precision (PRE), recall (REC), maximum F1-measure (MaxF), false positive rate (FPR), and false negative rate (FNR). Where the metric PRE measures what percentage of the road detection results are truly road, the metric REC reflects how much of the overall road region was detected, the metric MaxF gives a tradeoff between PRE and REC, the metric FPR measures how much of the non-road region was improperly detected as road region, and the metric FNR measures how much of the road region was improperly detected as non-road region. The metrics are calculated as follows: 
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Note that the metrics are computed after the transformation from an image domain to bird's-eye-view (BEV) space according to the evaluation system of the KITTI road benchmark.
Results of the quantitative evaluation of the proposed algorithm are reported together with the results of the other state-of-the-art algorithms mentioned in Section 3.2.3. Specifically, the comparison of UMM_ROAD, UM_ROAD, and UU_ROAD is shown in Table 1, Table 2, and Table 3 respectively. In addition, a category named URBAN_ROAD which provides the overall performance for all three categories is calculated and the comparison result is shown in Table 4 . 
Discussion
From these experimental results, we can conclude that our proposed method provides remarkable road detection results when we select the optimal value of the threshold and combine the log-chromaticity space with the S channel in HSV color space to estimate the appearance model. Moreover, qualitative and quantitative evaluations on the KITTI road benchmark demonstrate that appearance cues are essential to obtain reliable road detection results and geometric prior cues provide relevant information to infer the location of the road surface, thus higher performance is obtained when fusing appearance and prior cues.
It is important to mention that we obtained geometric prior models of UMM, UM, and UU road in view of the fact that images in the KITTI road benchmark are divided into three corresponding categories. Consequently, for each input image in a certain category, we use the corresponding geometric prior model. On the contrary, the other competing state-of-the-art methods mentioned above use a single algorithm for all three categories of images in the KITTI road benchmark. We have conducted experiments and the results show that for all the images in the dataset, a decrease of less than 0.3% of the MaxF score, i.e., almost the same performance of road detection, can be achieved when we use the non-corresponding geometric prior model. We argue that this happens since appearance cues are essential in our algorithm and prior cues provide statistical descriptions and information which are in principle similar along with the variety of road situations. Actually, we can aggregate and average all the ground-truth images, no matter which category, to obtain a single geometric prior model in practical application.
Finally, we conduct an analysis of the computational cost of the proposed method. We run our experiments with non-optimized MATLAB code. The entire road detection process takes about 1800 ms on images with the resolution of 1242 × 375 pixels. We think that it is possible to run in less than 300 ms with C++ code. In addition, there are some optimizations, such as using gSLICr [37] which is a GPU-implementation of the SLIC algorithm. Furthermore, considering that one third of the upper part of the input images are not likely to contain any road area, and we can remove it as [25] suggested. In contrast to our proposed algorithm, the computational cost of the other state-of-the-art methods mentioned above are as follows: SRF [6] takes about 0.2 s with C++ code using a CPU @ 2.5 GHz; CN [7] takes about 2 s with C++ code using a CPU @ 2.5 GHz; FCN-LC [12] takes about 0.03 s with Python code using an additional GPU Titan X; BM [24] takes about 2 s with MATLAB code using 2 CPU @ 2.5 GHz; ANN [27] takes about 3 s with C++ code using a CPU @ 3.0 GHz; LidarHisto [29] takes about 0.1 s with C++ code using a CPU @ 2.5 GHz.
Conclusions and Future Work
In this paper, we have developed a novel method of fusing appearance and prior cues for road detection. Firstly, in view of the fact that the pixels of lane markings are usually selected as seeds and classified as non-road regions in previous appearance based algorithms, we propose a novel method to remove lane markings by way of morphological image processing. Further, to improve robustness to lighting conditions, we obtain illuminant invariant information using log-chromaticity space. We also use the S channel in HSV color space to recover detail information decimated in log-chromaticity space. Then, we estimate the road appearance model online via superpixels and design a novel seed superpixels selection method to adapt the highly dynamic nature of road surfaces. Finally, we construct a road geometric prior model offline and fuse appearance and prior cues with a Bayesian framework to improve the performance of the algorithm.
Experiments have been conducted on the KITTI road benchmark and it can be concluded that using prior cues results in a noticeable improvement since geometric prior information provides statistical descriptions and relevant information to infer the location of the road surface. Moreover, the proposed method of fusing appearance and prior cues can provide reliable road detection results and show robustness to various driving scenarios. In addition, the proposed algorithm achieves state-of-the-art performance with a MaxF score of 92.51% in the urban category among the model-based methods. Generally, both the robustness and accuracy can be satisfied in various driving scenarios which is necessary for practical use in autonomous driving system and driver assistance system. In future research, we intend to accelerate the processing speed of the algorithm and make it more efficient to meet real-time demand.
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