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Converse dualityAbstract The second-order duality results for the invex composite optimization problem are stud-
ied. Its objective function is a composition of nonﬁnite valued differentiable invex and a vector val-
ued functions. Several duality results are also discussed for both constrained and unconstrained
optimization problems. Examples and counterexamples are illustrated to justify the present work.
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ª 2014 Production and hosting by Elsevier B.V. on behalf of Egyptian Mathematical Society.1. Introduction and preliminaries
Optimization of a suitable objective function subject to
appropriate constraints appear in Engineering, economics, man-
agement and operation research. Composite functions are useful
when one quantity depends on a second quantity, and in turn
that the second quantity depends on a third quantity. This
is an extremely general situation with many real world
applications.
Consider the invex composite optimization problem
ðIPÞ min fðxÞ
s:t: x 2 Rn; ð1Þ
where fðxÞ ¼ gðFðxÞÞ; g : Rm ! R [ fþ1g is differentiable
invex function with respect to g; g : Rm  Rm ! Rm, domðgÞ ¼fy 2 Rm : gðyÞ < þ1g and F : Rn ! Rm is a vector valued
function.
Yang [1] considered the convex composite optimization
problem, where the objective function was a composition of
nonﬁnite valued lower semi-continuous convex function and
the vector valued function. He also established various duality
results. Hanson [2] introduced the concept of invexity and
found that Kuhn–Tucker conditions are the sufﬁcient condi-
tions for optimality. Further, many researchers discussed,
various properties, extensions, and applications of generalized
invex functions [3–6].
The study of second order duality is useful due to the
computational advantage over ﬁrst order duality, because it gives
bounds for the value of the objective function when approxima-
tions are used.Aghezzaf [7] introduced the second-order general-
ized convexity for vector valued functions and studied desired
duality results for second-order mixed type dual problems.
Ahmad [8] considered a pair of Mond–Weir type second order
symmetric nondifferentiable multiobjective programs. Weak,
strong and converse duality results were studied under
g-pseudo-invexity assumptions. Again, Ahmad and Husain [9]
introduced a class of second-order ðF; a; q; dÞ-convex functions
and their generalization. Under the assumptions of ðF; a; q; dÞ-
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second-order Mond–Weir type multiobjective dual problem.
Kassem [10] formulated a pair of second-order symmetric dual
multiobjective nonlinear programs over arbitrary generalized
cone pseudo-convex functions. Under the assumption of cone
pseudo-convex functions, they proved different duality results.
Jayswal and Prasad [11] derived Mond–Weir type nondifferen-
tiable second-order fractional symmetric dual programs over
arbitrary cones and expressed duality results underK-F-general-
ized convexity assumptions. Gupta and Kailey [12] formulated a
new pair of multiobjective second-order symmetric dual
programs over arbitrary cones and proved weak, strong and
converse duality theorems under K-g-bonvexity assumptions.
Recently, Gulati etal. [14] corrected the inconsistencies of the
work of Mishra and Lai [13]. Later Ahmad and Husain [15]
formulated a pair of second-order fractional programming
problems and symmetric duality theorems were established.
However, to the best of our knowledge, no one has yet dis-
cussed second-order duality for any optimization problems
involving invex composite functions. In this paper, we redeﬁne
convex composite optimization model of Yang [1], by taking in-
vex composite functions for both constrained and unconstrained
cases. We also study the second-order duality of the said model
and establish many duality results. Our present approach is sim-
ilar to the pioneer work of Mangasarian [16]. Moreover, we dis-
cuss some examples and counterexamples to verify our results.
For a function h : Rn ! R [ fþ1g, the conjugate function
h : Rn ! R [ fþ1g is deﬁned by
hðxÞ ¼ sup
x2Rn
fhx; xi  hðxÞg; for all x 2 Rn; ð2Þ
where h; i denotes the usual inner product in Rn.
Here we deﬁne the invexity of the composite functions.
Deﬁnition 1.1. A differentiable function g : Rm ! R [ fþ1g
is said to be invex at a point FðuÞ, where F : Rn ! Rm, with
respect to g, if there exists g : Rm  Rm ! Rn such that
gðFðxÞÞgðFðuÞÞP hrgðFðuÞÞ;gðFðxÞ;FðuÞÞi; for all FðxÞ2Rm:
It follows that every convex composite function is invex
composite but the converse is not true, follows from the fol-
lowing counterexample 1.1.
Example 1.1. Let F : R2 ! R2; g : R2 ! R given by
Fðx1; x2Þ ¼ ð2x21x22; x61x62Þ;
gðx1; x2Þ ¼ x31  x2;
rgðx1; x2Þ ¼ 3x21;1
 
;
rgðFðx1; x2ÞÞ ¼ rg 2x21x22; x61x62
  ¼ 12x41x42;1 ;
gðFðx1; x2ÞÞ ¼ g 2x21x22; x61x62









< 0; for ðx1;x2Þ¼ð2;2Þ and ðu1;u2Þ¼ð1;1Þ:
i:e: gðFðx1;x2ÞÞ is not convex at ðx1;x2Þ¼ ð2;2Þ and ðu1;u2Þ¼ ð1;1Þ:Now consider g : R2  R2 ! R2 deﬁned by gðFðx1; x2Þ;
















P 0; for all ðx1;x2Þ 2R2:
Hence gðFðx1; x2ÞÞ is not convex, but invex with respect to the g.
Deﬁnition 1.2. A differentiable function g : Rm ! R [ fþ1g is
said to be pseudo-invex at a point FðuÞ, where F : Rn ! Rm,
with respect to g, if there exists g : Rm  Rm ! Rm such that
hrgðFðuÞÞ; gðFðxÞ;FðuÞÞiP 0) gðFðxÞÞ  gðFðuÞÞ
P 0; for all FðxÞ 2 Rm:
It follows that every invex composite function is pseudo-
invex composite but the converse is not true, follows from
the following counterexample 1.2.
Example 1.2. Let us deﬁne F : R2þ ! R2þ; g : R2þ ! R by
Fðx1; x2Þ ¼ 2x1x2; x31x32
 
;
gðx1; x2Þ ¼ x31  x2;
rgðx1; x2Þ ¼ 3x21;1
 
;
rgðFðx1; x2ÞÞ ¼ rg 2x1x2; x31x32
  ¼ 12x21x22;1 ;
gðFðx1; x2ÞÞ ¼ g 2x1x2; x31x32
  ¼ 8x31x32  x31x32 ¼ 9x31x32:
Consider the function g : R2þ  R2þ ! R2 deﬁned by
gðFðx1; x2Þ;Fðu1; u2ÞÞ ¼
9ðFðx1; x2Þ þ Fðu1; u2ÞÞ;
if u1u2 P x1x2;
1
24
ðFðx1; x2Þ  Fðu1; u2ÞÞ;
if u1u2 < x1x2:
8>><
>>:


























 þx1x2 u31u32x31x32 < 0;
as u1u2 < x1x2 and x1;x2;u1;u2 2Rþ:
Hence gðFðx1; x2ÞÞ is not invex. Now we check for pseudo-
invexity property.
When u1u2 < x1x2, it is found that
gðFðx1; x2ÞÞ  gðFðu1; u2ÞÞ
¼ 9x31x32 þ 9u31u32
< 0; as u1u2 < x1x2 and x1; x2; u1; u2 2 Rþ;











  	 






< 0; as u1u2 < x1x2 and x1;x2;u1;u2 2 Rþ:
So, gðFðx1; x2ÞÞ is pseudo-invex.
If u1u2 P x1x2, one can get
hrgðFðu1; u2ÞÞ; gðFðx1; x2Þ;Fðu1; u2ÞÞi
¼ 12u21u22;1
 
; 18ðx1x2 þ u1u2Þ;9 x31x32 þ u31u32
   
¼ 216u21u22ðx1x2 þ u1u2Þ þ 9 x31x32 þ u31u32
 
P 0; as x1; x2; u1; u2 2 Rþ;
gðFðx1; x2ÞÞ  gðFðu1; u2ÞÞ
¼ 9x31x32 þ 9u31u32
P 0; as u1u2 P x1x2 and x1; x2; u1; u2 2 Rþ:
Hence gðFðx1; x2ÞÞ is pseudo-invex. Therefore gðFðx1; x2ÞÞ is
not invex but pseudo-invex with respect to the g.
Deﬁnition 1.3. A differentiable function g : Rm ! R [ fþ1g
is said to be quasi-invex at a point FðuÞ, where F : Rn ! Rm,
with respect to g, if there exists g : Rm  Rm ! Rm such that
gðFðxÞÞ  gðFðuÞÞ 6 0) hrgðFðuÞÞ; gðFðxÞ;FðuÞÞi
6 0; for all FðxÞ 2 Rm:
It follows that every invex composite function is quasi-
invex composite but the converse is not true, follows from
the following counterexample 1.3.
Example 1.3. Let us deﬁne F : R2þ ! R2þ; g : R2þ ! R by
Fðx1; x2Þ ¼ x1x2; x31x32
 
;
gðx1; x2Þ ¼ x31 þ x2;
rgðx1; x2Þ ¼ 3x21; 1
 
;
rgðFðx1; x2ÞÞ ¼ rg x1x2; x31x32
  ¼ 3x21x22; 1 ;
gðFðx1; x2ÞÞ ¼ g x1x2; x31x32
  ¼ x31x32 þ x31x32 ¼ 2x31x32:
Consider the function g : R2þ  R2þ ! R2 deﬁned by
gðFðx1;x2Þ;Fðu1;u2ÞÞ¼
2 Fðx1;x2ÞþFðu1;u2Þð Þ; if x1x2>u1u2;
1
3
Fðx1;x2ÞFðu1;u2Þð Þ; if x1x26u1u2:
(
For x1x2 > u1u2, it is obtained that
gðFðx1;x2ÞÞgðFðu1;u2ÞÞhrgðFðu1;u2ÞÞ;gðFðx1;x2Þ;Fðu1;u2ÞÞi
¼ 2 x31x32u31u32
  3u21u22;1 ; 2ðx1x2þu1u2Þ;2 x31x32þu31u32   
¼ 4u31u326u21u22ðx1x2þu1u2Þ
< 0; as x1;x2;u1;u22Rþ;
and for x1x2 6 u1u2, one can easily see that
gðFðx1;x2ÞÞgðFðu1;u2ÞÞhrgðFðu1;u2ÞÞ;gðFðx1;x2Þ;Fðu1;u2ÞÞi
¼ 2 x31x32u31u32
  3u21u22;1 ; 13ðx1x2u1u2Þ;13 x31x32u31u32






 þx1x2 x21x22u21u22 
< 0; as x1;x2;u1;u22Rþ ðequality holdswhen x1x2¼u1u2Þ:Hence gðFðx1; x2ÞÞ is not invex. Now we check for quasi-invex-
ity property.
For x1x2 > u1u2, it is found that
hrgðFðu1; u2ÞÞ; gðFðx1; x2Þ;Fðu1; u2ÞÞi
¼ 3u21u22; 1
 
; 2ðx1x2 þ u1u2Þ; 2 x31x32 þ u31u32
   
> 0; as x1; x2; u1; u2 2 Rþ;
gðFðx1; x2ÞÞ  gðFðu1; u2ÞÞ
¼ 2 x31x32  u31u32
 
> 0; as x1x2 > u1u2 and x1; x2; u1; u2 2 Rþ:
So, gðFðx1; x2ÞÞ is quasi-invex.
When x1x2 6 u1u2, one can get
gðFðx1; x2ÞÞ  gðFðu1; u2ÞÞ
¼ 2 x31x32  u31u32
 
6 0; as x1x2 6 u1u2 and x1; x2; u1; u2 2 Rþ;











  	 







6 0; as x1x2 6 u1u2 and x1; x2; u1; u2 2 Rþ:
Hence gðFðx1; x2ÞÞ is quasi-invex. Therefore gðFðx1; x2ÞÞ is not
invex but quasi-invex with respect to the g.2. Second-order duality for the invex composite optimization
problem
In this section we discuss the second order duality for the invex
composite optimization problems for both constrained and
unconstrained cases.
2.1. Unconstrained case
Let us assume that F : Rn ! Rm is twice differentiable, the
Jocobian of F at x;rFðxÞ is an m n matrix and r2FiðxÞ is
an n n matrix for each i ¼ 1; 2; 3; . . . ;m.
The second-order dual (DP) of the primal (IP) is given by
max Lðu; yÞ  1
2
pTr2Lðu; yÞp
s:t: ðu; y; pÞ 2 Rn  Rm  Rn; ð3Þ
rLðu; yÞ þ r2Lðu; yÞp ¼ 0; ð4Þ
where Lðu; yÞ ¼ y;FðuÞh i  gðyÞ; y 2 domðgÞ and g is the
convex conjugate of g. rLðu; yÞ denotes the ﬁrst order deriv-
ative of L at u with respect to u.
Now using the conjugate property and invexity of g, we dis-
cuss several duality (weak, strong and converse) results.
Theorem 2.1 (Weak duality). Let x and ðu; y; pÞ be feasible
solutions of (IP) and (DP), respectively. If g is the conjugate
of gand hrgðFðuÞÞ; gðFðxÞ;FðuÞÞi þ 12 pTr2Lðu; yÞpP 0 then
fðxÞP Lðu; yÞ  12 pTr2Lðu; yÞp.
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¼ gðFðxÞÞ  hy;FðuÞi þ gðyÞ þ 1
2
pTr2Lðu; yÞp
P gðFðxÞÞ  gðFðuÞÞ þ 1
2
pTr2Lðu; yÞp
½as g is the conjugate of g
P hrgðFðuÞÞ; gðFðxÞ;FðuÞÞi þ 1
2
pTr2Lðu; yÞp
by invexity of g½ 
P 0: 
Theorem 2.2 (Strong duality). Let x0 be an optimal solution of
(IP). If g is the conjugate of g, then there exists an
y 2 domðgÞ#Rm such that ðx0; y; p ¼ 0Þ be feasible for
(DP) and the value of the objective functions of (IP) at x0
and (DP) at ðx0; y; p ¼ 0Þ are equal. If in addition, the weak
duality holds between (IP) and (DP), then ðx0; y; p ¼ 0Þ is
the optimal solution of (DP).
Proof. As g is the conjugate of g; ðx0; y; p ¼ 0Þ is a feasible
solution of (DP). From the weak duality ðx0; y; p ¼ 0Þ is the
optimal solution of (DP). 
Theorem 2.3 (Converse duality). Let ðx; y; pÞ be an optimal
solution of (DP). Assume thathrgðFðxÞÞ; gðFðuÞ;FðxÞÞiP 0; ð5Þ
then x is an optimal solution of (IP).
Proof. The proof is easy and hence omitted. h2.2. Constrained case
Consider the following constrained invex composite optimiza-
tion problem
ðIP1Þ min fðxÞ
s:t: hðxÞ 6 0; ð6Þ
where fðxÞ ¼ gðFðxÞÞ; g : Rm ! R is differentiable invex func-
tion with respect to g and F : Rn ! Rm is vector valued func-
tion. hðxÞ ¼ lðFðxÞÞ; l : Rm ! Rs is differentiable vector
valued invex function with respect to same g. According to
generalized Kuhn–Tucker theorem [17], it is necessary that un-
der certain constraint qualiﬁcation, x0 to be minimal point of
ðIP1Þ means, there exist k 2 Rsþ; u 2 Rn such that the Lagrang-
ian Lðx; kÞ ¼ fðxÞ þ hk; hðxÞi ¼ fðxÞ þ kThðxÞ satisﬁes at x0 i.e.
rLðx0; kÞ ¼ 0; ð7Þ
kTlðFðx0ÞÞ ¼ 0: ð8Þ
Taking g and l as twice continuously differentiable function,
we study both Mangasarian and Mond–Weir type second
order duality of the primal problem (IP1).2.2.1. Mangasarian type duality
In this section we discuss Mangasarian type second order dual-
ity (MD) of the primal problem (IP1).
ðMDÞ max Lðu; kÞ  1
2
pTr2Lðu; kÞp
s:t: rLðu; kÞ þ r2Lðu; kÞp ¼ 0; ð9Þ
ðu; k; pÞ 2 Rn  Rs  Rm; kP 0; ð10Þ
where rgðFðuÞÞ and r½kTlðFðuÞÞ denotes the 1m gradient
of g and kTl, respectively at FðuÞ and r2gðFðuÞÞ and
r2½kTlðFðuÞÞ denotes the mm Hessian matrix of g and kTl,
respectively at FðuÞ.
As it has been seen that there is no much difference between
(DP) and (MD). The only difference is that (DP) has an addi-
tional term gðyÞ, due to the deﬁnition of the Lagrangian
Lðx; kÞ of (IP1).
To establish the following weak, strong and converse dual-
ity theorems, we assume that g and kTh are invex with respect
to same g.
Theorem 2.4 (Weak duality). Let x and ðu; k; pÞ be feasible
solutions of (IP1) and (MD), respectively. If there exist
constants kðu; kÞ and Kðu; kÞ such that
pTr2Lðu; kÞpP kðu; kÞkpk2; for all p 2 Rm; ð11Þ
kr2Lðu; kÞk 6 Kðu; kÞ and 0 < kðu; kÞ 6 Kðu; kÞ; ð12Þ
then fðxÞP Lðu; kÞ  1
2
pTr2Lðu; kÞp, provided
kpk  Kðu; kÞ
kðu; kÞ kgðFðxÞ;FðuÞÞkP 0: ð13Þ
We have taken Euclidean norm for the vector space and the
Frobenius norm is considered for matrices (throughout the
paper).
Proof. Suppose x and ðu; k; pÞ are feasible solutions of (IP1)
and (MD), respectively. it is easy to see that
kr2Lðu; kÞkkgðFðxÞ;FðuÞÞkkpk
P kgðFðxÞ;FðuÞÞTr2Lðu; kÞpk: ð14Þ
Now









P < rgðFðuÞÞ; gðFðxÞ;FðuÞÞ > þ < kTrlðFðuÞÞ;
gðFðxÞ;FðuÞÞ > þ 1
2
pTr2Lðu; kÞp
½by invexity of g and kTh
¼ gðFðxÞ;FðuÞÞTr2Lðu; kÞpþ 1
2
pTr2Lðu; kÞp ½by Eq:ð9Þ
P Kðu; kÞkgðFðxÞ;FðuÞÞkkpk þ kðu; kÞkpk2
½by Eqs:ð11Þ; ð12Þandð14Þ
¼ kðu; kÞkpk kpk  Kðu; kÞ
kðu; kÞ kgðFðxÞ;FðuÞÞk
 
P 0 ½by Eq:ð13Þ: 
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ness condition (13) replaced by
kpkkgðFðxÞ;FðuÞÞk ¼ 0:
Theorem 2.5 (Strong duality). Let x0 be an optimal solution of
(IP1) that satisﬁes Kuhn–Tucker Theorem [17] under suitable
constraint qualiﬁcation. Then there exists a k 2 Rsþ such that
ðx0; k; p ¼ 0Þ be feasible for (MD) and the value of the objective
functions of (IP1) at x0 and (MD) at ðx0; k; p ¼ 0Þ are equal. If
in addition, the weak duality holds between (IP1) and (MD),
then ðx0; k; p ¼ 0Þ is the optimal solution of (MD).
Proof. The proof is similar to that of Theorem 2.2. 
Theorem 2.6 (Converse duality). Let ðx; k; pÞ be an optimal
solution of (MD).
Assume that
hrgðFðxÞÞ; gðFðuÞ;FðxÞÞiP 0; ð15Þ
then x is an optimal solution of (IP1).
Proof. Assume that x is not an optimal solution of (IP1). Then
there exists a feasible solution u of (IP1) such that
gðFðuÞÞ < gðFðxÞÞ: ð16Þ
Since g is invex we have
gðFðuÞÞ  gðFðxÞÞP hrgðFðxÞÞ; gðFðuÞ;FðxÞÞiP 0;
which gives a contradiction to the strict inequality (16). Hence
x is an optimal solution of (IP1). 2.2.2. Mond–Weir type duality
We establish the following Mond–Weir type second order
duality (MWD) of the primal problem (IP1).
ðMWDÞ max fðuÞ
s:t: rLðu; kÞ þ r2Lðu; kÞp ¼ 0; ð17Þ
kThðuÞ  1
2
pTr2Lðu; kÞpP 0; ð18Þ
ðu; k; pÞ 2 Rn  Rs  Rm; kP 0: ð19Þ
The beauty of Mond–Weir duality is that the objective
function of both the primal problem and the dual problem is
same. That is why to study the duality relations between the
primal problems and their corresponding Mond–Weir type
dual problems are comparatively easy.
Now assuming the pseudo-invexity of g and quasi-invexity
of kTh with respect to same g, we express the following duality
relations between (IP1) and (MWD).
Theorem 2.7 (Weak duality). Let x and ðu; k; pÞ be feasible
solutions of (IP1) and (MWD), respectively. Again assume thatpTr2Lðu; kÞpP 0; ð20Þ
gðFðxÞ;FðuÞÞTrLðu; kÞP 0: ð21Þ
Then fðxÞP fðuÞ.Proof. Suppose x and ðu; k; pÞ are feasible solutions of (IP1)
and (MD), respectively.
From Eq. (18), we have
 kThðuÞ þ 1
2
pTr2Lðu; kÞp 6 0
) kThðxÞ  kThðuÞ 6 0
½by Eqs:ð6Þ; ð19Þandð20Þ
) hkTrhðuÞ; gðFðxÞ;FðuÞÞi 6 0
½by quasi-invexity of kTh
) hðrfðuÞ  r2Lðu; kÞpÞ; gðFðxÞ;FðuÞÞi 6 0
½by Eq:ð17Þ
) hrfðuÞ; gðFðxÞ;FðuÞÞiP hr2Lðu; kÞp; gðFðxÞ;FðuÞÞi
) fðxÞP fðuÞ:
½by pseudo-invexity of g and Eq:ð21Þ: 
Theorem 2.8 (Strong duality). Let x0 be an optimal solution of
(IP1) that satisﬁes Kuhn–Tucker Theorem [17] under suitable
constraint qualiﬁcation. Then there exists a k 2 Rsþ such that
ðx0; k; p ¼ 0Þ be feasible for (MWD) and the value of the objec-
tive functions of (IP1) at x0 and (MWD) at ðx0; k; p ¼ 0Þ are
equal. If in addition, the weak duality holds between (IP1) and
(MWD), then ðx0; k; p ¼ 0Þ is the optimal solution of (MWD).
Proof. The proof is easy and hence omitted. 
Theorem 2.9 (Converse duality). Let ðx; k; pÞ be an optimal
solution of (MWD). Again assume that
pTr2Lðx; kÞpP 0; ð22Þ
gðFðuÞ;FðxÞÞTrLðx; kÞP 0: ð23Þ
Then x is an optimal solution of (IP1).
Proof. Suppose to the contrary x is not an optimal solution of
(IP1). Then there exists a feasible solution u of (IP1) such that
gðFðuÞÞ < gðFðxÞÞ: ð24Þ




pTr2Lðx; kÞpP 0: ð25Þ
Now from Eq. (25), we have
 kThðxÞ þ 1
2
pTr2Lðx; kÞp 6 0
) kThðuÞ  kThðxÞ 6 0
½by Eqs:ð6Þ; ð19Þandð22Þ
) hkTrhðxÞ; gðFðuÞ;FðxÞÞi 6 0
½by quasi-invexity of kTh at the point FðxÞ
) hðrfðxÞ  r2Lðx; kÞpÞ; gðFðuÞ;FðxÞÞi 6 0
½by Eq:ð17Þ
) hrfðxÞ; gðFðuÞ;FðxÞÞiP hr2Lðx; kÞp; gðFðuÞ;FðxÞÞi
) gðFðuÞÞP gððxÞÞ:
½by pseudo-invexity of g at the point FðxÞ and Eq:ð23Þ:
154 S.K. Padhan, C. NahakWhich gives a contradiction to the strict inequality (24). Hence
x is an optimal solution of (IP1). 3. Concluding remark
In the present paper, a second-order dual of the invex compos-
ite optimization has been introduced. Duality results are estab-
lished for the both constrained and unconstrained cases under
invexity and generalized invexity assumptions. If we take
gðFðxÞ;FðuÞÞ ¼ FðxÞ  FðuÞ, the convex composite optimiza-
tion of Yang [1] is a particular case of our work. Mond–Weir
type duality is studied to weaken the invexity requirement to
generalized invexity (pseudo-invexity and quasi-invexity).
Many examples and counterexamples are discussed in support
of the present investigations.
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