Abstract-This paper studies a method for identifying word unigrams and word bigrams that are associated with one or more human values such as freedom or innovation. The key idea is to deterministically associate values with word choices, thus permitting values reflected by sentences to be assigned using dictionary lookup. This approach works nearly as well on average as the most accurate existing methods, and at close to the best results that can be achieved by a second human annotator, but the principal contribution of the new method is that the basis for the system's classification decisions are more easily interpreted by social scientists. The new method is based using a Monte Carlo algorithm with simulated annealing to efficiently explore the space for optimal assignments of human values to unigrams and bigrams. Results are reported on an annotated test collection of prepared statements from witnesses at public hearings on the topic of net neutrality. The results include accuracy comparisons with the previously reported approach.
I. INTRODUCTION
This paper describes a method for extracting human values dictionary containing word unigrams and bigrams for detecting human values reflected within sentences in prepared statements related to the net neutrality debate. Human values such as freedom or justice are useful to explain people's opinions. The values are found in certain linguistic expressions, typically words and word sequences in texts which writers' appeals are reflected.
Human values have proven to be a useful construct for explaining people's choices. Social scientists have used human values to explain attitudes and behaviors [19] . For example, someone who values innovation over wealth might advocate open-source over proprietary software, while someone who values freedom over social order might resist efforts for gun registration. In the Net neutrality debate, support of net neutrality is positively correlated with valuing innovation and negatively correlated with valuing wealth [5] .
Opinion mining is one of the related research fields to which this paper addressed. In the traditional opinion mining or sentiment analysis, however, the study tends to focus on the polarity of sentiment, which can be positive or negative (or neutral) [15] , [17] . Although sentiment analysis or opinion mining are useful in several applications, social scientists have sought to look more deeply for factors that might help to explain or to predict human values in opinions.
Lexical features such as words and word stems have been shown to be a useful basis for detecting human values [13] , [21] . We take a step in that direction by constructing a valuesdictionary for use in automated detection of human values that are expressed or reflected by the word choice in specific sentences. This values-dictionary in turn can facilitate qualitative analysis for social scientists of the association between human values and word choice by providing cue expressions in an easily used form (specifically, as a list of word or stem unigrams and bigrams).
In this paper, we focus on a method for automatic construction of the values-dictionary and an empirical demonstration that the resulting values-dictionary can be used to achieve classification results that are quite competitive with one of the existing state of the arts. The remainder of this paper is organized as follows. In Section II, we describe background work on human values research, on related social science analysis methods, and on classification methods. Section III then introduces the test collection that we have used. Section IV describes our method for constructing the values dictionary and for using that values dictionary to automatically detect the human values expressed by specific sentences. Section V presents the results of our experiments. Finally, section VI concludes the paper.
II. RELATED WORK
Content analysis is an approach to detecting human values [5] , [8] , [25] . The key idea in content analysis is for the social science researchers to personally examine naturally occurring content and to assign codes to that content that reflect their interpretation of that content using some preexisting coding scheme. Subsequent statistical analysis is then done on the assigned codes rather than on the content. Hsieh and Shannon [11] refer to this combination of human interpretation and a pre-existing coding scheme as a "directed approach", which limited by the annotation costs along with the size of the collection. Early in the annotation process, social scientists tailor the pre-existing coding scheme for reflecting the characteristics of a collection. Our proposed techniques are intended for the part of the process when coding guidelines have stabilized and a substantial amount of annotated data is available. After we obtained sufficient annotated data, we were able to automate annotation process using text classifiers trained with that data [20] .
In the social psychology field, LIWC [23] provides a set of general terminology and category database for psychological meaning of words to analyze text with computers. What distinguishes between LIWC and our proposed valuesdictionary based method is that we concentrate on human values and provide automatic dictionary constructing method depending on the targeting corpus to be analyzed.
Several efforts for automatic values classification have been done for some set of sentences. Ishita et al. [12] used k-NN to detect human values. Takayama et al. [21] used k-NN, naive Bayes, and SVMs (Support Vector Machines) [13] with word features, and then found that SVM gave the best classification effectiveness among them. Thus they improved SVM's effectiveness by expanding words features with associative words that extracted based on statistical similarity from unlabeled text and/or from hand-crafted thesaurus. In addition, there are several brand new approaches to model natural language text using probabilities [1] , [10] , [22] . However, these probabilistic approaches tend to focus on improving classification effectiveness in quantitative view. From the point of vies of qualitative analysis (by human), these existing approaches request somewhat skillful technic to master them as a tool and social scientists feel some difficulty with interpretations about numerical scores attached with features.
For example, naive Bayes produces words, which actually do not have the human value, have the value with a certain small probability as output. This is also happened when we use the state-of-the art probabilistic modeling methods like LDA (Latent Dirichlet Allocation) [1] , [10] which determines whether the word has the topic probabilistically, so whether the same word has a certain topic (in our case, a human value) or not depends on context (i.e. the sentence) where the word occurs.
The method of simulated annealing [3] , [14] which we employed in this paper has traditionally applied to parsing [18] and to word sense disambiguation [7] in natural language processing. The latter approach is similar to ours where they use the method for word-level sense. Our approach is, however, different from it in the respect where our method treat the relationship between sentence-level and word-level values.
When social scientists perform qualitative analysis, it is much easier to interpret relationships between values and sentences if the values pattern of the sentence deterministically depends on just the occurrences of specific words and/or specific word sequences in that sentence. Therefore, we will propose a new method to extracting valuesdictionary that is applicable to automatic values estimation for unseen sentences and demonstrate the dictionary is applicable for qualitative analysis by social scientists.
III. TEST COLLECTION
The section briefly describes a test collection we use in this paper. The test collection for experiments is available at http://nlp.inf.kyushu-u.ac.jp/values.html. This test collection was originally developed by Cheng [6] . The collection includes 102 written prepared statements from public hearings held by the U. S. Congress and Federal Communications Commission (FCC) on net neutrality. The sentences annotated with some of six human values: freedom, honor, innovation, justice, social order, wealth. These human values are selected from the meta-inventory of human values [4] . Actual test corpus contains 8,660 sentences in 102 documents were stemmed by the Porter stemmer. The average sentence length of our corpus is only 10.3 word stems.
IV. PROPOSED METHOD FOR VALUES-DICTIONARY EXTRACTION AND AUTOMATIC ANNOTATION
Our proposed method is inspired by a Monte Carlo algorithm [16] , which is more general than popular MCMC (Markov Chain Monte Carlo) algorithms such as MetropolisHastings or Gibbs sampling. We adopt a bit pattern representation for multiple human values. Then we apply a simulated annealing method [3] , [14] to assign the pseudo optimal human values pattern for the word unigrams and bigrams. Our proposed algorithm optimizes the values assignment to maximize F 1 measure which is the harmonic mean of precision and recall.
A. Preparation and Notation
A sentence w is a sequence of N words denoted by w = (w 1 , w 2 , …, w N ), where w n is the n-th word in the sequence. The sentence w has sentence-level values v, where v ∊ {0, 1} 6 = {000000, 000001, ..., 111111}. Each bit in the bit sequence pattern represents one of the six values, i.e. freedom, honor, innovation, justice, social order, and wealth, respectively. The pattern 000000 means that the corresponding sentence does not have any values.
The human values for a word w (word unigram w) are denoted by v(w) And the values for a word w 2 under the influence of its previous word w 1 , i.e., the values for a word bigram (w 1 w 2 ) are denoted by v(w 2 ; w 1 ). A values-dictionary that we are constructing is a collection of v(w) and v(w 2 ; w 1 ) for all words and word bigrams. We restrict v(w) and v(w 2 ; w 1 ) to be an element in χ, where χ = {000000, 000001, 000010, 000011, 000100, ... , 110000}. The cardinality of χ is 22.
Restricting the number of values with which a word can be associated limits sparsity. Whether an at-most-two model is a good choice is an empirical question. In preliminary experiments, the model without this constraint shows no further improvement. We define the word-level values that are represented by the word sequence w n-1 w n within a sentence w = (w 1 , w 2 , ..., w N ) using the values-dictionary as follows. That is, we give a preference to the values v(w n ; w n-1 ) for the word position n, which takes account of wider scope over the values v(w n ).
The sentence-level values for a sentence w is calculated by the following formula:
where the symbol is a logical bitwise OR operator.
We can treat the construction of a values-dictionary, that is, the calculations of v(w) and v(w 2 ; w 1 ) for all words and word bigrams, as a combinatorial optimization problem for text data annotated with sentence-level values. The objective function is interpreted by F 1 measure for estimating the sentence-level values based on the above formula (2) . Finding an optimal solution is, however, quite difficult because the possible values for v(w) and v(w 2 ; w 1 ) are both 22 kinds and the number of distinct words is several thousands.
Therefore, we will find an approximate solution for this optimization problem by a probabilistic search method. To make effectiveness of the approximate solution better, we limit the number of possible values for v(w) and v(w 2 ; w 1 ). For this purpose, by preliminary manual analysis of our test corpus, we assume the following properties about the relationship between words and their values: From the above property (a), a word w is less likely to have any values. On the other hand, if a word w has a value k, a sentence where the word w occurs must have the value k unless (w', w) has the values other than k. (the word w' is the previous word of the word w.) However, the latter might be a rare case by the above property (b), thus the most sentences where the word w occurs have a value k, when the word w has the value k. Therefore, we can assume that the word w is likely to have a value k if a certain percentage of sentences in the corpus, where the word w occurs, have the value k. Thus we limit the possible values for v(w), i.e. search space, as follows. ≥ α, and ns(w) ≥FW
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B. Algorithm for extracting values-dictionary and estimation of sentence-level values
In this subsection, we describe the values-dictionary extraction algorithm and its application to estimation of sentence-level values.
1) Values-dictionary Extraction
Our proposed algorithm for extracting human values is described in Figure 1 . First, this algorithm starts from a reasonable assignment (the values we see most often with each word unigrams and bigrams in the annotated training sentences), i.e. maxV(w) and maxV(w 2 ;w 1 ) at the line (1). Then the algorithm iteratively tries small variations of values assignment until iterations reached a certain big number (no further improvement of F 1 might be found) between lines from (2) to (21).
The trial seeking for optimal values assignments in search space for each bigram (w 1 , w 2 ) is done by a small probability at the line (6) . The same as applied for each unigram w at the line (19) . The assignment stored in v(w) or v(w 2 ; w 1 ) denoted by the status C. The new assignment (the status C' ) is selected to modify only one bit for a bigram from the previous assignment by the function gen_new_status described in Figure 2 , which is called at the line (8) . A new assignment is searched within neighborhood of the previous assignment by proximate optimality property. The closed test at (7) and (9) means a calculation of F 1 only for training dataset, by estimating with all v(w 2 ; w 1 ) using formula (2) only for bigrams. At the line (19) , this estimation is done with all v(w) for unigrams. The improvement rate ΔE between F 1 for the current status C and F 1 for a new status C' is calculated at the line (10).
If F 1 for C' is improved at the line (11), the new assignment for ‫ݓ(ݒ‬ ଶ ; ‫ݓ‬ ଵ ) or ‫)ݓ(ݒ‬ is adopted at the line (12) . Otherwise, even in the case where F 1 for C' is not improved, the new assignment is also adopted by small probability. The latter case, the new status C' is adopted only if the number of values is decremented at the line (16) . At the line (20) , the possibility of the chance of modification in the case of F 1 is not improved gradually becomes smaller. After terminating this algorithm, the values assignments stored in ‫)ݓ(ݒ‬ and ‫ݓ(ݒ‬ ଶ ; ‫ݓ‬ ଵ ), for all unigrams and bigrams with one or more values, are extracted as the entries of the values-dictionary.
2) Estimation of sentence-level values
Once the entries for values-dictionary are extracted, estimation of sentence-level values for unseen sentences in new documents is quite simple. For each word or two-word sequence in a sentence to be estimated the sentence-level values, if it matches an entry of the values-dictionary, the word (sequence) is assigned the values which the entry has. When the both a word and a two-word sequence are matched with entries in the values-dictionary, the values assignment is calculated by the equation (1). After the word-level values assignment process is finished, the sentence-level values are calculated by the formula (2).
This sentence-level values estimation process is quite deterministic; therefore, it is readily traceable even by human. By this traceability and understandability of estimation process lead us this method and values-dictionary into creation of annotation manual for novice annotator of human values to train to acquire what human values are and to develop the sense of stable annotation which is required for content analysis.
V. PROPOSED METHOD FOR VALUES-DICTIONARY EXTRACTION AND AUTOMATIC ANNOTATION
In this section, we first describe our experiment design. We then describe some examples of the resulting values-dictionary, we report classifier effectiveness, and we compare our results with both human annotation and the state-of-the-art automated classification.
(1) Calculate the maximum possible values maxV(w) for the word w and maxV(w2;w1) for the bigram (w1, w2). C' ← gen_new_status(w2; w1).
(9)
newF1 ←closed test for a new status C' .
if (ΔE < 0) // newF1 is higher than oldF1 (12) Set the status C as C' .
Generate a uniform random number r2.
Set the status C' to C if the number of values of C' is fewer than C's. (17) } (18) } (19) foreach unigram w, apply the same as (5)-(18). (1) Select assignment whether to increase or to decrease the number of the values for the word by the equal probability (i.e. probability is 0.5, respectively). 
A. Experiment Design
We use 102-fold document-scale cross-validation. 102-fold cross-validation seeks to model the case in which some set of 101 documents have been annotated as training data and we are interested in the degree to which the machine can automatically code all future documents. To select the meta-parameters for each fold, we use 100 documents for development training and one held-out document for development testing. We perform a parameter sweep by training on all sentences in the development training set and then testing on all sentences in the one development testing document to select the metaparameter α that yield the best F 1 , sweeping the metaparameters α across 0.5, 0.55, and 0.6; FW across 4, 5, 6; and FWW across 8, 9, 10. These ranges were determined from preliminary experiments using a portion of the same test collection. Once the parameter choices are made for a particular fold, training is conducted on the full 101-document training set using the best α, and the resulting model is then used to classify the sentences in the single-document test set. For the baseline, we also apply 102-fold documentscale cross-validation for SVM 1 ) either with only unigram features or with unigram and bigram features. We use a 2nd-degree polynomial kernel for the SVM with unigram features and a linear kernel for the SVM with unigram and bigram features, that choice of kernels was made using side experiments on the same test collection. To determine the frequency threshold η for bigram features (used if frequency ≥ η, a meta-parameter for SVM, sweeping η across 1 to 10, and ∞ (= without bigram)), we apply the same development testing process described above.
The assignment of values for word unigrams and word bigrams depends on the training set. Therefore the resulting dictionary entries could be different for each fold in the experiment. Thus we merge all resulting dictionary entries with a bitwise OR operation. Although we limit the dictionary entry for each fold to at most two human values for any unigram or bigram, this merging process can sometimes generate values-dictionary entries that generate more than two values.
B. Result 1)
Extracted human values-dictionary Our proposed method constructs unigrams and bigram dictionaries. The number of unigram stems with values is 461 (33 word stems have multiple values) and the number of stem bigrams is 360 (76 stem bigrams have multiple values). Table 1 shows the entries from the resulting values-dictionary. For each value, the upper rows show the most frequent stem unigrams and the lower rows show the most frequent stem bigrams. The numbers are the corresponding sentence counts. These counts decay quickly, with only a small handful of unigrams and bigrams accounting for the vast majority of the value assignments. We can see the value name "innov(ation)" are included in Table 1 , and that it is good cue for detecting the value which they express. Table 2 shows the classifier effectiveness for the proposed method SA (stands for Simulated Annealing) and for SVM. As for SVM, we found that F 1 = 0.7057 for SVM with unigram 1) http://chasen.org/~taku/software/TinySVM/ and bigram features is lower than F 1 = 0.7068 for SVM with only unigram features in spite of using a meta-parameter for tuning of SVM with unigram and bigram features. Thus, we only show the result for SVM with unigram feature in Table 2 for readability. We can see our proposed SA obtained comparable (numerically slightly higher) F 1 against with SVM. As for the comparison between SVM and SA. Precision of SVM is much higher than SA, while recall of SA is much higher than SA. Higher recall is useful for human qualitative analysis because human can compensate the misjudgment by machine classifier during verification process for the detail content analysis. What we should emphasize in this result that small simple dictionary with unigrams 461 (only 7% of unique words) and bigrams 360 (only 0.7 % of unique bigrams) achieved quite good effectiveness.
2) Classification Effectiveness

3)
Comparison with Human Annotator Because human values are unobservable private states rather than observable facts [24] , we see the annotator's task as rendering an opinion about which values a statement reflects, and the system's task as replicating that result. As the interannotator agreement in Takayama et al. [21] , [22] indicates, well trained and well qualified people will sometimes make different judgments about the same sentence. To see how our proposed classifier SA compares with human annotator on a per-category basis, we ran experiments with the 20 documents (2,430 sentences) annotated by a second annotator with sufficient agreement with the first annotator as described in Takayama et al. [21] , [22] (These annotation by the second annotator is also available at the web page: http://nlp.inf.kyushu-u.ac.jp/values.html).
For this experiment, we trained our SA on the remaining 82 documents with meta-parameters: α = 0.6, FW = 4, FWW = 8 (most frequently selected meta-parameters during document cross-validation). For comparability, we treat the first annotator's annotations of those 20 documents as correct, and we compute effectiveness as if the second annotator were a classifier. The results are shown in Tables 3.
Although human performance is not necessarily an upper bound on performance (because the classifier has more access to evidence about how one annotator makes decisions than another human would), we see it as a useful reference because the utility of our classifier depends on its relative costs and benefits when compared to the alternative for coding at large scales, which would be to hire many annotators. Our results show that automation can achieve results similar to human annotation, but at a lower cost in terms of human effort.
The difference of the average F 1 between human and our proposed SA is small. This means that SA effectiveness is indistinguishable from the human classifier. As can be seen, SA does substantially better in both precision and recall (and thus in F 1 ) than the second annotator on micro-average.
VI. CONCLUSION
Our method, which is based on simulated annealing, obtained comparable but slightly higher F 1 scores compared with those of the strong baseline by SVM. Further, in Fleischmann et al. [9] , we demonstrated that the valuesdictionary extracted by the proposed method can be qualitatively analyzed using thematic analysis, a commonly used qualitative method in the social sciences [2] . So far, we have only confirmed that our proposed method is applicable to the net neutrality corpus, however we have a plan to apply our method to another corpus that is related to different topic. Takayama et al. [22] have achieved slightly but statistically significantly better method in terms of classification effectiveness (F 1 =0.7251 in 102-fold document crossvalidation for the net neutrality corpus), which is adopted a probabilistic latent variables model. We plan to explore other methods to see if we can generate a better values-dictionary.
