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A CONDITION NUMBER FOR THE TENSOR RANK DECOMPOSITION
NICK VANNIEUWENHOVEN
Abstract. The tensor rank decomposition problem consists of recovering the unique set of parameters
representing a robustly identifiable low-rank tensor when the coordinate representation of the tensor is
presented as input. A condition number for this problem measuring the sensitivity of the parameters to
an infinitesimal change to the tensor is introduced and analyzed. It is demonstrated that the absolute
condition number coincides with the inverse of the least singular value of Terracini’s matrix. Several
basic properties of this condition number are investigated.
1. Introduction
A tensor A ∈ Fn1 ⊗ · · · ⊗ Fnd , where F = C or R, and nk ≥ 2, k = 1, . . . , d, lives in the tensor
product of vector spaces. It can be represented as a d-array after choosing bases. If the coordinate
representation of A is given with respect to the standard tensor basis, then we can explicitly write
A =
n1∑
i1=1
n2∑
i2=1
· · ·
nd∑
id=1
ai1,i2,...,ide
1
i1 ⊗ e2i2 ⊗ · · · ⊗ edid ,
where eki is the ith standard basis vector of F
nk . Tensors of the form a1 ⊗ a2 ⊗ · · · ⊗ ad are called
rank-1 tensors. As in the 2-factor case, i.e., matrices, the above form is, in general, not the minimal way
of writing a tensor as a linear combination of rank-1 tensors. This leads to a different type of tensor
decomposition:
A =
r∑
i=1
a1i ⊗ a2i ⊗ · · · ⊗ adi , where aki ∈ Fnk .(1)
If the number of terms r is minimal, then this decomposition called a tensor rank decomposition [47,48].
The number r is then called the rank of the tensor. In the literature, decomposition (1) is sometimes also
called Candecomp [16], Parafac [43], Canonical Polyadic decomposition, or CP decomposition. Here, we
will call (1), with r not necessarily minimal, an r-term decomposition, and if r is minimal, then we call it
a rank-r decomposition. One key property of the latter—but not of the former—is that a rank-r tensor
with d ≥ 3 often admits an essentially unique decomposition [26,38,53]: the rank-1 tensors appearing in
decomposition (1) are uniquely determined. For instance, the well-known Kruskal criterion [53] states
that (1) is the essentially unique decomposition if
r ≤ 1
2
(k1 + k2 + k3 − 2),
where ki is the Kruskal rank of Ai = {aij}rj=1, i.e., the integer ki such that every subset of Ai of
cardinality ki forms a linearly independent set.
1.1. Motivation. The essential uniqueness of a tensor rank decomposition turns out to be very useful
in several applications, such as in the parameter identification problem in latent variable models [3, 4].
Models whose parameters may be inferred with this decomposition (and symmetrical variants) were
recently surveyed in a unified tensor-based framework by Anandkumar, Ge, Hsu, Kakade, and Telgarsky
[4]; they include exchangeable single topic models, hidden Markov models, and Gaussian mixture models.
The blind source separation problem in signal processing is another example where the uniqueness of
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the (symmetric) tensor rank decomposition of a cumulant tensor is key in identifying the underlying
statistically independent signals [28]. A crucial application of the essential uniqueness of the tensor rank
decomposition is found in the chemometrics literature, in particular in fluorescence spectroscopy where
its use was introduced by Appellof and Davidson [5]. Since I will treat this application as a prototypical
use of the tensor rank decomposition in parameter identification problems—such as all aforementioned
applications—I recall the discussion in [74, Section 2.3]. For a sufficiently diluted solution, some type
of molecules called fluorophores will absorb a certain amount of light at the ith wavelength and re-
emit a fraction of the absorbed energy as light at the jth wavelength. Mathematically, xi,j = χλiµj ,
where xi,j is the intensity of the light emitted at the jth wavelength when the fluorophore is excited by
light at the ith wavelength, λi models the fraction of light absorbed at the ith wavelength, µj models
the fraction of light emitted at the jth wavelength, and χ is some chemical constant proportional to
the concentration of the fluorophore in the solution. When r fluorophores occur in a solution and
the interactions among them are negligible, then their signal is additive: xi,j ≈
∑r
ℓ=1 χℓλi,ℓµj,ℓ. If
several of such mixtures with varying concentrations of fluorophores are simultaneously analyzed, the
model for the intensity of the emitted light is a tensor rank decomposition: xi,j,k ≈
∑r
ℓ=1 χk,ℓλi,ℓµj,ℓ;
the model is only approximately valid, as it rest on some assumptions such as a sufficiently diluted
solution and no interactions among the fluorophores. As stated in [74, Section 2.3], “the uniqueness
property of [tensor rank decompositions] guarantees that, if [the above model] is adequate, [...] the
estimated loading vectors for the ℓth component are readily interpretable as concentration profiles [χℓ]
and emission and excitation spectra ([µℓ] and [λℓ] respectively) of the ℓth fluorophore.” This allows for
an identification of the fluorophores present in a chemical mixture of unknown composition. While the
tensor X may be obtained from physical measurements, such a process is always subject to measurement
errors because of the finite precision of the measuring equipment. Consequently, only an approximate
low-rank decomposition may be anticipated.
The foregoing application highlights that one rarely works with the true low-rank tensor, however
one still desires to interpret the uniquely defined rank-1 tensors appearing in the true decomposition.
One desires knowing, or at least estimating, how much the individual rank-1 terms in the decomposition
computed from the approximate data differ from the true underlying rank-1 tensors. Such an analysis
will be the topic of the paper. In order to state the main question more precisely, one needs to specify
more carefully which problem we are trying to solve. In the literature, the parameters of an r-term
decomposition are often succinctly represented using factor matrices. For the present purpose, dealing
with a particular vectorization of the factor matrices is more convenient. Define the bijections
vec : Fn1 × · · · × Fnd → FΣ+d vecr : (Fn1 × · · · × Fnd)×r → Fr(Σ+d)
(a1i , a
2
i , . . . , a
d
i ) 7→

a1i
a2i
...
adi
 , and (b1, b2, . . . , br) 7→

vec(b1)
vec(b2)
...
vec(br)
 ,
where Σ =
∑d
k=1(nk − 1). Let Π =
∏d
k=1 nk. With these definitions in place, we can introduce the
“tensor computation” function
f : Fr(Σ+d) → σ0r (SF) ⊂ FΠ
p = vecr(b1, b2, . . . , br) 7→
r∑
i=1
a1i ⊗ a2i ⊗ · · · ⊗ adi ,
which takes the vectorized factor matrices p as input and sends them to the tensor they represent.
Now we can formally state that the tensor rank decomposition problem with as input the rank-r tensor
A ∈ Fn1 ⊗ · · · ⊗ Fnd ∼= FΠ consists of finding a vector x ∈ Fr(Σ+d) in the preimage of f at A, so that
A = f(x). We adopt the convenient notation
f †(A) = {x ∈ Fr(Σ+d) | f(x) = A}
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for denoting the fiber of f at A. Since a tensor rank decomposition is not unique in the strict sense, one
should be wary that f is never an injective function. Hence, f † is always a set-valued map in the sense
of Dontchev and Rockafellar [39]. If A does not admit an exact rank-r decomposition, then f †(A) = ∅.
The goal of this paper is understanding the relationship between the essentially unique decompositions
f †(A) and f †(A′) when ‖A−A′‖ ≤ ǫ and both A and A′ are r-identifiable tensors through a structured
perturbation analysis of the inverse problem A = f(x). Specifically, I will derive a condition number
of the tensor rank decomposition problem that captures the first-order behavior of aforementioned
relationship.
A condition number of a function g : Fm → Fn is an elementary, well-entrenched property in numerical
analysis [15, 46, 69, 81] that measures the sensitivity of g to infinitesimal changes in the input. In this
paper, I consider the structured condition number [15], which differs only from the usual definition in
restricting the domain of g to some connected domain D ⊂ Fm; for instance, D could be the set of
rank-r tensors. Formally, the structured condition number measures the maximum relative change at
the output of the function when infinitesimally perturbing the input x ∈ D to another x+∆x ∈ D:
κα,β(x) = lim
ǫ→0
max
‖∆x‖≤ǫ,
x+∆x∈D
‖g(x+∆x) − g(x)‖α/‖g(x)‖α
‖∆x‖β/‖x‖β ,(2)
where ‖ · ‖α and ‖ · ‖β are norms on Fn and Fm respectively, and x ∈ D ⊂ Fm. If D = Fm then the
usual condition number is obtained.
The main application of condition numbers consists of obtaining an asymptotically sharp a posteriori
bound on the relative forward error, by grace of the observation
‖g(x+∆x)− g(x)‖α
‖g(x)‖α . κα,β(x) ·
‖∆x‖β
‖x‖β ,(3)
where x,x+∆x ∈ D and ‖∆x‖β should be sufficiently close to zero. That is, the relative forward error is
asymptotically bounded by the product of the relative backward error multiplied with the condition number,
which is a well-known rule of thumb in numerical analysis. This observation is particularly important
in applications, because the forward error usually cannot be computed for a practical problem, as you
typically would have to know the true solution g(x +∆x); here x would represent the observed input
to problem g which is typically corrupted in varying degrees by measurement, modeling, computation
and representation errors, whereas x + ∆x would represent the true input. The key advantage of
a computable condition number of a problem g is that the forward error can be estimated from a
posteriori information, namely the backward error and the condition number. For example, in the
aforementioned chemometrics application, the underlying physical model ensures that the theoretical
tensor A admits a unique rank decomposition of low rank as in (1), say, with vectorized factor matrices
x + ∆x: A = f(x + ∆x). Each of the rank-1 terms uniquely corresponds with an individual chemical
compound in the fluorescent mixture. In practice, the tensor A˜ that one obtained by measuring the
reflected light in an experiment contains measurement errors. This may be regarded as a perturbation
of A of small Frobenius norm, say, ‖A − A˜‖F ≤ µ. A low-rank approximate decomposition of A˜ is
then constructed using a numerical method for computing an r-term decomposition. This results in
an approximation A ≈ A˜ ≈ Â = f(x) with factor matrices x. If ‖Â − A˜‖F = ν, then we know that
the distance between the approximate decomposition Â = f(x) computed from the sampled data A˜
and the true tensor corresponding to the physical phenomenon A is at most µ+ ν. If we compute the
condition number κ of the tensor rank decomposition Â = f(x), then it reveals an upper bound on the
relative difference between the computed approximate factor matrices x and the true factor matrices
x+∆x. If this relative forward error is small, then one can safely match the approximate rank-1 terms
to one or more chemical compounds, as the true excitation spectra will have been well approximated.
In several data-analytic applications where the factor matrices themselves are analyzed and linked to
certain phenomena or interpretations, all too often the analysis is stopped when a small backward error
µ+ ν is obtained without considering the well-known fact in numerical analysis that a small backward
error must not entail a small forward error. A small backward error ‖A− Â‖F ≤ µ+ ν entails a small
forward error ‖∆x‖ only if the problem is well-conditioned, i.e., if the condition number is small.
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1.2. Contributions. The main contribution of this paper is a definition of a condition number for the
rank decomposition problem f †. This condition number is well-defined for every rank decomposition
that satisfies a technical condition called robust r-identifiability. This condition is generally satisfied,
such as for a generic1 rank-r decomposition in every tensor space that is generically r-identifiable—see
Lemma 3; most spaces are conjectured to be of this kind, see, e.g., [12, 26]. The prime result, Theorem
7, may be stated informally as follows.
Theorem 1. Let N = r(Σ + 1) < Π, N ′ = min{r(Σ + d),Π}, and let A = f(x) be a generic rank-
r tensor in Fn1×n2×···×nd . If J = [∂fi/∂xj ]i,j denotes the Jacobian matrix of f evaluated at x and
ς1 ≥ ς2 ≥ · · · ≥ ςN ≥ ςN+1 = · · · = ςN ′ = 0 are its singular values, then κA = ς−1N is an absolute
condition number of the tensor rank decomposition problem A = f(x).
The proof of this theorem is rather technical, and it should become clear to the reader that several
of the technical issues could have been overcome if a slightly different definition of a condition number
was investigated—in particular, the reader may notice that Part I of the proof of Theorem 7 contains
in it the nuggets of a definition of a (set of) alternative condition numbers. The technical issues are
mathematically easy to overcome by reducing the number of parameters in the vectorized factor matrices
to the (expected) dimension (as algebraic variety) of the set of rank-r tensors. This amounts to removing
the so-called scaling indeterminacies that are inherent in the definition of f , resulting in a Jacobian
matrix with linearly independent columns. The scaling indeterminacies can be removed in several ways,
perhaps most straightforwardly by simply removing some of the variables (as in Part I of the proof of
Theorem 7). However, I stress that this approach leads to a condition number of a different problem
f̂ †, simply because the function f̂ mapping the (minimal) set of parameters to a tensor is different from
f . This approach introduces some challenges of its own, mainly related to the fact that each choice of
elimination of variables leads to a different tensor rank decomposition problem, and hence to a different
condition number. While it leads to very interesting questions such as determining which elimination
of variables one should use to minimize the condition number in a given problem instance, this paper
provides an answer to Nicaise’s question:2
Does f † admit an intrinsic condition number, i.e., one that does not depend (even implicitly) on the
choice of affine chart (or, equivalently, on the choice of elimination of variables)?
This is the question that I believe Theorem 7 answers. I will not investigate the alternative set-of-
condition-numbers approach in this paper.
Another way of looking at Theorem 1 is that it provides an answer to the following research question:
Does the singular value ςN of the Jacobian of f admit any kind of geometrical interpretation?
This Jacobian matrix lies at the heart of gradient-based optimization algorithms for the computation of
(approximate) tensor rank decompositions, such as the algorithms in [2,45,58,59,62,63,67,75,77]. That
the inverse of this singular value admits an interpretation as a condition number is somewhat of a free
lunch: one needs to construct the Jacobian matrix (or its Gram matrix) in every step of the optimization
algorithm anyway, and at the final iteration one obtains an estimate of the conditioning of the computed
decomposition with little extra effort. In addition, it was already observed in the chemometrics literature
that this singular value seems to be related to the stability of the tensor rank decomposition. According
to Tomasi [74], “several diagnostic parameters have been used in the chemometrics literature to measure
the difficulty of [tensor rank decomposition] problems, but many seem to fall short of giving consistent
and concise information.” Tomasi proceeds by listing the various criteria that have been proposed,
among them “the Jacobian’s condition number and singular values” that were studied in [60,61,75,76].
This paper proves that the inverse of the least singular value of the Jacobian matrix has a clear, consistent
and concise interpretation: it is a condition number of the tensor rank decomposition problem.
1A property that may be admitted by the elements of a set S is called generic if all elements of S\N admit the property,
where N ⊂ S has measure zero in S in some topology. Note that the notion of generality depends on the underlying
topology. A property may, hence, be generic with respect to one topology, while it is not generic in another.
2Remark that Nicaise’s question explicitly excludes taking the minimum or maximum over all possible modified tensor
rank decomposition problems f̂†.
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1.3. Related work. Despite the importance of a perturbation theory for the tensor rank decomposition
problem, heretofore few attempts have been undertaken to develop such a theory.
As mentioned before, [74, p. 31] contains an overview of several criteria that have been proposed
in the chemometrics literature for assessing the difficulty of the tensor rank decomposition problem.
However, none of the cited references derives a condition number as such. It will be shown in Theorem
7 that the least singular value of the Jacobian matrix that was already proposed as a heuristic for
checking stability is, in fact, a condition number, and, as such, admits the useful interpretation in (3).
Robust identifiability of the parameters of a tensor rank decomposition was investigated by Bhaskara,
Charikar, and Vijayaraghavan [7]. It is a necessary technical requirement for the definition of the
condition number. In addition, it is shown in [7] how these robustness results relate to the accuracy
with which the parameters of a tensor rank decompositions, i.e., the factor matrices, can be identified.
Perhaps the result closest in spirit to this work are the Crame´r–Rao bounds (CRB) for the tensor
rank decomposition problem that have been investigated in [52, 57, 72, 73]. This CRB measures the
stability of a tensor rank decomposition in a statistical framework, wherein additive Gaussian noise is
assumed to corrupt the factor matrices. The quantity of interest is the squared angular error between
the true parameters and the estimated parameters [73]. The Crame´r–Rao lower bound (CRLB) for
estimating the parameters p of the tensor rank decomposition of A = f(p) is then defined [73] as the
inverse of the Fisher information matrix 1σ2 J
T J , where J is as in Theorem 1 and σ2 is the variance of
the Gaussian noise. However, this matrix is not invertible, so in [73] it is suggested to alter the tensor
rank decomposition problem by removing some of the parameters. This implies that the CRLB depends
on the particular elimination of the variables that is chosen; hence, it is not an intrinsic measure of
stability of the tensor rank decomposition problem as defined in this paper.
As an intermezzo, [73] states as an open problem whether “stability of the [tensor rank decompo-
sition] problem implies its essential uniqueness.” The answer is an unqualified no. There are explicit
counterexamples where the generic tensor is not r-identifiable, yet whereby the Nth singular value of
the Jacobian J is nonzero, so that the tensor still has finitely many decompositions—for a conjecturally
complete list of such tensors, see [26, Theorem 1.1]. In these cases, the CRLB will be finite, but the
tensor is not identifiable. Counterexamples are not limited to those appearing in [26, Theorem 1.1],
however they expected to be intrinsically tied up with singular points of generically r-identifiable Segre
varieties, as Example 4.2 in [26] shows.
1.4. Outline. The rest of this paper is structured as follows. In the next section, some necessary
preliminaries from (semi-)algebraic geometry are recalled. The main object of study, Terracini’s matrix,
is introduced. Section 3 analyzes the fiber f †. It is shown that the fiber is usually unique up to the action
of some multiplicative group T . The concept of robust r-identifiability is introduced as a weak technical
assumption. Essentially it allows us to assume that a neighborhood of a point on the r-secant variety
of the Segre variety exists wherein all points are smooth, of maximal dimension, and r-identifiable.
Section 4 introduces a distance measure that ignores the action of the multiplicative group T acting on
f †. Terracini’s matrix has a nontrivial kernel originating from T , however Section 5 proves that it may
be ignored completely in an analysis of the condition number with respect to the proposed distance
measure. This lemma is proved by constructing a kind of approximate Newton-type algorithm that
replaces a vector in the kernel of Terracini’s matrix with a vector in the orthogonal complement of the
kernel of much smaller norm. Thereafter, the fact that the inverse of the least nonzero singular value of
Terracini’s matrix corresponds with an absolute condition number with respect to the distance measure
of Section 4 is proved in Section 6. Section 7 continues by defining a particular condition number
and presents an algorithm for computing it; the basic properties of this condition number are further
analyzed in Section 8. Numerical experiments illustrating the behavior of the proposed condition number
are presented in Section 9. A discussion of the conclusions and future research directions concludes the
paper in Section 10.
Acknowledgements. This paper benefited immeasurably from the fruitful discussions I had with
B. Jeuris, K. Meerbergen, and G. Ottaviani. I am particularly indebted to J. Nicaise for inquiring
about an intrinsic definition of the condition number. I thank P. Breiding for detailed comments on an
earlier version of this manuscript.
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2. Preliminaries
Several requisite results concerning the tensor rank decomposition are recalled with a particular focus
on some basic concepts from algebraic geometry. While the varieties that we study admit the structure
of projective varieties, we will present the results in affine space. The reason is that in the applications
where we envisage that a condition number would be of interest, one commonly works in affine space.
In addition, the definition of a condition number in this paper is inherently local, so that we may always
restrict ourselves to affine varieties. Before proceeding, some notation is fixed.
Notation and conventions. Varieties are typeset in a calligraphic uppercase font (S,V), tensors in
an uppercase fraktur font (A), matrices in uppercase letters (A,U, V ), vectors in boldface lowercase
letters (a, x), and scalars, as well as points on varieties, in lowercase letters (a, b, λ, p, q). The symbol
F denotes either the real field R or the complex field C. For a matrix A ∈ Fm×n, AT is its transpose
and AH is its conjugate transpose. The Euclidean norm of v ∈ Fm is ‖v‖ =
√
vHv. A block diagonal
matrix with diagonal blocks A1, . . . , Ad is denoted by diag(A1, . . . , Ad). By span(A) the column span
of the matrix A is meant.
The prototypical tensor in this paper is the rank-r tensor A ∈ Fn1×n2×···×nd . Hence, the scalar d is
used exclusively for the order of A, r denotes its rank, the scalars n1, n2, . . ., nd are reserved for A’s
dimensions, and we also define
Σ =
d∑
k=1
(nk − 1), N = r(Σ + 1), and Π =
d∏
k=1
nk,
which are respectively the dimension of the variety of rank-1 tensors embedded in F = Fn1 ⊗ Fn2 ⊗
· · · ⊗ Fnd , the expected dimension of the smallest variety containing the tensors of rank r in F , and the
dimension of F .
2.1. Segre varieties and secants. The Segre variety over F = C or R, denoted by
SF = Seg(Fn1 × Fn2 × · · · × Fnd) ⊂ Fn1 ⊗ Fn2 ⊗ · · · ⊗ Fnd ∼= FΠ,
is the smooth, determinantal variety of rank-1 tensors. Its elements can be parameterized explicitly via
the Segre map:
Seg : Fn1 × Fn2 × · · · × Fnd → Fn1 ⊗ Fn2 ⊗ · · · ⊗ Fnd ∼= FΠ
(a1, a2, . . . , ad) 7→ a1 ⊗ a2 ⊗ · · · ⊗ ad
where ⊗ is the tensor product. For notational brevity, I will consider the Segre map that embeds into
F
Π; hence, in coordinates the tensor product may be realized as the Kronecker product. Note that the
2-factor Segre variety is the set of rank-1 matrices. In this paper, it is often required to refer to the
specific vectors bi = (a
1
i , a
2
i , . . . , a
d
i ) in the representation of a point pi = Seg(bi) ∈ SF on a Segre variety
SF. We will call bi the representative of pi.
Let r < ΠΣ+1 be strictly subgeneric, and define the set of tensors of F-rank at most r as
σ0r (SF) = {p1 + p2 + · · ·+ pr | pi ∈ SF} = {A ∈ Fn1 ⊗ · · · ⊗ Fnd | rankF(A) ≤ r}.
Over the complex numbers, F = C, the closures of σ0r (SC) in both the Euclidean and Zariski topology
agree [54, Corollary 5.1.1.5], so that rank-r tensors form a Euclidean-dense subset of the algebraic variety
σr(SC) = σ0r (SC), where the overline indicates the Zariski-closure. This projective variety is called the
r-secant variety of the Segre variety SC. Over the real numbers, F = R, we could define the r-secant
variety analogously by taking the closure in the Zariski topology, resulting in an algebraic variety over
R. Unfortunately, σ0r (SR) is not Euclidean-dense in σ0r (SR) in general. This can seen, for example, in the
occurrence of multiple typical real ranks [6, 10, 30, 54], i.e., the fact that there may be several open sets
in Rn1×···×nd each with constant and different R-rank. For this reason, it is more sensible to consider
the closure of σ0r (SR) in the Euclidean topology, which results in a semi-algebraic set that we denote by
σr(SR), see, e.g., [33, Theorem 6.2]. Recall that a semi-algebraic set is the solution set of a system of
polynomial equations and inequalities over R—see [13].
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The foregoing showed that for both F = C and R the tensors of F-rank equal to r form a Euclidean-
dense subset of σr(SF). Taking the closure of σ0r(SF) in the Euclidean topology generally introduces
new points, i.e., R = σr(SF) \ σ0r (SF) 6= ∅. This residual set R contains tensors of rank strictly larger
than r, which can be approximated arbitrarily well by tensors of rank r. Such tensors are called border
tensors [8,9]. They cause problems when trying to approximate them by a rank-r tensor, which will be
illustrated in Section 9.5.
2.2. Dimension. A fundamental property of manifolds, varieties and semi-algebraic sets is that at
most points they locally resemble a linear space. One way to describe this local linear approximation
to a manifold, variety or semi-algebraic set V ∈ FΠ at a point p ∈ V is the Zariski tangent space; see
respectively [55, p. 54], [41, pp. 175–176] and [13, Section 3.3]. This vector space is defined as the span
of all vectors in FΠ that are tangent to V :
TpV = span
({ ddtp(0) | p(t) ⊂ V , t ∈ (0, 1], p(0) = p}).
The dimension of a manifold or variety V ⊂ FΠ may be defined geometrically as the number n such that
dimTpV = n for all p in an open neighborhood N of p0 ∈ V . For a semi-algebraic set V the dimension
is defined as the dimension of the Zariski-closure V [13, Proposition 2.8.2]. The dimension of the Segre
variety SF = Seg(Fn1 × · · · × Fnd) ⊂ FΠ is well-known [42, 54]:
dimSF = Σ+ 1 = 1 +
d∑
k=1
(nk − 1).
The dimension of σr(SF) is, in general, not known. Since σ0r (SF) is Euclidean-dense in σr(SF), an upper
bound is readily established by noting that σr(SF) is the projection of{(
(p1, p2, . . . , pr), p
) | p = p1 + p2 + . . .+ pr, p1, . . . , pr ∈ SF} ⊂ (SF × · · · × SF)× FΠ
onto the second factor, where the overline indicates the closure in the Euclidean topology. Hence,
dimσr(SF) ≤ min{Π, r(Σ+1)}, by [13, Proposition 2.8.6] for F = R and [42, Theorem 11.12] for F = C.
One expects that equality holds; if this is the case, then we say that the r-secant is nondefective. If all
secant varieties of a Segre variety SF are nondefective, then we say that this Segre variety is nondefective.
The problem of determining the dimension of σr(SF) has seen much progress during the last two decades,
both theoretically [1,11,12,17–21,23–25,40] and numerically [26,31,80], yet the following is still an open
problem:
Conjecture 1 (Abo, Ottaviani, and Peterson [1]). Let SF = Seg(Fn1 × · · · × Fnd) ⊂ FΠ, be a Segre
variety with d ≥ 3 and n1 ≥ n2 ≥ · · · ≥ nd ≥ 2. Then, SF is nondefective, unless
(1) (n1, n2, n3) = (4, 4, 3),
(2) (n1, n2, n3) = (2k + 1, 2k + 1, 3) with k ∈ N,
(3) (n1, n2, n3, n4) = (k + 1, k + 1, 2, 2) with k ∈ N, or
(4) n1 > 1 +
∏d
k=2 nk −
∑d
k=2(nk − 1), i.e., SF is unbalanced.
Remark 2. It is noted that [1] only states the conjecture in the case of F = C but the geometrical
approach in [26,80] applies to R-varieties as well, as it consisted of constructing a subset of the Zariski
tangent space at a randomly chosen point of σr(SZ) and σr(SR) in [26] and [80] respectively. By [13,
Proposition 2.8.2] the dimension of the R-variety σr(SR), where the overline denotes the closure in the
Zariski topology, coincides with dimσr(SR).
2.3. Smooth and regular points. A difficulty in working with varieties—as contrasted to smooth
manifolds—is that the local dimension of a complex variety V is not upper semicontinuous: there may
exist points p ∈ V where dimTpV > dimV . A point p ∈ V where dimTpV = dimV is called a smooth
point of V ; otherwise, it is called a singular point. The set of singular points is called its singular locus,
which is a subvariety of dimension strictly less than n. Similarly, the set of smooth points of V forms
an n-dimensional submanifold of CΠ; it is Zariski-dense in V . For consistency with the real case, which
is treated next, I will call a smooth point of a C-variety a regular point.
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For semi-algebraic sets V ⊂ RΠ, defining the smooth locus is more subtle, because V may consist of
several semi-algebraically connected components of different dimensions. Attempting to define the set of
smooth points geometrically as the set of points where dimTpV = dimV may in general include points
that are singular points in the proper, algebraic definition [13, Definition 3.3.9]. I prefer an alternative
geometrical definition that suffices for the purpose of this paper. Every semi-algebraic set V admits a
Nash stratification, meaning that it can be decomposed as a finite union of disjoint semi-algebraically
connected Nash manifolds [13, Section 9.1]: V = ⋃iMi, whereMi is a smooth R-manifold of dimension
di = dimMi andMi∩Mj = ∅ if i 6= j. Let D = {i | dimMi = dimV} be the set of allMi of maximal
dimension; it is nonempty. I will call
⋃
i∈DMi the set of regular points of the semi-algebraic set V . All
regular points are smooth but in general the converse is false. The regular locus is neither Zariski-dense
nor Euclidean-dense, in general.3
2.4. Terracini’s Jacobian. The main object of study in Theorem 1 is the set of singular values of the
Jacobian matrix of partial derivatives of f evaluated at p. This Jacobian matrix is well-known [1, 80]
and its structure has been analyzed in the context of optimization algorithms for computing tensor rank
decompositions [2, 63, 67, 77]. Assume that we are given a set of representatives bi = (a
1
i , . . . , a
d
i ) of the
points pi = Seg(bi) ∈ SF, and consider the tensor rank decomposition
A = f(p) =
r∑
i=1
pi =
r∑
i=1
a1i ⊗ a2i ⊗ · · · ⊗ adi ,
where p = vecr(b1, b2, . . . , br). Then, the Jacobian matrix is given explicitly by
Tp =
[
T1 T2 · · · Tr
]
, where Ti =
[
In1 ⊗ a2i ⊗ · · · ⊗ adi · · · a1i ⊗ · · · ⊗ ad−1i ⊗ Ind
]
.(4)
I will refer to Tp as Terracini’s matrix associated with the vectorized factor matrices p because it
describes that part of the tangent space to σr(SF) that is obtained from an application of Terracini’s
Lemma [54, 71]. At regular points of σr(SF), the column span of Terracini’s matrix coincides with the
Zariski tangent space. It then follows from Conjecture 1 that Tp is expected to be of maximal rank
N = r(Σ + 1) for subgeneric r ≤ ΠΣ+1 , modulo the known exceptions presented in Conjecture 1. For
F = C this implies that Terracini’s matrix is of rank N on a dense subset of Fr(Σ+d), while for F = R
we can only conclude that its rank is N on an open subset of Fr(Σ+d).
As the number of columns of Tp is r(Σ + d) > N , there is a kernel of dimension at least r(d − 1).
If σr(SF) has the expected dimension, then the kernel can be described explicitly as follows. A basis of
the kernel of Tpi is
Ki =


a1i
−a2i
0
0
...
0

,

a1i
0
−a3i
0
...
0

, . . . ,

a1i
0
0
...
0
−adi


= {k2i ,k3i , . . . ,kdi },(5a)
which contains exactly d − 1 linearly independent basis vectors. It is straightforward to check that
TiKi = 0. It is an exercise to verify that
K = {k2i ⊗ ei,k3i ⊗ ei, . . . ,kdi ⊗ ei}ri=1,(5b)
where ei is the ith standard basis vector of F
r, forms a basis of the kernel of Tp.
3With some additional effort the smooth locus could be defined accurately so that it would be a Euclidean-dense subset
of V but for the purpose of this paper the regular locus suffices since the condition number in Theorems 1 and 7 will be
∞ for non-regular points.
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3. The solution fiber and identifiability
Since f is never an injective function, the fiber f †(A) of f at a rank-r tensor A contains several ele-
ments. Two trivial sources of this multivaluedness are well-known [53]. The permutation indeterminacy
arises because the order in which the rank-1 terms appear in (1) is not uniquely determined by A; if
p = vecr(b1, b2, . . . , br) ∈ f †(A) is a decomposition of A, then so is pπ = vecr(bπ1 , bπ2 , . . . , bπr) ∈ f †(A)
for every permutation π of {1, 2, . . . , r}. If a rank-1 tensor is represented in the standard way by a
d-tuple of vectors (a1, . . . , ad) ∈ Fn1 × · · · × Fnd , then this representation suffers from a scaling in-
determinacy in the sense that (α1a
1, . . . , αda
d) with α1 · · ·αd = 1 represents the same rank-1 tensor.
Two rank decompositions are considered to be essentially equal if the rank-1 tensors appearing in their
respective decompositions are equal.4
Let us be more concrete about the aforementioned relation. Define5
D = {diag((α2 · · ·αd)−1In1 , α2In2 , . . . , αdInd) ∣∣ α2, . . . , αd ∈ F \ {0}},
B = {diag(D1, D2, . . . , Dr) | D1, D2, . . . , Dr ∈ D},
P = {P ⊗ IΣ+d | P is an r × r permutation matrix}, and
T = PB = {PB | P ∈ P and B ∈ B}.
It is not difficult to verify that for every P ⊗ IΣ+d ∈ P and diagonal matrices Di ∈ FΣ+d×Σ+d one has
(P ⊗ IΣ+d) · diag(D1, D2, . . . , Dr) · (P ⊗ IΣ+d)T = diag(Dπ1 , Dπ2 , . . . , Dπr),(6)
where π is the permutation represented by P . It is straightforward to check that both B and P are
multiplicative groups. From thence one can verify that T satisfies the properties of a group, however
I present here a more elegant alternative that was suggested to me by P. Breiding: (6) defines a map
ψ : P → Aut(B) that takes x ∈ P to ψx ∈ Aut(B) defined by ψx : y 7→ xyx−1. Hence, it follows
immediately (see, e.g., [65, Chapter 7]) that T is the semidirect product T = P ⋊ B, which is a
multiplicative group. Writing p ∼ q if and only if p = Tq for some T ∈ T ,6 it is now easy to verify
that ∼ is an equivalence relationship and that f is a morphism for ∼. If p ∼ q then p and q represent
tensor rank decompositions that are essentially equal, as we defined above. Naturally, if p ∼ q then
f(p) = f(q), however the converse is not a priori true. If the converse is also true, i.e., A = f(p) = f(q)
implies that p ∼ q, then we say that A is r-identifiable. In other words, if
|f †(A)/ ∼ | = 1,
then A is of rank r and has one essentially unique tensor rank decomposition.
In the case of the tensor rank decomposition, there is very extensive evidence that most tensors of
small rank are identifiable, substantially simplifying the interpretation of the condition number that
will be explored in this paper. As is well-known, Kruskal [53] proposed an explicit criterion for testing
whether A = f(x) ∈ σ0r (SF) is r-identifiable, assuming that x is provided as input to the test. Several
other such criteria have been proposed since—e.g., [26, 35, 50, 66]. More powerful theorems and con-
jectures are known in the setting of generic r-identifiability. A Segre variety SF is called generically
r-identifiable if there exists a Zariski-closed set Z ⊃ σr(SF) \ σ0r(SF) such that every A ∈ σr(SF) \ Z is
r-identifiable. Several papers have proved generic r-identifiability of the secant varieties σr(SF), such
as [12, 25, 38, 44, 70]. In the case of the algebraically closed field F = C, the results are much more
developed than in the real case; the following conjecture paints a nearly complete picture:
Conjecture 2 (Chiantini, Ottaviani, and Vannieuwenhoven [26]). Let SC = Seg(Cn1×Cn2×· · ·×Cnd) ⊂
CΠ be a Segre variety with d ≥ 3 and n1 ≥ n2 ≥ · · · ≥ nd ≥ 2. Then, SC is generically r-identifiable if
r < ΠΣ+1 , unless (n1, n2, . . . , nd) is
4If one prefers to think projectively: two rank decompositions are essentially equal if the points on the Segre variety
in projective space are equal. Note that we can ignore multiplicities of the points because a decomposition in which the
same rank-1 tensor appears multiple times is not of rank r, contradicting the assumption on A’s rank.
5The letters are mnemonics for Diagonal scaling, Block diagonal scaling, the Permutation indeterminacies, and the
Trivial indeterminacies.
6That is, q is in the orbit of p.
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(1) (4, 4, 3),
(2) (4, 4, 4),
(3) (6, 6, 3),
(4) (n, n, 2, 2) with n ∈ N,
(5) (2, 2, 2, 2, 2), or
(6) n1 >
∏d
k=2 nk −
∑d
k=2(nk − 1).
A computer-assisted proof [26] shows that the conjecture is true for all n1 · · ·nd ≤ 15000. The
conjecture is nearly optimal in the sense that a generic p ∈ Cr(Σ+d) with r > ΠΣ+1 has a solution fiber
at A = f(p) of positive dimension, i.e., dim f †(A) ≥ r(Σ+ 1)−Π > 0, so that it is not identifiable. For
“perfect” spaces where r = ΠΣ+1 and for which σr(SC) is nondefective, a generic A ∈ σr(SC) = CΠ has
|f †(A)/ ∼ | = k, where k is expected to be strictly larger than 1 according to [44].
Closely related with generic r-identifiability is the a priori weaker notion of robust r-identifiability,
which was recently explored in [7].
Definition 1 (Robust r-identifiability). A rank-r tensor A ∈ σ0r (SF) is said to be robustly r-identifiable
if it is a regular point of σ0r (SF) and there exists an open neighborhood N of A such that
∀B ∈ N ⊂ σ0r (SF) : |f †(B)/ ∼ | = 1.
Notice that the assumption on the regularity of A ensures that Terracini’s matrix coincides with the
Zariski tangent space and that (an open semi-algebraic subset of) the open neighborhood N is Nash
diffeomorphic with a semi-algebraic subset of Fr(Σ+1) [13, Section 2.9]. Robust r-identifiability is a
most convenient technical assumption for defining a condition number of the tensor rank decomposition
problem. In fact, if a tensor is not robustly r-identifiable, then I will define the condition number to be
∞. Fortunately, the technical assumption on robust r-identifiability is very mild because of the following
result.
Lemma 3. Let SF be a generically r-identifiable Segre variety, and let Z be the Zariski-closed locus
where r-identifiability fails. Then, every A ∈ σ0r (SF) \ Z is robustly r-identifiable.
Proof. Since σr(SF) lives in a Euclidean space there exists a minimum distance δ > 0 from a fixed point
A ∈ σ0r (SF) \ Z to the Euclidean-closed set Z. Taking the Euclidean-open ball Bδ of radius δ around A
by definition does not intersect Z. Hence, Bδ ∩ σ0r(SF) ⊂ σ0r (SF) \ Z contains only r-identifiable points
and the radius δ > 0 can be chosen so that it contains only one connected component, concluding the
proof. 
One may wonder why I choose to introduce this technical restriction for defining a condition number.
After all, condition numbers could also be defined for set-valued maps g by defining a reasonable
premetric for measuring distances between sets. I believe there are some reasons that justify the approach
developed in this paper. The first reason is very pragmatic and common in (semi)algebraic geometry:
the tensors that are not robustly r-identifiable are expected to be contained in a semi-algebraic set
of codimension at least 1 in σr(SF) by Conjecture 2 and Lemma 3, so that the definition is valid
generically. In other words, if SF is a generically r-identifiable Segre variety and one samples a random
rank-r decomposition A ∈ σ0r (SF) from any probability distribution whose support is not contained
in the Zariski-closed locus Z where r-identifiability fails, then A is both robustly r-identifiable and
its condition number is well-defined with probability 1. Another reason is that the condition number
admits a completely straightforward interpretation for robustly r-identifiable tensors: it asymptotically
measures the ratio of the forward error and the backward error as in (3) with respect to some premetric
that will be defined in the next section. It admits this straightforward interpretation because f †(A)/ ∼
locally behaves like an invertible function when A is robustly r-identifiable. A third motivation concerns
the technique that I employed for defining the condition number in Theorem 7: it is inherently local.
Hence, if A is robustly r-identifiable, a local analysis of one of the solutions x ∈ f †(A) suffices for
understanding the global behavior of all solutions f †(A) in a neighborhood of A. Finally, since many
σr(SF) are generically r-identifiable, it is sensible to redefine the tensor rank decomposition problem as
the problem of finding the unique element in f †(A)/ ∼ for a given A ∈ σ0r (SF). Then, the set of tensors
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that admit multiple tensor rank decompositions are defined to be the ill-posed inputs. I should mention
that this leads to a very natural alternative definition of a condition number, namely the minimum
distance to an ill-posed input in the spirit of, e.g., [15,34]. However, I will not pursue this interpretation
of the proposed condition number in the present paper.
4. A suitable distance measure
In interpreting the Nth largest singular value of Terracini’s matrix as a condition number, as is stated
in Theorem 1, understanding the influence of the part of the kernel given by (5) is crucial. Consider the
following concrete situation. Let b = (a,b, c) ∈ Fn1 ×Fn2 ×Fn3 be a representative of the rank-1 tensor
f(p) = a ⊗ b ⊗ c, where p = vec(b). Suppose that the vectorized factor matrices p are perturbed by
the vector ∆ǫ =
[
ǫaT −ǫbT 0]T , which is contained in the span of K, where K is the specific basis
in (5). Then,
p =
ab
c
 and pǫ = p+∆ǫ =
(1 + ǫ)a(1− ǫ)b
c
 .
For simplicity, let us assume that ‖a‖ = ‖b‖ = ‖c‖ = 1. Then,
‖p− pǫ‖ =
√
2ǫ while ‖f(p)− f(pǫ)‖ = ‖a⊗ b⊗ c− (1 + ǫ)(1 − ǫ)a⊗ b⊗ c‖ = ǫ2.
This implies that if we would consider the condition number (2) with respect to the usual Euclidean
norm, then we find that this particular perturbation bounds the relative condition number of the rank
decomposition problem at p from below by
κ2,2 ≥ lim
ǫ→0
‖p− pǫ‖ · ‖f(p)‖
‖f(p)− f(pǫ)‖ · ‖p‖ = limǫ→0
√
2√
3
ǫ−1 →∞.
That is, a perturbation in the direction of the kernel results in an unbounded condition number, as was
to be expected because the kernel originates from the group action of T . Perturbations ∆ǫ ∈ range(K)
of sufficiently small norm thus behave like a rescaling. Since rank-1 tensors are determined uniquely up
to the action of T , it seems a natural desire to ignore this action. Acting on this idea, suppose that we
choose a different representative of f(pǫ) by exploiting the additional freedom offered by T . Consider
the following representative
p′ǫ = diag(1− ǫ, (1− ǫ)−1, 1)pǫ =
(1 − ǫ2)ab
c
 ∈ T pǫ.
Now ‖f(p)− f(p′ǫ)‖ = ǫ2, while ‖p− p′ǫ‖ = ǫ2, implying that the condition number should be
κ ≥ lim
ǫ→0
ǫ2
ǫ2
√
3
=
1√
3
.
It will be shown in Proposition 12 that the relative condition number with respect to the distance
measure that will be introduced shortly is, in fact, equal to 1√
3
.
The foregoing example essentially illustrates that we cannot meaningfully define the condition number
of the tensor rank decomposition with respect to the standard Euclidean distance. With this metric, the
condition number is always unbounded. However, the example also suggests that exploiting the action
of T is crucial for obtaining a bounded condition number. I propose employing the following measure
of distance for defining a condition number of the tensor rank decomposition.
Definition 2. Let bi = (a
1
i , a
2
i , . . . , a
d
i ) and b
′
i = (c
1
i , c
2
i , . . . , c
d
i ) be two set of representatives of the
rank-1 tensors pi = Seg(bi) and qi = Seg(b
′
i) respectively for i = 1, . . . , r. Let p = vecr(b1, b2, . . . , br)
and q = vecr(b′1, b
′
2, . . . , b
′
r). The distance d(p,q) between the vectorized factor matrices p and q is
defined as the least Euclidean distance between p and the T -orbit of q:
d(p,q) = inf
T∈T
‖p− Tq‖.
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Proposition 4. Let bi, b
′
i, p and q be as in Definition 2. Then, the infimum is always attained:
d(p,q) = min
T∈T
‖p− Tq‖ ≥ 0.
Moreover, the distance d(p,q) = d(q,p) = 0 if and only if p ∼ q.
Proof. First note that g(T ) = ‖p−Tq‖ is a coercive function in the parameters defining T ∈ T , so that
for a fixed input the minimizer of the optimization problem is always attained. Indeed, since I ∈ T , it
follows that the optimal (P ⊗ IΣ+d)B ∈ T satisfies
‖p− (P ⊗ IΣ+d)Bq‖2 =
r∑
i=1
‖ vec(bi)−Dπi vec(b′πi)‖2
=
r∑
i=1
d∑
k=2
‖aki − θk,πickπi‖2 +
r∑
i=1
‖a1i − (θ2,πi · · · θd,πi)−1c1πi‖2
≤ ‖p− q‖2 <∞
where B = diag(D1, . . . , Dr), Di = diag(θ
−1
2,i · · · θ−1d,i In1 , θ2,iIn2 , . . . , θd,iInd) and π is the permutation
represented by the permutation matrix P ∈ Fr×r. Since we have a sum of positive reals, it follows that
all |θk,i| are uniformly bounded from above by some positive constant C, and, hence there is also a
uniform lower bound 0 < c. So we may optimize θk,i over the bounded intervals [−C,−c]∪ [c, C] leading
to the conclusion that the infimum is attained.
The claim about d(p,q) = 0 is trivial. 
Note in the foregoing proposition that if q′ ∈ T q then d(p,q′) = d(p,q). In particular, if A is an
r-identifiable tensor, then the slightly abused notation d(p, f †(A)) is well-defined.
The distance measure in Definition 2 may seem artificial, however it naturally measures the error
between a given set of vectorized factor matrices p ∈ Fr(Σ+d) and a solution of the rank decomposition
problem—whose solution is only determined up to the action of T . The cpderr function in the popular
Tensorlab [68] software package for Matlab, for instance, computes the error in a similar way. Let
pi = (a
1
i , a
2
i , . . . , a
d
i ) and qi = (b
1
i ,b
2
i , . . . ,b
d
i ), i = 1, . . . , r, be two set of representatives, and then
let Ak = [akj ]
r
j=1 and B
k = [bkj ]
r
j=1 be the corresponding set of factor matrices, where k = 1, . . . , d.
Then, Tensorlab measures the error between two sets of factor matrices (A1, . . . , Ad) and (B1, . . . , Bd)
as follows: it returns a d-tuple (ξ1, ξ2, . . . , ξd) in which ξi = ‖Ai − BiDiP‖, where Di is a diagonal
matrix and P is a permutation matrix. Tensorlab does not enforce D1D2 . . . Dd = Ir, however if this
additional constraint is imposed then a natural measures of the overall error, treating each of the factors
equally, is
√
ξ21 + ξ
2
2 + · · ·+ ξ2d = d(a,b), where a = vecr(p1, p2, . . . , pr) and b = vecr(q1, q2, . . . , qr).
Before concluding this section, it is natural to wonder whether we could eliminate the scaling inde-
terminacies on both representatives in Definition 2 by considering
d̂(p,q) = inf
T1,T2∈T
‖T1p− T2q‖,
which is essentially a premetric on the quotient space Fr(Σ+1)/T and has some additional appeal because
at least it is symmetric, i.e., d̂(p,q) = d̂(q,p). However, I believe that this particular choice will not
lead to a sensible definition of a condition number because the Hausdorff separation property is lost,
i.e., d̂(p,q) = 0 even when p 6∼ q and f(p) 6= f(q). The reason is that the set over which we optimize
is not closed, and this time the two matrices can counteract each other. The simplest example of this
phenomenon are the following representatives of two distinct rank-1 tensors
p =
a1a2
c
 and q =
b1b2
c
 .
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Choosing T1 = T2 = diag(θ, θ, θ
−2), we find
lim
θ→0
∥∥∥∥∥∥
 θa1 − θb1θa2 − θb2
θ−2c− θ−2c
∥∥∥∥∥∥ = limθ→0
∥∥∥∥∥∥
θa1 − θb1θa2 − θb2
0
∥∥∥∥∥∥→ 0,
hence d̂(p,q) = 0 while f(p) = a1 ⊗ a2 ⊗ c 6= b1 ⊗ b2 ⊗ c = f(q). That is, the orbits T p and T q meet
at infinity.
5. The Iterated Scaling Lemma
We are now in a position to state the main technical result in connection to Terracini’s matrix that
we will need for deriving the condition number with respect to the distance measure in Definition 2.
It states that a perturbation of a representative pi of a rank-1 tensor in the direction of the kernel of
Terracini’s matrix may always be interpreted as choosing a new representative of that rank-1 tensor
Seg(pi) ∈ SF plus a small perturbation ∆ that is contained in the column span of Terracini’s matrix.
In the formulation and proof of the following lemma, I will slightly abuse notation for brevity, writing
q ∈ Dp when I mean vec(q) ∈ D vec(p) with q, p ∈ Fn1 × · · · × Fnd .
Lemma 5 (Iterated Scaling). Let SF be a Segre variety. For i = 1, 2, . . . , r, let
pi = (a
1
i , . . . , a
d
i ), ∇i = (n1i , . . . ,ndi ), and qi = pi +∇i = (a1i + n1i , . . . , adi + ndi ),
where Seg(pi), Seg(qi) ∈ SF. Assume that the perturbation ∇ = vecr(∇1,∇2, . . . ,∇r) is of sufficiently
small norm:
‖∇‖ ≤ 1
2
λ−1 =
1
2d+4(d− 1)3/2 · min1≤i≤r min2≤k≤d
(‖a1i ‖−1‖aki ‖2).(7)
If Terracini’s matrix Tp associated with the vectorized factor matrices p = vecr(p1, . . . , pr) has rank
r(Σ + 1) and if ∇ is contained in its kernel, i.e.,
Tp∇ = 0,
then there is a representative p˙i ∈ Dpi such that pi+∇i = qi = p˙i+∆i where ∆i = vec(∆i) ∈ span(Ki)⊥,
and ‖∆i‖ ≤ 2λ‖∇i‖2 ≤ ‖∇i‖ with ∇i = vec(∇i) and Ki as in (5). In other words, there exists a
factorization
p+∇ = p˙+∆,
for which
p˙ ∼ p, ∆ ∈ span(K)⊥, and ‖∆‖ ≤ 2λ‖∇‖2 ≤ ‖∇‖,
where K is as in (5).
Proof. We prove the assertion by proving the existence of a linearly convergent sequence of representa-
tives p
(k)
i ∈ Dpi, k = 1, 2, . . ., with the following properties
qi − p(k)i = ∆(k)i +∇(k)i ,(H0a)
where
∆
(k)
i = vec(∆
(k)
i ) ∈ span(Ki)⊥ and ∇(k)i = vec(∇(k)i ) ∈ span(Ki).
The sequence will be constructed in such a way that
lim
k→∞
‖∇(k)i ‖ → 0.(H0b)
As ∇
(k)
i is contained in a finite-dimensional subspace of F
Σ+d, it follows immediately that ∇
(k)
i → 0 as
k → ∞. Under the assumptions of the lemma both p(k)i = vec(p(k)i ) and ∆(k)i will be shown to be of
uniformly bounded norm, so that at least a convergent subsequence exists for which both
lim
k→∞
∆
(k)
i →∆i = vec(∆i) and lim
k→∞
p
(k)
i → p˙i = vec(p˙i)
are well defined. So it remains to prove that a sequence satisfying hypotheses (H0a) and (H0b) exists.
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Part I: A recurrence relation. Let p
(1)
i = pi and ∆
(1)
i = 0, and define ∇(1)i = ∇i. Since ∇(1) =
vecr(∇(1)1 , . . . ,∇(1)r ) =∇ is contained in the kernel, we have
Tp∇
(1) =
r∑
i=1
Ti∇
(1)
i = 0,
where Tp and Ti are as in (4). Suppose that Ti∇
(1)
i 6= 0, so that ∇(1)i would not be contained in
the span of Ki. Then Tp’s rank would be strictly less than the expected value r(Σ + 1), which is a
contradiction. Consequently, the base case k = 1 of (H0a) is true. Assume now that the statement is
true for all l = 1, 2, . . . , k, and then we show that it holds for k + 1 as well. Since Ki is a basis of the
kernel of Ti, we can express
∇
(k)
i =
[
k2i · · · kdi
]
v
(k)
i = Kiv
(k)
i(8)
for some v
(k)
i ∈ Fd−1. By hypothesis (H0a), p(k)i ∈ Dpi, so that we can write it explicitly as
p
(k)
i = (γ
(k)
1,i a
1
i , γ
(k)
2,i a
2
i , . . . , γ
(k)
d,i a
d
i );(9)
clearly this is true with γ
(1)
j,i = 1 for the base case, and will follow shortly for the induction step as well.
Consider the perturbed representative p
(k)
i + ∇(k)i . By writing this perturbation ∇(k)i with respect to
the particular basis Ki of the kernel of Ti as in (8), we find that
z
(k)
i = p
(k)
i +∇(k)i =
(
(γ
(k)
1,i + v
(k)
2,i + · · ·+ v(k)d,i )a1i , (γ(k)2,i − v(k)2,i )a2i , . . . , (γ(k)d,i − v(k)d,i )adi
)
,(10)
where v
(k)
j,i denotes the (j − 1)th element of v(k)i . Consequently, Seg(z(k)i ) and Seg(p(k)i ) are linearly
dependent, i.e., multiples of each other. I claim that the following representative
p
(k+1)
i =
( d∏
j=2
(γ
(k)
j,i − v(k)j,i )−1a1i , (γ(k)2,i − v(k)2,i )a2i , . . . , (γ(k)d,i − v(k)d,i )adi
)
∈ Dpi(11)
will induce the required sequence. Define
z
(k)
i − p(k+1)i =
((
γ
(k)
1,i +
d∑
j=2
v
(k)
j,i −
d∏
j=2
(γ
(k)
j,i − v(k)j,i )−1
)
a1i , 0, . . . , 0
)
= ∇(k+1)i + ∆̂(k+1)i ,(12)
where the factorization is such that ∇
(k+1)
i ∈ span(Ki) and vec(∆̂(k+1)i ) ∈ span(Ki)⊥. Then,
z
(k)
i = p
(k)
i +∇(k)i = p(k+1)i +∇(k+1)i + ∆̂(k+1)i .
Since this must be inductively true for l = 1, 2, . . . , k, we find that
qi = z
(1)
i = p
(k+1)
i +∇(k+1)i +
k+1∑
j=2
∆̂
(j)
i = p
(k+1)
i +∇(k+1)i +∆(k+1)i .(13)
This proves (H0a).
Part II: Convergence. It only remains to show (H0b), i.e., the sequence of ∇
(k)
i ’s converges to the
zero vector. We demonstrate that
‖∇(k)i ‖ ≤ λk−1‖∇i‖k for some constant λ ∈ R, 0 < λ;(H1)
for the base case k = 1 this is readily true as ∇
(1)
i =∇i by definition. We may assume the truth of the
above statement for l = 1, 2, . . . , k. From (12) it immediately follows that
‖∇(k+1)i ‖ ≤ ‖z(k)i − p(k+1)i ‖ = ‖a1i ‖ ·
∣∣∣∣γ(k)1,i + d∑
j=2
v
(k)
j,i −
d∏
j=2
(γ
(k)
j,i − v(k)j,i )−1
∣∣∣∣,
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where z
(k)
i = vec(z
(k)
i ). Our efforts will be focused on showing that the right hand side is bounded
by λk‖∇i‖k+1. As an intermezzo, note that the boundedness of ‖∆(k+1)i ‖ would then follow from the
observation that
‖∆(k+1)i ‖ ≤
k+1∑
j=2
‖∆̂(j)i ‖ ≤
k∑
j=1
‖z(j)i − p(j+1)i ‖ ≤
k∑
j=1
λj‖∇i‖j+1 ≤ λ−1
∞∑
j=1
(λ‖∇i‖)j+1 = λ ‖∇i‖
2
1− λ‖∇i‖ ,
provided that λ‖∇i‖ < 1 but this will be satisfied by our assumptions. The boundedness of p(k)i is then
an immediate consequence of (13) and the uniform boundedness of qi = vec(qi), ∇
(k+1)
i and ∆
(k+1)
i .
In fact, since we will assume (B3), i.e., λ‖∇i‖ ≤ 12 , it follows that ‖∆(k+1)i ‖ ≤ 2 · 12‖∇i‖, which already
proves the bound on ‖∆i‖.
For bounding ‖z(k)i − p(k+1)i ‖ from above, we proceed as follows. During our derivations, we will
assume some additional convenient constraints on certain quantities; they will be considered more
carefully in the next part. Consider the coefficient of a1i in (12). First, a bound on the v
(k)
j,i ’s is obtained
as follows. Since Ki ∈ F(Σ+d)×(d−1) is a basis for the kernel of Ti it has linearly independent columns.
Therefore, the Moore–Penrose pseudoinverse is K†i = (K
H
i Ki)
−1KHi , and as ∇
(k)
i ∈ span(Ki) one has
∇
(k)
i = KiK
†
i∇
(k)
i , because KiK
†
i is a projector onto the column span of Ki; so v
(k)
i = K
†
i∇
(k)
i . If
ςi(A) denotes the ith largest singular value of A ∈ Fm×n and λi(A) denotes the ith largest eigenvalue
of a Hermitian matrix A ∈ Fm×m, then it is well-known that
‖K†i ‖2 = ς1(K†i ) =
(
ςd−1(Ki)
)−1
=
(
λd−1(KHi Ki)
)− 12 .
One may verify by direct computation that
KHi Ki = diag(‖a2i ‖2, ‖a3i ‖2, . . . , ‖adi ‖2) + ‖a1i ‖211T ,
where 1 is a vector of length d − 1 containing only ones. From [81, Section 2.41] it follows that the
eigenvalues of KHi Ki satisfy
λj(K
H
i Ki) ≥ λj
(
diag(‖a2i ‖2, ‖a3i ‖2, . . . , ‖adi ‖2)
)
, j = 1, 2, . . . , d− 1,
so in particular we can conclude that
‖K†i ‖2 ≤
(
min
2≤k≤d
‖aki ‖
)−1
= χi.(14)
We can now bound the (j − 1)th element v(k)j,i , j = 2, 3, . . . , d, of v(k)i as follows:
|v(k)j,i | ≤ ‖v(k)i ‖ ≤ ‖K†i ‖2‖∇(k)i ‖ ≤ χi‖∇(k)i ‖ ≤ χiλk−1‖∇i‖k,(15)
where the last step is due to the induction hypothesis (H1).
For convenience, we define
ǫ
(k)
j,i =
k∑
ℓ=1
v
(ℓ)
j,i and ǫ
(0)
j,i = 0,
so that
|ǫ(k)j,i | ≤
k∑
ℓ=1
|v(ℓ)j,i | ≤ χiλ−1
k∑
ℓ=1
(λ‖∇i‖)ℓ ≤ χiλ−1
∞∑
ℓ=1
(λ‖∇i‖)ℓ = χi‖∇i‖
1− λ‖∇i‖ = C
′
i;(16)
the second inequality is by the induction hypothesis, and the penultimate equality holds for λ‖∇i‖ < 1,
which will be satisfied by our assumptions. We additionally assume the following bound
C′i ≤
1
2(d− 1) ,(B0)
which will be investigated in more detail later. Then, for j = 2, 3, . . . , d we find from (9) and (11) that
γ
(k+1)
j,i = γ
(k)
j,i − v(k)j,i = · · · = γ(1)j,i −
k∑
ℓ=1
v
(ℓ)
j,i = 1− ǫ(k)j,i , j = 2, 3, . . . , d.(17a)
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By induction, the above formula also applies for γ
(ℓ)
j,i with ℓ = 1, 2, . . . , k. For j = 1 we have
γ
(k+1)
1,i =
d∏
j=2
(
γ
(k)
j,i − v(k)j,i
)−1
=
d∏
j=2
(
1− ǫ(k−1)j,i − v(k)j,i
)−1
=
d∏
j=2
(
1− ǫ(k)j,i
)−1
,(17b)
which by induction is also true for γ
(ℓ)
1,i with ℓ = 1, 2, . . . , k. With the above observations, the coefficient
of a1i in (12) may be written as
γ
(k)
1,i +
d∑
j=2
v
(k)
j,i − γ(k+1)1,i =
d∏
j=2
(
1− ǫ(k−1)j,i
)−1
+
d∑
j=2
v
(k)
j,i −
d∏
j=2
(
1− ǫ(k−1)j,i − v(k)j,i
)−1
.(18)
For proceeding, we will need some fairly convoluted series expansions; however, the key idea revolves
around expanding (1−x)−1 with x ≈ 0 by a Maclaurin series. Since we will be confronted with products
of such expansions, it is worthwhile to recall the following general formula:
n∏
j=1
(1 − xj)−1 =
n∏
j=1
∞∑
κ=0
xκj =
∞∑
κ=0
∑
‖ℓ‖1=κ
n∏
j=1
x
ℓj
j ,(19)
where ℓ = [ ℓ1 ℓ2 ··· ℓn ] ∈ Nn and ‖ℓ‖1 =
∑n
j=1 |ℓj | is the 1-norm of ℓ; in the expression it is assumed
that |xj | < 1 so that all expansions, including their products, are absolutely convergent. The last term
in (18) can be rewritten as follows:
Z =
d∏
j=2
(
1− ǫ(k−1)j,i − v(k)j,i
)−1
=
d∏
ℓ=2
(
1− ǫ(k−1)ℓ,i
)−1 d∏
j=2
1− ǫ(k−1)j,i
1− ǫ(k−1)j,i − v(k)j,i
=
d∏
ℓ=2
(
1− ǫ(k−1)ℓ,i
)−1 d∏
j=2
(
1− v
(k)
j,i
1− ǫ(k−1)j,i
)−1
=
d∏
ℓ=2
(
1− ǫ(k−1)ℓ,i
)−1 ∞∑
κ=0
∑
‖ℓ‖1=κ
d∏
j=2
( v(k)j,i
1− ǫ(k−1)j,i
)ℓj
,
where the last step was by (19), which requires that
|v(k)j,i | < |1− ǫ(k−1)j,i |;(B1)
this hypothesis will be investigated later. Let us write Z = S0 + S1 + S∞, where
S0 =
d∏
j=2
(
1− ǫ(k−1)j,i
)−1
= γ
(k)
1,i ,
S1 =
d∏
ℓ=2
(
1− ǫ(k−1)ℓ,i
)−1 · d∑
j=2
v
(k)
j,i
1− ǫ(k−1)j,i
, and
S∞ =
d∏
ℓ=2
(
1− ǫ(k−1)ℓ,i
)−1 · ∞∑
κ=2
∑
‖ℓ‖1=κ
d∏
j=2
( v(k)j,i
1− ǫ(k−1)j,i
)ℓj
.
We will need to apply (19) again to S1 for obtaining the desired result.
S1 =
d∑
j=2
v
(k)
j,i
(
1 +
ǫ
(k−1)
j,i
1− ǫ(k−1)j,i
)
·
d∏
ℓ=2
(
1− ǫ(k−1)ℓ,i
)−1
=
d∑
j=2
v
(k)
j,i
(
1 +
ǫ
(k−1)
j,i
1− ǫ(k−1)j,i
)
·
(
1 +
∞∑
κ=1
∑
‖ℓ‖1=κ
d∏
l=2
(
ǫ
(k−1)
l,i
)ℓl)
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=
d∑
j=2
v
(k)
j,i︸ ︷︷ ︸
S′1
+
d∑
j=2
v
(k)
j,i
( ∞∑
κ=1
∑
‖ℓ‖1=κ
d∏
l=2
(
ǫ
(k−1)
l,i
)ℓl)
︸ ︷︷ ︸
S′′1
+
d∑
j=2
v
(k)
j,i
ǫ
(k−1)
j,i
1− ǫ(k−1)j,i
·
d∏
ℓ=2
(
1− ǫ(k−1)ℓ,i
)−1
︸ ︷︷ ︸
S′′′1
.
It is now clear that
(18) = S0 + S
′
1 − Z = S0 + S′1 − (S0 + S′1 + S′′1 + S′′′1 + S∞) = −(S′′1 + S′′′1 + S∞).
If we could show that the last inequality in
|(18)| = |S′′1 + S′′′1 + S∞| ≤ |S′′1 |+ |S′′′1 |+ |S∞| ≤ ‖a1i ‖−1λk‖∇i‖k+1
holds, then the proof of (H1) would be concluded. We proceed along this line. From (16),
1− ǫ(k−1)j,i ≥ 1− |ǫ(k−1)j,i | ≥ 1− C′i,
and as |ǫ(k−1)j,i | ≤ 12 by (B0), it follows that∣∣1− ǫ(k−1)j,i ∣∣−1 = (1− ǫ(k−1)j,i )−1 ≤ (1− C′i)−1 = Ci;
this bound is uniform in the sense that it depends neither on j nor k. Consequently,∣∣∣∣∣ ∑‖ℓ‖1=κ
d∏
j=2
( v(k)j,i
1− ǫ(k−1)j,i
)ℓj ∣∣∣∣∣ ≤ Cκi ∑‖ℓ‖1=κ
d∏
j=2
∣∣v(k)j,i ∣∣ℓj ≤ Cκi ‖v(k)i ⊗ · · · ⊗ v(k)i ‖1
≤ Cκi (d− 1)κ/2‖v(k)i ‖κ,(20)
where the second step is because every ℓ with ‖ℓ‖1 = κ can be identified with the multi-index
(1, . . . , 1︸ ︷︷ ︸
ℓ1
, 2, . . . , 2︸ ︷︷ ︸
ℓ2
, . . . , d− 1, . . . , d− 1︸ ︷︷ ︸
ℓd−1
)
whose length is κ. From this identification, it follows that the symmetric part of v
(k)
i ⊗· · ·⊗v(k)i contains
precisely all summands of
∑
‖ℓ‖1=κ
∏d
j=2
∣∣v(k)j,i ∣∣ℓj . As a result, S∞ can be bounded as follows
|S∞| ≤ Cd−1i
∞∑
κ=2
(
Ci
√
d− 1‖v(k)i ‖
)κ ≤ Cd+1i (d− 1)χ2iλ2k−2‖∇i‖2k
1− Ci
√
d− 1χiλk−1‖∇i‖k
,
where (15) was used to bound ‖v(k)i ‖ in the second inequality; herein, we assumed that
Ci
√
d− 1χiλk−1‖∇i‖k ≤ 1
2
(B2)
so that the series is convergent. In an analogous fashion as in the derivation of (20), one finds∣∣∣ ∑
‖ℓ‖1=κ
d∏
j=2
(
ǫ
(k−1)
j,i
)ℓj ∣∣∣ ≤ ‖ǫ(k−1)i ⊗ · · · ⊗ ǫ(k−1)i ‖1 ≤ (d− 1)κ/2‖ǫ(k−1)i ‖κ ≤ ((d− 1)C′i)κ,(21)
where ǫ
(k)
i =
[
ǫ
(k−1)
2,i ··· ǫ(k−1)d,i
]
and the last step is due to (16). Then, the bound for S′′1 is
|S′′1 | ≤
d∑
j=2
∣∣v(k)j,i ∣∣ · ( ∞∑
κ=1
(
(d− 1)C′i
)κ)
=
(d− 1)C′i
1− (d− 1)C′i
d∑
j=2
∣∣v(k)j,i ∣∣ = (d− 1)C′i1− (d− 1)C′i ‖v(k)i ‖1;
the Maclaurin series is convergent because of (B0). We continue with a bound for S′′′1 :
|S′′′1 | ≤
d∑
j=2
|v(k)j,i |C′iCi
d∏
ℓ=2
|1− ǫℓ,i,k−1|−1 ≤ C′iCdi
d∑
j=2
|v(k)j,i | = C′iCdi ‖v(k)i ‖1.
It follows from the foregoing two bounds that
|S′′1 |+ |S′′′1 | ≤
( (d− 1)C′i
1− (d− 1)C′i
+ C′iC
d
i
)
‖v(k)i ‖1 ≤ C′i
√
d− 1
( d− 1
1− (d− 1)C′i
+ Cdi
)
χiλ
k−1‖∇i‖k
18 NICK VANNIEUWENHOVEN
≤
( d− 1
1− (d− 1)C′i
+ Cdi
) χ2i√d− 1
1− λ‖∇i‖λ
k−1‖∇i‖k+1,
where we used ‖v(k)i ‖1 ≤
√
d− 1‖v(k)i ‖ and (15). Let ζ = d−11−(d−1)C′i + C
d
i . Combining the above with
the bound for S∞, we get
|(18)| ≤ χ2i
√
d− 1
( ζ
1− λ‖∇i‖ +
Cd+1i
√
d− 1λk−1‖∇i‖k−1
1− Ci
√
d− 1χiλk−1‖∇i‖k
)
λk−1‖∇i‖k+1.
Therefore, it suffices to demonstrate that the right hand side in the above expression is less than
‖a1i ‖−1λk‖∇i‖k+1. So, it suffices showing that
‖a1i ‖χ2i
√
d− 1
( ζ
1− λ‖∇i‖ +
Cd+1i
√
d− 1λk−1‖∇i‖k−1
1− Ci
√
d− 1χiλk−1‖∇i‖k
)
≤ λ.(22)
Let us assume additionally that
λ‖∇i‖ ≤ 1
2
.(B3)
Then, by exploiting (B0), (B2), and (B3), it follows that (22) is implied by the following inequality
‖a1i ‖χ2i
√
d− 1(4(d− 1) + 2d+1 + 2d−k+3√d− 1) ≤ λ.(B4)
Note that λ > 0 is a free parameter, i.e., it is not specified as input to the lemma, so it can simply be
chosen so as to satisfy the above inequality. For instance, let us choose
λ = 2d+3(d− 1)3/2 · max
1≤i≤r
(
χ2i ‖a1i ‖
)
.
Provided that (B0), (B1), (B2), (B3) and (B4) are true, this proves (H1), which implies (H0b).
Part III: Eliminating assumptions. For concluding the proof, we show that (7) implies (B0), (B1),
(B2) and (B3). The assumption (B0) can be eliminated as follows:
(B0) ⇔ ‖∇i‖
1− λ‖∇i‖ ≤
1
2(d− 1)χ
−1
i ⇐
(
‖∇i‖ ≤ 1
4(d− 1)χ
−1
i
)
∧ (B3),
where ∧ denotes the logical conjunction. The last statement also implies (B1), because we have
(B1) ⇐ χiλk−1‖∇i‖k < 1− χi‖∇i‖
1− λ‖∇i‖ ⇐
(
χi‖∇i‖ < 1− χi‖∇i‖
1− λ‖∇i‖
)
∧ (B3)
⇐
(
χi‖∇i‖
(
1 +
1
1− λ‖∇i‖
)
< 1
)
∧ (B3)
⇐
(
‖∇i‖ ≤ 1
3
χ−1i
)
∧ (B3).
The elimination of (B2) proceeds as follows:
(B2) ⇔ λk−1‖∇i‖k ≤ 1
2
√
d− 1Ci
χ−1i ⇐
(
‖∇i‖ ≤ 1
4
√
d− 1χ
−1
i
)
∧ (B0) ∧ (B3)
⇐
(
‖∇i‖ ≤ 1
4(d− 1)χ
−1
i
)
∧ (B3).
It follows that (B3), or, equivalently, ‖∇i‖ ≤ 12λ−1 is the strongest bound, because we have
‖∇i‖ ≤ 1
2
λ−1 =
1
2d+2
√
d− 1 ·
1
4(d− 1) min1≤i≤r
(‖a1i ‖−1χ−2i ) < 14(d− 1)χ−1i < 13χ−1i ,
where we exploited ‖a1i ‖−1χ−1i = ‖a1i ‖−1min2≤k≤d ‖aki ‖ ≤ ‖a1i ‖‖a1i ‖−1 = 1. Thus, (B3) implies the
assumptions (B0), (B1), (B2), (B3), (B4) as well as the hypotheses (H0a), (H0b) and (H1) for all
i = 1, 2, . . . , r simultaneously, hereby concluding the main proof.
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Part IV: Alternative formulation. It is clear that taking
∆T =
[
∆T1 · · · ∆Tr
]
and p˙T =
[
vec(p˙1)T · · · vec(p˙r)T
]
satisfies p˙ ∼ p and ‖∆‖ ≤ ‖∇‖. By assumption, the columns of K form a basis of the kernel of Tp.
Hence, the Moore–Penrose pseudoinverse of K is K† = (KHK)−1KH . As KK† is a projector onto the
column span of K, the claim ∆ ∈ span(K)⊥ is equivalent with KK†∆ = 0. Since
KH∆ =
r∑
i=1
KHi ∆i = 0,
the proof is concluded. 
As can be understood from Part I in the proof of the Iterated Scaling Lemma, there even exists an
iterative algorithm for obtaining the desired factorization. The lemma essentially proves that it always
converges for sufficiently small input perturbations ∇. An implementation of this algorithm is included
in the ancillary files accompanying this paper; some numerical experiments illustrating the Iterated
Scaling Lemma will be presented in Section 9.1.
A consequence of the proof of Lemma 5 is that Terracini’s matrix in the new representatives p˙i is not
very different from Terracini’s matrix in the original unperturbed representatives pi.
Corollary 6. Let all the assumptions of Lemma 5 hold, and let∇, pi and p˙i be as in Lemma 5. Let Tp be
Terracini’s matrix (4) in p = vecr(p1, . . . , pr), and let Tp˙ be Terracini’s matrix in p˙ = vecr(p˙1, . . . , p˙r).
Then,
Tp˙ = TpD˙ = Tp(I + E˙),
where the diagonal matrix D˙ tends to the identity as ‖∇‖ tends to zero; specifically, there is a constant
C > 0 such that ‖E˙‖2 = ‖D˙ − I‖2 ≤ C‖∇‖.
Proof. Consider the definition of the representative p
(k)
i in (9). The limit for k →∞ can be written as
p˙i = lim
k→∞
p
(k)
i =
(
a1i · lim
k→∞
d∏
j=2
(
1− ǫ(k)j,i
)−1
, a2i · lim
k→∞
(
1− ǫ(k)2,i
)
, . . . , adi · lim
k→∞
(
1− ǫ(k)d,i
))
= (γ1,ia
1
i , γ2,ia
2
i , . . . , γd,ia
d
i )(23)
because of (17). Note that the series
γj,i = 1− ǫ(∞)j,i = 1−
∞∑
k=1
v
(k)
j,i > 0, j = 2, 3, . . . , d,(24)
are absolutely convergent because the terms in the infinite sequences may be bounded as in (15), and
the sum χiλ
−1∑∞
k=1(λ‖∇‖)k is absolutely convergent because of (B3). Since
γ1,i = (γ2,iγ3,i · · · γd,i)−1,(25)
the above γj,i yield the explicit expressions for the coefficients of p˙i. Notice that the above furnishes
an alternative proof that the sequence of p
(k)
i ’s converges. It follows immediately from the definition of
Terracini’s matrix in (4) that we can write
T˙i = Ti · diag
(
In1 ·
d∏
j=1
j 6=1
γj,i, . . . , Ind ·
d∏
j=1
j 6=d
γj,i
)
= Ti · diag
(
γ−11,i In1 , γ
−1
2,i In2 , . . . , γ
−1
d,i Ind
)
= TiD˙i,
so that Terracini’s matrix Tp˙ in the points p˙i is given by
Tp˙ =
[
T˙1 · · · T˙r
]
= Tp · diag(D˙1, D˙2, . . . , D˙r) = TpD˙.
From the definition of D˙ it suffices demonstrating that |γ−1j,i − 1| ≤ C‖∇‖. For j = 2, 3, . . . , d, we have
|γ−1j,i − 1| = |(1− ǫ(∞)j,i )−1 − 1| ≤
∞∑
κ=1
|ǫ(∞)j,i |κ ≤
∞∑
κ=1
(2χi‖∇i‖)κ ≤ 4‖∇‖ max
1≤i≤r
χi,(26)
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where in the second equality we used (16) and (B3), and where in the last step we used 2χi‖∇i‖ ≤ 12
which is true because of (B3). The case of j = 1 is due to
|γ−11,i − 1| =
∣∣∣−1 + d∏
j=2
(
1− ǫ(∞)j,i
)∣∣∣ = ∣∣∣−1 + 1 + d∑
κ=1
∑
‖ℓ‖1=κ,
ℓ≤1
(−1)κ
d∏
j=2
(
ǫ
(∞)
j,i
)ℓj ∣∣∣
≤
∞∑
κ=1
∑
‖ℓ‖1=κ
d∏
j=2
|ǫ(∞)j,i |ℓj ≤
∞∑
κ=1
(
(d− 1)C′i
)κ
=
(d− 1)C′i
1− (d− 1)C′i
≤ 4(d− 1)‖∇‖ max
1≤i≤r
χi;(27)
herein, the inequality ℓ ≤ 1 is meant componentwise, the second inequality is by (21), and the last step
used (16), (B0) and (B3). Letting C = 4(d− 1)max1≤i≤r χi then concludes the proof. 
6. A condition number
The main result of this paper states that the least nonzero singular value of Terracini’s matrix is an
absolute condition number with respect to the distance measure in Definition 2.
Theorem 7 (Absolute condition number). Let N = r(Σ+1). Let bi = (a
1
i , a
2
i , . . . , a
d
i ) be representatives
of pi = Seg(bi) ∈ SF, i = 1, . . . , r. Let p = vecr(b1, b2, . . . , br) be given. Assume that
A = f(p) =
r∑
i=1
a1i ⊗ · · · ⊗ adi ∈ σ0r (SF) ⊂ FΠ
is robustly r-identifiable, and let ςN denote the N th largest singular value of Terracini’s matrix Tp.
Then, the absolute condition number of the rank decomposition problem at p is
κA = lim
ǫ→0
max
‖∆A‖≤ǫ,
A+∆A∈σ0r(SF)
d(p, f †(A +∆A))
‖∆A‖ = ς
−1
N .
If ςN = 0 or A is not robustly r-identifiable, then the condition number is defined to be ∞.
Proof. Observe that f is an analytic multivariate polynomial that is homogeneous of degree d in the
M = r(Σ + d) variables xi, so that it has a finite, convergent Taylor series expansion at every point.
Let ∆p ∈ FM be arbitrary. For fi(p + ∆p), where fi is the ith component of the vector function f ,
this expansion around p is given by
fi(p+∆p) = fi(p) +
∑
1≤k1≤M
∆pk1
( ∂ fi
∂xk1
)
(p) +
∑
1≤k1<k2≤M
∆pk1∆pk2
( ∂2 fi
∂xk1∂xk2
)
(p) + · · · ,
where we exploited the observation that the terms corresponding to the higher-order partial derivatives
with respect to the same variable are zero, so that we can get rid of the multinomial coefficients. Then,
f(p+∆p) = f(p) + Tp∆p+O(‖∆p‖2),
where Tp is Terracini’s matrix as in (4).
Let N be the neighborhood of A where all tensors are robustly r-identifiable and hence of rank r.
Let A′ ∈ N be arbitrary. Then, there exist several ∆p′ such that A′ = A + ∆A = f(p + ∆p′). The
remainder of the proof will be slightly easier if we enforce one unique particular choice. Note that by
r-identifiability, f †(A′) = T (p+∆p′) so that the set of rank-1 tensors appearing in the decomposition of
A
′ is unique. The r elements of this set can be ordered uniquely with respect to the lexicographic total
order ≤ on FΠ.7 This removes the permutation ambiguity, leaving only the scaling indeterminacies.
These can be removed as follows. Let b′i = (x
1
i ,x
2
i , . . . ,x
d
i ) be a set of representatives such that the
corresponding rank-1 tensors Seg(b′i) are sorted. Then, the following set is uniquely defined regardless
of the particular choice of representatives for the rank-1 tensors:
C =
{
jk,i = min
{
argmax
1≤ℓ≤nk
|x(k)ℓ,i |
} ∣∣ k = 2, 3, . . . , d, i = 1, 2, . . . , r},(28)
7For F = C ≃ R2, one should consider the lexicographic order after the identification CΠ = R2Π.
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where x
(k)
ℓ,i is the ℓth element of x
k
i ∈ Fnk . Note that |x(k)jk,i,i| = ‖xki ‖∞ > 0 by r-identifiability, and that
|C| = r(d− 1). It follows from r-identifiability that there is just one choice of vectorized factor matrices
p+∆p = vecr(b′′1 , b
′′
2 , . . . , b
′′
r ) with
b′′i = (b
1
i ,b
2
i , . . . ,b
d
i ), Seg(b
′′
1) < Seg(b
′′
2) < · · · < Seg(b′′r ), and ∀jk,i ∈ C : b(k)jk,i,i = 1(29)
such that A′ = f(p + ∆p), as the last set of equations completely fixes the scaling indeterminacies.
Note that the order of the rank-1 tensors is strict, for otherwise the rank of A′ would be strictly less
than r. Since p is fixed, ∆p is uniquely determined by the foregoing procedure.
Write ∆A = f(p+∆p)−f(p). Since r-identifiability holds in N—but only up to the action of T—it
follows that f †(A′) = T (p+∆p). Choose any
Ŝ ∈ Z = argmin
S∈T
‖p− S(p+∆p)‖;(30)
note that Ŝ depends on A′, however I will not make such dependencies explicit in the notation for the
sake of brevity. We can write Ŝ(p+∆p) = p+ ∆˜p, so that for every A′ ∈ N the following holds:
A
′ = f(p+∆p) = f(p+ ∆˜p).
Notice that
‖∆˜p‖ = d(p, f †(A+∆A)),
so we can just analyze this norm. It is important to note that while ∆˜p depends on the choice of Ŝ,
the norm of this vector is independent of this choice.
In the remainder of the proof, most considered quantities, such as ∆˜p, depend on ∆A, which is
arbitrary, and the choice of Ŝ (which, in turn, depends on ∆A). To be very precise, one could indicate
these dependencies in the notation by writing, for example, ∆˜p(∆A, Ŝ(∆A)), but I will refrain from
doing so wherever no confusion may arise for avoiding the obvious notational burden.
Part I: Continuity. First, we prove that
lim
‖∆A‖→0,
A+∆A∈σ0r(SF)
‖∆˜p(∆A)‖ → 0(31)
by eliminating r(d−1) parameters as follows. Let x = vecr(χ1, χ2, . . . , χr) ∈ Fr(Σ+d) be variables, where
χi = (x
1
i ,x
2
i , . . . ,x
d
i ). We will represent the tensor X = f(x) using the expected number of parameters
N—provided that X ∈ N is close to A—by choosing vectorized factor matrices that lie in the subspace8
of Fr(Σ+d) given by the system of r(d− 1) equations
UC,p =
{
x
(k)
jk,i,i
= a
(k)
jk,i,i
| jk,i ∈ C
}
,
where C is as in (28), and x(k)ℓ,i and a(k)ℓ,i denote the ℓth element of xki and aki respectively. The change
of variables
η : x 7→ x˙ = vecr(χ˙1, χ˙2, . . . , χ˙r),
where χ˙i = (x˙
1
i , x˙
2
i , . . . , x˙
d
i ), x˙
k
i =
[
x˙
(k)
1,i ··· x˙(k)nk,i
]T
, and
x˙
(1)
ℓ,i = x
(1)
ℓ,i
d∏
k=2
x
(k)
jk,i,i
a
(k)
jk,i,i
, ℓ = 1, 2, . . . , n1, i = 1, 2, . . . , r,(32a)
x˙
(k)
ℓ,i = a
(k)
jk,i,i
x
(k)
ℓ,i
x
(k)
jk,i,i
, ℓ = 1, 2, . . . , nk, i = 1, 2, . . . , r, k = 2, 3, . . . , d,(32b)
allows one to represent every tensor f(x) with x
(k)
jk,i,i
6= 0, jk,i ∈ C on UC,p as x˙. In particular, we may
assume that all tensors A′ ∈ N can be represented on UC,p. Otherwise, one should shrink the open
neighborhood N until N ⊂ f(UC,p) is satisfied; this is always possible due to the particular choice of
C which ensures that |a(k)jk,i,i| = ‖aki ‖∞ > 0 if jk,i ∈ C—the ∞-norm is nonzero because A is robustly
8This can be thought of as a normalized representation of the vectorized factor matrices.
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r-identifiable and hence of rank r. Note that the definition of η is such that it simply chooses an
alternative representative for each of the rank-1 tensors χi, so that
∃S ∈ T : η(x) = Sx;
note that S depends on x, but I will not indicate this in the notation. Define for k = 2, 3, . . . , d and
i = 1, 2, . . . , r, the functions
πjk,i,A : F
nk → Fnk−1, z 7→ [z1 · · · zjk,i−1 zjk,i+1 · · · znk]T ,
π−1jk,i,A : F
nk−1 → Fnk , z 7→
[
z1 · · · zjk,i−1 a(k)jk,i zjk,i · · · znk−1
]T
,
where jk,i ∈ C. Define also
πA : F
M → FN π−1
A
: FN → FM
z1i
z2i
...
zdi

i=1,...,r
7→

z1i
πj2,i,A(z
2
i )
...
πjd,i,A(z
d
i )

i=1,...,r
, and

z1i
z2i
...
zdi

i=1,...,r
7→

z1i
π−1j2,i,A(z
2
i )
...
π−1jd,i,A(z
d
i )

i=1,...,r
.
With the definition of these analytic functions in place, we define
fA : F
N → FΠ
z 7→ (f ◦ π−1
A
)(z).
Now it follows that for an arbitrary choice of A′ = f(p+∆p) ∈ N there exists an S ∈ T such that
A
′ = A+∆A = f(p+∆p) = fA(πA(η(p +∆p))) = fA
(
πA
(
S(p+∆p)
))
.
Let p = πA(η(p)) = πA(p) and ∆p = πA(S(p +∆p)) − p. As fA is an analytic function over F in N
variables, it is continuously differentiable with Jacobian J at p. Its rank is the maximum value N . This
can be understood by observing that the Jacobian of f ◦ π−1
A
is—by the chain rule—given by
J = Jf◦π−1
A
(p) = Jf (π
−1
A
(p))Jπ−1
A
(p) = Jf (p)Î = TpÎ ,
where Î ∈ Rr(Σ+d)×r(Σ+1) is an identity matrix from which certain columns have been removed. The
implication is that the Jacobian J is formed by a subset of the columns of f ’s Jacobian, i.e., Terracini’s
matrix Tp. In fact, from the definition of π
−1
A
one verifies that J lacks the columns
a1i ⊗ · · · ⊗ ak−1i ⊗ ejk,i ⊗ ak+1i ⊗ · · · ⊗ adi , jk,i ∈ C,(33)
relative to Tp. I claim that these columns in (33) are linearly dependent on the other columns of Tp.
Indeed, fix k = 2, 3, . . . , d and i = 1, 2, . . . , r, and then
Tp(k
k
i ⊗ ei) =
n1∑
j=1
a
(1)
j,i ej ⊗ a2i ⊗ · · · ⊗ adi −
nk∑
j=1
a
(k)
j,i a
1
i ⊗ · · · ⊗ ak−1i ⊗ ej ⊗ ak+1i ⊗ · · · ⊗ adi = 0.
As a
(k)
jk,i
6= 0, jk,i ∈ C, by construction of C, it follows that (33) is linearly dependent on the other
columns in the above expression, and may hence be removed from Tp without affecting its range. By
inspection it is clear that this procedure drops exactly r(d − 1) linearly independent columns of Tp,
resulting in J whose column span coincides with the column span of the original Terracini’s matrix. As
the latter had dimension N ,9 it follows that J ∈ FΠ×N has linearly independent columns.
I claim that fA is a local diffeomorphism. By our assumption on robust r-identifiability, N is
an open neighborhood of a smooth manifold of dimension N . Hence, there exists a chart (U, φ−1)
where U ⊂ N is an open neighborhood of A and a local diffeomorphism φ−1 between U and an open
neighborhood V = φ−1(U) ⊂ FN . Restrict N to the open neighborhood U ⊂ N . Let A = φ(q) ∈ N .
Since φ is a local diffeomorphism, φ−1 ◦ φ|V = IdFN . Hence, the Jacobian matrix at q ∈ V of the
9The condition number is defined to be ∞ if this rank condition is not satisfied.
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composition φ−1 ◦ φ|V , namely Jφ−1(φ(q))Jφ(q) by the chain rule, is the N ×N identity matrix. Since
Jφ(q) ∈ FΠ×N and Jφ−1(φ(q)) ∈ FN×Π with Π ≥ N , it follows that both matrices are of maximal
rank N . By definition, Jφ(q) is contained in the tangent space TAσr(SF). By our assumption on
robust r-identifiability, span(J) = span(Tp) = TAσr(SF). Since dim span
(
Jφ(q)
)
= N = dim span(J) it
follows that Jφ(q)Z = J for some nonsingular matrix Z ∈ FN×N . Hence, the Jacobian matrix of the
composition g : φ−1◦fA at p is given by Jφ−1(fA(p))J = Jφ−1(φ(q))Jφ(q)Z = Z, where the first equality
is because A = fA(p) = φ(q). Now, the smooth function g : F
N → FN has nonsingular Jacobian matrix
Z, hence by the Inverse Function Theorem [39, Theorem 1A.1] it has a smooth inverse function g−1.
Thus, g is a local diffeomorphism between a neighborhood of p ∈ FN and a neighborhood of q ∈ FN .
Letting now f−1
A
be the composition g−1◦φ−1, which is a composition of local diffeomorphisms, it follows
that fA is a local diffeomorphism between an open neighborhood of p ∈ FN and an open neighborhood
of A ∈ N . Further restrict N to the neighborhood where this local diffeomorphism is defined.
As f−1
A
is locally smooth, it follows immediately that ∆A→ 0 implies ∆p→ 0. Both p and S(p+∆p)
live in UC,p, so that their values at all positions jk,i ∈ C agree. As π−1A (x) is analytic, it follows that
∆p→ 0 implies S(p+∆p)− p→ 0 as well. Since
‖∆˜p‖ = min
S∈T
‖p− S(p+∆p)‖ ≤ ‖p− S(p+∆p)‖,
equation (31) follows.
Part II: Sandwiching. For convenience, let us denote the set
Gǫ = {∆A ∈ FΠ \ {0} | ‖∆A‖ ≤ ǫ and A+∆A ∈ σ0r(SF)}.
Then, the second part consists of demonstrating that
lim
ǫ→0
max
∆A∈Gǫ
‖∆˜p(∆A)‖
‖∆A‖ = limǫ→0 max∆A∈Gǫ
‖Tpx(∆A)‖
‖x(∆A)‖ =
(
ςN (Tp)
)−1
whereby x(∆A) ∈ Fr(Σ+d). The key consists of exploiting the Iterated Scaling Lemma for transforming
any ∆˜p into a new vector x(∆A) that is orthogonal to Tp’s kernel.
Since Terracini’s matrix Tp has a kernel K = span(K) of dimension exactly equal to r(d−1), we may
factorize ∆˜p as
∆˜p =∆+∇, where ∆ ∈ K⊥ and ∇ ∈ K.
Notice that 〈∇,∆〉 = 0, so that ‖∇‖ ≤ ‖∆˜p‖ and ‖∆‖ ≤ ‖∆˜p‖. From Lemma 5 it follows that for
sufficiently small ‖∆A‖ > 0, and, hence, for sufficiently small ‖∆˜p‖ > 0, we have that
p+∇ = p˙+∆′ with p˙ ∼ p, ∆′ ∈ K⊥, and ‖∆′‖ ≤ ‖∇‖.
Let ∆˙ = ∆′ +∆ ∈ K⊥. As particular consequences, we have that f(p) = f(p˙) and f(p + ∆˜p) =
f(p˙+ ∆˙). The Taylor series expansion about the vectorized factor matrices p˙ is
f(p+ ∆˜p) = f(p˙+ ∆˙) = f(p˙) + Tp˙∆˙+O(‖∆˙‖2) = f(p) + Tp˙∆˙+O(‖∆˙‖2);
thus, there exist a constant C > 0 such that for all sufficiently small ∆˜p it holds that
‖Tp˙∆˙‖ − C‖∆˙‖2 ≤ ‖f(p+ ∆˜p)− f(p)‖ ≤ ‖Tp˙∆˙‖+ C‖∆˙‖2.
It follows from the Iterated Scaling Lemma that if f(p + ∆˜p) 6= f(p) then ‖∆˙‖ 6= 0.10 Indeed, the
contrapositive ‖∆˙‖ = 0 yields ∆˙ = p + ∆˜p − p˙ = 0, so that f(p + ∆˜p) = f(p˙) = f(p). Thus, if
‖∆A‖ > 0 then ‖∆˙‖ > 0, so that we may write
−C‖∆˙‖ ≤ ‖f(p+ ∆˜p)− f(p)‖‖∆˙‖ −
‖Tp˙∆˙‖
‖∆˙‖ ≤ C‖∆˙‖.
10At this point where we invoke separability, the argument for the premetric d̂(·, ·) fails.
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Hence, for sufficiently small ǫ and ‖∆˙‖, we obtain the useful bound∣∣∣∣∣‖∆A‖‖∆˙‖ − ‖Tp˙∆˙‖‖∆˙‖
∣∣∣∣∣ ≤ C · ‖∆˙‖ ≤ C · max∆A∈Gǫ maxŜ(∆A)∈Z ‖∆˙(∆A, Ŝ(∆A))‖.(34)
Notice that all of the dotted vectors ultimately depend on ∆A. Consider now
‖Tp∆˙‖
‖∆˙‖ −
‖TpE˙∆˙‖
‖∆˙‖ ≤
‖Tp˙∆˙‖
‖∆˙‖ =
‖Tp∆˙+ TpE˙∆˙‖
‖∆˙‖ ≤
‖Tp∆˙‖
‖∆˙‖ +
‖TpE˙∆˙‖
‖∆˙‖ ,
where E˙ is as in Corollary 6. Then, we similarly have for sufficiently small ǫ that∣∣∣∣∣‖Tp˙∆˙‖‖∆˙‖ − ‖Tp∆˙‖‖∆˙‖
∣∣∣∣∣ ≤ ‖TpE˙∆˙‖‖∆˙‖ ≤ ‖Tp‖2‖E˙‖2 ≤ ‖Tp‖2 max∆A∈Gǫ maxŜ(∆A)∈Z ‖E˙(∆A, Ŝ(∆A))‖2.(35)
Combining (34) and (35) allows us to infer that
‖∆A‖
‖∆˙‖ =
‖Tp∆˙‖
‖∆˙‖ + ε,(36a)
where
|ε| ≤ ϑ = (C · max
∆A∈Gǫ
max
Ŝ(∆A)∈Z
‖∆˙(∆A, Ŝ(∆A))‖)+ (‖Tp‖2 · max
∆A∈Gǫ
max
Ŝ(∆A)∈Z
‖E˙(∆A, Ŝ(∆A))‖2
)
.(36b)
It remains to relate this expression to ‖∆˜p‖/‖∆A‖.
An upper bound on ‖∆˜p‖ in terms of ∆˙ is obtained by observing that
Ŝ(p+∆p) = p+ ∆˜p = p˙+ ∆˙ = Sp+ ∆˙
for some invertible S ∈ T . It follows that
‖∆˜p‖ = min
D∈T
‖D(p+∆p)− p‖ ≤ ‖S−1Ŝ(p+∆p)− p‖ = ‖S−1∆˙‖ ≤ ‖S−1‖2‖∆˙‖,
where the first inequality arises because T is a multiplicative group. As S−1 ∈ T so S ∈ T , we can write
S = PD where P ∈ P andD ∈ B, so that ‖S−1‖2 = ‖D−1‖2. It follows from the Iterated Scaling Lemma
that the diagonal entries of D are the γj,i’s in (23). Then, it follows immediately from (26) and (27) that
the largest diagonal entry in absolute value of D−1 is smaller than 1 + 4(d− 1)‖∆˜p‖ ·maxi χi = 1+ δ,
where χi is as in (14). It follows from Part I that δ → 0 as ǫ→ 0. A lower bound on ‖∆˜p‖ in terms of
∆˙ is obtained as follows. From the triangle inequality, ‖∆˙‖ ≤ ‖∆′‖+ ‖∆‖ so that
‖∆˙‖2 ≤ ‖∆′‖2 + 2‖∆′‖‖∆‖+ ‖∆‖2
= ‖∆′‖(‖∆′‖+ 2‖∆‖) + ‖∆‖2 ≤ ‖∇‖2(4λ2‖∇‖2 + 4λ‖∆‖) + ‖∆‖2,
where the last step is due to Lemma 5. Note that λ is a constant. Provided that ‖∆A‖ and, hence,
‖∆˜p‖, are sufficiently small, i.e., so that the inequality
4λ2‖∇‖2 + 4λ‖∆‖ ≤ 4λ2‖∆˜p‖2 + 4λ‖∆˜p‖ ≤ 1
is satisfied, then the foregoing implies the lower bound
‖∆˙‖2 ≤ ‖∇‖2 + ‖∆‖2 = ‖∇‖2 + 2 ·Re〈∇,∆〉+ ‖∆‖2 = ‖∆˜p‖2,
where the first equality is because of the orthogonality in the Hermitian inner product of ∇ and ∆.
Thus, by combining the lower and upper bound and dividing by ‖∆A‖, we can conclude that for every
nonzero ∆A of sufficiently small norm the following relations hold true
‖∆˙(∆A, Ŝ(∆A))‖
‖∆A‖ ≤
‖∆˜p(∆A)‖
‖∆A‖ ≤ (1 + δ(∆A))
‖∆˙(∆A, Ŝ(∆A))‖
‖∆A‖ ,(37)
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provided that ǫ ≥ ‖∆A‖ is small enough and where I explicitly indicated the dependence on ∆A and Ŝ,
which in turn depends on the former. Let
∆A′ ∈ argmax
∆A∈Gǫ
max
Ŝ(∆A)∈Z
‖∆˙(∆A, Ŝ(∆A))‖
‖∆A‖ and ∆A
′′ ∈ argmax
∆A∈Gǫ
‖∆˜p(∆A)‖
‖∆A‖ ,
where Z is as in (30). Also let
Ŝ′ ∈ argmax
Ŝ∈Z
‖∆˙(∆A′, Ŝ)‖
‖∆A′‖ .
It follows that
‖∆˙(∆A′, Ŝ′)‖
‖∆A′‖ ≤
‖∆˜p(∆A′)‖
‖∆A′‖ ≤
‖∆˜p(∆A′′)‖
‖∆A′′‖ ≤ (1 + δ(∆A
′′))
‖∆˙(∆A′′, •)‖
‖∆A′′‖(38)
≤ ‖∆˙(∆A
′, Ŝ′)‖
‖∆A′‖ · max∆A∈Gǫ(1 + δ(∆A)),
where the first step is by the first inequality in (37), the second inequality is by optimality of ∆A′′, the
third inequality is because of the second inequality in (37) with the “•” indicating that the inequality is
valid for all S(∆A′′) ∈ Z (so in particular the maximum), and the last step is because of the optimality
of ∆A′. For continuing, I will drop the explicit notation indicating the dependence on ∆A and Ŝ again
and we will consider the sequences
cn = min
∆An∈G1/n
min
Ŝ(∆An)∈Z
‖∆An‖
‖∆˙n‖
=
‖∆A′n‖
‖∆˙n‖
and sn = min
∆An∈G1/n
min
Ŝ(∆An)∈Z
‖Tp∆˙n‖
‖∆˙n‖
,
where n is sufficiently large, and then it follows from the first part of (36) that
cn ≥ sn + min
∆An∈G1/n
min
Ŝ(∆An)∈Z
εn and sn ≥ cn + min
∆An∈G1/n
min
Ŝ(∆An)∈Z
(−εn);
note that I used the subscript n for indicating the dependence of ∆˙ on ∆An. From the second part of
(36), it follows that we can bound
sn − ϑn ≤ cn ≤ sn + ϑn, so (sn − ϑn)−1 ≥ c−1n ≥ (sn + ϑn)−1,(39)
for sufficiently large n so that sn > ϑn. Note that ϑn → 0 as n→∞ because of (36), (31) and Corollary
6. Since ∆˙n ∈ K⊥, it follows immediately from the Courant–Fisher minimax characterization of the
least singular values [49, Theorem 4.2.11] that
0 < ςN (Tp) ≤ ‖Tp∆˙n‖‖∆˙n‖
≤ ς1(Tp),
where N = r(Σ + 1), ςi(Tp) denotes the ith singular value of Tp, and the first inequality is due to the
assumption on the rank of Tp. I claim that the sequence of sn converges:
lim
n→∞
sn = lim
ǫ→0
min
∆A∈Gǫ
min
Ŝ(∆A)∈Z
‖Tp∆˙(∆A, Ŝ(∆A))‖
‖∆˙(∆A, Ŝ(∆A)‖ = ςN (Tp).(40)
This statement would conclude the proof because then all of the following limits are well-defined:
lim
n→∞(sn − ϑn)
−1 =
(
ςN (Tp)
)−1
and lim
n→∞(sn + ϑn)
−1 =
(
ςN (Tp)
)−1
,
sandwiching c−1n in (39), so that by considering (38) we find
lim
n→∞
c−1n ≤ limn→∞ max∆An∈G1/n
‖∆˜pn‖
‖∆An‖ ≤ limn→∞ c
−1
n · limn→∞ max∆An∈G1/n(1 + δn),
and as δn → 0, it follows that
κA = lim
ǫ→0
max
∆A∈Gǫ
d(p, f †(A +∆A))
‖∆A‖ = limǫ→0 max∆A∈Gǫ
‖∆˜pn‖
‖∆An‖ = (ςN (Tp))
−1,
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which would conclude the proof.
Part III: The limit. For proving (40), we consider the specific perturbation ∆p′n = n
−1w, where w
is the right singular vector of Tp corresponding to the singular value ςN (Tp). The perturbed tensor is
An = f(p+∆p
′
n) = f(p+ n
−1w) = A+∆An. If n0 is sufficiently large, then An ⊂ N for all n > n0.
Clearly, ‖∆An‖ → 0 as n→∞. From the Taylor series expansion at the start of the proof, it is also clear
that for large n, ∆An 6= 0, as the norms of the higher-order terms will be dominated by n−1 = ‖n−1w‖.
Let ∆pn be the specific normalization of p+∆pn ∈ f †(A+∆An) that satisfies the properties imposed in
(29). Let Ŝn ∈ argminS∈T ‖p−S(p+∆pn)‖ be arbitrary. Then, p+∆˜pn = Ŝn(p+∆pn). By definition
of ∆pn there exists some Tn ∈ T such that p+∆pn = Tn(p+∆p′n). Hence, p+∆˜pn = ŜnTn(p+n−1w),
so that
‖∆˜pn‖ = min
S∈T
‖p− S(p+∆pn)‖ = min
S∈T
‖p− STn(p+ n−1w)‖(41)
= min
S∈T
‖p− S(p+ n−1w)‖ ≤ ‖p− I(p+ n−1w)‖ = n−1;
the third equality is because T is a group.
Let n be sufficiently large. Then, I claim that ŜnTn = I + En where En is a diagonal matrix whose
diagonal entries are bounded by O(n−1). Indeed, the proof of Proposition 4 shows that (41) may only
be true if for all k = 2, . . . , d and all i = 1, . . . , r simultaneously we have that
‖aki − θk,πi(akπi + n−1wkπi)‖ ≤ n−1, θk,πi ∈ F \ {0},(42)
where w = vecr(ω1, . . . , ωr), ωi = (w
1
i , . . . ,w
d
i ), and π is a permutation of {1, 2, . . . , r}. Since aki are
constant vectors, it follows that this inequality can only be satisfied if
aki = θk,πia
k
πi for all k = 2, 3, . . . , d and i = 1, 2, . . . , r.
Suppose that π is not the identity permutation, then there exists a j 6= πj for which it holds that
a1j ⊗ a2j ⊗ · · · ⊗ adj + a1πj ⊗ a2πj ⊗ · · · ⊗ adπj = a1j ⊗ a2j ⊗ · · · ⊗ adj + a1πj ⊗ (θ−12,πja2j )⊗ · · · ⊗ (θ−1d,πjadj )
=
(
a1j + θ
−1
2,πj
· · · θ−1d,πja1πj
)⊗ a2j ⊗ · · · ⊗ adj ,
showing that A really has a decomposition of length at most r− 1, which is a contradiction. So π is the
identity; hence (42) may be simplified to
‖(1− θk,i)aki − n−1θk,iwki ‖2 ≤ n−2,(43)
which should hold for all i = 1, 2, . . . , r and k = 2, 3, . . . , d. It can be satisfied only if
1− 3n−1‖aki ‖−1 ≤ θk,i ≤ 1 + 3n−1‖aki ‖−1.(44)
Note that (43) is a quadratic equation in θk,i with positive coefficient for θ
2
k,i. So it suffices proving
that inequality (43) is satisfied for θk,i = 1 while it is no longer satisfied for θk,i = 1 ± 3n−1‖aki ‖−1
to conclude that any θk,i satisfying (43) must be contained in the interval (44). For θk,i = 1 one has
‖(1− 1)aki − n−1wki ‖ = n−1‖wki ‖ ≤ n−1, so (43) is satisfied. Pugging θk,i = 1± 3n−1‖aki ‖−1 into (43),
we get from the triangle inequality
‖(1− θk,i)aki − n−1θk,iwki ‖ ≥ 3n−1‖aki ‖−1‖aki ‖ − n−1|1± 3n−1‖aki ‖−1| · ‖wki ‖
≥ n−1(3− |1± 3n−1‖aki ‖−1|) = n−1(2∓ 3n−1‖aki ‖−1) > n−1
where the last equality and inequality are valid only for large n, namely n > 3‖aki ‖−1. Hence, |θk,i−1| ≤
3n−1‖aki ‖−1 for k = 2, . . . , d. For θ1,i = (θ2,i · · · θd,i)−1 we get the usual bound
|θ1,i − 1| =
∣∣∣∣∣−1 +
d∏
k=2
(1± 3n−1‖aki ‖−1)−1
∣∣∣∣∣ ≤ −1 + 1 +
∞∑
κ=1
∑
‖ℓ‖1=κ
d∏
k=2
∣∣∣3n−1‖aki ‖−1∣∣∣ℓk
≤
∞∑
κ=1
(3n−1χi)κ‖1⊗ · · · ⊗ 1‖1 ≤
∞∑
κ=1
(3(d− 1)n−1χi)κ ≤ 6(d− 1)n−1χi,
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where in the third step the same argument surrounding the derivation of (20) was employed, and where
in the last step we assumed n ≥ 6(d− 1)χi. Letting µk,i be defined as
θk,i = 1− µk,i, k = 2, 3, . . . , d, i = 1, 2, . . . , r(45a)
θ1,i = θ
−1
2,i · · · θ−1d,i = 1− µ1,i i = 1, 2, . . . , r(45b)
we may write En explicitly as
En = diag(En,1, . . . , En,r) with Eni = diag(−µ1,iIn1 ,−µ2,iIn2 , . . . ,−µd,iInd).
By the foregoing derivation |µk,i| = O(n−1).
We now consider the following factorization
p+ ∆˜pn = Ŝn(p+∆pn) = ŜnTn(p+∆p
′
n) = (I + En)(p+∆p
′
n)(46)
= p+∆p′n + Enp+ En∆p
′
n
= p+ (∇n,1 +∇n,2) + (∆n,1 +∆n,2 +∆p
′
n)
where Enp = ∇n,1 +∆n,1 and En∆p
′
n = ∇n,2 + ∆n,2 with ∇n,i ∈ K and ∆n,i ∈ K⊥. One sees
immediately that ‖∇n,1‖ ≤ ‖En‖2‖p‖ = O(n−1), ‖∇n,2‖ ≤ ‖En‖2‖∆p′n‖ = O(n−2), and ‖∆n,2‖ ≤
‖En‖2‖∆p′n‖ = O(n−2). The key difficulty lies in proving that ‖∆n,1‖ = O(n−2). By definition,
∆n,1 = (I −KK†)Enp = (I −K diag(KH1 K1, . . . ,KHr Kr)−1KH)Enp
so it suffices to prove that ‖(I −KiK†i )qi‖ = O(n−2), where
qi = q
(1)
i =

−µ1,ia1i
−µ2,ia2i
...
−µd,iadi

with µk,i as in (45). By definition and some Maclaurin series, we know that
−µ1,i = −1 +
d∏
k=2
(1− µk,i)−1 =
d∑
k=2
µk,i +
∑
κ=2
∑
‖ℓ‖1=κ
d∏
k=2
µℓkk,i =
d∑
k=2
µk,i +Mi;(47)
it can be shown in the usual way that |Mi| = O(n−2). Let αk,i = ‖aki ‖. Then, we find q(2)i = KHi q(1)i .
The entries of q
(2)
i are
q
(2)
k−1,i = −µ1,iα21,i + µk,iα2k,i, k = 2, . . . , d.
For the next step q
(3)
i = (K
H
i Ki)
−1q(2)i , we recall from the Sherman–Morrison formula that
(KHi Ki)
−1 = (diag(α22,i, . . . , α
2
d,i) + α
2
1,i11
T )−1 = diag(α−22,i , . . . , α
−2
d,i )−
α21,i
1 + α21,i
∑d
j=2 α
−2
j,i
hhT ,
where hTi = [ α
−2
2,i ··· α−2d,i ]. Let α̂i = α21,i
∑d
j=2 α
−2
j,i . It is then straightforward to establish that
hTi q
(2)
i = −µ1,iα̂i +
d∑
k=2
µk,i,
so that the elements of q
(3)
i are given by
q
(3)
k−1,i = −µ1,iα21,iα−2k,i + µk,i −
α21,iα
−2
k,i (−µ1,iα̂i +
∑d
k=2 µk,i)
1 + α̂i
= −µ1,iα21,iα−2k,i + µk,i −
α21,iα
−2
k,i (1 + α̂i)
∑d
k=2 µk,i + α
2
1,iα
−2
k,i α̂iMi
1 + α̂i
= µk,i + α
2
1,iα
−2
k,iMi − α21,iα−2k,i α̂i(1 + α̂i)−1Mi
= µk,i +Miα
2
1,iα
−2
k,i (1− α̂i(1 + α̂i)−1) = µk,i +Mi,k,
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where in the second and third step (47) was used. Finally q
(4)
i = q
(1)
i −Kiq(3)i = (I −KiK†i )qi where
q
(4)
i =

((−µ1,i −∑dk=2(µk,i +Mi,k))a1i
(−µ2,i + µ2,i +Mi,2)a2i
...
(−µd,i + µd,i +Mi,d)adi
 =

(Mi −
∑d
k=2Mi,k)a
1
i
Mi,2a
2
i
...
Mi,da
d
i
 ,
from which it is obvious that ‖∆n,1‖ = O(n−2).
Continuing from (46), we can apply the Iterated Scaling Lemma to p+∇n, where∇n =∇n,1+∇n,2
and ‖∇n‖ = O(n−1), thusly obtaining
p+ ∆˜pn = p˙n +∆
′
n +∆n,1 +∆n,2 +∆p
′
n = p˙n + n
−1w + n−2xn,
where ∆′n ∈ K⊥ is of norm O(n−2) for sufficiently large n, and xn is a vector whose norm can be
uniformly bounded by a constant C. By definition, ∆˙n = n
−1w + n−2xn and Tpw = ςNw. From the
sandwiching
ςN − n−1‖Tp‖2‖xn‖
1 + n−1‖xn‖ ≤
n−1‖Tp(w + n−1xn)‖
n−1‖w + n−1xn‖ ≤
ςN + n
−1‖Tp‖2‖xn‖
1− n−1‖xn‖ ,
it follows that ‖Tp∆˙(∆An, •)‖/‖∆˙(∆An, •))‖, where “•” indicates an arbitrary Ŝ(∆An) ∈ Z, tends to
ςN (Tp) as n→∞, concluding the proof. 
A relative condition number may then be defined as follows.
Definition 3 (Condition number). Let p and A be as in Theorem 7. Then, the relative condition
number of the tensor rank decomposition problem A = f(p) at p is
κ = κA · ‖A‖‖p‖ .
7. The norm-balanced condition number
It should be remarked that the absolute and relative condition numbers considered in the previous
section are defined at p rather than at A. The reason is that their value depends on the particular
representative p ∈ f †(A) that was chosen. With the foregoing definition of an absolute and a relative
condition number, we could now define the condition number of the entire fiber f †(A) in several ways,
each with its particular interpretation. For instance, one could define the condition number of f † at
A to be the maximum, minimum or (weighted) average condition number of all p ∈ f †, which would
respectively measure the conditioning of the worst possible representative, the best possible representa-
tive, and the (weighted) average representative. I believe that all of the foregoing definitions are very
interesting from a mathematical viewpoint, however I am skeptical that such definitions correspond
naturally with the current practice in data-analytic applications involving the tensor rank decomposi-
tion. Through private conversation with G. Tomasi [74], it appeared to me that in many applications,
especially originating from physical measurements, there is no a priori reason to prefer one scaling of
the factors over another. Therefore, I believe that a natural choice for the condition number of f † at A
is the condition number of the norm-balanced case, which is defined next.
Definition 4. (Norm-balanced condition number) Let αi ∈ R+ be strictly positive,11 and let
A =
r∑
i=1
αiu
1
i ⊗ · · · ⊗ udi with ‖uki ‖ = 1
be a robustly r-identifiable tensor rank decomposition in Fn1 ⊗ · · · ⊗ Fnd . Then, its condition number
is defined to be the condition number of the norm-balanced representatives
pi = (α
1/d
i u
1
i , α
1/d
i u
2
i , . . . , α
1/d
i u
d
i ), i = 1, 2, . . . , r.
11Every rank-r tensor can be represented as such, by absorbing the sign into, e.g., u1
i
.
A CONDITION NUMBER FOR THE TENSOR RANK DECOMPOSITION 29
That is, the norm-balanced absolute and relative condition numbers of f † at A are respectively
κA = ς
−1
N and κ = ς
−1
N
‖A‖
‖p‖ ,
where p = vecr(p1, p2, . . . , pr) and ςN is the N = r(Σ + 1)th largest singular value of Tp.
Whenever I refer to respectively the absolute and relative condition number of a tensor, I mean the
norm-balanced absolute and relative condition number, respectively.
In the remainder of the paper, only the norm-balanced condition number of f † will be considered.
The norm-balanced condition number has another practical advantage over the other choices: it is
very easy to compute when a decomposition of the tensor is given, requiring only the least singular
value of one Terracini’s matrix; for completeness, such a procedure is presented as Algorithm 1. Lines
1 to 9 implement the norm-balancing of the input tensor rank decomposition. The required Terracini
matrix is constructed in lines 10 to 13. Finally, the condition number is computed in line 15. A concrete
implementation of this algorithm in Matlab/Octave is included in Appendix A.
Algorithm 1: Computing the norm-balanced relative condition number
input : A robustly r-identifiable tensor A =
∑r
i=1 a
1
i ⊗ · · · ⊗ adi ∈ Fn1 ⊗ · · · ⊗ Fnd
output: The norm-balanced condition number κ ∈ R+ of A.
1 ζ ← 1
2 for i = 1, 2, . . . , r do
3 γ ← 1
4 for k = 1, 2, . . . , d do
5 η ← ‖aki ‖; γ ← γ · η1/d; aki ← aki /η
6 end
7 aki ← γaki , k = 1, 2, . . . , d
8 ζ ← dγ2
9 end
10 T ← []
11 for i = 1, 2, . . . , r do
12 T ← [T In1 ⊗ a2i ⊗ · · · ⊗ adi · · · a1i ⊗ · · · ⊗ ad−1i ⊗ Ind]
13 end
14 N ← r(n1 + · · ·+ nd − d+ 1)
15 κ← (ςN (T )
√
ζ)−1 · ‖A‖
The computational complexity of computing the norm-balanced condition number is determined as
follows. Note that we may always assume that rΣ < Π, because otherwise the input cannot be robustly
r-identifiable. Since the condition number is ∞ in this case no involved computations are necessary.
It is straightforward to verify that the computation of the least singular value in line 15 of Algorithm
1 contributes the dominant factor to the time complexity analysis. For a general m × n matrix with
n ≤ m, computing the least singular value costs O(mn2) operations. The asymptotic space complexity
is determined by the cost of storing Terracini’s matrix, which is of size Π × r(Σ + d). This proves the
following elementary result.
Proposition 8. If a length r decomposition of a tensor in Fn1 ⊗ · · · ⊗ Fnd is supplied to Algorithm 1
as input, then its time and space complexity are respectively
O(Π(r(Σ + d))2) = O(Π3) and O(r(Σ + d)Π) = O(Π2),
where Π =
∏d
i=1 ni and Σ+ d =
∑d
i=1 ni.
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8. Basic properties of the norm-balanced condition number
We proceed by investigating several basic properties of the norm-balanced condition number, starting
with three desirable properties that are also exhibited by the familiar condition number of a matrix,
namely its continuity (under mild conditions), and its invariance under scaling and orthogonal change
of bases.
Proposition 9. The absolute and relative condition numbers are continuous in a neighborhood of a
robustly r-identifiable tensor.
Proof. This follows immediately from the continuity of Terracini’s matrix Tp in the parameters p, which
is a consequence from the assumption of regularity in the definition of robust r-identifiability. 
Proposition 10. The relative condition number is scale-invariant.
Proof. The claim is that κ(A) = κ(βA) for all β ∈ F \ {0}. Note that βA = αdA = f(αp), so
‖αdA‖/‖αp‖ = |α|d−1‖A‖/‖p‖. Terracini’s matrix corresponding to the points represented by q = αp
is verified to be Tq = α
d−1Tp, where Tp is Terracini’s matrix corresponding to p. Hence, ςN (Tq)−1 =
(|α|d−1ςN (Tp))−1 = |α|1−dκA(Tp). This concludes the proof for F = C. In the real case, whenever d is
even, one should exploit for β < 0 the equality βA = −αdA = f(αp′), where p′ = vecr(p′1, . . . , p′r) with
p′i = (−a1i , a2i , . . . , adi ). Then, Terracini’s matrix corresponding to q′ = αp′ is Tq′ = αd−1TpS, where S
is a diagonal matrix whose diagonal entries are ±1. Since S is an orthogonal matrix, ςN (Tp) = ςN (TpS)
and thusly is the proof concluded. 
Proposition 11. The absolute and relative condition number are orthogonally invariant.
Proof. Let p and A be as in Theorem 7. The claim is that κA and κ are invariants of the (O(n1)×· · ·×
O(nd))-orbit of A. In other words, considering A ∈ FΠ, the statement is that
κ(A) = κ((Q1 ⊗ · · · ⊗Qd)A)
where Qi ∈ O(ni) are orthogonal matrices in Fni×ni with respect to the Hermitian inner product. As
Q = Q1 ⊗ · · · ⊗Qd is orthogonal, ‖A‖ = ‖QA‖. Since
QA = (Q1 ⊗ · · · ⊗Qd)
r∑
i=1
a1i ⊗ · · · ⊗ adi =
r∑
i=1
Q1a
1
i ⊗ · · · ⊗Qdadi ,
it follows that QA = f(diag(Q1, . . . , Qd, . . . , Q1, . . . , Qd)p) = f(Up). As U is orthogonal, ‖p‖ = ‖Up‖.
Finally, Terracini’s matrix corresponding to p′ = Up is given explicitly by
Tp′ =
[
T ′1 · · · T ′r
]
, where T ′i =
[
I ⊗Q2a2i ⊗ · · · ⊗Qdadi · · · Q1a1i ⊗ · · · ⊗Qd−1ad−1i ⊗ I
]
.
Multiplying T ′i on the right by D = diag(Q1, Q2, . . . , Qd) results in T
′
iD = QTi, so that QTp =
Tp′ diag(D, . . . , D). Since Q and diag(D, . . . , D) are orthogonal, one obtains
ςN (Tp) = ςN (QTp) = ςN (Tp′ diag(D, . . . , D)) = ςN (Tp′),
concluding the proof. 
The condition number of a rank-1 tensor has an explicit expression; in fact, the relative condition
number depends only on the order d of the tensor, and decreases as d increases. As rank-1 tensors are
robustly r-identifiable for all d ≥ 2, the result even applies to matrices.
Proposition 12. A rank-1 tensor A = αa1⊗· · ·⊗ad ∈ Fn1⊗· · ·⊗Fnd with ‖ak‖ = 1 and α ∈ R+ strictly
positive has absolute condition number κA(A) = α
1/d−1 and relative condition number κ(A) =
√
d−1.
Proof. Let p′ = vec(α1/da1, α1/da2, . . . , α1/dad) and p = vec(a1, a2, . . . , ad). Since the decomposition
is norm-balanced, one verifies that Tp′ = α
1−1/dTp. Hence, finding the singular values of Tp suffices.
The largest singular value of Tp is given by
ς1(Tp) = max‖v‖=1
‖Tpv‖ = max‖v‖=1 ‖v
1 ⊗ a2 ⊗ · · · ⊗ ad + · · ·+ a1 ⊗ · · · ⊗ ad−1 ⊗ vd‖
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≤ max
‖v‖=1
(‖v1 ⊗ a2 ⊗ · · · ⊗ ad‖+ · · ·+ ‖a1 ⊗ · · · ⊗ ad−1 ⊗ vd‖)
= max
‖v‖=1
(‖v1‖+ · · ·+ ‖vd‖) = max
‖v1‖2+···+‖vd‖2=1
(‖v1‖+ · · ·+ ‖vd‖)
= max
ν21+···+ν2d=1
(|ν1|+ · · ·+ |νd|) = max‖ν‖=1 ‖ν‖1 ≤
√
d‖ν‖2 =
√
d,
where vT = [ (v1)T ··· (vd)T ] and ν = [ ν1 ··· νd ]. If we take v1 =
√
d−1 vec(a1, · · · , ad), then it follows
that ‖Tpv‖ = ‖d
√
d−1a1 ⊗ · · · ⊗ ad‖ = √d. That is, v1 is a right singular vector corresponding to the
largest singular value ς1(Tp) =
√
d. Since Tpv1 =
√
da1 ⊗ · · · ⊗ ad = √du1, it follows that u1 is a left
singular vector corresponding to ς1(Tp). Deflating the largest singular tuple from Tp, we find
T̂p = Tp −
√
du1v
H
1 =
[
(I − a1(a1)H)⊗ a2 ⊗ · · · ⊗ ad · · · a1 ⊗ · · · ⊗ ad−1 ⊗ (I − ad(ad)H)] .
The singular values of the above matrix are the square roots of the eigenvalues of its Gram matrix,
which has a particularly pleasing structure as it is block diagonal,
T̂Hp T̂p = diag
(
(I − a1(a1)H)2, (I − a2(a2)H)2, . . . (I − ad(ad)H)2
)
,
which is a consequence from the fact that I−ak(ak)H is a projector onto the orthogonal complement of
ak, so that applying it to the latter yields 0. Since I − ak(ak)H is a projector, it is idempotent, and so
the eigenvalues of T̂Hp T̂p are the union of the eigenvalues of the I − ak(ak)H for k = 1, . . . , d. The only
possible eigenvalues of a projector are 1 and 0; so eigenvalue 1 has multiplicity equal to the rank of the
projector, which is readily verified to be nk− 1. Hence, the singular values of T̂p are 1 with multiplicity
Σ and 0 with multiplicity d. Then, the singular values of Tp are
√
d, 1 with multiplicity Σ, and 0 with
multiplicity d− 1. We can conclude that the N = (Σ+ 1)th singular value of Tp′ is α1−1/d, so that the
absolute condition number is κA = α
1/d−1. Finally,
κ = κA
‖αa1 ⊗ · · · ⊗ ad‖
‖p′‖ = α
1/d−1 · α · (
√
dα1/d)−1 =
√
d−1,
concluding the proof. 
The following result analytically characterizes the singular values of Terracini’s matrix corresponding
to a norm-balanced rank-1 tensor; it is an immediate consequence from the foregoing proof.
Corollary 13. Let p = (a1, a2, . . . , ad) with ‖a1‖ = · · · = ‖ad‖ = α1/d > 0, and let p = vec(p). Then,
the singular values of Terracini’s matrix are
ς(Tp) = {
√
dα1−1/d, α1−1/d, . . . , α1−1/d︸ ︷︷ ︸
Σ
, 0, . . . , 0︸ ︷︷ ︸
d−1
}.
Based on the foregoing characterization of the singular values of Terracini’s matrix associated with
one rank-1 tensor, we can determine explicitly the condition number of the class of weak k-orthogonal
tensors with k ≥ 3. Both strong and weak 2-orthogonality were considered in [78] from whence it name
derives. A tensor rank decomposition is said to be weak k-orthogonal if for every pair of rank-1 tensors,
there is orthogonality in k factors, however the factors in which orthogonality occurs need not be the
same for different pairs. It was shown in [78] that a weak 2-orthogonal tensor rank decomposition is
a necessary condition for the existence of a certain generalization of the Eckart–Young theorem for
matrices, and a particular subclass of weak 2-orthogonal tensors, i.e., those with a strong 2-orthogonal
decomposition, in fact admits a tensor-equivalent of the Eckart–Young theorem. In the next result, it is
shown that tensors with a weak 3-orthogonal decomposition admit an easy expression for their condition
number.
Proposition 14. Let αi ∈ R+ be sorted as α1 ≥ α2 ≥ · · · ≥ αr > 0, and let
A =
r∑
i=1
αiv
1
i ⊗ · · · ⊗ vdi with ‖vki ‖ = 1
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be a robustly r-identifiable weak 3-orthogonal tensor:
∀i < j : ∃1 ≤ k1 < k2 < k3 ≤ d : 〈vk1i ,vk1j 〉 = 〈vk2i ,vk2j 〉 = 〈vk3i ,vk3j 〉 = 0,
where 〈·, ·〉 is the Hermitian inner product. Then,
κA(A) = α
−1+1/d
r and κ(A) = α
−1+1/d
r
√√√√ r∑
i=1
α2i
/√√√√ r∑
i=1
dα
2/d
i .
Proof. Let p = vecr(p1, . . . , pr) with pi the norm-balanced representatives as in Definition 4. By weak
3-orthogonality, we have for every 1 ≤ i < j ≤ r that there exist k1 < k2 so that
(v1i ⊗ · · · ⊗ vk1−1i ⊗ I ⊗ vk1+1i ⊗ · · · ⊗ vdi )H(v1j ⊗ · · · ⊗ vk2−1j ⊗ I ⊗ vk2+1j ⊗ · · · ⊗ vdj )
= vk1j (v
k2
i )
H ·
d∏
k=1,
k 6=k1,k2
〈vki ,vkj 〉 = 0,
because the product excludes only 2 inner products so that there is always one inner product left with
orthogonality. Then the foregoing entails that THi Tj = 0 for all i 6= j, so that
THp Tp = diag(T
H
1 T1, T
H
2 T2, . . . , T
H
r Tr),
where Ti is as in (4). The singular values of Tp thus coincide with the union of the set of singular values
of each of the Ti’s. From Corollary 13 it follows that
ς(Tp) =
r⋃
i=1
{
√
dα
1−1/d
i , α
1−1/d
i , . . . , α
1−1/d
i , 0, . . . , 0};
the Nth singular value is thus ςN (Tp) = α
1−1/d
r by our assumption on the order of the αi. The norm
‖A‖2 =∑ri=1 α2i because of the orthogonality of the v1i ⊗ · · · ⊗ vdi ’s. The norm of p is clear. 
Remark 15. The foregoing class of weak 3-orthogonal tensors includes rank-1 tensors and orthogonally
decomposable tensors (odeco) of order d ≥ 3 [14,22,51,64,78,82].
As the relative condition number of order-d rank-1 tensors is d−1/2, we can safely call such tensors
perfectly conditioned : the relative error in the parameters of the decomposition is less than the relative
error of the tensor. In fact, it is moderately decreasing with the order of the tensor. Recall that the
relative condition number is defined in such a way that if κ = 10k, then approximately k significant
digits of accuracy are lost in the parameters of the decompositions f †(A) and f †(A+∆A) relative to the
error between the tensors A and A+∆A for sufficiently small ‖∆A‖. Whenever log10(κ) is small relative
to − log10(‖∆A‖/‖A‖), one may call A well-conditioned. If the former is large relative to the former,
then A is called ill-conditioned. If κ‖∆A‖ > ‖A‖, then all significant digits may be lost in the output
f †(A). The next result bounds the relative condition number of any robustly r-identifiable tensor from
below.
Proposition 16. The relative condition number of robustly r-identifiable tensors in Fn1 ⊗ · · · ⊗ Fnd is
bounded from below by d−1.
Proof. Let p and A be as in Theorem 7. Then,
κ(A) = ςN (Tp)
−1 ‖A‖
‖p‖ = ςN (Tp)
−1 ‖d−1Tpp‖
‖p‖ = d
−1ςN (Tp)−1
‖Tpp‖
‖p‖ .
Let K be as in (5). Then by assumption on the rank of Tp, KK
† = K(KHK)−1KH is a projector onto
the kernel of Tp. Let p
T
i = [ (a
1
i )
T ··· (adi )T ], and then it follows that KHi pi = 0. Hence, K
Hp = 0 =
KK†p. So p is contained in span(K)⊥. Therefore, ‖Tpp‖/‖p‖ ≥ ςN (Tp) and the result follows. 
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Remark 17. It is unknown to me whether this lower bound may be sharp, because it is neither sharp
for rank-1 tensors nor for weak 3-orthogonal tensors with all αi = α 6= 0. I cannot presently think of
tensors that would be even more well-behaved than completely orthogonal tensors all of whose terms are
of equal norm; these tensors have condition number
√
d−1.
9. Numerical examples
In this section, some experiments are performed with the basic Matlab/Octave implementation of
the proposed algorithm for computing the norm-balanced condition number that is included in the
ancillary files accompanying this paper. All of the experiments were performed using Matlab R2015a
on a computer system consisting of an Intel Core i7-5600U CPU, clocked at 2.6GHz, and 8GB of main
memory. Some of the experiments employed Tensorlab v2.02 [68] for computing approximate tensor
rank decompositions.
9.1. The Iterated Scaling Lemma. Let us start by experimentally investigating Lemma 5. It claims
that a perturbation of the vectorized factor matrices p in the direction of the kernel of Terracini’s matrix
Tp may be replaced with a new set of vectorized factor matrices representing the same tensor plus a
much smaller perturbation perpendicular to the kernel of Tp. For simplicity, take the following rank-2
tensor of size 3× 3× 2, which is robustly r-identifiable by Kruskal’s theorem:
A = [[2 0]; [-1 1]; [0 2]]; B = [[-1 -2]; [2 0]; [0 1]]; C = [[1 -2]; [2 1]];
These factor matrices are norm-balanced, and the corresponding Terracini’s matrix can be constructed
with the cpdcond algorithm that is included in the ancillary files:
[k,F,Tr] = cpdcond({A,B,C});
The relative condition number is approximately κ = 0.769. Next, a random perturbation of unit norm
in the direction of the kernel of Tr is constructed as follows:
[~,~,V] = svd(Tr); v = orth( V(:,13:16)*randn(4,1) );
Now, the vectorized factor matrices are represented by the vector
pT =
[
2 −1 0 −1 2 0 1 2 0 1 2 −2 0 1 −2 1 ] .
Applying the algorithm in Part I of the proof of the Iterated Scaling Lemma is accomplished as follows:
nabla = 1e-2*v; [q, delta] = isl(p, nabla, [3 3 2], 2)
q = delta =
1.999142573254893e+00 -1.058731468865185e-06
-9.995712866274463e-01 5.293657344325927e-07
0 2.132104856281811e-22
-1.001419523209202e+00 5.293657344325930e-07
2.002839046418403e+00 -1.058731468865186e-06
0 0
9.990107782605554e-01 -5.293657344325924e-07
1.998021556521111e+00 -1.058731468865185e-06
0 0
1.000440759343655e+00 -2.804966567016011e-06
2.000881518687309e+00 -5.609933134032022e-06
-1.993817021879831e+00 5.609933134032020e-06
0 0
9.969085109399156e-01 -2.804966567016010e-06
-2.005318289232261e+00 5.609933134032017e-06
1.002659144616131e+00 -2.804966567016008e-06
Notice that the relative difference between p and q is of the order 10−3. The vector delta is of norm ap-
proximately equal to 1.1055·10−5. According to Lemma 5, the norm of this vector should be of the order
10−4 = ‖10−2v‖2, which is indeed the case. In addition, the Iterated Scaling Lemma claims that delta
should be perpendicular to the kernel of Terracini’s matrix Tr. Computing norm(V(:,13:16)’*delta)
one finds approximately 4.2999 · 10−21, which is a fairly good approximation to zero. Finally, Lemma 5
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Figure 1. Evolution of ‖∇(k)‖ in function of the iteration number, for different initial
values of ‖∇(1)‖ = 10−q.
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states that the vector q should correspond with a different representative of the same rank-2 decompo-
sition as represented by the vectorized factor matrices p. We can test this property by computing the
norm of the difference between the individual rank-1 tensors represented respectively by q and p:
norm( kron(q(1:3),kron(q(4:6),q(7:8))) - kron(A(:,1),kron(B(:,1),C(:,1))) )
ans =
0
norm( kron(q(9:11),kron(q(12:14),q(15:16))) - kron(A(:,2),kron(B(:,2),C(:,2))) )
ans =
1.241267076623637e-15
As a final experiment involving the Iterated Scaling Lemma, I present in Figure 1 the value of ‖∇(k)‖
in the proof of Lemma 5 for the perturbation vector nabla = 10^(-q)*v whereby q = 1, 2, . . . , 5.
The figure illustrates the linear convergence claimed in (H1). Matlab’s variable precision arithmetic
capabilities using 100 digits of accuracy were employed for generating this figure.
9.2. The main theorem. For illustrating Theorem 7, I propose investigating the quantity on the left
hand side of
‖p− p̂‖/‖p‖
‖f(p)− f(p̂)‖/‖f(p)‖ ≥
d(p, p̂)/‖p‖
‖f(p)− f(p̂)‖/‖f(p)‖(48)
as a proxy for the right hand side. We may estimate the condition number κ by generating a very
large number of vectors p̂ such that ‖f(p)− f(p̂)‖ ≤ ε, for some small value of ε, and then taking the
maximum value. For instance, let us generate one random positive rank-2 decomposition in R3×3×2 as
follows:
A = rand(3,2); B = rand(3,2); C = rand(2,2);
[c,F,~] = cpdcond({A,B,C});
In my experiment,
F{1} = F{2} = F{3} =
5.1518e-01 8.8821e-01 1.9032e-01 7.5082e-01 7.2302e-01 6.9447e-01
4.9802e-01 3.6941e-01 5.4218e-01 1.6653e-01 4.9879e-01 6.7487e-01
5.0806e-01 1.1117e-01 6.6436e-01 5.8845e-01
and the relative norm-balanced condition number was κ ≈ 18.410308. Then, the factor matrices F were
perturbed randomly as follows
Fp = arrayfun(...
@(k) F{k}+1e-4*norm(F{k},’fro’)*rand(size(F{k})), 1:3, ’UniformOutput’, false ...
);
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Starting from these factor matrices, I instructed the cpd_nls algorithm from Tensorlab to compute an
approximate tensor rank decomposition of the tensor f(p), where p are the vectorized factor matrices
corresponding to F. Let p̂ denote the set of norm-balanced vectorized factor matrices obtained from a call
to cpd_nls. The forgoing computation is repeated 10 million times; for every instance where ‖f(p)−
f(p̂)‖ ≤ 10−14 · ‖f(p)‖, the value on the left-hand side of (48) is computed. This resulted in 9, 816, 827
valid samples. Taking the maximum value over all the valid samples yielded approximately 10.437311
as estimate for the condition number. Given the very large number of trials, this is poor approximation
to κ. In fact, the mean estimate of the condition number over all trials was only 0.8667234. These
results seem to suggest that most perturbations—in this example—are actually very good for the tensor
rank decomposition problem, because the parameters p change relatively less than the tensor. However,
if we apply the worst possible perturbation from Part III of the proof of Theorem 7 by executing the
following code12
[~,F,Tr] = cpdcond({A,B,C});
[~,~,V] = svd(Tr); v = V(:,2*(3+3+2-2));
Fbad = {...
F{1}+1e-8*[v(1:3) v(9:11)], ...
F{2}+1e-8*[v(4:6) v(12:14)], ...
F{3}+1e-8*[v(7:8) v(15:16)] ...
};
[~,Fbad,~] = cpdcond(Fbad);
p = flatten(F); pp = flatten(Fbad); T = cpdgen(F);
goodCondApp = (frob(pp-p)/frob(p)) / (frob(T - cpdgen(Fbad))/frob(T))
then we get a substantially more accurate estimate of the condition number, namely 18.410307—a
relative difference of only about 5 · 10−8 with respect to the true condition number.
9.3. The elementary properties. Let us numerically check Proposition 12. The condition numbers
of rank-1 tensors of successively higher order behave as
√
d−1, as evidenced by the next experiment:
a = orth(randn(2,1)); b = orth(randn(3,1)); c = orth(randn(4,1));
Conds = zeros(8,3);
for k = 3 : 10
Conds(k-2,1) = cpdcond(arrayfun(@(x) 1*a, 1:k, ’UniformOutput’, false));
Conds(k-2,2) = cpdcond(arrayfun(@(x) 2*b, 1:k, ’UniformOutput’, false));
Conds(k-2,3) = cpdcond(arrayfun(@(x) 3*c, 1:k, ’UniformOutput’, false));
end
norm( Conds.^(-2) - (3:10)’*ones(1,3) )
Matlab’s output was 1.0272e-11, illustrating that the relative condition number of a rank-1 tensor
indeed only depends on the order of the tensor and, in particular, does not depend on the dimensions
ni of the tensor and its norm.
From the expression in Proposition 14 it is not difficult to derive that ill-conditioned weak 3-
orthogonal tensors can be constructed in two principal ways, namely either by letting αr → 0 while
holding the other αi’s constant, or by letting α1 →∞ while keeping the others constant. Observe that
these two strategies are equivalent because the relative condition number is invariant under scaling.
Consider for example the following weak 3-orthogonal (and odeco) tensors
As = 10
−su1 ⊗ u2 ⊗ u3 + v1 ⊗ v2 ⊗ v3,
where 〈uj ,vj〉 = 0 for j = 1, 2, 3. The relative condition numbers for successive values of s are
s 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
log
10
(κ(As)) −0.2 0.4 1.1 1.8 2.4 3.1 3.8 4.4 5.1 5.8 6.4 7.1 7.8 8.4 9.1 9.8
Note that log10(κ(As)) ≈ −0.2+2s/3 as can be understood by applying Proposition 14 to this example.
12The flatten function is also included in the ancillary files and essentially implements the vecr map.
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9.4. An ill-conditioned example. Consider the following sequence of tensors
As = f(ps) = a
1
1 ⊗ a21 ⊗ (x+ 2−sa31) + a12 ⊗ a22 ⊗ (x+ 2−sa32),(49)
where aki ∈ Fnk are random vectors sampled from a Gaussian distribution, x ∈ Fn3 is any vector, and
ps are the norm-balanced vectorized factor matrices. Every tensor As on this sequence is robustly
2-identifiable by Kruskal’s theorem with probability 1. However,
lim
s→∞As = (a
1
1 ⊗ a21 + a12 ⊗ a22)⊗ x
which is not a 2-identifiable tensor because
(x11 ⊗ x21 + x12 ⊗ x22)⊗ x with
[
x11 x
1
2
]
=
[
a11 a
1
2
]
Z and
[
x21 x
2
2
]
=
[
a21 a
2
2
]
Z−1
for any invertible Z ∈ F2×2 is an alternative decomposition. Hence, A∞ has infinitely many decompo-
sitions of length 2, yet it is also the limit of a sequence of 2-identifiable tensors.13
Because As is 2-identifiable and its rank is not larger than any of its multilinear ranks, it follows
that a direct decomposition algorithm such as those in [32, 36, 37, 56] may be employed for comput-
ing As’s decomposition. Let p̂s ∈ f †(As) be the norm-balanced set of vectorized factor matrices that
were computed by some numerical algorithm for solving the tensor rank decomposition problem (with
rank equal to 2 in this case). Note that the numerical algorithm thus computed the decomposition
of a nearby tensor Âs = f(p̂s). The relative backward error is then defined as ‖As − Âs‖/‖As‖; it is
a measure of how close the rank decomposition problem that was solved by the numerical algorithm
was to the true rank decomposition problem. Whenever the backward error of an algorithm is always
of the order of the machine precision, then the algorithm is called backward stable. As mentioned in
the introduction, since one does not know the true solution in a practical setting, the relative forward
error d(ps, f
†(As))‖/‖ps‖—which is I believe to be the quantity of interest in any data-analysis ap-
plication where the individual rank-1 tensors appearing in the tensor rank decomposition are to be
interpreted—cannot be evaluated. However, the condition number proposed in this paper allows us to
(asymptotically) bound the relative forward error from above, because of the relation
d(ps, p̂s)
‖ps‖ . κ(As) ·
‖As − Âs‖
‖As‖ .(50)
In the present experiment, we will investigate these four quantities, i.e., the relative forward error, the
condition number, the relative backward error, and the estimated upper bound on the right hand side
in the last inequality.
As a concrete experiment, let us investigate 13 × 11 × 7 tensors whose factor matrices F(s) were
generated as follows:
A = randn(13,2); B = randn(11,2); C = randn(7,2); x = randn(7,1);
F = @(s) {A, B, x*[1 1] + 2^(-s) * C};
I will use the cpd_gevd algorithm from Tensorlab for computing a direct decomposition of As for the
values s = 1, 2, . . . , 45. For simplicity, I will use ‖ps− p̂s‖ as a proxy for the forward error d(ps, p̂s); by
definition, the former is an upper bound on the latter. The backward error, the proxy of the forward
error, and estimated forward error obtained by multiplying the condition number with the backward
error are all plotted in function of s in Figure 2.
I believe that Figure 2 clearly illustrates the danger of simply investigating the relative backward
error. One sees that the backward error of the generalized eigenvalue decomposition algorithm is of
the order of the machine precision so long as the tensor As is sufficiently
14 discernible from A∞; for
the latter both the generalized eigendecomposition and the tensor rank decomposition no longer admit
a unique solution. The forward error, however, may be several orders of magnitude larger. In this
13There is nothing special about the coefficient 2−s in front of a3
i
; one could equally well have replaced it with any
decreasing function of s—even different coefficients in front of a3
1
and a3
2
would yield the same type of behavior, i.e., a
sequence of 2-identifiable tensors converging to a tensor with an infinite number of decompositions.
14When s = 45, Tensorlab’s implementation of the ST-HOSVD [79] algorithm detects that the multilinear rank of As
is very close to (2, 2, 1), at which point the software prudently refuses to employ the generalized eigenvalue decomposition
algorithm.
A CONDITION NUMBER FOR THE TENSOR RANK DECOMPOSITION 37
Figure 2. The relative backward error, relative forward error, and relative condition
number of a particular instance of the sequence in (49).
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example, it can be observed that the forward error grows as s increases because of the increase of the
condition number from roughly O(1) to O(1013).
This experiment seems to suggest that the condition number strongly increases as one moves closer to
a tensor with∞ many decompositions. An intuitive explanation is that an identifiable tensor Aǫ, whose
norm-balanced vectorized factor matrices are given by pǫ, at relative distance ǫ to a tensor with ∞
many decompositions A needs but a perturbation of magnitude ǫ for potentially increasing the relative
forward error to O(1). Then,
κ(Aǫ) &
d(pǫ, f
†(A))/‖p‖
‖A− Aǫ‖/‖Aǫ‖ = O(1) ·
‖Aǫ‖
‖pǫ‖ · ǫ
−1,
which diverges to infinity if the fraction in the right hand side remains constant as ǫ → 0. Further
research is necessary for proving this theoretically.
9.5. Two ill-posed examples. According to Demmel [34], a problem that is close to an ill-posed
problem is often ill-conditioned. We will investigate numerically whether this property is also admitted
by the proposed condition number, starting with the well-known example of de Silva and Lim [33]:
As = f(ps) = 2
s/5(a1 + 2−s/5b1)⊗ (a2 + 2−s/5b2)⊗ (a3 + 2−s/5b3)− 2s/5a1 ⊗ a2 ⊗ a3,(51)
where ak,bk ∈ Fnk are linearly independent vectors. Every tensor on this sequence is robustly 2-
identifiable by Kruskal’s criterion (2 ≤ 12 (2+2+2− 2)), and the limit of this sequence of rank-2 tensors
is the rank-3 tensor
lim
s→∞
As = b
1 ⊗ a2 ⊗ a3 + a1 ⊗ b2 ⊗ a3 + a1 ⊗ a2 ⊗ b3.
As in the foregoing ill-conditioned example, the tensor rank decomposition of As can be computed using
a direct algorithm, such as cpd_gevd. Let p̂s denote the set of norm-balanced vectorized factor matrices
obtained from applying this numerical algorithm to As, and let Âs = f(p̂s).
As a particular instance, I generated vectors a1,b1 ∈ R5, a2,b2 ∈ R4 and a3,b3 ∈ R3 all of whose
entries were sampled from a standard normal distribution. Then, for all s = 5, 6, . . . , 100, the rank-2
decomposition was computed with cpd_gevd, recording the relative backward error, the proxy of the
relative forward error, and the relative condition number at Âs multiplied with the relative backward
error. These quantities are plotted in Figure 3.
It is again clear from Figure 3 that the backward error is not a good measure of the stability of
the vectorized factor matrices, as the forward error is several orders of magnitude larger for large
s. Contrary to the ill-conditioned example from the foregoing subsection, the backward error is also
increasing significantly. It turns out that the increase of the backward error is quite strongly correlated
with the fraction ‖p̂s‖/‖Âs‖ with a correlation coefficient of about 0.76.
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Figure 3. The relative backward error, relative forward error, and relative condition
number of a particular instance of the sequence in (51).
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From the figure it can be deduced that the condition number increases from O(1) to O(1010) as
s increases from 5 to 90, suggesting that the conditioning of the problem deteriorates as one moves
closer to the ill-posed tensor rank decomposition problem. Notice that the upper bound on the forward
error seems to stagnate around s = 85. It should be stressed that this is a numerical issue in the
computation of the condition number. Employing variable precision arithmetic, it can be verified that
the condition number keeps increasing as s increases. Fortunately, the occurrence of these numerical
difficulties in computing the condition number can be detected by verifying that the Nth singular value
of Terracini’s matrix is larger than a small constant multiple of the machine precision—ǫmach ≈ 2.2·10−16
using standard double precision in Matlab—multiplied with the largest singular value σ1 of Terracini’s
matrix. The basic implementation that is included with this manuscript implements this test and issues
a warning if the Nth singular value is larger than 100 · ǫmach · σ1. In this particular example, the code
issues warnings starting from s ≥ 75. Although I have no formal proof, I believe that it is reasonable to
assume that when the computation of the condition number starts to suffer from numerical difficulties,
the tensor rank decomposition problem is likely ill-conditioned.
It seems that the behavior of the condition number is very similar in other known examples of
sequences tending to an ill-posed tensor rank decomposition problem. I present one more case, namely
the example of Paatero [61, Section 7]:
Ab = randn(n1,3); Bb = randn(n2,3); Cb = randn(n3,3);
A = @(e) [-Ab(:,1)/e - Ab(:,2)/e, Ab(:,1)/e + e*e*Ab(:,3)/2, Ab(:,2)/e];
B = @(e) [-Bb(:,1)/e, Bb(:,1)/e + e*e*Bb(:,2)/2, Bb(:,1)/e + e*e*Bb(:,3)/2];
C = @(e) [-Cb(:,1)/e, Cb(:,1)/e + e*e*Cb(:,2)/2, Cb(:,1)/e + e*e*Cb(:,3)/2];
F = @(s) {A(2^(-s/16)), B(2^(-s/16)), C(2^(-s/16))};
wherein n1, n2, n3 ≥ 3. I chose n1 = 5, n2 = 4 and n3 = 3 for the present experiment. Then, every
tensor As whose factor matrices are given by F(s) will be robustly r-identifiable by Kruskal’s theorem
(3 ≤ 12 (3 + 3 + 3− 2)), provided that the matrices Ab, Bb and Cb have linearly independent columns.
In Figure 4, the evolution of the relative backward error, the proxy of the relative forward error, and
the condition number multiplied with the backward error are plotted in function of s. The behavior is
very similar to the case of de Silva and Lim’s example. The relative backward error is increasing from
O(10−16) to O(10−10), seemingly driven by the increase of the fraction ‖p̂s‖/‖Âs‖—the correlation
coefficient is about 0.73 in this case. Meanwhile, the relative condition number increases from O(102) to
O(106). It is again visually clear that the condition number multiplied with the backward error provides
a more accurate estimate of the forward error than the backward error does. For s = 100, the code
warned about a possibly inaccurate computation of the condition number. Also note that the cpd_gevd
failed to compute a reasonable decomposition in this case, for some reason unbeknown to me.
These experiments seem to suggest that the condition number of the rank-r decomposition problem
strongly increases as one moves closer to a tensor A that can be approximated arbitrarily well by a
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Figure 4. The relative backward error, relative forward error, and relative condition
number of a particular instance of Paatero’s example [61, Section 7].
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rank-r tensor, but which does not admit an exact rank-r decomposition. It is known from [33] that on
such a sequence, ‖ps‖ → ∞, i.e., the norm of the vectorized factor matrices grows without bound. On
the other hand, ‖As‖ is bounded by a constant for sufficiently large s, because the sequence As → A.
Since
κ(Aǫ) &
d(pǫ, f
†(A))/‖pǫ‖
‖A− Aǫ‖/‖Aǫ‖ = d(pǫ, f
†(A))
1
‖pǫ‖ · ‖A− Aǫ‖/‖Aǫ‖ ,
no conclusions can be drawn without understanding the relative speed with which ‖ps‖ → ∞ and
‖A−Aǫ‖/‖Aǫ‖ → 0, and what happens to d(pǫ, f †(A))—the latter is not even well-defined, because the
fiber is empty. The two examples seem to suggest that the condition number becomes unbounded.
10. Conclusions
A condition number for the tensor rank decomposition problem was introduced. Provided that
the input tensor satisfies a technical assumption called robust r-identifiability, the proposed condition
number admits a particularly simple interpretation as the asymptotically worst fraction between the
relative forward and relative backward error. The investigated condition number corresponds to a
multiple of the inverse of a certain singular value of Terracini’s matrix. Several basic properties of the
norm-balanced condition number were investigated. The main conclusions of this paper are that
• Terracini’s matrix is the key to investigating conditioning of robustly r-identifiable tensor rank
decompositions;
• the condition number multiplied with the backward error yields an asymptotic upper bound on
the forward error;
• rank-1 tensors are always well-conditioned;
• weak 3-orthogonal tensors (which include odeco tensors) are well-conditioned when the norms
of the individual rank-1 terms are roughly of the same order of magnitude; and
• weak 3-orthogonal tensors are ill-conditioned when several orders of magnitude of difference
exists in the norms of the rank-1 terms.
In addition, the numerical experiments provide some preliminary evidence suggesting that robustly
r-identifiable tensors that are close to
• tensors with ∞ many rank-r decompositions (see Section 9.4), or
• tensors with border rank r but rank strictly larger (see Section 9.5)
can be ill-conditioned.
I hope that this paper opens several avenues of further research as well as practical application. In
particular, I hope that it may find application in a more rigorous stability analysis of computed tensor
rank decompositions. I believe that it may assist in understanding the convergence of gradient-based
40 NICK VANNIEUWENHOVEN
optimization methods for computing approximate tensor rank decompositions. Another interesting ques-
tion concerns the conditioning of the tensor rank approximation problem, whereby the sensitivity of the
factor matrices is investigated with respect to a general, unstructured perturbation of a tensor. It is also
an open question whether the behavior observed in Sections 9.4 and 9.5 may be explained theoretically.
Finally, it may be anticipated that the analysis and techniques presented in this paper may also be
applied in more structured variants of the tensor rank decomposition, such as Waring decompositions
of symmetric tensors [29]—which are provably generically r-identifiable for all subgeneric symmetric
ranks, and thus generically robustly r-identifiable, because of [27]—or of tensor rank decompositions of
partially symmetric tensors.
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Appendix A. Matlab/Octave program code
function [ kappa , A, T ] = cpdcond ( A, ˜ )
%CPDCOND Computes the condi t i on number .
% The rout ine es t imate s the norm−balanced condi t i on number o f the f ac t o r
% matrices A. I f t he second input argument i s s pe c i f i e d , t he ab so l u t e
% condi t i on number i s computed .
% The f i r s t output argument i s t he norm−balanced condi t i on number .
% The second output argument are the norm−balanced f ac t o r matr ices wi th
% re spe c t to which the condi t i on number i s computed .
% The t h i r d output argument conta ins Terracini ’ s matrix o f t he
% norm−balanced r e p r e s e n t a t i v e s .
% Constants
d = length (A) ;
n = arrayfun (@(k ) size (A{k } , 1 ) , 1 : d ) ;
r = size (A{1} , 2 ) ;
Pi = prod(n ) ;
Sigma = sum(n−1);
%% Apply norm−ba lanc ing
s c a l = ones (1 , r ) ;
for k = 1 : d
l s c a l = arrayfun (@( l ) norm(A{k } ( : , l ) ) , 1 : r ) ;
s c a l = s c a l .∗ l s c a l . ˆ ( 1/ d ) ;
A{k} = A{k} ∗ diag ( 1 . / l s c a l ) ;
end
for k = 1 : d
A{k} = A{k} ∗ diag ( s c a l ) ;
end
normP = sqrt (d)∗norm( s c a l ) ;
% Condition number i s unbounded by d e f i n i t i o n .
i f r ∗(1+Sigma ) > Pi
warning ( ’The number o f terms i s not subgener i c . ’ )
kappa = i n f ;
T = [ ] ;
return ;
end
%% Construct Terracini ’ s matrix
T = zeros ( Pi , r ∗(d+Sigma ) ) ;
for l = 1 : r
lT = [ ] ;
for k = 1 : d
B = arrayfun ( . . .
@( kk ) repmat (A{kk } ( : , l ) , 1 , n( k ) ) , 1 : d , ’ UniformOutput ’ , f a l s e . . .
) ;
B{k} = eye (n(k ) ) ;
lT = [ lT krp (B ) ] ;
end
T( : , ( d+Sigma )∗ ( l −1)+1:(d+Sigma )∗ l ) = lT ;
end
%% Compute r e l a t i v e condi t i on number
N = r∗(1+Sigma ) ;
S = svd (T, 0 ) ;
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kappa = 1 / S(N) ;
i f nargin == 1
tensNorm = norm( krp (A)∗ ones ( r , 1 ) ) ;
kappa = ( kappa ∗ tensNorm ) / normP ;
end
i f ( S (1)∗100∗ eps > S(N) )
warning ( ’Computed cond i t i on number may not be accurate ! ’ )
end
% Compute Khatri−Rao product
function [X] = krp (B)
Ns = prod( arrayfun (@(k ) size (B{k } , 1 ) , 1 : length (B ) ) ) ;
X = zeros (Ns , size (B{1} , 2 ) ) ;
for l l = 1 : size (X, 2 )
x = B{1} ( : , l l ) ;
for kk = 2 : length (B)
x = kron (x ,B{kk } ( : , l l ) ) ;
end
X( : , l l ) = x ;
end
end
end
function [ p , d e l t a ] = i s l ( p , nabla , n , r )
%ISL Appl i e s the I t e r a t e d Sca l ing a lgor i t hm .
% The f i r s t input argument i s t he s e t o f v e c t o r i z e d f ac t o r matr ices .
% The second input argument i s t he pe r t u r ba t i on vec tor .
% The t h i r d input argument i s an array o f i n t e g e r s conta in ing the
% dimensions o f t he t ensor repre sen ted by the v e c t o r i z e d f ac t o r
% matrices in p .
% The f our t h input argument i s t he number o f terms in the rank
% decomposi t ion of the t ensor repre sen ted by p .
% The f i r s t output argument i s t he r e s c a l e d s e t o f v e c t o r i z e d f ac t o r
% matrices , r e p r e s en t i n g the same tensor as p .
% The second output argument i s a vec tor perpendicu lar to the k e rne l
% of Terracini ’ s matrix , whose norm i s approximate ly the square o f t he
% norm of nab la .
% Constants
d = length (n ) ;
cn = cumsum(n ) ;
Sigma = cn (d ) ;
% Construct k e rne l
K = zeros ( r∗Sigma , r ∗(d−1)) ;
l i = 1 ;
for i = 1 : r
pt = p ( ( i −1)∗Sigma+1: i ∗Sigma ) ;
for k = 2 : d
o f f = ( i −1)∗Sigma ;
K( o f f +1: o f f+cn (1 ) , l i ) = pt ( 1 : cn ( 1 ) ) ;
K( o f f+cn (k−1)+1: o f f+cn ( k ) , l i ) = −pt ( cn (k−1)+1:cn ( k ) ) ;
l i = l i + 1 ;
end
end
% I t e r a t e d s c a l i n g a lgor i t hm
p0 = p ;
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pk = p ;
de l t a = zeros ( size (p ) ) ;
gam = ones (d−1, r ) ;
[U, S ,V] = svd (K, 0 ) ;
nablanorm = i n f ;
while nablanorm > 10∗eps
v = V∗(S\(U’∗ nabla ) ) ;
gam = gam − reshape (v , [ d−1 r ] ) ;
zk = pk + K∗v ;
o f f = 0 ;
for i = 1 : r
pk ( o f f +1: o f f+cn (1 ) ) = p0 ( o f f +1: o f f+cn (1 ) )/prod(gam ( : , i ) ) ;
o f f = o f f + n ( 1 ) ;
for k = 2 : d
pk ( o f f +1: o f f+n(k ) ) = p0 ( o f f +1: o f f+n(k ))∗gam(k−1, i ) ;
o f f = o f f + n(k ) ;
end
end
nabla = zk − pk ;
d e l t a = de l t a + ( nabla − U∗(U’∗ nabla ) ) ;
nabla = U∗(U’∗ nabla ) ;
nablanorm = norm( nabla ) ;
end
p = pk ;
end
function [ v ] = f l a t t e n ( A )
%FLATTEN Vec tor i ze s a g i ven s e t o f f a c t o r matr ices A.
v = [ ] ;
for r = 1 : size (A{1} , 2)
for k = 1 : length (A) ;
v = [ v ; A{k } ( : , r ) ] ;
end
end
end
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