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ABSTRACT 
Numerical Studies Of Ultracold Atomic Gases 
by 
Hong Lu 
The experimental success in ultra-cold atomic gases, both bosonic and fermionic have 
boosted the theoretical studies, and especially the a lot of numerical techniques have been 
developed and used to describe them. In this thesis, we introduce two numerical experi-
ments in our group on ultra-cold atomic gases. The first concerns the scalar dipolar con-
densate. We have developed and implemented a Split-Step Fourier scheme in imaginary 
time, which enable us to seek the ground state of the dipolar condensate.The second part 
is focused on our ongoing efforts to investigate the trapped spin polarized Fermi gas using 
self-consistent Bogoliubov-de Gennes (BdG) calculation. 
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Chapter 1 
Introduction 
In the past decade, ultracold atomic physics is characterized by an impressive amount of 
experimental progresses in both Bose and Fermi gases. As experiments keep probing ul-
tracold atomic gases under an increasing variety of situations, substantial theoretical ef-
forts are being spent to characterize the experiments as well as in investigating underlying 
physics. Among these theoretical efforts, much is conducted by analytical means, with 
the whole range of quantum statistical tools. As it always happens to the case of com-
plex physical phenomena, analytical methods face severe limitations whenever genuinely 
non-perturbative and strongly nonlinear effects need to be quantitatively addressed. Under 
these circumstances numerical measures become mandatory. The aim of this thesis is to 
introduce a couple of efficient numerical schemes which we use in seeking the mean-field 
ground state of Bose-Einstein condensates (BECs) and ultracold Fermi gases. 
The mean field theory is a powerful, yet simple tool for many-body problem. For the 
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weakly interacting Bose gases under harmonic confinement, mean-field Gross-Pitaevskii 
(GP) theory has been proven capable of accounting for most of the relevant experimentally 
measured quantities in Bose-Einstein condensed gases such as density profiles, collective 
oscillations, and vortex structures. The GP equation for a dilute condensed Bose gas in a 
trapping potential VeXt(r) is written as: 
m | * ( r , t) = i ~ + V«t(r) + *|»P(r, t)A ¥(r, t). (1.1) 
where ^(r, t) is the order parameter and Vext(r) is the external trapping potential, usually 
harmonic in real experimental situations. In chapter 2, we introduce an efficient split-step 
Fourier scheme which not only can be used to solve the GP equation above but also can 
be generalized to solve some revised GP equations with much more complicated terms 
involved. One example as we will show in chapter 2 is the GP equation describing the 
scalar dipolar condensate. 
Compared to dilute Bose gases, the mean-field theory for interacting Fermi gas is more 
complicated. An analogy to GP theory as in BECs is not available for the Fermi gas along 
the BCS-BEC Crossover. Because the focus of this thesis is about the numerical aspects, 
here we skip the detailed introductions to the various basic theories about the ultracold 
Fermi gases. A thorough review on can be found in [1] and references therein. In chapter 
3, we study the trapped population imbalanced Fermi gases in the BCS-BEC crossover 
using the mean-field Bogoliubov-de Gennes (BdG) calculation. 
Therefore this short thesis is organized into two parts. Firstly in chapter 2, we will 
explain the basic idea of the split-step Fourier scheme using the basic GP equation as the 
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example. Then we apply this scheme to study the a non-rotating scalar dipolar condensate 
and the code structure will be discussed. We report that we observed the density-wave os-
cillation structure in a quasi-2D dipolar condensate confined in infinite square well, which 
may be related to the roton stability in dipolar condensate [8]. In chapter 3, in the first 
place, we give a brief introduction to background knowledge and recent experimental pro-
gresses for population imbalanced Fermi gases. Then in next several sections we describe 
the structure and related concepts for the BdG code. After that, we will report the results 
from our current calculations. Finally, we discuss some future work we are planning. 
Chapter 2 
Numerical Studies Of Dipolar 
Condensates With Split-Step Fourier 
Method 
The recent experimental progress in Chromium [2] has stimulated many new theoretical 
studies on dipolar condensates, the ultracold Bose gases with dominant dipole-dipole inter-
action. The two-body dipolar interaction potential can be written as: 
T/ , r ^ _ W 2 l -3cos 2 f l n n 
Vdd(r, r ) = — • -r—, (2.1) 
An |r - r'|3 
where ^o is the vacuum magnetic permeability, and 6 is the angle between the dipole mo-
ment and the vector r - r'. As we can see from above, the dipole-dipole interaction is 
anisotropic and partially attractive. 
Due to the partial attractiveness of the dipole-dipole interaction, a dipolar BEC may be 
4 
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unstable against collapse, just like a Bose gas with a negative scattering length a < 0. In a 
confined system, a metastable state will be achieved because the positive zero-point kinetic 
energy opposes the attractive forces tending to compress the gas to lower the interaction 
energy and an energy barrier will be created if number of particles is small enough. Due to 
the anisotropy of the dipolar interaction, the sign and the magnitude of the effective dipolar 
interaction is strongly influenced by the geometry of the trap. 
All these facts make the confined dipolar condensates an interesting candidate for the-
oretical investigation, but also complicated, especially for numerical studies. As we shall 
see in this chapter, the Gross-Pitaveskii (GP) equation used to describe the dipolar conden-
sate cannot be solved analytically. Some special numerical techniques have to be used in 
solving the GP equation to seek the metastable ground state. 
Before we move to discuss the details of the numerical scheme that we use for solving 
this GP equation, it is necessary to give a brief introduction to some background knowledge. 
2.1 Introduction to split-step Fourier method 
Let's first demonstrate the basic idea of the split-step technique by applying it to solving 
the basic GP equation as shown in the chapter 1. 
2.1.1 Split-step scheme 
As we noticed, the basic GP equation is just the sum of purely space-dependent, and purely 
momentum-dependent parts. They are diagonal in real-space and momentum-space repre-
sentation respectively. Therefore, one may employ the so-called split-step technique [3] to 
decompose the original problem into two subproblems and solve them in real-space and 
momentum-space respectively. The main idea of split-step is following: Let's write a gen-
eral evolution equation in the form 
ho, = (JS? + Jf)u> (2.2) 
where ££ and JV are momentum-dependent and space-dependent operators, respectively. 
For the GP equation shown above we have 
2
 = JW = P ^ = [Vex((r) + m^ r)|2] (2 3) 
2m 2m 
The basic procedure of the split-step method is to approximate the solution of Eq.(2.2) by 
solving the purely space-dependent and purely momentum-dependent equation in a given 
sequential order, and the solution of the previous subproblem is employed as an initial 
condition for the consequent subproblem. We represent here the first-order splitting scheme 
for a GP equation as an example. 
Advancing • ,v.. FT ~ Advancing • o>., ~ inverse FT 
¥, % e-'^'VM —» V,(f + At) -> e-^Viit + At) * %(t + At) (2.4) 
As we can see above, in split-step scheme, we only need to work with dignonal matrices 
in each step by swapping back and forth from real space to momentum space, which makes 
this scheme highly efficient. The result given by split-step scheme is very accurate in space 
and has the second-order accuracy in time. The splitting error in time stems from the 
fact that Jzf and JY do not commute with each other. The splitting error can be reduced 
noticeably by using the Baker-Campbell-Hausdorff formula [4] to obtain the higher order 
split-step scheme. For example, in our calculation, we usually adopt the second-order 
scheme in our code as following: 
(2.5) 
Advancing _iA^M„, , „ FT .T, , A*. Advancing ..-^...f. . . 
inverse FT Af Advancing , f j . A? 
> ¥,-(* + y ) * e l-v * V,(t + y ) -» ¥,-(* + A?) 
2.1.2 Solving Gross-Pitaevskii equation in imaginary time 
In broad terms, the GPE is a nonlinear Schrodinger equation, for which a lot of numerical 
techniques have been developed. For our task to search the ground-state, a very effective 
method available is to evolving the GP equation in imaginary time. Through a Wick ro-
tation T = it, the Schrodinger equation is changed to a reaction-diffusion equation in real 
time. As a result, by advancing the diffusion equation in time until local equilibrium is 
reached, the ground state can be obtained. Using the basic GP equation as an example, the 
imaginary time propagation method works in the following way: 
First let us consider a condensate wave function *P as a superposition of eigenstates <pn 
of the GP equation, which are defined by HGP(pn = E„</>„,with the eigenenergies E„. So the 
time evolution under the GP equation thus is: 
¥(*) = ]Tcnexp[-^]</> f l (2.6) 
n 
where the coefficients c„ are defined by the expansion the initial condition m(t = 0) = 
£„ c„4>„. If we propagate the GP equation in imaginary time, the above time evolution will 
be changed to 
¥ (0 = £ C « e X P [ - ^ n (2.7) 
n 
We can see now the unitary time evolution in eq. 2.6 has turned into an exponential decay. 
The eigenenergy governs the decay rate, and so the eigenstate with the lowest energy, 
i.e. the ground state of the system, decays slowest. Therefore, if we start from some 
trial wavefunction (which could be a rough guess of the final solution), and apply suitable 
renormalization of the wavefunction (e.g fixing the norm and/or the chemical potential) 
during the imaginary time propagation, the trial wavefunction will tend towards the ground 
state if/Q. 
2.2 Application to Dipolar Bose-Einstein Condensates 
2.2.1 Dipolar condensates theoretical formalism 
In this section, we demonstrate a simple application of the split-step Fourier scheme, in 
which we look for the ground state of a non-rotating scalar dipolar condensates. We start 
from the 3D GP equation, which can be written down directly as following: 
. , # ( r ) 
in—-— dt 
n2y2
 + v(r) + Comrf + Cd J^r'VC°*2V(r')l2 Hr), (2.8) 2m J |r — r'|3 
where c0 = Anfi2alM, cd = fi0/j.2/(4n) with pi = 6piB for chromium atoms, one can easily 
verify that Q/CO - 3.6/a(aB). The trap is assumed to be harmonic and axially symmetric 
V - jmcolix2 + y2 + A2z2). Finally, 6 is the polar angle of r - r'. Following the standard 
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procedure, we first transfer this equation into dimensionless form as 
2i
^T = [_V2 + {^ + y2 + ^ 2 ) + 8^{T)? + gdSXr)] </Kr), (2.9) 
where go = SrtNa/ao, gd = Hol^lO-ncfy, «o = ^h/MAu>o is the characteristic length, and i// 
is now normalized to unit, and 
is the mean-field due to the dipolar interaction. 
The dipolar term has the form of a convolution integral, which can be treated with 
Fourier transform as described in Appendix A. Now we are ready to put the whole thing 
into a split-step Fourier scheme and propagate the Eq. 2.9 in the imaginary time to seek the 
ground state. 
In practice,we implement the split-step Fourier method using the FFTW package [5]. 
FFTW is a very efficient subroutine library for implementing the FFT in one or multi-
dimensional space. By employing FFTW in the code, we can reduce the typical compu-
tation time by nearly half comparing with using the popular subroutine from Numerical 
Recipes. FFTW is written in C language and portable to any platform with a C compiler. 
Also it has interference for Fortran and several other programming language. Furthermore, 
the FFT algorithm are parallelized inside the FFTW code, therefore it will be able to work 
in parallel environment. And the code structure is presented in the flow chart as fig. 2.1: 
Initializing 
10 
Generating trial 
wavefimction or reading 
in previous result 
Advancing the 
equation in real 
space 
FFT 
Propagating in 
imaginary 
time 
Advancing the 
equation in 
momentum space 
No 
Inverse FFT 
Advancing the 
equation in real 
space 
f Writing data 
\End ofThe Proi 
Figure 2.1: The basic structure of the code implementing split-step Fourier method 
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Momentum p/JV(A~1) 
Figure 2.2: (Color online) Dispersion curve for elementary excitations in liquid helium, adapted 
from reference [6]. The roton region is near the minimum. 
2.2.2 A numerical example 
As an example, we use the numerical scheme discussed above to seek the ground state for 
a two-dimensional dipolar condensate in an infinite well, i.e. the hard-wall boundary con-
dition we use in the calculation. The original motivation for this calculation is originated 
from our interests in the roton instability in dipolar condensate [8]. A roton is an excitation 
or quasiparticle, which was first found in superfluid AHe due to its peculiar dispersion as 
shown in the Fig. 2.2, which may lead to the instability of the system and hence induce a 
charge density-wave state. It has been reported that such roton minimum also exists in the 
excitation spectrum of a dipolar condensate [7, 8]. Therefore, we expect that the density-
wave states would be an energetically favorable metastable state near this roton minimum 
area before the condensate goes to collapse. 
As shown in Fig. 2.3, the density wave structures are observed to appear near the bound-
aries. However, away from the boundary, the density waves are quickly damped. With 
12 
Figure 2.3: (Color online) Density Profile of the ground state of a quasi-2D dipolar condensate in a 
infinite square well. The density-wave oscillations can be observed near the boundaries. 
increasing dipole-dipole interactions, the condensate will collapse eventually. Hence we 
never see a density wave develops in the whole condensate. 
Chapter 3 
Bogoliubov-de Gennes Calculation For 
Polarized Fermi Gas At Unitary 
3.1 Polarized Fermi Gas At Unitary 
3.1.1 Introduction 
Since the 1960s, some theoretical efforts have been devoted to investigating the possibility 
of pairing mechanism in imbalanced systems, where the chemical potentials or the number 
of fermionic species are different [10]. Various phases have been proposed for such imbal-
anced fermionic systems, including the breached pair superfluid phase (BP) [12], deformed 
Fermi surfaces [13], phase separation in real space [14, 15], and the Larkin,Ovchinnikov, 
Fulde and Ferrel (so-called LOFF or FFLO)-phase, which features an oscillating order pa-
rameter [11], also the possibility of new coexisting phases in the BEC regime [16], and 
13 
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possibility of P-wave superfluidity [17]. Over the past two years or so, a flurry of theo-
retical activities in resonant population imbalanced Fermi gas has been stimulated by the 
experiments carried out in the Hulet's group at Rice [18] and Ketterle's group at MIT 
[19]. Nevertheless, there are still many open questions concerning, for instance, the impor-
tance of finite-size effects and the stability of exotic non-BCS pairing state remaining to be 
answered. In particular, finite-size effects are considered to be the leading candidate that 
accounts for the discrepancies in experimental observation between the two groups, but a 
detailed exploration is still lacking. The main discrepancies concern the breakdown of the 
local density approximation (LDA) which is apparent in Rice data but not in MIT ones and 
the existance of the Chandrasekhar-Clogston (CC) limit [20] which is observed at MIT but 
not at Rice. 
To shed light on these important questions, we have started a systematic investigation 
by solving self-consistently the Bogoliubov-de Gennes (BdG) equations which describe the 
mean-field properties of two-component Fermi gases and the ground state inhomogeneity 
effects are readily incorporated. In our calculation, the interaction strength (i.e., the s-
wave scattering length a between the two components) is a controllable parameter. In this 
thesis, however, we restrict our discussion to the unitarity limit (i.e., a —> inf) with a 
divergent scattering length since this is the regime explored by the experiments [18, 19]. 
To simulate the Rice experiment, we consider a 3D system in an anisotropic traps with 
cylindrical symmetry, the external potential is taken to be: VeXt(r) = m(o2(A2p2 + z2)/2 with 
p2 = x2 + y2. The parameter A represents the trap aspect ratio. We can take advantage of the 
15 
cylindrical symmetry of the system and discretize the p-z plane on a triangular mesh using 
a finite element scheme, which reduces the system to 2D effectively. 
3.1.2 BdG Formalism 
Let us consider a Fermi gas distributed in two hyperfine spin states. The Fermi system 
across a broad Feshbach resonance, which is realized in 6Li or 40K atoms, can be well 
described by the single-channel Hamiltonian as following: 
*H = f * [ £ tiWHMr) + ^ ( r ) ^ ( r ) ^ ( r V T ( r ) ] , (3.1) 
with the creation and annihilation operators of fermions, ^ ( r ) and ^o-(r). 
Following the procedure in Reference [22], we can obtain the Bogoliubov-de Gennes 
(BdG) equations [21] which take the form 
(3.2) 
#T A(r) 
A*(r) - ^ 
ut(r) 
v,(r) 
= Et 
ut(r) 
v,(r) 
where the single-particle Hamiltonian is given by 
#cr = -rV z / (2m) + Vext(r) -/v(<r =T, I) (3.3) 
The quasiparticle energies Ej take both positive and negative values. The order parameter 
and the densities are given by A = g £ , M,V*/(£,), "T = Zi l"il2/(£i), and nt = 2 , |v,-|2/(-£,-) 
where f(E) - [exp(E/kT) + I]'1 is the Fermi distribution function and the densities must 
be constrained as A ^ = j dr n^ir), g is the bare coupling constant which will be replaced 
by the s-wave scattering length as via the regularization prescription: {Anh2aslm)~l = l/g+ 
16 
Zk(2fk)_I with ek = Irk2/(2m). Note that we have ignored the Hartree shift in the BdG 
equation. In the mean-field level, it is reasonable to thedrop the Hartree term at unitarity 
limit [22]. 
3.2 Self-consistent numerical solutions of the BDG equa-
tion 
Our aim is to search for the ground state by solving the BdG equation above self-consistently. 
Such self-consistent calculation requires huge computational resources and time, therefore 
an effective numerical scheme and parallelization of the program will be necessary. We 
adopt a hybrid strategy as detailed in Ref. [22], where it has been used to successfully 
solve BdG equation in an effective ID case. In short, the basic idea for this strategy is 
that a cutoff energy Ec is introduced. Quasiparticle modes with \Ej\ < Ec are calculated 
by solving Eqs. (3.2); while the high-energy modes with \Ej\ > Ec are calculated using 
the semi-classical method in the spirit of the LDA. In our practice, we have found this 
technique to be very efficient in the sense that it does not require a very large Ec (typical 
values of Ec we used is a few times Fermi energy) and the results are essentially cutoff-
independent. For each run, we choose T, as and X. We then either fix the values for Na, or 
that for/v, which is referred as canonical or grand-canonical mode respectively and solve 
Eqs. (3.2) self-consistently together with the above-cutoff modes. 
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3.2.1 Implementation of the code 
To implement the strategy above, we need develop an efficient parallelized eigensolver. The 
entire numerical scheme we adopted is built on finite element nethod (FEM) (for spatial 
discretization) and PETSc (The Portable Extensible Toolkit for Scientific Computation). 
The split-step Fourier method we employed in the previous chapter belongs to the cat-
egory of pesudo-spectral method. The FEM, comparing with the spectral methods, is less 
accurate but has two advantages. Firstly, the matrix equations generated by FEM are sparse 
ones, which cost much less resource in practical computations. Secondly, especially in 
multi-dimensional problems, it is well known that FEM can divide the entire region into 
sub-domains flexibly, thus almost any degree of nonhomogeneity can be included. There-
fore it is a suitable tool for the current system we are dealing with. Historically, Hartee-
Fock-Bogoliubov (HFB) /BdG calculations have been used extensively in nuclear physics, 
in which it is conventionally formulated in the configuration space by expanding the quasi-
particle states in a suitable single-particle space, most popularly, the harmonic oscillator 
(HO) basis. The efficiency of this method has been testified by its successful applications 
in large-scale HFB calculations, for example, even in the work investigating the polarized 
Fermi gas in spherically harmonic trap we just cited [22]. However it is questionable to 
use the HO basis when the system is strongly deformed, which may require to use unreal-
istically large configuration space to guarantee convergence. In this situation, we find that 
the FEM is the best tool we can use to go beyond those limitation. 
PETSc is a set of tools to help users write large-scale code for scientific application 
18 
involving the solution of partial differential equations and related problems without de-
veloping their own numerical solvers. PETSc consists a set of libraries containing rou-
tines that enable users creating vectors, matrices and distributed arrays, both sequential 
and parallel, as well as libraries of linear and nonlinear numerical solvers. (PETSc han-
dles all parallel message passing communications in using MPI (Message Passing Interfer-
ence [23]) standard.) The more details and all documents about PETSc can be found at 
http://www.mcs.anl.gov/petsc/petsc-as/. Since our calculations involve huge computation 
of eigenvalues, we take advantage of a novel Shift-and-Invert Parallel Spectral transforma-
tion method (SIPs) [24] built on top of PETSc, which significantly improve the parallel 
code performance. 
3.2.2 Structure of the code 
To provide a straightforward overview of the structure of the code, we put it into a flow 
chart as in Fig. 3.1. 
As shown in the flow chart, basically we: 
1. start with the LDA results or a previously calculated states, 
2. then solve the BdG equation for all the states up to the chosen energy cut-off to find 
u„i (r) and vn/ (r) using SIP module 
3. generate the new states using Broyden mixing method [33] if calculation is not 
converged 
19 
Initializing 
Generating 
Mesh 
Read In 
Previous 
Data 
Perform LDA 
Calculation 
Calculate the 
eigenvalue pairs for 
u,v using SIP 
Module up to 
choosen cut-off 
Generate new state 
functions using 
Broyden Mixing 
Figure 3.1: The basic structure of the code solving BdG equation self-consistently 
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Figure 3.2: Density profiles of the atomic cloud. The left and right column are results from different 
traps with trap aspect ratio A = 5 and 50, respectively. The upper, middle and lower row 
correspond to different polarization P = 0.2 0.4 and 0.6, respectively. In each subplot, 
we have shown (from left to right) the column densities of the majority component, 
of the minority component, their difference, and the axial spin denisty. The units for 
length is ZJF, the Thomas-Fermi radius along the z-axis for an ideal Fermi gas. 
4. finally system converges to the a steady state. 
3.3 Current Results 
Currently, we perform the calculations in both canonical (fixed particle number) and grand-
canonical (fixed chemical potential) mode. The range of the particle number varies form 
200 to 2000. In practice,we also set the system temperature at T = 0.027> for quick 
convergence [34] when we perform the grand-canonical calculations. 
21 
3.3.1 N=200 at zero temperature 
We already finished a systematic canonical calculation for N = 200 particles at zero tem-
perature. Several representative density profiles are illustrated in Fig. 3.2 for various polar-
izations defined as 
P = (Ni-Nl)/(Ni + Ni), 
and for two different trap geometry: a moderately cigar-shaped trap with A = 5 and a very 
elongated trap with A = 50. For each set of parameters, we show the column densities 
ha-(z, x) = J dy «o-(x, y, z) for both spin components as well as their difference, and also 
the double-integrated axial spin density s(z) = Jdxdy[n^(x,y,z) - n^{x,y,z)}. Note that 
the column densities are the ones that are directly measured in the experiment with the 
imaging laser beam propagating along one radial axis, while the axial densities can be 
easily obtained from column densities by integrating over the remaining radial axis. 
As a verification of the code correctness, we first performed the calculation for the 
spherical trap case (A = 1) which has been studied in Ref [22]. Our calculation shows that, 
in this case, the density profiles always obey the spherical symmetry. When comparing 
to the results in Ref. [22], we found that, other than an overall scaling, our results are al-
most identical to theirs at the same polarization P, despite the fact that the total number of 
atoms used in Ref. [22] is two orders of magnitude larger than ours. We refer the readers to 
Ref. [22] for details. Here we just give a brief description of the key features. Note that the 
authors of Ref. [22] solved the one-dimensional radial equation, hence the spherical sym-
metry of the cloud is automatically imposed. Whereas in our calculation, we only impose 
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a much weaker cylindrical symmtry. The density profiles indicate a phase-separation sce-
nario: a fully paired BCS superfluid core at the trap center surrounded by a fully polarized 
shell composed of excess majority spins. A thin layer of partially polarized gas forms the 
interface between the superfluid core and the normal shell. In this intermidiate regime, the 
minority density and the order parameter quickly drops to zero. Here and in other cases, 
we always found that the profile of the order parameter closely follows that of the density 
of the minority spin component. Furthermore, in this case, the LDA gives very good agree-
ment with the full BdG calculation. In particular, the axial spin density from BdG shows a 
flat-topped structure, consistent with the prediction from the LDA [25]. 
Let us now turn our attention to the left column of Fig. 3.2, representing results ob-
tained for a cigar-like potential with trap aspect ratio A = 5. Here we can immediately see 
the striking difference in density profiles in comparison to the spherical trap system. In par-
ticular, the axial spin denisties exhibit a two-peaked structure, indicating a clear violation 
of the LDA. 
To get a closer look, we plot in Fig. 3.3 the densities and the order paramters along 
the axial and radial axis for two different polarizations. Fig. 3.3(a) displays results for 
a relatively small polarization with P = 0.2. The density profiles along the z-axis show 
clearly a phase separated three-region structure — moving from the center to the edge of 
the trap, we encounter a fully paired superfluid core, a partially paired intermediate region 
and a fully polarized normal gas, just like in the previous case of spherical trap. In stark 
contrast, the density profiles for the two components along the p-axis completely overlap 
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Figure 3.3: Density and order parameter profiles along the axial and radial axes in a cigar-like trap 
with A = 5 for two differnet polarizations: (a) P = 0.2 and (b) P = 0.6. 
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with each other. In fact, this matching of the radial profiles occur for \z\ < 0.1. As a 
consequence, the axial spin density vanishes near z = 0 as shown in the upper subplot in 
the left column of Fig. 3.2, which is a clear signature of the breakdown of the LDA. 
The reason why the majority and minority densities overlap along the radial direction 
can be understood from the surface energy point of view. When phase separation occurs, 
there is an accompanying surface energy associated with the interface between the two 
phases. The system will then try to minimize the interface area in order to reduce the 
surface energy. For a cigar-like trap as we studied here, the superfluid-normal gas interface 
area can be efficiently reduced if the two spin components match their densities radially. 
The authors of Ref. [26, 27] devised phenomenological theories to include the surface term 
variationally to explain the breakdown of the LDA observed in Rice experiment [18]. In 
our calcultion, the surface energy is automatically included from the self-consistent BdG 
solution. 
As polarization increases, eventually it becomes energetically unfavorable to have this 
radial density matching. This is illustrated in Fig. 3.3(b) for P = 0.6. Consequently, the 
axial spin density no longer vanishes near z = 0, but still shows a dip (see the middle 
and lower subplots in the left column of Fig. 3.2). In addition, it is quite noticable that 
the minority component density has a much steeper down turn along the axial axis than 
along the radial axis. Moreover, in the partially polarized intermediate region, the order 
parameter has a small oscillation along the axial axis, but not along the radial axis. Similar 
order parameter oscillations were also found in the spherical trap case [22]. 
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(a) A,=5 
Figure 3.4: Cloud aspect ratio as functions of polarization P in cigar-like traps with (a) A = 5 and 
(b) A = 50. 
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A consequence of the breakdown of the LDA is that the atomic cloud aspect ratio will 
deviate from the trap aspect ratio as shown in the Rice experiment [18]. In Fig. 3.4, we 
present the cloud aspect ratio as a function of polarization from our calculation. We define 
the cloud aspect ratio as Ka = R^/R^ with 
fzna(p = 0,z)dz 
K„ — —T , 
J rio-ip = 0, z) dz 
and similarly for R%. Within the LDA, both KT and /cj. are very close to the trap aspect ratio 
A and are insensitive to the polarization. Fig. 3.4(a) shows the BdG results for the trap 
with A = 5. For a population balanced system (P = 0), we have KT = xj, « 4.85 which is 
close to the trap aspect ratio. As P increases from zero, Kf increases while KJ, decreases. In 
other words, the majority component stretches along the axial direction, while the minority 
component bulges along the radial direction, such that their radial density profiles match 
with each other in order to reduce the interface area, as we discussed above. 
Figure 3.4(b) shows the cloud aspect ratio in the very elongated trap with A = 50. 
For this trap, the majority and minority components have their densities matched along 
the radial axis up to the highest polarization we have calculated which is P = 0.7. This 
further confirms that the system is able to greatly reduce the effective surface area between 
the normal state and the superfluid state in anisotropic cigar-like traps. Another marked 
feature for such an elongated trap is the damped oscillations in the order parameter along 
the z-axis. As demonstrated in Fig. 3.5, these oscillations are quite generic features in such 
a trap with finite P. As P increases, both the amplitude and the spatial extension of the 
oscillation increase. As shown in Fig. 3.5(b), at large polarizations, the axial length of the 
27 
partially polarized intermediate region becomes comparable to or even larger than that of 
the BCS core. Accompanied with the oscillation in order parameter, the density profiles 
also exhibit strong oscillations with the minority component possessing a larger oscillation 
amplitude than the majority component. 
We are trying to check the existense Chandraskhar-Clogston limit in our calculation, 
which is also a major difference between experiments at MIT and Rice. For high polar-
ization, the canonical BdG calculation is very hard to converge to a steady state, we were 
only able to perform a calculation up to P = 0.7 for A = 50. We are trying to use the 
ground-canonical calcualtion to investigate how system behaves above this polarization. 
3.3.2 Larger particle number at T = 0.02Tp 
Beyond the systematic investigation for 200 particles at zero temperature, we have suc-
cessfully obtained some converged results for different particle number ranging from 200 
around 2000 by setting temperature T = 0.027>. With these data, we can study the fi-
nite size effect by looking at the density profiles at the approximately same polarization 
corresponding to different particle numbers. In Fig. 3.6, we compare a series of density 
profiles at T = 0.027> with different particle number N = 206,440,1083 at P « 0.38. We 
observed that the majority and minority densities along radial direction still overlap when 
particle number goes up to iV = 440 while such overlap disappears when the particle num-
ber is increased to N - 1083. Therefore it seems that this LDA breakdown phenomenon 
we observed for 200 particles can be considered as a finite-size effect. The further inves-
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We do not show the radial density and order parameter profiles, which look more or 
less like those in Fig. 3.3(a). 
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Figure 3.7: Corresponding density profiles of the atomic cloud for N = 1083 at A = 50 
tigation using grand-canonical mode is going on and we hope to find out at what particle 
number the densities in radial direction begin to separate. 
3.4 Future Research Plan 
3.4.1 Improving the algorithm 
One of the most urgent objective for us is to improve the convergence efficiency of our 
self-consistent calculation and prevent the divergence in the iteration process. We are look-
ing to borrow some experiences from the studies on DFT calculation [34, 35], in which 
a lot of efforts have been devoted to obtain the self-consistency in density functional cal-
culations and some novel techniques have been introduced which are considered as the 
better candidates for self-consistent calculations than the Broyden method we are currently 
employing. 
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3.4.2 Large-N System Simulation 
Another important objective as we have stated is about the finite-size effect. To characterize 
the experiments correctly, we need to push the calculated particle number to the order of 
105. In doing so, we can examine whether if the topological structures we observed in 
small-N system still exist and could be the sign of the FFLO state. For this purpose, we 
are going to use an ideal model in which the polarized Fermi gas in a 2D harmonic trap in 
the X-Y plane while we impose a periodic boundary condition in the Z direction. With this 
setup, we expect to reduce the computation time significantly and eliminate the finite-size 
effect to examine whether the FFLO-like oscillatory structures we observed above indeed 
represents a real bulk FFLO phase. 
3.4.3 Time-dependent BdG Simulation 
Besides improving on the algorithm, we are looking to expand the function of our code 
to apply it to investigate new scenarios. Solving the time-dependent BdG numerically is a 
powerful tool for investigating the dynamical properties in Fermi gases as in the BECs, or 
seeking the ground state by evolving in the imaginary time as we have done in Chapter 2. 
Basically the time-dependent BdG can be written as 
ihd, 
I \ 
Ui Uj(r) 
v,-(r) 
(3.4) #T A(r) 
A*(r) -Hl 
The time-dependent version BdG equation can be solved with the split-step Fourier 
scheme that we discussed in the previous chapter. However the standard procedure needs 
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to be revised because it assumes that the gap function remains constant during each time 
step to preserve the orthonormal nature of the w's and v's. This assumption breaks the self-
consistency of the equation. Some technique has been proposed to circumvent this problem 
and conserve the mean number of the particles [36]. 
3.4.4 Beyond mean-field 
Although the BdG calculations we are performing have exhibited some novel properties 
which LDA fails to describe, it is still based on mean-field approximation, which does 
not properly account for some many-body effects such as the Gorkov-Melik-Barkhudarov 
corrections [38] that may lead to significant decreases in the pairing gap. And as stated 
above, we neglected the Hartree terms (the unsuppressed normal correlation energy) in 
mean-field approximation at unitary, which could be crucial in searching FFLO state and 
CC limit. For the latter one, we haven't observed such CC limit in our calculation even for 
very large polarization in spherical trap while it has been verified in MIT's experiment at P 
around 0.7. 
A DFT based scheme, the so-called asymmetric superfluid local density approxima-
tion,has been proposed by A. Bulgac et.al [37] to go beyond these limitation of mean-field 
approximation. The ASLDA leads to a HFB/BdG equation which can be viewed as the gen-
eralized Kohn-Sham equation [39] in the standard DFT. The basic equations of ASLDA is 
as follows 
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HT(r) + Uf A(r) 
A*(r) -Hfr) - Ui 
ut(x) 
[ v,-(r) 
= E, 
Uj(r) 
v,(r) 
(3.5) 
where 
U„ _d_ 
dn„ 
(3;r2)5/3(nT + ^ ) 5 / 3 
IOTT2 •m 
_d_ ("T + "l) 1/3 
y(x) |A|
2
 + Vext. (3.6) 
here we ignore the dependence of effective mass on the densities, and define x = njn^ € 
[0,1] by assuming the spin t is the majority species. Compared with the mean-field BdG, 
we have two extra terms in the diagonal matrix element characterized by Ua. These two 
terms represent the beyond-mean-field self energy experienced by the fermions. 
The associated polarization densities «o-(r), kinetic densities To-(r), anomalous densities 
v(r), and pairing potential A(r) are constructed by summing over all eigenstates Et weighted 
with the Fermi distribution function fp(E), where ft = 1/7. Here it has been generalized 
to the finite temperature case, and as we have mentioned above, in practical calculation, 
a small finite temperature can help the initial part of the self-consistent calculations to 
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converge, 
raT(r 
TT(r 
v(r 
A(r 
= £k(r)|2//*(£,X 
= £|v,(r)|2//»(-£.-). 
i 
= 2_j «/(r)v,. (r) , 
= - ge#(r)v(r), 
(3.7a) 
(3.7b) 
(3.7c) 
(3.7d) 
(3.7e) 
(3.7f) 
where geff is the regularized pairing strength, which satisfies 
1 («T+"l) 1 / 3 
geff y(x) - A . (3.8) 
As in the regular DFT theory, the key for the success is to find an appropriate density 
energy functional and the simplest ASLDA energy functional is as following [37]: 
6 = 
TT TX
 A . ' 
10^z (3.9) 
where the aa, ft and 1/y as in ^ above are dimensionless parameters, which can be deter-
mined by fitting the energy functional with the data from ab initio quantum Monte Carlo 
calculations [37]. Here a a- represents the ratio of the effective mass to the bare atomic 
mass. From the QMC results, we know that the effective mass is very close to the bare 
mass, hence we take aa = 1. 
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As equations under ASLDA have a similar form as the BdG equations that we are 
solving, it would be convenient for us to plant it into our current code. And we are expecting 
that this scheme may help us solve some technical difficulties such as including the Hartree 
term in the calculation and therefore advance our understanding of the underlying physics 
in polarized Fermi gas system. 
3.4.5 Vortex lattice of a rotating system 
With all these numerical techniques learned in this thesis and the code we have constructed, 
we can move to investigate many new scenarios and underlying physics. One interesting 
topic is about the vortex lattices in rotating Fermi gases. As we know, the presence of 
vortex lattice is the most unambiguous evidence for superfluidity. Unlike in Bose gases, 
due to the significant density depletion in the vortex core, such density variations can only 
be detect experimentally in the strong coupling regime in Fermi gases [40]. There has been 
some theoretical work studying the vortices in Fermi gases. Most theoretical work has been 
focused on single vortex core at zero temperature [41] with very few work focused on the 
vortex lattice in rotating Fermi gases [42]. On the other hand, with the recent experimental 
progresses, there's a lot of experimental [19] and theoretical [43] interests in the vortex 
physics in the spin polarized or mass-imbalanced Fermi systems. BdG formalism has been 
proved to be a important tool for investigating vortex physics in Bose cases, also it has been 
employed in Fermi cases. Our BdG calculation based on FEM could be a powerful tool to 
study the vortex physics in Fermi gases as in Bose case [44], because the FEM offers the 
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maximum flexibility in such nonhomogeneous system with the presence of vortices. 
Appendix A 
Application of Fourier transform to 
dipolar condensate 
For the purpose of numerical calculation, it is convenient to define FT as (the engineering 
standard) 
<A(f) = TMry\ = f ^ ( r > - 2 m f r (A. 1) 
then, the inverse FT takes the form 
m = T1 mm = f dt^oe2^, (A.2> 
where we have used the relations 
f dre-2"i(t-nr = S(t - f ) , f die-2"*-^ = <?(r - r'). (A.3) 
The convolution can be easily calculated as 
fdr'V(r-r')<p(r') = T~x [V(f)0(f)]. (A.4) 
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The FT of function F;,OT(r)/r3 can be easily found using following equality 
e-™* = 47rYJ(-i)ljl(27Tfr)Yim(f)yiJr), (A.5) 
Urn 
which yields 
T Y2,m(r) = 47Tj](-i)%m,(f) fdxJ-^ fdrY2,m(r)Yt„Ar) = - y F 2 , m ( / ) , (A.6) 
l,m' 
writing down explicitly 
T 
1 - S c o s 2 ^ An *, 
- y ( l - 3 COS2 Of). 
The derivative terms can also be calculated using FT 
V2^(r) = T~l [T[V2<f>a(r)]\ = ~^T~X [/20„<f)]. (A.7) 
For practical numerical calculation, FT is implemented via discrete Fourier transform 
(DFT). That is, for an array of N uniformly sampled data h„ = h(tn) (n = 0 ,1 ,2 , . . . ,N- 1), 
if the sampling time-step is A, the frequency interval is Ay = ^ , i.e., 
The FT of h(t) is approximately calculated as 
/
N-l N-l 
dth(t)e-Mf"' * £ he-2*'*** = A ^ hke 
the DFT is then defined as 
(A.8) 
k=0 k=0 
2mkn/N (A.9) 
N-l 
k = Y,h' ke -IniknIN (A. 10) 
*=o 
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we can easily see the relation between FT and DFT 
h(fn)*Mn. (A.11) 
The formula for the discrete inverse Fourier transform, which recovers the set of h^s ex-
actly from the h„'s is 
1 jv - i 
hk = - ^ h n e 2 « i k " / N , (A. 12) 
n=0 
where we have used ^ J)« e~2"i(-J~k)n/N = 6jk. Let's check out those terms which involve 
DFT, for simplicity, here we only consider an ID case. The derivative related terms are 
n n 
\4^f-\ = **[dffWtf * ^ A , g /„W„)I2 = 4n^ £ /„2|0„|2. 
n=0 n=0 
For dipole-dipole interaction energy, we need to find D(t) = fdfV(t - t')(p{t') which is 
alternatively 
tXtj) = f dfe2«if'>V(f)]>(f) * A , £ ^ " ' W J t o = ^ J ] ^ ^ ' ^ V C / J ^ , 
this is exactly the inverse DFT. Since, in our case, we know the FT of V(t) analytically, we 
use V(j„) from FT rather than Vn from DFT. 
Forthermore, fast Fourier transform (FFT), instead of DFT, is used for the numerical 
computation. FFT is slightly different from DFT in the way how it sorts the transformed 
data. In FFT, f„ is ordered as 
/ - : ( 0 , l , - , f - l , -^,...,-l)x± (A. 13) 
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therefore, the frequency corresponding to index n is 
n/NA, 0<n< N/2, 
fn = { (A.14) 
(n-N)/NA, N/2<n<N-l. 
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