We consider the maintenance of the set of all maximal cliques in a dynamic graph that is changing through the addition or deletion of edges. We present nearly tight bounds on the magnitude of change in the set of maximal cliques, as well as the first change-sensitive algorithms for clique maintenance, whose runtime is proportional to the magnitude of the change in the set of maximal cliques. We present experimental results showing that these algorithms are efficient in practice.
Introduction
Graphs are widely used in modeling linked data, and there has been a tremendous interest in developing efficient methods for finding patterns in graphs, often called "graph mining". A fundamental task in graph mining is the identification of dense subgraphs, which are groups of vertices that are tightly interconnected. Many of today's "big data" applications need to identify dense subgraphs from an evolving graph. For example, [1] used dense subgraph mining in real-time identification of breaking stories from the Twitter message stream. Analyses of communities within microblogging platforms [13] rely on identifying dense structures within an evolving graph representing connections between entities. Identifying dense substructures in a graph is a critical component of other mining tasks, such as identifying groups of closely linked people in a social network [11, 18, 24] , identifying web communities [9, 17, 29] , and in constructing the Phylogenetic Tree of Life [6, 30, 37] .
Most current methods for identifying dense subgraphs are "batch methods" designed for static graphs. When presented with a graph G, they can enumerate the set of all dense subgraphs within G. If G changes slightly, say, by the addition of a few edges to yield G , these methods will have to enumerate all subgraphs within G all over again, even though the set of dense subgraphs may have only changed slightly in going from G to G . This is of course, a source of serious inefficiency, so that methods designed for static graphs are not applicable to a graph that is changing. From a foundational perspective, identifying dense structures in a graph has been a problem of long-standing interest in computer science, but even basic questions remain unanswered on dynamic graphs.
We consider the maintenance of the set of maximal cliques, perhaps the most fundamental and widely studied dense subgraphs. Let G = (V, E) be an undirected unweighted graph on vertex set V and edge set E. A clique in G is a set of vertices C ⊆ V such that any two vertices in C are connected to each other in G. A clique is called maximal if it is not a proper subset of any other clique. Let C(G) denote the set of maximal cliques in G.
Suppose that we started from a graph G 1 = (V, E) and the state of the graph changed to G 2 = (V, E ∪ H) through an addition of H to the set of edges in the graph. Let Λ new = C(G 2 ) \ C(G 1 ) denote the set of maximal cliques that were newly formed in going from G 1 to G 2 , and Λ del = C(G 1 ) \ C(G 2 ) denote the set of cliques that were maximal in G 1 but are no longer maximal in G 2 . Let Λ(G 1 , G 2 ) = Λ new (G 1 , G 2 ) ∪ Λ del (G 1 , G 2 ) denote the symmetric difference of C(G 1 ) and C(G 2 ). We ask the following questions.
• How large can the size of Λ(G 1 , G 2 ) be, especially for the cases when a small number of edges are added to G 1 ? To systematically study the problem of maintaining maximal cliques in a dynamic graph, we first need to understand what is the possible magnitude of change in the set of maximal cliques.
• How can we efficiently compute Λ(G 1 , G 2 ), especially for the cases when Λ(G 1 , G 2 ) is itself small? Can we have change-sensitive algorithms for computing Λ(G 1 , G 2 ), whose time complexity is proportional to the size of Λ(G 1 , G 2 )?
Contributions
We present progress towards answering both questions posed above.
A: Size of Λ(G, G + H) Let f (n) denote the maximum number of maximal cliques in a graph on n vertices. A result of Moon and Moser [26] shows that f (n) is approximately 3 n/3
(an exact expression for f (n) is presented in Section 3).
(A.1) We present nearly tight upper and lower bounds for the magnitude of Λ(G, G + H), taken across all possible graphs G and edges H. We show that by the addition of a small number of edges to a graph G on n vertices, it is possible to cause a change of nearly 2f (n), which is an upper bound on the magnitude of Λ(G, G + H). Details are in Theorem 3.
(A.2) We show that when a single edge e is added to graph G resulting in graph G + e on n vertices, the size of Λ(G, G + e) can be as large as 3f (n − 2) ≈ 3 (n+1)/3 . Moreover, 3f (n − 2) is the maximum possible change from the addition of a single edge. It is interesting to note that the magnitude of change (in the set of maximal cliques) that can be caused by a single edge can be greater than the maximum number of maximal cliques in a graph. Details are in Theorem 4.
(A.3) We encountered an error in the 50-year old result of Moon and Moser [26] on the number of maximal cliques in a graph, which is directly relevant to our bounds on the change in the set of maximal cliques. We present our correction to their result in Observation 1.
B. Change-Sensitive Algorithms for Λ(G, G + H) (B.1) We present change-sensitive algorithms for enumerating the elements of Λ(G, G + H). The time taken for enumerating 
To our knowledge, these are the first algorithms for enumerating the change in the set of maximal cliques in time provably proportional to the size of the change.
(B.2) Based on theoretically-efficient change-sensitive algorithms, we present practical algorithms for enumerating Λ(G, G + H), implementations of these algorithms, and a detailed experimental study showing they can enumerate change in maximal cliques in a large graph with of the order of a hundred thousand vertices and a million edges. These significantly outperform prior solutions, including [32] and [28] . For example, on the as-skitter-9 graph, our algorithms were faster than [28, 32] by a factor of more than a thousand.
Relation to Prior Work
The works in [32, 36] present algorithms for tracking Λ(G, G + H) when H consists of only a single edge. These algorithms are not proved to be change-sensitive, even for a single edge.
Further, if a batch of many edges H is added to a graph, an algorithm that recomputes the change in maximal cliques after each edge addition maybe very inefficient -the change after the addition of all edges in the batch maybe very small, but the changes in maximal cliques during intermediate stages may sum up to a very large number. For example, consider the case of a graph growing from an empty graph on 10 vertices to a clique on 10 vertices. Only one new maximal clique has been formed by this batch, but numerous maximal cliques arise during intermediate steps.
Ottosen and Vomlel [28] present an approach based on local search by which they mean to run a maximal clique enumeration algorithm on a graph localized to the change in the set of edges. However, no provable performance bounds are presented for these algorithms. In contrast, our algorithm can handle the addition of a set H of multiple edges, and is provably change-sensitive. To our knowledge, prior works did not consider bounds on the magnitude of change that can be caused due to the addition (or deletion) of edges to the graph, and we are the first to present bounds on this.
Roadmap We present related work in Section 2 and preliminaries in Section 3, followed by results on the change in the set of maximal cliques in Section 4, change-sensitive algorithms for enumeration in Section 5, and experimental results in Section 6.
Related Work
There is substantial prior work on enumerating maximal cliques in a graph starting from the algorithm based on depth-first-search due to Bron and Kerbosch [3] . A significant improvement to [3] is presented in [34] using the idea of "pivoting", leading to a precise upper bound on the worst-case time complexity, showing worst-case optimality [26] . Other work on refinements of [3, 34] include [15] , who presents several strategies for pivot selection to enhance the algorithm in [3] , and a fixed parameter tractable algorithm parameterized by the graph degeneracy [7, 8] .
Many output-efficient structure enumeration algorithms for static graphs, including [5, 25, 35] , can be seen as instances of a general technique called "reverse search" [2] . The current best bound on the time complexity of clique enumeration on a dense graph G = (V, E) is due to [25] and is based on matrix multiplication. Further work in this direction includes [16] and [14] , who consider the enumeration of maximal independent sets in lexicographic order and [4] , who consider the external memory model. Extensions to parallel frameworks such as MapReduce or MPI are presented in [27, 33, 36] .
There has been recent work on enumerating structures other than maximal cliques on dynamic graphs, including maintenance of k-cores [23, 31] , and k-truss communities [12] .
External memory algorithms for maximal clique enumeration has been considered in [4] .
Preliminaries
We consider simple undirected graphs without self loops or multiple edges. For graph G, V (G) denotes the set of vertices in G and E(G) the set of edges of G. For vertex u ∈ V , let Γ G (u) denote the set of vertices adjacent to u in G. When the graph G is clear from the context, we use notation Γ(u) to mean Γ G (u). For edge e = (u, v) ∈ E(G), we use the notation G − e to denote the graph obtained by deleting edge e from E(G), but retaining vertices u and v.
Similarly, let G + e denote the graph obtained by adding edge e to graph E(G). For edge set H, let G − H (G + H) denote the graph obtained by subtracting (adding) all edges in H from (to) E(G). For vertex v ∈ G(V ), let G − v denote the induced subgraph of G on the vertex set V (G) − {e}, i.e. the graph obtained from G by deleting v and all its incident edges.
Results for Static Graphs
We present some known results about maximal cliques on static graphs that we will use. Nearly 50 years ago, Moon and Moser [26] considered the question: "how many maximal cliques can be present in an undirected graph on n vertices", and gave the following answer. Let f (n) denote the maximum possible number of maximal cliques in a graph on n vertices. Theorem 1 (Theorem 1, Moon and Moser, [26] ). If n mod 3 = 0, then f (n) = 3 n/3 .
If n mod 3 = 1, then f (n) = 3 n−4 3 .
If n mod 3 = 2 then f (n) = 3 n−2
.
For an integer n, we call the graph on n vertices that achieve the above number of maximal cliques as the "Moon-Moser" graph.
We use as a subroutine an output-sensitive algorithm for enumerating all maximal cliques within a (static) graph, using time proportional to the number of maximal cliques. There are multiple such algorithms, for example, due to Tsukiyama et al. [35] , and due to Makino and Uno [25] . We use the following result due to Chiba and Nishizeki since it provides one of the best possible time complexity bounds for general graphs. Better results are possible for dense graphs [25] and our algorithm can use other methods as a subroutine also.
Theorem 2 (Chiba and Nishizeki, [5] ). There is an algorithm MCE(G) that enumerates all maximal cliques in graph G with n(G) vertices and m(G) edges using time
where µ(G) is the number of maximal cliques in G and a(G) is the arboricity of G, which is less than the maximum vertex degree of the graph. The total space complexity of the algorithm is O(n(G) + m(G)).
Size of Λ(G, G + H)
For an integer n, let λ(n) be the maximum size of Λ(G, G + H) taken over all possible n vertex graphs and edge sets H. We present the following result with nearly tight bounds on the value of λ(n).
Proof. We first note that λ(n) ≤ 2f (n) for any integer n. To see this, note that for any graph G on n vertices and edge set H, it must be true from Theorem 1 that |C(G)| ≤ f (n) and
The result of Moon and Moser [26] for the cases where (n mod 3) is 0 or 2, states that there is only one graph H n on n vertices (subject to isomorphism) that has f (n) maximal
cliques. In such a case, adding or deleting edges from H n leads to a graph with fewer than f (n) maximal cliques, so that we can never achieve a change of 2f (n) maximal cliques. Thus we have that for (n mod 3) equal to 0 or 2, λ(n) is strictly less than 2f (n). The case of (n mod 3) = 1 is discussed separately (see Observation 1 below).
We next show that there exists a graph G on n vertices and an edge set H such that the size of Λ(G, G + H) is large. Graph G is constructed on n vertices as follows. Let ε > 3 be an
Edges of G are constructed as follows.
• Each vertex in V 1 is connected to each vertex in V 2 .
• Edges are added among vertices of V 2 to make the induced subgraph on V 2 a MoonMoser graph on (n − ε) vertices. Let G 2 denote this induced subgraph on V 2 , which has f (n − ε) maximal cliques.
• There are no edges among vertices of V 1 in G.
It is clear that for each maximal clique c in G 2 and vertex v ∈ V 1 , there is a maximal clique in G by adding v to c. Thus the number of maximal cliques in G is
To graph G, we add the edge set H, constructed as follows. H consists of edges connecting vertices in V 1 , to form a Moon-Moser graph on ε vertices. Let G = G+H. We note that C(G) and C(G ) are disjoint sets. To see this, note that each maximal clique in G contains exactly one vertex from V 1 , since no two vertices in V 1 are connected to each other in G. On the other hand, each maximal clique in G contains more than one vertex from V 1 , since each vertex
and
To compute |C(G )|, note that since each vertex in V 1 is connected to each vertex in V 2 , for each maximal clique in G (V 1 ) and each maximal clique in G (V 2 ), we have a unique maximal
and hence we have
Putting together Equations 1, 2, and 3 we get
Let F (ε) = (ε+f (ε))f (n−ε). We compute the value of ε(> 3) at which F (ε) is maximized.
To do this, we consider three different cases depending on the value of n mod 3, and omit the calculations. If n mod 3 = 0, F (ε) is maximized at ε = 4 and the maximum value
is maximized at ε = 4 and F (4) = 2f (n). And finally if n mod 3 = 2, F (ε) is maximized at ε = 5 and F (5) = 11 6 f (n). This completes the proof.
Discussion on a Result of [26] Moon and Moser [26] , in Theorem 2 in their paper, claim "For any n ≥ 2, if a graph G has n nodes and f (n) cliques, then G must be equal to H n ", where H n is a specific graph, described below. We found that this theorem is incorrect for the case when (n mod 3) = 1.
The error is as follows (see Figure 1 ). For n mod 3 = 1, the graph H n is constructed on vertex set V n = {1, 2, . . . , n} by taking vertices {1, 2, 3, 4} into a set S 0 and dividing the remaining vertices into groups of three, as sets S 1 , S 2 , . . . , S n−4
3
. In graph H n , edges are added [26] between any two vertices u, v such that u ∈ S i , v ∈ S j and i = j. This graph H n has 4 · 3 n−4 3 maximal cliques, since we can make a maximal clique by choosing a vertex from S 0 (4 ways), and one vertex from each S i , i > 0 (3 ways for each such
It turns out there is another graph G n that is different from H n , but still has the same number of maximal cliques. G n is the same as H n , except that the vertices within This is a correction to Theorem 2 of Moon and Moser [26] , which states that there is only one such graph, H n .
This observation enables us to have λ(n) = 2f (n) for the case (n mod 3) = 1. By starting with graph H n and by adding edges to make it G n , we remove f (n) maximal cliques and introduce f (n) maximal cliques, leading to a total change of 2f (n).
Addition of a Single Edge
In the case when a single edge is added to graph G, we show the following exact expression for the size of Λ(G, G + e).
Theorem 4. For an integer n > 2, graph G with n vertices, and any edge e / ∈ G, the maximum size of Λ(G, G + e) is 3f (n − 2), and for each n, there exists a graph G and edge e that achieve this bound.
The proof of this theorem has two parts. Lemma 1 shows that the size of Λ(G, G + e) can be as large as 3f (n − 2) and Lemma 6 shows that the size of Λ(G, G + e) can be no more than
Lemma 1. For any integer n > 2 there exists a graph G on n vertices and an edge e / ∈ G such that |Λ(G, G + e)| = 3f (n − 2).
Proof. We use proof by construction. Consider graph G constructed on vertex set V with n vertices. Let u and v be two vertices in V and let V = V − {u, v}. Let G denote the induced subgraph of G on vertex set V . In our construction, G is a Moon-Moser graph on (n − 2)
vertices, per the construction employed in [26] . In graph G, in addition to the edges in G , we add an edge from each vertex in V to vertex (n − 1) and an edge from each vertex in V to vertex n. We add edge e = (u, v) to G to get graph G . We claim that the size of Λ(G, G + e)
is 3f (n − 2).
First, we note that the total number of maximal cliques in G is 2f (n − 2). Each maximal clique in G contains either vertex u or v, but not both. The number of maximal cliques in G that contain vertex u is f (n − 2), since each maximal clique in G leads to a maximal clique in G by adding u. Similarly, the number of maximal cliques in G that contain vertex v is f (n − 2), leading to a total of 2f (n − 2) maximal cliques in G.
Next, we note that the total number of maximal cliques in G is f (n−2). To see this, note that each maximal clique in G contains both vertices u and v. Further, for each maximal clique in G we get a corresponding maximal clique in G by adding vertices u and v. Hence, the number of maximal cliques in G equals the number of maximal cliques in G , which is
No maximal clique in C(G) can contain both u and v, while every maximal clique in G contains both u and v. Hence, we have that C(G) and C(G ) are disjoint sets, and
Before proving the other direction (Lemma 6), we need a few preliminary lemmas.
Lemma 2. For a graph G and a vertex v ∈ V (G), the number of maximal cliques in G that contain v is at most f (n − 1).
Proof. Each maximal clique c in G that contains v corresponds to a unique maximal clique in graph G − v that can be derived by deleting vertex v from c. Thus, the number of maximal cliques in G that contain v can be no more than the maximum number of maximal cliques in
Lemma 3. The number of maximal cliques of G containing a specific edge (u, v) is at most by adding vertices u and v. Hence, there is a bijection between the maximal cliques in G and the set of maximal cliques in G that contain (u, v). The number of maximal cliques in G can be at most f (n − 2) since G has no more than (n − 2) vertices, completing the proof of the lemma.
Lemma 4. For a graph G and edge e / ∈ G, any clique in C(G + e) − C(G) must contain e.
Proof. Proof by contradiction. Suppose there is a clique c in C(G + e) − C(G) that does not contain e. Then, c must be present in G but is not maximal in G, and there must be another vertex v ∈ V (G) that can be added to c while remaining a clique. Clearly, v can be added to clique c in G + e also, so that c is not maximal in G + e, contradicting our assumption.
Lemma 5. For a graph G and edge e = (u, v) / ∈ G, any clique c ∈ C(G) − C(G + e) must contain either u or v.
Proof. Proof by contradiction. Suppose there is a maximal clique c in C(G) − C(G + e) that contains neither u nor v. Then, c must be a maximal clique in G. Since c is not a maximal clique in G + e, c is a proper subset of another maximal clique c in C(G + e). From Lemma 4, c must contain edge e = (u, v), and hence, both vertices u and v. Since c is a clique, every vertex in c is connected to u, even in G. Hence, every vertex in c is connected to u even in G.
Therefore c∪{u} is a clique in G, and c is not maximal in G, contradicting our assumption.
Lemma 6. For a graph G on n vertices and edge e / ∈ G, the size of Λ(G, G + e) can be no larger than 3f (n − 2).
Proof. Proof by contradiction. Suppose there exists a graph G and edge e / ∈ G such that
This means that total number of new maximal cliques formed due to addition of edge e is larger than f (n − 2). From Lemma 4, each new maximal clique formed due to addition of edge e must contain e. From Lemma 3, the total number of maximal cliques in an n vertex graph containing a specific edge can be at most f (n − 2). Thus, the number of new maximal cliques after adding edge e is at most f (n − 2), contradicting our assumption. hence the number of possible cliques c that contain u is no more than f (n − 2). In a similar way, the number of possible maximal cliques that contain v is at most f (n − 2). Therefore, the total number of maximal cliques in C(G) − C(G + e) is at most 2f (n − 2), contradicting our assumption.
Change-Sensitive Algorithms
In this section we present change-sensitive algorithms for computing new maximal cliques and subsumed cliques when a set of edges H is inserted to the graph G = (V, E). We present algorithms for enumerating new maximal cliques in Section 5.1 and for enumerating subsumed maximal cliques in Section 5.2. We then (briefly) consider the decremental case, when edges are deleted from the graph. We use Λ new to mean Λ new (G, G + H) and similarly Λ del to mean Λ del (G, G + H).
Enumeration of New Maximal Cliques
Let G be the initial graph and G = G + H the new graph. For edge e ∈ H, let C (e) denote the set of maximal cliques in (G + H) that contain edge e. Before describing the algorithm, we present the properties on which the algorithm is based.
Lemma 7.
Proof. Each clique in Λ new must contain at least one edge from H. Consider a clique c ∈ Λ new .
If c did not contain any edge from H, then c is also a maximal clique in G, and hence cannot belong to Λ new . Hence, c ∈ C (e) for some edge e ∈ H, and c ∈ ∪ e∈H C (e). This shows that
Next consider a clique c ∈ ∪ e∈H C (e). It must be the case that c ∈ C (f ) for some f in e.
Thus c is a maximal clique in G + H, and c contains edge f ∈ H and c cannot be a clique in G. Thus c ∈ Λ new . This shows that ∪ e∈H C (e) ⊆ Λ new .
We now consider efficient ways of enumerating cliques from ∪ e∈H C (e). For edge e = (u, v),
let G e be defined as the induced subgraph of G on the vertex set {u,
Lemma 8.
Proof. Consider a clique c in C (e), i.e. a maximal clique in G containing edge e. c must contain both u and v. Every vertex in c (other than u and v) must be connected to both u and to v in G , and hence must be in Γ G (u) ∩ Γ G (v). Hence c must be a clique in G e . Since c is a maximal clique in G , and G e is a subgraph of G , c must also be a maximal clique in G e . Hence we have that c ∈ C(G e ), leading to C (e) ⊆ C(G e ).
Next, we show that C(G e ) ⊆ C (e). Consider any maximal clique d in G e . We note the following in G e : (1) every vertex in G e (other than u and v) is connected to u as well as v (2) u and v are connected to each other. Due to these conditions, d must contain both u and v, and hence also edge e = (u, v). Clearly, d is a clique in G that contains edge e. We now show that d is a maximal clique in G . Suppose not, and we could add vertex v to d and it remained a clique in G . Then, v must be in Γ G (u) ∩ Γ G (v), and hence v must be in G e , so that d is not a maximal clique in G e , which is a contradiction. Hence, it must be that d is a maximal clique in G that contains edge e, and d ∈ C (e).
From Lemma 8, we have reduced the problem of finding all new cliques that contain edge e to the problem of finding all maximal cliques within a subgraph of G , namely G e . Our change-sensitive algorithm, EnumNew (Algorithm 1) is based on an output-sensitive algorithm that can enumerate all maximal cliques in G e in time proportional to the number of cliques that were output.
Algorithm
Generate cliques using MCE(G e Proof. We first consider the correctness of the algorithm. From Lemmas 7 and 8, we have that by enumerating C(G e ) for every e ∈ H, we enumerate Λ new . Our algorithm does exactly that, and enumerates C(G e ) using Algorithm MCE. Note that each clique c ∈ Λ new is output exactly once though c maybe in C(G e ) for multiple edges e ∈ H -because c is output only for edge e that occurs earliest in the pre-determined ordering of edges in H.
For the runtime, consider that the algorithm iterates over each edge e in H. In each iteration, it constructs a graph G e and runs MCE(G e ). Note that the number of vertices in G e is no more than δ + 1, and is typically much smaller, since it is the size of the intersection of two vertex neighborhoods in G . Since the arboricity of a graph is less than its maximum degree, a(G e ) ≤ δ. Further, the number of edges in G e is O(δ 2 ). The set of maximal cliques generated in each iteration is a subset of Λ new , hence the number of maximal cliques generated from each iteration is no more than |Λ new |. Applying Theorem 2, we have that the runtime of each iteration is O(δ 3 |Λ new |). Since there are m iterations, the result on runtime follows.
For the space complexity, we note that the algorithm does not store the set of new cliques in memory at any point. The space required to construct G e is linear in the size of G = (G+H), and so is the space requirement of Algorithm MCE(G e ), from Theorem 2. Hence the total space requirement is linear in the number of edges in G + H.
Practical Algorithm for Enumerating New Maximal Cliques
In practice, the most efficient algorithms for enumerating maximal cliques are based on depthfirst search using a technique called "pivoting", such as due to Tomita et al. [34] . For enumerating new cliques, we show how to use our ideas above in conjunction with the algorithm of [34] to yield an algorithm that is very efficient in practice. We provide an additional enhancement:
EnumNew may compute the same clique multiple times. While duplicates are suppressed prior to emitting them, the algorithm still pays the computational cost of enumerating them multiple times. We present an algorithm that eliminates this additional computational burden.
Let TTT denote the original algorithm due to [34] . We first present a modification of TTT, which we call TTTExt, shown in Algorithm 2. When compared with TTT, TTTExt algorithm takes an extra parameter, a set of edges E, and imposes the restriction that that no clique will be enumerated that contains an edge in E. Note that in TTTExt, the process of extending cliques stops as soon as the current clique has an edge from E.
Note that in EnumNewTTT, there is no filtering of maximal cliques required before outputting, since the call to TTTExt does not return any cliques that contain an edge from E. This is very desirable, and makes the enumeration algorithm based on TTTExt more efficient than the one based on the MCE algorithm.
We first consider the guarantee provided by Algorithm TTTExt. Input: G -The input graph K -a non-maximal clique to extend cand -Set of vertices that may extend K fini -vertices that have been used to extend K E -set of edges to ignore
Output K and return 3 pivot ← (u ∈ cand ∪ fini) such that u maximizes the size of the intersection of e ← e i = (u, v)
Output TTTExt(G (V e ), K, cand, fini, {e 1 , . . . , e i−1 }) Proof. We note that that the algorithm matches the original TTT algorithm exactly, except for lines 7 to 10. By the correctness of the TTT algorithm, the algorithm will find all maximal cliques in G, consisting of the clique K and vertices in cand, but excluding vertices in fini.
We now argue why this algorithm avoids enumerating cliques consisting of edges in E.
Assume there exists a maximal clique c in G, which contains an edge in E, which is output by the TTTExt algorithm, assume the offending edge is e = (q, v). Suppose that vertex v was added to our expanding clique first. Then, as q is processed, line 7 of the algorithm will return back true as e ∈ K q and E, thus q will not be added to the clique, and c will not be reported as maximal, a contradiction. If there is a maximal clique that contains vertices from K, but does not contain an edge from E, then the condition in line 7 will never evaluate to true and the clique will be returned.
The correctness of Algorithm EnumNewCliquesTTT follows in a similar fashion to that of Algorithm EnumNewCliques proved in Theorem 5.
Enumeration of Subsumed Maximal Cliques
We now present algorithms for enumerating subsumed cliques, i.e. cliques in C(G)−C(G+H).
Any subsumed clique c still exists in G+H, but is now a part of a larger clique in G+H. Thus, an algorithm idea is to check each new clique c in Λ new to see if c subsumed any maximal cliques in G. In order to see which maximal cliques c may have subsumed, we note that any maximal clique subsumed by c must also be a maximal clique within the subgraph c\H. Thus, we can simply run a maximal clique enumeration algorithm on c \ H to derive all potential subsumed cliques. However, a clique found in this way is not necessarily a maximal clique in G, so we have to additionally verify maximality in G before outputting it. An algorithm based on this idea is described in Algorithm 4.
We show that the above algorithm leads to a change-sensitive algorithm for enumerating Λ del in the case when the number of edges m in H is a constant. Proof. We first show that every clique c enumerated by the algorithm is indeed a clique in Λ del . To see this, note that c must be a maximal clique in G, due to explicitly checking the condition. Further, c is not a maximal clique in G + H, since it is a proper subgraph of c, a maximal clique in G+H. Next, we show that all cliques in Λ del are enumerated. Consider any subsumed clique c 1 ∈ Λ del . It must be contained within c 1 \ H, where c 1 is a maximal clique within Λ new . Moreover, c 1 will be a maximal clique within c 1 \ H, and will be enumerated by the algorithm.
For the time complexity we show that for any c ∈ Λ new , the maximum number of maximal Though the algorithm is written to enumerate all possible maximal cliques in c \ H, we can equivalently try all the 2 m potential maximal cliques in s \ H and check for maximality in G. We take this approach in deriving bounds on the runtime of the algorithm. Thus, for each cliques c ∈ Λ new , we need to check maximality for no more than 2 m cliques in G. Checking if a given clique c is maximal in G can be done in time O(δ 2 ), as follows. Take any vertex v in c . The only vertices that need to be checked for addition to c are those that are adjacent to v in G, and there are no more than δ such vertices. Next, for each vertex u that we check, we only need to examine the vertices adjacent to u, in order to decide whether or not u can be added to c . Thus the total time for maximality check is O(δ 2 ), and the time bound follows.
For the space bound, we first note that all operations in Algorithm 4, including computing c −H , enumerating maximal cliques within it, and checking for maximality, can be done in space linear in the size of (G + H). The only remaining space cost is the size of Λ new , which can be large. Note that the algorithm only iterates through Λ new in a single pass. If elements of Λ new were provided as a stream from the output of an algorithm such as EnumNew, then they do not need to be stored within a container, so that the memory cost of receiving Λ new is reduced to the cost of storing a single maximal clique within Λ new at a time.
Alternative Algorithms for Enumerating Subsumed Cliques
In addition to EnumSubsumed 1 described above, we consider a few alternatives for a practical implementation for enumerating subsumed maximal cliques, EnumSubsumed 2 , and EnumSubsumed 3 .
EnumSubsumed 2 : Note that EnumSubsumed 1 needs to check if a clique is maximal before outputting it. We observed that in practice, checking a clique for maximality is a costly operation since it potentially needs to consider the neighborhood of every vertex of the clique.
If we are willing to pay the memory cost of storing the current maximal cliques of a graph (which is maintained incrementally), then we can avoid the maximality check by looking if a potential subsumed clique is in the set of maximal cliques in G. While this approach avoids a maximality check, it introduces a significant memory overhead since it is necessary to maintain the set maximal cliques in memory. An algorithm based on this is presented in EnumSubsumed 2 (Algorithm 5).
EnumSubsumed 3 : This algorithm is based on an idea similar to the enumeration of new maximal cliques, while using properties of TTT. The algorithm iterates over the edges in H, and for each edge, computes maximal cliques on G using TTT by setting sets cand and fini in such a way that only the subsumed cliques are enumerated, as described in EnumSubsumed 3 (Algorithm 6). The advantage of this algorithm is that it does not iterate over the set of new maximal cliques Λ new , does not require a maximality check, and also does not store the set
of maximal cliques in memory.
We use an observation about TTT in the following lemma.
Lemma 11. If c is maximal clique in G and for some A( = ∅) ⊆ c, A ⊆ fini and c\A ⊆ cand, c \ A will never be reported as maximal clique by TTT.
Proof. As contradiction assume that c is maximal clique in G, but c = c \ A is reported as maximal clique. fini and cand will both be empty when c will be output as maximal. But where u 1 , u 2 , ..., u d are vertices of c . Then fini will contain A when c will be formed. This is because fini already contains A and fini
when c is formed as in TTT. This is a contradiction. So, c can never be reported as maximal clique by TTT.
Lemma 12. If a maximal clique c in G is subsumed by new maximal clique c in G due to addition of a set of new edges H, then, c contains an edge e = (u, v) ∈ H such that either
Proof. First note that, c must contain an edge e = (u, v) ∈ H, otherwise, it would not become new maximal clique in G . Without loss of generality assume that u ∈ c but u / ∈ c. Then u is connected to all the vertices of c in c as c ⊂ c . So, there is at least a vertex w ∈ c so that
u is not connected to w in G, otherwise u would have been included in c as well. However, u and w are connected in c . This implies (u, w) ∈ H. Now considering v = w, we see that v ∈ c.
Lemma 13. If c is subsumed, then c will be output by EnumSubsumed 3
Proof. Let us assume that c is subsumed by a new maximal clique c . Then c contains at least an edge e = (u, v) ∈ H such that either u ∈ c or v ∈ c according to Lemma 12. As c is subsumed by c , c ⊂ c ⊂ V e . Now from the construction of cand we see that all the vertices needed to generate c are in cand. At any point in TTT, it is true that cand ∩ fini = ∅ which has always been maintained according to our construction of cand and fini. Note that, not all maximal cliques generated at line 7 of EnumSubsumed 3 contain either u or v as there can be some vertices in V e which are connected to none of u and v in G. As we maintain loop invariant and all the vertices of c are in cand, c will be generated at line 10 of EnumSubsumed 3 .
So, c will be output of EnumSubsumed 3 . Lemma 14. Every clique c generated by EnumSubsumed 3 is subsumed clique in G .
Proof. If we can prove that c is maximal clique is G, and is not maximal in G then we can say, c is subsumed in G . First we will prove that c is maximal in G, and next we will prove that c is not maximal in G . Note that, c ⊂ V e for some edge e = (u, v) ∈ H and c must contains either u or v. Assume for contradiction that EnumSubsumed 3 outputs a clique c but it is not maximal in G. Then there should be at least a vertex w in G so that c ∪ {w} is larger clique.
But then w was not in cand while constructing cand, because otherwise it would be added to c already. Then w might be in fini, by the construction of fini set. But by lemma 11, c can never be output of EnumSubsumed 3 if w is in fini set. If w is not in fini, w is in the neighborhood of neither u nor v. So, c must be maximal in G. 
Decremental Case
We next consider the case when a set of edges H is deleted from G, as opposed to added to G.
We start from graph G and go to graph G−H, and we are interested in efficiently enumerating Λ(G, G − H). It is easy to see that this problem can be easily solved using a reduction to the incremental case that we just considered. Let G = G − H, and hence G = G + H. We have 
Experimental Evaluation
We experimentally evaluated our algorithms on real world large graphs with hundreds of thousands of vertices and millions of edges. We address the following questions (1) What is the runtime for maintenance of maximal cliques when the graph is changing? (2) How does the runtime compare with the magnitude of the change? We compared our algorithm with that of Stix [32] and Ottosen and Vomlel [28] , and found that our methods are typically more than 1000 times faster, and can handle larger graphs. We implemented our algorithms in Java 1.8 and executed the experiment on 64-bit 4 Intel(R) Xeon(R) CPU E3 − 1220 v3 clocked at 3.10 GHz and 8G DDR3 RAM with 6G heap memory space.
We call our algorithm SymDiff 1 , when we combine EnumNewTTT for computing new maximal cliques with EnumSubsumed 1 for computing subsumed cliques; SymDiff 2 , when we combine
EnumNewTTT with EnumSubsumed 2 for computing subsumed cliques, and SymDiff 3 when we combine EnumNewTTT with EnumSubsumed 3 for computing subsumed cliques. For SymDiff 1 , SymDiff 2 , and SymDiff 3 , the difference in computation time and space costs are only due to the different approaches in computing subsumed cliques.
We used graphs from the Stanford large graph database [21] : web-google [22] is a graph where each vertex represents a web page and each edge represents a hyperlinks among two pages, cit-patent [10] is a US patents citation network, where vertices represent patents and edges represent citations between patents, as-skitter [20] is an internet routing topology network collected from a year of daily trace routes, and in wiki-talk [19] , vertices represent users and edges represent communication channels. These graphs are all treated as undirected graphs. A summary of the graphs used for the experiments are given in Table 1 .
To generate a graph stream, we deleted edges from the original graphs with probability 0.9 to derive the initial graph for the stream, and used a random ordering of the deleted edges to create the stream of edges. We divided the stream into batches of a fixed size, and recomputed the change in the set of maximal cliques after the addition of each batch of edges. web-google-9, cit-patent-9, as-skitter-9, and wiki-talk-9 are the reduced graphs created by removing edges from the original graph with probability 0.9.
For the web-google-9 and cit-patent-9 graphs, we incrementally inserted the batch of edges and maintained the set of maximal cliques for each iteration, continuing the experiment until the original graph was formed. For the as-skitter-9 graph, starting from the reduced graph we continued adding up to 5.04 million edges, and for wiki-talk-9 we continued adding
Dataset

Nodes
Edges Edges(in original graph)
web-google-9 875713 362473 4322051 cit-patent-9 3774768 1652512 16518947 as-skitter-9 1696415 1109784 11095298 wiki-talk-9 2394385 432929 4659565 Processing time per batch. We compare the computation time of our algorithms by studying the time to compute the total change for each batch addition incrementally. From Figure 2 we see that SymDiff 2 is faster than SymDiff 1 . This is because the time-complexity for checking membership in a set is always faster than checking for maximality, and SymDiff 2 uses a membership check in computing subsumed cliques while SymDiff 1 uses a maximality check. We also observe that the computation time of SymDiff 3 is lower than SymDiff 1 .
Like SymDiff 2 , SymDiff 3 does not use a costly operation like the maximality check. The high cost of the maximality check, resulting in higher total computation time in SymDiff 1 is also illustrated in the distribution of total computation time in Figure 3 . Moreover, the computation time for subsumed cliques becomes much higher compared to computation time for new maximal cliques in SymDiff 1 as shown in Figure 4 . Overall, we see SymDiff 2 perform the best in regards to processing time per batch. However, we also note that as the graph size increases, SymDiff 3 begins performing more similar to SymDiff 2 , although more experiments would be required to confirm if this trend continues.
Processing time versus magnitude of change. We show how the computation time for computing total change depends on the size of the change. From Figure 5 we see that the relationship of the computation time to the size of the total change is almost linear for SymDiff 1 and sub-linear for SymDiff 2 and SymDiff 3 . So, we can say from these observations that our algorithms are change-sensitive in practice. In some plots (Figure 5a and Figure 5b) we see some spikes in the runtime -these are due to time being consumed by the Java garbage collector.
Memory. We have computed the total amount of data maintained by the data structures in each batch processing. This includes the graph at the current state and the set of new edges. From Figure 6 , we see that the space cost of SymDiff 2 is higher than SymDiff 1 and SymDiff 3 . This is because SymDiff 2 needs to maintain the set of maximal cliques in memory for the computation of subsumed cliques, while it is not required by the other two algorithms.
As a result, since the space cost of SymDiff 1 and SymDiff 3 is equivalent, overall, SymDiff 3 is So although SymDiff 2 takes the least amount of time in computing the total change, it is not efficient in terms of memory consumption.
Processing time versus batch size. We studied the relationship of the total computation time to the size of the batch in each update if we assume that the total number of new edges added is fixed. By total computation time, we mean the cumulative time from the start of the incremental computation, until the end of the computation. Recall that the idea behind increasing the batch size is that the cumulative number of new and subsumed maximal cliques will be reduced over the course of processing because we can avoid enumerating cliques that will get subsumed when another batch of edges is added. However, from Table 2 and Table 3 we see that for the cit-patent-9 and as-skitter-9 graphs there is not a significant change in the number of cliques enumerated, and consequently little change in computation time.
Comparison with prior work. We implemented the algorithms of Stix [32] which we call "Stix" and of Ottosen and Vomlel [28] , which we call "OV". Since the algorithm of [32] does not support the addition of a batch of edges, we simulate the insertion of a batch through the insertion of edges, one at a time. OV supports the addition of a batch of edges, but its runtime, though better than that of Stix, is also very high, so that we present results for OV for a subset of our experiments. We show a comparison of running times in Figure 7 . For as-skitter-9 and web-google-9, our algorithms are more than a thousand times faster than Stix and OV.
Conclusion
We presented change-sensitive algorithms for maintaining the set of maximal cliques in a graph that is changing by the addition of edges. We also showed nearly tight bounds for how much the set of maximal cliques can change in a graph. Our techniques also directly apply to the decremental case, when edges are being deleted from the graph, as we describe in Section 5. Our experimental results show that our algorithms are practical and improve on prior work by orders of magnitude. 
