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The food industry is an integral component of the worldwide economy, 
transforming raw products into tradable food. The food industry is also 
one of the largest manufacturing sectors, resulting in significant final 
energy consumption that accounted for approximately 6% of the industry 
sector in 2014. The world demand for food is expected to increase as world 
population should increase from 7.1 billion in 2013 to 9.6 billion by 2050. 
Moreover, life standards are also expected to improve in developing 
countries, thus leading to a possible larger per capita consumption of food. 
Food industries are complex systems that can simultaneously require 
thermal, cooling and electric energy. Indeed, raw materials are usually 
cleaned, processed at different temperatures as a function of the food 
processing and combined to obtain finished products. 
The food industry sector is receiving increasing attention because of the 
opportunity to exploit innovative processing plants, the potential of 
increase in the energy efficiency and in the quality of final food products 
that lies in the plants, if correctly designed and managed. Research 
suggests that the adoption of smart energy monitoring systems is also 
important to understand how the plants operate and how they can be 
optimised. 
Given this picture, this thesis provides original, both theoretical and 
applied, contributions to the design of two different types of food 
processing plants: 
1. A plant for steam batch thermal processes in unsteady state 
conditions. Many food processes require high amounts of steam. 
Design and operation of steam plants are particularly complex when 
steam is required for short and intermittent periods and with a varying 
time schedules. The discontinuous needs of steam can be fulfilled by 
using a thermal energy storage. The dynamic model of plant is here 
proposed. 
2. A plant for food freezing at very low temperature. Freezing is a 
valuable method to increase food shelf life and to ensure high quality 
standards during long-term storage. Additional benefits to frozen food 
quality can be achieved by freezing at very low temperatures (« -50 
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°C): small ice crystals formation during fast freezing reduces food cell 
wall rupture, preventing water and texture loss during thawing. An 
innovative food freezing plant, based on a reversed Brayton cycle, is 
here presented. A numerical model of the reversed Brayton cycle was 
also developed. 
The thesis also provides a contribution in the data analysis of energy 
monitored data of domestic cold appliances and of a plant in a chocolate 
industry. 
The potential applications of the outcomes of this work are of considerable 
interest since the importance of food quality and food demand are expected 
to grow in the next future. Moreover, results of the design tools here 
presented indicate measures that can be adopted to properly operate the 
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The research for green energy resources, the effort to guarantee food and 
medical treatments to the population, the international geopolitical 
strategies and economy have been the main topics discussed over the last 
twenty years and they will become increasingly important in the future. 
Energy is essential to human activities, providing comfort, increasing 
productivity and allowing us to live the way we want too. “...the world’s 
Information-Communications-Technologies (ICT) ecosystem uses about 
1500 TWh of electricity annually, equal to all electric generation of Japan 
and Germany combined – as much electricity as was used for global 
illumination in 1985. The ICT ecosystem now approaches 10% of world 
electricity generation... although charging up a single tablet or 
smartphone requires a negligible amount of electricity, using either to 
watch an hour of video weekly consumes annually more electricity than 
domestic cold appliances use on average in a year. And as the world 
continues to electrify, migrating towards one refrigerator per household, 
it also evolves towards several smartphones and equivalent per person...” 
reported Mark P. Mills in the report: The Cloud Begins With Coal (2013). 
Moreover, much of the increase in energy demand will result from rapid 
economic growth in China and India. Indeed, those countries are expected 
to grow at a rate higher than any other country. 
Until the second part of the 20th century, energy efficiency in the food and 
beverage industry was not considered as matter of concern. The policy was 
mainly to increase food production, without considering the food wasted 
and the energy lost along the food life cycle. In the 21st century, growth in 
global population and changing eating habits in emerging countries (e.g. 
there recently was a very rapid increase in the import of dairy products in 
China from 2014 to 2017) are projected to sharply increase food demand 
to feed 9 billion people by 2050. The greatest challenge faced by food and 
beverage industry is to meet development and sustainability goals, while 
increasing production. Indeed, the increasing demand for foods requires 
and will require identification of measures to prevent depletion of natural 
resources as well as reduce energy consumption and food waste, thus 
minimising economic costs. Besides, recent progress in the legislative 
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frameworks have encouraged food and beverage industry to improve 
energy and management policies, there remains a significant challenge 
ahead for the food and beverage industry to be more sustainable. 
Sustainability has been defined in many ways over the last years but, 
probably, the most used definition of sustainability is “the development 
that meets the needs of the present without compromising the ability of 
future generations to meet their own needs”. This definition underlines the 
importance of environmental conservation. However, the concept of 
sustainability has evolved nowadays and it is used by many industries to 
increase competitiveness over other companies. Many organisations 
recognise nowadays the benefit of sustainability principles into their 
business strategy and future plans. Sustainability involves many aspects 
such as: (1) setting clear targets; (2) designing measures to produce less 
food waste and reduce energy consumption and (3) developing innovative 
food processing for enlarge economic benefits. 
Responding to these goals, research activities that are of particular 
relevance to the food and beverage industry include: reduction of waste 
energy and valorisation of sub-products (from production to the end user); 
development of innovative food processing technologies and packaging 
methods; providing new tools to design food plants; reduction and 
optimisation of water use and development of diagnostic systems for the 
abatement of chemical and biological contaminants along the food chain 
up to the consumer. 
1.1. Contents of the thesis 
The provision of a secure, continuous, efficient energy supply is becoming 
an issue for all sectors of society and the food processing industry as a 
major energy user must address these issues. Energy in food industry is an 
important input in preparing, processing, packaging, storing and 
distributing of food. 
Pasteurisation and sterilisation are two of the main techniques in food and 
beverage industries for food preservation (e.g. canned foods, vacuum 
packed hams, etc.). These thermal treatments reduce or destroy microbial 
and enzyme activities and they can be performed by batch or continuous 
in different kinds of plant, e.g. autoclaves or retorts, by using steam. The 
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focus of this study has been on discontinuous thermal processes and, in 
particular on their thermal supply. A new plant design tool able to simulate 
the unsteady operation of a steam batch process was developed and 
presented in the thesis. 
Freezing is a well-established preservation process to extend the food 
storage life. There is a general view that fast freezing, and the formation 
of small ice crystals, offers some quality advantages in the final quality of 
frozen foods. Some innovative freezing processes are essentially 
improvements of existing methods while a new concept (adopted 
technology, freezing temperatures, etc.) of freezing is here presented. 
Many organisations recognise nowadays the benefit of sustainability 
principles into their business strategy and future plans as the monitoring 
systems offer a better understanding of how the industry and/or the 
equipment work and how they can be improved. Different types of data 
were collected and here reported: solar heat and domestic hot water 
production in a chocolate industry and electricity consumption and 
temperatures in domestic cold appliances. This information can be used to 
identify problems in the operation of the technical equipment and to 
validate simulation models. 
More in detail, the following topics are treated in the thesis: 
• Modelling of steam batch processes for food thermal treatments, able 
to describe unsteady operative conditions. 
The proposed model demonstrates its effectiveness as a design tool 
to: (1) avoid plant oversizing or (2) to verify the operating conditions 
and the energy requirements of a given plant. Indeed, the model 
allows the proper trade-off between the steam boiler capacity, the 
steam accumulator volume, the processing tank volume and others 
design parameter, predicting the performance on the entire process, 
to be obtained. 
• The design of an innovative food freezing system operating at very low 
temperatures, based on a modified reversed Brayton cycle. Moreover, 
useful charts for designing a low temperature freezing process in terms 
of freezing time, food production rate, type of food product, etc. were 
developed. 
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The designed freezing system is able to produce cooling energy at a 
temperature below −110 °C. A numerical model of the system was 
developed to (1) evaluate the plant performance at steady-state 
conditions; (2) identify which components affect the performance of 
the plant the most and (3) optimise the overall thermodynamic cycle. 
The proposed system turns out to be an alternative to liquid nitrogen 
in very low temperatures freezing processes. At the present, the first 
prototype is in its first realisation phase.  
• Results from a survey of domestic cold appliances in households in 
England were statistically analysed and here reported. 
Data on ambient temperature, refrigerator and/or freezer temperature 
and electricity consumption of the cold appliance was monitored. 
Such data analysis may be used to target high consuming cold 
appliances and find whether cold appliances operate within the 
recommended temperature. 
• A thermal model of a multi-energy system for a chocolate industry was 
developed within the TRNSYS® software tool and was used to study 
and optimise the energy performance of the system during the summer 
season.  
The thermal model was calibrated against measured data obtained 
by a monitoring system installed in the existing plant. 
1.2. Outline of the thesis 
The thesis has been organised as structured collection of the papers 
published in International Journals during the Ph.D period (Biglia et al., 
2015; Biglia et al., 2016; Biglia et al., 2017a; Biglia et al., 2017b; Biglia 
et al., 2017c). 
The subject of energy applied to food applications together with the scope 
of the work were reported in Chapter 1. 
Chapter 2 first deals with the subject of energy-systems in food and 
beverage industry. Information about energy consumption in food industry 
and examples of data about how much energy is used to process some food 
products were presented in the first part of the chapter. The discussion on 
two energy management approaches that may help to understand where, 
when and how much energy is consumed is also presented in chapter 2. 
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Last section of chapter 2 is focused on the main energy converters adopted 
in food industry. 
Chapter 3 presents three main topics related to the heating, cooling and 
electricity demand in food processing and storing: (1) energy modelling 
for steam supply in debacterisation processes and (2) innovative food 
freezing plant at very low temperatures and (3) energy monitoring and 
systems simulation. 
Chapters 4, 5 and 6 are dedicated to the study of topics presented in 
chapter 3. First of all, literature data were deeply analysed for each topic 
to understand how research activities here presented may improve 
previously works published to date. Then, technologies and phases of 
certain food processes were studied from theoretical point of view and, 
finally, mathematical and/or numerical models were implemented. 
Finally, conclusions and future works are reported in Chapter 7. 
1.3. References 
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2. Energy consumption in food industry 
The past decades have been marked by rapid industrialisation and 
economic growth worldwide, which resulted in an increasing final energy 
consumption (FEC). The trend of the FEC is positive and by 2014 it 
amounted to around 10,000 Mtoe as shown in Fig. 1 (IEA, 2017).  
Moreover, this value is expected to rise up in the next years due to further 
industrialisation of developing countries and population growth. Industry 
sector is responsible for 29% of the FEC, and together with transport and 
residential sectors around 90% of the FEC is covered (Fig. 1). The food 
and beverage (F&B) industry is an integral component of the worldwide 
economy, transforming raw products into tradable food. The F&B industry 
is one of the largest manufacturing sectors, resulting in significant FEC 
that accounted for approximately 6% of the industry sector in 2014 (Fig. 
1). In USA, the food industry takes a 10% share of the GDP (Egilmez et 
al., 2014) and around 9.3% of the total employment (Glaser and Morrison, 
2016). 
The world demand for food is expected to increase as world population 
should increase from 7.1 billion in 2013 to 9.6 billion by 2050 (United 
Nations, 2017). Life standards are also expected to improve in developing 
countries, thus leading to a possible larger per capita consumption of food 
(Alexandratos and Bruinsma, 2012). 
 
Fig. 1. Part (a) shows the worldwide final energy consumption trend and its 
breakdown by industry, transport and residential. Part (b) focuses on industry 
sector breakdown by food and beverage, iron and steel and chemical. (IEA, 
2017). 
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Focusing on the Europe community, the F&B industry is considered one 
of the most significant sector as it plays a key role in the Europe economy 
and in foreign trade due to its diverse tradable products. The final food 
industry energy consumption was 28.7 Mtoe in 2014, which accounted for 
10.6% of the total industry sector (Fig. 2). The European F&B industry 
consists of more 300,000 companies engaged in multiple sectors, 
providing employment to more than three million people and accounting 
for an annual sales volume of about 900 billion euros (Eurostat, 2015). The 
European F&B industry is also the largest manufacturing sector in terms 
of value added (1.9% of the Europe community) and gross revenue. 
 
Fig. 2. Section (a) shows the Europe final energy consumption trend and its 
breakdown by industry, transport and residential. Section (b) focuses on industry 
sector breakdown by food and beverage, iron and steel and chemical. (Eurostat, 
2015). 
Among different types of sub-sectors in the European food industry, the 
meat sector is the largest one, representing 20% of total sales proceeds. 
This sector has the greatest number of large companies followed by the 
bakery industry, which is primarily based on small scale and craft 
production. The bakery sub-sector ranks first in terms of value added, 
employment and number of companies. The top 5 sub-sectors, which are 
meat, bakery products, dairy products, drinks and fruit and vegetables, 
represent 76% of the total sales proceeds. The drinks industry is one of the 
largest exporting sector in Europe with Italy, France, Spain, United 
Kingdom and Germany being the largest drink producers. The drinks 
industry reached 31% of the market share in 2011, followed by the meat 
and dairy products sectors, processed tea and coffee and oils. Unrefined 
 12 
tea and coffee, together with grain, represent the largest imported products 
in Europe. 
In Italy, the food and beverage industry, which is the third largest sector 
behind textile and mechanical sectors, contributes significantly to the 
country’s economy, employing around 385,000 people and generating 
total sales proceeds of about 135 billion euros in 2015, with exports 
amounting to 36.9 billion euros. Italian food production, processing and 
retail are very spread among the country. The average size of food 
producers is typically medium-small sized in comparison with 
multinational companies. In particular, Italian food businesses (e.g. pasta, 
pizza, wine, cheese, etc.) benefit from the strong “Made in Italy” 
trademark reputation to enlarge sales volume. Dairy products, wine and 
processed meat are amongst the leading sector that contributes greatly to 
the Italy’s food industry sales proceeds. The trend of the Italian food 
industry consumption in the last years is reported in Table 1 together with 
others European countries (Odyssee-Mure, 2016). 
Table 1. Final consumption [Mtoe] of food industry in European Union 
(Odyssee-Mure, 2016). 
 2007 2008 2009 2010 2011 2012 2013 2014 
Europe 29.8 29.1 27.6 28.5 27.8 28.2 28.4 28.7 
Austria 0.52 0.51 0.53 0.59 0.59 0.61 0.57 0.55 
Belgium 1.04 1.07 1.08 1.24 1.21 1.27 1.36 1.41 
Bulgaria 0.28 0.29 0.26 0.25 0.23 0.23 0.24 0.23 
Croatia 0.25 0.30 0.24 0.25 0.25 0.23 0.22 0.22 
Cyprus 0.04 0.04 0.04 0.04 0.03 0.03 0.03 0.04 
Czech Rep. 0.67 0.60 0.55 0.55 0.56 0.55 0.54 0.55 
Denmark 0.68 0.72 0.64 0.69 0.65 0.59 0.58 0.59 
Estonia 0.08 0.07 0.06 0.07 0.06 0.06 0.06 0.06 
Finland 0.41 0.37 0.45 0.44 0.41 0.38 0.40 0.43 
France 5.35 5.26 5.38 5.46 5.48 5.44 5.34 5.41 
Germany 4.88 4.80 4.77 4.99 4.92 4.98 4.94 5.00 
Greece 0.64 0.66 0.62 0.58 0.60 0.54 0.47 0.52 
Hungary 0.41 0.45 0.40 0.41 0.41 0.35 0.50 0.57 
Ireland 0.54 0.52 0.50 0.49 0.45 0.41 0.43 0.44 
Italy 3.19 3.29 3.00 2.78 2.73 2.68 2.66 2.74 
Latvia 0.12 0.10 0.09 0.09 0.09 0.09 0.09 0.09 
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Lithuania 0.19 0.17 0.16 0.17 0.18 0.18 0.19 0.18 
Luxembourg 0.02 0.02 0.02 0.02 0.02 0.02 0.02 0.03 
Malta 0.01 0.01 0.01 0.01 0.01 0.01 0.01 n.a. 
Netherlands 2.15 2.06 1.84 1.94 1.98 1.90 1.90 1.98 
Norway 0.37 0.37 0.33 0.38 0.36 0.35 0.36 0.36 
Poland 1.96 1.89 1.78 1.80 1.79 1.88 1.86 1.87 
Portugal 0.56 0.54 0.52 0.55 0.46 0.44 0.45 0.44 
Romania 0.73 0.69 0.53 0.56 0.57 0.57 0.54 0.56 
Slovakia 0.18 0.16 0.14 0.12 0.12 0.14 0.14 0.14 
Slovenia 0.08 0.08 0.07 0.07 0.07 0.06 0.06 0.07 
Spain 2.28 2.20 2.14 2.21 1.82 2.07 2.18 2.28 
Sweden 0.47 0.45 0.45 0.45 0.45 0.45 0.45 0.45 
Since the food industry produces a wide selection of products, six main 
sub-sectors may be identified (Wang, 2014): 1) fruits and vegetables, 2) 
meat and fish, 3) grain and oilseed milling, 4) bakery products, 5) dairy 
products and 6) beverages. The energy consumption in F&B industries 
depends on a number of factors: the food processing and packaging, the 
size of the product, the physical and chemical properties of the product, 
the technology (Nunes et al., 2014; Pereira and Vicente, 2010). Food 
processes used in dairy establishments and meat sector are particularly 
energy demanding as they require for both heating and cooling. For 
example, dairy sector consumed 1444·105 TWh of primary energy in 
France, 944·105 TWh in Germany, 444·105 TWh in Netherlands and     
388·105 TWh in UK (Ramirez et al., 2006a). Moreover, Table 2 provides 
examples of energy consumption for processing different food products 









Table 2. Energy consumption for processing different foods. 




Beer 5.4 42.5 kWh/hl product 
Cheese 335.0 586.9 kWh/t product 
Dried vegetables 
and fruits 416.7 1250.0 kWh/t product 
Fresh fish 35.8 1.7 kWh/t product 
Frozen fish 168.9 1.7 kWh/t product 
Frozen vegetables 
and fruits 205.0 500.0 kWh/t product 
Milk powder 291.9 2606.9 kWh/t product 
Mineral water and 
soft drinks 369.4 552.8 kWh/hl product 
Pasta 180.0 0.6 kWh/t product 
Pig 1260.0 8610.0 kWh/t product 
Poultry 280.0 160.0 kWh/t dress carcass 
Refined sugar 154.2 1477.8 kWh/t product 
Roasted coffee  143.9 554.7 kWh/t product 
Wheat starch 822.2 2444.4 kWh/t product 
The food industry is dependent on energy for food processing, food 
preservation, food packaging and food storage. Energy is also required for 
non-process uses: space heating and cooling, ventilation, lighting, 
equipment drive, etc. Fossil fuels, with natural gas being the largest used, 
and/or electricity are usually adopted in heating processes that include for 
example baking, cooking, pasteurisation, roasting, blanching, drying, etc. 
Heating processes are divided into two categories: direct and indirect. 
Indeed, heat may be applied directly to the product or it may be applied to 
a medium (e.g. air, water, oil) that then transfers heat to the product. Fig. 
3 shows typical temperature ranges with which thermal energy demand is 
supplied in the F&B industry (Fluch et al., 2017). Solar thermal energy 
applications are considered a viable solution for integrating renewable 
energies in food industry plants when low temperatures are required 
(Baniassadi et al., 2018). 
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Fig. 3. Temperature ranges for typical processes in the food and beverage 
industry. 
Electricity is the most common source of energy for cooling and 
mechanical (e.g. mixing, separating, etc.) systems in the F&B industry. 
The cooling systems are intensive electricity consumption systems. 
Indeed, the electricity demand for refrigerated food cold storage can 
overcome 70/80% of the total electricity consumption (Evans et al., 2014). 
Food products usually undergone a first chilling process to remove 
sensible heat until reaching the recommended storage temperature (0÷5 
°C). Swain et al. (2008) reported as in UK, 532 GWh per year, 114 GWh 
per year, 59 GWh per year, 36 GWh per year, 6.5 GWh per year and 5.9 
GWh per year of electricity were used for milk, meat, potatoes, vegetables, 
fish and fruits respectively during the first chilling process. 
2.1. Modelling approaches to energy management 
The F&B industry includes several food processes with which raw 
materials are cleaned, processed and combined to obtain finished products. 
Although the F&B industry cannot be considered energy intensive as 
heavy industries it is an important energy consumer due to its extended 
scale (Muller et al., 2007). Because of the introduction of International and 
European rules about greenhouse gases emission, it has become extremely 
important to enhance the food processing energy efficiency (Lin and Xie, 
2016). The increasing in energy efficient in F&B industry may provide 
benefits for: (1) reduction in energy consumption and energy costs, (2) 
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reduction in greenhouse gases emission and (3) industrial competitiveness 
and European certification such as ISO 50001. Wang (2014) reported that 
roughly 60% of the energy input into the F&B industry from fuels and 
electricity is lost for energy plant inefficiencies. 
Research is increasing into developing strategies able to reducing energy 
consumption in F&B industry. For example, Govindan (2018) has 
provided a review on sustainable supply chain management and 
sustainable supply chains in the food industry; Xu and Szmerekovsky 
(2017) have designed a system dynamic model to simulate the situation 
for the US food industry; Nunes et al. (2016) have characterised the 
production process and the energy consumption of twenty sausages 
processing industry in Portugal; Lin and Xie (2015) have proposed some 
policy suggestions on energy conservation according to the results of 
substitution relationship among input factors (e.g. capital, energy and 
labour costs) and the rebound effect in the China’s food industry; Seck et 
al. (2013, 2015) have shown that the use of a heat recovery system based 
on the heat pump technology could allow to reduce CO2 emissions in the 
French F&B industry. 
The key to reducing energy consumption in F&B industry is understanding 
where, when and how much is being consumed and having the ability to 
act. Indeed, energy management programs of food processes include 
planning (short and long term), monitoring, data analysis, operation, 
maintenance and optimisation. Methods employed in such energy 
management are based on two different approaches: top-down (TD) and 
bottom-up (BU). The TD and BU approaches are two different methods to 
analyse data on a big scale and to establish a relation between large-scale 
model and single data. The TD approach relies on the decomposition of an 
industry into its detailing subsystems/processes until the definition of a set 
of equations (Shindo and Yanagawa, 2017; Lee and Zhong, 2014). 
Moreover, information required by the TD model, as energy costs, raw 
materials’ costs, productivity, etc., may be easily collected and/or 
monitored. Important results of the TD approach that may impact the food 
industry energy management are: (1) definition of a scheme of the food 
industry where energy and food products flows are identified and (2) 
collection of energy and economic data in order to define benchmark 
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values by using static analysis (e.g. regression, neural networks, etc.). 
Based on collected data, energy and economic indicators may be defined 
to monitor the food industry trend. An energy indicator may provide the 
amount of energy inputs for processing a given consumable products: !en = ∑ &in,ini=1∑ *p,jmj=1  (1) 
where &in,i  and *p,j account for the energy inputs (e.g. fuels, electricity, 
etc.) expressed in kWh and the amount of consumable products expressed 
in kg. An economic indicator may be defined to evaluate the total cost for 
supply the energy per selling price of the consumable products: !ec = ∑ &in,i ∙ 0ini=1∑ *p,jmj=1 ∙ 1j (2) 
where 0i and 1j account for the energy inputs cost expressed in € per kWh 
and the price of consumable products expressed in € per kg. 
 
Fig. 4. Simplified scheme of a food industry. 
On the contrary, the BU approach analyses the effects associated with an 
industry by coupling the various disaggregated subsystems/processes 
information (Silva et al., 2018; Zuberi and Patel, 2017). This approach 
aims at explicitly modelling the energy use of each food process to obtain 
the entire energy consumption of the facility. This might be very complex 
and advanced skills (e.g. thermodynamic, mechanic, etc.), human 
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resources, investment costs (e.g. meters) and computational time are 
required. Results of such methodology allow better understanding of the 
energy efficiency of each process. Moreover, coupling numerical 
simulations and monitored data might help to identify critical phases of the 
process. 
Recent advances in computers and electronics devices can support an 
energy management program in order to: (1) monitor energy consumption; 
(2) collect big data (Wolfert et al., 2017; Lokers et al., 2016) and develop 
advanced tools for statistical analysis (Cristóvão et al., 2016; Lim and 
Antony, 2016); (3) define key performance indicators depending on 
several parameters such as energy consumption, energy costs, food 
production, etc. (Corsini et al., 2016); (4) simulate the food process and 
(5) define and optimise new strategies for energy efficiency enhancement 
(Eiholzer et al., 2017; Paudel et al., 2017; Walmsley et al., 2016). 
2.2. Technology review 
Important factors when analysing energy efficiency in a F&B industry 
plant are: (1) the type of food process (e.g. cooking, smashing, storage, 
etc.); (2) the adopted energy source (e.g. natural gas, biomass, electricity, 
etc.); (3) the size of the plant; (4) the energy costs from bills; (5) the energy 
demand depending on the food process scheduling (e.g. monitoring 
system). Energy use for food processing can be reduced by using energy 
efficient technology and/or by modifying the food process scheduling 
where possible. This section focuses on the analysis of the most common 
technologies in the F&B industry for heating and cooling processes: 
boilers and chillers respectively. 
2.2.1. Boilers 
Boilers are pressurised vessels in which the fluid (water or thermal oil) is 
heated: heat is still one of the most widespread means to reduce 
microbiological risk in food. Heat is also needed for other operations, as 
sterilization of packaged food, equipment and food plant cleaning and 
sanitation. The produced heat in the boiler furnace is transferred through 
hot flue gases to the fluid. This technology is widely used in F&B industry 
for providing hot water and/or superheated steam (Lee et al., 2017; 
Isleroglu and Kaymak-Ertekin, 2016; Xu et al., 2016; Bingol et., 2014). 
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Boilers may be fueled with fossil fuels or biomasses. Natural gas and fuel 
oil are the most common fuels as the mass flow rate of those fuels may be 
easily regulated in the furnace. 
The boiler efficiency is the ratio between the heat exported by the fluid 
and the heat provided by the fuel. The efficiency of new boiler is in the 
range from 85% to 95% depending on the type of fuel and on the 
characteristics of the boiler. Losses from the boiler are due to hot flue gas, 
warm surfaces and blowdown with hot flue gas being the major one. The 
flue gas temperatures exiting the boiler are typically in the range from 80 
°C to 250 °C (Barma et al., 2017). 
Considering the boiler lifetime, the major costs are due to fuel costs and 
maintenance. Ensuring efficient operation is critical to minimise the fuel 
costs and to extend the boiler lifetime. Therefore, a scheduled energy 
management program is essential to identify energy losses and to 
guarantee efficient operation; it also helps to analyse how the plant may 
be improved taking into account technical and economic parameters. 
Waste heat due to flue gas 
The major quote of waste heat in a boiler is due to flue gas. The higher the 
temperature and/or the mass flow rate of flue gas the higher the waste heat 
will be. The flue gas temperature and the flue gas mass flow rate depend 
on the: (1) temperature of the heated fluid exiting the boiler; (2) heat 
exchange between flue gas and fluid to be heated and (3) combustion 
process. 
The fluid temperature exiting the boiler is a design parameter and therefore 
the boiler is normally regulated to fulfil that temperature. 
The heat exchange in the boiler furnace can reduce due to fouling. On the 
fire-side, surface has to be cleaned to remove fouling due to combustion 
products, this process is particularly relevant in case of fuel oil, coal and 
biomass. On the fluid-side, fouling can be reduced by preventive chemical 
fluid treatment. Otherwise, fouling might reduce the heat transfer 
coefficient resulting in additional fuel consumption (Euh et al., 2017). 
The fuel mass flow rate is regulated with respect to the fluid temperature 
exiting the boiler. The regulation of the air mass flow rate depends on the 
type of fuel and on the fuel mass flow rate. When incomplete combustion 
occurs due to poor mixing between air and fuel lot of energy is not released 
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by the combustion and lost through the chimney. Low combustion 
efficiency also involves high level of pollutants’ emissions. Moreover, the 
amount of air has to be controlled to limit mass flow rate of flue gas. Waste 
heat due to flue gas may be reduced by several measures as follow: (1) 
installation of a flue gas heat recovery system (Suntivarakorn and Treedet, 
2016). The flue gas, before exiting the chimney, are channelled into a heat 
exchanger, usually called economizer, and the amount of heat, recovered 
by the fluid to be heated, depends on the flue gas temperature. Economizer 
has to be design to be capable of withstanding acid condensation that 
occurs when flue gas temperature drops below acid dew point; (2) 
installation of equipment for improving combustion efficiency. Boilers 
should be equipped with variable speed fan and with control systems to 
regulate the air mass flow to optimise the combustion process (Lee and Jou, 
2011) and (3) maintenance scheduling, as cleaning of the furnace, of the 
heat transfer surface and of the chimney. 
Waste heat due to convection 
Convection occurs when there is a temperature difference between the 
boiler external surface and the ambient temperature where the boiler was 
installed. The amount of heat lost is directly proportional to the 
temperature difference. Since temperature in the boiler, chimney and 
distribution piping is very high to minimise the heat lost those surfaces 
have to be insulated. Otherwise convection losses could have a significant 
effect on the boiler energy balance. 
Thermal insulation has to be designed in terms of thickness, thermal 
conductivity and resistance to high temperature. Convection losses are 
within 1-5% of the entire boiler energy balance. 
Waste heat due blowdown 
Solid particles form sediments in the boiler reduce the heat transfer 
coefficient between the flue gas and the fluid to be heated. Sediments also 
increased pressure drops. To reduce sedimentation, fluid is drained from 
the bottom of the boiler. Blowdown rate may be reduced by using an 





Food safety and hygiene in the dairy, meat, fisheries and other food 
industries have top priority nowadays. Refrigeration technologies are vital 
to enable the consumption of healthy and safe food, particularly in terms 
of nutritional, organoleptic and microbial quality. For chilled and frozen 
foods, quality and safety are reliant on the food being maintained at 
sufficiently low temperatures throughout them processing, storage and 
distribution to prevent growth of bacterial pathogens (van Holsteijn and 
Kemna, 2018; Aste et al., 2017). 
Industrial chillers and/or freezers are classified as refrigeration systems 
that cool and/or dehumidify process fluid, typically water or air, in 
industrial food facilities. Standard chillers and/or freezers use vapour 
compression cycle to cool (Cardoso et al., 2017). 
A vapour compression chiller consists of four primary components of the 
refrigeration cycle. They include a compressor, evaporator, condenser and 
an expansion valve. The chiller cycle typically utilises HFC refrigerants to 
achieve a refrigeration effect. Compressor is driven by an electric motor 
and acts as a pump for the refrigerant. Compressed refrigerant gas is sent 
from the compressor to a condenser unit that rejects the heat from the 
refrigerant to the warm region (e.g. cooling tower). The transfer of heat 
allows the refrigerant gas to condense into a liquid which is then sent to an 
expansion valve. The expansion valve restricts the flow of liquid 
refrigerant that causes a drop in pressure. The drop in pressure causes the 
warm refrigerant liquid to change phase from liquid to gas. The expansion 
valve is positioned so that the expanding refrigerant gas is contained within 
the evaporator, transferring the heat from the region or fluid (water or air) 
to be cooled into the refrigerant gas. The warm refrigerant gas is then sent 
back to the compressor to start the cycle over again and the newly chilled 
water in the separate loop can now be used for cooling. When very low 
temperatures (< -40 °C) are required in the cold region, two vapour 
compressor cycles can be arranged in series with a counter flow heat 
exchanger linking them. In the intermediate heat exchanger, the energy 
rejected during condensation of the refrigerant in the lower temperature 
cycle is used to evaporate the refrigerant in the higher-temperature cycle. 
The desired refrigeration effect occurs in the low temperature evaporator, 
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and heat rejection from the overall cycle occurs in the high-temperature 
condenser. 
Energy efficiency measures 
The energy consumption in a chiller is mainly by the compressor motor 
and is dependent on the mass of refrigerant to be compressed, the 
compressor lift (pressure difference between the evaporator and 
condenser) and design characteristics of the cold region system and/or of 
the chilled fluid (water or air) system. Therefore, savings in energy 
consumption of the chiller can be achieved by: (1) reducing the compressor 
load (mass of refrigerant that needs to be compressed), (2) reducing the 
compressor lift, and (3) optimising the operation based on compressor 
characteristics (Wei et al., 2014). 
The evaporator pressure (named also suction pressure) can be maximised 
by operating the system to produce chilled fluid at the highest temperature 
acceptable for the cooling/freezing process. It would also be necessary to 
ensure proper insulation of the circulation piping system, thus preventing 
not required heat gain by the chilled fluid. In F&B industries that require 
the chilled fluid to be at several temperatures, instead of operating a chiller 
at a temperature to supply the lowest temperature required, two or more 
chillers should be operated at different temperature levels. 
Reducing condenser pressure allows the compressor to be lowered. This 
can be achieved by reducing warm region temperature where the 
condenser heat is rejected (Kabeel et al., 2017). The most common 
condenser cooling fluid is water which is circulated through a cooling 
tower system to reject heat to the atmosphere. The mass flow rate of 
condenser cooling water also affects the condenser pressure. 
Loss of refrigerant from the circuit would have a remarkable effect on the 
efficiency of the system. Selection of a refrigerant is a compromise 
between many factors including toxicity, flammability, environmental 
impact, and thermodynamic properties as well as energy efficiency 
(Domanski et al., 2017). Good heat transfer and lubricant properties are 
also important to reducing temperature lifts in the compressor. Indeed, 
compressor maintenance and preservation of lubricant quality are 
important to retain cycle efficiency. 
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3. Presentation of the research work 
3.1. Thermal design of complex systems for food processing 
The design of a food processing system involves the application of basic 
principles to address the following critical issues: (1) minimisation of 
capital and operating costs, while satisfying food processing steps, food 
safety regulations and required quality of final food product and (2) 
minimisation of energy consumption, of water use and of food waste. The 
principles involved include: careful choosing of the site and of the 
technologies, adoption of numerical tools and careful measures for safety 
of people. 
This thesis provides an original both theoretical and applied design method 
for steam batch thermal processes in unsteady state conditions. 
3.2. Innovative food processing plant 
Successful food and beverage innovation is essential in helping industries 
achieve sustainability and profitability. To be acceptable to the consumer, 
the new process must deliver a product that shows significant advantage 
relative to a conventionally processed product. 
This thesis presents an innovative food freezing plants at very low 
temperature. In particular, the new plant was designed to be operated by a 
reversed Brayton cycle. 
3.3. Energy monitoring and systems simulation 
Thoughts about energy saving measures often goes to more efficient 
technologies, such as: condensing boilers, high efficiency electric motors, 
variable speed drives, LED lighting, new refrigerators and/or freezers, etc. 
However, in order to achieve sustainable energy reduction results, energy 
monitoring is of the foremost importance to understand how energy 
systems are used and regulated. Only through consistent energy 
monitoring can energy costs and use be efficiently reduced. The 
continuous measurement and evaluation of all energy flows is the basis for 
successful energy management. Indeed, the adoption of an energy 
monitoring system gives energy managers of companies and domestic 
households information in the analysis of energy data. 
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This thesis reports examples of two monitoring campaigns where 
electricity consumption and temperatures were monitored in domestic cold 
appliances and in a multi-energy system for a chocolate industry. In the 
last case, the monitored data were also used to set out a simulation model 
of the system. 
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4. Thermal design of a complex system for food 
processing 
4.1. First paper 
Applied Thermal Engineering 118 (2017) pp. 638-651 
DOI: 10.1016/j.applthermaleng.2017.03.004 
Steam batch thermal processes in unsteady state conditions: 
Modelling and application to a case study in the food industry 
Alessandro Biglia a, Lorenzo Comba b, Enrico Fabrizio b,*, Paolo Gay a, 
Davide Ricauda Aimonino a 
a DiSAFA – Universitá degli Studi di Torino, 2 Largo Paolo Braccini, Grugliasco (TO) 
10095, Italy 
b DENERG – Politecnico di Torino, 24 Corso Duca degli Abruzzi,  
Torino 10129, Italy 
* Corresponding author: Tel. +39 011 090 4465 
e-mail address: enrico.fabrizio@polito.it 
Abstract 
Many industrial processes require high amounts of steam. Design and 
operation of steam plants are particularly complex when the steam supply 
is required for short periods and with a varying time schedules. To fulfil 
the discontinuous needs of steam users, avoiding the steam boiler 
oversizing to the peak value of the steam request, a thermal energy storage 
(TES) system can be adopted. The proper sizing of TES systems, which, 
in this application, is constituted by a steam accumulator vessel installed 
between the steam generator and the consumer, cannot be based on the 
sole initial and final state conditions of the steam storage, since a 
performance prediction of the process time-evolution is also required. 
In this paper, a model of steam batch processes for industrial thermal 
treatments, able to describe unsteady operative conditions, is presented. 
More in detail, a three-stage steam plant, with a sequentially 
interconnected steam boiler, steam accumulator and processing tank, was 
considered. The dynamic model of the charging and discharging processes 
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of the steam accumulator was applied to a real case study in the food 
industry: the batch debacterisation process of cocoa beans. Nevertheless, 
the obtained results can be profitably employed in the design and the 
performance assessments of a wide set of applications involving the steam 
processing fluid, such as desalination plants, solar thermal power plants, 
retorts, steam ovens and others. 
Keywords: Steam batch process, Steam accumulator, Tank steam filling, 
Unsteady process, Food industry. 
Nomenclature 2 constant of Redlich-Kwong EoS - 234 length of the cocoa beans m 5 constant of Redlich-Kwong EoS - 534 width of the cocoa beans m 0p,6 specific heat of the food product at constant pressure J kg-1 K-1 0p,787 specific heat of the superheated vapour at constant 
pressure J kg
-1 K-1 0p,9 specific heat of the water film at constant pressure J kg-1 K-1 0v vapour specific heat at constant volume J kg-1 K-1 ;< thickness of the cocoa beans m = friction coefficient in the pipe connection - > gravitational acceleration m s-2 ℎ@,A steam boiler enthalpy J kg-1 ℎB,C liquid water enthalpy in the steam accumulator J kg-1 ℎB,A vapour enthalpy in the steam accumulator J kg-1 ℎD,9 heat transfer coefficient between vapour and food product W m-2 K-1 ℎED,9 corrected heat transfer coefficient between vapour and food product W m-2 K-1 ℎ<,A vapour specific enthalpy in the connection pipe J kg-1 FD,9 water film thermal conductivity W m-1 K-1 GH mechanical work per unit of mass J kg-1 GA total work per unit of mass of the vapour J kg-1 IB mass in the steam accumulator kg 
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IB,C liquid water mass in the steam accumulator kg IB,A vapour mass in the steam accumulator kg ID,6 food product mass in the processing tank kg ID,C liquid water mass in the processing tank kg ID,A vapour mass in the processing tank kg İ@B,A steam flow rate from steam boiler to steam accumulator kg s-1 İBD,A steam flow rate from steam accumulator to processing tank kg s-1 İD,3 vapour condensation rate on the external surface of the food product kg s-1 1@ steam boiler pressure Pa, bar 1B steam accumulator pressure Pa, bar 1̂B steam accumulator pressure from references Pa, bar 1D processing tank pressure Pa, bar 1< vapour pressure in the initial section of the connection pipe Pa, bar ∆1< pressure losses in the pipe connection Pa, bar 1AMA vapour pressure work J kg-1 NA vapour heat per unit of mass J kg-1 OB,C liquid water specific internal energy in the steam accumulator J kg-1 OB,A vapour specific internal energy in the steam accumulator J kg-1 OD,A vapour specific internal energy in the processing tank J kg-1 MB,C liquid water specific volume in the steam accumulator m3 kg-1 MB,A vapour specific volume in the steam accumulator m3 kg-1 MD,A vapour specific volume in the steam accumulator m3 kg-1 M<,A vapour specific volume in the connection pipe m3 kg-1 PA vapour velocity m s-1 P<,A vapour velocity in the connection pipe m s-1 QB vapour quality in the steam accumulator  - RS air mass fraction - TB steam accumulator external area m2 TD,6 food product heat exchange surface m2 
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U< diameter of the connection pipe m VB steam accumulator thermal transmittance W m-2 K-1 WD,6 characteristic length of the food product  m W< length of the connection pipe m ẊB,Y thermal losses between steam accumulator and ambient W ẊD,Y thermal losses between processing tank and ambient W ẊD,9 heat flow from vapour to food product W ŻB,Y mechanical work between steam accumulator and ambient W ŻD,Y mechanical work between processing tank and ambient W [ universal gas constant divided by molar mass of the fluid J kg-1 K-1 \< connection pipe section m2 ]^ simulation initial time s ]_  simulation final time s @` steam boiler temperature K, °C B` steam accumulator temperature K, °C Y` environment temperature  K, °C D`,6 food product temperature in the processing tank K, °C D`,A vapour temperature in the processing tank K, °C 
D`,7Sa vapour temperature in saturation condition in the processing tank K, °C D`,787 superheated vapour temperature in the processing tank K, °C D`,9 water film temperature K, °C bB internal energy in the steam accumulator J bD,A vapour internal energy in the processing tank J cB steam accumulator volume m3 cD,A vapour volume in the processing tank m3 d compressibility factor - e3f critical pressure ratio - g adiabatic coefficient of expansion - g̅ corrected adiabatic coefficient of expansion - i∞ ℓ∞ norm-based measure of the relative distance between 1B(]) and 1̂B(]) - 
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i2 ℓ2 norm-based measure of the relative distance between 1B(]) and 1̂B(]) - oD,9 water film viscosity kg m-1 s-1 pB,C liquid water filling ratio in the steam accumulator - qB,C liquid water density in the steam accumulator kg m-3 qB,A vapour density in the steam accumulator kg m-3 qD,7Sa vapour density in saturation condition in the processing tank kg m-3 qD,9 water film density in the processing tank kg m-3 rD,9 latent heat during condensation in the processing tank J kg-1 r̅D,9 corrected latent heat during condensation in the processing tank J kg-1 s@ valve 1 installed between steam boiler and steam accumulator - sB valve 2 installed between steam accumulator and processing tank - 
1. Introduction 
The adoption of steam as a heat carrier is affirmed in many industrial 
thermal processes (Tam et al., 1989; Industrial Steam systems 
optimization experts training, 2012; Walker et al., 2013), thanks to the high 
value of latent energy per unit of mass (James et al., 2000) which, during 
the condensation, is available to be transferred at a constant temperature 
and with a very high heat transfer coefficient. When the thermal energy 
required by the consumers is low compared with production, the produced 
steam can be accumulated in insulated tanks, implementing a thermal 
energy storage (TES) system (Pirasaci and Yogi Goswami, 2016). 
Therefore, steam is a convenient energy carrier, even if its production is 
rather expensive. To ensure the steam boiler optimal working condition is 
thus essential in order to increase the system efficiency, which results in a 
consequent less expensive steam production (Sun et al., 2016). This can 
be achieved by coupling the steam boiler with a TES system, which 
increases the energy efficiency by managing the demand-side. Several 
profitable applications of TES systems can be found in literature (Comodi 
et al., 2016; Grange et al., 2016; Kishor Johar et al., 2016; Schreiber et al., 
2015; Palacio et al., 2014; Cao and Cao, 2006), where TES system are 
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adopted to lower, smooth or shift the thermal, electrical or cooling load 
time profile. 
In industrial applications, steam can be saturated or superheated. Usually, 
superheated steam is adopted to prevent condensation during its 
distribution, due to a decrease in temperature under the saturation value, 
at the particular processing pressure (Karimi, 2010; Cenkowski et al., 
2007). Thanks to its capability to quickly heat up the food product surface, 
due to the high quantity of thermal energy transmitted per unit of time, 
steam is widely employed in thermal food industrial processes. Indeed, 
with the involved high temperatures, undesired pre-cooking process may 
occur in the presence of a too slow heat exchange between food products 
and the carrier fluid. 
Moreover, with respect to hot air systems, the adoption of steam can 
reduce oxidation phenomena (Zzaman, 2014), even if the possible 
condensation phenomena on the product surfaces, when undesired, is a not 
negligible disadvantage. 
In many cases, the amount of steam required at the use-side, in terms of 
instantaneous flow rate, is not constant. Batch processes, as e.g. retort 
sterilisation or debacterisation, require a huge amount of steam for short 
periods of time. Since steam boilers cannot react instantaneously to 
demand variations, usually they are sized on the base of the peak demand 
value, resulting in an oversized design. A TES system, based on the flash 
steam accumulator technology, could be adopted in order to: (1) fulfil the 
peak demands that occur for short time periods; (2) protect the steam boiler 
from operating under capacity (Steambook, Fischer). 
An application where the coupling between a steam boiler and a steam 
accumulator represents an effective solution is the one of solar thermal 
power plants (Xu et al., 2012; Bai and Xu, 2011; Baldini et al., 2009; 
Steinmann and Eck, 2006). During periods of low solar radiation, the heat 
stored in the steam accumulator is discharged, while, during periods of 
high solar radiation, the excess part of the produced steam is used to 
recharge the steam accumulator. 
For these reasons, the adoption of steam accumulators results to be 
essential in those processes where the supply of huge amount of steam is 
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required for limited periods of time, with respect to an average working 
cycle values, and/or where the energy source is intermittent. 
In the food industry, many effective applications of the coupling between 
a steam boiler and a steam accumulator can be found. Several industrial 
food processes require the supplying of large quantities of saturated or 
superheated steam during short periods of time, maybe with a particular 
time schedule. This is the case, for example, of batch pasteurisation and 
sterilisation processes for retort, debacterisation, blanching, etc. With 
different temperatures and time durations, all these examples are 
representative of thermal processes applied to food products with the goal 
of reducing microbial charge and enzymatic activity to stabilize the 
product and reducing quality deterioration. 
In this paper, a model of steam batch processes for industrial thermal 
treatments, able to describe unsteady operative conditions, is presented. 
More in detail, a three-stage steam plant, with a sequentially 
interconnected steam boiler, steam accumulator and processing tank, has 
been considered. The objective of the model is to predict the working 
condition of the various components of the systems (steam accumulator, 
connection pipe and processing tank) with different sizing and initial 
conditions, the pressurisation of the processing tank and the heat exchange 
between the vapour and the product to be processed. The time evolution 
of the steam temperature and pressure in the accumulator, the steam 
accumulator volume, the steam boiler capacity, the volume and the time 
evolution of temperature and pressure of the processing tank are some of 
the features provided by the application of the proposed model. 
The proposed model demonstrates its effectiveness as a design tool, 
employable during plant sizing or to verify the operating conditions and 
the energy requirements of a given plant. Indeed, the model allows to study 
the proper trade-off between the steam boiler capacity, the steam 
accumulator volume and the processing tank volume and others design 
parameter, predicting the performance on the entire process. 
The assumptions and simplifications adopted in the modelling framework, 
discussed in Section 3, are related to the required level of detail. Regarding 
the steam accumulator, for instance, different modelling approaches exist. 
A simple one, based to the sole initial and final conditions of the 
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accumulator, in terms of pressure or temperature (Steinmann and Eck, 
2006), provides result only suitable for a preliminary rough sizing of the 
component. In order to evaluate the dynamic evolution of the temperature 
and pressure in the steam accumulator, models based on the equilibrium 
and non-equilibrium conditions between the vapour and liquid phases 
were developed. In the equilibrium model (Bai and Xu, 2011), the vapour 
and liquid phases are considered at the same saturation temperature and 
pressure, allowing to determine the complete thermodynamic state of the 
steam accumulator as a function of the sole pressure or temperature. 
Moreover, during thermodynamic change the evaporation and 
condensation rates are considered instantaneous. Lately, studies aiming at 
defining the dynamic behaviour of the steam accumulator, considering the 
nonlinear non-monotonic changing phenomenon that modifies the 
equilibrium solution, have been conducted (Stevanovic et al., 2015; Sun et 
al., 2015; Stevanovic et al., 2012). This latter approach requires to consider 
separately pressure and temperature evolutions of the two water phases 
(liquid and vapour) in the accumulator and to compute the evaporation and 
condensation finite rates defining two parameters, the evaporation and 
condensation relaxation times, obtained through empirical procedures. 
Indeed, as described in (Sun et al., 2015), different initial conditions of the 
steam accumulator (e.g. in terms of water filling ratio, of pressure, of 
temperature etc.) leads to a not predictable variation in the value of these 
two parameters. Considering that the scope of this article is to predict the 
behaviour – for design purposes – of a complex system where the steam 
accumulator is one component, and since the two evaporation and 
condensation relaxation times are experimental parameters which are 
unknown and cannot be precisely estimated before implementing a steam 
accumulator, in our work a dynamic model based on equilibrium 
conditions between the two phases was adopted for the steam accumulator. 
The developed modelling framework has been applied to a real case study 
of the food industry: a cocoa beans debacterisation plant. The considered 
steam plant is composed by a steam boiler, a steam accumulator and a 
debacterisation tank. 
The paper is organised as follows: the technological features and the 
operating principles of the steam loop system are presented in Section 2; 
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Section 3 introduces the balance equations integrated in the model while, 
in Section 4, the model is applied to a case study. Finally, the conclusions 
are reported in the last section. 
2. Description of the technology 
In order to describe the developed model, an illustrative three-stage steam 
plant is introduced, which is constituted by a sequentially interconnected 
steam boiler, steam accumulator and processing tank (Fig. 1). The steam 
flow rates İ12,v , from the steam boiler to the steam accumulator, and İ23,v, from this last to the processing tank, are regulated by valves s1 and s2 respectively. 
 
Fig. 1. Scheme of a three-stage steam plant for batch thermal process of food 
products constituted by a steam boiler, a steam accumulator and a processing 
tank. 
The steam produced by the boiler is injected through a set of nozzle into 
the lower edge of the steam accumulator. During the charging phase of the 
accumulator, the incoming steam, injected under the surface level of the 
water already presents in the accumulator, rapidly condensates leading to 
an increment of the pressure 12  and temperature 2` of the accumulator. 
The charging process occurs at the initial start-up, when the water 
contained in the accumulator is in equilibrium with the environment 
temperature, or when the temperature and/or the pressure values in the 
accumulator decrease below certain thresholds. 
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Once the steam accumulator is pressurised, the downstream valve s2 is 
opened when a supply of steam is required. The steam flow rate from the 
accumulator to the processing tank, which is affected by the pressure 
difference between the two interconnected tanks, 12 and 13 respectively, 
can be intercepted by closing the valve s2 when the thermal process does 
not require additional heat. The processing tank contains the food product, 
properly arranged to be treated by the steam. 
2.1. Steam accumulator 
A steam accumulator is made by a pressurised vessel and it is generally 
used as buffer storage when the load demand of steam is discontinuous, 
e.g. with temporary high flow rate for short periods of time, also with fast 
dynamics. In this way, the sizing of the steam boiler can be limited to the 
average steam load value, with respect to a standard working cycle, 
avoiding an oversizing to cover the peak value. With this solution, the 
steam boiler will charge the accumulator with continuity, ever working at 
its optimal efficiency. 
However, since the density q2,v of saturated steam is significantly lower 
than saturated liquid one q2,l , directly storing saturated or superheated 
steam (dry accumulator) requires higher storing volumes with respect to 
vessel containing saturated liquid water (wet accumulator). In the case of 
wet accumulator, the steam is produced by a pressure reduction in a 
pressurised storage of saturated liquid and vapour water, resulting in a not 
constant pressure steam production (sliding pressure steam 
accumulators). The process of fast evaporation caused by lowering the 
pressure is called flashing, which produces flash steam. In steam plants, 
flash tanks are also adopted for heat recovery of the steam condensate 
drainage; in this case vertical flash tanks are preferred since the enhanced 
separation provided between steam and water [24–25]. It should be noted 
that the flash steam production rate is limited by an upper boundary limit 
depending on the surface area of the liquid-vapour interface. Reference 
curves that express the maximum flash steam generation velocity per 
square meter of interface surface as a function of the pressure can be found 
in technical literature. For this reason, in order to increase the flash steam 
production rate for a given water mass, horizontal vessels are usually 
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preferred to vertical ones, because of the more favourable liquid-vapour 
interface surface. 
The sliding pressure steam accumulator (Fig. 1) contains steam and liquid 
water which are heated by the steam boiler during the charging process. 
When the discharging process starts, the out coming steam flow rate İ23,v 
leads to a pressure reduction in the accumulator and, consequently, to the 
evaporation of a portion of liquid in order to re-equilibrate the system. The 
high specific heat capacity and the low specific volume of liquid water 
allow great quantities of heat to be stored in the vessel and, therefore, a 
large quantity of steam to be produced. 
The amount of produced steam depends on the initial and final pressure 
values of the discharge process. Usually, the lower 12,min and maximum 12,max pressure values of steam accumulator should not decrease or exceed 
the values specified by the required thermal process. The values of the two 
pressure limits 12,min and 12,max can give a first attempt to design a steam 
accumulator by defining the producible amount of flash steam I2,v as I2,v = I2,lxℎ2,max − ℎ2,minzΛ  (1) 
where I2,l  represents the liquid water mass in the steam accumulator 
before the steam production, ℎ2,min  and ℎ2,max  the enthalpy of I2,l  at 
pressure 12,min and 12,max  respectively, and Λ the latent heat of water. Eq. 
(1), however, does not take into account the evolution of the accumulator 
pressure and temperature over time, during both charging and discharging 
processes. 
2.2. Processing tank 
Several non-stationary food processes can be schematized by the 
considered illustrative plant (Fig. 1): in the final steam user, the processing 
tank downstream the steam accumulator, a microbial decontamination, a 
bleaching or a cooking process, such as a steam oven cooking, can take 
place. 
Nowadays, the steam oven cooking is one of the widely adopted cooking 
process in food industry, particularly widespread in commercial 
processing and food service operation, thanks to the provided good quality 
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of the cooked products by the steam contact (Sakin-Yilmazer et al., 2013). 
The effectiveness of steam ovens has been proved by numerous studies: 
Bowers et al. (2012) investigated the positive effects of moist-heat with 
respect to the dry-heat cookery while Mora et al. (2011) compared the 
cooking results in the case of ovens with forced convection, with low 
steam or with high steam, at a temperature of 100 °C, noting good effects 
in terms of reduction of cooking time and reduction of dehydration 
phenomena, which usually occur with traditional oven cooking. The 
considered processing tank can also represent another food industry batch 
process: the steaming (Huang et al., 2013). This type of cooking, affirmed 
as one of the healthiest cooking techniques, is widely used e.g. in the 
preparation of Asian cuisines. 
In the food industry, steam is also used to pressurise retorts in order to 
perform steam sterilisation cycles (Berteli et al., 2013; Lau et al., 2015; 
Singh et al., 2015). Lau et al. (2015) have developed and validated a 
numerical model of a retort, which allows to predict the transient vessel 
temperature and pressure profiles of an entire steam sterilisation cycle. 
Singh et al. (2015) conducted a set of experiments for evaluating the heat 
transfer phenomena inside a conventional static steam retort. An 
evaluation of the energy consumption in a steam retort has been performed 
by Berteli et al. (2013), comparing the conventional and alternative 
venting processes. 
3. Modelling framework 
3.1. Steam boiler model 
In this study, the steam boiler has been considered as an ideal steam 
generator, producing a stationary steam flow rate İ12,v , at constant 
pressure 11  and temperature 1` , when it is active. The produced steam 
flow, characterized by a certain enthalpy ℎ1,v , reaches the downstream 
steam accumulator through the valve s1 , which is kept open until the 
pressure 12  of the steam accumulator does not exceed the maximum 




3.2. Steam accumulator model 
A steam wet accumulator can be modelled as a pressurised vessel 
containing liquid and vapour water. Considering the dynamic of the water 
evaporation and of the steam condensation much faster than the charging 
and discharging processes, the water-vapour accumulator system is 
considered in thermodynamic equilibrium and, thus, the accumulator 
thermodynamic state can be completely defined by its temperature or 
pressure. The mass of liquid water I2,l in the accumulator is function of 
the volumetric filling fraction of water p2,l , of the steam accumulator 
volume c2 and of the water density q2,l. 
The state of the steam accumulator has been described by the following 
two state variables: the mass I2, which is the sum of the water mass and 
vapour mass content, and the overall internal energy b2, in accordance 
with literature works (Moran and Shapiro, 2006). 
Considering that charging and discharging processes of the steam 
accumulator may simultaneously occur, the accumulator mass balance is ;I2;] = İ12,v − İ23,v (2) 
where İ12,v is the accumulator inlet steam flow rate and İ23,v the steam 
flow rate provided to the consumer, described in Section 3.4. 
The energy balance in the steam accumulator control volume, neglecting 
the kinetic and potential energy effects, is ;b2;] = Ẋ2,e + İ12,vℎ1,v − İ23,vℎ2,v (3) 
where İ12,vℎ1,v and İ23,vℎ2,v represent the energy flow rate entering and 
exiting the steam accumulator, respectively. The heat transfer rate Ẋ2,e, 
introduced to account for the vessel thermal losses, is a function of the 
external surface T2 and the thermal transmittance V2 of the accumulator, 
as Ẋ2,e = T2V2(`e − `2) (4) 
where Y`  is the environment temperature, which has been considered 
constant. 
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The dynamic of the accumulator is therefore described by the two 
differential equations Eqs. (2) and (3). 
Considering the internal dynamics of the steam accumulator as a 
succession of equilibrium conditions between the vapour and the liquid 
phases, the pressure 12  and vapour quality Q2  can be determined by 
assuring the saturation condition, solving the system of non-linear 
equations 
}c2 = I2 ~Q2M2,v(12) + (1 − Q2)M2,l(12)b2 = I2 ~Q2O2,v(12) + (1 − Q2)O2,l(12) (5) 
The specific volume M and specific internal energy O, of both liquid and 
vapour phases were computed by a set of splines interpolating functions, 
using the Wagner and Kretzschmar (2008) steam data table as nodes. 
Finally, the others thermodynamic properties of the steam accumulator can 
be easily evaluated as a function of the sole pressure. 
3.3. Processing tank model 
During the filling phase of the processing tank by means of the steam flow 
rate İBD,A , the steam pressure 13  and temperature 3`,v  evolutions are 
linked. Indeed, the incoming high pressure steam flow performs a 
compression work to the low pressure air/steam mixture, leading to an 
increase of the internal energy b3,v , and consequently of 3`,v 
(Fundamentals of Thermodynmics, 2009). Moreover, during the food 
processing, a portion of the steam internal energy is being transferred to 
the food product, through a thin film of water, resulting from a 
condensation phenomenon on the food surfaces. 
The developed thermodynamic model of the processing tank, during the 
filling process, takes into account two concurrent aspects: (1) the steam 
temperature and pressure evolution inside the tank during the 
pressurisation process and (2) the heat exchange from the vapour to the 
food product. 
3.3.1. Steam state evolution 
The dynamic of the steam into the processing tank is described by the 
variables 3`,v and 13. 
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Several thermodynamic analyses of the filling phase of tanks can be found 
in literature, in particular for the cases of hydrogen and natural gas. In the 
work of Ruffio et al. (2014), temperature and pressure evolutions during 
tank filling have been derived from thermodynamic database (NIST) and 
by three different equations of state (EoS). Results obtained with Redlich-
Kwong EoS and with NIST database were in good agreement. The refilling 
process of a gaseous hydrogen tank was modelled in (Li et al., 2014; 
Striednig et al., 2014), where a compressibility factor has been defined to 
take into account the real behaviour of the gas. Moreover, regarding the 
fast filling process of hydrogen storage cylinders, in (Li et al., 2012; Liu 
et al., 2010), experimental trials have been carried out to investigate the 
concurrent increased of temperature and pressure as a function of different 
parameters. 
In the present work, temperature and pressure dynamics are studied by 
combining the Redlich-Kwong EoS with the first law of thermodynamics. 
Using the first law of thermodynamics for an open system the derivative 
of the internal energy b3,v , expressed as the product of mass I3,v  and 
specific internal energy O3,v, is ;b3,v;] = I3,v ;O3,v;] + İ23,vO3,v = Ẋ3,e + İ23,vℎ2,v − Ẋ3,w (6) 
where Ẋ3,e represents the heat flow per unit of time towards the outdoor 
environment, İ23,vℎ2,v  represents the heat flow supplied by the steam 
accumulator during the tank filling and Ẋ3,w  is the heat flow from the 
steam to the food product. The derivative of O3,v can be expressed as ;O3,v;] = 0v; 3`,v + Å 3`,v ÇÉ13,vÉ 3`,vÑv − 13Ö ;M3,v (7) 
Using the Redlich-Kwong EoS to define the pressure 13  (Redlich and 
Kwong, 1949), and computing the partial derivative of the pressure with 
respect to the temperature at constant volume, Eq. (7) can be integrated 




O3,v(]) = O3,v(]0) + 0v ~ 3`,v(]) − 3`,v(]0) + + 3225á 3`,v(]) ÅlogÇc3,v + 5I(]0)3,vc3,v + 5I(])3,v ÑÖ (8) 
where 2  and 5  represent two parameters of the Redlich-Kwong Eos 
depending on the type of fluid. 
Substituting Eqs. (7) and (8) into Eq. (6), the state equation of the steam 
temperature 3`,v can be expressed ; 3`,v;] = İ23,väI Çℎ2,v − äII + 32I3,v2xc3,v − 5I3,vzá 3`,vÑ + −xẊ3,w − Ẋ3,ezäI  (9) 
with äI = I3,v0v − 32I3,v45 3`,v1.5 Ålog Çc3,v + 5I(]0)3,vc3,v + 5I3,v ÑÖ  
and äII = O(]0)3,v + 0vx 3`,v − `(]0)3,vz + + 3225á 3`,v Ålog Çc3,v + 5I(]0)3,vc3,v + 5I3,v ÑÖ  
The state equation of the steam pressure 13 can be obtained by deriving 
the Redlich-Kwong EoS as ;13;] = äIII ; 3`,v;] + äIV c3,vI3,v2 İ23,v (10) 
with äIII = [M3,v − 5 + 22xM3,v2 + 5M3,vz 3`,v1.5  
and äIV = [ 3`,vxM3,v − 5z2 − 2x2M3,v + 5zxM3,v2 + 5M3,vz2á 3`,v  
The set of Eqs. (9) and (10) describes, thus, the steam temperature 3`,v	and 
pressure 13 evolution in the processing tank during the filling phase. 
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3.3.2. Steam-food heat exchange model 
Part of the steam flow rate injected in the processing tank condenses on 
the external surface of the food product. With the condensation process, a 
high quantity of energy is released by the steam with the formation of a 
thin film of water on the food surface, allowing a fast increment of the 
external temperature of the food product. The heat transfer coefficient ℎ3,w 
between steam and food product was estimated by using the Nusselt 
correlation (Holman, 2010) and, in particular, the heat flow Ẋ3,w can be 
written as Ẋ3,w = ℎE3,wT3,fx 3`,sat − 3`,fz = İ3,cΛî3,w (11) 
where ℎE3,w is the corrected form of the heat transfer coefficient ℎ3,w during 
condensation (Soponronnarit et al., 2006; Kittiworrawatt and Devahastin, 
2009; Sa-adchom et al., 2011), T3,f is the heat exchange surface between 
steam and food product, 3`,sat and 3`,f are the steam saturation temperature 
at pressure 13  and the food product temperature respectively, İ3,c  the 
mass rate of steam condensation on the product and Λî3,w  the corrected 
latent heat during condensation. The condensed water, once collected in 
the lower part of the processing tank and separated by a grid from the food 
to be processed, is discharged at the batch cycle completion. 
The corrected heat transfer coefficient ℎE3,w  takes into account three 
aspects: (a) the presence of superheated steam and subcooled condensate, 
(b) the presence of air and (c) the arrangement layout of the food product 
inside the processing tank. More in detail: 
(a) The presence of superheated steam during the pressurisation and 
subcooled condensate, due to the food product temperature lower than 
the condensation temperature of the steam at pressure 13, leads to an 
increment of the heat transfer coefficient (Marto, 1998). To consider 
the sensible amount of energy transmitted between the steam and the 
food product, the corrected latent heat Λî3,w is Λî3,w = 0p,shsx 3`,shs − 3`,satz + Λ3,w + 38 0p,wx 3`,sat − 3`,fz (12) 
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where 0p,shs is the specific heat of the superheated steam at constant 
pressure, 3`,shs is the superheated temperature of the steam equal to 3`,v when 3`,v > 3`,sat, 0p,w is the water film specific heat. 
(b)  The reduction of the heat transfer coefficient ℎ3,w due to the presence 
of air, which does not condensate, can be taken into account 
accordingly to (Lau et al., 2015; Rocca-Poliméni et al., 2011) by 
introducing the óa coefficient óa = −0.5òôx−47.7294Ra0.6246z + ôx−2.8235Ra0.3533zù (13) 
where Ra is the ratio between the air mass and the total mass (air and 
steam). 
(c)  The food product arrangement into the processing tank, reducing the 
overall food surface involved in the heat exchange due to overlapping 
layers, can be taken into account with the corrective coefficient û−0.25 
(Rose et al., 1999; Boiling, Condensation, and Gas-Liquid Flow, 
1987). 
Based on the proposed considerations, the corrected heat transfer 
coefficient results ℎE3,w = óa üû−0.25 Åq3,wxq3,w − q3,satz>Λî3,wF3,wo3,wx 3`,w − 3`,fzW3,f Ö0.25 (14) 
where q3,w and q3,sat are the densities of the water film and of the steam at 
saturation pressure 13  respectively, F3,w  and o3,w  are the thermal 
conductivity and viscosity of the water film, g is the gravitational 
acceleration, W3,f is the characteristic length of the food product defined as 
the ratio between the volume and the external surface, and ü  is a 
coefficient that depends on the geometry of the food product. The thermal 
properties q3,w, F3,w and o3,w have to be calculated taking into account the 
water film temperature 3`,w, expressed as the mean temperature between 
the steam saturation temperature and the temperature of the food product. 
3.3.3. Processing tank complete system of differential equations 
By using ℎE3,w, T3,f, 3`,sat, 3`,f and Λî3,w, it is possible to calculate the heat 
transfer rate Ẋ3,w in Eq. (11) and the steam condensation rate İ3,c. Besides 
the state variables 3`,v  and 13  (Eqs. (9) and (10)), vapour mass I3,v , 
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condensed liquid mass I3,l	 and mean temperature of the food product 3`,f 
have to be studied. 
The vapour mass I3,v	and condensed liquid mass I3,l can be obtained by 
integrating over the time the steam flow rate İ23,v and steam condensation 
rate İ3,c. 
Hence, the dynamics of the processing tank state is described by the system 




⎪⎧ ; 3`,v;] = İ23,väI Çℎ2,v − äII + 32I3,v2xc3,v − 5I3,vzá 3`,vÑ − xẊ3,w − Ẋ3,ezäI;13;] = äIII ; 3`,v;] + äIV c3,vI3,v2 İ23,v																																																															;ID,A;] = İ23,v − İ3,c																																																																																		;ID,C;] = İ3,c																																																																																																			; 3`,f;] = İ23,vI3,f0p,f																																																																																																
 (15) 
where the temperature of the food product 3`,f  is obtained by using a 
lumped parameter model with the food product mass I3,f and specific heat 0p,f. 
3.4. Accumulator-to-processing tank steam flow rate model 
The processing tank is connected to the steam accumulator by a pipe of 
constant section \p with an on-off valve s2 that can intercept the steam 
flow rate İBD,A (Fig. 1). When the valve s2 is open, İBD,A is not constant, 
since the pressure of the upstream and downstream interconnected tanks 
varies over time. A similar problem can be found in the case of gas vehicle 
reservoirs fuelling (Farzaneh-Gord and Deymi-Dashtebayaz et al., 2013; 
Winters et al., 2012; Farzaneh-Gord et al., 2008; Kountz). 
In order to evaluate the evolution of İBD,A, the steam velocity Pv can be 
derived applying the energy conservation of steam between the steam 
accumulator (Section 2 in Fig. 1) and the pipe connection (section P in Fig. 
1), by using the differential form of the first principle of thermodynamics ;Nv = ;Gm + ;(1vMv) + ; Ç1vMv + Pv22 + >§Ñ (16) 
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Neglecting the terms ;Nv , ;Gm  and ;>§ (no significant potential energy 
variation), and by using the definition of enthalpy, the steam velocity value Pp,v in the connection pipe can be computed as P<,A = •2xℎB,A + ℎ<,Az (17) 
where ℎ2,v and ℎp,v are the steam enthalpy inside the steam accumulator 
and in the connection pipe. Considering Section 2 not close to the inlet of 
the connection pipe, as reported in Fig. 1, steam velocity in the steam 
accumulator can be neglected. 
Using the corrected ideal gas EoS (Çengel and Boles) 1M = d[` (18) 
the enthalpy can be written as ℎv = 0v v` + d[ v` = 1(g − 1)¶g + 1 − dd ß1vMv (19) 
where g  is the adiabatic coefficient of expansion. The value of the 
compressibility factor d, equal to 0.93, was settled considering saturated 
steam at 8 bar pressure (Çengel and Boles). Substituting Eq. (19) in Eq. 
(17), the steam velocity can now be written as a function of the pressure 
and of the specific volume of steam in the accumulator and in the 
connection pipe as P<,A = ® 1(γ − 1)Çγ + 1 − dd Ñ~1AMB,A − 1<M<,A (20) 
where the specific volume and the pressure can be related considering the 
expansion of the steam from the accumulator to pipe being adiabatic. 
By using Eq. (20) and considering an uniform flow in the connection pipe 
of constant section \p, the steam flow rate İBD,A can be written as 
İBD,A = \<™ä´1<qB,A ¨Ç1<1BÑB ≠î⁄ − Ç1<1BÑ≠îØ@ ≠î⁄ ∞ (21) 
where γE	is the corrected adiabatic coefficient (γE = (γ − 1)d + 1) and the 
term äV is equal to 
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äV = 2(γ − 1) ¶γ + 1 − dd ß  
When the ratio between 1p and 12 is lower than the critical pressure ratio βcr, expressed as β3f = 1<1B = ¶ 2γE − 1ß γEγE−1 (22) 
the steam flow rate İBD,A is critical otherwise it is in subcritical condition. 
In the case of pressure ratio 1p 12⁄  lower than βcr, substituting Eq. (22) into 
Eq. (21), the critical steam flow rate İBD,A can be written as function of the 
sole pressure 12 as 
Çİ23,v\p Ñcr = ®äVäVI2 (γE − 1)12q2,v (23) 
where ä´≥ is equal to äVI = ¶ 2γE + 1ßγE+1γE−1  
Thus, the steam flow rate İBD,A can be defined as 
İBD,A =
⎩⎪⎪⎨
⎪⎪⎧\<™ä´1<qB,A ¨Ç1<1BÑB ≠î⁄ − Ç1<1BÑ≠îØ@ ≠î⁄ ∞ 				if		 1<1B ≥ βcr
\<®ä´ä´≥2 (γE − 1)1BqB,A																											if		 1<1B < βcr		
 (24) 
Computing the pressure losses in the pipe ∆1p, the pressure 1p at the pipe 
inlet can be derived by the pressure in the processing tank 13, as 1p = 13 + ∆1p(]) = 13 + 12= WpUp İ23,v2q2,v\p2 (25) 
where Wp  and Up  are the pipe length and diameter of the pipe, f is the 




3.5. Model implementation 
The presented model has been implemented in Matlab® environment 
(2015b version). The final number of differential equations (DE), fully 
describing the dynamics of the considered plant system, results to be 
seven, organized as follow: 2 DE for the steam accumulator state variables 
(Eqs. (2) and (3)), 5 DE for the processing tank (Eq. (15)). A scheme of 
the relationship between the model variables is represented in Fig. 2. The 
developed modelling framework allows to obtain the temporal variation of 
the thermodynamic state of the steam accumulator and of the processing 
tank, to evaluate the steam flow rate between the steam accumulator and 
the processing tank as a function of pressure difference of the tanks and 
also to calculate the food mean temperature during the thermal process. 
The initial conditions of the modelled system at time ]0 are reported on top 
of the scheme, while the set of plant parameters, such as the volume of the 
steam accumulator, the connection pipe section, the food product heat 
exchange surface etc. have been omitted in the scheme. 
 
Fig. 2. Illustrative scheme of the developed model. 
The developed modelling framework can be profitably used during the 
designing phase of steam accumulators. Indeed, the parameterised model 
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and initial plant conditions take into account all the typical sizing 
parameters and operative condition of these type of plants, allowing to find 
the proper configuration of boiler/steam accumulator/processing tank 
system. 
3.5.1. Validation of the steam accumulator model 
The results obtained by the proposed model were compared to data 
provided by (Stevanovic et al., 2015; Sun et al., 2015; Stevanovic et al., 
2012), adopting the same parameters and initial conditions. Three 
validation tests were performed, where the accumulator charging and 
discharging processes have been simulated considering the three different 
steam flow rates reported in Fig. 3, from time instant ]0 = 0 and ]f =700	s. The complete set of parameters and initial conditions, such as steam 
accumulator volume and pressure, inlet steam flow rate, etc., is collected 
in Table 1. More in detail, tests A and C were conducted considering the 
constant steam flow rate İ@B,A and İBD,A respectively (Stevanovic et al., 
2012), while the test B has been performed with a time-varying steam flow 
rate İ@B,A  (Stevanovic et al., 2015). Mass flow rate, pressure and 
temperature as a function of time have been shown in Fig. 3 for three 
different conditions. 
 
Fig. 3. Validation inputs: time evolution of mass flow rate (a), pressure (b) and 






Table 1. Accumulator parameters and initial conditions of validation tests. 
 Test A Test B Test C 
steam accumulator volume [m3] 64 64 64 
steam accumulator water filling ratio 0.5 0.5 0.5 
steam accumulator initial pressure [bar] 25 - 50 
initial state of valve s1 open closed open 
initial state of valve s2 closed open closed 
The simulation results, reported in Fig. 4, have been compared with the 
ones presented in (Stevanovic et al., 2012) and (Stevanovic et al., 2015), 
which have been reported in the same plot. The final steady state 
conditions and the times required to reach them are comparable. In 
addition, the accordance between the charging and discharging dynamics 
provided by the model and by the references has been quantified 
calculating ℓ∞ and ℓ2 norms based relative distances ε∞ and ε2 (Table 2) 
between the two functions 12(]) and 1̂2(]), the simulated time evolution 
of accumulator pressure and the reference one respectively. On the base of 
the obtained values for ε∞  and ε2 , the developed steam accumulator 
model, based on the equilibrium conditions between vapour and liquid 
phases, can be considered adequately accurate to simulate different 
operating conditions. 
 
Fig. 4. Validation results: time evolution of the pressure 12  in the steam 





Table 2. ℓ∞ and ℓ2 norms based relative distances between model and reference 
dynamics. 
 Test A Test B Test C i∞ = |12(]∗) − 1̂2(]∗)||12(]∗)|  
with 
 ]∗ = 2π> I2Q∫∈[∫0,∫f]|12(]) −1̂2(])| 
0.0035  0.0114  0.0038  
i2 = ∫ x12(]) − 1̂2(])z2;]∫f∫0 ∫ x12(])z2;]∫f∫0  4.8013·10-6 7.7657·10-5 2.0237·10-6 
In (Stevanovic et al., 2012) and (Stevanovic et al., 2015), authors 
demonstrate how the approximations introduced by considering an 
equilibrium model translates in an estimation error in the prediction of the 
real maximum and minimum pressure values, with respect to the non-
equilibrium model. However, the maximum detected differences between 
the non-equilibrium and the equilibrium model, for some operating 
conditions, result to be around 6%, and occur at valves opening/closure 
(Stevanovic et al., 2015). Moreover, the non-equilibrium model requires 
the measurement of a set of parameters on a physical existing plant, 
preventing its adoption in the sizing stage. 
4. A case study: debacterisation of cocoa beans 
The developed modelling framework was applied to the debacterisation 
process of cocoa beans, a typical batch thermal process in the food 
industry. The debacterisation process is preceded by a cleaning phase to 
remove waste materials and a roasting phase to intensify the aroma of the 
cocoa beans. In order to satisfy the quality and safety regulatory standards 
in food production, once the roasting process is completed, the bacterial 
charge of the cocoa beans has to be further reduced by a steam treatment. 
Therefore, the roasted cocoa beans, still at a temperature of about 90-
100°C, are collected into a debacterisation tank. Once filled with the 
product and sealed, the processing tank is heated by steam insufflation, 
adopted to provide the heat for the debacterisation process. 
Since a portion of the steam into the vessel, when it comes into contact 
with the cocoa beans surface, condenses forming a thin film of hot water, 
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particular technical solutions must be introduced in order to limit the 
condensed water to the quantity that does not compromise the food 
product. This can be achieved reducing as much as possible the time 
interval between the roasting and the debacterisation phases, in order to 
maintain a high beans surface temperature. 
To further reduce condensation phenomena in the processing tank, it can 
be encased and pre-heated, so that the processing tank surface in contact 
with the food product is maintained at high temperature. In this case study, 
the considered processing tank layout allowed to assume thermal losses to 
the environment to be negligible. 
After a fast pressurisation of the tank, which has a duration of 3-5 s, cocoa 
beans are mechanically mixed in order to assure the required uniformity to 
the debacterisation process. Usually, the mixing of cocoa beans is 
maintained throughout the entire duration of the process, which lasts about 
5-10 min and finishes with the cocoa beans unloading procedure. Since the 
objective of this study is to model the pressurisation of the processing tank 
by the concurrent depressurisation of the steam accumulator, the mixing 
process of cocoa beans has not been considered in this model. 
4.1. Simulation setup 
At initial time ]0, the steam accumulator has been considered at a pressure 12(]0) slightly lower than the maximum settled value 12,max , while the 
debacterisation tank is, initially, in equilibrium with the environment 
pressure. The temperature of the cocoa beans to be processed, when placed 
in the debacterisation tank, has been considered equal to 95 °C when the 
thermal treatment starts, after the valve s2 opening. All the geometrical 
and physical properties of the plant components, together with their 
standard initial working conditions, are summarised in Table 3 organized 
by four groups: (1) the steam boiler; (2) the steam accumulator; (3) the 
debacterisation tank and (4) the connection pipe between the tanks (Biglia 





Table 3. Plant parameters and initial conditions of the case study simulation. 
Steam boiler 
nominal steam flow rate İ12,v [kg s-1] 0.097 
nominal pressure 11,v [bar] 8 
Steam accumulator 
volume c2 [m3] 4 
external surface T2 [m2] 14.5 
thermal losses coefficient V2 [W m-2 K-1] 0.7 
water filling ratio p2,l  0.5 
initial pressure 12 [bar] 7.98 
maximum pressure 12,max [bar] 8 
Debacterisation tank 
volume c3 [m3] 1 
initial pressure 13 [bar] 1 
initial temperature 3`,v [°C] 100 
initial temperature of cocoa beans 3`,f [°C] 95 
mass of cocoa beans I3,f [kg] 50 
number of cocoa beans ø 26,000 
Connection pipe 
length of the pipe Wp [m] 5 
diameter of the pipe Up [m] 0.05 
In order to evaluate the heat exchange area T3,f between the water film and 
the food product, the shape of the cocoa beans was approximated to a 
geometrical shape made by a parallelepiped, the base of which has 
dimensions, 2cb  and 5cb  and a lateral area is considered rounded with a 
radius of ;cb 2⁄ , half of the parallelepiped height (Fig. 5). The dimensions 2cb, 5cb and ;cb have been considered equal to 2 cm, 1 cm and 0.4 cm 
respectively. Since in the debacterisation tank the cocoa beans are arranged 
in multiple layer, resulting in a vertical sequence of overlapping items, 
only the curved surface has been taken into account as heat exchange area 
between the water film and the cocoa beans. The resulting value of T3,f is 
used in Eq. (11) to evaluate Ẋf, while the coefficient ü of Eq. (14), in the 
case of the cocoa beans geometry, is equal to 0.815. Moreover, the 
influence on the pressurisation process of the set of plant initial and 
working conditions, constituted by the accumulator maximum pressure 
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12,max and the filling ratio p2,l, has been investigated. The effect of the plant 
components size (accumulator volume c2 and connection pipe diameter Up) in the process has been also analysed by simulations conducted with 
the developed modelling framework. All the simulations have been 
performed varying one parameter at time, while maintaining all the others 
settled to the values adopted during the initialization of the first case study 
(Table 3). 
 
Fig. 5. Modelling representation of cocoa bean. 
4.2. Simulation results 
The model provides the time evolution of the thermodynamic state of the 
steam accumulator and of the debacterisation tank, the time evolution of 
the steam flow rate between the two tanks and the temperature evolution 
of the cocoa beans. Since the simulations confirmed the rapidity of the 
pressurisation process of the debacterisation tank, which mainly occurs in 
the first two seconds after the valve s2  opening, the graphical output 
focuses on a short period of time, ten seconds long. During the first part of 
the simulation, the accumulator is charged by the steam flow İ12,v, since ]0 = 0	s  until ]1 = 4.3	s . At ]1 , time instant when the accumulator 
pressure reaches the maximum settled value 12,max, the valve s1 is closed 
(Fig. 6). During this phase, valve s2 is still closed. 
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Fig. 6. Time evolution of the steam flow rate İ@B,A, from the steam boiler to the 
accumulator, and of the steam flow rate İ@B,A , from the accumulator to the 
debacterisation tank. 
The pressurisation of the debacterisation tank starts at time instant ]2 =5	s, when valve s2 is opened and the steam flow rate İ23,v is established. 
During the pressurisation, a rapid increment of the pressure 13  in the 
debacterisation tank and a concurrent decrease of the pressure 12 occur 
(Fig. 7), until an equilibrium between the pressure in the steam 
accumulator and the pressure in the processing tank is reached. It can be 
noted that, the equilibrium condition is reached in about two seconds, 
approximately at time instant ]3 = 7	s , when the pressure 13  in the 
debacterisation tank reaches the maximum value, of about 7.75 bar. The 
steam flow rate İ23,v  between the two tanks is critical, reaching its 
maximum value of 2.11 kg s−1, in the initial part of the pressurisation (time 
interval ]	¡	[5; 5.5]	s), becoming sub-critical in the remaining part of the 
pressurisation (Fig. 6). It can be noted that, at the end of this process, the 
pressure 12(]2) of the accumulator is slightly lower than the initial value 12(]1), which was about 8 bar (Fig. 7). This behaviour can be caused by 
two main conditions: (1) the debacterisation tank volume c3  is 4 times 
smaller than the steam accumulator one, c2; (2) the pressurisation of the 
debacterisation tank is fast, therefore the steam mass exiting the steam 
accumulator, required to pressurise the processing tank, is small compared 
to the overall steam mass available in the accumulator. Even if the 
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maintenance of a high pressure value 12 during the accumulator discharge 
is a valuable property, the simulation shows an oversizing of the installed 
accumulator, considering the sole debacterisation user process. 
 
Fig. 7. Time evolution of the pressures 12 in the accumulator (a) and 13 in the 
debacterisation tank (b). 
After the time instant ]3 , when the pressurisation process of the 
debacterisation tank can be considered completed (the pressure 13 
becomes stationary, settled at the maximum value), a secondary 
phenomenon can be noticed. The accumulator discharge does not end after 
the pressurisation of the debacterisation tank: the steam flow rate İ23,v(]), 
with ]	¡	[7; 10]	s, is settled to a low value, about 0.08 kg s−1, without 
becoming completely null, and a remarkable change of the curve slope of 
the pressure 12  denotes a slower dynamic in the system. This can be 
addressed to the slow condensing process of part of the steam I3,v in the 
debacterisation tank, which leads to a gradual decrement of the pressure 13 and, thus, to the consequent re-balancing steam flow İ23,v. 
A contribution to the fast dynamic of the steam temperature 3`,v  in the 
debacterisation tank (Fig. 8) is caused by the pressure work of the steam 
flow rate İ23,v , which contributes to the debacterisation tank internal 
energy increment. During the initial phase of the debacterisation process, 
the physical phenomenon of the pressurisation of the tank prevails over the 
heat exchange from the steam to the cocoa beans. After ]2, the steam flow 
rate İ23,v  decrement leads to a reduction of the heat provided to the 
processing tank from the accumulator, which becomes lesser than the one 
transferred to the cocoa beans: the steam temperature 3`,v  in the 
debacterisation tank, thus, starts decreasing. At the end of the simulation, 
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the steam mass I3,v in the debacterisation tank is about 3 kg while the final 
mass of condensed steam I3,l on the cocoa beans surfaces results to be 
limited at about 0.2 kg, fulfilling the need of avoiding food product 
damages. 
 
Fig. 8. Time evolution of the steam temperature `3,v and of the cocoa beans 
temperature `3,f in the debacterisation tank. 
Further simulations have been carried out to investigate the effects of some 
operating conditions (e.g. maximum pressure of the steam accumulator) 
and of the sizing parameters (e.g. volume of the steam accumulator) on the 
dynamic evolution of the steam in the interconnected tanks. The most 
significant results of the simulations are reported in Figs. (9-14). 
 




Fig. 10. Time evolution of steam flow rate İ23,v  during simulations with 
different 12,max values. 
 
Fig. 11. Time evolution of steam pressures 12 (a) and 13 (b) during simulations 
with different p2,l values. 
 
 
Fig. 12. Time evolution of steam pressures 12 (a) and 13 (b) during simulations 
with different c2 values. 
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Fig. 13. Time evolution of steam flow rate İ23,v  during simulations with 
different Up values. 
 
Fig. 14. Time evolution of steam pressures 12 (a) and 13 (b) during simulations 
with different Up values. 
Varying the maximum pressure of the accumulator, with values ranging 
from 8 to 6 bar, the evolution of the pressure in the steam accumulator and 
in the processing tank results to be modified as reported in Fig. 9. During 
the pressurisation of the processing tank, the pressure of the accumulator 
slightly decreases, reaching the steady state pressure values in around 2 s: 
6.80 and 5.83 bar with 12,max settled to 7 and 6 bar respectively. The effect 
on the steam flow rate İ23,v  of the pressure difference between the 
accumulator and the processing tank can be observed in Fig. 10 where, 
after the valve s2 opening (]2 = 5	s), the maximum value of the steam 
flow value decreases from 2.11 kg s−1 to 1.60 kg s−1 with the 12,max 
decrement. 
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Acting on the filling ratio of the steam accumulator, a variation in the 
charging and discharging dynamic of the steam accumulator can be 
achieved. In particular, comparing the simulation results obtained with p2,l 
equal to 0.4 and 0.6 with those obtained with p2,l = 0.5, a reduction of the 
charging process duration is observed in the case of filling ratio decrement 
(Fig. 11). Indeed, the mass of liquid to be heated up, in this case, is less 
and the energy required for the accumulator pressurisation is, thus, lower. 
Similarly, during the accumulator discharging process, a faster decrement 
of the pressure can be observed, because of the lower quantity of water (or 
energy) stored in the accumulator. 
Steam plant sizing parameters have been also analysed. In particular, by 
considering steam accumulators with smaller volumes, during the 
charging process the maximum pressure 12,max of 8 bar can be achieved in 
shorter times (Fig. 12). This behaviour is due to the small quantity of water 
to be heated up, which also affect the discharging phase. Indeed, after s2 
opening at time ]2, the user steam request lead to a faster depressurisation 
and to lower final pressure steady state in the accumulators with reduced 
volume (Fig. 12). It can be observed that, at the end of the simulation ]4 =10	s, the final pressure in steam accumulator accounts for 7.81 and 7.71 
bar with a steam accumulator volume of 3 and 2 m3 respectively. 
The effect to the steam flow rate of the pipe connection between the 
accumulator and the processing tank has been also investigated. In 
particular, by varying the section of the pipe, in the conducted simulations 
the maximum steam flow rate reduces from 2.11 kg s−1 to 1.38 kg s−1 (Fig. 
13), considering pipe diameters values of 5, 4.5 and 4 cm. Even if the final 
steady state pressure in the two interconnected tanks results to be equal 
(Fig. 14), the pressure evolutions differ, being the time required to reach 
the equilibrium condition increased by the pipe diameter reduction. 
5. Conclusions 
In this paper, a model of a food processing plant, constituted by a boiler, a 
sliding pressure steam accumulator and a processing tank has been 
presented. The developed model, based on the mass and energy balances, 
also integrates the properties of the processed food in the last tank. The 
condensation and evaporation processes in the steam accumulator were 
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approximated with a succession of equilibrium state and the steam flow 
rate from this vessel to the processing pressurised tank was evaluated as a 
function of the pressure difference between the two tanks. The model has 
been also applied to a real system configuration for cocoa beans 
debacterisation; nevertheless, with limited appropriate changes, it can be 
profitably adapted to a wide set of different thermal processes of food 
industry employing sliding pressure steam accumulators to feed 
pressurised tanks. 
Allowing to simulate the dynamics of a complete set of plant state 
variables, such as pressures, temperatures and flow rate/masses, during 
processes with different settings and initial conditions, the developed 
modelling framework has already proven its effectiveness in designing 
new processing plants. The sizing of the steam accumulator as well as the 
operative settings, such as the boiler steam supply pressure and flow rate, 
the initial water filling ratio of the accumulator etc., can be evaluated in 
advance for a wide range of plant configurations, allowing, for example, 
to properly size a system composed of steam boiler and steam accumulator 
when the steam demand profile of a user is known. 
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Abstract 
Freezing is a valuable method to increase food shelf life and to ensure high 
quality standards during long-term storage. Additional benefits to frozen 
food quality can be achieved by freezing at very low temperatures (« -50 
°C): small ice crystals formation during fast freezing reduces food cell wall 
rupture, preventing water and texture loss during thawing. 
This paper presents the design of an innovative food freezing system 
operating at very low temperatures, based on a modified reversed Brayton 
cycle (rB cycle). The plant is composed of two interconnected sub-
systems: a primary thermodynamic closed loop, operated by an rB cycle, 
and a secondary airflow loop which is devoted to food freezing by batch 
process. Relevant features of the designed rB cycle rely on the adopted 
environmentally safe working fluid, the optimised thermodynamics 
working conditions and the innovative cycle layout.  
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A modelling framework for the system was developed to identify and 
design efficient operative settings for the plant components (turbo-
machineries, heat exchangers, etc.) and to assess, via sensitivity analysis, 
the influence of the main design parameters on the global energy 
performance. The proposed system configuration, designed to maximise 
the Coefficient of Performance (CoP) value of the plant, was determined 
by means of nonlinear multivariable optimisation. In addition, the energy 
performance of the system can be increased by recovering waste heat 
available from the rB cycle. 
Keywords: Food industry, Food freezing, Reversed Brayton cycle, Low 
temperatures, Energy performance, Optimisation. 
Nomenclature 
Plant component 
BC bootstrap compressor 
BU bootstrap unit 
CHX cold heat exchanger 
HX1 first heat exchanger 
HX2 second heat exchanger 
M electric motor 
PC primary compressor 
RHX regenerative heat exchanger 
TB turbine 
Component ‘x’ parameters G√ work per mass unit  [ J kg-1 ] N√ heat per mass unit  [ J kg-1 ] Ẋ√ thermal capacity  [ W ] Ż√ mechanical power  [ W ] β√ pressure ratio  ∆1√ pressure drop  [ Pa ] ε√ heat exchanger effectiveness ζ√ electric efficiency η√ isentropic efficiency 
Other symbols =∆« bootstrap unit mechanical losses İ» nitrogen mass flow rate  [ kg s-1 ] 
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1… pressure at i-th thermodynamic state  [ Pa ] …` temperature at i-th thermodynamic state  [ °C ] 
CoP coefficient of performance 
1. Introduction 
Freezing is a valuable method to increase food shelf life, to preserve 
organoleptic and nutritional food properties, and to ensure high quality 
standards during long-term storage (Soyer et al., 2010). Contrary to other 
methods of food storage, such as drying (Tian et al., 2016), vacuum 
packaging (Li et al., 2014), salting (Lerfall et al., 2016), and smoking 
(Ledesma et al., 2016), freezing technology can be applied to almost any 
kind of food category. 
In the freezing process, a cooling fluid (medium) removes sensible and 
latent heat from the food by convection through its surface while thermal 
conduction occurs at its interior (Castro-Giráldez et al., 2014). Usually, 
cold air is used as the medium in food industry freezing systems since it is 
not expensive and corrosive to plant components, it is environmentally 
friendly and does not contaminate foods (James and James, 2002): these 
systems are known as air blast freezers (Dempsey and Bansal, 2012). 
There are two categories of air blast freezers: batch freezers and 
continuous freezers. In batch freezing, the food is loaded into an insulated 
closed room and the process runs until the product is completely frozen. 
After that, the freezing room compartment is unloaded and the process can 
be run for other unfrozen food lots (batch process). Inside the room, cold 
air circulation is forced by fans during the freezing process. This kind of 
system is usually adopted to freeze medium to large sized products, such 
as meat, fish, bread, and even packaged foods. In continuous freezing, food 
products, usually arranged in a single layer, are moved through a freezing 
tunnel by a conveyor belt. This is a suitable process for freezing small 
foods such as legumes, prawns, slices of vegetables, etc. Since the food 
flow is continuous, air deflectors and/or movable shutters, properly placed 
at the inlet and outlet of the tunnel, have to be adopted in order to limit 
warm air infiltrations. Conveyor speed and tunnel length depend on the 
freezing time required by the kind of food to be processed. 
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Freezing time is a relevant parameter as it deeply affects the quality of the 
final product (Kim et al., 2015). Quick-freezing is preferred because water 
contained in the food is turned into minute ice crystals (Kaale et al., 2011). 
If the freezing process is too slow, the ice crystals tend to agglomerate and 
to grow in size, causing mechanical damage to food cell membranes. This 
unfavourable phenomenon results in texture and food nutrients being lost 
after thawing. Freezing time mainly depends on the following factors 
(ASHRAE, 2010; Huan et al., 2003; Perussello et al., 2011): (1) the 
chemical composition and shape of the food; (2) the initial and final 
temperatures of the food and (3) the temperature and velocity of the 
medium. 
A food core temperature of about -18 °C, which is recommended for frozen 
products, has to be reached in the shortest possible time. A reduction of 
the freezing time can be achieved by modifying medium temperature 
and/or velocity (Biglia et al., 2016), properties that deeply influence heat 
transfer between the product and the medium itself. 
In the food industry, air blast systems typically adopt cold air, with 
temperatures ranging between -20 and -40 °C and velocities from 1 to 6 
m·s-1. Vapour compression chillers are normally used to reduce air 
temperature until the desired design value. The Coefficient of Performance 
(CoP) of these systems depends on the temperature lift between the 
evaporator and the condenser of the chiller. Considering that the standard 
working temperature of a chiller for food freezing is usually within the 
range [-50, -30] °C in the evaporator and [20, 40] °C in the condenser, the 
resulting temperature lift leads to a high-pressure ratio in the compressor, 
which can barely be obtained with a single compression stage. A valuable 
solution consists in performing the compression in two different stages 
(Llopis et al., 2015). Even if this technical feature allows the system’s 
efficiency to be increased, it is very difficult to obtain high CoP values. 
Alternatively, cascade refrigeration systems (Dopazo and Fernández-
Seara, 2012), which use two different refrigeration circuits interconnected 
with a heat exchanger, can be adopted to reach low evaporator 
temperatures. Their installation and maintenance are, thus, more complex 
(Foster et al., 2011) than the one required for a single stage chiller. For 
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these reasons, producing air significantly colder than -30 °C by using 
vapour compression chillers is complex and expensive. 
Another possibility to enhance heat transfer, in order to bypass the 
difficulty of lowering the medium temperature, is to increase air velocity. 
Two different air blast freezer technologies, with the air at velocities 
higher than 20 m·s-1 (Dempsey and Bansal, 2012), were developed: the 
fluidised bed (Di Matteo et al., 2003; Reynoso and Calvelo, 1985) and the 
impingement (Salvadori and Mascheroni, 2002; Kaale et al., 2011). In 
these systems, the adopted air temperature is usually about -20 °C, since a 
sufficient heat transfer coefficient between food and air is guaranteed by 
the high medium velocity. In the fluidised bed, the product is moved 
through a freezing tunnel on a conveyor grid by an upward and sideways 
injection of cold air, making the product float and tumble. This technology 
is used to freeze small-sized food items, such as peas, blueberries, etc. In 
the impingement technology, cold air is injected with nozzles directly in 
proximity of the product surface, ensuring a very high heat exchange 
between the air and the product itself. Although a quick-freezing time is 
obtained, this technology can only be adopted to process a limited set of 
foods characterized by small thickness, such as peas, French fries, fruit 
slices etc. Indeed, large products, characterized by a thickness greater than 
25 mm (Dempsey and Bansal, 2012), could be damaged by the freezer-
burn phenomena on the external surface. 
Alternatively, a liquid medium (e.g. CaCl2 or C2H6O2 solutions, CO2, etc.) 
may be used in food freezing. An advantage of this solution is the 
enhanced heat transfer, which in the case of liquids is 10 to 20 times higher 
than the one obtained with air (Galetto et al., 2010; Islam et al., 2014; Xu 
et al., 2016). 
Another solution is based on liquid nitrogen evaporation systems, in which 
the food is frozen by a mixture of air and nitrogen. The compressed liquid 
nitrogen is injected through nozzles in batch or tunnel freezers (Awonorin, 
1997; Shaikh and Prabhu, 2007; Gazda, 2013) where it rapidly evaporates 
at ambient pressure, absorbing a large amount of heat from the food. These 
systems are operated with an open cycle as the refrigerant cannot be 
recovered at the end of the freezing process (Foster et al., 2011). Therefore, 
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liquid nitrogen systems are characterised by high running costs due to the 
onerous supplying chain of the refrigerant. 
Low temperatures for freezing purposes can also be achieved by means of 
a reversed Brayton cycle (rB cycle) (Chang et al., 2009; Streit and Razani, 
2013; Giannetti and Milazzo, 2014). The rB cycle’s main components are 
the compressor, the turbine, and the heat exchanger. A relevant 
characteristic of the rB cycle, compared to the direct one, is the different 
set of working fluid temperatures in the turbo-machineries: e.g. in the rB 
cycle, the turbine is designed to operate at very low temperatures, even 
below -100 °C, while in the direct one, the turbine is designed to receive 
very hot gases at the inlet (about 1200 °C in power plant stations and 2000 
°C in air craft engines). 
Nowadays, the application of the rB cycle is still limited to a few specific 
sectors, mainly in the temperature range [0, 10] °C. This is the case, for 
example, of air conditioning and cabin pressurisation of airplanes and 
high-speed trains, and of air cycle heat pumps. In these applications, the 
advantages of a cooling system based on the rB cycle are reliability, the 
reduced dimensions and weight of plant components, and the safety level 
given by the adoption of air as the working fluid (Rogers, 1994) since it is 
non toxic, non flammable and with null ozone depletion and global 
warming potential. The design and performance analysis of aircycle 
refrigeration systems conducted by Spence et al. (2004, 2005) confirmed 
the profitable application of this system to road transport air conditioning. 
Other applications of rB cycles, over 0 °C, concerned air conditioning on 
ships and for supermarket facilities (Elsayed et al., 2006; Hou et al., 2008). 
The optimal conditions and different layouts of regenerated air cycle heat 
pumps were analysed by several authors (see e.g. Bi et al., 2008, 2009, 
2012; Ahmadi et al., 2016; Li et al., 2017).  
For freezing applications, an open rB cycle was studied by Hou and Zhang 
(2009), but cold air temperature was limited to -55 °C. Foster et al. (2011) 
developed a first closed air cycle cooling and heating prototype able to 
reach working fluid temperature (air) even lower than -100 °C at the outlet 
of the turbine and at the same time recovering large quantities of heat at a 
temperature higher than 150 °C at the compression stage outlet. A 
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compressor-turbine unit, also named bootstrap unit, developed for aircraft 
air conditioning was used. 
The objective of this work is to design a new system based on an 
innovative modified rB cycle configuration, able to produce cooling 
energy at a very low temperature (below -110 °C) with an improved 
efficiency level. Indeed, facing the limitations of previous published plant 
concepts, the proposed system is characterised by an enhanced efficiency 
of the thermodynamic cycle. Together with the description of the design 
features, a performance evaluation of the proposed freezing plant is hereby 
presented. With this aim, a numerical model of the system was developed 
(1) to investigate the performance of the plant at steady-state conditions; 
(2) to identify which components affect the performance of the plant the 
most and (3) to optimise the overall thermodynamic cycle (Ahmadi et al., 
2014; Ahmadi and Ahmadi, 2016). The proposed plant scheme turns out 
to be an effective technological alternative to liquid nitrogen freezing 
plants in very-low temperature freezing processes. 
The paper is structured as follows. Section 2 describes the structure of the 
reversed Brayton cycle, which is the basis of the new thermodynamic cycle 
proposed in Section 3. Section 4 describes the modelling framework of the 
designed modified rB cycle, which was adopted to perform the sensitive 
analysis presented in Section 5. The energy performance optimisation and 
the results are discussed in Section 6, while the conclusions are reported 
in Section 7. 
2. Introduction to the reversed Brayton cycle 
In a closed reversed Brayton cycle (Fig. 1a), the gaseous working fluid, 
from the initial condition of pressure 11a  and temperature 1`a , is 
compressed to pressure 12a  by a compressor (PC), which increases its 
temperature to 2`a. Then, it is involved in a cooling process through a heat 
exchanger (HX1) where it releases heat NHX1  to a warm region. Once 
cooled at temperature 3`a, the working fluid is expanded through a turbine 
(TB) until it reaches pressure 11a and minimum cycle temperature m`in,a, 
low enough to remove heat from the cold region. Indeed, downstream from 
the turbine and before re-entering the compressor, the working fluid passes 
through a cold heat exchanger (CHX) where it is heated up by absorbing 
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heat from the region that has to be cooled. The heat NCL received by the 
working fluid in the CHX represents the cooling load of the 
thermodynamic cycle. Moreover, the working fluid does not change phase 
during the thermodynamic transformations. By installing the compressor 
and the turbine on the same shaft, the mechanical work GCP required by the 
compressor can be partially supplied by the mechanical work of turbine GTB. The resulting mechanical unbalance between driving and resistance 
forces has to be compensated by an external mechanical power source, 
such as an electric motor (M). The Gibbs diagram of the cycle is presented 
in Fig. 1b.  
 
Fig. 1. Standard rB cycle scheme (a) and Gibbs diagram (b). The working fluid, 
sequentially, undergoes a compression (1a-2a), a cooling phase (2a-3a), an 
expansion process (3a-4a) and, finally, once the lowest temperature of the cycle m`in,a is reached, the fluid is heated removing heat NCL from the cooled volume 
(4a-1a). 
Applicative examples of the rB cycle are mainly referred to as open cycle, 
where the working fluid is not recovered after the CHX, having been 
expelled out of the cycle. In aircraft cabin refrigeration and pressurisation, 
the compressed air can be directly bled from the aircraft engine 
compressor, avoiding the installation of a dedicated compressor. The bled 
pressurised air is cooled in a heat exchanger and then, after being expanded 
by a turbine, is injected in the cabin. 
The rB cycle’s Coefficient of Performance, assessed by comparing the 
heat removed from the cold heat exchanger and the work supplied by the 
electric motor, can be defined as 
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ä—“ = ℎ1a − ℎ4ax(ℎ2a − ℎ1a) − (ℎ3a − ℎ4a)z”M−1 (1) 
where ℎ is the specific enthalpy of the working fluid and ”M the efficiency 
of the electric motor. 
Temperature value m`in,a, much lower than 0 °C, cannot be easily obtained 
in the plant scheme of Fig. 1, making that configuration unsuitable for 
freezing processes. A reduction of the temperature at the turbine outlet can 
be obtained, for example, by reducing the inlet turbine temperature. This 
task can be performed by adopting a regenerative heat exchanger (RHX) 
installed to intercept the working fluid exiting the HX1 at one side of the 
heat exchanger and exiting the CHX at the other side of the heat exchanger 
(Fig. 2). This configuration allows lower temperature values m`in,b to be 
achieved after the expansion, making the cooling load NCL	effective at 
lower temperatures. 
 
Fig. 2. Regenerative rB cycle scheme (a) and Gibbs diagram (b). 
Compared to the cycle represented in Fig. 1, this configuration has a lower 
CoP, considering all the unchanged cycle parameters (e.g. the same 
compressor ratio, the same isentropic efficiency of the turbo machineries, 
the same inlet compressors pressure and temperature and the same NCL). 
Even if the efficiency of the thermodynamic cycle of Fig. 2 is reduced, it 
should be noted that the introduction of an RHX is essential to achieve the 
required low temperature at the turbine outlet. Working at lower 
temperatures, the mechanical unbalance between turbine and compressor 
increases, leading to an unfavourable increment of the required external 
mechanical power.  
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3. Modified reversed Brayton cycle 
To comply with the discussed technical features of standard rB cycles and 
to overcome the limitations of plant configurations presented in literature 
(see Section 1.), an innovative modified rB cycle has been designed. The 
proposed cycle involves new features regarding the scheme configuration 
(Fig. 3), the temperature and pressure levels of the primary circuit, the 
adopted working fluid and, finally, the food freezing process technique. 
The proposed freezing plant can be outlined into two sub-systems: (1) a 
primary closed system, operated by an rB cycle, which cools a gaseous 
working fluid at very low temperatures and (2) a secondary system, where 
food is processed by batch in a freezer room by controlled recirculation of 
cold air. A cold heat exchanger (CHX), where the medium fluid (air) of 
the secondary loop is cooled by the working fluid of the primary closed 
loop, connects the two systems. The modified rB cycle has been designed 




Fig. 3. Innovative modified rB cycle scheme (a) and Gibbs diagram (b). The 
working fluid compression phase occurs in BC (1c-2c) and PC (3c-4c), with the 
introduction of an intercooling (2c-3c). Once compressed, the working fluid is 
sequentially cooled in HX2 (4c-5c) and in RHX (5c-6c), and then expanded in 
TB (6c-7c). The resulting cold working fluid is reheated in CHX, by absorbing 
heat from the batch freezer (7c-8c), and in RHX (8c-1c). 
In the loop, the presence of chemical compounds with freezing point above 
the lowest temperature of the system is a critical problem due to the 
possibility of solids formation (e.g. ice, in case of moisture) that may lead 
to serious damage and/or malfunctions of the mechanical components 
(first of all, the turbine). As a trace of moisture is usually released by the 
food during the freezing process, the modified rB cycle working fluid 
cannot be directly used inside the freezing room. This leads to the adoption 
of two separate systems. To further reduce the occurrence of icing in the 
primary loop, the adoption of an anhydrous working fluid (e.g. nitrogen) 
has been conceived. The design of two distinct systems also allows the 
operation of the modified rB cycle at loop pressure, which is always 
greater than 101 kPa, which allows (1) to improve cycle efficiency; (2) to 
reduce pipe and heat exchangers sizes and (3) to prevent external (moist) 
air infiltration in the loop. The problem of ice formation cannot be 
completely avoided in the batch freezer: in addition to the moisture 
released by the food and absorbed by the medium fluid, moist air from the 
environment enters the freezer during door opening and food loading and 
unloading. A defrosting procedure of the CHX is thus required to remove 
ice formation on the cold surfaces and to prevent heat exchange rate 
degradation. 
More in detail, the compression of the working fluid has been divided into 
two separate stages. The first compression is performed by a bootstrap 
unit, which is constituted by the compressor (BC) and the turbine (TB), 
installed on the same shaft. In this configuration, the mechanical work 
required by the bootstrap compressor is completely supplied by the 
turbine. The second compression stage is then performed by the primary 
compressor (PC), which is driven by an electric motor (M). In order to 
reduce the required electric power, the working fluid is cooled, from 2`c 
to 3`c, by the heat exchanger HX1 placed between the two compressors. 
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Once compressed at pressure 14c , and before entering the turbine, the 
working fluid is cooled down in the second heat exchanger (HX2) and in 
the regenerative heat exchanger RHX, reaching temperature 6`c . Water 
cools the HX1 and HX2. Downstream from the turbine and before re-
entering the compressor BC, the working fluid passes through the cold heat 
exchanger (CHX) installed in the batch freezer and, finally, through the 
second duct of the RHX. In the CHX, the working fluid cools the air in the 
batch freezer by absorbing NCL. 
Differently from Foster et al.’s (2011) system, where the compression of 
the working fluid is sequentially performed by the primary compressor 
followed by the bootstrap unit, in the proposed plant layout the primary 
compressor is installed after the bootstrap unit to obtain a reduction of the 
working temperature gap among the components. The gaseous working 
fluid was selected to avoid solids formation in the colder components of 
the plant and, in addition, the minimum pressure value of the rB cycle (BC 
inlet) should be higher than the atmospheric one, allowing an increase in 
cycle performance.  
The CoP of the proposed plant configuration is defined as ä—“ = ℎ8c − ℎ7c(ℎ4c − ℎ3c)”M−1 (2) 
which is the ratio of the working fluid enthalpy differences in the CHX 
and in the PC, taking into account the electric motor efficiency ”M. 
Since in the food industry hot water and/or steam are typically required for 
several thermal processes – e.g. blanching (Xin et al., 2015), cooking, 
washing, heating (Comba et al., 2010; Comba et al., 2011; Biglia et al., 
2015), pasteurisation, debacterisation (Biglia et al., 2017), etc. – the heat 
released by the working fluid in the HX1 and HX2 may be favourably 
recovered, as demonstrated and tested in the air cycle prototype developed 
by Foster el at. (2011). In particular, the heat supplied by the HX1 may be 
used to warm a fluid, generally water, up to [40, 60] °C while the thermal 
level of the heat available in the HX2 might even allow production of low-
pressure steam. In addition, the rejected heat from the HX1 and HX2 may 
also be used for space heating or to pre-heat water entering a boiler. 
Considering the concurrent cooling and heating effect production, heat 
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recovery (Ashrafi et al., 2015) represents a relevant advantage of rB cycles 
with respect to other freezing technologies, such as liquid nitrogen 
evaporation. 
4. Plant modelling framework 
A numerical model of the proposed modified rB cycle plant (Fig. 3) has 
been developed in order to evaluate the energy performance of the freezing 
plant. Each component was modelled by using the conservation of energy 
for one-inlet one-outlet control volume with one-dimensional flow (Moran 
and Shapiro, 2006). In particular, steady-state conditions were considered 
and heat losses across the components as well as potential and kinetic 
energy terms were neglected. Moreover, given the required level of detail, 
pressure drops were considered constant in the heat exchangers and null in 
the connection pipes. The thermodynamic state of the working fluid, in 
terms of temperature and/or pressure values, in a set of loop nodes was 
defined by physical and plant constructive constraints. 
The model was implemented by using the Matlab® environment (version 
R2015b). Since the system of non-linear equations describing the 
thermodynamic and mechanic equilibrium among the loop components 
cannot be solved analytically, the Levenberg-Marquardt numerical solving 
method was adopted. 
The thermodynamic properties of gaseous nitrogen, adopted as the 
working fluid in the loop, were evaluated by integrating the Reference 
Fluid Thermodynamic and Transport Properties (REFPROP) database, 
developed by the National Institute of Standards and Technology (NIST, 
version 9.1), directly with the model framework of the plant. 
It should be noted that all the results were normalised by the cooling load Q̇CL. 
4.1. Thermodynamic model of the components 
The steady state form of the energy rate balance has been used to develop 
the thermodynamic model of the plant’s components. The energy rate 
balance of the compressors (and - analogously - of the turbine) can be 
expressed as Ż = İN(ℎin − ℎout) (3) 
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where ℎin and ℎin account for the specific enthalpy of the nitrogen mass 
flow rate İN at the component inlet and outlet, respectively, and Ż	is the 
net rate of energy transfer by work across the turbo machinery. The 
specific enthalpy difference (ℎin − ℎout) is related to the pressure ratio β 
and to the isentropic efficiency η of the turbo machinery, in addition to the 
thermodynamic properties of the fluid. 
With the same approach, the net heat rate across the heat exchangers can 
be expressed as Ẋ = İN(ℎin − ℎout) (2) 
In this case, the specific enthalpy difference (ℎin − ℎout) depends on the 
pressure drops ∆1 and on the effectiveness ε of the heat exchanger. The 
balance equations of each loop component (Fig. 3) are summarised in 
Table 1. 
Parameters Ż	and Ẋ	of each component were normalised per unit of 
cooling load Q̇CL. 
Table 1. Balance equations of the modified rB cycle components. 
Bootstrap compressor BC ŻBC = İN	(ℎ10 − ℎ2c)	
Heat exchanger HX1 ẊHX1 = İN	(ℎ2c − ℎ3c)	
Primary compressor PC ŻPC = İN	(ℎ3c − ℎ4c)	
Heat exchanger HX2 ẊHX2 = İN	(ℎ4c − ℎ5c)	
Regenerator RHX ẊRHX = İN	(ℎ5c − ℎ6c) = İN	|(ℎ8c − ℎ1c)|	
Turbine TB ŻTB = İN	(ℎ6c − ℎ7c)	
Heat exchanger CHX ẊCL = İN	(ℎ7c − ℎ8c)	
4.2. Thermodynamic constraints and specifications 
The set of feasible working parameters of the modified rB cycle is 
constrained by the technical specifications of the components and/or by 
the boundary conditions. The constraints considered in the model 
implementation concerned: 
• nitrogen pressure at the compressor BC inlet 11c and at the compressor 
PC outlet 14c . The atmospheric pressure, to avoid external moist air 
infiltration, was considered to be the limit for the minimum pressure of 
the plant 11c. The maximum value of pressure 14c was limited to fulfil 
the mechanical constraints due to the resistance of the heat exchangers, 
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which is usually referred to about 3 MPa. Therefore, the pressure of the 
plant is subject to both upper and lower boundary conditions; 
• nitrogen temperatures 3`c and 5`c at the outlet of heat exchangers HX1 
and HX2 respectively. The values of 3`c  and 5`c  are related to the 
temperature of the cooling fluid and to the technology adopted in the 
HX1 and HX2. Assuming the HX1 and HX2 are cooled by using water 
at 30 °C (standard operating temperature of the cooling water tower) 
and considering a pinch point of 10 °C between the inlet cooling water 
and the outlet cooled nitrogen, temperatures 3`c  and 5`c  were 
considered fixed; 
• the isentropic efficiency of turbo machineries ηBC, ηPC, ηTB. Even if the 
fine tuning of the machines efficiency values is affected by the power 
size of the components and the adopted technical solution, these values 
were considered constant and equal to standard design values for such 
types of components; 
• the effectiveness of the regenerator RHX. The regenerator effectiveness εRHX was considered constant in the thermodynamic model of the plant; 
• the operating parameters of the cold heat exchanger CHX. In particular, 
the outlet nitrogen temperature 8`c, the nitrogen temperature difference ∆ C`HX between the inlet and the outlet of the CHX and the cooling load Q̇CL were considered constant. 
4.3. Cycle equilibrium solution 
The setting of the plant parameters must guarantee the mechanical and 
thermodynamic balance between plant components. Due to the 
relationships and the constraints linking the nitrogen thermodynamic states 
(Section 4.2.), the pressure ratios βBC  and βPC  of the bootstrap and the 
primary compressor have been assumed as design variables (independent 
variables). Indeed, the bootstrap and primary compressor working 
pressures affect the bootstrap unit mechanical balance according to İNxℎ6c( 6`c, 11cβBCβPC) − ℎ7c( 7`c, 17c)z = = İNxℎ2c( 2`c, βBC) − ℎ1c( 1`c, 11c)z=BU  (5) 
and the turbine isentropic efficiency  
 83 
ηTB = ℎ6c − ℎ7cxℎ6c − ℎ7c,isz = xℎ6c( 6`c, 11cβBCβPC) − ℎ7c( 7`c, 17c)z~ℎ6c( 6`c, 11cβBCβPC) − ℎ7cx 7`c,is, 17cz (6) 
where =BU and ℎis account for the mechanical losses in the bootstrap and 
the isentropic specific enthalpy respectively. The values of pressure ratios βBC and βPC, which guarantee the solution of non-linear equations (5) and 
(6), were numerically obtained by means of a Levenberg-Marquardt 
algorithm, implemented in Matlab®. 
5. Energy performance analysis of the modified rB cycle 
The effect of a set of thermodynamic parameters on the energy efficiency 
of the modified rB cycle, measured by the CoP index (Eq. 2), was 
investigated by means of a performance analysis. In order to quantify the 
individual effect of a parameter on the overall system performance, the 
behaviour of the plant was simulated for a set of configurations generated 
by varying only one parameter at a time, within a specified range, while 
keeping all the others constant. During new systems design, performance 
analysis is an effective tool to identify the plant components which affect 
system efficiency the most, with the aim of properly focusing 
improvement efforts, and of obtaining preliminary results by helping 
system optimisation. The performance analysis was carried out on the 













Table 2. Reference parameters of the modified rB cycle performance analysis. 
Variable Value  11c  100 [ kPa ] ∆1HX1	 8 [ kPa ] ∆1HX2	 11 [ kPa ] ∆1RHX	 14 (each side) [ kPa ] ∆1CHX	 16 [ kPa ] 3`0 	 40 [ °C ] 5`0	 40 [ °C ] 8`c	 -85 [ °C ] ∆ C`HX	 30 [ °C ] εRHX 	 0.925 [ - ] ηBC	 0.725 [ - ] ηTB 0.810 [ - ] =BU 0.920 [ - ] ηPC 0.680 [ - ] ζM 0.950 [ - ] 
5.1. Effect of the system’s pressurisation 
In order to assess the effect of the working fluid pressure on system 
performance, the CoP was computed for a set of plant configurations with 
loop minimum pressure 11c varying within the range [100, 1000] kPa. The 
resulting growing trend of the modified rB cycle efficiency, related to 
increments of the 11c value (Fig. 4a), is due to the reduction of the required 
pressure ratio βPC of the primary compressor (Fig. 4b) and to the increment 
in the working fluid density, which lead to a reduction in the required 
compression work (Fig. 4c). Since the incremental rate of the system’s 
performance due to loop pressurisation significantly decreases for 11c 
values above 500 kPa (Fig 4a), the pressurisation of the system may be 
settled to a value which benefits the CoP and to the required mechanical 
resistance of the plant components. 
The heat exchangers’ normalised capacity per unit of cooling load is 
reported in Fig. 4d. The pressurisation of the system mainly affects the 
capacity of the heat exchanger HX2, which decreases with an increment 
of 11c , while the capacities of exchangers HX1 and RHX can be 
considered constant according to the adopted hypothesis. Since the 
temperatures 3`c and 5`c at the PC inlet and HX2 outlet respectively are 
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fixed and equal in value, the result is a comparable trend of the normalised 
power of the two consecutive loop components (Figs. 4c, 4d). For 11c 
values above 500 kPa, the normalised power ŻPC required by the PC is 
about 3 times larger than the one required by the BC, while the capacity of 
heat exchangers HX2 and RHX is about 4 times larger than the one of the 
HX1. 
 
Fig. 4. Effect of the system’s pressurisation on the modified rB cycle CoP (a), 
turbo-machineries pressure ratios βPC, βBC and βTB (b), normalised power ŻPC, ŻBC and ŻTB (c) and, finally, on the heat exchangers normalised capacity ẊHX1, ẊHX2 and ẊRHX (d). 
5.2. Effect of the working fluid’s temperature at the HX1 and 
HX2 outlets 
The effect of the nitrogen temperature at the outlets of heat exchangers 
HX1 and HX2 on the system’s CoP was investigated by simulating the 
modified rB cycle behaviour by varying 3`c  and 5`c , values within the 
range [30, 50] °C (Fig. 5a). A slight reduction of the plant’s CoP can be 
noted with higher 3`c and 5`c temperature values. Indeed, an increment of 3`c  corresponds to an intercooling reduction between the two nitrogen 
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compression stages, which leads the mechanical work of the compressor 
PC to increase. The effect of 5`c  on the whole system’s CoP is more 
complex and can be linked to the changes led to the thermodynamic state 
of the working fluid at the turbine TB inlet. Indeed, with constant 
regenerator effectiveness εRHX, an increment in the 5`c value determines a 
resulting turbine inlet temperature 6`c increment. In order to maintain the 
cooling load constant, which results in a fixed temperature 7`c  and 
pressure 17c at the turbine outlet, an increment of temperature 6`c requires 
a higher 16c  value before the nitrogen expansion. The resulting slight 
increments βTB and βPC (Fig. 5b) lead to a CoP reduction. Temperatures 3`c  and 5`c  may be set as low as possible, according to the adopted 
typology of heat exchangers HX1 and HX2 and to the cooling fluid mass 
flow rate and temperature. Within the considered temperature range of 3`c 
and 5`c , the mechanical power of turbo-machineries (Fig. 5c) does not 
change significantly with respect to the heat exchanger’s capacity (Fig. 
5d): an increment of the nitrogen temperature at the outlet of one heat 
exchanger (HX1 or HX2) leads to a reduction of its capacity, while a 





Fig. 5. Effect of the working fluid’s temperature at HX1 and HX2 outlets on the 
modified rB cycle CoP (a), turbo-machineries pressure ratios βPC, βBC and βTB 
(b), normalised power ŻPC, ŻBC and ŻTB (c) and, finally, on the heat exchangers 
normalised capacity ẊHX1, ẊHX2 and ẊRHX (d). 
5.3. Effect of the working fluid’s temperature gap in the CHX 
The variation of the plant’s CoP was analysed by considering a working 
fluid temperature difference ∆ C`HX between the heat exchanger CHX inlet 
and outlet varying within the range [20, 70] °C. The efficiency of the 
modified rB cycle is deeply sensitive to the ∆ C`HX  parameter (Fig. 6a), 
showing a non-monotonous trend with a maximum value within the 
considered range of values. By affecting both the required nitrogen flow 
rate İN  and the outlet turbine temperature 7`c , the effect of ∆ C`HX  on 
system performance is relevant. Indeed, given a certain cooling load ẊCL, 
the product of the nitrogen mass flow rate İN and ∆ℎ(∆`, ∆1)CHX must be 
constant. Benefits to the overall CoP value can be achieved with low İN 
values, which involve a low turbo machineries power Ż (Fig. 6c), and/or 
a low ∆ C`HX value, which corresponds to a higher 7`c temperature at the 
turbine outlet and, thus, a reduction of the turbine pressure ratio βTB (Fig. 
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6b). The positive effect of this last phenomenon to the system’s CoP can 
be easily attributed to the required lower pressure ratio βPC of the primary 
compressor (Fig 6b). Therefore, the correct choice of ∆ C`HX  allows the 
performance of the system to be maximised. 
Fig. 6d shows the capacity of the heat exchangers per unit of cooling load 
as a function of the temperature difference in the CHX. It can be noticed 
that the capacity of the HX1 is constant compared to the increase of ∆ C`HX. 
 
Fig. 6. Effect of the working fluid’s temperature gap in CHX on the modified rB 
cycle CoP (a), turbo machines pressure ratios βPC, βBC and βTB (b), normalised 
power ŻPC , ŻBC  and ŻTB  (c) and, finally, on the heat exchangers normalised 
capacity ẊHX1, ẊHX2 and ẊRHX (d). 
5.4. Effect of the turbo-machineries’ isentropic efficiency 
The sensitivity of the system’s CoP to the isentropic efficiency of the 
compressors and of the turbine was evaluated for a set of plant 
configurations with ηPC varying within the range [0.65, 0.71], ηBC within 
the range [0.70, 0.75] and, finally, ηTB within the range [0.78, 0.84]. Even 
if, of course, a positive effect on the CoP was found in connection to an 
increment of all the turbo machineries efficiencies (Fig. 7a), the CoP 
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turned out to be more affected by the isentropic efficiency of the primary 
compressor and of the turbine, compared to the bootstrap compressor.  
More in detail, considering a constant cooling load ẊCL, the adoption of 
bootstrap components - BC and TB - with higher isentropic efficiency 
values, allows a PC pressure ratio βPC reduction (Fig. 7b). Indeed, given a 
fixed thermodynamic state at the turbine outlet and an invaried mechanical 
power balance at the bootstrap unit shaft (Fig. 7c), an increment in ηBC and ηTB  lets the pressure ratio and the mechanical power of the primary 
compressor to decrease. Even if ηBC  has a minor effect on the overall 
system’s performance with respect to ηTB, an increment in its value would 
allow the mechanical power supplied by the turbine to be more effective, 
leading to favourable βBC increments and βPC reductions. 
The isentropic efficiency ηPC of the primary compressor mainly affects the 
required electric power and, thus, the system’s CoP (Fig. 7a and 7c). 
Regarding the power and heat capacity of the cycle components, it should 
be noted that an increment in the turbo-machineries isentropic efficiency 
leads to a significant reduction in the sole primary compressor power (Fig. 
7c) and in the capacity of heat exchanger HX2 (Fig. 7d). On the contrary, 
the normalised power per unit of cooling load of the bootstrap unit (Fig. 
7c) and the capacity per cooling load of heat exchangers HX1 and RHX 
(Fig. 7d) are less affected since temperatures 3`c, 5`c, 8`c and the lower 




Fig. 7. Effect of the turbo-machineries’ isentropic efficiency on the modified rB 
cycle CoP (a), turbo-machineries pressure ratios βPC, βBC and βTB (b), normalised 
power ŻPC , ŻBC  and ŻTB  (c) and, finally, on the heat exchangers normalised 
capacity ẊHX1, ẊHX2 and ẊRHX (d). 
5.5. Effect of the regenerator’s effectiveness 
The effect of regenerator effectiveness εRHX  on the modified rB cycle 
performance was investigated by varying its value within the range [0.90, 
0.95]. An increment of the system’s CoP (Fig. 8a) can be obtained by 
increasing regenerator effectiveness. Indeed, given regenerator inlet 
temperatures 5`c and 8`c of the hot and cold sides respectively, higher εRHX 
values lead to a reduction of nitrogen temperatures 6`c and 1`c at the RHX 
outlets, allowing the turbine and bootstrap compressors to work with lower 
inlet temperatures and, consequently, with lower pressure ratios βTB and βBC , to fulfil the imposed constant cooling load ẊCL . Thus, the turbo 
machineries’ normalised power per cooling load decreases with higher εRHX values (Figs. 8b and 8c). The capacity ẊHX1 per unit of cooling load 
of the HX1 is less affected by εRHX (Fig. 8d), while the capacity ẊHX2 of 
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heat exchanger HX2 and ẊRHX of the regenerator decrease and increase, 
respectively. 
 
Fig. 8. Effect of the regenerator’s effectiveness on the modified rB cycle CoP (a), 
turbo-machineries pressure ratios βPC, βBC and βTB (b), normalised power ŻPC, ŻBC and ŻTB (c) and, finally, on the heat exchangers normalised capacity ẊHX1, ẊHX2 and ẊRHX (d). 
6. Energy performance optimisation 
An optimisation algorithm was coupled with the cycle equilibrium solver 
(Section 4.3.) to identify the best configuration of the modified rB cycle. 
In line with the results of the performance analysis (Section 5), the most 
effective variables on the system’s CoP were considered for the 
optimisation model. These are: 
• Temperature difference in the CHX: ∆ C`HX 
• Minimum pressure of the loop: 11c 
• Turbo machineries isentropic efficiency: ηPC, ηBC, ηTB 
• Regenerator effectiveness: εRHX 
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and can be arranged as Q = [∆ C`HX, 11c, ηPC, ηBC, ηTB, εRHX	]T . The lower 
and upper bounds for each variable, summarised in Table 3, were set 
according to the performance analysis and component specifications. 
Constant parameters used in the optimisation problem were also reported 
in Table 3. 
The optimisation problem can be expressed as max⁄ 	=(Q) where  =(Q) = ℎ8c − ℎ7c(ℎ4c − ℎ3c)”M−1 (7) 
which represents the plant’s CoP of Fig. 3. 
The optimisation solver was implemented in the Matlab® by adopting an 
interior-point method developed to solve nonlinear optimisation problems. 
6.1. Optimisation results 
The highest value of the system’s CoP, obtained by the optimisation 
process, is equal to 0.322, which involves an electric engine power of 3.11 
kW per unit of cooling load in the CHX. This plant configuration is 
characterised by the minimum pressure value of the system, turbo 
machineries isentropic efficiency and regenerator effectiveness equal to 
the prescribed upper bound of Table 3, while the final ∆ C`HX  value is 
28.9°C. The set of optimal parameters can be summarised as Qopt =[28.9, 1000, 0.71, 0.75, 0.84,0.95	]T.  
The thermodynamic state of each loop node, in terms of nitrogen 
temperature and pressure values, of the obtained operating conditions of 
the modified rB cycle is reported in Table 4, together with the normalised 
net rate of energy transfer by work and heat across the loop components. 
The resulting value of the nitrogen mass flow rate is also provided in Table 
4. The maximum and minimum temperatures of the cycle account for 
131.2°C and -113.9°C, which are reached at the primary compressor ( 4`c) 
and turbine ( 7`c) outlets respectively. The maximum pressure of the cycle 
(primary compressor outlet, 14c) results in 2494 kPa, within the considered 
upper pressure limit prescribed for heat exchangers. The normalised 
mechanical power of the bootstrap compressor, of the primary compressor 
and of the turbine account for 1.03, 2.95 and 1.12 respectively. Please note 
that the normalised mechanical power of the primary compressor and the 
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electric engine power are connected to the efficiency of the electric engine. 
The required turbine power is larger than the power of the bootstrap 
compressor to balance the mechanical losses of the bootstrap unit. 
In addition to the cooling load supply, which is effective at very low 
temperatures in the CHX, a normalised thermal power of 0.84 kW and 3.02 
kW, per each kW of cooling load, may be profitably recovered from the 
HX1 and in the HX2 respectively. It should be noted that the thermal level 
is different in the two heat exchangers (about 65 °C in the HX1 and 130 
°C in the HX2); therefore, depending on the end-user, different plant 
configurations may be adopted to profitably recover the available heat in 
the HX1 and HX2. 
Considering an electricity price for industrial users of 0.16 € ∙kWh-1 
(average commercial price in Italy, 2016), the running cost of the proposed 
plant can be estimated at 0.50 €∙kWh-1. This value is lower than a liquid-
nitrogen plant running cost of 2.71 €∙kWh-1, obtained by calculating the 
required liquid nitrogen mass per unit of cooling load, considering a 
nitrogen latent heat (at saturation conditions at ambient pressure) of 199.44 
kJ∙kg-1 and a liquid nitrogen cost of 0.15 €∙kg-1 (average commercial price 
in Italy, 2016). 
7. Conclusions 
The performance analysis of an innovative system, based on a modified 
reversed Brayton cycle, for food freezing at very low temperatures was 
investigated in this paper. The analysis showed the effect of the different 
design parameters on the thermodynamic cycle’s CoP. The system can 
achieve very low temperatures (even lower than -100 °C) which are 
favourable for food fast freezing processes. Gaseous nitrogen was selected 
as the working fluid of the reversed Brayton cycle, to avoid solids 
formation in the coolest part the thermodynamic cycle. The food freezing 
process takes place in a batch freezer room, by means of recirculating air, 
cooled down by the primary working fluid. 
A Coefficient of Performance of 0.322 was obtained by setting the cold 
heat exchanger (CHX) of the reversed Brayton cycle at an operating 
average temperature of –99.5 °C. In particular, the performance analysis 
showed that the performance of the thermodynamic cycle strictly depends 
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on the pressure level of the system, on the temperature difference through 
the cold heat exchanger and on the effectiveness of the regenerative heat 
exchanger. This latter component is essential to reach low temperatures at 
the turbine outlet of the thermodynamic cycle. 
As a benefit, large quantities of waste heat, around 3.8 kW per unit of 
cooling load, may be recovered and used to produce heated water, which 
is widely adopted in the food industry (e.g. pre-cooking, blanching, 
heating, pasteurisation, etc.). In particular, 0.8 kW and 3 kW of waste heat 
per unit of cooling load may be available at temperatures of 65 °C and 130 
°C respectively. 
Considering an electricity cost of 0.16 €∙kWh-1, a running cost of 0.50 
€∙kWh-1 was estimated for the designed system. This value is lower than 
the estimated running cost of a liquid nitrogen plant, which is about 2.71 
€∙kWh-1. 
The proposed innovative food freezing system proves that it is possible to 
overcome the discussed limitations of the existing reversed Brayton cycle 
solutions assuring, in the meanwhile, favourable energy performance for 
food freezing purposes with respect to available technological solutions 
for food processing at low temperatures. 
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Abstract 
Freezing is one of the most widely used and effective processes to preserve 
foods shelf-life during long periods of time. This paper focuses on very 
low temperature freezing, and a thermal model, based on literature 
formulations, was developed to calculate the food freezing time 
considering several kinds of food, with different sizes, shapes and 
chemical composition. Moreover, once evaluated the food freezing time 
as a function of temperature and velocity of the cooling fluid, a chart 
reporting the food production rate, the freezing time and the cooling 
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capacity was developed to properly design the freezing equipment in terms 
of optimal choice of the process and type of freezer. 
Keywords: Low temperature freezing, Food freezing time, Freezing 
process design. 
1. Introduction 
Every year, a huge amount of food is produced to satisfy the demand of 
consumers, which number is high and still rising. Nowadays, legislations 
concerning food storage methodology are becoming more restrictive in 
terms of final quality of food products and of transformation (Biglia et al., 
2015) and storage processes efficiency. In this scenario, freezing assumes 
a relevant role, as it is a suitable method to retard food deterioration 
preserving, in the meanwhile, the food organoleptic properties (Castro-
Giráldez et al., 2014). 
Traditional industrial food freezers are based on air-blast system 
technology (Dempsey and Bansal, 2012), where cold air (the medium 
fluid) is adopted, due to its cheapness and the low risk of food 
contamination, to reduce the food temperature below the freezing point, 
until reaching a final temperature of about -18 °C in the inner part of the 
product. Typically, the medium fluid temperature varies from -40 °C to -
20 °C, with a velocity that ranges between 1 and 6 m/s depending on the 
kind, size and shape of the food product to be processed. Food can be 
frozen through a batch process in a closed and insulated freezing room or 
an in-line process in a freezing tunnel. 
A relevant factor affecting the final quality of frozen food products and, 
thus, the design of the food industry plant equipment, is the freezing time. 
This parameter is deeply conditioned by the food chemical composition, 
in terms of water content and percentage of soluble and insoluble solids 
(ASHRAE refrigeration, 2010), and by the properties of the medium fluid. 
During the freezing process, the phase change of the liquid content of food 
does not occur at constant temperature. Indeed, when the freezing process 
begins at the initial freezing temperature f`, due to the crystallization of a 
portion of water, the concentration of solute in the remaining aqueous 
solution increases, thus reducing the freezing point of the unfrozen portion 
of the food. This phenomenon gradually leads to lower the temperature 
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required to maintain and continue the freezing process, until the complete 
freezing of the product is reached. In this process, the ice fraction Qice of 
food is an important parameter describing the variable food thermal 
properties. Quick-freezing process, using a medium at very low 
temperature (even under -90/-80 °C), can assure the quickly turning of the 
water contained in the food into minute ice crystals, avoiding damaging 
the food cell membranes (Kim et al., 2015), as it may happen during 
freezing at standard temperature (-40/-20 °C). 
Usually, very quick-freezing processes are obtained by the adoption of a 
cryogenic fluid or of the impingement technology, as discussed in 
literature. In the work of Agnelli and Mascheroni (2001), a cryogenic 
immersion freezer (using liquid nitrogen) coupled with an air-blast freezer 
(using air as medium fluid) was studied. The simulations and experimental 
results confirmed that reduced freezing time that can be obtained using 
medium fluids at a cryogenic temperature. The benefits of cryogenic 
freezing technique on the quality of frozen storage, in comparison with 
traditional air-blast systems, were also evaluated by Rodezno et al. (2013) 
and by Kim et al. (2015), where systems using a liquid carbon-dioxide and 
a liquid solution of calcium chloride were respectively studied. The 
cryogenic immersion technique allows to increase the heat transfer 
coefficient, thus reducing the freezing time, but its adoption is limited by 
the high cost of the liquid fluids and by the kind of food. Liquid nitrogen 
can also be adopted in tunnel freezers where, by means of particular 
nozzles, it is usually injected in proximity of the conveyor belt where food 
is placed to be processed. Here, absorbing a great quantity of heat by 
evaporation, the nitrogen cools down the tunnel at very low temperature. 
Alternatively, a favourable reduction of the freezing time can be achieved 
by impingement technology, which consists in using high velocity air jets 
(50÷100 m/s) directly to the food surface, with an air temperature usually 
equal to -20°C (Salvadori and Mascheroni, 2002). Even if this technique 
allows to reach freezing times comparable to those obtained by using 
cryogenic techniques, it can be applied only to limited kinds of foods, 
characterized by a high ratio surface/volume (such as peas, slices of 
vegetables or meat etc.). 
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A valuable alternative to cryogenic techniques and to the impingement is 
represented by air-blast freezing at very low temperatures, with values of 
around -90/-80 °C. Values of temperature in this range can be achieved, 
for example, coupling the freezer with a reversed Brayton cycle (Foster et 
al., 2011), where the fluid in this particular thermodynamic cycle can reach 
a temperature of about -140/-120 °C. In this paper, a thermal model, based 
on the Pham formula (Pham, 1984), of the freezing process with air-blast 
system at very low temperature is presented, which allows to evaluate the 
food freezing time and the proper design of the freezing equipment. This 
model can be applied to a wide set of food products: depending on the 
particular food size, shape, composition (USDA, 1996) and relative 
direction of the cooling air, the heat transfer coefficient between the 
medium and the food product has been evaluated by different formulation. 
A representative set of three food samples have been selected to describe 
the application of the proposed methodology. Indeed, the most suitable 
freezing process, in terms of type and mode (in-line process in tunnels, by 
batch in closed insulated rooms), can be determined depending on the 
peculiar food geometry and/or the available cooling capacity of the 
freezing plant and/or the medium fluid properties. 
2. Thermal model 
During freezing, foods are cooled by removing sensible and latent heat by 
means of a cooling medium. The process is a heat conduction problem, 
during which a phase change occurs inside the food product. The entire 
process can be divided into three steps: (1) food is pre-cooled from its 
starting temperature 1`  to the initial freezing temperature f`  (sensible 
heat); then (2) water contained in the food starts to solidify (latent heat) 
and finally (3) food is sub-cooled, until reaching the desired final 
temperature 2` (sensible heat). 
2.1. Food and medium fluid properties 
Thermal properties of foods, essential for describing the dynamics of the 
freezing process, are strictly dependent on the composition and on the 
temperature of the product. The set of the main constituents of a food can 
be summarized as: water, proteins, fats, carbohydrates, fibre and vitamins. 
Foods composition, in terms of shares of each constituent, can deeply vary 
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among different kind of food, but also, at a minor scale, within the same 
class of products, depending on the current quality and/or on the adopted 
recipe. The properties of foods (such as density, specific heat, etc.) can be 
thus evaluated as a combination of the properties of each constituent, 
which are estimated by relations proposed by Choi and Okos (1986), as a 
function of the food temperature. 
The freezing process is also influenced by the properties of the cooling 
medium. Indeed, the heat exchange is affected by the temperature and the 
velocity of the cooling medium. In the proposed thermal model, foods are 
cooled by air whose properties were evaluated by using the REFPROP 
database (NIST, version 9.1). 
2.2. Determination of the heat transfer coefficient 
The heat transfer coefficient h between the food and the cooling medium 
is a relevant parameter of the freezing process, since it describes the 
effectiveness of the heat exchange. It depends on the shape, size and kind 
of food and on the temperature and velocity (modulus and direction) of the 
medium fluid and can be calculated from the Nusselt number Nu. 
Modelling the food shape using elementary geometric forms (cylinder, 
sphere, flat plane, etc.) allows evaluating øO by empirical formulations as 
a function of the Reynolds ([ô) and Prandtl (“π) numbers.  
For example, in the case of food with a prevalent flat surface (e.g. slices 
of fruits or vegetables, hamburgers etc.) and a tangential direction of the 
medium fluid, Nu can be approximately calculated as (Holman, 2010): 
¤øO = 0.037[ô0.8“π1 3⁄øO = 0.664[ô0.5“π1 3⁄  with 5 ∙ 10
‹ ≤ [ô ≤ 10fi  and 0.6 ≤ “π ≤60 (1) 
with [ô < 5 ∙ 10‹ 
For cylindrical shape volumes (e.g. carrots, sausages, cucumbers etc.) and 
medium fluid perpendicular to the lateral surface, Churchill and Bernstein 
equation (Holman, 2010) should be adopted øO = 0.3 + 0.62[ô0.5“π1 3⁄(1 + (0.4 “π⁄ )2 3⁄ )1 4⁄ x1 + ([ô 282000⁄ )5 8⁄ z4 5⁄  
with [ô ∙ “π > 0.2 (2) 
while for spherical items (e.g. peas, cherries, blueberries etc.), the 
Whitaker’s formula (Holman, 2010) 
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øO = 2 + x0.4[ô0.5 + 0.06[ô2 3⁄ z“π0.4 ¶µmediumµfood ß1 4⁄  
with 3.5 ≤ [ô ≤ 8 ∙ 10‚ and 0.7 ≤ “π ≤ 380 (3) 
should be used. Once øO is defined, h can be easily obtained as ℎ = øO ∙ FG  (4) 
where F and G are respectively the thermal conductivity and characteristic 
length of the food item. 
2.3. Freezing time formulation 
Freezing time τ, an important descriptive index of a freezing process of 
foods, is strictly related to the final quality of frozen food products, and its 
estimation is an aid to the plant designing phase in food industry. It can be 
calculated by the governing equation of a heat conduction problem, which 
can be written by using the Fourier’s law, without internal heat generation, q0p ÉÉ`] = ∇(F∇`) (5) 
With the following assumptions: (1) in the case of a one-dimensional and 
steady-state problem; (2) considering only the latent heat that has to be 
removed from the food; (3) without taking into account the sensible heat 
needed to cool down the food from 1` to f` (pre-cooling stage) and from f` to 2` (sub-cooling stage); (4) assuming the temperature and the thermal 
properties of the product being constant during the phase change, the 
freezing time formula proposed by Plank is τplank = Wf` − m` Ç“Uℎ − [U2F Ñ (6) 
where W  is the latent heat, f`  the initial freezing temperature, m`  is the 
medium fluid temperature, ℎ  is the heat transfer coefficient, F  is the 
thermal conductivity, “, [ and U are shape food factors (for more detail 
see ASHRAE refrigeration, 2010). 
To overcome Plank’s formulation limits, Pham proposed a formulation 
(Pham, 1984) where the sensible heat released by the food during pre-
cooling and sub-cooling stages is considered. In addition, a mean freezing 
temperature 2` , supposed to be 1.5 K below the initial freezing 
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temperature 2`, has to be adopted to consider the effect of the temperature 
variation during the food phase change. The here adopted Pham’s 
formulation is τpham = =phamÊ τi3i=1  (7) 
where τ1 represents the time required to reduce the temperature from 1` to f` (pre-cooling), τ2 the time required to freeze the food and τ3 the time to 
reduce the temperature from f` to 2` (sub-cooling). The correction factor =pham, proposed by Pham (2014), was introduced to take into account the 
effects of medium fluids at very low temperature (– 40°C) and it can be 
expressed as =pham = 1 + 0.41[T0.5(1 − ô−ÁË) (8) 
where [T  is the ratio between the food freezing temperature f`  and 
medium fluid temperature m` while ÁË represents the Biot number of the 
foods. More in detail, each time Èi can be calculated as  =pham = XiℎTs∆ m`,i ¶1 + ÁËiFi ß (9) 
where: Xi represents the heat to be extracted during each stage; ℎ the mean 
heat transfer coefficient between food product and the medium fluid; Ts 
the food heat exchange surface; ∆ m`,i the mean logarithmic temperature 
difference during the different freezing stages; ÁËi is the Biot number; Fi 
the Pham’s formula coefficient. Parameters Xi , ∆ m`,i  and Fi  can be 
evaluated according to ASHRAE refrigeration book (2010). Once defined 
the initial and the final food temperature 1` and 2` of the freezing process, 
the heat Xi only depends on the properties of the food product, in particular 
specific heat and density, and on the volume of the food item. The effect 
of the food shape on the freezing process is integrated within the mean 
heat transfer coefficient ℎ , the Biot number ÁË  and the heat exchange 
active surface Ts.  
For a fixed couple of values of m` and Mm, the freezing time is thus deeply 
affected by both the composition and the geometry/size of the food 
product: the first affects the properties of the food, while the second is 
involved in the heat exchange. For example, foods with a great content of 
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unbound water, which has specific heat higher than other constituents, a 
longer freezing time τ is required, with respect, for example, to fat-rich 
food. The geometry/size of foods, instead, affects the heat exchange in 
term of the ratio between external surface, brushed by the cooling medium, 
and volume: products with a higher ratio, such as small sized or thin sliced 
items, reach really shorter freezing times with respect to the others. 
It should be noted that, for a given food product, considering a constant 
initial and a final temperature 1` and 2` and a fixed relative direction of 
the cooling medium respect to the product surfaces, the freezing time τ 
can be expressed as a function of the sole medium temperature m` and 
velocity Mm. 
3. Application to the design of the freeze process 
The selection of the proper parameters for the freezing process design is 
not a trivial task since favourable conditions for a profitable food process 
has to be guaranteed while fulfilling possible technical specifications and 
requirements of the existing facilities of the factory. The final quality of 
frozen foods is related to the resulting freezing time τ that, in the case of 
adequate placement into the freezer (for example, number of products on 
a single tray, etc.) that limits the thermal interaction among single food 
items during the freezing process, is only affected by the characteristics of 
the cooling medium. In this situation, the most appropriate freezing time 
for a specific food can be obtained by finding the proper balance between 
medium temperature m`  and velocity Mm . Obviously, m`  and Mm  must 
satisfy the technical features of the plant and the food characteristics, not 
exceeding, for example, a maximum medium velocity to avoid food 
freezing-burn: this constraint is particular limiting in the case of high 
volume items. Therefore, the freezing process at very low temperature -
90/-80 °C plays an important role, allowing to obtain fast freezing 
processes for a wider set of food products.  
Given the food production rate Í of the plant, which is the mass of food 
that is processed per unit of time (kg h-1), the overall cooling capacity Xc 
of the freezing plant can be easily computed as Xc = Í ∙ ∆Î (10) 
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where ∆Î  is the difference in food specific enthalpy (ASHRAE 
refrigeration, 2010) between the initial value at a temperature of the food 1` and the final value at temperature 2`. It can be noted that the required 
cooling capacity X3 is not affected by the medium properties, but it is only 
related to the type of food, in terms of composition of constituents, 
characterized by different properties and, thus, different enthalpy 
difference ∆Î . With the objectives of assuring a certain productive 
capacity Í, and at the same time guaranteeing a freezing process with the 
more appropriate conditions, the freezing plant has to be designed to 
provide the appropriate cooling capacity X3 , which allows the medium 
temperature m` to be maintained constant. 
Once the most suitable freezing time τ has been evaluated on the base of 
the type of food, the selection of the more appropriate configuration of the 
freezing equipment, in terms of choice between a batch or an in-line 
process, can be performed evaluating the size of the batch lot *, defined 
as * = Í ∙ τ (11) 
Indeed, in case of foods with particularly short freezing times, a batch 
process, where products are frozen by lots in a closed and insulated room, 
with loading and un-loading procedures, is not recommended. In this case, 
the batch freezing process results in a sequence of too short cycles, during 
which a small mass of product * is processed. Since the time required to 
the loading and unloading procedure of lots into and out of the freezing 
room will affect the overall cycle timing, it results in an inefficient 
management of the freezing plant. In this case, an in-line process, in which 
foods are processed in freezing tunnel on a conveyor belt, is more 
advantageous and recommended. 
In case of in-line processes, the required food production rate Í  and 
freezing time τ of the product must be assured by the properly set-up of 
the width and the velocity of the conveyor belt and of the freezing tunnel 
length. The adoption of this configuration is limited, however, to values of 
freezing times that assure the constructive feasibility of the tunnels. 
Indeed, long freezing times can be obtained by both increasing the tunnel 
length or reducing the conveyor velocity, but, in order to guarantee the 
 107 
required food production rate Í, a too low velocity of the belt will lead to 
an excessive belt width. In the last case, a batch process should be 
preferred. 
For a batch process, particularly relevance resides in the mass of the batch 
lot, which can be processed in the insulated room with a particular set of 
temperature m`  and velocity Mm  of the cooling medium, and cooling 
capacity Xc of the freezing plant. With this aim, a chart of the batch lot size 
has been defined (see Fig. 1b), in which iso-mass curves has been 
calculated as a function of the food production rate Í, freezing time τ and 
of the cooling capacity Xc. Therefore, given the production capacity Í, the 
required cooling capacity Xc  can be easily obtained and, moreover, 
depending on the desired freezing time τ (or cooling medium temperature m`), the proper size of the lot to be processed by batch can be obtained. 
4. Case studies 
The analysis of the trade-off between a batch process or an in-line process 
is here applied to three different case studies: (1) sausages, (2) peas and 
(3) slices of pineapple. The selected products represent different foods in 
terms of composition, size and shape. For each sample, standard values of 
composition (USDA, 1996) were adopted and the shapes were 
approximated by elementary geometric objects, depending on the heat 
exchange surface: a cylinder for the sausage, a sphere for the pea and a flat 
plate for the slice of pineapple. Air was selected as medium fluid since its 
cheapness, large availability and low risk of contaminating foods. 
Composition and shape data of the selected foods are reported in Table 1. 
Table 1. Composition of food products and geometrical data. 
 Sausage Pea Pineapple 
Moisture fraction content: Qwa [%] 51.08 78.86 86.50 
Protein fraction content: Qpr [%] 14.25 5.42 0.39 
Fat fraction content: Qft [%] 31.33 0.40 0.43 
Carbohydrate fraction content: Qca [%] 0.65 14.46 12.39 
Fiber fraction of carbohydrate: Qfb [%] 0.00 5.10 1.20 
Other fraction content: Qot [%] 2.70 0.86 0.29 
Bound water fraction: Qbw [%] 0.4 ∙ Q<f 0.4 ∙ Q<f 0.4 ∙ Q<f 
Initial temperature: 1` [°C] 5 5 5 
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Initial freezing temperature: f` [°C] -1.7 -0.6 -1.0 
Final temperature: 2` [°C] -18 -18 -18 
Latent heat: W [kJ kg-1] 171 263 289 
Radius [cm] 1.25 0.3 5.5 
Height [cm] 10 - 1.0 
The results are reported into two types of charts that are related by 
reporting the same freezing time. The first one (Figs. 1a-3a) reports the 
freezing time as a function of the medium temperature and of the medium 
velocity. The second one (Figs. 1b-3b) reports the freezing time as a 
function of the food production rate and the cooling capacity. On this chart, 
iso-mass curves representing the batch size are also drawn. Once identified 
a suitable range of freezing time, as a function of the medium temperature 
and velocity on the first chart, it is possible to pass to the second chart 
where, the batch size lot can be found intersecting the same freezing time 
range with the desired food production rate. These charts were computed 
to determine the adequate lot size as a function of freezing time and of the 
desired food production rate Í. For example, the vertical line indicated in 
Figs. 1b-3b is representative of all the different combination of design 
parameters (medium velocity and temperature) that assure a certain food 
production rate into a certain freezing time and that can be found on the 
first chart. 
In particular, the time τ required to cool down and freeze the selected food 
products, from an initial temperature 1`	equal to 5°C until reaching a final 
temperature 2`	 of -18°C, was evaluated with a medium temperature m`	and velocity Mm	varying within the ranges (-110/-30 °C) and (0.4/20 m 
s-1) respectively. In Figs. 1a-3a the resulting freezing time values τ for 
sausages, peas and slices of pineapple are reported as function of m`	and 
organized by curves for a set of discrete values of Mm. With the operative 
ranges, in terms of m`	and Mm, of an air-blast freezing system at very low 
temperature (Foster et al., 2011), highlighted by grey areas in Figs. 1a-3a, 
the freezing time of sausages, peas and slices of pineapple results to be 
within the ranges of (7/14), (0.7/1.5) and (14/28) minutes respectively.  
It can be observed that, for low air velocity values, a reduction of the air 
temperature involves a remarkable decrease in the freezing time. 
Comparing the obtained freezing time of the selected food samples, the 
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effects of the food composition and of the geometry/size on the heat 
exchange (between food and cooling air) can be observed. In particular, 
the effect of the food composition can be easily identified comparing the 
behaviour of sausages (Fig. 1a) and slices of pineapple (Fig. 3a), which are 
food samples with a remarkable difference in the water content. In the case 
of the first sample, the same temperature difference 2` − 1`  can be 
obtained in a significantly shorter time (about half time) with respect to 
the second one. Whereas, the effect of the geometry/size of different foods 
on the heat exchange is particularly evident in the freezing of peas (Fig. 
2a), where shorter times, with also an order of magnitude of reduction, can 
be achieved comparing to product with a lower ratio surface/volume, such 
as slices of pineapple (Fig. 3a), a food product with different shape but a 
similar content of unbound water. 
 
Fig. 1. Food sample: Sausage. (a) Freezing time as a function of air temperature 
and velocity. (b) Chart for freezing process design. 
 
Fig. 2. Food sample: Pea. (a) Freezing time as a function of air temperature and 





Fig. 3. Food sample: Pineapple. (a) Freezing time as a function of air temperature 
and velocity. (b) Chart for freezing process design. 
The second chart can be used to size the freezing plant and to verify the 
options of using a batch or tunnel process. With the aim to freeze a certain 
quantity of food per unit of time Í  ensuring, at the same time, the 
maintenance of the more appropriate process environment (in terms of 
constant value of the medium temperature m`), the designed freezing plant 
equipment must, of course, provide a suitable cooling capacity Xc . 
Consider, for example, a plant with a desired food production rate Í of 
300 kg h-1: the differences in contents composition of food samples deeply 
affect the required cooling capacity Xc , which results in 16 kW for 
sausages (Fig. 1b), 25 kW for peas (Fig. 2b) and 27 kW for slices of 
pineapples (Fig. 3b). Once the ranges of freezing time τ for each food 
sample (highlighted by horizontal dashed lines in Figs. 1a-3a), obtained by 
the proper trade-off between values of m` and Mm, has been determined, 
the most adequate lot size, in term of mass of food product, can be 
evaluated. At this point, the freezing time is uniquely determined and plays 
a key role in deciding whether a batch or in-line process should be used. 
Processing all the three food samples in the same environment (with 
medium temperature within the range (-90/-80 °C) and velocity of (1/3 m 
s-1), the size of the required lot *, derived by Eq. (11), are determined to 
be in the range (35/70 kg) for sausages (Fig. 1b), (4/7 kg) for peas (Fig. 
2b) and (70/140 kg) for slices of pineapple (Fig. 3b). In the case of peas, 





In this work, useful charts for designing a low temperature freezing 
process and apprising the trade-off between the various design parameters 
(freezing time, cooling capacity, medium temperature, food production 
rate and type of food product) were determined. The developed 
methodology and the charts can be assists during the design of new 
industrial food freezers plants, being also a profitable aid in choosing 
between batch processes, where foods are frozen by lots in a closed and 
insulated room, or in-line ones, in which food is processed in freezing 
tunnel on a conveyor belt. Moreover, the thermal model adopted can be 
applied to all type of food products. 
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6. Energy monitoring and systems simulation 
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Abstract 
This paper reports the results of a large-scale survey in which 998 cold 
appliances were monitored in 766 properties in England. No surveys 
published to date analyse such a large dataset, which includes data on 
ambient temperature, cold appliance temperature (refrigerator and/or 
freezer) and electricity consumption of the cold appliance. 
Simultaneous measurements of the temperature inside and outside of the 
cold appliances and the electricity consumption were taken over a period 
of seven days during a nine-month period in 2015. An interview was also 
conducted with the householders to collect further information about the 
cold appliances and their usage patterns. 
The cold appliances monitored in the work included fridge-freezers (52%), 
refrigerators with ice-box (6%), larder fridges (14%), chest freezers (9%) 
and upright freezers (19%). It was found that for all monitored cold 
appliances with valid data that: the mean ambient temperature was 18.5°C; 
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the mean refrigerator temperature was 5.3°C; the mean freezer temperature 
was -20.3°C; and the mean electricity consumption was 354 kWh per year. 
Significant differences between the electricity consumption of different 
types of cold appliance were determined from statistical analysis. 
Keywords: Survey, Domestic households, Refrigerator, Freezer, 
Temperature, Electricity consumption, England. 
Nomenclature 
n/a not available 
se standard error σ standard deviation 
ANOVA analysis of variance 
HRP household reference person 
N number of samples 
RSL registered social landlord 
1. Introduction 
Domestic refrigerators and freezers are generally operated using a vapour 
compression thermodynamic cycle and many researchers have focused 
their work on increasing the energy efficiency of these appliances. The 
main parameters affecting the electricity consumption of cold appliances 
can be divided into two main groups: (1) technical features, for example 
air flow distribution, type of thermodynamic cycle, type of refrigerant, 
type of insulation used to reduce the heat gains, etc.; (2) cold appliance 
operation, for example number of door openings, ambient temperature, 
thermostat set point, and quantity/temperature of products placed in the 
appliance, etc. 
1.1. Technical features 
Concerning the first group, studies by researchers such as Avci et al. 
(2016), Belman-Flores et al. (2014), Kumlutaş et al. (2012), Laguerre et 
al. (2010), Amara et al. (2008), Gupta et al. (2007) and Laguerre et al. 
(2007) have used CFD (Computational Fluid Dynamics) models to 
identify and optimise the main design parameters, thermal stratification 
and air flow issues so as to improve the energy efficiency of domestic cold 
appliances. Other researchers such as Yang et al. (2015) have developed 
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new refrigeration cycles based on a 2-stage vapour compression cycle. 
Yoon et al. (2013) showed that the choice of insulation, in terms of type 
of material and thickness, enabled high energy savings to be achieved. For 
example, by using vacuum insulated panels instead of standard 
polyurethane foam insulation, 5-10% of the energy could be saved as 
reported by Hammond and Evans (2014).  
Regarding different types of refrigerants, new European regulations of the 
European Parliament and Council (2014) restrict the use of high GWP 
(Global Warming Potential) refrigerants. Although the majority of 
refrigerated appliances in Europe operate using hydrocarbon refrigerants 
(e.g. R600a) there is still ongoing work to replace R134a as a refrigerant 
in locations where hydrocarbons are not generally accepted, with work 
being undertaken by Aprea et al. (2016), Joybari et al. (2013) and 
Mohanraj (2013) to investigate replacements for R134a. Most refrigerants 
used in domestic refrigerators are azeotropes (they boil at a constant 
temperature) but it has been suggested that zeotropic refrigerants that have 
a wide temperature glide (they boil over a wide temperature range) could 
have advantages in domestic refrigerators, particularly in providing 
different temperatures in specific compartments. Mohanraj et al. (2009) 
showed a reduction of around 12% in electricity consumption when using 
a zeotropic mixture composed of R290 and R600a instead of R134a.  
Research is also increasing into developing new refrigeration systems able 
to exploit the use of an ejector in a refrigeration cycle for domestic 
appliances, so as to improve cycle performance. The ejector is a 
component that expands a high-pressure primary substance to absorb a 
secondary substance at a pressure slightly above the low pressure reached 
by the primary substance. In refrigeration cycles, the two substances are 
identical, so both flows mix together leading to mixture pressure increase 
due to the change of the flows momentum. For example, Liu et al. (2015), 
Wang and Yu (2015) and Wang et al. (2014) have proposed a modified 
ejector-expansion refrigeration cycle for domestic appliances; the results 
showed that the new system could reduce the electricity consumption 
compared to the conventional domestic refrigerator-freezer by 5-7%. 
Other important technical features of a domestic appliance that may impact 
the electricity consumption, are the evaporator defrosting cycle and the 
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design of the door gaskets. Automatic defrosting of domestic refrigerated 
appliances is normally fixed, for example after a certain number of on-
cycles of the compressor. However, the need for defrosting can be 
predicted and initiated only when required, thus leading to the avoidance 
of excessive defrosting and electricity consumption associated with defrost 
cycles. For example, Modarres et al. (2016) showed that an adaptive 
defrost when compared to a fixed defrost cycle could reduce the electricity 
consumption by up to 12.5%. Door gaskets for refrigerators are generally 
based on magnetic strips encased in flexible plastics such as polyvinyl 
chloride (PVC). The magnetic strip is attracted to the metal outer case of 
the refrigerator and pulls the soft flexible plastic against it to form a seal. 
Inefficiencies include air gaps where the seal is not well formed, heat 
conduction through the plastic and metal, and over time damaged or 
stressed areas of the seals can fail. Also, Gao et al. (2017) investigated the 
total effective heat leakage at the refrigerator gasket with the average 
effective heat leakage at the door gasket region estimated to be 0.2 W/m.K, 
which corresponded to 14% and 17% of the total energy used by the fresh 
food and freezer compartments respectively. 
1.2. Cold appliance operation 
Real operating conditions of appliances are difficult to test in the 
laboratory as the behaviour of householders is quite varied. Limited 
information is available on the number of times appliance doors are 
opened, the types and temperature of the food placed in the appliance and 
the ambient temperature around the appliance (which does not remain 
constant over time). According to Gilbert et al. (2007) the temperature of 
food stored in refrigerators should be in the range of 1-5°C. Over the past 
30 years there have been a large number of surveys on temperatures in 
domestic refrigerators. In some cases, it is very clear how temperatures 
were measured, which sensors were used, the position of the sensors and 
for how long the measurements were carried out. In other cases, 
insufficient information is available to adequately compare information. 
James et al. (2008) reviewed available information from 20 papers on 
temperatures in domestic refrigerators. They concluded that many 
refrigerators were running at higher than recommended temperatures. 
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Since 2008, there have been several papers published on temperatures in 
domestic refrigerators (James et al. (2017), Roccato et al. (2017), Hassan 
et al. (2015), Evans et al. (2014), Geppert (2011), Landfeld et al. (2011) 
and WRAP (2009)). These generally concur with the results from the 
James et al. (2008) review. An average temperature in UK refrigerators of 
5.2°C was obtained in a survey reported by Geppert (2011). In the same 
survey the authors found higher mean refrigerator temperatures in France 
(6.7 °C) and Germany (6.2 °C) but lower mean refrigerator temperatures 
in Spain (4.1 °C). Roccato et al. (2017) presented data from previously 
published surveys but divided the data into northern and southern Europe. 
In southern Europe, the mean refrigerator temperature was 7°C whereas in 
southern Europe the mean refrigerator temperature was 6.1°C. 
Temperature measurements in domestic refrigerators and freezers were 
reported in the work of Evans et al. (2014). The overall mean refrigerators 
temperature was 4.4°C while the minimum and the maximum mean were 
-0.6°C and 10.4°C. Overall the refrigerators spent 58% of the time above 
the recommended temperature of 5°C. The overall mean temperature in 
the freezers was -20.1°C while the minimum and the maximum mean were 
-41.1°C and -11.1°C respectively, with 32% of the time spent over the 
recommended temperature of -18°C. 
Higher temperatures in refrigerators may have an impact on food quality 
and safety. Surveys on the hygienic status of domestic fridges have found 
that 52% of refrigerators contained at least one pathogen (Kennedy et al. 
(2005)). A higher general incidence of pathogens and higher APCs (total 
aerobic plate counts) were found in the refrigerators of urban consumers 
than those of rural consumers, and consumers under 25 were more likely 
than older consumers to have one or more pathogens present in their 
refrigerators. 
The internal compartment temperature of a domestic refrigerator not only 
affects the quality of the food stored in the appliance but also the electricity 
consumed by the appliance. Several regulations have been put into place 
over the last 25 years by the European Commission related to appliance 
electricity consumption (ecodesign and energy labelling Directives) but it 
is not known whether these translate energy savings in a laboratory 
environment into savings in the home. 
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There is very limited published information detailing comprehensive 
information on temperature control in appliances, and ambient 
temperature conditions combined with electricity consumption in real life 
conditions. In this paper, results from a recent survey in England are 
reported (Gemmell et al. (2017)). The survey involved 998 domestic 
refrigerators and freezer appliances and the following were monitored: (1) 
ambient temperature of the room where the appliance was installed; (2) 
internal appliance compartment temperature; (3) power consumption. 
Householders were also questioned about the management of their 
appliance with respect to door openings, quantity of food loaded in the 
appliance and shopping habits. Appliance models were also recorded in 
order to evaluate storage volume and surface area of the appliances. Using 
this detailed information, analysis was completed to assess the relationship 
between temperature control and electricity consumption, by investigating 
the impact of appliance features and occupant behaviour. 
2. Materials and methods 
2.1. Overview of field trial design 
A large-scale survey was conducted across England in which 998 cold 
appliances were monitored in 766 properties. Data was collected over a 
period of 9 months, from March to November 2015. There were four 
waves of data collection, each lasting between three and five weeks: (1) 
Wave 1 - March; (2) Wave 2 - from April to June; (3) Wave 3 - from July 
to August and (4) Wave 4 - from October to November. 
Simultaneous measurements of the temperature inside and outside of the 
cold appliances, as well as the electricity consumption were taken over a 
period of seven days. The cold appliances monitored in the work included: 
(1) Fridge-freezers; (2) Refrigerators with an ice-box; (3) Larder fridges; 
(4) Chest freezers and (5) Upright freezers. A diagram showing the types 
of cold appliance assessed is shown in Fig. 1. Table 1 presents the numbers 
of each type of cold appliance with valid monitoring data. In addition to 
data collection, an interview was conducted with the householders to 




Fig. 1. Different types of cold appliance monitored in the survey. 
2.2. Data collection method 
The sampling frame used was formed from cases originally surveyed as 
part of the English Housing Survey (EHS). This replicates a well-
established and successful procedure used for previous similar surveys, 
such as the Energy Follow-Up Survey conducted in 2011 (Hulme et al. 
(2014)). 
Interview and monitoring data was collected by interviewers. On the first 
visit to each property the interviewers installed the monitoring equipment 
and conducted the householder interview. One week later they returned to 
remove the equipment and data was downloaded ready for analysis. The 
appliances were monitored for seven days to ensure the data reflected the 
performance of the cold appliances as accurately as possible. 
Table 1. Numbers of cold appliances in each wave of the survey (percentage 
values in brackets). 
Appliance type 
Wave 1 Wave 2 
Rf sec (a) Fz sec (b) El (c) Rf sec (a) Fz sec (b) El (c) 
Fridge-freezer 97 (77) 93 (60) 76 (56) 82 (67) 78 (55) 82 (51) 
Refrigerator 
with an ice-box 11 (9) 5 (3) 6 (4) 12 (10) 8 (6) 13 (8) 
Larder fridge 18 (14) n/a 13 (9) 28 (23) n/a 21 (13) 
Chest freezer n/a 18 (12) 12 (9) n/a 19 (13) 15 (9) 
Upright freezer n/a 39 (25) 30 (22) n/a 36 (26) 30 (19) 
Total 126 155 137 122 141 161 
Appliance type 
Wave 3 Wave 4 
Rf sec (a) Fz sec (b) El (c) Rf sec (a) Fz sec (b) El (c) 
Fridge-freezer 148 (74) 140 (69) 100 (60) 156 (70) 152 (62) 109 (55) 
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Refrigerator 
with an ice-box 18 (9) 11 (5) 11 (7) 11 (5) 7 (3) 6 (3) 
Larder fridge 35 (17) n/a 18 (11) 55 (25) n/a 31 (15) 
Chest freezer n/a 18 (9) 12 (7) n/a 27 (11) 18 (9) 
Upright freezer n/a 34 (17) 26 (15) n/a 60 (24) 36 (18) 
Total 201 203 167 222 246 200 
(a) Refrigeration section temperature data 
(b) Freezer section temperature data 
(c) Electricity consumption data 
2.2.1. Data monitoring equipment used: Temperature 
The temperatures both inside and outside the appliance were monitored 
using TinyTag Transit 2 data loggers with a monitoring range of -40°C to 
70°C, a reading resolution of 0.01°C and a reading accuracy of <0.8°C 
between -40-0°C, and <0.4°C between 0-50°C. One data logger was 
placed on the middle shelf of each appliance compartment in a plastic bag 
and one was attached to the outside of the door of the appliance. A 
photograph of one of these loggers is shown in Fig. 2a. 
 
Fig. 2. TinyTag Transit 2 temperature data logger (a) and Watts Up PRO 
electricity consumption meter (b). 
2.2.2. Data monitoring equipment used: Electricity consumption 
The electricity consumption data of each cold appliance was collected 
using a Watts Up PRO monitor and data logger with an accuracy of +/- 
1.5%. Each appliance was connected to the data logger, which itself was 
plugged into the wall socket. The electric power in Watts was monitored 
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every 30 seconds for the period the appliance was plugged in. A 
photograph of a Watts Up logger is shown in Fig. 2b. 
2.2.3. Data monitoring: Cleaning phase 
The data collected from the TinyTag and Watts Up logger for every 
appliance monitored were examined in detail and, where necessary, the 
data was cleaned to ensure that only valid and reliable data were included 
in the analysis. Any data which did not accurately reflect the performance 
of the appliance was removed prior to analysis. In addition, the data 
cleaning was always applied to give the longest possible period of 
continuous data within the profile. Only appliances for which there was at 
least 24 hours of continuous valid and reliable data were included in the 
analysis. 
Cleaning of the temperature profiles was necessary where: (1) the 
appliances had been turned off and/or (2) the loggers had been removed 
from the appliances. 
Cleaning of the consumption data recorded by the Watts Up monitors was 
required in some cases due to: (1) monitors being unplugged and plugged 
back in and/or (2) appliances being switched off and on by the occupant 
and (3) occasional faulty periods of monitoring. Faults in monitoring were 
evident in the data as periods where the consumption profiles recorded 
extreme values or zeros for portions of the data.  
2.2.4. Householder interview 
The householder interviews were conducted face-to-face and the occupant 
responses were collected on a tablet PC using a Computer Aided Personal 
Interviewing (CAPI) system. The interview collected data on: (1) number 
of occupants; (2) number, type, location and age of the cold appliances in 
the property; (3) how often the appliances were opened per day; (4) how 
full the appliances were kept; (5) how often occupants introduced warm 
food into the appliances; (6) how often the occupants maintained their 
appliance (if at all); (7) make and model of the appliances where possible; 
(8) energy label and size of the appliances where available. If the 
householders were not able to remember the exact age of the appliance an 
estimate was made to the nearest 5 years. 
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2.2.5. Participants 
Data was collected at 766 households across England. Table 2 shows the 
sample breakdown by tenure, number of occupants, age of household 
reference person (HRP), and household type. It can be observed that the 
majority of households (56%) were owner occupied and 79% of them had 
3 or less occupants with an average number of occupants per household of 
2.43. The age of the householders was relatively well distributed across 
the age groups with an age range between 16 to over 65. The majority of 
participants were couples with no dependent children (34%), or couples 
with dependent children (20%). 
2.2.6. Statistical analysis 
Statistical analysis was conducted on temperature and electricity 
consumption data using IBM SPSS Statistics program (version 21). Data 
was tested for normality using a Kolmogorov-Smirnov test, and if normal 
parametric statistical analysis was performed by using Analysis of 
Variance (ANOVA). Where data was not normally distributed, non-
parametric statistical analysis was used in the form of a Kruskal-Wallis 
test. Post-hoc tests were conducted using a Tukey test for parametric 
analysis, and a Mann-Whitney tests for non-parametric analysis.  














Table 2. Data about participants (percentage values in brackets). 
Tenure N 
Owner occupied 370 (56) 
Private rented 53 (8) 
Local authority 107 (16) 
RSL 130 (20) 
Total 660 (a) 
Number of occupants N 
1 216 (28) 
2 266 (35) 
3 122 (16) 
4 101 (13) 
5+ 61 (8) 
Total 766 
Age of HRP N 
16-34 93 (14) 
35-44 106 (16) 
45-54 122 (19) 
55-64 141 (21) 
65 or over 198 (30) 
Total 660 (a) 
Household type N 
Couple, no dependent child(ren) 228 (34) 
Couple with dependent child(ren) 130 (20) 
Lone parent with dependent child(ren) 57 (9) 
Other multi-person households 60 (9) 
One person under 60 70 (11) 
One person aged 60 or over 115 (17) 
Total 660 (a) 
(a) Only 660 households agreed to allow the 






3. Results and discussion 
3.1. Characteristics and use of monitored cold appliances 
Monitoring data was collected from a total of 998 cold appliances, with 
valid temperature data for 938 cold appliances and valid consumption data 
for 665 cold appliances. Table 3 shows the breakdown of the monitored 
appliances monitored by: type; age; number of door openings; fill level; 
whether warm food was added to appliances; and the cleaning and 
maintenance of cold appliances. 
3.1.1 Sample of monitored cold appliances 
The majority of cold appliances monitored were fridge-freezers (52%), 
followed by upright freezers (19%) and larder fridges (14%). The vast 
majority of the cold appliances (75%) were located in the kitchen/kitchen-
diner. Only 7% of appliances were located in the utility room and 6% in 
garages. In total, 89% of the appliances monitored were free standing and 
11% were built-in. The majority of appliances were bought new (78%) 
while the remaining 22% includes appliances that were bought second-
hand or received as a present or came with the property. Around 7% of the 
monitored cold appliances with a known age were less than 1-year-old 
while the majority had an age between 1 and 5 years (45%). Of the 
appliances that were greater than 5 years old, 27% were between 6 and 10 
years and 19% were greater than 10 years old. The average age of the 
appliances in the survey was 7 years. This was lower than indicated by 
Cravioto et al. (2017) who found the average age of refrigerators in 5 
developed countries to be 12.7 years. However, the age of appliances in 
the survey was quite similar to that presented by the NSW Food Authority 
(2009) who stated that 32% of appliances in a survey were 5 years or less, 
34% were between 5 and 10 years old and 34% were older than 10 years. 
This compared to equivalent figures of 45% less than 5 years old, 27% 





Table 3. Characteristics and use of monitored cold appliances (percentage values 
in brackets). 
Cold appliance type N 
Fridge-freezer 524 (52) 
Refrigerator with an ice-box 57 (6) 
Larder fridge 145 (14) 
Chest freezer 86 (9) 
Upright freezer 186 (19) 
Total 998 
Location of appliance N 
Kitchen/kitchen-diner 746 (75) 
Utility room 69 (7) 
Garage 57 (6) 
Other 126 (12) 
Total 998 
Cold appliance age N 
< 1 yr 74 (7) 
1 - 5 yrs 379 (38) 
6 - 10 yrs 271 (27) 
11 - 15 yrs 116 (12) 
16 - 20 yrs 46 (5) 
21 - 25 yrs 12 (1) 
>25 yrs 11 (1) 
n/a 89 (9) 
Total 998 
Number of door openings per day N 
< 1 163 (11) 
1 - 4 619 (40) 
5 - 9 275 (18) 
10 - 14 255 (17) 
15 - 20 88 (6) 
20+ 122 (8) 
Total 1522 (a) 
Fill level  N 
0 - 25 % 86 (6) 
26 - 50 % 290 (19) 
51 - 75 % 539 (35) 
76 - 100 % 607 (40) 
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Total 1522 (a) 
Warm food added  N 
Never 694 (91) 
Occasionally 60 (8) 
Often 10 (1) 
Always 2 (<0.5) 
Total 766 
(a) This takes into account also the combined results 
from refrigerator, freezer and fridge-freezer 
openings 
3.1.2. Use of cold appliances 
Householders were also asked how often they opened their appliance, how 
full the appliance was kept and how frequently the temperature was 
adjusted. These three questions were asked for each of the monitored 
appliances in a household, as well as the individual compartments (fridge 
and freezer) in the case of a fridge-freezer. Householders reported that 
most appliances (40%) were opened 1-4 times a day while 11% of 
appliances were opened less than once a day. The majority of appliances 
that were opened less than once per day were freezers or the freezer section 
of fridge-freezers. The remainder of appliances were opened more than 5 
times a day; these were generally fridges or the fridge section of fridge-
freezers.  
With regards to how full appliances were kept, 40% of appliances were 
kept completely full, 35% were kept three quarters or half full, 19% were 
kept half full while only 6% were kept a quarter or less full (Table 3). 
Usually, freezers were more commonly reported to be completely full and 
fridges, three quarters full. Concerning how often householders modify 
their appliances setting, the temperature setting was never adjusted for 
68% of appliances, while it was adjusted occasionally in 24% of 
appliances and in 6% of appliances it was adjusted every six months. Only 
1% of householders reported adjusting the temperature setting of their 
appliances weekly or monthly. 
Householders were asked how frequently they put warm food in their cold 
appliances. The majority of householders (91%) said they ‘never’ added 
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hot food, 8% said they did occasionally and just 1% said they did often or 
always. 
3.1.3. Cleaning and maintenance of cold appliances 
Fig. 3 shows the frequency with which households cleaned and maintained 
their cold appliances. Over half the households (56%) said they regularly 
or occasionally defrosted their appliances, however, almost a third (32%) 
said they never carried out defrosting (most likely due to the appliance 
being frost-free). A large proportion (42%) of households said they 
regularly cleaned the door seals on their appliances, compared with 14% 
who regularly unblocked the drains and 7% who removed dust from the 
back of the appliance (where the condenser was located in the majority of 
cases). Almost half the households (45%) said they never unblocked the 
drains and about 60% of households said they never removed dust from 
the back of the appliance. 
 
Fig. 3. Frequency of cleaning and maintenance of the cold appliances. 
3.2. Ambient temperature 
Based on 900 samples with valid ambient temperature data, the mean 
ambient temperature of the room in which the appliances were located was 
18.5°C, the maximum mean temperature was 29.6°C and the minimum 
mean temperature was 5.6°C.  
The ambient temperature was found to vary significantly according to the 
wave of the survey. The lowest mean temperatures were observed in wave 
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1 (16.1°C), higher mean temperatures were observed in wave 2 (18.5°C) 
and wave 4 (18.5°C) with the highest mean temperatures being observed 
in wave 3 (20.4°C). These differences were due to the waves being carried 
out at different times of the year (Table 4). Mean ambient temperature in 
wave 1 (early spring time) was significantly lower than in waves 2 (late 
spring to summer time), 3 (summer time) and 4 (autumn/winter time). The 
mean temperatures in wave 3 were significantly higher than in all the other 
waves. There was no significant difference between mean temperatures in 
waves 2 and 4. 
Table 4. Statistical analysis results: Mean ambient temperature [°C] and waves. 
 N Mean temperature [°C] σ se 
Wave 1 175 16.1 a 4.0 0.3 
Wave 2 181 18.5 b 2.9 0.2 
Wave 3 248 20.4 c 2.4 0.2 
Wave 4 296 18.5 b 3.1 0.2 
Total 900 18.5 3.4 0.1 
The frequency distributions of the time spent at 2°C mean ambient 
temperature intervals are shown in Fig. 4. Overall the mean ambient 
temperatures in the survey were between 18 and 22°C for 35% of the 
monitoring time in wave 1, 52% in wave 2 and 4 and 65% in wave 3. A 
low mean ambient temperature (<16°C) was registered for 38% of the time 
in wave 1, 18% in wave 2 and 4 and only 4% in wave 3. It should be noted 
that, during spring and summer seasons, the low ambient temperatures 
were primarily related to chest freezers and upright freezers which were 
often installed in the garage or in the cellar where there was no heating. 
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Fig. 4. Frequency distribution for time and mean ambient temperature [°C] during 
the survey. 
3.3. Cold appliance temperature data 
3.3.1. Refrigerator temperature 
The overall mean internal temperature of all refrigerators (671 appliances) 
measured in the survey was 5.3°C. The maximum overall mean 
temperature in a single refrigerator was 14.3°C and the overall minimum 
mean temperature was -4.1°C.  
Based on the 671 appliances, the mean internal refrigerator temperature 
was not found to vary according to the study wave. However, the appliance 
type was found to have a significant effect on the refrigerator temperature. 
The refrigerator sections in fridge-freezers were found to be significantly 
lower in mean temperature than refrigerators with an ice-box and larder 
fridges. Statistically significant differences are shown in Table 5. 
Table 5. Statistical analysis results: Refrigerator temperature [°C] and appliance 
type. 
 N Mean temperature [°C] σ se 
Fridge-freezer 483 5.0 a 2.4 0.1 
Refrigerator 
with an ice-box 52 5.7 
b 3.3 0.5 
Larder fridge 136 5.8 b 2.5 0.2 
Total 671 5.3 2.5 0.1 
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The mean temperature of each refrigerator type was ranked in order of 
increasing temperature as presented in Fig. 5. This shows clearly that there 
was a trend for temperatures in larder fridges and refrigerators with an ice 
box to be higher than the temperature in fridge-freezers. The frequency 
distribution at 1°C intervals based on absolute values for temperature over 
the survey period is shown in Fig. 6.  
Overall the fridge-freezers in the survey operated between 0 and 5°C 
(recommended zone) for 45% of the time, while 51% of the time was spent 
at temperatures above 5°C. In the case of refrigerators with an ice-box and 
larder fridges 32% of the time was spent between 0 and 5°C and 64% of 
the time was spent above 5°C. It can be noted in Fig. 6 that within the 
range of temperatures 0-6°C, the temperature frequency distribution of 
fridge-freezers was always higher than that of refrigerators with an ice-box 
and larder fridges. When the temperature was above 6°C the fridge-freezer 
temperature frequency distribution was always lower than that one of the 
other refrigerators. Overall, 108 fridge-freezers, 18 refrigerators with an 
ice-box and 48 larder fridges operated for 100% of the time at a 
temperature higher than 5°C. Only 30 fridge-freezers, 3 refrigerators with 
an ice-box and 4 larder fridges operated for 100% of the survey period 
within the recommended temperature of 5°C. 
 
Fig. 5. Mean refrigerator temperature [°C] of each appliance. Overall mean 




Fig. 6. Frequency distribution of time and temperature [°C] for refrigerators in 
the survey. 
3.3.2. Freezer temperature 
The overall mean temperature of freezers in the survey (745 appliances) 
was -20.3°C. The maximum mean temperature was -5.6°C and the 
minimum mean temperature was -37.0°C.  
The mean temperature of freezers was found to be significantly different 
according to the wave of the survey, with the lowest mean temperature 
being observed in wave 3, the highest mean temperature in wave 1 and 
intermediate mean temperatures observed in wave 2 and 4. Statistically 
significant differences are shown in Table 6. The mean freezer temperature 
in the different waves shown by rank order is presented in Fig. 7. 
As the survey waves were carried out at different times of the year it was 
possible that the differences in freezer temperature could be related to 
ambient temperature. Fig. 8 shows a graph of mean freezer temperature 
plotted against mean ambient temperature. No clear relation between 
freezer and ambient temperature was demonstrated apart from in the case 
of chest freezers where the correlation coefficient (Pearson’s coefficient) 
was found to be -0.265, thus showing a slight reverse correlation. This was 
because there was a larger range in ambient temperature for these 
appliances. For most appliances, the range in ambient temperature was 
probably not large enough to show any influence on performance. 
 132 
Table 6. Statistical analysis results: Freezer temperature [°C] and waves. 
 N Mean temperature [°C] σ se 
Wave 1 155 -19.3 a 4.4 0.4 
Wave 2 141 -20.1 a,c 4.6 0.4 
Wave 3 203 -21.1 b 4.4 0.3 
Wave 4 246 -20.5 b,c 4.2 0.3 
Total 745 -20.3 4.4 0.2 
 
 
Fig. 7. Mean freezer temperature [°C] divided into waves. Overall mean freezers 
temperature [°C] in the survey is reported with a dashed line. 
Freezer temperature was found to also depend on the appliance type. The 
main difference in freezer temperature between appliances was observed 
between refrigerators with an ice-box and all other types of appliance 
(Table 7). The overall mean freezer temperature of refrigerators with an 
ice-box was higher than the recommended temperature of -18°C, whereas 
all other freezer appliances operated at a mean temperature below -18°C. 
This was most likely due to the ice-box appliances being rated as 2 star 
appliances whereas other appliances were most likely rated as 3 or 4 star 
appliances. The number of stars indicates the operating temperature of the 
appliance; 3 or 4 stars is normally referred to as operation below -18°C 





Fig. 8. Mean freezer temperature [°C] against mean ambient temperature [°C].  
Table 7. Statistical analysis results: Freezer temperature [°C] and appliance type. 
 N Mean temperature [°C] σ se 
Fridge-freezer 463 -20.5 a 3.9 0.2 
Refrigerator 
with an ice-box 31 -16.5
 b 5.1 0.9 
Chest freezer 82 -20.3 a 5.3 0.6 
Upright freezer 169 -20.6 a 4.8 0.4 
Total 745 -20.3 4.4 0.2 
The mean freezer temperature within the different types of appliance 
shown by rank order is presented in Fig. 9. The frequency distribution 
based on absolute values of time and temperature for fridge-freezers, 
refrigerators with an ice-box, chest freezers and upright freezers in the 
survey is shown in Fig. 10. In the case of fridge-freezers, chest freezers 
and upright freezers, 73% of the survey time was spent at a freezer 
temperature lower than -18°C (recommended zone) whilst in ice-box 
freezers 54% of the time was spent at a temperature higher than -18°C. It 
can be noted in Fig. 10 that the frequency for refrigerators with an ice-box 
at higher temperatures was greater than those for fridge-freezers, chest 
freezers and upright freezers. In total, 99 fridge-freezers, 28 chest freezers 
and 67 upright freezers always operated at a freezer temperature lower than 
the recommended zone, however no ice-box freezers were found to be in 
this category. In total, 39 fridge-freezers, 12 refrigerators with an ice-box, 
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15 chest freezers and 23 upright freezers always operated at a temperature 
higher than -18°C. 
 
Fig. 9. Mean freezer temperature [°C] of each appliance. Overall mean freezers 









3.4. Electricity consumption 
Electricity consumption data was collected from 665 cold appliances. 
Overall mean annual consumption was 354 kWh per year, based on the 
entire monitored period. 
The average consumption was found to vary significantly according to the 
period when the survey was carried out. Table 8 illustrates that the lowest 
mean electricity consumption was monitored in wave 1 (310 kWh per 
year), intermediate electricity consumptions were observed in wave 2 (343 
kWh per year) and 4 (349 kWh per year) whilst the highest consumption 
was registered in wave 3 (403 kWh per year). Mean electricity 
consumption divided into waves and plotted in rank order is shown in Fig. 
11. 
Warmer temperatures in the summer period may explain the higher energy 
consumption in wave 3; moreover, higher levels of electricity consumption 
match with colder freezer temperatures in wave 3 (Table 7). Fig. 12 shows 
a graph of mean electricity consumption plotted against mean ambient 
temperature. No marked relation between electricity consumption and 
ambient temperature was demonstrated. Only in the case of chest freezers 
and larder fridges the correlation coefficient (Pearson’s coefficient) 
accounted for 0.287 and 0.497 of the variability respectively. The 
differences found did not appear to be related to the appliance types and 
appeared to be primarily due to the random nature of the appliance 
selection process where high or low energy using appliances were included 
by chance in certain waves. 
Table 8. Statistical analysis results: Energy consumption [kWh per year] and 
waves. 
 N Energy consumption σ se 
Wave 1 137 310 a 193 16.5 
Wave 2 161 343 a,b 215 16.9 
Wave 3 167 403 c 223 17.3 
Wave 4 200 349 b 201 14.2 




Fig. 11. Electricity consumption [kWh per year] of each cold appliance divided 
into waves. Overall mean energy consumption [kWh per year] in the survey is 




Fig. 12. Electricity consumption [kWh per year] against mean ambient 
temperature [°C]. 
Electricity consumption was also found to vary based on the appliance type 
(Table 9 and Fig. 13). Larder fridges had the lowest consumption (201 
kWh per year) with chest freezers (420 kWh per year) and fridge-freezers 
(390 kWh per year) having the highest electricity consumption. The 
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electricity consumption of larder fridges was significantly lower than other 
cold appliances. This is related to the thermodynamic cycle of larder 
fridges, which is more efficient since the appliance is designed to operate 
at a temperature above 0°C (whereas all other appliances need to operate 
at least one compartment as a freezer). 
The frequency distribution for electrical power, based on absolute values, 
split by cold appliance type is shown in Fig. 14. The compressor cycled on 
and off during the operation of most appliances, however in a small 
number of appliances, the compressor operated constantly throughout the 
survey period. This state was observed in 3 fridge-freezers, 5 larder 
fridges, 12 chest freezers and 7 upright freezers. No refrigerators with an 
ice box operated continually in the survey. The appliances that operated 
for 100% of the time consumed on average, 81% more energy than the 
mean energy consumption of all cold appliances in the survey. 
Table 9. Statistical analysis results: Energy consumption [kWh per year] and cold 
appliance type. 
 N Energy consumption σ se 
Fridge-freezer 367 390 a 190 9.9 
Refrigerator 
with an ice-box 36 274 
b 159 26.5 
Larder fridge 83 201 c 163 17.9 
Chest freezer 57 420 a 249 33.0 
Upright freezer 122 342 b 236 21.4 




Fig. 13. Electricity consumption [kWh per year] of each cold appliance. Overall 




Fig. 14. Frequency distribution of time and power consumption [W] for cold 
appliances in the survey. 
3.4.1 Specific energy consumption (SEC) of appliances 
The internal volume of the appliances studied in the survey varied and this 
may contribute to the variation in electricity consumption. The electricity 
data was therefore analysed according to the electricity used per unit of net 
volume and per unit of external surface area. Accurate data on volume and 
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surface area was not available for all appliances. Refrigerators with an ice-
box were not considered in the statistical analysis since the SEC data that 
was available was not considered sufficient to conduct the analysis. 
Results from the statistical analysis are shown in Tables 10 (for volume) 
and 11 (for surface area). Chest freezers were found to have the highest 
mean SEC value, both in the case of volume and of external area. Upright 
freezers also had a high mean SEC volume value while the mean SEC 
volume for fridge-freezers and larder fridges was significantly lower than 
those for chest freezers and upright freezers (Table 10). Considering the 
results reported in Table 11, fridge-freezers and upright freezers had 
similar SEC values in terms of electricity use per unit of external area. The 
lowest SEC per surface area was obtained in the case of larder fridges. 
Table 10. Statistical analysis results: Specific energy consumption 
[kWh/m3.year] and appliance type. 
 N SEC (volume) σ se 
Fridge-freezer 126 1575 a 965 86.0 
Refrigerator with an ice-box 5 1585 - 722 322.9 
Larder fridge 29 1257 b 971 180.3 
Chest freezer 21 2997 c 2126 463.9 
Upright freezer 40 2648 c 1772 280.2 
Total 221 1863 1400 94.2 
Table 11. Statistical analysis results: Specific energy consumption 
[kWh/m2.year] and appliance type. 
 N SEC (area) σ se 
Fridge-freezer 111 82 a 43 4.1 
Refrigerator with an ice-box 5 63 - 8 3.6 
Larder fridge 24 64 b 49 10.0 
Chest freezer 12 109 c 57 16.5 
Upright freezer 27 72 a 24 4.6 




Fig. 15. Average specific energy consumption [kWh/m3.year] by appliance age. 
4. Conclusions 
This paper presents the results of a large-scale survey of domestic cold 
appliances in households in England. Simultaneous measurements of the 
temperature inside and outside of the cold appliances, as well as the 
electricity consumption, were obtained over a period of seven days for 998 
cold appliances. Data was collected from March to November 2015. 
Moreover, an interview was conducted with the householders to collect 
information about how the cold appliances were used and maintained. 
Results from statistical analysis have shown that temperatures and 
electricity consumption in cold appliances significantly varied according 
to the time of year and appliance type. The mean temperature in domestic 
refrigerators was found to be 5.3°C, slightly higher than the recommended 
range of 0 to 5°C. In particular, 174 refrigerators operated for 100% of the 
time at a temperature higher than 5°C, in contrast only 37 refrigerators 
were found to operate for 100% of the survey period within the 
recommended range of 0 to 5°C. The mean temperature in domestic 
freezers was found to be -20.3°C, lower than the recommended 
temperature of -18°C. In total, 194 freezers always operated at a freezer 
temperature lower than the recommended value (-18°C), while a 
temperature higher than -18°C was monitored in 89 freezers. Overall, the 
mean electricity consumption was 354 kWh per year. The compressor 
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operated continually in 27 cold appliances and, on average, these 
appliances used 81% more energy than the mean energy consumption of 
all cold appliances in the survey. Such information could potentially be 
used to target the replacement of high consuming appliances. 
The most common cold appliances that were monitored were fridge-
freezers which were found to operate within recommended temperature 
levels more commonly than other appliance types. Mean temperatures in 
fridge-freezers were between 0°C and 5°C in 48% of cases whereas in 
other types of refrigerator this figure was 35%. In fridge-freezers, the 
freezer compartment temperature was on average above -18°C in 24% of 
cases whereas in other appliances this figure was 30%. 
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Abstract 
The energy saving is becoming an important topic also in the food 
industry. For this reason, it is important to use multi-energy systems to 
produce hot water for processes and space heating. The application 
considered in this paper, which concerns a chocolate factory, focuses on 
the hot water production through a multi-source storage tank. The water 
inside the tank is heated by four solar panels when there is enough solar 
radiation and by a gas back-up boiler. The cold aqueduct water, which it 
is going to be heated in the accumulator, is first preheated recovering waste 
heat from the condenser of the chiller. The system was equipped with an 
energy monitoring and recording device. The thermal model was used to 
analyse the hot water production system during the summer season 
considering the options of the heat recovery and of the solar thermal 
exploitation. The performance analysis was developed in order to establish 
energy savings that may be achieved. 
Keywords: Food industry, Multi-energy systems, TRNSYS modelling, 
Solar thermal, Heat recovery. 
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1. Introduction 
Industrial energy savings play an important role in process industries 
because of various factors (IEA; IPCC). First of all, the rising cost of both 
electricity and fossil fuels involves an increase of cost of bills and 
consequently the percentage of energy costs are becoming not negligible 
in the global financial balance of the industries. Another aspect is related 
to the energy certificates that industries can obtain in order to gain 
economic benefits and for being more competitive in the market sector. 
The food industry is not considered an energy intensive industry because 
energy costs are a small part of the total profit and loss account. However, 
the energy consumptions in food industry may be not negligible whenever 
all direct and indirect energy drivers (i.e. gas burned in the boiler or 
gasoline used for food transportation) are considered. Fossil fuels are the 
most common energy sources for thermal processes, in particular natural 
gas, while the electric energy is mainly used for cooling processes, 
refrigeration and machine drive. Around half of all energy inputs are used 
to process raw materials into final products (Wang, 2014). The energy 
efficiency measures able to reduce energy consumption that may be 
adopted are for example: 
• increase in the efficiency of energy production by installation of new 
energy converters (several examples are presented in (Wang, 2014)); 
• reduction of the final energy demand by a better process scheduling, 
avoiding whenever possible temporal concurrence of high energy 
demanding tasks (Comba et al., 2010; Comba et al., 2011); 
• waste heat recovery; 
• use of different energy sources, fossil and renewable ones, in multi-
energy integrated systems in order to produce the energy carriers 
(Fabrizio et al., 2009; Fabrizio, 2011).  
In literature, several works about strategies for energy savings in food 
industry can be found. For example, in order to define road maps towards 
energy efficiency measures, Muller et al. (2007) have proposed an energy 
management method based on both top-down and bottom-up approaches. 
It is very important to emphasize that one method is not preferable to the 
other one because only starting from the global energy consumption of the 
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factory (e.g. analysing energy bills, top-down approach) it is possible to 
develop and implement thermal models for the specific process operations 
that require more energy (bottom-up approach). Another case study (Seck 
et al., 2013) shows that a detailed bottom-up approach can be used in order 
to study heat pump systems for recovering waste heat in the French food 
& drink industry. Also, the potential for low-grade heat recovery in the 
UK food and drink processing industry (Law et al., 2013) was studied. 
Others possible solutions to recover waste heat are, for example, pinch 
analysis method (Kemp, 2007) and low temperature organic Rankine 
cycles (Handayani et al., 2011). 
In this paper, a thermal model of a multi-energy system for a chocolate 
industry was developed within the TRNSYS® software tool and was used 
to study and optimize the global energy performance of the system during 
the summer season. The thermal model was calibrated against measured 
data obtained by a monitoring system installed in the existing plant. The 
scope of this paper is to analyse from the numerical point of view the 
effectiveness of the installed heat recovery system and sketch possible 
scenarios that may be adopted to increase the fraction of RES. The paper 
is structured as follows: Section 2 gives a description of the case study; 
Section 3 describes the TRNSYS model and Section 4 presents the results. 
2. The case study 
A chocolate industry located in Turin, in the north of Italy, is the case study 
presented in the paper. The building is composed by the main floor at the 
ground level of around 800 m2, a basement and a first floor used as office 
space. The chocolate processing takes place in the laboratory, located at 
the ground floor, where cocoa beans are roasted, debacterised and finally 
shattered in order to obtain cocoa butter. During these operating stages, 
steam and hot water are used for debacterisation process and for cleaning 
machinery and equipment used for the processing of cocoa butter in 
praline. 
2.1. The energy system 
The plant scheme of the industry is shown in Fig. 1. Steam and hot water 
(DHW) used in the laboratory are produced in the boiler room. 
 147 
The steam from the boiler is always available and in summer season it is 
used only for thermal processes in the laboratory, while in winter season 
it is also used to heat water for space heating. As regards the DHW 
production, a 1,500 l multi-source water storage tank (HW) is connected 
to the water supply network. The water inside the tank is heated by four 
flat plate solar collectors and by an auxiliary gas heater when the 
temperature of the water, at the top of the tank, is lower than 65 °C. The 
pump of the solar circuit is regulated by a differential thermostat which 
acquires the temperatures of the coldest point inside the tank and of the 
outlet of the solar panels. The efficiency of the DHW production is 
improved by a recovery system installed on the condenser of the chiller. 
Indeed, the condenser is cooled transferring thermal energy to a 200 l heat 
recovery water storage (HR) that pre-heats the water from the supply 
network. The possible excess heat is dissipated into the ambient air. 
 
Fig. 1. Energy system scheme. 
2.2. The monitoring system 
The plant was equipped with an energy monitoring system. In Fig. 1 
volumetric flow meters (circle) and temperature probes (diamond) are 
indicated. Thereby, it is possible to assess supply and return temperature 
levels, volumetric flow rate, thermal energy and instantaneous thermal 
power of the following parts of the plant: 
• multi-source water storage tank (HW) + water supply network; 
• solar collectors loop; 
• heat recovery loop; 
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• heating energy to the building. 
3. The system modelling 
The model of the system was developed within the TRNSYS® simulation 
environment. The graphical representation of the whole model is shown in 
Fig. 2. The building model is located in the upper part of the diagram while 
the multi-source system is located in the lower part of the diagram. 
 
Fig. 2. The model in the TRNSYS interface. 
3.1. Use-side modelling 
Using the TRNSYS Type 56 and the TRNBuild interface, the ground floor 
of the building, occupied by the food laboratory, was modelled as a unique 
thermal zone, whose net floor area is equal to 792 m2. It is adjacent to the 
non-conditioned basement and to the conditioned office zone located on 
the first floor. Part of the ceiling corresponds to the flat roof where solar 
panels are located. The building opaque external envelope is composed by 
0.50 m thick massive walls made of bricks, while the transparent envelope 
is made of double-glass windows (with a WWR around 30%). The cooling 
set point temperature in the laboratory was set to 22 °C from Monday to 
Friday, between 6 am and 7 pm. The laboratory zone occupancy was set 
to 10 working people from Monday to Friday between 8 am and 6 pm, 
while other internal gains due to light and appliances were set to 
30 W m-2. The natural ventilation rate was set to 1 vol h-1 during 
occupancy. 
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The typical daily load profile of the DHW use is shown in Fig. 3a. The 
daily hot water demand was assumed equal to 6,445 l day-1. 
3.2. Source-side modelling 
The modelling of the subsystem that supplies space cooling and DHW 
production is presented in this section. Many TRNSYS types were used to 
model the system and in particular: 
• Type 1 for the performance of multiple flat plate solar collectors that 
are linked in series. The area of each solar collector is 2.0 m2 with η0 =0.8, 21 = 3.927 W/(m2K), 22 = 0.0138 W/(m2K2). The fluid of the 
solar loop is a mixture of water and glycol (55 %).  
• Type 2b (differential temperatures controller) for regulation of the solar 
loop. The pump of the solar loop is running whenever the difference 
between the temperatures in the HW tank and at the outlet of solar 
collectors is greater than 10 °C, it stops if temperature difference 
reaches 2 °C. 
• Type 60 for stratified fluid storage tanks with internal heat exchangers. 
This type was used to model the HW tank (Fig. 1), which is a 1,500 l 
puffer with a temperature set point for DHW equal to 65 °C, and for 
modelling the HR tank, a 200 l puffer.  
• Type 666, for the water cooled chiller. The type is based on 
manufacturer performance data provided as external text files. The 
rated capacity was set to 90 kW and the rated CoP to 3.28.  
• Type 510 for a closed circuit cooling tower connected to the condenser 
loop. The water of the condenser loop goes from the condenser of the 
chiller to the HR tank before going into the cooling tower. In this way, 
part of the wasted heat can be recovered for tempering the DHW from 
the water supply network.   




 Fig. 3. Daily load profile for DHW (a) and cumulative frequency of the space 
cooling and DHW loads (b). 
4. Results 
Simulations were run for a complete summer period (1st June - 30th 
September, corresponding to 2,928 hours). The cumulative frequency 
curves of the DHW heating load and the space cooling load of the 
laboratory are reported in Fig. 3b. The cooling energy required for the 
space cooling over the whole considered period was equal to 48,645 kWh, 
which corresponds to 61.4 kWh m-2 per year. The heating energy required 
for the hot water production is equal to 30,812 kWh (38.9 kWh m-2). 
The simulations were organized as follows. A first simulation run (System 
Configuration SC 0) was carried out without heat recovery from the chiller 
condenser in order to fix a baseline condition. Then, the simulation of the 
complete system was performed (SC 1). 
Simulations results are reported in Table 1 in terms of solar radiation 
available on the panels surface (Rsol), useful solar energy collected (Qsol), 
mean seasonal solar collectors efficiency (η), heat recovery from the 
chiller condenser (Qhr), heating energy from the gas auxiliary heater 
(Qgas), heat waste from the cooling tower (Qct).  
In SC 0, on a seasonal basis, the seasonal efficiency of the hot water 
production is equal to 0.96 (and obtained not considering the efficiency of 
the gas heater). Results in Table 1 show that the solar system accounts for 
6.9% of energy required for the hot water production.  
In the case of the system of Fig. 1 (SC 1), the hot water production seasonal 
efficiency slightly decreases to 0.95 (again not considering the efficiency 
of the gas heater), and the DHW production is obtained for the 6.3% from 
the solar thermal, showing a slight decrease with respect to SC 0, for the 
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16.3% from the heat recovery, while the remaining part is provided by the 
auxiliary heater. In order to study the time-correspondence between the 
DHW load and the availability of the heat recovery, the correlation 
coefficient between the DHW load and the cooling load time series was 
computed and was equal to 0.72, which means a quite good correlation.   
In order to reduce the gas energy consumption and increase the system 
efficiency, a sensitivity analysis on the solar collector area (SC 2) and on 
the heat recovery tank volume and heat exchanger (SC 3) was carried out. 
Some results are reported in Table 1. In the SC 2 case, the solar panels area 
was assumed doubled while in the SC 3 case the volume of the heat recover 
tank was doubled. It can be seen that large solar collector area increases 
the solar fraction while it leads to a small decrease of the solar system 
efficiency. In the last case, a larger HR tank increases the heat recovery, 
even if it is hard to go beyond 20%. For all cases, it can be seen that the 
heat recovered fraction on the total dissipated heat is very small (from 7.6 
% to 9.1 %). 
Table 1. Simulation results in the various system configurations (SC 0 - SC 3). 
SC Rsol Qsol h [-] Qhr Qgas Qct 
 [kWh] [kWh]  [kWh] [kWh] [kWh] 
SC 0 5,715 2,201 0.385 - 29,891 69,419 
SC 1 5,715 2,043 0.357 5,296 25,073 64,039 
SC 2 11,431 3,680 0.322 5,297 24,303 64,080 
SC 3 5,715 2,204 0.386 6,298 23,805 63,079 
5. Conclusions 
A multi-energy system for a food industry was studied by transient 
simulations. In particular, the performance of the storage system for the 
heat recovery of the condenser of the factory chiller, and its integration 
with a solar system, was assessed. Results show that solar integration 
becomes profitable, from the energy point of view, only if the collector’s 
area is increased. However, this would lead to high investment costs that 
is not sure to be compensated by savings due to the reduction of energy 
requirement.  
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On the other hand, the heat recovery system results to be more profitable 
in reducing the amount of energy required by the gas heater, even if an 
amount of energy is still dissipated in the cooling tower.  
The real system is under monitoring so the model of the system may be 
calibrated against measured data allowing the future optimization of the 
design variables (storage volumes, storage temperatures, etc.) to maximize 
the overall efficiency of the system. Further development of the work 
should also include techno-economic analysis for optimizing the system 
from both points of view, checking economic feasibility. 
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The role of food and beverage industry will be extremely important to 
supply food to more than seven billion of people by 2050. In this context, 
the design and development of food processing systems play a key role to: 
(1) minimise capital and/or running costs, (2) minimise energy 
consumption, water use and food waste (3) improve quality of final food 
product. 
This thesis has provided original research works on matters of: 
• steam batch thermal processes in unsteady state conditions (1st 
paper); 
• food freezing at very low temperatures (2nd and 3rd papers); 
• energy consumption and temperature monitoring (4th and 5th 
papers). 
In the case of the steam batch processes in unsteady state conditions, a 
numerical model describing a three-stage steam plant (steam boiler, steam 
accumulator and food processing tank) was developed to be effective as 
design tool and/or to verify the operating conditions of a given plant. 
Indeed, the model allows the sizing of the steam boiler and of the steam 
accumulator volume as a function of the steam demand (mass flow rate 
and pressure) for food processing. The model was applied to a real case 
study. According to the real available data concerning the steam user, the 
analysed real steam plant was found to be oversized in terms of steam 
accumulator volume and of maximum pressure of the steam boiler. 
With respect to the food freezing at very low temperatures, an innovative 
plant configuration, based on a reversed Brayton cycle, was here studied. 
No published research works to date analyse the plant configuration here 
proposed. The innovative system can achieve temperatures lower than -
100 °C, which are favourable for very fast freezing processes. The results 
of the numerical model showed as the performance of the cycle increases 
when the cycle operates at minimum pressure higher than the atmospheric 
pressure. Moreover, when one kW of cooling load is produced, four kW 
of heat can be recovered at medium-low temperatures. Useful charts to 
design a freezing plant as a function of various design parameters (freezing 
time, cooling capacity, medium temperature, food production rate and type 
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of food product) were also developed. Future research activities 
concerning food freezing at low temperatures will be carried out working 
on a real prototype of the plant. 
Regarding the research activities in energy and temperature monitoring, 
results from statistical analysis of electricity consumption and temperature 
measurements in domestic cold appliances have shown that electricity 
consumption and temperature significantly varied according to the time of 
year and appliance type. Such information could potentially be used to 
target the replacement of high consuming appliances. The most common 
cold appliances that were monitored were fridge-freezers. 
Energy monitoring was also performed in a chocolate industry where 
demand of domestic hot water and heat production from solar panels were 
registered. A model of the plant was developed by using TRYNSIS® and 
calibrated with the monitored data. Results of the model showed that solar 
integration could be more profitable increasing collector’s area. 
This thesis has been focused on thermal and freezing processes and energy 
monitoring. Future research activities could be: 
1) It could be interesting to monitor the steam accumulator and the 
debacterisation tank. This is not a simple task as the installation of 
steam flow rate meters and temperature probes would require the 
entire steam plant and the cocoa beans processing to be stopped. 
However, the collaboration between the owner of chocolate industry 
and DiSAFA is still ongoing as both partners have interest in 
performing research activities to further improve energy efficiency 
and food processing efficacy. Indeed, the installed energy monitoring 
system installed in the chocolate industry is still operating. 
2) The prototype of the innovative freezing plant described in § 5. is 
under construction (CRYOFOOD project – PORFERS 2014/2020). 
The prototype will be operated by 2018. Many research activities will 
be carried out: (a) the energy performance of the prototype will be 
tested and comperared to numerical simulations; (b) the freezing time 
of several food products (e.g. slices of meet, peas, etc.) will be 
monitored and (c) the final quality of frozen foods will be analysed 
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and compared with quality of foods frozen by using standard freezing 
plants. 
3) A monitoring campaign to test professional cabinets, installed in 
supermarkets, and domestic cold appliances in terms of satisfaction of 
recommended temperatures will be carried out in collaboration with 
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