ABSTRACT In this paper, we consider the energy-efficient transmission problem with non-first-in-firstout (FIFO) packets for a point-to-point additive white Gaussian noise channel with processing cost. This work can be considered as a generation of previous work in terms of the assumption of the FIFO transmission order, which means the earlier arrived packet must have an earlier deadline. Assuming non-causal data arrival information, we first formulate the objective as a non-convex optimization problem, and then investigate the necessary and sufficient conditions of the optimal offline transmission schedule. Based on the optimal properties of these conditions, an efficient offline algorithm that finds the optimal transmission schedule minimizing the total energy consumption is proposed. Next, we identify the optimality of the proposed offline algorithm by proving it satisfies the sufficient conditions of optimality, and further, respectively, analyze the computational complexity in the best case: O(N 2 ) and in the worse case: O(N 3 ), where N is the packet number of the sequence. Finally, based on the insights obtained from the offline transmission schedule, an efficient heuristic online algorithm performing close to the offline transmission schedule is proposed under the assumption that the data arrival information is known causally at the transmitter.
I. INTRODUCTION
Recently, the explosive growth of wireless devices as well as mobile applications has brought huge challenges to us from the perspective of energy and environment. Therefore, to reduce the energy cost of the operator's network and the emission of carbon dioxide, energy efficiency (EE) was deemed as a guideline for future communication system design [1] . Due to the convex and increasing properties of the powerrate relationship of Shannon Capacity formula, the authors of [2] , [3] showed us that the most effective method to reduce energy consumption was transmitting the packet at a low constant rate. However, most of the current popular applications such as live video and online games, have high requirements on delay, the low rate transmission will cause a lot of delay which undermines the Quality of Service (QoS) requirements, and thus user experience can not be guaranteed. Henceforth, QoS requirements e.g., delay requirements, are the one of the important indicators to consider when designing the EE realtime communication systems.
A. RELATED WORK
To address the aforementioned problems, there have been many strategies put forth to address the fundamental tradeoff between EE and QoS [2] , [4] - [18] . In [2] , the authors considered the single user energy efficient transmission problem with a single strict deadline (i.e., the arrived packets in the time interval [0, T ) must be delivered to the receiver before instant T ), and a so called ''lazy'' schedule was proposed to minimize the transmission energy consumption under the the causality constraints and the deadline constraints. Generalizing [2] in terms of deadline constraints, the authors of [4] and [5] studied the same transmission energy minimization problem for single user case under individual deadline constraints (i.e., each packet has its own deadline). To be specific, the authors of [4] formulated the problem using a discrete-time model and proposed a recursive optimal scheduling algorithm as the optimal policy to achieve energy consumption minimization, while the authors of [5] proposed it by a continuous-time model and adopted the calculus method to formulate the problem. The optimal transmission policy had a intuitive and insightful graphical visualization, which was called ''string tautening'' in [6] . The work of [12] can be considered as the extension of that of [2] , [5] , and the authors studied the energy efficient downlink transmission problem in which the cost function was task-dependent and each task had its own QoS constraint. In [7] , the authors extended this energy minimization problem to fading channels and proposed an opportunistic schedule with intuitive and simple form to achieve energy efficient transmission. As a generalization of network model with respect to user number, in [8] and [9] , the authors respectively considered two-user broadcast channels (BC) and multiple access channels (MAC), and respectively proposed the iterative algorithms called ''Moveright'' and ''FlowRight'' which yielded the optimal offline transmission schedule under a single deadline constraint to minimize the total energy consumption for packet transmission. In [10] , the authors studied the transmission rate control to minimize the sum energy consumption of multiple users MAC channel under the individual deadline constraints. The data sequence was modeled by the cumulative curves methodology, which was similar to [5] , and the problem was solved by dynamic programming method. In addition, in [6] , [11] , and [18] , the authors adopted a more practical power consumption model, that is, in addition to the transmit power, the power consumption also includes the nonignorable processing cost such as AC/DC converter and the analog radio frequency (RF) amplifier, and investigated the energy efficient data transmission problem under QoS constraints. In the research field of energy harvesting, the authors of [19] - [24] applied similar mathematical models to consider the resource allocation problems (throughput maximization problems or transmission time minimization problems) under the causality constraints and the battery capacity constraints.
However, all the previous work assumed that all the packets are transmitted in FIFO order, which means the earlier arrived packet must have earlier deadline. Nevertheless, the FIFO transmission order assumption may not always be hold in practice since the packets of different applications and services are with different delay requirements [25] , e.g., realtime services, such as the video conferencing and online game, tend to have strict packet delay requirements; while, non-realtime servers such as buffered video streaming and TCP-based services (e.g., www, ftp and e-mail), are relatively delay-tolerant. Therefore, the case that the later arrived packet must be delivered earlier than the its previously arrived packet is likely to happen, and thus the actual transmission order of the packet sequence is not consistent with its arrival order, in other words, the assumption of FIFO order is invalid.
B. CONTRIBUTIONS
Therefore, in this paper, we study the transmission energy consumption minimization problem with Non-FIFO packets for a point-to-point AWGN channel with processing cost over a finite horizon. our goal is to investigate the optimal transmission schedule in this general setup and study the effect of the processing cost on the energy efficient resource allocation. The main contributions of this paper can be summarized as follows: (1) . First, based on the assumption that the data arrival information is known in advance at the transmitter, we consider the offline optimization problem which is nonconvex optimization problem due to the processing cost. However, we convert it into a convex problem through variable substitution; (2) . Then, we investigate the necessary and sufficient conditions of the optimal offline transmission schedule. Based on the optimal properties of these conditions, we propose an efficient algorithm which minimizes the energy consumption of the offline transmission schedule, and further identify its optimality by proving it satisfies the sufficient conditions of the optimality. In addition, we also respectively analyze its computational complexity in the best case: O(N 2 ) and in the worst cases: O(N 3 ), which are much lower than that of the standard convex tools; (3). Furthermore, inspired by the offline transmission schedule, an efficient heuristic online transmission schedule which assumes only the causal arrival information of the packets is proposed. The numerical results show that the energy saving performance of the proposed offline transmission schedule far exceeds that of the existing offline transmission schedules [6] , [18] , and the proposed online transmission schedule can give a close performance to the proposed optimal offline transmission schedule.
C. ORGANIZATION
The remainder of his paper is organized as follows. Section II introduces the system model and presents the problem formulation. Section III derives the optimal conditions and proposes an optimal offline transmission schedule based on these conditions with non-causal data arrival information. Section IV proposes an online transmission schedule with causal data arrival information. In section V, the proposed transmission schedules are evaluated and compared with the existing FIFO transmission schedules in [6] and [18] by numerical simulation. Finally, section VI concludes this paper.
II. SYSTEM MODEL AND PROBLEM FORMULATION A. DATA FLOW MODEL
In this paper, we consider a point-to-point transmission over an additive white Gaussian noise (AWGN) channel. We assume that total N packets randomly arrive at the transmitter in time interval [0, T ) and be transmitted to the receiver. We denote N {1, · · · , N } as the set of index, P i as Packet i, and thus P {P i |i ∈ N } as the set of packet sequence. In addition, we denote the key attributes of Packet P i as I i {B i , t a,i , t d,i }, i ∈ N , where elements B i , t a,i and t d,i respectively represent the size, arrival instant and deadline of Packet P i . Without loss of generality, we assume that the packet arrival instants are given by 0 = t a,1 < t a,2 < · · · < t a,N < T . All the existing works [2] , [4] - [6] , [9] - [11] , [26] , [27] assumed that the packet sequence is transmitted in FIFO order, i.e., t d,1 < t d,2 < · · · < t d,N = T . However, we consider the scenario such that the transmission order of the packet sequence is arbitrary, which is also the generalization of the previous works in terms of the order of deadline constraints. Further, if a Packet P i , i ∈ N \ 1, satisfies t a,k < t a,i < t d,i < t d,k , for k < i, then, we can call this packet as non-FIFO packet. For convenience, we combine all the packet arrival instants and deadlines together, kick out the repeated instants and arrange them in ascending order, which can be denoted as
we will introduce some definitions based on instants set , which are rigorously stated as follows:
Definition 1: We define an epoch E j as the interval between two consecutive instants, i.e., 
We further define F j as the set of packets can be transmitted in epoch E j , i.e., F j = {i|E j ⊆ L i }, where i ∈ N and j ∈ M.
In addition, we note that the offline transmission schedule we consider is based on the assumption that the data arrival information is known in advance at the transmitter, which is also the same assumption in [2] , [4] - [6] , [9] - [11] , [26] , and [27] . We also identify the online transmission schedule, in which we assume that the data arrival information is known causally at the transmitter.
B. TRANSMISSION MODEL WITH PROCESSING COST
We denote the transmit power as p(t), and transmission rate as r(t), where t means the time instant. Then, the power-rate relationship can be described as follows:
where function f (·) should satisfy the following three assumptions: 1) f (r(t)) ≥ 0 for ∀r(t) ≥ 0, where t ∈ [0, +∞] and f (0) = 0; 2) f (r(t)) is a monotonically increasing function of r(t) ≥ 0; 3) f (r(t)) is a strictly convex function of r(t) ≥ 0. Without loss of generality, one classic example is the Shannon Capacity formula over real AWGN channel, which is denoted as:
where h is the channel gain from the transmitter to the receiver, and σ 2 is the variance of the channel noise. Note that equation (2) is equivalent to p(t) = (2 2r(t) − 1)σ 2 /h, which satisfies all the above three assumptions about function f (·). In addition, we can find more examples which satisfy all the above three assumptions about function f (·) in [2] .
In addition to the transmit power consumption, we also consider the non-negligible processing cost such as the corresponding cost of AC/DC converters, mixers, filters and analog radio frequency (RF) amplifier during the transmission. Specifically, when the transmit power p(t) > 0, then there exists the processing cost which is denoted as α(> 0); when there is no data transmission, the transmitter turns off and thus there is no processing cost. Mathematically, the practical power consumption model can be given by [21] :
C. PROBLEM FORMULATION
In this paper, our objective is to find the optimal transmission schedule which results in energy consumption minimization under feasibility constraints. Mathematically, the problem can be formulated as follows:
where χ(t) ∈ N denotes the index of packet being transmitted at time instant t, and (a, b) represents the indicate function, i.e.
Notice that equation (4b) indicates that the transmission schedule should satisfy the feasibility constraints, i.e., the causality constraint: packet only can start to be transmitted after it has arrived, and the deadline constraint: the packet should be completely delivered before its deadline. Since function f (·) is with the convex property, then, we can naturally obtain the following lemma.
Lemma 1: In the optimal transmission schedule, the transmission rate in each epoch E j , j ∈ M, should be constant.
Proof: The proof follows the similar line of proof for [5, Th. 1] .
Next, we denote r i,j as the transmission rate of Packet P i in Epoch E j , and τ i,j as the corresponding transmission time, where i ∈ N , j ∈ M. Since the effective transmission period of Packet P i is its life time duration L i , we have r i,j = 0 and τ i,j = 0 for j / ∈ C i . Naturally, the set of all the r i,j and τ i,j can be denoted as r {r i,j |i ∈ N , j ∈ C i } and τ {τ i,j |i ∈ N , j ∈ C i }, respectively. In addition, we should note that the transmission rate in each epoch E j , j ∈ M mentioned in lemma 1, is actually refer to the rate of the 5160 VOLUME 5, 2017 packets which are transmitted during this period. Since the optimal transmission rate in each Epoch is constant, then for any two packets which are transmitted in one epoch, their optimal transmission rates are equal, i.e., r i,j = r k,j > 0 for
Based on Lemma 1 and the above argument, we can reformulate the original problem (4) as follows:
where the constraints in (6b) and (6c) are equivalent to the feasibility constraints in (4b). Specifically, constraint (6b) represents that the total transmitted bits of Packet P i during its available epoches should be equal to the size of Packet P i ; constraint (6c) denotes that the total transmission time of all the packets available in epoch E j should not exceed the length of the epoch |E j |; constraints (6d) and (6e) mean the transmission rate and transmission time of Packet P i should be nonnegative. Note that τ i,j f (r i,j ) in (6a) and r i,j τ i,j in (6b) are neither convex nor concave in (r i,j , τ i,j ) since the corresponding Hessian Matrices are neither positive semi-definite nor negative semi-definite, problem (6) is a non-convex optimization problem [28] . However, it can be converted into a convex problem through variable substitution and the details are rigorously described in the next section.
III. THE OPTIMAL OFFLINE TRANSMISSION SCHEDULE WITH NON-CAUSAL ARRIVAL INFORMATION A. CONVEX REFORMULATION AND OPTIMALITY CONDITIONS
Define i,j r i,j τ i,j for i ∈ N , j ∈ C i , i.e., the amount of data of Packet P i transmitted in its available epoch E j . Denote the set of all i,j as
where the term τ i,j f i,j
+ α in (7a) is the perspective function of f i,j + α which is convex according to the assumptions about f (·). Here, when τ i,j = 0, we let
+ α = 0. Since the perspective operation is convexity preserving, the objective function in (7a) is convex [28] . Meanwhile, all the constraints in (7b)-(7e) are linear. Henceforth, the optimization problem in (7) is convex. Note that this problem can be solved by general convex tools such as sub-gradient method and primal-dual algorithm [28] , [29] . However, the complexity of a general algorithm is very high and the insightful properties as well as the specific structures of the optimal policy can not be obtained. Therefore, we need to develop a lower complexity schedule which provides us more insights through exploiting the specific structures of problem (7) that we will identify.
We denote
} as the lagrange multiplier set for the feasibility constraints in (7b)-(7e). Therefore, the Lagrangian function of (7) with can be given by:
where (8) is due to
, which is a term independent of and τ . Let ( * , τ * ) denote the set of the optimal amount of data of Packet P i transmitted in its available epoch E j , and the corresponding transmission time for problem (7). Meanwhile, we also denote * = {λ * i , β * j , γ * i,j , η * i,j } as the optimal Lagrange multiplier vector for its dual problem. Hence, the Karush-Kuhn-Tucker (KKT) conditions [28] are given by:
is the first-order derivative of f (·), which is positive and monotonically increasing according to the assumptions about f (·). In addition, the complementary slackness conditions are
It is worth noting that the KKT conditions are the necessary and sufficient conditions for the optimality of the offline transmission schedule since the optimization problem in (7) is convex. Therefore, we will identify some specific properties of the optimal transmission schedule for problem (7) based on the KKT conditions.
Before we proceed, we take into account the Epoch E j , j ∈ M and the set of packets which are feasible in it, i.e., F j , j ∈ M. According to the transmission state, we can divide these packets into two sets. Specifically, one is the set of packets that are actually transmitted in Epoch E j , j ∈ M, which is denoted as j {i|i ∈ F j , i,j > 0, τ i,j > 0}; the other is the set of packets that are actually not transmitted in Epoch E j , j ∈ M, which is denoted as¯ j {i|i ∈ F j , i,j = 0, τ i,j = 0}. In addition, we should note that the transmission schedule of the packets in j , j ∈ M is what we want.
Based on KKT conditions and the above argument, we have the following lemmas which present the optimal properties of the optimal transmission schedule for problem (7) .
Lemma 2: In the optimal transmission schedule, the transmission rate must satisfy: (1) . Each packet should be transmitted at a constant rate. (1), we can denote the optimal transmission rate vector of the packet set as r * {r * i |i ∈ N }. Therefore, for those epoches that Packet P i is actually transmitted, the transmission rate r * i,j , j ∈ C i , can be also denoted as r * i . In addition, the transmission rates of the packet set in¯ j mentioned in are actually refer to the transmission rates that those packets are actually transmitted instead of the transmission rates in Epoch E j .
Lemma 3: The optimal transmission schedule can only adopt one of the following two strategies for each epoch
(1). ∀i ∈ F j , r * i = r ee and i∈F j (7) .
Proof: Since Lemmas 1, 2 and 3 are equivalent to the KKT conditions in (9), (10), (11a), (11b) and (11c). In addition, problem (7) is a convex optimization problem which means the KKT conditions are the necessary and sufficient conditions for optimality. Therefore, a feasible transmission schedule satisfies Lemmas 1, 2 and 3 is optimal for problem (7).
B. THE OPTIMAL OFFLINE TRANSMISSION SCHEDULE
In this subsection, we first propose an offline transmission schedule with specific structures based on the optimal properties of Lemmas 1, 2 and 3, and then identify its optimality for problem (7) .
Before proposing the optimal offline transmission schedule, we first introduce the following two definitions. 
It is worth noting that r(T k,l ) is the minimum transmission rate for T k,l since all packets belong to T k,l are transmitted for |T k,l | seconds, which is the largest transmission time that totally contains the life time durations of all these packets.
Based on the Definitions 4 and 5 as well as Lemmas 1, 2 and 3, we construct the recursive offline transmission schedule in Algorithm 1.
Suppose there are total G iterations in Algorithm 1, we have the following lemma: 
and compute the corresponding transmission rate r(T k,l ) according to (12); 3: Find out the maximum transmission rate sub-interval
, then for all the remaining packets:
and
updateL i according to (t a,i ,t d,i ) for all i ∈ N \K, and go to step 2. 7: Transmit the packets sequence at the rate of r * i , i ∈ N obtained in step 4 according to the earliest-deadline first order principle.
Proof: Please see Appendix C. Algorithm 1 is recursive and in each iteration, K is the intermediate variable which represents the set of packets that have been scheduled;t a,i ,t d,i andL i are the intermediate variables which respectively denote updated arrival time instant, updated deadline and the updated life time duration of Packet P i . This Algorithm includes the optimal transmission rate schedule (step 1-6) and the optimal transmission order schedule (step 7). For the optimal transmission rate schedule, the key is to obtain the sub-interval with maximum transmission rate, i.e.,T * k,l and r(T * k,l ), and compare r(T * k,l ) with the EE-maximizing transmission rate r ee in each iteration. Specifically, for a specific iteration, we first find out all the sub-intervalsT k,l based on the intermediate variablest a,i andt d,i , and compute the corresponding transmission rates r(T k,l ) for the set of the remaining packets that have not been scheduled, i.e., i ∈ N \K, according to (12) . Then, we pick out the sub-interval with maximum transmission rate, i.e.,T * k,l and r(T * k,l ). Next, we compare the obtained r(T * k,l ) and the EE-maximizing rate r ee : (1) . if r(T * k,l ) > r ee , then, the optimal transmission rate of the set of packets that belong to sub-intervalT * k,l is r(T * k,l ), i.e., r * i = r(T * k,l ) for all i ∈ H(T * k,l ). We update the scheduled packet set as K = K∪H(T * k,l ), and update arrival time instants and deadlines for the remaining unscheduled packets, i.e., i ∈ N \K, according to (13) and (14) . Note that the operation of (13) and (14) is to kick out the sub-intervalT * k,l since the optimal transmission rate r * i , i ∈ H(T * k,l ) has been determined and update the arrival instants and the deadlines of the remaining unscheduled packets, i.e., i ∈ N \K. To be specific, the arrival time instants and the deadlines of these remaining unscheduled packets in N \K which locate in [0,t 
, respectively. The iteration continues until all the remaining packets are scheduled, i.e., K = N ; (2). if r(T * k,l ) ≤ r ee , then, the optimal transmission rate for these packets in N \K is r ee , i.e., r * i = r ee for all i ∈ N \K. This stems from the fact that the obtained maximum transmission rate r(T * k,l ) in the process of iteration is with the decreasing property according to lemma 4. Note that the set N \K not only includes the scheduled packet set in current iteration, i.e., H(T * k,l ), but also includes all the remaining unscheduled packets. Then, the optimal transmission rate schedule is completed. For the transmission order schedule, the earliest-deadline first order principle based on the original arrival instants and deadlines of the packet set is the optimal. Specifically, this principle means that for any given time instant t ∈ [0, T ], the transmitter delivers the cached packet in its buffer with the earliest deadline first. Here, the cached packets denote those packets that have arrived at the transmitter's buffer but have not finished their transmission yet.
In addition, we need to note the following points about Algorithm 1: (1). according to Definition 5, we can see that the transmission rate of any sub-interval, i.e., r(T k,l ), k, l ∈ N \K, is computed on the basis of the assumption that all the packets belong to H(T k,l ) arrive simultaneously at time instantt a,k , which is the starting time point ofT k,l . However, the packets which belong to H(T k,l ) actually arrive successively duringT k,l , and each packet is with its individual deadline constraint. Therefore, the transmission at rate r(T k,l ) may violate the feasibility constraints of some packets which belong to H(T k,l ). (2) . The maximum transmission rate sub-intervalT * k,l is exclusive for the transmission of set of the packets which belong to H(T * k,l ), and all these packets should be completely delivered withinT * k,l . Furthermore, r(T * k,l ) obtained in each iteration always satisfies the feasibility constraints of each packet which belongs to H(T * k,l ), and the details of the proof will be shown in the proof of Theorem 2. To better illustrate the proposed offline transmission schedule, we consider the three packets example which is shown in Fig.1 . As depicted in Fig.1(a) , the key attributes of these three packets are respectively denoted as: I 1 {1KBits, 0s, 3s}, I 2 {1KBits, 1s, 2s} and I 3 {1KBits, 1.5s, 4s}. Meanwhile, we assume the EE-maximizing transmission rate: r ee = 0.8Kbits/s. Note that t a,2 = 1s > t a,1 = 0s and t d,2 = 2s < t d,1 = 3s, and thus Packet P 2 is the non-FIFO packet. In the first iteration, on the basis of step 3 of Algorithm 1, the maximum transmission rate sub-interval isT * 2,2 and H(T * 2,2 ) = {P 2 }, which are shown in Fig.1(b) . Moreover, since the corresponding transmission rate ofT * 2,2 , i.e., r(T * 2,2 ), obtained by (12) is larger than r ee , the optimal transmission rate of P 2 is r * 2 = r(T * 2,2 ) = 1Kbits/s. Next, update the scheduled packet set K = {P 2 }, and update the arrival instants and deadlines of the set of remaining packets, i.e., N \K = {P 1 , P 3 }, according to (13) and (14) for the next round of iteration. Specifically, as shown in Fig.1(c) , the updated deadline of P 1 ist d,1 = 2s, and the updated arrival instant and deadline of P 3 aret a,3 = 1s and t d,3 = 3s, respectively. In the second iteration, as depicted in Fig.1(c) , we can have that the maximum transmission rate sub-interval isT * 1,3 and H(T * 1,3 ) = {P 1 , P 3 }. In addition, since the corresponding transmission rate r(T * 1,3 ) = 2/3Kbits/s is smaller than r ee = 0.8Kbits/s, the optimal transmission rate of the set of remaining packets, i.e., N \K = {P 1 , P 3 }, is r * 1 = r * 3 = r ee . Therefore, the optimal transmission rate schedule is completed. Note that the oblique line segments in Fig.1(b) and Fig.1(c) correspond to the optimal cumulative transmission curves of the maximum transmission rate subinterval in each iteration, and thus the slop of each oblique line is the optimal transmission rate within the sub-interval. Next, we consider the optimal transmission order schedule of these three packets. As shown in Fig.1(d) , since Packet P 1 is the only cached packet in [0s, 1s], and thus Packet P 1 transmitted at r * 1 = r ee = 0.8Kbits/s during this period and up to t = 1s, 0.8Kbits of Packet P 1 have been transmitted, which implies 0.2Kbits of Packet P 1 are still cached in the transmitter's buffer. In [1s, 2s], P 2 is the cached packet with earliest deadline, i.e., t d,2 = 2s < t d,1 < t d, 3 , thus P 2 should be transmitted first. Meanwhile, since time interval [1s, 2s] corresponds to the saidT * 2,2 in the first iteration, which is exclusive for P 2 's transmission and P 2 finishes its transmission at r * 2 = r(T * 2,2 ) = 1Kbits/s within [1s, 2s]. Then, by such analogy, the transmission order in [2s, 4s] is P 1 → P 3 . To be specific, the remaining 0.2Kbits of Packet P 1 are completely transmitted at r * 1 = r ee = 0.8Kbits/s within [2s, 2.25s] and Packet P 3 finishes its transmission at r * 3 = r ee = 0.8Kbits/s within [2.25s, 3.5s], then the transmitter turns off in [3.5s, 4s].
Next, based on the same three packets example, we illustrate the existing FIFO transmission schedules in [6] and [18] and compare their energy consumption performance with that of our proposed schedule in Algorithm 1. In order to satisfy the FIFO transmission order assumption, i.e., P 1 → P 2 → P 3 , P 1 and P 2 must be completely transmitted before t d,2 = 2s in [6] and [18] . In other words, we can consider that the deadline of Packet P 1 is t d,1 = 2s, which is shown in Fig.2(a) . Then, according to the FIFO optimal transmission schedules in [6] and [18] , P 1 is transmitted at r * 1 = 1KBits/s within [0s, 1s], P 2 is transmitted at r * 2 = 1KBits/s within [1s, 2s] and P 3 is transmitted at r * 3 = r ee = 0.8KBits/s within [2s, 3.25s], then the transmitter turns off within [3.25s, 4s], which are shown in Fig.2(b) . Note that the difference between our proposed transmission schedule and the existing FIFO transmission schedules is the transmission of Packet P 1 : r * 1 = r ee = 0.8KBits/s in our transmission schedule and r * 1 = 1KBits/s in the FIFO transmission schedules. Since r ee is the EE-maximizing transmission rate, our proposed transmission schedule is more energy efficient than the existing FIFO transmission schedules.
Theorem 2: The offline transmission schedule obtained by Algorithm 1 is optimal for the problem (7).
Proof: Please see Appendix D. Note that in each iteration, there are at most N arrival instants and N deadlines we should consider in the process of the maximum transmission rate computation, thus N 2 subinterval transmission rates need to be calculated and the computational complexity of each iteration is O(N 2 ). In the best case, i.e., r ee ≥ r(T * k,l ) in the first iteration, according to Lemma 4, the optimal transmission rates of all N packets are determined, i.e., r i = r ee , i ∈ N . Hence, the computational complexity of Algorithm 1 is equal to that of one iteration: 5164 VOLUME 5, 2017 O(N 2 ), which is the lower bound. In the worst case, i.e., there is only one packet determined in each iteration. Therefore, N round of iterations are required to determine all N packets's optimal transmission rates, and the computational complexity of Algorithm 1 is O(N 3 ), which is the upper bound. (N 3.5 ) (the interior-point method) and O(N 6 ) (the ellipsoid method) [28] , [29] , but also shows the specific structures of the optimal schedule which provide us more insights.
Although our proposed offline transmission schedule has the computational complexity slightly higher than that of the existing optimal FIFO transmission schedules of [4] , [6] , [18] , [26] , and [27] , i.e., O(N 2 ), it is the optimal transmission schedule of the general scenarios in terms of deadline constraints and achieves more energy savings than the existing FIFO transmission schedules, which will be shown in the numerical results part.
IV. ONLINE TRANSMISSION SCHEDULE WITH CAUSAL ARRIVAL INFORMATION
In this section, we will consider the transmission energy minimization problem in a practical communication scenario where the data arrival information is known causally at the transmitter. Based on the insights of the proposed optimal offline transmission schedule in Algorithm 1, we design a heuristic online transmission schedule. The core idea of the online transmission schedule is: schedule all the cached packets in the transmitter's buffer by the proposed offline transmission schedule in Algorithm 1 based on the current packet arrivals, and when a new packet arrives, update the key attributes of the cached packets and reschedule all these packets. This continues until the last packet arrives. Specifically, at time instant t = t a,1 = 0, the first packet P 1 arrives at the transmitter's buffer. Note that Packet P 1 is the only cached packet in the buffer, and thus we schedule P 1 by the proposed optimal offline transmission schedule in Algorithm 1 based on its key attributes. When the second packet P 2 arrives at time instant t = t a,2 , it is worth noting that if Packet P 1 has been completely transmitted, the cached packet is only Packet P 2 ; else, the cached packets are Packet P 2 and the remaining part of Packet P 1 which is not transmitted. We update the arrival instants of all the cached packets to t a,2 and keep their individual deadlines unchanged, and obtain the optimal transmission schedule of those packets according to Algorithm 1. By such analogy, we can adopt the same method to schedule all the remaining packets until the last packet is completely delivered.
The computational complexity analysis of the online transmission schedule is as follows: we consider each packet arrival instant t a,k , 1 ≤ k ≤ N , note that there are at most k packets cached in the transmitter buffer and all these packets' arrival instants are updated to t a,k , thus there are at most k sub-interval transmission rates we need compute, which implies the computational complexity of each iteration at arrival instant t a,k is O(k). Similar to the analysis of the complexity of the offline transmission schedule, the computational complexity of the online schedule at time t a,k in the best case and in the worst case are is O(k) and O(k 2 ), respectively. In addition, since N arrival instants we need to compute, the computational complexity of the online transmission schedule in the best case and in the worst case are O(N 2 ) and O(N 3 ), respectively.
V. NUMERICAL RESULTS
In this section, we compare the performance of our proposed two transmission schedules with that of the existing schedules [6] , [18] through numerical results. The simulation setup is as follows: we consider a band-limited AWGN channel with the bandwidth W = 1KHz [6] , [18] , and the channel gain from the transmitter to the receiver |h| 2 = 2 [6] , [18] , the unit noise variance σ 2 = 1 [6] , [18] and the processing cost α = 3W [6] , [18] . The power-rate relationship function is: [21] , [30] . In addition, we choose the time horizon T = 80s and assume the data arrival obeys the poisson distribution. We generate one FIFO packet sequence within the time interval [0s, 80s] at a poisson arrival rate of λ F = 0.5 packet/s, where the subscript F is the abbreviation of ''FIFO''. We also assume the size of each FIFO packet is 1 KBits and the corresponding life time duration is 4 s. Meanwhile, we generate another packet sequence with the life time duration of 1 s. Since the life time duration of this packet sequence is shorter than that of the FIFO packet sequence, it is likely to exist the situation that the packet with life time duration of 1 s arrives later than the FIFO packet but must be delivered earlier than it. Therefore, we call the packet sequence with the life time duration of 1 s as ''Non-FIFO'' packet sequence and further denote λ NF and B NF respectively as the poisson packet arrival rate and packet size, where the subscript NF is the abbreviation of ''Non-FIFO''. Next, we present the energy consumption performance comparison between our proposed schedule and the existing schedules [6] , [18] with different values of λ NF and B NF , the simulation results are obtained by averaging over 1000 independent simulations. Fig. 3 compares the average energy consumption performance between the proposed transmission schedules and the existing FIFO transmission schedules [6] , [18] when the size of the Non-FIFO packet is B NF = 1.5 KBits and the corresponding poisson arrival rate λ NF varies from 0.05 packet/s to 0.25 packet/s. It is easy to see that the performance of both the proposed offline and online transmission schedules improves significantly when compared with the existing schedules [6] , [18] . Specifically, for the offline transmission schedules, our proposed schedule can save 13.6% energy consumption when λ NF = 0.05 packet/s and this value grows to 31.5% when λ NF increases to 0.25 packet/s; for the online transmission schedules, the energy saving of our proposed schedule over the existing FIFO transmission schedules [6] , [18] increases from 19.7% to 43.3% when λ NF varies from 0.05 packet/s to 0.25 packet/s. Therefore, the effect of energy saving becomes more significant when λ NF increases. In addition, the increasing of all performance curves in Fig. 3 is due to the fact that the total number of packets need to be transmitted increases with λ NF and thus the total transmission energy consumption increases. Moreover, even though only causal data arrival information is available at the transmitter, the performance of the proposed online transmission is very close to that of the proposed offline transmission schedule which is based on the non-causal data arrival information.
A. PERFORMANCE COMPARISON WITH DIFFERENT NON-FIFO PACKET'S ARRIVAL RATES λ NF

B. PERFORMANCE COMPARISON WITH DIFFERENT NON-FIFO PACKET'S SIZES B NF
Next, the average energy consumption performance comparison between the proposed transmission schedules and the existing FIFO transmission schedules [6] , [18] when λ NF = 0.2 packet/s and the corresponding packet size B NF ranges from 0.6 KBits to 1.8 KBits is shown in Fig. 4 . Similar to the results shown in Fig. 3 , the performance of the proposed schedules always exceed that of the existing schedules [6] , [18] . Meanwhile, the effect of energy saving becomes more significant when B NF increases. To be specific, when B NF varies from 0.6 KBits to 1.8 KBits, the energy saving of our proposed offline transmission schedule over the existing offline FIFO transmission schedules [6] , [18] increases from 3.8% to 30.6%, and that of the proposed online schedule raises from 9.3% to 49.8%. In addition, the average energy consumption curves of all schedules increase since the total transmission bits increase with B NF , and the proposed online schedule also performs close to that of the proposed offline schedule. In addition, as expected, we can see from both Fig. 3 and Fig. 4 that the performance of the proposed transmission schedules as well as the existing schedules [6] , [18] is the same as that of optimal schedule yielded by the standard convex tools.
VI. CONCLUSION
We considered transmission energy consumption minimization problem of a packet sequence with non-FIFO packets over AWGN channel. First, we considered the offline optimization problem under the assumption that non-causal data arrival information is available. Although the formulated optimization problem is non-convex due to the processing cost, we converted it into a convex problem through variable substitution. We proposed the optimal offline transmission schedule which minimized the energy consumption based on the optimal properties of the KKT conditions and further identified the optimality of the proposed schedule by proving it satisfied the KKT conditions. In addition, we computed the computational complexity of the proposed offline transmission schedule in the best case and in the worst case, respectively. Then, inspired by the offline transmission schedule, an efficient heuristic online transmission schedule which assumed only the causal arrival information of the packets was proposed. Finally, the numerical results showed that the energy saving performance of the proposed optimal offline transmission schedule far exceeded that of the existing offline FIFO transmission schedules [6] , [18] , and the proposed online transmission schedule performed very close to the proposed optimal offline transmission schedule.
APPENDIX A PROOF OF LEMMA 2
Consider the epoches in which Packet P i , i ∈ N is actually transmitted, we have * i,j > 0, where j ∈ {C i , * i,j > 0, τ * i,j > 0}. Meanwhile, according to the complementary slackness condition (11c), we have η * i,j = 0.
Substituting it into (9) gives
where (15) stems from the definition that i,j τ i,j r i,j . Since f (·) is a monotonic increasing function according to the assumptions about f (·), Packet P i , i ∈ N is transmitted at a constant rate in the optimal transmission schedule. The first part of Lemma 2 is proved.
Next, we consider the epoches in which Packet P i , i ∈ N is actually not transmitted, i.e., j ∈ {C i , * i,j = 0, τ * i,j = 0}. Similarly, according to (11c), we have η * i,j ≥ 0. We further denote the transmission rate of Packet P i , i ∈ N in those epoches asr i,j , then, based on (9), we have
which means the transmission rates in those feasible epoches that Packet P i , i ∈ N is actually not transmitted are not smaller than the rate that the packets which are actually transmitted in these epoches, i.e.,r
On the other hand, we consider the Epoch E j , j ∈ M. (10), we have
For the packet set j , since τ * i,j > 0, then, according to (11b), we have γ * i,j = 0 for all i ∈ j . Substituting it into (17) gives
where g(r * i,j ) = g(r * i ) stems from the fact that each packet should be transmitted at the same constant rate.
For the packet set¯ j , since τ * k,j = 0 for all k ∈¯ j , similarly, we have γ * k,j ≥ 0 according to (11b). Substituting this into (17) gives
Combine (18) and (19), we have r
The second part of Lemma 2 is thus proved.
APPENDIX B PROOF OF LEMMA 3
It can be easily found that the complementary slackness condition (11a) is equivalent to β * j i∈ j τ * i,j − |E j | = 0, j ∈ M, since those packets in set¯ j are with τ k,j = 0, ∀k ∈¯ j . Therefore, we have γ * i,j = 0 for all i ∈ j , j ∈ M, and further equation (10) can be rewritten as:
Next, we define EE of transmission rate r as ξ ee (r) f (r)+α r . Note that ξ ee (r) is a quasi-convex function since the expression form of it is convex over linear [28] , there exists an unique optimal value r ee can be efficiently obtained by bi-sectional search for a specific power-rate relationship function f (·) [21] . Then, the first-order derivative of ξ ee (r) is given by
Note that when r < r ee , ξ ee (r) is a decreasing function of r; when r > r ee , ξ ee (r) is a increasing function of r; when r = r ee , ξ ee (r) achieves the minimum value, i.e., EE-maximizing value. Specifically, the rigorously mathematical expression is stated as follows: (22) Note that when i∈F j τ * i,j < E j , we have β * j = 0 according to (11a), and equation (20) is equivalent to g(r * i ) = β * j = 0. Meanwhile, according to (22) 
APPENDIX C PROOF OF LEMMA 4
We prove this lemma by contradiction such that r(T * g
), g ∈ 1, 2, · · · , G − 1. According to (13) and (14), we can see that when one iteration (e.g., g-th iteration) is completed, the maximum transmission rate sub-intervalT * g k,l is kicked out and the computation ofT * g+1 k,l is based on the updated arrival instants and deadlines. We denote T * g 
, T ] in the g-th iteration. In this case, both sub-intervalT * g k,l andT * g+1→g k,l are determined by step 2 of Algorithm 1 in the g-th iteration. Moreover, r(T * g+1→g
) since before and after the removing ofT * g k,l , the packet sets which belong toT * g+1→g k,l andT * g+1 k,l are the same. Therefore, the assumption that r(T * g
) contradicts the VOLUME 5, 2017 step 3 in Algorithm 1 which find outs the sub-interval with maximum transmission rate.
are determined by step 2 of Algorithm 1 in the g-th iteration. We denote H(T g k,l ) as the set of packets which belong to sub-intervalT k,l in the g-th iteration. Then, we have
This implies that the transmission rate of the sub-interval
in the g-th iteration is:
In addition, according to the assumption that r(T * g
This means that r(T * g
Therefore, this contradicts the step 3 in Algorithm 1 which find outs the sub-interval with maximum transmission rate. The contradictions conclude that the assumption that r(T * g
) is invalid. Thus, in each iteration of Algorithm 1, the maximum transmission rate always satisfies:
The proof of Lemma 4 is completed.
APPENDIX D PROOF OF THEOREM 2
Firstly, we prove that the proposed offline transmission schedule in Algorithm 1 is feasible, which is equivalent to prove that transmitting the set of packets at transmission rate r * i , i ∈ H(T * k,l ), k, l ∈ N \K, within the sub-intervalT * k,l in each iteration is feasible.
Before we proceed, we first introduce the following lemma.
Lemma 5: In each iteration of Algorithm 1, the transmission of the packets in H(T
Proof of Lemma 5: we prove this lemma by contradiction. We assume that the transmission at r(T * k,l ) can not satisfy the feasibility constraints of the packets belong to H(T * k,l ). There are two cases to discuss:
(1). IfT * k,l only contains one packet's life time duration, (e.g., L i ). Obviously, |T * k,l | = |T * i,i | = |L i | since other sub-intervals which also only contain L i must be with larger length, the corresponding transmission rates are smaller than
|L i | within L i is feasible since this schedule satisfies both causality constraint and deadline constraint of P i . Therefore, the assumption is invalid in this case. (2) . IfT * k,l contains several packets' life time duration. According to the above assumption, transmission at r(T * k,l ) withinT * k,l must destroy the causality constraints or deadline constraints of some packets belong to H(T * k,l ). Assume that P k , k ∈ H(T * k,l ), is one packet that the causality constraint is destroyed. This means that the total transmitted bits of Packet P k within [t a,k ,t d,l ] are less than B k , i.e., the size of Packet P k . According to (12), we can have the transmission rate of sub-
which is larger than r(T * k,l ). This contradicts the fact that r(T * k,l ) is maximum transmission rate in current iteration, and the assumption that causality constraints are destroyed is invalid. By such analogy, we can see that the assumption that deadline constraints are destroyed is invalid. To sum up, the transmission for all the packets belong to H(T * k,l ) at r(T * k,l ) within sub-intervalT * k,l is always feasible in each iteration.
According to step 4 of Algorithm 1, we have r * i = max{r(T * k,l ), r ee } in each iteration. Specifically, if r(T * k,l ) ≥ r ee , then the packets belong to H(T * k,l ) are transmitted at r * i = r(T * k,l ), i ∈ H(T * k,l ), withinT * k,l , which obviously satisfies the feasibility constraints according to Lemma 5; if r(T * k,l ) < r ee , then, the packets in H(T * k,l ) are transmitted at r * i = r ee . Since each packet in H(T * k,l ) with r ee can be completely transmitted more quickly than the packet with r(T * k,l ) before its individual deadline, the deadline constraint of each packet in H(T * k,l ) is satisfied. Meanwhile, if one packet has been completely transmitted but the next packet has not arrived yet, the transmitter turns off, which guarantees that each packet in H(T * k,l ) is transmitted after it has already arrived, and thus satisfies the causality constraint. As a result, the transmission of the packets in H(T * k,l ) at r * i withinT * k,l in the ''on-off'' form can satisfy the feasibility constraints. In addition, according to the decreasing property of r(T * k,l ) in each iteration stated in lemma 4, all the remaining packets should be transmitted at r ee , i.e., r * i = r ee , i ∈ N \K, due to the fact that r(T * k,l ) < r ee . Through the similar analysis of feasibility about r * i = r ee within sub-intervalT * k,l , we can see that the transmission of all the remaining packets in N \K at r * i = r ee is feasible. Therefore, the proposed offline transmission schedule in Algorithm 1 is feasible.
Next, we will prove that the proposed offline transmission schedule in Algorithm 1 also satisfies Lemmas 1, 2 and 3.
Firstly, when the maximum transmission rate sub-interval T * k,l , k, l ∈ N \K, is selected in one iteration, it will be removed, and thus the the maximum transmission rate subinterval selection for the next round of iteration does not include sub-intervalT * k,l in current iteration. In other words, each epoch can only belong to one maximum transmission rate sub-interval. In addition, according to step 4 in Algorithm 1, we see that in each iteration, the transmission rate within the maximum rate sub-intervalT * k,l is constant, i.e., r * i = max{r(T * k,l ), r ee }, i ∈ H(T * k,l ). This further implies that the transmission rate within each epoch belong to the subinterval is constant. Therefore, the proposed offline transmission schedule in Algorithm 1 satisfies Lemma 1.
Then, from the description of step 4 in Algorithm 1, we can see that if r(T * k,l ) > r ee in one iteration, the packets in H(T * k,l ) are transmitted at r(T * k,l ), and once r(T * k,l ) ≤ r ee in one iteration, all the remaining packets in N \K are transmitted at r ee . Therefore, each packet is transmitted at a constant rate and Lemma 2-(1) is satisfied. Next, according to (13) and (14) in step 6, we can see that in each iteration, when updating the arrival instants and deadlines of the remaining unscheduled packets in N \K,t a,i andt d,i , i ∈ N \K, located inT * k,l = [t * a,k ,t * d,l ] should be updated to the time instant t * a,k for the maximum transmission rate computation in the next round iteration. This implies that the packets which partially belong to the sub-intervalT * k,l = [t * a,k ,t * d,l ], i.e., the said packets are feasible in some Epoch E j (E j ⊆T * k,l ), are actually not be transmitted in current iteration. Therefore, these packets belong to¯ j and be scheduled in the remaining iterations. Meanwhile, according to the decreasing property of r(T * k,l ) in each iteration stated in lemma 4, these packets belong to¯ j are transmitted at the rate no larger than the rate within Epoch E j , i.e., r(T * k,l ), which is scheduled in current iteration. Therefore, the proposed offline transmission schedule satisfies Lemma 2-(2).
Finally, according to step 4 of Algorithm 1, we have r * i = max{r(T * k,l ), r ee }, k, l ∈ N \K, i ∈ H(T * k,l ), in each iteration. Specifically, we have two possibilities to discuss: (1) . r * i = r ee > r(T * k,l ): in this case, these packets belong to H(T * k,l are transmitted at r ee , which is larger than the rate r(T * k,l ). Therefore, there must exist an idle time within sub-intervalT * k,l during the transmission, i.e., i∈H(T * k,l ) τ * i,j < T * k,l . In other words, for at least one Epoch E j ⊆T * k,l , we have i∈F j τ * i,j < E j . Therefore, Lemma 3-(1) is satisfied. (2) . r * i = r(T * k,l ) ≥ r ee : according to (12) in Definition 5, it is obvious that the transmission within the sub-interval T * k,l is ''non-idling'', i.e., i∈H(T * k,l ) τ * i,j = T * k,l . In other words, for each Epoch E j ⊆T * k,l , we have i∈F j τ * i,j = E j , thus, Lemma 3- (2) is satisfied.
To sum up, since the proposed offline transmission schedule in Algorithm 1 is feasible, and satisfies all the conditions in Lemmas 1, 2 and 3, which is the sufficient conditions of optimality for problem (7), the proposed offline transmission schedule in Algorithm 1 is optimal.
The proof of Theorem 2 is completed.
