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Abstract— We consider the problem of estimating a
Gaussian random walk from a lossy compression of its
decimated version. Hence, the encoder operates on the
decimated random walk, and the decoder estimates the
original random walk from its encoded version under a
mean squared error (MSE) criterion. It is well-known
that the minimal distortion in this problem is attained
by an estimate-and-compress (EC) source coding strategy,
in which the encoder first estimates the original random
walk and then compresses this estimate subject to the bit
constraint. In this work, we derive a closed-form expres-
sion for this minimal distortion as a function of the bitrate
and the decimation factor. Next, we consider a compress-
and-estimate (CE) source coding scheme, in which the
encoder first compresses the decimated sequence subject
to an MSE criterion (with respect to the decimated
sequence), and the original random walk is estimated
only at the decoder. We evaluate the distortion under
CE in a closed form and show that there exists a non-
zero gap between the distortion under the two schemes.
This difference in performance illustrates the importance
of having the decimation factor at the encoder.
Index Terms— Indirect source coding, Gaussian ran-
dom walk, Wiener process
I. INTRODUCTION
Consider the situation in which one is interested
in compressing or transmitting a data sequence XN =
(X1, . . . ,XN), generated by a source X , but can only
access its factor M decimated version
Yn = XMn, n= 1, . . . ,N/M.
XN ↓M Est
Enc
YNM X˜N
DecX̂N
‖x− x̂‖2
{0,1}bNRc
Fig. 1: Estimate-and-compress (EC) strategy. The
decimated data is first used to obtain an optimal MSE
estimate of the source sequence XN . The encoder then
describes this estimate to the decoder using NR bits.
Assuming a compression or communication rate of R
bits per symbol to describe X , the encoder has at most
RN bits to represent YNM , where NM , N/M. Without
loss of generality, we assume here and throughout the
paper that NM is an integer. The problem of finding the
NR bit representation that minimizes the MSE with re-
spect to XN is known as the indirect (or remote) source
coding problem. Classical results in source coding [1],
[2], [3], [4] show that optimal compression is achieved
by an estimate-and-compress (EC) strategy: the encoder
first computes X˜N , the optimal estimate of XN from its
decimated version YNM , and then compresses X˜N under
a MSE criterion subject to the bit constraint (Fig. 1).
The resultant expected MSE is called the indirect DRF
of XN given YNM , and we denote it here by DEC(M,R).
As N goes to infinity, DEC(M,R) is a function of only
the bitrate R and the decimation factor M [4].
This work focuses on the fact that, in many
situations, the encoder cannot compute X˜N . This may
be the result of an unknown decimation factor M or
a lack of computing resources. When the encoder is
unable to estimate XN prior to encoding, a different
scheme known as compress-and-estimate is often
employed [5]. In this scheme, depicted in Fig. 2, the
observed decimated sequence YNM is encoded in an
optimal manner subject to an MSE criterion. The
original sequence XN is estimated at the decoder from
the compressed version of YNM . The distortion under
XN ↓M Enc
Dec
YNM {0,1}bNRc
EstX̂N
‖x− x̂‖2
ŶNM
Fig. 2: Compress-and-estimate (CE) strategy. The
observed sequence YNM is encoded so as to minimize
the MSE between YNM and ŶNM . The source sequence
XN is estimated from the output of the decoder.
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this scheme is denoted as DCE(M,R) and provides
an upper bound for the distortion under EC. That is,
it bounds from above the minimal distortion in the
indirect source coding problem of XN given YNM when
the decimation factor M is unknown at the encoder.
In this paper we focus on the case where the source
X is a standard Gaussian random walk, defined as
Xn =
n
∑
i=1
Wi, n= 1,2, . . . , (1)
where W1, . . . ,Wn are standard normal and independent
of each other. The process (1) arises as the uniform
samples of the Wiener process [6], or the discrete-
time Wiener process. Applications of the random walk
are many, ranging from diffusion models in physics to
option pricing in financial mathematics [7].
The main contributions of this paper are closed
form expressions of the distortion functions DEC(M,R)
and DCE(M,R) for the Gaussian random walk X
defined by (1). These expressions fully characterize
the fundamental limit arising from representing a
Gaussian random walk by quantizing its samples at
a fixed bitrate, as is necessary when, for example,
transmitting them over a rate-limited link. Moreover,
we show that for any decimation factor M > 1 and
bitrate R > 0, the distortion under CE is strictly sub-
optimal compared to the minimal distortion achieved
by EC. That is, the scheme that encodes the decimated
sequence Y so as to recover Y with minimal distortion,
attains distortion in recovering X that is strictly larger
than the scheme that encodes Y so as to recover X
with minimal distortion. This result illustrates that, in
problems involving inference from lossy compressed
information, the optimal lossy compression procedure
depends on the end inference problem. As a result,
ad-hoc lossy compression techniques that do not
take into account the final inference procedure are
necessarily sub-optimal. Nevertheless, our results
reveal that the difference between DEC(M,R) and
DCE(M,R) is relatively small, and may be insignificant
in many applications.
This paper is organized as follows. In Sec. II we
define our general source coding problem and the EC
and CE schemes. In Sec. III we review relevant known
results with respect to our general indirect source cod-
ing problem. In Sec. IV we characterize the distortion
under the EC and CE schemes. In Sec. V we evaluate
the resulting distortion expressions numerically and
derive conclusions regarding the loss of performance
when the decimation factor is unknown to the encoder.
Finally, we provide concluding remarks and discuss
future work in Sec. VI.
II. PROBLEM FORMULATION
We consider the source coding problem described in
Figs. 1 and 2. In this problem, the standard Gaussian
random walk X of (1) is decimated by a factor M to
yield the process Y . Note that Y is also a Gaussian
random walk, though with variance M rather than unit
variance. For a time horizon N, the vector YNM is
encoded using the encoder
f : RNM →{0,1}NR . (2)
The decoder g : {0,1}NR→RN receives the binary word
at the output of the encoder and provides a recon-
struction sequence X̂N = g( f (YNM)). The distortion is
defined as the normalized MSE between XN and X̂N :
D f ,g ,
1
N
N
∑
n=1
E
(
Xn− X̂n
)2
.
Our goal in this paper is to characterize D f ,g in the limit
as N→ ∞ under two different of encoder and decoder
designs: the optimal design which has knowledge of
the decimation factor at the encoder and decoder, and a
suboptimal design which does not have this knowledge
at the encoder.
A. Optimal Source Coding via EC
The optimal source coding performance with respect
to the source coding problem of Fig. 3 is defined as the
minimum of D f ,g under all pairs of encoders and de-
coders. Since the encoder in this problem has no direct
access to the signal XN it aims to accurately represent,
the characterization of this minimal distortion is an
indirect source coding problem [8, Ch. 3.5]. Classical
results in source coding show that the minimum of D f ,g
is attained by the EC strategy illustrated in Fig. 1. That
is, the encoder first estimates XN from the observed
signal YNM , and then compresses this estimated version
in an optimal manner as in classical source coding [1],
[3], [2]. For this reason, we set
DEC(M,R), liminf
N→∞
inf
f ,g
D f ,g.
XN ↓M EncY
NM
Dec X̂N
{0,1}bNRc
Fig. 3: Decimation and source coding setting.
DEC(M,R) is called the indirect DRF of the process
X given the process Y as it describes the asymptotic
optimal performance in indirect source coding.
B. CE Source Coding
The CE scheme is defined by a particular sequence
of encoders that generally differ from the optimal one
used in EC. Specifically, the encoder fCE in CE is a
minimum distance encoder with respect to a set of
2NR codewords drawn from the distribution that attains
the DRF of the Gaussian vector YNM at bitrate not
exceeding R. The decoder gCE receives the index of
the codeword yˆNM nearest to the input sequence and
outputs xˆN , obtained by linearly interpolating yˆNM as in
x̂n =
M−n
M
ŷn−+
n
M
ŷn+ , n= 1, . . . ,N, (3)
where n+ = d nM e and n− = b nM c. Note that in the CE
setting, although the encoding is optimal with respect
to YNM , it is not necessarily optimal with respect to XN .
However, the decimation factor M is not used by the
encoder in CE, and hence this scheme may be useful
when M is unknown.
A distortion D is said to be achievable under CE
if there exists a sequence of encoders of the form fCE
such that D f ,g converges to D as N→∞. We denote by
DCE(M,R) the infimum over all achievable distortions
under CE.
III. BACKGROUND
In this section we review relevant known results for
encoding the Gaussian random walk XN of (1).
Since XN is Gaussian and Markovian, the minimal
MSE (MMSE) estimate of XN from YNM is simply the
interpolation of the decimated version. That is
X˜n , E
[
Xn|YNM
]
=
M−n
M
Yn−+
n
M
Yn+ , n= 1,2, . . . ,
where n+ = d nM e and n− = b nM c. The resulting MMSE,
which we denote by mmse(M), is given by
mmse(M), 1
N
N
∑
n=1
E
(
Xn− X˜n
)2
=
M−M−1
6
.
Note that due to the properties of conditional expecta-
tion, for any encoder f : RNM → {1, . . . ,2NR} we have
mmse
(
XN | f (YNM))
=mmse(M)+mmse(X˜N | f (YNM)). (4)
Therefore, mmse(M) is a trivial lower bound to
the functions DEC(M,R) and DCE(M,R). Moreover,
as explained in [2], it follows from (4) that the
minimal distortion in estimating XN from any NR-bit
representation of YM/N is attained by the optimal
encoding of X˜N subject to this bit constraint. Hence,
the EC scheme, in which the encoder first estimates
X˜N and then encodes it, is optimal.
Another, trivial lower bound to DEC(M,R) and
DCE(M,R) is given by the (standard) DRF of the
process X . This DRF is defined as the limit infimum
as N → ∞ of the normalized distortion of the Gaus-
sian vector XN . The latter is given via Kolmogorov’s
expression [9]
DXN (θ) =
1
N
N
∑
k=1
min[θ ,λk] (5a)
RXN (θ) =
1
2N
N
∑
k=1
max[0, log(λk/θ)], (5b)
where λk’s are the eigenvalues of the covariance matrix
ΣXN of XN . In our case of XN as a standard Gaussian
random walk, Berger [10] showed that
λk =
[
2sin
( 2k−1
2N+1
pi
2
)]−2
, k = 0, ...,N−1, (6)
and concluded, upon taking the limit in (5), that
DX(Rθ ) =
∫ 1
0
min{θ ,S(φ)}dφ (7a)
Rθ =
1
2
∫ 1
0
max{0, log(S(φ)/θ)}dφ , (7b)
where S(φ) = (2sin(piφ/2))−2 is the asymptotic den-
sity of the eigenvalues of ΣXN .
IV. DISTORTION UNDER EC AND CE
We now derive our main results by characterizing
the distortion under EC and CE in recovering the
random walk X from its decimated version Y .
A. Estimate-and-Compress
From the definition of DEC(M,R) and the decompo-
sition (4), it follows that
DEC(M,R) =mmse(M)+ liminf
N→∞
inf
f
mmse(XN | f (YNM))
=mmse(M)+DX˜(R), (8)
where DX˜(R) is the DRF of the process X˜ . There-
fore, characterizing the distortion in EC is obtained
by solving a source coding problem with respect to
X˜ . Now the process B defined as Bn ,
(
Xn− X˜n
)
returns to zero at least every M steps and has average
variance equals to mmse(M). Hence the variance of
X˜n = Xn−Bn increases at the same rate as the variance
of Xn, and Berger’s coding theorem for Xn [10] can be
applied to X˜n. Therefore, the DRF of X˜ is given by the
limiting expression for the DRF of the Gaussian vector
X˜N , using Kolmogorov’s expression (5) leading to the
following result:
Theorem 1: Let
S˜(φ), (2sin(φpi/2))−2− 1−M
−2
6
.
Then the indirect DRF of the random walk X given its
factor M decimated version Y equals
DEC(M,Rθ ) =mmse(M)+M
∫ 1
0
min{θ , S˜(φ)}dφ
(9a)
Rθ =
1
2M
∫ 1
0
max
{
0, log
(
S˜(φ)/θ
)}
dφ ,
(9b)
Proof: We show in the Appendix that the NM
non-zero eigenvalues of the covariance matrix of X˜N
are given by
λ˜k(M) =M2
[
2sin
((2k−1)M
2N+1
pi
2
)]−2−M2−1
6
,
k = 0...NM−1
(10)
Substituting (10) into (5) we have
DX˜N (Rθ ) =
1
M
M
N
NM
∑
k=1
min[θ , λ˜k] (11a)
Rθ =
1
M
M
2N
NM
∑
k=1
max[0, log(λ˜k/θ)], (11b)
where the λ˜k’s are given by (10). Taking the limit in
(11a) as N→∞ with kM/N→ φ ∈ (0,1) and θ ′= θ/M
leads to the integral representation for DX˜(R). Finally,
(9) is obtained by adding the MMSE term to DX˜(R).
B. Compress-and-Estimate
We now consider the compress-and-estimate scheme.
As in EC, we begin from the decomposition in (4).
However, instead of using the optimal encoder that
attains the DRF of X˜ , we use the encoder fCE
that maps YNM to one of 2NR possible sequences
ŷNM(1), . . . , ŷNM(2NR). By linearity of X˜N in YNM , we
have that the MMSE estimate of XN from fEC(YNM) is
given by the interpolation (3), hence
mmse
(
XN |ŶNM
)
=mmse
(
XN | fCE
(
YNM
))
,
where ŶNM = gEC
(
fCE(YNM)
)
. Therefore, in order to
derive DCE via (4), it is left to characterize the term
mmse(X˜N | fCE(YNM)). Note that unlike in EC, this term
does not describe a distortion under optimal encod-
ing, since while optimal encoding was performed, it
was performed with respect to YNM rather that X˜N .
Therefore, we characterize mmse(X˜N | fCE(YNM)) by
expressing it in terms of the error in encoding YNM
with respect to the CE codebook:
ε , YNM − Yˆ ( fCE(YNM)) ,
This connection is achieved by the following lemma:
Lemma 2: For any N, M, and encoder f we have:
mmse(X˜N |ŶNM) = 2M
2+1
3NM
NM+1
∑
n=1
E[ε2n ]
+
M2−1
3NM
NM
∑
n=1
E[εnεn+1]− 2M
2+3M+1
6NM
E[ε2NM ].
(12)
The proof of Lem. 2 can be found in the Appendix.
Using Lem. 2 with the encoder fCE , we obtain
a closed-form expression for DCE(M,R), as per the
following theorem:
Theorem 3: For any decimation factor M and bi-
trate R, the infimum over all acheivable distortions
using the CE scheme is given by
DCE(M,Rθ ) =mmse(M)+
2M2+1
3M
∫ 1
0
min{S(φ),θ}dφ
+
M2−1
3M
∫ 1
0
min{S(φ),θ}cos(piφ)dφ ,
(13a)
Rθ =
1
2M
∫ 1
0
max [0, log(S(φ)/θ)]dφ , (13b)
where S(φ) = (2sin(piφ/2))−2, as in (7).
Proof: Only a sketch of the proof is provided here.
The full proof can be found in the Appendix. In view
of (4), it is enough to show that mmse
(
X˜N | fCE(YNM)
)
converges to the water-filling part in (13). Using Lem. 2
with fCE implies that the first term in the RHS of (12)
converges to 2M
2+1
3M DX(MR), and leads to the first term
in (13a). In order to evaluate the term E[εnεn+1] in (12),
we consider the properties of the encoder fCE . The joint
distribution of the two sequences YNM and YˆNM , at the
input and output of the encoder, respectively, behaves as
if both sequences were drawn from the joint P∗
YNM ,YˆNM
that attains the DRF of the vector YNM [11], [12]. In our
case, this distribution is defined by a Gaussian channel
PYˆNM ,YNM . Therefore, by setting εˆ ,Y−Ŷ , we conclude
that
E [εnεn+1] = E [εˆnεˆn+1] =
NM
∑
k=1
uk[n]uk[n+1],
where uk’s are the eigenvectors of covarience matrix
ΣYNM , given in [10]. The behavior of the last term in
the limit N→ ∞ leads to the second term in (13a).
V. ANALYSIS AND INTERPRETATIONS
Since the parameter θ obscures the direct depen-
dency of DEC and DCE on R, we will consider the con-
ditions under which we can eliminate the parameter θ .
We will then numerically analyze the dual dependency
of DEC and DCE and M and R.
A. High Rate Characterizations
When the number of bits per decimated symbol
MR is large, θ can be eliminated from (9) and (13),
leading to single-line expressions for DEC(M,R) and
DCE(M,R). This leads to the following proposition.
Proposition 4:
(i) For RM ≥ 1,
DCE(M,R) =mmse(M)+
2M2+1
3M
2−2MR (14)
(ii) For MR≥ log2
[
1+3/
√
3+ 6M2
]
≥ 1,
DEC(M,R) =mmse(M) (15)
+
1+
(
2+
√
3+ 6M2
)
M2
6M
2−2MR
The proof of Prop. 4 can be found in the Appendix.
Note that, as expected, (15) and (14) reduce to DX(R)
for M = 1. It follows from Prop. 4 that
DCE(M,R)−DEC(M,R)
=
1+
(
2−
√
3+ 6M2
)
M2
6M
2−2MR,
(16)
whenever MR≥ log2
[
1+3/
√
3+ 6M2
]
.
B. Discussion
Figs. 4 and 5 show the distortion expressions as
functions of the bitrate R and the decimation factor
M, respectively. We see that both DEC(M,R) and
DCE(M,R) are bounded from below by DX(R) and
mmse(M), representing the minimal distortion only
due to lossy compression and decimation, respectively.
Further, both DEC(M,R) and DCE(M,R) approach the
Fig. 4: Distortion as a function of the bitrate R for a
fixed downsampling factor M= 100. The bottom figure
shows the difference DCE(M,R)−DEC(M,R).
bounds in the two extremes of no decimation (M = 1)
and infinite bitrate (R→ ∞). That is, for low values of
R compared to M, the distortion under both schemes
is dominated by the error due to lossy compression,
whereas the distortion is dominated by interpolation
error when R is large compared to M.
The bottom of Figs. 4 and 5 illustrate the perfor-
mance gap in using CE compared to EC, given by
(16) for sufficiently large MR. This gap is maximal
in the transition region between rate-dominant and
decimation-dominant distortion. As can be seen in
Fig. 4, although the performance gap is positive for any
M and R, it is relatively small. For example, when M=
100, the maximal value of (16), i.e. the performance
loss from using CE instead of the optimal EC, is 2.7%,
and thus CE may be used as a near approximation to
optimal performance when EC is impractical or, due to
an ignorance of M at the encoder, impossible.
Fig. 5: Distortion as a function of downsampling factor
M for a fixed R = 0.01 bits per symbol of X . The
bottom figure shows DCE(M,R)−DEC(M,R).
VI. CONCLUSIONS
We have derived a closed-form expression for the
minimal distortion in recovering a Gaussian random
walk from a finite-bit representation of its decimated
version. This expression quantifies the behavior of the
minimal distortion subject to decimation and lossy
compression. This expression also confirms the fol-
lowing expected behavior: convergence to the standard
DRF of the random walk at low coding rates where
encoding error dominates; an interpolation error floor
at high coding rates where decimation error dominates;
and increased degradation with increasing decimation.
In addition, we considered the distortion in re-
covering the random walk under a CE scheme. In
this scheme, the encoding of the decimated process
is done with respect to a random codebook derived
from its rate-distortion achieving distribution. That is,
a codebook that is designed to attain the DRF of
the decimated process, rather than the original (not
decimated) random walk. In particular, the encoder in
this scheme is not informed of the decimation factor.
The comparison between the two distortion expressions
provides the excess distortion as a result of using the
sub-optimal CE encoding. In particular, it provides a
distortion bound on the price of an unknown decimation
factor at the encoder. We show that this price is small
and need be considered only for a narrow band of
R and M values where neither source of distortion,
i.e. neither the bit constraint nor the decimation, have
become dominant distortion factors.
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APPENDIX
A. Eigenvalues of ΣX˜N
Here we sketch our derivation of the eigenvalues for the covariance matrix of the down-sampled and interpolated
sequence X˜ , as given in (10) and used in the characterization of the DEC in (11a). We follow the same proof
approach as used by Berger for the non-decimated random Gaussian walk in [10].
Let Σ˜XN be the covariance matrix of the interpolated process X˜N with eigenvalues λ˜ and eigenvectors f˜ . Under
the assumption of unit variance, this gives us
λ˜ f˜ (i) =
i−−1
∑
j=0
j f˜ ( j)+
i+−1
∑
j=i−
f˜ ( j)
(M− j
M
i−+
j
M
i
)
+ i
N−1
∑
j=i+
f˜ ( j)
λ˜ [ f˜ (i+2)−2 f˜ (i+1)+ f˜ (i)] = 0
From this we conclude that the eigenvectors f must be piece-wise linear. However, since the interpolation and
downsampling factors are the same, the boundary conditions remain the same as in the uninterpolated Wiener
process case. In [10], they were shown as
f˜ (0) = 0 λ˜ [ f˜ (n)− f˜ (n−1)] = f˜ (n)
Thus to satisfy both the piece-wise linearity as well as the boundary conditions, we consider piece-wise linear
interpolations of the decimated eigenvectors of the original Wiener process. That is, if we let λ and f be the
eigenvalues and eigenvectors of ΣX , the covariance of the un-decimated sequence X , as derived in [10],
f˜k(n) = B
(
n+−n
M
fk(n−)+
n−n−
M
fk(n+)
)
fk(n) = Asin
(
2k−1
2N+1
pin
)
f˜k(n) =C
(
n+−n
M
sin
[( 2k−1
2N+1
)
pii−
]
+
n−n−
M
sin
[( 2k−1
2N+1
)
pii+
]) (17)
where n+ = d nM eM and n− = b nM cM, and A,C are normalization constants. Since each element of X˜ is the result
of a linear combination of elements of the decimated sequence Y , the dimensionality of X˜ ≤ the dimentionality of
Y , and thus (17) only holds for k≤NM . For k>NM , λ˜k = 0, and thus we are unconcerned with the corresponding
eigenvectors.
Now to determine the eigenvalues, let p, jM, where j is an integer.
f˜ (p) = f (p) = Asin
(
2k−1
2N+1
pi p
)
λ˜ [ f˜ (p+2M)−2 f˜ (p+M)+ f˜ (p)]
=−C1
3
sin(τpi(p+M))[(M2−1)cos(τpiM)+2M2+1]
τ , 2k−1
2N+1
λ˜k =
C
A
(M2−1)cos(τpiM)+2M2+1
12M2 sin2(τ pi2M)
λ˜k = D
(
2cos2(τ pi2M)+1
12sin2(τ pi2M)
+
1
6M2
)
λ˜k =M2
[
2sin
((2k−1)M
2N+1
pi
2
)]−2−M2−1
6
,
D,C,A= normalization constants
This proves Eq 10.
B. Proof of Lem. 2
We here provide the complete proof for (12). Note that throughout the main paper, all sequences are treated
as 1-indexed (that is, the first element is X1). For the simplicity of the calculation, the following derivation is
done for a 0-indexed sequence (thus the first element is X0). However, by simply re-indexing the final result, we
achieve (12).
mmse(X˜ |Ŷ ) = 1
N
N−1
∑
n=0
E
[
X˜n−E[X˜n|Ŷ ]
]2
=
1
N
NM−1
∑
n=0
(n+1)M−1
∑
m=nM
E
[
X˜−E[X˜ |Ŷ ]]2
=
1
N
NM−1
∑
n=0
(n+1)M−1
∑
m=nM
E
[
X˜− (n+1)M−m
M
Ŷn− m−nMM Ŷn+1
]2
Ŷn = Yn− εn
=
1
N
NM−1
∑
n=0
(n+1)M−1
∑
m=nM
E
[(n+1)M−m
M
εn+
m−nM
M
εn+1
]2
=
1
NM
NM−1
∑
n=0
2M2+3M+1
6
E[ε2n ]+
M2−1
3
E[εnεn+1]+
2M2−3M+1
6
E[ε2n+1]
=
1
NM
(
NM
∑
n=0
[2M2+1
3
E[ε2n ]
]
+
NM−1
∑
n=0
[M2−1
3
E[εnεn+1]
]
− 2M
2−3M+1
6
E[ε20 ]−
2M2+3M+1
6
E[ε2NM ]
)
E[ε20 ] = 0
=
2M2+1
3NM
NM
∑
n=0
E[ε2n ]+
M2−1
3NM
NM−1
∑
n=0
E[εnεn+1]− 2M
2+3M+1
6NM
E[ε2NM ]
Re-indexing from 1 rather than 0 yields (12).
C. Convergence of E[εˆnεˆn+1]
In order to evaluate the cross term in (12), first note that
1
NM
NM−1
∑
n=1
uk[n]uk[n+1]
=
1
NM
NM−1
∑
n=1
A2k sin
(
2k−1
2NM+1
pi
2
n
)
sin
(
2k−1
2NM+1
pi
2
(n+1)
)
=
1
NM
NM−1
∑
n=1
A2k sin
(
2k−1
2NM+1
pin
)
sin
(
2k−1
2NM+1
pi(n+1)
)
=
A2k
2
cos
(
2k−1
2NM+1
pi
)
+o(1),
where o(1) N→∞−→ 0, and this last transition is because
NM−1
∑
n=1
cos
(
2k−1
2N+1
pi(2n+1)
)
is bounded in NM . Similarly, we have
1 =
NM
∑
n=1
(uk[n])
2 =
NM
∑
n=1
A2k sin
2
(
2k−1
2NM+1
pin
)
=
A2kNM
NM
NM
∑
n=1
(
1
2
− 1
2
cos
(
2
2k−1
2NM+1
pin
))
,
and hence A2kNM
N→∞−→ 2. As a result
1
NM
NM−1
∑
n=1
E[εˆnεˆn+1]
=
1
NM
NM−1
∑
n=1
NM
∑
k=1
uk[n]uk[n+1]min{θ ,λk}
=
1
NM
NM
∑
k=1
min{θ ,λk}
NM−1
∑
n=1
uk[n]uk[n+1]
= o(1)+
1
NM
NM
∑
k=1
NMA2k
2
min{θ ,λk}cos
(
2k−1
2NM+1
pi
)
(18)
We now take the limit in (18) as N → ∞ with k/NM = kM/N → φ ∈ [0,1]. In this limit, the spectrum of ΣY
converges to MS(φ), where
S(φ),
[
2sin
(
φpi
2
)]−2
.
Therefore, the sum in (18) converges to∫ 1
0
min{θ ,MS(φ)}cos(piφ)dφ =M
∫ 1
0
min
{
θ ′,S(φ)
}
cos(piφ)dφ ,
where θ ′ = θ/M.
D. Proof of Prop. 4
When θ ≤ 1/4, (7) reduces to
DX(Rθ ) = θ
Rθ = log
[ 1√
θ
] (19)
and hence DX(R) = 2−2R. Since DCE(M,R) depends on the same asymptotic eigenvalue density S(φ), we conclude
from (13) that
DCE(M,R) =
M−M−1
6
+
(
2M2+1
3M
)
2−2MR.
For the function DEC(M,R), the minimum of S˜(φ) is
1
2
− 1−M
−2
6
=
1+M−2
12
,
and for θ smaller than this value we have
DEC =
M−M−1
6
+Mθ
MR=
1
2
∫ 1
0
log
[(
2sin(φpi/2)
)−2− 1−M−2
6
]
dφ − log(θ)
2
,
=−1+ log
[
1+
√
1−41−M
−2
6
]
− log(θ)
2
.
Eliminating θ from the last expression, leads to (15)
DEC(M,R) =
M−M−1
6
+
1+
(
2+
√
3+ 6M2
)
M2
6M
2−2MR,
which holds whenever
MR≥−1+ log
[
1+
√
1+4
1−M−2
6
]
− log
[
1+M−2
12
]
= log
√
3M+
√
5M2−2√
2+M2
.
E. Proof of Thm. 3
In view of (4), it is enough to show that mmse
(
X˜N | fCE(YNM)
)
converges to the water-filling part in (13).
Usign Lem. 2 we have
2M2+1
3M2
N+M
N
mmse
(
YNM | fCE(YNM)
)
N→∞−→ 2M
2+1
3M2
DY (MR) =
2M2+1
3M
DX(MR),
which, using (7) with θ ′ = θ/M, leads to (13b) and to the first term in (13a). In order evaluate the term E[εnεn+1]
in (12), we consider the properties of the encoder fCE . The joint distribution of two sequence YNM and YˆNM ,
at the input and output of the encoder, respectively, behaves as if both sequences were drawn from the joint
P∗
YNM ,YˆNM
that attains the DRF of the vector YNM [11], [12]. In our case, this distribution is defined by
YNM = ŶNM +UZNM ,
where U is the matrix of eigenvalues in the eigenvalue decomposition
ΣY =UΛYUH
of ΣY , and ZNM ∼N (0,Λθ ) where (Λθ )n,n = min{(ΛY )n,n,θ}. The rows of U and entries of ΣY are given by
[10]:
λk =σ2Y
[
2sin
(
2k−1
2NM+1
pi
2
)]−2
uk[n] = Ak sin
(
2k−1
2NM+1
pin
)
,
(20)
where k = 1, ...,NM , σ2Y =M, and Ak is a normalization constant. Let εˆ , Y − Ŷ . From the above, we conclude
E [εnεn+1] = E [εˆ εˆn+1] =
NM
∑
k=1
uk[n]uk[n+1].
We showed in the Appendix C that
1
N
NM−1
∑
n=1
E [εˆnεˆn+1]
N→∞−→
∫ 1
0
min
{
θ ′,S(φ)
}
cos(piφ)dφ , (21)
and E[ε2NM ]/N→ 0. This expression leads to the second term in (13a). 
