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I. INTRODUCTION 
In the study of problems of transfer there appear to be three principal 
methods of attack. Perhaps the most familiar, due to its predominance 
in neutron transport theory, is through the transport, or Boltzmann, 
equation [l]. 
For a determination of the diffuse reflection and transmission of 
radiation from a plane parallel medium, Ambarzumian p] applies a 
technique which obtains a solution for quantities on the surface of the 
medium without requiring a solution of the transport equation throughout 
the interior. This is accomplished by an infinitesimal argument which 
has been extended [3-51 in its application to other geometries and other 
problems as the “Principle of Invariant Imbedding.” 
Chandrasekhar [6], following the ideas of Ambarzumian, formulates 
his “Principles of Invariance.” Differentiation of these functional equa- 
tions and their subsequent reduction by means of the transport equation 
leads to the results of Ambarzumian. These principles of invariance are 
stated as obvious laws. 
It is the purpose of this note to derive from the linear transport 
equation two principles of invariance as stated by Chandrasekhar. This 
illustrates the technique one would use in deriving others. We derive 
these results for a quite arbitrary scattering, or phase, function for plane 
parallel media.. where nonhomogeneities are allowed only in the direction 
normal to the plane stratification. 
The mathematical ideas and methods which are employed are elemen- 
tary operator theory. Unfortunately, the notation probably renders 
this paper unreadable to anyone other than the author. We attempt to 
minimize this difficulty by explaining our calculations at each step. 
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II. THE TRANSPORT EQUATION 
We shall consider a plane parallel atmosphere which is infinite in two 
dimensions. Depth into the medium is measured in a direction normal 
to the face of the atmosphere by a variable z, 0 < z < a, where a may be 
allowed to be infinite. Any nonhomogeneities are in the z-direction 
only. 
Let I(z, ,u, 4) denote intensity of radiation at depth z in a direction 
specified by 19, the inclination to the z-axis, and 4, the azimuth referred 
to a fixed axis normal to the z-axis. Here p = cos 0. 
The interaction of radiation with the medium results in absorption 
as well as the scattering of some of this energy in other directions. We 
shall assume that radiation fields do not interact with each other and 
that the frequency of the radiation is unchanged upon scattering. 
Let then a monocromatic parallel beam of radiation of net flux ,u,,zF 
per unit area normal to itself fall on the atmosphere at z = 0 in some 
direction (p,,, +,,), and suppose that a steady state exists. Rather than 
formulate the incident field as a boundary condition, we consider the 
reduced incident field as a source throughout the medium for a radiation 
field I which results from one or more scatterings. The transport equation 
is then 
where J represents the source term [see (2.4) below], K is the mass 
absorption coefficient and p is the density. 
Since K and p depend only on z, we introduce the optical depth 
* 
t(Z) = K(t)p(t) dt. 
i 
(24 
0 
Then (2.1) becomes1 
1 The form of (2.3) differs from that in [3], p. 12 by an algebraic sign due to a 
different orientation of the z-axis in the atmosphere. 
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where the source is given by 
The nonnegative phase function p in (2.4) determines, at depth t, 
the scattering of radiation into various directions. The fraction of radia- 
tion which is scattered out of a beam is measured by the albedo G(r) 
defined in (2.5) below. We require only the following rather weak condi- 
tions on p. 
(i) p z 0 for t < 0 and t > ti. and 
(ii) p is Lebesgue measurable, 
(iii) P>E>O, O<F<l, (2.5) 
for 0 < z < ti, - l<p<l, 0<4g2n. 
Both conditions (iii) and (iv) can be relaxed even more, as we shall 
indicate in the proof of Theorem 1. We emphasize the facts that p can 
vary with t and that p is not assumed to satisfy a local reciprocity condi- 
tion [6, p. 951. This generality may not be desired, but it costs nothing 
in the proof of the theorems which follow. 
We seek a solution of (2.3) subject to the boundary conditions that 
no radiation is scattered back into the atmosphere from outside. This 
takes the form 
I(09 /A 6) = w,, - /A 4, = 0, O<p<l and 0<+<2n. (2.6) 
The remainder of this section will be devoted to the solution of this 
problem in terms of the inverse of a certain integral operator. This is 
elementary operator analysis and is only complicated by the cumbersome 
notation that seems necessary for the expression of the solution. The 
next section will be devoted to obtaining other functional equations 
which this solution must satisfy, i.e., the mathematical statements of the 
“Principles of Invariance.” 
With apologies for the profusion of new symbols, we proceed to the 
solution of (2.3) and (2.6). We first of all reduce the range of the variable ,IC 
to [0, l] by the use of superscripts, e.g. 
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1-b %,d) = I@, - pu, $), O,<p<l. 
(2.7) 
Similar definitions are to be made for J+ and J-. For the function p 
we use double superscripts and define four functions 
p++t,> p, #, p’, $7 = PC& pu, #, $a $0 
p+-(7, p, $9 p’, 4’) = P(Z> pu, 4, - $2 $0, 
p--+(T pu, 4, $9 $7 = P(T> - pu, 4, p’, $b’), 
(2.8) 
P--b, pu, $2 $3 $4 = P(G - pu, +, - p’, $0 0 < f-4 p’, < 1. 
If we were to impose the condition of local reciprocity, there would be 
only two distinct functions defined by (2.8) since then [6, p. 951 
P ++ = p-- and 
(2.9) 
p+- = p-f. 
The equation (2.3) now becomes a system of two equations with 
boundary conditions 
aI& 
ipx-tI* = Jf, 
(2.10) 
In the usual manner we use the boundary conditions to rewrite 
(2.10) as 
I 
e- (* - O)/IJ + (a, ,u, 4) du 
0 
and (2.11) 
II 
I e- (u-7)lp J-(a, ,u, q5) da. T 
For the sake of brevity we introduce the symbols Pz,, for the integral 
operators in (2.11) and rewrite it as 
I& = Prt;, J*. (2.12) 
Here the subscript r, refers to the optical thickness of the atmosphere. 
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If we determine the source functions J i, then (2.12) gives the solution 
to (2.3). We insert (2.12) into (2.4) and obtain a two-by-two system of 
integral equations which we write in matrix notation as 
(2.13) 
The matrix Qr, of integral operators in (2.13) is given from (2.1%) 
and (2.4) and is written symbolically as 
This notation should be self-explanatory and is used to replace the very 
lengthy expressions which result if all the arguments are displayed. 
Perhaps it should be remarked here that equation (2.11) is considerably 
simplified for isotropic scattering. For in this case 9, and hence also the 
function J [see (2.4)] is a function of z alone. For isotropic scattering 
(2.11) becomes a single equation 
J(t) =I c5(t)ii,, J(z) + -; e--‘&o 5(z), (2.15) 
where A,, denotes the truncated Hopf operator 
(2.16) 
We shall now state and prove the main conclusions of this section. 
This is nothing more than a verification that the mathematical model, 
represented by the transport equation and boundary conditions, yields 
an unique solution, this being rather obviously true for the physical 
model we are claiming to represent. 
With condition (2.5) we have 
THEOREM 1. There exist unique source fzcnctions J*, and therefore a 
unique soldion to the transport equation, for an atmosphere of finite optical 
thickness q. For a semi-infinite atmosphere we require G(t) < 6: < 1. 
PROOF: To solve (2.13) we define a Banach space B of vector-valued 
functions on which the operator Qr, is bounded.2 
~__- 
2 As a reference for the concepts from functional analysis we give [i’] as just 
one of many excellent texts. 
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We define B as the space of function pairs / = (f,, fa) where fi and f, 
are real-valued functions of t, p, and 4 defined on the domain D: 
0 d t < t1, 0 <p < 1 and 0 < $ ,< 2~. With ordinary Lebesgue 
measure on D, we require that fi and fi belong to L,(D), the space of 
essentially bounded real-valued measurable functions. The norm is B 
is defined by 
where 
llfll = llfillm + Ilfall~~ (2.17) 
llf4lm = eye;:; shup If&, pu, 4) 1, i = 1,2. (2.18) 
*, 9 
From (2.14) the kernel of the operator &I, is a matrix of nonnegative 
functions. Then an easy computation shows with (2.5) 
1 2x 
IIQ~,fII~IIf~IIm~~d~~~‘++~-‘)~~f~~~~~ 
0 0 
1 2n 
(2.19) 
G 2(llfill~ + Ilfallm). 
Therefore Q1, is a bounded operator with norm < 2: [If the condition 
(2.9) of local reciprocity is assumed, then fi-+ = fi+- and (2.19) gives 
llQr,ll ,< maxO~rdW which is sufficient for our theorem only 
under the added constraint 6(t) < a < 1.1 
Now a sufficient condition for the unique solvability of (2.13) is that 
the spectral radius x(Q,) of QT1 be less than 1. We shall establish this for 
r,< 00 by an appeal to the Perron-Frobenius- Jentzsch theory of non- 
negative operators [8, 9].3 
The Banach space B is a Banach lattice under the partial ordering 
f > g if and only if fl - g, > 0 and f2 - g, > 0 (2.20) 
almost everywhere. 
8 For isotropic scattering Qzl is the truncated Hopf operator. Many estimates 
have been made of the spectral radius of this operator, primarily as a means of 
estimating critical dimensions for nuclear slab reactors [I, lo]. 
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With fi and fs identically 1, written j = i, we find from (2.14) and (2.5) 
1 2n 
Hi 
#++@I P+-b) 
$I-+(qy) p--(t) 
(2.21) o o 
1 2x 
= (ii:;) - &j p::;;; 
For 0 < r < ri <+ CO, we have from (2.21) and (2.5) after a little 
computation 
and also 
(2.23) 
In the theory of nonnegative operators, one makes use of the lattice 
structure of B and of the compactness in the L, topology of the unit ball 
of B to show that (2.22) and (2.23) gives the bounds4 
0 
(2.24) 
and 
(2.25) 
Therefore (2.13) has an unique solution under the conditions 
1 
max 6(t) < 1 + E e-Tl!2p $u. 
0<t<7, 5 
0 
(2.26) 
4 We indicated after (2.5) that the condition p > E > 0 could be relaxed. It is 
true that the theory of nonnegative operators applies when merely p > 0, but for 
this presentation we do not feel that this additional generality justifies the complica- 
tions of the proof. 
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For -c,< bo, this holds not only for perfect scattering, i.e., c5 G 1, but 
also for subcritical nuclear slab reactors where 15(t) can exceed 1. As 
ri -+ + co, we have the condition 
max f%(t) < 1. 
o=Grc m 
(2.27) 
Under the condition (2.5) we have established the unique solvability 
of an equation of the form 
(1 - QJf = ~3 (2.28) 
where 1 denotes the two-by-two identity operator and S is any element 
of B. The solution can be computed as a series 
i = j Q:, g> (2.29) 
fi=O 
where Qz, denotes the lzth iterate of the operator QT1. It can be shown 
that this series converges in the norm of B as a geometric series with 
ratio x(Q,). In particular, if p is a continuous function on 13, it follows 
readily that the solution /to (2.28) is continuous on D if g is continuously 
differentiable on D (probably continuity of g is sufficient.) This completes 
the proof. 
In one sense the problem posed by (2.3) and (2.6) has been solved in 
that a computational method is defined for obtaining the solution. 
However, even for isotropic scattering, iterates of the operator Qz, are 
not easy to compute, and the convergence of (2.29) will be slow in certain 
cases. Also, one is primarily interested in I-(0, p, 4) and 1+(-c,, ,u, 4) 
rather then in J*((t, ,u, 4) for all z in [0, ri], and this suggests avoiding 
the computation of Jf altogether. 
This has been accomplished by Ambarzumian, Chandrasekhar and 
others by replacing the above computation by certain functional equations 
which I-(0, p, 4) and I+(z,, ,u, 4) must necessarily satisfy. We proceed 
in the next section to derive the “Principles of Invariance” introduced 
heuristically by Chandrasekhar [6]. We will make essential use of 
Theorem 1. 
III. PRINCIPLES OF INVARIANCE 
Chandrasekhar [6, Chap. VII] states several principles of invariance 
for an atmosphere of finite optical thickness. We shall derive only two 
of these since this clearly illustrates the mathematical technique one 
would use in the derivation of others. 
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Unfortunately, we wish to further expand our notation to show 
dependence of functions upon the optical thickness ri, upon the phase 
function fi and upon the direction (p,,, +a) of the incident radiation field. 
For example, we shall have such lengthy expressions as “I+(r, p, 4; 
PO, 401 5' Pb” We shall often suppress many of these arguments when 
there is no possibility of confusion. 
In the discussion below we consider p as a given phase function 
satisfying (2.5), which is identically zero outside the interval 0 < r < ti, 
and a continuous function on the domain 0 < r < tr, 0 < C$ < 2;2, 
0 < p < 1.5 When we write pT this will denote a phase function for an 
atmosphere of optical thickness ti - r with p, defined by 
PM = Pb + 4, O<t<o+z<z,, 
(3.1) 
P&d = 0, at0 and a>t,-r 
The objective of this section is a derivation from the results of 
Section 2 of 
THEOREM 2. Two Invariance Principles. For a continuous phase 
function p in an atmosphere of optical thickness q, the intensity functions I- 
and If satisfy for 0 < t < CT + t < tl the functional relations 
I-(7, iu, 4; pa, bo, zl, P) = e- r’Clo I- (0, pu, 4; po, $0, t1 - ‘6, P,) (3.2) 
and 
I+($ iu, 4; PO, do, Tl, P) = e- (Tl- w I+ CT, p, 4 ; pa, do, tl, $4 (3.3) 
+ e- +o I+ (zl - t, p, 4, pa, $o, z1 - t, PT) + 
1 2n 
where I-(0, p, 9; ,uo, #o, tl - 7, P,) ana I+@, - t, p, +; p’, $‘, z1 - t, P,) 
are th.e intensity functions in an atmosphere of optical thickness z1 - t 
with the phase function p,. 
6 This requirement of continuity is used in the proof of Theorem 4. It can undoubt- 
edly be relaxed, but we have not seen an easy way to do it. 
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MOTIVATION: The proof of this theorem will follow immediately from 
an invariance principle, which we shall derive, for the source functions Jf . 
This line of attack is suggested by evaluating, say, I- at 0 and at t from 
(2.11) and making a change of integration variable to give T1 s e- alr J- (a, ,u, I$) da 
0 
and (34 T, - T 
I 
e-ol@ J-(a + t, ,u, 4) da. 
0 
This suggests attempting to express J-(a + t) for 0 < t < o + z < r, 
in terms of source functions for an atmosphere of optical thickness r, - r. 
We proceed then to prove 
THEOREM 3. Let p be a con&wow $hase function. Thelz the sowce 
fmctions J* satisfy for 0 < t < IS + t < z, the ficnctional equations 
PROOF: From Theorem 1 we know that a unique solution exists to 
(2.13). We want to apply a shift operator to both sides of this equation 
to derive (3.5). We use a subscript notation to denote the shift operator e.g. 
Jr* (4 = J+ (‘T + d. (3.6) 
Recalling that QzI is the matrix operator defined in (2.14), we suppress 
variables, for compactness, and write for 0 < t < cr + z < tr 
J+ 
’ (J-j Xl (0 + 4 
1 2n 
1 $++(a + 4 #+-(a + z) P;,g 
=- 
4n SK @--+(0-t z) fi---(a+ t) o o P;+e 
Very simple manipulations give for 0 < z < (J + r < rr 
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o+r 
P;,#J J+ (u + z) = ; 
5 
e- (0 +r - x)/d J+ (x) ax (3.8) 
0 
7. (r i-r 
1 -zYz ‘r- ‘T/d _ 
(It I 
e- (7 - N’P J+(x) ax + $ 
5 
e- (Oft-4/P J+(x) dx 
0 t 
n 
= e +’ P&d J+(t) + 5 
i 
e- (u-x)Ip’ J+(x + t) dx. 
0 
Now we identify PL, J+(t) from (2.12) as I+(t, ,u’, $‘; ,u,,, &,, tl, fi). 
Since (T is restricted to 0 < u < z1 - t, we note this by writting the last 
integral operator in (3.8) as P,t;-,,,. Also this operator is applied to 
the function J+ shifted by the amount t, and so we write 
In a similar manner 
t ,  - T 
1 =- 
PI I 
e- (x - o)h’ J-(x + t) ax 
0 
= pry - t,fi’ Jr- (0). (3.10) 
If now (3.9) and (3.10) are used in (3.7) we find for 0 < t < u + -c < z1 
(3.11) 
Jr+ (a) 
J- (4 
a+’ dp’ 
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Even though p++(u + t), . ..,#--(r~+t) arenonzerofor--zcrcr<, 
the restriction 0 < 4 < tI - T allows us to identify the first operator on 
the right hand side of (3.11) as QT, --r, which is the operator to which 
one would be led in (2.14) if he were studying an atmosphere of optical 
thickness tI - z in which the phase function is $(t + CJ) for 0 < ~7 < rl - z 
and zero outside the medium. 
We now use (3.11) together with (2.13) and find for 0 < t ,( CJ + t < z1 
(3.12) 
where the subscript notation is used throughout to denote the shift 
operation (3.6). 
By the arguments of Theorem 1 there exists an unique solution to 
(3.12), namely for fixed z and 0 < t < c + t < tI, 
(3.13) 
We now use the condition of continuity on the p function. We want 
to pass the operator (1 - Qz, _ $’ inside the integral in (3.13). With 
continuity of 9, it is easy to show from Theorem 1 that I+ in (3.13) is a 
continuous function of p’ and $’ - and of t as well, but this is meiely 
a parameter in (3.13). Then it follows by an argument using compactness 
of a closed set of uniformly bounded equicontinuous functions that the 
integral in (3.13) is the limit of Riemann sums which converge uniformly 
in 0, ,u and 4 for 0 < CF < tl - t, 0 < ,U < 1 and 0 < C$ < 2~. This 
shows that the interchange of the operator and the integral is Iegitimate. 
Since from (2.13) 
(3.14) 
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we obtain (3.5) from (3.13) by interchanging the operator and the integral. 
This completes the proof of Theorem 3. 
PROOF OF THEOREM 2: If we take the J- equation in (3.5) and insert 
it in the second equation of (3.4) we obtain (3.2) with the aid of (2.12). 
To obtain (3.3) we note the following 
= e- (71 -e/a I+ (T, p, 4) 
T, - r
+; s e--71-T--)‘~J+(rJ + t, p, $J) do. (3.15) 
0 
We now take the J+ equation in (3.5), insert it in (3.15) and obtain (3.3). 
This completes the proof. 
In the standard manner [6, p. 1611, we define a scattering function S 
and a transmission function T by 
and 
Since p varies with t we have included it as an argument. 
Then (3.2) and (3.3) assume the more familiar form (see [6, Chap. VII] 
as well as footnote 1 of this paper) 
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Let p be independent of t. Then Ambarzumian’s formulation can be 
obtained from (3.18) and (3.19) by differentiation with respect to t at ti 
and at 0 and by subsequent simplification by means of the transport 
equation [4, Chap. VII]. This formulation can be obtained directly 
if in (2.11) we integrate by parts in the expressions for I+(t,, ,x, 4) and 
I-(0, ,u, 4) and then state for the differential operator a/at a theorem 
analogous to the one stated above for the shift operator. This technique 
appears often in the treatment of problems with less general scattering 
functions than those considered here. We refer only to the excellent 
t.ext by Busbridge [ll] where additional references can be found. 
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