Abstract
Introduction
Given images of an object and a deformed version of the object we wish to compute the displacement field. The overall strategy is to extract features [8] , match these, and then interpolate the displacement field. Since feature extraction and matching is not ideal operations, only a very sparse set of reliable features may be extracted and matched. In our current application to 3D human borie-growth analysis, we use the crest-lines of the surface as features [12] . In this paper, we assume the features and matches are given, and examine the interpolation problem. Since the images are very large 3D images, we only consider direct methods, and not more computational heavy methods such as those based on functional minimisation [2, 91.
In the following we describe methods such as Gaussian interpolation [6] , Tikhonov regularizations [13, 51, kriging [4] , and an adaptive scheme, and describe their different properties. Finally, we apply the kriging to the growth analysis on synthetic 3D images of cubes, and the mandibular bone obtained from 3D CT scans of the same patient at different time instances This is also known as the unbiased estimation of Thin-plate splines [3] . The essential part here is the shape of the filter (e-l.1) and that this may be perceived as a standard filtering of the unevenly distributed data points with a re-normalisation so that the total filter weight becomes unity. This method does not comply with the approximation criterion and the asymptotic behaviour, but does fulfil the maximum principle. The solutions are not in a mathematical sense smooth, but only C1, which is sufficient for our applications..
Gaussian interpolation
Knutson and Westin [6] proposed a similar filtering, (*-.,P but based on Gaussian filters: wi(x) = e-2 x 2 . This filter shows different properties than the Tikhonov filter, especially far from data points, which is interesting in the case of very sparse data. It has the required asymptotic behaviour. A theoretical difference is that Tikhonov regularizations yields C1 functions while the Gaussian filter yields C" functions.
The parameter X yields in both methods a trade off between over-smoothing in regions where many data are given (violation of (i)) and making smooth solutions in areas where only few data are given (property (ii)).
Adaptive Gaussian filtering
A solution to the violations in the normalised filterings may be a local adaption of the scale parameter to the distance of the nearest features: A(x) = d E . This, however, has the inexpedient property that data points cannot "shadow" each other. That is, far from a step edge, the solution will take an intermediate value, thus we have violated property (iii). Furthermore, in vast regions, structure may be introduced (violation of (ii)). Other principles of selecting the scale may exhibit different properties.
Kriging or Gaussian regression
The basic problem of the normalised filtering method is that the belief in the smoothness of the solution and the belief in the accuracy of the data values are merged into one smoothness parameter A. We where w(x,2) is a vector containing wi = C(z, xi), and Q is a matrix containing Qij = C ( q , 2 2 ) + r2&. The intuitive interpretation of the introduction of Q-l is that, prior to the regularizations based on the covariance function, an inverse filtering is performed to make the samples uncorrelated. In terms of scale-space we might say that we have data given at some scale A. To interpolate we first perform a deblurring to scale zero, interpolate, and then blur back to the current scale. The solution has the same regularity properties as the corresponding normalised filtering ( a = 1, thin-plate splines are C1 and a = 2 , normalised Gaussian filtering is C"). Varying the parameter r yields different properties of the solutions, and in the limit T I+ 00, we are back to normalised filtering.
Interpolation properties
The properties of the different interpolation models are noted in the figure captions below. Below we give a table indicating properties. Notice that all methods except the adaptive scale method may be formulated as Kriging. If a = 1 and r2 = 00 Kriging yields Tikhonov regularization, while a = 2 and r2 = 00 yields Gaussian interpolation. 
Summary
We are given very reliable, but also very sparse feature matches. Based upon this situation we have formulated 4 criteria for a displacement interpolation. Among standard regularization schemes they cannot be fulfilled simultaneously. Using a formulation of the interpolation problem normally applied in geostatistics, Kriging, we may fulfil all criteria simultaneously, having only one free scale parameter. This has been applied to 3D growth analysis based upon crest-line matches.
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