Technology selection is a crucial step in the process of aircraft design. If the performance and economic requirements are not fulfilled for any combination of the design variables, new technologies need to be infused in the design. Typically, the designer has a pool of technology options. The technologies to be infused in the new design are to be selected from this pool so as to achieve improvements such as increased performance, reduced risk, reduced cost etc. Thus, it is critical to be able to perform a quick and accurate assessment of the available technologies in the early stages of the design process. However, if the set of available technologies is large, the designer runs into a huge combinatorial optimization problem. To tackle the technology selection problem, a systematic approach called Technology Identification, Evaluation and Selection (TIES) has been developed to choose the best set of technologies and arrive at a feasible and viable design solution. However, the issue of dealing with large combinatorial problems still remains. A new approach for tackling the same problem of technology selection was inspired from the TIES methodology and is discussed in this paper. This approach is based on identifying an optimal point in an intermediate variable space, which later on serves as the target point for technology selection. The new approach, called 'Bi-level approach' provides additional insights and expedites technology selection, thus rendering efficiency to the preliminary design process. After describing the bilevel approach, its application to an aircraft design problem is presented.
Introduction and Background
One can think of the technology selection process in an abstract sense as being an exercise in constrained combinatorial optimization. The objective is to select an optimal set of technologies from a list of possible technology choices. Optimal in this context means those technologies that represent the best fit to a given set of conflicting requirements and program objectives. This situation is encountered by aircraft manufacturers during the process of designing an aircraft to meet a new requirement. The production company's objective is to find an aircraft design that will be sufficiently advanced to offer a significant competitive advantage but which can also be developed within allowable time and budget constraints. A typical aircraft manufacturer may have dozens of technology concepts under development at any given time, but only a few of these technologies are likely to be suitable for a given set of program objectives. Some of these technologies are incompatible with others or are dependent on others in complex ways. Finally, the number of permissible technology combinations grows exponentially with the number of technologies available. The computational analysis involved in such a case is prohibitively time consuming making it difficult to investigate every possible technology combination. It therefore becomes imperative for the manufacturing company to find a means of efficiently searching technologies in order to locate those few that are the best fit for the given requirements combinations while taking the compatibility constraints into account.
Roth, Mavris et al 1, 2 have shown that use of genetic Algorithms (GA) within the Technology Identification, Evaluation, and Selection (TIES) method is an effective means of solving the constrained combinatorial optimization problem. The method works by using TIES techniques to create a compact, generic model to represent the impact of any given technology in terms of certain kappa-factors 3 , which later on are used to evaluate the system level responses. The functionality of the TIES method can be depicted as in Figure 1 . The GA uses this technology impact model to assess the fitness of the new design. The GA works by creating a pool of technology combinations and evaluating them with the TIES model to estimate the performance of the whole system. These combinations are then compared to one another and the superior ones are kept in the pool while the inferior are discarded. The surviving combinations are then used as 'parents' to create a new generation of combinations. This process is repeated over many generations until the population converges to an optimized set of technology combinations. The surviving technology combinations are 
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Impact model taken to be the best solutions for the given objective function.
As stated in Ref. 2 , the abovementioned technology selection approach is very useful for various reasons. It allows one to create a generic technology model that can easily be extended to include new technology options as they emerge. The model can be created at minimal expense and incorporates a combination of expert opinion and analytical data. While using GA, it is easy to incorporate many types of data into the objective function, including subjective data, non-numerical data, probabilistic data etc.
As seen in Figure 1 , prior work done using this technique has involved application of the technology impact model on the candidate technology set, which is followed by application of the RSE metamodel 3 to obtain the final response values. DeLaurentis, Mavris 4 suggested a new modeling framework for the complex system design process. This framework is based on the traditional control system feedback architecture. Instead of choosing from a specific set of technologies, this control system framework aims at finding the levels of technological improvement (in terms of the k-factors) that would meet the commanded objectives. These levels are used as targets for the science and technology groups to achieve. The present work adopts this framework while addressing the technology selection problem.
TIES Methodology
The TIES (Technology Identification, Evaluation and Selection) methodology provides the decision maker/designer with the ability to easily assess and balance the impact of various technologies in the absence of sophisticated, time-consuming mathematical formulations. Detailed description and application of the TIES method is given in Refs. 3, 5 and 6. In the TIES methodology, the impact of a given technology is qualitatively assessed through some technology metric 'k-factors'. These k-factors modify disciplinary technical metrics, such as specific fuel consumption or cruise drag, which are calculated within a synthesis tool as a vehicle is sized. The modification is essentially a change in the technical metric; either enhancement or degradation as the vehicle mission is simulated. In effect, the k-factors mimic the discontinuity in benefits and/or penalties associated with the infusion of a new technology.
To overcome the problem of infeasibility or nonviability in the design, first, the relevant k-factors are determined and technologies that affect these k-factors are chosen as the candidate technologies for the study. A compatibility matrix is formalized through Integrated Product Teams to establish physical compatibility rules between technologies. Once the compatibility matrix is determined, the potential system and sub-system level impact of each technology is established by creating the Technology Impact Matrix (TIM). The columns of the TIM correspond to candidate technologies and the rows depict the effect produced on the disciplinary metrics by these candidate technologies. The net impact of a given mix of technologies is obtained as summation of individual technology effects. This net impact is given in the form of a vector [to be called 'net k-vector' (k) henceforth] whose elements are the summed k-factors.
A metamodel RSE is created for each system metric via a Design of Experiments (DoE) by bounding the k-vector element ranges. The metamodels are secondorder Response Surface Equations (RSE) of the form:
where, R is a given system metric, b i are the linear regression coefficients, b ii are the quadratic coefficients, b ij are the cross-product coefficients, k i , k j are the k-vector elements and k i k j are the interactions The technology evaluation is performed in terms of the system metrics by defining an overall evaluation criterion (OEC) or through the TOPSIS technique.
If the computational expense of the analysis is manageable, a full-factorial investigation or an exhaustive evaluation of technology mixes is conducted; otherwise, an alternate method of evaluation is needed to downsize the problem. Heuristic optimization techniques like Genetic Algorithm (GA) serve this purpose.
Generic Optimization Problem with Two Mappings
Let us consider a generic optimization problem that involves two successive mappings as in the TIES technology optimization. Let T, K and R be the three spaces involved and let t, k and r be the variables in these domains respectively. Let f be the mapping function from space T to space K and g be the one from K to R as shown in Figure 2 . So we have, r = g(k) = g(f(t)). Consider the problem of optimizing over T space to obtain an optimum value, r_opt in the R space. Since two mappings are involved in the mapping from domain space T to the range space R, there are two possible ways of doing the optimization. The first method is to consider the composite function g o f that maps t in T to r in R directly, and find out the optimum values t_best and r_opt by merely searching in the T space. Second method takes into consideration the presence of the intermediate space K. Let us define k_good = f(t_best). So r_opt = g(f(t_best)) = g(k_good). k_good can be found out by optimization between the spaces K and R, and then t_best, the value point in T space for which f(t) = k_good can be determined, thus completing the problem.
The TIES approach follows the first method discussed here. It treats the system level response as a direct function of a given technology combination and so involves explicit evaluation of each combination during the optimization process. However, to achieve the same goal, a two-step process can be pursued based on the second method. In fact, the idiosyncrasies of the spaces K and R in the technology selection problem allow one to make use of the deterministic gradient based techniques for the first step. Since the T space consisting technology combinations has discrete points, it is not possible to find the pre-image of k_good in a general case. This transforms the second step into a combinatorial optimization problem with the goal of successfully approximating k_good that is obtained in step 1. In this investigation, the second method discussed above is pursued to solve the technology selection problem in the TIES framework. It is termed 'Bi-level approach' for the two steps involved that adopt different types of optimization methods.
The bi-level approach makes use of gradient based optimization for which fast and deterministic techniques are available. Moreover, the part of the technology evaluation process that is replaced by gradient based methods happens to be computationally more intensive. Although bi-level approach does not give the exact answer to the optimization problem, it can help the designer in getting moderate but quick solutions. If the dimensionality of the problem is very high, the combinatorial optimization employed by the GA-TIES approach gets very time consuming. In such cases, bi-level approach proves to be a useful tool.
The Method
The Bi-level Approach
In the TIES method, the technology mixes are compared explicitly in terms of their responses at the system level i.e. the system level metrics. For every set of compatible technologies, a net k-vector, k is determined and it is used to evaluate the RSEs. Depending on the dimensionality of the problem, all technology mixes are exhaustively evaluated and compared to find the best mix or else genetic algorithms are used. Thus, a single level optimization is carried out in which the optimization variables are the technology mixes and the objective function is the TOPSIS output or OEC.
For the bi-level approach, technology selection is treated as a bi-level optimization process. At the first level, the net k-vector, k is optimized to achieve desired responses while satisfying the compatibility constraints. Here, the optimization variables are the disciplinary metric k-factors. The k-factors that build k can take real values in the interval decided during the creation of TIM. After finding the optimum k-vector (k opt ), a second optimization is carried out to find the mix of technologies that would produce a net k-vector k as close as possible to k opt . Since the k-factors can take all possible real values in their bounded intervals, they constitute continuous variables of the first level optimization. So, at the first level, gradient based methods can be employed, whereas heuristic techniques are needed at the second level as technology mixes are discrete variables.
The TIES method and the bi-level approach are compared in Figure 3 . As seen in Figure 3 , to start with, for both the approaches, there exists a finite bunch of technology mixes. Let us call the space which constitutes these technology mixes as 'Technology space'. The space containing all possible ks is the 'k-space' or the 'Disciplinary space' and the space containing the response values is called the 'System space'.
Since there are only finitely many technology mixes, both the approaches have discrete domains in the technology space. The TIES approach acts on this discrete space to obtain the net k-vectors using the Technology Impact Matrix [TIM] and then the system responses using the k-RSEs. In both these operations, only a finite number of domain points are involved, and so the resulting codomains (images) are also finite sets. This implies that the TIES approach has discrete domains in the k-space and the system space.
On the other hand, in the bi-level approach, the start is not made from the Technology space but from the k-space. Here, the TIM is used to find out the bounds on all the k-factors. The region in the k-space restricted by these bounds [referred as 'k-pocket' henceforth] is used for the first optimization step. This k-pocket encloses all of the finitely many net k-vector (k) points of the TIES approach. The corner points of the same k-pocket are utilized during the k-DoE creation and k-RSE generation. 
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In fact, the same k-pocket is transformed to an mdimensional cube of side 2 centered at the origin when the elements of k are normalized. Therefore, the metamodel RSEs are applicable through out this k-pocket. In the bilevel approach, this m-dimensional cube in the k-space is treated as the domain in the disciplinary space. This domain forms a continuous and bounded region in R n . This region, when acted by k-RSEs, which are multivariable quadratic polynomials, will again generate a continuous and bounded co-domain in the system space. Thus, the bilevel approach looks at the k-space and the system space as continuous ones, whereas the TIES approach views them as discrete spaces.
Thus, the first level optimization of the bi-level approach is done in continuous domain and co-domain. If the objective function is also tailored to be a continuous one, gradient based optimization techniques can be applied. These techniques have a definite line of attack for finding the optimum and they are capable of dealing with constraints in a problem. Use of gradient based techniques like sequential linear programming (SLP), sequential quadratic programming (SQP), and method of usable and feasible directions helps save lot of time in the overall optimization process.
Comparison of Computational Expense between the Bilevel Approach and TIES
It is to be noted that the transition from the technology space to the disciplinary space is merely a linear transformation occurring through the TIM.
where, k is the net k-vector generated, m is the number of k-factors involved, n is the number of candidate technologies in the pool each a i is a discrete variable taking values 1 or 0 corresponding to 'on' and 'off' situations of the candidate technology Ti. Because of this simple linear relationship, the transition from technology space to disciplinary space is quite easy. On the other hand, the transition from the disciplinary space to the system space is quite involved as it is based on second order k-RSEs. The matrix representation of the relationship between the disciplinary space and the system space looks like It is important to understand how involved are the computations while going from the technology space to the system space as compared to those for going from the technology space to k-space.
From Eqn (2), it can be seen that for determining the m elements of k, m linear combinations with n terms need to be evaluated. Thus, n×m computations are involved. Similarly, from Eqn (3), it can be deduced that in order to evaluate p responses, the number of computations involved are n×m + [ ( m 2 + 2m ) × p ]. Here, the addition operations are ignored, as they do not affect the computers processing time much.
In the TIES method, all three domains are discrete, and so the whole process becomes a combinatorial optimization problem, whereas, in the bi-level approach, only the latter part, which is associated with Technology space and k-space, is to be dealt as combinatorial optimization. Heuristic methods like GAs are employed for handling the combinatorial optimization problems. However, these methods, being non-deterministic, are very time-consuming as compared to the gradient based methods.
The time required for heuristic optimization in the TIES method is greater than that required in the bi-level approach, and the ratio of these computational times can be approximated as:
For a complex design problem, n = number of candidate technologies = 35, m = number of k-factors = 20, and p = number of system responses evaluated = 5. These values yield efficiency ratio of 4 according to Eqn (4) .
Of course, the gradient based optimization in the first step of the bi-level approach amounts to some additional work, but it is negligible in comparison to the one calculated above. Thus, for huge combinatorial optimizations (high value of n), the bi-level approach can help the designer save lot of computational effort.
Validity of the bi-level approach
The bi-level approach works well when the TIM is not sparse. Higher the density of TIM, more will be the proximity of the best plausible solution k_best to k_opt, which is the ideal solution.
If there are two or more peaks in the objective function, and the plausible solutions close to the lower peak yield higher performance values, they cannot be searched because the GA in step 2 searches the neighborhood of the global optimum only.
Implementation
To employ the bi-level approach and to get a proof of the concept, a notional 600-passenger transport aircraft design problem is considered in this paper. The problem consists of 35 technologies and 20 k-factors. After deciding the objective function, the best mix of technologies was found using the bi-level approach as well as the GA-TIES approach and the results were compared.
Problem Definition
600 passenger aircraft comes under the category of very large transport [VLT] aircraft. While designing aircraft of this kind, program affordability is a main concern. Total Operating Cost (TOC), which is a system level metric happens to be a good measure of affordability of a VLT aircraft. The total operating cost includes the Total Aircraft Related Operating Cost (TAROC) and Indirect Operating Cost (IOC). The Total Airplane Operating Cost includes the direct operating cost plus interest, and the costs associated with ground handling, ground administration, ground maintenance and ground depreciation. For the airline, ticket price is related to the TOC plus some margin of profit, so TOC needs to be minimized.
The constraints for this design problem were obtained from the general FAR requirements. The technical and economic system metrics of interest in this problem are outlined in Table I . As seen from the table, the baseline configuration in this case does not meet the requirements imposed on CO 2 , NOx emissions, $/RPM and DOC+I. The problem tackled in this investigation is that of searching an evolutionary design (one obtained by infusion of new technologies in the baseline configuration) with the goal of minimizing TOC while satisfying all the constraints.
Metric
Target or Constraint 
Modeling and Simulation
The aircraft sizing and analysis tasks in this study utilized the FLight OPtimization System, FLOPS 6 , a multidisciplinary system of computer programs used for the conceptual and preliminary design and analysis of aircraft configurations. This tool was developed by the NASA Langley Research Center. FLOPS was linked to the Aircraft Life Cycle Cost Analysis, ALCCA 7 , program used for the prediction of all life-cycle costs associated with commercial aircraft. ALCCA was originally developed by NASA Ames and further enhanced by Aerospace Systems Design Laboratory (ASDL).
Specifying Technology Alternatives
In order to meet the specified goals and to achieve the desired affordability in the design, 35 technologies were identified for this problem. The technologies were categorized according to their need as shown in Table II .
Not all the technologies under consideration were fully mature. Technology maturity is specified with a qualitative scale known as the Technology Readiness Level 3 (TRL). The TRLs describe the maturation and development process of a technology and provide a basis by which different technologies can be compared as they progress through the gates of maturation. In general, the impact of a technology is probabilistic in nature, possibly even stochastic. For the purpose of this investigation, the technological impacts were assumed to be deterministic.
Technology Impact Matrix
For each of the 35 technologies, the benefits and penalties associated were identified in terms of 20 kappa factors and the Technology Impact Matrix (TIM) was constructed as shown in Table IV . The TIM contains the predicted impact values obtained assuming that each technology has matured to the point of full-scale application. This situation may actually take place in year 2015. The beneficial impacts of technologies were found from various literature sources, whereas wise guesses were made for most of the economic impacts.
Technology Compatibility
Once the technologies were identified, physical compatibility rules between technologies were established through brainstorming activities and literature reviews, and the Technology Compatibility Matrix (TCM) was created as shown in Figure 4 .
Counting the Compatible Alternatives
If all possible combinations of the 35 technologies were compatible, 2 35 ~ 3.4 x 10 10 combinations would exist. However, in reality, the fraction of the compatible alternatives out of these 2 35 combinations is very small. As seen in Table III . For such a large number of compatible cases, the computational effort required to conduct the full factorial analysis is very high and so the use of heuristic methods is justified in this problem. Although this number is huge, it is worth-noting that it forms just the 1337 th fraction of 2 35 , which is the total number of combinations as discussed above. T29  C12  Tail Skin  T2, T12,T17  C13  Wing Skin  T4, T14, T18  C14  Fuselage Skin  T16, T19, T24  C15  Fuselage Structure  T20, T30, T33   C16  Tail Structure  T3, T8, T13,  T22, T31, T34   C17  Wing Structure  T5, T9, T15,  T23, T32, T35   Table III : Classification of the technologies in exclusive categories
The important conclusions to be drawn from the above analysis were: 1. The final solution to the current technology selection problem will have at most 17 technologies, each belonging to a different category. 2. The probability that a randomly chosen set of technologies forms a compatible combination is 1/1337 = 0.00075. The probability that it belongs to the feasible space will be even lesser. 
Assess Technology Alternatives
An RSE metamodel was created for each system metric defined in Table I via a Design of Experiments by bounding the impact vector element ranges in the TIM as listed in Table V . A '0' implies no change in the technical metric while a negative value denotes reduction and a positive value an increase from the baseline values. Once the k-factor RSEs were determined, they were used to rapidly evaluate the impact of the various technologies based on a particular impact vector setting in lieu of executing FLOPS/ALCCA directly. References 4, 7 provide a more detailed description of the use of Response Surface Methods for technology assessments.
Selection of Best Technology Combination
The optimization problem tackled as part of this exercise is that of minimizing the cost metric, Total Operational Cost, TOC. The GA-TIES approach and the Bi-level optimization approach were used to solve the same problem. The comparison of their results and efficiencies is made in the following section.
The Problem Statement
The single objective constrained optimization problem in this exercise can be stated as follows:
Minimize TOC in cents/ASM subject to 7 constraints 1 : Vapp 155 knots 2 : NOx 8000 lbs 3 : CO 2 0.15 lbs/ASM 4 : TOFL 11000 ft 5 : LdgFL 11000 ft 6 : $/RPM 0.1 7 : DOC + I 3.1 cents/ASM These 7 constraints are the forced constraints of the system. They can be evaluated only when the system level response is evaluated. Apart from these, the problem has additional constraints in the form of compatibility of technologies. The GA Technique
Both the approaches employed in this investigation used genetic algorithms to perform the constrained combinatorial optimization. Various constraint-handling techniques have been proposed for combinatorial optimization. Most of these make use of some kind of penalty function. The method selected by the authors is the one suggested by Deb 8, 9 , which is particularly applicable while using GAs.
Constraint handling using feasibility
For the constrained problem, Deb 9 suggests to define the fitness function as :
where, f is the objective function to be maximized, f worst is the objective function value of the worst feasible solution in the population, X is the optimization variable (vector), j (X) is the jth inequality constraint which should be maintained non-negative for feasibility, m is the total number of constraints.
If there are no feasible solutions in the population, f worst is set to zero. If the constraints are noncommensurable, they are normalized to avoid any sort of bias toward any of them.
Deb suggests making use of tournament selection method while implementing the above-mentioned fitness in the GA algorithm. The typical fitness function yields the following rules while comparing two members of the population : 1. A feasible solution is always preferred over an infeasible one. 2. Between two feasible solutions, the one having better objective function is preferred. 3. Between two infeasible solutions, the one having smaller constraint violation is preferred. Thus, in case of feasible solutions, the fitness value equals the objective function value, and the use of constraint violation in the comparisons aims to push infeasible solutions towards the feasible region. Since the selection procedure only performs pair-wise comparisons, no penalty factor is required. This is the main advantage of this method as other penalty function methods involve problem specific fine-tuning of the penalty coefficient(s).
Problem Solving

GA-TIES Approach
In this approach, the technology space was searched for compatible technology combinations that satisfy the constraints on the system responses and minimize the TOC value. The fitness function in this approach was the negative of the TOC value of a particular technology combination. The members of the GA population were the technology combinations. Each technology combination was represented as a binary string of length 35 and the chosen population size was 5x35 = 175. Presence of '1' at the kth place in the binary string implies that the kth technology is 'on' i.e. present in the combination, whereas a '0' implies that the corresponding technology is 'off' i.e. absent. For example, '00101000101000000000001000000100101' represents the technology combination {T3 T5 T9 T11 T23 T30 T33 T35}. The crossover method used was 'Double point crossover' and the crossover rate for the GA was 75%. For mutation, repetitive bitswaps were used with a mutation rate of 15%. That is, 4 out of the 35 bits were chosen randomly and a '0' was changed to '1' and vice versa.
The process was set to termination when no improvement was seen in 60 successive generations. While employing Deb's technique in this problem, all technology combinations that have no more than two incompatibilities were considered feasible. This minor deviation was made in order to include some infeasible members in the population to ameliorate the evolution process. This alteration was seen to improve the success rate of the GAs. Minimum value of TOC obtained using this approach was 5.299 cents per available seat mile (ASM). The technology combination corresponding to the best solution has the binary representation '10000100001000001100000111111010101'. The kappa factors corresponding to the best solution are listed in Table VI . Figure 6 shows the evolution of the GA for the GA-TIES approach. Here, the TOC is plotted on the log10 scale for better visualization. Table VI . The minimum value of TOC obtained in this step is 4.439 cents/ASM and it corresponds to the 'r_opt' discussed in the generic optimization problem. This is the best result possible for the technology impact model developed in this investigation. If there were a compatible technology combination whose net k-vector (k) equals k opt , then it would definitely be the best possible answer to this problem. This ideal case scenario is not possible because of the discrete nature of technology space as seen in Figure 3 and due to the incompatibilities existing among various technologies.
Step 2 : Genetic Algorithm In this step, the technology space was searched using GA to find a compatible technology combination that will result in a k, which lies in the close neighborhood of k opt in addition to satisfying the constraints put on the system level responses. The infrastructure of this GA is similar to the one mentioned above in the GA-TIES approach. The population size, crossover and mutation operators etc. were the same in both cases.
The objective function to be minimized in this problem was the closeness of the net k-vector (k) to k opt , which was measured using the Euclidean norm ||k -k opt || 2 . In each generation, after evaluating the fitness of the population members, the technology combinations were sorted according to their fitness i.e. proximity to k opt . A list of top 500 technology combinations was maintained in this way, which was updated after every generation. When the GA search got over, the closemost 500 neighbors of k opt were evaluated using the RSE metamodels to check the 7 compatibility constraints defined earlier. Among the feasible neighbors, the one yielding minimum value of TOC was taken as the best technology combination.
The minimum TOC value obtained using this approach was 5.333 cents/ASM, which corresponds to the technology combination with binary representation '10000100001000001000100111111010101'. Figure 7 presents the TOC values and the proximity to k opt of the closemost 500 net k-vectors. The dots corresponding to the feasible k vectors are encircled and are of interest while comparing the TOC values. As seen from this figure, the minimum TOC solution is separated from k opt by a Euclidean distance of 1.96, whereas the closest technology combination is at a distance of 1.93. It is to be noted that the closest combination does not possess the minimum TOC value, neither does it correspond to a feasible solution i.e. it does not satisfy all 7 compatibility constraints.
Result Comparison
Both the methods achieved practically the same value of the objective function i.e. TOC = 5.3 cents/ASM.
A comparison of the binary strings of the best technology combinations obtained by the two approaches looks like:
GA-TIES : 10000100001000001100000111111010101 Bi-level : 10000100001000001000100111111010101 Both the approaches were seen to suggest selection of 14 technologies from the pool of 35 and 13 out of these were common, which are {T1 , T6, T11, T17,  T24, T25, T26, T27, T28, T29, T31, T33, T35} . Apart from these, the GA-TIES approach recommends T18, while the Bi-level approach suggests T21. Average runtime for the GA-TIES approach was found to be three times that of the Bi-level approach. This value is in concurrence with the prediction of Eqn (4). The first step of the Bi-level approach took around 25% of its total time. 
Observed Advantages of the Bi-level Approach
Based on the bi-level optimization analysis, the following deductions can be made in context to the particular problem under investigation: While employing the Bi-level approach, some part of the problem is dealt by fast gradient-based optimization techniques instead of slow heuristic search methods as in GA-TIES approach. If the dimensionality of the problem is large, which is the case in the current problem, use of Bi-level approach can give satisfactory results while being thrice time-efficient as compared to the GA-TIES approach. Based on these initial results, it is possible to set minimum expectations for the objectives if a rigorous GA-TIES analysis is to be followed.
A second major advantage of the Bi-level approach has to do with the value of the intermediate step of determining k opt . For the specific set of system constraints, 4.439 cents/ASM is the least possible value of TOC that can be achieved irrespective of the choice of More broadly, it is possible to complete the first step of the Bi-level approach without dealing with the technologies. The bounds set on the k-factors (as shown in Table V ) need to be obtained purely based on the FLOPS/ALCAA analysis. If this is achieved, the k opt obtained can help the designer in making selection of technologies for the problem at hand. In addition, such an effort will result in significant time-savings if the optimization process is to be done on a repetitive basis. This scenario arises when new technologies are introduced during the course of a development process or if the R&D program of certain technologies gets terminated.
Conclusions
The paper introduces a new technique, called 'Bilevel approach', for tackling the technology selection problem. This approach can assist the designer in obtaining quick estimates of the minimum level of expectations from the rigorous GA-TIES approach. It also helps in predicting the best performance possible for the constrained optimization problem. Further, the technique entails additional insight to the designer while making choice of technologies. Finally, it has the potential to facilitate efficient re-evaluation of the optimal technology problem. The Bi-level procedure was demonstrated on a 600-passenger transport aircraft problem involving 35 potential technologies. It achieved the same objective function value as the GA-TIES approach while providing the added benefits described above.
