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Abstract 
One method for reducing the time required for plan generation is to learn search contro1 rules from 
experience. The most common approach to learning search control knowledge has been explanation- 
based learning. An alternative approach is to use inductive learning. An inductive approach does not 
require a complete and tractable domain theory and has the potential to create more effective rules by 
learning from more than one example at a time. In this paper we describe Grasshopper, an inductive 
system that learns search control rules for a classical plan generation system. We also provide an 
empirical evaluation of Grasshopper by comparing it with an existing explanation-based learning 
system. 0 1998 Elsevier Science B.V. All rights reserved. 
K9words: Inductive learning; Planning; Utility estimation 
1. Introduction 
The process of generating a plan to satisfy a set of goals can be modelled as a sequence 
of decisions at different levels of detail. These decisions include choosing which partial 
solution to complete from the available alternatives, which unsatisfied goal to solve next, 
which planning operator to use in order to attain this goal, and which objects in the domain 
to use to instantiate this operator. A domain independent planning system uses weak search 
methods to make these decisions by trial and error. However, by making use of problem 
solving experience it should be possible to learn domain specific search control rules which 
reduce inefficiencies in the default search strategy. In this paper we describe an inductive 
learning technique for improving the speed of a classical planning system. This technique 
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was implemented in a system called Grasshopper ’ , which learns search control rules to 
guide the behaviour of a STRIPS-type planner [8] within a given domain. 
Let us begin by motivating our use of an inductive approach to learning. An important 
characteristic of different learning techniques is the way in which they use domain 
knowledge. Techniques such as explanation-based learning (EBL) use detailed domain 
knowledge to learn rules that are provably correct. In contrast, inductive learning 
techniques are able to learn without the assistance of domain knowledge by characterising 
patterns in a number of training examples. However, inductive learning techniques cannot 
guarantee the correctness of the rules that they learn if they do not make use of a domain 
theory. 
When learning knowledge to speed up a problem solving system, correctness is not 
in itself the main objective. If the only cost in problem-solving was backtracking out of 
incorrect choices, then the aim of learning would be to reduce the number of times we make 
an incorrect choice. Unfortunately, there is an additional cost involved in problem-solving, 
namely, the time required to make a decision. When using trial and error, this cost is trivial. 
It is merely the time required to retrieve the next available option. But once we provide a 
system with additional knowledge to help make a decision, we must wait while it decides 
whether that knowledge is relevant to the current decision. If this knowledge is rarely 
applicable or expensive to apply, then the cost of testing its relevance may outweigh its 
savings. Consequently, this search control knowledge may have the effect of increasing the 
total time required for the search. This phenomenon is known as the utility problem [ 161. 
Explanation-based learning (EBL) techniques have been a standard approach for learn- 
ing search control knowledge. The seminal work in this area was Minton’s PRODIGY/EBL 
system [ 161. Minton demonstrated that search control rules learned using explanation- 
based techniques could significantly reduce the time required for plan generation. Other 
systems, such as SOAR [ 1 l] and STATIC [6] also use some variation on EBL to in- 
crease the efficiency of a planner. However, there can be potential drawbacks to using 
an explanation-based approach. First, it is a knowledge-intensive method. A domain the- 
ory is used to prove that a training example is an instance of a particular type of decision. 
This can pose problems in domains where it is difficult to construct a complete and compu- 
tationally tractable domain theory [4]. Second, explanation-based approaches learn from 
a single example at a time. This makes it harder to determine the relative importance of 
each part of a newly learned rule. As a result, additional domain rules or heuristics may 
need to be encoded to ensure that the new search control rules are stored in an operational 
form. Otherwise, the cost of testing the applicability of a new rule on future problems may 
outweigh its savings. 
Grasshopper overcomes these problems by using an inductive approach to learning 
search control rules for goal, operator and variable binding decisions. Given a number of 
training instances, the system looks for sets of similar decisions that could form the basis of 
new search control rules. It then generates preconditions for these rules by characterising 
the problem solving contexts in which each of these decisions occurred. This approach 
obviates the need to refer to any form of a domain theory, and also improves the utility 
’ Grasshopper was the name given to the student in the television series “Kung Fu”. 
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of new search control rules by taking into consideration more than one training problem 
when learning a new rule. 
In the next section, we describe in more detail the decisions that arise during planning. In 
Section 3, we describe our inductive approach. In Section 4, we present the results of testing 
Grasshopper on several domains using the PRODIGY planner [ 171, and compare these 
results with the performance of the PRODIGY/EBL system. These results demonstrate 
that compared to EBL our inductive approach can produce significant reductions in the 
time required to generate a plan. In Section 5, we discuss these results and outline 
issues warranting further research. In Section 6, we outline related work on learning 
search control knowledge. Throughout this paper, we follow the STRIPS convention for 
representing plans and use the “blocks world” domain to illustrate our approach. 
2. Search decisions in planning 
The utility of learned knowledge is a measure of its value to the task at hand. In this 
paper, we focus on the task of plan generation. In this context, the aim of learning is to 
reduce the time required to generate plans. Let us begin by describing the search space for 
planning and the scope for learning in this kind of search. This will provide us with an 
example of the utility problem in practice. 
A planning problem is defined by a goal state to be achieved, a starting state from which 
the goal must be achieved, and a set of operators that can be used to achieve the goal. 
There are four operators in the standard representation of the blocks world domain [21], 
namely, PUT-DOWN, PICK-UP, STACK and UNSTACK. Fig. 1 shows an example of a 
plan search tree for the top-level goal (ON A C). Each node in the search tree contains a 
description of the problem state at that node, a goal stack, and a list of the children of that 
node. This search tree was generated by the PRODIGY planning system [ 171. PRODIGY 
is representative of the class of planning systems in which we are interested, and we use it 
as our model planner in this paper. 
The process of planning can be viewed as a sequence of decisions. We define a decision 
as a search for a choice from a set of candidates, such that the choice eventually leads to 
a successful plan. We define a choice as a selected candidate that is used as the basis for 
further planning. A choice is considered success@ if it leads to a successful plan, otherwise 
it is deemed unsuccessful. If a choice is unsuccessful, the planner must backtrack and 
search for an alternative choice from the remaining candidates. A decision is successful if 
at least one successful choice can be found from the available candidates, or unsuccessful 
if all of its choices are unsuccessful. 
For example, node N5 in Fig. 1 illustrates a decision where the aim was to find an 
operator to achieve the goal CLEAR. The candidates for this decision were the operators 
PUT-DOWN, STACK and UNSTACK. The first two choices made by the planner for 
this decision were PUT-DOWN and STACK, both of which were unsuccessful. The final 
choice made was UNSTACK, which eventually lead to a successful plan. 
At each successive stage in generating a plan, the following kinds of decisions need to 
be made. 
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LEr @; Nl: (ONAC) A L N2: (ON A C) STACK(A,C) (CLEAR C) 
L N3: 
w 
(ON A C) STACK(A,C) (CLEAR C) PUT-DOWN(C) 
D N4: (ON A C) STACK(A,C) (HOLDING A) 
B 
C A L N5: (ON AC) STACK(A,C) (HOLDING A) 
PICK-UP(A) (CLEAR A) 
+ N6: (ON A C) STACK(A,C) (HOLDING A) 
PICK-UP(A) (CLEAR A) PUT-DOWN(A) (HOLDING A) 
+ N7: (ON A C) STACK(A,C) (HOLDING A) 
PiCK-UP(A) (CLEAR A) STACK(A,D) (HOLDING A) 
N8: (ON A C) STACK(A,C) (HOLDING A) 
PICK-UP(A) (CLEAR A) STACK(A,C) (HOLDING A) 
N9: (ON A C) STACK(A,C) (HOLDING A) 
PICK-UP(A) (CLEAR A) STACK(A,B) (HOLDING A) 
NlO: (ON AC) STACK(A,C) (HOLDING A) 
PICK-UP(A) (CLEAR A) STACK(A,A) (HOLDING A) 
Nil : (ON A C) STACK(A,C) (HOLDING A) 
1 
PICK-UP(A) (CLEAR A) UNSTACK(D,A) (ON D A) 
N12: (ON A C) STACK(A,C) (HOLDING A) 
PICK-UP(A) (CLEAR A) UNSTACK(D,A) 
(ON D A) STACK(D,A) (CLEAR A) 
N13: (ON A C) STACK(A,C) (HOLDING A) 
LFGEND 1 PICK-UP(A) (CLEAR A) UNSTACK(C,A) (ON C A) N14: (ON A C) STACK(A,C) (HOLDING A) 
PICK-UP(A) (CLEAR A) UNSTACK(C,A) 
(ON C A) STACK(C,A) (CLEAR A) 
Nl5: (ON AC) STACK(A,C) (HOLDING A) 
PICK-UP(A) (CLEAR A) UNSTACK(B,A) (CLEAR 6) 
(ON A C) STACK(A,C) (HOLDING A) 
PICK-UP(A) (CLEAR A) UNSTACK(B,A) 
(CLEAR B) UNSTACK(D,B) 
N17: (ON AC) STACK(A,C) (HOLDING A) 
1 
PICK-UP(A) (CLEAR A) 
UNSTACK(B,A) (ARM-EMPTY) 
. . . 
Fig. I. Example of a plan search tree. 
(1) 
(2) 
Node decisions. Choice of a node containing goals that have yet to be satisfied. In 
this example, we use the depth-first strategy. 
Goal decisions. Choice of a goal to be satisfied. In this example, it is always the 
latest subgoal. However, in problems where the given goal is a conjunction of simple 
goals, the choice is important if we are to avoid harmful interactions between the 
plans for each top-level goal. 
C. Leckie, I. Zukennan /Artificial Intelligence 101 (1998) 63-98 67 
(3) 
(4) 
If the current node is ?N 
and the current goal is (CLEAR ?X) 
and UNSTACK is a candidate operator choice at ?N 
and ?O is a candidate operator choice at ?N 
and ?O is not equal to UNSTACK 
and (ON ?Y ?X) holds at ?N 
then prefer operator UNSTACK to ?O 
Fig. 2. Stylised example of a search control rule. 
Operator decisions. Choice of an operator for the current goal. These are generated 
by matching the effects of each operator against the current goal. 
Binding decisions. Choice of instantiations for the current operator. These are 
generated by matching the preconditions of each operator against the current 
problem state. In situations where there is more than one match, there will be 
several candidate instantiations of the same operator. For example, UNSTACK is 
instantiated three times in the nodes resulting from N5. 
Once all of these decisions have been made, the planner will attempt o generate a new node 
in the plan search tree. The opportunity for learning in plan generation lies in improving 
this decision-making process in order to avoid unsuccessful choices. 
An example of an opportunity for learning occurs at the operator decision in node N.5. 
In this decision, the operators PUT-DOWN and STACK were tried unsuccessfully for the 
goal (CLEAR A) before the correct choice of UNSTACK was made. If the planner is to 
avoid repeating these mistakes in the future, then we must learn a search control rule that 
prefers UNSTACK to the unsuccessful candidates in this context. Note that this is not a 
universal preference, since at node N2 the operator PUT-DOWN is successful for the same 
goal predicate CLEAR. Consequently, when we learn a rule that prefers UNSTACK for 
the goal CLEAR, we must also learn that this advice is only applicable when the block to 
be cleared has another block on top of it. Such a rule is shown in Fig. 2. 
Before a rule such as that in Fig. 2 is given to the planner, we need to consider what its 
utility will be. As mentioned in the Introduction, the utility of a rule depends on the cost 
of testing whether the rule is applicable, along with the savings in search time that will be 
incurred if the rule is applicable. The cost of a rule is the time required to test its antecedent 
at a node in a plan search tree. The savings of a rule may be measured in terms of the time 
required to create nodes over which the planner would later have to backtrack had the rule 
not been available. For example, the rule in Fig. 2 would save the planner from creating 
nodes N6-NlO if it were applied at node N5 in Fig. 1. However, it would save nothing 
if applied at node N16 since the planner made the correct choice using its default search 
strategy alone. If decisions such as those at node N5 are common, then the rule in Fig. 2 
is likely to have positive utility. However, if decisions such as those at node N16 are the 
norm, then on average the savings of the rule may be outweighed by its costs and it will 
have negative utility. 
The utility problem is not isolated to learning about planning problems, and may occur 
in any time-constrained search problem, such as theorem proving [20] and natural language 
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parsing [25]. Common to all of these applications, Markovitch and Scott [ 141 identify four 
main factors that affect the utility of learned knowledge: 
(1) Search time. The effect new knowledge has on search time depends on the savings 
that result from a reduced search space and the overheads of deciding when the new 
knowledge is applicable. 
(2) Relevance. The overall balance between savings and overheads depends on the 
relevance of the new knowledge. If it is seldom useful, then the overheads may 
swamp any savings. 
(3) Correctness. There is also the related issue of whether the new knowledge correctly 
“scales up” from training examples to actual use. For example, the preconditions 
of a rule designed to reject inapplicable operators may have been overgeneralised 
during learning. As a result, the rule may be incorrectly applied in practice, causing 
a correct operator choice to be excluded from the search. This may cause the planner 
to give up on a problem that could otherwise have been solved. 
(4) Memory requirements. New knowledge requires that memory be allocated for its 
long-term storage. This is usually not a problem, although it may be a consideration 
if the new knowledge has to be down-loaded into stand-alone systems with limited 
memory resources. 
Our aim is to investigate the relative importance of the first three factors in the context 
of learning search control knowledge for planning. In particular, we consider the effects of 
relaxing the importance of correctness in order to improve relevance and search time by 
using an inductive approach to learning. 
3. Grasshopper: an inductive approach 
Grasshopper is designed to analyse a trace of a planning system’s behaviour during 
search, and suggest modifications to the planner’s search strategy that will improve its 
performance in the future. Each time the planner solves a problem, the resulting plan search 
tree is passed to Grasshopper for analysis. Grasshopper then extracts from the plan search 
tree any interesting decisions that appeared during the search. These decisions are stored 
and then used as the basis for learning new search control rules. These search control rules 
are merged with the default rules of the domain to produce a new search strategy that can 
be used to guide the planner on subsequent problems. 
Like PRODTGY/EBL [ 161, Grasshopper has been designed to learn about goal, operator 
and binding decisions. Grasshopper does not learn about node decisions because any 
wasted nodes can be explained in terms of the other three kinds of decisions. 
There are five main stages in Grasshopper: 
(1) First, the Decision Extraction stage extracts interesting examples of planning 
decisions from a plan search tree. 
(2) Next, the Decision Clustering stage groups these decisions according to the type of 
search control advice they provide. 
(3) The Decision Characterisation stage then learns a unique description for each 
cluster of decisions. This description is used to recognise when the corresponding 
advice is applicable. 
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(4) The Rule Generation stage compiles the characterisation and advice from a cluster 
of decisions into a search control rule. This may result in a new rule, or an updated 
version of an existing rule. 
(5) Finally, the Utility Optimisation stage estimates the utility of new rules, and decides 
whether they should be passed on to the planner. 
In the following subsections, we describe the operation of each of these five stages in 
turn. Since the same basic approach is used for the three kinds of decisions, we concentrate 
on how Grasshopper learns about operator decisions, and describe where appropriate any 
major deviations from this method for goal and binding decisions. 
3. I. Decision Extraction 
When Grasshopper is given a new plan search tree, its first task is to extract interesting 
decisions for learning. These are decisions where more than one candidate was found, and 
one of those candidates eventually led to a successful plan. They are extracted by applying 
two basic guidelines: (1) do not attempt to learn from a decision if all of its candidates 
have been doomed to failure by an incorrect choice at a higher level decision, and (2) do 
not attempt to learn from a decision if it contained only one candidate. 
The first guideline forces Grasshopper to filter out nodes that are not ancestors of the 
successful leaf node of the plan search tree. Given a successful leaf node for a plan, it 
is a simple matter to trace its ancestors back up to the root of the tree. We refer to the 
successful leaf node and its ancestors as the successful nodes of the plan. For example, in 
the problem in Fig. 1, the successful nodes are (Nl, N2, N3, N4, N5, N15, N16, N17,. .). 
In contrast, nodes N6 to N14 contain no decisions with successful choices because they 
are all derived from incorrect operator or binding choices at node N5. Consequently, these 
unsuccessful nodes are excluded by Grasshopper. Note that some of the decisions made 
at these unsuccessful nodes may have been correct. However, Grasshopper has no way of 
directly testing correctness. If a decision leads to a successful plan, then we can infer that 
it was correct. Whereas if a decision occurs in an unsuccessful node, then we cannot be 
sure whether to blame the decision itself or an incorrect choice at a higher level decision. 
For this reason, all decisions at unsuccessful nodes are discarded. 
Grasshopper then applies the second guideline in order to find interesting examples 
of each kind of planning decision from each of the successful nodes in the plan. For 
example, there is only one candidate operator for the goal (ON A C) at node Nl in Fig. 1. 
Consequently, node Nl is excluded by the second guideline. In contrast, there are several 
candidate operators for the goal CLEAR. Consequently, nodes N2, N5 and N15 are all 
extracted as examples of interesting operator decisions. 
The same procedure is used to extract examples of goal and binding decisions. In the 
case of binding decisions, the procedure is straightforward. However, complications arise 
when we consider goal decisions. This is because a successful node may contain a goal 
choice that is successful, in the sense that it leads to a plan, yet unsatisfactory, in the sense 
that it causes a harmful goal interaction. A harmful interaction has occurred at a node 
N if one of the top-level goals that was deliberately achieved at an ancestor of N has 
been undone as a side-effect of the operator that generated N. For example, consider the 
conjunctive goal problem in Fig. 3. The default search strategy produces the sequence of 
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Nl : (AND (ON A B) (ON B C)) 
GOAL CHOICE: (ON A B) GoAL CHOICE: (ON B C) , /E< 
l-+-l 
GOAL 
(ON A B) 
NO LONGER HOLDS! 
El A B C D 
SUCCESS 
L CHOICE: (ON A B) 
SUCCESS 
Fig. 3. Two solutions to an example of a conjunctive goal problem. 
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problem states on the left-hand side of the diagram. In this solution, the goal (ON A B), 
which was achieved in the third state of the plan, is invalidated in the sixth state when block 
B is cleared so that it can be stacked on block C. However, as seen in this example, not all 
harmful goal interactions cause the planner to backtrack. Consequently, Grasshopper must 
check that it has a solution that is free of harmful goal interactions before it tries to extract 
goal decisions. This is done by checking each of the successful nodes in order, starting 
from the root. 
If a harmful interaction is detected at node N, Grasshopper reinvokes the planner to 
resume the search from the ancestor of N until a new solution is found. Grasshopper then 
extracts a new set of successful nodes corresponding to this new solution, and checks if this 
new solution still contains harmful goal interactions. If so, the process repeats itself until 
a new solution that is free of harmful goal interactions is found. Such a solution is shown 
in the right-hand side of Fig. 3. If such a solution can be found, the old set of successful 
nodes is replaced by the new set of successful nodes from this solution. By updating the 
successful nodes in this way, Grasshopper eliminates from the original solution decisions 
that were affected by an unsatisfactory goal choice. In this manner, Grasshopper can ensure 
that all successful goal choices are also satisfactory goal choices. If it is not possible to find 
a solution that is free of goal interactions, then Grasshopper does not attempt o learn from 
the problem. Note that when an earlier version of Grasshopper attempted to learn from 
plans with harmful goal interactions, this resulted in “corrupted’ operator and binding 
decisions because the planner had to manipulate these decisions in order to compensate for 
an unsatisfactory goal choice. 
Once the list of successful nodes that are free of harmful goal interactions has been found 
for a plan, the nodes representing interesting goal decisions may be extracted. A successful 
node contains an interesting goal decision if there is more than one top-level goal that 
could have been attempted, and one or more unsatisfactory goal choices were made before 
a satisfactory choice was found. In our example in Fig. 3, node Nl is extracted as an 
interesting example of a goal decision. 
3.2. Decision Clustering 
In Grasshopper, our target concept for learning is the particular candidate which 
constitutes a successful choice for each interesting decision. Since Grasshopper uses an 
inductive learning approach, we require positive and negative examples of each target 
concept so that we can extract a set of features that characterise this successful choice. The 
role of Decision Clustering is to index our interesting decisions so that we know which 
decisions are positive examples and which are negative examples for each target concept. 
This is done by organising our interesting decisions into a data structure that we 
call a decision index. A decision index clusters decisions using two levels of indexes. 
First we cluster decisions that all refer to the same type of decision problem, then we 
subdivide those clusters according to their outcome for the decision problem. Later, when 
we characterise a particular outcome, we can use the alternative outcomes as negative 
examples of the target concept. 
At the first level, decisions are indexed according to their decision context. For example, 
operator decisions have the same decision context if they all involve the same kind of 
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Table 1 
An example of an operator decision index for the search tree in Fig. 1 
Decision context Decision outcome Examples 
CLEAR PUT-DOWN N2 
UNSTACK N5, N15 
ON STACK Nl 
Table 2 
Summary table of indexes for decision clustering 
Kind of decision Decision context Decision outcome 
Goal Pair of interacting goals Successful goal choices 
Operator Goal to be satisfied Successful operator choices 
Binding Successful operator choice Successful and failed binding choices 
goal. Consequently, nodes N2, N5 and N15 from Fig. 1 would all be indexed under the 
decision context CLEAR. At the second level, decisions of the same decision context are 
sub-indexed according to their decision outcome. For example, operator decisions have the 
same outcome if they all have the same operator as their successful choice. Consequently, 
the decision context for the goal CLEAR would be sub-indexed so that node N2 is stored 
under the decision outcome PUT-DOWN, while nodes N5 and N1.5 are stored under 
the outcome UNSTACK. Table 1 contains the operator decision index that results from 
clustering these three decisions. 
The same procedure is followed for goal and binding decisions. In the case of goal 
decisions, the decision context is defined by the predicates of the interacting pair of goals, 
while the decision outcome is the goal that avoids harmful interactions when satisfied first. 
In the case of binding decisions, the decision context is defined by the goal predicate and 
operator type for the decision, while the decision outcome denotes whether the chosen list 
of bindings was successful or unsuccessful. Grasshopper has to store unsuccessful binding 
decisions so that it has a supply of counter-examples for learning. This is not necessary 
for goal and operator decisions, where the counter-examples of a particular decision 
outcome are implicit in the other outcomes belonging to the same decision context. Table 
2 summarises how decision contexts and outcomes are encoded for each kind of planning 
decision. 
3.3. Decision Characterisation 
Each successful decision outcome in a decision index represents a target concept 
for learning. Before Grasshopper can encode a rule for such an outcome, it needs to 
characterise when that rule is applicable. Sometimes the choice is clear, such as when one 
type of goal is always preferred to another. For other decision contexts the correct choice 
may not be so obvious, such as when two successful decision outcomes have been observed 
for the same decision context. In this case, the correct choice depends on additional factors 
such as the problem state of the current decision. The role of the Decision Characterisation 
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stage is to learn a generalised set of features that may be used to discriminate the correct 
choice for a decision from any other candidates. 
For example, we saw in the last subsection that the decision context CLEAR has at 
least two decision outcomes, i.e., PUT-DOWN and UNSTACK. In other words, in some 
situations PUT-DOWN is the correct choice, while in other situations the planner should 
use UNSTACK. The difference between these two situations is the problem state where 
each decision was made. Consequently, if Grasshopper is to generate a search control 
rule for each of these decision outcomes, it needs to encode into the rule the problem 
state features that discriminate one situation from the other. Specifically, each decision 
outcome must be discriminated from every other outcome of the same decision context. 
This involves searching for a generalised problem state description that matches all the 
decisions in the target decision outcome, and none of the decisions in any of the competing 
outcomes. 
Decision Characterisation is performed each time a decision index is updated with 
interesting decisions from a new plan search tree. This stage may be divided into two 
main steps: 
(1) Extracting target concepts. The first step lays the ground work by extracting target 
concepts for learning from the decision index, and encoding the positive and 
negative examples of each target concept. 
(2) Charucterising target concepts. The second step uses an inductive algorithm to learn 
a generalised description of the target concepts. 
The resulting descriptions may then be encoded into search control rules during the 
Rule Generation stage. Let us now consider how these two steps are implemented in 
Grasshopper for operator decisions. 
3.3.1. Extracting target concepts 
Grasshopper uses the operator decision index to determine which decision outcomes 
are target concepts for learning. If a decision outcome is not the only one in its decision 
context, then it becomes a target concept. The decisions represented by that outcome are 
used as the positive training examples for the target concept, and the decisions belonging 
to the other outcomes in the decision context are used as the negative training examples. 
For example, consider the outcome PUT-DOWN for the goal CLEAR as a target concept. 
A positive example would be represented by the decision at node N2 in Fig. 1, while the 
competing outcome UNSTACK would contribute the decisions at nodes N5 and N15 as 
negative examples. In this way, Grasshopper learns how to discriminate decisions in which 
PUT-DOWN is appropriate from decisions where another operator choice is appropriate. 
Once the positive and negative examples have been extracted for a target concept, they 
need to be encoded as a set of relations for learning. The training examples for this kind of 
planning decision are encoded by three different types of relations: 
(1) The target relation. The target relation assigns a unique identifier to each training 
example, and labels the example as either positive or negative. Each tuple in 
this relation has the form (label, identifier). For example, if the target concept 
is the outcome PUT-DOWN for the goal CLEAR, then the target relation is 
{ (+, 1) . (-, 2)) (-, 3)}, where the positive example of node N2 is given the serial 
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Table 3 
Relations encoding the training examples of the operator choice “PUT-DOWN” for the goal “CLEAR” 
Decision 
Target context ARM-EMPTY CLEAR HOLDING OBJECT ON ON-TABLE 
(Goal: CLEAR) 
(+> 1) (Cv 1) (2) (D, 1) (Cl) A 1) P, B, 1) (Al) 
c-> 2) (A 2) (3) (C, 2) (B, 1) (B,A, 1) (A. 21 
t-y 3) (B, 3) (D. 2) (C, 1) (D, B. 2) (C. 2) 
(C, 3) (D, 1) (B, A. 2) (A, 3) 
(D, 3) (A, 2) (D, B. 3) (C. 3) 
(B, 2) (B. A, 3) 
(C, 2) 
(D. 2) 
(A, 3) 
(B, 3) 
(C. 3) 
(D, 3) 
(2) 
(3) 
number 1 and the negative examples of nodes N5 and N1.5 are given the serial 
numbers 2 and 3, respectively. 
Decision index relations. The decision index relations encode information about the 
decision context and decision outcome of the training examples to be characterised. 
The definitions of these relations depend on the kind of planning decision involved. 
In the case of operator decisions, the decision context and outcome are defined as 
the goal to be satisfied and the successful operator, respectively. In this case, the 
decision context is represented by a relation that encodes the arguments of the goal 
to be satisfied and the identifier of the training example, e.g., (C, 1) for the goal 
(CLEAR C) in the first training example. In contrast, we do not require a relation for 
the decision outcome of operator decisions since the successful operator is simply an 
atom, e.g., PUT-DOWN or STACK. Thus, if the target concept is the outcome PUT- 
DOWN for the goal CLEAR, then we only need to encode a relation corresponding 
to the goal CLEAR, as shown in the second column of Table 3. 
Domain relations. The domain relations encode the current problem state of each 
training example. There is one domain relation for each predicate that appears in the 
problem state of one or more training examples. For example, Table 3 contains the 
predicates that appear in the three training examples from nodes N2, N5 and N15, 
namely ARM-EMPTY, CLEAR, HOLDING, OBJECT, ON and ON-TABLE. Each 
time an instance of a predicate appears in a problem state, a tuple is added to the 
relation corresponding to this predicate. The tuple contains the arguments of the 
predicate, together with the unique identifier of the training example from which the 
predicate came. For example, the predicate HOLDING in Table 3 is encoded by the 
relation ((C, 1 )}, since block C is being held in node N2 in Fig. 1. 
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Input: training-set of positive and negative examples 
output: clauses that characterise training-set 
1. Initialise positive-tuples and negative-tupZes from training-set 
2. While positive-tuples i  not null 
3. Start a new clause C 
4. Initialise T with positive-tuples U negative-tuples 
5. While T contains negative tuples 
6. Find a literal L to add to the new clause C 
7. Let T’ = new training set baaed on tuples in T that satisfy L 
8.LetT=T’ 
9. Remove from positive-tuples any tuples that match C 
10. Add C to clauses 
Fig. 4. Outline of the FOIL algorithm (based on [23]) 
These three sets of relations form the input description of the target concept for the learning 
algorithm. 
3.3.2. Characterising target concepts 
The aim of the second step in the Decision Characterisation stage of Grasshopper is 
to learn a generalised description of a target concept from the relational description of 
its training examples. We have adapted the FOIL algorithm [23] to perform this step. The 
FOIL algorithm uses a greedy search to find a definition of a target relation in terms of a set 
of Horn clauses (see Fig. 4). Each clause is compiled from a set of background relations in 
such a way that it matches as many of the unmatched positive examples in the target relation 
as possible and none of the negative examples. FOIL uses an information-based heuristic 
to guide its search for which background relations to use in a clause. In our application, 
the background relations comprise the decision index relations and the domain relations. 
The main modification we have made to FOIL lies in the way we treat different kinds of 
relations. 
The inner loop of FOIL builds up a clause one literal at a time. Initially, the body of the 
clause is empty, and the target relation is used as the head of the clause. Each literal that 
is included in the body of the clause corresponds to either a predicate for a background 
relation or the negation of such a predicate. At any point in this loop, the current clause 
contains a number of variables, say k. The set of k-tuples that represents consistent values 
for these variables is referred to as the training set for the clause. The initial training 
set corresponds to the set of tuples in the target relation. When selecting a literal to add 
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Clause: 
(TARGET ?Xl) t- (GOAL (CLEAR ?X2)). 
Training Set: 
(X0, Xl, X2) 
(1, +, C) 
t 
(2, -7 A) 
(3, -1 B) 
Fig. 5. Initial training set for the operator choice “PUT-DOWN” and the goal “CLEAR”. 
Clause: 
(TARGET ?Xl) t (GOAL (CLEAR ?X2)), (HOLDING ?X2)). 
Training Set: 
Fig. 6. Training set of the clause for the operator choice “PUT-DOWN” and the goal “CLEAR” 
to the current clause, FOIL must decide which background relation to use, and which 
combination of variables to use in the literal. FOIL chooses between literals based on the 
extent to which they improve the ability of the clause to filter out negative examples from 
the training set. 
Now that we have described the basic operation of FOIL, let us examine how it is 
used in the Decision Characterisation stage of Grasshopper. Consider the example of 
characterising the choice of the operator PUT-DOWN for the goal CLEAR. The first step 
is to create the initial training set for learning. This is done by joining the target relation 
with the goal relation according to the identifier for each example. This associates each 
example with the arguments of its goal. The resulting training set is used as the starting 
point in the search for a clause. Fig. 5 shows the initial training set that is created from 
Table 3, together with the initial clause that matches the training set. 
The search for a set of clauses that define the target relation proceeds in the normal 
manner. The clause is extended using the domain relations for the training examples. After 
the first iteration it is clear that the predicate HOLDING may be used to characterise the 
target concept. Fig. 6 shows the training set for the resulting clause. The meaning of this 
clause is that decisions where PUT-DOWN is the successful operator choice have the 
unique feature that the robot arm is holding the block to be cleared. 
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Note that the variable chosen for the new literal was the existing variable ?X2, as 
opposed to a new variable ?X3, which would have been consistent with the limited training 
set but ultimately incorrect. This is due to a rule used by FOIL for variable selection that 
requires each new literal to include at least one existing variable [23]. 
Each clause that Grasshopper learns in this way forms the basis for a new search control 
rule. The main advantage of using a learning algorithm such as FOIL is that it provides 
an efficient method for characterising each decision outcome. In addition, it is able to 
learn about decision outcomes that require a disjunctive description, i.e., where more than 
one clause is required to cover all the positive examples. The rules that result from these 
disjunctive clauses have the same advice, but slightly different antecedents. 
Now that we have described the basic operation of the Decision Characterisation phase 
in Grasshopper, let us conclude with a description of the main modifications we have made 
to the FOIL algorithm. In our application there are additional semantic constraints that 
need to be considered in Grasshopper’s implementation of FOIL. These constraints affect 
(I ) how atoms are interpreted in different problems, and (2) how literals are chosen for a 
clause. 
Interpretation of atom in diferent problems. When a literal is added to a clause, a new 
training set is generated from the tuples that are consistent with the body of the new 
clause. In FOIL, a tuple from the original training set matches a tuple from the new 
literal’s definition only if they share the same values for all variables that they have in 
common. When matching tuples, FOIL assumes that an atom always has the same meaning 
in different tuples. 
However, this is not always the case in our application, since the same atom may have 
entirely different meanings in different examples. For example, the names assigned to 
blocks in different problems bear no relationship to one another. In contrast, some domains 
use special atoms that retain their meaning from one problem to the next. This is because 
they are explicitly mentioned in the preconditions or effects of the operators in the domain. 
For example, the STRIPS domain involves a single robot and a number of objects to be 
moved between rooms. Although the robot is referred to in the same way as any other 
object, its name remains the same from one problem to another, and certain operators refer 
to the robot by name. Thus, while FOIL can assume that an atom always has the same 
meaning, Grasshopper needs to know the scope of each atom in each tuple: is it local to a 
particular problem, or is it global throughout the domain? 
In the case of atoms with local scope, Grasshopper must ensure that it does not compare 
tuples from different problems. This is done by testing the problem serial number that is 
attached to each predicate when training examples are encoded, and combining tuples only 
if they come from the same training example. For example, if the predicate (ON D B) 
appears in the problem state of the second training example, then the tuple (D, B, 2) will 
appear in the relational definition of ON. In this case, if the predicate ON is added to a 
clause, then the tuple (D, B,2) will be matched only with other tuples from example 2. 
In the case of atoms with global scope, Grasshopper must first detect whether these 
special cases occur in a domain. This is done by identifying any constants that appear in 
the operator definitions for the domain, e.g., the atom ROBOT in the STRIPS domain. 
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Grasshopper then has the option of using any of these special atoms in a new literal as an 
alternative to a variable, e.g., both (NEXT-TO ?X ?Y) and (NEXT-TO ROBOT ?X) would 
be valid literals in the STRIPS domain. Since tuples from any problem can match a literal, 
this has the effect of giving special atoms a global scope. 
Effect of semantic constraints on the choice of literals. Grasshopper must distinguish 
between ordinary domain relations and decision index relations. Domain predicates 
may appear many times in a clause, whereas decision index predicates cannot be 
meaningfully used more than once in a clause. In certain situations these latter predicates 
are automatically included in clauses because of the unique information they convey. For 
example, Grasshopper always adds to a clause the predicate of the goal to be satisfied when 
characterising operator decisions, so that the clause contains a complete description of the 
decision context. However, there is no point in adding the goal predicate more than once, 
since there is only one goal currently being satisfied in each training example. This is done 
for efficiency reasons. In principle, the same effect would be achieved if we let FOIL use 
the decision index relations to build a clause, since there would be no gain in discriminating 
power by adding a decision index predicate more than once. However, this would only be 
found by trial and error, and each additional relation creates another option that must be 
tested each time FOIL searches for a new literal to add to a clause. 
There are also differences in the way Grasshopper and FOIL decide when to give up on 
an incomplete clause and start again. During the early stages of clause generation, there 
may be several literals that appear to be equally promising in terms of the measure of 
information gain used by FOIL. If, like FOIL, Grasshopper keeps only one candidate 
clause, the risk of missing the correct generalisation is increased, since other equally 
likely candidates are arbitrarily thrown away. Consequently, Grasshopper continues to 
explore all promising candidate clauses in parallel until one has a greater gain than the 
rest. However, the number of candidates is likely to explode if the best gain is zero on 
subsequent iterations. Under these circumstances there is no point continuing with the 
current candidate clauses, because successive gains of zero usually mean that the training 
set contains a number of positive examples that cannot be discriminated from the negative 
examples. Grasshopper then removes from the current training set the positive examples 
that cannot be discriminated, and tries to cover the positive examples that remain. 
This scenario may occur if the greedy search strategy misses the correct generalisation, 
in which case no rules are learned from the discarded examples during this invocation 
of Grasshopper. The next time Grasshopper is invoked with new training examples for 
this target concept, it tries again to characterise all the examples of the target concept, in 
the hope that the new examples will help Grasshopper find a suitable generalisation that 
includes the previously discarded examples. 
This scenario could also occur if the range of features in our model of the decision 
context is insufficient to account for all of the variations that occur in the training data, 
such as when there is noise in the training examples. The interested reader is referred 
to [23] for a discussion of more sophisticated halting criteria to deal with this problem. 
However, these criteria were not needed in Grasshopper since we have concentrated on 
applications where there is no uncertainty in the description of the problem state. 
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If the current node is ?N 
and the current goal is (CLEAR ?X2) 
and PUT-DOWN is a candidate operator choice at ?N 
and ?O is a candidate operator choice at ?N 
and ?O is not equal to PUTDOWN 
and (HOLDING ?X2) holds at ?N 
then prefer operator PUTDOWN to ?O 
Fig. 7. Stylised example of a search control rule for an operator decision. 
3.4. Rule Generation 
Once interesting decisions have been clustered and characterised, the Rule Generation 
stage can begin. Rules are required only for those decision outcomes that have been 
confused with alternative outcomes belonging to the same decision context. The resulting 
search control rules may then be used by the planner to avoid making the wrong choice 
during subsequent problem solving. 
For each decision outcome that requires a rule, Grasshopper needs to encode the 
antecedent and the consequent of the rule. The antecedent encodes the overall context of 
the decision. It is used by the planner to recognise whether the rule is applicable at a given 
node in a plan search tree. It specifies the decision context, the competing candidates, and 
the characteristic features of the successful outcome. 
The consequent of a rule encodes the advice contained in the decision outcome. 
PRODIGY provides three different types of advice that can be used in the consequent 
of a search control rule: (1) select a specified subset of the available candidates, (2) reject 
a specified subset of the available candidates, and (3) prefer one candidate over another 
candidate. The first two types of advice prune the search space, while preference 
rules change the default ordering of the candidates without excluding any possible 
candidates. Since Grasshopper uses an inductive approach to learning, it is possible that 
the characterisation used in the search space may be too general. Thus, if Grasshopper 
encoded its advice as either selection or rejection rules then there is the risk that a correct 
candidate may be pruned by mistake. Consequently, Grasshopper encodes the advice of 
a rule as a preference for the successful outcome over the other candidate choices. Fig. 7 
shows an example of such a search control rule. 
3.5. Utility Optimisation 
Any decision outcome in the decision index that contained erroneous choices before the 
successful choice was found may warrant a rule. Such a rule saves the cost of repeating 
these mistakes in the future. However, there is an overhead to adding new rules. Every time 
a node is expanded, we incur the cost of testing this rule. If the savings of the rule are small. 
or if the decision outcome for which it is designed rarely appears, then the utility of the 
rule to the planner is low. Hence, we need to estimate the utility of new rules before they 
are added to the planner. 
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Recall that the output from the Decision Characterisation stage is a set of one or more 
clauses for each target concept, where each clause is used to construct a search control rule 
(Section 3.3). In order to determine the utility of each rule, Grasshopper needs to record 
the number of example decisions that are covered by each rule. In order to provide this 
information to the utility calculation, the Decision Characterisation stage records which 
example decisions are covered by each clause. 
We can calculate a measure of this utility using the information collected from the 
training problems as they appear in the decision index. We begin by calculating the cost of 
solving each training problem. This is just the cost of creating the nodes in the search tree. 
A search control rule would reduce this cost by the number of unsuccessful nodes that it 
would save from the training examples. For example, a rule that recommends when to use 
the operator UNSTACK for the goal CLEAR would save the unsuccessful nodes N6-NlO 
in Fig. 1. In return, there would be an additional overhead of matching the rule at every 
node in the tree, excluding the nodes that have been saved. 
We can derive a cost function that models the effect on the total search cost of adding 
new search control rules. To this effect, we need to define the following parameters: 
t = total number of candidate rules, 
s = total number of successful nodes in the training examples, 
ui = total number of unsuccessful nodes pruned by rule i, 
Xi E (0, l}, 1 if rule i is included, 0 otherwise, 
C, = average cost of creating a node, and 
Cm = average cost of matching a rule to a node. 
Altogether. there are four main factors that influence the total search cost: 
(1) 
(2) 
Creating successfil nodes. This factor represents the minimum time required by 
the planner to generate a plan, assuming it always makes the correct choice without 
referring to any search control rules. This is simply the cost of creating the successful 
nodes in the given plan search trees: 
Cost1 = c,s. 
Creating unsuccess$d nodes. This factor accounts for the time spent by the planner 
creating nodes over which it eventually backtracks. This factor is at its maximum 
when there are no search control rules active. As rules are added to the planner, the 
number of unsuccessful nodes decreases. The savings for each rule are derived from 
the number of unsuccessful nodes in the example decisions that were used to learn 
the rule: 
COSt2 = I[ (1 - Xi)C,Ui]. 
i=l 
(3) 
(4) 
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Matching rules against successful nodes. For each rule that is active, we will incur 
the cost of matching that rule against all the successful nodes: 
Cost3 = ~[XiC,Sl. 
i=l 
Matching rules against unsuccessful nodes. This factor is the time required to match 
each active rule against the unsuccessful nodes created by the planner. There are 
two competing forces in this factor. The match cost of each rule depends on the 
number of unsuccessful nodes that are created by the planner. However, the number 
of unsuccessful nodes depends in turn on how many search control rules are active. 
Adding new rules may increase or decrease this cost, depending on how many 
unsuccessful nodes are left: 
COSt4 = 2 
[ 
XiCm k[tl -Xj)Uj] . 
i=l j=l 1 
Our model for the total decision-making cost is the sum of these factors, as shown below. 
Note that in order to simplify this calculation, we have used average values for the costs of 
matching rules and creating nodes. 
COSt=CcS + 2 
[ 
(1 -Xi)CcUi +XiCmS +XiC, k[(] -Xj)Uj] . 
i=l j=l I 
We use this approximate expression to help quantify the effect that new candidate 
rules would have on the training problems. The problem of determining which rules to 
remember can thus be resolved by finding the combination of rules that minimises this 
cost function. A rule is made active and passed to the planner when Grasshopper considers 
it to have positive utility using this cost function. Otherwise, the rule remains inactive 
until subsequent problems have demonstrated its utility. After each new training problem, 
Grasshopper adds any new rules to the list of candidate rules, and updates the statistics on 
any old rules that are still inactive. The utility optimisation is then performed on the new 
rules and the old inactive rules to see which rules should be made active. 
Once a rule is made active, its status remains fixed in subsequent optimisations. This is 
because it is impractically slow to rerun the planner with and without each possible rule on 
all problems. Thus, the utility of a rule is estimated from the training problems that have 
been seen since the rule was first learned until it is made active. 
Note that in order to calculate the additional overhead of any particular rule, we need 
to know which other rules have been included. As a result, the optimisation of this cost 
function is a nonlinear O-l integer programming problem [26]. There are 2’ possible 
alternatives in the search space for such a problem. However, in all of the domains we 
have encountered, t is sufficiently small to allow us to perform the search using explicit 
enumeration. 
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4. Experimental framework and results 
In this section, we examine the performance of Grasshopper in practice, using the 
PRODIGY planner as our test-bed. Our approach is to measure the total reduction in 
planning time that occurs when the planner uses rules learned by Grasshopper. We then 
compare this result with the corresponding reduction that occurs when the planner uses 
rules learned by PRODIGY/EBL [ 161. This enables us to compare the relative strengths 
and weaknesses of inductive and explanation-based learning techniques. 
In addition to quantifying the effect of learning search control rules on the time required 
for plan generation, there are several other issues that we aim to address through these 
experiments, namely: (1) the overall utility of each search strategy, (2) the effectiveness 
of the Utility Optimisation stage, (3) the total number of test problems solved using each 
search strategy, and (4) the performance of each strategy in different planning domains. 
Let us now describe the characteristics of our test domains, and consider how they address 
the aims of our experiments. 
4.1. Test domains 
We have used four different planning domains to test the performance of Grasshopper. 
The first two domains that we have considered are the blocks world and an extended 
version of the STRIPS world. These have become standard problems for testing in this 
line of research. There are a number of variations of these domains that have been used 
by different researchers over the years. We have used the same definitions used by Minton 
in his thesis [15]. This ensures that we are testing PRODIGY/EBL under conditions for 
which it is known to work successfully. 
The other two test domains are referred to as the parser domain and the timetable 
domain. These domains have been specially designed to test our hypothesis that 
inductive learning techniques have certain advantages over explanation-based techniques 
for particular types of domain theories. Explanation-based techniques assume that the 
theories used to produce an explanation are complete, correct and tractable. Usually, this 
is not considered to be an issue when learning search control rules for planning, as the 
operator definitions for a domain implicitly provide sufficient knowledge to generate an 
explanation. However, from the perspective of utility, there is no guarantee that such an 
explanation will result in an efficient search control rule. Although the preconditions of 
an operator specify the conditions under which the operator is applicable, they usually 
provide no heuristic information that indicates whether the operator is likely to be useful 
in a particular problem-solving context. This may become apparent only after a number 
of dead-ends in the plan search tree have been explored. In some domains, there may be 
additional contextual knowledge that has heuristic value in predicting whether an operator 
is likely to be useful. However, these heuristic features would not appear in the domain 
theory because they are not necessary conditions for making a particular choice. Thus, 
an explanation-based learner would be unable to make use of these features. In these 
situations, we consider the domain theory to be heuristically incomplete. 
Although the parser and timetable domains are rather restricted, they have been included 
to demonstrate plausible problem solving scenarios in which heuristically incomplete 
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S+aX S+aY S-saZ 
X+bX, x1 + cx1 x, + x 
Y+bY1 Y1+ CY, Yl +Y 
Z+bZ, z, + cz1 z, +z 
Fig. 8. Grammar rules for the parser domain 
domain theories may occur. Our expectation is that in these domains Grasshopper would 
be able to learn rules of higher utility than those learned by PRODIGY/EBL. Let us now 
describe these two domains in more detail. 
4.1.1. Parser domain 
This test domain implements a parser that is designed to parse sentences of a simple 
grammar that requires an indefinite level of lookahead (Fig. 8). The main source of 
complexity in this domain is the decision about which operator should be used to achieve 
the top-level goal of parsing a sentence. There are three choices for this decision, each 
corresponding to one of the following rules of the grammar: S -+ ax, S + aY and 
S -+ aZ, where a is a terminal symbol, X, Y and Z are nonterminal symbols, and S is 
the start symbol of the grammar. The grammar allows for strings that start with “ab”, 
followed by a number of C’S, and completed by x, y or z, such as “abcccx”, “abcy”, and 
“abccccccz”. Due to the ambiguity of the grammar, the planner using the default search 
strategy must choose an operator for the top-level goal in an arbitrary way. The planner 
does not find out whether it has made the correct choice until it reaches the end of the 
sentence. If the planner has made the wrong choice, then it is forced to backtrack to the 
start of the sentence. In other words, an arbitrary decision made by the planner at an early 
stage in the solution of the problem may have harmful repercussions at a later stage in the 
plan. 
In order to illustrate the use of heuristic features, we have included in the problem state 
description of each sentence an additional predicate that we refer to as PITCH. There 
are three values that may be assigned to the argument of this predicate, namely RISING, 
FALLING or STEADY. Each sentence category has its own pitch value, which may be 
used to help the planner decide which parsing rule should be used at the start of a sentence. 
It is important to realise that the domain theory is formally complete for this problem, 
since the planning operators define how to parse any legal sentence that belongs to the 
grammar. However, the domain theory is heuristically incomplete in the sense that there 
are additional features outside of this domain theory that have heuristic value in reducing 
the amount of search required to parse a sentence. 
Although this grammar is somewhat contrived, it is indicative of the kind of search 
problem that is involved in certain types of parsers for spoken language. One approach that 
has been suggested to help reduce the cost of parsing spoken language is the use ofprosodic 
features of speech, such as changes in the pitch of a speaker’s voice when a sentence is 
spoken [24]. One of the challenges of this approach is to extend the grammars used by 
natural language parsers to incorporate this kind of information. This information may 
84 C. Leckie, I. Zukerman /Artijicial Intelligence 101 (1998) 63-98 
GOAL: 
(and (engineering) (applied-maths) (chemistry) (physics)) 
INITIAL-STATE: 
(free tl) 
(free t2) 
(free t3) 
(free t4) 
Fig. 9. Example of a problem from the timetable domain 
be obtained from a corpus of sentences that have been annotated with prosodic features. 
However, there may be no clear model of how these features should be incorporated into 
an existing natural language parser. This is another possible application for learning search 
control knowledge. Although this kind of problem is beyond the scope of this paper, our test 
domain reflects in a greatly simplified form some of the characteristics of this application. 
4.1.2. Timetable domain 
This domain is designed to generate customised timetables for university students. In 
this domain, there is a fixed timetable that specifies which subjects are offered at which 
times. Each student is enrolled in four subjects out of a range of ten subjects that are 
available. Each subject is offered at one or more alternative times during the week. Given 
the subjects in which a student is enrolled, the aim is to generate a timetable for the student 
by allocating a class time to each subject in which the student is enrolled. From the point 
of view of the planner, each problem is represented by a conjunction of four goals, where 
each subject has its own goal predicate. Different operators for the same subject represent 
alternative times at which the subject is offered. A precondition of each operator is that the 
student is free at the time of that class. The planner must find a combination of operators 
that represent compatible class times for the subjects being taken by the student. Fig. 9 
contains an example of a problem from this domain. 
This is a form of constraint satisfaction problem where the planner must assign classes 
to subjects such that no two classes share the same time slot. The opportunity for learning 
in this domain is to recognise which operator to choose for a goal, given the other goals 
that appear in the problem. As with the previous domain, we have provided an additional 
background feature that may help the planner predict which is the correct operator for a 
goal. This feature specifies the faculty to which a student belongs. Some subjects are taken 
only by students from a particular faculty, whereas other subjects are common to students 
from a number of faculties. In addition, students from certain faculties take a predetermined 
combination of subjects. In those faculties, all of the students normally have the same 
standard timetable. This makes it possible to predict which class to take for a subject based 
on the faculty to which a student belongs. 
The faculty predicate is a heuristic feature, since it does not appear in the operator 
definitions. Consequently, any problem in the domain may be solved without using this 
feature, although the search time is likely to be longer than when this feature is used. 
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This kind of feature is usually recorded in a student enrolment database. In our sample 
runs, Grasshopper looks in such a database for any information that could be useful when 
characterising planning decisions. 
4.2. Experimental procedure 
The standard procedure that we follow in these experiments is to measure for each 
domain the total time required by the PRODIGY planner [ 171 to solve a fixed set of test 
problems under three different conditions: 
(1) when the planner has no added search control rules, 
(2) when the planner uses the search control rules learned by Grasshopper on a fixed set 
of training problems, and 
(3) when the planner uses the search control rules learned by PRODIGY’s EBL module 
on the same set of training problems. 
For each domain, we required separate sets of training and test problems. In the blocks 
world and STRIPS world domains, these problems were randomly generated according to 
the method described by Minton in his thesis [ 1.51. The training problems were filtered to 
exclude examples that were too hard or too easy. The same basic approach was followed 
in the parser and timetable domains, although there is less scope for variation in these 
domains. 
In principle, since PRODIGY/EBL and Grasshopper use different utility evaluation 
functions, the effect of introducing utility optimisation should be tested separately from the 
effect of using inductive or explanation-based learning. In practice, however, the method 
of utility evaluation had no effect on the rules learned by Grasshopper in the blocks world 
and STRIPS world, since no rules were removed by Grasshopper’s utility evaluation (see 
Table 5 for details). Consequently, there was no need for explicit separate testing of the 
utility evaluation functions. 
In all but the STRIPS world domain, the length of the search on each problem was 
limited to a maximum of either 300 CPU seconds or 2500 nodes, whichever came first. In 
the STRIPS world domain, the CPU bound was raised to 750 seconds so that at least one 
strategy was able to solve all of the test problems. Table 4 summarises the training and 
test conditions for each domain. It should be noted that PRODIGY/EBL was able to create 
search control rules for node decisions in addition to goal, operator and binding decisions. 
In the blocks world and STRIPS world domains, PRODIGY/EBL also had access to 
explicitly encoded domain axioms that could be used to help simplify the explanations 
that were generated. 
The tests were run using Version 2.0 of the PRODIGY planner on a Sun Sparcstation 
IPC with Sun Common Lisp 3.0. The planner was always run in interpreted mode, because 
running it in compiled mode would have substantially degraded the performance of the 
strategies learned by PRODIGY/EBL. This was due to inaccuracies in the timing functions 
used by the Common Lisp version of PRODIGY, which affected the utility analysis 
performed by PRODIGY/EBL [ 171. By always running the planner in interpreted mode, 
these inaccuracies were reduced so that the total number of rules saved by PRODIGY/EBL 
was almost identical to the figures quoted in Minton’s thesis [ 151. Naturally, the planner 
was also run in interpreted mode when Grasshopper was used. 
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Table 4 
Exnerimental conditions for each domain 
Domain Number of Number of Time bound Node bound 
training problems test problems (CPU seconds) 
Blocks world 50 100 300 2500 
STRIPS world 50 100 750 2500 
Parser 20 50 300 2500 
Timetable 24 27 300 2500 
Table 5 
Results from the training phase for each domain 
Domain Strategy Number of Number of Learning time 
rules considered rules kept (CPU minutes) 
Blocks world Grasshopper 11 11 62 
PRODIGY/EBL 71 23 51 
STRIPS world Grasshopper 14 14 211 
PRODIGY/EBL 145 29 127 
Parser Grasshopper 2 2 I1 
PRODIGYiEBL 35 2 19 
Timetable Grasshopper 11 9 4 
PRODIGY/EBL 63 20 20 
4.3. Experimental results 
In this section, we summarise the results of our tests on the four test domains described 
above. We postpone any discussion of these results until the next section. For each domain, 
we are interested in two different sets of results, namely those relating to the training phase 
and those relating to the test phase. 
Let us begin with the results for the training phase of each experiment. Our main concern 
in the training phase is with the number of rules learned and the total learning time required. 
These results are summarised for both Grasshopper and PRODIGY/EBL in Table 5. This 
table contains the total learning time required by each system, along with the number of 
rules that each system considered and the number of rules that were actually kept by each 
system. The difference between the number of rules considered and the number of rules 
kept represents the number of rules that were discarded because they were deemed to be 
of low utility. Note that in the blocks world, STRIPS world, and parser domains, all of the 
rules learned by Grasshopper were retained by the utility optimisation stage. 
The second set of results pertain to the test phase of each experiment. The results of 
these tests are plotted in Fig. 10. These graphs show the cumulative cost of the search in 
terms of the CPU time spent on each problem. According to these results, the rules learned 
by Grasshopper were most effective at reducing the total search time in all of the domains. 
It is also worth considering the number of nodes expanded and the number of problems left 
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Fig. 10. Test results. 
unsolved by each search strategy. These results are summarised in Table 6. Note that in the 
STRIPS world domain there was a problem that could not be solved in the given resource 
bounds when the rules learned by PRODIGY/EBL were used. 
The savings in CPU time accrued by PRODIGY/EBL’s rules in the STRIPS world 
domain were substantially lower than the results quoted in 1151, despite the fact that the 
number of rules considered, the number of rules kept, and the savings in nodes expanded 
were almost identical between the two sets of experiments. This was due to the fact that the 
PRODIGY planner was run in interpreted mode rather compiled mode for our experiments, 
as discussed in Section 4.2. When the planner was run in interpreted mode, the time 
required to test the antecedents of rules was found to be proportionately much higher than 
other tasks such as expanding nodes. Although this phenomenon affects the performance of 
the rules learned by both systems, it has a greater effect on PRODIGY/EBL’s rules because 
their antecedents are substantially more complex than those of Grasshopper’s rules. This 
effect is most noticeable in the STRIPS world because of the size of the problem state 
description in this domain. 
Another objective of these experiments was to verify the effectiveness of the Utility 
Optimisation stage in Grasshopper. Errors of commission are difficult to identify because 
of the effort required to test all possible subsets of rules. Errors of omission are easier to 
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Table 6 
Summary of test results for each domain 
Strategy Nodes Improvement Total time Improvement Problems 
expanded over default (CPU seconds) over default unsolved 
Blocks world domain 
Default 4906 1 6030 15 
Grasshopper 1543 97% 1225 80% 0 
PRODIGY/EBL 1789 96% 2010 67% 0 
STRIPS world domain 
Default 37174 _ 9163 7 
Grasshopper 10145 73% 4600 50% 0 
PRODIGY/EBL 2708 93% 6654 27% 1 
Parser domain 
Default 1736 307 0 
Grasshopper 912 48% 225 37% 0 
PRODIGY/EBL 1106 36% 343 -11% 0 
Default 1070 127 0 
Grasshopper 301 72% 93 27% 0 
PRODIGY/EBL 299 72% 165 -31% 0 
TIMETABLE 
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Fig. 11. Effect of utility optimisation in the timetable domain. 
test, however there were no rules removed by Grasshopper in the blocks world, STRIPS 
world or parser domains. In the timetable domain, the Utility Optimisation stage decided 
not to activate two search control rules because their utility was deemed to be too low 
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(Table 5). In order to assess whether this was an appropriate decision, we created a new 
search strategy containing the rules learned by Grasshopper in the timetable domain when 
Utility Optimisation was disabled. The results of applying this new search strategy to the 
test problems are shown in Fig. 11, along with the results for the original set of rules when 
Utility Optimisation was enabled. These results show that there was a small increase in 
problem solving time when Utility Optimisation was disabled, which verifies the original 
decision to discard these two extra rules. 
5. Discussion and further work 
Our results have demonstrated the advantages of inductive learning in addressing the 
utility problem. In terms of the total number of nodes expanded, there was little difference 
between Grasshopper and PRODIGY/EBL in the blocks world, parser and timetable 
domains. In the STRIPS world domain, PRODIGY/EBL produced greater savings in the 
number of nodes expanded, as shown in Table 6. However, PRODIGY/EBL required more 
rules than Grasshopper to achieve these savings. This means that these savings were offset 
by the additional computational cost of having to test a larger set of rules at the nodes 
of each search tree. Thus, the utility of the rules learned using the inductive approach is 
significantly higher than that of the rules learned using the explanation-based approach. 
Let us now examine in more detail the factors underlying these results. 
5. I. Pe$ormance in traditional domains 
In the blocks world and STRIPS world domains, the main differences between the sets of 
rules generated by the two learning approaches were the number of rules learned and their 
complexity. PRODIGY/EBL’s rule set contained a number of redundant rules. These rules 
provided the same advice but were over-specialised, because their antecedents included 
unnecessary features from the problem state. This was due to PRODIGY/EBL’s focus 
on learning from individual examples. This tendency for EBL techniques to learn over- 
specialised rules has been analysed in detail in [7]. In contrast, Grasshopper was able to 
avoid this problem because it learned from more than one example at a time. This resulted 
in a smaller set of rules that were often substantially simpler than their counterparts from 
PRODIGY/EBL. 
To illustrate this effect, in Fig. 12 we have shown three example rules from PRODIGY/ 
EBL and Grasshopper for the blocks world domain. These rules encode a preference for 
a goal such as (ON B C) over (ON A B) (see Fig. 3 for an example). Grasshopper’s 
rule (GH-Rulel) encoded this preference in the most straightforward way. In contrast, 
PRODIGY/EBL learned two rules for this target concept (EBL-Rule1 a and EBL-Rule1 b), 
which are almost identical. Both of these rules contain irrelevant tests in their antecedents 
(shown in bold), which illustrate the difficulty PRODIGY/EBL has in making adequate 
generalisations from specific examples. In some cases, the antecedents of the rules learned 
by PRODIGY/EBL were up to 30 lines long, whereas the corresponding rule from 
Grasshopper had an antecedent hat was only three lines long. The interested reader can 
find an example of such a rule in [6], which matches our own experience. 
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PRODIGY/EBL 
(EBL-Rule1 a 
W 
(AND (CURRENT-NODE ?N) 
(CANDIDATE-GOAL ?N 
(ON ?A ?B)) 
(NOT-EQUAL ?B ?A) 
(IS-TOP-LEVEL-GOAL ?N 
(ON ?B ?C)) 
(KNOWN ?N 
(NOT (HOLDING 36))) 
(CANDIDATE-GOAL ?N ?G) 
(NOT-EQUAL (ON ?A ?6) ?G) 
(THEN 
(PREFER GOAL 
;:N ?A ?B))))) 
(EBL-Rule1 b 
(IF 
(AND (CURRENT-NODE ?N) 
(CANDIDATE-GOAL ?N 
(ON ?A ?B)) 
(NOT-EQUAL ?B ?A) 
(IS-TOP-LEVEL-GOAL ?N 
(ON ?B ?C)) 
(KNOWN ?N 
(NOT (HOLDING X))) 
(KNOWN ?N 
(NOT (ON-TABLE ?C))) 
(CANDIDATE-GOAL ?N ?G) 
(NOT-EQUAL (ON ?A ?B) ?G) 
(THEN 
(PREFER GOAL 
;o”N ?A ?B))))) 
Grasshopper 
(GH-Rule1 
(IF 
(AND (CURRENT-NODE ?N) 
(CANDIDATE-GOAL ?N 
(ON ?B ?C)) 
(CANDIDATE-GOAL ?N 
(ON ?A ?B))) 
(THEN 
(PREFER GOAL 
(ON ?B ?C) 
(ON ?A ?B))))) 
Fig. 12. Examples of rules from PRODIGY/EBL and Grasshopper for the blocks world domain 
In Fig. 13 we show another rule from Grasshopper (GH-Rule2) that is less conventional, 
and has no counterpart in the rules learned by PRODIGY/EBL. It encodes a preference for 
the goal (ON A B) over (ON C D), if there is currently another block on top of block A. It 
tries to avoid the situation where the goal (ON C D) is satisfied first, and then undone in the 
course of satisfying (ON A B). The correct test for this rule would be to check if block B 
is currently below block D in an existing pile. Unfortunately, there is no way of checking 
this using the available predicates, because there may be an arbitrary number of blocks 
between B and D. Nevertheless, Grasshopper acquired a rule that helps in some situations. 
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(GH-Rule2 
(IF GOAL: (AND (ON C D) (ON A B)) 
(AND (CURRENT-NODE ?N) 
(CANDIDATE-GOAL ?N 
INITIAL STATE: 
(ON ?A ?B)) 
(CANDIDATE-GOAL ?N 
(ON ?C ?D)) 
(KNOWN ?N (ON ?E ?A))) 
(THEN 
(PREFER GOAL 
(ON ?A ?B) 
(ON ?C ?D))))) 
Fig. 13. Example of a heuristic rule from Grasshopper and a typical problem to which it would apply. 
Although this rule is not correct, and may have a deleterious effect in some situations, it 
had a net positive utility in both the training and the test sets. 
5.2. Pe$ormance in heuristically incomplete domains 
In the heuristically incomplete domains, the rules learned by PRODIGY/EBL led to an 
increase in the total planning time, even when they reduced the number of nodes expanded 
by the same amount as Grasshopper’s rules. The difference was that Grasshopper was able 
to make use of heuristic features that were not mentioned in the definition of each domain. 
Without this information, PRODIGY/EBL had to resort to learning a larger number of more 
specialised rules. The particular structure of these domains also made the antecedents of 
these rules more complex, and thus more expensive to match. Let us consider the structure 
of each of these domains in more detail. 
As we discussed in Section 4.1.1, the parser domain encodes a simple grammar that 
requires an indefinite level of lookahead. There are three categories of sentences in this 
grammar, which may be characterised by the last token that appears in each sentence. 
Unfortunately, the grammar requires the parser to decide which is the appropriate category 
at the start of the sentence. This forces the parser to make a premature decision about which 
parsing rule to use, which may lead to backtracking at a later stage. 
In a sense, PRODIGYiEBL is forced to explain this kind of decision by memorising 
a detailed description of the structure of the sentence. The antecedent of the rule that is 
derived from this explanation may be considered as a macro-precondition. This macro- 
precondition is compiled from the relevant preconditions of each operator that appears in 
the final plan. The recursive nature of the grammar makes it difficult to find an efficient 
generalisation of this precondition. Consequently, the utility of the corresponding rule is 
low because it is highly specialised and expensive to test. In contrast, Grasshopper merely 
tests the pitch of the sentence in order to recognise which operator to use at the start of 
the sentence. In this way, Grasshopper is able to learn two simple rules that eliminate all 
the backtracking. We have also found through additional tests that Grasshopper was able 
to achieve the same results with half the number of training examples that were required 
by PRODIGYEBL. 
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Similar problems arise in the timetable domain. In this case, there may be several 
alternative class times offered for the same subject. The correct choice of a class time 
for a subject for any given student depends upon the other subjects that the student is 
taking. From the point of view of the planner, this means that the correct operator choice 
for each top-level goal depends upon what other top-level goals appear in the problem. 
The scope for learning lies in recognising which combinations of goals lead to a particular 
operator choice. Grasshopper is able to do this by testing the faculty where each student 
is enrolled. This strategy is plausible since students in certain faculties are enrolled in a 
predetermined set of subjects. For example, engineering students always take engineering, 
applied maths, chemistry and physics. This additional information constrains the problem 
so that the choice of a class time for each subject is obvious. However, PRODIGY/EBL 
is unable to make use of this shortcut, because the information about a student’s faculty is 
not mentioned in any of the domain operators. Therefore, it must test explicitly whether the 
student is enrolled in a certain combination of subjects in order to provide advice on the 
choice of a particular class time for a particular subject. This kind of memorisation again 
forces PRODIGY/EBL to learn rules that are more detailed and less general than those 
learned by Grasshopper. 
In both of these domains, the rules learned by PRODIGYEBL had a slightly negative 
utility, even though most of the rules considered had been discarded. In both domains, 
this was due to overly optimistic estimates of the savings of these rules. In the parser 
domain, each rule can match similar strings whose length is less than or equal to the string 
in the training example. However, PRODIGYEBL estimates the savings of a rule from a 
single training example, and this example actually represents the maximum savings that 
can be obtained. When the rule is applied to shorter strings, there will be fewer savings 
and PRODIGY/EBL will overestimate the savings of the rule. In the timetable domain, the 
problem was due to redundant rules which provided the same advice. Thus the savings that 
were attributed by PRODIGY/EBL to individual rules were actually shared between rules. 
In contrast, the utility estimation in Grasshopper had no effect in the parser domain since all 
the learned rules were kept. In the timetable domain, the utility estimation in Grasshopper 
was able to correctly discard two rules of negative utility (Fig. 1 l), and did not experience 
the problems which affected PRODIGY/EBL’s utility estimation. 
5.3. Role of domain theory 
An important advantage of using an inductive approach is that by learning from more 
than one example at a time, it is possible to avoid learning rules that are overly specialised 
to individual examples. This raises several issues regarding the role of a domain theory in 
learning search control knowledge. Let us now examine these issues. 
An advantage of using a domain theory in explanation-based learning is that it provides a 
strong bias in the search for a set of features that characterise a target concept. This reduces 
the number of training examples required for learning. Consequently, it is often a criticism 
of inductive learning techniques that they may require a large number of examples before 
they can detect any significant patterns. However, Grasshopper was able to achieve its level 
of performance using the same number of training examples used by PRODIGY/EBL. The 
only noticeable difference was that PRODIGY/EBL usually required less time for learning 
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Fig. 14. Example where an additional meta-predicate is needed by Grasshopper. 
than Grasshopper. The largest difference observed was a factor of approximately two in 
the STRIPS world domain. 
Another advantage of using a domain theory is that it is possible to verify the correctness 
of the rules that are learned. For example, some characterisations learned by Grasshopper 
were initially too specific or too general. However, most of these errors were eliminated by 
the end of the training phase, since Grasshopper relearns a rule if it sees a new example. 
Those errors that persisted still led to rules that were useful part of the time, even though 
they gave the wrong advice on some occasions. In contrast, correctness does not guarantee 
utility. 
In summary, the main advantages of using a domain theory are that it introduces a strong 
bias in the search for a characterisation of a target concept, and that it guarantees the 
correctness of what has been learned. In other words, it helps reduce the complexity of 
learning, and eliminates the risk of making incorrect generalisations. However, there are 
other sides to both of these arguments. In particular, a domain theory explains only those 
features that the author of this theory is able to formalise. We have shown that a problem 
may contain heuristic features that are helpful in making the right choice. However, since 
the heuristic merit of these features may be uncertain, the author of the domain theory may 
decide to exclude these features from the formal definition of the domain. As a result, the 
domain theory provides too strong a bias in learning, because it excludes these features 
from consideration. Moreover, correctness does not guarantee utility. Although a simple 
rule that is almost correct may provide the wrong advice in certain circumstances, it may 
provide satisfactory results most of the time. So long as the advice is expressed as a 
preference, the planner still has a chance of finding the right choice, even when the advice 
is used in the wrong circumstances. In contrast, a more complex rule that is always correct 
may turn out to have a lower utility because its savings have been overshadowed by the 
cost of matching the rule. 
5.4. Limitations andfurther work 
Although we have demonstrated several important advantages to using an inductive 
approach, we have also identified several potential limitations in Grasshopper that warrant 
further work, namely: (1) the use of meta-predicates, (2) the speed of learning, and (3) the 
absence of the guarantee of correctness. 
At present, PRODIGY/EBL can use a wider range of meta-predicates in the antecedents 
of rules than we currently use in Grasshopper. These predicates encode information about 
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the current plan search tree. Although this has not been a limitation in most cases, we have 
encountered one situation where an additional feature is required. Consider the problem 
shown in Fig. 14. If the goal (CLEAR A) is solved first, we would normally choose the 
operator PUT-DOWN. However, in this case we should choose the operator STACK, since 
it will also satisfy the second goal (ON A B). Grasshopper is unable to characterise this 
operator decision correctly, because it currently does not look at the other top-level goals 
when learning about operator decisions. So far we have not identified any other meta-level 
predicates that are needed. Adding a predicate such as this would be a relatively simple 
future enhancement o Grasshopper. 
The second limitation in Grasshopper is the increased time required for learning 
compared to PRODIGYIEBL. This is an indirect consequence of not being able to 
guarantee that our rules are correct. When Grasshopper characterises a set of examples, the 
resulting rule may be consistent with the examples, but incorrect in general. Consequently, 
we need to be able to update this characterisation when new examples are discovered. 
At present, we do this by generating a new characterisation from scratch each time a new 
example is found for a rule. This simplifies the implementation at the expense of increasing 
the time required for learning. An area for future work is to develop a more incremental 
approach to learning that can modify an existing characterisation using new examples. 
The final limitation in Grasshopper concerns our inability to guarantee that our rules 
are correct. While this was not an issue in our test domains, it could become a problem 
in more complex domains with large problem state descriptions. By learning preference 
rules, Grasshopper ensures that it does not erroneously prune out the correct choice for a 
decision. However, there is still a performance penalty if the preference is incorrect. 
The relative importance of these limitations varies, depending on the particular domain, 
the way it is encoded, and the way in which learning is used. An important issue for further 
research is to investigate the effects of these limitations in more complex application 
domains. One way of overcoming the limitations of each learning approach may be to 
combine inductive and explanation-based learning in a hybrid learning system. Although 
some work has already been done in this area [30], it is an approach that warrants further 
investigation. 
6. Related work 
The most common approach to learning search control knowledge to reduce the cost of 
planning has been EBL. So far in this paper, we have concentrated on PRODIGY/EBL. 
Other explanation-based systems that address the utility problem are SOAR [27] and 
STATIC [6]. SOAR uses a technique known as “chunking” to learn search control 
knowledge from experience. It avoids the problem of expensive chunks by restricting 
the ways in which domains can be encoded. STATIC takes a different approach by 
learning search control rules from the domain definition only, without referring to training 
examples. It avoids expensive rules by excluding rules that require a recursive proof. 
When applied to intractable domain theories, both of these approaches have the effect 
of restricting the range of concepts that can be learned. In contrast, Grasshopper can learn 
heuristic features that are not referred to by the domain theory. In addition, neither of 
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these systems attempts to evaluate the utility of the knowledge that is learned, unlike 
Grasshopper and PRODIGY/EEL. 
There are a number of systems that have used inductive techniques to learn search con- 
trol knowledge. Early systems, such as LEX [ 191, SAGE [ 121 and UPL [22] learned search 
control rules to guide problem-solvers that use production rules. Unlike Grasshopper, these 
systems were not designed to work with a planning system. Consequently, they did not at- 
tempt to learn about goal interactions. In addition, these systems were developed before 
the utility problem became a major issue. As a result, they did not investigate the utility 
of the knowledge learned using inductive methods. More recently, unsupervised inductive 
learning has been used in a system called DAEDALUS [ 1] to learn concept hierarchies that 
can guide a planner. These concept hierarchies are used to provide advice on planning de- 
cisions by recalling the choices that were made in similar situations in the past. In terms of 
utility, the process of matching a new decision against a concept hierarchy is a significant 
computational overhead. However, their main concern is with cognitive issues, rather than 
the utility problem. 
In contrast to the greedy learning approach based on FOIL that is used in Grasshopper, 
exhaustive or brute-force approaches can be used for inductive learning. The Multi- 
TAC system [ 181 incorporates a brute-force approach for inductive learning of search 
control knowledge for constraint satisfaction problems. It iteratively constructs all possible 
formulas up to a fixed size, and filters out those that are redundant or inconsistent with 
the training data. The main problem with this approach is that the number of possible 
formulas grows exponentially with the length of the formulas. This problem was avoided 
in Multi-TAC by using a low threshold for the maximum size of the formulas that are 
generated. An earlier version of Grasshopper [ 131 also used a brute-force approach based 
on a generalisation algorithm by [29]. Although it produced satisfactory results in the 
blocks world domain, the learning time increased to many hours for the STRIPS world 
domain. For this reason, we adopted a greedy learning approach. 
Inductive learning has also been used to refine an existing incomplete or incorrect 
domain theory. By comparing the state of the world as a result of plan execution to 
that predicted by a plan, it is possible to learn new preconditions or effects for actions. 
This area of research is known as learning by experimentation [3,10,28]. In contrast, we 
assume that the domain description used by a planner is formally complete, in the sense 
that it contains everything that the planner needs to know in order to find a plan. The 
issue we address is how can we minimise the amount of search required to find such a 
plan by learning search control knowledge. We also highlight the problem of heuristically 
incomplete domains, which are formally complete in the sense that they contain sufficient 
information to generate a correct plan, but lack domain features that are of heuristic benefit 
in generating a plan efficiently. 
One approach that combines inductive and explanation-based methods for learning 
search control knowledge is DOLPHIN [30]. It learns rules that help improve clause 
selection decisions in Prolog programs. It begins by using standard explanation-based 
techniques to generalise the proof tree for a problem, and extract a set of operational 
literals, i.e., the leaves of the generalised proof tree. These operational literals are then used 
by a FOIL-like inductive learning algorithm to generate search control rules. DOLPHIN 
has been able to learn rules to speed-up a Prolog planner in the blocks world and a 
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STRIPS-like domain. It is difficult to make a direct comparison between DOLPHIN and 
Grasshopper, because DOLPHIN uses a different planning framework, and it is not stated 
which types of planning decisions are addressed. Although this approach still does not 
guarantee correctness, it can provide a stronger bias for learning than a purely inductive 
approach, by concentrating on the operational literals identified by the EBL stage. The 
hybrid approach used in DOLPHIN has also been extended in a system called SCOPE [5] 
to learn search control knowledge for partial-order planning. A different form of hybrid 
approach has been used in HAMLET [2]. HAMLET searches for inductive generalisations 
of overlapping control rules that have been learned by an explanation-based module. All 
of these systems have been successfully tested against other EBL methods, but there are 
no comparisons with a purely inductive approach. It would be interesting to test what 
effect this change of bias would have compared to a purely inductive approach like that of 
Grasshopper. 
Finally, COMPOSER [9] uses a similar approach to our own for estimating the utility 
of rules in combination. Their approach is more elaborate in that they model how the 
savings of a rule change when other rules are added. In addition, they use statistical tests to 
determine upper and lower bounds on the utility of a set of rules, and use a greedy strategy 
for selecting rules. The trade-off of using a more elaborate model is that COMPOSER may 
need more training examples than Grasshopper in order to satisfy the statistical tests. In 
addition, COMPOSER requires extra time for plan generation during the training phase so 
that it can measure the match cost of rules before they are added. An issue for further study 
is whether a more elaborate model such as this leads to significant improvements in utility, 
or whether there is a diminishing return due to the increased training time it requires. 
7. Conclusion 
In this paper, we have addressed the problem of how to improve the speed of a 
planning system by learning from experience. Specifically, we have developed and tested 
an inductive learning algorithm which generates earch control rules for goal, operator and 
binding decisions in planning. Unlike EBL methods, this approach can generate rules of 
high utility without the need for additional domain knowledge or heuristics to indicate 
which domain features are relevant to a rule. In addition, we have presented a new method 
for estimating the utility of learned rules by studying the effect of new rules in combination 
on the performance of the planner. We have demonstrated in four test domains that our 
approach can significantly reduce plan search time in comparison to an explanation-based 
system, which generates up to twice as many rules as our approach. 
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