Abstract. The paper is a contribution to the theory of martingales of processes whose sample paths are piecewise constant and have finitely many discontinuities in a finite time interval. The assumption is made that the jump times of the underlying process are totally inaccessible and necessary and sufficient conditions are given for this to be true. It turns out that all martingales are then discontinuous, and can be represented as stochastic integrals of certain basic martingales. This representation theorem is used in a companion paper to study various practical problems in communication and control. The results in the two papers constitute a sweeping generalization of recent work on Poisson processes.
1. Introduction and summary. The theory of martingales has proved to be successful as a framework for formulating and analyzing many issues in stochastic control, and in detection and filtering problems [2] , [4] , 53, [10] , [113, [12] , [19] , [32] , [33] , [34] . Three sets of results in the abstract or general theory of martingales seem to be the most useful ones in these applications. The first set consists of the optional sampling theorem and the classical martingale inequalities [17] . The second set consists of the locus of results culminating in the decomposition theorem for supermartingales [24] . The third set includes the calculus of stochastic integrals [16] , [22] , the differentiation formula and its application to the so-called "exponentiation formula" [15] .
In applications one is concerned with martingales which are functionals of a basic underlying process such as a Wiener or Poisson process, and in order to use the abstract theory one needs to know how to represent these martingales usefully and explicitly in terms of the underlying process. Thus the "martingale representation theorems" serve as a bridge linking the abstract theory and the concrete applications. Their role is quite analogous to that of matrix representations of linear operators which serve as the instrument with which one can apply the abstract theory of linear algebra.
The most familiar of all the basic processes which can arise in practice is the Wiener process. It is known that every martingale of a Wiener process can be represented as a stochastic integral of the Wiener process [6] , 22]. This fundamental representation theorem, together with the exponentiation formula, has been used to derive solutions of stochastic differential equations [2] , [19] , [20] , to obtain recursive equations for filters [5] , [21] , [303, [31] and the likelihood ratios for some detection problems [10] , [18] , to mention just a few applications.
These very results combined with the decomposition theorem for supermartingales form the foundation of an approach to one family of stochastic optimal control 1000 R. BOEL, P. VARAIYA AND E. WONG problems [12] . It turns out that every martingale of a Wiener process has continuous sample paths. This is fortunate because it implies that the martingale is locally square integrable, and hence most of the questions about martingales can be posed within the Hilbert space structure of the space of square integrable random variables.
However, for many processes, e.g., Poisson process, one can have martingales which are not locally square integrable. As Meyer and his co-workers have pointed out [16] , [26] the L )-structure is no longer appropriate and one needs to be more careful in defining stochastic integrals and in obtaining the differentiation formula. Indeed the current theory of stochastic integration with respect to such martingales is still not completely satisfactory.
This paper is a contribution to the abstract theory and to its applications for the relatively simple case where the sample functions of the underlying process are step functions which have only a finite number of jumps in every finite time interval. In a sense this is the polar opposite of the Wiener process case since all the martingales are discontinuous, that is, all the continuous martingales have constant sample paths. The most important special cases covered by this paper include the Poisson process, Markov chains and extensions of these, such as processes arising in queueing theory. To some extent the results for some of these special cases are also covered in [4] , [5] , [10] , [11] , [29] , [30] , [31] .
The next section gives a precise definition of the underlying process and exhibits some of the important properties of the generated a-fields. Conditions are derived which guarantee that the jump times of the process are totally inaccessible stopping times. These preliminary results are used in 3 to show first that there are no nonconstant continuous martingales and then to obtain an integral representation of all martingales. A particular example, which includes most of the special cases mentioned above, is presented in 4. Applications of the results are given in the companion paper [3] .
2. The basic process and its stopping times. Let (Z, ) be a Blackwell space, that is a measurable space such that is a separable a-field and every measurable function f'Z R maps Z onto an analytic subset of R (see [24, p. Since the Cartesian product of analytic sets is analytic (see [1] ), the image of Z n in R n under h is an analytic set which is in turn mapped into an analytic subset of R by g". Since [7] and [28] . Proof. By Proposition 2.3, o r oo(xt^T) and it is easy to see that the latter coincides with the a-field generated by the r.v.s {XT, AT, Ti A T; i= O, 1, 2," "}.
Hence there exists a function g measurable in its arguments such that
Define the measurable function gO by g(xo, to, and then define the function f" " - 
) and the assertion is proved.
To prove further it is convenient to introduce a probability measure on (f, )2. Throughout this paper let P denote a fixed probability measure on (, ).
Recall the following important classification of stopping times [253.
It may be of interest to note that Lemmas 2.2, 2.3 and 2.4 below can be proved without imposing a probability measure P by using the algebraic definition of a predictable s.t. of [28] . Then a predictable s.t. in the sense used here is simply a nonnegative r.v. which is a.s. P equal to a predictable s.t. in the sense of [28] . Let ,[ 0 for T,_ x(co) < < T(co), Suppose then that a > t. Now {T, =< t} ({T, __< t} rq {T, __< t}) t_J ({L =< t} {T, > t}). Since T _<_ T,, therefore {T, <= t} {T __< t}, so that the first set on the right in (3.5) is equal to { T, __< t} which is in since T, is a s.t. It will be shown now that (3.5a) {T, __< t} Cl {T, > t} =< t} Cl {T, > t}.
Since S, _> T, the set on the left is at least as large as the one on the right. Suppose co e {T, =< t} f'l {T, > t}. Then #'(co) < 0 for s e It, e] and < T,(co), so that S,(co) =< t, which proves (3.5a). where a e E is the unique element for which o(x,_(co)) x(o)).
Remark. (i) Given a sample path x(o9), 0 __< s < t, there corresponds in a one-to-one manner a sample path 7(co), 0 __< s __< t.
(ii) The functions 7(o9) are not right continuous. However if ?,,(co)= %, then 7t-(co)= %. This observation will be used later in an example.
The following "regularity" assumption appears to be necessary. In practice it is readily verifiable.
Assumption. There is a a-field E on 12 such that coincides with the a-field generated by subsets of the form {col(co)e A}, where s < and A e E.
It should be noted however that the results below continue to hold in the absence of this simplification. which proves (A.3). dp(s) dQ(Z, s), dp(s) dQ(Z, s 0 dp(s) dQ(B, s), dp(s) dQ(Z, s d(s)P(B Z,ds) (by Lemma 3.1) ckZ(s)P(B, ds),
In exactly the same way as Lemma 3.2 was proved it can be shown that the n(B, 09, s) considered as a set function in Y' is countably additive in the sense that if B B2, is a disjoint sequence of sets in Y', then P Bi, (B i, s)P(Z, ds).
Hence if one sets P(Z, t) A(t) s'+oc, then the system {n(B, t, 09), A(t)} is analogous to a L6vy system for Hunt processes (see [22] ), and has a similar interpretation: the probability of x, having a jump in It, + dr) is dA(t) + o(dt), while n(A, t, 09) is the chance that x A given and given that a jump occurs at t.
