Information retrieval algorithms leverage various collection statistics to improve performance. Because these statistics are often computed on a relatively small evaluation corpus, we believe using larger, non-evaluation corpora should improve performance. Specifically, we advocate incorporating external corpora based on language modeling. We refer to this process as external expansion. When compared to traditional pseudo-relevance feedback techniques, external expansion is more stable across topics and up to 10% more effective in terms of mean average precision. Our results show that using a high quality corpus that is comparable to the evaluation corpus can be as, if not more, effective than using the web. Our results also show that external expansion outperforms simulated relevance feedback. In addition, we propose a method for predicting the extent to which external expansion will improve retrieval performance. Our new measure demonstrates positive correlation with improvements in mean average precision.
INTRODUCTION
Most information retrieval algorithms leverage collection statistics to improve performance. These statistics can be global, as in document frequency, or adaptive as in pseudorelevance feedback. Other algorithms use a more complicated analysis such as clustering, latent semantic indexing, or probabilistic aspect models. Since these techniques are inherently statistical, we hypothesize that access to more data should improve performance even further.
One method of introducing additional data is to gather a larger corpus of documents. We refer to this large, potentiallyunrelated corpus (e.g., the web) as the external collection; we refer to the evaluation corpus (e.g., a TREC collection) as the target collection. Increasing corpus size has improved performance in language tasks such as question-answering, machine translation, cross-lingual information retrieval, and ad hoc information retrieval [3, 4, 5, 6, 13, 21, 22] . This can be seen more generally as the problem of using unlabeled data to improve machine learning algorithms [2, 8, 15, 16] . As a special case of pattern classification, information retrieval has not received a thorough exploration of using external data.
We propose incorporating information from external corpora using a language model technique for pseudo-relevance feedback. Language modeling provides a theoretically wellmotivated framework for incorporating this information in a relevance model [10] . Using this relevance model as an expanded query on the target collection, we demonstrate consistent improvements in performance across a variety of target collections. Furthermore, our results show that using a high quality corpus that is comparable to the target corpus can be as, if not more, effective than using the web.
We begin by describing our model in Section 2. In Section 3, we evaluate our model on a variety of topic sets and external corpora. In Section 4, we analyze our results in order to explain precisely why and when an external corpus is helpful. We conclude in Section 5 by placing our work in the context of related work in information retrieval.
RETRIEVAL MODEL
In this work we use a language modeling-based approach to retrieval. In order to explore query expansion within this framework, we make use of Lavrenko's relevance models, which have been shown to be effective for this task in the past [10] . Relevance models are a powerful way to construct a query model from a set of top ranked documents. Previous relevance model work has only considered the target collection for expansion. Here, we generalize the idea to allow evidence to be incorporated from external collections.
Relevance Models
Relevance models provide a framework for estimating a probability distribution,θQ, over possible query terms, w, given a short query, Q. We take a Bayesian approach, and see that:
where θD is a document language model and P (Q|θD) is the query likelihood. In order to make evaluation of this expression more feasible, we follow Lavrenko [10] and assume that P (θD) = 1 |R| and approximate the integral by a summation over language models of the top ranked documents (denoted by R). Under these simplifying assumptions, we get the following query model estimate:
for every term w in the vocabulary.
In some experiments, we compare query expansion to true relevance feedback. The precise formula for this "true relevance model" is,
where R * is the set of judged relevant documents. In practice, relevance models perform better when combined with the maximum likelihood query estimate,θQ. We combine these models by linear interpolation,
where #(w, Q) is the count of the term w in the query Q. Therefore, the final expanded query consists of an original query and an expanded query portion, with the terms in the expanded query portion weighted and chosen according to Equations 2 or 3. Constructing an expanded query in this way is often referred to as RM3. When λ = 1, retrieval reduces to the query likelihood algorithm which we refer to as QL.
Mixture of Relevance Models
To build a query model that combines evidence from one or more collections, we form a mixture of relevance models. This results in modifying Equation 1,
where C is the set of collections and P (w|θQ, c) is the relevance model computed using collection c, computed using Equation 1. In our experiments, C consists of two collections: the target collection and the external collection. The prior on the collection, P (c), regulates the weight assigned to evidence from different collections in C.
Assuming the same properties for P (θD|c) and Rc as before, we get the new query model estimate: where kc is the normalizing constant for the relevance model estimate using collection c. This final estimate is then interpolated with P (w|θQ) using Equation 4. Since our set of collections, C, always consists of two collections-a target collection and an external collectionwe note that when P (c = target) = 1, Equation 5 reduces to Equation 2. When P (c = external) = 1, we estimateθQ using only the external corpus; we refer to this algorithm as external expansion or EE. When 0 < P (c = target) < 1, we estimateθQ using both corpora; we refer to this as a mixture of relevance models or MoRM.
RETRIEVAL EXPERIMENTS
This section describes several retrieval and relevance feedback experiments to demonstrating the efficacy of external expansion.
Experimental Setup

Target Collections
We performed all experiments on three data sets. The first data set, trec12, consists of the 150 TREC ad hoc topics 51-200. We used only the news collections on Tipster disks 1 and 2 [7] . The second data set, robust, consists of the 250 TREC 2004 Robust topics [18] . These topics are considered to be difficult and have been constructed to focus on topics which systems usually perform poorly on. We used only the news collections on Tipster disks 4 and 5. Our third data set uses the topics for the wt10g web collection. This collection differs from our other two collections because it consists of web documents instead of news articles.
External Collections
Three external collections were considered. The first external collection consists of a union of the GIGAWORD collection, Tipster disks 1, 2, 4, 5, and HARD 2004 LDC collections, which we refer to as BIGNEWS. Notice that the target collections trec12 and robust are subsets of BIGNEWS. Our second external collection is the GOV2 corpus consisting of a web crawl of the .gov domain. Our third external collection is the Yahoo web corpus [11] . These collections were selected because of their varied characteristics. We present external collection statistics in Table 2 .
When using the Yahoo! API for web expansion, we use the original TREC query and make no attempt to reformulate it to include phrases, etc., as has been done in the past [9] . We are somewhat limited by the fact the API only allows us to retrieve the top 50 results per query. The models described in Section 2 do not require modification to work with expansion using the web. All statistics can be computed after downloading the content of the top ranked web pages.
Training and Evaluation
To evaluate different expansion techniques, 10-fold crossvalidation was performed by randomly partitioning the top- ics described in Section 3.1.1. For each partition, i, the algorithm is trained on all but that partition and is evaluated using that partition, i. For example, if the training phase considers the topics and judgments in partitions 1-9, then the testing phase uses the optimal parameters for partitions 1-9 to perform retrieval using the topics in partition 10. Performing this procedure for each of the ten partitions results in 150 ranked lists for trec12 or 250 for robust. Evaluation was done using the concatenation of these ranked lists.
In order to find the best parameter setting we sweep over values for the number of documents use to construct the relevance model (|R| ∈ {5, 25, 50, 100}), the number of expansion terms (k ∈ {5, 10, 25, 50, 75, 100}), and the weight given to the original query (λ ∈ {0.0, 0.1, . . . , 1.0}). In addition, when training the MoRM model, we also sweep over the mixture weights (P (c = external) ∈ {0.0, 0.1, . . . , 1.0}).
We optimize our models using two metrics: arithmetic and geometric mean average precision. Arithmetic mean average precision (amap) is well-known and defined as,
where ap(q) is the average precision for a query in our topic set, Q. The geometric mean average precision (gmap) is defined as,
We use gmap because it is more robust to outliers than the arithmetic mean. We run cross-validation once for each of our metrics. Results presented for each metric use models optimized for that metric.
Query Formulation
For all three data sets, we use only the topic title field as the query. We used the Indri retrieval system for both indexing and retrieval [17] . We present target collection and topic statistics in Table 1 . Equation 4 is implemented by creating an Indri query of the form:
where w1 . . . w |Q| are the original query terms, e1 . . . e k are the k terms with highest probability according to P (w|θQ), and λ is free parameter determining the weight given to the original query.
Simulated Relevance Feedback
Instead of conducting a true user study, we simulated relevance feedback using TREC relevance judgments. We selected the top k documents from the target collection query likelihood runs for simulated feedback. We then build a relevance model using the relevant documents in this set (Equation 3). This simulation provides a somewhat more realistic scenario than providing k relevant documents. Instead of assuming that the searcher found k relevant documents, we model the scenario where the searcher marks documents from some initial query-based document retrieval.
We present results for 1 ≤ k ≤ 20, with parameter values trained for each k. That is, we perform cross-validation using k = 1, 2, . . . , 20. This results in 20 evaluation ranked lists using the cross-validation approach described above. We did not remove judged documents from evaluation sets because we were interested in model convergence and comparison to our pseudo-relevance feedback techniques.
Ad Hoc Retrieval
Results for our ad hoc experiments using both the EE and MoRM techniques are presented in Table 3 .
From the results, we first observe the consistent improvement achieved by using the BIGNEWS and WEB collections. In only one case does using the WEB collection hurt performance. This confirms our belief that external corpora improve relevance model estimates. Note that in Table 2 (a), combining information from the external and target collections improves amap. However, when evaluating using gmap (Table 2 (b)), these improvements are not as stable as using only the external collection. The gmap almost always falls off when using combined collection information.
Next, we see the GOV2 collection consistently proves ineffectual. We hypothesize that this deficiency results from the fact that these documents behave quite differently from our two target news collections, trec12 and robust. The benefit of large corpora arise from providing additional data representative of the target collection. It is surprising, then, that GOV2 does not improve the performance on the smaller web collection, wt10g. In fact, our other external corpora provide significantly better improvements over GOV2 even for this collection. This indicates that there may be some inherent shortcoming with the data in the GOV2 collection.
The BIGNEWS collection, despite being the smallest of our external corpora, provides among the most stable improvements. We alluded to one reason for this superior performance earlier. Since two of the target collections primarily consist of news documents, we should expect additional representative news data to improve performance. While certainly valid, this explanation does not explain why the amap of EE on trec12 does not significantly improve with BIGNEWS. Furthermore, this does not explain the improvements to performance on the wt10g target collection. In Section 4, we explore alternative explanations for this improvement in performance.
Recall that that the robust collection consists of topics with, on average, fewer relevant documents per topic (Table  1) . We speculate that a retrieval system will, therefore, return few topically relevant documents in the initial retrieval for those queries. This would imply that a retrieval system cannot rely on documents in the initial retrieval being good candidates for pseudo-relevance feedback. This is a problem since pseudo-relevance feedback assumes that some part of the top retrieved documents are relevant. When we use a much larger collection, however, this problem is mitigated. If the external collection samples documents according to the same topical distribution as the target, we are likely to Table 3 : Ad hoc retrieval results. We break our results down by external collection (BIGNEWS, GOV2, and WEB). Each of these collections are broken down by runs which solely used the external collection (EE) and those which combined external and target models (MoRM). Darkly-shaded numbers represent significant increases in performance with respect to our baseline, RM3. Lightly-shaded numbers represent significant decreases in performance with respect to our baseline, RM3. We use the Wilcoxon test of significance with p < 0.05. see more topical documents in the the initial retrieval from the external collection.
In order to explore this issue, we studied the case of BIGNEWS, where our external corpus is a superset of the target collection. For each topic, we issued a query to the BIGNEWS corpus and retrieved the top 50 documents. This is the set RBIGNEWS in Equation 5 . We then computed the fraction of documents in this set which were also in the target collection. We refer to this fraction as the coverage,
where c is either trec12 or robust and Cc is the set of documents in the target collection, c. We hypothesize that on average, the coverage of topics in trec12 is higher than the coverage of topics in robust. The implication here is that, for trec12, both EE and RM3 are using the same or very similar sets of documents (i.e., Rtrec12 ≈ RBIGNEWS).
For each target collection, we binned topics according to their coverage. The histogram in Figure 1 confirms our suspicions. The robust topic set contains almost twice as large a proportion of topics with coverage less than 0.05. The histogram for trec12 is also much flatter, indicating that these topics are better represented in the trec12 collection. Nevertheless, the majority of topics even for trec12 have coverage less than 0.50.
Relevance Feedback
We present our simulated relevance feedback results in Figure 2 . This figure shows performance after k documents judged. For reference, we draw lines representing RM3 and BIGNEWS-EE depicting performance without user feedback.
We begin by observing that both of our pseudo-relevance feedback techniques outperform receiving feedback on at least the top 2 documents when evaluating using amap. In fact, external expansion is comparable to getting feedback on the top 5 documents.
One criticism of pseudo-relevance feedback is that it tends to improve easy queries while hurting poorly-performing queries. In Figure 2(b) , we demonstrate the stability of external expansion performance using gmap. Here, target pseudorelevance feedback performance approximates getting feedback on the top document. External expansion, however, is comparable to feedback on the top 3 documents for trec12 and the top 6 documents for robust.
DISCUSSION
Concept Density
In this section we aim to develop a deeper understanding of why expansion using an external corpus sometimes helps and other times yields little or no improvement over expansion using the target corpus. An external corpus is likely to be a better source of expansion terms if it has better topic coverage over the target corpus. Although other factors may play a role, we feel this is one of the most important factors.
Overview
Most topics consist of one or more key concepts, where a concept can be a single term or a phrase. For example, in the query teaching disabled children, there are two distinct concepts, teaching and disabled children. A corpus with good coverage of these two concepts is likely to be a good source of expansion terms.
Rather than try to automatically detect meaningful concepts within a query, we take a naive approach like those taken by [14] and [12] . We use the same concepts as used in [12] , which consist of single term, ordered window, and unordered window concepts. In order to prevent a combinatorial explosion of concepts, we only consider concepts consisting of five or fewer terms. Further details are omitted for the sake of space. However, we provide an example to illustrate the idea. For the example query above, the following concepts are generated:
where #1 indicates terms must occur as an exact phrase and #uwN indicates terms must occur within a window of N terms in any order. Given a concept, we define its concept density to be the proportion of top ranked documents that contain the concept. The density of an entire query is computed by first calculating this value for each concept. Then, concepts of the same type (i.e. single term, #1, #uwN) are averaged together. Finally, each of the concept type averages are averaged together to give the final concept density for a query. Two stages of averaging are done because we do not want to give any single concept type more weight simply because there are more features of that type, as is typically the case for the #uwN concepts.
More formally, for some corpus c, the concept density for a query is computed as follows:
where T is the set of single term concepts, O is the set of #1 concepts, U is the set of #uwN concepts, Rc is the set of top ranked documents for the query, and δ(f, D) is 1 iff concept f is present in document D.
Analysis
We hypothesize that if the concept density in an external corpus is greater than the density in the target corpus, that external expansion will be effective. In order to test this hypothesis, we plot the change in density (external density -target density) versus the change in average precision (external AvgP -target AvgP) for a given topic set. If our hypothesis holds, then there should exist a positive correlation between the two values. That is, greater external density implies greater improvement from external expansion. Figure 3 shows these plots for each of our target corpora. As the graphs indicate, there is a positive correlation between change in density and change in average precision. In fact, each of these correlations are statistically significant according to a one tailed test at significance level 0.05, which suggests a dependence between the two variables. In fact, even when the data is combined from each collection, this significance exists (r = 0.27, N = 500).
Therefore, concept density plays an important role in determining how effective external expansion will be. Given a number of external corpora, it may be possible to use such a technique to automatically detect which corpus is the best to use for expansion. This is beyond the scope of this current work, however, and is potential future work.
Collection Size
In addition to looking at concept density, we also look at how varying the size of the external corpus affects retrieval effectiveness. We use the BIGNEWS collection as our external corpus and generate subsets of it by randomly dropping documents during indexing. For each new index, we plot the effectiveness of using that index for external expansion. The resulting plot is given in Figure 4 .
As we see, the effectiveness is almost always increasing as the external collection size grows. As discussed in the previous section, the reason why effectiveness is increasing is ultimately due to an increase in concept density at each point. Although not plotted on the graphs, this is indeed the case. As the external collection increases, the concept density increases as well. It appears as though the effectiveness gain from the external collection begins to level off, indicating that the BIGNEWS corpus has reached the point of diminishing returns and that increasing its size is unlikely to provide substantial improvements. Finally, it is interesting to note where the RM3 mean average precision values lie with regard to this curve. For the trec12 corpus, it is below the curve, whereas for the other two corpora it is above the curve. This further supports our argument that the trec12 corpus itself is a better source of expansion than the BIGNEWS corpus and that external expansion is unlikely to yield any significant improvements. However, for the robust and wt10g corpora, the external collection is a better source and will only stop proving useful once the concept density saturates.
RELATED WORK
The idea of using an external data source has been found to be useful in a wide range of applications. In the field of information retrieval, using an external corpus for various kinds of pseudo-relevance feedback has been studied in the past, but never in much detail.
A number of groups participating in the TREC 6 ad hoc track, which was evaluated on TREC volumes 4 and 5, performed query expansion using TREC volumes 1 through 5 [1, 20] . Allan et. al. [1] state that "increasing the size of the database increases the likelihood of finding good expansion concepts," while the rationale Walker et. al. [20] use is similar, explaining that "it is quite clear that 'blind' query modification is beneficial provided that a large enough database is available". The main motivation behind using the larger collection was the size of the collection, rather than the quality. Although size may be important, we have also showed that concept density correlates with quality and also plays an important role. This was shown experimentally by the fact BIGNEWS is a better source for expansion than GOV2, despite it being a much smaller collection. Both groups claimed this form of expansion helped, although it is not clear from the results how much of an improvement was achieved over expanding on TREC volumes 4 and 5 alone.
Xu and Croft [21] present local context analysis (LCA) results using a larger external corpus. In their experiments, the evaluation corpus is the TREC5 documents, and expansion is done, again, using TREC volumes 1 through 5. Xu and Croft recognized that using an external corpus for expansion could help overcome the vocabulary mismatch problem. Expansion using the larger corpus yielded a 11.8% increase in 11-point average precision over expansion using the TREC5 corpus.
Finally, the idea of external expansion, particularly using the web as a source, has been widely used at the TREC Robust Track [18, 19] due to the purposefully challenging topics used. The general strategy was to generate one or more web queries for each TREC topic, query the web using one of the publicly available commercial web retrieval APIs, download a subset of the pages returned, and use the results to generate an expanded query. Most of the top groups used this technique, and it proved to be highly effective. Our results here show that it is not necessary to use the entire web as a source of expansion terms. Instead, using a high quality (high concept density) corpus that is comparable to the evaluation corpus can be as, if not more, effective than using the web. The added benefit of using a smaller corpus than the web is that it allows direct access to the index statistics, which is not possible with the web.
CONCLUSION
We have presented a formal method for incorporating external corpus information in a language modeling framework. We also demonstrate the effectiveness of this method using a variety of external corpora. Previous work has explored the use of limited-access web-size corpora through search engine APIs. Our results indicate that, when available, large news collections often perform as well as the web corpora while giving the researcher access to finer-grained collection information.
We also demonstrated that external expansion outperforms simulated relevance feedback. We find this result compelling since we can now advocate pseudo-relevance feedback in cases where the cost of a second retrieval is less than the cost to the user to examine the top few documents. Our results suggest that external expansion does not suffer from the instability of pseudo-relevance feedback using only the target collection. We would like to extend this analysis to a variety of other metrics which measure performance for interactive retrieval.
Finally, we have developed a preliminary analysis for determining when and why external expansion succeeds. We propose studying external expansion further by exploring external corpus selection and combination.
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