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Cutting planes accelerate branch-and-bound search primarily by cutting off fractional solutions of the linear
programming (LP) relaxation, resulting in tighter bounds for pruning the search tree. Yet cutting planes can
also reduce backtracking by excluding inconsistent partial assignments that occur in the course of branching.
A partial assignment is inconsistent with a constraint set when it cannot be extended to a full feasible
assignment. The constraint programming community has studied consistency extensively and used it as an
effective tool for the reduction of backtracking. We extend this approach to integer programming (IP) by
defining concepts of consistency that are useful in a branch-and-bound context. We present a theoretical
framework for studying these concepts, their connection with the convex hull and cutting planes, and their
power to exclude infeasible partial assignments. We propose an algorithm for achieving partial consistency
that is based on a variant of the reformulation-linearization technique and that efficiently excludes infeasible
partial assignments by solving cut-generating LPs. Computational experiments show that such an algorithm
can substantially reduce the search tree. More broadly, we suggest that consistency concepts offer a new
perspective on IP that can lead to a better understanding of what makes branching methods work.
Key words : Consistency; Constraint programming; Integer programming; Cutting planes;
Branch-and-bound
1. Introduction Cutting planes have long been used in integer programming to accelerate
branch-and-bound search by excluding fractional solutions of the linear programming (LP)
relaxation. Yet there is another way that cutting planes can reduce backtracking, namely by
excluding infeasible partial assignments. Each node of the branch-and-bound tree corresponds to
a partial assignment to the problem variables, defined by the branches taken so far. That partial
assignment is consistent with the constraint set if it can be extended to a feasible full assignment.
If the partial assignment is inconsistent, the search must eventually backtrack to a node above the
current one.
The concept of consistency has been extensively studied in the field of constraint programming
(CP), where it is used as an effective tool to reduce backtracking [26]. A constraint set is regarded
as consistent when one can easily check whether a partial assignment is consistent with it. Various
types of consistency have been defined, each with different methods for achieving it, and each
reducing backtracking to a certain extent. To our knowledge, a concept of consistency has never
developed in the integer programming (IP) literature, even though consistency is closely related
to backtracking in a branch-and-bound search, and even though cutting planes can achieve some
types of consistency even when they do not separate fractional LP solutions.
We therefore undertake an explicit study of the potential role of consistency concepts in IP, and
in particular, how cutting planes can achieve consistency. This undertaking was initiated in [10],
which defined a concept of LP-consistency for 0–1 programming problems by drawing an analogy
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with consistency in CP. A constraint set is LP-consistent when any partial assignment that is
consistent with its LP relaxation is consistent with the original constraint set. Backtracking can
therefore be eliminated by checking the feasibility of LP relaxations at each node of the search tree.
It is shown in [10] how to achieve a form of partial LP-consistency with a specialized lift-and-project
procedure. Yet it is unclear how this method can be scaled up to solve practical problems.
In this paper, we extend the work in [10] by providing a deeper analysis of consistency in IP
that we believe can point the way to practical application. We develop a theoretical framework
to measure the power of LP-consistency and its connection to the traditional notions of convex
hull and cutting planes in IP. We introduce a new concept of partial LP-consistency that is more
suitable for implementation in branch-and-bound search. We design algorithms that can achieve
partial consistency and present computational experiments to show its potential for reducing the
size of the branch-and-bound tree. More broadly, we suggest that consistency concepts provide a
novel perspective on IP that can lead to a better understanding of what makes branching methods
effective.
The remainder of the paper is organized as follows. After a brief review of related work, we
provide basic definitions and background in Section 3, where we define the relevant CP concepts and
LP-consistency and summarize their connections with the resolution method of logical inference. In
Section 4, we investigate the power of various forms of consistency as means for excluding infeasible
partial assignments. After reviewing some results from [10], we show that for sets of logical clauses,
achieving LP-consistency is equivalent to applying input resolution (a weaker form of resolution).
We further show that a 0–1 constraint set is LP-consistent if its implied clause set is consistent,
where the implied clause set contains the clauses implied by individual 0–1 inequalities. We then
strengthen this result to show that inconsistent partial assignments that are excluded by an input
resolution proof on the implied clause set are also excluded by clauses already in the set that
appear in the proof. We also show that while a 0–1 constraint set with Chva´tal rank 1 need not
be LP-consistent (and vice-versa), it must be LP-consistent if the convex hull polytope satisfies a
geometric condition.
At this point we introduce, in Section 5, a new concept of partial consistency and apply it in
both CP and IP contexts. Partial consistency of rank r avoids backtracking in the next r levels
of the search tree. We propose a resolution-based algorithm that achieves partial consistency for
clause sets. In the context of IP, partial consistency becomes partial LP-consistency of rank r,
which again reduces backtracking in the next r layers if LP relaxations are solved at each node. We
propose a modified version of the reformulation and linearization technique (RLT) that achieves
partial LP-consistency without generating resolvents. As one of the key results of the paper, we
show that partial LP-consistency of rank r can be obtained by lifting through substantially fewer
than r dimensions when applying RLT. The section concludes by formulating a cut-generating
LP (CGLP) that generates only the cutting planes that are needed to avoid inconsistent partial
assignments in a branching context. It presents an algorithm that can exponentially reduce the
number of CGLPs needed to cut off an infeasible partial assignment using classical RLT. Section 6
reports preliminary computational experiments showing that the search tree can be substantially
reduced in this fashion. Concluding remarks are offered in Section 7.
2. Related work. Branch-and-bound methods have served for decades as the primary
general-purpose approach to solving IP problems [21]. Various strategies have been developed to
reduce the size of the branch-and-bound tree and thereby accelerate the search. Some studies focus
on algorithmic choices. For instance, node selection strategies can reduce the number of nodes
evaluated [23]. As reported in [1], branching strategies play a key role in determining the size of
the branching tree, such as reliability branching (an extension of branching based on pseudocosts)
initialized by strong branching, as well as branching based on conflict scores, inference scores, and
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pseudo reduced costs. Recently, machine learning algorithms have been applied to node selection
and branching [6]. Other computational algorithms, such as parallel branching, have been proposed
to improve the gap closure in a given amount of time [22]. As noted in [1], combinations of the
above strategies are used in the state-of-the-art solvers to accelerate the solution process.
Other studies focus on tree structure and develop strategies to avoid exploring nodes that do not
contain useful information. At the heart of such strategies lie pruning rules that target certain nodes
of the tree whose subsequent nodes (those in the subtree rooted at these nodes) can be ignored
altogether. Two main pruning rules have been proposed. The primal-dual bound rule prunes the
nodes whose associated LP relaxation has an optimal value no better than the objective value of the
incumbent integral solution. The infeasibility rule prunes nodes whose LP relaxation is infeasible.
The importance of these pruning rules gave rise to two of the most intensely studied topics
in IP, cutting plane theory and heuristic algorithm design. Cutting planes help improve the dual
bound by tightening the LP relaxation, whereas heuristic methods seek to find feasible solutions
that provide a better primal bound [3, 4, 27]. While many studies in the IP literature focus on
strengthening the primal-dual bound pruning rule, infeasibility rules have received less attention.
Our paper aims to fill this gap by proposing an infeasibility pruning rule based on identifying
inconsistent partial assignments.
Unlike IP, CP has an extensive literature that deals with the infeasibility rule, surveyed in [26].
Classical CP solvers explore the solution space with a search tree similar to the branch-and-bound
tree of IP, but without using an LP relaxation. As a result, there is no primal-dual bound pruning
rule, leaving the infeasibility rule as the primary pruning strategy. For this reason, infeasibility
pruning is intensively studied within the framework of consistency. Our paper adapts this approach
to IP.
The connection between consistency and resolution is studied in [17, 19] and elaborated in [10]
as well as in the present paper. The relationship between resolution and cutting planes is first
remarked in [8, 29] and further developed in [10, 13, 14, 15, 17, 19]. Further connections between
cutting planes and CP are surveyed in [16, 18]. LP-consistency is introduced in [10] by reinterpreting
consistency concepts in CP in terms of a problem relaxation and projection [20], and by replacing
the relaxations used in CP with the LP relaxation. [10] also observes that cutting planes that
achieve consistency can be stronger than facet-defining cuts, in the sense that they cut off a larger
number of infeasible 0–1 partial solutions. [10] proves some basic properties of LP-consistency and
proposes a modified lift-and-project method for LP-consistency maintenance. The present paper
explores the relationship between consistency and IP more deeply and develops the much more
efficient consistency maintenance method based on RLT and CGLPs that is mentioned above.
3. Basic definitions and background. In this section, we introduce basic terminology and
background adapted from [10] that are required for later developments.
3.1. Consistency in constraint programming. The domain Dj of a variable xj is the set
of values that can be assigned to xj. A constraint is an object that contains some set {x1, . . . , xk}
of variables, such that any given assignment of values to (x1, . . . , xk) either satisfies or violates
that constraint. Thus a constraint is satisfied or violated only when all of its variables have been
assigned values. A constraint set S is a set of individual constraints and variable domains. An
assignment to x satisfies a constraint set S when it satisfies all constraints in S. A list of symbols
defined hereafter appears in Table 1.
Let xJ be the tuple containing the variables in {xj | j ∈ J} for J ⊆ N = {1, . . . , n}. A partial
assignment to x is a 0–1 assignment of values to xJ for some J ⊆N . We can now define a consistent
partial assignment and a consistent constraint set.
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Table 1. List of symbols.
xJ tuple of variables xj for j ∈ J
N the set {1, . . . , n}
Jk the set {1, . . . , k}
Dj domain of xj
DJ cartesian product of Dj for j ∈ J
SJ set of constraints in S that contain only variables in xJ
SLP LP relaxation of 0–1 constraint set S
C¯ 0–1 inequality that represents logical clause C
SC set of clausal inequalities implied by individual constraints of S
C(J+, J−) logical clause containing literals xj for j ∈ J+ and ¬xj for j ∈ J−
C(r) set of clauses obtained after applying r rounds of resolution to C = C(0)
Definition 1. Given a constraint set S, a partial assignment xJ = vJ is consistent with S if
S ∪ {xJ = vJ} is feasible. The constraint set S is consistent if every partial assignment to x that
violates no constraint in S is consistent with S.
Thus a partial assignment is consistent with S if it can be extended to a feasible solution of S.
Furthermore, S is consistent when every inconsistent partial assignment is explicitly ruled out by
some individual constraint in the set. It follows from these definitions that a consistent constraint
set S can be solved by branching without backtracking, regardless of the branching order. A given
node of the search tree corresponds to a partial assigment xJ = vJ . If setting xj = vj for j 6∈ J
violates no constraint in S, we know that the partial assignment xJ∪{j} = vJ∪{j}, corresponding to
a child node created from the current node, is consistent with S, and the search will not backtrack
to the current node.
Unfortunately, achieving full consistency is generally hard. For this reason, various weaker forms
of consistency has been developed in CP with the goal of making it more practical. We give a brief
introduction of these forms, the most widely used of which is domain consistency.
Definition 2. A constraint set S is domain consistent if the partial assignment xj = vj is
consistent with S for all j ∈N and all vj ∈Dj.
Achieving domain consistency tends to accelerate search because it reduces the size of variable
domains, so that it is necessary to branch on fewer values.
Definition 3. A constraint set S is k-consistent if, given any J ⊂ N with |J | = k − 1 and
any j 6∈ J , a partial assignment xJ = vJ that violates no constraint in S can be extended to
an assignment xJ∪{j} = vJ∪{j} that violates no constraint in S, where vj ∈Dj. Set S is strongly
k-consistent if it is i-consistent for i= 1, . . . , k.
Strong k-consistency suffices to avoid backtracking if there is limited coupling of variables [11].
More relevant to our purposes is a weaker form of k-consistency, namely sequential k-consistency,
which is defined with respect to the predetermined branching order x1, . . . , xn. Backtracking is
avoided when S is sequentially k-consistent for k= 1, . . . , n. Let Jk = {1, . . . , k}.
Definition 4. A constraint set S is sequentially k-consistent if for every partial assignment
xJk−1 = vJk−1 that violates no constraint in S, there is an extended assignment xJk = vJk that
violates no constraint in S, where vk ∈Dk.
3.2. Consistency and resolution. We will say that S is a 0–1 constraint set if it has the
form S = {Ax≤ b, x ∈ {0,1}n}. A general method for achieving consistency in 0–1 constraint sets
is resolution, an inference method in propositional logic. We present the basics of this technique.
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A logical clause has the form
C(J+, J−) =
( ∨
j∈J+
xj
)
∨
( ∨
j∈J−
¬xj
)
where J+, J− ⊆N and J+ ∩ J− = ∅. Terms of the form xj and ¬xj are literals. Clause C(J+1 , J−1 )
logically implies (absorbs) C(J+2 , J
−
2 ) if and only if J
+
1 ⊆ J+2 and J−1 ⊆ J−2 . A clause C(J+, J−) is
represented by the 0–1 inequality ∑
j∈J+
xj +
∑
j∈J−
(1−xj)≥ 1.
We will denote by C¯ the 0–1 inequality that represents clause C. Accordingly, given a clause set
C, we denote by C¯ the set of inequalities representing clauses in C. A 0–1 inequality is clausal when
it represents a clause.
Two clauses between which only one variable xi changes sign have a resolvent that contains all the
literals in either clause except xi and ¬xi. Thus given clauses C(J+1 ∪{i}, J−1 ) and C(J+2 , J−2 ∪{i}),
where J+1 ∪ J+2 and J−1 ∪ J−2 are disjoint, their resolvent is C(J+1 ∪ J+2 , J−1 ∪ J−2 ). For example, the
resolvent of x1 ∨x3 and ¬x2 ∨¬x3 is x1 ∨¬x2.
The resolution algorithm applies resolution repeatedly until no further nonredundant resolvents
can be obtained. Thus given clause set C = C(0), we let C(k) be the clause set obtained by adding
to C(k−1) all its resolvents that are not absorbed by a clause in C(k−1). The resolution algorithm
generates C(0),C(1), . . . ,C(k) until C(k−1) = C(k).
It is shown in [19] that C(k) is consistent for some finite k. In other words, the resolution algorithm
achieves consistency for any clause set. This procedure is computationally expensive, however, since
the size of C(k) can grow exponentially as k increases. To achieve the weaker and more practical
forms of consistency defined above, resolution can be applied to a suitable subset of clauses. We
refer the reader to [19] for details.
Resolution can also achieve consistency for a general 0–1 constraint set S [19]. Let the implied
clause set of S be the set of clauses implied by individual inequalities in S, and let SC be the set of
inequalities representing the implied clauses. A simple and efficient algorithm is given in [12, 19] for
deriving the implied clauses. We can achieve consistency for S by applying the resolution algorithm
to its implied clause set. We need only add to S the inequalities representing all clauses generated
by the resolution algorithm.
Example 1. Suppose that S is the 0–1 constraint set containing
x1 + 2x2 + 3x3 ≤ 3 (1a)
2x2−x3 ≤ 1. (1b)
Set S is not consistent because, for instance, the partial assignment x2 = 1 violates no constraint
in S but is inconsistent with S. In addition, S is not 3-consistent because the partial assignment
(x2, x3) = (1,1) violates no constraint in S, but both of its extensions (x1, x2, x3) = (0,1,1) and
(x1, x2, x3) = (1,1,1) violate (1a). However, S is sequentially k-consistent for all k= 1,2,3, implying
that there is no backtracking for the branching order x1, x2, x3. To achieve full consistency, we first
derive the implied clause set, which contains ¬x1 ∨ ¬x3, ¬x2 ∨ ¬x3, and ¬x2 ∨ x3. The first two
clauses are implied by (1a) and the third by (1b). One nonredundant resolvent can be generated
from the implied clause set, namely ¬x2. It is easy to verify that S ∪{x2 ≤ 0} is consistent.
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Figure 1. Illustration of Examples 2 and 4.
3.3. LP-consistency in integer programming. The purpose of consistency is to help
detect whether a partial assignment is infeasible at a node of the branching tree. If the constraint set
S is consistent, it suffices to check whether the partial assignment is consistent with an appropriate
relaxation of S. In CP, the relaxation consists of the constraints in S that contain only variables in
the partial assignment. While consistency with this relaxation is easy to check, the relaxation itself
is weak, as it does not capture interactions between multiple constraints. A stronger relaxation
is proposed in [10] that is natural to integer programming and yet easily checked. It is the LP
relaxation, which gives rise to LP-consistency. Denote by SLP = {Ax ≤ b, x ∈ [0,1]n} the LP
relaxation of a 0–1 constraint set S.
Definition 5. A 0–1 constraint set S is LP-consistent if any 0–1 partial assignment that is
consistent with SLP is consistent with S.
Thus S is LP-consistent if any partial assignment xJ = vJ for which SLP ∪ {xJ = vJ} is feasible
is one for which S ∪ {xJ = vJ} is feasible. LP-consistency can eliminate backtracking if we solve
one or two LPs before each branch. Suppose, for example, that the branches taken so far impose
the partial assignment xJ = vJ , and we wish to branch on xj next. We can set xj = vj if the LP
problem S ′LP = SLP ∪{xJ∪{j} = vJ∪{j}} is feasible, where vj = 0 or vj = 1. Since S is LP-consistent,
we know that xJ∪{j} = vJ∪{j} in some feasible solution of S, and no backtracking to the current
node will occur. If S ′LP is infeasible for both vj = 0 and vj = 1, the 0–1 problem S is infeasible, and
branching terminates.
Example 2. Let S1 = {x∈ {0,1}2, 2x1 + 4x2 ≤ 5, 7x1− 2x2 ≤ 6}, illustrated in Fig. 1. Clearly,
S1 is not LP-consistent, because the partial assignment x1 = 1 is consistent with S1LP but not with
S1. As a result, under the branching order x1, x2, a branch-and-bound process that sets x1 = 1 will
backtrack to set x1 = 0. In contrast, the constraint set S2 = {x∈ {0,1}2, 2x1 +4x2 ≤ 5, x1 +x2 ≤ 1}
is LP-consistent and avoids backtracking. Note, however, that S2 is not consistent in the traditional
sense because x1 = 1 violates no constraints but is inconsistent with S2. Thus LP-consistency does
not imply traditional consistency but can nonetheless avoid backtracking.
Since LP-consistency is weaker than traditional consistency, achieving it is potentially cheaper
but remains computationally hard. Sequential LP k-consistency is therefore introduced in [10], in
analogy with sequential k-consistency, to make consistency maintenance more practical.
Definition 6. A constraint set S is sequentially LP k-consistent if for every 0–1 partial
assignment xJk−1 = vJk−1 that is consistent with SLP, there is an extended 0–1 assignment xJk = vJk
that is consistent with SLP.
Sequential LP k-consistency for k = 1, . . . , n avoids backtracking when the branching order
is x1, . . . , xn. In [10] the authors propose a lift-and-project technique to achieve sequential LP
k-consistency. This technique, however, is not computationally efficient since it requires the
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addition of an exponential number of constraints to the original set as k increases. In this paper, we
build upon this idea by introducing different forms of LP-consistency and investigating practical
algorithms to achieve them.
4. Power of LP-consistency. A natural question is how powerful LP-consistency is, with
respect to avoiding inconsistent partial assignments, when compared to classical consistency. The
key to such a comparison is viewing resolvents as cutting planes. This perspective also helps us to
understand that cutting planes have an important impact on increasing consistency in addition to
their primary role of tightening relaxations.
4.1. Resolution-based consistency in clause sets. It is well known [8, 13, 29] that if a
resolvent and its parents are converted to inequalities, the resolvent is a rank 1 Chva´tal-Gomory
(C–G) cut derived from the parents and x∈ [0,1]n. This connection between resolution and rank 1
C-G inequalities can be generalized.
Given a clause set C, we say that a clause C has a resolution proof if C ∈ C(k) for some k. A
resolution proof consists of a sequence of clauses C1, . . . ,Cm =C such that Cm is the resolvent of
two previous clauses in the sequence, and each Ci for i= 1, . . . ,m− 1 either belongs to C or is the
resolvent of two earlier clauses in the sequence. Similarly, we say that a clause Cm has an input
proof from C if it has a resolution proof in which at least one of the parents of each resolvent in the
sequence belongs to C [7]. Every implied clause of C has a resolution proof, but not necessarily an
input proof [24, 25]. The following relation between input proofs and C–G inequalities is proved
in [14]. It is convenient to regard any inequality already in S as a rank 1 C-G inequality, and to
regard any clause in C as having an input proof (of length 0) of itself.
Proposition 1. A clause C has an input proof from clause set C if and only if C¯ is a rank 1
C–G inequality for C¯.
A clause obtained from a general resolution proof may, however, have a Chva´tal rank greater
than 1, as illustrated in the next example.
Example 3. Consider the set C of clauses on the left below:
C1 : ¬x1∨¬x2∨¬x3 C6 : ¬x1∨¬x2, from C1,C2
C2 : ¬x1∨¬x2∨ x3 C7 : ¬x1∨ x2, from C3,C4
C3 : ¬x1∨ x2∨¬x3 C8 : ¬x1, from C6,C7
C4 : ¬x1∨ x2∨ x3 C9 : ¬x2, from C5,C6
C5 : x1∨¬x2
The implied clause C8 = ¬x1 has a resolution proof (but not an input proof) from C with the
sequence C1, C2, C3, C4, C6, C7, C8, where the parents of each resolvent are shown above. It is
easy to verify that the inequality x1 ≤ 0 representing C8 is a C–G inequality of rank 2. The implied
clause C9 =¬x2 has an input proof from C with the sequence C1,C2,C6,C5,C9, and the inequality
x2 ≤ 0 is a C–G inequality of rank 1, as predicted by Proposition 1.
It turns out that LP-consistency is a necessary and sufficient condition for resolution proofs and
input proofs to coincide. To show this result, we use the following proposition and its corollary,
both proved in [10].
Proposition 2. Given a 0–1 constraint set S, a 0-1 partial assignment is inconsistent with
SLP if and only if it violates some rank 1 C-G clausal inequality for SLP.
Corollary 1. A 0–1 constraint set S is LP-consistent if and only if any clausal inequality
implied by S is a rank 1 C–G inequality for SLP.
The desired result ensues.
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Corollary 2. Given a clause set C, C¯ is LP-consistent if and only if any clause that has a
resolution proof from C also has an input proof from C.
Proof. Since resolution is a complete inference method for clauses, a clause has a resolution proof
from C if and only if it is implied by C. It therefore follows from Corollary 1 that C¯ is LP-consistent
if and only if any clause C that has a resolution proof from C is such that C¯ is a rank 1 C–G
inequality for C¯. But Proposition 1 states that C¯ is a rank 1 C–G inequality for C¯ if and only if C
has an input proof from C. The proposition follows. 
The above result leads to a direct comparison between the power of LP-consistency and classical
consistency for clause sets.
Corollary 3. Let C∗ be the set of clauses that have an input proof from clause set C. Then C¯
is LP-consistent if and only if C¯∗ is consistent.
Corollary 3 shows a computational advantage for LP-consistency in identifying inconsistent
partial solutions of S. Inconsistent partial assignments that can be detected by generating all
input proofs from SC can be detected simply by checking whether they are consistent with the LP
relaxation of SC.
At this point we can observe that cutting planes can help achieve LP-consistency. Corollary 2,
for example, states that sufficiently many rank 1 C-G cuts achieve LP-consistency. Thus cutting
planes can reduce backtracking by excluding inconsistent partial solutions as well as by cutting off
fractional solutions of the LP relaxation.
4.2. Resolution-based consistency in 0–1 programming. In the previous section, we
showed the relation between LP-consistency and consistency for clause sets. In this section, we
focus on general 0-1 constraint sets. Consider a constraint set S and the set SC of inequalities
representing the implied clause set of S. We address the question of how LP-consistency for S
compares to that of SC. This is an important question, as SC is the natural gateway to studying
consistency by means of resolution methods. We aim to understand how one can avoid the middle
step of generating resolvents (which can be very expensive) by achieving LP-consistency.
We note first that we cannot check S for LP-consistency by checking SC for LP-consistency. The
LP-consistency of neither implies that of the other, as shown by the next example.
Example 4. Consider the constraint set S1 of Example 2, which we noted is not LP-consistent.
Yet S1C = {x∈ {0,1}2, x1 +x2 ≤ 1, x1−x2 ≤ 0} is LP-consistent. Now suppose S2 is the set of 0–1
constraints on the left below, so that S2C contains the 0–1 constraints on the right.
x1 +x2 +x3 ≤ 1 x1 +x2 ≤ 1
−x1−x2−x3 + 2x4 ≤ 0 x1 +x3 ≤ 1
x2 +x3 ≤ 1
x4−x1−x2 ≤ 0
x4−x1−x3 ≤ 0
x4−x3−x3 ≤ 0
S2 is LP-consistent, while S2C is not LP-consistent because the partial assignment x4 = 1 is
inconsistent with its LP relaxation.
Considering that LP-consistency for S and for SC do not imply one another, the next question
is whether weakening this property for one set can form an implicative relation between these sets.
In particular, We next study the relation between LP-consistency of S and consistency of SC To
this end, we first show that constraints of SC can be obtained as C–G inequalities from S.
Proposition 3. Consider a 0–1 inequality ax ≤ β that is satisfied by at least one point
x∈ {0,1}n. Then any clausal inequality implied by ax ≤ β is a rank 1 C–G inequality for
{ax≤ β, x∈ [0,1]n}.
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Proof. Assume without loss of generality that ai ≥ 0 for all i ∈ N , since otherwise xi can be
replaced by 1 − xi. We also have β ≥ 0, since at least one 0–1 point satisfies ax ≤ β. Let C =
C(I+, I−) be any clause implied by ax≤ β for some pair of disjoint subsets I+ and I− of N . Clause
C is falsified by the partial assignment with components xi = 0 for i ∈ I+ and xi = 1 for i ∈ I−, a
partial assignment that violates ax≤ β because ax≤ β implies C. As a result, we have∑i∈I− ai >β.
Define ∆ =
∑
i∈I− ai, which is positive since β ≥ 0. It suffices to show that the inequality
C¯ =−
∑
i∈I+
xi +
∑
i∈I−
xi ≤ |I−| − 1, (2)
is a rank 1 C–G inequality for {ax ≤ β, x ∈ [0,1]n}. We show this by taking a weighted sum of
ax≤ β with weight 1
∆
, inequalities −xi ≤ 0 for i∈N \(I−∪I+) with weights αi∆ , inequalities −xi ≤ 0
for i ∈ I+ with weights 1 + αi
∆
, and inequalities xi ≤ 1 for i ∈ I− with weights 1− αi∆ . This yields
(2) with right-hand side ≤ |I−| − 1 + β
∆
. Since 0≤ β
∆
< 1, we can round down the right-hand side
to obtain (2) as a rank 1 C–G inequality. 
It follows from Corollary 1 and Proposition 3 that if an inconsistent partial solution of S violates
a constraint in SC, then it is inconsistent with SLP. This shows that an LP-consistent S has greater
power than a consistent SC for excluding inconsistent partial assignments.
Corollary 4. A constraint set S is LP-consistent if SC is consistent. 
To complete the hierarchy of comparisons between different consistency concepts, we next provide
the relation between LP-consistency for S and input proofs from SC.
Proposition 4. Consider a 0–1 constraint set S. Assume that clause Ck1 has as an input proof
from the clauses represented by SC through a sequence of k ≥ 0 resolutions as shown in Fig. 2,
where C¯01 , C¯
0
2 ∈ SC and S implies C¯i2 for i∈ {1, . . . , k−1}. Let Ŝ be the set obtained by adding C¯i2 to
S for i= 0, . . . , k− 1. Then any 0–1 partial assignment that violates Ck1 is inconsistent with ŜLP.
Proof. We prove the result by induction on k. Let Ŝ0 = S and Ŝk = S ∪{C¯02 , . . . , C¯k−12 } for k≥ 1.
The claim follows for k= 0 from Proposition 2. As the induction hypothesis we assume that C¯k−11
is a rank 1 C–G inequality for Ŝk−1LP , and any 0–1 partial solution that violates Ck−11 is inconsistent
with Ŝk−1LP . This and Proposition 2 imply that C¯k−11 is a rank 1 C–G inequality for Ŝk−1LP . We wish
to show that any partial solution that violates Ck1 is inconsistent with ŜkLP = Ŝk−1LP ∪ {C¯k−12 }. Let
Ck−11 = C(I
+
1 , I
−
1 ∪ {k}) and Ck−12 = C(I+2 ∪ {k}, I−2 ), where I−1 ∩ I+2 = ∅ and I−2 ∩ I+1 = ∅. The
resolvent of these two clauses is Ck1 =C(I
+
1 ∪ I+2 , I−1 ∪ I−2 ), with
C¯k1 =−
∑
i∈I+1 ∪I+2
xi +
∑
i∈I−1 ∪I−2
xi ≤ |I−1 ∪ I−2 | − 1
We next show that C¯k1 is a rank 1 C–G inequality for ŜkLP. Using a weighted sum similar to that
in the proof of Proposition 3 for clause Ck−12 , we obtain the following inequality:
−x1−
∑
i∈I+2
xi +
∑
i∈I−2
xi ≤ |I−2 | − 1 + f
where 0≤ f < 1. Taking a weighted sum of this inequality with
C¯k−11 = x1−
∑
i∈I+1
xi +
∑
i∈I−1
xi ≤ |I−1 |
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Figure 2. Input proof sequence studied in Proposition 4
along with xi ≤ 1 for i ∈ (I−1 ∪ I−2 ) \ (I−1 ∩ I−2 ) and −xi ≤ 0 for i ∈ (I+1 ∪ I+2 ) \ (I+1 ∩ I+2 ), all with
equal weight 1
2
, we obtain
−
∑
i∈I+1 ∪I+2
xi +
∑
i∈I−1 ∪I−2
xi ≤ |I−1 ∪ I−2 |+
f − 1
2
. (3)
We have that −1< f−1
2
< 0 since 0≤ f < 1. Therefore, rounding down the right-hand-side value
yields the desired rank 1 C–G inequality C¯1k for ŜkLP. Proposition 2 now implies that any 0–1 partial
solution that violates Ck1 is inconsistent with ŜkLP, and we have the desired result. 
Since resolution is a specialized Chva´tal procedure performed on the inequalities representing two
clauses, Proposition 2 implies that any partial assignment that violates the resolvent is inconsistent
with the constraint set that contains the inequalities representing the two parent clauses. However,
Proposition 4 gives a stronger result by showing that only one parent needs to be explicitly included
in the constraint set to achieve the consistency power of the resolvent. We illustrate this benefit
through an example.
Example 5. Consider the 0–1 constraint set S1 of Example 2, which we saw earlier is not
LP-consistent because the partial assignment x1 = 1 is consistent with SLP but inconsistent with
S. We can rule out x1 = 1 by performing resolution on the clauses ¬x1 ∨¬x2,¬x1 ∨x2 represented
by SC to obtain ¬x1. However, due to Proposition 4, it is enough to add either one of the parents of
the resolvent ¬x1 to S to obtain a set ŜLP with which the partial assignment x1 = 1 is inconsistent.
It is not necessary to add the other parent or the resolvent. Thus S ∪{x1 +x2 ≤ 1} is LP-consistent,
as is S ∪ {x1 − x2 ≤ 0}. We can achieve the power of a resolution step without actually carrying
out the resolution.
4.3. LP-consistency and the convex hull In IP, an ideal formulation of a 0–1 problem is
one that describes the convex hull. In CP, an ideal formulation is one that is consistent. It is shown
in [10] that these two concepts do not coincide for general 0–1 programs. Yet [10] also shows that
the convex hull formulation of a problem is necessarily LP-consistent. This allows for the possibility
that achieving LP-consistency is cheaper than obtaining the convex hull, a property that leads to
computational distinction between these two concepts. We provide theoretical evidence for this
distinction in Section 5.2, which is corroborated by computational experiments in Section 6.
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Figure 3. Summary of the relations between variants of consistency and convex hull.
A summary of some of the relations presented so far between various forms of consistency and
the convex hull formulation is given in Figure 3.
We saw in previous sections that LP-consistency is closely related to rank 1 C–G inequalities,
which were originally introduced as a tightening technique that works toward a convex hull
description. Based on this link, we further investigate the relation between LP-consistency and the
convex hull. Two natural questions arise:
(i) Is a 0–1 constraint set with Chva´tal rank 1 necessarily LP-consistent?
(ii) Does an LP-consistent constraint set necessarily have Chva´tal rank 1?
The next example shows that neither question has a positive answer in general.
Example 6. Consider S1 = {x ∈ {0,1}2,4x1− 4x2 ≤ 3, x1 + 4x2 ≤ 3}. It is clear that S1 is not
LP-consistent, as the inconsistent partial assignment x1 = 1 is consistent with S1LP. However, the
Chva´tal rank of S1 is 1, as its convex hull is described by x∈ [0,1]2 and the rank 1 C–G inequalities
x2 ≤ 0, x1−x2 ≤ 0.
Now consider S2 = {x∈ {0,1}n, ∑ni=1 aixi ≤ b}, where 0≤ ai ≤ b for all i. It is easy to verify that
S2 is LP-consistent, as every inconsistent 0–1 partial assignment makes S2LP infeasible. However,
it is well known that the Chva´tal rank of a general 0–1 knapsack problem of the form S2 is not
necessarily 1.
We show, however, that question (i) has an affirmative answer under a geometric condition for
the convex hull polytope.
Proposition 5. Consider a 0–1 rational constraint set S, and let conv(S) represent the convex
hull of its feasible solutions. Assume that, for any 0–1 partial assignment xJ = vJ that is inconsistent
with S, there exists a full-dimensional facet of conv(S) whose defining inequality separates the face
of the unit hypercube associated with xJ = vJ from conv(S). Then S is LP-consistent if its Chva´tal
rank is one.
Proof. Assume that constraints of SLP are represented by a system Ax≤ b that includes variable
bounds 0≤ xj ≤ 1. Consider an inconsistent partial assignment xJ = vJ of S for some J ⊆N . We are
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given that there exists a full-dimensional facet of conv(S) whose defining inequality separates the
unit hypercube face associated with xJ = vJ from conv(S). Let ax≤ β be the unique inequality (up
to a scalar multiple) with integer coefficients and right-hand side that defines this facet. Because
the Chva´tal rank of S is one, we can obtain ax≤ β as a rank 1 C–G inequality with weight vector
u≥ 0 such that uA= a and bubc= β. Since ax≤ β separates the face xJ = vJ from conv(S), we
have that ax¯ > β for any point x¯ such that x¯J = vJ and x¯i ∈ {0,1} for all i ∈N \ J . We therefore
have uAx¯ > ub for any such point, which implies that uAx≤ ub separates the face xJ = vJ from
SLP. As a result, SLP∪{xJ = vJ} is infeasible. Since xJ = vJ is an arbitrary inconsistent 0–1 partial
assignment, it follows that S is LP-consistent. 
Various works in the literature study polyhedral properties of rank-1 Chva´tal sets; see for instance
[9] and references therein. Proposition 5 suggests that when facets of a rank-1 Chva´tal set are
suitably structured, the branch-and-bound procedure can advance without backtracking.
5. Partial consistency. The previously introduced variants of consistency, k-consistency
and sequential k-consistency, are either too broad or too restrictive for typical branch-and-bound
procedures. In particular, k-consistency is concerned with the consistency of partial assignments
to all subsets of k, whereas in branching search, only partial assignments defined by branches
traversed in the tree need be considered. On the other hand, sequential consistency only considers
a fixed variable ordering, whereas in branch-and-bound the choice of the next branching variable
is dynamically determined at each node. For these reasons, we introduce partial consistency as
a variant of consistency that is better suited for implementation in branch-and-bound methods
by occupying a middle ground between k-consistency and sequential consistency. We study this
variant under both CP and IP frameworks.
5.1. Partial consistency in constraint programming. In this section, we develop the
concept of partial consistency in CP as a generalization of the common variants in the literature.
Definition 7. Let S be a 0–1 constraint set, and consider a subset I ⊆ N . Then S has
partial consistency of rank r over I, where 0< r ≤ n− |I|, if for every partial assignment xI = vI
that violates no constraint in S, there exists a value assignment xJ = vJ such that the extended
assignment xI∪J = vI∪J violates no constraint in S for all J ⊆N \ I with |J |= r.
Partial consistency addresses practical shortcomings of previous variants because (i) the variable
set I is determined by variable indices being branched on at each node of the search tree (in
contrast to k-consistency, which considers all possible combinations of k variables), and (ii) the set
of variables J , with respect to which consistency is computed, is independent of the subsequent
branching orders (in contrast to sequential consistency, which assumes a pre-determined branching
order). It is easy to verify that partial consistency of rank r eliminates backtracking for the next r
levels of the search tree, regardless of the subsequent branching order. The next example illustrates
the benefit of this property for reducing tree size.
Example 7. Consider S = {x∈ {0,1}10 | x1 +x2 ≤ 1; x1−xi ≤ 0, i= 2, . . . ,10}. It follows from
Definition 7 that S lacks partial consistency of rank 1 over I = {1}, because x1 = 1 does not violate
any constraint in S, while both value assignments x2 = 0 and x2 = 1 violate some constraint in S.
Assume that the branching policy chooses x1 as the first variable to branch on, and consider two
follow-up branching scenarios. In the first scenario, the subsequent branching order is x2, . . . , x10.
The inconsistency of the partial assignment x1 = 1 is detected immediately, since branching on
both x2 = 0 and x2 = 1 violates some constraint in S. This means that achieving sequential
2-consistency is sufficient to eliminate backtracking. In the second scenario, the branching order is
x3, x4, . . . , x10, x2. The inconsistency of the partial assignment x1 = 1 will not be detected until the
last branching level. This means that achieving sequential 10-consistency is required to eliminate
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Algorithm 1 Algorithm to achieve partial consistency of rank r for clause set C
Input: A clause set C, a subset I ⊆N , and a rank 0< r≤ n− |I|
Output: A set Cˆ that has partial consistency of rank r over I
1: Initialize Cˆ ← C, t← 1
2: while t≤ r do
3: Perform resolution on clauses in C to obtain all resolvents containing at most r− t variables
not in I.
4: Add the resolvents to C if they are not implied by its clauses
5: Add to Cˆ all resolvents whose variables belong to I.
6: Update t← t+ 1
7: end while
backtracking, which leads to traversing 29 nodes only to trace back to the node with x1 = 1 and
prune it. This ordering requires a significant backtracking compared to the first one. One way to
prevent this severe dependence on the subsequent branching order is to make the model partially
consistent over I = {1}. To this end, we add the inequality representing resolvent ¬x1 obtained
from the resolution of clauses ¬x1∨¬x2 and ¬x1∨x2 implied, respectively, by the constraints of S.
Now the node with assignment x1 = 1 will be pruned no matter which branching order is executed
next.
It follows from Definition 7 that if S has partial consistency of rank r1 over I, it has partial
consistency of rank r2 over I for any r2 < r1. As the rank increases, partial consistency becomes
closer to a full consistency, but achieving it becomes more expensive. For instance, consider S =
{x ∈ {0,1}3 | x1 + x2 + x3 ≤ 1, x1 − x2 − x3 ≤ 0}. The partial assignment x1 = 1 is inconsistent
with S. It is easy to verify that S has partial consistency of rank 1 over I = {1} but lacks partial
consistency of rank 2 over I. The following result shows the relation between partial and full
consistency.
Proposition 6. If S has partial consistency of rank r= n− |I| over I for any I ⊆N , then S
is consistent.
Proof. Assume to the contrary that S is not consistent. Then there exists a partial assignment
xI = vI for some I ⊆N that violates no constraints in S but for which xI∪J = vI∪J is inconsistent
with S for any assignment xJ = vJ with J = N \ I. This contradicts the assumption that S has
partial consistency of rank n− |I| over I. 
Partial consistency can be achieved for S as in Algorithm 1 by applying resolution to the clause
set C represented by SC.
Proposition 7. Given a clause set C, a subset I ⊆ N , and a rank r with 0 ≤ r ≤ n − |I|,
Algorithm 1 achieves partial consistency of rank r over I.
Proof. Let C[r] contain the clauses in C at the end of iteration r of Algorithm 1, so that all
the clauses in C[r] have rank at most r. It suffices to show that for any I ∈ N and any r with
0≤ r ≤ n− |I|, if xI∪J = vI∪J violates some clause in C for any vJ ∈ {0,1}r, then some clause in
C[r] is violated by xI = vI . We prove the claim by induction on r. The claim is trivially true for
r= 0. For the induction hypothesis we assume that the claim holds for a given r, and we wish to
show that it holds for r+ 1. Thus we wish to show for any given I¯ ⊆N that if xI¯∪J∪{j} = vI¯∪J∪{j}
violates some clause in C for any vJ∪{j} ∈ {0,1}r+1, then C[r+1] contains a clause that is violated
by xI¯ = vI¯ . We apply the induction hypothesis with I = I¯ ∪ {j}. Thus if we set vj = 0, there is a
clause of the form C1 ∨ xj in C[r] that xI¯∪J∪{j} = vI¯∪J∪{j} violates, and if we set vj = 1, there is a
clause C2 ∨¬xj in C[r] that xI¯∪J∪{j} = vI¯∪J∪{j} violates. No variable changes sign between C1 and
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C2, since otherwise xI¯ = vI¯ would not violate both C1 and C2. Thus the two clauses C1 ∨ xj and
C2 ∨¬xj have a resolvent R that xI¯ = vI¯ violates. Because these 2 clauses have at most 1 variable
not in I¯, their resolvent R belongs to C[r+1], and the proof is complete. 
Since achieving higher ranks of partial consistency can notably increase the computational effort,
it is more practical to consider lower ranks to balance the cost of cut generation and the reduction
in tree size. In particular, popular notions such as sequential consistency and k-consistency in CP
can be viewed as rank 1 partial consistency.
Corollary 5. A constraint set S has partial consistency of rank 1 over I if and only if
it has sequential (k + 1)-consistency with k = |I| for all branching orders xi1 , xi2 , . . . , xin where
{i1, . . . , ik−1} is a permutation of elements in I, and {ik, . . . , in} is a permutation of elements in
N \ I.
Corollary 6. A constraint set S has k-consistency if and only if it has partial consistency of
rank 1 over I for all I ⊆N such that |I| ≤ k− 1.
5.2. Partial LP-consistency in integer programming. In this section, we adapt the
concept of partial consistency to IP by making use of the LP relaxation.
Definition 8. Let S be a 0–1 constraint set, and consider a subset I ⊆N . Then S has partial
LP-consistency of rank r over I, where 0< r≤ n−|I|, if for every partial assignment xI = vI that is
consistent with SLP, there exists a 0–1 value assignment xJ = vJ such that xI∪J = vI∪J is consistent
with SLP for all J ⊆N \ I with |J |= r.
We noted in Section 3.3 that consistency implies LP-consistency, and that one can apply the
resolution algorithm to the implied clause set to achieve consistency and thereby LP-consistency.
The next example shows that such an approach is not attractive for partial LP-consistency, because
it may be necessary to generate resolvents of rank much higher than r to achieve rank r LP-
consistency.
Example 8. Let S consist of the following inequalities along with x∈ {0,1}n:
−x1 +x2 +
n∑
i=3
xi ≤ 1, 2x2−
n∑
i=3
ixi ≤ 0, x1 +x2 ≥ 1
for n≥ 3. Definition 8 implies that S lacks partial LP-consistency of rank 1 over I = {1}, because
the partial assignment x1 = 0 leads to infeasible LP relaxations for both x2 = 0 and x2 = 1. On the
other hand, it is easy to verify that S has partial consistency of ranks r= 1,2, . . . , n−2 over I = {1},
but not of rank r = n− 1. This means that the inconsistency of the partial assignment x1 = 0 is
detected only after considering all possible 0–1 assignments to variables x2, . . . , xn. To achieve the
partial LP-consistency of rank 1 over I = {1} using resolution, we would need to perform n− 1
iterations of Algorithm 1 on the implied clause set of S to obtain the desired resolvent represented
by −x1 ≤−1 that is violated by x1 = 0.
Example 8 shows that achieving partial LP-consistency of a certain rank may require a
much higher rank of partial consistency. This makes the achievement of partial LP-consistency
cumbersome through traditional resolution-based techniques. We next describe techniques that can
achieve partial LP-consistency by bridging consistency and cutting plane theory.
We use the core structure of the reformulation and linearization technique (RLT) of [28]. Consider
a 0–1 constraint set of the form S = {x ∈ Zn, Ax≤ b}, where Ax≤ b includes bounds 0≤ xj ≤ 1.
Given a partial assignment xI = vI for some I ⊆N , assume that there exists nonempty J ⊆N \ I
such that SLP∪{xI∪J = vI∪J} is infeasible for every 0–1 value assignments xJ = vJ . We use a variant
of RLT applied to set SLP that goes as follows.
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1. Generate the following nonlinear system:
(Ax− b)
∏
j∈J1
xj
∏
j∈J\J1
(1−xj)≤ 0, all J1 ⊆ J (4)
2. Linearize (4) by replacing each x2i with xi, and
∏
k∈K xk with new variable yK for each K
with |K| ≥ 2 that appears in the system.
3. Denote the resulting linear constraint set by RJ(SLP), and its projection onto the space of
variables xI by RJ(SLP)|I .
Proposition 8. Consider a 0–1 constraint set of the form S = {x∈Zn, Ax≤ b}, where Ax≤ b
includes bounds 0 ≤ xj ≤ 1. If partial assignment xI = vI and nonempty J ⊆N \ I are such that
the linear system SLP ∪ {xI∪J = vI∪J} is infeasible for every 0–1 value assignment xJ = vJ , then
xI = vI is infeasible for RJ(SLP)|I .
Proof. It follows from [28] that RJ(SLP) is a lifted description of the convex hull of the union of
the sets described by SLP∪{xJ = vJ} over all 0–1 value assignments xJ = vJ . We claim that xI = vI
is infeasible for RJ(SLP)|I . Assume to the contrary. Then there exists a point (xI , xJ , xK , y) =
(vI , v˜J , v˜K , u˜) that satisfies RJ(SLP), where K =N \ (I ∪J). This point must be representable as a
convex combination of points of the form (vI , vJ , v˙K , u˙) over all vJ ∈ {0,1}|J|, since the components
vI are integral and cannot be represented as convex combination of other points. It follows from
our assumption that such points do not exist, because SLP ∪ {xI∪J = vI∪J} is infeasible for all
vJ ∈ {0,1}|J|. This is a contradiction. 
Proposition 8 provides the basis for an algorithm that achieves partial LP-consistency.
Proposition 9. Given a 0–1 constraint set S, a subset I ⊆ N , and a rank 0 < r ≤ n− |I|,
Algorithm 2 achieves partial LP-consistency of rank r over I.
Proof. Consider any partial assignment xI = vI for which SLP ∪{xI = vI} is feasible while SLP ∪
{xI∪J = vI∪J} is infeasible for all vJ ∈ {0,1}r for some J ⊆N with |J |= r. It suffices to show that
ŜLP ∪{xI = vI} is infeasible. It follows from Proposition 8 that xI = vJ is infeasible for RJ(SLP)|I .
It is also clear that the projection of the feasible set of R(SLP)|I onto the space of variables included
in RJ(SLP)|I is a subset of the feasible set of RJ(SLP)|I since R(SLP)⊇RJ(SLP). We conclude that
ŜLP ∪{xI = vI} is infeasible, as the constraints in R(SLP)|I are added to ŜLP. 
Although the method by which RJ(SLP) is constructed is similar to well-known disjunctive
programming techniques [2] for obtaining the convex hull of a disjunction, its implementation
in Algorithm 2 can achieve LP-consistency with less computational effort than the convex hull
derivation.
Proposition 10. Consider a 0–1 constraint set S and a 0–1 partial assignment xI = vI that
is inconsistent with S.
Algorithm 2 Algorithm to achieve partial LP-consistency
Input: A constraint set S, a subset I ⊆N , and a rank 0< r≤ n− |I|
Output: A set Ŝ that has partial LP-consistency of rank r over I
1: Initialize Ŝ = S
2: Generate the constraint set R(SLP) that is the union of RJ(SLP) over all J ⊆N with |J |= r.
3: Linearize the above system by replacing x2i with xi, and
∏
k∈K xk with new variable yK for each
K ⊆N that appears in the system. Denote the resulting linear constraint set by R(SLP), and
its projection onto the space of variables xI by R(SLP)|I .
4: Add to Ŝ the inequalities in R(SLP)|I .
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(i) If there exists j ∈ N \ I such that SLP ∪ {xI∪{j} = vI∪{j}} is infeasible for vj ∈ {0,1}, then
xI = vI is infeasible for the set Ŝ obtained by applying Algorithm 2 to S over I with rank r= 1.
(ii) Define
rmin = min
J⊆N\I
{
|J |
∣∣∣ SLP ∪{xI∪J = vI∪J} is infeasible for all vJ ∈ {0,1}|J|}
with a minimizer Jmin. Let J
∗ be composed of elements j of Jmin such that SLP ∪{xI∪{j} = vI∪{j}}
is infeasible for exactly one 0–1 value assignment vj ∈ {0,1}. Then, xI = vI is infeasible for set Ŝ
obtained by applying Algorithm 2 to S over I with rank r= max{rmin− |J∗|,1}.
Proof. Statement (i) follows from Proposition 8 by setting J = {j}. To show (ii), suppose to the
contrary that there exists an assignment x = x¯ with x¯I = vI that is feasible for the set R(SLP)
formed in step 3 of Algorithm 2. Since r≥ 1, for any k ∈ J∗ there exists Jk ⊇ {k} with |Jk|= r. It
is clear that the feasible set of RJk(SLP)∪{xI = vI} lies on the hyperplane defined by xk = 1− vk
because of the assumption that SLP ∪ {xI∪{k} = vI∪{k}} is infeasible. Since R(SLP) ⊇ RJk(SLP),
we have that x¯k = 1− vk for all k ∈ J∗. Consider now the set J¯ = Jmin \ J∗. There exists Jˆ ⊇ J¯
with |Jˆ | = r. The set RJˆ(SLP) represents the lifted convex hull of the union of the feasible sets
of SLP ∪ {xJˆ = vJˆ} over all vJˆ ∈ {0,1}r. The restriction of each constraint set SLP ∪ {xJˆ = vJˆ} to
xI = vI and xk = 1− vk is infeasible for k ∈ J∗, because of the assumption that SLP ∪ {xI∪Jmin =
vI∪Jmin} is infeasible for every 0–1 value assignment xJmin = vJmin . As a result, x= x¯ is infeasible
for R(SLP)⊇RJˆ(SLP)∪k∈J∗ RJk(SLP), contrary to assumption. 
It follows from part (ii) of Proposition 10 that applying Algorithm 2 for a certain rank r can
achieve LP-consistency of ranks higher than r. The next example illustrates this fact.
Example 9. Consider a 0–1 constraint set S defined by
2x1 + 2x4 ≤ 3
2x2 + 2x4 ≤ 3
− 2x1− 2x2− 2x3 + 2x4 ≤ 1
− 2x1− 2x2 + 2x3 + 2x4 ≤ 3
It is clear that x4 = 1 is inconsistent with S. To apply Proposition 10(ii), we set I = {4}, and
compute rmin = 3 and Jmin = {1,2,3}, which implies that all 0–1 value assignments are infeasible
at the face defined by x4 = 1. Further, J
∗ = {1,2} because SLP ∪{(x1, x4) = (v1,1)} is feasible only
for v1 = 0 and SLP ∪{(x2, x4) = (v2,1)} is feasible only for v2 = 0, while SLP ∪{(x3, x4) = (v3,1)} is
feasible for v3 = 0,1. Proposition 10(ii) implies that x4 = 1 is infeasible for the set Sˆ obtained by
applying Algorithm 2 to S over I with rank r = 1. Since rmin = 3, the algorithm achieves partial
LP-consistency of rank 3 by setting r = 1. As an alternative, assume that we follow the classical
route to separate the face x4 = 1 through derivation of the convex hull of the disjunctive unions
of suitable restrictions of SLP. Such restrictions require all three variables x1, x2, x3 to be fixed as
rmin = 3. To obtain the convex hull of unions of SLP∪{(x1, x2, x3) = (v1, v2, v3)} for 0–1 assignments
to v1, v2, v3, a classical RLT (or lift-and-project) of rank r= 3 must be applied to yield the convex
hull.
5.3. Separating inconsistent partial assignments. Generating all the inequalities
necessary to achieve LP-consistency is computationally prohibitive, as they are exponential in
number. Yet not all inequalities are needed to reduce backtracking. A search tree node can be
pruned if the corresponding partial assignment is inconsistent with a well-chosen subset of the
inequalities inR(SLP)|I . This motivates an approach that makes the implementation of Algorithm 2
more efficient. As common in classical cutting plane approaches, we use a cut-generating linear
program (CGLP), in this case to obtain inequalities that separate inconsistent partial assignments.
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Proposition 11. Consider a 0–1 constraint set S, a subset I ⊆N , and a rank r≤ n−|I|. Let
R(SLP) = {AIxI +AJxJ +By ≤ d} be the lifted linear system generated in Algorithm 2. Consider
the following CGLP
w∗(vI) = max α
ᵀAIvI −αᵀd (5a)
s.t. αᵀAJ = 0 (5b)
αᵀB = 0 (5c)
αᵀ1≤ 1 (5d)
where α represents the dual weight vector associated with constraints of R(SLP), and (5d) is a
normalization constraint. Define Sˆ to be the set obtained by adding to S constraints of the form
α¯ᵀAIxI ≤ α¯ᵀd, where α¯ is the optimal solution of (5a)–(5d), for all vI ∈ {0,1}|I| that yield an
optimal value w∗(vI)> 0. Then Sˆ has partial LP-consistency of rank r over I. 
Proposition 11 gives a more efficient way to prune nodes on the basis of partial consistency. At
each node associated with the partial assignment xI = vI , the CGLP (5a)–(5d) is solved, and if
its optimal value is positive, the corresponding cutting plane, which we refer to as a consistency
cut, is added to the model. This cut makes the LP relaxation solved at the node infeasible, which
allows the node to be pruned.
While the structure of this approach is similar to that of typical cutting plane methods, it has
fundamental differences with both local and global cutting plane algorithms.
In local methods, the fixed variables at a node of the search tree are removed from the model,
and cuts are generated in the space of the remaining unfixed variables with the goal of cutting off
a fractional solution of the LP relaxation. Such cuts are locally valid only. In contrast, consistency
cuts are globally valid and are generated in the space of fixed variables with the goal of cutting off
the entire face defined by an inconsistent partial assignment.
Consistency cuts also differ from global cuts obtained from the classical RLT, as illustrated by
the following example.
Example 10. Let the 0–1 constraint set S contain th inequalities
4x1 + 4x2 + 4x3 ≤ 9
4x1 + 4x2− 4x3 ≤ 5
− 4x1 + 4x2 + 4x3 ≤ 5
− 4x1 + 4x2− 4x3 ≤ 1
Consider a search tree node associated with the partial assignment x2 = 1, which is clearly
inconsistent with S. To formulate the CGLP of Proposition 11, it suffices to multiply constraints
of S with x3 and 1−x3 and then linearize the lifted system according to Algorithm 2. Solving the
CGLP yields the cutting plane 3x2 ≤ 2, which leads to pruning the node. In the classical RLT, the
CGLP seeks to find facets of the convex hull of the union of the feasible sets of S ∪ {x3 = 0} and
S ∪ {x3 = 1} that cut off an extreme point of the feasible region described by S ∪ {x2 = 1}. There
are two such facet-defining inequalities, 4x1 + 4x2 ≤ 5 and −4x1 + 4x2 ≤ 1. Therefore, regardless of
the extreme point chosen to be separated, the cut obtained from the CGLP is insufficient to cut
off the entire face defined by x2 = 1, or even to make the LP relaxation at this face infeasible. In
fact, at least two iterations of the CGLP, each separating an extreme point of the LP relaxation
at the face x2 = 1, are required to make LP relaxation infeasible and thereby to prune the node.
Example 10 can be extended in such a way that an exponential number of CGLPs would be
required in the RLT to make the LP relaxation infeasible, while the CGLP of Proposition 11 finds
a separating cut in just one iteration.
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6. Computational results. In this section, we conduct preliminary computational
experiments to (i) evaluate the potential of LP-consistency in reducing tree size, and (ii) assess the
performance of our proposed algorithms to achieve LP-consistency in comparison with conventional
techniques. These results are obtained on a RedHat Enterprise Linux 7, 128 GB RAM, with 16
processors. The codes are written in Python v2.7 and IP models are solved with CPLEX v12.8.0.
For our experiments, we consider IPs of general structure to minimize structural bias that can
impact the outcome of our implementation. In particular, we study 0–1 programs of the form
max{cᵀx : x ∈ S} where S = {x ∈ {0,1}n,Ax ≤ b}. We consider different problem sizes for the
number of variables n and number of constraints m as given in the first two columns of Table 2.
These sizes, ranging from small to moderate, have been chosen so that the branch-and-bound
outcomes are obtained in a reasonable time without running out of memory.
For each problem size, five instances are generated and reported in the third column of
Table 2. The data for these instances are generated as follows. The objective function coefficients
and coefficients of variables are randomly generated from a discrete uniform distribution
[−100,100]. The right-hand-side values are randomly generated from a discrete uniform distribution
[0, 1
5
∑
positive coefficients]. This data generation policy ensures that the optimization problem is
feasible as the origin is a feasible solution.
The fourth column, “CPX nodes”, contains the number of explored nodes in the B&B tree
returned by CPLEX when solving the problem to optimality. This number is used as the reference
for studying the impact of LP-consistency in reducing B&B size. CPLEX is used at its default
settings, with an exception of the following fixed parameters. Due to its important and yet
unpredictable execution pattern in determining the size of the B&B tree, the branching order is
fixed in our experiments to allow a consistent comparison across different methods.
In these experiments, we investigate partial LP-consistency of rank 1, as higher ranks become
much more expensive to achieve, as expected in typical cutting plane techniques. Let xI = vI ,
for some I ⊆ N , be the partial assignment corresponding to a node of the B&B tree. A direct
approach to ensure partial-LP consistency of rank 1 at this node is to check whether there exists
j ∈N \ I such that the LP relaxations described by SLP ∪{xI∪{j} = vI∪{j}} are infeasible for both
0–1 assignments xj = vj ∈ {0,1}. This can be achieved by solving the resulting LP relaxations
for each j ∈N \ I at each node, and pruning the node once an index j with infeasible disjuncts
is detected. This approach is similar to the so-called strong branching technique frequently used
in B&B by solvers. The results of implementing this approach at every node of the B&B tree is
reported in columns “S. B. nodes”, “S. B. ∆” and “S. B. time”, which show the number of explored
nodes, the percentage of the tree size reduction as compared to the reference size obtained by
CPLEX and the total running time, respectively.
The next three columns, “CGLP nodes”, “CGLP ∆” and “CGLP time”, show the result of
applying the CGLP of Proposition 11 at each node of the B&B tree to obtain partial-LP consistency
of rank 1. According to Proposition10, the proposed CGLP can yield higher ranks of LP-consistency.
This is evident from the larger size reductions reported in column “CGLP ∆” as compared to those
of column “S. B. ∆”, as the latter achieves LP-consistency of rank 1 only.
The next columns use the same idea of using strong branching and CGLP, with a difference
that the objective function is incorporated in the constraints of the model. Let c0 be the objective
value of the best current integer solution, i.e., a lower bound for our problem. Then, at a node of
the B&B tree, the constraint cᵀx≥ c0 can be added to the constraint set with the goal of reducing
candidate space for optimal solutions. Such an inequality is often regarded as optimality cut in the
literature. Addition of the optimality cut leads to creating new inconsistent partial assignments
as illustrated in Figure 4, where we maximize x1 − 4x2 over S = {x ∈ {0,1}2,2x1 + 4x2 ≤ 5}. It is
clear that the partial assignment x1 = 1 is consistent with S. However, adding the optimality cut
−x1 +4x2 ≥ 0, corresponding to the origin as a feasible solution, makes x1 = 1 inconsistent. Making
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Figure 4. The role of optimality cut in creating inconsistent partial assignment
use of the optimality cut and updating its right-hand-side value at each node of the B&B tree
leads to a significant reduction of the tree size. Columns “S. B. + Opt cut nodes”, “S. B. + Opt
cut ∆” and “S. B. + Opt cut time” contain the result of applying the strong branching technique
described above with the addition of the optimality cuts. Similarly, columns “CGLP + Opt cut
nodes”, “CGLP + Opt cut ∆” and “CGLP + Opt cut time” contain the result of applying the
CGLP with the addition of the optimality cuts. As observed in these columns, the CGLP method
integrated with the optimality cut reduces the size of the B&B tree by about 90 percent across
all problem sizes. This approach shows an effective way of making use of primal bounds to prune
nodes beyond the standard primal-dual comparison rule.
While the strong branching and the CGLP method are both polynomial time algorithms and
lead to a remarkable reduction in the tree size, the implementation time is large. Two major factors
contribute to such a large running time: (i) the CGLP is solved at each node of the B&B tree,
and (ii) the size of the CGLP is large due to the multiplication of each constraint with all unfixed
variables, i.e., J = N \ I in Algorithm 2. Considering these factors, we use a heuristic approach
to reduce time by (i) applying CGLP in certain layers of the B&B tree only, and (ii) choosing a
subset of unfixed variables to multiply with the constraints. We represent the layer candidates for
applying CGLP by K, and the variable indices used for multiplication by L. It is intuitive to pick
top layers of the B&B tree to be included in K, and choose variable indices at the bottom layers
of the tree to be included in L, as illustrated in Figure 5.
Another algorithmic factor that plays a crucial role in the implementation time of the CGLP
is the fact that a new CGLP is built and solved at each node of the tree. The construction and
running time of these individual models at each node constitute a substantial portion of the total
CGLP time. Since the CGLP of Proposition 11 is defined on a global scope, as discussed in the
concluding remarks of Section 5.2, we only need to build the CGLP once and solve it for the first
node. For all other nodes, the difference in CGLP stems from the projection space and the partial
assignment to be separated, both of which can be incorporated by modifying parameters of the
original CGLP model. As a result, we can solve the modified CGLP using sensitivity analysis,
which leads to a significant reduction of the CGLP time.
Figure 6 represents the result of applying the above heuristic and algorithmic methods comprised
of selecting different K and L while performing sensitivity analysis. Each subfigure shows the
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Figure 5. The choice of K and L in applying the CGLP
result for the first instance of each problem class, where L contains the bottom ten variables in
the branching order, and different choices of K are considered as shown in the figure legends. The
straight line at the top indicates the reference tree size, and the points show the tree size against
the solution time for each choice of K. The diagrams for the remaining instances of each problem
class are given in the Appendix. As observed, different choices for K demonstrate the trade-off
between the reduction in tree size and the computation time. For instance, in Figure 6a, as we
increase the number of layers contained in K, we decrease the tree size while increasing running
time.
This heuristic implementation allows us to directly compare the result of the strong branching
approach with the CGLP algorithm considering both size reduction and time criteria. Inferred from
their dedicated columns, it is clear that the CGLP method yields a larger size reduction compared
to the strong branching approach but in a larger time. In columns “S. A”, we present selections of
K in the heuristic approach that gives the same (or sometimes larger) size reduction as that of the
strong branching approach, but in a fraction of time. In other words, using the CGLP method, we
can achieve the same amount of size reduction obtained by partial consistency of rank 1 but in a
much smaller time
While our studies show the potential of reducing B&B tree size through the application of
LP-consistency, there are several directions of future research that can further reduce the time to an
extent that can be efficiently implemented inside typical branch-and-bound in solvers. For instance,
finding the right choice of K and L requires further investigation as they play an important role
in solution time and quality. Even when K is fixed to represent nodes of certain layers, there are
still several nodes at each layer whose representing face cannot be separated. In this case, the
CGLP adds to the total running time without returning any cuts. Therefore, developing methods
to identify the right node to apply the algorithm is of interest. Examples of such approaches are
commonly used in solvers such as computing conflict scores to identify the branching strategies
[1]. Finally, seeking strategies to reduce the size of the CGLP by selecting a subset of constraints
in the model can help solve the CGLP faster for larger problem sizes. Such approaches are used
frequently in traditional applications of the CGLP to separate fractional optimal points of the LP
relaxations by selecting constraints that are tight at the fractional point; see [5]. This approach,
however, does not apply to our application of CGLP as there is no concept of tight constraints in
its traditional sense when targeting partial assignments.
7. Conclusion Cutting planes have a crucial role in reducing the size of the branch-and-bound
tree. In their traditional implementation, they improve the dual bounds by separating fractional
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optimal solutions of linear programming relaxations. Yet they also reduce backtracking in the
search process by achieving different forms of consistency. In this paper, we investigate the latter
role of cutting planes through the lens of a variant of consistency that is suitable for 0-1 integer
programming. We introduce a class of cutting planes that is different from traditional cutting
planes in both concept and effectiveness. In particular, these cutting planes target infeasible 0-1
partial solutions rather than fractional solutions. We develop methods to derive such inequalities
and evaluate their power in comparison with the conventional cutting plane techniques.
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Table 2. Evaluating LP-consistency for different problem sizes
m n # CPX S. B. CGLP
S. B.
+ Opt cut
CGLP
+ Opt cut
S. A
nodes nodes ∆ (%) time (s) nodes ∆ (%) time (s) nodes ∆ (%) time (s) nodes ∆ (%) time (s) K nodes ∆ (%) time (s)
1 3726 2421 35.02 107.77 656 82.39 533.46 2127 42.91 99.48 340 90.87 355.34 5 - 20 1782 52.17 30.87
2 3956 2807 24.66 11.68 1117 71.76 668.54 2083 47.35 94.85 385 90.27 358.16 10 - 15 2083 47.35 36.43
30 30 3 2755 1772 35.68 76.83 505 81.67 384.51 1599 41.96 73.55 321 88.35 293.27 1 - 15 1585 42.46 30.74
4 2046 1246 39.10 63.44 219 89.30 213.45 1228 39.98 63.13 204 90.03 205.26 10 - 15 1201 41.30 14.21
5 1873 1363 27.23 64.68 346 81.53 269.44 1230 34.33 61.13 276 85.26 243.42 10 - 15 1205 35.66 9.08
1 1963 1052 46.41 64.93 229 88.33 410.08 974 50.38 61.85 170 91.34 332.37 25 837 57.36 0.58
2 11226 6094 45.72 341.49 1090 90.29 1726.91 5662 49.56 329.50 816 92.73 1423.06 14 - 20 5291 52.86 98.78
35 35 3 3411 3219 5.63 164.70 1803 47.14 1623.45 2683 21.34 152.02 685 79.92 1051.39 10, 15 2441 28.43 14.27
4 3341 1710 48.82 102.92 320 90.42 594.03 1634 51.09 100.52 268 91.98 520.71 10 - 15 1426 57.31 37.39
5 2930 1755 40.10 94.65 257 91.23 442.76 1644 43.89 90.99 169 94.23 332.16 10 - 25 1580 46.07 31.48
1 30787 20526 33.33 1468.32 4502 85.38 7689.64 17922 41.79 1384.81 1226 96.02 4930.51 10 - 25 17812 42.14 1048.91
2 8890 7358 17.23 439.03 4502 49.36 7626.94 5106 42.56 376.88 1226 86.21 4900.77 10 - 27 4714 46.97 334.47
45 45 3 34771 25576 26.44 1679.87 6537 81.20 17608.67 19434 44.11 1426.30 3909 88.76 15594.10 20 - 30 19587 43.66 475.90
4 26530 17959 32.31 1235.37 6006 77.36 16074.69 14061 47.00 1047.44 1940 92.69 8242.58 24, 25 13649 48.55 140.40
5 13823 9121 34.02 642.16 2524 81.74 8532.62 7387 46.56 554.92 920 93.34 4459.51 15 - 30 6991 49.42 422.05
1 7793 4181 46.35 290.27 678 91.30 2039.51 3931 49.56 279.55 559 92.83 1797.84 15 - 25 3733 52.09 108.32
2 26449 15473 41.50 1058.78 2677 89.88 7508.79 13525 48.86 961.88 1965 92.57 6328.97 10 - 25 12728 51.87 506.01
50 40 3 12980 6843 47.28 482.35 1114 91.42 3482.89 6297 51.49 453.61 818 93.70 2793.12 10 - 25 5963 54.06 259.70
4 31621 16658 47.32 1221.14 2853 90.98 7798.13 15656 50.49 1172.83 2208 93.02 6543.42 15 - 25 14623 53.75 623.49
5 6960 3657 47.46 253.28 626 91.01 1826.19 3385 51.36 238.03 489 92.97 1539.40 10 - 25 3219 53.75 123.03
1 343910 181613 47.19 18863.97 30381 91.17 180584.26 161679 52.99 17235.15 19314 94.38 132731.67 10 - 35 160889 53.21 12867.8
2 92841 45379 51.12 4772.09 6319 93.19 45815.54 43822 52.80 4632.28 5388 94.20 41265.82 10 - 25 44149 52.44 2145.89
60 50 3 269567 119883 55.53 13637.04 13865 94.86 95450.97 119419 55.70 14574.41 13794 94.88 95719.90 15 - 30 88237 67.26 9758.13
4 111864 73761 34.06 6889.41 18199 83.73 88378.65 59620 46.70 5887.02 7650 93.16 51038.23 15 - 30 39443 64.74 3693.77
5 566220 342174 39.57 40304.65 88235 84.42 454230.42 258149 54.41 32310.47 45274 92.00 294825.14 10 - 25 228959 59.56 21681.3
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(a) m= 30, n= 30 (b) m= 35, n= 35
(c) m= 45, n= 45 (d) m= 50, n= 40
(e) m= 60, n= 50
Figure 6. Sensitivity analysis results for the first instance of problem classes
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8. Appendix
(a) #2 (b) #3
(c) #4 (d) #5
Figure 7. Sensitivity analysis results for instances of m= 30, n= 30
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(a) #2 (b) #3
(c) #4 (d) #5
Figure 8. Sensitivity analysis results for instances of m= 35, n= 35
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(a) #2 (b) #3
(c) #4 (d) #5
Figure 9. Sensitivity analysis results for instances of m= 45, n= 45
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(a) #2 (b) #3
(c) #4 (d) #5
Figure 10. Sensitivity analysis results for instances of m= 50, n= 40
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(a) #2 (b) #3
(c) #4 (d) #5
Figure 11. Sensitivity analysis results for instances of m= 60, n= 50
