Recent research has shown that there are a number of atoms and atomic ions that can bind a positron. The number of atoms known to be capable of binding a positron has expanded enormously in recent years, with Li, He( 3 S e ), Be, Na, Mg, Ca, Cu, Zn, Sr, Ag and Cd all capable of binding a positron. The structure of these systems is largely determined by the competition between the positron and the nucleus to bind the loosely bound valence electrons. Some systems, such as e + Li and e + Na, can be best described as a Ps cluster orbiting a charged Li + or Na + core, while others such as e + Be consist of a positron orbiting a polarized Be atom. In addition, a number of atoms (Li, C, O, F, Na, Cl, K, Cl, Cu, Br) can bind positronium and a few systems capable of binding two positrons have also been identified. These positron-binding systems decay by electron-positron annihilation with the annihilation rate for e + A systems largely determined by the parent atom ionization potential.
Introduction
The positively charged positron is the anti-particle of the electron. Its theoretical prediction by Dirac [1] and subsequent experimental detection by Anderson [2] was one of the most startling discoveries of 20th century physics. Physicists have been speculating about whether a positron can form bound states with atomic sized objects ever since the positron was first identified. The simplest positron-binding system, the positronium atom, was postulated in 1934 [3] , named in 1945 [4] , and first observed experimentally in 1951 [5] .
Positrons are also known to form electronically stable states with more complicated systems. The first evidence that positrons could bind to systems with more than one electron was provided in 1946 when Wheeler did a variational calculation showing that the positronium negative ion Ps − was electronically stable [6] . Shortly after this, the positronium molecule, Ps 2 [7] , and positronium hydride, PsH [8] were also shown to be stable. While these systems are electronically stable, they are naturally unstable against electron-positron annihilation with an average lifetime of the order of 10 −9 s. The short lifetimes make the detection of these species difficult and Ps − was not detected in an experiment until 1983 [9] , while a measurement of the PsH binding energy occurred in 1992 [10] . The Ps 2 molecule has not yet been identified in an experiment. All of these systems have been investigated extensively since their discovery and recent estimates of their binding energies are close to exact [11] [12] [13] [14] [15] [16] .
Until recently, relatively little has been known about the ability of positrons to bind to more complicated atoms. Indeed, whether a positron can form a bound state with a neutral atom has been a long-standing problem of positron physics [17] [18] [19] [20] . While there had been a number of investigations on this topic, the results were either negative or inconclusive [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] . This question was not answered conclusively until 1997 [31, 32] when two independent calculations demonstrated the stability of positronic lithium. The initial calculations upon e + Li were quickly confirmed [33] and improved [34, 35] and, in addition, many other atoms, such as Be [34, [36] [37] [38] , Na [33, 34, 39] , Mg [34, 36, 38, 40, 41] , Ca [41, 42] , Sr [41] , Cu [43] [44] [45] , Zn [46, 47] , Ag [48, 49] , Cd [47, 50] and metastable helium, He( 3 S e ) [13, 51] , have been shown to bind a positron. Besides demonstrating the existence of bound states, these calculations have offered new insights into how positrons interact with atoms and in particular have resulted in an improved understanding of the positron annihilation process.
Somewhat surprisingly, more had been known about the ability of positronium to bind to neutral atoms (besides PsH). A succession of calculations of varying degrees of sophistication have been performed on PsF, PsCl and PsBr with predicted binding energies of the order of 1-3 eV [52] [53] [54] [55] [56] [57] [58] . Despite this, almost nothing about these systems is known except the various estimates of the binding energy. More recently, the first-row systems PsC and PsO [59, 60] and the Ps-alkali systems, LiPs [34, [61] [62] [63] , NaPs [34, 36, 40] and KPs [64] , have also been shown to be electronically stable. The calculations on the Ps-alkali systems are probably the most useful since estimates of the annihilation rates and other expectation values were obtained.
These exotic atoms have two features that distinguish them from ordinary atoms. First, the electron-positron correlations that characterize these atoms are much stronger than the purely electron correlations that occur in normal atoms. This has a negative impact on the reliability of techniques, e.g. Hartree-Fock (HF), configuration interaction (CI) and many-body perturbation theory (MBPT), that have been successfully used for ordinary atomic structure problems. Second, these systems are unstable against electron-positron annihilation with lifetimes of the order of 10 −9 s. The emphasis in this review is to examine the techniques used to compute the structures of these systems, to identify the known positron-binding systems, and finally to examine the available data and identify any general trends. With one exception, this review does not address itself to the positron-molecule binding problem although there has been recent activity in this area [65] [66] [67] .
Considerations for positron binding and annihilation

Mechanisms for positron binding
The static interaction between the atom and the positron is repulsive everywhere, and at first sight represents an environment which is inimical to binding a positron. However, the electronic charge cloud of the atom can adjust itself to accommodate the presence of a nearby positron. The polarization of the electron charge cloud leads to an attractive interaction between the positron and the atom. The polarization potential has the asymptotic form (in atomic units)
where α d is the static dipole polarizability. A bound state occurs when the long-range attractive polarization potential is large enough to overcome the short-range repulsive interaction with the nucleus. There is another possible binding mechanism. In circumstances where the ionization potential of the atom is <0.250 Hartree (the Ps binding energy) it is possible for one of the valence electrons to attach itself to the positron forming a Ps cluster. The polarization of this Ps cluster by the Coulomb field of the residual charged ion results in an attractive interaction that can also lead to binding. A schematic diagram showing the two possible binding mechanisms is shown in figure 1 .
In one respect, the e + -atom polarization potentials are very different from e − -atom polarization potentials despite the fact that both have the same asymptotic interaction. The e − -atom potential is dominated by the dipole term and higher-order multipoles have little impact. However, the higher-order and shorter-range multipoles make a substantial contribution to the e + -atom interaction [68] [69] [70] [71] . CI calculations have shown that positron binding to atoms is dependent on terms equivalent to λ > 1 multipoles in the polarization potential [44, 45, 50] .
Condition for positron binding
The condition for positron binding to an atom depends upon the ionization potential, I , of the atom. If I > 0.250 Hartree, then the question of positron binding is just a question of whether the atom has a positron affinity, i.e. whether the ground state of the e + A system has a lower total energy that the ground state of the neutral atom. However, when I < 0.250 Hartree, the binding energy of the positron to the atom must exceed I Ps − I (=0.250 − I ) Hartree otherwise the positron-atom complex will dissociate into positronium plus a residual positively charged ion, i.e. into Ps + A + . The binding energy of the e + A system is defined as the binding energy with respect to the lowest energy dissociation channel. The positron affinity is defined as the binding energy gained by the positron when it is attached to the atom. The binding energy and positron affinity are only equal for atoms with I > 0.250 Hartree.
Positron annihilation
Positron annihilation occurs whenever an electron and positron come into direct contact. If the spin state of the annihilating pair is a singlet (S = 0) state, the dominant decay process is the 2γ decay. In the spin-triplet state the dominant process is 3γ decay. For the simplest of all positron binding systems, positronium, the singlet state decays at a rate equal to 4πr (π 2 − 9)m e c 2 /(hα 6 ) = 7.2112×10 6 s −1 [72, 73] . When higher-order terms in α are taken into consideration the singlet decay rate is r In these expressions, a 0 is the Bohr radius, r 0 is the classical electron radius, c is the speed of light and α is the fine-structure constant.
Complications arise when a positron bound to a complex electronic system decays. The final state will consist of a residual ion in a specific quantum state with a recoil momentum that depends on the centre of mass momentum of the annihilating electron-positron pair [13, [74] [75] [76] [77] . The 2γ annihilation rate to the particular final state φ ν of a residual ion (atom) with N − 1 electrons and emitted gamma quanta with total momenta q is defined as
The coordinate r 0 in (2) denotes the positron and (r 1 , . . . , r N ; r 0 ) is the initial wavefunction of the exotic atom. The symbol τ is used to denote the complete electron phase space
The antisymmetry of the wavefunction has been used to set the index of the annihilating electrons as i = N . The factor T is a constant defined as
The operatorÔ s i in (2) is a spin projection operator to the singlet state of the N th electronpositron pair, which can be written aŝ
Equation (2) can be integrated over all recoil momenta q to get the net annihilation rate, ν , for leaving the system in a specific final state. It is
Summing (2) over all possible final atomic states gives
The function (q) gives the total 2γ annihilation rate as a function of the recoil momentum of the annihilating photons and includes contributions from all the possible final atomic states. Finally, (6) can be integrated over q to give
The expression for is the expression that is commonly called the 2γ annihilation rate in the literature. However, (7) is actually a sum rule which adds up the individual transition rates over all possible final states. All the annihilation rates presented in this article are spin-averaged and the spin-averaged 2γ annihilation rate for the Ps ground state is taken as 2.008 × 10 9 s −1 .
Annihilation during scattering
When positrons collide with atoms, there is always the possibility of in-flight annihilation of the positron with one of the atomic electrons. Although scattering theory suggests that this should be described with an absorption cross section, for historical reasons the annihilation of a positron beam during collision is described by the annihilation parameter Z eff . The annihilation parameter for a positron with momentum k is related to the spin-averaged absorption cross section, σ abs (k) by the identity [17] 
The annihilation parameter can be computed from the wavefunction and is defined [17, [78] [79] [80] as
Equation (9) has obvious similarities with (7) for . In the plane wave Born approximation (PWBA), where a plane wave is used to represent the positron wavefunction, the annihilation parameter is equal to the number of atomic electrons, i.e. Z eff = N .
Calculation techniques
A calculation to establish positron binding is conceptually simple. First it is necessary to compute the energy of the parent atom (or positive ion). Then the energy of the e + complex is computed and binding is established provided the e + A energy is lower than the energy of the e + + A (or Ps + A + ) dissociation channel. Naturally, it is important that the energy of the parent atom be computed very precisely.
The effective Hamiltonian
The overall aim is to diagonalize the Hamiltonian consisting of one heavy particle, N e electrons with coordinates r i and one positron with coordinate r 0 , namely
Ab initio calculations with basis functions depending on every pair of particles for systems with more than five or six particles are just not computationally feasible. Therefore, the fixedcore approximation must be made in order to investigate systems with more than four electrons. The model Hamiltonian used for calculations in the fixed-core SVM method (FCSVM) is described in this section [39] . The CI calculations by the UNSW group used a Hamiltonian that was conceptually similar [45, 49] .
The Hamiltonian for an atom consisting of N val valence electrons and a positron is
This type of model Hamiltonian is very similar to model Hamiltonians that have been used in atomic structure [81, 82] or electron-atom (ion) scattering [83] calculations. The direct potential for the core is taken from a HF wavefunction and is the same (although opposite in sign) for the electron and the positron. The exchange potential between the valence electron(s) and the HF core was computed exactly.
The polarization potential V p1 that accounts for the polarization of the core has the functional form
The factor α d is the static dipole polarizability of the core while g 2 (r) is a cutoff function that makes the polarization potential finite at the origin. The same cutoff function was adopted for both positrons and electrons and was defined to be
The two-body polarization potential was defined as
The value of ρ was usually chosen so that the computed binding energies of the parent atom matched those of experiment. The detailed specification of the polarization potential is the largest source of uncertainty in the calculations for the bigger systems. The UNSW group used MBPT to define the correlation-polarization potential between the core and valence electrons. At large distances, the MBPT correlation-polarization potentials have the same asymptotic form as (12) and (14) . The MBPT correlation-polarization potentials are also semi-empirical in nature as the overall strength of the potentials are often adjusted by requiring that the binding energies of the parent atom match those of experiment. The two body polarization potential is an essential part of the Hamiltonian and has a large effect upon the binding energy and annihilation rate. There is a tendency for the electron and positron to be close together due to the attractive electron-positron interaction. When this occurs, the net effect of V p1 and V p2 is to largely nullify each other.
(Note, in the initial application of the FCSVM, calculations with and without polarization were done. The purpose of doing two calculations was to demonstrate that predictions of e + binding were insensitive to the details of the polarization potential. The model without polarization potentials was called the FCSVM model and the model with polarization potentials called the FCSVM pol . In this review, results are only presented for model Hamiltonians including polarization potentials.)
Explicitly correlated Gaussians and the stochastic variational method
The first rigorous calculations demonstrating the existence of positron-atom binding were done independently in 1997 and used very similar techniques [31, 32] . The calculations were variational calculations that diagonalized the Hamiltonian in a basis set,
where x is the matrix of Jacobi coordinates for the system and χ SM S contains the spin dependence. The spatial parts of basis functions were written as explicitly correlated Gaussians (ECGs) [84, 85] , i.e.
G(x,
These basis functions include the inter-particle coordinate between every pair of particles as a quadratic term. A major advantage of an ECG basis is that the Hamiltonian matrix elements are amazingly simple and can be computed very quickly. This can compensate for the fact that generally more terms are required in an ECG basis set than for a Hylleraas-type basis.
The ability of variational methods using ECGs to obtain accurate wavefunctions and precise energies depends crucially on the proper optimization of the nonlinear parameters, i.e. the exponents of the ECGs. Classical optimization techniques are not effective for an energy functional that can have between 100 and 10 000 free parameters. In the stochastic variational method (SVM) [39, [85] [86] [87] [88] [89] , the search for the optimal set of exponents is performed stochastically, i.e. via a trial and error procedure.
The ECG basis is very effective for positron binding complexes since the interactions between every pair of particles are given equal prominence in the variational expansion. The electron-positron correlations are really no harder to incorporate than the electron-nucleus correlations. Therefore good estimates of the annihilation rate can be obtained without too much difficulty.
3.2.1. The fixed core stochastic variational method. The fixed core stochastic variational method (FCSVM) was developed in order to investigate positron binding to larger atoms. The implementation of the method once again relies on the special properties of Gaussian functions [34] . The core exchange operator uses HF orbitals written as a linear combination of Gaussian-type orbitals. The radial factor g(r)/r 2 in the one and two body polarization potential is also written as a linear combination of Gaussians [34] .
One aspect of the FCSVM that warrants special discussion is the method used to incorporate antisymmetry between the core and valence electrons. In a single-centre CI calculation, it is easy to Schmidt-orthogonalize the orbitals used for the core and active electrons. This is untenable for an ECG basis. It is possible to avoid the problem and instead represent the interaction with the core with a pseudo-potential with a strong repulsive core that eliminates the inner nodes of the electron wavefunctions [90] . This would diminish confidence in the model and no calculations resorting to this approach have yet been reported. The FCSVM series of calculations used a technique originally developed by Kukulin and Krasnopolsky [91, 92] and incorporated a penalty function into the Hamiltonian to enforce orthogonality [34, 93] . The orthogonalizing pseudo-potential (OPP) defined as
is added to the Hamiltonian leading to a modified Hamiltonian of the form
where the sum is over all the occupied core orbitals. Any component of the wavefunction which is not orthogonal to the core will result in an increase in energy. The OPP (unlike other pseudo-potentials) preserves the nodal structure of the valence electrons. A variational method which seeks to minimize the energy will adjust the wavefunction to minimize the overlap with the core for sufficiently large values of λ. A detailed computational investigation of the OPP has shown that the overlap with any core orbitals drops by orders of magnitude when λ exceeds the single particle energy of the innermost core orbital [93] . Due to practical considerations, the HF orbitals included in the OPP projector are once again written as a linear combination of Gaussian-type orbitals [34] . Although the use of Gaussian functional forms for the core-exchange, polarization and OPP interactions does expedite the calculations, the inclusion of these interactions slows down the individual matrix element evaluation by two orders of magnitude. This retards the optimization process and makes the FCSVM increasingly tedious to apply to larger atoms with more occupied orbits in the core. Besides the slower matrix element evaluation, the larger systems have more complicated nodal structures and as a result larger ECG expansions are required. In addition, the repulsive OPP potential tends to make it more difficult for the trial and error search to establish binding. Another problem associated with the OPP is that the matrix elements of the λP operator are always positive, and often large. Since the binding energy is negative, there is a good deal of numerical cancellation during the calculation. The round-off errors associated with these cancellations restricts the size of the ECG basis and ultimately limits the ability to drive the energy to its variational limit. In practice, this particular issue mainly affects those systems with two active electrons and a positron. The combination of all of these factors acting in conjunction slows the calculations for the larger systems and also inhibits the ability to obtain a converged wavefunction. The calculation time for the two largest systems studied with the FCSVM, KPs and e + Zn, was about one year each and even then the convergence of the binding energy was poor.
One possible technique to improve the convergence of the SVM would be to use basis functions that give a better representation of the physical shape of the wavefunction. For example, the positron probability distribution is usually very small close to the nucleus, and this may be better described by Gaussians with an r 2n prefactor, e.g. r 2n exp(−αr 2 ). One way to include these factors is to adopt the 'global vector representation' that was developed to treat states with non-zero angular momentum [85, 89] . In systems which are spherically symmetric, the basis functions are written
with
The coefficients u i and the power of |v| are also variational parameters. Choosing k 1 and u i appropriately would make it easier to construct a positron distribution that is small in the inner regions of the atom. This type of basis function has also been used in pioneering non-adiabatic calculations of molecular systems [94, 95] . Another possibility for improvement would be to construct contractions of ECG basis functions, in a manner similar to the use of contracted Gaussians in large-scale quantum chemistry calculations [96] .
Quantum Monte Carlo
There are a number of variations on the quantum Monte Carlo method [97] [98] [99] [100] . Most of the calculations on positron binding systems have used the fixed node diffusion Monte Carlo method (DMC). The Schrödinger equation is transformed into a diffusion equation in imaginary time. The solution is simulated by the movement of a large number of 'walkers' in 3n-dimensional space (n is the number of active particles, i.e. the number of electrons and positrons). In the DMC the simulated diffusion is guided by a trial wavefunction which has to be constructed prior to the simulation. While solutions of conventional diffusion equations (e.g. mass concentration) are strictly positive, the wavefunction in quantum mechanics can be negative as well as positive. In the fixed node approximation, a new diffusion equation is formulated for the product f = T . The trial wavefunction T is designed to reproduce the nodal surfaces of the true wavefunction. The trial function typically used in DMC calculations has the generic form (with implied antisymmetrization)
Here HF is the HF wavefunction of the parent ion or atom and φ p is a positron orbital. The functions ω ee and ep use r ij and exp(−ar ij ) type factors to represent short-range electronelectron and electron-positron correlations. It is desirable that T satisfy the cusp conditions of the exact wavefunction and for the light particles this is handled by the ω ee and ep factors. For those pairs of particles interacting by the attractive Coulomb interaction, it is absolutely essential to build the correct cusp conditions into the trial wavefunction. The trial function usually has about 5-50 free parameters, which are then used to optimize the energy in a variational Monte Carlo (VMC) calculation [97] [98] [99] . A VMC calculation is similar in concept to a normal variational calculation but uses Monte Carlo techniques to evaluate the energy expectation. The feature of the DMC that makes it useful is that it generally gives a better estimate of the energy than that of the original trial wavefunction, T .
As with all Monte Carlo simulations, the DMC estimates of any expectation value have an inherent statistical error that can be estimated. However, it is important to stress that in the fixed node DMC method this error is not the total error of the system. The computed energy in the FN-DMC gives an upper bound on the energy, with the difference from the exact energy depending on the quality of the nodal surfaces.
Calculations with the DMC have been most useful for systems at the right-hand end of the periodic table. These systems with more than four valence electrons are not so accessible to variational calculations. For example, the model potential DMC calculations on PsCl [55] and ab initio DMC calculations on PsF [59] had nine and eleven active particles respectively. One aspect of the DMC method that limits its usefulness is that it is relatively difficult to calculate the annihilation rate, and despite some recent progress only a few calculations have been done [63, 101, 102] .
Configuration interaction
The CI method is one of the standard approaches for computing atomic structures [103] , so only a brief description with emphasis on the peculiarities of positron-atom complexes is given here. The wavefunction is taken to be a linear combination of states created by coupling atomic states with single particle positron states using the usual Clebsch-Gordan coupling coefficients: 
. φ(r) = P (r)Y lm (r).
The main difficulty in applying the CI method to a positron binding system is the attractive electron-positron interaction. The electron-positron correlations are so strong that for some systems (e.g. e + Na) it is best to regard the electron and positron as coalescing into something approximating a positronium cluster, i.e. a superposition of states representing weakly bound positronium. The accurate representation of a Ps cluster with single particle orbitals centred on the nucleus requires the inclusion of orbitals with quite high angular momenta.
The CI method can provide accurate quantitative information provided two criteria are satisfied. First, it should be possible to vary the number of orbitals for a fixed L systematically. This will establish convergence in the radial basis for a particular L. In addition, it is necessary to do calculations for a maximum value of L close to 10. Although an extrapolation procedure is needed to establish the L max → ∞ limit, choosing L max sufficiently large means the errors introduced by the extrapolation can be minimized.
So far, two approaches satisfying these criteria have been developed. One approach is to generate a B-spline basis in a finite size cavity, use this to solve the Schrödinger equation, and then analytically extrapolate the size of the cavity to ∞ [49] . The advantage of the finite size cavity is a quicker converging partial wave series for the energy. In an alternate approach, the single particle basis is constructed from Laguerre orbitals [50] . This basis can then be increased systematically and the convergence pattern used to deduce the L max → ∞ limit. The convergence problems can be illustrated by examining the results (see table 1 ) of a series of CI calculations with successively larger L max values upon PsH [37, 104] . The wavefunction was constructed from a CI expansion consisting of products of singleparticle Laguerre-type orbitals. Every possible configuration that could be constructed by letting the electrons and positron populate the orbitals (up to a particular maximum value of L) without any occupancy restrictions was included in the CI basis. The table reports the number of electron and positron orbitals for each L, the three-body binding energy, annihilation rate and radial expectations. The largest calculation, with L max = 9, gave a binding energy of 0.036 776 Hartree; this represents 93.8% of the expected binding energy of 0.039 197 Hartree.
The L max → ∞ limits were estimated by making the assumption that the successive increments, X L to any expectation value X , scale as 1/L p for sufficiently large L. Recently, Gribakin and Ludlow [105] have suggested p = 4 for the energy and p = 2 for the annihilation rate. However, it is likely the asymptotic form is only achieved for L max > 9. The data for PsH in table 1 for the L = 7-8 and 8-9 energy increments give p = 3.09. There is obviously a considerable degree of uncertainty attached to the extrapolation. However, the extrapolation error at L max = 9 is not large for PsH. With 93.8% of the energy given by explicit calculation, an error in the extrapolation correction (of the remaining contribution to the energy) of 15% would lead to a net error in the energy of about 1%. For PsH the net error in the extrapolated binding energy of 0.038 79 Hartree is about 1%. The annihilation rate is more slowly convergent with L and here the net error is 10%.
It should be kept in mind that the PsH system has a relatively favourable convergence pattern in L max . Other systems, such as e + Li, have a much worse convergence pattern and an L max of 20-30 will be needed to establish binding [50] .
Although PsH demonstrates the convergence problems of applying the CI method to mixed positron-electron systems, it is possible to reduce the dimensionality of the calculation with almost no degradation in the accuracy. While a very large orbital basis, with quite large values of , needs to be used to describe the electron-positron correlations, this is not true for the electron-electron correlations [37] . The dimension of the CI basis can be decreased by excluding those configurations that would have both electrons occupying orbitals with large values of . For example, the dimensionality of the L max = 9 calculation was reduced from 95 324 to 51 660 when the condition min( 1 , 2 ) 3 was applied ( 1 and 2 are the angular momenta of the electron orbitals). However, the resulting binding energy and annihilation rate, namely 0.786 567 Hartree and 1.791 × 10 9 s −1 are almost the same as those of the full calculation [37] .
Perturbative methods
The polarized orbital (PO) method [28, 69] and MBPT [30] have also been applied to the question of positron binding. While the best ab initio calculations of positron scattering from the heavier rare gases have been done with these methods [106] [107] [108] [109] [110] , their limitations are exposed in the more exacting positron-binding calculations. Neither of these approaches is suitable for describing the strong electron-positron correlations that occur when a positron is bound to the atom. These issues can be highlighted by examining the e + Mg and e + Zn systems in detail.
The strong electron-positron correlations make the application of orthodox perturbation theory somewhat problematic [111] . Application of a standard MBPT approach based upon an expansion of 'e + atom' intermediate states did not give evidence of binding [30] . In contradiction with CI type calculations, a converged polarization-correlation potential only required positron orbitals with l 3. This slow convergence of the MBPT expansion was improved by the inclusion of a 'Ps + ion ' [36] ), a QMC calculation (0.0168 ± 0.0014 Hartree [38] ), and a CI calculation (0.016 15 Hartree [41] ) are all within 10% of each other. Given the consistency of these three independent calculations, it is difficult to avoid the conclusion that the MBPT calculation with a 'Ps + ion' intermediate state exaggerates the strength of the correlationpolarization potential. With this 'Ps + ion' intermediate state the MBPT expansion contains two different manifolds of states and therefore the possibility of double counting is present. This possibility was eliminated by orthogonalizing the 'Ps + ion' intermediate state to the manifold of 'e + atom' states. However, the energy of the 'Ps + ion' state was retained unchanged in the energy denominator and did not take into consideration the fact that orthogonalization would raise its energy. The resulting overestimation of the strength of the polarization-correlation potential caused the positron binding energy to be too large. The problem is most severe in positron binding calculations since the atoms likely to bind a positron have small ionization potentials and the energy of the 'Ps + ion' virtual state is relatively close to threshold. This problem is less severe when the positron is interacting with systems with larger ionization potentials, for example hydrogen and the rare gases [106, 109] . Applying an energy shift to the 'Ps + ion' energy denominator in the MBPT expansion might be the simplest way to tackle this issue, assuming that it is possible to get a useful estimate of the energy shift.
In some respects the PO method may be more reliable than more sophisticated MBPT methods in describing positron-atom interactions. The different multipoles of the polarization potential can be coupled together when the PO wavefunction is computed [69] . As a result, the PO calculations do exhibit slow convergence as a function of L [69] also seen in CI calculations of positronic atoms and close-coupling calculations of positron-atom scattering [71] . One major limitation of the PO calculations is that the wavefunction for the parent atom is effectively a HF wavefunction. However, the atoms investigated by the PO method, the group II and IIB atoms, are not well described by HF wavefunctions. For example, the static dipole polarizability of HF ground state for neutral zinc is 54 a 3 0 [69, 112] . The measured polarizability is 38.8 ± 0.8 a 3 0 [113] and therefore the PO calculation will tend to overestimate the strength of at least the dipole part of the polarization potential. The binding energy for a system such as e + Zn is expected to depend critically on the dipole polarizability of the parent atom [37, 46, 114] . Somewhat amazingly, Szmytowski [28] was just able to achieve positron binding to Be and Mg (with estimated binding energies of 1.1 × 10 −4 and 5.5 × 10 −4 Hartree) retaining only the dipole term in the PO expansion [28] . This result highlights the limitations of the PO method since CI calculations including only dipole excitations do not predict positron binding to Mg [41] or Be [37, 50] .
Due to the theoretical uncertainties associated with existing applications of the PO and MBPT methods no further explicit references will be made to the results of any of the perturbative calculations apart to record the results in table 2.
Density functional theories
Density functional theory (DFT) is widely used to describe positron states and annihilation in the condensed matter environment [115] [116] [117] . Therefore the application of DFT to positron binding in the atomic environment is obviously of some interest. The few calculations that have been done have given results of minimal predictive value [118] [119] [120] [121] . None of the results of DFT calculations are listed in tables 2 and 4.
Positron binding to neutral atoms
Heuristic wavefunction model
Before discussing any particular system, it is useful to introduce a heuristic model that can be used to place individual results into an overall framework [48, 114, 122] . The structure of any positronic atom or ion can be be written as
with the relative size of α and β largely determined by the ionization potential of the parent atom. The first of these terms represents a positron moving in the field of a polarized atom while the second term represents a Ps cluster attached to the residual ion. The relative strength of these two configurations is determined by the ionization potential of the atom or parent. When the ionization potential is less than the Ps binding energy the most loosely bound electron is attached to the positron forming a Ps cluster. However, when I > 0.250 Hartree, the tendency to form a Ps cluster is disrupted by the stronger attraction of the electron to the parent atom. The electron is more strongly attracted to the nucleus and the repulsive positron-nucleus interaction tends to break up the cluster. In these circumstances, α ≈ 1.
Positronic lithium
Prior to 1997, there had been a number of calculations of the e + Li system with somewhat conflicting results. One early and rather simple calculation had predicted binding [21] without providing any rigorous evidence. However, the next two calculations were large scale ab initio calculations and these were unable to establish the stability of e + Li [22, 124] . Rigorous evidence for the electronic stability of e + Li was given in 1997 by two variational calculations using ECGs as the basis functions [31, 32] . They gave binding energies of 0.002 17 Hartree [31] and 0.001 224 Hartree [32] . Since that time, the e + Li binding energy has been computed with the FCSVM (0.002 477 Hartree) [34, 35] , the DMC (0.002 38 Hartree) and the hyperspherical method (0.002 14 Hartree) [33] . Ongoing SVM calculations of the e + Li system have improved the SVM binding energy to 0.002 471 Hartree [34, 104] . The e + Li system is sufficiently small that obtaining an ab initio binding energy accurate to 10 −5 Hartree is a realistic possibility.
Besides being the first atom known to bind a positron, e + Li can be used to test the fixed core models that are used for the heavier systems. The agreement between the SVM and FCSVM binding energies, radial expectation values and annihilation rates listed in table 3 is amazingly good.
The e + Li is an example of a system that is dominated by the (atom + )ω(Ps) configuration, i.e. the electron distribution of neutral Li has been completely disrupted by the positron and it is best described as a Ps cluster attached to the residual Li + ion. The mean distance of the valence electron from the nucleus, r e = 9.11 a 0 , is much larger than that of neutral Li (3.84 a 0 ). The positron is located close to the electron ( r ep = 3.40 a 0 ) while also being a long distance from the nucleus ( r p = 9.97 a 0 ).
e
+ Na and e + He(
The metastable He( 3 S e ) system (lifetime ≈ 2 h) is the simplest atom to bind a positron, and it is also the simplest atom with both a core and valence electron. For all practical purposes the He( 3 S e ) atom is very similar to an alkali atom. The stability of this system was established by the SVM despite a previously unsuccessful attempt to show e + binding [23] . Given the very small binding energy of 0.000 5923 Hartree the earlier failure to find binding was not surprising.
The sodium atom is the only other alkali atom expected to bind a positron with a binding energy of 0.000 473 Hartree predicted by the FCSVM [35] . There is some uncertainty in the binding energy since changes in the core-polarization potential lead to changes in the binding energy. An FCSVM calculation without the V p1 and V p2 potentials gave a binding energy of 0.000 161 Hartree [34] . Potassium and the heavier alkali atoms do not appear to bind a positron [33, 34, 114] . An explanation for this is postponed to a later section.
Both e + Na and e + He( 3 S e ) have parent atoms with small ionization potentials (0.175 and 0.189 Hartree) and the wavefunctions are dominated by the (atom + )ω(Ps) configuration. 
Positronic copper, silver and gold
The group 1B elements are characterized by having ionization potentials that are larger than 0.250 Hartree. So far, two independent calculations have shown that copper and silver should bind a positron. The initial calculations demonstrating binding to Cu were done with the FCSVM [43] . Subsequently, a CI calculation (which did not obtain convergence in the binding energy) was used to confirm positron binding to copper [44] . A much better CI calculation by Dzuba et al [45] gave a binding energy of 0.006 25 Hartree. The difference of 10% between the FCSVM and CI binding energies is acceptable considering the completely different construction of the respective core-potentials. The CI model Hamiltonian used a core-polarization potential that depended upon the angular momentum of the valence electron or positron [45] . With this additional flexibility, and the ability to tune the electron V p1 to the neutral Cu energy levels it is likely that the CI binding energy is more reliable.
Comparisons between the FCSVM [48] and CI [49] binding energies for e + Ag are more problematic since the CI calculation was a fully relativistic calculation. Silver has a nuclear charge of 47 and relativistic effects have an impact upon the electronic structure of the core. The structure of the core will only have a direct effect on the wavefunction for the valence electron (since Coulomb repulsion keeps the positron out of the core). However, the indirect effect of the core will be large since it is the interaction of the valence electron with the positron that leads to binding. Given these differences, the 20% discrepancy between the FCSVM and CI binding energies is eminently believable. The CI estimate of the binding energy is likely to be more reliable.
The strong influence that the two-body polarization interaction has on the structure is exhibited most clearly by simply omitting it from the calculation. When the e + Cu ground state is computed without V p2 the FCSVM binding energy becomes 0.013 989 Hartree while the annihilation rate increases to 1 0.899×10 9 s −1 [104] . In a similar vein, the UNSW group report that the omission of the V p2 potential in their CI calculation of e + Ag increased the binding energy by 0.0060 Hartree from 0.0045 to 0.001 05 Hartree [49] .
The relativistic CI model of Dzuba et al [49] was also applied to the calculation of e + Au. The existence of the bound state depends sensitively on the details of the calculation. The energy of their lowest state was 0.003 21 Hartree above threshold when the two-body polarization potential (V p2 ) was included in the Hamiltonian (it was bound with an energy of 0.0019 Hartree when V p2 was omitted). Since they solve the Schrödinger equation in a finitesize cavity with the wavefunction zero at the boundary (R B ), the phase shift can be estimated from the identity sin(kR B + δ) = 0 [125] . 
The alkaline-earth elements: Be, Mg, Ca and Sr
The e + Be ground state is an example of a system dominated by the (atom)φ(e + ) configuration. This is expected since the beryllium ionization potential of 0.3426 Hartree is about 40% larger than the Ps binding energy. The most reliable calculation of the e + Be ground state was performed with the FCSVM and gave a close to converged binding energy of 0.003 147 Hartree [36] . An ab initio SVM calculation for e + Be has also been performed giving a binding energy of 0.001 687 Hartree [34] . The SVM energy is far from converged despite the large size of the ECG basis (1275 terms). The stability of e + Be has also been confirmed in a (fixed core) CI calculation which gave a binding energy of 0.003 083 Hartree [37] and a DMC calculation which gave a binding energy of 0.0012 ± 0.0004 Hartree [38] (the quoted uncertainty in the DMC energy only includes the statistical uncertainty). Figure 2 shows that the electron densities of e + Be and neutral Be are almost the same. This is not unexpected since the positron is located a long distance from the nucleus ( r p = 9.84 a 0 ). The mean distance of the (valence) electrons from the nucleus, r e , are 2.57 a 0 for neutral beryllium 2 and 2.65 a 0 for e + Be. The positron density is much smaller than the electron density close to the nucleus: at r = 0.1 a 0 , the positron density is five orders of magnitude smaller than the valence electron density. Three recent calculations of the e + Mg binding energy seem to have established a consensus that the binding energy is about 0.0165 Hartree. An FCSVM calculation gave a binding energy of 0.015 612 Hartree. Despite the large size of the binding energy, the convergence difficulties of the FCSVM mean the binding energy is probably about 10-15% smaller than the true binding energy [36] . A CI calculation using a model Hamiltonian very similar to the one used for the FCSVM calculation gave 0.016 15 Hartree for the binding energy [41] . Very recently, a completely ab initio DMC calculation upon e + Mg gave a binding energy of 0.0168 ± 0.0014 Hartree [38] . The significance of the DMC calculation is that it provides a demonstration of binding independent of the fixed core approximation.
The calcium atom was the first group II atom known to bind both an electron [126, 127] and a positron [42] . The binding energy of the latest CI of positronic calcium was 0.016 50 Hartree [41] . A CI calculation has also demonstrated the stability of e + Sr with a binding energy of about 0.010 05 Hartree [41] . The binding energies for both e + Ca and e + Sr contain substantial contributions (e.g. 30-50%) from the L max → ∞ extrapolations. The stability of e + Ca and e + Sr and their relatively large binding energies suggests that other group II elements (Ba and Ra) will also bind a positron.
The group IIB elements: Zn, Cd and Hg
Two of the group IIB elements, Zn and Cd, have dipole polarizabilities larger than Be so it comes as no surprise that positron binding has been predicted to occur for both of these elements [30, 46, 47, 50] . The FCSVM binding energy for e + Zn of 0.001 425 Hartree was far from convergence. Application of the CI method to e + Zn gave a more reliable binding energy of 0.003 73 Hartree [47] .
The stability of e + Cd has been predicted by PO, MBPT and CI type calculations. The binding energy of the PO calculation, 5.6 × 10 −5 Hartree [29] , is almost certainly too small, while the binding energy of the MBPT calculation, 0.0129 Hartree [30] , is almost certainly too large. The latest CI binding energy of 0.006 10 Hartree [47] , is about 50% larger than the energy (0.003 97 Hartree) given by an earlier calculation [50] . This CI calculation (i.e. [47] ) gives a dipole polarizability for Cd of 50.1 a [128] . While this could be taken as an indication of the reliability of the positron binding energy, comparisons with experimental oscillator strengths [47] suggested that both the CI and experimental dipole polarizabilities could be too large by about 10%, in which case the binding energy would be too large.
The only prediction of positron binding to Hg comes from a MBPT calculation [30] 
General trends
The attractive positron-atom interaction
One of the remarkable features of the calculations is the result that the positron affinity exceeds the electron affinity for most of these atoms. The positron affinities for Li and Na are 0.0543 and 0.0621 Hartree respectively. The electron affinities (EA) for Li and Na are 0.0227 and 0.0214 Hartree respectively [130] . For the group II and IIB elements, the stronger attraction of the positron to the atoms is even more noticeable. Four of the atoms that bind a positron, Be, Mg, Zn and Cd, will not bind an electron, and for calcium, the electron affinity of ≈8 × 10 −4 Hartree [131] is much smaller than the positron affinity of 0.038 94 Hartree [41] . Only for the group IB atoms such as copper and silver does the electron affinity exceed the positron affinity.
Positrons are also more strongly attracted to the rare gas atoms. The scattering lengths for electron scattering from helium, neon, argon, krypton and xenon are 1.20 [132] The positron scattering lengths are more negative than the electron scattering lengths and this implies a greater attraction at threshold. With reasonably reliable information for five columns of the periodic table, one concludes that atoms in four of these columns attract positrons more strongly than electrons.
The influence of the core-polarization potential
Although the core-polarization potential between the positron and the core is attractive, it does not act to greatly increase the positron binding energy, and in some cases the net effect of core-polarization is to decrease the positron binding energy. The two cases of I < 0.25 and I > 0.25 Hartree should be considered separately.
Although the inclusion of the core-polarization potential tends to increase the binding energy for systems with I < 0.25, the tendency for such systems to be dominated by the (atom + )ω(Ps) configuration weakens the impact of the potential. While the electron in the Ps cluster tends to repel the core electrons, the positron tends to attract them, and thus there is a tendency for the electron and positron polarization effects to cancel each other. This effect is incorporated into the Hamiltonian by the two-body V p2 polarization potential. For example, the increase in the e + He( 3 S e ) binding energy resulting from inclusion of the core-polarization potential is decreased by about 50% when V p2 is included in the effective Hamiltonian [51] .
Inclusion of the core-polarization potential tends to decrease the positron binding energy for systems with I > 0.25 Hartree. The core-polarization potential acts on the valence electrons to increase their binding energies and also leads to a more compact electronic charge cloud. The net effect leads to a reduction in the total polarizability of the neutral atom and a reduced positron binding energy. As an example, the binding energy of e + Mg [34] increases by 0.0009 Hartree when the core polarization potential is omitted. Other examples of systems exhibiting this [114] . The source of binding energy for each atom is as follows: He( 3 S e ) [13] , Li [34, 104] , Be [36] , Na [35] , Mg [36] , Ca [42] , Cu [45] , Zn [46] , Ag [49] and Cd [50] .
effect are e + Be [34] , e + Zn [47] and most notably e + Au [49] which fails to bind when the core-polarization potential is added to the calculation.
It is interesting to note that a similar phenomenon occurs for the group II negative ions Ca − , Sr − and Ba − . The inclusion of the core-polarization potential reduces the polarizability of the valence ns 2 sub-shell and leads to a decrease in the electron affinity [138] [139] [140] [141] .
A continuum of e + A systems
The ability of the heuristic model denoted by (23) to accurately describe a model alkali atom has also been studied [114] . The model alkali atom was based on the sodium atom but had an adjustable short-range potential to tune the interaction strength between the valence electron and the core. Thus it was possible to investigate a continuum of alkali atoms with adjustable ionization potentials. The results of this calculation can be used to place existing data on physical systems into perspective. It must be remarked that the simplest model of a positronic atom is the (m + , e − , e + ) system which has a positive particle of arbitrary mass [122] . Since the energy of the (m + , e − ) sub-system changes as m + changes, it can also be used to simulate a model alkali atom with different binding energies. Figure 3 shows the e + alkali binding energy as a function of the model potential ionization energy. Positron binding was only possible for model atoms in the band 0.1767 I 0.479 Hartree, with the binding energy largest for I = 0.250 Hartree. Similarly, the (m + , e − , e + ) system is only stable when the ionization potential of the (m + , e − ) parent satisfies 0.2055 I 0.3102 Hartree [122] .
Binding energies.
The upper limit of I 0.479 Hartree is easy to understand. The polarization potential between the valence electron and the positron is the mechanism responsible for binding. As I increases, the effective dipole polarizability will decrease since α d ∼ 1/I 2 . When the dipole polarizability drops below a critical value (the model calculation gives 23.5 a 3 0 [114] ) positron binding can no longer be sustained.
The model alkali lower limit of I 0.1767 Hartree can be explained in terms of the strength of the interaction between the electron and the core. As I decreases below [114] . The source of annihilation rate for each system is as follows: He( 3 S e ) [13] , Li [34, 104] , Be [36] , Na [35] , Mg [36] , Ca [41] , Cu [43, 104] , Zn [47] , Sr [47] , Ag [48, 104] and Cd [47] . The points are plotted using I from the model potential calculations. The annihilation rates for Ca, Sr, Zn and Cd have large corrections from an extrapolation procedure [41, 47] .
0.250 Hartree and approaches the critical value, the positronic atom evolves into an A + Ps configuration. The polarization interaction with the residual ion alone results in a system which is on the threshold of being bound (the scattering length for Ps-p scattering is about −16 a 0 [142] ). It is the strength of the interaction between the electron (in Ps) and the core, as measured by the ionization potential I , that then determines whether binding will occur. One consequence of this lower limit for I is that positron binding to the heavier alkalis K, Rb and Cs does not occur. There is also explicit calculational evidence that a stable e + K bound state does not exist [33, 34, 114] .
Most of the discrete data points for physical systems track the curve for the model atom shown in figure 3 reasonably well. The major exception occurs for e + Cu and e + Ag which both lie a significant amount below the model potential curve. However, both of these systems have a relatively strong core polarization potential (core polarizabilities of 5.36 and 8.829 a 3 0 respectively.) The two-body polarization potential V p2 (r e , r p ) inhibits the formation of the Ps cluster and thereby decreases the binding energy. Figure 4 shows the spin-averaged annihilation rate for the model system as a function of ionization potential and the results are compatible with the heuristic model. The annihilation rate is close to 2 × 10 9 s −1 for the systems with the smallest I and shows a steady decrease as I increases.
Annihilation rates.
The annihilation rates for e + Cu and e + Ag both lie below the model potential curve. Once again, this is a consequence of the strong two-body core polarization potential. Dropping the V p2 (r e , r p ) potential from the calculation leads to the annihilation rates increasing by amounts of the order of 50%.
Another interesting trend for occurs for atoms with I > 0.25 Hartree. Figure 5 shows that the annihilation rate is proportional to the square root of the binding energy. The major contributions to the annihilation rate arise when the positron is close to the atom. As the binding energy decreases, a larger fraction of the positron wavefunction is found outside the electron charge cloud and therefore it is expected that should be roughly proportional to the square root of the binding energy [143] . [122] system. The annihilation rates for Zn and Cd have large corrections from an extrapolation procedure [47] .
Visual examination of figure 5 suggests the rule
can be used to relate the annihilation rate in s −1 to the positron binding energy in hartree. All the data shown in figure 5 are from systems with a net orbital momentum of zero. Therefore, the multiplying factor in (24) could be different for positron bound states with non-zero angular momenta (presuming they exist).
Correlation functions.
The probability of finding the electrons a certain distance from the positron is given by the electron-positron correlation function. This is defined as
The radial correlation function for a spherically symmetric state can be defined by C ep (R) = 4πC ep (R). The radial correlation functions obey the normalization condition
The correlation functions shown in figure 6 only include the valence electrons in the evaluation of (25) and provide evidence for the correctness of the heuristic model. The e + He( 3 S e ) and e + Na systems with the smallest ionization potentials have correlation functions that are almost identical to that of the Ps ground state. It is noted that e + Cu and e + Ag, with almost identical ionization potentials, have correlation functions that are almost the same.
The correlation functions for the two valence electron atoms are more complicated and have shoulders near R = 2.0 a 0 that arise from the Ps cluster. The main peak at R = 6 a 0 for e + Mg is consistent with the correlation function one would get from the overlap of uncorrelated electron and positron charge clouds. However, the shoulder for e + Mg is easily noticeable while the shoulder for e + Be is much weaker but still present. R (a 0 ) Figure 6 . Electron-positron correlation functions for a number of positronic atoms [48] . All of these correlation functions were computed with FCSVM wavefunctions. No consideration was given to the core electrons when the correlation functions were computed.
Other positron binding atoms
The obvious question is whether other atoms in the periodic table will bind a positron. The answer to this is almost certainly yes, and this immediately raises the next question: which atoms will bind a positron? There have been two attempts to devise a procedure to give some indication of the likelihood of positron binding without doing an explicit calculation. Dzuba et al [30] devised a numerical index based on the polarizability and ionization potential of the atom. However, this index did not take into consideration the number of valence electrons in the parent atom leading to the result that Cu was one of the least likely atoms to bind a positron [30, 43] . An alternate approach used spectroscopic information about the AH + and AH systems to define potential curves which were then applied to the e + and Ps binding problem with appropriate reduced mass corrections [144] . This approach did not lead to any useful information on e + A systems (it was more suitable for APs systems). The results of the existing calculations upon specific atoms are compatible with the trend established for the model e + -alkali system [114] . Positron binding has so far been established for atoms with ionization potentials in a narrow range, namely 0.17 I 0.35 Hartree. Therefore, as an initial and rather crude estimate, one can regard any atom with an ionization potential within these bounds as a reasonable candidate to bind a positron. Many atoms in the periodic table satisfy this criterion, including almost all of the transition metals.
There are two qualifications to be made. One source of uncertainty relates to atoms with non-zero angular momentum since all the existing information is for parent atoms with L = 0. The extent that the presence of centrifugal barriers in atoms with L > 0 will act to inhibit binding is currently unknown. Another area of uncertainty concerns systems with two valence electrons. The (m 2+ , e − , e − ) system can be regarded as a group II and IIB atom analogue just as the (m + , e − ) system can be regarded as an alkali atom analogue. The (m 2+ , e − , e − , e + ) system can be expected to evolve into m 2+ + Ps − at low m 2+ /m e mass ratios; which is expected to be stable since the two possible dissociation fragments experience an attractive Coulomb interaction. This implies that the (m 2+ , e − , e − , e + ) system will be stable for all m 2+ /m e mass ratios below a critical value (unlike the (m + , e − , e + ) system which is only stable for 0.699 78 m + /m e 1.6343 [122] ). Atoms with more than one loosely bound valence electron should be able to screen the positron more effectively, and are therefore more likely to bind a positron.
Possible detection in an experiment
Although the evidence for the existence of electronically stable positronic atoms is now conclusive, the experimental detection remains a formidable problem. Until recently, only two groups had seen any direct evidence for the existence of exotic positron binding complexes (apart from Ps). These were for Ps − [9] and PsH [10] . A summary of some rather indirect experimental evidence for positronic compounds may be found in [100] .
It has been proposed that a crossed-beam experiment of the type A − + e + → e + A + e − → A + + e − + 2γ (27) might be able to form e + A in sufficient quantities to permit identification by detecting either electrons or positive A + ions [145, 146] . Indirect evidence for the existence of positron binding could be provided by measurements of the differential cross section at very low energy [47, 147] . A differential cross section that increased as the scattering angle increased from 0
• would give very strong evidence for positron binding. This would indicate that the s-wave phase shift was negative (polarization interactions ensure the p and d phase shifts are positive close to threshold) and therefore the scattering length was positive. A positive scattering length would indicate that the potential was strong enough to support a bound state. Model potential calculations of e + -Zn and e + -Cd scattering indicate that the presence or absence of positron binding is readily discernible in the differential cross section at 0.1 eV impact energy [47] . It is very possible that the rich structure of Feshbach resonances that occurs for electronatom collisions [150] will be somewhat sparser for positron-atom scattering. Negative ion resonances are very common in electron-atom scattering since an excited atomic state does not screen the nuclear charge as efficiently as the ground state. This weaker screening means that it is generally easier to attach an electron to an excited state than the ground state. In the case of positron-atom interactions, calculations suggest that it is only possible to bind positrons to singly excited atomic states with binding energies greater than a certain critical value. As mentioned earlier, calculations on a model alkali atom only resulted in positron binding when 0.1767 I 0.479 Hartree. Almost all of the singly excited states of the atoms most likely to be used in scattering experiments (the rare gases, alkali and group II and IIB atoms) have I 0.1767 Hartree and are therefore unlikely to attach a positron into a short-lived resonant state.
A dearth of e
The other type of Feshbach resonance that could be formed is a Ps * -A + type resonance. The degeneracy between Ps(2s) and Ps(2p) levels results in a dipole interaction between the A + ion and the Ps atom that leads to a series of resonances just below the Ps(n = 2) threshold. The positions and widths of a number of these resonances have been computed for the e + -H (Ps-p) system [151] [152] [153] , and suggest that they should exist for other Ps-ion systems. While such resonances have interesting features, and can probably be detected by carefully measuring the Ps-formation cross section at energies between 1.7 and 2.5 eV below the ionization threshold, their detection would not shed too much light on the positron-atom binding problem.
There have been have many suggestions that the large positron annihilation cross sections for some molecular gases are the result of the formation of bound positron-molecular complexes. A discussion of this conjecture is presented below.
Positronium binding
Positronium binding to atoms should not be regarded as something surprising. Regarding the Ps atom as something akin to an isotopically light H atom one immediately concludes that Ps binding should be rather common [144] . The simplest atom to bind a Ps atom is hydrogen, and the PsH system was one of the first known positron binding compounds [8] . Following a recent series of calculations its binding energy (0.038 9197 Hartree) is now known with a precision of at least 10 −6 Hartree [11, 12] . From intuitive considerations, one expects that the PsA systems will consist of a reasonably well defined Ps cluster attached to the rest of the atom. The Ps cluster is not expected to be greatly distorted since the Ps binding energy is much greater than the electron affinity for any atom. Table 4 lists the binding energies of a number of atoms known to bind positronium as determined.
All of the atoms known to bind Ps have two characteristics. They are open shell systems, and they all have an electron affinity. Most of the calculations have been on the alkali and halide atoms, although DMC calculations by the Milan group [59] and Jiang and Schrader [60] have shown Ps binding to C and O.
Ps binding to the halogens
Historically, the halides were the first heavier atoms known to bind a positron [52] . This is to be expected since the halides are very chemically reactive and have large EA. While there have been many calculations of Ps binding for the halides, and while these are generally regarded as providing a reasonable demonstration of binding, the energy differences between the most recent DMC calculations listed in table 4 indicate that there is scope for improvement. One problem with the DMC calculations is that different binding energies were obtained for different calculations of PsF [56, 59, 60] . The energy of the Milan group [59] should be preferred to that of Schrader et al [56] for PsF. The calculation of the Milan group is fully ab initio while Schrader et al use a model potential to represent the 1s 2 core. Furthermore, Schrader et al did not include any electron-electron correlation factors in the trial wavefunction used to construct the nodal surfaces.
One area requiring attention is the calculation of the annihilation rates. All of the halogenPs systems are expected to be relatively compact due to their large binding energies. They provide an ideal theoretical laboratory in which to study positron annihilation in an atomic environment with high electron density.
Ps binding to the alkalis
The first conclusive evidence that Ps could be bound to any alkali atom was produced by an SVM calculation which showed that LiPs was stable with a binding energy of 0.010 51 Hartree [62] . Somewhat ironically, immediately prior to this calculation, two large scale ab initio calculations had been unable to provide conclusive evidence of binding [57, 154, 155] .
Since then, further variational refinement has increased the SVM binding energy to 0.012 148 Hartree [36] and two different DMC calculations have also predicted binding. The calculation of Mella et al [63] with their most sophisticated trial function gave 0.011 53 ± 0.000 06 Hartree while the calculation of Yoshida and Miyako [61] gave 0.0280 ± 0.0050 Hartree. However, the best estimate of the binding energy probably comes from a FCSVM calculation, which gives 0.012 341 Hartree [36] . Although a model potential has been used for the 1s 2 core, the binding energy is probably within 1% of the variational limit. The 5% agreement between the three independent calculations [36, 63] suggests that the large binding energy of Yoshida and Miyako [61] can be discounted. The FCSVM has also predicted that NaPs [36] and KPs [64] are chemically stable with binding energies of 0.008 419 and 0.003 275 Hartree respectively. The binding energy of NaPs is probably converged to within 10-15% of the variational limit [36] . However, the KPs calculation was not converged and it would not be surprising if the actual KPs binding energy was twice as large as the published value [64] .
Analysis of the electron-positron correlation functions and other expectation values indicate that these systems consist of a well defined Ps cluster bound to the parent atom [64] . The attraction of the most loosely bound electron to the nucleus is not strong enough to disrupt the formation of the Ps cluster.
The annihilation rates are only slightly larger than 2 × 10 9 s −1 for LiPs, NaPs and KPs. This suggests that pick-off annihilation, the annihilation of the positron with electrons not part of the Ps cluster, makes a relatively small contribution to the total annihilation rate. Figure 7 shows the Ps binding energy versus electron affinity for most of the atoms known to bind Ps. There is a general tendency for the binding energy to increase as the electron affinity increases. This increase is not monotonic. However, the only two systems for which the Ps binding energy is known with an accuracy of the order of 1% are PsH and LiPs. There are large differences between two DMC calculations upon PsO and PsF.
Trends for Ps binding
Most of the known Ps-atom complexes have binding energies >0.010 Hartree and are generally more compact than the known e + -atom complexes. Although radial expectations are listed in table 3 for only half the elements known to bind Ps, the maximum mean positron distance is 8.04 a 0 (for KPs).
Accuracy estimates for the binding energies
So far, almost all estimates of the binding energies come from large-scale calculations. Therefore it is desirable to have some indication of the accuracy of the calculations.
Variational type calculations
There are two classes of error that need consideration. These are the precision with which the Schrödinger equation is solved, and whether the model potentials used in fixed core calculations are reliable.
The binding energy is determined by subtracting the energy of the positron binding system from the energy of the dissociation products. Since the binding energy is usually small, this places high demands on the precision of the individual calculations. In the CI and SVM variational calculations the computed binding energy will generally underestimate the exact (with respect to the model potential at least) binding energy. The calculated binding energy of the parent system will almost certainly be closer to the variational limit than the same system with an additional positron.
For small systems such as e + Li and PsH the binding energies of the parent systems are known very precisely. Therefore the main source of error would be the incomplete convergence of the energy of the positronic complex. The uncertainities in PsH and e + H( 3 S e ) are 10 −6 Hartree or smaller [11] [12] [13] while the uncertainty in the e + Li binding energy is probably about 1-2% [104] .
For the FCSVM calculations, the energies of the parent systems are probably computed with an accuracy of 10 −5 -10 −6 Hartree. The FCSVM calculations for positronic systems with one electron are similarly well converged, but convergence is an issue for positronic systems with two valence electrons. Generally, the larger the system and the more complicated the core, the worse the convergence. The FCSVM binding energies for e + Be and LiPs are probably within 1-2% of the variational limit [40] . The energies for NaPs and e + Mg are believed to be within 10-15% of their variational limit [40] , while the FCSVM binding energies for KPs could be too small by a factor of two [64] .
The only CI calculations to have reached the variational limit were those by Dzuba et al [45, 49] who confined e + Cu and e + Ag systems to a finite size box. The CI calculations by Bromley and Mitroy [37, 42] resort to extrapolation in to estimate the variational limit. The contribution of the extrapolation can range from 6% of the binding energy for PsH [37] to 50% of the binding energy for e + Sr [41] . The explicitly calculated binding energies almost certainly underestimate the exact model Hamiltonian binding energy. This almost rigorous principle is lost when extrapolations are applied. The overall purely calculational uncertainty in the most recent CI calculations [37, 41, 45, 47, 49] probably ranges from 3 to 20%.
The next question concerns the accuracy of the core potentials for the fixed core systems. The positron is probably not that affected by the details of the core potential close to the nucleus since the amplitude of the positron wavefunction is small here. It is expected that the details of the core potential mainly affect the positron binding energy through the influence they exert on the wavefunction of the valence electrons. That the inclusion of core polarization for systems such as e + Mg [34] and e + Zn [46, 47] reduces the positron binding energy is consistent with this idea.
One indicator of accuracy would be to compute properties of the atomic parent as a test of the ability of the model to describe the structure of the atomic or ionic parent. Binding energies, EA, oscillator strengths and dipole polarizabilities of the atomic parent have often been computed as part of these calculations [34, 38, 41, 45, 47, 49] . For a system like e + Mg, the underlying fixed-core model used in the CI calculation gives a resonance oscillator strength of 1.729 [41] . This could hardly be better since it is within 1% of the high quality ab initio oscillator strength (1.725) of Porsev et al [156] . The net effect of omitting the core polarization potential for e + Mg was to reduce the binding energy by only 7% [34] . Taking these two results in conjunction suggests that possible inaccuracies in the definition of the core polarization potential affects the e + Mg binding energy at the 1% level.
Greater uncertainties exist for a system like e + Zn with its 3d 10 
DMC type calculations
There are two sources of inaccuracy in the DMC calculations. The first is the statistical uncertainty that is inherent to all QMC calculations, but this is relatively easy to determine.
The second, and potentially more difficult to estimate, error arises from the definition of the nodal surfaces. An error defining the nodal surface will result in the binding energies of both the parent atom and positronic system being too small. This can lead to the positron binding energy being underestimated or overestimated.
The DMC calculations routinely compute the electron affinity and total binding energy as an indicator of reliability. The EA of the Milan group [59] and Schrader et al [56, 60] are usually within 5-10% of the experimental EA. The calculations of the Milan group also recover a significant fraction (typically 90%) of the total correlation energy for the atomic parents [38, 59] . This is not surprising since the trial wavefunctions used by the Milan group to determine the nodal surfaces for their LiPs, PsC, PsO and PsF simulations had up to 50 free parameters [59] . Given the ability of the DMC model to predict the EA, and the fact that the C, O and F parent atoms do not have strong electron correlations, it would seem reasonable to ascribe an uncertainty of about 20% to the Milan group binding energies.
The definition of the nodal surfaces is more of an issue for parent systems with strong electron correlations. An example of such a system is e + Be since the neutral Be ground state has strong mixing between the 1s 2 2s 2 and 1s 2 2p 2 configurations. A recent DMC calculation upon e + Be gave a binding energy of 0.0037 ± 0.0002 Hartree when a trial function based upon the HF 1s 2 2s 2 wavefunction was used to define the nodal surface [38] . This binding energy decreased to 0.0012 ± 0.0004 Hartree when a two configuration 1s 2 (a2s 2 + b2p 2 ) type wavefunction is used to define the nodal surface [38] . The two configuration trial function predicts the neutral Be ionization energy with an accuracy of 0.1%, the one configuration function gives an ionization energy that is 3% different from experiment. Perhaps a useful test of accuracy for a system such as e + Be would be to use the DMC to compute the polarizability of the parent atom.
Overall assessment
Apart from the smallest systems, it is clear that there are significant uncertainties in some of the binding energies. These uncertainties could influence the determination of the binding energies at the 10% level of accuracy. However, they are not large enough to invalidate the most important result, namely that there is a number of atoms that can bind either positronium or a positron. For example, the only way in which a sufficiently large calculation of the e + Mg system could fail to bind a positron would be to adopt a model of the Mg atom that was completely unrealistic.
Binding of multiple positrons
If the Ps atom is considered as a light H atom there should be many multi-positron compounds that can be formed by replacing hydrogen with positronium. The primary example of course is the positronium molecule, Ps 2 [7] . In addition, the DMC method has been used to show that water, H 2 O, has a positronic analogue, namely Ps 2 O [60] . There is every likelihood that even more exotic compounds, such as positron-substituted methane CPs 4 or benzene C 6 Ps 6 , are also stable [10] . Such compounds requiring the substitution of two or more protons are most likely to remain theoretical curiosities since it is difficult to imagine them being formed in an experiment.
At a more fundamental level, the SVM has been used to show that it was possible to bind a positron to positronium hydride, and that e + PsH was stable [157] . This prompted calculations to test whether a positron could be attached to LiPs and NaPs. These were soon shown to be electronically stable but best denoted as Li + Ps 2 and Na + Ps 2 [35, 95] . The structures of e + PsH, Li + Ps 2 and Na + Ps 2 are largely determined by the competition between the nucleus and positrons to bind the valence electrons. The schematic form for the wavefunction suggested by the calculations is = α (atom)φ(Ps + + e + Ps) + β (atom
where Ps + consists of two positrons and an electron. When the ionization potential of the neutral atom is <0.250 Hartree, the addition of the extra electron and the two positrons leads to formation of a Ps 2 molecule which is then bound to the residual ion core. The Ps 2 cluster dominates because the two most weakly bound electrons are each more strongly attracted to a positron and therefore β ≈ 1. Similarities of the Ps 2 , Li + Ps 2 and Na + Ps 2 annihilation rates provide a good indicator of cluster formation (inter-particle correlations also provide evidence of cluster formation [35] ). However, the formation of the Ps 2 cluster is inhibited when the neutral atom has a larger ionization potential. For example, the e + PsH system has an annihilation rate (per positron) of 1.37 × 10 9 s −1 and the inter-particle expectation values are significantly different from those of Ps 2 [35, 95] .
Positron annihilation dynamics
The e
The calculation of the annihilation rate with the core electrons is an ongoing problem in the analysis of condensed matter positron annihilation experiments [116, 117] . The e + He( 3 S e ) system is the simplest positron binding system with both core and valence electrons and represents a good system for investigating core annihilation.
As mentioned in section 4.3, the e + He( 3 S e ) wavefunction has been calculated precisely with the SVM and FCSVM methods. The total annihilation rates, SVM = 1.8997 × 10 9 s −1
and FCSVM = 1.9004 × 10 9 s −1 , are dominated by the transition to the residual He + (1s) ion state (i.e. annihilation between the valence electron and the positron) and are almost the same. However, the FCSVM model does not accurately predict the magnitude of the annihilation rate with the core electron. Table 5 lists the spin-averaged annihilation rate for the decay of the e + He( 3 S e ) state to a number of residual ion states. Annihilation between the two valence particles always leaves the He + ion in the 1s ground state. The He + ion can only be left in an excited state when the positron annihilates with the core electron. Although the transition rates to the He + excited states are very small, the FCSVM calculation gives annihilation rates that are too small by a factor of two to three. The factorized form of the FCSVM wavefunction, 1s (r 2 ) (r 1 , r 0 ) (with implied antisymmetry), does not include any terms that allow for short-range correlations between the positron and core electron. The inability of wavefunctions that do not take electron-positron correlations into consideration to accurately predict annihilation rates has also been noticed in other systems [43, 68, 114, 116, 117] . Consequently it is expected that the computed FCSVM and CI core annihilation rates will be underestimated by a factor of two to five. Fortunately, the core annihilation rate for most systems accounts for a small fraction of the total annihilation rate. Even if the core annihilation rate for a system like e + Mg were increased by a factor of three, this would only alter the total by 4%. Figure 8 also shows the momentum distributions of the annihilating e + -e − pair. Although the SVM and FCSVM profiles, 2s (q) and 2p (q), are a factor of two to three different in size, they have roughly the same shape. The agreement is not exact as the average recoil momentum predicted by the FCSVM calculation is about 20% larger than that of the SVM calculation. However, the conclusion to be drawn is that electron-positron correlations have a much smaller impact on the momentum distribution of the annihilating electron-positron pair than they do upon the magnitude of the annihilation rate. Similar phenomena occur in other areas of positron annihilation physics. The momentum distributions in condensed systems measured by angular correlation of annihilation radiation (ACAR) spectroscopy are generally less affected by many-body effects than the annihilation rate itself [117] .
Pick-off annihilation in Ps-He scattering
One currently unresolved problem is the calculation of the pick-off (this refers to the annihilation of the positron with a target electron) annihilation rate in 3 Ps-rare gas scattering [158, 159] . The rate is usually expressed in terms of the dimensionless parameter 1 Z eff , which is defined
where (r 1 , . . . , r N , r N +1 ; r 0 ) is the scattering wavefunction, d 3 τ represents the integration of electron coordinates r 1 to r N , r N +1 is the electron in the Ps projectile and r 0 is the positron coordinate. The factor of 1 4 reflects the fact that only electrons in a spin singlet state with the positron contribute to the decay process (assuming that all annihilation events are 2γ decays). It can be shown that 1 Z eff reduces to N/4 when the Ps projectile is a plane wave and certain overlap terms arising from electron antisymmetry are neglected [159] .
A recent L 2 calculation based on a FCSVM type Hamiltonian for the Ps-He system gave 0.038 for 1 Z eff [159] . This is about 3.3 times smaller than the accepted experimental value of 0.125 ± 0.002 [158] . Comparison of the SVM and FCSVM annihilation rates with the core 1s electron for e + He( 3 S e ) in the previous section showed the FCSVM calculation underestimated the core-annihilation rate by a factor of 2.5. The successful prediction of the pick-off annihilation parameter 1 Z eff will require a calculation that explicitly takes short range electron-positron correlations into consideration.
Large annihilation rates in molecular gases
There have been numerous positron annihilation experiments in gases over a period spanning four decades [158, [160] [161] [162] [163] [164] . Traditionally these experiments have been performed by injecting high energy positrons into gases at pressures of about 1 atm [162, 163] . More recently, positrons accumulated in Penning traps have been used to study annihilation in low density gases [160, 161, 164] , and just recently a ground breaking experiment directing a positron beam through a gas of C 4 H 10 and C 4 D 10 molecules has been reported [165] .
According to the PWBA, the annihilation parameter, Z eff , should be equal to N , the number of electrons in the atom. One of the outstanding results to emerge from the positrongas research has been the unexpectedly large size of Z eff for a number of atoms and molecules. Some typical values are 401 for Xe, 142 for CH 4 , 1300 for NH 3 , 11 300 for C 4 H 10 and 1780 000 for C 12 H 26 [164] . The existence of positron-atom/molecule bound state complexes has often been invoked to explain these rather large annihilation rates [160, 162, 163] , despite the fact that no rigorous evidence for the existence of these states was available, and furthermore the exact mechanism of how the bound state complex contributed to an enhanced annihilation rate was not stated.
Recent theoretical and experimental developments are just now leading to a comprehensive understanding of the positron annihilation process. Gribakin [166] , building on earlier research of Dzuba et al [109, 167] , has developed a quantitative theory to explain the very large annihilation rates for some molecules. He postulated that the positron is trapped in a Feshbach resonance associated with a vibrationally excited state. The resonant annihilation rate averaged over the positron energy distribution is then inversely proportional to the density of vibrational resonances, e.g. where D is the vibrational energy level density and ρ ep is an estimate of the electron density at the site of the positron (for the Ps ground state ρ ep = (8π) −1 ). Similar ideas are well known in the theory of neutron capture through the formation of compound nuclear states [168] . The postulate that positrons can bind to vibrationally excited states is eminently reasonable given the recent developments on positron-atom binding. Further support for the Gribakin model comes from a positron beam experiment which measured Z eff as a function of positron energy. Figure 9 shows a peak in Z eff at an energy (0.33 eV) just below the onset of vibrational C-H stretch mode at 0.37 eV. A similar peak also occurs for deuterated butane C 4 D 10 , albeit at a lower energy due to the different mass of the deuterium nucleus. These figures represent the strongest experimental evidence in support of a positron-molecule bound state.
Effective range analysis applied to metal vapours
Systematic tabulations of Z eff for room temperature positrons annihilating in a number of gases have suggested the empirical formula [160, 161] ln(Z eff ) ≈ B|I − E Ps | −1 .
Using (31) as a guide, there have been speculations that metal vapours such as Zn and Cd could have Z eff of the order of 10 6 -10 7 [161] . With positron binding energies and annihilation rates known for a number of metals, it is possible to use effective range theory to derive estimates of the cross section and Z eff close to threshold [143] . The effective range expansion for a particle colliding with an atom is
where A is the scattering length. A bound state corresponds to a pole in the S-matrix [169] for which cot(δ 0 ) = −i. Applying this condition leads to the identity 2A 2 ε = −1. The bound state energy is complex since these states are unstable, and ε = ε r + iε i = ε r − i 2 .
Assuming that ε r ε i , the complex scattering length, A = A r + iA i , becomes
The threshold value of Z eff can be derived from the scattering length [143, 170] with 
where SI is the annihilation rate in s −1 and ε r is the binding energy in hartree. Derived values of the scattering length (real part) and the threshold annihilation parameter Z eff (k = 0) are listed for a number of metal atoms in table 6. The most notable feature is the moderate size of Z eff at threshold which stands in stark contrast to speculative estimates of 10 6 -10 7 [161] .
Conclusion and outlook
The existence of positron-atom bound states and the ability to calculate their wavefunctions give unique insights into how positrons interact and annihilate with complex electronic systems. For the last two decades the theoretical emphasis has been on scattering calculations. However, the theoretical uncertainties inherent in bound state calculations are often smaller than those associated with scattering calculations. This allows for better understanding of the dynamics of positron-atom interactions. One of the most interesting features of these systems is the tendency for sub-systems to coalesce as the relative strength of the attraction between the different components changes. In this respect, these systems have structures more akin to nuclear systems than normal atoms. The formation of α-particle clusters inside nuclei occurs for the same reason that Ps clusters form in positronic atoms, i.e. it is a consequence of the attractive interactions between the individual particles. It is also well known that such methods as the shell model for nuclei and CI for atoms, based on single particle orbitals (centred at a single point), find it difficult to describe these clusters accurately.
Bound state results have already been used to shed light on the annihilation dynamics of positrons as they collide with atoms and molecules. Speculations based upon ln(Z eff ) versus |I −0.25| −1 trends for some molecules suggest that Z eff could be as large as 10 6 for some metal vapours [160, 161] . Simple calculations utilizing bound state annihilation rates predict that the threshold Z eff should be of the order of 100. One area where the study of positronic atoms and ions could make an impact is in the interpretation of positron annihilation experiments for condensed matter systems. The theoretical analysis of these experiments routinely uses an enhancement factor to describe the increase in the annihilation rate due to short-range electron-positron correlations [115] [116] [117] . The accuracy and reliability of the assumptions made in constructing the enhancement factor can now be tested in the atomic environment. Of particular importance is the development of procedures to reliably calculate the annihilation rate with core electrons since this is a long-standing problem in the positron annihilation spectroscopy of metals [116, 117] .
So far, positron binding has mainly been established for the 'easy' atoms of the periodic table which have one or two valence electrons outside the core. Improved calculational techniques are required to study atoms with more valence electrons and non-zero angular momentum. One open question concerns the existence of systems where the positron binds to an electronically excited state of the parent atom. Such states would obviously be relevant to an understanding of the resonant structure (or absence of resonant structure) in low energy positron-atom collision experiments.
