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WEAK DISPERSIVE ESTIMATES FOR SCHRO¨DINGER
EQUATIONS WITH LONG RANGE POTENTIALS
J. A. BARCELO´, A. RUIZ, L. VEGA AND M. C. VILELA
Abstract. We prove some local smoothing estimates for the Schro¨dinger ini-
tial value problem with data in L2(Rd), d ≥ 2 and a general class of potentials.
In the repulsive setting we have to assume just a power like decay (1 + |x|)−γ
for some γ > 0. Also attractive perturbations are considered. The estimates
hold for all time and as a consequence a weak dispersion of the solution is
obtained. The proofs are based on similar estimates for the corresponding
stationary Helmholtz equation and Kato H-smooth theory.
1. Introduction
We consider Schro¨dinger Hamiltonians −∆ + V (x), with V a real potential, x ∈
Rd and d ≥ 2. We study some dispersive estimates, also called local smoothing
estimates, for solutions of the evolution initial value problem
(1)
{
i∂tu−∆xu+ V (x)u = 0, (x, t) ∈ Rd × R d ≥ 2,
u(x, 0) = u0(x).
under different conditions on the potential V .
The first result is concerned with repulsive potentials. Our notion of repulsion
involves conditions on the sign of V and ∂rV (the radial derivative of V ), and
therefore is more restrictive to the one given for example in [1] for which just
conditions on the positive part of ∂rV are assumed.
Theorem 1.1. Let V be a real valued function satisfying the following conditions:
i) V ≥ 0,
ii) There exists γ > 0 such that:
– If d > 3, we suppose that there exist η > 0 such that
(2) γV (x) + |x|∂rV (x) ≤ (1− η) (d − 1)(d− 3)
2|x|2 ;
– For d = 3, we suppose that there exists W (t) ≥ 0 on (0,∞) such that
(3) sup
|x|=t
{γV (x) + |x|∂rV (x)} ≤W (t),
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and
(4)
∫ ∞
0
tW (t)dt <
1
2
.
Let H = −∆ + V , then for d ≥ 3, the Schro¨dinger operator eitH satisfies the
following estimates:
(5) sup
R>0
1
R
∫
B(0,R)
∫ ∞
−∞
|D 12 eitHu0(x)|2dt dx ≤ C ‖u0‖22,
where, for α ∈ C, the operator Dα is defined by D̂αf(ξ) = |ξ|αf̂(ξ).
We also have
(6) sup
R>0
1
R
∫
B(0,R)
V
1
2 (x)
∫ ∞
−∞
|eitHu0(x)|2dt dx ≤ C ‖u0‖22.
Estimate (5), usually known as the local smoothing estimate (see [4], [19], [20] and
[18]), goes back to the work of Kato and Kruzhkov-Faminski in the context of KdV
equations. Notice that here we obtain an estimate global in time.
In [3] it is proved that for d ≥ 3 and potentials V satisfying the conditions (2) and
(3) with γ = 0 and (4)
(7)
supR>0
1
R
∫
B(0,R)
∫∞
−∞ |∇xeitHu0(x)|2dt dx
+
∫
Rd
(∂rV )−(x)
∫∞
−∞ |eitHu0(x)|2dt dx ≤ C ‖u0‖2H1/2(Rd),
where (∂rV )− is the negative part of ∂rV . Notice that the estimate requires the
initial datum to be in the non-homogeneous Sobolev space H
1
2 (Rd) which means
that from the point of view of small frequencies the result is not so strong. In a
sense this can not be avoided because in [21] (see also [6]) it is proved that under
some conditions on the potential the right hand side of (7) can be replaced by
‖u0‖2H˙1/2V := ‖(−∆+ V )
1/4u0‖2L2(Rd),
and that this is optimal. In our new result (5) we write the homogeneous derivative
and therefore there is no difference of behaviour between low and high frequencies.
We also want to mention that we answer affirmatively the question posed in Remark
4 of [3] for L2 initial data ( see Remark 2.3 to be more precise).
The approach we follow in this paper is based also on multiplier technics but, as
opposite to [3], the estimates for the evolution equation rely on estimates for the
resolvent and the Kato’ smoothing theory. In [1] and [3] potentials homogeneous
of degree zero are allowed. However Theorem 1.1 does not apply in this case.
Some typical examples of potentials satisfying the conditions of Theorem 1.1 are,
for V∞ ≥ 0:
i) The potential V (x) =
V∞(
x
|x| )
|x|γ where 0 < γ < 2 and the potential V (x) =
c
|x|2 with small c > 0.
ii) V (x) =
V∞(
x
|x|
)
(1+|x|2)α2 with V∞ bounded and 0 < α.
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In the case V∞ > c0 > 0 estimate (6) is particularly relevant. In fact, assume for
instance V (x) = 1/|x|α with 0 < α < 2. As a consequence (see [15], v.IV, page 147)
we have that for δ > 0, the following estimate for the spectral projection operators
holds
sup
R>0, ||f ||L2=1
1
R
∫
B(0,R)
|P(0,δ]f(x)|2
dx
|x|α2 ≤ C δ,
where C is an absolute constant. A similar estimate in the free case would mean,
roughly speaking, that the usual Fourier transform f̂(ξ) behaves as |ξ|β for ξ close
to the origin, where
β ≥ −n
2
+
1
2
(
1− α
2
)
,
if 0 < α < 2. Since not every function in L2(Rd) satisfies this condition, the above
inequality has to be understood as a special feature of the generalized Fourier trans-
form associated to the potential V . It would be interesting to know if Strichartz
estimate holds in this case. Recall that the existence of x0 such that V∞( x0|x0| ) = 0
implies that Strichartz estimates do not hold, see [7] and [14].
Our next result concerns with potentials which are not necessarily repulsive. We
first consider the case where the radial variation of the attractive part is not too
big. We have the following result.
Theorem 1.2. Let V and n be two real valued functions. Assume that V satisfies
the conditions i) and ii) of the Theorem 1.1, and n satisfies:
iii) n = n1 + n2 < 0 where n1 ∈ L∞(Rd) and n2 is such that
(8)
∫
Rd
|n2(x)| |g(x)|2 dx ≤ c1
∫
Rd
|∇g(x)|2 dx,
for some c1 with 0 < c1 < 1.
iv) Given ρ > 0, take j0 ∈ Z such that 2j0 < ρ ≤ 2j0+1 , then
(9)
βρ =
∑∞
j≥j0 2
j+1 supx∈Cj
∇n(x)·x
|x||n(x)| + ρ supx∈B(0,ρ)
∇n(x)·x
|x||n(x)|
satisfies
{
βρ <
1
4 d > 3
βρ +
∫∞
0 tW (t)dt <
1
2 d = 3,
where Cj = {x ∈ Rd : 2j < |x| ≤ 2j+1}, ∀j ∈ Z.
Let H = −∆ + V + n, then for d ≥ 3 and τ0 > 0, the Schro¨dinger operator eitH
satisfies the following estimates:
(10) sup
R≥ρ
1
R
∫
B(0,R)
∫ ∞
−∞
|D 12 eitHPτ0u0(x)|2dtdx ≤ C(βρ, τ0) ‖u0‖22,
(11) τ sup
R≥ρ
1
R
∫
B(0,R)
∫ ∞
−∞
|eitHPτu0(x)|2dtdx ≤ C(βρ, τ0)‖u0‖22 τ ≥ τ0,
where Pτ is the spectral projection operator associated with [τ,∞).
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We observe that condition (9) remains true if n(x) is changed into µn(x) for any
µ > 0. It also applies to functions homogeneous of degree zero. Typical examples
of such n(x) are as follows:
Take ω(x) = µ
(
1− eg(∞)−g(|x|)) , where µ > 0 and g is a radial function such that
0 ≤ g′ ≤ b
(1 + r)γ
∀r ≥ 0,
with γ > 1 and b = b(γ) > 0 small enough. Under these conditions, we can apply
Theorem 1.2 to n = ω − µ. As a consequence, we get estimates similar to (10) and
(11) for eitHP(µ,∞)u0 with H = −∆+ V + ω.
In the above example ω ≤ 0, therefore for µ big enough non trivial eigenvalues can
be expected and in that case estimates (9) and (10) can not be extended to all τ .
Notice however than one would expect the estimate on the spectral projection to be
true for P(τ,∞) with τ > 0 and not just for P(µ,∞). This motivates our final result
where we use a compactness argument that follows from a uniqueness theorem due
to Ikebe and Saito [8]. Some extra assumptions are necessary, and in particular the
result does not apply to potentials homogeneous of degree zero. An extra bonus is
that we can consider the case d ≥ 2. We prove the following theorem.
Theorem 1.3. Let V1 and V2 be two real valued functions satisfying that there exist
two constants a > 0 and γ > 0 such that
|V1|(x) ≤ a
(1 + |x|)γ ,(12)
|V2|(x) ≤ a
(1 + |x|)γ+1 ,(13)
∂rV1(x) ≤ a
(1 + |x|)γ+1 ,(14)
and H = −∆+ V1 + V2.
Then for d ≥ 2, τ0 > 0, and α > 0 the following estimates hold:
(15)
∫ ∞
−∞
‖D 12 eitHPτ0u0(x)‖2L2((1+|x|)−1−α)dt ≤ C1(τ0) ‖u0‖22,
(16) τ
∫ ∞
−∞
‖eitHPτu0(x)‖2L2((1+|x|)−1−α)dt ≤ C2(τ0)‖u0‖22, τ ≥ τ0.
Consider as before ω(x) = µ(eg(|x|)−g(∞)−1), where µ > 0 and g is a radial function
such that
0 ≤ g′ ≤ c
(1 + r)β
∀r ≥ 0.
Then if β > 1 , c > 0 and we put V1 = ω we can apply Theorem 1.3. As a
consequence, we get estimates similar to (15) and (16) for eitHP(τ,∞)u0 with H =
−∆+ ω and τ > 0.
Notice that we can consider repulsive perturbations which are long range. In par-
ticular, we extend and improve some of the results in [9]. On the other hand we
have to exclude the case τ0 = 0. This is obvious because we can consider potentials
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with decay as C|x|2 , and therefore there can exist 0-eigenfunctions. Take for example
u(x) = (1 + |x|2)λ with λ < −d/2 and V (x) = ∆uu .
As it was pointed out before, the proofs of the above theorems are based on similar
estimates for the corresponding stationary Helmholtz equations and the general
Kato’s argument on smoothing operators as in [10] and [16]. Actually we prove the
so called supersmoothing estimates which are stronger, see [10]. The procedure we
use to obtain these stationary estimates are basically the multiplier method, see
[11], [12] and [17]. Similar estimates were obtained in [13].
We prove Theorem 1.1 in section 2, Theorem 1.2 in section 3 and Theorem 1.3 in
section 4. For completeness we include Appendix 1 with some useful identities and
Appendix 2 with some calculations that will be needed in the proof of Theorem 1.1.
Notation.
We shall make use of the spaces introduced in [2] which are given by the following
norms
‖u‖2X = sup
R>0
1
R
∫
B(0,R)
|u(x)|2dx.
We shall replace the norm in the corresponding predual space for the equivalent
expression:
‖f‖X∗ =
∑
j∈Z
(
2j+1
∫
Cj
|f(x)|2dx
) 1
2
.
Notice that ∫
Rd
f(x)g(x)dx ≤ C ‖f‖X‖g‖X∗ .
where C is a positive constant depending only on d.
For any ρ > 0 such that 2j0 < ρ ≤ 2j0+1, we write
‖u‖2Xρ = sup
R≥ρ
1
R
∫
B(0,R)
|u(x)|2dx,
and
‖f‖X∗ρ =
∑
j≥j0
(
2j+1
∫
Cj
|f(x)|2dx
) 1
2
+
(
ρ
∫
B(0,ρ)
|f(x)|2dx
) 1
2
.
In this case, we also have∫
Rd
u(x)f(x)dx ≤ C ‖u‖Xρ‖f‖X∗ρ .
2. Repulsive potentials
We start by proving a priori estimates for the resolvent of the operator H and then
we proceed to prove Theorem 1.1
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2.1. Estimates for the resolvent.
Theorem 2.1. Let V be a real valued function satisfying the conditions of Theorem
1.1, and let u be a solution of the equation
(17) −∆u + V (x) u± iǫu− τu = f, ǫ 6= 0, x ∈ Rd (d ≥ 3).
Then, for any τ ∈ R, the following a priori estimate holds
(18)
‖∇u‖2X +max{0, τ}‖u‖2X + (d− 3)
∫
Rd
|u(x)|2
|x|3 dx+
∫
Rd
V (x)
|x| |u(x)|2dx
+supR>0
1
R3
∫
B(0,R)
|u(x)|2dx+ χ(d) ∫
R3
W (|x|)
|x| |u(x)|2dx ≤ C ‖f‖2X∗ ,
where C is a constant independent of ǫ and τ , W is the function of Theorem 1.1
and χ(d) is defined by
(19) χ(d) =
{
1 if d = 3,
0 if d 6= 3.
Remark 2.2. From estimate (18) follows
(20) ‖∇RH(τ ± iǫ)f‖X ≤ C‖f‖X∗ .
and
(21) ‖RH(τ ± iǫ)f‖L2(V (x)|x| ) ≤ C ‖f‖X∗,
where C is independent of ǫ 6= 0 and τ and RH denotes the resolvent operator of
H = −∆+ V .
Proof. By a density argument we might assume the a priori condition f ∈ L2(Rd).
The proof is based on the following estimates for the solution of (17):
(22)

‖∇u‖2X +
∫
Rd
V (x)
|x| |u(x)|2 dx+ supR>0 1R3
∫
B(0,R) |u(x)|2 dx
+(d− 3) ∫
Rd
|u(x)|2
|x|3 dx+ χ(d)
∫
R3
W (|x|)
|x| |u(x)|2dx
≤ C‖f‖2X∗ + 14 (|ǫ|+max{0, τ})‖u‖2X,
(23) |ǫ|‖u‖2X ≤ ‖f‖2X∗ + sup
R>0
1
R3
∫
B(0,R)
|u(x)|2dx + ‖∇u‖2X.
(24)

‖∇u‖2X + τ ‖u‖2X +
∫
Rd
V (x)
|x| |u(x)|2 dx+ supR>0 1R3
∫
B(0,R)
|u(x)|2dx
+‖V 12u‖2X + (d− 3)
∫
Rd
|u(x)|2
|x|3 dx+ χ(d)
∫
R3
W (|x|)
|x| |u(x)|2dx
≤ C‖f‖2X∗ + 12 |ǫ| ‖u‖2X , τ ≥ 0.
Estimate (18) follows easily from the three above estimates, assuming that the
terms in the left hand side are finite (this will be seen through the proofs of these
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estimates) in fact: for τ < 0, (18) is a consequence of (22) and (23) and for τ ≥ 0,
(18) is a consequence of (24) and (23).
Proof of (22). The basic estimates to obtain (22) are (108) and (106) in the appen-
dix. The point is the choice of an appropriate radial function ΦR(x) ≡ ΦR(|x|) in
(108) so that its left hand side to be an upper bound of the left hand side of (22).
We start by performing some calculations of derivatives of such a radial function.
We have:
(25) ∇u¯(x) ·D2ΦR(x) · ∇u(x) = Φ′′R(|x|)|∂ru(x)|2 +
Φ′R(|x|)
|x| |∂τu(x)|
2,
where ∂ru and ∂τu are respectively the radial and tangential parts of the derivative
of u.
We also have
(26) −∇ΦR(x) · ∇V (x) = −Φ′R(|x|)∂rV (x).
Roughly speaking, we want the quadratic form determined by D2ΦR(x) to be pos-
itive and the function 14∆
2ΦR(x) +
1
2∇V (x) · ∇ΦR(x) to be nonpositive.
In the case of d > 3 we proceed to find ΦR. We will use a combination of the
classical Morawetz multiplier |x|, see [12], and the multiplier (1+ |x|2)1/2 ( adapted
to the Hemholtz equation). More precisely, we start by considering
Φ(x) = (1 + |x|2)1/2 + |x|.
As above we identify Φ(x) ≡ Φ(r) with |x| = r. Then we have
(27) ∆2Φ(x) = − (d− 1)(d− 3)
(1 + |x|2)3/2 −
6(d− 3)
(1 + |x|2)5/2 −
15
(1 + |x|2)7/2 −
(d− 1)(d− 3)
|x|3 ,
(28) −∆2Φ(x) ≥ d(d+ 2)
8
√
2
χB(0,1)(x) +
(d− 1)(d− 3)
|x|3 ,
(29) 1 ≤ Φ′(r) = r
(1 + r2)1/2
+ 1 ≤ 2 r ≥ 0,
(30) 0 ≤ rΦ′′(r) = r
(1 + r2)1/2
− r
3
(1 + r2)3/2
≤ 1 r ≥ 0,
(31)
1
2
√
2
≤ inf
{
Φ′′(r),
Φ′(r) − 1
r
}
r ≤ 1.
Now we define for R > 0
ΦR(x) = RΦ(
x
R
).
As a consequence of (2) and (28):
(32)
− 14∆2ΦR(x) − 12∇ΦR(x) · ∇V (x)
≥ γ2 V (x)|x| + d(d+2)32√2R3χB(0,R)(x) +
η
4
(d−1)(d−3)
|x|3 .
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By using (28)-(31) and (25), we obtain, by inserting all the estimates in (108), that
1
R
∫
B(0,R)
|∇u(x)|2 dx+
∫
Rd
V (x)
|x| |u(x)|
2 dx
(33) + (d− 3)
∫
Rd
|u(x)|2
|x|3 dx+
1
R3
∫
B(0,R)
|u(x)|2 dx
≤ C
∫
Rd
|f(x)||∇u(x)| dx+ C
∫
Rd
|f(x)| |u(x)||x| dx+ C|ǫ|
∫
Rd
|u(x)| |∇u(x)| dx.
To finish we need the terms on the left hand side of (33) to be finite but, before
seeing this, let us deal with the case d = 3. In this case, we can find, for R > 0, a
radial function Φ (see Lemma 6.1 in Appendix 2) such that:
• ∆2Φ(x) = − c1R3χ(0,R)(x)− W (|x|)|x| , x ∈ R3, where W is the function in (3).
• infr>0{Φ′(r),Φ′′(r)} ≥ 0.
• infr∈(0,R)
{
Φ′(r)
r ,Φ
′′(r)
}
≥ c2R .
• c3 < Φ′(r) < κ < 12 , r > 0.
for some c1, c2, c3 and κ positive constants.
If we use the above inequalities and (3), we have
(34)
− 14∆2Φ(x) − 12∇Φ(x) · V (x) = c14R3χ(0,R)(x) + W (|x|)4|x| − 12Φ′(x)∂rV (x)
≥ c14R3χ(0,R)(x) + γV (x)2|x| + w(|x|)2|x|
(
1
2 − Φ′(|x|)
)
≥ c14R3χ(0,R)(x) + γV (x)2|x| + w(|x|)2|x|
(
1
2 − κ
)
.
Now, since 12 − κ > 0, we can use (108) as in the case d > 3 to conclude that for
d ≥ 3 we have
1
R
∫
B(0,R)
|∇u(x)|2 dx+
∫
Rd
V (x)
|x| |u(x)|
2 dx+ (d− 3)
∫
Rd
|u(x)|2
|x|3 dx
(35) + χ(d)
∫
R3
W (|x|)
|x| |u(x)|
2dx+
1
R3
∫
B(0,R)
|u(x)|2 dx
≤ C
∫
Rd
|f(x)||∇u(x)| dx+ C
∫
Rd
|f(x)| |u(x)||x| dx+ C|ǫ|
∫
Rd
|u(x)| |∇u(x)| dx.
We check now that the terms on the left hand side of (22) are finite. Notice that,
since the right hand side of (35) does not depend on R > 0, it suffices to check that
it is finite.
On one hand the classical theory guarantees, with our a priori condition f ∈ L2,
the existence and uniqueness of solution of (17) in L2(Rd). On the other hand, by
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taking ϕ = 1 in (106), since V ≥ 0, we obtain
(36)
∫
|∇u|2dx ≤ (max{0, τ}+ 1)‖u‖22 + ‖f‖22,
and hence we obtain that u ∈W 1,2. Therefore,
(37)
∫
Rn
|f(x)||∇u(x)| dx ≤ ‖f‖L2‖∇u‖L2 <∞,
(38)
∫
Rn
|u(x)||∇u(x)| dx ≤ ‖u‖L2‖∇u‖L2 <∞,
and using Hardy’s inequality, we have
(39)
∫
Rn
|f(x)| |u(x)||x| dx ≤ C
∫
Rd
|f(x)|2dx+ C
∫
Rd
|∇u(x)|2dx <∞.
Finally, by taking sup in (35) we get
(40)
‖|∇u‖2X +
∫
Rd
V (x)
|x| |u(x)|2 dx+ χ(d)
∫
R3
W (|x|)
|x| |u(x)|2dx
+supR>0
1
R3
∫
B(0,R)
|u(x)|2 dx+ (d− 3) ∫
Rd
|u(x)|2
|x|3 dx <∞ d ≥ 3,
as desired. Now, to obtain the a priori estimate, we bound the terms on the right
hand side of (35).
We start by writing
(41)
C
∫
Rd
|f(x)| |u(x)||x| dx ≤ C
∑
j∈Z
∫
C(j) |f(x)| |u(x)||x| dx
≤ C∑j∈Z (2j ∫C(j) |f(x)|2dx)1/2 ( 123j ∫C(j) |u(x)|2dx)1/2
≤ C‖f‖X∗
(
supR>0
1
R3
∫
B(0,R) |u(x)|2 dx
)1/2
≤ C‖f‖2X∗ + 12 supR>0 1R3
∫
B(0,R)
|u(x)|2 dx.
We also have the pairing
(42) C
∫
Rd
|f(x)||∇u(x)| dx ≤ C‖f‖X∗‖∇u‖X ≤ C‖f‖2X∗ +
1
2
‖∇u‖2X .
To treat the third term on the right hand side of (35), we take ϕ = 1 in (107) to
obtain
|ǫ|
∫
Rd
|u(x)|2dx ≤
∫
Rd
|f(x)||u(x)|dx.(43)
and if we again take ϕ = 1 in (106) and by using (43), we get
(44)
|ǫ| ∫
Rd
|∇u(x)|2 dx ≤ max{0, τ}|ǫ| ∫
Rd
|u(x)|2dx+ |ǫ| ∫
Rd
|f(x)||u(x)| dx
≤ (max{0, τ}+ |ǫ|) ∫
Rd
|f(x)||u(x)| dx.
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Now we use Cauchy-Schwartz inequality, (43), (44) to have
(45) C|ǫ|
∫
Rd
|u(x)||∇u(x)|dx ≤ C‖f‖2X∗ +
1
4
(|ǫ|+max{0, τ})‖u‖2X.
From this, (35), (41) and by taking sup in R > 0, we have
(46)
‖∇u‖2X +
∫
Rd
V (x)
|x| |u(x)|2 dx+ supR>0 1R3
∫
B(0,R) |u(x)|2 dx
+(d− 3) ∫
Rd
|u(x)|2
|x|3 dx+ χ(d)
∫
R3
W (|x|)
|x| |u(x)|2dx ≤ C‖f‖X∗
+ 12 supR>0
1
R3
∫
B(0,R)
|u(x)|2 dx + 12‖∇u‖2X + 14 (|ǫ|+max{0, τ})‖u‖2X.
and we obtain (22).
Proof of of estimate (23).
For R > 0 fixed, we consider the function
ϕR(x) =
1
R
χ{|x|<R}(x) +
(
2
R
− |x|
R2
)
χ{R≤|x|<2R}.
We have that
1
R
χ{|x|<R}(x) ≤ ϕR(x) ≤
1
R
χ{|x|<2R}(x),
and
|∇ϕR(x)| ≤ 1
R2
χ{R<|x|<2R}(x).
If we take in (107) ϕ = ϕR, using the previous estimates we obtain that
(47)
|ǫ|
R
∫
B(0,R) |u(x)|2 dx ≤ 1R2
∫
R<|x|<2R |∇u(x)||u(x)| dx
+ 1R
∫
B(0,2R) |f(x)||u(x)| dx.
Using Cauchy-Schwartz inequality, we have
(48)
1
R2
∫
R<|x|<2R
|∇u(x)||u(x)|dx ≤ 1
4
‖∇u‖2X +
1
4
sup
R>0
1
R3
∫
B(0,R)
|u(x)|2dx.
Finally, as in (41)
(49)
1
R
∫
B(0,2R) |f(x)||u(x)|dx ≤ 2
∫
Rd
|f(x)| |u(x)||x| dx
≤ 12‖f‖2X∗ + 12 supR>0 1R3
∫
B(0,R) |u(x)|2dx.
The result follows from (47), (48) and (49). 
Proof of of estimate (24).
Following [13], for R > 0 fixed, we consider two functions ΦR and ϕR given by
(50) ∇ΦR(x) = x
R
χ{|x|<R}(x) +
x
|x|χ{|x|≥R}(x),
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(51) ϕR(x) =
1
2R
χ{|x|<R}(x).
Some calculations give us the following identities which hold in the distributional
sense:
∆ΦR(x) =
d
R
χ{|x|<R}(x) +
d− 1
|x| χ{|x|>R}(x),
D2ijΦR(x) =
δij
R
χ{|x|<R}(x) +
(
δij
|x| −
xixj
|x|3
)
χ{|x|>R}(x),
and
∆(2ϕR −∆ΦR)(x) = (d− 1)
R2
δ{|x|=R} +
(d− 1)(d− 3)
|x|3 χ{|x|>R}(x),
where
δij =
{
1 if i = j
0 if i 6= j.
It is easy to check that
∇u¯(x) ·D2ΦR(x) · ∇u(x) ≥ |∇u(x)|
2
R
χ{|x|<R}(x),
|ϕR| ≤ 1
2|x| , |∇ΦR| ≤ 1, |∆ΦR| ≤
d
|x| .
From (40) we know that
(d− 3)
∫
Rd
|u(x)|2
|x|3 dx+ χ(d)
∫
R3
W (|x|)
|x| |u(x)|
2dx <∞.
Then using (2) and (3),
(52)
− 12
∫
Rd
∇V (x) · ∇ΦR(x)|u(x)|2dx ≥ γ2R
∫
B(0,R)
V (x)|u(x)|2dx
+ γ2
∫
|x|>R
V (x)
|x| |u(x)|2dx− (1− η) (d−1)(d−3)4
∫
Rd
|u(x)|2
|x|3 dx d > 3
and
(53)
− 12
∫
R3
∇V (x) · ∇ΦR(x)|u(x)|2dx ≥ γ2R
∫
B(0,R) V (x)|u(x)|2dx
+ γ2
∫
|x|>R
V (x)
|x| |u(x)|2dx− 12
∫
R3
W (|x|)
|x| |u(x)|2dx.
If d ≥ 3, with the above inequalities, by using Φ = ΦR and ϕ = ϕR in (109) and
that τ ≥ 0, we have that
(54)
1
2R
∫
B(0,R) |∇u(x)|2dx + (d−1)4R2
∫
|x|=R |u(x)|2dσR(x) + τ2R
∫
B(0,R) |u(x)|2dx
+ d−34
∫
|x|>R
|u(x)|2
|x|3 dx+
γ
2R
∫
B(0,R) V |u(x)|2dx+ γ2
∫
|x|>R
V (x)
|x| |u(x)|2 dx
−(1− η)d−34
∫
Rd
|u(x)|2
|x|3 dx− 12χ(d)
∫
R3
W (|x|)
|x| |u(x)|2dx ≤
∫
Rd
|f ||∇u(x)| dx
+ (d+1)2
∫
Rd
|f(x)| |u(x)||x| dx+ |ǫ|
∫
Rd
|∇u(x)||u(x)| dx + 12
∫
Rd
V (x)
|x| |u(x)|2 dx
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If we use (36)-(39) and (40), we have
(55)
‖∇u‖2X +
∫
Rd
V (x)
|x| |u(x)|2dx+ supR>0 1R2
∫
|x|=R |u(x)|2dσR(x)
+‖V 12 u‖2X + τ‖u‖2X <∞.
Let δ > 0 be such that ∫ ∞
0
tW (t)dt <
1
2
− δ,
use (41), (42), (45), (22) and take sup in (54), then we have
(56)
‖∇u‖2X + supR>0 1R2
∫
|x|=R |u(x)|2dσR(x) + τ‖u‖2X + ‖V
1
2 u‖2X
+
∫
Rd
V (x)
|x| |u(x)|2 dx+ (d− 3)
∫
Rd
|u(x)|2
|x|3 dx − 12χ(d)
∫
R3
W (|x|)
|x| |u(x)|2dx
≤ C‖f‖2X∗ + 12 supR>0 1R3
∫
B(0,R)
|u(x)|2dx+ 12‖∇u‖2X + 12 (|ǫ|+ τ)‖u‖2X .
Estimate (24) follows from this and by using
(57) sup
R>0
1
R3
∫
B(0,R)
|u(x)|2dx ≤ sup
R>0
1
R2
∫
|x|=R
|u(x)|2dσR(x),
and
(58)
(12 + δ)
∫
R3
W (|x|)
|x| |u(x)|2dx = (12 + δ)
∫∞
0
W (t)
t
∫
|x|=t |u(x)|2dσt(x)dt
< (14 − δ2) supR>0 1R2
∫
|x|=R |u(x)|2dσR(x).
2.2. Proof of the theorem 1.1. We start with the proof of the estimate (5).
For simplicity, for R > 0 fixed, we introduce the function ψR defined by
(59) ψR(x) =
1
R(1 + |x|
2
R2 )
.
Since ψR(x) >
1
2RχB(0,R)(x), to show that (5) holds, it is enough to prove that for
all R > 0, there exists a positive constant C independent of R, such that∫ ∞
−∞
∫
Rd
ψR(x)|D 12 eitHu0(x)|2dxdt ≤ C ‖u0‖22.
This estimate is equivalent to say that the operator ψ
1
2
RD
1
2 is H−smooth (see [15],
v.IV or [10]). We will prove, further, that ψ
1
2
RD
1
2 is H−supersmooth, which means,
(see [10]), that for all f ∈ D(D 12ψ
1
2
R) ⊂ L2(Rd), τ ∈ R and ǫ > 0, there exists a
positive constant C independent of τ and ǫ such that
‖ψ
1
2
RD
1
2RH(τ ± iǫ)D 12ψ
1
2
Rf‖L2 ≤ C ‖f‖L2.
In our case, the constant C also has to be independent of R.
This estimate can be obtained, using complex interpolation of operators, from the
following estimate and its dual version:
‖ψ
1
2
RD
1+iηRH(τ ± iǫ)D−iηψ
1
2
Rf‖L2 ≤ C ‖f‖L2, ∀ η ∈ R.
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This inequality can be written as
(60) ‖D1+iηRH(τ ± iǫ)D−iηf‖L2(ψR) ≤ C ‖f‖L2(ψ−1R ).
We see that for any γ ∈ R,
‖Diγf‖L2(ψR) ≤ C ‖f‖L2(ψR),(61)
‖D−iγf‖L2(ψ−1R ) ≤ C ‖f‖L2(ψ−1R ),(62)
‖Df‖L2(ψR) ≤ C ‖∇f‖L2(ψR),(63)
with C a positive constant independent of R. Therefore, to show that (60) holds,
it will be enough to prove that
(64) ‖∇RH(τ ± iǫ)f‖L2(ψR) ≤ C ‖f‖L2(ψ−1R ).
Estimates (61), (62) and (63) are consequence of the fact that ψR and ψ
−1
R are
weights in the class A2 (see [5]). This means that for any cube Q in R
d, there exists
a constant C independent of Q such that(
1
|Q|
∫
Q
ψR(x)dx
)(
1
|Q|
∫
Q
1
ψR(x)
dx
)
≤ C.
One can check that the constant C above is independent of R.
Now, since ψR(x) ≤ 1/R and ψR(x) ≤ R/|x|2, we have that
‖∇RH(τ ± iǫ)f‖2L2(ψR) ≤
1
R
∫
B(0,R)
|∇RH(τ ± iǫ)f(x)|2dx
+R
∫
|x|≥R
|∇RH(τ ± iǫ)f(x)|2
|x|2 dx.(65)
We control the second term in the previous inequality by taking k ∈ N such that
(66) 2k < R ≤ 2k+1.
Thus
R
∫
|x|≥R
|∇RH(τ ± iǫ)f(x)|2
|x|2 dx ≤ R
∞∑
j≥k
∫
Cj
|∇RH(τ ± iǫ)f(x)|2
|x|2 dx
≤ R ‖∇RH(τ ± iǫ)f‖2X
∞∑
j≥k
1
2j
≤ C ‖∇RH(τ ± iǫ)f‖2X .
Inserting this in (65) we have that
(67) ‖∇RH(τ ± iǫ)f‖2L2(ψR) ≤ C ‖∇RH(τ ± iǫ)f‖2X .
Furthermore, taking into account that ψ−1R (x) ≥ R, ψ−1R (x) ≥ |x|2/R, and for k ∈ N
satifying (66), we have that
(68) ‖f‖2X∗ ≤ R
∫
B(0,R)
|f(x)|2dx + 1
R
∫
|x|≥R
|f(x)|2|x|2dx ≤ C‖f‖2
L2(ψ−1R )
.
After (67), (20) and the above inequality we get (64), from which (5) follows.
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Arguing in a similar way to show that (6) holds, we will prove that the operator of
multiplication by the function ψ
1
2
R V
1
4 is H-supersmooth. We prove then that for
all f ∈ D(ψ
1
2
R V
1
4 ) ⊂ L2(Rd), τ ∈ R and ǫ > 0, there exists a positive constant C
independent of τ , ǫ and R such that
‖ψ
1
2
R V
1
4RH(τ ± iǫ)ψ
1
2
R V
1
4 f‖L2 ≤ C ‖f‖L2.
Again this estimate can be obtained, using complex interpolation of operators, from
the following estimate and its dual:
‖ψ 12RV
1+iγ
2 RH(τ ± iǫ)V −i
γ
2 ψ
1
2
Rf‖L2 ≤ C ‖f‖L2, ∀ γ ∈ R.
This inequality can be written as
(69) ‖V 1+iγ2 RH(τ ± iǫ)V −i
γ
2 f‖L2(ψR) ≤ C ‖f‖L2(ψ−1R ).
Since
‖V iγf‖L2(ψR) ≤ C‖f‖L2(ψR),
‖V −iγf‖L2(ψ−1R ) ≤ C‖f‖L2(ψ−1R ),
with C a positive constant independent of R, to show (69) we can reduce to prove
that
‖V 12RH(τ ± iǫ)f‖L2(ψR) ≤ C ‖f‖L2(ψ−1R ).
Finally, since ψR(x) ≤ 1/|x|, from (21) and (68),we have that
‖V 12RH(τ ± iǫ)f‖L2(ψR) ≤ C ‖RH(τ ± iǫ)f‖L2( V (x)|x| )
≤ C ‖f‖X∗ ≤ C ‖f‖L2(ψ−1R ).

Remark 2.3. Estimates (22) and (23) hold for γ = 0, nevertheless our proof of
estimate (24) does not work in this case. To obtain (18) we need also (24) . This
is the reason for which theorem 1.1 is not a generalization of the work [3].
3. Some attractive perturbations
3.1. Estimates for the resolvent. In this section, we give a priori estimate for
the resolvent of the operator H defined in the Theorem 1.2, that will be the key to
prove this theorem.
Theorem 3.1. Let V and n be two real valued functions satisfying the conditions
of Theorem 1.2, and let u be a solution of the equation
(70) −∆u+ (V (x) + n(x)) u± iǫu− τu = f, ǫ 6= 0, x ∈ Rd d ≥ 3.
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Then, given ρ > 0 and τ0 > 0, the following estimates hold:
(71)
‖∇u‖2Xρ + supR≥ρ 1R2
∫
|x|=R |u(x)|2dσR(x)
+‖ |n| 12u‖2Xρ + (d− 3)
∫
Rd
|u(x)|2
|x|3 dx + τ ‖u‖2Xρ +
∫
Rd
V (x)
|x| |u(x)|2 dx
+χ(d)
∫
R3
W (|x|)
|x| |u(x)|2dx ≤ C(βρ)
(
‖f‖2X∗ρ +
∥∥∥∥ f|n| 12
∥∥∥∥2
X∗ρ
)
, ∀ τ ≥ 0.
(72)
‖∇u‖2Xρ + supR≥ρ 1R2
∫
|x|=R |u(x)|2dσR(x)
+ ‖ |n| 12u‖2Xρ + (d− 3)
∫
Rd
|u(x)|2
|x|3 dx+ τ ‖u‖2Xρ +
∫
Rd
V (x)
|x| |u(x)|2 dx
+χ(d)
∫
R3
W (|x|)
|x| |u(x)|2dx ≤ C(βρ, τ0) ‖f‖2X∗ρ , ∀ τ ≥ τ0.
where χ(d) is the function defined in (19), W the function in (3), C(βρ) and
C(βρ, τ0) are constants independent of ǫ and τ .
Remark 3.2. Estimate (72) says that
(73) ‖∇RH(τ ± iǫ)f‖Xρ ≤ C‖f‖X∗ρ ,
with C independent of ǫ 6= 0 and τ ≥ 0 and
(74) τ1/2‖RH(τ ± iǫ)f‖Xρ ≤ C ‖f‖X∗ρ ,
with C independent of ǫ 6= 0 and τ ≥ τ0.
Proof. We follow the scheme of the proof of Theorem 2.1. Let u denote a solution
of (70) when f ∈ L2(Rd).
We start with the proof of (71). This will be a consequence of
(75)

‖∇u‖2Xρ + supR≥ρ 1R2
∫
|x|=R |u(x)|2dσR(x) +
∫
Rd
V (x)
|x| |u(x)|2 dx
+‖ |n| 12u‖2Xρ + (d− 3)
∫
Rd
|u(x)|2
|x|3 dx+ χ(d)
∫
R3
W (|x|)
|x| |u(x)|2dx
+τ ‖u‖2Xρ ≤ C
(
‖f‖2X∗ρ +
∥∥∥∥ f|n| 12
∥∥∥∥2
X∗ρ
)
+ δ|ǫ|‖u‖2Xρ.
and (23), that is true for the solutions of (70).
We begin considering the case d = 3. By (3) and Lemma 6.1 in Appendix 2, we
can choose three positive constants α, ǫ and δ an a radial function ΦR such that
• α+ ǫ6 +
∫∞
0
t
(
W (t) + δtχ(0,ρ)(t)
)
dt < 12 .
• ∆ΦR(x) = − ǫR3χ(0,R)(|x|) − W (|x|)|x| − δ|x|2χ(0,ρ)(|x|).
• infr>0{Φ′(r),Φ′′(r)} ≥ 0.
• infr∈(0,R)
{
Φ′(r)
r ,Φ
′′(r)
}
≥ CǫR .
• α < Φ′(r) < κ < 12 , r > 0.
16 J. A. BARCELO´, A. RUIZ, L. VEGA AND M. C. VILELA
Inserting this function in (108) and following the proof of (22),we can check that
C1
R
∫
B(0,R)
|∇u(x)|2 dx+ C1
R3
∫
B(0,R)
|u(x)|2 dx+ C1
∫
B(0,ρ)
|u(x)|2
|x|2 dx
+C1
∫
R3
W (|x|)
|x| |u(x)|
2dx+ α
γ
2
∫
R3
V (x)
|x| |u(x)|
2 dx ≤ C
∫
R3
|f(x)||∇u(x)| dx
+C
∫
R3
|f(x)| |u(x)||x| dx+ |ǫ|
∫
R3
|u(x)| |∇u(x)| dx+ 1
4
∫
R3
∇n(x) · x
|x| |u(x)|
2dx,
with C and C1 absolute constants.
In a similar way we have also the analogous for d > 3, see specially (29),
C1
R
∫
B(0,R)
|∇u(x)|2 dx+ C1R3
∫
B(0,R)
|u(x)|2 dx+ C1(d− 3)
∫
Rd
|u(x)|2
|x|3 dx
+ γ2
∫
Rd
V (x)
|x| |u(x)|2 dx ≤ C
∫
Rd
|f(x)||∇u(x)| dx+ C ∫
Rd
|f(x)| |u(x)||x| dx
+|ǫ| ∫
Rd
|u(x)| |∇u(x)| dx+ ∫
Rd
∇n(x)·x
|x| |u(x)|2dx.
Both together write as
(76)
C1
R
∫
B(0,R) |∇u(x)|2 dx+ C1R3
∫
B(0,R) |u(x)|2 dx+ C1(d− 3)
∫
Rd
|u(x)|2
|x|3 dx
+(αχ(d) + (1− χ(d))) γ2
∫
Rd
V (x)
|x| |u(x)|2 dx+ C1χ(d)
∫
B(0,ρ)
|u(x)|2
|x|2 dx
+C1χ
∫
R3
W (|x|)
|x| |u(x)|2dx ≤ C
∫
Rd
|f(x)||∇u(x)| dx+ C ∫
Rd
|f(x)| |u(x)||x| dx
+|ǫ| ∫
Rd
|u(x)| |∇u(x)| dx+ ( 14χ(d) + (1 − χ(d))) ∫Rd ∇n(x)·x|x| |u(x)|2dx.
This inequality allows us to start proving: for any δ > 0 there exist two positive
constants A ≡ A(δ) and B ≡ B(δ, β) such that
(77)

A‖∇u‖2Xρ +A supR≥ρ 1R3
∫
B(0,R)
|u(x)|2 dx+Aχ(d) ∫
B(0,ρ)
|u(x)|2
|x|2 dx
+A(d− 3) ∫
Rd
|u(x)|2
|x|3 dx+ (αχ(d) + (1− χ(d))) γ2
∫
Rd
V (x)
|x| |u(x)|2 dx
+Aχ(d)
∫
R3
W (|x|)
|x| |u(x)|2dx ≤ B
(
‖f‖2X∗ρ +
∥∥∥∥ f|n| 12
∥∥∥∥2
X∗ρ
)
+δ(|ǫ|+ τ)‖u‖2Xρ +
(
1
4χ(d) + (1− χ(d))
)
(δ + βρ)‖ |n| 12 u‖2Xρ ,
that we will use in the proof of (75).
Proof of estimate (77)
We need to show that the right hand side of (76) is finite in order to take supremun
in R > ρ.
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Take ϕ = 1 in (106), from (8) and the fact that V ≥ 0, we get
(78)
∫
Rd
|∇u(x)|2dx ≤ ∫
Rd
|n(x)||u(x)|2dx+ τ ∫
Rd
|u(x)|2dx+ ∫
Rd
|u||f |dx
≤ (‖n1‖∞ + τ + 1)‖u‖2L2(Rd) + ‖f‖2L2(Rd) + c1
∫
Rd
|∇u(x)|2dx,
with 0 < c1 < 1, the constant in (8). From this, it follows that if f ∈ L2(Rd), then
u, the solution of (70), is in W 1,2(Rd).
From (78) and (8), it is easy to check that
(79) ‖|n| 12 u‖2Xρ ≤
C(‖n1‖∞, c1)
ρ
(
‖u‖2L2(Rd) + ‖∇u‖2L2(Rd)
)
<∞.
On the other hand, we have (37)-(39) and using (79) and (9), we have
(80)
∫
Rd
∇n(x)·x
|x| |u(x)|2dx ≤
∑
j≥j0
∫
Cj
∇n(x)·x
|x| |n(x)| |n(x)| |u(x)|2dx
+
∫
B(0,ρ)
∇n(x)·x
|x| |n(x)| |n(x)| |u(x)|2dx
≤∑j≥j0 supx∈Cj ∇n(x)·x|x| |n(x)| ∫Cj |n(x)| |u(x)|2dx
+supx∈B(0,ρ)
∇n(x)·x
|x| |n(x)|
∫
B(0,ρ)
|n(x)| |u(x)|2dx ≤ βρ ‖|n| 12 u‖2Xρ <∞.
We can take the sup when R ≥ ρ in (76) to get
(81)
‖∇u‖2Xρ + supR≥ρ 1R3
∫
B(0,R) |u(x)|2dx+
∫
Rd
V (x)
|x| dx
+(d− 3) ∫
Rd
|u(x)|2
|x|3 dx+ χ(d)
∫
B(0,ρ)
|u(x)|2
|x|2 dx+ χ
∫
R3
W (|x|)
|x| |u(x)|2dx <∞,
and therefore the left hand side of (77) is finite.
Now let us see the a priori estimate (77). We study the terms on the right hand
side of (76).
(82) C
∫
Rd
|f(x)||∇u(x)| dx ≤ C‖f‖2X∗ρ +
C1
2
‖∇u‖2Xρ.
Let j0 be such that 2
j0 < ρ ≤ 2j0+1. Arguing as in (41), we have that
C
∫
Rd
|f(x)| |u(x)||x| dx ≤ C
∫
B(0,ρ)
|f(x)| |u(x)||x| dx+ C
∫
|x|>ρ
|f(x)| |u(x)||x| dx
≤ C
∫
B(0,R)
|f(x)| |u(x)||x| dx+ C‖f‖
2
X∗ρ
+
C1
2
sup
R≥ρ
1
R3
∫
B(0,ρ)
|u(x)|2dx,
and
C
∫
B(0,ρ)
|f(x)| |u(x)||x| dx ≤ C‖f‖
2
X∗ρ
+
C1(d− 3)
2
∫
Rd
|u(x)|2
|x|3 dx for d > 3,
C
∫
B(0,ρ)
|f(x)| |u(x)||x| dx ≤ C‖f‖
2
X∗ρ
+
C1
2
∫
B(0,ρ)
|u(x)|2
|x|2 dx for d = 3.
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Therefore, for d ≥ 3 we have
(83)
C
∫
Rd
|f(x)| |u(x)||x| dx ≤ C‖f‖2X∗ρ +
C1
2 χ(d)
∫
B(0,ρ)
|u(x)|2
|x|2 dx
+C1(d−3)2
∫
Rd
|u(x)|2
|x|3 dx+
C1
2 supR≥ρ
1
R3
∫
B(0,R)
|u(x)|2dx.
To control the third term on the right hand side of (76), use the first inequality of
(78) to obtain
∫
Rd
|∇u(x)|2dx ≤ (τ+‖n1‖L∞)
∫
Rd
|u(x)|2 dx+
∫
Rd
|f(x)||u(x)|dx+c1
∫
Rd
|∇u(x)|2dx,
and since c1 < 1,
|ǫ|
∫
Rd
|∇u(x)|2 dx ≤ C(τ + ‖n1‖L∞)|ǫ|
∫
Rd
|u(x)|2dx+ C|ǫ|
∫
Rd
|f(x)||u(x)| dx.
Arguing as in the proof of (45) but replacing (44) by this last inequality, we obtain
for δ > 0
(84)
|ǫ| ∫
Rd
|∇u(x)||u(x)| dx ≤ C(τ + ‖n1‖L∞ + |ǫ|) 12
∫
Rd
|f(x)||u(x)| dx
≤ C
(∥∥∥∥ f|n| 12
∥∥∥∥2
X∗ρ
+ ‖f‖2X∗ρ
)
+ δ‖|n| 12u‖2Xρ + δ(τ + |ǫ|)‖u‖2Xρ .
From (76), using (82)- (84), and taking the sup in R ≥ ρ, we get
supR≥ρ
C1
R3
∫
B(0,R) |u(x)|2 dx+ (αχ(d) + (1− χ(d))) γ2
∫
Rd
V (x)
|x| |u(x)|2 dx
+C1(d− 3)
∫
Rd
|u(x)|2
|x|3 dx+ C1χ(d)
∫
B(0,ρ)
|u(x)|2
|x|2 dx + C1χ(d)
∫
R3
W (|x|)
|x| |u(x)|2dx
+C1‖∇u‖2Xρ ≤ C
(
‖f‖2X∗ρ +
∥∥∥∥ f|n| 12
∥∥∥∥2
X∗ρ
)
+ C1(d−3)2
∫
Rd
|u(x)|2
|x|3 dx
+C1χ(d)2
∫
B(0,ρ)
|u(x)|2
|x|2 dx+
C1
2 supR≥ρ
1
R3
∫
B(0,R)
|u(x)|2 dx+ C12 ‖∇u‖2Xρ
+δ(|ǫ|+ τ)‖u‖2Xρ +
(
1
4χ(d) + (1− χ(d))
)
(δ + βρ)‖|n| 12 u‖2Xρ ,
and (77) follows.
Proof of estimate (75).
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Fix R ≥ ρ, if we argue as in the proof of (24), then we get an estimate which is
similar to (54). More precisely, if d ≥ 3 we obtain
(85)
1
2R
∫
B(0,R)
|∇u(x)|2 dx+ (d−1)4R2
∫
|x|=R |u(x)|2dσR(x)
+ τ2R
∫
B(0,R)
|u(x)|2dx+ 12R
∫
B(0,R)
|n(x)||u(x)|2dx+ d−34
∫
|x|>R
|u(x)|2
|x|3 dx
+ γ2R
∫
B(0,R)
V (x)|u(x)|2 dx+ γ2
∫
|x|>R
V (x)
|x| |u(x)|2 dx
−(1− η)d−34
∫
Rd
|u(x)|2
|x|3 dx− χ(d)2
∫
R3
W (|x|)
|x| |u(x)|2 dx
≤ ∫
Rd
|f(x)||∇u(x)| dx+ (d+1)2
∫
Rd
|f(x)| |u(x)||x| dx
+|ǫ| ∫
Rd
|∇u(x)||u(x)| dx+ 12
∫
Rd
V (x)
|x| |u(x)|2 dx+ 12
∫
Rd
∇n(x)·x
|x| |u(x)|2dx.
From (77) ∫
Rd
V (x)
|x| |u(x)|
2 dx+ χ(d)
∫
R3
W (|x|)
|x| |u(x)|
2 dx <∞.
Then as in the proof of (77), we have
‖∇u‖2Xρ + sup
R≥ρ
1
R2
∫
|x|=R
|u(x)|2dσR(x) + ‖ |n| 12 u‖2Xρ + ‖ V
1
2u‖2Xρ
+
∫
Rd
V (x)
|x| |u(x)|
2 dx + τ ‖u‖2Xρ + (d− 3)
∫
Rd
|u(x)|2
|x|3 dx <∞.
In order to get the a priori estimate, we use (77), (80),(82), (83), (57), (58) and
taking the sup in R ≥ ρ in (85), we have for an absolute constant C2
C2‖∇u‖2Xρ + C24 supR≥ρ 1R2
∫
|x|=R |u(x)|2dσR(x) + 12‖ |n|
1
2u‖2Xρ + C2‖ V
1
2u‖2Xρ
+ 3C24 supR≥ρ
1
R3
∫
B(0,R)
|u(x)|2dx + γ2
∫
Rd
V (x)
|x| |u(x)|2 dx+ τC2‖u‖2Xρ
+(d− 3)C2
∫
Rd
|u(x)|2
|x|3 dx+ C2χ(d)
∫
R3
W (|x|)
|x| |u(x)|2 dx
≤ C
(
‖f‖2X∗ρ +
∥∥∥∥ f|n| 12
∥∥∥∥2
X∗ρ
)
+ δ(|ǫ|+ τ)‖u‖2Xρ + C22 supR≥ρ 1R3
∫
B(0,R) |u(x)|2dx
+C22 ‖∇u‖2Xρ +
(
1
4αχ(d) + (1− χ(d)
)
(δ + 2βρ)‖|n| 12 u‖2Xρ .
If d > 3, we take δ small and since βρ < 1/4, the terms
C2
2
‖∇u‖2Xρ , δτ‖u‖2Xρ , (δ + 2βρ)‖|n|
1
2u‖2Xρ and
C2
2
sup
R≥ρ
1
R3
∫
B(0,R)
|u(x)|2 dx
can be absorbed by their analogous on the left hand side of the above inequality in
order to obtain (75).
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If d = 3, we will need that
βρ < α <
1
2
−
∫ ∞
0
tW (t)dt.
The proof of (72) is similar to the previous one, but in this case, we have to replace
C(‖f‖2X∗ρ + ‖|n|−1/2|f |‖2X∗ρ ) by C(τ0)‖f‖2X∗ρ for all τ ≥ τ0. In order to do this, we
have to modify the estimate (84) as follows:
|ǫ| ∫
Rd
|∇u(x)||u(x)|dx ≤ C(τ + ‖n1‖L∞ + |ǫ|) 12
∫
Rd
|f(x)||u(x)|dx
≤ C
(
‖n1‖L∞
τ0
) 1
2 ‖f‖X∗ρ‖|n|
1
2u‖Xρ + C(τ0)(τ + |ǫ|)
1
2 ‖f‖X∗ρ‖u‖Xρ τ ≥ τ0.

3.2. Proof of Theorem 1.2. We start with the proof of estimate (10). Estimate
(11) is treated in a similar way.
Following the proof of the Theorem 1.1, for R ≥ ρ fixed, we consider the function
ψR defined by (59).
As in the proof of (5), it suffices to prove that the operator ψ
1
2
RD
1
2 is H−super-
smooth on [τ0,∞) (ψ
1
2
RD
1
2P[τ0,∞) is H−supersmooth, see [15], v IV pag.163), which
means that for all f ∈ D(D 12ψ
1
2
R) ⊂ L2(Rd), τ ≥ τ0 and ǫ > 0, there exists a positive
constant C(βρ, τ0) independent of τ , ǫ and R such that
‖ψ
1
2
RD
1
2RH(τ ± iǫ)D 12ψ
1
2
Rf‖L2 ≤ C(βρ, τ0) ‖f‖L2.
(Here, we use that the operators eitH and Pτ0 commute).
Arguing as in the proof of Theorem 1.1, but using (73) instead (20), we obtain (10).
(11) follows in a similar way.

4. Potentials without smallness assumptions
4.1. Estimates for the resolvent. As in the previous sections we start with the
Helmholtz equation.
Proposition 4.1. Let V1 and V2 be two real valued potentials as in Theorem 1.3,
and let u be a solution of the equation
(86) −∆u+ (V1 + V2) u± iǫu+ τu = f, ǫ 6= 0, x ∈ Rd d ≥ 2.
• If d ≥ 3, given τ0 > 0 there exits B(τ0) such that
(87) τ0B(τ0) = o(1) τ0 → 0
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and the following a priori estimate holds:
(88)
‖∇u‖2Xτ0 + τ ‖u‖
2
Xτ0
+ (d− 3) ∫|x|>τ0 |u(x)|2|x|3 dx
+supR≥τ0
1
R2
∫
|x|=R |u(x)|2dσR(x) ≤ C‖f‖2X∗τ0 for τ ≥ B(τ0).
• If d = 2, there exists τ0 > 0 and B(τ0) satisfying (87) and u verifies the
following a priori estimate:
(89)
‖∇u‖2Xτ0 + τ ‖u‖
2
Xτ0
+ supR≥τ0
1
R2
∫
|x|=R |u(x)|2dσR(x)
≤ C‖f‖2X∗τ0 for τ ≥ B(τ0).
Here, C is an absolute positive constant independent of ǫ , τ and τ0.
Proof. By a density argument we can assume without loss of generality that f ∈
L2(Rd).
We begin with the case d ≥ 3. For R > τ0 fixed, we consider the functions ΦR and
ϕR defined by (50) and (51). If we put Φ = ΦR and ϕ = ϕR in (111), arguing as
we did to get (54), we obtain
1
2R
∫
B(0,R)
|∇u(x)|2 dx+ τ
2R
∫
B(0,R)
|u(x)|2dx
+
(d− 1)(d− 3)
4
∫
|x|>R
|u(x)|2
|x|3 dx+
(d− 1)
8R2
∫
|x|=R
|u(x)|2dσR(x)
(90) ≤ 1
2
∫
Rd
|∇V1(x) · ∇ΦR(x)| |u(x)|2dx+ 1
2
∫
Rd
|V2(x)| |∇(|u|2)(x)|dx
+
1
2
∫
Rd
ϕR(x)|V1(x) + V2(x)| |u(x)|2dx+ 1
2
∫
Rd
|V2(x)| |∆ΦR(x)| |u(x)|2dx
+
∫
Rd
|f(x)| |∇u(x)|dx +
∫
Rd
ϕR(x) |f(x)| |u(x)|dx
+
1
2
∫
Rd
|f(x)| |∆ΦR(x)| |u(x)|dx+ |ǫ|
∫
Rd
|u(x)| |∇u(x)|dx.
As in the proof of theorem 2.1 and theorem 3.1 and using (12)-(14), we can see that
the left hand side of (90) is independent of R ≥ τ0 and it is finite. Then, taking
the sup in R ≥ τ0 on the right hand side of (90), we have
‖∇u‖2Xτ0 + τ‖u‖
2
Xτ0
+(d− 3)
∫
|x|>τ0
|u(x)|2
|x|3 dx+ supR≥τ0
1
R2
∫
|x|=R
|u(x)|2dσR(x) <∞.
To prove the a priori estimate, we study the terms on the left hand side of (90).
C will denote an absolute constant independent of τ , τ0, ǫ and a (the constant in
(12)-(14)).
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It is easy to check
(91)
∫
Rd
|∇V1(x) ·∇ΦR(x)| |u(x)|2dx ≤ a
(
1 +
2γ
1− 2γ max
{
1,
1
τ0
− 1
})
‖u‖2Xτ0 ,
∫
Rd
|V2(x)| |∇(|u|2)(x)|dx ≤ 2a2‖u‖2Xτ0 +
1
8
‖∇u‖2Xτ0 ,(92)
1
2
∫
Rd
ϕR(x) |V1(x) + V2(x)| |u(x)|2dx ≤ a‖u‖2Xτ0 ,(93)
(94)
1
2
∫
Rd
|V2(x)| |∆ΦR(x)| |u(x)|2 ≤ ad
2
(
1 +
2γ
1− 2γ max
{
1,
1
τ0
− 1
})
‖u‖2Xτ0 ,
(95)
∫
Rd
ϕR(x)|f(x)| |u(x)|dx +
∫
Rd
|f(x)| |∆ΦR(x)| |u(x)|dx
≤ dR
∫
B(0,R)
|f(x)||u(x)|dx + (d− 1) ∫|x|>R 1|x| |f(x)| |u(x)|dx
≤ d2C(δ)‖f‖2X∗τ0 + ‖u‖
2
Xτ0
,
and as in the proof of estimate (77)
(96)
|ǫ| ∫
Rd
|∇u(x)||u(x)| dx ≤ C‖f‖2X∗τ0 + δ(τ + 1)‖u‖
2
Xτ0
+ 18‖∇u‖Xτ0 + d−116 supR≥τ0 1R3
∫
B(0,R)
|u(x)|2dx.
Let us define
(97) B(τ0) = 16a(d
2 − 1)
(
1 +
2γ
1− 2γ max
{
1,
1
τ0
− 1
})
+ a(2a+ 1).
From (90), using (91)-(96) and taking
δ < min
{
B(τ0)
4
,
1
4
}
,
we get
1
R
∫
B(0,R)
|∇u(x)|2 dx+ τ
R
∫
B(0,R)
|u(x)|2dx
+(d− 3)
∫
|x|>R
|u(x)|2
|x|3 dx+
1
R2
∫
|x|=R
|u(x)|2dσR(x)
≤ C‖f‖2X∗τ0 +
(
τ
2
+
B(τ0)
4
)
‖u‖2Xτ0 +
1
2
‖∇u‖2Xτ0 +
d− 1
16
sup
R≥τ0
1
R3
∫
B(0,R)
|u(x)|2 dx.
If τ > B(τ0), by taking the sup in the above inequality and using (57), the terms(
τ
2
+
B(τ0)
4
)
‖u‖2Xτ0 ,
1
2
‖∇u‖2Xτ0 and
d− 1
16
sup
R≥τ0
1
R3
∫
B(0,R)
|u(x)|2 dx
on the right hand side can be passed to the l.h.s. and we get (88).
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Id d = 2, we write (90) as
1
2R
∫
B(0,R)
|∇u(x)|2 dx+ τ
2R
∫
B(0,R)
|u(x)|2dx+ 1
8R2
∫
|x|=R
|u(x)|2dσR(x)
≤ 1
2
∫
R2
∇V1(x) · ∇ΦR(x) |u(x)|2dx+ 1
2
∫
R2
|V2(x)| |∇(|u|2)(x)|dx
(98) +
1
2
∣∣∣∣∫
R2
ϕR(x)(V1(x) + V2(x)) |u(x)|2dx
∣∣∣∣+ 12
∣∣∣∣∫
R2
V2(x)∆ΦR(x)|u(x)|2dx
∣∣∣∣
+
∫
R2
|f(x)| |∇u(x)|dx +
∣∣∣∣∫
R2
ϕR(x)f(x)u¯(x)dx
∣∣∣∣
+
1
2
∣∣∣∣∫
R2
f(x)∆ΦR(x)u¯(x)dx
∣∣∣∣ + |ǫ| ∫
R2
|u(x)| |∇u(x)|dx + 1
4
∫
|x|>R
|u(x)|2
|x|3 dx.
Let us study the last term in the above inequality.
Using (97), we define τ0, and therefore B(τ0), such that
1
2B(τ0)τ20
< 1
and let us take j0 satisfying 2
j0 < τ0 ≤ 2j0+1.
We know, for R > τ0, that
1
4
∫
|x|>R
|u(x)|2
|x|3 dx ≤
1
4τ30
∫
|x|>τ0
|u(x)|2dx <∞
and
1
4
∫
|x|>R
|u(x)|2
|x|3 dx ≤
1
4
∑
j≥j0
∫
|x|∼2j
|u(x)|2
|x|3 dx ≤
1
4τ20
‖u‖2Xτ0 ≤
B(τ0)
2
‖u‖2Xτ0 .
Then (89) follows as in the case d ≥ 3 since the term 14
∫
|x|>R
|u(x)|2
|x|3 dx can be taken
to the l.h.s. and can be absorbed by τ‖u‖2Xτ0 if τ ≥ B(τ0).
Remark 4.2. Suppose that τ0 = 1 in Proposition 4.1 and d ≥ 3, then
B(a) ≡ B(1) = 16a(d2 − 1)
(
1 +
2γ
1− 2γ
)
+ a(2a+ 1).
Let be η > 0 and assume that a, the constant in (12)-(14), satisfies that B(a) ≤ η.
Then, by Proposition 4.1, we have
‖∇u‖2X1 + τ ‖u‖2X1 ≤ C‖f‖2X∗1 , τ ≥ η.
and if we follow the lines of the proof of Theorem 1.2, we can deduce
sup
R≥1
1
R
∫
B(0,R)
∫ ∞
−∞
|D 12 eitHPηu0(x)|2dtdx ≤ C‖u0‖22,
and
τ sup
R≥1
1
R
∫
B(0,R)
∫ ∞
−∞
|eitHPηu0(x)|2dtdx ≤ C ‖u0‖22 τ ≥ η.
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Lemma 4.3. (Ikebe-Saito) Let τ0 and τ1 two positive real numbers such that τ0 < τ1
and α > 0. Let us consider the sequences
{τn + iǫn}n∈N τ0 < τn < τ1 and 0 < ǫn < 1,
{fn}n∈N ∈ L2((1 + |x|)1+α and un ∈ L2((1 + |x|)−1−α) the solution of
−∆u+ (V1 + V2) u± iǫnu+ τnu = fn, x ∈ Rd d ≥ 2.
with V1 and V2 satisfying the conditions of Theorem 1.3.
If fn → f in L2((1+|x|)1+α and τn+iǫn → τ+iǫ, then there exists limn→∞ un =
u in L2((1 + |x|)−1−α and such that u is the unique solution of
−∆u+ (V1 + V2) u± iǫu+ τu = f, x ∈ Rd d ≥ 2.
Proof. This lemma is a consequence of Theorem 1.3, Lemma 1.11 and Theorem 1.4
of [8].
Proposition 4.4. Let τ0, τ1, α, V1 and V2 as in lemma 4.3 and f ∈ L2((1 +
|x|)1+α). Then, the solution u ∈ L2((1 + |x|)−1−α) of
−∆u+ (V1 + V2) u± iǫ+ τu = f, x ∈ Rd 0 < ǫ < 1 d ≥ 2,
satisfies, for τ0 < τ < τ1, the a priori estimate
(99) ‖u‖L2((1+|x|)−1−α) + ‖∇u‖L2((1+|x|)−1−α) ≤ C‖f‖2L2((1+|x|)1+α),
where C is a constant that only depends on τ0, and τ1.
Proof. Suppose that (99) is false. Then, on one hand, there exist sequences {ǫn} ∈
(0, 1), {τn} ∈ (τ0, τ1), {fn} ∈ L2((1+|x|)1+α) and {un} ∈ L2((1+|x|)−1−α) solution
of
−∆u+ (V1 + V2) u± iǫn + τnu = fn, x ∈ Rd d ≥ 2,
such that
(100) lim
n→0
‖fn‖L2((1+|x|)1+α) = 0,
and for all n ∈ N,
(101) ‖un‖L2((1+|x|)−1−α) + ‖∇un‖L2((1+|x|)−1−α) = 1.
We can take subsequence τ0 < τm < τ1 and 0 < ǫm < 1 such that
τm + iǫm → τ + iǫ,
with τ0 ≤ τ ≤ τ1 and 0 ≤ ǫ ≤ 1. Since fm → 0 in L2((1 + |x|)1+α), from
Ikebe-Saito’s lemma um → 0 in L2((1 + |x|)−1−α).
On the other hand, if we take ϕ = 1(1+|x|)1+α in (106) and we use (12) and (13), we
obtain ∫
Rd
|∇um(x)|2
(1 + |x|)1+α dx ≤
C(1 + τm)
∫
Rd
|um(x)|2
(1 + |x|)1+α dx+ C‖fm‖L2((1+|x|)1+α)‖um‖L2((1+|x|)−1−α),
then ∫
Rd
|∇um(x)|2
(1 + |x|)1+α dx −→ 0,
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but this is a contradiction with the fact that um → 0 in L2((1 + |x|)−1−α) and
(101). 
Theorem 4.5. Let V1 and V2 as in proposition 4.1 and u the solution of (86).
Given τ0 > 0 and α > 0, the following a priori estimate holds:
(102) ‖∇u‖2L2((1+|x|)−1−α) + τ ‖u‖2L2((1+|x|)−1−α) ≤ C(τ0) ‖f‖2L2((1+|x|)1+α),
where C(τ0) is a positive constant independent of ǫ and τ.
Proof. Again, by a density argument we can assume without loss of generality that
f ∈ L2(Rd).
For τ0 > 0 we have:
(103) L2((1 + |x|)1+α) ⊂ X∗τ0 and ‖f‖X∗τ0 ≤ Cτ
1
2
0 ‖f‖L2((1+|x|)1+α)
and
(104) Xτ0 ⊂ L2((1 + |x|)−1−α) and ‖u‖L2((−1−|x|)1+α) ≤ Cτ
1
2
0 ‖u‖Xτ0 .
Let B(τ0) be the constant defined by (97). If B(τ0) ≤ τ0, (102) is a consequence of
(103), (104) and (88) ( or (89)) .
Suppose that B(τ0) > τ0. If τ ∈ [τ0, B(τ0)], (102) is a consequence of proposition
4.4. If τ ≥ B(τ0), (102) is a consequence of proposition 4.1. 
4.2. Proof of the theorem 1.3. We prove estimate (15) and (16) can be obtained
in a similar way.
We write ψ(x) = (1 + |x|)−1−α. To show that (15) holds it is enough to prove that
the operator ψ
1
2D
1
2 is H−supersmooth in [τ0,∞), which means by definition that
for all f ∈ D(ψ 12D 12 ) ⊂ L2(Rd), τ ≥ τ0 and ǫ > 0, there exists a a positive constant
C independent of τ and ǫ such that
‖ψ 12D 12RH(τ ± iǫ)D 12ψ 12 f‖L2 ≤ C(τ0) ‖f‖L2.
Following the proof of theorem 1.1, but using theorem 4.5 instead of (20), we get
(15). 
5. Appendix 1
Here we state some identities that have been used throughout the paper. They
follow by using integration by parts.
Let u be a solution of the equation
(105) −∆u+ V (x) u± iǫu− τu = f, ǫ 6= 0, x ∈ Rd d ≥ 2.
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If ϕ and Φ are two real valued functions in S(Rd), then the following identities
hold:
(106)
∣∣∣∣∣
∫
Rd
ϕ(x)|∇u(x)|2dx− 12
∫
Rd
∆ϕ(x)|u(x)|2dx+ ∫
Rd
ϕ(x)V (x)|u(x)|2dx
−τ ∫
Rd
ϕ(x)|u(x)|2dx = ℜ ∫
Rd
ϕ(x)f(x)u¯(x)dx.
(107) ±ǫ
∫
Rd
ϕ(x)|u(x)|2dx+ℑ
∫
Rd
∇ϕ(x)·∇u(x)u¯(x)dx = ℑ
∫
Rd
ϕ(x)f(x)u¯(x)dx.
(108)
∣∣∣∣∣∣∣∣∣
∫
Rd
∇u¯(x) ·D2Φ(x) · ∇u(x)dx − 14
∫
Rd
∆2Φ(x)|u(x)|2dx
− 12
∫
Rd
∇V (x) · ∇Φ(x)|u(x)|2dx = ±ǫℑ ∫
Rd
∇Φ(x) · ∇u¯(x)u(x)dx
−ℜ ∫
Rd
f(x)
(∇Φ(x) · ∇u¯(x) + 12∆Φ(x)u¯(x)) dx.
(109)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
∫
Rd
∇u¯(x) ·D2Φ(x) · ∇u(x)dx − ∫
Rd
ϕ(x)|∇u(x)|2dx
+ 14
∫
Rd
∆(2ϕ−∆Φ(x))|u(x)|2dx− 12
∫
Rd
∇V (x) · ∇Φ(x)|u(x)|2dx
− ∫
Rd
ϕ(x)V (x)|u(x)|2dx+ τ ∫
Rd
ϕ(x)|u(x)|2dx
= −ℜ ∫
Rd
ϕ(x)f(x)u¯(x)dx ± ǫℑ ∫
Rd
∇Φ(x) · ∇u¯(x)u(x)dx
−ℜ ∫
Rd
f(x)
(∇Φ(x) · ∇u¯(x) + 12∆Φ(x)u¯(x)) dx.
Furthermore, if we write V (x) = V1(x) + V2(x), then
(110)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
∫
Rd
∇u¯(x) ·D2Φ(x) · ∇u(x)dx
− 14
∫
Rd
∆2Φ(x)|u(x)|2dx− 12
∫
Rd
∇V1(x) · ∇Φ(x)|u(x)|2dx
+ 12
∫
Rd
V2(x)∇Φ(x) · ∇(|u(x)|2)dx+ 12
∫
Rd
V2(x)∆Φ(x)|u(x)|2dx
= −ℜ ∫
Rd
f(x)
(∇Φ(x) · ∇u¯(x) + 12∆Φ(x)u¯(x)) dx
±ǫℑ ∫
Rd
∇Φ(x) · ∇u¯(x)u(x)dx.
and
(111)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
∫
Rd
∇u¯(x) ·D2Φ(x) · ∇u(x)dx − ∫
Rd
ϕ(x)|∇u(x)|2dx
+ 14
∫
Rd
∆(2ϕ−∆Φ(x))|u(x)|2dx− 12
∫
Rd
∇V1(x) · ∇Φ(x)|u(x)|2dx
+ 12
∫
Rd
V2(x)∆Φ(x)|u(x)|2dx+ 12
∫
Rd
V2(x)∇Φ(x) · ∇(|u(x)|2)dx
− ∫
Rd
ϕ(x)V (x)|u(x)|2dx+ τ ∫
Rd
ϕ(x)|u(x)|2dx
= −ℜ ∫
Rd
ϕ(x)f(x)u¯(x)dx ± ǫℑ ∫
Rd
∇Φ(x) · ∇u¯(x)u(x)dx
−ℜ ∫
Rd
f(x)
(∇Φ(x) · ∇u¯(x) + 12∆Φ(x)u¯(x)) dx,
where ∆2 denotes the bilaplacian and D2Φ denotes the Hessian matrix of Φ with
respect to x1, . . . , xd.
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6. Appendix 2
The following lemma is implicit in [3].
Lemma 6.1. Let α, ǫ, κ and R four positive constants and h(t) a no negative
function in (0,∞) such that
(112) α+
ǫ
6
+
∫ ∞
0
th(t)dt < κ <
1
2
.
Then, we can find a radial function Φ(x) ≡ Φ(r), |x| = r, solution of
(113) ∆2Φ(x) = − ǫ
R3
χ(0,R)(x)−
h(|x|)
|x| x ∈ R
3
such that
(114) inf
r>0
{Φ′(r),Φ′′(r)} ≥ 0,
(115) inf
r∈(0,R)
{
Φ′(r)
r
,Φ′′(r)
}
≥ Cǫ
R
,
(116) α < Φ′(r) < κ <
1
2
, r > 0,
where C is an absolute constant.
Proof. In dimension three the bilaplacian of a radial function Φ has the simple
expression Φiv + 4rΦ
iii.
If we integrate (113) we have
(117) Φ′(r) = ψ′(r) + ϕ′(r),
where
(118) ψ′(r) =
1
r2
∫ r
0
u2
∫ ∞
u
1
s2
∫ s
0
th(t)dtdsdu + c1 +
c2
r
(119) ϕ′(r) = − 1
r2
∫ r
0
u2
∫ u
0
1
s2
∫ s
0
t2m(t)dtdsdu + c3r
with c1, c2 and c3 constant and
m(t) =
ǫ
R3
χ(0,R)(t).
If we take derivative in (118) and then we use Fubini’s theorem we have
ψ′′(r) =
1
3r3
∫ r
0
t3h(t)dt+
1
3
∫ ∞
r
h(t)dt− 2c2
r3
.
A similar manipulation gives us
ϕ′′(r) = −
∫ r
0
1
s4
∫ s
0
t4m(t)dtds + c3.
In order to have ψ′′ ≥ 0 and ϕ′′ ≥ 0, we take in the above expressions c2 = 0 and
c3 =
∫ ∞
0
1
s4
∫ s
0
t4m(t)dtds.
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Then
(120) ψ′′(r) =
1
3r3
∫ r
0
t3h(t)dt+
1
3
∫ ∞
r
h(t)dt,
and
(121) ϕ′′(r) =
∫ ∞
r
1
s4
∫ s
0
t4m(t)dtds+ c3.
It is easy to check that ϕ′(0) = 0 and therefore
(122) ϕ′(r) =
∫ r
0
ϕ′′(u)du.
If we take in (118) c1 = α and we use (117)-(122), we can check (114), (115) and
Φ′(r) ≥ α.
To see Φ′(r) ≤ κ, since ψ′′ ≥ 0, we have
Φ′(r) ≤ α+ 1
2
∫ ∞
0
th(t)dt+ ϕ′(r).
From (121) and (122) we have that
ϕ′(r) ≤ ǫ
6
and Φ′(r) < κ < 12 follows by (112).
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