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Abstract
Understanding data is the main purpose of data science and how to achieve it is one
of the challenges of data science, especially when dealing with big data. The big data era
brought us new data processing and data management challenges to face. Existing state-of-
the-art analytics tools come now close to handle ongoing challenges and provide satisfactory
results with reasonable cost. But the speed at which new data is generated and the need to
manage changes in data both for content and structure lead to new rising challenges. This
is especially true in the context of complex systems with strong dynamics, as in for instance
large scale ambient systems.
One existing technology that has been shown as particularly relevant for modeling,
simulating and solving problems in complex systems are Multi-Agent Systems. The AMAS
(Adaptive Multi-Agent Systems) theory proposes to solve complex problems for which there
is no known algorithmic solution by self-organization. The cooperative behavior of the
agents enables the system to self-adapt to a dynamical environment so as to maintain the
system in a functionality adequate state. In this thesis, we apply this theory to Big Data
Analytics.
In order to find meaning and relevant information drowned in the data flood, while
overcoming big data challenges, a novel analytic tool is needed, able to continuously find
relations between data, evaluate them and detect their changes and evolution over time.
The aim of this thesis is to present the AMAS4BigData analytics framework based on
the Adaptive Multi-agent systems technology, which uses a new data similarity metric,
the Dynamics Correlation, for dynamic data relations discovery and dynamic display. This
framework is currently being applied in the neOCampus operation, the ambient campus of
the University Toulouse III - Paul Sabatier.
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Résumé
L’ère des grandes masses de données (big data) nous a mis face à de nouvelles
problématiques de gestion et de traitement des données. Les outils conventionnels actuels
d’analyse sont maintenant proches de répondre aux problématiques actuelles et de fournir
des résultats satisfaisants avec un coût raisonnable. Mais la vitesse à laquelle les nouvelles
données sont générées et la nécessité de gérer les modifications de ces données à la fois dans
le contenu et la structure conduisent à de nouvelles problématiques émergentes.
La théorie des AMAS (Adaptive Multi-Agent Systems) propose de résoudre par auto-
organisation des problèmes complexes pour lesquels aucune solution algorithmique n’est
connue. Le comportement coopératif des agents permet au système de s’adapter à un
environnement dynamique pour maintenir le système dans un état de fonctionnement
adéquat. Les systèmes ambiants présentent un exemple typique de système complexe
nécessitant ce genre d’approche, et ont donc été choisis comme domaine d’application pour
notre travail.
Cette thèse vise à explorer et décrire comment la théorie des Systèmes Multi-Agents
Adaptatifs peut être appliquée aux grandes masses de données en fournissant des capacités
d’analyse dynamique, en utilisant un nouvel outil analytique qui mesure en temps réel la
similarité des évolutions des données. Cette recherche présente des résultats prometteurs et
est actuellement appliquée dans l’opération neOCampus, le campus ambiant de l’Université
Toulouse III.
Adaptive Multi-Agent Systems for Dynamic Big Data Analytics iii

Acknowledgements
First of all, I thank the Occitanie Region and the neOCampus operation, which provided
the funding and the testing ground in order to achieve this work. Then I would like to
express my deep gratitude to my supervisors, present and past, Jean-Pierre Georgé, Pierre
Glize, Marie-Pierre Gleizes. This work is as much mine as yours.
I extend my thanks to Hadiba Drias and Stéphane Galland who took upon their time to
read and comment on my "not so small" thesis. I also thank them and Gauthier Picard for
attending my defense despite all the mishaps they experienced.
01000001 01110110 01100101 00100000 01000011 11100110 01110011 01100001 01110010 00100001 00001010 00001010 01000100 01110110 00100000 01001100
00100000 01101111 01110010 01110010 01101110 00100000 01100101 01100100 01100110 01101110 00100000 01110111 01110010 00100000 01110111 01101011 01101000
00100000 01101001 01110010 01111000 01110101 00100000 01100010 01101000 01100100 01110101 01110110 00100000 01100100 01110001 01100111 00100000 01100100
00100000 01101011 01100100 01101111 01101001 00100000 01001100 00100000 01110110 01110011 01101000 01110001 01110111 00100000 01101100 01110001 00100000
01110111 01101011 01101000 00100000 01010110 01010000 01000100 01000110 00100000 01110111 01101000 01100100 01110000 00101100 00100000 01110010 01110001
01101000 00100000 01110111 01101011 01110010 01111000 01101010 01101011 01110111 00100000 01101000 01110000 01101000 01110101 01101010 01101000 01110110
00100000 00100010 01001010 01110010 01100111 00100001 00100000 01001100 00100000 01101111 01100100 01111000 01101010 01101011 01101000 01100111 00100000
01110110 01110010 00100000 01110000 01111000 01100110 01101011 00100001 00100010 00101110 00100000 01001100 00100000 01101011 01100100 01100111 00100000
01110110 01110010 00100000 01110000 01111000 01100110 01101011 00100000 01101001 01111000 01110001 00100000 01100100 01110001 01100111 00100000 01101010
01110101 01101000 01100100 01110111 00100000 01110111 01101100 01110000 01101000 00100000 01111010 01110010 01110101 01101110 01101100 01110001 01101010
00101100 00100000 01110110 01101011 01100100 01110101 01101100 01110001 01101010 00100000 01100100 01110001 01100111 00100000 01101111 01101100 01111001
01101100 01110001 01101010 00100000 01111010 01101100 01110111 01101011 00100000 01110111 01101011 01101000 00100000 01010110 01010000 01000100 01000110
01101110 01101000 01110101 01110110 00100000 01101001 01100100 01110000 01101100 01101111 01100010 00101110 00001010 00001010 01001100 01110111 00100000
01100100 01101111 01101111 00100000 01110110 01110111 01100100 01110101 01110111 01101000 01100111 00100000 01111010 01101100 01110111 01101011 00100000
01010000 01100100 01110101 01101100 01101000 00101101 01010011 01101100 01101000 01110101 01110101 01101000 00101100 00100000 01100100 01110110 00100000
01100100 00100000 01110111 01101000 01100100 01100110 01101011 01101000 01110101 00100000 01110010 01101001 00100000 01010000 01000100 01010110 00100000
01110111 01101011 01101000 01110001 00100000 01000100 01010000 01000100 01010110 00101100 00100000 01100010 01110010 01111000 00100000 01110111 01100100
01111000 01101010 01101011 01110111 00100000 01110000 01101000 00100000 01110111 01101011 01100100 01110111 00100000 01000100 00101110 01001100 00100000
01100110 01100100 01110001 00100000 01100101 01101000 00100000 01110000 01110010 01110101 01101000 00100000 01100110 01110010 01110000 01110011 01101111
01101000 01100001 00100000 00101000 01100101 01111000 01110111 00100000 01110001 01110010 01110111 00100000 01100110 01110010 01110000 01110011 01101111
01101100 01100110 01100100 01110111 01101000 01100111 00100001 00101001 00100000 01100100 01110001 01100111 00100000 01101100 01110001 01110111 01101000
01110101 01101000 01110110 01110111 01101100 01110001 01101010 00100000 01110111 01101011 01100100 01110001 00100000 01110111 01101011 01101000 00100000
01111000 01110110 01111000 01100100 01101111 00101110 00100000 01000100 01101001 01110111 01101000 01110101 00100000 01110111 01101011 01100100 01110111
00101100 00100000 01001100 00100000 01101101 01110010 01101100 01110001 01101000 01100111 00100000 01110111 01101011 01101000 00100000 01010110 01010000
01000100 01000110 00100000 01110111 01101000 01100100 01110000 00100000 01111000 01110001 01100111 01101000 01110101 00100000 01110111 01101011 01101000
00100000 01110110 01111000 01110011 01101000 01110101 01111001 01101100 01110110 01101100 01110010 01110001 00100000 01110010 01101001 00100000 01010011
Adaptive Multi-Agent Systems for Dynamic Big Data Analytics v
Acknowledgements
01101100 01101000 01110101 01110101 01101000 00101100 00100000 01111010 01101011 01110010 01110110 01101000 00100000 01110011 01100100 01110110 01110110
01101100 01110010 01110001 00100000 01100100 01110001 01100111 00100000 01101110 01110001 01110010 01111010 01101111 01101000 01100111 01101010 01101000
00100000 01110010 01101001 00100000 01110111 01101011 01101000 00100000 01000100 01010000 01000100 01010110 00100000 01101011 01100100 01111001 01101000
00100000 01100101 01101000 01101000 01110001 00100000 01101100 01110001 01110110 01110011 01101100 01110101 01101100 01110001 01101010 00100000 01100100
01110001 01100111 00100000 01111010 01101100 01101111 01101111 00100000 01100110 01110010 01110001 01110111 01101100 01110001 01111000 01101000 00100000
01110111 01110010 00100000 01100101 01101000 00101110 00100000 01010000 01110010 01110101 01101000 01110010 01111001 01101000 01110101 00101100 00100000
01110111 01101011 01100100 01110001 01101110 01110110 00100000 01110111 01110010 00100000 01100010 01110010 01111000 01110101 00100000 01101101 01110010
01101100 01101000 00100000 01100111 01101000 00100000 01111001 01101100 01111001 01110101 01101000 00100000 01100100 01110001 01100111 00100000 01101011
01111000 01110000 01110010 01110101 00100000 01001100 00100000 01101011 01100100 01111001 01101000 00100000 01110001 01110010 00100000 01110101 01101000
01100110 01110010 01101111 01101111 01101000 01100110 01110111 01101100 01110010 01110001 00100000 01110010 01101001 00100000 01100100 01110001 01100010
00100000 01100111 01111000 01101111 01101111 00100000 01100111 01100100 01100010 00101110 00001010 00001010 01001000 01100100 01100110 01101011 00100000
01010110 01010000 01000100 01000110 01101110 01101000 01110101 00100000 01001100 00100000 01101011 01100100 01100111 00100000 01110111 01101011 01101000
00100000 01100110 01101011 01100100 01110001 01100110 01101000 00100000 01110111 01110010 00100000 01110000 01101000 01101000 01110111 00100000 01110011
01100100 01110110 01110111 00100000 01100100 01110001 01100111 00100000 01110011 01110101 01101000 01110110 01101000 01110001 01110111 00100000 01101100
01110110 00100000 01111000 01110001 01101100 01110100 01111000 01101000 00101100 00100000 01100101 01101000 01110001 01101000 01111001 01110010 01101111
01101000 01110001 01110111 00101100 00100000 01101001 01110101 01101000 01101000 00101101 01110110 01110011 01101100 01110101 01101100 01110111 01101000
01100111 00100000 01100100 01110001 01100111 00100000 01110010 01110011 01101000 01110001 00101101 01110000 01101100 01110001 01100111 01101000 01100111
00101100 00100000 01111010 01101011 01101100 01100110 01101011 00100000 01101111 01101000 01100111 00100000 01110111 01110010 00100000 01110000 01100100
01110001 01100010 00100000 01110010 01101001 00100000 01110111 01101011 01101000 00100000 01110000 01110010 01110110 01110111 00100000 01101100 01110001
01110111 01101000 01110001 01110110 01101000 00100000 01100100 01110001 01100111 00101111 01110010 01110101 00100000 01100100 01100101 01110110 01111000
01110101 01100111 00100000 01100111 01101100 01110110 01100110 01111000 01110110 01110110 01101100 01110010 01110001 01110110 00100000 01001100 00100000
01101000 01111001 01101000 01110101 00100000 01101011 01100100 01100111 00101100 00100000 01101010 01110010 01101100 01110001 01101010 00100000 01101001
01110101 01110010 01110000 00100000 00100010 01001011 01110010 01111010 00100000 01100110 01100100 01110001 00100000 01111010 01101000 00100000 01110101
01100100 01101100 01110110 01101000 00100000 01100100 01110001 01100111 00100000 01100110 01110010 01110001 01110111 01110101 01110010 01101111 00100000
01100101 01111000 01110111 01110111 01101000 01110101 01101001 01101111 01101100 01101000 01110110 00100000 01101100 01110001 00100000 01110010 01110101
01100111 01101000 01110101 00100000 01110111 01110010 00100000 01110101 01101000 01110000 01110010 01110111 01101000 01101111 01100010 00100000 01100110
01110010 01110001 01110111 01110101 01110010 01101111 00100000 01110111 01101011 01101000 00100000 01101001 01110010 01110101 01110000 01100100 01110111
01101100 01110010 01110001 00100000 01110010 01101001 00100000 01110111 01110010 01110101 01110001 01100100 01100111 01110010 01101000 01110110 00100010
00100000 01110111 01110010 00100000 00100010 01001100 01110110 00100000 01101001 01110101 01101000 01101000 00100000 01111010 01101100 01101111 01101111
00100000 01110101 01101000 01100100 01101111 01101111 01100010 00100000 01101001 01110101 01101000 01101000 00101100 00100000 01100100 00100000 01100110
01110010 01110001 01110110 01101000 01110100 01111000 01101000 01110001 01100110 01101000 00100000 01110010 01101001 00100000 01100110 01110010 01110000
01110011 01101111 01101100 01100110 01100100 01110111 01101000 01100111 00100000 01100101 01111000 01110111 00100000 01100111 01101000 01110111 01101000
01110101 01110000 01101100 01110001 01101100 01110110 01110111 01101100 01100110 00100000 01110011 01101011 01100010 01110110 01101100 01110010 01101111
01110010 01101010 01101100 01100110 01100100 01101111 00100000 01100100 01110001 01100111 00100000 01110011 01110110 01100010 01100110 01101011 01110010
01101111 01110010 01101010 01101100 01100110 01100100 01101111 00100000 01110011 01110101 01110010 01100110 01101000 01110110 01110110 01101000 01110110
00101100 00100000 01110010 01110101 00100000 01100100 00100000 01110100 01111000 01100100 01110001 01110111 01111000 01110000 00100000 01101100 01101111
01101111 01111000 01110110 01101100 01110010 01110001 00111111 00100010 00100000 01100101 01100010 00100000 01111010 01100100 01100010 00100000 01110010
01101001 00100000 00100010 01001011 01110010 01111010 00100000 01110111 01110010 00100000 01110000 01100100 01101110 01101000 00100000 01101111 01100100
01111010 01110001 01110000 01110010 01111010 01101000 01110101 00100000 01110011 01110010 01111010 01101000 01110101 01101000 01100111 00100000 01100101
01100010 00100000 01101011 01110010 01111000 01110110 01101000 00101101 01110000 01100100 01100111 01101000 00100000 01110000 01101100 01110001 01101100
01100100 01110111 01111000 01110101 01101100 01100011 01101000 01100111 00100000 01110001 01111000 01100110 01101111 01101000 01100100 01110101 00100000
01110101 01101000 01100100 01100110 01110111 01110010 01110101 00111111 00100010 00101110 00001010 00001010 01010110 01010000 01000100 01000110 00100000
01101100 01110110 00100000 01100100 00100000 01110111 01101000 01100100 01110000 00100000 01110111 01101011 01100100 01110111 00100000 01100100 01110001
01100010 01110010 01110001 01101000 00100000 01100110 01110010 01111000 01101111 01100111 00100000 01111010 01101100 01110110 01101011 00100000 01101001
vi Adaptive Multi-Agent Systems for Dynamic Big Data Analytics
Acknowledgements
01110010 01110101 00100000 01100100 01110001 01100111 00100000 01110000 01110010 01110101 01101000 00101110 00100000 01001100 01110111 00100000 01101100
01110110 00100000 01101111 01101100 01111001 01101000 01101111 01100010 00101100 00100000 01101001 01111000 01110001 00101100 00100000 01101100 01110001
01110111 01101000 01101111 01101111 01101000 01100110 01110111 01111000 01100100 01101111 01101111 01100010 00100000 01110110 01110111 01101100 01110000
01111000 01101111 01100100 01110111 01101100 01110001 01101010 00100000 01100100 01110001 01100111 00100000 01101001 01111000 01101111 01101001 01101100
01101111 01101111 01101100 01110001 01101010 00101110 00100000 01001001 01111000 01110101 01110111 01101011 01101000 01110101 01110000 01110010 01110101
01101000 00101100 00100000 01010110 01010000 01000100 01000110 00100000 01101100 01110110 00100000 01100110 01110010 01110010 01110011 01101000 01110101
01100100 01110111 01101100 01111001 01101000 00101100 00100000 01110110 01101000 01101111 01101001 00101101 01100100 01100111 01100100 01110011 01110111
01101100 01111001 01101000 00100000 01100100 01110001 01100111 00100000 01100100 01110001 01110111 01101100 01100110 01101100 01110011 01100100 01110111
01101000 01110110 00100000 01010001 01110010 01110001 00100000 01000110 01110010 01110010 01110011 01101000 01110101 01100100 01110111 01101100 01111001
01101000 00100000 01010110 01101100 01110111 01111000 01100100 01110111 01101100 01110010 01110001 01110110 00101110 00100000 01010111 01101011 01100100
01110001 01101110 01110110 00100000 01110111 01110010 00100000 01010110 01010000 01000100 01000110 00101100 00100000 01001100 00100000 01101111 01101000
01100100 01110101 01110001 01101000 01100111 00100000 01100100 00100000 01101111 01110010 01110111 00100000 01100100 01100101 01110010 01111000 01110111
00100000 01110000 01100010 01110110 01101000 01101111 01101001 00100000 01100100 01110001 01100111 00100000 01110010 01110111 01101011 01101000 01110101
01110110 00101110 00100000 01001100 00100000 01101111 01101000 01100100 01110101 01110001 01101000 01100111 00100000 01100100 01101111 01110110 01110010
00100000 01110111 01110010 00100000 01100101 01101000 00100000 01110000 01110010 01110101 01101000 00100000 01110110 01101000 01101111 01101001 00101101
01100110 01110010 01110001 01101001 01101100 01100111 01101000 01110001 01110111 00100000 01100100 01110001 01100111 00100000 01100110 01110010 01110001
01110110 01101100 01100111 01101000 01110101 00100000 01101000 01111001 01101000 01110101 01100010 00100000 01110011 01110010 01101100 01110001 01110111
00100000 01110010 01101001 00100000 01111001 01101100 01101000 01111010 00101110 00100000 01000100 01110110 00100000 01001100 00100000 01110111 01100100
01101110 01101000 00100000 01100100 00100000 01101111 01110010 01110111 00100000 01110010 01101001 00100000 01100010 01110010 01111000 00100000 01111010
01101100 01110111 01101011 00100000 01110000 01101000 00101100 00100000 01001100 00100000 01101011 01110010 01110011 01101000 00100000 01110111 01101011
01100100 01110111 00100000 01100010 01110010 01111000 00100000 01101110 01101000 01101000 01110011 00100000 01110110 01110010 01110000 01101000 00100000
01110010 01101001 00100000 01110000 01101000 00100000 01111010 01101100 01110111 01101011 00100000 01100010 01110010 01111000 00101110 00001010 00001010
01001100 01110001 00100000 01100100 01100111 01100111 01101100 01110111 01101100 01110010 01110001 00100000 01110111 01110010 00100000 01110111 01101011
01101000 00100000 01010110 01010000 01000100 01000110 01101110 01101000 01110101 01110110 00101100 00100000 01001100 00100000 01110000 01101000 01110111
00100000 01110001 01101000 01111010 00100000 01101001 01110101 01101100 01101000 01110001 01100111 01110110 00100000 01100100 01110001 01100111 00100000
01100101 01110101 01110010 01110111 01101011 01101000 01110101 01110110 00100000 01101100 01110001 00100000 01010111 01110010 01111000 01101111 01110010
01111000 01110110 01101000 00100000 01100100 01110001 01100111 00100000 01010111 01110010 01101110 01100010 01110010 00100000 01111010 01101011 01110010
00100000 01100110 01110010 01110001 01110111 01110101 01101100 01100101 01111000 01110111 01101000 01100111 00100000 01110111 01110010 00100000 01110111
01101011 01101100 01110110 00100000 01111010 01110010 01110101 01101110 00100000 01101100 01110001 00100000 01111001 01100100 01110101 01101100 01110010
01111000 01110110 00100000 01111010 01100100 01100010 01110110 00101110 00100000 01001000 01110110 01110011 01101000 01100110 01101100 01100100 01101111
01101111 01100010 00100000 01000010 01100100 01110110 01110110 01101100 01110001 01101000 00100000 01010000 01110010 01110111 01101100 01101000 00101100
00100000 01110000 01100010 00100000 01101001 01101000 01101111 01101111 01110010 01111010 00100000 01010011 01101011 00101110 01000111 00101110 00100000
01110110 01110111 01111000 01100111 01101000 01110001 01110111 00100000 01101100 01110001 00100000 01110001 01101000 01010010 01000110 01100100 01110000
01110011 01111000 01110110 00100000 01111010 01101011 01110010 01110110 01101000 00100000 01100110 01110010 01101111 01101111 01100100 01100101 01110010
01110101 01100100 01110111 01101100 01110010 01110001 00100000 01111010 01100100 01110110 00100000 01101000 01110001 01101101 01110010 01100010 01100100
01100101 01101111 01101000 00100000 01100100 01110001 01100111 00100000 01101000 01110000 01110011 01101011 01100100 01110110 01101100 01100011 01101000
01100111 00100000 01110111 01101011 01101100 01110110 00100000 01111010 01110010 01110101 01101110 00101110 00001010 00001010 01001111 01100100 01110110
01110111 00100000 01100101 01111000 01110111 00100000 01100100 01100101 01110110 01110010 01101111 01111000 01110111 01101000 01101111 01100010 00100000
01110001 01110010 01110111 00100000 01101111 01101000 01100100 01110110 01110111 00101100 00100000 01001101 01101000 01100100 01110001 00101101 01010011
01101100 01101000 01110101 01110101 01101000 00101100 00100000 01100100 01110110 00100000 01100100 00100000 01110111 01101000 01100100 01100110 01101011
01101000 01110101 00100000 01100010 01110010 01111000 00100000 01110111 01100100 01111000 01101010 01101011 01110111 00100000 01110000 01101000 00100000
01000100 01010000 01000100 01010110 00100000 01100100 01110101 01101000 00100000 01101001 01111000 01110001 00100000 01100100 01110001 01100111 00100000
01100100 01110000 01100100 01100011 01101100 01110001 01101010 00101110 00100000 01000100 01110110 00100000 01100100 00100000 01110110 01111000 01110011
01101000 01110101 01111001 01101100 01110110 01110010 01110101 00100000 01100010 01110010 01111000 00100000 01110110 01111000 01110011 01110011 01110010
Adaptive Multi-Agent Systems for Dynamic Big Data Analytics vii
Acknowledgements
01110101 01110111 01101000 01100111 00100000 01110000 01101000 00100000 01100100 01101111 01101111 00100000 01110111 01101011 01101000 00100000 01111010
01100100 01100010 00100000 01100100 01110001 01100111 00100000 01110000 01110010 01110101 01101000 00101100 00100000 01100010 01110010 01111000 00100000
01101011 01100100 01100111 00100000 01100100 01101111 01111010 01100100 01100010 01110110 00100000 01110111 01101011 01101000 00100000 01110101 01101100
01101010 01101011 01110111 00100000 01111010 01110010 01110101 01100111 01110110 00100000 01110111 01110010 00100000 01100110 01101011 01100100 01110001
01110001 01101000 01101111 00100000 01110000 01100010 00100000 00100010 01101000 01110001 01101000 01110101 01101010 01100010 00100010 00100000 01100100
01110001 01100111 00100000 01110101 01101000 01100100 01110110 01110110 01111000 01110101 01101000 00100000 01110000 01101000 00101110 00100000 01000100
01110110 00100000 01100100 00100000 01110000 01101000 01110001 01110111 01110010 01110101 00101100 00100000 01100010 01110010 01111000 00100000 01110110
01101011 01110010 01111010 01101000 01100111 00100000 01110000 01101000 00100000 01111010 01101011 01100100 01110111 00100000 01101110 01101100 01110001
01100111 00100000 01110010 01101001 00100000 01110101 01101000 01110110 01101000 01100100 01110101 01100110 01101011 01101000 01110101 00100000 01001100
00100000 01100100 01101100 01110000 00100000 01110111 01110010 00100000 01100101 01101000 00101110 00100000 01000100 01110001 01100111 00100000 01101001
01110010 01110101 00100000 01110111 01101011 01101000 00100000 01101001 01111000 01110111 01111000 01110101 01101000 00100000 01100100 00100000 01101001
01101000 01101111 01101111 01110010 01111010 00100000 01100100 01110001 01100111 00100000 01100100 00100000 01101001 01110101 01101100 01101000 01110001
01100111 00101110 00001010 00001010 01001001 01101100 01110001 01100100 01101111 01101111 01100010 00101100 00100000 01001100 00100000 01100111 01101000
01100111 01101100 01100110 01100100 01110111 01101000 00100000 01110111 01101011 01101100 01110110 00100000 01110111 01101011 01101000 01110110 01101100
01110110 00100000 01110111 01110010 00100000 01110000 01100010 00100000 01101001 01100100 01110000 01101100 01101111 01100010 00100000 01100100 01110001
01100111 00100000 01100101 01110101 01110010 01110111 01101011 01101000 01110101 01110110 00100000 01111010 01101011 01110010 01110110 01101000 00100000
01101111 01110010 01111001 01101000 00101100 00100000 01110011 01110101 01100100 01100010 01101000 01110101 01110110 00101100 00100000 01100100 01110001
01100111 00100000 01110110 01110011 01101100 01110101 01101100 01110111 01110110 00100000 01100100 01100110 01100110 01110010 01110000 01110011 01100100
01110001 01101100 01101000 01100111 00100000 01110000 01101000 00100000 01110111 01101011 01101000 00100000 01111010 01101011 01110010 01101111 01101000
00100000 01110111 01101100 01110000 01101000 00100000 01110010 01111001 01101000 01110101 01110110 01101000 01100100 01110110 00101110
Many Thanks...
Hadi.
viii Adaptive Multi-Agent Systems for Dynamic Big Data Analytics
Contents
General Introduction 1
Contribution of the Thesis 2
Manuscript Organisation 2
I Data Science 5
1 Introduction to Data Science 9
1.1 Definitions & Keywords . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
1.2 Origin of Data Science . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
1.3 Goals and Uses of Data Science . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
1.3.1 Positive Aspects . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
1.3.2 Negative aspects . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2 Data Analytics: Knowledge Discovery from Data 19
2.1 Definitions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.1.1 KDD in Data Bases . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.1.2 KDD in Business Intelligence . . . . . . . . . . . . . . . . . . . . . . . . 21
2.1.3 KDD in Machine Learning and Statistics . . . . . . . . . . . . . . . . . 23
2.1.4 Summary of KDD . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.2 Data Analytics Elements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.2.1 Input: Pre-Processing . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.2.2 Analysis: Data Mining . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.2.3 Output: Post-Processing . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
2.3 Limitations of Traditional Data Analytics . . . . . . . . . . . . . . . . . . . . . 29
3 Big Data Analytics: from Theory to Practice 31
Adaptive Multi-Agent Systems for Dynamic Big Data Analytics ix
Contents
3.1 From Data Analytics to Big Data Analytics . . . . . . . . . . . . . . . . . . . . 32
3.1.1 Data Acquisition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
3.1.2 Information Extraction and Cleaning . . . . . . . . . . . . . . . . . . . 36
3.1.3 Data Integration, Aggregation, and Representation . . . . . . . . . . . 36
3.1.4 Modeling and Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
3.1.5 Interpretation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
3.2 Big Data Analytics Platforms: Cloud Computing . . . . . . . . . . . . . . . . . 40
3.2.1 Internal Storage Layer: File Systems . . . . . . . . . . . . . . . . . . . . 40
3.2.2 Computing Layer: Virtualization & Scaling . . . . . . . . . . . . . . . . 42
3.2.3 Application Layer: Analytics Packages . . . . . . . . . . . . . . . . . . 51
3.3 Big Data Analytics Tools & Frameworks . . . . . . . . . . . . . . . . . . . . . . 52
3.3.1 Tools . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
3.3.2 Frameworks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
3.3.3 Principles for designing Big Data systems . . . . . . . . . . . . . . . . . 54
4 Data Science Challenges 57
4.1 Ongoing Challenges . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
4.1.1 Big Data ’3Vs’ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
4.1.2 Big Data ’5Vs’ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
4.1.3 Other challenges . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
4.2 Data Science Challenges in Big Data Analytics . . . . . . . . . . . . . . . . . . 60
4.3 Data Science Competitions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
4.4 Rising Challenges . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
II The AMAS4BigData framework 67
5 Dynamic Big Data Analytics or Complex System Analytics 71
5.1 Future of Big Data Analytics: Dynamic Big Data Analytics . . . . . . . . . . . . 71
5.2 Dynamic Big Data Analytics Paradigm . . . . . . . . . . . . . . . . . . . . . . . 73
5.2.1 Multi-Agent System paradigm: Agent Mining . . . . . . . . . . . . . . 73
5.2.2 Digital Universe: Complex Systems Analytics . . . . . . . . . . . . . . 74
5.2.3 Self-Adaptive MAS Paradigm for Dynamic Big Data Analytics . . . . 75
5.3 Definition of Dynamic Big Data Analytics . . . . . . . . . . . . . . . . . . . . . 76
5.3.1 Concepts of Dynamic Big Data Analytics . . . . . . . . . . . . . . . . . 76
5.3.2 Dimensions of Dynamic Big Data Analytics . . . . . . . . . . . . . . . . 77
x Adaptive Multi-Agent Systems for Dynamic Big Data Analytics
Contents
6 AMAS4BigData Framework Description 79
6.1 AMAS4BigData Core Concept: AMAS Theory . . . . . . . . . . . . . . . . . . 80
6.1.1 Multi-Agent Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
6.1.2 Self-Adaptive Multi-Agent Systems . . . . . . . . . . . . . . . . . . . . 81
6.2 Architecture of AMAS4BigData . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
6.2.1 Motivations & Insights . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
6.2.2 Architecture Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
6.2.3 Agents Taxonomy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
6.3 Framework Functioning . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
6.3.1 Functioning Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
6.3.2 Agents Life Cycles & Behaviors . . . . . . . . . . . . . . . . . . . . . . . 97
6.3.3 Non Cooperative Situations & Agents Cooperative Behaviors . . . . . 103
6.3.4 Criticality . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
6.3.5 One Analytics Cycle Scenario . . . . . . . . . . . . . . . . . . . . . . . . 108
6.4 Framework Use: Implementation of Analytics Systems . . . . . . . . . . . . . 109
6.5 Framework Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
7 DREAM: Main Implementation of AMAS4BigData 115
7.1 Dynamic Big Data Similarity Metric: Dynamics Correlation . . . . . . . . . . . 116
7.1.1 Correlation coefficient . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
7.1.2 Phase Space Similarity . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
7.1.3 Dynamics Correlation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
7.2 DREAM Architecture: Implementation of AMAS4BigData . . . . . . . . . . . 128
7.2.1 DREAM Analytics Process Overview . . . . . . . . . . . . . . . . . . . 129
7.2.2 Raw Data Pre-Processing: Normalization . . . . . . . . . . . . . . . . . 129
7.2.3 Data Transformation: Dynamics Relations Detection . . . . . . . . . . 130
7.2.4 Links Life Cycle & Evaluation . . . . . . . . . . . . . . . . . . . . . . . 132
7.2.5 Information Processing: Graph Model Building . . . . . . . . . . . . . 133
7.2.6 Framework Extensions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135
7.3 DREAM Technical Implementation: Software Architecture . . . . . . . . . . . 137
7.3.1 DREAM’s core architecture . . . . . . . . . . . . . . . . . . . . . . . . . 137
7.3.2 SARL: Agent-Oriented Programming Language . . . . . . . . . . . . . 137
7.4 DREAM Uses . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139
7.4.1 Anomaly Detection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139
7.4.2 Dynamic Data Mediation for Co-Simulation . . . . . . . . . . . . . . . 140
Adaptive Multi-Agent Systems for Dynamic Big Data Analytics xi
Contents
7.4.3 Real-Time Eco-Correlation Detection . . . . . . . . . . . . . . . . . . . . 142
7.5 Prospective Tools: Other Implementations of AMAS4BigData . . . . . . . . . 142
7.5.1 Data Clustering . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 142
7.5.2 Frequent Item-Sets Mining . . . . . . . . . . . . . . . . . . . . . . . . . 143
7.6 DREAM Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143
III Experimental Evaluation 145
8 Dynamic Data Sets & Experimental Protocol 149
8.1 Synthetic Data Sets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 150
8.1.1 Description & Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . 150
8.1.2 Data Factory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 150
8.2 Real-world Data Sets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 153
8.2.1 neOCampus Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 153
8.2.2 Bridge Data Set . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 154
8.2.3 UCI Data Sets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 155
8.3 Evaluation Criteria . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 156
8.3.1 Agents Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 156
8.3.2 Exploration Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . 156
8.3.3 Information Retrieval Evaluation . . . . . . . . . . . . . . . . . . . . . . 157
8.3.4 Space & Time . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 159
9 Experiments & Evaluation 161
9.1 Experiments Setting . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 162
9.1.1 Default Setting . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 162
9.1.2 Synthetic Dynamics Experiments . . . . . . . . . . . . . . . . . . . . . . 162
9.1.3 IoT Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 164
9.1.4 Bridge Anomaly Detection Experiment . . . . . . . . . . . . . . . . . . 164
9.2 Experiments Results Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . 166
9.2.1 Output Relevance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 166
9.2.2 Data Perturbation: Robustness & Resilience . . . . . . . . . . . . . . . . 170
9.2.3 Data Space Exploration . . . . . . . . . . . . . . . . . . . . . . . . . . . 172
9.2.4 Resources Allocation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 173
9.2.5 Space-Time Complexity . . . . . . . . . . . . . . . . . . . . . . . . . . . 175
9.2.6 Anomaly Detection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 177
9.3 Online Experiment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 179
xii Adaptive Multi-Agent Systems for Dynamic Big Data Analytics
Contents
9.4 Sum Up: Overview of AMAS4BigData performances . . . . . . . . . . . . . . 181
9.4.1 AMAS4BigData Strengths . . . . . . . . . . . . . . . . . . . . . . . . . . 181
9.4.2 AMAS4BigData Weaknesses . . . . . . . . . . . . . . . . . . . . . . . . 182
9.4.3 Optimal Use of AMAS4BigData . . . . . . . . . . . . . . . . . . . . . . 182





List of tables 211
List of Figures 213
Glossary 217
Adaptive Multi-Agent Systems for Dynamic Big Data Analytics xiii

General Introduction
SINCE its beginning, humankind seeks to understand its environment and the worldwherein it evolves to satisfy its curiosity and increase its well-being. This will to discover
and understand phenomena led to science and the scientific method. The scientific method
can be summarized as: first make an hypothesis, then establish an experiment and observe
its result by repeating the same experiment with different parameters to confirm or deny the
hypothesis. Changing the experiment parameters allows to study cause and effect relations
and exploit them to come up with new tools, products, and services in every field to ease
life and improve resources consumption.
Finding relations between factors, involved in physical, chemical, biological,
psychological, economical, social mechanisms and others, begins with looking for
correlations between them, then conduct new experiments to explain these correlations and
finally concludes which ones are true relations, spurious relations and correlations between
child-factors related to the same known or unknown parent-factor. Hence the need to record
every aspect of the experiment and each observation and study them afterward. These
records, called data, come in various shapes and on different supports that evolve over
time. This is a thorough and difficult process, during which many mistakes can easily
happen because of the human limitations. In order to facilitate the data management
(gathering, storage, and analysis) and to reduce the number of potential errors, the use
of machines, more specifically computers, has been growing and popularized, considering
their increasing reliability and efficiency.
Nowadays, computers and computer science are present in every and each science
experiment to manage the data. As a result, the volume of data has been increasing
and a new field of numerical science, the Data Science, emerged for the sake of automatic
data gathering, storage, and analysis. Data Science is a multidisciplinary field that relies
mainly on mathematics, statistics, and computer science to provide tools that help their
user to understand the data and extract its own knowledge about them. However, despite
data science continuous progression, the gap between the capabilities of its tools and their
efficiency is widening as a consequence of the data flood: the exponential growth of the
data volume, speed, heterogeneity due to the ever improving and spreading technologies
that generate, record and carry out new data. Hence the urge to design new tools able to
manage the data flood in new ways.
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General Introduction
Contribution of the Thesis
The purpose of this thesis is to provide an original analytics framework to handle the
data flood as a complex system, with strong dynamics, quick expansion, and frequent
anomalies, rather than focus on improving the hardware and software architecture of the
current analytics tools. To do so, I rely on an existing bio-inspired artificial collective
intelligence, the adaptive multi-agent system (AMAS), which has been shown as particularly
relevant for modeling, simulating and solving problems in highly dynamic complex
systems.
This new analytics framework, called Adaptive Multi-Agent System for dynamic Big Data
analytics (AMAS4BigData), has been used to design a new analytics tool, Dynamic data
Relation Extraction using Adaptive Multi-agent system (DREAM), which processes in real time
huge amounts of data produced by several and different sources, like sensors data from
Internet of Things (IoT), and find relations between them with an adaptation to the data
changes on the fly and respect of the data providers privacy and anonymity.
The dynamic data relation extraction process studies the dynamics correlations between
data, which means finding the data that evolve and behave in a similar way even if they are
temporally shifted, thanks to a new data similarity metric developed to deal with the data
dynamics in real time.
Since this thesis is funded by the Occitanie region, whose one major goal is to develop
smart cities, DREAM is applied on neOCampus sensors data in order to contribute to
that effort. The neOCampus operation, lunched by the University of Toulouse III - Paul
Sabatier, provides a testing ground for multi-disciplinary tools in the scope of building self-
sustainable smart cities. Therefore, DREAM is used to find hidden relations between the
campus sensors and detect anomalies, in order to understand and improve human activities
while decreasing the campus energy consumption.
Manuscript Organisation
This manuscript is composed of three main parts. The first one presents the context and
the field application of this thesis, the Data Science and the motivations behind this work.
Part 1 is divided in four chapters:
3 Chapter 1: introduces the data science field, by presenting its history and origins, its
definitions, main concepts, and its uses.
3 Chapter 2: summarizes in one global overview the process of knowledge extraction
from data (data analytics). Then it presents the step of the process and gives it
limitations.
3 Chapter 3: explains the theoretical and practical evolution of the data analytics pipeline
to the big data analytics pipeline, by describing thoroughly the concept of data science
on which I focus my work, the big data analytics which the set of techniques and
processes that allow the knowledge extraction from big data.
2 Adaptive Multi-Agent Systems for Dynamic Big Data Analytics
General Introduction
3 Chapter 4: in this chapter, I give the current data science challenges and I define new
ones to reflect what data science needs to handle the data flood dynamically.
Part 2 gives the theoretical and technical foundations and the formal description of
AMAS4BigData, the new analytics framework that combines the Adaptive Multi-Agent
System (AMAS) technology with a new dynamic Big Data similarity metric, the Dynamics
Correlation. This part is detailed through the following chapters:
3 Chapter 5: first highlights the need of a new big data analytics paradigm able to handle
the complex nature of the big data. Then describes this new paradigm of big data
analytics with the help of the Adaptive Multi-Agent System theory.
3 Chapter 6: presents the Adaptive Multi-Agent System (AMAS) theory, an artificial
collective intelligence theory, whose compounds have been tailored to model my new
analytics framework, which is thoroughly described here.
3 Chapter 7: describes the Dynamic data Relation Extraction using Adaptive Multi-
agent system (DREAM) analytics tool, the main application implemented using the
AMAS4BigData framework and a new data similarity metric, the Dynamics Correlation.
The last part, Part 3, issues the experimental aspect of this thesis through two chapters.
3 Chapter 8: describes the experimental protocol used to evaluate the framework, thanks
to the presentation of the data sets used to test the AMAS4BigData framework, via
DREAM, and the definition of criteria for evaluating its performances.
3 Chapter 9: embodies my study of the new analytics framework performances, thanks
the disscussion of the results of several experiments conducted on various data
sets with different parameters. Finally, it displays the strengths and weaknesses of
AMAS4BigData in order to know when its use is best suited.
Finally, I conclude this manuscript with a synthesis of the work achieved in the thesis
and an enumeration of some interesting further works.
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Abstract
UNDERSTANDING data and extract for them relevant knowldge is the main purpose ofData Science. Achieving this purpose raises several challenges and issues, besides the
usual matter of time and space use efficiency, especially when dealing with big data. In order
to find meaning and relevant information drowned in the data flood, while overcoming big
data challenges, one should rely on analytics tool that crunch these data and present them
in a readable manner to the user.
Part I presents the Data Science field through three chapters. The first one looks its origin
up across history, gives a set of definitions and keywords to get rid of any ambiguity, due
to their misuse, and help the reader to distinguish between close concepts and get a better
grasp of data science goals, listed at the end of the chapter.
Chapter 2 dives into the theoretical and technical aspects and concepts of the data
science. First, this chapter furnishes an overview of the data science concepts, then focuses
on the data analysis workflow, called "Big Data Analytics". It goes through it building blocks
and presents the state of art techniques and tools that design them and/or use them to
realize various tasks applied in several domains.
The first part concludes by presenting the conventional data science issues, known as
"challenges", that have led to the current data analytics approaches. It infers new challenges
as response to the modern expectations of the data science and to cope with exponential
growth of the digital world.
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1 Introduction to Data Science
Nowadays, we are living in a cyberphysical world [1]: the cyber, or "digital", world
is a projection of the physical "real" world. This projection is a collection of digitized1
information, the "data", created by all the physical and virtual devices2 that record the state
and activity of the physical world.
These two worlds are overlapping and deeply intertwined. Put it simply, they interact
and affect each other. In addition, they operate on different spatial and temporal scales,
meaning that the cyber world requires less time and space to represent an entity, be it static
or dynamic. So, through the study of the cyber world and its data we can comprehend, in a
faster and easier way, the real world. This is known as Data Science.
Data science is a composite of a number of pre-existing disciplines. It is a young
academic discipline and so is the associated profession of data scientist. The term, with
its current meaning, was essentially coined at the beginning of the 21st Century [2]. About
a year later, the International Council for Science: Committee on Data for Science and Technology
[3] started publishing the CODATA Data Science Journal[4] beginning April 2002. Shortly
thereafter, in January 2003, Columbia University began publishing The Journal of Data Science
[5].
Data science popularity has exploded since 2010, pushed by the need for teams of people
to analyze the big data that corporations and governments are collecting. The Google search
engine is a classic example of the power of data science.
1.1 Definitions & Keywords . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
1.2 Origin of Data Science . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
1.3 Goals and Uses of Data Science . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
1.3.1 Positive Aspects . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
1.3.2 Negative aspects . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
1 Converting analogous physical measurements to computer-readable format, in which the information is
organised into bits, basic units of information used in computing and digital communications.
2 Ambient sensors, cameras, Internet logs, transactions logs, etc.
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Introduction to Data Science
1.1 Definitions & Keywords
First of all, in order to get a better grasp of this thesis context, which is data science
generally and big data analytics specifically, and avoid confusion among several similar
terms, I present in this section the definition of these keywords from the literature. I also
redefine some for the sake of better relevance and less disarray.
3 Data: it is the digital projection of a broad information. The Oxford English Dictionary
(OED) define "data", in non-technical contexts, as information in digital1 form, typically
obtained by scientific work and used for reference, analysis, or calculation. In
computing, "data" refers to quantities, characters, or symbols on which operations are
performed by a computer, considered collectively [6]. Even if "data" is the plural of
"datum", "data" is widely used as an uncountable noun.
3 Big Data: today "Big Data" still has two meanings. The first one implies the huge
and fast growing amount of data [7][8]. The second one, is the study field of storing
and managing easy access to the data, and sometimes it is mistaken with the data
mining. Therefore in my opinion, the second definition is less accurate and less relevant,
especially since we have other dedicated terms (data storing, data warehousing, data
base managing).
3 Big Data Analytics [9]: analytical processes or workflows that associate advanced
and unique data storage, management, mining, and visualization technologies and
techniques in order to analyze big data.
3 Business Intelligence (BI): Negash Solomon gave, in his article "Business Intelligence"
[10], an extensive definition of this concept. I summarize BI as big data analytics,
focused on data gathering, integration and visualization, to present complex and
competitive information to planners and decision makers, for the sake of improving
the timeliness and quality of inputs to decision processes.
3 Data Mining: is the practice of discovering patterns3 in large data sets involving
methods at the intersection of machine learning, statistics, and database systems [11].
As part of data science and main step in the KDD process (which is defined bellow),
data mining aims to "crunch" and explore data in order to find relevant information, so
that the users (data miners) produce their own knowledge about the data.
3 Knowledge Discovery in Databases (KDD) [11]: the overall process of discovering
useful knowledge from data, in which data mining is only a particular. Moreover,
the additional steps in the KDD process, such as data preparation, data selection, data
cleaning, incorporation of appropriate prior knowledge, and proper interpretation of
the results of mining, are essential to ensure that useful knowledge is derived from the
data.
The generalization and extension of KDD to take into account the newly defined big
data (not only the non-volatile and structured data present in databases) coming from
several heterogeneous sources, is the root of the Big Data Analytics.
3 Regular and intelligible forms or sequences discernible in the way in which something happens or is done.
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3 Data Science: many definitions are available in the literature, some more precise than
others, with no consensus. In this thesis I define data science, based on the definition of
its related terms and concepts, as a discipline that incorporates varying degrees of data
engineering, scientific method, mathematics, statistics, artificial intelligence, advanced
computing, visualization, hacker mindset4, and domain expertise (as illustrated in
fig.1.1) to design, implement5, improve, adapt and extend big data analytics, partially
or entirely, while overcoming the associated challenges (cf. chapter 4).
Figure 1.1 — Concepts related to data science.
3 Data Scientist: a practitioner of data science. Data scientists solve complex data
analysis problems. Simberloff, D., et al defined data scientists as the information and
computer scientists, database and software engineers and programmers, disciplinary
experts, curators and expert annotators, librarians, archivists, and others, who are
crucial to the successful management of a digital data collection [12].
3 Data Analyst: a user of data science tools to analyze data.
1.2 Origin of Data Science
Making sense of data has a long history and has been discussed by scientists,
statisticians, librarians, computer scientists and others for years. The following time-line,
which relies on "A very short history of data science" [13] and summarized in fig.1.2, traces the
origin of the term "Data Science", its use, attempts to define it, and related terms.
4 Thinking "outside the box" and joyfully taking up intellectual challenges to achieve novel and clever
outcome.
5 Put into effect according to or by means of a definite plan or procedure.
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3 1962: John Tukey observed that a shift in the world of statistics has started. As a
response to this shift, he came up with a first definition of data science through his
experience and his view of the data science challenges [14]. He also referred to the
merging of statistics and computers, at a time when statistical results were presented in
hours, rather than the days or weeks it would take if done manually. Later in 1974, Peter
Naur authored the book "Concise Survey of Computer" [15], a survey of contemporary
data processing methods that are used in a wide range of applications. Naur had used
the term "data science" repeatedly and defined it as: "The science of dealing with data,
once they have been established, while the relation of the data to what they represent is
delegated to other fields and sciences."
3 1977: The International Association for Statistical Computing (IASC) [16] was formed with
the mission "to link traditional statistical methodology, modern computer technology, and
the knowledge of domain experts in order to convert data into information and knowledge".
The same year, Tukey published "Exploratory Data Analysis" [17], a book wherein he
argues that more emphasis and interest must be placed on using data to suggest which
hypotheses have to be tested, adding that exploratory data analysis and confirmatory
data analysis can and should proceed side by side.
3 1989: Gregory Piatetsky-Shapiro organises and chairs the first Knowledge Discovery in
Databases (KDD) workshop [18], which would become in 1995 into the annual ACM
SIGKDD Conference on Knowledge Discovery and Data Mining (KDD).
3 1994: Jonathan Berry alluded to the data flood when he wrote a cover story on "Database
Marketing" [19], in which he revealed ominous news that companies had started
gathering large amounts of personal data, with plans to start precisely calibrated new
marketing campaigns to increase the likelihood of customer buying a product. The
flood of data was, at best, confusing to company managers, who were trying to decide
what to do with so much disconnected information.
3 1996: for the first time, the term "data science" was included in the title of a conference
("Data science, classification, and related methods") [20] of the International Federation of
Classification Societies (IFCS). The IFCS have variously used the terms data analysis, data
mining, and data science in their publications.
Later that year, Usama Fayyad, Gregory Piatetsky-Shapiro, and Padhraic Smyth
pointed out that a lot of terms were used, indiscriminately, to express the same idea
of "finding useful patterns in data". For this reason, they defined the KDD (Knowledge
Discovery in Databases), in their article "From Data Mining to Knowledge Discovery
in Databases" [11] (defined in section 1.1). Furthermore, they stressed that blind
application of data mining methods can be a dangerous activity, easily leading to the
discovery of meaningless and invalid patterns.
3 2002: CODATA [3] began publishing the Data Science Journal [4], wherein a publication
focused on issues such as the description of data systems, their publication on the
internet, applications and legal issues.
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3 2005: the term "data scientist" appeared [12]. Starting 2008 it became a buzz word and
describe as the sexy job of the next years [21][22][23].
Figure 1.2 — Time-line of Data Science.
At the end of the 20th Century, data science emerged as a logical response to the need
to extend Information Technology (IT)6, in order to take advantage of the big data. Since
then, data science is still growing, evolving, and incorporating new technologies coming
from various sciences, which exploit data science to their benefit. Thus, data science is
interdisciplinary and has a symbiotic relationship with the other sciences, meaning they
sustain each other and help each other to grow.
1.3 Goals and Uses of Data Science
The explosive growth of available data, as a result of the increasing computerization
of our societies and the fast development and production of powerful data generation,
collection and storage tools, impacts in different degrees businesses, societies, sciences and
engineering, medicine, and almost every other aspect of daily life.
Objectively speaking, data science aims to provide powerful and versatile tools
to automatically uncover valuable information from the tremendous amounts of data,
produced continuously, and to transform these data into useful knowledge. However,
realistically, this knowledge can be used for "good" deeds or "bad" deeds.
In this section, I present non-exhaustive lists of positive and negative data science uses,
with some examples, and the purposes behind them.
1.3.1 Positive Aspects
The original objective of data science is to ultimately improve human life, by means of
the improvement of sciences, governance, business, transportation, health care and other
areas as the ones listed hereafter.
3 Scientific research: today almost every science relies on data science [24][25], especially
the ones that produce tremendous data like bioinformatics [26], computational biology
6 The study or use of systems (especially computers and telecommunications.) for storing, retrieving, and
sending information.
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[27], social computing [28] and physics. For example the Large Hadron Collider (LHC)7
can generate 60 terabytes (TB8) of data per day [29] and using data science helps to
uncover patterns in the generated data which can give the physicists an unprecedented
understanding of the nature of the universe.
3 Health care: large amount of data are generated from physician notes, lab reports,
X-Ray reports, case history, national health register data and others. Health care
organisations are progressively relying on data science technologies to capture all these
patients data to reduce health care expenditure. For instance the use of data science
could save over EUR 100 billions for the E.U. health care [30], while providing better:
– patient-centred services, like faster relief, detecting diseases at the earlier stages,
minimizing drug doses to avoid side effect and thereby reducing readmission rates
and health care costs consequently [31].
– spreading diseases detection, based on the live analysis of the social logs and
search engine queries related to a disease in a particular geo-location. For example,
in 2009 during the flu pandemic, Google obtained timely information by analyzing
big data, which even provided more valuable information than that provided
by disease prevention centers. Google found 45 search entry groups that were
closely relevant to the outbreak of influenza and incorporated them in specific
mathematics models to forecast the spreading of influenza and even to predict
places where influenza spread from [32].
– health management, patient engagement and treatment methods [33]. This
is realized, on one hand by giving patients the most timely and appropriate
treatment available through the coordinated effort of the most skilled caregivers,
according to their recorded ability to achieve the best outcomes rather than
their job titles, who avoid sub-optimal treatment strategies, thanks to sharing
and logically centralizing patients information. On the other hand, encouraging
patients to play an active role in their own health by making the right choices
about diet, exercise, preventive care, and other lifestyle factors.
This shift in the US health care sector results in the development of many innovative
data applications that move beyond retroactive reporting to interventions and
predictive capabilities (fig.1.3).
3 Governance, Smart Urbanism and Smart Cities: governments also generate lot of data
every day. Data science helps governments to make valuable decisions and build smart
cities [34] by providing faster, reliable and value-added services to the citizens.
– Society Administration [31]: collecting and analyzing citizens status and activity
data improve the calculation of seniors pensions and provide them without any
delay. Data science also provides quality education, by getting detailed report of
children who are in the age to be admitted to the school and which one is the best
7 CERN’s famous particle accelerator.
8 1 TB = 1012 bytes = 1000 gigabytes.
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Figure 1.3 — US health care data applications from 100 top innovators by type of
data/analytics capability, 2010-12 [33].
suited for them, in accordance with for example their living area, their parents
work area and schools enrolling capacity.
Moreover, the analysis of student profiles, graduating each year, can reduce the
unemployment rate by predicting the job needs based on the literacy rate and
arrange for special trainings in order to build young professionals.
– Safety and Security: a lot of city data, came from surveillance devices, tracking
devices and others, allow to screen the various activities taking place in the city
and can be used to detect abnormal behaviors, thence trigger alerts when the
situation is hazardous.
For instance, automatic number plate recognition systems that use digital cameras
to scan license plates and trace the matched vehicles as they cross the city.
Similarly, the police might screen a suite of cameras and live incident logs in order
to efficiently and swiftly direct appropriate resources to particular locations [35].
City data can also be very helpful to handle crises and emergencies, like
understanding the situations happening in disaster areas in order to effectively
provide the best communication services and optimally deploy the limited
resources based on the analysis results [36].
– Transportation and Mobility: perhaps the most critical feature of a city, is its ability
to control traffic in peak times based on the live streaming data about vehicles and
supply a smooth public transportation network to support a comfortable mobility
for the citizens.
This goes by, for example, transponders that can be used to monitor throughput at
toll-booths, measuring vehicle flow along a road or the number of empty spaces
in a car park, and track the progress of buses and trains along a route. Moreover,
these transponders alongside with data of cameras network can be analyzed in
real-time to adjust traffic light sequences and speed limits and to automatically
administer penalties for traffic violations [37].
Furthermore, the citizens can be active parts in the mobility enhancement thanks
to the crowdsourcing of data, wherein users generate data and then contribute
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them to a common system, such as the generation of GPS-traces uploaded into
OpenStreetMap9 to create collaboratively a common, open map of the city [38].
Sometimes, such collaborative solutions can best the conventional ones, since the
local users have unique and expert knowledge of their areas.
– Waste Management and Energy Saving: another advantage of data science applied on
smart cities is to increase their self-sustainability via efficient waste management,
using the automated monitoring of public service provision, such as RFID10
chips attached to rubbish bins detecting whether they have been collected [35];
data sharing between truck drivers on real time to perform waste collection,
dynamic route optimization and detecting ineffective collection in inaccessible
areas within the Smart City. Surveillance cameras are incorporated for capturing
the problematic areas and provide evidence to the authorities [39].
Energy saving is currently the most essential feature of smart cities, due to financial
and environmental benefits. Many tools and systems are developed to achieve this
goal, such as automatic meter reading that communicates utility usage without the
need for manual reading and can do so on a continuous basis [37]. This kind of
systems are very useful to reduce citizen energy consumption using eco-feedbacks11
[40].
One additional important set of systems is the Smart Grid [41] and Zero Energy
Buildings [42], which promises to bring green revolution by integrating renewable
resources into the energy mainstream and reducing the energy demand of
the buildings, by means of ambient intelligence that autonomously manages
heating, cooling, venting, lighting and other energy consuming equipments and
services based on the human activity patterns and energy consumption behaviors
uncovered from heterogeneous sensors data and automatic meter readings.
Recently there have been attempts to draw all of these systems and analytics tools into
one huge single hub, which facilitate the city monitoring and management from one
central place.
For instance, the Centro De Operacoes Prefeitura Do Rio in Rio de Janeiro, Brazil, uses an
IBM product that can be applied to any city, called "IBM Intelligent Operations Center"
(IOC) [43]. This IOC combines city wide instrumented systems that draws together
data streams from thirty agencies, including traffic and public transport, municipal
and utility services, emergency services, weather feeds, and information sent in by
employees and the public via phone, internet and radio, into a single data analytics
centre.
3 Business: the financial profit was and still is the first driving force for the data science
development. Data science is particularly helpful for building new capabilities for
exploiting data and facilitate decision making [44].
9 A collaborative project to create a free editable map of the world.
10 Radio-frequency identification (RFID) uses electromagnetic fields to automatically identify and track tags
attached to objects.
11 Information that helps to visualize energy consumption.
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There are many advantages in the business area [45], which can be obtained
through harnessing big data, include increasing operational efficiency, informing
strategic direction, developing better customer service, identifying and developing new
products and services, identifying new customers and markets, etc (see fig.1.4 wherein
the vertical axis denotes the percentage of 560 enterprises that think big data can help
them).
For example, the famous retail stores Wal-Mart successfully improved the efficiency of
their pricing strategies and advertising campaigns [30], by applying machine learning
on their huge data warehouse, constructed with the data of every purchase record from
their point-of-sale terminal, in order to better understand purchasing behaviour of their
customers.
Figure 1.4 — Increasing businesses efficiency with data science [45].
1.3.2 Negative aspects
As any tool, data science is as a good and benevolent as it users. So, unfortunately, data
science can be used for reprehensible purposes, deliberately or not, and lead to security
leaks, social issues and injustice. Hereafter is a list of some negative uses and aspects of data
science.
3 Politics: with the current state of data science, politicians can use the data collected from
social networks, web sites logs and even geo-localization devices to profile the citizens
and thereby discover which one are more or less keen to vote for them and hold their
ideas up. Besides the intrusive nature of such conducts, discussed later, there is a huge
ethical issue of impacting elections result.
For example in 2012 during the Obama campaign, data were first crossed from the
2008 voters database, the posts on Obama’s web sites and social network profiles of the
voters. The next step was to sort the voters, based on their data, into three categories,
those in favor of Obama, those against and those in-between. Then, speeches were
automatically generated using Natural Language Processing and Opinion mining to focus
strategically on the elements that might attract those in between, even though they were
weak and minor elements of the Obama’s politic, while hiding or lessening its strong
elements that repel the hesitant category [46].
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3 Injustice: Jeffrey Alan Johnson shows that open data12 has the quite real potential to
exacerbate rather than alleviate injustices [47]. In 2006, the city board of Memphis
(Tennessee, U.S.) equipped its law enforcement department with "Blue Crush" an
analytics system that analyzes years of crime data to generate daily probability reports
about when and where certain types of crimes are most likely to happen [48]. Even if
this system reduced the overall probability of crimes occurring in Memphis, it produced
two side effects. The first one is the growth of the "being too much watched over by
the police" feeling in the disadvantaged areas and therefore, intensifies the segregation
feeling and peoples stress. The second side effect is a security leak, described in the
next point.
3 Security leaks: all computer systems are hackable, to some extent. So, the big data
analytics tools have some security issues that can be exploited to do some harm, be
it simply spying or corrupting data and their analysis results, like accessing the "Blue
Crush", presented previously, to know where the police will most likely patrol and thus
where most likely not, or to temper the data and skew the patrols planning. In addition,
Hill warns that literally hardwiring urban services to a particular device, a particular
operating system, like the Centro De Operacoes Prefeitura Do Rio [43], is a recipe for
disaster, not efficiency [49].
3 Violation of privacy: taking full advantage of the available data and discovering more
complex and hidden relations, require big data analytics tools to cross these data. This is
especially true when researchers combine multiple large data sets, that are not meant to
be combined. Many studies revealed how public databases can be combined to produce
serious privacy violations, such as revealing an individual’s Social Security number
[50], the pregnancy of teenage girls [51], the political predilection, like during the 2012
Obama’s campaign [46], and other aspect of people’s private life.
In summary, the abundance of data, coupled with the need for powerful data analysis
tools, has been described as a data rich but information poor situation. The fast growing,
tremendous amount of data, collected and stored in large and numerous data sets, has
exceeded our human ability for comprehension without powerful tools.
As a result, the data science field appeared and is still growing and evolving, in joint
efforts with other fields, to provide big data analytics tools that can turn the big data into
"golden nuggets" of knowledge and consequently provide myriad of useful and helpful
products, tools and services in almost every aspects of life. Nonetheless, this new power
is a two sided blade and if not yielded carefully can be, directly or indirectly, harmful to
individuals and society.
12 Data made available and accessible for the public.
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2 Data Analytics: Knowledge
Discovery from Data
The expansion of Internet and the massive use of on-line services and tools (social
networks, forums, search engines, content sharing. . . ) led us to the data age.
Therefore, to make use of those data and extract new relevant knowledge from it, the
scientists from all fields (statistics, computer science, physics, biology. . . ) had to share and
combine their analytical skills and tools for the sake of designing new methods for dealing
with such data more than just, in a manner of speaking, summarizing and plotting them
into charts. The data analytics field, known as "Knowledge Discovery from Data (KDD)", was
born.
The purpose of this chapter is to present the data analytics processes, which have been
defined by different IT1 communities that take part in data science research, describe their
building blocks and their limitations.
2.1 Definitions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
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1 Information Technology.
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2.1 Definitions
Many definitions of Data Analytics, usually called Knowledge Discovery from Data (KDD),
are available. Each definition corresponds to the community that gives it. Despite of how
it may sound, this multiplicity of definitions is not confusing nor contradictory. It simply
displays the importance of data analytics for various communities and how each community
tries to exploit, at best, its skills and specific features in order to provide an understandable
and usable data analytics process.
First, lets see the definition of data analytics, according to the main communities that do
data science.
2.1.1 KDD in Data Bases
G. Piatetsky-Shapiro defined first the Knowledge Discovery from Data (KDD) process [18],
which became the standard data analytics process. The most important step of the KDD
process is finding hidden patterns through data mining. These patterns are used to build
"Models", a more compact or a more useful representation of the raw data.
Then, Usama Fayyad, Gregory Piatetsky-Shapiro and Padhraic Smyth relied on the
practical point of view of Brachman and Anand [52] in order to give the following steps,
which compose the KDD as an interactive and iterative process [11]:
Figure 2.1 — Basic flow of knowledge Discovery from Data (KDD) [11].
1. Selection: retrieve data relevant to the analysis from the database on which discovery
is to be performed.
2. Pre-processing: data cleaning and data integration, meaning the removal of noisy2 and
inconsistent3 data combined from multiple data sources. The resulting data are usually
stored in a data warehouse.
2 Contains false, impossible or missing value.
3 Two or more statements are inconsistent with each other if they can notall be true simultaneously.
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3. Transformation: the step where data are transformed and consolidated into forms
appropriate for mining by performing summary or aggregation operations. Sometimes
data transformation and consolidation are performed before the data selection process.
Data reduction may also be performed to obtain a smaller representation of the original
data without sacrificing its integrity.
4. Data Mining: the most important step of the KDD process and pertains to finding
hidden patterns through intelligent methods. This step includes choosing the right
data mining algorithm(s) and the adequate models and parameters, that might be
appropriate for searching patterns of interest, in a particular representational form or a
set of such representations.
5. Interpretation/Evaluation: visualizing the extracted patterns to identify the truly
interesting ones, that represent knowledge, based on their evaluation using relevance
measures. This step can also involve acting on the discovered knowledge, which means
using the knowledge directly, incorporating the knowledge into another system for
further action, or simply documenting it and reporting it to interested parties, and
checking for and resolving potential conflicts with previously believed (or extracted)
knowledge.
The KDD process can involve significant iterations and can contain loops between any
two steps. The basic flow of steps (besides the potential multitude of iterations and loops)
is illustrated in fig.2.1.
2.1.2 KDD in Business Intelligence
The data analytics process for Business Intelligence (BI) is a derivative of the original
KDD that follows the knowledge pyramid -a hierarchical representation that reflects the
refining of data into a more compact, understandable and valuable form to humans, labeled
as "knowledge" [53] (see fig.2.2)- to highlight the importance of the quantity and quality of
the knowledge extracted from the raw data [9], because in business knowledge is "money".
This BI dedicated analytics process, illustrated in fig.2.3, aims to help the decision makers
to maximize the financial gains of their businesses. Thus, each step of the process is carried
out by a class of specialists in order to guarantee its success. The importance of the specialist
grows higher as we get close to the top, and the number of specialists of each class decreases
similarly, following this progression:
1. Data Base Analyst: this class is in charge of the data gathering from several sources
(data bases, web logs, individuals transactions. . . ), the data pre-processing as defined in
the original KDD, and the data exploration which is the equivalent of the transformation
step of KDD.
2. Data Analyst: or Data Miner, discovers useful information from the previously data.
3. Business Analyst: presents the discovered information, in an understandable manner
to the end users, through appropriate visualization techniques.
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Figure 2.2 — The knowledge pyramid [53].
4. End User: or Decision Maker, has the most important and final role. Since they are at the
top of the BI analytics process, the end users make their own knowledge on the data
and plan a strategy to boost their businesses accordingly.
Figure 2.3 — Business Intelligence workflow [54].
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2.1.3 KDD in Machine Learning and Statistics
Machine Learning (ML) refers to the analytics process, illustrated in fig.2.4, of teaching
computers how to automatically extract important information from examples to achieve
improved prediction or search capabilities for associations and/or patterns in data [55]
Based on the goal of data analytics, machine learning algorithms are organised
taxonomically in two major categories. The first one is the "supervised" learning algorithms
that build models from data labeled with their known output, to be used for predicting
the output of unseen data or new data that fit the learned model. The second category of
learning algorithms is known as "unsupervised". They use unlabeled data to reorganise them
or extract patterns.
Figure 2.4 — Data analytics in Machine Learning and Stats community [54].
In addition to the work of designing new and more efficient machine learning
algorithms, the ML-Stats community focuses as well on pre-processing and post-processing.
The former step aims to get the data ready for processing, by changing the shape, the size
and data, while trying to preserve at best their integrity, in order to improve the relevance
of the machine learning output and at the same time decrease its needs of computational
power and processing time. The latter refines and displays the models and patterns learned
to help the user in building his knowledge on the data.
Now let us summarize the previous definitions to get an unique one, on which we can
rely for understanding what comes next in this document.
2.1.4 Summary of KDD
Basically "Data Analytics" designates analytical processes that take raw data as input,
then analyze them and finally output the analysis results (see fig.2.5).
Moreover, each of the three main steps of data analytics contains at least one task that
takes part in transforming raw data into knowledge. Gathering raw data is the mandatory
task of the input step.
Furthermore it is mandatory for the whole data analytics process, because without data
there is no reason for the data analytics to be used. For the analysis step, data mining is the
only task and the most important globally. Visualization is the compulsory task of the last
step of the data analytics process, the output, to allow the user to understand the information
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Figure 2.5 — Summary of Data Analytics [56].
and build his own knowledge.
To conclude, one must know that commonly, extra tasks are added to the basic data
analytics process, in order to improve the efficiency4 of each step and thereby the overall
process.
2.2 Data Analytics Elements
In this section, the data analytics processes are broken down into their basic elements, the
"tasks", which can be combined in several ways to build different data analytics processes.
These data analytics elements are organised following their respective data analytics steps.
2.2.1 Input: Pre-Processing
As said before, collecting "raw" data is the first and primordial task of any data analytics
process. These collected data can be transformed [57] to ease and enhance the work during
the next steps.
2.2.1.1 Data Gathering & Storage
Gathering and storing data is mandatory, considering that data can be of various origin
and volatile, meaning we can not assume to have neither the same structure among all the
sources nor a permanent access to them. Therefore, we classically have to keep the collected
data in a same place with a uniform structure. As a result, the Data Bases, and by extension
the Data Warehouses, were developed to provide a safe storage capability.
3 Data Bases (DB): the data base technology has evolved through time, starting from the
hierarchical data bases, network data bases to relational data bases [58], which rely on
relational algebra to store the data and the relationships between them.
4 Relevance and computational complexity.
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Besides providing a safe shared storage, data bases have two advantages that allow
their users to manipulate the data, using a Data Base Management System (DBMS)
through a Structured Query language (SQL) [59], without considering neither their
physical organisation (physical independence), like knowing the files path or managing
the file index and so on, nor how other users might manipulate the data in their
applications, thanks to the independent views of the data (logical independence).
3 Data Warehouses (DW): the growing interest of the enterprises about data bases
technology and their continuous need to boost their productivity via data bases
improvement, had led to the birth of new data bases dedicated to decision support,
known as "Data Warehouses".
The data warehouses are used for storing operational but also historical data, and for
analyzing these data in complex dashboards and reports [60]. The data warehouses
contains data that usually come from transactions data, which are mainly used for
OnLine Analytical Processing (OLAP) operations to provide reports data through multi-
dimensional queries.
2.2.1.2 Data Cleaning
Data Cleaning is strongly recommenced, since the collected data are quite often noisy.
Hence, this task relys on some or all data cleaning techniques to fix noise in the data.
Hereafter some examples of such techniques are provided.
3 Normalization is a basic numerical operation that changes the scales of the data
dimensions5, in order to consider the data dimensions in a same fashion and avoid
inappropriate conclusions [61].
3 Smoothing aims to remove or change deviant6 data values [62][63], caused by human
and/or machine fault, for the sake of bringing the data closer to their true nature and
thereby decreasing the occurrence probability of errors and misinterpretations during
the following data analytic steps.
3 Fill in Missing Values can be automatically, by means of for example binning, regression
or clustering, to predict the most probable value to impute to the missing data [64][65].
It can also be done interactively with the help of a human who chooses the right value.
2.2.1.3 Data Compression
This optional task, addresses the issue of the data size by reducing it [66], while
maintaining the data integrity.
3 Horizontal Compression is the most applied data compression, which purpose is to
reduce the number of data features, and results from the Curse of Dimensionality. It
occurs when the number of features is high and the number of data instances7 is not
5 Also known as "attributes", "features", "variables", "columns".
6 Far from what or where it should be.
7 Also called "tuples", "records", "lines".
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high enough for the mining algorithm to distinguish between the dimensions.
This task is done by "Dimensional Reduction" [66] algorithms, like the Principal
Component Analysis (PCA) [67], and/or "Feature Selection" [68] [69].
3 Vertical Compression is less frequent but useful. It reduces the number of data
instances thanks to "Data Sampling" [66] and/or "Instance Selection" [70].
Before going to the next data analytics step, one should know that, firstly, there is some
exceptions or special tasks of data pre-processing, like the Data Science Machine [71], where
new features are generated in order to find new relations in the data set. Secondly, the
combination of the data cleaning tasks, which tasks to apply and in which order, is important
for the results relevance and depend on the data analytics process objective [72].
2.2.2 Analysis: Data Mining
Data mining algorithms are categorized, based on the data mining purpose, in descriptive
mining and predective mining [11][54].
2.2.2.1 Description
Description focuses on finding human-interpretable patterns describing the data.
3 Data Characterization and Discrimination: the goal behind this task is to build a
profile of some data instances of interest (characterization), according to some criteria
given by the user, and understand how these instances are different from others
(discrimination). This task is mostly related to data warehouses exploration [73].
3 Frequent Patterns Mining: when a structure, that embodies relationships amongst the
data, is repeated over the data instances, it is called a "frequent pattern". Finding such
patterns is a data mining task that goes by iteratively assembling and disassembling
the data in subsets, in order to find and check which data subsets better represent
frequent patterns. These patterns are: itemsets for transaction data, subsequences for
historical or time related data, or substructures related to data graphs. These patterns
are usually used for inferring association rules [74], which express structural and/or
temporal relations between the data.
3 Clustering: one of the most spread and known data mining task, clustering consist in
finding sets of data instances that are very much alike. In other words, clustering is
bringing similar data instances together in sets called clusters, based on a data similarity
metric that usually combines the data attributes in some way.
The existing clustering algorithms differ from each other, mainly, on how they make
this attributes combination [75]. Thus, there is partitioning algorithms (K-Means [76],
K-Medoids [77]), hierarchical algorithms [78], density-based algorithms [79], and grid-
based algorithms [80].
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2.2.2.2 Prediction
Prediction involves using, some or all, data attributes of a database to predict (forecast)
unknown or future values of other attributes of interest.
3 Classification: as the name suggests, predicts the "class" or the category to which
data instances belong, typically by means of a supervised machine learning algorithm.
They use a training set of labeled data. It contains some data instances (examples,
observations) with their class (label).
A classification algorithm builds a predictive model that encapsulates the wanted
classification function. The predictive model is learned as follows: first, a random
model with the available data features and the class feature (target), is set. Then, the
examples are presented one by one to the learner8. Each time the learner makes the
required modifications of the model seeking to minimize the model prediction error,
given by an error function that computes how much the model prediction is far from
the real target.
The classification algorithms [81] differ on how they define their error function and
how they update their model to correct its prediction. To achieve a classification
task, it is common to use a Support Vector Machine (SVM) [82], aFeedforward and Back
Propagation Artificial Neural Network (ANN) [83], a K-Nearest Neighbors (KNN) algorithm
[84], a Decision Tree [85] and by extension a Random Forest [86], or any combination of
classifiers9 known as "ensemble learning" [87].
3 Regression: classification and regression are alike with only one distinction : the
classification predicts discrete values, whereas the regression predicts continuous
values for the class. We can see the regression as a mathematical function, or a model
more generally speaking, that translates or maps the data trend in order to be used to
predict future and missing values.
Since classification and regression are similar, the regression algorithms [88] are
commonly classification ones with some, or no, updates to deal with the continuous
nature of the target class, like General Regression Neural Network (GRNN) [89], Support
Vector Regression Machines [90].
3 Dependency modeling: this task focuses on discovering how variables (data features)
depend on each other at a structural level and a quantitative level. The former exhibits
the causal relationships through the data features. The latter specifies the strength of
these relationships. The dependencies constitute a beliefs network, which is used for
inferring domain expert knowledge [91].
Beliefs networks are of two kinds: probabilistic networks [92] or possibilistic networks
[93]. The probabilistic networks rely on the probability theory to model the
dependencies, mainly by means of the Bayes theorem leading to Bayesian networks [94].
The possibilistic networks turn to a more flexible theory, the possibility theory, which is
better suited to deal with uncertainty.
8 An instance of one machine learning algorithm.
9 Classification algorithms.
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3 Outlier Analysis: also called "outlier detection" or "anomaly detection", consists in finding
abnormal or deviant elements compared to the whole database [95][96]. The outliers, or
anomalies, can be punctual or collective. The punctual outliers, as the name suggests, are
one point anomalies which can be detected globally, considering the deviation from all
the data, or contextually relatively to a sub data set of interest called a context or profile.
The collective or longitudinal outliers are anomalies only if considered as a group and
not individually.
Although the boundaries between prediction and description are not sharp, because
some of the predictive models can be descriptive, to the degree that they are understandable,
and vice versa, the distinction is useful for understanding the overall discovery goal.
2.2.3 Output: Post-Processing
Since it is the last step of the data analytics processes, the output step allows the users to
produce their own knowledge based on the results of the previous step.
2.2.3.1 Visualization
Visualization is the basic task of the output step. It converts to mined10 patterns and the
learned models in a more human-readable form, thanks to numerous techniques [97]. The
reason behind the abundance of visualization techniques is the difficulty to have a highly
exhaustive representation of the mined10 information, while exhibiting the most peculiar or
potentially interesting information, especially when dealing with multi-dimensional data.
2.2.3.2 Evaluation
It is common for the data mining algorithms to produce a lot of information.
Consequently, when information is presented to the users, they may struggle to identify
which parts are, the most, relevant ones. Therefore, the mined information must be
evaluated with interesting measures, that combine novelty, usefulness, and simplicity. The
choice of these measures depends on the nature of the data mining task [98][99][100].
2.2.3.3 Annotation
After identifying interesting or relevant information, data analytics users may want to
save or share their knowledge in order the help, themselves or others users, to interpret
the meaning of the mined information the next time they analyze the same or related data.
This task is known as semantical annotation [101]. Moreover, when these annotations are well
done and structured, usually by using a semantic network called "ontology" [102], they can
be used to automatically answer users questions about the domain data [103].
10 The output of a data mining algorithm.
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2.3 Limitations of Traditional Data Analytics
Tsai et al, in their survey of Big Data Analytics [56], have quite rightly pointed out
the main limitations of data analytics, when faced with Big Data. According to their
observations, most data analytics processes have limitations for big data, that can be
described as follows:
3 Unscalability and centralization: most of the data analytics processes are not for large-
scale and complex data sets (big data). Traditional data analytics cannot be scaled
up because their design does not take into account big data. Their design typically
assumed they will be performed on a single machine, with all the data in memory. For
this reason, the performance of traditional data analytics will be limited in solving the
volume problem of big data.
3 Non-dynamic: ordinarily traditional data analytics cannot be dynamically adjusted for
changing situations, meaning that they do not analyze the input data on-the-fly. The
extracted patterns and models are usually fixed and cannot be automatically changed.
As a result, the performance and iterative nature of traditional data analytics may not
be useful to handle the fast generation of big data.
3 Uniform data structure: generally data analytics assumes that the format of the input
data will be the same during the analytical process. Therefore, traditional data analytics
may not be able to deal with the changing of formats of the input data.
To conclude this chapter, we can assert that tremendous works have been achieved, by
various communities, for knowledge discovery from data. Furthermore, since there are
no formal rules to choose neither the right tasks, from all of the data analytics tasks, nor
the best way to combine them to get the best knowledge, the data analytics users rely on
their experience, analytical skills and domain expertise in order to make the best choices.
Consequently, there is several data analytics processes, each one dedicated to a specific
domain or global task [104].
Also, because the traditional data analytics were not designed for large scale and
complex data, they are almost unfit for analyzing big data. Redesigning and changing the
way the data analytics process works are two critical trends for big data analytics. Several
important concepts in the design of big data analytics processes, and their implementations,
will be given in the following chapter.
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3 Big Data Analytics: from Theory
to Practice
As defined in chapter 1, data science aims at developing the set of technical and
analytical tools which, put together, constitute the Big Data Analytics, to analyze big data.
However, this is a recent statement that evolved and has been extended from the classical
data analytics, presented in the previous chapter. Because of the evolution of data to big
data, this called for an evolution of the data analytics processes on the conceptual level as
well as on the technical level.
In this chapter, one can follow how the evolution of the knowledge discovery has taken
place progressively, leading to the current state of big data analytics. Thus, the focus is
given to big data analytics, as the application domain of this thesis. I present the origins, the
current definition, architecture and implementations of big Data Analytics.
First, let’s see how the Knowledge Discovery from data (KDD) process has changed in
order to stress the importance of redesigning the KDD steps. Since data analytics is also
designated as knowledge discovery from data, then we can call the big data analytics as
knowledge discovery from big data.
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3.1 From Data Analytics to Big Data Analytics
The explosion of the available amount of data and the rise of their complexity1 have
led the conventional data analytics to their limits. Therefore, a lot of works have started to
induce a shift of the data analytics paradigm in order to handle big data.
For the sake of a better understanding of the shift in the data analytics paradigm, a
reformulation of the data analytics pipeline, illustrated in fig.3.1, is given as follows:
1. The data analytics is a straightforward pipeline that takes all the raw data to be
analyzed as an input, which causes a huge bottleneck at the beginning of the pipeline.
2. Once the the first step is done, a huge and unique data stream is processed following
the next steps of the pipeline.
3. Then, when the data analytics process is finished, the knowledge extracted can be
injected as another input into the next iteration of the pipeline.
Figure 3.1 — Data Analytics pipeline.
Considering that the data analytics pipelines deal with the data as one big stream, the
pipelines must be widened in order to process bigger data stream. This widening is done
by using bigger storage depository, faster communication networks and more powerful
computational units.
1 Data dimensionality and variety.
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Nonetheless, as a result of the technological limits, such widening is necessarily
insufficient and new solutions have to be considered to allow bigger data to be processed.
Thence, a big data analytics pipeline should be flexible and able to be virtually
extendable to handle the continuous growth of data. To do so, the analytics pipelines have
to be upgraded and redesigned with respect of two constraints or goals:
1. The first one, is to reduce the overall bottleneck, by scattering it over each step of the
analytics pipeline.
2. The second one, is dividing the data stream into several sub-streams. Then, processing
them individually and merging them when necessary.
Figure 3.2 — Big Data Analytics pipeline.
As a result, the new analytics pipeline adapted to big data, depicted in fig.3.2, is defined
as a data analytics pipeline that:
3 breaks up the former input step into three preprocessing steps [105], in order to
highlight their huge relevance in reducing the size and complexity of the input and
thereby to globally ease the analytics process.
3 improves each step, and by extension their component tasks, by means of distribution,
mobility, parallelism and collaboration.
Hereafter is presented the new big analytics steps and the technical and/or conceptual
improvements that allow these steps to handle big data.
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3.1.1 Data Acquisition
The revolution base of big data analytics came from the democratization of data
generative devices, called "sensors", that record the state of the cyber-physical world2.
Furthermore, every apparatus of the daily life, like housing appliances, cars, and even
clothes and other wearables, are now starting to include sensing and recording capabilities.
The set of all these sensors and connected devices, which can be mobile, form a huge network
called Internet of Things (IoT). IoT is also at the core of smart cities [106].
Consequently, the available amount of data is exploding, meaning their volume is
growing, their generation speeding up, their dimensionality and heterogeneity increasing.
These big data can’t be managed by conventional storage systems, like data bases and
data warehouses. Therefore, new flexible storage technology is required in order to go with
the flow of IoT big data. As a response, three major storage technologies have emerged.
3.1.1.1 Mobile Data Bases
Mobile data bases are data bases dedicated to mobile devices (laptops, smart-phones,
connected wearables. . . ) and insure a shared access to their respective data, thanks to the
Peer-to-Peer (P2P) file sharing protocol over mobile ad hoc networks [107], even if the mobile
devices are out of range or disconnected [108].
Mobile data bases require new mechanisms for data access and update. For example,
Pitoura and Bhargava proposed an agent-based framework for providing consistent and
recoverable access to heterogeneous mobile databases [109], because the multi-agent
paradigm is well suited for dealing with concurrency and heterogeneity.
Despite the considerable improvements in data management, brought by this new
kind of data bases, new issues have also been engendered [110][111]: concurrent data
modification, data cashing and replication, huge network communication workload,
increasing energy consumption and reducing the computing power of the devices.
Thus, a new type of data bases was proposed in order to try to keep the advantages of
mobile data bases while overcoming their weaknesses.
3.1.1.2 Distributed Data Bases
Since it is hardly possible to store all the data in a single place or retrieve them directly
from their mobile sources on demand, a new sustainable storage solution, Distributed Data
Bases, was designed as a trade off between fully centralized storage and fully mobile storage
[112].
Distributed data bases allow to store data over several scattered depositories, for the
sake of providing fast and consistent access to the data, wherever the users are, thanks to
mainly three major internal data management proprieties [113]:
3 data partitioning (Partition): dividing the whole database in several parts, called
2 The real and digital worlds.
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partitions, depending on the number of available depositories. From one perspective,
it is a good aspect of the distributed data bases that supports their extension when the
data grow. From another perspective, it increases the number and the cost of data joins3
to retrieve some information scattered over several partitions, especially when they are
physically far from each other (the network communication cost is added).
3 data duplication (Availability): virtually, the intersection of all data partitions is empty,
but in reality it is not as a result of the data duplication. Data duplication is a safeguard
mechanism that copies the data from one partition to one or more other partitions.
The duplication provides virtual data backups when a partition is not accessible
anymore, due to a failure of the related depository or a congestion of the
communication network. The duplication is said to be good when the users can access
the whole or most of the data base even if one or few partitions are inaccessible.
3 data replication (Consistency): is related to the data duplication, because when some
modifications are done on some data they should also be done, replicated, on the
duplicated data.
In fact, it is impossible for a distributed data base to achieve all the three proprieties
(Consistency, Availability, Partition) at the same time. This is known as Brewer’s CAP theorem
[114]. However, this statement is nowadays not so true, because by explicitly handling
partitions, designers can optimize consistency and availability, thereby achieving some
trade-off of all three [115]
3.1.1.3 NoSQL Data Bases
Admittedly, the distributed data bases have shown their usefulness at the beginning of
the big data age. Nevertheless, more and more new big data does not conform to a rigid
relational schema. Hence, the users can’t be bound by the structure of a Relational Data Base
Management System (RDBMS) and need something more flexible with high performances.
As a result, a new data management paradigm, the Not only SQL (NoSQL) [116], was
created. NoSQL data bases [117], are non-relational distributed data bases that:
3 provide high performance by storing massive data without explicit and structured
mechanisms to link data to one another, using new data structures (key-value, column,
document, or graph). Choosing the suitable structure, depending on the big data
analytics goal, makes some operations faster.
3 allow flexibility, thanks to simpler horizontal scaling (defined in the next section) to
clusters of machines, which is problematic for relational databases.
In return, they compromise their consistency. Instead they offer "eventual consistency"
[118]: modifications are "eventually" propagated to all storage nodes (depositories) over
time.
3 Operations to combine data from two sets of data (i.e. two tables).
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Hence, queries for data might not return up-to-date data immediately or might result in
reading data that are not accurate, which is known as stale reads.
In addition, NoSQL databases have several inconveniences: no SQL support which is an
industry standard, lacking of transactions, reports and other additional features, not mature
enough for most of the NoSQL database products that were created in recent years and so
on.
3.1.2 Information Extraction and Cleaning
As the volume, the velocity and the complexity of data grow, the proportion of poor-
quality data (noisy and untrustworthy) grows as well; leading to extract poor-value
knowledge. In other words, "Bigger Data are Not Always Better Data.
Therefore, the design of big data analytics needs to consider how to reduce or get rid of
the noisy data as well. Tang authored a survey of automatic methods for big data cleaning
[119].
Nonetheless, decisions about what attributes and instances will be processed and which
will be ignored is, to some extent, an inherently subjective process and computationally
expansive. So, relying on humans skill is one way to deal with it.
Thence, some works came up with users interactive solutions for big data cleaning, like
Crowdcleaner: data cleaning for multi-version data on the web via crowdsourcing4 [120];
and some works study quantify the value of user-level data cleaning [121].
3.1.3 Data Integration, Aggregation, and Representation
These concern the problem of handling a vast quantity of data that the system is unable
to process. Thus, preprocessing is an important task to make the big data analytics pipeline
able to handle the input data.
A portion of the big data analytics studies still focuses on how to reduce the complexity
of the input data, because even the most advanced computing technology cannot efficiently
process the whole input data by using a single machine in most cases.
3.1.3.1 Sampling and Compression
Sampling and compression are two representative data reduction methods for big data
analytics, because reducing the size of data makes the data analytics computationally less
expensive, thus faster, especially for the data coming to the system rapidly and massively,
from IoT for instance.
In addition to make the sampling data representative of the original data effectively
[122], it is necessary to define how many data instances need to be selected for a specific data
mining method. But it is another research issue [123], because it will affect the performance
of the sampling method in most cases.
4 Divide work between participants to achieve a cumulative result.
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3.1.3.2 Performance Optimization
Performance optimization is another issue for big data reduction methods. For this
reason, Zou et al. [124] proposed a promising solution for efficient big data reduction,
by means of clustering the input data to divide them into several different groups and
apply an optimized compression algorithm on these input data according to the clustering
information.
Moreover, by using domain knowledge to design the preprocessing operator it is
possible to handle the high computations of preprocessing solutions for the big data. For
instance, Dawelbeit and McCrindle [125] designed an elastic pre-processing framework to
divide the input data between the computing processors.
3.1.4 Modeling and Analysis
Most available data mining algorithms are not very suitable for big data mining
applications as their design is based on limited and well defined data sets [126].
Thus, big data analytics need to implement advanced and more sophisticated data
mining algorithms to deal with big data efficiently. These algorithms need to be designed as
distributed components across various geographical locations and need to work effectively
across heterogeneous environments; and be capable of managing and operating in highly
dynamic environments.
The primary cornerstone behind the big data mining algorithms is parallelism or parallel
computing. Parallelism is the simultaneous execution of several processes and computations,
using more than one processor (CPU) be it on a single machine or on networked machines
[127], in order to:
3 either speed up: decrease the time needed for carrying out all the computing tasks, called
response time;
3 or scale up: handling larger tasks by increasing the degree of parallelism, known as
throughput.
Several studies, like [128] and [129]), attempted to modify the traditional data lining
algorithms to make them work on a parallel computing environment or to develop new
algorithms which work naturally on a parallel computing environment, as shown in fig.3.3.
However, there is a price attached to the benefit of parallelism, namely the
synchronization cost. Synchronization is the mechanism that makes one of the parallel
processes wait when they try to concurrently access to the same unshareable resource,
leading sometimes to a deadlock5.
Usually in parallel data mining, the synchronized resources is the data set. So, to avoid
the parallel processes synchronization and reduce the risk of deadlocks, the parallel data
mining algorithms have came to distribute the data over the computational units (CPUs,
machines), normally by means of the distributed data bases.
5 A state in which some processes wait for each other to take action.
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Figure 3.3 — Parallel data mining [128].
This consequently engendered the distributed data mining algorithms [130][131][132],
whose architecture is illustrated in fig.3.4.
Figure 3.4 — Architecture of distributed data mining algorithms [133][56].
To sum up, big data analytics implies having data mining algorithms that are linearly
scalable, able to handle high throughput multi-formatted data, with a high degree of
parallelism and a distributed data processing.
Finally, to know what type of data mining can be applied, according to available
computing and storage architecture, one can rely on table 3.1.
6Conventional data mining applied on classical data bases.
7Conventional data mining applied on distributed data bases.
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mono sequential mining6 centralized mining7
multi parallel mining distributed mining
Table 3.1 — types of data mining algorithms
3.1.5 Interpretation
Like the previous steps of the big data analytics pipeline, the last step of the pipeline, the
interpretation, also is affected by the size, the velocity and the complexity of the data. The
quantity of mined information form big data requires new tools to help the users to interpret
them, and thereby infer their own knowledge, individually and collectively.
Again, similarly to the other big data analytics steps, the knowledge extraction tools
from big data have evolved mainly by improving their performances. For instance through
parallelism for visualization and crowdsourcing for annotation.
3.1.5.1 Visualization
Big Data visualization is not that easy like traditional visualization of relatively small
data sets. The extension of traditional visualization techniques has already begun but still
has progress to do.
When it comes to large-scale data visualization [134], most techniques use data
compression and give a good approximation to large-scale data, such as feature extraction8
and a geometric modeling9 to significantly reduce the data size before the actual data
rendering10.
For more close and intuitive data interpretation, some researchers try to run batch-mode
software rendering of the data at the highest possible resolution in a parallel way [135].
Choosing proper data representation is also very important when we try to visualize Big
Data.
3.1.5.2 Collective Annotation
Even if a lot of researches are in progress to design big data visualization techniques that
maximize the knowledge an individual can extract on its own, it is difficult if not impossible
for one person to annotate and interpret all mined information.
When it comes to big data, interpretation would be better as a collective effort, either to
distribute the work or to cross-validate several interpretations of the same information. The
main mechanism for collective annotation is crowdsourcing: an online, distributed problem-
solving and production model that has emerged in recent years [136].
8 Select the best attributes that describe the data.
9 Use different shapes and forms for intuitive data reading.
10 Process of drawing the visualization output.
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Amazon’s Mechanical Turk [137] is one known example of crowdsourcing platform,
where a requester can submit an annotation/interpretation task with some amount of money,
as a compensation. Then, the platform divides the task and the compensation over several
turkers who annotate/interpret their share of the data in exchange of a very small percentage
of the compensation.
Besides, crowdsourcing is not only dedicated to information interpretation, it can also
be used to collect data and/or features and meta-data to enhance the current semantics of
data.
3.2 Big Data Analytics Platforms: Cloud Computing
In view of the technical evolution of the data analytics pipeline, the hardware and
software architecture of computing platforms had to evolve too in order to support the big
data analytics processes. These platforms are designated as "clouds". In other words, the
cloud refers to both the applications delivered as services over the Internet and the hardware
and systems software in the data centers that provide those services [138].
Cloud computing is closely related to big data. Its main objective is to use
huge computing and storage resources, commonly distributed over several computer
clusters called "commodity servers" (readily available, all-purpose, standardized and highly
compatible piece of hardware that can have various kinds of software programs installed
on it), under concentrated management, so as to provide big data applications with fine-
grained computing capacity [139].
The democratized use of the cloud computing platforms has altered the view of the big
data analytics pipeline so much that it became the cornerstone of the big data analytics, as
illustrated in fig.3.5).
Architecturally speaking, cloud platforms are basically composed of three layers: an
Internal Storage Layer of the data to be processed, a Computing Layer used to process them,
and an Application Layer which provides various analytics packages to allow the users to
build their big data analytics process.
Each layer rely on the previous one and can be implemented in various ways, as
described hereafter.
3.2.1 Internal Storage Layer: File Systems
Since on one hand the main drive of cloud computing is the need to get the data closer
to where their are processed, and on the other hand the big data are usually stored in
NoSQL databases (very big and distributed databases), the conventional internal file storage
mechanisms known as file systems, which are the foundation of the applications at upper
levels, had to be improved by means of files distribution over the cloud for the sake of a fast
and fault-tolerant access to the data when needed.
As a result, new distributed file systems dedicated to big data on cloud platforms
appeared.
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Figure 3.5 — The basic idea of big data analytics on cloud system [56].
3 GFS (Google File System) [140]: is an expandable and consistent distributed file
system that supports large-scale, distributed, data-intensive applications. GFS uses
cheap commodity servers to achieve fault-tolerance and provides customers with high-
performance services. However, GFS also has some limitations, such as a single point
of failure and poor performances for small files. Such limitations have been overcome
by Colossus [141], the successor of GFS.
3 HDFS (Hadoop Distributed File System) [142]: as a derivative of open source codes
of GFS, is the most widespread distributed file system designed to run on large clusters
of commodity hardware. HDFS has many other goals, the major one is to detect
and handle failures at the application layer. This objective is realized through a well-
organised mechanism of replication.
3 Tachyon [143]: is a fault-tolerant distributed file system, based on HDFS, which enables
file sharing (data I/O) at high speed (system memory like) across a cluster, which
is achieved by using memory more aggressively. Tachyon can detect the frequently
read files and cache them in memory thus minimizing the disk access by different
jobs/queries.
Another advantage of using Tachyon is its support for raw tables. Tables with hundreds
of columns can be loaded easily and the user can specify the frequently used columns
to be loaded in memory for faster access.
3 Other Files Systems [139]: Amazon came up with the S3 file system to provide simple
storage service [144]. Microsoft developed Cosmos [145] to support its search and
advertisement business. Facebook utilizes Haystack [146] to store the large amount of
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small-sized photos. Taobao11 also developed its file system TFS (Taobao File System)
[147].
In conclusion, distributed file systems have been relatively mature after years of
development and business operation.
3.2.2 Computing Layer: Virtualization & Scaling
The computing layer is responsible of the efficient use for the extendable computational
resources and rely mostly on two technological key concepts: virtualization and scaling.
3.2.2.1 Virtualization
In simple terms, virtualization allows an easy sharing of the same computational
resources independently of their architecture [148].
More specifically in cloud computing, virtualization is an additional internal layer,
between the hardware and the software, that make one or more heterogeneous systems
(virtual machines) able to run at the same time on the same physical machine under the
management of the Virtual Machine Monitor (VMM) [149], as shown in fig.3.6.
Figure 3.6 — Architecture of virtual machine system [150].
VMMs provide two technically attractive features [151], listed hereafter.
3 Encapsulation of virtual machines states: facilitates the tasks of load balancing, virtual
machine replication, storage and transport, suspend/resume scenarios, hardware and
software failure handling.
3 Strong isolation between virtual machines: besides the dramatic cost benefits, thanks to
the transparent multiplexing of virtual machines over the same hardware, security and
reliability advantages follow naturally. Indeed, a malfunctioning program, either due
to bugs or security compromises, is isolated in its virtual machine and problems do not
propagate to machines executing under the same VMM.
These advantages make virtualization highly useful for data-centric, multi-tenancy
environments of big data analytics. Additionally, considering the fact that the productivity
in developing future big data analytics software is an important cost factor, advances in this
direction are contributing.
11 The world’s biggest e-commerce website and has over 580 million monthly active users.
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3.2.2.2 Scaling
Scaling is the ability of expanding a system to handle the increased demands in terms of
data processing [152][56]. To support big data processing, different platforms incorporate
scaling in different forms.
From a broader perspective, the big data platforms can be categorized into two types of
scaling: vertical scaling (scale up) and horizontal scaling (scale out).
Figure 3.7 — The comparisons between scale up and scale out [56].
3.2.2.3 Horizontal Scaling
Horizontal scaling (scale out) is the distribution of the workload across many
independent and heterogeneous servers or commodity machines added together in order
to improve the processing capability.
for the scale out based system, all we have to do is to keep adding more similar
computer systems to a system, in order to process bigger data, following one of these
parallel/distributed programming models:
3 Peer-to-Peer (P2P) & Message Passing Interface (MPI): P2P is a decentralized and
distributed network architecture (see fig.3.8) used as one of the first distributed
computing models [153][154], whose scale out is practically unlimited. Millions of
connected machines (peers) can provide as well as use computing resources and store
data instances.
MPI is the standard software communication paradigm [155] used in P2P networks to
exchange data between heterogeneous peers [156]. Unlike other computing models,
MPI based processes don’t need to read the same data many times and all their
parameters can be preserved locally.
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Figure 3.8 — P2P vs Client/Server architecture [153].
In addition, when MPI is deployed in a master-slave model, the slave machine can
become the master for other processes. This can be extremely useful for dynamic
resource allocation where the slaves have large amounts of data to process.
However, MPI has no mechanism to handle faults, thence a single node failure can
cause the entire system to shut down. For this reason and with new computing models
becoming widely popular, MPI is not being widely used anymore.
3 MapReduce [157]: is a simple but powerful programming model suitable for
processing semi-structured or unstructured data, pioneered by Google and developed
by Yahoo! and other web companies, that rely on a divide and conquer strategy to break
down complex big data problems into small units of work and process them in parallel.
Then the solutions to the sub-problems are combined to give a solution to the original
problem, as illustrated in fig.3.9.
To do so, the MapReduce model relies on two functions or steps, both of which are
programmed by users:
– Map: at a high-level, mappers read the input data as key-value pairs from the file
system, process them and generate some intermediate results as key-value pairs too
and store them in the file system.
– Reduce: reducers access the file system to aggregate the intermediate values,
associated with the same intermediate key, to generate the final output, which is
again written to the file system.
The MapReduce programming model and its open-source version Apache Hadoop
[158], which is based on HDFS, have been widely adopted in the big data analytics
community for their simplicity, ease-of-programming, and combination of dynamic
scheduling and selective re-computation.
This lets the system automatically balance the loads on processors and readily tolerate
failures through a deterministic replay mechanism, where a failed map/reduce task is
simply re-executed [159].
Nonetheless, MapReduce is by no means the universal solution to all parallel
programming applications, and existing implementations have significant sources of
inefficiency, due to some limitations:
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Figure 3.9 — Overview on a MapReduce execution [157].
– MapReduce is not designed for iterative processes. For each iteration, a new
mapper and reducer have to be initialized and read the same data again and again
from the disk, which significantly degrades the performance.
Thus, a number of research efforts have aimed at improving this limitation of
MapReduce, like HaLoop [160], CGL MapReduce [161], Twister [162], imapreduce
[163].
– MapReduce requires large memory and storage for data replication and the whole
system may be down when the master machine crashes for a system that has only
one master. One solution to improve the performance is the design and use of next
generation paradigms for big data processing, like Apache Spark [164] which relies
on the high-speed file system Tachyon.
Moreover, to solve these two problems, the MapReduce Agent Mobility (MRAM)
[165] has been presented as a framework where each mobile agent can send its
code and data to any other machine.
– MapReduce is inefficient in supporting simple SQL-like query operations, which
usually involve just a few data elements, since MapReduce only provides two
nontransparent functions, that cannot cover all the common databases operations,
and requires performing computation over an entire dataset.
The solution to this drawback is the last cloud layer, presented later in this section,
that provides basic functions and advanced packages, which are typically hard to
be maintained and reused, in order to provide various higher-level functionalities.
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3 Dryad [166]: while MapReduce restricts the data processing flow to map and reduce
phases in favor of simplicity, Microsoft’s computing model, Dryad, supports a more
general data processing flow expressed as directed acyclic graphs [167] in which
vertexes represent sequential programs (operation) written by the user and edges
represent one-way data channels, as fig.3.10 schematically shows it.
Figure 3.10 — The structure of dryad jobs [45].
Dryad executes the vertexes associated operations in clusters or workstations through
network and transmits data via data channels. During operation, resources in a logic
operation graph are automatically mapped to physical resources, as illustrated in
fig.3.11. Additionally, Dryad can choose whether to store a data element as a file in
a distributed file system, as a file in a local file system, or in a memory buffer.
Furthermore, Dryad allows vertexes to use any amount of input and output data, while
MapReduce supports only one input and output set, and the generated graphs can also
be updated after execution, in order to deal with unexpected events in the computation,
like failure, or in response to user-defined policies decisions.
Because Dryad encompasses other computing models like Map/Reduce and the
relational algebra, it is more complex and powerful in some degree.
The previous computing model was designed for batch processing. they are multi-
purpose engines but not real-time engine. But stream data applications, such as processing
log files, industry with sensors, etc. require real-time response for processing large amount
of stream data.
In those applications, stream processing for real-time analytics is mightily necessary.
Therefore, the real-time computing models are designed specially for real-time stream data
analytics. Hereafter are presented two of such models:
3 Storm [168]: is a distributed and fault-tolerant real-time computation system for
processing limitless streaming data. It is also very easy to set up and operate,
guarantees all the data will be processed, and provides competitive performances.
Therefore, it has many applications, such as real-time analytics, interactive operation,
on-line machine learning and continuous computation.
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Figure 3.11 — Dryad architecture [45].
A Storm cluster is quite similar to a MapReduce cluster. However, on Storm users
create and run different topologies for different Storm tasks. The key difference is that
a MapReduce job eventually finishes, whereas a topology processes messages all the
time, or until users terminate it.
A topology is a computation graph, as shown in fig.3.12, that can be created and
submitted in any programming language. There are two kinds of nodes in topologies,
namely, spouts and bolts.
A spout is one of the starting points in the graph, which denotes source of streams.
A bolt processes input streams and outputs new streams. Each node in a topology
contains a processing logic, and links between nodes indicate how data should be
processed between nodes.
Therefore, a topology is a graph representing the transformations of the stream, and
each node in the topology executes in parallel [45].
A Storm cluster consists of two kinds of working nodes. As illustrated in fig.3.13, there
is only one master node and several worker nodes. The master node and worker nodes
implement two kinds of daemons12: Nimbus and Supervisor respectively.
Nimbus is in charge of distributing code across the Storm cluster, scheduling works
assigning tasks to worker nodes, monitoring the whole system. If there is a failure in
the cluster, the Nimbus will detect it and re-execute the corresponding task.
The supervisor complies with tasks assigned by Nimbus, and starts or stops worker
processes as necessary based on the instructions of Nimbus. The whole computational
topology is partitioned and distributed to a number of worker processes, each worker
process implements a part of the topology.
For Nimbus and the Supervisors to work swimmingly and complete the job fast,
another kind of daemon called Zookeeper coordinates the system.
12 a computer program that runs as a background process, rather than being under the direct control of an
interactive user.
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Figure 3.12 — Example of Topology [169].
Figure 3.13 — A storm cluster [45].
3 S4 [170]: is a general-purpose, distributed, scalable, fault-tolerant, pluggable
computing platform for processing continuous unbounded streams of data. It
allows programmers to easily develop applications, and possesses several competitive
properties, including robustness, decentralization, scalability, cluster management and
extensibility [171].
The implementation of an S4 job is designed to be modular and pluggable for easily and
dynamically processing large-scale stream data. S4 also employs Apache ZooKeeper to
manage its cluster, like Storm does.
48 Adaptive Multi-Agent Systems for Dynamic Big Data Analytics
Big Data Analytics: from Theory to Practice
3.2.2.4 Vertical Scaling
From the perspective of platform performance, most of the traditional parallel
processing models improve the performance of the system by using a new larger computer
system to replace the old computer system, which is usually referred to as "Vertical Scaling"
or "scale up".
It is done by installing more processors, more memory and faster hardware, typically,
within a single server and usually involves a single instance of an operating system. The
most popular vertical scale up paradigms [152] are:
3 High Performance Computing (HPC) clusters [172]: also called supercomputers, are
machines with thousands of cores, powerful hardware which is optimized for speed,
throughput, and failures resilience.
Thus, the initial cost of deploying such a system can be very high. Furthermore, the cost
of scaling up such systems is much higher compared to horizontal clusters and they are
not as scalable, but they are still capable of processing terabytes of data.
The communication scheme used for such platforms is typically MPI, which is not
problematic in this case since these platforms don’t require fault-tolerance mechanism.
3 Multi-core CPU [173]: refers to one machine having dozens of processing cores. They
usually have shared memory and only one disk (storage drive).
The parallelism in CPUs is mainly achieved through multi-threading [174]. The task
has to be broken down into threads. Each thread is executed in parallel on different
CPU cores. Most of the programming languages provide libraries to create threads and
use CPU parallelism. The most popular choice of such programming languages is Java.
The drawback of CPUs is their limited number of processing cores and their primary
dependence on the system memory for data access. System memory is limited to a few
hundred gigabytes and this limits the size of the data that a CPU can process efficiently.
Once the data size exceeds the system memory, disk access becomes a huge bottleneck.
Even if the data fits into the system memory, CPU can process data at a much faster rate
than the memory access speed which makes memory access a bottleneck.
3 Graphics processing unit (GPU) [175]: is a specialized hardware designed to accelerate
the creation of images in a frame buffer intended for display output.
GPU has large number of processing cores as compared to a multicore CPU. In addition,
GPU has its own high throughput DDR5 memory which is many times faster than a
typical CPU’s DDR3 memory. GPU performance has increased significantly in the past
few years compared to that of CPU.
Nvidia has released the CUDA framework [176] which made GPU programming
accessible to all programmers without delving into the hardware details. This led to
the development of faster machine learning algorithms such as GPUMiner [177].
The primary drawback of GPUs is that once the data size is more than the size of
the GPU memory, the performance decreases significantly as disk access becomes
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the primary bottleneck. Another drawback is the limited amount of software and
algorithms that are available for GPUs. Because of the way in which the task breakdown
is required for GPUs, not many existing analytical algorithms are easily portable to
GPUs.
3 Field programmable gate arrays (FPGA) [178]: are highly specialized hardware units
which are custom-built for specific sets of applications.
FPGAs can be highly optimized for speed and can be orders of magnitude faster
compared to other platforms for certain applications, but come with much higher
cost. On the software side, coding has to be done in Hardware descriptive language
(HDL) [179] with a low-level knowledge of the hardware, which increases the algorithm
development cost. In recent years, the speed of multi-core processors is reaching closer
to that of FPGAs.
3.2.2.5 Comparison of scaling techniques
Singh and Reddy authored an exhaustive survey on platforms for big data analytics
[152]. This survey includes an extensive comparison of the scaling paradigms, based on the
implementation of the K-Means algorithm using various platforms and computing models.
The comparison is summarized in the following tables: the first one compares the
advantages and drawbacks of horizontal and vertical scaling in table 3.2, the second one
compares the different platforms based on several characteristics using the (star) ratings,
where 5 stars correspond to the best possible rating and 1 star corresponds to the lowest




small steps as needed
Software has to handle all the data
distribution and parallel processing
complexities
Financial investment to
upgrade is relatively lower
Limited number of available
software that can take advantage
of horizontal scaling
Can scale out the system
as much as needed
Vertical
Most of the software can easily
take advantage of vertical scaling
Requires substantial financial
investment
Easy to manage and install
hardware within a single
machine
System has to be more powerful
to handle future workloads and
initially the additional performance
in not fully utilized
It is not possible to scale up
vertically after a certain limit
Table 3.2 — Comparison of advantages and drawbacks of horizontal and vertical scaling.
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Multi-core
CPU
⋆⋆ ⋆⋆⋆⋆ ⋆⋆⋆⋆ ⋆⋆⋆ ⋆⋆ ⋆⋆⋆⋆
GPU
(CUDA)
⋆⋆ ⋆⋆⋆⋆⋆ ⋆⋆⋆⋆ ⋆⋆⋆⋆⋆ ⋆⋆ ⋆⋆⋆⋆
FPGA
(HDL)
⋆ ⋆⋆⋆⋆⋆ ⋆⋆⋆⋆ ⋆⋆⋆⋆⋆ ⋆⋆ ⋆⋆⋆⋆
Table 3.3 — Comparison of different platforms (along with their communication
mechanisms) based on various characteristics.
The star ratings provided in Table 3.3 gives a bird’s eye view of the capabilities and
features of different platforms.
The decision to choose a particular platform for a certain application usually depends
on the following important factors: data size, speed or throughput optimization and model
development. Singh and Reddy [152] provide more details about each of these factors.
3.2.3 Application Layer: Analytics Packages
This layer is not mandatory for a well functioning big data analytics platform. However,
it became essential thanks to its facilitating functionalities, since the computing models of
the middle layer are low levels tools that are hard to learn and use. Therefore, some high-
level parallel programming tools or languages are being developed based on these systems.
Indeed, there are several projects that provide higher levels of programming abstraction,
through some advanced language systems, by building upon the computing layer in order
to improve the efficiency of the big data analytics.
These include Google’s Sawzall [180]; Pig [181], developed at Yahoo and included as
part of Apache Hadoop; and Facebook’s Hive [182], a data warehousing application that
provides a SQL-like interface and relational model. All of these projects use MapReduce as
the underlying computing model.
Similarly, Microsoft’s DryadLINQ [183] programming system builds on Dryad and
combines it with the .NET Language Integrated Query, which is used to integrate SQL-like
language execution environment. Another example is Berkeley data analytics stack (BDAS)
[184], an entire data processing stack based on Spark.
All these projects aims to help the programmers to design high-level analytics packages
and tools, presented in the next section, used to easily provide high-level analytics
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functionalities, like querying, reporting, scripting, machine learning and so on.
3.3 Big Data Analytics Tools & Frameworks
From the previous concepts and architectures, several big data analytics tools and
frameworks have been developed.
Here the tools encompass software (libraries, packages and programming languages)
used to design relatively small scale big data analytics processes, that not necessarily require
tremendous computing power and storage capability. The frameworks are tools specifically
dedicated to very large scale big data analytics on cloud platforms.
3.3.1 Tools
Many tools for big data analytics are available, including professional and amateur
software, expensive commercial software, and free open source software [139][185]. In the
following, the most used ones are presented.
3 R [186]: one of the most well known open source programming language and software
environment, is designed for data analysis and visualization. For computing-intensive
tasks, code programmed with C, C++ and Fortran may be called in the R environment.
3 Weka [187]: abbreviated from Waikato Environment for Knowledge Analysis, is another
famous, free and open-source machine learning and data mining software written in
Java. Weka provides such functions as data processing, feature selection, classification,
regression, clustering, association rule, and visualization, etc.
3 Pentaho [188]: is one of the most popular open-source BI software. It includes a
web server platform and several tools to support reporting, analysis, charting, data
integration, and data mining, etc., covering all aspects of BI. Weka’s data processing
algorithms are integrated into Pentaho and can be directly called.
3 Rapidminer [189]: is an open source software used for data mining, machine learning,
and predictive analysis, including Extract, Transform and Load (ETL), data pre-
processing and visualization, modeling, evaluation, and deployment. RapidMiner
is written in Java. It integrates the learner and evaluation method of Weka, and
works with R. Functions of Rapidminer are implemented with connection of processes
including various operators.
3 KNIME (Kostanz Information Miner) [190]: is a user-friendly, intelligent, and open-
source-rich data integration, data processing, data analysis, and data mining platform.
It allows users to create data flows or data channels in a visualized manner, to
selectively run some or all analytical procedures, and provides analytical results,
models, and interactive views. KNIME was written in Java and is based on Eclipse
EMF (Eclipse Modeling Framework).
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KNIME controls data integration, cleaning, conversion, filtering, statistics, mining, and
finally data visualization. Moreover, it is designed as a module-based and expandable
framework. There is no dependence between its processing units and data containers,
making it adaptive to distributed environment and independent development.
3 scikit-learn [191], mlPy [192]: are open source, simple and efficient machine learning
libraries in Python, used also for data mining and data analysis.
3 mlpack [193], SHOGUN [194]: mlpack is a fast, flexible machine learning library,
written in C++, that aims to provide fast, extensible implementations of cutting-edge
machine learning algorithms. Shogun is and open source machine learning library that
offers a wide range of efficient and unified machine learning methods, also written in
C++.
3.3.2 Frameworks
Most of the available big data analytics frameworks rely on cloud computing and are
divided into Batch processing frameworks and Stream processing frameworks
3.3.2.1 Batch Processing
Batch processing is a paradigm where a large volume of data is firstly stored and only
then analyzed, as opposed to Stream processing. This paradigm is very common to perform
large-scale recurring tasks in parallel like parsing, sorting or counting.
Most of the batch-oriented big data analytics are based on MapReduce, usually by means
of Hadoop or Spark, like the ones in table 3.4.
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[198]
























Table 3.4 — Big data analytics tools based on batch processing [45].
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3.3.2.2 Stream Processing
Stream processing is a paradigm where data are continuously arriving in streams, at
real-time, and are analyzed as soon as possible in order to derive approximate results. Due
to its volume, only a portions of the streams are stored in memory [203]. It is used in online
applications that need real-time precision.
The importance of stream-processing systems increases as more modern applications
impose tighter time constraints on a particular event’s propagation along the pipeline,
leading to several tools (see table 3.5).
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Table 3.5 — Big data analytics tools based on stream processing [45].
3.3.3 Principles for designing Big Data systems
Big Data analytics are doomed to be more complicated than traditional data analysis
systems. When trying to exploit Big Data, we not only need to develop new technologies,
but also new ways of thinking in designing Big Data analytics systems.
In [45] the authors summarize seven necessary principles [208][209], given below, to
guide the development of big data analytics solutions.
1. Good architectures and frameworks are top priority.
2. Support a variety of analytical methods.
3. No size fits all solutions.
4. Bring the analysis to data.
5. Processing must be distributable for in-memory computation.
6. Data storage must be distributable for in-memory storage.
7. Coordination is needed between processing and data units.
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In summary, KDD as a workflow has known no drastic change. However, it has been
technically boosted by means of data distribution and parallel computing, since they have a
tremendous impact on reducing the overall process time and the bottlenecks. So, the KDD
pipeline for big data is relatively the same, but each step evolved, thanks to distribution and
parallelism, to handle big data leading to the big data analytics (see fig.3.2).
The development of cloud computing provides solutions for the storage and processing
of big data. On the other hand, the emergence of big data also accelerates the development
of cloud computing. The distributed storage technology based on cloud computing can
effectively manage big data; the parallel computing capacity by virtue of cloud computing
can improve the efficiency of acquisition and analyzing big data.
In this scope, numerous solutions have appeared, each one bringing unique
functionalities and characteristics. Therefore, the main concern of the big data analytics
users have shifted from "how to design from scratch a good analytics process?" to "Which
available solutions is the best suited and how to tune it for better results?". Nonetheless,
big data analytics is a work-in-progress that continuously needs to evolve in order to
handle bigger data, with evolving and rising challenges, especially in the context of complex
systems .
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4 Data Science Challenges
At the beginning of the big data era, the first data scientists struggled against barriers
risen from the very nature of these new data. The analytical tools, mainly statistical and
mathematical methods, as well as storage and computing platforms available at that time,
were not suited to cope with such big data.
So, in order to express their urge for new tools able to handle big data, in relation to
the hardships of their analysis process, big data ’challenges’ have been introduced. These
first challenges are technical ones: they embody the features and characteristics that those
who deal with big data analytics must keep in mind during the design process, to ensure
the production of adequate analytics tools. With time, many challenges have been defined
to cover all aspects of data science, not only the technical ones, like the management of the
data (privacy and veracity) and the relevance of the analysis (timeliness and value).
In this chapter, we introduce the data science challenges that are most common and
accepted by the data science community. The relentless efforts to overcome these challenges
led to data science competitions, in order to give birth to original and/or more efficient big
data analytics tools. In addition, we define new challenges in relation to the new evolution
of the data world, which is caused mainly by the explosion of data from fast-generative,
mobile and pervasive devices.
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4.1 Ongoing Challenges
4.1.1 Big Data ’3Vs’
Most definitions of big data focus on the size of data in storage. Size matters, but there
are other important attributes of big data, namely data variety and data velocity. The three
’Vs’ of big data (volume, variety, and velocity) constitute a comprehensive definition, and
they bust the myth that big data is only about data volume. In addition, each of the ’3Vs’
has its own ramifications for analytics (fig.4.1).
Figure 4.1 — The big data ’3Vs’ model [210].
The initial ’3Vs’ model, three main challenges inherent to the characteristics of big data,
was introduced by Doug Laney -an analyst of META (presently Gartner)- in a research report
[8]. Then, this ’3Vs’ model has been used and spread all over the literature and became a
common concept. We summarize these challenges as follows:
3 Volume: data sets with tremendous size (lines, entries, records) and high complexity
(a lot of features, attributes, variables). It’s obvious that data volume is the primary
attribute of big data. With that in mind, most people define big data in terabytes and
sometimes in petabytes.
3 Velocity: rapid generation of data that arrives in batch, near real-time, real-time or
continuous streams. This velocity begets new network and storage architectures, for
the sake of instant access without loss.
3 Variety: different types of data come in various forms. One of the things that makes big
data really big is that it’s coming from a greater variety of sources than ever before.
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Many of the newer ones are Web sources, including logs, click-streams, and social
media. Sure, user organisations have been collecting Web data for years.
But the recent tapping of these sources for analytics means that the so-called structured
data (which previously held unchallenged hegemony in analytics) is now joined by
unstructured data (text and human language) and semi-structured data (XML, RSS
feeds). There’s also data that’s hard to categorize, as it comes from audio, video, and
other devices. Plus, multidimensional data can be drawn from a data warehouse to add
historic context to big data.
That’s a far more eclectic mix of data types than analytics has ever seen. So, with big
data, variety is just as big as volume. In addition, variety and volume tend to fuel each
other.
In the past, these challenges, also known as the ’data flood’, were mitigated by processors
getting faster, following Moore’s Law. But there is a fundamental shift under way now: data
volume is increasing faster than CPU speeds and other computer resources. Due to power
constraints, clock speeds have largely stalled and processors are being built with increasing
numbers of cores.
In short, one has to deal with parallelism within a single node. Unfortunately, parallel
data processing techniques that were applied in the past for processing data across nodes
do not directly apply for intranode parallelism1, since the architecture looks very different.
Consequently, storage systems and processing techniques at that time were driven to their
limits.
4.1.2 Big Data ’5Vs’
After becoming familiarized with the first challenges, new techniques started to get good
results, but soon the data flood overwhelmed these techniques.
Indeed, as the volume of data grew and the sources multiplied, raw data were becoming
poorer and useful information becoming rarer ("thirst despite the flood"). Usefulness and
reliability of the data and their sources were increasingly questioned. Hence the apparition
of two new challenges bringing the challenges of big data to ’5Vs’.
Jagadish et al. [105] define the new ’Vs’ as follows:
3 Value: the usefulness of the data or more precisely the amount of useful information
among the data flood, which may give a full play to the economic function, improve
the productivity and competitiveness of enterprises and public sectors, and create huge
benefits for consumers. The economical and human benefits of big data for the US were
reported by [30].
3 Veracity: reliability and confidence attributed to the data and their sources. As a result
of the age of automation, most of the data gathering implies and relies on the use of
machines, mainly computers to store information but also sensors and other devices
that record the state of a the cyberphysical world.
1We need new tasks scheduling politics to use multi-cores CPUs efficiently and fairly
Adaptive Multi-Agent Systems for Dynamic Big Data Analytics 59
Data Science Challenges
Despite their growing reliability and efficiency, machines can make mistakes because
of a failure or their misuse and calibration by the humans, intentionally or not. These
mistakes are translated as noise (errors, missing values. . . ) in the data. As a result,
taking into account the veracity of the data is important to get noise-resilient big data
analytics tools.
4.1.3 Other challenges
Since companies, institutions, organisations are now using or planning to use big data
analytics to boost their productivity and offer new products and services, a new challenge
related to the minimization of the reactivity of the tools or response time has emerged.
Unfortunately, to achieve their goals, these organisations rely mostly on people’s
(customers, users, citizens. . . ) personal data, which led to a growing fear of who can see
their personal data and how they are used. The people’s concern of their privacy and digital
safety is another challenge which needs to be overcome to keep at bay their misuse.
3 Privacy & Security: A lot of big data contains personal information about individuals
or organisations. People are concerned about how information relating to them is used
and by whom, particularly if their data are used to affect them. The purpose behind this
challenge is developing trackable privacy-preserving data analytics tools that would
allow to use the data while keeping them anonymous.
For example, recently the European Union established the General Data Protection
Regulation (GDPR) [211], a set of stronger rules on data protection which means people
have more control over their personal data and businesses benefit from a leveled
playing field. The GDPR is the most important change in data privacy regulation in
20 years.
3 Timeliness: since computing power is growing, chips are shrinking and networks
capabilities are increasing; the generation and the acquisition rates of data is way
beyond the storing rate and the processing rate of the current systems, as demonstrated
in fig.4.2 ([212]). This is especially true when unpredictable burst-type data generation
occurs. Consequently, we need tools able to analyze data in real-time in order to, on
one hand, reduce the computing power used to process all the data and, on the other
hand, avoid to store all the data.
4.2 Data Science Challenges in Big Data Analytics
The ongoing data science challenges can be seen as high level problematics that can be
translated to the technical level. To do so, we take the previously (chapter 2) defined steps
of the big data analytics pipeline and describe how the data science challenges are present
in each step.
3 Data acquisition: big data are records of some underlying activity of interest. Much of
this data can be filtered and compressed without any loss of usefulness. One challenge
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Figure 4.2 — Data flood: the growth of data volume has surpassed the computational
capabilities [212].
is to define these "on-line" filters to do so. Furthermore, loading of large data sets
is often a challenge and we need to push summarization to edge devices, possibly
combined with efficient incremental ingestion techniques2.
3 Information extraction and cleaning: Information will usually not be in a format ready
for analysis. It is thus necessary to have a relevant extraction process that pulls out the
required information. Such extraction is often highly application-dependent and most
data sources are notoriously unreliable. Understanding and modeling these sources of
error is a first step toward developing data cleaning techniques.
3 Data integration, aggregation, and representation: effective large-scale analysis often
requires the collection of heterogeneous data from multiple sources. This heterogeneity
resolution leads to integrated data that is uniformly interpretable within a community.
The cost of full integration is often formidable. Moreover, the massive availability of
data on the Internet, coupled with integration and analysis tools leads to problem of
tracking the provenance.
3 Modeling and analysis: querying and mining big data are fundamentally different
from traditional statistical analysis on small samples. Big data is often noisy, dynamic,
heterogeneous, inter-related, and untrustworthy.
Nevertheless, even noisy big data is generally more valuable than insufficiently sized
samples. General statistics usually overpower individual fluctuations and often
2Techniques that reduce the size (lines and/or dimensions) of the data, like compression algorithms
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disclose more reliable hidden patterns and knowledge. So, one can use approximate
analysis to get good results without being overwhelmed by the volume.
3 Interpretation: involves examining all the assumptions that were made and retracing
the analysis. This step provides users with the ability both to interpret results and to
repeat the analysis with different assumptions.
The result of interpretation is often the formulation of opinions that annotate the
base data. It is common that such opinions may conflict with each other or may be
poorly substantiated by the underlying data, when many users rely strongly on their
presumptions or beliefs about the data and their domain before the analysis.
4.3 Data Science Competitions
The importance of overcoming the data science challenges more efficiently, gave birth
to several international competitions, in order to promote research works, compare them,
evaluate them, improve them, allow exchange and cooperation between research teams and
match the academic world with the industrial one to share their efforts in this matter.
Here is a non-exhaustive list of the most interesting data science competitions:
3 Knowledge Discovery from Data Cup (KDD Cup) [213]: perhaps the most well known
competition of data mining and knowledge discovery fields, organised by the ACM
(Association for Computing Machinery) special interest group on knowledge discovery
and data mining, the leading professional organisation of data miners. Usually,
multiple submissions (maximum of 5 entries per day) are allowed until the submission
deadline, from individual or team competitors.
The submitted results are evaluated on Area Under the ROC Curve (AUC) [214], a metric
which compares the expected outcomes and the competitors observed outcomes. The
KDD Cup topics are versatile, ranging from profit optimization, clickstream analysis,
particle physics, paper publication, breast cancer and pulmonary embolisms detection,
for instance.
3 International Joint Conferences on Artificial Intelligence (IJCAI) competitions:
each year IJCAI releases several artificial intelligence competitions. Since artificial
intelligence has a big part in data science, some of these competitions are dedicated
to big data analytics.
For example in 2018 one competition -the "Alimama International Advertising
Algorithm" [215] competition- objective was improving, by designing and applying
new machine learning algorithms, the accuracy of the probability of a user to purchase
the displayed item after clicking this item, from massive users transactions data of a
famous online retailer.
3 European Conference on Machine Learning and Principles and Practice of
Knowledge Discovery in Databases (ECML/PKDD) challenges [216]: is one of the
leading academic conferences on machine learning and knowledge discovery, held,
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in Europe every year. Like IJCAI, ECML/PKDD organises challenges related to the
conference topic. For example in 2015, one challenge was to predict the destination of
taxi trips based on initial partial trajectories in Porto, Portugal.
3 TEXATA championship [217]: is a fun, innovative and challenging annual big data
analytics world championship for students and professionals to develop and test their
big data, data science and business analytics skills against friends, colleagues and top
data scientists around the world.
TEXATA mission is to help build practical business skills and educational awareness
of the future importance of analytical skills in Science, Technology, Engineering and
Mathematics (STEM). TEXATA is focused on big data impacts for real-world enterprise
and business decision-making. Participants address data sets across three core sectors:
Financial Services, Mobile Data and Social Data.
In spite of the breeding grounds conducive to innovation provided by such competitions,
the new big data analytics tools are more and more sophisticated, requiring advanced
knowledge about their domain target and extensive programming skills, which make their
adaptation and update more difficult and their need for storage and computing power
greater. Therefore, the necessity of new flexible techniques arise.
4.4 Rising Challenges
Many of the current analytics tools [218] [219] can handle ongoing challenges and
provide satisfactory results with reasonable cost. For example the recent Data Science
Machine [71] is based on a Deep Feature Synthesis algorithm and an automatically optimized
ensemble learning3 pipeline in the interest of providing a fully automated analytics tool.
However, with the recent increase of the number of smart and wearable devices and
other measuring instruments in ambient applications, we barely begin to deal with all
aspects of those new big data. As a result, the importance of the ongoing challenges is
renewed, and additional complementary data processing and data management challenges
appear.
As [220] expected, we move forward to the next stage of big data analytics. We need
to define new data science challenges in response to the actual and future evolution of the
digital world. Thence, I propose the following new challenges:
3 Genericity: as shown in [218] and [219], most of the analytics tools are domain-
dependent and require domain-specific expertise to build these tools. Hence, in order
to adapt these tools to other application domains, the designer has to reconstruct his
processing technique (data mining algorithm).
Thus, designing a generic big data analytics tool should be a new challenge, which aims
to lower and ultimately to get rid of the preconceived hypotheses and domain expertise
that we need about the data in order to choose and configure the right analytical tool
for running the data analysis.
3 Combination of classification algorithms.
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3 Elasticity: with the spread of grid, clouds, fogs and other kind networked machine with
computational capabilities, the overall computing power is growing which benefits the
analytics tools, especially with the available frameworks that ease the use of computing
clusters. However, some knowledge of these frameworks is required in order to adapt
the big data analytics to the available computing clusters.
For this reason, we define the need of flexible big data analytics as a challenge, that
should result in self-adaptive tools that dynamically exploit the available computing
power. In other words, provide big data analytics tools able to grow or spread when the
computing power grows, when new machines or processors are added to the current
computing environment, and shrink when the available computing power diminishes.
3 Scalability: when dealing with open systems, like IoT, the umber of new data sources
(devices) that might be incorporated into the system is unpredictable. Therefore, the
analytics tools dealing with such dynamic environments should be able to cope with
their explosive growth and keep working after any expansion, while preventing a huge
deterioration of the performances of the analytics process or a breakdown.
This new challenging feature may seem analogous to the elasticity, defined previously,
but the latter is one way to achieve the former. Thus, scalability can be reached by
increasing the required computing power (elasticity challenge) as little as possible,
linearly in the worst acceptable case and logarithmically in the best case, by updating
the current resources use strategy to focus on the most important tasks, or by
combination of the elasticity and the exploration strategy update.
3 User Feedbacks Integration: human knowledge or intuition can be useful to speed up
the analytics process and increase its efficiency. However, most of the conventional
analytics tools provide little or no means for an efficient integration of user feedbacks.
Usually they allow the user to incorporate its feedbacks, by means of annotations for
instance, once the analytics process ends and restart the process with the same or new
data.
This can be tedious and unproductive due to the time loss caused by the postponed
consideration of the user feedbacks. As a consequence, we define as a new data science
challenge the ability of an analytics tool to take in user feedbacks and update the
analytics process accordingly on the fly. In other words, during the data processing
the user can guide the analytics process by indicating which hypotheses or data space
regions he deems relevant to focus on or to avoid.
3 Variability: in addition to the changes (growth and evolution) to data content, the
data structure (features) may change as well over time. But, the current big data
analytics are rigid pipelines, due to the immutable data structures. So, we express this
challenge as the ability to handle data structure changes on the fly, by means of dynamic
reconfiguration or reconstruction the analytical process/algorithm to adapt the analysis
to the new data.
Therefore, we consider that managing the dynamicity of the data (content and
structure) must be acknowledged as a new crucial challenge.
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3 Visibility: we define the visibility as the issue of finding drowned information in data
and retrieve regularities as well as irregularities and relations that can only be seen
through a time-line.
As the big data community shows a real interest in handling dynamic data (evolving
content), new data mining techniques known as stream mining were developed [221] [222].
These stream mining algorithms usually sample the data stream (pick up some points) in a
certain manner and process them in an incremental or on-line way.
Despite the outcomes delivered by these new techniques, the data stream is under-
exploited which potentially leads to a leak of useful information on one hand and forgetting
what was previously discovered on the other hand.
Thence, our aim is to design new big data analytics techniques that can manage truly
dynamic big data (content and structure), in a domain-agnostic way, and adapt itself to the
changes that occur over time without having to shut down the data processing to take into
account these changes by updating the process and restarting all over again.
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Abstract
THE big data era brought us new data processing and data management challenges toface. Existing state-of-the-art analytics tools are now able to handle ongoing challenges
and provide satisfactory results with reasonable cost. However, the speed at which new data
is generated and the need to manage changes in data both for content and structure lead to
new rising challenges. This is especially true in the context of complex systems with strong
dynamics, as in for instance large scale ambient systems with network of sensors (IoT).
This second part presents and describes a response, to these new challenges, as a
new generic, flexible, and elastic big data analytics framework, called "AMAS4BigData",
based on a collective bio-inspired artificial intelligence that handles well dynamic complex
systems.
Chapter 5, presents the origins and an overview of the new framework, relying on
existing elements in the literature. Chapter 6 goes further by giving an extensive description
of the theoretical inspirations and architecture. Finally, chapter 7 shows the fulfillment of
this framework, by means of its implementation in a dynamic big data analytics system
"DREAM".
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5 Dynamic Big Data Analytics or
Complex System Analytics
After introducing data science and its main concept, big data analytics, as well as
the related challenges, I introduce in this chapter a new big data analytics paradigm and
architecture, dynamic big data analytics, which I consider as the future of the field. To come
up with this new analytics model, I rely on artificial intelligence concepts and technologies
that are suited for handling the problematic of big data processing under an original point
of view, that of data produced by complex systems.
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5.1 Future of Big Data Analytics: Dynamic Big Data Analytics
As discussed in chapter 4, from the design of data science tools, and more specifically
big data analytics, arise several challenges related to the current and future limitations of
the conventional big data analytics.
To overcome these challenges, data scientists must consider and fulfill the following
requirements in order to build the future big data analytics, which I designate as Dynamic
Big Data Analytics.
3 Unified Analytics Architecture: it is not clear yet how an optimal architecture of an
analytics system should be constructed to deal with big data. Nevertheless, such
architecture has to insure, for the system, fundamental properties: scalable, general,
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extensible, robust and fault tolerant, minimal maintenance, and debuggable.
3 Handle Time Evolving Data: big data are more often streams evolving over time, so
it is important that big data analytics should be able to adapt and detect changes. For
example, the stream big data analytics field has very powerful techniques for this task
[223].
3 Real-Time Analytics: data may be impossible to store, because storage is not allowed
or the data production rate is bigger than the rate of the storage system, and/or the
analytics throughput may be critical. In that case, what is important is not the size of
the data, but their recency or freshness. In other words, when new data come they must
be processed as fast as possible.
3 Dynamic Visualization: an important task of big data analytics is how to visualize
the results. As the data is so big and evolving, it is very difficult to find user-friendly
visualizations. New techniques, and frameworks to show the evolution of the extracted
knowledge will be needed.
3 Retrieve and Expose Drowned Information: traditional data mining techniques
tend to, roughly speaking, summarize and compact the data. Thus, some peculiar
information may be statistically drowned, especially when trying to discard noise.
For instance, at first the Higgs boson1 was rejected as noise. But after a second pass, the
existence of the particle was established thanks to the use of many statistical techniques
and classifiers dedicated to study only the signal of this particle [224]. So, The Higgs
boson discovery provides an example for the data mining methods maximizing signal
significance over background noise models.
3 Distributed Mining: many data mining techniques are not easy to distribute, meaning
to break them into sub-tasks and parallelize2 them. Despite its difficulty, having a
distributed analytics system is a major advantage, if not essential, when dealing with
tremendous quantities of heterogeneous data coming from various sources. Moreover,
distribution allows to efficiently use horizontal computing models (3.2.2.3).
3 Non-Centralized Analytics: to keep up with the Data Flood, conventional big data data
analytics systems require more storage capabilities and computing power, by reason of
their centralized processing pipeline.
Moreover, even if distributed, analytics systems have ultimately one central unit, or
very few ones, that gathers the processing sub-results to compute the final result. This
centralization induces a bottleneck equivalent to a cognitive overload in a biological
brain when the number of inputs or perceptions reaches the limit of the analytics
system.
Therefore, the central unit of an analytics system, responsible of the information
aggregation, the control and decision, has to be fragmented/distributed in many units
that interact with each other to collectively build the final result. Put it simply, the
knowledge must be non-centralized (distributed).
1 An elementary particle in the Standard Model of particle physics.
2 Making an algorithm able to use parallelism.
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5.2 Dynamic Big Data Analytics Paradigm
In order to satisfy the previously defined requirements of dynamic big data analytics,
one must rely on a new paradigm. In this section, I present this paradigm through its origins.
5.2.1 Multi-Agent System paradigm: Agent Mining
Agents3 comprise a powerful technology for the analysis, design and implementation
of autonomous intelligent systems, known as Multi-Agent Systems (MASs) [225], that
can handle distributed problem-solving, cooperation, coordination, communication, and
organisation in a multiplayer environment. Multi-agent systems and the data mining (KDD)
approaches have merged leading to agent mining field [226].
Several examples of agent mining systems, like [227][228][229][230], were designed.
Some are dedicated to one task, others propose a more general framework to achieve several
mining tasks. The set of these systems brings the following advantages:
3 The synergy of agents and data mining4.
3 Efficient high level knowledge managing;
3 Extendibility of the analytics frameworks;
3 Resource and experience sharing;
3 Greater end-user accessibility;
3 Information hiding and addressing privacy and security issues.
There is an increasing interest in MAS technologies and their applications on big data
analytics [231][232]. Several researchers try to use concepts like swarm intelligence, self-
organising maps, etc. However, all these new techniques are still domain-dependent and do
not handle changes in the data.
So, even if the field of agent mining has grown during the last years, the available
systems are still not able to provide dynamic big data analytics, as a result of their inability
to fulfill all the characteristics of dynamics big data analytics as defined in the first section.
Nonetheless, agent mining based systems show some improvements compared to
conventional big data analytics. Therefore, the Multi-Agent System (MAS) approaches are
a good track for implementing dynamic big data analytics and the limitations of the MAS
paradigm is inherent to pipeline-like architecture of big data analytics.
Thus, instead of trying to improve big data analytics while preserving it architecture, we
better have to change the architecture by changing our point of view on the big data.
3 Autonomous entities (sub-programs), that have some knowledge and skills for achieving their tasks.
4 Agents can be used to mine large data collections efficiently. Knowledge models extracted via data mining
can make agents more efficient.
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5.2.2 Digital Universe: Complex Systems Analytics
Complexity of the near future and even nowadays digital universe5 is exponentially
increasing, resulting in the data flood. The reasons are the presence of non linear
interactions, the facts that knowledge and control have to be distributed, that the system
is more and more often open, its environment dynamic and the interactions unpredictable.
Thus, to process the data of this complex digital universe, the analytics system has to
be self-adaptive like a natural system (bird flocking, animal herding, bacteria. . . ) which is
non-centralized and thrives even in harmful and highly dynamic environments.
Designers of complex systems have been taking inspiration from natural systems in
which complex structures or behaviours emerge at the global level of a system from
interactions among its lower-level components.
Different kinds of techniques have been developed such as those based on heuristics and
metaheuristics [233], those based on learning such as genetic algorithm or neural network
[234], [235] and those based on self-organisation processes [236], [237], which has led to the
family of bio-inspired collective artificial intelligence.
One such artificial intelligence is the Self-Adaptive Multi-Agent System paradigm
(fig.5.1) presented in the next chapter.
Figure 5.1 — Self-Adaptive Multi-Agent Systems: from the inspiration from natural
systems to artificial systems tackling complex and decentralized tasks.
5 The collection of the data generative applications and devices.
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5.2.3 Self-Adaptive MAS Paradigm for Dynamic Big Data Analytics
Since a Multi-Agent System (MAS) is defined as a macro-system composed of
autonomous agents which pursue individual objectives and which interact in a common
environment to solve a common task, it can be viewed, when extended with mechanism of
self-adaptation through cooperation, as a paradigm to handle dynamics big data originated
from the complex digital universe.
Conventional big data analytics processes (fig.5.2(a)), which are rigid straightforward
pipelines, do not allow the modification on the fly of the content and most importantly
the structure) of the data already loaded in the analytics process. Moreover, despite the
attempts to bypass this rigidity through processing time reduction by means of distribution
(fig.5.2(b)), for example with the help of the MapReduce computing model, the main issue
about the dynamic update still remains.
Figure 5.2 — Conventional Big Data Analytics Architecture: (a) high/macro level, (b)
low/micro level.
The self-Adaptive Multi-Agent System (AMAS) technology, with the cooperative
interaction process of its autonomous agents, gives us the means to break down the rigidity
of conventional big data analytics and decentralize them (see fig.5.3).
This decentralization is translated by the split of the big data analytic process into sub-
processes, each one dedicated to one input data stream. The analytic sub-processes interact,
through communication, so they can help each other and work together for the sake of a
continuous real-time adaptation of the global analytic process to data changes, resulting in
full-fledged dynamic big data analytics.
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Figure 5.3 — Dynamic Big Data Analytics Architecture based on AMAS: (a) high/macro
level, (b) low/micro level.
The detailed description of the AMAS based dynamic big data analytics framework is
the object of the next chapters.
5.3 Definition of Dynamic Big Data Analytics
I sum up the definition of dynamics big data analytics by means of three concepts and
three dimensions. This definition may not always be the best suited or the most common,
but it holds the main keys that one should keep in mind when it comes to dynamic big data
analytics, and gives a global picture with enough details in order to have a fine overview of
it (see fig.5.4).
5.3.1 Concepts of Dynamic Big Data Analytics
3 Data. Obviously the core of dynamic big data analytics. Data consists here in a huge
amount of potentially private and critical data generated rapidly from multiple sources
in various shapes and evolving over time. Data may be volatile, non persistent and
untrustworthy due to the possible uncertainties within them. Furthermore, new data
sources can appear and others disappear.
3 Processing. Knowledge Discovery from Data (KDD) workflow that relies on the newly
defined paradigm of dynamic big data analytics (5.2), so as to satisfy the requirements
of future big data analytics (cf. section 5.1).
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Figure 5.4 — An overview of Dynamic Big Data Analytics.
3 Management. In the past few year, people’s concern about malicious or unethical use
of their personal and private data or critical ones, like the human genome and medical
data [238], in favor of making money and other benefits, has grown.
This led the big data analytics designers to set rules for safe data management that
ensures privacy, security and ethical governance of such personal and sensitive data. For
instance, a widespread technique to achieve this is to encrypt the Personal Identifiers
(PID), like the name, the birth date and the zip code, during the integration task in the
pre-processing step [239] and remove them for the analysis step.
5.3.2 Dimensions of Dynamic Big Data Analytics
Each dimension of big data analytics relies on two concepts.
3 Technological dimension. Or IT-infrastructure dimension; relies on the data concept
and the processing concept. Thus, this dimension represents the set of tools, software
and hardware architectures used for data storage and data processing, like for example:
DBMS, MapReduce, Grid Computing, Cloud Computing and so on.
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3 Economical dimension. Joins the management concept and the processing concept, and
embodies the commitment of the data analysts to discover new processing methods
that get more relevant and less costly information in order to earn as much benefits as
possible in a safe management scope.
One could understand ’benefits’ as making profit like in a business intelligence sense
[240], but it is not necessarily the case. Actually, the economical benefit can be seen as
’the greater good’ at the societal level (health-care [241], smart cities [242][243], etc.)
3 Legal dimension. Depends on management and data. It expresses the obligation of
ethical and safe use of the data, for example by means of giving to the owner the full
rights and control on his data and also giving him a clear description of how his data are
used, for what purpose and by whom. Many organisations and councils were founded
to establish and enforce laws in this scope.
To conclude, a comprehensive approach aiming at producing generic and powerful
dynamic big data analytics, has to cover a broad range of these challenging elements. This
must be done by changing the conventional point of view on big data and advocate new
suitable paradigms. I define such an approach in the next chapter.
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6 AMAS4BigData Framework
Description
Let us now dive into the description of the dynamic big data analytics framework that
I propose, AMAS4BigData, through the formalization of its core concept, the self-Adaptive
Multi-Agent System (AMAS) theory, and the description of this theory implementation which
gives the framework its architecture.
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6.1 AMAS4BigData Core Concept: AMAS Theory
Self-Adaptive Multi-Agent Systems (AMAS) are Multi-Agent Systems (MAS) with
special features. So first, the definition of Multi-Agent Systems is given. Then, we will
add the specificities of AMAS.
6.1.1 Multi-Agent Systems
Definition 1. A multi-agent system (MAS) [225] is a distributed system composed of several
autonomous software entities (the agents), interacting among each others (usually by sending
information and request messages) and with their environment (by observing and modifying it) as
illustrated in fig.6.1 . The autonomy of an agent is the fundamental characteristic that differentiates
it from, for example, the computer science concept of object.
Figure 6.1 — Multi-Agent Systems overview (Nicolas Verstaevel PhD defence [244]).
While an object is a passive entity encapsulating some data and functions, waiting to be
solicited, an agent on the other hand is capable of reacting to its environment and displaying
pro-activity (activity originating from its own decision).
From this comparison it should be clear that the concept of agent is, like the concept of
object, the building brick of a paradigm which can be used to model a complex reality in a
bottom-up way, relying only on a limited and localized knowledge of the environment for
each agent. And indeed, agents have been used in a great variety of fields, a fact which can
contribute to explain the difficulty to produce a unified definition of the concept.
While it is not true for all MAS, some interesting properties can be achieved when
taking advantage of the autonomy of the agents. This autonomy, coupled with an adequate
behavior of the agents, can lead to systems able to adjust, organise, react to changes, etc.
without the need for an external authority to guide them.
These properties are gathered under the term self-* capabilities [245] (self-tuning, self-
organising, self-healing, self-evolving. . . ).
Not all MAS necessarily present all of these self-* capabilities but, as a result of building a
system from autonomous and locally situated agents, many MAS will exhibit them to some
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degree. Consequently, MAS are often relevant for dynamically taking into account changes
in their environment. For example, a MAS in charge of regulating the traffic in a city should
be able to react efficiently to disturbances, like accidents or traffic jams.
MAS have been applied to a great variety of fields: social simulation, biological
modelling, systems control, robotics, etc. and agent-oriented modelling can be seen as a
programming paradigm in general, facilitating the representation of a problem.
6.1.2 Self-Adaptive Multi-Agent Systems
Definition 2. A self-Adaptive Multi-Agent System (AMAS) [246], [247] is a MAS relying strongly
on self-* properties. Thus it is able to adjust itself, organise itself, heal itself, etc. to remain in a well-
functioning state after a perturbation.
A designer following this approach focuses on giving the agent a local view of its
environment, means to detect problematic situations and guidelines to act in a cooperative
way, meaning that the agents will try to achieve their goals while respecting and helping
the other agents around them as best as they can [246].
The fact that the agents do not follow a global directive towards the solving of the
problem but collectively build this solving, produces an emergent problem solving process
that explores the search space of the problem in original ways.
The difficulty here is to give the agents the right behavior in order to get the right global
function and a good adaptation capability since there is no formal process, which translates
the behavior of the components and their interactions into a well-defined global function.
Definition 3. A behavior of an agent is the implementation of its "Perception-Decision-Action"
life cycle (cf. fig.6.2), which means a behavior is the execution of a local1 action, consequently to
an autonomous decision process, as response to a limited2 perception, which can be an external
stimuli/information (reactive behavior) or originated from the agent itself (proactive behavior like
spontaneous communication to help the neighbor in the worst situation).
Figure 6.2 — Life cycle of an AMAS agent.
1 An agent interacts with a small set of other agents it knows, called "neighbors".
2 An agent can perceive only a small amount of its environment information.
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6.1.2.1 Adapt the System by its Parts
In this approach, each part Pi of a system S is considered to achieve a partial function fPi
of the global function fS (cf. fig.6.3).
fS is the result of the combination of the partial functions fPi , noted by the operator "◦".
The combination being determined by the current organisation of the parts, we can deduce
fS = fP1 ◦ fP2 ◦ ... ◦ fPn . As generally fP1 ◦ fP2 6= fP2 ◦ fP1 , by transforming the organisation,
the combination of the partial functions is changed and therefore the global function fS
changes.
So, enabling a MAS to self-organise consists in enabling the agent to change inside
the organisation. The global function realized is the result of the organisation between
agents in the system. This reorganisation technique can be extended with two other related
techniques:
3 self-tuning: parts can modify the parameters defining their behavior,
3 self-evolution: parts can appear and disappear when needed.
To ensure that the system will generate emergent behaviors [248][249] and to be able to
"control" this emergence, it is necessary to provide the agents with a local criterion which









Figure 6.3 — Adaptation: changing the function of the system by changing its
organisation.
Definition 4. Cooperation is the engine of the self-organisation processes taking place in the system
and it is the heart of this bottom-up method. Cooperation is classically defined by the fact that two
agents work together if they need to share resources or competences [250].
To this definition is added, the fact that an agent locally tries on one hand, to anticipate
problems and on the other hand to detect cooperation failures called Non Cooperative
Situations (NCS, see definition 5) and try to repair these NCS [251].
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To anticipate NCSs, the agent always chooses the actions which disturb other agents it
knows the less. In others words, the agents, by trying to always have a cooperative attitude,
act by reorganising their acquaintances and interactions with the others agents.
Definition 5. An agent is in a Non Cooperative Situation (NCS) when: (¬cper) a perceived
signal is not understood or is ambiguous; (¬cdec) perceived information does not produce any new
decision; (¬cact) the consequences of its actions are not useful to others.
The objective is to design systems that do the best they can when they encounter
difficulties. The designer has to describe not only what an agent has to do in order to
achieve its goal but also which locally detected situations must be avoided and when they
are detected how to suppress them.
6.1.2.2 Behavior of an AMAS Agent
A cooperative agent in the AMAS theory has four characteristics. First, an agent is
autonomous. Secondly, an agent is unaware of the global function of the system; this global
function emerges from the agent level (micro level) towards the multi-agent level (macro
level). Thirdly, an agent can detect NCSs and acts to return in a cooperative state. And
finally, a cooperative agent is not altruistic (it does not always seeks to help the other agents),
but benevolent (it seeks to achieve its goal while being cooperative).
Agents have to be able to detect when they are in an NCS and how they can act to come
back in a cooperative situation. Agents also always try to stay in a cooperative situation and
so the whole system converges to a cooperative state within and with its environment.
The main information an AMAS agent uses for its decision process is a specific measure
called criticality. This measure represents the state of dissatisfaction or urgency of the agent
regarding its local goal.
Each agent is in charge of estimating its own criticality and providing it to its neighboht3.
The role of this measure is to aggregate into a single comparable value all the relevant
indicators regarding the state of the agent.
Having a single indicator of the state of the agent simplifies the reasoning of the
agents. In addition, this mechanism has the interesting property of limiting the information
transmitted to the others agents, which can be of interest in case of a large distributed
systems where data privacy, data volume and computational complexity are issues.
With this additional information, each agent can and has to choose to cooperate with
the most critical agent he is aware of. This leads to a very powerful heuristic to cut
through a search space so as to drive the system to the expected state, effectively achieving
a decentralized process that can be qualified as emergent collective problem solving.
This describes the typical decision process of a generic AMAS agent. But the NCSs and
the actions which could be applied to solve them are not generic: designers have to write
3 In open and untrusted environments, there exists several mechanisms to tackle uncertainty on exchanged
information. This is often the case in System of Systems approaches. Inside a given system where each agent
has been designed for the same stakeholder, each agent is assumed to provide the most trustful and accurate
information.
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their own specific NCS set and related actions for each kind of agent they wish the system
to contain. Moreover, designers have the task to provide the agents with adequate means
to calculate their criticality. But the main idea here is that this is far more manageable and
realistic at the local level of each agent (micro level) than at the global level of the whole
complex system (macro level).
6.2 Architecture of AMAS4BigData
The framework AMAS4BigData, as introduced in the previous chapter, is a dynamic big
data analytics framework based on the AMAS theory. Thence, to describe the architecture
of the framework, I present the agents taxonomy with their attributes, their nominal
and cooperative behaviors, and the criticality function. However before that, I give the
motivations and insights that lead me to design the architecture of AMAS4BigData.
6.2.1 Motivations & Insights
First of all as discussed in the previous chapter (cf. section 5.2), the digital universe is
a complex system, wherein an entity is a data source (an IoT sensor, a database attribute,
a dataset feature. . . ). These entities can appear and disappear anytime (open system),
thence the framework AMAS4BigData must incorporate the corresponding data source to
the analytics process, and remove them from it, automatically on the fly without rebooting
the systems to update it (continuous adaptation).
The openness feature of the digital universe rises another constraint, the analytics system
must have the potential to infinitely expand. However, the scaling of the processing and
storage hardware are either hard or costly (see the comparison of scaling techniques 3.2.2.5).
So, in order to avoid processing all the data in the same "must to scale" place, like a cloud
platform, AMAS4BigData distributes the analytics process over the data source. In other
words, it pushes the processing of the data directly to their sources. This edge disturbed
processing provides the following advantages:
3 Allowing the analytics system to grow automatically with the growth the digital
universe (data sources), leading to an elastic4 computing model.
3 Granting to the data provider the power see and control how its data are processed,
hence preserving its privacy and insuring its data safety.
3 Handling heterogeneous data sources, through expressing the dedicated sub-analytics
process for each data at its source, if needed.
In addition, with the recent technological improvements, the data generative devices and
applications (the data sources) tend to produce data as continuous streams, whose content
evolves over time (dynamic system). Thus, AMAS4BigData has to process these data
4 Ability to grow and shrink following the available computing power.
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streams as soon as they provide a new data (real-time system). Therefore, the framework
doesn’t require to store the data, avoiding the related storage issues.
Furthermore, when a data stream is unable to be processed, AMAS4BigData has to either
load its processing task somewhere else (dynamic load-balancing), consequently to a lack of
processing power, or isolate the data stream from the system, if its source is corrupted or
faulty. As a result, the framework AMAS4BigData is computing-fault tolerant.
To sum up, the framework AMAS4BigData enable the design of analytics systems that
fulfill the requirements of dynamic big data analytics (cf. section 5.1), thanks to the features
they gain inherit from the framework:
3 non-centralized, elastic4 and dynamic analytics process;
3 continuous adaptation to the digital universe and real-time processing of
heterogeneous data;
3 No storage, privacy and safety insurance, of the data.
6.2.2 Architecture Overview
AMAS4BigData is a generic framework for online5 processing of data streams. Its
architecture is designed as a dynamic analytics network (graph) (cf. 6.4), rather than a cyclic
pipeline, wherein nodes as well as edges can appear and disappear at anytime. Hereafter,
I give the description of the nodes and links.
6.2.2.1 Nodes
Nodes (vertices) represent the data inputs (data sources) in a one-to-one correspondence
(or bijection) i.e. one node represents one input.
Analytically speaking, first they pre-process the raw data streams generated from the
inputs. Then, send them to their neighbors through their analytic links (edges). Finally,
they exploit the information they get from these analytic links to build and update on the fly
an individual (partial) knowledge, which they gather for a collective (global) knowledge.
6.2.2.2 Links
Links (edges) are the embodiment of the analytic bounds between two nodes. They
continuously transform the data originating from one node to information for the second
one and can be seen as partial data analysis pipes. For this reason, I designate them as
"analytic links". These links are created and removed as needed by the analytics process,
and have different states, as described bellow.
An existing analytic link can be either active or inactive: it is active if it has a computing
resource to carry out its analytic work, it is inactive otherwise. Furthermore, a link stays
alive (active or not) as long as it is useful for the analytics process. The link usefulness
5 Or at runtime: Process the data one by one as it is produced, and not as whole (batch).
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Figure 6.4 — An example of AMAS4BigData architecture.
means it either tries to find relevant information from the data it carries (weak link), or it
already found information and tries to find new ones (strong link).
The exhaustive life cycle of an analytic link is described in the following algorithm (6.1),
and illustrated with an automaton in figure 6.5.
First, a link is considered weak, searching for useful information. Then after a given time
(amount of processed data) LinksRemovalTime, if the link usefulness evaluation is not high
enough (min_eval) it becomes useless and it is removed. Else, the link becomes strong and
stays alive and active as long as the link evaluation remains high, if not the link becomes
weak again.
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Algorithm 6.1: Links life cycle
Input: the data to be processed through the link
1. State ← weak; /* initialize the link state */
2. RemovalStep ← LinksRemovalTime; /* initialize the RemovalStep of the link
to LinksRemovalTime (by default ) */
3. Step = 0; /* initialize the Step counter */
4. forall the data do
5. Eval ← LinkEvaluation(); /* evaluate the link usefulness */
6. if State = weak then
7. if Step = RemovalStep /* the RemovalStep is reached, because the
link did not produce useful information */
8. then
9. Remove the link;
10. else if Eval ≥ min_eval /* the link becomes strongly useful */
11. then
12. State ← strong;
13. DeactivationStep ← Step + LinksDeactivationTime; /* set the
DeactivationStep so the link will deactivate in
LinksDeactivationTime from the current Step */
14. else
15. if Step = DeactivationStep /* the DeactivationStep is reached, meaning
the link continuously produced the same information (local
optimum) */
16. then
17. Deactivate the link;
18. else if Eval < min_eval /* the link becomes weakly useful */
19. then
20. State ← weak;
21. RemovalStep ← Step + LinksRemovalTime /* update the RemovalStep
so the link will deactivate in LinksRemovalTime from now */
22. Step ← Step + 1;
Moreover, if the link remains strong after another given time (LinksDeactivationTime)
it becomes redundant, because it produces the same information without novelty. So, the
associated computing resource deactivates the link (but the information produced so far has
been sent and saved in the related nodes) in order to leave this local optimum and explore
new regions (links) of the data space.
The evaluation of the analytic links is a metric or a function related to the goal of the
analytics process, which is expressed by the user of AMAS4BigData while designing an
analytics tool.
For example, if the analytics system was designed for mining dynamic association rules,
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Figure 6.5 — Analytics links life cycle automaton.
a node represents one item and handles all the transactions that contain it, and an analytic
link incrementally computes (online) the confidence of the two possible association rules
composed of the two related nodes (items) A and B. Thence in this case, the evaluation
of a link is the confidence of the related association rule.
Therefore, a rule (A ⇒ B), meaning that each transaction containing the item A also
contains B, becomes strong when ##AB ≥ ##A ∗ min_con f idence for LinksRemovalTime
number of transactions read, where ##AB is the frequency of the itemset {A, B} and ##A
is the frequency of the itemset {A}.
6.2.2.3 Exploration Mechanisms: Exploration by Cooperation
Since cooperation is the heart of the AMAS technology (def. 4), it is by extension the
heart of this new framework. Thus as defined, cooperation is achieved by setting local
(individual) rules that allow and promote the agents (framework entities) to work together
and help each other, when it is best suited.
Therefore, these cooperation rules, in the scope of big data analytics, involve at least two
agents that share some of their local knowledge and/or resources of the analytics process, to
efficiently explore the data space. More specifically, AMAS4BigData aims at using limited
computing power, which can be extended to handle more data. However, for an analytics
system with n inputs (data streams), it takes n(n − 1)/2 analytics links to examine all the
possible data combination. This corresponds to a high complexity of O(n2) that prevents
the analytics system to scale up, in a broad sense.
Consequently, the AMAS4BigData framework first assesses the most critical nodes (cf.
6.3.4), then allocates them computing resources to create new analytic links. The selected
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nodes use one of the following three exploration mechanisms (a set of cooperation rules) to
decide which links should be created, in order to analyze a data streams couple only when
it is useful for the analytics process.
In addition, because several nodes can apply these three exploration mechanisms
simultaneously, they need to coordinate their efforts. This is included in their behaviors
described later (6.3.2) to avoid redundancies and overlapping. Also, the concurrent
application of the exploration mechanisms may rapidly increase the number of analytic
links, thence increasing the system complexity and its need for computing power.
As a consequence, an exploration mechanism is triggered according to a given
probability for each of the three mechanisms: PTR, PSL and PRL respectively to Triangulation,
Split-Linking and Random Linking. Note that these probabilities are independent and reflect
the exploration strategy.
3 Triangulation: when applied following the probability PTR, aims to form triangles of
analytic links by linking two nodes that already have one neighbor in common. For
example as illustrated in figure 6.6, given two linked nodes A and B, when a node C
link itself to A then A help C to link with B.
Figure 6.6 — Triangulation mechanism.
The triangulation mechanism tends to produce clusters of highly connected nodes,
because when two nodes are indirectly related by a transition node, the analytic link
between the two is most likely useful as well;
3 Split-Linking: triggered according to the probability PSL. Given a node X and a set L
of links related to X and created at the same time, this mechanism is applied when at
least one link of L becomes strong and the others do not. As a consequence, X destroys
the weak links and inform them that they should link their related nodes together, as
illustrated in fig.6.7, because they might be alike and a link between them useful.
Figure 6.7 — Split-Linking mechanism.
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The split-linking mechanism, like the triangulation mechanism, tends to form dense
clusters of nodes that might lead to strong links which produce useful information to
analytics process. This exploration mechanism is also a relaxation6 technique since it
shift the task of discovering useful information from the original node to its neighbors
and thence exploring new regions (links) of the data space;
3 Random Linking: is a naive, yet necessary, exploration mechanism that chooses
randomly at most X% (X_ f actor) of the non-explored nodes to create links with them,
in order to leave local optima or initialize the analytics process (see figure 6.8).
Figure 6.8 — Random Linking mechanism at the initialization phase.
In this case (analytics process), a local optimum is a situation that produces no (new)
valuable information, meaning most or all of the analytic links became useless, or that
produces the same information repeatedly, hence after a given amount of time the
knowledge of a node does not change anymore.
Moreover, when the previous mechanisms can’t produce new links, the random linking
does it instead as exploring new links is usually important.
The remaining parts of this chapter describe the Adaptive Multi-Agent Systems (AMAS)
used to design this new dynamic big data analytics framework.
6.2.3 Agents Taxonomy
In order to comply with its theoretical architecture presented previously (cf. 6.2.2),
AMAS4BigData is composed of many agents that are of three type: Percept agent (as they
perceive the data) or Compute agent (as they handle the computational tasks of the analytics
process), and Access agent (essentially a directory and utilitarian role). I give hereafter the
general description of the agents, their roles and attributes.
6 Approximation of a difficult problem by a nearby problem that is easier to solve.
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6.2.3.1 Percept Agent
A percept agent, or "percept" for short, is the agentification7 of a node in the
AMAS4BigData architecture (cf. 6.2.2.1). As such, a percept is an agent plugged to a unique
data source that perceives (read or receive) its raw data stream, cleans the data and sends
them to its related compute agents, then constructs the global result of the analytics process
in conjunction with the other percepts.
A percept is also responsible for managing its neighborhood8, by autonomously and
cooperatively choosing when to link itself, to which other percept to link itself, and when to
remove some links. Furthermore, the percept helps other percepts to link with each others
when it is relevant for the analytics process, using the exploration mechanisms (cf. 6.2.2.3).
At the agents level (micro level), a link is the embodiment of the interaction between
two percepts that collaborate to dynamically construct and display the global data model.
The aggregated dynamic links of all the percepts, build a dynamic interaction graph that
represents the state of the analytics system.
The percepts agents are characterized with the following attributes:
Attribute Description
ID
a unique alpha-numeric key to identify the agent.
E.g. "23568841-e1db-4218-aac3-d7d300d9997f".
Name
the label of the agent and considering that a precept represents a data
source, the name of a percept is the designation of its data source.
E.g. "thermometer_classroom_301".
SpawningTimestamp
the timestamp (date and time) of the moment the agent was spawned.
E.g. "1528279912" which corresponds to "2018-06-06_10:11:52".
Neighbors
the set of the percepts (<ID,Name>) that are linked to this percept.
Initially, it is randomly filled with some of the other percepts (cf. 6.2.2.3).
E.g. "{<7537662d-f3d9-446f-8db3-da18571674a1,luminosity_classroom_301>}".
PreviousNeighbors
the set of the percepts (<ID,Name>) that were previously linked to this
percept.
Initially, it is empty.
DataConsumers
the set of the compute agents (<ID,LinkName>) that must receive the
percept data to process (consume) them; put in another way it represents
the active links of the percept.




the set of all the related links (<LinkName, LinkTimestamp>).
Initially, it is filled with the information related to the Neighbors.
E.g. "{<luminosity_classroom_301-thermometer_classroom_301,1528279917>}".
7 The representation of one entity with an agent.
8 The set of agents (neighbors) with which an agent interacts.




is a set of the inactive analytic links with their last evaluation
(<LinkName,Eval>), so it can be sent to a future compute agent for
reactivating an inactive link.
Initially, it is empty.
E.g. "{<luminodity_classroom_301-thermometer_classroom_301,0.9>}".
UsefulLinks
the set of the links (active and inactive) that are considered as strong.
Initially, it is empty.
LinksQueries
the queue (FIFO set) of the links to analyze first.
Initially, it is empty.
Criticality
an evaluation of the situation of the percept, computed with the criticality
computation function defined later (cf. 6.3.4).
Initially, it is set to 1, and updated at the end of the first analytics cycle. So, the
percepts with the least amount of computing resources become the most critical.
ConnectionDegree
the number of percepts related through the analytic links; designated
also as "neighborhood size".
Initially, it is set with the number of random links established formerly.
TimeSinceLast
Allocation
the amount of time (number of cycles) elapsed since the last compute
agent allocation; this is needed to compute the percept criticality.
Initially, it is set to 0.
TimeSinceLast
Linking
the amount of time (number of cycles) elapsed since the last creation
of a new analytic link; it is also required to compute the criticality.
Initially, it is set to 0.
TimeSinceLast
LinkValidation
the amount of time (number of cycles) elapsed since the last validation
of a an analytic link (becoming strong); the percept uses it to know
when to apply the RandomLinking behavior (cf. 6.3.2.2), because it
reached a local optimum in the data space.
Initially, it is set to 0.
AllocatedResources
is the number of all the computing resources (compute agents) allocated
to the percept over time
Initially, it is set with size of the DataConsumers.
Table 6.1: Percept agents attributes.
6.2.3.2 Compute Agent
A compute agent is related to two percepts and is in charge of analyzing the link between
them. More specifically, a compute agent represents an available computing resource, which
is provided by any data source (data generative device) that has some computing power or
any other available machine.
A compute agent is in charge of carrying out the computational tasks of the analytics
system. It chooses the most critical percept (the percept that needs the most a computing
resource according to the criticality function defined in 6.3.4) and provides it with the power
to activate (analyze) a new link or reactivate (resume the analysis) an inactive link.
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The number of these agents changes over time with respect to the available computing
power and the analytics process needs:
3 On one hand, when a compute agent decides that it is not useful anymore to
the analytics system, meaning after a given amount of time there are no more
computational tasks to carry out, it destroys itself in order to free the corresponding
computing power for another system (scale down).
3 On the other hand, compute agents can be spawned (created) by percepts when there
is enough computing power available and the number of the overall analytics links to
be analyzed is far greater than the current number of compute agents (scale up).
As defined here, a compute agent is an abstract agent and it becomes concrete when a
function to be computed is implemented (defined) within it.
The attributes of the compute agents are detailed in the following table:
Attribute Description
ID
a unique alpha-numeric key to identify the agent.
E.g. "271300c3-5716-4ea9-8cdc-f09801971396".
SpawningTimestamp
the timestamp (date and time) of the moment the compute
agent is spawned.
E.g. "1528279930" which corresponds to "2018-06-06_10:12:10".
Number
the number of the current compute agents, which increases
each time a new one is spawned.
E.g. it is set to 1 if it is the first comute agent spawned.
LinkName
the name of the analytic link carried out by the compute
agent; it is the concatenation of the alphabetically sorted
names of the two related percepts.
E.g. "luminosity_classroom_301-thermometer_classroom_301".
URI
the Uniform Resource Identifier string of the real computing
resource (machine, device...) that supports the agent.
E.g. "141.115.73.23".
Percepts




a boolean that shows if the compute agent is free or
allocated to analyze the link between the Percepts.
Initially, it is true.
Eval
the evaluation of the associated analytic link.
Initially, it is set to 0.
State
represents the usefulness of the analytic link, which is
either weak or strong.
Initially, it is weak.




the amount of time (number of cycles) elapsed since the last
allocation to a percept.
Initially, it is set to 0.
Table 6.2: Compute agents attributes.
6.2.3.3 Access Agent
The access agent is unique, but it can be re-spawned in case of failure, and it can
be replicated to duplicate the information it contains in order to increase the number of
concurrent accesses, thence avoiding bottlenecks.
The access agent doesn’t take part in the data processing, meaning it has no control over
the analytics process. So, there is no centralization. However, it helps the analytics process
thanks to two roles:
3 Shared Directory: is a common log file and directory accessible by all the agents. Each
agent can register/unregister itself in the directory or record its activity in the log file.
For instance, It is useful for the percepts to link themselves to unknown percepts for
them, but registered in the access agent.
It also serves as a Blackboard [252] for indirect agents communication of their
information (attributes) required for the computation of their criticality function (cf.
6.3.4).
3 Interactive Node: allows the end-user9 to interact with the system and execute some
basic queries:
– Getting the log, the list/number of the percepts (data sources), links (active and/or
inactive), resources, processed data;
– Adding/removing a data source and, by extension, spawning/destroying a
percept agent that represents it;
– Adding/remove a computing resource;
– Increasing/decreasing the criticality of a percept;
– Overriding the system parameters (cf. 6.4);
– Feedback integration by selecting links to activate/reactivate and/or editing a
black list (links not to be analyzed). In either case, the access agent conveys the
list of these links to their related percepts so that they can analyze them or not,
corresponding to the user feedback.
From these functionalities, I derived the attributes of the access agent:
9 User of the AMAS4BigData based analytics tool, whether it might be a human or a software.




a unique alpha-numeric key to identify the agent.
E.g. "42c6db83-d564-4ba8-8b5e-ad978440d24f".
PerceptAgentsDirectory
the list of the percepts with their information
(<ID, Name, SpawningTimestamp, Criticality,
#UsefulLinks, #ActiveLinks, ConnectionDegree,
TimeSinceLastAllocation, TimeSinceLastLinking).
Initially, it is filled with the information of the percepts
agents created from the first input data streams.
ComputeAgentsDirectory
the list of all the compute agents (free and
allocated) with their information
(<ID, Name, SpawningTimestamp, URI>).
Initially, it is filled with the information of the first
compute agents.
ActiveLinksDirectory
the list of all the active links in the system.
Initially, it is filled with the first links randomly
activated compute agents.
InactiveLinksDirectory
the list of all the inactive links in the system.
Initially, it is filled with the first inactive links.
ComputingResources
the list of all the computing resources provided
for the system and their load10 (<URI, load>).
E.g. "{<141.115.73.23,0.1>}".
Table 6.3: Access Agent attributes.
After the description of the static aspect of the AMAS4BigData framework, let us now
describe the dynamic aspect of the framework.
6.3 Framework Functioning
This section focuses on how AMAS4BigData works (function) through the description
of the agents nominal behaviors (when they work normally without issues) and cooperative
behaviors (when the agents encounter NCS and try to fix them).
But first, I give a rundown of the framework functioning for the sake of a better
understanding of the detailed description after that.
6.3.1 Functioning Overview
As explained earlier, the AMAS4BigData framework takes as input several data streams,
like the data produced by a network of sensors (IoT). The framework functioning is divided
into an initialization phase that describes how the framework is set, and a nominal functioning
portraying how it works afterwards.
10The ratio between the number of compute agents and the overall computing power of the resource.
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6.3.1.1 Initialization Phase
It starts by spawning (creating) an access agent that virtually encompasses the whole
analysis and serves as an indirect interaction medium (blackboard) for the agents. The
direct interaction is ensured via message sending. Then the framework initiates the analytics
process by means of the input streams agentification. In other words, one percept agent is
created and registered for each data stream in order to represented them and handle their
processing inside the framework.
In addition, an initial pool of compute agents #ComputeAgents is created based on the
X_ f actor and the number of input data streams n, as follows:
#ComputeAgents = X_ f actor ∗ n(n− 1)
2
(6.1)
The second to last step, of the framework initialization, consists in building randomly
a first neighborhood for each percept, meaning the percepts set up analytic links between
each others randomly thanks to the random linking mechanism (cf. 6.2.2.3). When it is done,
the initialization is completed by allocating the compute agents to analytic links at random.
6.3.1.2 Nominal Functioning
From the data processing point of view, every time a data streams produces a new
data, its corresponding percept agent perceives it (reads it or receives it). The percept pre-
processes the data and sends it to its neighbors via their relating links.
When a link receives the data from its two related percepts, its compute agent transforms
the data and attempts to find, then sends the discovered useful information to each percept.
Moreover, the analytics links updates their status following their life cycle (cf. 6.2.2.2). Once
the information are obtained, the percept agents update their local knowledge and work
together to collectively build the global knowledge.
As for the agents organisation, the percepts exploit their knowledge to better explore the
data space by modifying their neighborhoods (changing their links), using the exploration
mechanisms defined previously (cf. 6.2.2.3). Also, the free compute agents are assigned to
the most critical links, as explained later (cf. 6.3.4).
In the next parts, I detail the framework functioning (dynamic aspect) with a thorough
description of the agents life cycles and their corresponding behaviors. Furthermore, the
interaction of the agents behaviors is explained and illustrated at the end of this chapter (cf.
6.3.5), in order to get an extensive overview of the framework functioning.
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6.3.2 Agents Life Cycles & Behaviors
All the agents, except for the access agent, have some common behaviors (register and
unregister). Most of the behaviors are dedicated to one agent type as described here,
following the "Perception Decision Action" agents life cycle (def.3). Furthermore, an agent
behavior can be either:
3 reactive: like a biological reflex, the agent perceives an external stimulus (information,
message. . . ) from its environment and executes an action by respect of a set of defined
rules, whose conditions are based on the stimuli. For instance, when birds fly as a
swarm/flock they follow reactive rules of proximity and alignment.
3 proactive: the agent triggers a behavior on its own. It processes its knowledge about
itself, and its environment, then decides which action to execute in order to achieve its
goal. For example, every day a "stock management" agent checks by itself if there are
items out of stock, or estimates how fast they will be sold, then replenishes them if it
thinks it is necessary.
The behaviors of the agents, detailed in the tables below, are extracted from their agents
life cycles.
6.3.2.1 Percept Agent Life Cycle
Algorithm 6.2: Percept Agent life cycle
1. Initially When a percept is spawned:
2. It registers itself in the access agent, so it can be known by the other agents;
3. It builds a first neighborhood with the Random Linking exploration mechanism;
4. Data processing:
5. When it perceives a new raw data, the percept pre-processes it and sends it
through its active links (compute agents);
6. Once it receives new information, the percept uses it to build/update the
knowledge locally and globally;
7. Links and compute agents management:
8. If the percept is critical (cf. 6.3.4), it gets a free compute agent then sends to it the
information of the link with the highest priority amongst the links in stand-by to
be activated;
9. When one of its inactive links gets a compute agent, the percept activates the link.
In return, when a compute agent leaves a link, its related percepts deactivate it;
10. Once a link becomes useless, it is destroyed and its percepts remove it;
11. At the end of an analytics cycle (step), if a percept needs more computing
resources to carry out its inactive links, it spawns (creates) a new compute agent if
there is enough computing power available;
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12. Links Creation:
13. A percept uses one of the three exploration mechanisms, following their trigger
probabilities, to choose a new neighbor;
14. Once the choice of a new neighbor is made, the percept creates the link between
them and informs the neighbor of it;
15. When the percept becomes useless (no more data), it unregisters itself and
self-destroys;
6.3.2.2 Percept Agent Behaviors









self register in the access agent
PerceptAgentsDirectory and
build an initial neighborhood
send a percept registration message





self unregister from the access
agent PerceptAgentsDirectory
send a percept unregistration











if the probability allows it,
access the PerceptAgents
Directory, select new percepts
randomly and create links
with them
if Random(PRL)12 is true and
the PerceptAgentsDirectory
of the access agent is not empty,
choose randomly from it at most
X% new percepts that are not in
PreviousNeighbors and for each





store the useful link and use
it to make triangulations if
the probablity allows it
insert the link in UsefulLinks and
reset TimeSinceLastLinkValidation,
then if Random(PTR) is true, send







if the probability allows it,
destroy the non-useful links
that started at the same time
as the useful one and link
their related percepts
if Random(PSL) is true, compute
the split-linkng list (useless
percepts that have a low Connec-
-tionDegree) and send it to the
compute agents associated to the
useless links, then execute the
DestroyLink behavior for each one
11LinkValidationTime is the time that a percept agent waits before randomly linking with other percepts. By
default it is 30 cycles(steps) and can be overridden by the user.
12Random(p) is a function that returns a boolean set at true given the probability p.







if the number of the agent
links to be analyzed is high,
spawn a compute agent
if #LinksQueries > #Connection
Degree, access the shared
directories and check if #Compute
AgentsDirectory < #ActiveLinks
Directory, then select the
computing resource with the











compute the criticality function
and store the result in Criticality,












send the pre-processed data to
all related computing agents
pre-process the data and send





process the information to
build knowledge
execute the partial analysis












associate the compute agent to
either the link that must be
analyzed first, if any, or to
a new random link
if LinksQueries is empty, execute
the RandomLinking behavior;
then, get the first link in Links








activate the corresponding link




contains the link, remove it and
send its evaluation to the
compute agent, else insert the
related link with the current
Timestamp inLinks; then, add
the compute agent to the
DataConsumers and the related







link and stop sending data to
the associated compute agent
remove the compute agent from
the DataConsumers and insert the
link and its evaluation in
InactiveLinksArchive
Linking percept
create a link with the percept
if not already done
if the percept is not in Neighbors
insert a new link with the percept
in LinksQueries and reset
TimeSinceLastLinking






remove the link and save the
related percept
delete the useless link from all
link sets, then insert the useless
percept in PreviousNeighbors,
remove it from Neighbors and
remove the compute agent
from the DataConsumers
Table 6.4: Percept agents nominal behaviors.
6.3.2.3 Compute Agent Life Cycle
Algorithm 6.3: Compute Agent life cycle
1. First, when a compute agent is spawned, it registers itself in the access agent so it can
be known by the other agents;
2. Then for each analytics cycle (step),
3. if the agent is Free then
4. it searches for the most critical percept in order to give him the power to
activate an analytic link;
5. when the percept chooses a link to activate, the compute agent allocates itself
to the link so it can carry out the computational work of the link;
6. else
7. when it receives data from its related percepts, it attempts to process it into
information and sends it back to the percepts;
8. it also helps the percepts linking to each other when the split-linking
mechanism (cf. 6.2.2.3) is applied;
9. then, it applies the procedure of the link life cycle (cf. algorithm 6.1), and if the
link becomes strong, or weak, or useless, the agent validates it, or leaves it, or
removes it respectively;
10. If at least one of its related percept is destroyed, the compute agent destroys the link
and set itself free in order to be used by other percepts;
11. When the agent becomes useless, because the corresponding computing resources is
withdrawn from the system, or the agent is not used anymore (has been for a long
time), it self-unregisters and self-destroys;
6.3.2.4 Compute Agent Behaviors




self register in the access
agent ComputeAgents
Directory
send a computing agent registration
message to the access agent










self unregister from the
access agent Compute
AgentsDirectory
send a computing agent unregistration





If free is true, search for
the most critical percept
and propose to it the
computing resource
if Free is true, then look in the access
agent PerceptAgentsDirectory the most





evaluate the analytic link
execute one iteration of the algorithm
6.1 loop then according to the result,













leave the link to analyze
another link
send a leaving compute agent message
with the link (<LinkName,Eval>) to
the percepts and the access agent;





remove the link between
the percepts and from the
access agent, then free
the computing resource
send a useless link message to the
percepts and the access agent,





after a long time without
allocation, self-destroy
If Free is true AND TimeSinceLast
Allocation > MaxIdleDelay13,









link self-allocate to the link
send an allocated compute agent
message with (<ID,LinkName>) to
the percepts and the access agent





transform the data into
information and send it
to the percepts
apply the partial analysis method on
the data of one percept and send the







send the split-linking list
to the percepts of the same
list so they can link to each
others then leave the link
send to each percept in the split-
-linking list the list itself, then






set State to strongly_useless and
execute RemoveLink behavior
13The amount of time, number of cycles to be defined by the user, before self-destruction. By default
MaxIdleDelay = 10 + RandomVal(10).







deactivate the link and
self-destroy
execute LeaveLink behavior and
unregister behavior, then
self-destroy
Table 6.5: Compute agents nominal behaviors.
6.3.2.5 Access Agent Behaviors
The access agent has only reactive behaviors, since it serves as a shared directory and an
interactive node, and it doesn’t actively contribute to the analytics process.
For this reason, considering the access as an agent may be arguable, but it has the
advantage of exploiting the mobility and autonomy features of an agent in order to handle
the other agents signals (messages and queries), where and when it is possible according to
the available computing power.
Moreover, as described (cf. 6.2.3.3) the access agent can self-replicate for workload
balancing and be extended with new skills and behaviors if the framework user wants to.
















































spawn a new percept agent dedicated








send a useless percept message










add the new computing resource
(URI) in ComputingResources list
and spawn new compute agents
in proportion to the power of the
computing resource








randomly spawn a new
compute agent if needed
and available computing
resource
if #notLoadedComputingResource > 0
and #FreeComputeAgents < 5% and
#ActiveLinks < InactiveLinks










send a withdrawn computing resource
message to each compute agent in
the ResourcesDirectory that has
the same URI of the removed
computing resource and remove it








add the LinkName in the ActiveLinks
Directory, and remove it from the








add the LinkName in the Inactive






remove the link from
the directories








replace the previous criticality of the
percept inside the PerceptAgents
Directory with the new one
Table 6.6: Access agent behaviors
It should be noted that the combination of the ReleaseResource behavior of the
compute agents and the RespawnComputeAgent behavior of the access agent, allows the
AMAS4BigData framework to self-manage the use of the available computing power, since
a compute agent is destroyed and respawned following the data exploration needs.
6.3.3 Non Cooperative Situations & Agents Cooperative Behaviors
Since the agents work concurrently, their interactions (the result of their behaviors) may
lead to Non Cooperative Situations (cf. 6.1.2.2). Therefore, I provide AMAS4BigData agents
with cooperative behaviors in order to avoid or fix NCSs as described hereafter.
6.3.3.1 Concurrent Linking
3 Description: two analytic links are created between the two same percepts during the
same cycle (cf. fig.6.9).
3 Type: concurrency NCS (¬cact). It means that the result of one agent action is the same
as the result of another agent action.
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3 Cause: the concurrent execution of the agents exploration mechanisms (cf. fig.6.9)
Figure 6.9 — Duplicate Linking NCS.
3 Cooperative Behavior: each percept agent replaces or ignores the duplicate link and the
related compute agent is freed. This leads to new cooperative behaviors (cf. table.6.7).














CurrentLink ← Links.get(NewLink.Name) ;
If(CurrentLink.Timestamp < NewLink.Time
stamp) {




PreviousLink ← CurrentLink ;
CurrentLink ← NewLink ;
Send a concurrent link message to the





Ignore both links ;
Send a choose duplicate message to
the access agent;
}
104 Adaptive Multi-Agent Systems for Dynamic Big Data Analytics
AMAS4BigData Framework Description


























randomly select one of the links and consider
it as duplicate; send a concurrent link message
to it associated compute agent and send an
allocated compute agent message to the
percepts with the compute agent information
related to the non-duplicate link
Table 6.7: Duplicate Linking Cooperative Behaviors.
6.3.3.2 Inactive Percept Agent: Node failure
3 Description: after a given amount of time (cycles), one compute agent is unable to carry
out the analytic work of the associated link, because it lacks data from one percept.
3 Type: unproductivity NCS (¬cdec). In this case, one compute agent can’t produce any
result (information) with its perceptions.
3 Cause: the compute agent receives data from only one percept, due to a failure of
the other percept agent, a network failure, or maybe the data source left the analytics
system without notification.
3 Cooperative Behavior: destroy the link and notify the access agent in order to inquire
whether the percept doesn’t send data anymore, in which case remove it.
The cooperative behaviors given hereafter are meant to deal with this NCS.















send a useless link message to
the working percept and send
a not working percept message














if the number of not working
percept messages bound to the
percept is equal to the number
of its related active links, then
send it a useless percept message
Table 6.8: Inactive Percept Agent Cooperative Behaviors.
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6.3.3.3 Inactive Compute Agent: Link failure
3 Description: a percept doesn’t receive any information from one compute agent
associated to a related link, after a given amount of time (cycle).
3 Type: partial unproductivity NCS (¬cdec). In this case, a percept agent produces only a
partial result (individual knowledge) with its perceptions.
3 Cause: a percept doesn’t receive information from one of its related analytic links
(compute agent), because of a compute agent failure, a network failure, or by
consequence of the Inactive Percept NCS (cf. 6.3.3.2) in which case the compute agent
can’t produce any information.
3 Cooperative Behavior: allocate a new compute agent with a different URI (from
another computing machine) to the dysfunctional analytic link.
6.3.4 Criticality
The criticality translates the need of the percept for a free resource (compute agent) to
carry out the analytic work of one related link.
This criticality is computed with a function formulated as a combination of several
indicators, which can be considered as metric variating from 0 to 1 where 0 corresponds
to non-critical percept and 1 to critical percept.
The criticality indicators are defined hereafter from the most to the least important.
1. UsefulLinks to ActiveLinks Relative Ration (I1): is the most important indicator,
which represents how well a percept p makes use of the resources granted to it
(allocated to its links).
In other words, it measures how productive is the resource allocation for one percept p















Put it simply, the more the resource allocation strategy of a percept is efficient the more
it is critical and gets more resources to allow it to expand its efficient linking.
However, this indicator alone might lead to a starvation problem, meaning the same
percepts always get the available resources and others don’t get resources anymore.
This leads to the next indicator in order to prevent such starvation.
2. Relative Starvation (I2): as designated this indicator reflects how much a percept p
is starving (need of new resources) compared to the other percepts c, as formulated












log (1 + x ∗ 10)
log(11)
(6.5)
3. Relative Time Since Last Allocation (I3): When several percepts have the same relative
starvation, this indicator can help to decide between them, by favouring the percept that







These three first criticality indicators are the main ones involved in computing the
criticality of one percept. The following indicators have a minor role and they are designed
to refine the criticality computation.
4. Relative Time Since Last Linking (I4): this indicator promotes the percepts that linked







5. Relative Connection Degree (I5): expresses the promotion of the percepts with the least













6. Precision (I6): indicates the proportion of the useful links among all the percept links,
active or not. It is similar to the concept of precision in Information Retrieval field. So it







7. Relative Recall (I7): measures how productive a percept p is, relatively to the other
percepts c. It highlights the percepts with the least useful links in order to allow them
to explore and discover new useful links, following this formulae:
IP7 = LOG

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Furthermore, to express the importance of each indicators, weights are associated to each





wi ∗ IPi (6.12)
As described previously (cf. 6.4. Framework Use) the AMAS4BigData framework user
can override its parameters, thence the user can also override the wi weights and add new
indicators to the criticality function, in order to optimize the implemented analytics system
(cf. 7.2.6.2.Criticality Function Extension).
6.3.5 One Analytics Cycle Scenario
Now that the agents behaviors and criticality have been described, let us see how they
allow the agents to cooperate during one nominal analytics cycle, as schematized with the
sequence diagrams 6.10 to 6.17.
An analytics cycle starts by receiving new data from the sensors, which are perceived by
the percepts, pre-processed and sent through the already established analytics links (action
2). At the same (action 1), the remaining free (not used) compute agents tries to be useful
by searching for the most critical percepts (action RA1) and associate to them (action RA2).
Then, these percepts send back a link to be analyzed, or randomly create (action RA3) one
and send it (action RA4). Therefore, the compute agents establish the link between the two
linked percepts (action RA5).
Once the in-use compute agents get the data from both their associated percepts (action
3), they process them and attempts to produce useful information and send them back to the
percepts (action 4), so they can build and update their knowledge. After that, they evaluate
their links (action 5). Therefore, they either do nothing, or validate the links (action 6) and
inform the percepts (action 7), or remove the links (action 10), or deactivate them (action 11)
following the links life cycle (cf. 6.2.2.2).
If a link is validated (becomes strongly useful), the percepts tries to create new links
thanks to the triangulation mechanism (action 8) and the split-linking mechanism (action 9)
with the help of their associated compute agents (action SL2 & SL3).
At the end of the analytics cycle, the useless compute agents release their computing
resource (action 12), the useless percepts establish new random links (action 13), and each
percept that requires more compute agents that available it attempts to spawn a new one
(action 14 & 15). Finally, all the percepts updates their attributes (cf. 6.4).
To recap, one analytics cycle begins when the framework agents perceive new raw
data, then process them according to the agents behaviors, which leads to the system re-
organisation by destroying, changing, or creating some links, in order to adapt to the data
and produce the most useful and accurate knowledge.
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6.4 Framework Use: Implementation of Analytics Systems
To produce an analytics system with the AMAS4BigData framework, a user has
to define: the pre-processing method carried out by the nodes (percepts), the data
transformation method of the analytic links between the nodes, and the function that
evaluates the usefulness of an analytic link.
In addition, the user of the framework can optionally choose (override) new values for
the framework parameters:
3 the min_eval threshold LinksRemovalTime and LinksDeactivationTime of links life
cycle (cf. algorithm 6.1). By default, min_eval = 0, LinksRemovalTime = 50,
LinksDeactivationTime = 30;
3 the X_ f actor of the RandomLinking behavior (cf. 6.2.2.3). By default, X_ f actor = 30%;
3 the trigger probabilities of the exploration mechanisms PTR, PSL and PRL (cf. 6.2.2.3).
By default, PTR = 10−1, PSL = 10−1, PRL = 10−5;
3 the LinkValidationTime of the percept agents (cf. 6.4).
By default, LinkValidationTime = 30;
3 the MaxIdleDelay of the compute agents (cf. 6.5).
By default, MaxIdleDelay = 10 + RandomVal(10).
Furthermore, the user can guide the current exploration mechanisms (cf.6.2.3.3) and
define new ones (cf. 7.2.6.1) for the sake of more efficient analytics process.
The implementation of the AMAS4BigData framework is the subject of the next chapter,
wherein a thorough description of one analytics tool based on AMAS4BigData is given and
other tools are presented concisely (cf. 7.4).
6.5 Framework Contributions
Thanks to the AMAS theory I was able to design a new big data analytics framework,
whose architecture comes in form of a dynamic analytics graph rather than the conventional
pipelines, which exhibits interesting features: real-time data processing (no storage
required), non-centralization (distributed control and decision which avoid bottlenecks),
openness (data streams can be added and removed on the fly), elasticity (adaptive scaling
up/down and dynamic work-load balancing), smart exploration and exploitation of the
data space, and fault tolerance through the agents cooperative behaviors.
The AMAS4BigData framework allows its users to build new analytics systems that
fulfill the dynamic big data analytics requirements, as a result of the framework intrinsic
characteristics presented above.
The next chapter gives a thorough example of the implementation of one such dynamic
analytics systems.
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Figure 6.10 — One Analytics Cycle Diagram.
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Figure 6.11 — Resource Allocation Diagram.
Figure 6.12 — Random Linking Diagram.
Figure 6.13 — Triangulation Diagram.
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Figure 6.14 — Split Linking Diagram.
Figure 6.15 — Remove Link Diagram.
Figure 6.16 — Deactivate Link Diagram.
112 Adaptive Multi-Agent Systems for Dynamic Big Data Analytics
AMAS4BigData Framework Description
Figure 6.17 — Resource Release Diagram.
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7 DREAM: Main Implementation
of AMAS4BigData
The goal of this chapter is to present how a user can implement an analytics system with
the AMAS4BigData framework though a concrete application called "DREAM"1.
This application builds and displays, in real time from huge amounts of data, a data
model in form of a dynamic graph, that adjusts itself to adapt to changes in data content
and structure. A node represents a data source (sensor stream, database attribute, data file
column...) and an edge exhibits a complex correlation between the two related data sources
to help the users in finding relevant relations.
The analytics tool DREAM is an implementation of the AMAS4BigData framework for
dynamic data relations discovery based on a new data similarity metric, the Dynamics
Correlation, which is the data transformation method that also contributes to evaluate the
usefulness of an analytic link (cf. 6.4. Framework Use).
So I first describe this Dynamics Correlation metric and how it is used by the agents to
extract relations between the data sources. Additionally, I extend one behavior of the percept
agents and extend the criticality function with dedicated indicators. Finally, I briefly present
some other possible analytics applications, which are re-implementations of conventional
data analytics tool using AMAS4BigData.
7.1 Dynamic Big Data Similarity Metric: Dynamics Correlation . . . . . . . . . . . 116
7.1.1 Correlation coefficient . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
7.1.2 Phase Space Similarity . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
7.1.3 Dynamics Correlation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
7.2 DREAM Architecture: Implementation of AMAS4BigData . . . . . . . . . . . 128
7.2.1 DREAM Analytics Process Overview . . . . . . . . . . . . . . . . . . . 129
7.2.2 Raw Data Pre-Processing: Normalization . . . . . . . . . . . . . . . . . 129
7.2.3 Data Transformation: Dynamics Relations Detection . . . . . . . . . . 130
7.2.4 Links Life Cycle & Evaluation . . . . . . . . . . . . . . . . . . . . . . . 132
1DREAM stands for Dynamic data Relation Extraction using Adaptive Multi-agent systems
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7.2.5 Information Processing: Graph Model Building . . . . . . . . . . . . . 133
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7.1 Dynamic Big Data Similarity Metric: Dynamics Correlation
DREAM relies on a new analytical tool, designed from conventional analytical tools, that
can transform dynamic big data streams into a compact representation of their dynamics
(evolution over time), which exhibits the changes happening in the data streams, and
compare how these streams dynamics are similar.
Put it simply, the Dynamics Correlation aims to describe how similar is the evolution of
two data streams even if they are time shifted.
In the following, the origin and the composition of the Dynamics Correlation are given.
7.1.1 Correlation coefficient
When investigating relations between data, one relies first on the most widespread
analytical tool, the statistical correlation defined with the Pearson’s correlation coefficient
r [253] as follows:






- A, B are two variables (data features),
- Xi is ith value of X, with i starting from 1,
- X¯ is the mean of X,
- σX is the standard deviation of X,
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- n is the number of data points (values).
We use the correlation magnitude r2 to measure the strength of the correlation : the
greater r2 is, the stronger is the correlation.
However, the correlation coefficient has a major downside: non-linearly correlated
variables (data attributes) are considered as independent (r ≈ 0) but they are in fact
correlated and therefore it causes a loss of relevant information. The non-linear correlation
is mainly due to:
3 Non-linearity: when at least one of the variables is non-linear or random-like (cf.
fig.7.1). In this example, there is a non-linear correlation between the variables but,
as the scatter plot2 shows, the conventional correlation is unable to detect such complex
relations.
Figure 7.1 — Non-linearity.
3 Time shift: for example, in figure 7.2 A(x) = sin(x) and B(x) = sin(x + pi2 ). Both are
sinus functions that take the same argument (x), with a delay of pi2 for the second one
(B(x)).
This time shift leads to non-linear correlations, also undetected by the correlation
coefficient.
3 Non-linearity and Time shift: is the worst case, where the two variables are non-linear
and time shifted (cf. fig.7.3), which is the case of many real world data. Thence their
correlation is even more complex.
2 The visual representation of two variables correlation, built by projecting one variable on another.
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Figure 7.2 — Time shift.
Figure 7.3 — Non-linearity & Time shift.
Therefore, in order to distinguish between a true independence and a non-linear
correlation, one can look for a pattern or a distinctive shape in the scatter plot (cf. fig.7.2,
fig.7.1 and fig.7.3), which suggests a non-linear correlation. Conversely, a uniform scatter
plot indicates a true independence (cf. fig.7.4 right).
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Figure 7.4 — true independence.
Nonetheless, this process can be quiet difficult and non-systematic. Hence another
analytical tool based on a similar process is needed.
7.1.2 Phase Space Similarity
The defining feature of a scatter plot is its graphical representation of the relation
between two variables over time. This representation may be so complex that it looks like a
uniform scatter, which hints at an independence, as a result of the projection of one complex
variable over another one.
I exploit another representation of the variables, that avoids the projection, to study the
relation between them. This representation, known as Phase Space, came from physics[254]
and is built following the behavior of a single variable over time, also known as Dynamics.
7.1.2.1 Phase Space
Formally, the Phase Space PS is a collection of points, whose coordinates are the
difference (or distance) of three successive data points (three data values are required to
get one point in the phase space) in a sliding window, defined as follows:
(psxAi , psyAi) = (Ai − Ai−1, Ai+1 − Ai) (7.2)
PSA = {(psxAi , psyAi), ∀i ∈ [1, n− 1]} (7.3)
In other words, a phase space is the projection of the distance of the two previous
successive data points (axis of abscissa) on the distance to the next point (ordinate axis).
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Thus, it displays the behavior of one variable, or function, with an abstraction of the
data temporal dimension. Put it simply, a phase space is the representation of a variable
dynamics in a nutshell.
To better understand the concept of phase space, some graphical examples of phase
spaces, classified in three dynamics categories, are presented hereafter:
3 Polynomial Dynamics: the phase space of polynomial function results in a regular and
constant pattern. Furthermore, the more simple the dynamics of one variable, the more
constant is its phase space.
This is especially true with a simplistic polynomial functions like the one shown in
the first example (cf.fig.7.5). The corresponding phase space is a single point, or more
specifically a set of the same exact points, which translates a constant distance between
all the data point.
Figure 7.5 — Example1 of polynomial dynamics.
The next examples (cf. fig.7.6, fig.7.7, fig.7.8) show phase spaces with regular patterns,
which means that the successive distance between the data points is increasing or
decreasing regularly.
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Figure 7.6 — Example2 of polynomial dynamics.
Figure 7.7 — Example3 of polynomial dynamics.
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Figure 7.8 — Example4 of polynomial dynamics.
3 Cyclic Dynamics: in this category, the phase space presents a repetitive ellipse-like
pattern that translates the periodically repetitive behavior of one function, like the
sinusoidal functions given in the following examples (cf.fig.7.9, fig.7.10, fig.7.11).
Similarly to the first dynamics category, the complexity of the phase space pattern of
cyclic dynamics grows with the complexity of its origin, the data variable.
Figure 7.9 — Example1 of cyclic dynamics.
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Figure 7.10 — Example2 of cyclic dynamics.
Figure 7.11 — Example3 of cyclic dynamics.
3 Random Dynamics: the last category of dynamics concerns the data variable that are
random-like. Therefore, their phase space is chaotic and no distinctive pattern can be
found because of the variable randomness, meaning that there is no logical progression
of the successive distances as illustrated in figure 7.12.
Yet, even if there is no pattern in a phase space, it remains useful to compare the
dynamics of two non-linear variables and/or time shifted variables, because variables with
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Figure 7.12 — Example of random dynamics.
similar dynamics have a similar phase space (cf.fig.7.13). This phase space similarity is
described in the following.
Figure 7.13 — Phase Spaces of similar variables.
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7.1.2.2 Phase Space Similarity metric
The Phase Space Similarity (PSS) measures how close two phase spaces are, implying how
much two variables dynamics are alike.
As a similarity metric the PSS should vary from 0 to 1, meaning full dissimilarity and full
similarity respectively. Accordingly, I define the PSS metric for an automatic comparison
between two phase spaces, as follows:
PSS(A, B) =
(






(psxAi − psxBi)2 + (psyAi − psyBi)2






















Formally, the PSS is the squared complement of the squared Phase Space Euclidean Distance
(PSED), which is the mean euclidean distance between the phase spaces points of A and B.
Moreover, if the data are not normalized their phase spaces will have different scales and
the PSS might be negative, even though they have the same dynamics. Thus, the (PSED) in
equation 7.5 has to be divided by the Maximal Euclidean Distance (MAX_ED), formulated in
equation 7.6.
Figure 7.14 — Phase Space Similarity (PSS) VS Correlation Coefficient (r2).
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As shown in figure 7.14, the correlation coefficient r2 starts with high values then quickly
decreases and remains very close to 0. Whereas the PSS converges towards 0.96, meaning
a high similarity between the phase spaces of the two non-linear and time shifted variables
A and B, which indicates a non-linear correlation between the variables that the correlation
coefficient could not expose.
7.1.2.3 Local Phase Space Similarity
The PSS, like the correlation coefficient, uses an arithmetic mean to compute the mean
euclidean distance of the phase spaces points from the beginning (cf. equation 7.5).
Therefore, it gives an overall similarity value and muffles short Situations of Interest (SI)3
contained in data that are mostly not correlated.
In other words, relevant situations of interest may be drowned in the data as a
consequence of the PSS memory (arithmetic mean). For instance, in figure 7.15 there are
two SIs, respectively to the intervals [100, 150] and [260, 295].
Figure 7.15 — Local Phase Space Similarity (LPSS) with m = 5.
Therefore, I define the Local PSS (LPSS) as a PSS with no or very short memory, meaning
3 Time intervals wherein data (values) might be correlated.
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, m ≥ 1 (7.7)
LPSED(Ai, Bi) =
√
(psxAi − psxBi)2 + (psyAi − psyBi)2
Max_ED(A, B)
(7.8)
Where m is a smoothing factor, or the memory, of the metric output used to lessen
occasional disturbances. For example, in figure 7.16, m is set to 5, as a result the LPSS
fits the data dynamics well enough while filtering outlier values.
Moreover, the data shown in figure 7.14 have a very high PSS when analyzed as it is.
When these correlated data are inserted in random data (cf. fig.7.15) they are still considered
as a situations of interest (SI).
On one hand, when the SI starts, the PSS increases slowly although it doesn’t reach the
very high values, like in figure 7.14, as a consequence of the random data before the SIs that
lowers the overall PSS. Then, after the ending of the SIs, the PSS slowly decreases.
On the other hand, the LPSS varies randomly between 0 and 1 for the data before and
after the SIs, whilst the LPSS points out very well to the correlated data by varying between
0.96 and 1 during the SIs.
7.1.3 Dynamics Correlation
When one variable is constant-like and the other one is highly dynamic, like respectively
A and B during S2 in figure 7.16, the phase space of the former overwhelms the phase space
of the latter leading phase space based similarity metrics (PSS and LPSS) to be falsely high.
To fix this issue of false positives, I define the Dynamics Correlation metric, a combination
of the LPSS with the r2 coefficient of the data in the SI (r(ASI , BSI)2), as follows:
3 If LPSS(ASI , BSI) ≥ 0.95 AND r(ASI , BSI)2 ≥ 0.05 it is a true situation of interest (S1).
3 If LPSS(ASI , BSI) ≥ 0.95 AND r(ASI , BSI)2 < 0.05 it is a false situation of interest (S2).
3 If LPSS(ASI , BSI) < 0.95 it is not a situation of interest (S3).
with,

















− A¯2i with Vi = Vi−1 + A2i , V0 = 0 (7.12)
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Figure 7.16 — Dynamics Correlation. with artificial noise in S2 and S3.
In addition, the strength of the dynamics correlation (DC) is evaluated incrementally as:
DC(A, B) =
DC(A, B) + DC(ASI , BSI) ∗ #SI
∑SI #SI
, with initially DC(A, B) = 0 (7.13)
DC(ASI , BSI) = Max(LPSS(ASI , BSI)2, r(ASI , BSI)2) (7.14)
7.2 DREAM Architecture: Implementation of AMAS4BigData
Since DREAM is an application of the AMASBigData framework, it is composed of
percept agents, compute agents and an access agent, with their corresponding attributes,
behaviors, and criticality function.
In this section I describe the implementation of AMAS4BigData to obtain DREAM,
as explained in 6.4., by specifying the pre-processing method of the percept agents, the
compute agents data transformation method and the usefulness evaluation function of the
analytical links, and the percept agents information processing method. In addition, I extend
one of the percept agents behaviors with a new perception and the criticality function with
some extra indicators.
But first of all, I give a broad overview of DREAM, from the analytics process view, that
shows how all the previous elements fit together.
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7.2.1 DREAM Analytics Process Overview
DREAM is an analytics system that aims to find relations between data and as described
in the framework functioning (cf. 6.3): first the percept agents pre-process the new raw
data, the compute agents transform the pre-processed data into information, then from the
gathered information the percepts build and update the global knowledge locally.
Algorithm 7.1: DREAM Analytics Process
Input : the raw data to be processed
Output: Data graph model /* the combined data dynamics relations */
1. forall the raw data do
2. p ← data.Percept; /* p is the percept agent corresponding to the
source of data */
3. p.IncrementalNormalization(data); /* send the data to its corresponding
percept agent p so it pre-processes the data with algorithm 7.2 */
4. forall the Compute Agents c in p.DataConsumers do
5. c.DataTransormation(p.normalized_data); /* send the normalized_data to
the associated compute agents so they transform them into
information following algorithm 7.3 */
6. c.LinkEvaluation(); /* Evaluate the usefulness of the link and
follow the procedure of its life cycle (cf. 6.1) */
7. c. f irstPercept.InformationProcessing(); /* send the information
produced to the associated percepts, so they can process it */
8. c.secondPercept.InformationProcessing();
7.2.2 Raw Data Pre-Processing: Normalization
The pre-processing of the raw data acquired by DREAM is an incremental min-max
normalization made by the percept agents, each time a new data is received, with algorithm
7.2:
Algorithm 7.2: PerceptAgent.IncrementalNormalization()
Input: the raw_data to be pre-processed
1. min_value ← Min(min_value, raw_data)
2. max_value ← Max(max_value, raw_data)
3. normalized_data ← raw_data−min_valuemax_value−min_value
This pre-processing allows all the data to be on the same scale ([0, 1]) which avoids errors
in the analytical tools. Once the raw data is pre-processed by the percept agents, it is sent to
the related compute agents, which transform it into information.
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7.2.3 Data Transformation: Dynamics Relations Detection
The data transformation, whose goal is to reveal dynamics relations between data (true
Situations of Interests wherein the data dynamics are correlated), is carried out by the
compute agent when it receives a data from one of its two related percept agents A and
B, by application of the dynamics correlation analytical tool (cf. 7.1.3) following algorithm
7.3.
Algorithm 7.3: ComputeAgent.DataTransformation()
Input: the data received one associated percept
A, the first associated percept
B, the second associated percept
1. data_bu f f er[data.Percept].add(received_data); /* store the received_data into the
data_bu f f er of the sender percept */
2. if data_bu f f er[A] 6= ∅ AND data_bu f f er[B] 6= ∅ /* if the data_bu f f ers of both
associated percepts are not empty */
3. then
4. data_points[A].add(mean(data_bu f f er[A])); /* add the mean value of the
data_bu f f er to the data_points list in order to balance the difference
between the data generation frequencies of the percepts */
5. data_points[B].add(mean(data_bu f f er[B]));
6. data_bu f f er[A]← ∅; /* empty the data_bu f f er to store future data */
7. data_bu f f er[B]← ∅;
8. if #data_points[A] ≥ 3 OR #data_points[B] ≥ 3 /* there is enough data_points,
at least 3, of each percept to produce information */
9. then
10. InformationProduction(); /* use the Dynamics Correlation analytical
tool (cf. 7.1.3) to produce information ( cf. algo.7.4) */
Note that initially, data_bu f f er and data_points are empty, IN_SI and TRUE_SI are
false, and TimeSinceLastSI, which is used later by the LinkEvaluation function (cf. 7.2.4),
is set to 0 and incremented while no SI (Situation of Interest) is detected.
To sum up, this algorithm gives the steps that a compute agent follows to continuously
transform the normalized data, received from its percepts, into information. In this case,
information means the true SIs and their strength (DC(A, B)).
These steps can be summarized as: first store the received data in a data buffer
(temporary storage) dedicated to one percept. Then once there is data in both data buffers,
take their mean values, use them to extend the corresponding phase spaces and update their
similarity (LPSS) in order to find SIs.
Finally, to extract a dynamics relation between the two percepts data, the agent must
distinguish between true and false SIs thanks to their length and partial correlation
(r(ASI , BSI)2), by means of the sub-procedure DetectDynamicsRelation() (cf. algo.7.5).
The min_len is the minimal length that all SIs must have in order to consider them as true
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Algorithm 7.4: ComputeAgent.InformationProduction()
Input: A, the first associated percept
B, the second associated percept
i, the current analytics cycle (step)
1. UpdatePhaseSpace(A, data_points[A]); /* compute a new point of the
PhaseSpace of A with the three data_points of A with formula 7.2 */
2. UpdatePhaseSpace(B, data_points[B]);
3. lpss ← LPSS(Ai, Bi); /* compute the Local Phase Space Similarity
following the formula 7.7 */
4. if lpss ≥ 0.95 /* the Local Phase Spaces of A and B are Similar, so it
is a Situation of Interest (SI), meaning the data of A and B are
most likely correlated and there is a dynamics relation between them
*/
5. then
6. if not IN_SI /* if not already in an SI, it is the beginning of a
new one */
7. then
8. IN_SI ← true;
9. r ← r(ASI , BSI); /* update the correlation coefficient with data of
this SI following equation 7.10) */
10. if not TRUE_SI /* this SI is not confirmed, there is no dynamics
relation */
11. then
12. DetectDynamicsRelation(); /* try to confirm the SI, searching for
a dynamics relation (cf. Algo 7.5) */
13. else
14. UpdateDC(A, B); /* the SI is confirmed, then update the dynamics
relation strength (cf. eq.7.13) */
15. else if IN_SI /* it is the ending of the SI */
16. then
17. IN_SI ← f alse;
18. DetectDynamicsRelation(); /* after the loss of the SI, either confirm
or deny the existance of a dynamics relation between the percepts
data (cf. Algo 7.5) */
19. data_points[A].removeFirst(); /* remove the first data from the data
data_points in order to keep 3 data for the next cycle (step) */
20. data_points[B].removeFirst();
21. TimeSinceLastSI ← TimeSinceLastSI + 1;
SIs. Below this minimal length, true SIs might be skewed due to coincidental high dynamics
similarity. This parameter, as other DREAM parameters, is specified by the end users of
DREAM and has a default value (min_len = 20).
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Algorithm 7.5: DetectDynamicsRelation()
1. if #SI ≥ min_len + RandomVal(5) AND r2 ≥ 0.05 /* it is a true SI, so there
is a dynamics relation between the percepts data */
2. then
3. TRUE_SI ← true;
4. Count_SI ← Count_SI + 1;
5. Dynamics_Relation ← true;
6. UpdateDC(A, B); /* Evaluate the dynamics correlation strength with
equation 7.13) */
7. else if TRUE_SI /* if there is already a Situation of Interest, then
deny it */
8. then
9. TRUE_SI ← f alse;
Moreover, a random number between 0 and 5 is added to this minimal length, in order
to avoid having all the compute agents detecting dynamics relations at the same time. This
would lead to the concurrent execution of the ValidateLink behavior and consequently trigger
the corresponding behaviors of the related percepts (cf. 6.3.5.). The aim is to further reduce
further the potential bottlenecks in the percept agents.
7.2.4 Links Life Cycle & Evaluation
The usefulness of an analytic link is evaluated with the links life cycle algorithm (cf.
algo.6.1) by the associated compute agent. In order to do so, the following elements have to
be defined:
3 Algorithm Parameters: for a default use of DREAM, LinksRemovalTime = 50 +
RandomVal(10), LinksDeactivationTime = 30 + RandomVal(5), min_eval = 0, however
they can be overridden by the end user. As formerly explained, the added random
values are used to avoid concurrent links deactivation/removal to reduce the potential
bottleneck;
3 LinkEvaluation Function: tells if an analytical link is useful in terms of information
production, meaning true SIs detection, is defined with algorithm 7.6. When the data
dynamics are correlated and there is currently an SI, the function returns the strength
of the dynamics relation (DC(A, B)).
Furthermore, the function returns -1 when the link has produced no information (SI)
at all, or after a given amount of time (TimeSinceLastSI) if there is already a dynamics
relation, in order to either change the state of the link to weak if it was strong or to
destroy the link if it was weak and RemovalStep is reached (cf. algo.6.1).
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Algorithm 7.6: LinkEvaluation()
1. if Dynamics_Relation then
2. if TimeSinceLastSI ≥ Max(Log(∑SI #SI2 ) + 1), 3 ∗ Log(Count_SI + 2) + 15+
RandomVal(15)) /* if the dynamics relation is not sustained, no new
SI for a long time, then remove the relation */
3. then
4. TimeSinceLastSI ← 0;
5. Dynamics_Relation ← f alse; /* the dynamics relations is lost */
6. return -1; /* the link becomes weak */
7. else
8. return DC(A, B); /* the link usefulness evaluation is the same as
the dynamics relation strength */
9. else
10. return -1; /* the link is weak */
7.2.5 Information Processing: Graph Model Building
DREAM aims to produce a data relations model, which is represented by a dynamic
graph wherein a node expresses a data stream (percept) and an edge exhibits a dynamics
correlation between two data sources.
Therefore, the percept agents gather the information (dynamics relation) from their
related analytical links in order to locally build and update the data model (the graph),
according to the rules defined in algorithm 7.7.
Algorithm 7.7: PerceptAgent.InformationProcessing()
1. When a new percept agent is spawned, it creates a new node labeled with the
corresponding data source name in the data graph;
2. When a percept (A) links itself with another one (B),
3. the percept with the lowest ConnectionDegree4becomes the owner of the link;
4. graphically, the links node A to node B with a weak edge, like a dotted line,
labeled "A-B";
5. percept A and percept B increase the size of their nodes;
6. Once a Situation of interest5(SI) is detected, the owner changes the state of the link (the
color of the edge);
7. At the end of the Situation of interest, if a dynamics relation (true SI) is detected between
the percept A and the percept B then
8. the owner of the link changes it to a strong one, it changes the corresponding edge
as a plain line;
9. and it reflects the strength of the relation (DC(A, B)) on the edge, with a color map
or opacity level;
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10. else
11. the owner changes the state of edge back to what it initially was;
12. Also, each time the dynamics relation strength changes, the link owner updates the
strength of the link (edge) accordingly;
13. When a dynamics relation is lost, the owner changes the link back to a weak one;
14. When an analytical link is destroyed,
15. the owner removes the corresponding link from the graph model;
16. the size of the nodes previously linked, with the removed edge, decreases;
17. Finally when a percept destroys itself, it removes its node from the graph model;
Hereafter is presented an example of such data graph model (cf. fig.7.17), wherein 22
percepts and the links between them are shown.
Figure 7.17 — Example of a data graph model.
In this example, some of the edges, the dotted white line like "X3-X20", represent
new simple analytical links, and some edges, the green dotted lines as "X16-X20", display
analytical links that are in a situation of interest (SI).
5The number of links of a percept.
5Time intervals wherein the data might be correlated (cf. 7.1.2.3).
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The rest of the edges (the plain ones) expresses dynamics relation whose strength is
indicated with the color of edge, following a color heat map such as weak dynamics relations
tends to blue and strong ones tends to red.
7.2.6 Framework Extensions
As described so far, DREAM implements all the required elements of the AMAS4BigData
framework. Thus, it can be used as it is. However, two extensions are made to further
improve the exploration of the data space.
7.2.6.1 Random Linking Extension
The proactive exploration behavior "Random Linking" (cf. 6.3.2.2) is extended with
an additional perception (trigger condition) that drives the percept agents to apply this
behavior if they do not find new dynamics relations, thence reducing the stagnation of the
relations discovery.
This new trigger condition, which is tested at the end of every analytics cycle, is
expressed as follows:
Time_Since_Last_Relation ≥ Waiting_Time+RandomVal(5) AND hasLowLocalDegree()
3 Time_Since_Last_Relation: is an extra attribute of the percept agents, which is a counter
similar to TimeSinceLastSI counter. It gives the amount of time (number of analytics
cycles) spent by a percept agent since the last relation it discovered;
3 Waiting_Time: is the minimal waiting time to trigger the "Random Linking" behavior.
This waiting duration grows over time, thence preventing useless percepts to consume
periodically a computing resource in vain;
3 RandomVal(5): alike in DetectDynamicsRelation() function (cf. algo.7.5), this random
value prevents the precept agents, that satisfies this condition, to execute the "Random
Linking" behavior at the same time and thus averting, in limited computing resources
systems, the starvation of more critical percept in the near future;
3 hasLowLocalDegree(): is a function, described in algorithm 7.8, that returns true if the
percept has a ConnectionDegree lower than the mean of its neighbors ConnectionDegree.
Algorithm 7.8: PerceptAgent.hasLowLocalDegree()
1. if #Neighbors ≤ 3 then
2. return true;
3. mean_connection_degree ← ∑neighbor∈Neighbors ConnectionDegree(neighbor)#Neighbors ;
4. if mean_connection_degree ≤ 3 OR #Neighbors ≤ mean_connection_degree then
5. return true;
6. return false;
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7.2.6.2 Criticality Function Extension
For the sake of a better computing resources allocation, the basic criticality function of
the AMAS4BigData framework (cf. 6.3.4.) is expanded with three indicators given hereafter:
1. Dynamics Correlations Mean (I1): gives an advantage to the percepts with weak mean
value of their dynamics relations strength (dynamics correlation), so they can get more
computing resources in order to search for new relations, following this:
IP1 = sigmoid
(





3 DynamicsRelations(p) is a subset of Neighbors(p), wherein each neighbor c has a
dynamics relation with p.
3 DC(p, c) is the dynamics correlation strength (cf. 7.1.3.) of the relation between p
and c.
2. Active Dynamics Correlations Variation (I2): promotes the percept agents whose
active dynamics relations6 have been subjected to a given amount of change in their
strength (Variation_Threshold in equation 7.17), so they can activate their inactive















3. Dynamics Relations Speed Change (I3): translates the need to allocate more
computing resources to the percepts that gain and lose dynamics relations the fastest.
So this indicator, which expresses the mean speed of the changes occurring on one















3 (0) = 0 (7.20)
This concludes the theoretical implementation of the AMAS4BigData framework to
build the DREAM application. In the following, the technical implementation (software
architecture) of DREAM is presented and one concrete use of DREAM is described.
6 Dynamics relations can be active or inactive according to the state of the analytical links that carry them.
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7.3 DREAM Technical Implementation: Software Architecture
This section focuses on the technical implementation (software architecture) of DREAM,
setting aside the Human-Machine Interface aspect, through the description of its core
architecture and the programming language used to code it.
7.3.1 DREAM’s core architecture
As presented previously (cf.7.2), at its core is a multi-agent system based on the
AMAS4BigData framework. During its life cycle an agent of the system executes its
behaviors, triggered proactively or reactively, in order to achieve its goal or helps other
agents to achieve theirs (cf.6.3).
Most of the agents behaviors, the invariant ones, use basic aptitudes. However, for the
extended behaviors, which define the nature of the AMAS4BigData framework application,
more complex and dedicated aptitudes are required. There are six dedicated aptitudes,
called skills, for DREAM which are gathered in three categories:
3 DataAcquisition skills: allow a percept agent to acquire (read) raw data from a data
file (FileReading skill) or a stream of data (StreamReading skill) like a sensor data stream.
This difference of the data origin types leads to different percept agent types specialized
in reading one type of data, the FilePercept agents and the StreamPercept agents.
3 DataProcessing skills: are pivotal in DREAM because of their use by its extended
behaviors.
The first one, the DataNormalization skill is attached to a percept agent so it can pre-
process the raw data that it acquires (f.7.2.2).
The second and the third skills, CorrelationCoefficient and PhaseSpaceSimilarity
respectively, are the implementation of the Dynamics Correlation metric (cf.7.1.3) and
thence used by the compute agents for the data transformation (cf.7.2.3).
3 DataGraphManagement skill: is used by the percept agents to build and update the
data relations graph (graph model) during the information processing step (cf. 7.2.5).
A graphical overview of DREAM’s core architecture, in the form of a class diagram, is
given in figure 7.18.
7.3.2 SARL: Agent-Oriented Programming Language
Many programming languages and frameworks can be used to implement a multi-agent
system. Each of them has unique features suited for different kinds of applications.
To implement AMAS4BigData, I choose "SARL"[256] (cf. Appendix) for it is easy, fast,
clear and yet powerful language, since it gathers the advantages of Java, Xtend and Scala.
Adaptive Multi-Agent Systems for Dynamic Big Data Analytics 137
DREAM: Main Implementation of AMAS4BigData
Figure 7.18 — Class Diagram of DREAM’s core.
In addition, its holonic7 view of the agents, is especially useful to run several
instances of AMAS4BigData applications independently in the same container without any
interference between them. In other words, all the percept agents, compute agents and their
communications are contained inside the access agent of the AMAS4BigData application
instance.
Definition 6. SARL [257] is a statically-typed agent-programming language that provides the major
requirements for an easy and practical implementation of modern complex software applications.
dealing with concurrency, distribution, interaction, decentralization, reactivity, autonomy and
dynamic reconfiguration
The programming results in 6 200 lines of SARL code (11 300 Java lines after compilation)
over 60 classes: 10 for agents definition, 4 of them define basic capacities and skills used by
the agents, 25 for events definition, the remaining classes define various data structures and
utilities required for any data processing.
Also, as an implementation of the AMAS4BigData framework, DREAM extends its code
with: 300 lines of SARL code (700 Java lines) over 5 classes related to the Dynamics Correlation
computation skills, plus 2 000 lines of SARL code (3 700 Java lines) over 10 classes dedicated
to the management and display of the data graph model. Therefore, as you can notice, SARL
7 An agent can contains/be composed of several sub-level agents and these sub-level agents can also be
divided and so on.
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considerably reduces the coding time (divided by 2 approximately), which means more time
to focus on and research more about other aspects of the AMAS4BigData framework.
7.4 DREAM Uses
Besides its main purpose of discovering dynamics relation, DREAM can provide new
functionalities by combining it with other tools and/or extending its internal mechanisms
as described hereafter.
7.4.1 Anomaly Detection
DREAM can be used as an anomaly detection system (cf.2.2.2.2) relying on the dynamics
relations discovered over time and their changes. In this context, an anomaly is defined as a
non conventional change in the dynamics (behavior) of a data stream (variable). However,
DREAM doesn’t focus on its data stream as such, but study the relations between.
Therefore, DREAM can detect an anomaly occurring in a data stream through its
relations, as a result of the disturbances this anomaly produces on the related dynamics
relations punctually or over time.
Hence following the nature of these disturbances, there are two types of anomalies: the
punctual anomalies (PTA) and the over time anomalies (OTA).
7.4.1.1 Punctual Anomaly
Put it simply, when the state of a dynamics relation changes too abruptly, a (Punctual
Anomaly PTA) alert is triggered thanks to the extension of DREAM with algorithm 7.9, which
is executed each time the dynamics correlation strength (DC(A, B)) is computed.
Algorithm 7.9: ComputeAgent.PunctualAnomalyDetection()
1. if DC(A, B)t ≥ AD_THRESHOLD AND





3 AD_THRESHOLD: is a constant, defined by the user, which represents the minimal
strength that a relation should have in order to consider the detected anomalies as
relevant ones. In other words, when a dynamics relation is too weak the related
anomalies have a low confidence.
3 PTA_THRESHOLD: is another user constant that embodies the thresholds beyond
which the difference between the successive strengths of the same dynamics relation is
considered abnormal and a punctual anomaly is detected.
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7.4.1.2 Over Time Anomaly
Unlike the previous anomalies, this kind of anomaly is detected after a period of time
during which the state of a dynamics relations hugely deteriorates, leading to a momentarily
loss of the situation of interest.
Consequently, the Over Time Anomalies (OTA) are detected thanks to an extension of the
DetectDynamicsRelation function (cf. algo.7.5) with algorithm 7.10.
Put it simply, this extension allows DREAM to trigger an OTA alert when there is a strong
dynamics relation that contains more than one situation of interest (SI) and the last one is a
long false SI which greatly decreases the dynamics relations strength.
Algorithm 7.10: ComputeAgent.OverTimeAnomalyDetection()
1. if Dynamics_Relation AND TRUE_SI AND COUNT_SI > 1 AND
2. #SI ≥ OTA_LENGTH AND DC(A, B) ≥ AD_THRESHOLD AND





3 AD_THRESHOLD: is the same constant defined previously (cf. 7.4.1.1).
3 OTA_THRESHOLD: like PTA_THRESHOLD (cf. 7.4.1.1), it is a threshold that
represents the least quantity by which the dynamics relation strength should decrease
because of this false SI to trigger an OTA alert.
3 OTA_LENGTH: is the minimal length that the false SI should has in order to consider
the OTA significant.
One use case, "Bridge Anomaly Detection", of the Anomaly Detection extension of
DREAM is presented in the next part (cf. 9.2.6).
7.4.2 Dynamic Data Mediation for Co-Simulation
Another use of DREAM, through its combination with the self-adaptive MAS
"AMOEBA" [258], is the development of a new dynamic data mediation engine called
"DreAMoeba", fully described in [259], and briefly presented hereafter with a focus on the
role of DREAM in this engine.
7.4.2.1 Co-Simulation & Data Mediation
Definition 7. A co-simulation is the coupling of several simulation tools where each one handles
part of a modular problem which allows each designer to interact with the complex system in order
to retain its business expertise and continue to use its own digital tools. For this co-simulation to
140 Adaptive Multi-Agent Systems for Dynamic Big Data Analytics
DREAM: Main Implementation of AMAS4BigData
work, the ability to exchange data between the tools in meaningful ways is required, and the process
of choosing which data go to where and translate them if needed is known as data mediation.
Technically, a co-simulation is a set of interacting simulation units, each one needs Input
data and produces Output data. A simulation unit is the composition of a simulator (solver)
with a dynamic system (model of a real environment characterized by a state and a notion
of evolution rules). The outputs of a simulation unit might be the inputs of others.
For instance, when collaboratively solving a complex problem, like building a plane,
each expert can work with his designing tool. Then, through the co-simulation, he will
be able to integrate his partial solution with the others and see how its affect the overall
problem.
7.4.2.2 Dynamic Data Mediation
Figure 7.19 — Example of Subsystem-to-Subsystem Graph Model building with DREAM.
The matching process between the inputs and outputs of the simulation units is difficult
especially in open cyberphysical environments where components join and leave the co-
simulation on the fly. For this reason, we developed a new component for dynamic data
mediation, called "DreAMoeba", operating as follows:
1. DREAM is used as a data matcher, meaning it links the simulation units dynamically,
as shown in figure 7.19, and each link is described with an (Output, Input) couple.
2. For each data couple query, use AMOEBA to translate the heterogeneous data form
Output to Input in order to insure a semantic mediation.
DreAmoeba is applied in neOCampus, the ambient campus of the University of Toulouse
III - Paul Sabatier (cf. 8.2.1).
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7.4.3 Real-Time Eco-Correlation Detection
When a building user adopts a bad consumption behavior it reduces or invalidates
the energy gain associated with the improvement of the building. Thence, behavior-based
strategies to cut down energy use are among the most cost-effective on the market.
Consequently, in order to improve his energy saving, one should precisely understand
the consequences of his actions so as to be motivated to change his bad energy consumption
habits accordingly. As a basic example, keeping the shutters closed and turning the lights
on when the sunlight can light up the room causes a pointless energy consumption.
To do so, DREAM is used to find, in real-time, better-meaning correlations between user
actions and energy consumption [40], designated as "eco-correlation", from huge amounts of
data generated by a network of sensors and connected devices (IoT), and therefore present
meaningful eco-feedback8 (focus on relevant correlations) to help the users find where and
how they can minimize their consumption.
7.5 Prospective Tools: Other Implementations of AMAS4BigData
As a conclusion to this chapter, I succinctly define some other possible tools based on the
AMAS4BigData framework, showing the extent of its usability/usefulness.
7.5.1 Data Clustering
Clustering is about finding chunks of data that are similar and given the fact that
the AMAS4BigData framework is good at producing data graphs, community detection
algorithms seems the most suitable for clustering in this case since they aim to find groups
(communities) of individuals (nodes) that are highly connected inside a community and not
or poorly outside.
Thus, building a clustering tool based on AMAS4BigData can be summarized in two
steps: first design the self-adaptive MAS that builds a data graph, then apply a dynamic
community detection tools, like the self-adaptive MAS defined in [260] due to its high
compatibility with this framework architecture.
From this definition we can distinguish two kinds of clustering: horizontal and vertical.
7.5.1.1 Horizontal Clustering
The first kind of clustering is analogous to classical clustering algorithms, such as the K-
Nearest Neighbor algorithm, and it is relevant on data sets with low complexity (the number
of data instances is far greater than the number of data features).
In this context, each percept agent represents one data instance (record, line. . . ), and the
compute agents carry out the computation of the similarity or distance measure between
some of the data instances, an euclidean distance for example.
8 Information that helps to visualize energy consumption.
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Then, the exploration mechanisms (cf. 6.2.2.3) speed up the process since they focus the
available computing power only on the most probable linked (similar) data couples.
7.5.1.2 Vertical Clustering
For the vertical clustering, the percept agents are associated to one data attribute (feature,
variable. . . ) and the similarity between them is computed thanks to the compute agents.
This kind of dynamics clustering is useful on time-series data, in order to find groups
of data that evolve over time in the same way, like finding clusters of customers whose
electricity consumption (cf. 8.2.3) is alike.
For instance, we can extend DREAM with a new type of agents, called Cluster Agents,
which can communicate with the other agents to exploit the data graph, through the
discovered dynamics relations, to find groups of connected percepts (nodes) then fuse and
split on the fly consequently to the data graph changes.
7.5.2 Frequent Item-Sets Mining
The transactional data have been tackled formerly (cf. 6.2.2.2) with a short example of
a rule association mining algorithm based on the AMAS4BigData framework. Nonetheless,
that example was not complete because of its lack of frequent item-sets mining procedure
which is provided here.
Indeed the previous example, dealt only with association rules between two items.
However, association rules mining usually handles item-sets of various size. Therefore, I
suggest the following incremental solution:
1. Each item is represented by a percept agent as a data stream, called here a transactions
stream. As its name indicates, this stream provides all the transactions that its item
contains.
2. The compute agents give the number of shared transactions, by selecting for each
percept (item) the transactions that contains the other.
3. If #shared_transactions > min_support, then create a new percept (item set) that
combines the items or item sets, then go back to 1.
4. Else, there is no more frequent item sets.
7.6 DREAM Contributions
DREAM, as thoroughly described in this chapter, showed how one can bring the
theoretical power of the AMAS4BigData framework, following its implementation steps,
to a concrete application of dynamic big data analytics that can thanks to its unique features
(cf. 6.5):
3 be used on a wide range of domains, like the Co-Simulation (cf. 7.4.2.1);
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3 be deployed over various, vast, highly dynamic, and faulty data generative
environments, like an IoT network;
3 and find very small ore of information (weak, volatile , and flickering relations)
hidden in the data, where the conventional tools are blind due to their "whole" way
of functioning;
3 present the analytics process as a white box for the user, meaning he can easily see and
understand what is going on at every step of the process, and even help the system and
guiding his functioning.
Moreover, DREAM draws a new way on how to see the so difficult and challenging big
data analytics processes becoming within easy reach, as a result of its better understanding
of the data and their evolution, thanks to its original analytical tool the Dynamics Correlation,
and its efficient exploration of the data space.
In addition, DREAM is easily extendable, as demonstrated with the anomaly detection
extension in 7.4.1, which opens the prospect of many new analytics tools based on the
AMAS4BigData framework.
In conclusion, we have seen the origins of the AMAS4BigData framework, its theoretical
architecture and implementation through the description of the application DREAM and
it uses. The next part focuses on the experimental evaluation of the AMAS4BigData
framework via several experiments of DREAM.
144 Adaptive Multi-Agent Systems for Dynamic Big Data Analytics
AMAS4BigData
Adaptive Multi-Agent Systems
for Dynamic Big Data Analytics
Experimental Evaluation
Adaptive Multi-Agent Systems for Dynamic Big Data Analytics 145

Abstract
NOW that theoretical and technical foundations of the AMAS4BigData framework areset, this part provides an experimental evaluation of the framework through its
implemented tool, DREAM, by means of several distinct experiments conducted on various
data sets. The experiments are evaluated with specific criteria and the results are analyzed
in order to explain the framework behavior and assess its efficiency.
In this scope, chapter 8 presents the experimental protocol of the framework evaluation,
through the description of all the data sets used to conduct the experiments on the
framework and the definition of all the criteria employed to appraise the framework
capabilities.
Then, chapter 9 presents the various experiments and their settings: DREAM’s
parameters, the data sets used and the chosen evaluation criteria. Finally, it presents and
discuss the results of the previously defined experiments, and gathers them to construct
an overview of the framework performances, points out its strength and weaknesses, and
consequently discusses when and how to use the framework for the sake of an optimal
dynamic big data analytics process.
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8 Dynamic Data Sets &
Experimental Protocol
Before studying the actual experimental evaluation of the AMAS4BigData framework,
presented in the next chapter, we must understand the components used to establish the
experimental protocol: the dynamic datasets and the evaluation criteria.
The data are the nerve center of the experimental evaluation of the AMAS4BigData
framework. This chapter presents and describes all the datasets used to achieve this goal.
Each datasets has its own features that aim to fulfill different evaluation purposes.
Considering that AMAS4BigData is evaluated by means of the application DREAM (cf.
7), all the data are time-series1 and come in two categories: the synthetic datasets and the
real world datasets.
8.1 Synthetic Data Sets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 150
8.1.1 Description & Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . 150
8.1.2 Data Factory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 150
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8.2.1 neOCampus Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 153
8.2.2 Bridge Data Set . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 154
8.2.3 UCI Data Sets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 155
8.3 Evaluation Criteria . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 156
8.3.1 Agents Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 156
8.3.2 Exploration Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . 156
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8.3.4 Space & Time . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 159
1 A time-serie is a sequence of data points, over time, related to one entity or one entity feature.
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8.1 Synthetic Data Sets
The first category of datasets embodies artificially generated data that look like real IoT
data. Thence, these synthetic datasets are collections of data streams (time-series) that hold
useful characteristics to evaluate the framework, as explained in this section.
8.1.1 Description & Motivation
One may legitimately ask "why use synthetic data, which may be skewed, if there is various real
datasets?". Despite the ever growing available real data, to fully evaluate this new analytics
framework with taking into account its original capabilities, the datasets to be used should
exhibit additional features to appraise such capabilities.
Unfortunately, even if some of these required features may be available in real datasets,
they are not all easily or freely available at the same time. So, I define them here and I
describe the process that makes them after that.
3 Complexity: since DREAM aims to find complex data relations (non-linear
dependencies), the data it analyzes in the scope of its evaluation should contain such
complex relations. These complex relations are expressed by non-linear shapes in the
data scatter plots (cf. 7.1.1).
The synthetic datasets are made to enclose at the same time non related data,
straightforwardly related data (linear dependencies), and intricately related data as
shown in figure 8.1, whereas regular real world data often does not.
3 Dynamicity: the second feature of the synthetic datasets, serves to show the ability of
the framework to handle changes occurring in the behavior (dynamics) of the data it
processes.
These changes are translated as substitutions of the default data dynamics, during
some intervals, with new or random dynamics. Consequently, it results in erratic data
relations, meaning that two data streams maybe be correlated during a given period of
time and maybe not at an other time.
3 Benchmarking: a huge drawback of the real world datasets is their lack of labeling
or annotation. In other words, we have data to work with but we do not know what
results we should expect.
Therefore in addition to the base data, the synthetic datasets must furnish a list of all
existing dynamics relations, which can be compiled in forms of a data relations graph
(cf. fig 8.3), thanks to the process that produces them described hereinafter.
8.1.2 Data Factory
In order to automate the generation of synthetic datasets and manage their features, I
designed a process called "Data Factory". The data factory is a Python script which builds
KNIME workflows (cf. 3.3.1) that generate the synthetic datasets. These workflows are
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Figure 8.1 — Scatter matrix of a synthetic dataset.
designated as "datasets generators" and produces different synthetic datasets with the same
features (cf. 8.1.1).
8.1.2.1 Data Factory Process
The data factory assembles datasets generators in shape of poly-tree KNIME workflows,
as illustrated in figure 8.2. Therefore, a datasets generator is a set of task nodes, that produce
a data stream, distributed over several layers and nodes of one layer are connected randomly
to nodes of the next layer.
Once the data factory builds a datasets generator (cf. fig 8.2), it constructs the
corresponding data relations graph (cf. fig 8.3), which is used for benchmarking purposes
(cf. 8.1.1), following one simple rule: two nodes A and B have a dynamics relation if A is an
ancestor of B or A and B have one common ancestor C.
Moreover, the data factory is a configurable process where the user can choose the
number of roots, the number of layers, the number of nodes per layer, the number
of data points (instances) that the datasets generator must produce, and the functions
(transformation and combination) used to produce new data streams (cf. 8.1.2.2).
8.1.2.2 Data Sets Generator
After its manufacturing, a datasets generator (cf. fig 8.2) can start producing the data
streams from the first layer (the roots) to the last one (the leaves) following the connections
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Figure 8.2 — Poly-tree data generator workflow.
between them.
A connection between two nodes indicates that the data produced by the parent node
take part in the data production task of the child node, as described below. In addition, the
task nodes are of two kinds:
3 Root nodes: are special nodes present in the first layer. They produce random data
streams with different distributions, in order to avoid any correlation between them,
and by extension to prevent the occurrence of any untraceable relation between their
children nodes data streams.
Figure 8.3 — Generated data relations graph.
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For instance, if the roots data streams were based on sinusoidal functions, their cyclic
behavior may cause unwanted correlations following their wavelength.
3 Stream nodes: are regular nodes present in the next layers and combine their parents
data streams linearly or, more importantly, non-linearly and can introduce some noise
and randomness.
When a stream node performs its task, it transforms the input streams thanks to a
transformation function chosen randomly, be it linear or not, and combine them with
another randomly chosen function. Thus, one generator can produce several datasets
that relate the same data in different ways (different dynamics) while preserving the same
features.
8.2 Real-world Data Sets
The second category of datasets, the real-world datasets, are used to evaluate and discuss
the realism and several real-world specific proprieties of the AMAS4BigData framework in
the next chapters.
8.2.1 neOCampus Data
For a real time evaluation of the framework on a real sized smart city infrastructure,
I rely on the IoT data of the neOCampus project, the ambient campus of the University of
Toulouse III.
8.2.1.1 neOCampus Project
The neOCampus project [261], [262] is supported by the University of Toulouse III. Its aim
is to demonstrate the skills of researchers of different domains of the University towards the
design of the campus of the future. Three majors goals are identified: ease the life of campus
users, reduce the ecological footprint, control the energy consumption.
The campus is seen as a smart city, a complex system, where eventually several
thousands of data streams come from heterogeneous indoor and outdoor sensors (CO2,
wind, humidity, luminosity, human presence, energy and fluids consumption...). Artificial
intelligence techniques are used to understand the aims and behaviour of citizens from
manually selected subsets of data.
8.2.1.2 neOCampus IoT Data
Student activity is one of the main generator of neOCampus IoT data. This IoT is
composed of a wide range of pervasive ambient sensors and effectors that continuously
produce heterogeneous data across the campus (classrooms, campusFab, library. . . ). An
example of one week data recorded from 17 sensors is shown in figure 8.4.
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Figure 8.4 — One week of neOCampus IoT data.
The neOCampus IoT data used here, constitutes two kinds of dataset: a regular small
offline dataset, the produced data introduced previously (cf. 8.4), and an online real-time
dataset, available for researchers via neOCampus network.
Moreover, the amount of the produced data is perpetually increasing, since neOCampus
IoT is being iteratively extended with new devices2.
8.2.2 Bridge Data Set
The bridge dataset is a collection of twelve data streams from four accelerometers located
under the four ends of a two-lanes bridge in Japan. Each accelerometer recorded the
vibrations of the bridge, every 5 milliseconds, over the three dimensional space axes (X,
Y, Z) during a 10 minutes window at night time, as shown in figure 8.5.
This dataset was used in the course of a 3-month research internship I did at the
National Institute of Informatics (NII)-Tokyo. Therefore, due to its ownership by the Japanese
government all information about the bridge itself, like its location and dimensions, are
confidential.
That internship aimed at designing a real-time anomaly detection tool, which could be
used to trigger an alert when abnormal vibrations that may hint at a structural weakness are
2 At the time of the writing, there are 86 data sources available online.
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Figure 8.5 — Normalized bridge data.
detected. Further details are given in the Bridge Anomaly Detection experiment (cf. 9.2.6).
8.2.3 UCI Data Sets
The UC Irvine Machine Learning Repository (UCI) [263] provides relevant datasets
with high number of variables, that highlight the advantage of using the AMAS4BigData
framework to analyze huge datasets. From the UCI repository, I took the two following
time-series datasets:
3 Ozone Level Detection [264]: is a mid-sized datasets containing 72 variables and 2536
lines (days), with some missing values replaced by the mean, from 1998 to 2004 at
Houston, Galveston and Brazoria. This dataset records atmospheric data (temperature,
humidity, wind direction and speed, pressure, solar radiation, ozone concentration. . . ).
3 ElectricityLoadDiagrams20112014 [265]: is a large dataset, that records the electricity
consumption in kW of 370 customers from 2011 to 2014 every 15 minutes, which leads to
140256 lines. This particular dataset is used for testing the framework scaling capability,
due to its big size and the high number of data relations it contains because of the
numerous consumption dynamics similarities between the customers.
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8.3 Evaluation Criteria
An evaluation criterion is a metric that measures the performance of the framework
under one point of view at each step of its analytics process (analytics cycle). In addition,
even though all the evaluation criteria used to design and test the framework are defined
hereafter, only some of them are actually part of an experiment setting and discussed in the
next chapter.
8.3.1 Agents Evaluation
The first group of evaluation criteria concerns the agents of the framework, more
specifically, the criticality of the percept agents and usage of compute agents.
3 Percepts Criticality: the criticality of a percept agent expresses its need for a new
compute agent (computing resource) in order to analyze an analytic link.
This criterion is computed with the criticality function (cf. 6.3.4) and given for each
percept at each step by the triplet (Min_Criticality, Mean_Criticality, Max_Criticality)
corresponding respectively to the minimal, the mean, and the maximal criticality value
among all the percept agents.
Thus, the percepts criticality criterion aims to study, from the percept agents point of
view, the fairness of the compute agents allocation and detect any resource starvation
in the worst case scenario.
3 Resources Usage: is a couple value (CAC3, PACA4) of the compute agents count, the
number of computing resources used by the framework, and the percentage of allocated
compute agents from that pool of resources.
Since the AMAS4BigData framework is designed to be elastic (cf. 4.4), this criterion
exhibits its ability to acquire new computing resources, when the overall available
computing power is sufficient, and release them when they are not needed anymore.
8.3.2 Exploration Evaluation
The following evaluation criteria show how the AMAS4BigData framework explores the
data relations space and how efficiently it manages its available computing power.
3 Active Relations: when the CAC3 and the PACA4 of resource usage criterion, defined
previously, are combined they give at each analytic cycle the number of data relations
(analytic links) currently analyzed, and by extension their percentage over all the
possible relation (n(n− 1)/2), where n is the number of input data streams).
3 Relations Coverage: indicates the percentage of explored relations from the beginning
of the analytics process until the current step.
3 Compute Agents Count.
4 Percentage of Allocated Compute Agents.
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Moreover, when the criterion reaches 100%, meaning all the possible relations have
been visited at least once (full coverage), it is reset to the active relations percentage so
the user can observe how quickly and how many time the framework re-explore all the
possible relations.
3 Punctual Usefulness: when a compute agent is allocated to analyze a analytic link (data
relation), it may or may not change the state of the link. When it does it is considered
useful because it brought novelty in the exploration of the data relations space. Thus,
this criterion computes the percentage of such useful compute agents for each analytic
cycle.
3 Overall Usefulness: gives the percentage of the compute agents that have been useful
at least once since the beginning of the analytic process and it is reset to 0% when it
reaches 100%, meaning that all the compute agents have been useful once.
8.3.3 Information Retrieval Evaluation
The criteria of this group are dedicated to the DREAM application, since they measure
the relevance of the dynamics relations discovered. Thence, these criteria are those of the
Information Retrieval field [266].
Given,
3 True Positive (TP): the number of true dynamics relations from the relations found,
3 False Positive (FP): the number of relations found (considered true) but that are not,
3 True Negative (TN): the number of not found relations and are truly not dynamics
relations,
3 False Negative (FN): the number of not found relations which are actually dynamics
relation.
The information retrieval evaluation criteria are defined as follows:
3 Precision: estimates from all the relations found by DREAM how many are true





3 Recall: indicates the ability of DREAM of finding all the dynamics relations among all





3 F1-Score: is a combination of the former two measures and gives an overall measure
of the dynamics relations discovery relevance. The evolution of F1-Score given Precision
and Recall is illustrated in figure 8.7.
F1Score =
2 ∗ Precision ∗ Recall
Precision + Recall
(8.3)
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Figure 8.6 — Precision & Recall [267].
Figure 8.7 — F1-Score according to Precision and Recall.
158 Adaptive Multi-Agent Systems for Dynamic Big Data Analytics
Dynamic Data Sets & Experimental Protocol
8.3.4 Space & Time
The last evaluation criteria are inherent to any algorithm evaluation, since they assesses
the processing time, speed, and memory usage of the framework.
3 Elapsed Time: as designated, it is the time spent by the framework to analyze the input
data. In order words, the elapsed time of the analytics process.
3 Processing Speed: is the number of analytics cycle (data lines) over the elapsed time. It
measures how fast the framework processed the data and helps to study the progression
of this speed.
3 Memory Usage: gives the overall memory used by the framework at each step of the
analytics process.
In conclusion, the AMAS4BigData framework is evaluated on several very different
datasets with various criteria. Each dataset, with its unique features, and each evaluation
criterion enables us to study the performances of the framework and assess its different
capabilities, as described in the next chapters.
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9 Experiments & Evaluation
Seeing that AMAS4BigData is a theoretical/abstract framework, its evaluation is
transposed to its main implementation, the application DREAM (cf. chapter 7). Therefore,
all the experiments presented henceforth are carried out by DREAM.
Every experiment has a setting and is undertaken several times in order to produce
statistically significant results, presented in the last section. A setting is the selection of one
data set, from the data sets presented in the previous chapter, to be processed by DREAM,
the definition or redefinition of DREAM parameters and a set of evaluation criteria defined
in the experimental protocol chapter (cf. 8.3).
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9.1 Experiments Setting
Now that all the prerequisites are set, we can go through the configuration of all the
experiments used to evaluate the AMAS4BigData framework.
Technically, an experiment is one execution of the DREAM application, with the default
or overridden parameters (cf. 6.4), on a given data set and outputs the values of the chosen
evaluation criteria (cf. 8.3). The experiments are organized based on their data sets as
presented next.
9.1.1 Default Setting
3 Exploration Mechanisms Parameters (cf. 6.4): PTR = 1, PSL = 1, PRL = 1,
X_ f actor = 30%, MaxIdleDelay (cf. 6.5) = 10 + RandomVal(10);
3 Links Life Cycle Parameters (cf. 22): min_eval = 0, LinksRemovalTime = 50,
LinksDeactivationTime = 30;
3 Data Transformation Parameter (cf. 9): min_len = 20;
3 Resources Management: automatic (cf. 6.3.2.5);
3 Hardware Configuration: all the experiments are carried out on a machine with an Intel
Core i7-4790 CPU @ 3.60GHz and 32Gb DDR3 RAM.
It should be noted that at the time of the writing, some experiments were conducted
using two HPC1 platforms dedicated to very large data sets processing: OSIRIM2
[268] and CALMIP3 [269]. However due to their small number and lack of repetition
(consistency), these experiments do not constitute a sufficient working base to make
any conclusion from their results regarding the framework evaluation.
9.1.2 Synthetic Dynamics Experiments
This category of experiments, the "synthetic experiments" for short, are made to evaluate
the output relevance of the AMAS4BigData framework with three slightly different settings
presented below. Hence, the experiments are organized in three groups corresponding to
each setting.
Nevertheless, the synthetic experiments are repeated several times over the same range
of synthetic data sets 8.1.1. This range is composed of 10 synthetic data sets that mimic
one week of real world IoT data generated every 30 seconds, leading to 20160 instances.
Additionally, the number of data streams increases from 20 to 200 alongside to 15%-19% of
dynamics relations from all the possible links.
1 High Performance Computing (cf. 3.2.2.4).
2 Observatory of Systems Information Retrieval and Indexing of Multimedia contents is a platform the Institut de
Recherche en Informatique de Toulouse and consists of a 928 core computing cluster.
3 A big data computing center, located in Toulouse, that provides a platform with 13 464 cores.
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Therefore, the number of links to analyze (exploration space) and the amount of relevant
relations of the data sets are exponentially increasing, as illustrated in figure 9.1, which
allows us to study the framework scalability.
Figure 9.1 — Synthetic data sets size.
3 Baseline Experiments: use the default configuration and serve as a baseline to compare
the results of the experiments coming next;
3 Random Activation Experiments: override the default setting by resetting all the
exploration mechanisms probabilities to PTR = 10−1, PSL = 10−1, PRL = 10−5.
Thence, the exploration mechanisms are triggered considerably less than in the base
line experiments;
3 Resources Degradation Experiments: aim to investigate the impact of decreasing the
amount of compute agents on the output relevance. Thus the corresponding setting is
kept at the default setting, but with a fixed resources management, whose number of
computing resources decreases while the size of data sets increases.
3 Data Perturbation Experiments: are the final synthetic experiments and are designed
to evaluate the ability of the AMAS4BigData framework to withstand perturbations,
using noisy data sets.
These data sets are the same ones used in the baseline experiments with the insertion
of three small ranges (5% of the data instances of the base data sets) of random data,
called "perturbations", at the first, the second, and the third quarter of the data time line
(cf. figure 9.7).
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Except for the perturbation of the data sets, these experiments use the same setting as
the baseline experiments setting.
Finally, for the evaluation criteria (cf. 8.3), according the study purpose of the synthetic
experiments, we select the following: the Information Retrieval criteria (Precision, Recall, F1-
Score), the Resources Usage criterion and Space & Time criteria (Elapsed Time, Memory Usage).
9.1.3 IoT Experiments
The former experiments focus on the evaluation of the analytical process at its end
mainly, through its final output. However due to their real-world data, the three IoT
experiments are designed to examine the analytical process at each step from the beginning,
so we can study the evolution of the AMAS4BigData framework needs and performances.
These three experiments have different settings, each one suited to its corresponding
data set size (small, medium, big) as described hereafter, for the sake of a reasonable trade
off between the resources consumption and the framework performance.
3 neOCampus Experiment: uses a small data set, the off-line neOCampus data set (cf.
8.2.1), with the default setting;
3 Ozone Experiment: applies the framework on a medium sized data set, the Ozone Level
Detection data set (cf. 8.2.3). The setting applied is the default one with X_ f actor = 10%,
so the experiment requires less computing resources;
3 Electricity Experiment: pushes the framework capabilities the farthest thanks to the
biggest data size available, the ElectricityLoadDiagrams20112014 data set (cf. 8.2.3). This
experiment uses an even lesser amount of computing resources, by decreasing the
X_ f actor to 1% and the exploration mechanisms probabilities to the same ones as the
random activation experiments.
The IoT experiments evaluate the AMAS4BigData framework through the following
criteria: all the Exploration criteria, the Resources Usage criterion and Space & Time criteria
(Elapsed Time, Memory Usage).
9.1.4 Bridge Anomaly Detection Experiment
The final experiment is unique considering that it attempts to compare the framework
output, anomalies in this case (cf. 7.4.1), to the output of a conventional anomaly detection
technique, called here Fourier Outlier Detection (FOD).
More specifically this is done thanks to an Outlier Detection, with a robust covariance
estimation (Minimum Covariance Determinant) using Mahalanobis distances relevance,
applied on the Fast Fourier Transform (FFT) of the data streams, and then the transformation
of the outliers back to the data streams space in order to pinpoint the corresponding
anomalies.
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Definition 8. Fast Fourier Transform (FFT) is an optimized Discrete Fourier Transform (DFT)
[270]. This transform breaks a signal down to the frequencies, with their amplitude, of the sinusoidal
oscillations that compose it over the measured time period. For instance in figure 9.2, the signal
contains 3 distinct dominant frequencies.
Figure 9.2 — View of a signal in the time and frequency domain (Fourier transform) [271].
Definition 9. The Minimum Covariance Determinant estimator (MCD) is a robust estimator
of covariance, that exploits the Mahalanobis distances to derive a measure of outlyingness (cf. figure
9.2). It can be used to estimate the covariance matrix of highly contaminated data sets, and thence
detecting outliers more efficiently even in data sets containing a lot of outliers [272].
Figure 9.3 — Outlier Detection with robust covariance estimation using Mahalanobis
distances relevance [273].
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9.2 Experiments Results Discussion
The results of the previously defined experiments are gathered in different categories to
discuss one aspect of the framework at the time.
9.2.1 Output Relevance
The first category of experiments results, the output relevance, studies the relevance of
the discovered dynamics relations by means of the synthetic experiments starting with
the baseline experiments, then resources degradation experiments, the random activation
experiments after that, and finally the data perturbation experiments. The numeric results
of these experiments are given in tables after their discussion.
9.2.1.1 Baseline
To begin, the results of the baseline experiments are shown in figure 9.4. As we can see,
the relevance of the framework output expressed with the precision, recall, and f1-score is
quite high with a slight decrease broadly speaking.
Figure 9.4 — Baseline experiments: Relevance of the discovered relations.
In concrete terms, the precision is at the top (100%) for the smallest synthetic data set
(20 data streams) and slowly decreases, also designated as graceful degradation, while
experimenting on exponentially bigger data sets (cf. figure 9.1), with an average reduction
of 0.86% and an average standard deviation of 1.09% leading to 92.27% precision for the last
and biggest synthetic data set.
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As a reminder, precision indicates the correctness of the discovered relations, thanks to
the benchmarking feature of the synthetic data sets (cf. 8.1.1). Thus given the resulted
precision (cf. figure 9.4), the framework produces accurate output. Moreover, the slow loss
of precision of the framework can be explained by two intrinsic traits of the synthetic data
sets:
3 On one hand, the exponential growth of the data sets increases the occurrence
probability of not benchmarked dynamics relations. In other words, some of the
discovered relations by the framework may not appear in the benchmark even if they
are true and consequently loosing some precision. This would of course be a scientific
observation issue, and not a problem with the framework.
3 On the other hand and most likely, the generated dynamics relations are volatile4,
meaning dynamics relations can disappear and reappear over time. Then, by the time
that the framework finds a dynamics relation, it might temporally disappear misleading
the framework evaluation.
Besides, this explains the regain of precision for the data sets of 100, 160 and 200 streams.
In these data sets, the dynamics relations are less volatile and better benchmarked, hence
the gain of precision.
Furthermore, as illustrated in figure 9.4, the measurement of finding all the dynamics
relations, the recall, points out that the framework discovers most of the dynamics relation
inside small data sets, then starts loosing some relations at a rate of 2.94% to reach 57.49%
recall with an average standard deviation of 0.61%.
The decline of the recall is a direct consequence of the precision loss and its important
ripple effects on the data space5 exploration:
3 In the first place, there is a small shared pool of computing resources, so the ones used
to find supposedly false dynamics relations leave fewer resources to find the relations
still remaining.
3 In the second place, the framework agents cooperate to steer the analysis toward the
links close to relevant ones mostly, since they are more likely to be relevant as well.
So, the supposedly false relations misguide the agents in choosing the right links to
analyze, leading to a waste of resources in exploring less relevant areas in the data
space, hence a loss in recall.
Finally, due to its compound nature, the global relevance criteria f1-score follows the
same pattern as for precision and recall. Nonetheless f1-score is closer and more similar to
recall compared to precision.
4 Not systematically present during all the time line of the data set.
5 All the possible links between the data streams.
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Data Streams Resources(%) Precision(%) Recall(%) F1-Score(%) σPrecision(%) σRecall(%) σF1−Score(%)
20 33 100 83.96 91.28 0 2.95 1.92
40 30 94.43 75.98 84.21 1.94 0.37 0.86
60 29 93.01 68.96 79.2 1.12 1.17 0.94
80 31 92.41 65.15 76.42 1.19 0.67 0.55
100 33 96.16 62.41 75.69 0.92 0.12 0.03
120 33 90.24 59.24 71.53 1.99 0.3 0.03
140 31 90.33 60.67 72.59 1.19 0.19 0.02
160 33 93.69 61.31 74.12 0.86 0.02 0.11
180 30 86.38 59.19 70.25 1 0.1 0.07
200 33 92.27 57.49 70.84 0.7 0.2 0.05
Average 1.09 0.61 0.46
Table 9.1 — The numeric results of the baseline experiments.
9.2.1.2 Resources Degradation
Now we move to the degradation experiments, which focus on showing how reducing
the amount of computing resources have an effect on the output relevance.
The experiments results, given in table 9.2, exhibit the same evolution as the baseline for
the smallest data sets (20 and 40), because they use the same quantity of resources. Then, the
percentage of compute agents starts dropping at an average rate of 2.58%, and as illustrated
in figure 9.5, the f1-score decreases with a mean value of 4.55%, which is twice the baseline’s
(2.27%). More specifically, precision and recall suffer too from twice the degradation, 1.53%
and 5.39% respectively.
This degradation of resources strengthen the assumption that the data sets 100, 160, and
200 have a better benchmarking of the dynamics relations, as formulated in the baseline
discussion.
Indeed, their corresponding precision values diminish less, relatively to the values of the
baseline, compared to the other data sets (120, 140 and 180). An average relative diminution
of 6% for the former data sets precision is observed while the relative diminution of precision
for the latter data sets is 12.33%.
Put it simply, the resources degradation affects less the data sets with a better
benchmarking of the dynamics relations.
9.2.1.3 Random Activation
The last of the synthetic experiments tell us about how much the exploration
mechanisms of the data space, through the cooperative behaviors of the framework agents,
are essential to a smart and efficient analysis of the analytical links, by reducing their trigger
probabilities (cf. 9.1.2).
The experiments results, presented in table 9.3 and displayed in figure 6.8, show that
for medium and big data sets (80 to 200) the f1-score deteriorates by 26.17% in average,
relatively to the baseline. This means that reducing the use of the cooperative exploration
mechanisms, firstly, slows down the exploration of the data space, thence avoiding the
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Figure 9.5 — Relevance of the discovered relations with a forced resources degradation
(lowest curve).
Data Streams Resources(%) Precision(%) Recall(%) F1-Score(%)
20 33.26 100 83.96 91.28
40 34.29 94.43 75.98 84.21
60 30 93.01 58.96 72.17
80 30 92.41 53.15 67.49
100 24.99 91.16 45.53 60.73
120 20 80.24 42.24 55.35
140 14.99 77.33 43.67 55.82
160 12.36 86.69 41.31 55.96
180 10 72.38 37.19 49.13
200 10 86.27 35.49 50.29
Table 9.2 — The numeric results of the resources degradation experiments.
analysis of new analytical links for finding new dynamics relations and consequently
reducing the recall. Secondly, it prevents the analysis of more likely relevant links that may
hold a relation.
In addition to the resources degradation management experiments, the assumptions
made about the data sets benchmarking quality and the strong relation between f1-score and
recall, in the baseline experiments, is confirmed with the random activation experiments. In
other words, the changes occurring on the recall have a considerable impact on the changes
of the f1-score.
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Figure 9.6 — Relevance of the discovered relations with random activation of the
exploration mechanisms.
Data Streams Resources(%) Precision(%) Recall(%) F1-Score(%)
20 33 100 83.96 91.28
40 30 94.43 70.98 81.04
60 29 95.01 48.96 64.62
80 31 87.41 40.15 55.03
100 33 91.16 37.53 53.17
120 33 70.24 34.24 46.04
140 31 67.33 35.67 46.63
160 33 88.69 33.31 48.43
180 30 54.38 29.19 37.99
200 33 80.27 27.49 40.95
Table 9.3 — The numeric results of the random activation experiments.
9.2.2 Data Perturbation: Robustness & Resilience
After studying the output relevance of the framework, now we investigate the evolution
of the output relevance through time, with a focus on the ability of the framework to handle
perturbations (noisy data).
For this reason, we rely on the data perturbation experiments to evaluate the robustness
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of the framework and its resilience. These features are essential for systems interacting with
a dynamic environment.
Definition 10. Robustness [248], or insensitiveness, expresses the ability of a system to endure
errors from its environment. The system is said to be robust if it suffers no or few damages
(degradation of its performances).
Definition 11. Resilience [248], or self-healing, is the capacity of a system to restore itself to a
functioning state, after the occurrence of errors or perturbations. The strength of this resilience can
be evaluated by measuring the time spent by the system to recover.
Figure 9.7 — Relevance of the discovered relations with.
As you can see, figure 9.7 displays the progression of the average relevance of the
discovered dynamics relations over all the data sets time line. As described previously, the
data sets used by the data perturbation experiments include three periods of perturbation:
the first period (P1) goes from 5 040 to 6 048, the second one (P2) starts at 11 088 and finishes
at 12 096, and the third (P3) lasts from 17 136 to 18 144.
When a perturbation begins, the precision, the recall, and the f1-score of the dynamics
relations drops continuously in average by 0.035%, 0.02%, and 0.015% per step respectively.
Afterwards, the system starts self-organizing so as to self-adapt to the changes resulted
after the occurrence of the perturbations. In other words, self-heal the damages inflicted
at the hand of the environment, thence returning to a working state similar to the one before
the perturbations. This self-healing capability is exhibited by the increase of the relevance
criteria, and even improves the recall after a mean time of 500 analytics cycles.
To sum up, even if the robustness of the framework may not be considered good, its
resilience though is efficient and makes up for the robustness. It is noteworthy that this
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is, at least in part, a desired and engineered result, since a system deployed in a strongly
dynamic environment should be responsive to any changes. Therefore, the AMAS4BigData
framework is able to carry out the processing of noisy data, which makes it well suited to
handle real world data wherein the data contains errors, due to human missteps and/or
machines faults and disruptions.
9.2.3 Data Space Exploration
The second category of experiments results focuses on how the AMAS4BigData
framework covers the data space (all the possible relations), relying on the active relations
and relations coverage criteria from IoT experiments (cf. 9.1.3).
First, we study the relations exploration of a small data set. Then, we compare it to the
exploration of a large data set.
As you can see in figure 9.8, for a small data set, the framework initially covers all
the data space quickly, then it restarts the relations exploration from the currently active
relations. This cycle of relations coverage is repeated several times during the data set time
line, indicating that the framework re-explores all the data space many times, which allows
it to detect changes in the data and self-adapt to them.
Moreover, the relations coverage is done with a limited number of computing resources
that enable the activation of a proportionally limited number of relations, as exhibited with
the active relations criterion.
Figure 9.8 — Relations exploration over time in the neOCampus experiment.
Contrary to the neOCampus experiment, the electricity experiment shows (cf. figure 9.9)
that the first full coverage of the data space takes a long time, due to the huge size of the
data space to be explored (more than 70 000 relations) and the meager amount of available
computing resources to do so (0.25% active relations in average).
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However, similarly to the neOCampus coverage, the electricity coverage is fully
reiterated frequently. This dichotomy of time coverage is explained as follows:
3 Initially (from step 0 to 30 000), the system requires a lot of time to build an initial model
of all the data space, with a very small pool of resources;
3 Then, the system only updates this model which takes less time, because the dynamics
relations of the electricity experiment are mostly constant. In other words, the data
model remains nearly the same considering the few changes it holds, which is the topic
of the next category of experiments results.
Figure 9.9 — Relations exploration over time in the electricity experiment.
9.2.4 Resources Allocation
This category encompasses the results related to the evolution of the compute agents
(the pool of computing resources) for the biggest experiment, the electricity experiment, in
order to understand how the AMAS4BigData framework manages its available computing
resources. Figure 9.10 indicates the efficiency and usefulness of the resources allocation by
the framework.
In the first place we can observe, through the allocated compute agents criterion, that all
the compute agents are most of the time assigned to analyze a relation, so they are entirely
used. Then as shown by the punctual usefulness6 during the initial coverage (step 0 to 30 000),
all the compute agents are useful by making modifications to the data model, thanks to their
assessment of data changes (presence or absence of dynamics relations).
6 Discovery of a novelty while analysing a new link.
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Figure 9.10 — Resources allocation in electricity experiment.
This usefulness of all the compute agents brings the overall usefulness7 to cycle from 0%
to 100% very often, which also means that the allocation of computing resources is globally
very good. Therefore for the initial phase, the allocation of the compute agents (resources)
is efficient and useful. Put it simply, each resource is fully exploited and produces useful
information.
After the initial coverage, the punctual usefulness of the compute agents drops to 28% and
keeps rising to 38% which means now, from step 30 000 until the end, only 28% to 38% of
the allocated resources find novelty (appearance or disappearance of a dynamics relation)
in the data and update the data model consequently, due to the small amount of changes in
the data set (strong consistency). In addition, the mean time before finding changes of the
compute agents rises, resulting in longer and less frequent cycles of the overall usefulness.
Also since the use of computing resources is not optimal8 at every step (fluctuacting
between 98% and 100%), the framework continuously frees computing resources in order
to achieve a full use of the remaining ones, leading to a constant decrease of the quantity of
necessary computing resources (the compute agents count) as illustrated in figure 9.11. We can
note that, when reaching step 50 000 the release of computing resources is slightly slowed
down because the use of the available resources is closer to the optimal.
The release of computing resources is very important since it allows other applications
to coexist with the AMAS4BigData framework in the same environment, and reduces the
framework space-time complexity as explained next.
7percentage of agents useful at least once. See also 8.3.2
8 Optimal use means 100% of the compute agents are allocated every step.
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Figure 9.11 — Number of computing resources used/necessary over time in the electricity
experiment.
9.2.5 Space-Time Complexity
Processing time and memory usage are two fundamental criteria to judge the ability of
a computer system to scale up, especially when dealing with big data because of their high
volume and fast generation (cf. 4.1.1).
To study the time complexity and space complexity of the AMAS4BigData framework,
this segment of discussion relies on both synthetic experiments, for an endpoint evaluation,
and IoT experiments to investigate the progression of processing time, processing speed and
memory consumption.
First, figure 9.12 shows the relationships between the amount of computing resources
and the space-time complexity, because this is the only factor that impacts on these
complexities. As you can see, there is a strong correlation between the number of computing
resources and the resulting needs. This is explained by the fact that all the experiments are
made on a single machine with a limited number of CPU cores.
So if the framework was provided with a hardware (a machine or a network of machines)
of limitless parallel computing cores, it would achieve a constant-like time complexity.
However, the overall memory consumption would still be related to the number of compute
agents.
In addition, we can observe that even though the data space grows exponentially (see
the number of relations in figure 9.1), the framework need of computing resources does not
escalate in the same way thanks to its resources allocation policy, formerly discussed in 9.2.4.
Regarding the evolution of the space-time complexities over time, we focus on a
midsized data set with the ozone experiment. As illustrated in figure 9.13, the processing
speed (data/second) of the AMAS4BigData framework is increasing in a logarithmic fashion,
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Figure 9.12 — Processing time and memory usage in synthetic experiments.
meaning the quantity of data that the framework processes in one second grows bit by bit.
In consequence, the processing time of the data by the framework is nearly logarithmic too.
In other words, as the data are coming the framework processes them faster and reduces
their overall processing time.
As for the spatial complexity of the framework, like the temporal complexity the
tendency of the memory usage is logarithmic as well. Hence, it requires lesser and lesser
space proportionally to the data volume processed.
However the actual memory usage, which is growing logarithmically as previously
discussed, is cyclic due to one technical feature of the framework implementation. Indeed,
the code of AMAS4BigData framework is given in Java 10. This new version of Java
introduces a major update of the Garbage Collector (GC)9.
The new GC improves the memory management by dividing the available memory
into several regions, and efficiently detects when a region is ready to be collected. This
distributed memory management is close to the processing paradigm of the AMAS4BigData
framework, allowing the GC to regularly clear the memory not used anymore by the
framework agents.
It should be noted that, even if they are not presented here, the results of the electricity
9 The Garbage Collector reclaims memory occupied by objects that are no longer in use by the program.
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Figure 9.13 — Processing time and Processing Speed over time in ozone experiment.
Figure 9.14 — Memory usage over time in ozone experiment.
experiment are consistent with the formerly given analysis.
9.2.6 Anomaly Detection
This last category of results gives us a view on an alternate application of the
AMAS4BigData framework: anomaly detection with DREAM. We compare its output
(anomalies) to the output of FOD10, a conventional anomaly detection technique (cf. 9.1.4).
In this experiment DREAM uses the default settings and FOD has a contamination factor
set to 0.14%. The anomalies detected with both tools are presented in figure 9.15.
10Fourier Outlier Detection (cf. 9.1.4).
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Figure 9.15 — Bridge Anomaly Detection with DREAM and FOD.
Due to a lack of an oracle11 that indicates where to find the real anomalies in the data set,
we can not assert on which technique gives the better results. However, we can compare
DREAM and FOD to each other:
3 To begin, the FOD anomalies tend to be more scattered across the data compared to the
anomalies detected by DREAM, which may point out to a higher false positive rate of
anomaly detection;
3 Besides the punctual anomalies, DREAM also detects anomalies that can be observed
only over time (cf. 7.4.1.2). To compensate, FOD outputs several punctual anomalies
close to that time period, as illustrated in figure 9.16 (as seen in the first sub-graph,
"0X");
3 Moreover, after an initial adaptation/learning time (20 000 steps), DREAM often detects
anomalies before FOD does (as seen in third sub-graph, "2X").
To conclude this discussion, one must be reminded that unlike FOD, DREAM doesn’t
require a heavy extra processing of the data, since the anomaly detection feature is a simple
result of its basic functioning (cf. 7.4.1). Furthermore, DREAM detects anomalies in real-
time while FOD needs to processes all the data to extract the anomalies. Therefore, DREAM
offers a better detection time with less storage requirement.
11 This is done on the data collected for an ongoing experiment at the NII in Japan (cf. 8.2.2).
178 Adaptive Multi-Agent Systems for Dynamic Big Data Analytics
Experiments & Evaluation
Figure 9.16 — Partial result of the Bridge Anomaly Detection.
9.3 Online Experiment
The experiments presented and described so far dealt with offline stored data, but
the AMAS4BigData framework is designed to process data produced in real-time. The
experiment presented here shows the ability of the framework to work online, through the
use of the application DREAM on neOCampus IoT. Figure 9.17 gives a screenshot of the
online usage of DREAM during an afternoon on the data generated by neOCampus IoT.
Each data source is represented by an icon of its type (luminosity, temperature, electricity
consumption. . . ) and it is designated following the pattern building_room_position_ID.
Indeed, DREAM is programmed to also receive and process data streams coming from
the network, as explained in 7.3.1. For instance, DREAM percept agents are provided with
a skill that allows them to receive the sensors data of the neOCampus IoT via the university
network. Technically, with this skill DREAM agents subscribe themselves to an MQTT12
broker, which sends the data coming from the publishers (the sensors) to their subscribers
(the agents).
In addition, DREAM provides a graphical user interface with two main windows. The
first one (cf. figure 9.17) displays in real-time the data graph model (cf. 7.2.5) of the input,
offline or online, data streams. The second window displays a matrix of the data model and
a matrix of detected anomalies, as shown in figure 9.18. It also displays the history of the
relations of each data stream and the history of the anomalies as well, like in figure 9.19.
12Message Queuing Telemetry Transport is an ISO standard publish-subscribe based messaging protocol.
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Figure 9.17 — Screenshot of DREAM applied on neOCampus IoT.
Figure 9.18 — DREAM second window: matrices view.
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Figure 9.19 — DREAM second window: history view.
9.4 Sum Up: Overview of AMAS4BigData performances
Now that all the experimental results have been presented and discussed, let us
gather the individual conclusions in order to draw a broad picture of the AMAS4BigData
framework performances with its strengths and weaknesses. The downsides are discussed
in second place, since they give hints and directions for future works toward the framework
improvement.
9.4.1 AMAS4BigData Strengths
For starter, we can conclude that the AMAS4BigData framework scales up rather well
from the point of view of output relevance, resources consumption and processing time:
the continuous flow of data is efficiently processed thanks to an intelligent use of its
computing resources, and the framework adapts itself and updates its strategy of data space
exploration, following the evolution of the amount of available computing power, in order
to give the best possible results in a reasonable amount of time even in resource limited
environments. This complies to the elasticity feature stated in section 4.4 as a requirement to
meet the rising challenges of modern data analysis.
Also, the framework manages fairly the available resources (computing power and
memory), so it does not starve the other applications running in the same environment.
Additionally, thanks to the AMAS technology (cf. 6), the framework can change its
internal organisation, so it self-adapts to cope with changes of the data structure (new data
streams appearing or data streams disappearing) and recovers from damages caused by
disturbances occurring in the data or by the loss of computing power.
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Another perk of the framework is its privacy protection feature: unlike conventional
analytics frameworks, the AMAS4BigData framework hands over the control of the data
to their sources (through each percept agent) and gives them a full disclosure of what
is done with their data. Therefore, the owner of the data can monitor and control their
processing. For example, a person can encrypt and remove any identifiable element from its
data, observe what is done with them, and even restrict their access.
9.4.2 AMAS4BigData Weaknesses
Since it is based on a non centralized processing architecture with a lot of agents, the
AMAS4BigData framework requires a highly parallel computing environment to achieve
its full potential, using either one platform containing tremendous CPU cores with shared
memory, or using a vast network of machines which is difficult to get for most of people
either ways.
The second drawback of the framework is technical too and relates to its coding.
Indeed, as described previously (cf. 7.3), the final code is Java based which allows high
interoperability13 of the framework but inhibits optimal use of the computing environment,
especially when dealing with HPC platforms.
9.4.3 Optimal Use of AMAS4BigData
From the strengths and weaknesses of the AMAS4BigData framework, we can draw a
conclusion on how to best use it depending on the nature of the data to be analysed.
If the data are generated in real-time by a network of devices/sensors (IoT), then it is
better to deploy the framework directly on the devices (edge computing) and exploit their
communication network for agents interaction and movement. However, if the data are
offline (stored in a database) then a set up of the framework on an HPC platform (cloud
computing) is best suited if the data set is very large, or one can simply use regular machines
with limited computing power otherwise.
Furthermore, as intelligent as it can be, the data space exploration by the framework can
always be improved by integrating human users feedbacks to guide the system.
13 Working on different devices with various operating systems.
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General Conclusion
WITH the explosion of the quantity and variety of smart devices, and the continuouslyincreasing computing power and networks speed, the big data era entered a new
stage wherein the data flood requires a paradigm shift in the way it has been processed
because of the new rising data science challenges. Indeed, so far most of the available
analytics tools were based on hardware improvement and data distribution.
However, such techniques will eventually reach their break point, since they are not
tailored to handle the complex nature of the data flood. For this reason, this work aimed to
design a new big data analytics framework, called "AMAS4BigData", that can deal in real-
time with the data generated by complex systems using a bio-inspired collective artificial
intelligence, the self-Adaptive Multi-Agent Systems (AMAS).
The framework development process started with studying the origins and the current
state of the data science, as done so far, with its ongoing challenges. Then, I defined
new challenges (rising challenges) expressing new problems that emerges when dealing
with data of complex systems. They also give the new features that must be exhibited
by analytics systems in order to achieve the evolution of the data science. The second
step of the framework development, consisted in extensively surveying the state-of-the-art
analytics tools, extracting their features and examining their architectures, in order to get an
overview of the current data and big data analytics. Then, identifying their inadequacies to
the complex systems data and overcoming them by means of the AMAS technology.
In concrete terms, I broke the conventional rigid analytics pipeline into several smaller
pipelines, dedicated to one data source, in the shape of autonomous agents that use local
data mining and cooperate thanks to their unique behaviors, for the sake of an efficient
and smart data analysis. As a result, the AMAS4BigData framework exhibits useful features
(scalability, elasticity, genericity, resilience, privacy protection), to deal with the complex
data flood.
Moreover, the framework was implemented in a concrete application designated as
"Dynamic data Relation Extraction using Adaptive Multi-agent systems (DREAM)", which builds
a model of the data relationships based on their evolution similarity, measured by a newly
designed analytical tool called "Dynamics Correlation". This new data analytics system is
especially useful to find rare and scattered information from a huge amount of data, like
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identifying the relevant inputs to be thoroughly evaluated by context learning systems [258].
From a technical perspective, the AMAS4BigData framework was coded with SARL,
an agent oriented programming language that provides fundamental abstractions for easy
and practical implementation of modern complex software applications with a simple yet
powerful syntax (cf. 7.3.2). It results in a big SARL project, especially when considering the
number of agents used to analyse data (more than 10 000 for the largest data set), and a very
small one compared to conventional data analytics framework due to the small number of
lines of code of the AMAS4BigData framework.
DREAM enables the experimental evaluation the AMAS4BigData framework with
several criteria under various situations using different data sets. The experimental results
show that DREAM outputs are relevant, since it discovers most of the true dynamics
relations between the data, under normal circumstances (exploration mechanisms always
applied and automatic computing resource management), and it gracefully decreases when
dealing with bigger data sets. Furthermore, the experiments also demonstrate that the
outputs relevance deteriorates when the exploration mechanisms are restrained or the
available computing power is restricted.
As for the framework scaling up capability, the experimental results show: on one hand
when the number of input data streams is constant, the time and space requirements of the
framework to process the incoming data flow is better than linear (logarithmic). On the other
hand, when the framework receives more and more data sources, the size of the data space
to be explored grows exponentially (O(n2)) ,which should escalate the computing resources
requirements of the framework but it does not. Instead it adjusts its functioning according
to the available computing power and gives up some of its performances, in order to be able
to process the new data with a linear amount of computations.
Additionally, as its name indicates it, the AMAS4BigData framework rely on the AMAS
theory which is built around the cooperation paradigm. Thence, it constitutes the core of
this new dynamic big data analytics framework.
Thanks to the agents cooperation, I was able to design and implement a set of tools
that shift the big data analytics paradigm from "the more data we get and process the better
are the results" to"the smarter and the more efficiently we explore the data the better and faster are
the results", by defining interaction rules inside the agents (bottom-up approach) that allow
them to help each others when they can (neither selfish nor altruistic) in order to split fairly
the data analysis workload. More specifically, due to:
3 the exploration mechanisms (cf. 6.2.2.3), the agents help each others to pinpoint both
the areas (link) that are better to visit, with the triangulation mechanism for example,
and the ares that agents should leave by cutting the links that have produced no
information, like the split phase from the split-linking mechanism;
3 and the criticality function (cf. 6.3.4), which dictates which percepts have more priority
to get a computing resource. Therefore, each percept computes its own criticality and
the compute agents choose the ones with the highest value (the most critical) while
avoiding any starvation problem, hence the system tries to balance between exploration
(looking for new links) and exploitation (producing information from the current links).
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Consequently, the system moves through the data space and explores only the areas
(nodes and links) that are most likely holding new useful information.
Another kind of cooperation should be mentioned: the Human-Machine cooperation
loop. On one hand the system (the machine) carries out all the heavy low level computation
and presents its results to its human user. On the other hand, the user can think on a higher
level of these results and send back to the system his guidance on the data exploration by
means of feedbacks.
For instance in the application DREAM, the user can designate a set of links to be
analysed first and a set of links to avoid. Then, the system integrates these feedbacks and
focuses on the region of the data space indicated by the user. This cycle is repeated in order
to find new information and thus discovering new knowledge more efficiently (faster and
more relevant).
In conclusion, even if there is no formal proof, yet, that the cooperative exploration of a
data space leads to the right results accurately, the experimental evaluation demonstrated
that DREAM finds most off all the dynamics correlations efficiently.
Another interesting and powerful feature of the Self-Adaptive Multi-Agent Systems is
the self-observation, meaning that a system can monitor itself, judge how well its current
organisation is adapted to thrive in its environment, in order to change this organisation
through reconfigurations that aims to improve its functioning within the environment.
Thus, the self-observation is another condition for the self-adaptation of AMAS systems.
In the AMAS4BigData framework, the self-observation is achieved through its agents
criticality periodic computation. Indeed at the end of each analytics cycle, the system
examines how it did handle the incoming data streams and infers which data streams it
must focus on for the next cycle, according to the available computing power for the sake
of better knowledge production. Finally, as an autonomous process, this self-observation
prevents the user of this system to have to reset its parameter to get the right results.
Perspectives
Even though the AMAS4BigData framework is ready to use, and was successfully
implemented, its design and realisation have room for improvement as future work. These
potential improvements are divided in theoretical and technical perspectives.
Regarding its internal architecture, the AMAS4BigData framework can be extended
with agents behaviors to increase the efficiency of the data space exploration. Also,
the application DREAM can benefit from an additional reasoning module that takes the
discovered dynamics relations to infer even more complex relations, like causal relations
and multi-party relations that improve the produced knowledge;
As for the technical perspective, we can optimize the code of the framework, so it
overcomes its weaknesses (cf. 9.4) and be optimally used on any environment, especially
the highly parallel ones. Another perspective is the implementation of the prospective
tools based on AMAS4BigData, presented in 7.5 (data clustering, horizontal and vertical
clustering, and frequent item-sets mining).
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Figure 9.20 — Example of DREAM application.
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1. Definition & Origin
SARL [257] is a statically-typed agent-programming language that aims at providing
the fundamental abstractions for dealing with concurrency, distribution, interaction,
decentralization, reactivity, autonomy and dynamic reconfiguration.
These high-level features are now considered as the major requirements for an easy and
practical implementation of modern complex software applications. The agent-oriented
paradigm holds the keys to effectively meet this challenge.
Syntactically and semantically SARL has its roots in the Java programming language but
improves on many aspects [256]:
3 Agent specific statements: provide specific statements for agent programming;
3 Type inference: you rarely need to write down type signatures anymore;
3 Lambda expressions: concise syntax for anonymous function literals;
3 Operator overloading: make your libraries even more expressive;
3 Extension methods: enhance closed types with new functionality;
3 Powerful switch expressions: type based switching with implicit casts;
3 No statements: everything is an expression;
3 Full support for Java generics: including all conformance and conversion rules;
3 Translates to Java not bytecode: understand what is going on and use your code for
platforms such as Android or GWT.
Unlike other JVM languages, SARL has zero interoperability issues with Java:
everything you write interacts with Java exactly as expected, and SARL methods can be
called from Java, too, in a completely transparent way. At the same time, SARL is much
more concise, readable and expressive.
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2. Standard Compilation Process
The SARL tool-chain is the set of programming tools that are used to perform a multi-
agent system with SARL. As illustrated in figure 21, three types of tools are used in sequence
in order to create and run an agent-based system:
Figure 21 — Compilation process of SARL based applications.
3 SARL Compiler: the SARL compiler transforms the source SARL language into the
target language. Because most of the agent frameworks are written in Java, the SARL
compiler targets this object-oriented programming language by default. The SARL
compiler translates SARL statements into their object-oriented equivalent statements.
3 Java Compiler: the files generated by the SARL compiler must be compiled. The result
from the Java compilation is a collection of binary files (byte-code files) that may be run
by a virtual machine.
3 SARL Run-time Environment: the SARL Run-time Environment (SRE) is a collection
of tools enables running an agent-based application written with SARL. Such an SRE
must implement each service and feature that are assumed to be provided by the run-
time environment. When the target platform is Java-based, the SRE is composed by a
standard Java Runtime Environment (JRE), and the Janus Java library, which provides
the base classes for running agents written with SARL.
3. Agents Identification & Location
When it is spawn, an agent is placed inside the system in a place named "Context".
Contexts defines the boundary of a sub-system, and gathers a collection of "spaces". Spaces
is the support of the interaction between agents respecting the rules defined in the spaces’
specification.
All agents are incorporated into the Default Context and during their lifetime, they may
join and participate in other contexts that are not the default context. They are called "the
external contexts". In each context, there is at least one particular space called Default Space to
which all agents in this context belong. Thus, it ensures the existence of a common shared
space to all agents in the same context. In addition, Agents can create specific public or
private spaces to achieve their personal goals.
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Moreover, agents have a unique identifier"UUID" (Unique Universal IDentifier) for all
the multi-agent system and an "address" for each space they belong to.
Figure 22 — Agents Identification & Location.
4. Architecture Components & Meta Model
Before detailing the architecture and the definition tools of an agent, it may be helpful to
understand SARL components, illustrated in figure 23:
Figure 23 — SARL meta model.
3 Action: code (a public method or function) that transforms a part of the designed
system or its environment. This transformation guarantees resulting properties if the
system before the transformation satisfies a set of constraints. An Action is defined in
terms of pre- and post-conditions.
3 Behavior: maps a collection of perceptions represented by Events to a sequence of
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Actions. The various behaviors of an agent communicate using an event-driven
approach. This Behavior may be used by an agent for building its global behavior.
3 Event: a data structure composed of attributes and exchanged among the agents or the
behavioral units of agents, inside a given Space.
3 Capacity: specification of a collection of Actions. This specification makes no
assumptions about the implementation of each Action. It is used to specify what an
Agent can do, what behavior is required for its execution. Consequently, only Action
signatures can be defined inside a Capacity.
3 Skill: implementation of a Capacity. In other words, it is a collection of Actions
implementing a Capacity as described in this specification.
5. Agent Architecture
The architecture of an agent is illustrated by figure 24. To sum up, an agent has a
global Behavior defined by several Behaviors. Those behaviors might relies on various
Skills, according to the related Capacities, in order to execute some Actions following the
perception of an Event.
Also, agents have a set of built-in capacities essential to respect the commonly accepted
competencies of agents, such autonomy, reactivity, pro-activity and social capacities
Figure 24 — Agent Architecture.
Furthermore, An Agent can dynamically evolve by acquiring (learning) new Capacities,
and it can also dynamically change the Skill associated with a given Capacity. Acquiring
a new Capacity enables an Agent to get access to new behaviors. This provides Agents
with a self-adaptation mechanism that allows them to dynamically change their architecture
according to their current needs and goals.
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