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ON THE AUTOMORPHISM GROUP OF A CERTAIN INFINITE
TYPE DOMAIN IN C2
NINH VAN THU
Abstract. In this article, we consider an infinite type domain ΩP in C
2. The
purpose of this paper is to investigate the holomorphic vector fields tangent
to an infinite type model in C2 vanishing at an infinite type point and to give
an explicit description of the automorphism group of ΩP .
1. Introduction
Let D be a domain in Cn. An automorphism of D is a biholomorphic self-map.
The set of all automorphisms of D makes a group under composition. We denote
the automorphism group by Aut(D). The topology on Aut(D) is that of uniform
convergence on compact sets (i.e., the compact-open topology).
It is a standard and classical result of H. Cartan that if D is a bounded domain
in Cn and the automorphism group of D is noncompact then there exist a point
x ∈ D, a point p ∈ ∂D, and automorphisms ϕj ∈ Aut(D) such that ϕj(x)→ p. In
this circumstance we call p a boundary orbit accumulation point.
In 1993, Greene and Krantz [14] posed a conjecture that for a smoothly bounded
pseudoconvex domain admitting a non-compact automorphism group, the point
orbits can accumulate only at a point of finite type in the sense of Kohn, Catlin,
and D’Angelo (see [11, 16] for this concept). For this conjecture, we refer the reader
to [19].
One of the evidence for the correctness of Greene-Krantz’s conjecture is provided
in [21]. H. Kang [21] proved that the automorphism group Aut(EP ) is compact,
where EP is a special kind of Hartogs domains
EP = {(z1, z2) ∈ C
2 : |z1|
2 + P (z2) < 1} ⋐ C
2,
where P is a real-valued, C∞-smooth, subharmonic function satisfying:
(i) P (z2) > 0 if z2 6= 0,
(ii) P vanishes to infinite order only at the origin.
Note that EP is of infinite type along the points (e
iθ, 0) ∈ bEP and (e
iθ, 0) are the
only points of infinite type.
Recently, S. Krantz [22] showed that the domain
Ω := {z ∈ Cn : |z1|
2m1 + |z2|
2m2 + · · ·+ |zn−1|
2mn−1 + ψ(|zn|) < 1},
where the mj are positive integers and where ψ is a real-valued, even, smooth,
monotone-and-convex-on-[0,+∞) function of a real variable with ψ(0) = 0 that
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vanishes to infinite order at 0, has compact automorphism group. In fact, the only
automorphisms of Ω are the rotations in each variable separately (cf. [14, 20]).
We would like to emphasize here that the automorphism group of a domain in
Cn is not easy to describe explicitly; besides, it is unknown in most cases. In this
paper, we are going to compute the automorphism group of an infinite type model
ΩP := {(z1, z2) ∈ C
2 : ρ(z1, z2) = Re z1 + P (z2) < 0},
where P : C→ R is a C∞-smooth function satisfying:
(i) P (z) = q(|z|) for all z ∈ C, where q : [0,+∞) → R is a function with
q(0) = 0 such that it is strictly increasing and convex on [0, ǫ0) for some
ǫ0 > 0, and
(ii) P vanishes to infinite order at 0.
It is easy to see that (it, 0), t ∈ R, are points of infinite type in bΩP , and hence ΩP
is of infinite type.
In order to state the first main result, we recall the following terminology. A
holomorphic vector field in Cn takes the form
H =
n∑
k=1
hk(z)
∂
∂zk
for some functions h1, . . . , hn holomorphic in z = (z1, . . . , zn). A smooth real
hypersurface germ M (of real codimension 1) at p in Cn takes a defining function,
say ρ, such that M is represented by the equation ρ(z) = 0. The holomorphic
vector field H is said to be tangent to M if its real part Re H is tangent to M , i.e.,
H satisfies the equation
(Re H)ρ(z) = 0 for all z ∈M. (1)
The first aim of this paper is to prove the following theorem, which is a charac-
terization of tangential holomorphic vector fields.
Theorem 1. Let P : C→ R be a C∞-smooth function satisfying
(i) P (z) = q(|z|) for all z ∈ C, where q : [0,+∞) → R is a function with
q(0) = 0 such that it is strictly increasing and convex on [0, ǫ0) for some
ǫ0 > 0, and
(ii) P vanishes to infinite order at 0.
If H = h1(z1, z2)
∂
∂z1
+ h2(z1, z2)
∂
∂z2
with H(0, 0) = 0 is holomorphic in ΩP ∩ U ,
C∞-smooth in ΩP ∩ U , and tangent to bΩP ∩ U , where U is a neighborhood of
(0, 0) ∈ C2, then H = iβz2
∂
∂z2
for some β ∈ R.
In the case that the tangential holomorphic vector field H is holomophic in a
neighborhood of the origin, Theorem 1 is already proved in [7, 15]. Here, since
the tangential holomorphic vector field H in Theorem 1 is only holomorphic inside
the domain, it seems to us that some key techniques in [7] could not use for our
situation. To get around this difficulty, we first employ the Schwarz reflection
principle to show that the holomorphic functions h1, h2 must vanish to finite order
at the origin. Then the equation (1) implies that h1 ≡ 0. Therefore, from Chirka’s
curvilinear Hargtogs’ lemma the proof finally follows (see the detailed proof in
Section 2).
We now note that Aut(ΩP ) is noncompact since it contains biholomorphisms
(z1, z2) 7→ (z1 + is, e
itz2), s, t ∈ R.
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Let us denote by {Rt}t∈R the one-parameter subgroup of Aut(ΩP , 0) generated by
the holomorphic vector field HR(z1, z2) = iz2
∂
∂z2
, that is,
Rt(z1, z2) =
(
z1, e
itz2
)
, ∀t ∈ R.
In addition, denote by Ts(z1, z2) = (z1 + is, z2) for s ∈ R.
To state the second main result, we need the following definitions. Recall that
the Kobayashi metric KD of D is defined by
KD(η,X) := inf{
1
R
| ∃f : ∆→ D such thatf(0) = η, f ′(0) = RX},
where η ∈ D and X ∈ T 1,0η C
n, where ∆r is a disc with center at the origin and
radius r > 0 and ∆ := ∆1.
The following definition derives from work of X. Huang ([18]).
Definition 1. Let D be a domain in Cn with C2-smooth boundary bD and z0 be
a boundary point. For a C1-smooth monotonic increasing function g : [1,+∞) →
[1,+∞), we say that D is g-admissible at z0 if there exists a neighborhood V of z0
such that
KD(z,X) & g(δ
−1
D (z))|X |
for any z ∈ V ∩D and X ∈ T 1,0z C
n, where δD(z) is the distance of z to bD.
Remark 1. (i) It is proved in [6, p.93] (see also in [25]) that if there exists a
plurisubharmonic peak function at z0, then there exists a neighborhood V
of z0 such that
KD(z,X) ≤ KD∩V (z,X) ≤ 2KD(z,X),
for any z ∈ V ∩D and X ∈ T 1,0z C
n.
(ii) If D is C∞-smooth pseudoconvex of finite type, then D is tǫ-admissible
at any boundary point for some ǫ > 0 (cf. [10]). Recently, T. V. Khanh
[27] proved that a certain pseudoconvex domain of infinite type is also g-
admissible for some function g.
Definition 2 (see [27]). Let D ⊂ Cn be a C2-smooth domain. Assume that D
is pseudoconvex near z0 ∈ bD. For a C
1-smooth monotonic increasing function
u : [1,+∞)→ [1,+∞) with u(t)/t1/2 decreasing, we say that a domain D has the
u-property at the boundary z0 if there exist a neighborhood U of z0 and a family
of C2-functions {φη} such that
(i) |φη| < 1, C
2, and plurisubharmonic on D;
(ii) i∂∂¯φη & u(η
−1)2Id and |Dφη| . η
−1 on U ∩ {z ∈ D : − η < r(z) < 0},
where r is a C2-defining function for D.
Here and in what follows, . and & denote inequalities up to a positive constant
multiple. In addition, we use ≈ for the combination of . and &.
Definition 3 (see [27]). We say that a domain D has the strong u-property at the
boundary z0 if it has the u-property with u satisfying the following:
(i)
+∞∫
t
da
au(a) for some t > 1 and denote by (g(t))
−1 this finite integral;
(ii) The function 1
δg
(
1/δη
) is decreasing and d∫
0
1
δg
(
1/δη)
)dδ < +∞ for d > 0
small enough and for some 0 < η < 1.
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Definition 4. We say that ΩP satisfies the condition (T) at ∞ if one of following
conditions holds
(i) limz→∞ P (z) = +∞;
(ii) The function Q defined by setting Q(ζ) := P (1/ζ) can be extended to be
C∞-smooth in a neighborhood of ζ = 0, ΩQ has the strong u˜-property at
(−r, 0) for some function u˜, where r = limz→∞ P (z), and bΩP and bΩQ are
not isomorphic as CR maniflod germs at (0, 0) and (−r, 0) respectively.
The second aim of this paper is to show the following theorem.
Theorem 2. Let P : C→ R be a C∞-smooth function satisfying
(i) P (z) = q(|z|) for all z ∈ C, where q : [0,+∞) → R is a function with
q(0) = 0 such that it is strictly increasing and convex on [0, ǫ0) for some
ǫ0 > 0,
(ii) P vanishes to infinite order at 0, and
(iii) P vanishes to finite order at any z ∈ C∗ := C \ {0}.
Assume that ΩP has the strong u-property at (0, 0) and ΩP satisfies the property
(T) at ∞. Then
Aut(ΩP ) = {(z1, z2) 7→ (z1 + is, e
itz2) : s, t ∈ R}.
Remark 2. Let ΩP be as in Theorem 2 and let P∞(bΩP ) the set of all points in
bΩP of D’Angelo infinite type. It is easy to see that P∞(bΩP ) = {(it, 0): t ∈ R}.
Moreover, since ΩP is invariant under any translation (z1, z2) 7→ (z1+it, z2), t ∈ R,
it satisfies the trong u-property at (it, 0) for any t ∈ R.
Remark 3. Let P be a function defined by P (z2) = exp(−1/|z2|
α) if z2 6= 0 and
P (0) = 0, where 0 < α < 1. Then by [27, Corollary 1.3], ΩP has log
1/α-property
at (it, 0) and thus it is log1/α−1-admissible at (it, 0) for any t ∈ R. Furthermore, a
computation shows that if 0 < α < 1/2, then ΩP has the strong log
1/α-property at
(it, 0) for any t ∈ R.
Example 1. Let Ej , j = 1, . . . , 3, be domains defined by
Ej := {(z1, z2) ∈ C
2 : ρ(z1, z2) = Re z1 + Pj(z2) < 0},
where Pj are defined by
P1 = ψ(|z2|)e
−1/|z2|
α
+ (1− ψ(|z2|))
1
|z2|2m
,
P2 = ψ(|z2|)e
−1/|z2|
α
+ (1− ψ(|z2|))e
−1/|z2|
β
,
P2 = ψ(|z2|)e
−1/|z2|
α
+ (1− ψ(|z2|))|z2|
2
if z2 6= 0 and P (0) = 0, where 0 < α, β < 1/2,m ∈ N
∗) with β 6= α and ψ(t) is
a C∞-smooth cut-off function such that ψ(t) = 1 if |t| < a and ψ(t) = 0 if |t| >
b (0 < a < b). It follows from Remark 3 and a computation that Ej , j = 1, . . . , 3,
have the strong log1/α-property and satisfy the property (T) at ∞. Therefore, by
Theorem 2 we conclude that
Aut(Ej) = {(z1, z2) 7→ (z1 + is, e
itz2) : s, t ∈ R}, j = 1, . . . , 3.
We explain now the idea of proof of Theorem 2. Let f ∈ Aut(ΩP ) be an arbitrary.
We show that there exist t1, t2 ∈ R such that f, f
−1 extend smoothly to bΩP near
(it1, 0) and (it2, 0) respectivey and (it2, 0) = f(it1, 0) (cf. Lemma 6). Replacing
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f by T−t2 ◦ f ◦ Tt1 , we may assume that f, f
−1 extend smoothly to bΩP near the
origin and f(0, 0) = (0, 0). Next, we consider the one-parameter subgroup {Ft}t∈R
of Aut(ΩP ) ∩ C
∞(ΩP ∩ U) defined by Ft = f ◦R−t ◦ f
−1. By employing Theorem
1, there exists a real number δ such that Ft = Rδt for all t ∈ R. Using the property
that P vanishes to infinite order at 0, it is proved that f = Rt0 for some t0 ∈ R
(see the detailed proof in Section 4). This finishes our proof.
This paper is organized as follows. In Section 2, we prove Theorem 1. In Section
3, we prove several lemmas to be used mainly in the proof of Theorem 2. Section
4 is devoted to the proof of Theorem 2. Finally, two lemma are given in Appendix.
2. Holomorphic vector fields tangent to an infinite type model
This section is devoted to the proof of Theorem 1. Assume that P : C→ R is a
C∞-smooth function satisfying (i) and (ii) as in Introduction.
Then we consider a nontrivial holomorphic vector field H = h1(z1, z2)
∂
∂z1
+
h2(z1, z2)
∂
∂z2
defined on ΩP ∩U , where U is a neighborhood of the origin. We only
consider H is tangent to bΩP ∩ U . This means that they satisfy the identity
(Re H)ρ(z1, z2) = 0, ∀ (z1, z2) ∈ bΩP ∩ U. (2)
By a simple computation, we have
ρz1(z1, z2) = 1,
ρz2(z1, z2) = P
′(z2),
and the equation (2) can thus be rewritten as
Re
[
h1(z1, z2) + P
′(z2)h2(z1, z2)
]
= 0 (3)
for all (z1, z2) ∈ bΩP ∩ U .
Since
(
it − P (z2), z2
)
∈ bΩP for any t ∈ R with t small enough, the above
equation again admits a new form
Re
[
h1
(
it− P (z2), z2
)
+ P ′(z2)h2
(
it− P (z2), z2
)]
= 0 (4)
for all z2 ∈ C and for all t ∈ R with |z2| < ǫ0 and |t| < δ0, where ǫ0 > 0 and δ0 > 0
are small enough.
Lemma 1. We have that ∂
m+n
∂zm
1
∂zn
2
h1(z1, 0) can be extended to be holomorphic in a
neighborhood of z1 = 0 for every m,n ∈ N.
Proof. Since ν0(P
′) = +∞, it follows from (4) with t = 0 that Reh1(it, 0) = 0 for
all t ∈ (−δ0, δ0). By the Schwarz reflection principle, h1(z1, 0) can be extended to
a holomorphic function on a neighborhood of z1 = 0. For any m,n ∈ N, taking
∂m+n
∂tm∂zn
2
|z2=0 of both sides of the equation (4) one has
Re
[
im
∂m+n
∂zm1 ∂z
n
2
h1(it, 0)
]
= 0
for all t ∈ (−δ0, δ0). Again by the Schwarz reflection principle,
∂m+n
∂zm
1
∂zn
2
h1(z1, 0) can
be extended to be holomorphic in a neighborhood of z1 = 0, which completes the
proof. 
Corollary 1. If h1 vanishes to infinite order at (0, 0), then h1 ≡ 0.
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Proof. Since h1 vanishes to infinite order at (0, 0),
∂m+n
∂zm
1
∂zn
2
h1(z1, 0) also vanishes
to infinite at z1 = 0 for all m,n ∈ N. Moreover, by Lemma 6 these functions are
holomorphic in a neighborhood of z1 = 0. Therefore,
∂m+n
∂zm
1
∂zn
2
h1(z1, 0) ≡ 0 for every
m,n ∈ N.
Expand h1 into the Taylor series at (−ǫ, 0) with ǫ > 0 small enough so that
h1(z1, z2) =
∞∑
m,n=0
1
m!n!
∂m+n
∂zm1 ∂z
n
2
h1(−ǫ, 0)(z1 + ǫ)
mzn2
Since ∂
m+n
∂zm
1
∂zn
2
h1(−ǫ, 0) = 0 for all m,n ∈ N, h1 ≡ 0 on a neighborhood of (−ǫ, 0),
and thus h1 ≡ 0 on ΩP .

Proof of Theorem 1. Denote by DP (r) := {z2 ∈ C : |z2| < q
−1(r)} (r > 0). For
each z1 with Re(z1) < 0, we have
h1(z1, z2) =
∞∑
n=0
an(z1)z
n
2 , ∀ z2 ∈ DP (−Re(z1)), (5)
where an(z1) =
∂n
∂zn
2
h1(z1, 0) for every n ∈ N. Since h1 ∈ Hol(ΩP ∩U)∩C
∞(ΩP ∩U),
an ∈ Hol(H∩U1)∩C
∞(H∩U1) for every n = 0, 1, . . ., whereH := {z1 ∈ C : Re(z1) <
0} and U1 is a neighborhood of z1 = 0 in Cz1 . Moreover, expanding the function
gz1(z2) := h1(z1, z2) into the Fourier series we can see that (5) still holds for all
z2 ∈ DP (−Re(z1)). Therefore, the function h1(it − P (z2), z2) can be rewritten as
follows:
h1(it− P (z2), z2) =
∞∑
n=0
an(it− P (z2))z
n
2 ,
for all (t, z2) ∈ (−δ0, δ0)×∆ǫ0 , where δ0 > 0, ǫ0 > 0 are small enough.
Similarly, we also have
h2(it− P (z2), z2) =
∞∑
n=0
bn(it− P (z2))z
n
2
for all (t, z2) ∈ (−δ0, δ0) × ∆ǫ0 , where bn ∈ Hol(H ∩ U1) ∩ C
∞(H ∩ U1) for every
n = 0, 1, . . ..
Now we shall prove that h1 ≡ 0. Indeed, aiming for contradiction, we suppose
that h1 6≡ 0. If h1 vanishes to infinite order at (0, 0), then by Corollary 1 one gets
h1 ≡ 0. So, h1 vanishes to finite order at (0, 0). It follows from (4) that h2 also
vanishes to finite order at (0, 0), for otherwise h1 vanishes to infinite order at (0, 0).
Denote by
m0 := min
{
m ∈ N :
∂m+n
∂mz1∂nz2
h1(0, 0) 6= 0 for some n ∈ N
}
,
n0 := min
{
n ∈ N :
∂m0+n
∂m0z1∂nz2
h1(0, 0) 6= 0
}
,
k0 := min
{
m ∈ N :
∂k+l
∂kz1∂lz2
h2(0, 0) 6= 0 for some l ∈ N
}
,
l0 := min
{
l ∈ N :
∂k0+l
∂k0z1∂lz2
h2(0, 0) 6= 0
}
.
(6)
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Since ν0(P ) = +∞, one obtains that
h1(iαP (z2)− P (z2), z2) = am0,n0(iα− 1)
m0(P (z2))
m0
(
zn02 + o(|z2|
n0
)
,
h2(iαP (z2)− P (z2), z2) = bk0,l0(iα− 1)
k0(P (z2))
k0
(
zl02 + o(|z2|
l0
)
,
(7)
where am0,n0 :=
∂m0+n0
∂m0z1∂n0z2
h1(0, 0) 6= 0, bk0,l0 :=
∂k0+l0
∂k0zl0∂
l0z2
h2(0, 0) 6= 0, and α ∈ R
will be chosen later.
Now it follows from (4) with t = αP (z2) that
Re
[
am0n0(iα− 1)
m0(P (z2))
m0
(
zn02 + o(|z2|
n0)
)
+ bk0l0(iα− 1)
k0(zl02 + o(|z2|
l0)
× (P (z2))
k0P ′(z2)
]
= 0
(8)
for all z2 ∈ ∆ǫ0 and for all α ∈ R small enough. We note that in the case n0 = 0
and Re(am00) = 0, α can be chosen in such a way that Re
(
(iα − 1)m0am00
)
6= 0.
Then the above equation yields that k0 > m0. Furthermore, since P is rotational,
it follows that Re(iz2P
′(z2)) ≡ 0 (see [23, Lemma 4]), and hence we can assume
that Re(b10) 6= 0 for the case that k0 = 1, l0 = 0. However, (8) contradicts Lemma
3 in [23]. Therefore, h1 ≡ 0.
Granted h1 ≡ 0, (4) is equivalent to
Re
[
P ′(z2)h2(it− P (z2), z2)
]
= 0 (9)
for all (t, z2) ∈ (−δ0, δ0) × ∆ǫ0 . Thus, for each z2 ∈ ∆
∗
ǫ0 the function gz2 defined
by setting gz2(z1) := h2(z1, z2) is holomorphic in {z1 ∈ C : Re(z1) < −P (z2)}
and C∞-smooth up to the real line {z1 ∈ C : Re(z1) = −P (z2)}. Moreover, gz2
maps this line onto the real line Re(P ′(z2)w) = 0 in the complex plane Cw. Thus,
by the Schwarz reflection principle, gw can be extended to be holomorphic in a
neighborhood U of z1 = 0 in the plane Cz1 . (The neighborhood U is independent
of z2.)
Now our function h2 is holomorphic in z1 ∈ U for each z2 ∈ ∆
∗
ǫ0 and holomorphic
in (z1, z2) in the domain {(z1, z2) ∈ C
2 : Re(z1) < 0, |z2| < q
−1(−Re(z1))}.
Therefore, it follows from Chirka’s curvilinear Hartogs’ lemma (see [9]) that h2 can
be extended to be holomorphic in a neighborhood of (0, 0) in C2. Moreover, by (9)
and by [15, Theorem 3] we conclude that h2(z1, z2) ≡ iβz2 for some β ∈ R
∗. So,
the proof is complete.

3. Extension of automorphisms
If f : D → CN is a continuous map on a domain D ⊂ Cn and z0 ∈ ∂D, we
denote by C(f, z0) the cluster set of f at z0:
C(f, z0) = {w ∈ C
N : w = lim f(zj), zj ∈ D, and lim zj = z0}.
Definition 5 (see [1]). When Γ be an open subset of the boundary of a smooth
domain D, we say that Γ satisfies local condition R if for each z ∈ Γ, there is an
open set V in Cn with z ∈ V such that for each s, there is an M such that
P
(
W s+M (D ∩ V )
)
⊂W s(D ∩ V ).
We say that D satisfies local condition R at z0 ∈ bD if there exists an open subset
of the boundary bD containing z0 and satisfying local condition R.
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Definition 6. Let D,G be domains in Cn and let F : [0,+∞) → [0,+∞) be
an inceasing function with F (0) = 0. Let z0 ∈ bD and w0 ∈ bG. We say that
D,G satisfies the property (D,G)F(z0,w0) if for each proper holomorphic mapping
f : D → G, there exist neighborhoods U and V of z0 and w0 respectively such that
dG(f(z)) ≤ F (dD(z))
for any z ∈ U ∩D such that f(z) ∈ V ∩G.
For the case D and D are bounded pseudoconvex domains with generic corners,
D. Chakrabarti and K. Verma [8, Propsition 5.1] proved there exists a δ ∈ (0, 1)
such that
(dD(z))
1/δ . dG(f(z)) . (dD(z))
δ
for all z ∈ D, which is a generalization of [12, 3]. Consequently, D,G satisfies the
property (D,G)F(z0,w0), where F (t) = t
δ, for any z0 ∈ bD and w0 ∈ bG.
We now recall the general Ho¨lder continuity (see [27]). Let f be an increasing
function such that limt→+∞ f(t) = +∞. For Ω ⊂ C
n, define f -Ho¨lder space on Ω¯
by
Λf(Ω) = {u : ‖u‖∞ + sup
z,z+h∈Ω¯
f(|h|−1)|u(z + h)− u(z)| < +∞}.
Note that the f -Ho¨lder space includes the standard Ho¨lder space Λα(Ω) by taking
f(t) = tα with 0 < α < 1.
The following lemma is a slight generalization of [27, Theorem 1.4].
Lemma 2. Let D and G be domains in Cn with C2-smooth boundaries. Let
g : [1,+∞) → [1,+∞) and F : [0,+∞) → [0,+∞) be nonnegative increas-
ing functions with F (0) = 0 such that the function 1
δg
(
1/F
(
δ
)) is decreasing and
d∫
0
1
δg
(
1/F
(
δ
))dδ < +∞ for d > 0 small enough. Assume that D and G satisfies
the property (D,G)F(z0,w0) and G is g-admissible at w0. Let f : D → G be a proper
map such that w0 ∈ C(f, z0). Then there exist neighborhoods U and V of z0 and
w0, respectively, such that f can be extended as a general Ho¨der continuous map
fˆ : U ∩D → V ∩G with a rate h(t) defined by
(h(t))−1 :=
∫ t−1
0
1
δg
(
1/F
(
δ
))dδ.
Proof. SinceG is g-admissible atw0, using the Schwarz-Pick lemma for the Kobayashi
metric and the upper bound of Kobayashi metric, we obtain the following estimate
g(δ−1G (f(z)))|f
′(z)X | . KG(f(z), f
′(z)X) ≤ KD(z,X) . δ
−1
D (z)|X |
for any z ∈ D ∩ U such that f(z) ∈ V ∩ G and X ∈ T 1,0Cn. Moreover, since the
property (D,G)F(z0,w0) holds, we may assume that
δG(f(z)) ≤ F (δD(z))
for any z ∈ D ∩ U such that f(z) ∈ V ∩G. Therefore,
|f ′(z)X | .
1
δD(z)g
(
1/F
(
δD(z)
)) |X | (10)
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for any z ∈ D ∩ U such that f(z) ∈ V ∩G and X ∈ T 1,0Cn.
By using the Henkin’s technique (see [4, 26]), we are going to prove that f
extends continuously to z0. Indeed, suppose that f does not extend continuously
to z0: there are an open ball B ⊂ V (with center at w0) and a neighborhoods basis
Uj of z0 such that f(D ∩ Uj) is connected and never contained in B. Then, since
w0 ∈ CΩ(f, z0), there exists a sequence {z
′
j}, z
′
j ∈ Uj such that f(z
′
j) ∈ ∂B and
lim f(z′j) = w
′
0 ∈ ∂B ∩ ∂G.
Let {zj} ⊂ Ω ∩ U such that lim zj = z0 and lim f(zj) = w0. Let lj := |zj − z
′
j|
and γj : [0, 3lj]→ Ω ∩ U be a C
1-path such that:
(a) γj(0) = zj and γj(3lj) = z
′
j .
(b) δΩ(γ(t)) ≥ t on [0, lj ]; δΩ(γ(t)) ≥ lj on [lj , 2lj]; δΩ(γ(t)) ≥ 3lj − t on
[2lj , 3lj].
(c) ‖
dγj(t)
dt ‖ . 1, t ∈ [0, 3lj].
(See [17, Prop. 2, p. 203]).
Choose tj ∈ [0, 3lj] such that f ◦ γj([0, tj ]) ⊂ B¯ and f ◦ γj(tj) ∈ ∂B. It follows
from (10), (b) and (c) that |f(zj)− f ◦ γj(tj)| . 1/h(1/lj) + 1/g
(
1/F
(
lj
))
→ 0 as
j →∞: a contradiction. Hence, f extends continuously to z0.
We may now assume that f(D ∩ U) ⊂ G ∩ V and apply [27, Lemma 1.4] for
proving that f can be extended to a h-Ho¨der continuous map fˆ : D ∩ U → G ∩ V
with the rate h(t) defined by
((h(t))−1 :=
∫ t−1
0
1
δg
(
1/F
(
δ
))dδ.

The following lemma is a local version of Fefferman’s theorem (see [1]).
Lemma 3. Suppose that D and G are C∞-smooth domains in Cn satisfying lo-
cal condition R at z0 ∈ bD and w0 ∈ bG respectively. Assume that D and G
are pseudoconvex near z0 and w0 respectively. Let g : [1,+∞) → [1,+∞) and
F : [0,+∞) → [0,+∞) be nonnegative increasing functions with F (0) = 0 such
that the function 1
δg
(
1/F
(
δ
)) is decreasing and d∫
0
1
δg
(
1/F
(
δ
))dδ < +∞ for d > 0
small enough. Suppose that D and G satisfy the property (D,G)F(z0,w0). Let f be
a biholomorphic mapping of D onto G such that w0 ∈ C(f, z0). Then f extends
smoothly to bD in some neighborhood of the point z0.
Proof. By Lemma 2, we may assume that there exist neighborhoods U and V of
z0 and w0 respectively such that f extends continuously to U ∩ D¯. Moreover, we
may assume that f(U ∩D) = V ∩G and U ∩D and V ∩G are bounded C∞-smooth
pseudoconvex domains. Therefore, the proof follows from the theorem in [1, Section
7]. 
Lemma 4. Let D ⊂ Cn be a C2-smooth domain and let 0 < η < 1. Assume that
D is pseudoconvex near z0 ∈ bD and D has u-property at z0, where u : [1,+∞)→
[1,+∞) is a smooth monotonic increasing function with u(t)/t1/2 decreasing and
+∞∫
t0
da
au(a) < +∞ for some t0 > 1. Then D is g-admissible at z0, where g is a
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function defined by
(g(t))−1 =
∫ +∞
t
da
au(a)
, t0 ≤ t < +∞.
Moreover, the property (D,G)F2(z0,w0) holds for any C
2-smooth domain G ⊂ Cn and
w0 ∈ bG, where F2(t) := c2t
η, t > 0, for some c2 > 0.
Proof. Let D ⊂ Cn be a C2-smooth domain. Assume that D is pseudoconvex near
z0 ∈ bD and D has the u-property at z0, where u : [1,+∞)→ [1,+∞) is a smooth
monotonic increasing function with u(t)/t1/2 decreasing and
∫ +∞
t0
da
au(a) < +∞ for
some t0 > 1. It follows from [27, Theorem 1.2] that D is g-admissible at z0, where
g is a function defined by
(g(t))−1 =
∫ +∞
t
da
au(a)
, t0 ≤ t < +∞.
Denote by g˜ the functions defined by
g˜(δ) =
1
g−1(1/(γδ))
,
for any 0 < δ < δ0, where γ, δ0 sufficiently small. By [27, Theorem 3.1] and the
proof of [27, Theorem 2.1], there exists a family ψw(z) as in Lemma 12 in Appendix,
where F1 := c1g˜
η and F2(t) := c2t
η, t > 0, for some 0 < η < 1 and c1, c2 > 0.
Therefore, it follows from Lemma 12 in Appendix that the property (D,G)F2(z0,w0)
holds for any C2-smooth domain G ⊂ Cn and w0 ∈ bG. This finishes the proof. 
By the definition of strong u-property, lemmas 3 and 4, we obtain the following
corollary.
Corollary 2. Suppose that D and G are C∞-smooth domains in Cn satisfying the
local condition R at z0 ∈ bD and w0 ∈ bG respectively. Suppose that D and G are
pseudoconex near z0 and w0 respectively. Assume that D (resp. G) has the strong
u-property at z0 (resp. strong u˜-property at w0). Let f be a biholomorphic mapping
of D onto G such that w0 ∈ C(f, z0). Then f and f
−1 extend smoothly to bD in
some neighborhoods of the points z0 and w0, respectively.
Remark 4. Suppose that D is C∞-smooth pseudoconvex of finite type near z0 ∈ bD.
Then D has the tǫ-property at z0 for some ǫ > 0 (cf. [10, 27]). Moreover, a
computation shows that the strong tǫ-property at z0. In addition, D satisfies the
local condition R at z0 (cf. [2]).
By Corollary 2 and Remark 4, we obtain the following corollary which is proved
by A. Sukhov.
Corollary 3 (See Corollary 1.4 in [26]). Suppose that D and G are C∞-smooth
domains in Cn. Suppose that D and G are pseudoconex of finite type near z0 ∈ bD
and w0 ∈ bG respectively. Let f be a biholomorphic mapping of D onto G such that
w0 ∈ C(f, z0). Then f and f
−1 extend smoothly to bD in some neighborhoods of
the points z0 and w0, respectively.
It is well-known that any accumulation orbit boundary point is pseudoconvex
(cf. [13]). The following lemma says that the pseudoconvexity is invariant under
any biholomorphism.
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Lemma 5. Let D,G be C2-smooth domains in Cn and let z0 ∈ bD and w0 ∈ bG.
Let f : D → G be a biholomorphism such that w0 ∈ C(f, z0). If D is pseudoconvex
at z0, then G is also pseudoconvex at w0.
Proof. Since w0 ∈ C(f, z0), we may assume that there exists a sequence {zj} ⊂ D
such that zj → z0 and f(zj) → w0 as j → ∞. Assume the contrary, that G
is not pseudoconvex at w0. Then there is a compact set K ⋐ G such that the
holomorpphic hull Kˆ of K contains V ∩ G, where V is a small neighborhood of
w0. (Recall that Kˆ := {z ∈ G : |g(z)| ≤ maxK |g|, ∀ g : G → C holomorphic}.)
Consequently, f(zj) ∈ Kˆ for every j ≥ j0, where j0 is big enough.
Denote by L := f−1(K). Then L is a compact subset in D. We shall prove that
zj ∈ Lˆ for every j ≥ j0 and hence the proof follows. Indeed, let g : D → C be any
holomorphic function. Then since f(zj) ∈ Kˆ for every j ≥ j0, we have
|g ◦ f−1(f(zj))| ≤ max
K
|g ◦ f−1|, ∀ j ≥ j0.
This implies that
|g(zj)| ≤ max
K
|g ◦ f−1| = max
f−1(K)
|g| = max
L
|g|, ∀ j ≥ j0.
Therefore, zj ∈ Lˆ for every j ≥ j0, and thus the proof is complete. 
Lemma 6. Let ΩP be as in Theorem 2 and let f ∈ Aut(ΩP ) be arbitrary. Then
there exist t1, t2 ∈ R such that f and f
−1 extend to be locally C∞-smooth up to the
boundaries near (it1, 0) and (it2, 0), respectively, and f(it1, 0) = (it2, 0).
Proof. We shall follow the proof of [5, Lemma 3.2]. Let φ : ΩP → ∆ be the function
defined by
φ(z1, z2) =
z1 + 1
z1 − 1
.
Then we see that φ is continuous on ΩP such that |φ(z)| < 1 for z = (z1, z2) ∈ ΩP
and tends to 1 when z1 → ∞. Let f : ΩP → ΩP be an automorphism. We claim
that there exists t1 ∈ R such that limx→0− inf |π1 ◦ f(x + it1, 0)| < +∞. Here,
π1, π2 are the projections of C
2 onto Cz1 and Cz2 , respectively, i.e. π1(z) = z1 and
π2(z) = z2. Indeed, if this would not be the case, the function φ ◦ f would be equal
to 1 on the half plane {(z1, z2) ∈ C
2 : Re z1 < 0, z2 = 0} and this is impossible since
|φ(z)| < 1 for every z ∈ ΩP . Therefore, we may assume that there exists a sequence
xk < 0 such that limk→∞ xk = 0 and limk→∞ π1 ◦ f(xk + it1, 0) = w
0
1 ∈ H.
We shall prove that, after taking some subsequence if necessary, limk→∞ π2 ◦
f(xk + it1, 0) = w
0
2 for some w
0
2 ∈ C. Indeed, arguing by contradiction we assume
that π2 ◦ f(xk+ it1, 0)→∞ as k →∞. Because of the convergence of {π1 ◦ f(xk+
it1, 0)}, the sequence {P (π2 ◦ f(xk + it1, 0))} is bounded, which is a contradition if
limz2→∞ P (z2) = +∞. Therefore, after taking some subsequence if necessary, we
may assume that
lim
k→∞
P (π2 ◦ f(xk + it1, 0)) = r ≥ 0.
Define ψ(w1, w2) = (w1, 1/w2). Then the map ψ ◦ f is well-defined near (it1, 0)
and
lim
k→∞
ψ ◦ f(xk + it1, 0) = (w
0
1 , 0).
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Moreover, the defining function for ψ ◦ f(ΩP ∩ U) near (w
0
1 , 0), where U is a small
neighborhood of (it1, 0), is
Re w1 +Q(w2) < 0,
where
Q(w2) =
{
P (1/w2) if w2 6= 0
r if w2 = 0.
Notice that ψ ◦ f is a local biholomorphism on ΩP ∩ U . Since ΩP ∩ U is pseu-
doconvex near (0, 0), ψ ◦ f(ΩP ∩ U) is pseudoconvex near (−r, 0). Moreover, the
domain
ΩQ = {(w1, w2) ∈ C
2 : Re w1 +Q(w2) < 0}
has the strong u˜-property at (w01 , 0). Therefore, it follows from Corollary 2 that the
local biholomorphisms ψ ◦ f and (ψ ◦ f)−1 can be extended to be C∞-smooth up to
the boundaries in neighborhoods of (it1, 0) and (w
0
1 , 0), respectively. However, bΩP
and bΩQ are not isomorphic as CR maniflod germs at (0, 0) and (−r, 0) respectively.
This is a contradiction.
Granted the fact that limk→∞ f(xk + it1, 0) = w
0 := (w01 , w
0
2) ∈ bΩP , it follows
from Lemma 5 that ΩP is pseudoconvex near w
0. Moreover, again Corollary 2
ensures that f and f−1 extend to be locally C∞-smooth up to the boundaries.
Hence, τw0(bΩP ) = τ(it1,0)(bΩP ) = +∞, which means that w
0 = (it2, 0) for some
t2 ∈ R by virtue of Remark 2. The lemma is proved. 
4. Automorphism group of ΩP
In this section, we are going to prove Theorem 2. To do this, let P be as in
Theorem 2. Let p(r) be a C∞-smooth function on (0, ǫ0) (ǫ0 > 0) such that the
function
P (z) =
{
ep(|z|) if z ∈ ∆∗ǫ0
0 if z = 0.
Remark 5. Since ν0(P ) = +∞, limr→0+ p(r) = −∞. Moreover, we observe that
lim supr→0+ |rp
′(r)| = +∞, for otherwise one gets |p(r)| . | log(r)| for every 0 <
r < ǫ0, and thus P does not vanish to infinite order at 0. In addtion, it follows
from [24, Corollary 1] that the function P (r)p′(r) also vanishes to infinite order at
r = 0.
In proving Theorem 2, we need the following lemmas.
Lemma 7 (See Lemma 2 in [24]). Suppose that there are 0 < α ≤ 1 and β > 0
such that
lim
z→0
P (αz)
P (z)
= β.
Then α = β = 1.
Lemma 8 (See Lemma 3 in [24]). Let β ∈ C∞(∆ǫ0) with β(0) = 0. Then
P (z + zβ(z))− P (z) = P (z)
(
|z|p′(|z|)
(
Re(β(z) + o(β(z))
))
+ o((β(z))2)
for any z ∈ ∆∗ǫ0 satisfying z + zβ(z) ∈ ∆ǫ0 .
In what follows, denote by H := {z1 ∈ C : Re(z1) < 0} the left half-plane.
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Lemma 9. If f ∈ Aut(ΩP ∩U)∩C
∞(ΩP ∩U) satisfying f1(z1, z2) = a01z1+ a˜0(z1)
and f2(z1, z2) = b10z2 + z2b˜1(z1), where a01, b10 ∈ C
∗ with b10 > 0 and a˜0, b˜1 ∈
Hol(H ∩ U1) ∩ C
∞(H ∩ U1) with ν0(a˜0) ≥ 2 and ν0(b˜1) ≥ 1, where U and U1 are
neighborhoods of the origins in C2 and Cz1 , respectively, then a01 = b10 = 1.
Proof. Since f(bΩP ∩ U) ⊂ bΩP , we have
Re
(
a01
(
it− P (z2)
)
+ a˜0
(
it− P (z2)
))
+ P
(
b10z2 + z2b˜1
(
it− P (z2)
))
≡ 0 (11)
on ∆ǫ0 × (−δ0, δ0) for some ǫ0, δ0 > 0. It follows from (11) with z2 = 0 that
Re(a01it) + o(t) = 0
for every t ∈ R small enough. This yields that Im(a01) = 0.
On the other hand, letting t = 0 in (11) one has
P
(
b10z2 + z2O(P (z2))
)
− Re(a01)P (z2) + o(P (z2)) ≡ 0 (12)
on ∆ǫ0 . This implies that limz2→0 P
(
b10z2+z2O(P (z2))
)
/P (z2) = Re(a01) = a01 >
0.
By assumption, we can write P (z2) = e
p(|z2|) for all z2 ∈ ∆
∗
ǫ0 for some function
p ∈ C∞(0, ǫ0) with limt→0+ p(t) = −∞ such that P vanishes to infinite order at
z2 = 0. Therefore, by Lemma 8 and the fact that P (z2)p
′(|z2|) vanishes to infinite
order at z2 = 0 (cf. Remark 5), one gets that
lim
z2→0
P (b10z2)
P (z2)
= lim
z2→0
P
(
b10z2 + z2O(P (z2))
)
P (z2)
= a01 > 0.
Hence, Lemma 7 ensures that a01 = b10 = 1, which ends the proof. 
Lemma 10. If f ∈ Aut
(
ΩP∩U
)
∩C∞(ΩP∩U) satisfying f1(z1, z2) = z1+a˜0(z1) and
f2(z1, z2) = z2 + z2b˜1(z1), where a˜0 ∈ Hol(U1) and b˜1 ∈ Hol(H∩U1)∩ C
∞(H∩U1)
with ν0(a˜0) ≥ 2 and ν0(b˜1) ≥ 1, where U and U1 are neighborhoods of the origins
in C2 and Cz1 , respectively, then f = id.
Proof. Expand a˜0 into the Taylor at 0 we have
a˜0(z1) =
∞∑
k=2
a0kz
k
1 ,
where a0k ∈ C for every k ≥ 2.
Since f preserves bΩP ∩ U , it follows that
Re
((
it− P (z2)
)
+
∞∑
k=2
a0k
(
it− P (z2)
)k)
+ P
(
z2 + b˜1
(
it− P (z2)
))
≡ 0, (13)
or equivalently,
P
(
z2 + z2b˜1
(
it− P (z2)
))
− P (z2) + Re
( ∞∑
k=2
a0k
(
it− P (z2)
)k)
≡ 0 (14)
on ∆ǫ0 × (−δ0, δ0) for some ǫ0, δ0 > 0.
If f1(z1, z2) ≡ z1, then let k1 = +∞. In the contrary case, let k1 ≥ 2 be the
smallest integer k such that a0k 6= 0. Similarly, if b˜1(z1) vanishes to infinite order
at z1 = 0, then denote by k2 = +∞. Otherwise, let k2 ≥ 1 be the smallest integer
k such that b1k :=
∂k
∂zk
1
b˜1(0) 6= 0.
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Notice that we may choose t = αP (z2) in (14) (with α ∈ R to be chosen later).
Then one gets
P
(
z2 + z2b1k2P
k2(z2)(αi − 1)
k2 + z2o(P
k2(z2))
)
− P (z2)
+ Re
(
a0k1P
k1(z2)(αi − 1)
k1 + o(P k1(z2))
)
≡ 0
(15)
on ∆ǫ0 × (−δ0, δ0). Moreover, by Lemma 8 one obtains that
P k2+1(z2)|z2|p
′(|z2|)
(
Re
(
b1k2(αi− 1)
k2 + g2(z2)
))
+ P k1(z2)Re
(
a0k1(αi− 1)
k1 + g1(z2)
)
≡ 0
(16)
on ∆ǫ0 , where g1, g2 ∈ C
∞(∆ǫ0) with g1(0) = g2(0) = 0.
We remark that α can be chosen so that Re
(
b1k2(αi−1)
k2 6= 0 and Re
(
a0k1(αi−
1)k1
)
6= 0. Furthermore, since lim supr→0+ |rp
′(r)| = +∞ (cf. Remark 5), (16)
yields that k2 +1 > k1. However, by the fact that P (z2)p
′(|z2|) vanishes to infinite
order at z2 = 0 (see Remark 5) and by (16) one has k1 > k2. Hence, we conclude
that k1 = k2 = +∞.
Since k1 = k2 = +∞, it follows that f1(z1, z2) ≡ z1 and (14) is equivalent to
P
(
z2 + b˜1
(
it− P (z2)
))
≡ P (z2), (17)
on ∆ǫ0× (−δ0, δ0). Since the level sets of P are circles, (17) implies that b˜1(z1) ≡ 0.
Thus, the proof is complete. 
Proof of Theorem 2. Let f = (f1, f2) ∈ Aut(ΩP ). By Lemma 6, there exist t1, t2 ∈
R such that f and f−1 extend smoothly to the boundaries near (it1, 0) and (it2, 0),
respectively, and f(it1, 0) = (it2, 0). Replacing f be T−t2 ◦ f ◦ Tt1 we may assume
that f(0, 0) = (0, 0) and there are neighborhoods U and V of (0, 0) such that f is
a local CR diffeomorphism between V ∩ bΩP and V ∩ bΩP .
For each t ∈ R, let us define Ft by setting Ft := f ◦R−t ◦ f
−1. Then {Ft}t∈R is
a one-parameter subgroup of Aut(ΩP ) ∩ C
∞(ΩP ∩ U).
By Theorem 1, there exists a real number δ such that Ft = Rδt for all t ∈ R.
This implies that
f = Rδt ◦ f ◦Rt, ∀t ∈ R. (18)
We note that if δ = 0, then f = f ◦ Rt and thus Rt = id for any t ∈ R, which is a
contradiction. Hence, we can assume that δ 6= 0.
We shall prove that δ = −1. Indeed, by (18) we have
f2(z1, z2) ≡ e
iδtf2
(
z1, z2e
it
)
(19)
on a neighborhood U of (0, 0) ∈ C2 and for all t ∈ R.
Expand f2 into Taylor series, one obtains that
f2(z1, z2) =
∞∑
n=0
bn(z1)z
n
2 ,
where bn, n = 0, 2, . . ., are in Hol(H) ∩ C
∞(H) and b0(0) = f2(0, 0) = 0. Hence,
Eq. (19) is equivalent to
∞∑
n=0
bn(z1)z
n
2 ≡
∞∑
n=0
bn(z1)z
n
2 e
iδt+int (20)
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on U for all t ∈ R. This implies immediately that b0(z1) ≡ 0. Since f is biholo-
morphism, b1(z1) 6≡ 0. Therefore, (20) yields that δ = −1 and bn = 0 for every
n ∈ N \ {1}. It means that f2(z1, z2) ≡ z2b1(z1).
We conclude that Ft = R−t for all t ∈ R. This implies that
f = R−t ◦ f ◦Rt, ∀t ∈ R, (21)
which implies that
f1(z1, z2) ≡ f1(z1, z2e
it)
on a neighborhoodU of (0, 0) inC2 for all t ∈ R. This yields that f1(z1, z2) = a0(z1).
Since f preserves the boundary bΩP ∩ U , we have
Re
(
a0(is− P (z2))
)
+ P
(
z2b1(is− P (z2))
)
= 0 (22)
for all (z2, s) ∈ ∆ǫ0 × (−δ0,+δ0). Letting z2 = 0 in (22) one gets
Re(a0(is)) = 0 (23)
for all s ∈ (−δ0,+δ0). Hence, by the Schwarz reflection principle a0 extends to be
holomorphic in a neighborhood of the origin z1 = 0; we shall denote the extension
by a0 too and the Taylor expansion of a0 at z1 = 0 is given by
a0(z1) =
∞∑
m=1
a0mz
m
1 .
Moreover, because f ∈ Aut(ΩP ), it follows that a01 6= 0. From (23), we have
Im(a01) = 0.
Next, we are going to show that b1(0) 6= 0. Indeed, suppose otherwise that
ν0(b1) ≥ 1. Then it follows from (22) with s = 0 that
lim
z2→0
P (z2b1(P (z2)))
P (z2)
= Re(a01) = a01 > 0,
which is impossible since
lim
z2→0
P (z2b1(P (z2)))
P (z2)
= lim
z2→0
P (z2b1(P (z2)))
z2b1(P (z2)
lim
z2→0
z2b1(P (z2)
P (z2)
= 0.
Hence, we conclude that
f2(z1, z2) = b10z2 + z2b˜1(z1),
where b10 ∈ C
∗ and b˜1 ∈ Hol(H)∩ C
∞(H) with b˜1(0) = 0. In addition, replacing f
by f ◦Rθ for some θ ∈ R, we can assume that b10 is a positive real number.
We now apply Lemma 9 to obtain that a01 = b10 = 1. Furthermore, by Lemma
10 we conclude that f = id. Hence, the proof is complete. 
5. Appendix
We recall the following lemma, which is a version of the Hopf lemma.
Lemma 11 (See Lemma 2.3 in [26]). Let Ω ⊂ Cn be a bounded domain with C2
boundary. Let K ⋐ Ω be a compact set nonempty interior, and choose L > 0. Then
there exists C = C(K,L) > 0 such that for any negative plurisubharmonic function
u in Ω satisfying the condition u(z) < −L on K, the following bound holds:
|u(z)| ≥ CδΩ(z) for z ∈ Ω.
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The following lemma is a slight generalization of [26, Lemma 2.4].
Lemma 12. Let D and G be domains in Cn with C2-smooth boundaries, z0 ∈ bD,
w0 ∈ bG, F1, F2 : [0,+∞) → [0,+∞) are nonnegative functions with F1(0) =
F2(0) = 0 such that F1 is increasing. Assume that there is a neighborhood U of z0
such that for each w ∈ U ∩ bD, there is a plurisubharmonic function ψw such that
(i) lim
D×bD∋(z,w)→(z0,z0)
ψw(z) = 0,
(ii) ψw(z) ≤ −F1(|z − w|),
(iii) ψπ(z)(z) ≥ −F2(δD(z))
for z ∈ U ∩D. Let f : D → G be a proper map such that w0 ∈ C(f, z0). Then there
exist neighborhoods U˜ ⊂ U and V of z0 and w0, respectively, such that δG(f(z)) .
F2(δD(z)) for any z ∈ U˜ ∩D such that f(z) ∈ V ∩G.
Proof. The proof proceeds along the same lines as in [26, Section 2], but for the
reader’s convenience, we shall give the detailed proof.
For ǫ > 0 we consider the open set
Dǫ = {z ∈ U ∩D : ψz0 > −ǫ}.
By virtue of (ii) there exists ǫ0 > 0 such that for any ǫ ∈ (0, ǫ0] one has D¯
ǫ ⊂ U¯ .
Hence, the boundary bDǫ ⊂ (U¯ ∩ bD)∪ Sǫ, where Sǫ = {z ∈ U¯ ∩D : ψz0(z) = −ǫ}.
We fix ǫ ∈ (0, ǫ0/2] and choose ǫ1 > 0 so that D ∩ (z0 + ǫ1B) ⊂ D
ǫ, where B
is the open unit ball in Cn. Without loss of generality we may assume that the
neighborhood U is small enough such that δD(z) = |z−π(z)| for z ∈ U ∩D. We fix
a positive number δ with the properties ǫ1/50 < δ < 2δ < ǫ1/10 and consider the
compact set K = D¯ ∩ (z0 + 2δB¯) \ (z0 + δB¯). For ǫ2 < ǫ1/100 we have by (ii) that
max{ψζ(z) : z ∈ K, ζ ∈ bD ∩ (z0 + ǫ2B¯)} ≤ −F1
(
d
(
K, bD ∩ (z0 + ǫ2B¯)
))
≤ −F1(δ − ǫ2).
On the other hand, by (i) one can choose ǫ2 such that
−F1(δ − ǫ2) < γ := min{ψζ(z) : z ∈ D ∩ (z0 + ǫ2B¯), ζ ∈ bD ∩ (z0 + ǫ2B¯)}.
We fix ǫ2 > 0. Let τ > 0 be such that
−F1(δ − ǫ2) < −τ < −τ/2 < γ < 0.
We consider a smooth nondecreasing convex function φ(t) with the properties
φ(t) = −τ for t ≤ −τ and φ(t) = t for t > −τ/2. We set ρζ(z) = τ
−1φ ◦ ψζ(z).
Then ρζ(z) |K= −1 for ζ ∈ bD ∩ (z0 + ǫ2B¯), and we can extend ρζ(z) to D by
setting ρζ(z) = −1 for z ∈ D \ (z0 + 2δB¯). We obtain a function ρζ(z), which is
a negative continuous plurisubharmonic function on D satisfying ρζ(z) = −1 on
D \ (z0 + δB) and ρζ(z) = τ
−1ψζ(z) on D ∩ (z0 + ǫ2B) for ζ ∈ bD ∩ (z0 + ǫ2B).
There is ǫ3 ∈ (0, ǫ2/2) such that π(z) ∈ bD∩(z0+ǫ2B) for any z ∈ D∩(z0+ǫ3B¯).
We also fix a point p ∈ D ∩ (z0 + ǫ3B¯) and define the function
ϕp(w) =
{
sup{ρπ(p)(z) : z ∈ f
−1(w)} for w ∈ f(Dǫ),
−1 for w ∈ G \ f(Dǫ).
Since f is proper, the function ϕp(w) is a continuous negative plurisubharmonic
function on G ( see [26, Lemma 2.2]).
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Let V be a neighborhood of the point w0 such that the surface V ∩bG is smooth.
We fix a compact set K ⋐ f(Dǫ2)∩V with nonempty interior (this is possible since
w0 ∈ C(f, z0) and f(D
ǫ2) is an open set). Assume that 2maxw∈K ϕp(w) ≤ −L =
−L(p). The by Lemma 11, we have |ϕp(w)| ≥ C(L)δG(w) for w ∈ G ∩ V , where
C = C(L) > 0 depends ony on L = L(p). We now show that L (hence also C) can
be chosen independent of p.
We have
max
w∈K
ϕp(w) = max{ρπ(p)(z) : z ∈ f
−1(w) ∩Dǫ2 , w ∈ K}
= max{ρπ(p)(z) : z ∈ f
−1(K) ∩Dǫ2}.
Since f is proper, C(f, z) ⊂ bG for z ∈ U ∩ bD, and thus the set f−1(K) has no
limit points on U ∩bD. Therefore, the set K ′ = f−1(K) ∩Dǫ2 is relatively compact
in U ∩D. If z ∈ K ′, then by (iii) we have
max{ψπ(p)(z) : z ∈ K
′} ≤ −F1
(
min{|z − ζ| : z ∈ K ′, ζ ∈ bD ∩ (z0 + ǫ2B)}
)
= −F1
(
d(K ′, bD ∩ (z0 + ǫ2B))
)
.
Since the last quantity does not exceed some constant −N < 0, we may set
2 max
z∈K′
ρπ(p)(z) ≤ 2τ
−1N := L,
and L is independent of p.
If now f(p) ∈ V ∩G, we have by (iii)
δG(f(p)) ≤ C|ϕp(f(p))| ≤ C|ρπ(p)(p)|
≤ CF2(δD(p)).
Since C > 0 here does not depend on p, we have arrived at
δG(f(z)) . F2(δD(z))
for any z ∈ D ∩ (z0 + ǫ3B) such that f(z) ∈ G ∩ V . This ends the proof. 
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