Incorporating syntactic features in a retrieval model has had very limited success in the past, with the exception of binary term dependencies. This paper presents a new term dependency modeling approach based on syntactic dependency parsing for both queries and documents. Our model is inspired by a quasi-synchronous stochastic process for machine translation [21] . We model four different types of relationships between syntactically dependent term pairs to perform inexact matching between documents and queries. We also propose a machine learning technique for predicting optimal parameter settings for a retrieval model incorporating syntactic relationships. The results on TREC collections show that the quasi-synchronous dependence model can improve retrieval performance and outperform a strong state-of-art sequential dependence baseline when we use predicted optimal parameters.
INTRODUCTION
Term dependency has been studied for several decades to improve the effectiveness of information retrieval. Although independence assumptions simplify retrieval models, terms are actually dependent upon each other within documents and within queries. Terms are used together to make more Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. CIKM '11, October 24-28,2011 , Glasgow, Scotland, UK. Copyright 2011 ACM 978-1-4503-0717-8/11/10 ...$10.00. specific meanings or, sometimes, totally different meanings. Despite this, it has been difficult to develop retrieval models incorporating term dependence that show consistent improvements over those that assume term independence. One of the challenging issues in modeling term dependence is that a concept can be expressed in different ways syntactically as well as lexically. In describing a concept in their queries, people use different vocabularies than authors use in describing the same concepts in their documents [27] . Query term expansion techniques have been studied to deal with a lexical mismatch between queries and relevant documents.
Similarly, even if the vocabularies in queries and documents are identical to each other, their relationships can differ in various ways: specifically, in order, proximity, and grammatical relation. In order to take account of the variability in relationships of terms between queries and documents, successful term dependence models in previous work allowed inexact matches in the order and proximity of dependent terms [16, 23] . Figure 1 shows example sentences containing the words "chemical" and "weapons". Even though the concept implied by "chemical weapons" is similar, their orders, distances, and syntactic relations vary between the example sentences. If we strictly regulate the order, distance, and syntactic relation of dependent terms, we will miss "chemical weapons" in relevant documents. The sequential dependence model (SDM) can match these important dependent terms by allowing differences in their order and proximity [16] .
However, current models typically ignore term dependence based on syntactic relationships in queries and often restrict dependency relations to adjacent term pairs. If the example Al-Rabta chemical weapons plant was uncovered and destroyed in a fire. Figure 1 are used in a query, all dependencies except the first will be ignored because they are not adjacent. Gao et al. [7] propose an approach which tries to extract long-distance term dependencies by incorporating information from syntactic dependencies. Song et al. [22] and Lee et al. [12] also propose a model based on linguistic parsing. By choosing syntactically related term pairs in a query as dependent terms, these models attempt to overcome the limitation of sequential dependencies. However, the models are still limited to a head-modifier relation in which two dependent terms are directly linked in a dependency structure. Thus, they would still ignore all dependencies in Figure 1 except the first.
In this paper, we propose a term dependence model inspired by a quasi-synchronous stochastic process developed by Smith and Eisner [21] . Synchronous grammars were proposed for machine translation to generate translated expressions or identify translation examples by aligning a parse tree in a source language to a parse tree in a target language [20] . Because of inherent incompatibility between a source language and target language, syntactic and lexical variations occur during translating from a source sentence to a target sentence. Thus, a synchronous model should be able to align a translation unit in a source language to different forms than that of the original [8] . Smith and Eisner [21] model several different types of syntactic configurations in a target language. A synchronous model allows parent-child words in a source language tree to be associated with words having different syntactic configurations in a target language tree.
This inexact matching process of the quasi-synchronous model has also shown significant improvements for other research tasks such as open domain question-answering(QA) [26] and paraphrasing [6] . The processes of selecting answer sentences and paraphrased sentences are interpreted as a free translation process between sentences in the same language. In a similar way, we adopt the quasi-synchronous stochastic approach and generalize it for information retrieval, where a target sentence (a query) is generated from a set of sentences (a document) instead of a single source sentence. By using the quasi-synchronous stochastic approach, we represent term dependence more flexibly and incorporate transformations of dependence relationships.
The remainder of this paper is organized as follows. Section 2 introduces previous work about term dependence models, syntactic features, and parameter optimization methods for integrating different retrieval models. In Section 3 we explain how our model covers syntactic variations between queries and documents. Next, Section 4 describes a method to predict optimal weights of models for a given query. In Section 5 we evaluate our proposed model. Finally, in Section 6 we conclude and outline future work.
RELATED WORK
Term dependency has long been studied in the field of information retrieval and has been based on various features such as co-occurrences of terms, proximities between terms, etc. [5, 7, 12, 16, 23, 25] . Dependence models based on syntactic parsing results have been proposed to capture long-distance term dependencies. Gao et al. [7] proposed a dependence language model in which term dependencies were selected based upon the linkage structure L of queries and documents. The fundamental idea of this model is that affirmative action affected (how) (has) (the) construction industry
The sample linkage graph L of a query in [7] . They consider only a direct linkage between a word and its head word.
queries and documents are represented in the form of the hidden variable, an acyclic, planar, undirected linkage graph L as shown Figure 2 . The dependence language model generates not only a query but also the linkages of the query as follows
Then, dependent terms are defined by the edges in a linkage graph L and ( | , ) is decomposed in the similar way with the bigram model.
in which, ℎ is the sentential head word of a query. is the head word of in L. Maisonnasse et al. [13] extend this dependence language model using a syntactic and semantic analysis model. Lee et al. [12] also suggested a language model which is based on dependency parse trees generated by a linguistic parser. These models aim to solve the limitation of the language model approach in which models fail to detect long-distance dependencies when just replacing the unigram language model with a bigram or biterm language model. However, they still have the limitation that term dependencies are derived only from head-dependent term pairs or directly connected nodes in the linkage structure L. As shown Figure 1 , a headdependent relation of terms can be expressed using indirect relations without changing its meaning.
Song et al. [22] introduced variability, which represents the probability that a head-modifier term pair in a query will not have a head-modifier relation in a document. They observe that some head-modifier term pairs in queries have stronger relations with each other than other head-modifier term pairs. If a strongly tied term pair, e.g. "mutual" → "fund", is unseen in a document, it is unlikely to expect the strongly tied term pair be used in a different way. On the other hand, although a weakly tied term pair, e.g. "textile" → "product" is unseen in a document, we can expect that the term pair is used with a transformed relation in the document. Based on this assumption, they use predicted variabilities for an interpolation weight as follows.
in which, is the variability of a head-modifier and . and represent a document and a collection, respectively. Although the variability implies the possibility that there are the transformations of the syntactic relationships of dependent terms between queries and documents, the variability still does not consider the transformed term pairs explicitly. To identify dependencies of terms beyond head-modifier in both queries and documents and also to handle variations in dependence relations of terms, we adopt a relaxed alignment approach, specifically a quasi-synchronous grammar developed by Smith and Eisner [21] . As in Berger and Lafferty [3] , we view the probability ( | ) as the document-to-query translation process. We bring a quasi-synchronous approach to information retrieval and generalize it to adapt it for an alignment between a query and a document. In the next section, we briefly describe dependency parsing technique and then explain the quasi-synchronous model for information retrieval.
QUASI-SYNCHRONOUS MODEL
Dependency grammar describes linguistic structures directly in terms of dependencies between words themselves [14] . This is especially useful in information retrieval, where the words themselves, and not additional phrasal or clausal structures, are not our primary concern. Dependency parsers output directed trees over words: each word in the sentence has exactly one incoming edge, which comes from its 'head' or 'parent', with the except of the 'root' word, which has no incoming edges. An example dependency tree for a query is depicted in Figure 3 .
In information retrieval, we wish to measure the distance between a query and various candidate documents. By using dependency syntax, we can cast this problem as one of distance between a query tree and document trees. Of especial interest are the many approaches to comparing trees in the machine translation literature. In particular, Smith and Eisner proposed a quasi-synchronous stochastic process [21] to allow parent and child words in a source-language tree to be associated with words having different syntactic relations in a target-language tree.
Modeling Dependency Transformations
Synchronous grammars, originally proposed for machine translation [20] , jointly generate trees of a source and target sentence. Depending on the size and complexity of the rewrite rules in a synchronous grammar-and the computational complexity required for inference-, the source and The inspectorate searched chemical weapons.
(a) parent-child
The inspectorate searched toxic chemicals which is used as weapons.
The inspectorate searched the chemical compounds, the weapons of mass destruction.
The inspectorate searched the chemical compounds which is used as weapons.
(c) siblings target trees can diverge more or less in their structures. For information retrieval and other problems, however, we are only interested in the conditional probability of one tree given another; moreover, we are usually not interested in the full generative process of either tree but only in the parts of the two trees that match with greater or lesser fidelity. Words in a source tree (e.g., in a document) are not always translated into a target tree (e.g., a query) with the same syntactic structure. Some source words may be translated into one target word, and others may be match more than one word or a phrase. To solve these disagreements in source and target languages, a quasi-synchronous model allows words in a target sentence, which are aligned with a words in a parent-child dependency relation in a source sentence, to have a different relationship to each other. In this paper, we consider the four following configurations: Figure 4 shows examples for terms, "chemical" and "weapon".
Like the language model framework, the basic idea of the quasi-synchronous model is to rank a document using the probability that a query is generated by the document model. However, we infer a document model from the dependency tree of a document rather than the raw term sequence as in the dependence language model [7] . The document model generates not an individual term or a dependent term pair but a fragment of the parsing tree of a query through the loose alignment .
where and are the parsing trees of a query and a document, respectively.
is a set of possible combinations of the four syntactic configurations between a query and a document.
In previous work [7, 12, 22] , valid alignments contain only parent-child relations. Our quasi-synchronous approach, on the other hand, allows inexact matching from all four above-listed syntactic configurations to all other. More specifically, when we consider the transformation of the syntactic configurations, being aligned with a parent-child ( , ) is different from being aligned with a child-parent ( , ). Parent-child, ancestor-descendent, and c-commanding relations are different according to the order of two terms. Therefore, a dependent term pair in a query can be aligned not to four syntactic configurations but to seven syntactic configurations, and has 4 × 7 elements for the combinations of syntactic configurations in a query and a document.
where and are one of the four syntactic configurations and ( , | , ) is the probability that a syntactic relation in a document is used in the form of in a query. Intuitively, the probability that is transformed to is different according to different terms as pointed out by [22] . For example, two words for a person's name are less likely to be used in the forms of ancestor-descendant, siblings, or ccommanding. However, to estimate the probabilities for a quasi-alignment, the number of parameters becomes impractically large. Therefore, for simplicity, we use a uniform distribution for ( , | , ).
awhere N is the number of elements in the set A. ) is computed by the non-negative potential function of a term pair that has a syntactic relation in a query and in a document as follows:
where and are dependent terms with relations in the parse tree of a query. Because the model considers more complex term dependencies, a harmful term dependency is more frequently introduced by unimportant terms in a query. To circumvent this problem, we use the query term ranking score of [18] . ( , ) is the mean value of query term ranking scores of and . ( , | , ) is calculated in the same way of the potential function in [16] .
is the term frequency of term pairs and with the syntactic relation in a document . We smoothed the probability distribution using the Dirichlet smoothing algorithm.
, , is the collection frequency of term pairs and with the syntactic relation in a collection.
Compared to the quasi-synchronous models for machine translation, QA, and paraphrasing in previous work [21, 6, 26] , our quasi-synchronous model: (1) aligns single query sentences with entire documents; (2) considers syntactic variations, but not lexical translation, through quasi-synchronous matching; and (3) considers features other than head-modifier matching not only in documents but also in queries. We expand on these characteristics below.
First, basically, our model matches terms of different units: a document and a query. On the other hand, in the previous work, matching is conducted between sentences. Therefore, terms of a query are allowed to match multiple times with terms in a document in information retrieval. As pointed out by Wang et al. [26] , we are not interested in actual alignment between a query and a document. Rather, we interpret the process of matching as one in which a term pair with various dependency relations is generated by a document. Second, our model focuses only on syntactic variations between queries and documents. The original quasi-synchronous grammar is established to consider both syntactic and semantic variations. Smith and Eisner [21] allows the original quasi-synchronous model to have a NULL alignment and a 1-to-2 alignments. Wang et al. [26] extends a term pair in a question to consider 2 13 − 1 possible combinations of expanded term pairs by using a thesaurus, WordNet. A quasisynchronous model for information retrieval must take into account an entire collection while previous work has targeted a relatively small number of sentences. It is impractical to consider these kinds of semantic variations for all What is the prognosis for new drugs?
Find ways of measuring creativity.
What are commercial uses of Magnetic Levitation?
Mexico City has the worst air pollution in the world
What are the arguments for and against
documents. Therefore, we make the model consider only term pairs which are lexically identical. We also ignore the transformations to a NULL node, an identical node and an arbitrary term pair in a sentence.
Third, most previous work [7, 13, 21, 22] treats only a parent-child relation or a head-modifier dependency in the parse tree of a query. On the other hand, in the quasisynchronous model, we expect to cover various dependency relations of terms in both a query and a document. As all the four syntactic configurations in a document can have important meanings, dependent terms having the four syntactic configurations in a query would also be important to find relevant documents. Thus, we model the transformation from all the four syntactic configurations to all the four syntactic configurations instead of counting only the direct head-modifier relation.
Parameter Optimization
Although the quasi-synchronous model is based on the premise that syntactically dependent terms are important for retrieving relevant documents, a retrieval model based on independence assumptions or simpler dependence assumptions can also be effective and may outperform our model for at least some queries. The quasi-synchronous model ranks a document based on complex syntactic term dependencies in a parsing tree, so it is less applicable for a query containing a single important keyword. Figure 5 shows some example queries. In the first group of queries, the important terms are not expected to be used with specific dependencies. Therefore, treating terms individually is sufficient to retrieve relevant documents. Because dependent terms in the second group of queries are placed near each other, the quasi-synchronous model may consider unnecessary dependencies and can assigns inaccurate scores to the documents containing these dependencies. We need to combine the quasi-synchronous model with other retrieval models to address this problem.
When we combine several retrieval models, it is important to assign a proper weight to each retrieval model according to the characteristics of queries. Metzler [15] claimed that applying different types of models to new tasks typically requires an information retrieval expert to modify the underlying model in some way to properly account for the new types of features. He suggests an automatic feature selection model which determines the optimal weight of a linear feature-based model by using a greedy procedure. Zhai and Lafferty [29] also stressed an optimal parameter setting depends upon not only on document collections but also queries. Consider a linear interpolated model of the quasisynchronous model and the sequential dependence model as follows:
where ( , ) and ( , ) represent the logscores of the document given a query measured by the sequential dependence model and quasi-synchronous model, respectively. In this preliminary experiment, we select an optimal parameter value which maximizes the overall average precision of the interpolated retrieval model. Figure 6 demonstrates that the distribution of weights according to the length of queries. This result demonstrates that the sequential dependence model and the quasi-synchronous model have their own advantages for different types of queries. If we use a fixed parameter for all queries, the quasi-synchronous model improves the effectiveness for some queries but also adversely affects the performance for other queries.
We can find an optimal parameter setting for a new task and document collection although this may require excessive tuning. On the other hand, it is impossible to optimize a parameter setting for an unseen query. To solve this problem, we exploit a machine learning approach to predict the optimal parameter settings for individual retrieval models based on a given query. Machine learning methods have been intensively studied for query term ranking approaches to predict the importance of an individual term or a set of terms in a given query [1, 2, 10, 11, 18, 28]. We extend this general approach to weighting the combination of different retrieval models.
In training data for training a query term ranking model, each term or the set of terms is labeled by its optimal weights. Similarly, we train a prediction model to measure the im- portance of a individual retrieval model for a given query. Training data for the prediction model consists of a query and the optimal weights of retrieval models,
where is a ith query and its feature vector. is the optimal parameter setting of a j th sub retrieval model for the ith query.
A training label , which is the optimal weight for a ith query and a j th retrieval model, are selected empirically. First, we retrieve an initial ranked list of documents for a specific query by using a baseline retrieval model. When we retrieve initial documents, we make the retrieval model retrieve more documents because we wish training data cover documents out of the rank which may be retrieved by different parameter settings. Then, we choose optimal parameter values of retrieval models which maximize the performance of the initial document set. In this paper, we used mean average precision (MAP) as the retrieval metric. The weights in Figure 6 were chosen in this way.
The regression model we adopt in this paper is Support Vector Regression (SVR) [4] . Table 1 shows the list of features. Statistical features are an aggregation of feature values representing the characteristics of an individual term. Syntactic features are derived from the dependency parsing result of a query. These features are used to measure the The height of a parsing tree of a query
/ / /
The ratio of dependent term pairs which have parent-child, ancestordescendent, siblings and c-commanding relations in a query, respectively. number of the complex syntactic relations of terms in the query have. The higher the number of noun phrases and the depth of a parsing tree, the more complex the syntactic structure of a query. The quasi-synchronous model aims to capture these complex syntactic relations of terms from both queries and documents. These features also reflect whether we need to consider syntactic variations between a query and a document. For example, if a query is a wh-question such as a factored question, a relevant document contains terms of the query without rephrasing it.
EXPERIMENTS
In this section, we describe experiments to evaluate the quasi-synchronous model. In particular, we aim to compare the effectiveness of the quasi-synchronous approach to models based on the term-independence and sequential dependency assumptions. For this purpose, we interpolated the quasi-synchronous model with the query likelihood model [19] and the sequential dependence model [16] to compare the quasi-synchronous model in different settings.
Experimental Settings
We made use of the TREC Robust 2004 and Gov2 collections for experiments. Some statistics for these two collections are shown in Table 2 . All documents were indexed using the Indri search engine [17] . Terms were stemmed by using the Porter stemmer and were stopped using a standard list of stopwords. Only the description queries were used because our approach targets queries submitted in well-formed sentences 1 . We used Dirichlet smoothing for both the quasisynchronous model and other retrieval models. For the Robust 2004 collection, all documents and queries were parsed using the Stanford dependency parser [9] . The Stanford dependency parser internally includes the Stanford Part-of-Speech tagger [24] . Because the quasi-synchronous model needs an acyclic tree structure, we use the basic dependency representation form instead of the Stanford parser's collapsed representation. For the Gov2 collection, it is impractical to parse all documents. Therefore, we retrieve an initial document set using a baseline retrieval model. We then parsed documents in the initial set and evaluate the quasi-synchronous model only on the initial document set. Because the dependency parser accepts raw text format, we used lynx 2 to convert the documents of the Gov2 collection in the TREC web format to raw text format before parsing documents.
To predict optimal weights for the interpolation of retrieval models, we used the support vector regression method (a) baseline: QL+OW1+UW8 Figure 7 : Four strategies of linear interpolation with the query-likelihood model(QL), the sequential dependence model(SDM ), and the quasi-synchronous model(QM ). The sequential dependence model interpolates three scores with fixed weights: the query-likelihood score , the ordered window score 1 and the unordered window score 8 [16] .
which predicts the approximate target value based on a given feature vector [4] . We trained the regression model for each query using leave-one-out cross-validation in which one query was used for test data and the others were used for training data. Among the features in Table 1 , some features are not appropriate for a certain retrieval model. For example, the number of term pairs having parent-child, ancestor-descendent, siblings and c-commanding in a query may be not discriminative to weight the ordered window function and the unordered window function in the sequential dependence model. Thus, we chose ten features for each interpolation strategy based on an self-evaluation result using the training data.
The dependent term pairs of the quasi-synchronous model include 98.31% of adjacent term pairs (3,365) Among the 3,365 adjacent term pairs, 54.65% (1, 839) of them have a parent-child relation. 19.67% (662), 6.03% (203) and 19.64% (661) have ancestor-descendent, siblings and c-commanding relations, respectively.
Quasi-Synchronous vs. Exact Matching
We combine the quasi-synchronous model with two baseline retrieval models using four different interpolation strategies. Figure 7 shows these four linear interpolation strategies. The first baseline model is the query-likelihood model ( ), a standard bag-of-word retrieval model based on the independent assumption [19] . The other baseline model is the sequential dependence model ( ), which consists of three factors: a query likelihood factor, an ordered window factor and an unordered window factor [16] . In the four interpolation strategies, the three factors of the sequential dependence model are interpolated in two ways. The " + " strategy interpolates three factors using fixed weights-= 0.85 ⋅ + 0.10 ⋅ 1 + 0.05 ⋅ 8 -and, then, interpolates and using predicted optimal weights. The " + 1+ 8 + " strategy use predicted weights for all the individual factors: , 1 and 8 . Table 3 shows the experimental results of the four interpolation strategies. The statistical significance of the differences in the performance is determined using a two-sided Wilcoxon sign test, with < 0.05. As described in section 3, compared to the previous work, the quasi-synchronous model is different with respect to allowing inexact matching of syntactic relations between queries and documents. In Table 3 , "Quasi-Synchronous Matching" represents the experimental results where we allow inexact matching while "Exact Matching" shows the experimental results when we align between term pairs having only the same syntactic relation. For all interpolation strategies, the quasi-synchronous approach shows better results than exact matching.
Among the four interpolation strategies in Figure 7 , all the strategies with the quasi-synchronous model show significant improvements compared to a stat-of-art baseline model, the sequential dependence model. + achieves the best improvement. On the other hand, predicting the weights for the factors of the sequential dependence model fails to show improvement. The performance of + 1+ 8 is similar with that of the sequential dependence model. 
Using True Optimal Parameters
To see the potential of the quasi-synchronous model, we evaluate the four interpolation strategies using the training label as the interpolation weights. Table 4 shows the experimental results with the Robust collection.
When we use the training label or the true optimal weight, the ( + 1+ 8+ ) strategy demonstrates the best results. The + 1+ 8 strategy is also better than the baseline. This demonstrates that the sequential dependence model still has a considerable margin for being improved by using a proper parameter setting instead of a fixed parameter setting.
Comparing the MAP value of + or + On the other hand, the exact matching approach fails to show the potential to improve the effectiveness of a retrieval model even though ( + 1+ 8+ ) shows a significant improvement over + 1 + 8. The sequential dependence model can take account of longdistance term dependencies on the document side by the unordered window factor 8 [16] and the exact matching approach considers long-distance term dependencies on the query side by extracting dependent terms having a parentchild, ancestor-descendent, siblings or c-commanding relation. Because the exact matching approach does not consider the possibility of the transformation of dependency relations between queries and documents, the gap of MAP values between + ℎ and + -ℎ is bigger than that of + and + . Only + 1 + 8 + ℎ achieves similar improvement to the quasi-synchronous model.
Experimental Results with Web Collection
We also applied the quasi-synchronous model to a web collection, the Gov2 collection. For the Gov2 collection, it is impractical to parse all documents. We retrieve an initial document set (1,000 documents) using the sequential dependence model and then run experiments against this initial document set. 
Analysis By Query Length
Compared to the sequential dependence model, the quasisynchronous model aims to capture long distance dependencies in queries. To test the impact of the quasi-synchronous model on long distance dependencies, we analyze queries for which this quasi-synchronous model shows better or worse results. Table 6 demonstrates comparison results between , + 1 + 8 and + . The upper two rows are the comparison of the sequential dependence model with fixed and predicted weights. This result demonstrates that the length of queries does not matter for the sequential dependence model itself. On the other hand, the lower two rows are the comparison between the sequential dependence model,
, and + . It shows that queries improved by the quasi-synchronous model tend to be longer than the other queries.
Based on this observation, we analyze the experimental results of the Robust 2004 collection according to the average length of queries. Table 7 shows an experimental result in which we compared MAP of queries classified according to the length of queries. In this experiment, queries are split into three groups according their length. In the table, the interpolation strategies having the quasi-synchronous model demonstrate a clear tendency to larger improvements for longer queries while the strategy + 1 + 8 does not. The longer a query is, the more long-distance term dependencies the quasi-synchronous model extracts from the query that are not considered by the sequential dependency model. These experimental results show that the quasisynchronous model can help to capture long-distance term dependencies in not only documents but also queries.
CONCLUSIONS
We have proposed a novel term dependence model, the quasi-synchronous model, inspired by a quasi-synchronous stochastic process which constructs an inexact matching of syntactic relations between source and target sentences. As in query term expansion techniques that address lexical variation between query and document, we aim to support syntactic divergence of term dependencies from documents to queries using an inexact matching approach. We generalize these ideas from machine translation to the information retrieval task in which matching occurs between a sentence and an entire document. Experimental results show that the quasi-synchronous model can significantly improve effectiveness compared to a strong state-of-the-art retrieval model. Each retrieval model, however, has its own strengths and weaknesses, which can differ query by query. A simpler retrieval model may be superior to a more sophisticated model depending on the query. This is why most previous work using term dependencies has had problems showing consistent improvement. To address this issue, we used a machine learning approach to find an optimal parameter setting for a combination of retrieval models. By using a predicated optimal weight, we optimized the overall performance of the interpolation of several retrieval models. This interpolation technique, we found, is necessary for achieving the best results with the quasi-synchronous model.
FUTURE WORK
In this paper, we use a uniform distribution over alignments between different syntactic relations in queries and documents. Intuitively, however, dependent terms are expected to be used less frequently in a certain syntactic configurations and more frequently in others. For example, dependent terms in fixed phrases such as technical terminology, proper names, etc., will be used in the same way by both searchers and authors. Moreover, as shown in the experimental results, certain syntactic configurations could prove more important for evaluating the relevance of documents. Thus, instead of a uniform distribution, employing a weighted alignment model could improve the effectiveness of the quasi-synchronous approach.
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