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abstract
Human visual perception is a complex, dynamic and fluctuating process. In addition
to the incoming visual stimulus, it is affected by many other factors including tempo-
ral context, both external and internal to the observer. In this study we investigate
the dynamic properties of psychophysical responses to a continuous stream of visual
near-threshold detection tasks. We manipulate the incoming signals to have tempo-
ral structures with various characteristic timescales. Responses of human observers to
these signals are analyzed using tools that highlight their dynamical features as well.
We find that two opposing biases shape perception, and operate over distinct timescales.
Positive recency appears over short times, e.g. consecutive trials. Adaptation, entailing
an increased probability of changed response, reflects trends over longer times. Anal-
ysis of psychometric curves conditioned on various temporal events reveals that the
balance between the two biases can shift depending on their interplay with the tem-
poral properties of the input signal. A simple mathematical model reproduces the
experimental data in all stimulus regimes. Taken together, our results support the view
that visual response fluctuations reflect complex internal dynamics, possibly related to
higher cognitive processes.
2
author summary
Human perception exhibits internal dynamics and fluctuates even when external
conditions are well controlled. In this study we take the dynamic approach to study
these fluctuations, manipulating temporal properties of incoming stream of signals and
analyzing dynamic aspects of the responses. Such an approach can reveal internal
biases in perception and their characteristic timescales.
We find that human observers exhibit two opposing biases: in the short term they
tend to repeat their response, while in the long term they tend to change it. The balance
between the two depends on the incoming signal stream. This behavior can be inter-
preted as an exploration-exploitation trade-off; it suggests that dynamics of perception
reflects higher cognitive processes in addition signal detection itself.
3
introduction
Human perception is a complex process which involves both sensory and cognitive
components; it is thus sensitive to many factors other than the sensory input itself. As
a result, responses to seemingly simple and controlled stimuli can be non-reproducible
and fluctuate among repeated experiments. These fluctuations are inherent to Psy-
chophysical performance; given the ubiquity of noise in the nervous system [Faisal
et al., 2008], they could be plainly interpreted as such. However, recent studies suggest
that they represent the influence on perception of factors other than the input: con-
text [Sanabria et al., 2004, Wu et al., 2009], history [Howarth and Bulmer, 1956, Fründ
et al., 2014], perceptual memory [Magnussen and Greenlee, 1999], attention[Freiberg,
1937] and expectation [Raviv et al., 2012].
Temporal context and past history, both of the stimulus and of the response, in-
fluence perception [Gepshtein and Kubovy, 2005] with and without feedback on per-
formance [Abrahamyan et al., 2016, Raviv et al., 2012, Barack and Gold, 2016]. Two
opposing effects have been documented: On the one hand, observers tend to repeat pre-
vious responses, or to estimate signals as being similar to those previously perceived
[Howarth and Bulmer, 1956, Parducci, 1964, Lockhead, 1970, Anderson, 1971, Cross,
1973, Snyder et al., 2015]. Such effects are predominant when stimuli are weak, near
perceptual threshold [Parducci, 1964, Lockhead, 1970, Anderson, 1971]. On the other
hand, a negative bias appears towards perceiving a signal as opposite or different from
the previous ones. This effect is usually seen after exposure to a strong or sustained
sensation, and can be manifested as an overshoot in the estimation of a new or different
stimulus [Gibson and Radner, 1937, Chopin and Mamassian, 2012].
In many psychophysical experiments, signals are presented in a random uncorre-
lated sequence [Holland and Lockhead, 1968, Cross, 1973, Ward, 1973, Duncan Luce
et al., 1982, Gepshtein and Kubovy, 2005]. However even this simple design has re-
vealed trial-to-trial response correlations [Verplanck et al., 1952, Blackwell, 1952, Pol-
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lack, 1954, Mcgill, 1957, Ward, 1973], and was used to study the biases and temporal
context effects themselves [Holland and Lockhead, 1968, Cross, 1973, Ward, 1973, Dun-
can Luce et al., 1982, Gepshtein and Kubovy, 2005]. Most studied examined each trial
relative to one or two previous inputs [Cross, 1973, Parducci and Sandusky, 1965, Raviv
et al., 2012] or responses [Parducci, 1964], or relative to a priming stimulus [Fischer and
Whitney, 2014, Snyder et al., 2015].
Perception in a more natural setting entails continuously varying inputs that can be
correlated in time; one may expect that history and context dependence of perception
be coupled to these temporal structures. In the current study we explore this coupling
by manipulating input signals to have various temporal structures, and by employing
dynamic analysis methods that highlight time-dependent aspects of the data. While
the elementary detection task is seemingly simple, forming continuous streams of such
tasks with various correlations and addressing the time dependencies of both input
and output, reveal highly nontrivial facets of perception. It moreover brings the Psy-
chophysical experiment a step closer to natural conditions.
Our results show that in a near-threshold detection task, human observers exhibit
simultaneously both positive and negative biases. Interestingly, these are characterized
by different timescales: in the short term, responses are biased to be similar to previ-
ous ones. In the long term, a bias towards spontaneously switching the response is
found. These two opposing biases are found to coexist in every stream of detection
tasks we performed. However, the balance between them shifts by an interplay with
the timescales of the input signal, to ultimately produce an outcome dependent on its
temporal correlations. We construct a model of perception composed of two stages: a
sensory stage, where the input signal is transformed into a detection probability; and a
cognitive stage, where a final behavioral decision (detection / no detection) is made. By
making both stages amenable to modification by history-dependent processes we can
capture the entire set of experimental observations.
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materials and methods
Experiment Design
Elementary visual task. The experiment contained a series of elementary visual
detection tasks presented to human observers. The background screen showed a pattern
of 500X500 black and white pixels, each drawn independently with probability 0.5 to be
black or white. A new background with the ssame statistics was generated for each trial.
On top of this background a darker circular spot, 60 pixels in diameter, was presented,
150 pixels from the center at a randomly chosen angle. The spot was composed of black
and white pixels with probability larger than 0.5 for pixels to be black. This probability
is referred to as the input level. In the example given in figure 1 the input level was 0.6;
this is well within the detectable range of most observers. The input level varied from
trial to trial.
Each trial began with a visual reset period of 500ms, in which a white screen with a
fixation circle in the center was presented. The stimulus was then presented for 750ms,
after which the white screen returned (figure 1). The observer was instructed to report
with a key-press whether or not a spot was detected (’1’ or ’0’ respectively). Pressing
the response key immediately initialized the next trial. The experiment was self-paced
since response time had no upper time limit. Responses were accepted also during
stimulus presentation without shortening the trial.
Figure 1: A Stimulus trial starts with a blank screen with a fixation circle. After 500ms
the stimulus appears for 750ms, then the blank screen returns and remains until the
observer reports whether or not a spot was detected. The spot location, in this example
with input level of 0.6, is marked here with an arrow for illustration.
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Temporal structure of stimulus. Input levels on consecutive trials were drawn from a
normal distribution with fixed mean and variance, and with different temporal correla-
tions: a “White" stimulus was created by drawing the level independently for each trial;
the “Pink" stimulus contained correlations, namely the changes in input levels among
consecutive trials varied slowly; and finally the “Brown" stimulus changed even more
slowly in time. Examples of 500 input levels for each case are shown in Fig. 2 (top pan-
els). These three types of temporal structures can also be characterized by their Power
Spectral Density (PSD), shown in the lower panels of Fig. 2. The Pink stimulus has a
PSD decreasing as 1/f, while the Brown decreases as 1/f2.
Figure 2: Temporal structure of stimuli. Examples of input levels in their temporal
order (top panels), and their corresponding power spectral densities (PSD, bottom pan-
els), for the three types of stimuli used in the experiments. In the “White" stimulus
(left; grey lines), consecutive input levels are independent and the PSD is flat. In the
“Pink" stimulus (center; pink lines), consecutive input levels are correlated and the PSD
decreases with frequency. The “Brown" session (right; brown lines) varies extremely
slowly, consecutive input levels are highly correlated and the PSD decreases sharply.
Experimental protocol. The entire experiment consisted of 3 main sessions, contain-
ing 500 consecutive trials each, with the three temporal structures described above. The
sessions were presented in random order. Two additional control sessions were con-
ducted before and after the main sessions (figure 3).
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Figure 3: Experiment structure
The first control session consisted of 100 trials, with stimulus levels independently
drawn from a Gaussian distribution with mean 0.595 and standard deviation (STD) 5%
of the mean. Responses were characterized by a psychometric curve (see next section
for details). Analysis of this session was used to adjust the average input level in the
following sessions to be at the individual threshold, i.e. the 50% detection level, and
the standard deviation to be 5% of this value. This ensured a fair comparison among
observers, with the stimulus levels being very close to the individual detection threshold
throughout the experiment.
18 subjects aged 23-31, 9 females and 9 males, participated in the experiment. They
had regular or corrected-to-regular vision and were not diagnosed as having attention
deficit disorders. Two female subjects were excluded from the experiment for having
extremely high positive responses (> 40%) for trials of very low input levels, which im-
plied low credibility. The experiments were conducted in a dark room where observers
sat alone in front of a computer screen. No feedback on the tasks was provided along
the experiment. All participants signed consent forms, were paid for their time, and
were naive to the purpose of the experiment.
Statistical Analysis - Extracting psychometric curve parameters
The Detection Probability (DP) was computed as the fraction of detected trials with
input levels in bins of width 0.075 (figure 4 on the following page). A continuous curve
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of DP as a function of input level was estimated from these points using weighted curve
fitting to a sigmoid function:
DP = f(x; θ,k) =
1
1+ 10k(x−θ)
(1)
The weight of each bin in the fitting was determined by the number of samples in the
bin. The fitting process was iterative using Matlab function for nonlinear fit (nlinfit.m).
Figure 4: Psychometric curve parameters. The input level at which detection probabil-
ity is 0.5 defines the threshold θ. The steepness of the curve at threshold is represented
by the slope k, as defined in equation 1.
Model details and parameters
The model is defined by Eq. 5 in the main text. Parameters of the basic sigmoid k, θ
were taken from the average of the data. The adaptation term A was modeled as a
linear force balancing the recency bias according to past history of the input signal.
Specifically, the past history trend xi is defined as
xi = xi(1− e
− 1τ ) + xi−1(e
− 1τ ) (2)
with τ = 24 [time steps]. The force constant was chosen γ = 0.25. Parameters of the
sigmoid are k = 30, θ = 0.595, corresponding to the average estimated over all human
observers. The recency bias parameter is δP = 0.1. In principle probability was clipped
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at [0, 1] but with the stimuli and response functions used in our experiment this was
not required.
results
Sharper psychometric curves for slowly varying inputs
We first characterized the observers’ performance to the different temporal signals by es-
timating the psychometric curve for each of the stimulus types: White, Pink and Brown.
The psychometric curve is based on the fraction of stimuli detected as a function of in-
put level, and represents the response to the momentary input averaged over the entire
experiment. Fig. 5a shows an example of the three psychometric curves computed for
one observer. The curve is most shallow for the White stimulus, where input levels are
presented independently at each trial. It becomes sharper for the Pink stimulus with
temporal correlations, and is sharpest for the Brown stimulus which varies most slowly.
Sigmoidal fits to the data are shown in solid lines, defining two parameters for com-
parison among observers: the slope k and the threshold θ. These were extracted for all
experiments as described in Statistical Analysis section. The slopes for all observers are
shown in figure 5b, where the average is seen to increase with the signal correlation: on
average over all observers,
θWhite 6 θPink 6 θBrown (3)
Since variability between subjects was high, we considered the relative change among
stimulus types for each individual separately. For each observer we subtracted the slope
of the psychometric curve obtained for the White stimulus from those of the correlated
stimuli, Pink and Brown. The result shows with high significance that the per-subject
slope of the psychometric curve in response to the White stimulus is lower than that of
Pink or the Brown (figure 5c). The slope obtained for the Brown stimulus session was
not significantly higher than of the Pink.
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The threshold values θ of the psychometric curve, in contrast, showed no consistent
change among stimuli of different temporal structure (figure 16 in Appendix). Consis-
tent with this observation, the total detection probability of individual observers also
did not change systematically among the different stimulus regimes.
Figure 5: Slope of psychometric curve depends on input temporal structure. (a)
Example of psychometric curve for a single observer. IR_F_23. Symbols: binned
detection probability, lines: fitted sigmoid. Color code marked in legend. (b) Esti-
mated slopes of psychometric curves for all observers (each colored circle is an in-
dividual). On average, the slope increases for more slowly varying input signals:
29.3± 2.5 32.8± 4.2 36.5± 2.7 for White, Pink and Brown respectively. Errorbars
mark the standard deviation (STD) across subjects. (c) Individual slopes relative to
White session: Slope estimated for White signal is subtracted from slopes of the other
signals for each observer individually. Statistical T-test performed, significant changes
are marked with asterisks with p-values noted.
The significant dependence of psychometric curve slope on temporal stimulus prop-
erties provides our first evidence for the sensitivity of perception to these properties.
Since the different stimuli have the same overall distribution of input levels (see Meth-
ods), a strictly static response would result in the same psychometric curve for all of
them. The different curves therefore show that additional variables related to the se-
quence of presentation affect perception. To reveal these variables we next go beyond
the psychometric curve, and analyze responses in temporal context.
Probability of alternating responses is lower than chance in all stimulus regimes
Previous work has shown that psychophysical experiments with uncorrelated signals
reveal a "positive recency" effect: the current response tends to be similar to the previous
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one [Howarth and Bulmer, 1956, Duncan Luce et al., 1982, Abrahamyan et al., 2016].
A quantity which measures the magnitude of this effect in binary responses is the
probability of alternation (POA), defined as the fraction of reversals in a binary string:
POA ≡ number of alternations
number of trials− 1
(4)
Where ’Number of alternations’ means the number of changes, between any one type of
response and the other. For a random, symmetric uncorrelated binary string, POA is
expected to be 0.5; lower values correspond to strings with longer streaks.
In our experiments, the number of alternations is affected also by the input: if it is
correlated in time and varies slowly, it has long stretches of below- or above-threshold
regimes, that will result in long streaks of ’0‘ or ’1‘s, respectively. Therefore the POA
will be lower for the more slowly varying inputs even for a static observer with no
biases, reflecting a property of the input itself. To disentangle this input-dependent
effect from possible bias and history-dependence of the response, we compare the mea-
sured human responses to those of instantaneous model observers. These compute the
DP by an instantaneous input-output relation and toss a coin with this probability to
determine whether the input was detected or not (figure 6).
Figure 6: Instantaneous Model Observers were simulated to separate effects of the
input structure from internal biases. Instantaneous model observers receive a stream of
input signals (left) which goes through a local sigmoid input-output relation to define
a probability of detection for each input (middle). The response is then determined by
a coin-toss according to this probability resulting in a binary detection (right).
Figure 7 shows the computed POA for a group of instantaneous model observers,
simulated with inputs from each of the three stimulus regimes, marked in red. As
expected, the white stimulus induces a chance-level POA of approximately 0.5, while
the slower stimuli elicit less alternation even without any history-dependence on the
observer’s part. The same figure shows also the POA computed from the experimental
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data of human observers, marked in black, showing values lower than the instantaneous
model for all stimulus regimes. This reflects an inherent tendency of the observers to
repeat the same response as the previous one, generating streaks longer than justified
by the input. The effect is similar in magnitude across all three stimulus regimes, with
experimental POA approximately 0.08 lower than instantaneous model.
Figure 7: Probability of alternations (POA) computed for human observers (Black) and
for 15 instantaneous model observers (Red). Means (horizontal lines) are [0.43,0.28,0.21]
for the model and [0.47,0.33,0.23] for the data, for White, Pink and Brown inputs respec-
tively. Errorbars: 95% confidence intervals. Two sided T-test was performed for the
difference between the groups of values (p-values).
Different slopes in psychometric curves conditioned on response alternation
The results presented above show that, on average, observers tend to switch their re-
sponse less often than is required by the input stimulus. To further characterize the
interplay of this bias with the input, we computed the psychometric curves conditioned
on the response-alternation variable. We divide all trials to those where the response
stayed the same and those where it changed compared to the previous trial. Fig. 8
shows the conditional psychometric curves for the three stimulus regimes, black for
trials preceded by the same response and grey for those following an alternation.
For the White stimulus, the two curves differ slightly in their slope. Those trials in
which the response stayed the same as the previous one, form a psychometric curve
with a smaller slope, indicating a weaker coupling with the input. This is in line with
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the positive recency bias: responses that stay unchanged possibly indicate a motivation
other than the stimulus itself.
The curves for correlated inputs reveal a different result: trials where the response
stayed the same as the preceding one make up a sharper relation with the stimulus.
This would imply that sometimes a change is made without strict relation to the input,
suggesting a bias opposite to the positive recency shown above. This effect becomes
even more significant for the Brown input, where response alternations seem to occur
with no relation to the input, forming a flat psychometric curve. Although the number
of alternations in this experiment is small, the effect is still significant.
The individual slopes of the conditional psychometric curve for all observers are
depicted in Fig. 8b. It is seen that the slope for the stay-conditioned curve increases
systematically with stimulus correlation (black), while the slope for change-conditioned
curve decreases (grey). The relation between the slopes changes sign as the correlation
increases, showing how different stimulus regime highlight different aspects of the
internal biases.
Figure 8: Psychometric curves conditioned on response alternation.
(a) Trials were divided to two groups: those where the response stayed the same (black)
or changed (grey) compared to the previous trial. Conditioned psychometric curves
have different slopes; the magnitude and direction of the effect is different in the three
stimulus regimes.
(b) Slopes of conditioned psychometric curves fitted to sigmoids for each individual
observer separately.
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Hysteresis in psychometric curves conditioned on input trend
We have seen that conditioning the psychometric curve on output temporal sequences
reveals a bias with respect to consecutive responses. However, since responses are
correlated with inputs, these biases can be caused by input temporal sequences rather
than (or in addition to), output sequences. Therefore we analyzed also psychometric
curved conditioned on properties of the input signal other than the instantaneous value.
Trials were divided into two groups depending on stimulus trend preceding the current
one - decreasing or increasing trend.
Figure 9a shows the results for a white input signal, where the two groups corre-
spond to the current stimulus being either larger or smaller than the previous one. Red
circles, "Up data", show trials in which the current stimulus was higher than the pre-
vious one. Black circles, "Down data", is constructed from trials in which the current
stimulus was smaller. Solid curves show sigmoidal fits to the two data sets. This anal-
ysis reveals a positive hysteresis: the Up curve has a higher threshold than the Down
curve. Such positive hysteresis indirectly reflects a tendency to perceive the input as
similar to the previous one: for the same input level, coming from high stimulus our
perception is higher than coming from a previously lower one. The difference between
the thresholds of the two conditional curves is shown in the inset, for all three stimu-
lus regimes. It is seen that the effect is strongest for White input and decreases to an
insignificant value for the Brown input.
This analysis reveals a sensitivity to the change in stimulus, but takes into account
only the current and previous trials. A generalization which takes into account a
longer history, is achieved by comparing the current stimulus to the past history over
a timescale τ. Trials are then divided into two groups depending on whether the cur-
rent input value is higher or lower relative to the general past trend. Specifically, the
input levels are filtered using an exponential filter of time constant τ; the result is then
compared to the current input level. We note that time is here measured in number of
trials.
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Psychometric curves were estimated independently for the two groups, Up and
Down, as before. An example is shown in figure 9b, where a timescale of τ = 32 was
used for defining the past input trend in a White stimulus experiment. In contrast to
the previous plot, here we find a negative hysteresis effect, namely the threshold for
Up trials is lower than for Down trials. A similar effect was found for all stimulus
regimes. Negative hysteresis reflects an increased sensitivity moving from a weak to a
stronger stimulus, which is usually referred as adaptation. Such adaptation is typical
to slowly changing environments that allow reliable prediction, with deviations from
that prediction resulting in an enlarged reaction.
Quantifying the degree of hysteresis as the difference between thresholds of Up and
Down curves, allows us to plot this difference for a range of τ values, corresponding to
the length of history defining the trend. Figure. 9c shows the result of this analysis, de-
picting all individual observers as dots, with averages and standard deviations marked.
The trends are clear and similar for all stimulus regimes: in the short term a positive
hysteresis appears, which decreases with τ until it eventually crosses over to a negative
hysteresis for long times. The White stimulus reveals the largest magnitude of positive
hysteresis, whereas for the Brown stimulus the negative hysteresis dominates. These
results show that both processes, positive and negative biases, exist in human observers.
It appears that they emerge with different characteristic timescale - positive bias over
short times and negative bias over longer times. The ultimate response pattern results
from an interplay of the two and the nature of the stimulus.
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Figure 9: Positive and negative hysteresis in conditioned psychometric curves. (a)
Example of Up (red) and Down (black) psychometric curves, conditioned on whether
the current stimulus is higher or lower than the previous one, in a White stimulus
experiment for one observer. Data points: circles, sigmoid fits: lines. Inset: value of
hysteresis, defined as the difference between thresholds, for all observers in the three
stimulus regimes (White, Pink, Brown from left to right). (b) The same analysis as in
(a), where Up and Down are determined by comparing the current input level to its
trend over τ = 32 previous trials. Hysteresis is negative here: Up has lower threshold
than Down. Inset: Hysteresis value for all observers in the three stimulus regimes with
τ = 32. (c) Hysteresis value of all observers in the three stimulus regimes, as a function
of the timescale defining the past trend (τ). T-test performed against a null hypothesis
of zero hysteresis; significant values are marked with asterisks and p-values noted.
A Model for biased perception
The experiments presented above suggest that, in addition to the input signal, two in-
herent opposing forces act to shape perception on different timescales. On one hand,
human observers tend to stick to their previous responses even when stimuli change.
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On the other hand, over longer timescales, an adaptation effect occurs which effectively
keep the observer from sticking to a constant response for too long. Using the model of
fig. 6 as a basis, one may describe these two effects as modulations of the instantaneous
input-output function. The positive recency can be modeled by adding a small proba-
bility bias δP to the output, positive if the previous input was detected and negative if
it was not. Adaptation can be described by a modification of the sigmoid threshold, or
equivalently, by adding a bias to the perceived signal [Benda and Herz, 2003]. Together
these two biases give the following probability Pi of detecting the input signal at trial i:
Pi = f(xi −A) + δP, A = γ(xi − θ) (5)
where xi is the input signal filtered over some timescale τ into the past (see Methods
for details). This adaptation effectively adjusts the threshold as a result of transiently
high or low inputs.
Figure 10: Sensory-Cognitive model. The backbone structure of the model (black ar-
rows) is composed of a fixed input-output relation (sensory process) determining the
probability of detection, and a coin flip decision based on this probability cognitive pro-
cess. Two biases modulate this backbone (red arrows): an Adaptation Bias varies the
threshold based on the input history; and a Recency Bias modifies the final decision
based on previous responses.
The general structure of the model is depicted as a black backbone in Fig. 10, with
the history-dependent modifications added as red arrows. Here adaptation acts directly
on the input stream whereas the cognitive process is affected only by the previous
output. This partition of the two history-dependent modifications is consistent with
recent fMRI experiments [Schwiedrzik et al., 2014], indicating that they are mapped to
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distinct brain regions: Adaptation was linked to primary visual areas whereas positive
recency was to high cognitive areas.
We used this model to generate a set of 15 observers, and simulated the same pro-
tocol as the experiment. Input signals were synthesized in the three stimulus regimes,
presented to the model observers, their responses (0/1) recorded, and the sequences of
input and output were analyzed similar to the experiments. The results are presented
in Figs. 11-14.
First we used the responses of the model observers to construct their empirical psy-
chometric curves. Although the input-output sigmoid function defined in the model
(middle box in Fig. 10) was fixed, the existence of history-dependence in the model
together with different temporal structure of the inputs resulted in empirical psycho-
metric curves that depended on the stimulus regime. Fig. 11 depicts the parameters of
these empirical curves for the two correlated inputs - Pink and Brown - after subtract-
ing those computed for the White stimulus. The model produced sharper psychometric
curves (larger slopes) for the slowly varying stimuli (11a), while the threshold values
remain unchanged (11b). The effects are similar in direction and in magnitude to that
found for human observers.
Figure 11: Empirical psychometric curve parameters for model observers. 15 model
observers were presented with the three stimulus types, and their responses analyzed
to estimate empirical psychometric curves. Relative slopes (a) and thresholds (b) were
computed by subtracting the corresponding parameters of the White stimulus from
those of the Pink and Brown. Compare to experimental results in Fig. 5.
Next we considered the probability of response alternation (POA) averaged over the
entire experiment, for the different stimulus regimes. Fig. 12 shows the results for all
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model observers (red) together with the same quantities computed for the experiments
on human observers (black). They are practically indistinguishable, showing that the
model captures correctly the tendency for positive recency equally well in all stimulus
regimes.
Figure 12: POA of model and data Probability of alternation (POA) in the response of
humans subjects (Black) and of model subjects (Red).
The model also captured the empirical psychometric curves conditioned on the re-
sponse, as well as those conditioned on the stimulus trends. Fig. 13 shows the results
for conditioning on stay / change of the response relative to the previous one (compare
to experiment in Fig. 8). Fig. 14 shows the hysteresis - difference in thresholds between
the two conditioned groups - for conditioning on the direction of stimulus changed,
defined over various timescales. This can be compared to Fig. 9: the model shows the
same general profile of hysteresis values as a function of the timescale used to define
the trend in the stimulus.
We note that in all model simulations the 15 observers had the same parameters,
and therefore variability between them is smaller than between human observers.
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Figure 13: Model psychometric curves conditioned on response alternation. Trials
were divided into those in which the response was the same as in the previous trial
("stay"; black) and those in which it changed ("change"; gray). Psychometric curves
were estimated for each group separately.
Figure 14: Hysteresis in model psychometric curves conditioned on stimulus trend
Hysteresis in model shows qualitatively the same behavior as a function of τ, the
timescale used to define the stimulus trend as Up or Down, as human observers, for all
stimulus regimes
Other models that differ in details of the history-dependent effects were also tested.
For example, the dependence of the adaptation bias (threshold modification of the
input-output curve based on a history of length τ) could be made to depend on the
output rather than the input. A sketch of this model is presented in Fig. 18 (Appendix).
The results of model observers following these processes were indistinguishable from
the one presented above. Other possible combinations were also tested, for example
both biases modulating the cognitive processes (Appendix); however, this was found
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to be provide a slightly worse fit to the data, and moreover was less robust, i.e. more
sensitive to the choice of parameters.
discussion
In this study we have used temporally structured stimuli to investigate dynamic aspects
of fluctuations in visual perception. The task was a visual detection near threshold;
observers were asked to report detection / no detection, and no feedback was provided.
While this elementary task is simple in itself, the sequence of input levels (contrast
level for detection of a circle on a background), varied in time in a nontrivial way,
spanning three stimulus regimes: White - where consecutive trials were independent;
Pink - where they were positively correlated in time; and Brown - the most slowly
varying succession of inputs.
Characterizing the detection experiments first by a static psychometric curve, we
found that responses to more slowly-varying stimuli exhibit a sharper curve (Fig. 5).
This may seem surprising at first, since in all cases the distribution of stimuli was
the same, and moreover the total detection probability of observers was also the same.
However, this result clearly establishes that a static response curve does not tell the
whole story of how perception is formed. Indeed, previous work had already found
that perception depends on sequences of events. The different psychometric curves
highlight the fact that these history-dependencies interplay with the input temporal
structure in different ways.
To shed light on this interplay, we analyzed the data using methods that empha-
size history dependence. For example, dividing the experiments to groups conditioned
on some sequence of events, and computing average responses or full psychometric
curves for each of them separately. Using this approach, we found two opposing biases
affecting perception on two separate timescales. First, a positive recency effect: hu-
man observers tend to repeat their previous judgment of the stimulus beyond chance,
regardless of the input itself [Verplanck et al., 1952, Snyder et al., 2015]. This bias
was manifested across all stimulus regimes by a decreased probability of alternating
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response over the entire experiment, when compared to a static observer (Fig. 7). It
was also apparent indirectly from the hysteresis in psychometric curves conditioned on
the direction of recent change of input (Fig. 9a and 9c, short timescales); since input is
correlated with response, such hysteresis suggests a stickiness to the previous response.
This analysis revealed that the positive recency effect is strongest for the White stimu-
lus regime, and decreases as input correlations increase. It also showed that positive
recency is a relatively short-term effect, i.e. depends most strongly on the previous
input.
From a functional point of view, this bias can be understood as stabilizing perception
against fluctuations, by holding a prior representation of regularity in the sensory world.
Therefore the White stimulus, which is far from realistic and does not exhibit these
regularities, exposes this bias most strongly. In the face of white noise, a tendency
to repeat the same response is detrimental to perception; this can be clearly seen by
conditioning on the events "stay" or "change" in the response, showing that for White
input staying induces a more noisy relation with the input (Fig. 8).
A second and opposite tendency, to change the response, was also revealed in the
same set of experiments. This was mostly apparent when input stimulus changed very
slowly, namely using the Brown signal. Here a psychometric curve conditioned on the
response alternation showed an opposite effect to that of the White input: responses that
alternated were so noisy they were practically uncorrelated with the stimulus (Fig. 8b).
This suggests an inherent tendency to change response after staying "stuck" for a long
time. The same effect was also manifested in the response curves conditioned on the
input trends over long times, resulting in negative hysteresis (Fig. 9b). This can be
understood as follows: if the current input was low relative to the recent long-term
average, in a slowly varying input, this would imply that the input has been high for
a while. Therefore, the shift of the conditional curve to higher values implies an adap-
tation of the threshold to the recent statistics, moving it to the center of the incoming
signal. In signal processing this can be rationalized as an optimal utilization of limited
dynamic range of response to best code the incoming signal [Laughlin, 1981, Brenner
et al., 2000]. In contrast, in binary detection, such a mechanism implies constantly
being around the detection threshold, where ambiguity is maximal. Therefore here it
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can be understood as an exploratory force, keeping the response from falling into a
continually repeated pattern. Together, the two internal opposing processes affecting
perception allow a flexible balance between positive and negative biases.
A simple model was developed to describe how these two biases can modify an
instantaneous input-output function dynamically depending on history. All experimen-
tal results are satisfactorily reproduced by one set of parameters (which did not require
very fine tuning). The two opposing processes were modeled as affecting two sepa-
rate stages of detection - sensory, where the signal is interpreted, and cognitive, where
a decision is made. This is in line with previous fMRI experiments indicating these
biases are formed in different brain regions [Schwiedrzik et al., 2014]. Our analysis
revealed further that the two processes are characterized by different timescales. How-
ever, exactly what they depend on in terms of history - input or output - did not make
a significant difference in the results. This is understood since input and output are
expected to be correlated with one another. As a result, two model versions describe
the data equally well.
In a more general context our study offers a novel methodology which my be useful
in future studies. In terms of experiment design, the input signal is regarded as a
continuous stream and utilizes structured stimuli to create history-dependence. This
approach allows dependence on history to surface on several timescales that were not
inserted "by hand" into the experiment. On the complementary side of data analysis,
we have used conditioning on various sequences of events with different characteristic
timescales to expose the relations between temporal input and temporal output. These
methodologies can be easily implemented in other sensory modalities and tasks.
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appendix
Paradigm validation - the task involves no learning
Control sessions before and after the main experimental sessions were used to
verify that no learning was involved. Three parameters were tested: the two parameters
of the psychometric curve, the threshold θ and the width k, ande the total detection
fraction over the session. As seen in figure 15 there is no significant change in any of
these parameters before and after the experiment.
Figure 15: Performance comparison before & after experiment. the parameters that
were compared are (a) Threshold, (b) Slope and (c) Total detection rate. Each colored
circle represents a different subject, errorbars marking mean and standard deviation
across subjects. No significant change in any parameter.
No change in psychometric thresholds among stimulus types
Comparing thresholds of psychometric curves fit to individual observers, we see no
change in threshold throughout the experiment. This is true also on average over all
observers.
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Figure 16: No change in threshold between differently correlated input signals. (a)
Thresholds of psychometric curves for White, Pink and Brown stimuli. (b) Relative
threshold obtained by subtracting the threshold of the White stimulus from Pink and
from Brown for each observer.
POA in instantaneous model is not sensitive to variable slopes
Comparison of POA between human and model observers, similar to main text results.
Here we used for the instantaneous model psychometric curve the average of the entire
data set, i.e. the same curve for the three input signal types (k = 30). The results
reported in the main text results that refer to slopes are insensitive to this modification
of the model instantaneous observer.
Figure 17: POA is not sensitive to differences in psychometric curves among stimuli..
In this analysis the average curve over the entire experiment was used for the instanta-
neous observer. The difference between POA of human observers and those of model
observers is still around 0.08 fro all stimulus types.
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Other models tested
Sensory-Cognitive model - bias modulations by response only This model is similar to the one
presented in the main text, only with the adaptation bias regulated by the history of
responses rather than of inputs. The output y is filtered with a time constant τ to give
yi, which replaced xi in the adaptation variable A. The performance the two models is
almost identical. Note that in this model, the sensory system is regulated by a feedback
from the cognitive process, while in the first model this feedback is independent of the
cognitive part. Each of these models is feasible and consistent with our data. Moreover
it is likely that the two loops co-exist.
Figure 18: Sensory - Cognitive model - dependent only on history of responses - this
is almost identical to the model in figure 10, just that the regulation of the adaptation
bias of the input is based upon the responses history, rather than on the input history.
Cognitive model
In this model the two biases are introduced in the post-sensory, or cognitive, stage of
processing. A significant difference from the first sensory-cognitive combined models
is that the calculation of the adaptation biases is dependent only on the history of
responses, not on the input history.
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Figure 19: The cognitive model Sensory process is instantaneous and independent on
history. It is modeled by constant sigmoidal relations between the momentary input
level and the probability of the coin flip. The cognitive process, on the other side,
encapsulates all contextual dependencies. The probability of the coin flip is a weighting
of 3 probabilities the instantaneous with the two biases that depend on the history of
responses.
Figure 20: Cognitive model Performance (a) - The model show the expected elevation
in the slope of Pink and Brown relative to slope in White (b) - the probabilities of alterna-
tion in the different modes are reproduced in model subjects. (c) - the relation between
raising and falling psychometric curves with respects to the different timescales in the
model is very similar to the actual data (compare to figure 9c).
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