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Abstract
Structured Light (SL) patterns generated based on pseudo-random
arrays are widely used for single-shot 3D reconstruction using
projector-camera systems. These SL images consist of a set of
tags with different appearances, where these patterns will be pro-
jected on a target surface, then captured by a camera and decoded.
The precision of localizing these tags from captured camera images
affects the quality of the pixel-correspondences between the projec-
tor and the camera, and consequently that of the derived 3D shape.
In this paper, we incorporate a quadrilateral representation for the
detected SL tags that allows the construction of robust and accurate
pixel-correspondences and the application of a spatial rectification
module that leads to high tag classification accuracy. When ap-
plying the proposed method to single-shot 3D reconstruction, we
show the effectiveness of this method over a baseline in estimating
denser and more accurate 3D point-clouds.
1 Introduction
Structured Light (SL) is one of the most widely used methods for 3D
reconstruction. A SL-based system usually consists of a projector
and camera, where SL image(s) is(are) projected onto the surface
that its shape is required to be reconstructed. The purpose of us-
ing a SL image is to encode the projector space in some unique
or robustly interpretable way [1]. SL encoding methods can be di-
vided into multi-shot [2, 3] and single-shot [4–7] methods, where the
locations of the projector pixels are encoded using a sequence of
images and a single image, respectively, in order to allow finding
the correspondences between the projector and camera pixels.
Although multi-shot SL methods offer dense pixel correspon-
dences, they cannot be used for dynamic (time-varying) surfaces,
cameras and/or projectors [1, 8], motivating a variety of single-shot
SL methods to address this problem. Among single-shot SL ap-
proaches, most widely used have been those based on pseudo-
random arrays [4, 6, 7], where tags with different textures are em-
bedded in the SL image using non-repeated random codewords to
ensure the uniqueness of every overlapping block of tags.
An important step with this single-shot SL approach is to extract
feature points in the camera and projector SL images along with the
codeword decoding to construct the pixel correspondences [4, 6, 7].
The aim of our research is to address how to better detect the fea-
ture points of single-shot SL patterns. Having this same goal, the
method in [4] utilized the centroids of the embedded tags as feature
points, and the work in [6] introduced grid lines between tags and
used grid detectors to find the grid intersections in the SL camera
image. However, these methods [4, 6] extract only one pixel corre-
spondence per detected tag. In order to have a denser set of cor-
respondences, the method in [7] used pseudo-random arrays with
color tags and grid lines to find four corner points per each detected
tag by leveraging an iterative process using the Ramer-Douglas-
Peucker algorithm [9]. However, colored tags in SL patterns are not
necessarily easily perceived when projected onto colored surfaces,
and also the method uses hyper-parameters that need to be fine
tuned.
In this paper, we tackle the problem of rectifying single-shot
SL patterns for more accurate and densely reconstructed 3D point
clouds. The proposed method is based on estimating the corner
points of quadrilaterals that better represent the input SL tags by
applying an iterative optimization process of a simple cost function.
The method allows the corner points for each of the tags in the
camera image to be found which results in a higher number of pixel
correspondences. The extracted points offer more accurate pixel-
correspondences, but also allow for tag rectification to achieve im-
proved classification accuracy, resulting in further improvements in
precision. The rectification is of particular importance and interest
for scenarios involving significant tag skew due to surface geometry.
Fig. 1: (a) A set of eight 2D tags, (b) a sample pseudo-random
based SL projector image, (c) a sample camera captured SL image,
and (d) the mask image for the detected tags using the image in (c).
2 Proposed Method
Overview of the Proposed Method: In this paper, we use a
pseudo-random based SL single-shot image with 8 different tags
each of size 20× 20 pixels, gird lines to separate the tags of thick-
ness 4 pixels, and sliding window of size 3× 3 tags as shown in
Figures 1(a) and 1(b). After creating the SL image, this image is
projected onto the surface and a camera image, IC, is captured.
In order to obtain the pixel correspondences between the projec-
tor and the camera spaces, first, the global thresholding method
is used to threshold the captured image, then a binary connected-
components analysis is employed to create the mask image of the
detected tags, IM . As an example, a subset of the captured camera
image and the mask image are shown in Figures 1(c) and 1(d).
Let us now assume that there are Nc connected components in
IM , which indicate the locations of Nc corresponding tags in IC. We
aim to find Nc× r pixel correspondence pairs between the projector
and the camera as:
x j,k↔ v j,k (1)
where r is the number of detected vertices per tag, and
x j,k = (x j,k,y j,k) and v j,k = (u j,k,v j,k) are the coordinates in the
camera and projector spaces, respectively, and k = 1,2, ...,Nc and
j = 1,2, ...,r. Obtaining the correspondences in (1) requires (a) es-
timating the locations of r corner points per detected tag in both
the projector and camera spaces, and (b) spatially rectify and clas-
sify the detected tags in the camera space and use the decoding
scheme to localize the corresponding tags in the projector space,
we will focus in this section on the former and in the next section on
the latter.
Corner Points Estimation: As we are using square tags in SL im-
age construction, therefore, the number of corners per tag is r = 4.
The corner points in the projector image v j,k are known from the
SL image construction step. However, for each connected com-
ponent (tag) in the masked camera image, the corner points, x j,k,
are unknown and should be obtained. Also, let ak be the bound-
ary region of the kth tag. The goal is to find a quadrilateral of four
vertices qk = (x1,k,x2,k,x3,k,x4,k) using an iterative optimization ap-
proach with NT iterations, which has the highest overlap with the
tag. Starting with a rectangular bounding box q0,k, we find qk that
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Fig. 2: Tag rectification and its usage for tag classification and clas-
sifier training







where qk = {x j,k ∈ [QU ∩QL], j = 1,2, ...,4}, and QU and QL are the
convex sets generated by the region of the initial rectangular box,
q0,k, and the kth boundary region ak, respectively. In order to opti-
mize the cost function in (2), we use the interior-point optimizer [11].
By performing this optimization for each connected component, the
corner points in the camera image will be obtained.
Tag Rectification and Classification: After obtaining the optimal
corner points in the camera image for the kth tag, qk, the tags
should be rectified and then a classifier can be constructed to in-
fer the class label of the rectified tag. Assuming the input image
patches for the classifier should have a size R×R pixels, we use
the obtained corner points in Section 2 to rectify the tags as follows.
Given the optimal corner points of the kth tag in the camera image,
qk = (x1,k,x2,k,x3,k,x4,k), we find a projective transformation that can
rectify each tag into an image patch of size R×R pixels. Assuming
that each tag is projected on a relatively planar surface, the relation-
ship between corner points of the original and rectified tags vertices
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4,k are the corner points of the rectified tag that
can be represented as x′1,k = [0,0]
>, x′2,k = [R,0]
>, x′3,k = [R,R]
> and
x′4,k = [0,R]
>. By applying Hk to the kth tag, the rectified tag is ob-
tained. During the training phase, different tags are projected on
the target surface and camera images are captured. Next, train-
ing image patches, each of size (R×R), are obtained by detecting
the tags, finding the corner points and the transformations for each
tag and rectifying them. Then, a support-vector machine (SVM)
classifier with a linear kernel is trained using gradient features [12]
extracted from the rectified tags. At the test phase, given a single-
shot SL, tags are detected and corner points are found using (2),
the tags are rectified (3) and the trained classifier is used for tag
classification as shown in Figure 2.
3 Experimental Results
In this section, an experimental evaluation for using the proposed
method for 3D reconstruction is presented. In our experiments, we
have used a Point Grey Flea camera with a resolution of 2448×2048
pixels and a Christie DWX600-G projector with a resolution of
1280× 800 pixels. The experiments are performed by utilizing a
pseudo-random SL image with an alphabet size of 8 and the code-
words are decoded as mentioned in [4]. We perform our experi-
ments using two surfaces, namely, the Curve [13] and Zigzag sur-
faces. We compare the accuracy of the proposed method that uses
quadrilateral tag representation with NT = 1000 iterations to that of
a baseline method which utilizes rectangle vertices around tags as
pixel correspondences.
Quantitative Results: Considering the CAD model of a target sur-
face as a ground-truth, the root mean square error (RMSE) value
between the obtained 3D point cloud using the proposed or base-
line method and that of the CAD model is used for quantitative eval-
uation. To study the effect of the pixel correspondences quality of
the 3D reconstruction process, we calculate the 3D point-clouds for
the methods in consideration using pre-calibrated parameters ob-
tained by the state-of-the-art method in [13], and another time by di-
rectly solving for the projector-camera calibration parameters using
the obtained pixel correspondences and the parameter estimation
Table 1: Comparison of the RMSE (mm) between the proposed and
the baseline methods on the Curve and Zigzag shapes, where bold-
face denotes the best results.




ZigZag Baseline 6.21 33.18Proposed 6.11 18.80
method in [13], we call the latter as a self-calibrated approach. As
it is seen in Table 1, the proposed method offers much lower RMSE
than that of the baseline technique, specially in the self-calibration
case. This is due to the proposed method, which leverages quadri-
lateral representations for the detected tags, is able to offer more
accurate pixel-correspondences between the projector and camera
images that is one of the main factors that affects the quality of a
3D reconstructed shape [14].
The current computational complexity of the proposed scheme
for obtaining the pixel correspondences using the proposed method
is O(NcNT ) and for the baseline method is O(1). Therefore, in fu-
ture work we would like to investigate more in how to reduce the
computational cost of the proposed method to be more suitable for
real-time applications.
Qualitative Results: Figure 3 shows a sample captured camera
image, IC and its corresponding masked image, IM for the two con-
sidered surfaces. In addition, it shows the obtained rectangular and
quadrilateral representations generated by the baseline and pro-
posed methods, respectively. It can be seen that the proposed
method is able to extract the tag corners for quadrilateral shapes
that represent better the detected tags than that of the baseline
rectangular one.
The 3D reconstructed point clouds of the two target surfaces
using the proposed method as well as the baseline method are il-
lustrated in Figure 4. It can be seen that the resulting point clouds
obtained using the proposed method are more similar to the CAD
model. Unlike the methods in [4, 6] that extract one corner point
per tag, the proposed method is able to extract accurately 4 cor-
ner points per tag resulting in pixel-correspondences and 3D point
clouds that are 4 times denser than those offered by the methods in
[4, 6].
4 Conclusion and Future Work
In this paper, we have presented a new method to find accurate
pixel correspondences between the projector and the camera in a
single-shot SL system using a simple cost function and with auto-
matic parameter tuning. This is an important factor since the ac-
curacies in calibration and 3D reconstruction are affected by the
quality of these correspondences. Furthermore, the extracted pixel
correspondences have been used for tag rectification and classifica-
tion, where the tags are deformed due to the surface geometry. The
qualitative and quantitative results show that the proposed method
results in an accurate and dense set of correspondences and 3D
point clouds in comparison with the baseline, showing the impor-
tance of the proposed method.
In future, we would like to test the current spatial rectification
method on more challenging surfaces where tags are more de-
formed due to the surface geometry. In addition, although the
proposed scheme results in more accurate pixel correspondences,
there is still a room for improving the accuracy of the 3D recon-
structed point cloud. This is due to the inaccuracy coming from
the projector-camera self-calibration process. Therefore, as a fu-
ture work, we would like to develop more accurate single-shot self-
calibration methods.
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Fig. 3: The captured camera images, IC, and the tags mask, IM , from the projected structured light on two different surfaces, Curve and
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Fig. 4: Qualitative comparison for the point-cloud generated by the proposed scheme and the baseline, where Curve and Zigzag surfaces
are used. It is clear that the proposed scheme is able to follow the shape information better than the rectangular representation.
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