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Prefacio
El objetivo de este trabajo Fin de Grado es generalizar algunos resul-
tados sobre el me´todo iterativo de sobrerrelajacio´n (SOR) de para´metro ω,
para sistemas lineales aumentados. El intere´s de estos sistemas estar´ıa ya
justificado porque surgen de forma natural en la discretizacio´n del problema
de Stokes en meca´nica de fluidos, de gran intere´s para las aplicaciones. Este
tipo de sistemas aparecen tambie´n en problemas punto de silla en optimiza-
cio´n.
El punto de partida son los resultados ba´sicos de convergencia de los
me´todos iterativos basados en escisiones de la matriz A estudiados en el
Grado de Matema´ticas. En el cap´ıtulo primero ampliamos la teor´ıa de con-
vergencia del me´todo SOR para sistemas lineales generales con vistas a pro-
porcionar resultados relativos a la eleccio´n del para´metro o´ptimo. Esto nos
lleva a introducir clases de matrices para las que es factible esta optimizacio´n
del para´metro.
El cap´ıtulo 2 aporta extensiones del me´todo SOR para tratar los siste-
mas aumentados. Constatamos en los art´ıculos manejados una diversidad
de extensiones del me´todo SOR para sistemas aumentados, cada una con
su propia teor´ıa de convergencia y de optimizacio´n del para´metro. Hemos
seleccionado dos ana´lisis: uno se refiere al me´todo SOR con un para´metro
(con y sin preacondicionamiento), y el segundo al que se denomina GSOR
(SOR generalizado), que depende de dos para´metros.
El cap´ıtulo 3 considera me´todos iterativos en los que la escisio´n de la
matriz del sistema es diferente a la de los me´todos SOR. Se basan en esci-
siones de la matriz del sistema en una parte Hermı´tica y otra antihermı´tica,
con desplazamiento de la diagonal. Desarrollamos una teor´ıa de convergencia
para sistemas generales, sen˜alando las modificaciones que permiten aplicar
los resultados a sistemas aumentados.
El e´nfasis de la memoria es en el ana´lisis antes que en un estudio com-
parativo de la eficiencia de las distintas propuestas.
En Valladolid, a 15 de julio de 2019
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Cap´ıtulo 1
Me´todos iterativos para sistemas
lineales
1.1. Introduccio´n
Sean A ∈ Cn×n una matriz cuadrada compleja y b ∈ Cn un vector
complejo dado. Consideramos el sistema lineal
Ax = b. (1.1)
La solucio´n x ∈ Cn existe y es u´nica si y solo siA es no singular. Entonces,
x = A−1b. Supodremos a partir de aqu´ı que A es no singular y todas las
entradas de la diagonal son nu´meros complejos distintos del cero.
Estudiaremos ahora distintos me´todos iterativos. Estos me´todos iterati-
vos no calculan, en general, la solucio´n exacta del sistema, sino que a partir
de una aproximacio´n inicial x(0) van obteniendo sucesivas aproximaciones a
la solucio´n hasta que se alcanza la precisio´n deseada. La convergencia de las
aproximaciones as´ı obtenidas a la solucio´n exacta puede garantizarse bajo
diferentes condiciones que estudiaremos. El nu´mero de iteraciones necesa-
rias para alcanzar una precisio´n prefijada dependera´, en general, del me´todo
utilizado.
Aunque el punto de partida de este trabajo es el ana´lisis del me´todo
SOR y la optimizacio´n de su para´metro, en la siguiente seccio´n revisamos
sucintamente la teor´ıa general de convergencia de me´todos iterativos para
(1.1) ligados a escisiones A = M − N de la matriz, para lo que nos hemos
basado principalmente en el libro de Varga [6] y el de Young [7].
1.2. Teor´ıa general de convergencia
Consideramos la siguiente escisio´n para la matriz A
A = M −N
1
y podemos reescribir (1.1) como
Mx = Nx+ b (1.2)
Entonces, para un iterante inicial x(0), el me´todo iterativo genera una
sucesio´n definida recurrentemente por
Mx(m+1) = Nx(m) + b, m = 0, 1, 2, ... (1.3)
Para que el me´todo sea u´til en la pra´ctica necesitaremos que resolver el
sistema lineal (1.3) con matriz M sea mucho ma´s barato computacionalmen-
te que resolver el sistema inicial (1.1) de matriz A. Adema´s para que (1.3)
defina el iterante x(m+1) de forma u´nica es necesario que M sea regular.
En ese caso, podemos escribir (1.3) como
x(m+1) = Gx(m) + d, m = 0, 1, 2, ... (1.4)
donde G = M−1N se llama la matriz de iteracio´n del me´todo iterativo y
d = M−1b.
En particular, si x∗ es la solucio´n de (1.1), restando de (1.4) la identidad
x∗ = Gx∗ + d,
se obtiene la siguiente recurrencia para el error e(m) = x(m) − x∗,
e(m+1) = Ge(m), m = 0, 1, 2, . . .
Obviamente, e(m) = Gme(0), y se tiene que la sucesio´n {e(m)}∞m=0 converge
a cero, cualquiera que sea e(0), si y solo si la matriz Gm converge a cero.
1.1 Definicio´n. Sea G ∈ Cn×n. Se dice que G es convergente (a cero) si la
secuencia de matrices G,G2, G3, . . .converge a la matriz nula O, y se dice
que G es divergente en caso contrario.
1.1 Teorema. Sea G ∈ Cn×n. Entonces, G es convergente si y solo si el radio
espectral (recordemos que el radio espectral es el mayor de entre los valores
absolutos de los autovalores de G, ρ(G) := ma´x
i
(|λi|)) satisface ρ(G) < 1.
Demostracio´n. Recordemos que para una matriz G dada, existe una matriz
P ∈ Cn×n con la cual podemos reducir G a su forma cano´nica de Jordan, es
decir,
PGP−1 = J =

J1
J2
. . .
Jr
 , (1.5)
donde cada matriz Ji ∈ Cni×ni es de la forma
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Ji =

λi 1
λi 1
λi 1
. . .
. . .
1
λi

.
Como cada matriz Ji es triangular superior, tambie´n lo es J . Luego,
{λi}ri=1 incluye todos los autovalores de G y J (que tienen los mismos au-
tovalores por ser matrices semejantes). De (1.5) se tiene
Jm =

Jm1
Jm2
. . .
Jmn
 , m ≥ 1 (1.6)
y por la forma que tienen las Ji,
J2i =

λ2i 2λi 1
λ2i 2λi 1
. . .
. . .
. . .
λ2i 2λi 1
λ2i 2λi
λ2i

.
En general, Jmi =
(
d
(m)
k,l (i)
)
para 1 ≤ k, l ≤ ni, donde
d
(m)
k,l (i) =

0 si l < k(
m
l − k
)
λm−l+ki si k ≤ l ≤ mı´n(ni,m+ k)
0 si m+ k < l ≤ ni
(1.7)
es decir,
Jmi =

λmi
(
m
1
)
λm−1i . . .
(
m
ni − 1
)
λ
m−(ni−1)
i
0 λmi . . .
(
m
ni − 2
)
λ
m−(ni−2)
i
...
. . .
...
0 0 . . . λmi

.
Supongamos entonces que G es convergente, entonces Gm → O cuando
m→∞. Como Jm = PGmP−1, entonces Jm → O cuando m→∞. Enton-
ces, cada Jmi → O cuando m → ∞, luego las entradas diagonales λi de Ji
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deben satisfacer |λi| < 1 para i = 1, . . . , r. Luego,
ρ(G) = ρ(J) = ma´x
1≤i≤r
|λi| < 1.
Rec´ıprocamente, si ρ(G) = ρ(J) < 1, entonces, |λi| < 1 para i = 1, . . . , r.
De (1.7) se deduce que
l´ım
m→∞ d
(m)
k,l (i) = 0, ∀k, l = 1, . . . , ni
de forma que cada Ji es convergente. Luego, de (1.6), se deduce que J
tambie´n es convergente y como Jm = PGmP−1, tambie´n G es convergente.
Para cuantificar la velocidad asinto´tica de convergencia de la sucesio´n
de errores {e(m)}∞m=0, observemos que si G es diagonalizable, v1, . . . , vn es
una base de autovectores, Gvi = λivi para i = 1, . . . , n; y si
e(0) = α1v1 + . . .+ αnvn,
entonces
Gme(0) = α1λ
m
1 v1 + . . .+ αnλ
m
n vn.
Observemos ahora que si |λ1| > |λ2| ≥ . . . ≥ |λn| > 0, entonces cuando
m → ∞ el te´rmino dominante en Gme(0) es el primer sumando del miem-
bro de la derecha, que en cada iteracio´n se reduce en norma por un factor
|λ1| = ρ(G). As´ı, el valor ρ(G) cuantifica la velocidad asinto´tica de conver-
gencia del me´todo iterativo. Sera´ nuestro para´metro principal en el ana´lisis
de convergencia de los diferentes me´todos iterativos.
1.3. El me´todo SOR de para´metro ω
Describimos primero los me´todos de Jacobi y Gauss-Seidel, que sirven
para motivar la iteracio´n SOR.
El me´todo de Jacobi corresponde a la escisio´n
A = D − E − F = D(I −D−1E −D−1F ) = D(I − L− U),
para L := D−1E y U := D−1F , donde D es la matriz diagonal cuyas en-
tradas son las entradas diagonales de A, E es una matriz triangular inferior
estricta y F es una matriz triangular superior estricta. La iteracio´n es en-
tonces
x(m+1) = D−1(E + F )x(m) +D−1b;
de forma que MJ = D
−1(E + F ) = L + U es la correspondiente matriz de
iteracio´n.
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El me´todo de Gauss-Seidel corresponde a la iteracio´n
(D − E)x(m+1) = Fx(m) + b,
cuya matriz de iteracio´n es MGS = (D − E)−1F = (I − L)−1U .
Introducimos ya el me´todo SOR . Esta´ muy relacionado con el me´todo
de Gauss-Seidel, ya que cada componente del nuevo iterante es una media
ponderada de la componente que obtendr´ıamos en el me´todo de Gauss-Seidel
y la misma componente del iterante anterior. Formalmente viene dado por:
x
(m+1)
i = x
(m)
i + ω
{
x˜
(m+1)
i − x(m)i
}
= (1− ω)x(m)i + ωx˜(m+1)i ,
1 ≤ i ≤ n, m ≥ 0,
(1.8)
donde los vectores auxiliares x˜
(m)
i quedan definidos por
ai,ix˜
(m+1)
i = −
i−1∑
j=1
ai,jx
(m+1)
j −
n∑
j=i+1
ai,jx
(m)
j +bi, 1 ≤ i ≤ n, m ≥ 0. (1.9)
Podemos combinar (1.8) y (1.9) en una sola ecuacio´n para obtener
ai,ix
(m+1)
i = ai,ix
(m)
i + ω
−
i−1∑
j=1
ai,jx
(m+1)
j −
n∑
j=i+1
ai,jx
(m)
j + bi − ai,ix(m)i

1 ≤ i ≤ n, m ≥ 0.
(1.10)
Entonces, las componentes de cada iterante se definen como
x
(m+1)
i =
ω
ai,i
bi − i−1∑
j=1
ai,jx
(m+1)
j −
n∑
j=i+1
ai,jx
(m)
j
+ (1− ω)x(m)i ,
1 ≤ i ≤ n, m ≥ 0.
De (1.8) sabemos que x
(m+1)
i es una media ponderada de x
(m)
i y x˜
(m+1)
i
donde los pesos dependen solo de ω. Este para´metro ω se llama factor de
relajacio´n y el me´todo se conoce como me´todo de sobrerrelajaciones su-
cesivas (SOR). Observamos que para el caso ω = 1 este me´todo coincide
exactamente con el me´todo de Gauss-Seidel.
Para escribir el me´todo SOR en forma matricial recurrimos de nuevo a
la representacio´n A = D − E − F . De esta forma (1.10) se convierte en
(D − ωE)x(m+1) = {(1− ω)D + ωF}x(m) + ωb, m ≥ 0.
Como D − ωE es no singular para cualquier eleccio´n de ω, entonces
llamando como antes L := D−1E y U := D−1F tenemos
x(m+1) = (I −ωL)−1 {(1− ω)I + ωU}x(m) +ω(I −ωL)−1D−1b, m ≥ 0.
La matriz de iteracio´n sera´ Lω := (I − ωL)−1 {(1− ω)I + ωU} .
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1.4. Convergencia del me´todo SOR
1.2 Teorema. (Kahan, 1958, [6]) Sea Lω := (I − ωL)−1 {ωU + (1− ω)I} la
matriz del me´todo SOR, entonces para cualquier ω real o complejo,
ρ(Lω) ≥ |ω − 1| (1.11)
donde la igualdad se da solo si todos los autovalores de Lω tienen mo´dulo
|ω − 1|.
Demostracio´n. Llamemos φ(λ) = det(λI − Lω) al polinomio caracter´ıstico
de Lω. Observemos por otra parte que como L es estrictamente triangular
inferior, entonces I−ωL es no singular y adema´s det(I−ωL) = 1. Por tanto,
φ(λ) = det(λI − Lω) = det(I − ωL) det(λI − Lω)
= det{(I − ωL)(λI − Lω)} = det{λI − ωλL− (I − ωL)Lω}
= det{λI − ωλL− (I − ωL)(I − ωL)−1{ωU + (1− ω)I}}
= det{(λ+ ω − 1)I − ωλL− ωU}.
Denotemos por µ al te´rmino constante del polinomio φ(λ), que es el producto
de los autovalores de Lω cambiados de signo y se obtiene haciendo λ = 0 en
la expresio´n anterior. Por tanto,
µ =
n∏
i=1
(−λi(ω)) = det {(ω − 1)I − ωU} = (ω − 1)n
donde la u´ltima igualdad es cierta ya que U es estrictamente triangular
superior. Por tanto,
ρ(Lω) = ma´x
1≤i≤n
|λi(ω)| ≥ |ω − 1|,
donde la igualdad se verifica solo si todos los autovalores de Lω tienen mo´dulo
|ω − 1|.
En el caso del me´todo SOR nuestro objetivo es encontrar el valor real de
ω que minimiza ρ(Lω). Para ello, el teorema anterior nos muestra que solo
es necesario considerar 0 < ω < 2, valores para los que Lω es convergente.
Cuando 0 < ω < 1 llamamos al me´todo de subrrelajacio´n y para 1 < ω < 2,
de sobrerrelajacio´n.
1.3 Teorema. (Householder-John) Sea A una matriz sime´trica definida po-
sitiva y sea A = M − N , una escisio´n de A, con M regular y cuyo me´todo
iterativo asociado es
Mx(n+1) = Nx(n) + b
para un x(0) fijo. Si la matriz sime´trica MT +N es definida positiva entonces
ρ(M−1N) < 1.
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Demostracio´n. Como A = M − N , entonces M−1A = I −M−1N , luego
podemos escribir M−1N = I−M−1A. Sea ahora λ un autovalor de I−M−1A
y sea x ∈ Cn, x 6= 0, un autovector asociado a λ. Entonces,
λx = (I −M−1A)x⇒ λx = Ix−M−1Ax⇒M−1Ax = Ix− λx⇒
M−1Ax = (1− λ)x⇒ Ax = (1− λ)Mx. (1.12)
Luego λ 6= 1. Consideremos el producto escalar por el vector x = u+ iv
y tomemos el vector transpuesto conjugado. Entonces,
xHAx = (1− λ)xHMx = (1− λ¯)xHMTx,
donde denotamos xH al vector transpuesto conjugado de x y λ¯ es el conju-
gado de λ. De aqu´ı deducimos(
1
1− λ +
1
1− λ − 1
)
xHAx = xH(MT +M −A)x.
Tomamos ahora la parte real en la expresio´n anterior
1− |λ|2
|1− λ|2 (u
TAu+ vTAv) = uT (N +NT −A)u+ vT (N +NT −A)v.
Tanto A como M +MT −A son definidas positivas, luego de lo anterior se
deduce que |λ| < 1. Esto es, ρ(M−1N) < 1.
1.4 Teorema. Sea A una matriz sime´trica y definida positiva. El me´todo
SOR de para´metro ω para A converge si y solo si 0 < ω < 2.
Demostracio´n. Ya vimos que 0 < ω < 2 es una condicio´n necesaria para
la convergencia del me´todo para matrices regulares. Veamos entonces que
tambie´n es una condicio´n suficiente. Para ello es suficiente con aplicar el
teorema de Householder-John. Tenemos que ver cua´ndo es MT + M − A
definida positiva. Esta condicio´n queda reducida a que (2ω−1 − 1)D sea
definida positiva, lo cual ocurre si y solo si 0 < ω < 2.
Teorema de Ostrowski- Reich
Consideremos ahora que la matriz A ∈ Cn×n del sistema inicial Ax = b es
una matriz hermı´tica, es decir, A = AH donde AH es la matriz transpuesta
conjugada de A. Supongamos tambie´n que A puede escribirse como A =
D −E −EH , donde D y E son matrices n× n y D es hermı´tica y definida
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positiva. Supongamos, por u´ltimo, que tambie´n D−ωE es no singular para
todo 0 ≤ ω ≤ 2. Entonces,
Ax = b =⇒ (D − E − EH)x = b =⇒
(D − E)x = EHx+ b =⇒ ω(D − E)x = ωEHx+ ωb
sumando (1− ω)Dx a ambos lados,
(1− ω)Dx+ ω(D − E)x = (1− ω)Dx+ ωEHx+ ωb =⇒
Dx− ωEx = (1− ω)Dx+ ωEHx+ ωb =⇒
(D − ωE)x = {ωEH + (1− ω)D}x+ ωb
De manera que tenemos el me´todo iterativo siguiente
(D − ωE)x(m+1) = {ωEH + (1− ω)D}x(m) + ωb, m ≥ 0 (1.13)
que puede llevarse acabo ya que hab´ıamos supuesto que D − ωE era no
singular para 0 ≤ ω ≤ 2
Llamemos entonces L := D−1E, U := D−1EH , de forma que (1.13) se
puede reescribir como
x(m+1) = Lωx(m) + ω(D − ωE)−1k, m ≥ 0
donde Lω = (I−ωL)−1{ωU+(1−ω)I}, de tal forma que el me´todo anterior
es el me´todo SOR de relajaciones sucesivas. Sin embargo, aqu´ı L y U no
tienen que ser necesariamente estrictamente inferiores y superiores.
1.5 Teorema. (Ostrowski, 1954, [6]) Sea A = D−E−EH una matriz Hermı´ti-
ca n×n, donde D es Hermı´tica y definida positiva y D−ωE es no singular
para 0 ≤ ω ≤ 2. Entonces ρ(Lω) < 1 si y solo si A es positiva definida y
0 < ω < 2.
Demostracio´n. Sea e(0) el vector del error inicial. Los vectores para los erro-
res del me´todo SOR cumplen: e(m+1) = Lωe(m) para m ≥ 0. Equivalente-
mente,
(D − ωE)e(m+1) = (ωEH + (1− ω)D)e(m), m ≥ 0 (1.14)
Denotemos δ(m) := e(m) − e(m+1) para m ≥ 0.
Entonces, de la definicio´n de A = D − E − EH podemos escribir (1.14)
como
(D − ωE)δ(m) = ωAe(m), m ≥ 0 (1.15)
y tambie´n como
ωAe(m+1) = (1− ω)Dδ(m) + ωEHδ(m) m ≥ 0 (1.16)
Operando, podemos combinar (1.15) y (1.16) en una sola ecuacio´n para
dar
(2− ω)(δ(m))HDδ(m) = ω{(e(m))HAe(m) − (e(m+1))HAe(m+1)}, m ≥ 0
(1.17)
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Supongamos que A es definida positiva y que 0 < ω < 2 y elegimos e(0)
tal que sea un autovector de Lω con autovalor asociado λ. Luego, e(1) =
Lωe(0) = λe(0), y δ(0) = (1−λ)e(0) . Entonces, (1.17) se traduce en este caso
particular en(
2− ω
ω
)
|1− λ|2(e(0))HDe(0) = (1− |λ|2)(e(0))HAe(0) (1.18)
Veamos que λ no puede ser igual a 1, pues entonces δ(0) ser´ıa nulo. Si
fuera λ = 1, de (1.15) se deducir´ıa que Ae(0) = 0 y como e(0) es no nulo
por definicio´n, entonces esto contradir´ıa que A es definida positiva. Como
0 < ω < 2, el lado izquierdo de (1.18) es positivo, y como (e(0))HAe(0) > 0,
entonces debe ser |λ| < 1. Por tanto, Lω es convergente.
Supongamos ahora que para 0 < ω < 2, Lω es convergente. Tenemos que
ver que entonces A es definida positiva. Como Lω es convergente entonces
cuando m aumenta e(m) tiende a cero para cualquier vector inicial e(0).
Luego, (e(m))HAe(m) tiende a cero cuando m aumenta. Por otro lado, como
D es definida positiva, (δ(m))HDδ(m) ≥ 0. De (1.17) se tiene que
(e(m))HAe(m) = (e(m+1))HAe(m+1) +
(
2−ω
ω
)
(δ(m))HDδ(m)
≥ (e(m+1))HAe(m+1), m ≥ 0. (1.19)
Si A no fuera definida positiva, podr´ıamos encontrar un vector no nulo e(0)
tal que (e(0))HAe(0) ≤ 0. Como ningu´n autovalor de Lω puede ser igual a la
unidad , entonces no puede ser el vector nulo δ(0) = (I −Lω)e(0). Entonces,
de (1.18) y (δ(0))HDδ(0) > 0 se deduce que (e(1))HAe(1) < (e(0))HAe(0) ≤ 0.
Pero entonces, (1.19) contradice el hecho de que (e(m))HAe(m) tiende a cero
cuando m aumenta. Por tanto, A debe ser definida positiva.
1.1 Corolario. (Reich, 1949, [6]) Sea A = D−E−EH una matriz Hermı´tica
donde D es hermı´tica y positiva definida y (D−E) es no singular. Entonces,
el me´todo de Gauss-Seidel es convergente si y solo si A es positiva definida.
Demostracio´n. Se deduce inmediatamente el teorema de Ostrowski, ya que
el me´todo de Gauss-Seidel es un caso particular de (1.14) con ω = 1.
1.5. Optimizacio´n del para´metro para el me´todo SOR
Consideremos para el sistema (1.1) , Ax = b, con A = (ai,j) ∈ Cn×n,
n ≥ 2 la siguiente particio´n para A,
A1,1 A1,2 . . . A1,N
A2,1 A2,2 . . . A2,N
...
...
AN,1 AN,2 . . . AN,N
 , (1.20)
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donde los bloques diagonales Ai,i para 1 ≤ i ≤ N son matrices cuadradas y
no vac´ıas. Cada matriz Ai,i es de dimensio´n ni × ni con ni ≥ 1. Asumimos
que cada submatriz diagonal es no singular, de forma que
D =

A1,1
A2,2
. . .
AN,N
 (1.21)
es no singular. La matriz B ∈ Cn×n
B := −D−1A+ I (1.22)
es la matriz de Jacobi por bloques asociada a la particio´n (1.20) de A.
1.2 Definicio´n. Sea A ∈ Cn×n (no necesariamente no negativa o irreducible).
Se dice que A es de´bilmente c´ıclica de ı´ndice k > 1 si existe una matriz de
permutacio´n P tal que PAP T es de la forma
PAP T =

0 0 . . . 0 A1,k
A2,1 0 . . . 0 0
0 A3,2 . . . 0 0
...
. . .
...
0 0 . . . Ak,k−1 0
 , (1.23)
donde las submatrices diagonales nulas son cuadradas.
La teor´ıa de matrices no negativas de Perron-Frobenius establece la in-
variancia frente a rotaciones de a´ngulos 2pi/k de matrices no negatives irre-
ducibles que tienen la forma (1.23). Esta invariancia se puede establecer
directamente a partir de la forma (1.23) para matrices generales, un resul-
tado que se debe a Romanovsky [6]
1.6 Teorema. (1936, [6]) Sea A = (aij) una matriz n×n de´bilmente k-c´ıclica.
Entonces
φ(t) = det (tI −A) = tm
r∏
i=1
(tk − σki ),
donde m+ rk = n.
1.3 Definicio´n. Si la matriz de Jacobi por bloques, B, de (1.22) para la
matriz A de (1.20) es de´bilmente c´ıclica de ı´ndice p ≥ 2, entonces A es
p-c´ıclica relativa a la particio´n de (1.20).
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Las siguientes matrices tienen un especial intere´s:
A1 =

A1,1 0 0 . . . 0 A1,p
A2,1 A2,2 0 . . . 0 0
...
. . .
. . .
...
...
. . .
. . .
...
...
. . .
. . .
...
0 0 0 . . . Ap,p−1 Ap,p

, p ≥ 2 (1.24)
A2 =

A1,1 A1,2
A2,1 A2,2 A2,3
. . .
. . .
. . .
. . .
. . . AN−1,N
AN,N−1 AN,N
 . (1.25)
A las matrices de la forma de A2 se les llama matrices tridiagonales por
bloques. De acuerdo con (1.22), las matrices A1 y A2 dan lugar, respectiva-
mente, a las siguientes matrices de Jacobi:
B1 =

0 0 0 . . . 0 B1,p
B2,1 0 0 . . . 0 0
0 B3,2 0 . . . 0 0
...
. . .
. . .
...
...
. . .
. . .
...
0 0 0 . . . Bp,p−1 0

, p ≥ 2 (1.26)
B2 =

0 B1,2
B2,1 0 B2,3
. . .
. . .
. . .
. . .
. . . BN−1,N
BN,N−1 0
 . (1.27)
Observemos que la matriz B1 es una matriz de´bilmente c´ıclica de ı´ndice
p. Por tanto, por definicio´n, se tiene que la matriz A1 es p-c´ıclica. Por otro
lado, los bloques de la matriz B2 se pueden permutar para ver que B2 es
una matriz de´bilmente c´ıclica de ı´ndice 2. Por tanto, la matriz A2 es una
matriz 2-c´ıclica, es decir, las matrices tridiagonales por bloques son un caso
importante de matrices 2-c´ıclicas.
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1.4 Definicio´n. Si la matriz A de (1.20) es p-c´ıclica, entonces se dice que A
es consistentemente ordenada si todos los autovalores de la matriz
B(α) := αL+ α−(p−1)U,
que deriva de la matriz de Jacobi B = L+U , son independientes de α, para
α 6= 0. En ese caso tambie´n diremos que B es consistentemente ordenada.
En caso contrario diremos que A y B son inconsistentemente ordenadas.
Veamos que las matrices A1 de (1.24) y A2 de (1.25) son matrices con-
sistentemente ordenadas y, por tanto, lo son tambie´n B1 de (1.26) y B2 de
(1.27).
Para B1 consideremos
B1(α) :=

0 0 0 . . . 0 α−(p−1)B1,p
αB2,1 0 0 . . . 0 0
0 αB3,2 0 . . . 0 0
...
. . .
. . .
...
...
. . .
. . .
...
0 0 0 . . . αBp,p−1 0

y es fa´cil comprobar que Bp1(α) = B
p
1 , para cualquier α 6= 0. Por tanto, los
autovalores de B1(α) son independientes de α. As´ı pues, las matrices A1 y
B1 son consistentemente ordenadas.
Centre´monos ahora en la matriz B2 y consideremos los autovalores λ de
la matriz B2(α), es decir,
B2(α)x = λx,
donde x 6= 0. De acuerdo con la particio´n (1.27), podemos tomar una parti-
cio´n tambie´n para x, de forma que se tiene
αBj,j−1Xj−1 +
1
α
Bj,j+1Xj+1 = λXj , 1 ≤ j ≤ N,
donde tanto B1,0 como BN,N+1 se definen como matrices nulas. Definamos
entonces Zj := (1/α
j−1)Xj , para 1 ≤ j ≤ N , de forma que la ecuacio´n
anterior es
Bj,j−1Zj−1 +Bj,j+1Zj+1 = λZj , 1 ≤ j ≤ N.
Luego todo autovalor de B2(α), para α 6= 0 es tambie´n un autovalor de
B2. Luego, B2 y A2 son ambas matrices consistentemente ordenadas. Esto
es, cualquier matriz tridiagonal por bloques es una matriz consistentemente
ordenada.
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1.5 Definicio´n. Se dice que una matriz A de orden n tiene la propiedad
A de Young si existen dos subconjuntos disjuntos S1 y S2 que particionan
W = {1, 2, . . . , n} y tales que si i 6= j y si o bien aij 6= 0 o aji 6= 0 entonces
i ∈ S1 y j ∈ S2 o bien i ∈ S2 y j ∈ S1. Cuando para un par (i, j) se tiene
que o bien aij 6= 0 o bien aji 6= 0 se dice que los ı´ndices i y j esta´n asociados.
En esta definicio´n puede suceder que S1 o S2 sea vac´ıo, en cuyo caso la
matriz A es diagonal. La definicio´n anterior es equivalente a la siguiente:
1.1 Proposicio´n. Una matriz A tiene la propiedad A si y so´lo si A es una
matriz diagonal o existe una matriz de permutacio´n P tal que PAP T tiene
la forma
P TAP=
(
D1 B
C D2
)
(1.28)
donde D1 y D2 son matrices diagonales cuadradas y no necesariamente del
mismo orden.
Demostracio´n. Si A tiene la propiedad A, sean S1 y S2 los conjuntos que
especifican la definicio´n. Si S1 o S2 son vac´ıos entonces A es diagonal. En
otro caso, denotemos con s1 y s2 el nu´mero de elementos de S1 y S2, respec-
tivamente, y denotemos los ı´ndices de Sk por i
k
1 < i
k
2 < . . . < i
k
sk, k = 1, 2.
Construyamos la permutacio´n σ definida mediante
σ(i11) = 1, σ(i
1
2) = 2, . . . , σ(i
1
s1) = s1,
σ(i21) = s1 + 1, σ(i
2
2) = s1 + 2, . . . , σ(i
2
s2) = s1 + s2,
Demostraremos que si P es la matriz de permutacio´n asociada a σ, entonces
A′ = P TAP tiene la forma (1.28). Sea T1 = {1, 2, . . . , s1} y T2 = {s1 +
1, . . . , s1 + s2}. Basta demostrar que si a′ij 6= 0 e i 6= j entonces j ∈ T2 si
i ∈ T1, y j ∈ T1 si i ∈ T2. Si a′ij 6= 0 e i 6= j, entonces aσ−1(i),σ−1(j) 6= 0 y por
tanto, σ−1(i) y σ−1(j) esta´n asociados. Puesto que A tiene la propiedad A
y puesto que σ−1(i) 6= σ−1(j) se tiene que o bien σ−1(i) ∈ S1 y σ−1(j) ∈ S2
o σ−1(i) ∈ S2 y σ−1(j) ∈ S1. Por la construccio´n de σ entonces o bien
i = σ(σ−1(i)) ∈ T1 y j = σ(σ−1(j)) ∈ T2 o bien i ∈ T2 y j ∈ T1. Por tanto
A′ tiene la forma que postula el teorema si T1 y T2 son ambos no vac´ıos o
A′ es diagonal.
Rec´ıprocamente, si para alguna permutacio´n P , la matriz A′ = P TAP
tiene la forma (1.28), entonces A′ tiene la propiedad A puesto que A′ es una
matriz tridiagonal por bloques y, por tanto, esta´ consistentemente ordenada.
1.7 Teorema. Sea A de la forma (1.20) una matriz p-c´ıclica consistentemente
ordenada cuyas submatrices diagonales Ai,i para 1 ≤ i ≤ N son regulares.
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Si ω 6= 0, si λ es un autovalor no nulo de la matriz Lω = (I −ωE)−1{ωF +
(1− ω)I} y si µ satisface
(λ+ ω − 1)p = λp−1ωpµp, (1.29)
entonces µ es un autovalor de la matriz por bloques de Jacobi B = L + U .
Rec´ıprocamente, si µ es un autovalor de B y λ satisface (1.29), entonces λ
es un autovalor de Lω.
Demostracio´n. Los autovalores de Lω son las ra´ıces del polinomio carac-
ter´ıstico
det(λI − Lω) = 0. (1.30)
Como I − ωL es no singular y det(I − ωL) = 1,
det(λI −Lω) = det(I −ωL) det(λI −Lω) = det{(λ+ω− 1)I −ωλL−ωU}.
Entonces, llamando φ(λ) = det{(λ + ω − 1)I − ωλL− ωU}, (1.30) es equi-
valente a
φ(λ) = det{(λ+ ω − 1)I − ωλL− ωU} = 0.
Se puede probar que
φ(λ) = det{(λ+ ω − 1)I − λ(p−1)/pωB}. (1.31)
Como A es p-c´ıclica, entonces B es de´bilmente c´ıclica de ı´ndice p y, por
tanto, λ(p−1)/pωB es de´bilmente c´ıclica de ı´ndice p. Aplicando el teorema de
Romanovsky 1.6,
φ(λ) = (λ+ ω − 1)m
r∏
i=1
{(λ+ ω − 1)p − λp−1ωpµpi }, (1.32)
donde los µi son no nulos si r ≥ 1.
Veamos en primer lugar la segunda implicacio´n del teorema. Supongamos
que µ es un autovalor de B y que λ satisface (1.29). Entonces, uno de los
factores de (1.32) desaparece y tendr´ıamos que φ(λ) = 0 lo que implica
directamente que λ es autovalor de Lω.
Veamos ahora la primera parte del teorema. Sea ω 6= 0 y sea λ un
autovalor no nulo de Lω. Entonces, φ(λ) = 0, luego al menos uno de los
factores de (1.32) ha de ser cero. Si µ 6= 0 y µ satisface (1.29), entonces
λ + ω − 1 6= 0. Luego debe ser (λ + ω − 1)p = λp−1ωpµpi , para algu´n i,
1 ≤ i ≤ r, donde µi es no nulo. Combinando esto con (1.29) tenemos que
λp−1ωp(µp−µpi ) = 0 y como λ y µ son no nulos, debe ser µp = µpi . Tomando
ra´ıces p-e´simas, µ = µie
2piir/p con r entero que satisface 0 ≤ r < p. Como B
es de´bilmente c´ıclica, entonces µ 6= 0 es autovalor de B. Si µ = 0, ω 6= 0 y
λ es un autovalor no nulo de Lω, como µ satisface (1.29) entonces de (1.31)
se deduce que φ(λ) = detB = 0 , luego µ = 0 es autovalor de B.
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1.2 Corolario. Sea la matriz A con la particio´n (1.20) una matriz p-c´ıclica y
consistentemente ordenada cuyas submatrices diagonales son no singulares.
Si µ es un autovalor de la matriz de Jacobi por bloques B = L+U , entonces
µp es un autovalor de L1. Rec´ıprocamente, si λ es un autovalor no nulo
de L1 y µp = λ, entonces µ es un autovalor de B. Por tanto, el me´todo
iterativo de Jacobi por bloques converge si y solo si el me´todo iterativo de
Gauss-Seidel por bloques converge, y si ambos convergen, entonces
ρ(L1) = (ρ(B))p < 1.
Supongamos que la matriz A es una matriz p-c´ıclica y consistentemente
ordenada de la forma (1.20) y cuyas submatrices diagonales son no singula-
res. Supongamos tambie´n que la matriz de Jacobi B = L+U es convergente.
Por el corolario anterior, tambie´n la matriz L1 es convergente y, por conti-
nuidad, tambie´n es convergente en un intervalo de ω que contenga al 1.
Buscamos ωb tal que ρ(Lωb) = mı´nω∈R ρ(Lω).
En concreto, si los autovalores de Bp son reales y no negativos, el valor
de ωb que minimiza ρ(Lω) de forma u´nica es la u´nica raiz real y positiva de
la ecuacio´n
(ρ(B)ωb)
p = [pp(p− 1)1−p](ωb − 1)
donde ρ(B) denota el radio espectral de la matriz de Jacobi por bloques.
1.8 Teorema. Sea la matriz A de la forma (1.20) una matriz p-c´ıclica con-
sistentemente ordenada cuyas submatrices diagonales, Ai,i para 1 ≤ i ≤ N
son regulares. Si todos los autovalores de la p-e´sima potencia de la matriz
B de Jacobi por bloques son reales y no negativos y 0 ≤ ρ(B) < 1 entonces
para ωb, la u´nica raiz real , positiva y menor que p/(p− 1) de
(ρ(B)ωb)
p = [pp(p− 1)1−p](ωb − 1)
se tiene que
1. ρ(Lωb) = (ωb − 1)(p− 1);
2. ρ(Lω) > ρ(Lωb), ω 6= ωb.
Adema´s, la matriz Lω del me´todo SOR es convergente para todo ω con
0 < ω < p/(p− 1).
Demostracio´n. Para p = 2 la ra´ız de la ecuacio´n anterior que nos interesa
se puede expresar como
ωb =
2
1 +
√
1− ρ2(B) = 1 +
(
ρ(B)
1 +
√
1− ρ2(B)
)2
. (1.33)
Veamos que, efectivamente, la expresio´n (1.33) minimiza ρ(Lω) para
p = 2 (la misma prueba, con las correspondientes modificaciones, ser´ıa va´li-
da para el caso general). Si los autovalores de B2 son nu´meros reales no
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negativos, entonces como B es de´bilmente c´ıclica de ı´ndice 2, los autovalores
no nulos de B , µi vienen dados en pares de autovalores con signos opuestos.
Por tanto, −ρ(B) ≤ µi ≤ ρ(B) < 1. Por el teorema anterior sabemos que
los autovalores de la matriz para el me´todo SOR, λ, y los autovalores de la
matriz de Jacobi, µ, satisfacen (λ+ ω − 1)2 = λω2µ2. Operando tenemos
λ+ ω − 1
ω
= ±λ1/2µ.
Definamos entonces
gω(λ) :=
λ+ ω − 1
ω
, ω 6= 0
y
m(λ) := λ1/2µ, 0 ≤ µ ≤ ρ(B) < 1.
Figura 1.1: Optimizacio´n del para´metro para el me´todo SOR
Como se puede observar en la Figura 1.1 , gω(λ) es una recta que pasa
por el punto (1, 1) y cuya pendiente decrece al aumentar el valor de ω. Como
ten´ıamos gω(λ) = m(λ), se puede interpretar como la interseccio´n de estas
dos funciones. Adema´s, el valor o´ptimo para ω se obtendra´ cuando gω(λ) sea
tangente a m(λ), ya que el mayor de los dos puntos de interseccio´n alcanzara´
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su valor mı´nimo cuando esto ocurra. En dicho caso sera´
ωb =
2
1 +
√
1− µ2 .
Entonces, el valor de la abscisa en este punto es λ˜ = ωb − 1.Por tanto,
mı´n
ω∈R
ρ(Lω) = ρ(Lωb) = ωb − 1.
Figura 1.2: Optimizacio´n del para´metro para el me´todo SOR
Como podemos apreciar en la Figura 1.2, donde el pico corresponde al
valor o´ptimo ωb , es mejor sobreestimar el valor o´ptimo en una pequen˜a
cantidad que subestimar en esta misma cantidad.
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Cap´ıtulo 2
Me´todos SOR para sistemas
aumentados
2.1. Los sistemas aumentados y su intere´s
Sean A ∈ Rm×m una matriz sime´trica y definida positiva y B ∈ Rm×n.
Consideramos el siguiente sistema lineal aumentado
(
A B
BT 0
)(
x
y
)
=
(
b
q
)
(2.1)
donde b ∈ Rm y q ∈ Rn son dos vectores dados. En ocasiones, denotamos a
la matriz del sistema (2.1) con la letra A.
Cuando en (2.1) las matrices A y B son grandes y dispersas, es cuando
los me´todos iterativos que vamos a tratar toman mayor relevancia, puesto
que resolvera´n el sistema con mayor eficiencia que los me´todos directos.
El sistema aumentado (2.1) aparece en diversos problemas como pue-
den ser problemas de optimizacio´n sujetos a restricciones, el me´todo de los
elementos finitos para resolver las ecuaciones de Navier-Stokes, problemas
de elasticidad, problemas de mı´nimos cuadrados o problemas de puntos de
silla.
Muchas veces, por simplicidad, reescribiremos el sistema (2.1) como
(
A B
−BT 0
)(
x
y
)
=
(
b
−q
)
(2.2)
Para sistemas aumentados, la matriz del segundo bloque diagonal es nula,
por lo que el me´todo SOR esta´ndar no es aplicable. Desarrollaremos a conti-
nuacio´n el me´todo SOR para sistemas aumentados como (2.1), basa´ndonos
en el art´ıculo [5]. Adema´s, estudiaremos en este cap´ıtulo la teor´ıa del me´todo
SOR generalizado para sistemas aumentados utilizando [2] como referencia.
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2.2. El me´todo SOR para sistemas aumentados
Estudiamos el sistema aumentado (2.2), para el cual ya hemos dicho que
no podemos aplicar el me´todo SOR esta´ndar por ser cero uno de sus bloques
diagonales.
Consideramos entonces la siguiente escisio´n para la matriz del sistema
aumentado (
A B
−BT 0
)
= D − L− U
donde
D =
(
A 0
0 Q
)
L =
(
0 0
BT 0
)
U =
(
0 −B
0 Q
)
y Q es una matriz sime´trica y no singular.
Tenemos entonces
(D − L− U)
(
x
y
)
=
(
b
−q
)
es decir,((
A 0
0 Q
)
−
(
0 0
BT 0
)
−
(
0 −B
0 Q
))(
x
y
)
=
(
b
−q
)
Definimos la matriz de iteracio´n
Mω = (D − ωL)−1[(1− ω)D + ωU ]
=
(
A 0
−ωBT Q
)−1(
(1− ω)A −ωB
0 Q
)
(2.3)
de tal forma que podemos describir cada iteracio´n como(
x(k+1)
y(k+1)
)
=Mω
(
x(k)
y(k)
)
+ ω(D − ωL)−1
(
b
−q
)
De esta forma, el me´todo SOR para sistemas aumentados en su expresio´n
componente a componente se escribe como{
x(k+1) = (1− ω)x(k) + ωA−1(b−By(k))
y(k+1) = y(k) + ωQ−1(BTx(k+1) − q) (2.4)
En la pra´ctica, Q es una aproximacio´n a la matriz BTA−1B, que es
el complemento de Schur del bloque diagonal A en el sistema aumentado.
La situacio´n ma´s simple corresponde a tomar Q = I, la matriz identidad
n × n. El resto del cap´ıtulo se centra en caracterizar en te´rminos de los
para´metros de convergencia de este me´todo iterativo y la determinacio´n,
cuando es posible, de los para´metros o´ptimos.
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2.3. Convergencia del me´todo SOR para sistemas au-
mentados
Estudiamos ahora la convergencia del me´todo SOR para sistemas au-
mentados (2.1), para lo que necesitaremos un par de lemas previos.
2.1 Lema. Supongamos que µ es un autovalor de Q−1BTA−1B. Si λ satisface
(λ− 1)(1− ω − λ) = λω2µ, (2.5)
entonces λ es un autovalor de Mω. Rec´ıprocamente, si λ es un autovalor de
Mω tal que λ 6= 1, λ 6= 1−ω y µ satisface (2.5), entonces µ es un autovalor
no nulo de Q−1BTA−1B.
Demostracio´n. Sea λ un autovalor deMω, λ 6= 1, λ 6= 1−ω, con autovector(
x
y
)
. Entonces,
Mω
(
x
y
)
= λ
(
x
y
)
(
A 0
−ωBT Q
)−1(
(1− ω)A −ωB
0 Q
)(
x
y
)
= λ
(
x
y
)
(
(1− ω)A −ωB
0 Q
)(
x
y
)
= λ
(
A 0
−ωBT Q
)(
x
y
)
{
(1− ω)Ax− ωBy = λAx
Qy = −λωBTx+ λQy{
(1− ω − λ)Ax = ωBy
(λ− 1)Qy = λωBTx
Como A es sime´trica y definida positiva entonces es invertible. Luego de
la primera igualdad se deduce,
(1− ω − λ)x = ωA−1By.
Como hab´ıamos supuesto que λ 6= 1− ω,
x =
ω
1− ω − λA
−1By.
Como Q es no singular, de la segunda ecuacio´n se tiene
(λ− 1)y = λωQ−1BTx.
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Sustituyendo ahora lo obtenido para x
(λ− 1)y = λωQ−1BT
(
ω
1− ω − λA
−1By
)
(λ− 1)(1− ω − λ)y = λω2Q−1BTA−1By.
Entonces, como λ satisface (2.5), se tiene
λω2µy = λω2Q−1BTA−1By.
Simplificando λω2,
µy = Q−1BTA−1By
es decir, µ es autovalor de Q−1BTA−1B con autovector asociado y.
Rec´ıprocamente, supongamos que µ es autovalor de Q−1BTA−1B con
autovector asociado y,
µy = Q−1BTA−1By.
Multipliquemos ambos lados por λω2,
λω2µy = λω2Q−1BTA−1By.
Como λ satisface (2.5),
(λ− 1)(1− ω − λ)y = λω2Q−1BTA−1By
(λ− 1)y = λω
2
1− ω − λQ
−1BTA−1By.
Llamando x = ω1−ω−λA
−1By, entonces
(λ− 1)y = λωQ−1BTx
(λ− 1)Qy = λωBTx
Qy = −λωBTx+ λQy. (2.6)
Como hemos tomado x = ω1−ω−λA
−1By, entonces
(1− ω − λ)x = ωA−1By
(1− ω − λ)Ax = ωBy
(1− ω)Ax− ωBy = λAx. (2.7)
Entonces, de (2.6) y (2.7) se deduce que λ es un autovalor de Mω con
autovector asociado
(
x
y
)
.
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2.2 Lema. Consideremos la ecuacio´n cuadra´tica x2 − bx+ c = 0, donde b y
c son nu´meros reales. Ambas raices de la ecuacio´n tienen mo´dulo estricta-
mente menor que 1 si y solo si |c| < 1 y |b| < 1 + c.
Demostracio´n. Denotemos por λ1 y λ2 a las ra´ıces de la ecuacio´n cuadra´tica
considerada x2 − bx+ c = 0.
Supongamos que ambas ra´ıces tienen mo´dulo menor que 1, esto es, |λ1| <
1 y |λ2| < 1. Sabemos que c = λ1λ2, luego se tiene trivialmente que |c| =
|λ1λ2| < 1. Adema´s sabemos que b = λ1 + λ2, por tanto,
1+c−|b| =
{
1 + λ1λ2 − (λ1 + λ2) = (1− λ1)(1− λ2) > 0 si λ1 + λ2 ≥ 0
1 + λ1λ2 + λ1 + λ2 = (1 + λ1)(1 + λ2) > 0 si λ1 + λ2 < 0
En ambos casos, 1 + c− |b| > 0, luego |b| < 1 + c.
Rec´ıprocamente, supongamos |c| < 1 y |b| < 1+c. Entonces, 1+c−|b| >
0, luego o bien
(1− λ1)(1− λ2) > 0 (λ1 + λ2 ≥ 0) (2.8)
o bien
(1 + λ1)(1 + λ2) > 0 (λ1 + λ2 < 0) (2.9)
Si (1 − λ1)(1 − λ2) > 0, entonces o bien λ1 < 1 y λ2 < 1 o bien λ1 > 1
y λ2 > 1. Como ocurre que |c| < 1 y sabemos que c = λ1λ2, entonces no
puede ser λ1 > 1, λ2 > 1. Luego debe ser λ1 < 1, λ2 < 1. Ahora, si ocurriera
que λ1 ≤ −1 o λ2 ≤ −1, entonces como λ1 + λ2 ≥ 0, deber´ıa ser λ1 ≥ 1 o
λ2 ≥ 1, lo cual es imposible en este caso. Por tanto debe ocurrir |λ1| < 1 y
|λ2| < 1
Si (1 + λ1)(1 + λ2) > 0, entonces o bien λ1 < −1 y λ2 < −1 o bien
λ1 > −1 y λ2 > −1. Como ocurre que |c| < 1 y sabemos que c = λ1λ2,
entonces no puede ser λ1 < −1, λ2 < −1. Luego debe ser λ1 > −1, λ2 > −1.
Ahora, si ocurriera que λ1 ≥ 1 o λ2 ≥ 1, entonces como λ1 +λ2 < 0, deber´ıa
ser λ1 ≤ −1 o λ2 ≤ −1, lo cual es imposible en este caso. Por tanto debe
ocurrir |λ1| < 1 y |λ2| < 1
2.1 Teorema. Supongamos que B tiene rango ma´ximo y A es sime´trica
y definida positiva. Asumimos tambie´n que todos los autovalores, µ, de
Q−1BTA−1B son reales. Entonces, si ρ > 0, el me´todo SOR para sistemas
aumentados (2.1) converge para todo ω tal que
0 < ω <
4√
4ρ+ 1 + 1
,
donde ρ es el radio espectral de Q−1BTA−1B.
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Demostracio´n. Del primer lema se sigue que
λ2 + (ω2µ+ ω − 2)λ+ 1− ω = 0.
Entonces, por el segundo lema, |λ| < 1 si y solo si
|1− ω| < 1
y
|ω2µ+ ω − 2| < 1 + 1− ω = 2− ω.
De |1−ω| < 1, se tiene que −1 < 1−ω < 1. Luego, directamente obtenemos
que debe ser
0 < ω < 2.
De la segunda condicio´n , |ω2µ+ ω − 2| < 2− ω, se tiene
−2 + ω < ω2µ+ ω − 2 < 2− ω =⇒ 0 < ω2µ < 4− 2ω.
Como ρ es el radio espectral de Q−1BTA−1B, ρ ≥ |µ| = µ, luego
0 < ω2µ ≤ ω2ρ < 4− 2ω.
Entonces,
ω2ρ < 4− 2ω =⇒ 4ω2ρ < 16− 8ω =⇒ 4ρ < 16
ω2
− 8
ω
=⇒ 4ρ+ 1 < 16
ω2
− 8
ω
+ 1 =
(
4
ω
− 1
)2
=⇒
√
4ρ+ 1 <
4
ω
− 1
=⇒
√
4ρ+ 1 + 1 <
4
ω
=⇒ ω < 4√
4ρ+ 1 + 1
< 2.
2.4. Optimizacio´n del para´metro del me´todo SOR para
sistemas aumentados
Estudiemos ahora las posibles elecciones del para´metro ω que permitira´n
optimizar la convergencia del me´todo SOR. Para simplificar la notacio´n
denotemos ρ = ρ(Q−1BTA−1B) y si µ es un autovalor no nulo de la matriz
Q−1BTA−1B, llamemos 0 < µ0 = mı´nµ 6=0 µ.
2.2 Teorema. Sea µ0 >
1
4 , entonces
ρ(Mω) =

√
1− ω, 0 < ω ≤ 2
√
ρ−1
ρ[
|2− ω − ω2ρ|+ ω√(ωρ+ 1)2 − 4ρ]
2
,
2
√
ρ−1
ρ ≤ ω < 4√4ρ+1+1
(2.10)
24
Adema´s, el valor o´ptimo del para´metro ωb y ρ(Mωb) vienen dados por
ωb =
2
√
ρ− 1
ρ
≤ 1
y
ρ(Mωb) =
|√ρ− 1|√
ρ
.
Demostracio´n. Como hemos visto en el primer lema de la seccio´n anterior,
λ satisface
(λ− 1)(1− ω − λ) = λω2µ
es decir,
λ2 + (ω2µ+ ω − 2)λ− ω + 1 = 0.
Entonces,
λ =
−(ω2µ+ ω − 2)±√(ω2µ+ ω − 2)2 + 4(ω − 1)
2
= 0,5[2− ω − ω2µ± ω
√
(ωµ+ 1)2 − 4µ].
(2.11)
Luego, λ es complejo si ω ≤ 2
√
µ−1
µ y es real si ω ≥
2
√
µ−1
µ . Por tanto,
|λ| =

√
1− ω si 0 < ω ≤ 2
√
µ−1
µ
0,5
[
|2− ω − ω2µ|+ ω√(ωµ+ 1)2 − 4µ] si 2√µ−1µ ≤ ω < 4√4µ+1+1
Entonces, como
2
√
µ−1
µ es una funcio´n mono´tona decreciente y
√
1− ω ≥
1− ω para todo ω ≤ 1, si ρ0 ≥ 14 , se obtiene (2.10).
Para obtener el para´metro o´ptimo trabajemos con la expresio´n
(λ− 1)(1− ω − λ) = λω2µ
hasta poder escribirla como gω(λ) = fω(λ) para ciertas funciones de las que
podamos hacer un ana´lisis ma´s apropiado.
(λ− 1)(1− ω − λ) = λω2µ =⇒ λ− λω − λ2 − 1 + ω + λ = λω2µ
λ2 − 2λ+ 1 + λω − ω = −λω2µ =⇒ (λ− 1)2 + (λ− 1)ω = −λω2µ
(λ− 1)2 +
(ω
2
)2
+ (λ− 1)ω =
(ω
2
)2 − λω2µ =⇒(
λ− 1 + ω
2
)2
=
(ω
2
)2
(1− 4λµ) =⇒
(
λ− 1 + ω2
ω
2
)2
= 1− 4λµ
Denotamos as´ı
gω(λ) =
(
λ− 1 + ω2
ω
2
)2
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yfω(λ) = 1− 4λµ.
Observemos que gω(1) = 1 y fω(0) = 1, esto es,gω(λ) pasa por el punto (1, 1)
y fω(λ) pasa por (0, 1). Entonces, la recta fωcruza la curva parabo´lica gω.
El valor o´ptimo para el para´metro ω se obtendra´ cuando fω sea tangente a
gω. Esto sucede cuando
ωb =
2
√
ρ− 1
ρ
ya que g′ω(λ) = 8(λ− 1 + ω/2)/ω2 y f ′ω(λ) = −4µ.
Adema´s,
ρ(Mωb) =
√
1− ωb =
|√ρ− 1|√
ρ
.
Figura 2.1: Curva del radio espectral del me´todo SOR aumentado para ρ = 2
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2.3 Teorema. Supongamos que ρ0 ≤ 14 . Entonces,
ρ(Mω) =

[
|2− ω − ω2µ0|+ ω
√
(ωµ0 + 1)2 − 4µ0
]
2
, 0 < ω ≤ ωb[
|2− ω − ω2ρ|+ ω√(ωρ+ 1)2 − 4ρ]
2
, ωb < ω <
4√
4ρ+1+1
(2.12)
donde ωb < 2 es la ra´ız positiva de la ecuacio´n
|2− ω − ω2µ0|+ ω
√
(ωµ0 + 1)2 − 4µ0 = |2− ω − ω2ρ|+ ω
√
(ωρ+ 1)2 − 4ρ.
Demostracio´n. De (2.11) deducimos que para todo µ0 < µ ≤ 14 , ocurre
|λ(µ)| ≤ |λ(µ0)|. Tenemos
|λ(µ0)| = 0,5
[
|2− ω − ω2µ0|+ ω
√
(ωµ0 + 1)2 − 4µ0
]
.
Adema´s, |λ(µ0)| ≥
√
1− ω para µ > 14 .
Para ω >
(2
√
ρ−1)
ρ ,se tiene |λ(µ0)| ≤ |λ(ρ)|, donde
|λ(ρ)| = 0,5
[
|2− ω − ω2ρ|+ ω
√
(ωρ+ 1)2 − 4ρ
]
.
Combinando las dos igualdades que hemos obtenido, llegamos al resultado
que quer´ıamos probar.
2.5. El me´todo SOR generalizado para sistemas aumen-
tados
Con el objetivo de mejorar la velocidad de convergencia del me´todo SOR
para sistemas aumentados, se desarrolla, mediante la introduccio´n de un
nuevo para´metro, el me´todo generalizado SOR (GSOR).
Consideramos, para el sistema aumentado (2.2), la misma escisio´n que
en el me´todo SOR, es decir,(
A B
−BT 0
)
= D − L− U
donde
D =
(
A 0
0 Q
)
L =
(
0 0
BT 0
)
U =
(
0 −B
0 Q
)
y Q ∈ Rn×n es una matriz sime´trica y no singular.
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Sean ahora ω y τ dos reales no nulos. Llamemos
Ω =
(
ωIm 0
0 τIn
)
donde Im ∈ Rm×m e In ∈ Rn×n son, respectivamente, la matriz identidad
m×m y n× n.
Generalizamos, para el sistema aumentado (2.2), el me´todo SOR como
sigue(
x(k+1)
y(k+1)
)
= (D−ΩL)−1[(I−Ω)D+ΩU ]
(
x(k)
y(k)
)
+(D−ΩL)−1Ω
(
b
−q
)
.
Equivalentemente, si definimos las matrices
H(ω, τ) = (D − ΩL)−1[(I − Ω)D + ΩU ]
=
(
(1− ω)I −ωA−1B
(1− ω)τQ−1BT I −ωτQ−1BTA−1B
)
y
M(ω, τ) = Ω−1(D − ΩL) =
(
1
ωA 0
−BT 1τQ
)
podemos escribir la versio´n matricial del me´todo GSOR para sistemas am-
pliados (
x(k+1)
y(k+1)
)
= H(ω, τ)
(
x(k)
y(k)
)
+M(ω, τ)−1
(
b
−q
)
.
De esta forma, el me´todo generalizado SOR en su versio´n componente a
componente se escribe como{
x(k+1) = (1− ω)x(k) + ωA−1(b−By(k))
y(k+1) = y(k) + τQ−1(BTx(k+1) − q) (2.13)
donde Q es una matriz que aproxima al complemento de Schur, BTA−1B,
y sirve como preacondicionamiento.
Observemos que de forma trivial cuando τ = ω, el me´todo generalizado
SOR se reduce al me´todo SOR expuesto en el apartado anterior.
Denotemos ahora
N (ω, τ) =M(ω, τ)−A =
(
( 1ω − 1)A −B
0 1τQ
)
Entonces, podemos considerar la siguiente escisio´n para la matriz A, ma-
triz de coeficientes del sistema aumentado (2.2), A = M(ω, τ) − N (ω, τ).
Entonces, es fa´cil ver que
H(ω, τ) =M(ω, τ)−1N (ω, τ)
es la matriz de iteracio´n del me´todo SOR generalizado.
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2.6. Teoremas de convergencia para el me´todo SOR ge-
neralizado
Hemos visto que la matriz H(ω, τ) es la matriz de iteracio´n del me´todo
GSOR. Por tanto, el me´todo sera´ convergente si y solo si el radio espectral
de la matriz H(ω, τ) es estrictamente menor que 1, esto es, ρ(H(ω, τ)) < 1.
2.4 Teorema. Sean A ∈ Rm×m y Q ∈ Rn×n matrices sime´tricas y de-
finidas positivas. Sea tambie´n B ∈ Rm×n de rango ma´ximo. Denotemos
J = Q−1BTA−1B y µmı´n, µma´x al menor y mayor autovalor de J , respec-
tivamente. Entonces, el me´todo GSOR converge si ω verifica que 0 < ω < 2
y τ satisfacela condicio´n:
0 < τ <
2(2− ω)
ωµma´x
.
Demostracio´n. Por las condiciones establecidas en el enunciado del teorema,
se tiene que todos los autovalores, µ, de la matriz J = Q−1BTA−1B son
reales y no nulos.
Sea λ un autovalor no nulo de la matriz de iteracio´n H(ω, τ), con auto-
vector asociado (xT , yT )T ∈ Rm+n. Recordemos que
H(ω, τ) =M(ω, τ)−1N (ω, τ) =
(
1
ωA 0
−BT 1τQ
)−1(
( 1ω − 1)A −B
0 1τQ
)
Entonces, la relacio´n H(ω, τ)
(
x
y
)
= λ
(
x
y
)
se puede escribir como:
(
( 1ω − 1)A −B
0 1τQ
)(
x
y
)
= λ
(
1
ωA 0
−BT 1τQ
)(
x
y
)
Equivalentemente,(
(1− ω)A −ωB
0 Q
)(
x
y
)
= λ
(
A 0
−τBT Q
)(
x
y
)
Entonces tenemos {
(1− ω)Ax− ωBy = λAx
Qy = −λτBTx+ λQy
luego {
(1− ω − λ)Ax = ωBy
λτBTx = (λ− 1)Qy (2.14)
De la primera ecuacio´n de (2.14) obtenemos, (1 − ω − λ)x = ωA−1By.
Luego cuando λ 6= 1− ω, se tiene que
λτ(1− ω − λ)BTx = λτωBTA−1By.
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De aqu´ı y de la segunda ecuacio´n de (2.14), se tiene que
(λ− 1)(1− ω − λ)Qy = λτωBTA−1By =⇒
(λ− 1)(1− ω − λ)y = λτωQ−1BTA−1By =⇒
(λ− 1)(1− ω − λ)y = λτωJ y
Si λ = 1 − ω 6= 0, entonces de la primera ecuacio´n de (2.14) tenemos
0 = By y de la segunda ecuacio´n de (2.14), −ωQy = λτBTx. Por tanto,
y = 0 y x ∈ ker(BT ), donde ker(BT ) es el nu´cleo de BT . Luego, λ = 1−ω es
un autovalor de H(ω, τ) cuyo autovector correspondiente es (xT , 0)T , donde
x ∈ ker(BT ).
Entonces, los autovalores λ (excepto λ = 1 − ω)de la matriz H(ω, τ) y
los autovalores µ de la matriz J satisfacen la relacio´n siguiente
(1− ω − λ)(λ− 1) = λτωµ
es decir, λ satisface la ecuacio´n cuadra´tica
λ2 + (τωµ+ ω − 2)λ+ 1− ω = 0 (2.15)
Entonces, de acuerdo con el lema de Young, sabemos que tanto λ = 1 − ω
como las dos ra´ıces de la ecuacio´n cuadra´tica anterior, satisfacen |λ| < 1 si
y solo si |1 − ω| < 1 y |τωµ + ω − 2| < 2 − ω. De la primera ecuacio´n se
obtiene directamente que 0 < ω < 2 y de la segunda,
− 2 < τωµ+ ω − 2 < 2− ω =⇒ 0 < τωµ < 4− 2ω =⇒
0 < τ <
2(2− ω)
ωµ
=⇒ 0 < τ < 2(2− ω)
ωµma´x
.
De forma ana´loga se puede probar que siQ ∈ Cn×n es sime´trica y definida
negativa, entonces el me´todo GSOR converge si ω satisface 0 < ω < 2 y τ
satisface
2(2− ω)
ωµmı´n
< τ < 0.
2.1 Corolario. Sean A ∈ Rm×m una matriz sime´trica y positiva definida,B ∈
Rm×n de rango ma´ximo y Q ∈ Rn×n no singular y sime´trica. Sea tambie´n
J = Q−1BTA−1B. Si µ es un autovalor de la matriz J , entonces el λ
determinado por la ecuacio´n cuadra´tica (2.15) es un autovalor de la matriz
H(ω, τ). Rec´ıprocamente, si λ es un autovalor de la matriz H(ω, τ), entonces
el µ determinado por (2.15) es un autovalor de la matriz J . Por tanto, los
autovalores no nulos de la matriz H(ω, τ) vienen dados por λ = 1− ω o
λ =
1
2
(
2− ω − τωµ±
√
(2− ω − τωµ)2 − 4(1− ω)
)
.
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2.2 Corolario. Sean A ∈ Rm×m una matriz sime´trica y positiva definida,B ∈
Rm×n de rango ma´ximo y Q ∈ Rn×n no singular y sime´trica. Sea tambie´n
J = Q−1BTA−1B. Si µ es un autovalor de la matriz J , entonces el λ
determinado por la ecuacio´n cuadra´tica (2.15) con τ = ω es un autovalor
de la matriz L(ω).Rec´ıprocamente, si λ es un autovalor de la matriz L(ω),
entonces el µ determinado por (2.15) con τ = ω es un autovalor de la matriz
J . Por tanto, los autovalores no nulos de la matriz L(ω) vienen dados por
λ = 1− ω o
λ =
1
2
(
2− ω − ω2µ±
√
(2− ω − ω2µ)2 − 4(1− ω)
)
.
2.7. Optimizacio´n de los para´metros en el me´todo SOR
generalizado
Determinamos en esta seccio´n los valores o´ptimos de los para´metros del
me´todo GSOR y el correspondiente factor o´ptimo de convergencia. Para
aligerar la notacio´n llamemos:
µk(k = 1, 2, . . . , n) son los autovalores de la matriz J = Q−1BTA−1B
µmı´n = mı´n
1≤k≤n
µk
µma´x = ma´x
1≤k≤n
µk
Asumimos, sin pe´rdida de generalidad, que estos autovalores esta´n orde-
nados, es decir
0 < µmı´n = µ1 ≤ µ2 ≤ . . . ≤ µn−1 ≤ µn = µma´x
Hemos probado en la seccio´n anterior que los para´metros del me´todo
deben satisfacer
0 < ω < 2 y 0 < τ <
2(2− ω)
ωµma´x
Denotemos tambie´n
f1(ω, τ, µ) =
1
2
(
2− ω − τωµ+√(2− ω − τωµ)2 − 4(1− ω))
para 4τµ
(1+τµ)2
≤ ω < 21+τµ y τµ < 1
f2(ω, τ, µ) =
1
2
(
τωµ+ ω − 2 +√(τωµ+ ω − 2)2 − 4(1− ω))
para ω ≥ 4τµ
(1+τµ)2
y τµ > 1
o ω > 21+τµ y τµ < 1
f3(ω, τ, µ) = g(ω) =
√
1− ω
para ω ≤ 4τµ
(1+τµ)2
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Estas funciones se obtienen de calcular el valor absoluto de los autova-
lores no nulos de la matriz de iteracio´n H(ω, τ) del me´todo GSOR, donde
hemos distinguidos tres casos segu´n sea positivo o negativo el discriminante
de la ecuacio´n cuadra´tica y segu´n el signo del te´rmino 2− ω − τωµ.
Se puede ver que fj(ω, τ, µ) ≥
√
1− ω ≥ 1− ω, j = 1, 2.
Estudiemos ahora la monoton´ıa de estas funciones.
∂f1(ω,τ,µ)
∂µ = − τω2
(
1 + 2−ω−τωµ√
(2−ω−τωµ)2−4(1−ω)
)
∂f2(ω,τ,µ)
∂µ =
τω
2
(
1 + τωµ+ω−2√
(τωµ+ω−2)2−4(1−ω)
)
∂f3(ω,τ,µ)
∂µ =
dg(ω)
dµ = 0
Luego,
∂f1(ω,τ,µ)
∂µ < 0 para
4τµ
(1+τµ)2
< ω < 21+τµ y τµ < 1
∂f2(ω,τ,µ)
∂µ > 0 para ω >
4τµ
(1+τµ)2
y τµ > 1
o ω > 21+τµ y τµ < 1
Es decir, la funcio´n f1(ω, τ, µ) decrece con respecto a µ para
4τµ
(1+τµ)2
<
ω < 21+τµ y τµ < 1.
La funcio´n f2(ω, τ, µ) crece con respecto a µ para ω >
4τµ
(1+τµ)2
y τµ > 1
o ω > 21+τµ y τµ < 1.
Por otro lado,
∂f1(ω,τ,µ)
∂ω = −12
(
1 + τµ+ (2−ω−τωµ)(1+τµ)−2√
(2−ω−τωµ)2−4(1−ω)
)
∂f2(ω,τ,µ)
∂ω =
1
2
(
1 + τµ+ (τωµ+ω−2)(1+τµ)+2√
(τωµ+ω−2)2−4(1−ω)
)
∂f3(ω,τ,µ)
∂ω =
dg(ω)
dµ = − 12√1−ω
Luego,
∂f1(ω,τ,µ)
∂ω > 0 para
4τµ
(1+τµ)2
< ω < 21+τµ y τµ < 1
∂f2(ω,τ,µ)
∂ω > 0 para ω >
4τµ
(1+τµ)2
y τµ > 1
o ω > 21+τµ y τµ < 1
∂f3(ω,τ,µ)
∂ω < 0 para ω ≤ 4τµ(1+τµ)2
Es decir, la funcio´n f1(ω, τ, µ) crece con respecto a ω para
4τµ
(1+τµ)2
< ω <
2
1+τµ y τµ < 1.
La funcio´n f2(ω, τ, µ) crece con respecto a ω para ω >
4τµ
(1+τµ)2
y τµ > 1
o ω > 21+τµ y τµ < 1.
La funcio´n f3(ω, τ, µ) decrece con respecto a ω para ω ≤ 4τµ(1+τµ)2 .
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Adema´s, para cualesquiera µ˜ y τ˜ reales positivos para los que las funcio-
nes este´n bien definidas,
f1(ω, τ˜ , µ˜) = f3(ω, τ˜ , µ˜) para ω =
4τ˜ µ˜
(1+τ˜ µ˜)2
f2(ω, τ˜ , µ˜) = f3(ω, τ˜ , µ˜) para ω =
4τ˜ µ˜
(1+τ˜ µ˜)2
f1(ω, τ˜ , µ˜) = f2(ω, τ˜ , µ˜) para ω =
2
1+τ˜ µ˜
y para dos autovalores de J , µα, µβ ∈ { µk | 1 ≤ k ≤ n} para los que f1
y f2 este´n bien definidas, tenemos
f1(ω, τ˜ , µα) = f2(ω, τ˜ , µβ) si ω =
4
τ˜(µα + µβ) + 2
Por otra parte, definimos las siguientes funciones
ω−(τ) = 4τµmı´n(1+τµmı´n)2
ω+(τ) =
4τµma´x
(1+τµma´x)2
ω0(τ) =
4
τ(µmı´n+µma´x)+2
Usando el primer corolario de la seccio´n anterior, podemos expresar el
valor absoluto de los autovalores λ de la matriz H(ω, τ) como:
Cuando µτ < 1 o bien |λ| = |1− ω| o bien
|λ| =

f1(ω, τ, µ) para
4τµ
(1+τµ)2
< ω < 21+τµ
f2(ω, τ, µ) para ω ≥ 21+τµ
g(ω) para ω ≤ 4τµ
(1+τµ)2
y cuando µτ ≥ 1 entonces o bien |λ| = |1− ω| o bien
|λ| =
{
f2(ω, τ, µ) para ω >
4τµ
(1+τµ)2
g(ω) para ω ≤ 4τµ
(1+τµ)2
2.5 Teorema. Consideremos el me´todo GSOR. Sea A ∈ Rm×m y Q ∈ Rn×n
sime´trica y definida positiva, y sea B ∈ Rm×n de rango ma´ximo. Denotemos
µmı´n, µma´x al menor y mayor autovalor de J = Q−1BTA−1B , respectiva-
mente. Entonces,
(i) cuando τ ≤ 1√µmı´nµma´x , se tiene que
ρ(H(ω, τ)) =

√
1− ω
para 0 < ω < ω−(τ).
1
2
(
2− ω − τωµmı´n +
√
(2− ω − τωµmı´n)2 − 4(1− ω)
)
para ω−(τ) ≤ ω ≤ ω0(τ).
1
2
(
τωµma´x + ω − 2 +
√
(τωµma´x + ω − 2)2 − 4(1− ω)
)
para ω0(τ) < ω < 2.
(2.16)
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(ii) cuando 1√µmı´nµma´x < τ <
2(2−ω)
ωµma´x
ρ(H(ω, τ)) =

√
1− ω
para 0 < ω < ω+(τ).
1
2
(
τωµma´x + ω − 2 +
√
(τωµma´x + ω − 2)2 − 4(1− ω)
)
para ω+(τ) ≤ ω < 2.
(2.17)
Adema´s, los para´metros o´ptimos ωopt y τopt vienen dados por
ωopt =
4
√
µmı´nµma´x
(
√
µmı´n+
√
µma´x)2
τopt =
1√
µmı´nµma´x
(2.18)
y por tanto,el factor de convergencia o´ptimo para el me´todo GSOR es
ρ(H(ωopt, τopt)) =
√
µma´x −√µmı´n√
µma´x +
√
µmı´n
.
Demostracio´n. Para simplificar la prueba vamos a distinguir tres casos en
funcio´n del para´metro τ .
Caso (a): τ ≤ 1µma´x .
Caso (b): τ ≥ 1µmı´n .
Caso (c): 1µma´x < τ <
1
µmı´n
Caso (a): τ ≤ 1µma´x . Como τµma´x ≤ 1, entonces para todo µ autovalor deJ se tiene τµ < 1. Adema´s,
ω−(τ) ≤ ω+(τ) < 1 < ω0(τ) < 2.
Recordemos que para λ , autovalor de H(ω, τ) o bien |λ| = |1− ω| o bien
|λ| =

f1(ω, τ, µ) para
4τµ
(1+τµ)2
< ω < 21+τµ
f2(ω, τ, µ) para ω ≥ 21+τµ
g(ω) para ω ≤ 4τµ
(1+τµ)2
Consideremos fijos ω, τ > 0, entonces por la monoton´ıa estudiada para
las funciones fi(ω, τ, µ), i = 1, 2, 3 con respecto a µ se tiene que

ma´xµ
{
f1(ω, τ, µ)| 4τµ(1+τµ)2 < ω < 21+τµ
}
= f1(ω, τ, µmı´n)
ma´xµ
{
f2(ω, τ, µ)|ω ≥ 21+τµ
}
= f2(ω, τ, µma´x)
ma´xµ
{
f3(ω, τ, µ)|ω ≤ 4τµ(1+τµ)2
}
= g(ω)
Adema´s, sabemos que el punto de interseccio´n de f1(ω, τ, µmı´n) con
f2(ω, τ, µma´x) es ω0(τ). El punto de interseccio´n de f1(ω, τ, µmı´n) y de g(ω)
es ω−(τ).
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Entonces, por la monoton´ıa estudiada de las funciones fi(ω, τ, µ), i =
1, 2, 3 con respecto a ω se tiene que
ρ(H(ω, τ)) =

g(ω) para 0 < ω < ω−(τ)
f1(ω, τ, µmı´n) para ω−(τ) ≤ ω ≤ ω0(τ)
f2(ω, τ, µma´x) para ω0(τ) < ω < 2.
Por tanto, para cualquier τ fijo
argminωρ(H(ω, τ)) = ω−(τ)
Como ρ(H(ω−(τ), τ)) =
√
1− ω−(τ), el valor de τ para el cual se minimiza
ρ(H(ω−(τ), τ)) es aquel que maximiza ω−(τ).
En conclusio´n, para este caso, los para´metros o´ptimos son
τ
(1)
opt =
1
µma´x
y ω
(1)
opt =
4µmı´nµma´x
(µmı´n + µma´x)2
y el factor de convergencia o´ptimo asociado es
ρ(H(ω(1)opt, τ
(1)
opt)) =
µma´x − µmı´n
µma´x + µmı´n
.
Caso (b): τ ≥ 1µmı´n .
Como τµmı´n ≥ 1, entonces para todo µ autovalor de J se tiene τµ > 1.
Recordemos que para λ , autovalor de H(ω, τ) o bien |λ| = |1− ω| o bien
|λ| =
{
f2(ω, τ, µ) para ω >
4τµ
(1+τµ)2
g(ω) para ω ≤ 4τµ
(1+τµ)2
Consideremos fijos ω, τ > 0, entonces por la monoton´ıa estudiada para
las funciones fi(ω, τ, µ), i = 2, 3 con respecto a µ se tiene que ma´xµ
{
f2(ω, τ, µ)|ω > 4τµ(1+τµ)2
}
= f2(ω, τ, µma´x)
ma´xµ
{
f3(ω, τ, µ)|ω ≤ 4τµ(1+τµ)2
}
= g(ω)
Adema´s, sabemos que el punto de interseccio´n de f2(ω, τ, µma´x) y de g(ω)
es ω+(τ).
Entonces, por la monoton´ıa estudiada de las funciones fi(ω, τ, µ), i = 2, 3
con respecto a ω se tiene que
ρ(H(ω, τ)) =
{
g(ω) para 0 < ω < ω+(τ)
f2(ω, τ, µma´x) para ω+(τ) < ω < 2.
Por tanto, para cualquier τ fijo
argminωρ(H(ω, τ)) = ω+(τ)
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Como ρ(H(ω+(τ), τ)) =
√
1− ω+(τ), el valor de τ tal que ρ(H(ω+(τ), τ))
es mı´nimo es aquel que maximiza ω+(τ).
En conclusio´n, para este caso, los para´metros o´ptimos son
τ
(2)
opt =
1
µmı´n
y ω
(2)
opt =
4µmı´nµma´x
(µmı´n + µma´x)2
y el factor de convergencia o´ptimo asociado es
ρ(H(ω(2)opt, τ
(2)
opt)) =
µma´x − µmı´n
µma´x + µmı´n
.
Caso (c): 1µma´x < τ <
1
µmı´n
.
Llamemos τ̂ = 1√µmı´nµma´x . Para este valor ocurre
ω−(τ̂) = ω+(τ̂) = ω0(τ̂) =
4
√
µmı´nµma´x
(
√
µmı´n +
√
µma´x)2
.
Distinguimos de nuevo dos casos en funcio´n del valor de τ , segu´n sea
τ ∈
(
1
µma´x
, τ̂
]
o τ ∈
[
τ̂ , 1µmı´n
)
.
Para el caso en que τ ∈
(
1
µma´x
, τ̂
]
, se tiene:
ω−(τ) ≤ ω+(τ) < 1 < ω0(τ).
Sea α un entero positivo para el que
µα = ma´x
{
µ|µ < 1
τ
y
1
µma´x
< τ ≤ τ̂
}
.
Consideremos fijos ω, τ , entonces por la monoton´ıa estudiada para las
funciones fi(ω, τµ), i = 1, 2, 3 con respecto a µ se tiene que

ma´xµmı´n≤µ≤µα
{
f1(ω, τ, µ)| 4τµ(1+τµ)2 < ω < 21+τµ
}
= f1(ω, τ, µmı´n)
ma´xµmı´n≤µ≤µα
{
f2(ω, τ, µ)|ω ≥ 21+τµ
}
= f2(ω, τ, µα)
ma´xµmı´n≤µ≤µα
{
f3(ω, τ, µ)|ω ≤ 4τµ(1+τµ)2
}
= g(ω)
Adema´s, sabemos que el punto de interseccio´n de f1(ω, τ, µmı´n) y de
f2(ω, τ, µα) es ω̂0(τ) =
4
τ(µmı´n+µα)+2
y la interseccio´n de f1(ω, τ, µmı´n) y de
g(ω) es ω−(τ).
Por otro lado, por la monoton´ıa de fi(ω, τ, µ), i = 1, 2, 3 con respecto a
ω se tiene que
ma´x {|λ| |µmı´n ≤ µ ≤ µα} =

g(ω) para 0 < ω < ω−(τ)
f1(ω, τ, µmı´n) para ω−(τ) ≤ ω ≤ ω̂0(τ)
f2(ω, τ, µα) para ω̂0(τ) < ω < 2.
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De forma similar, sea β un entero positivo tal que
µβ = mı´n
{
µ|µ > 1
τ
y
1
µma´x
< τ ≤ τ̂
}
.
Consideremos fijos ω, τ , entonces por la monoton´ıa estudiada para las
funciones fi(ω, τ, µ), i = 2, 3 con respecto a µ se tiene que

ma´xµβ≤µ≤µma´x
{
f2(ω, τ, µ)|ω > 4τµ(1+τµ)2
}
= f2(ω, τ, µma´x)
ma´xµβ≤µ≤µma´x
{
f3(ω, τ, µ)|ω ≤ 4τµ(1+τµ)2
}
= g(ω)
Adema´s, sabemos que el punto de interseccio´n de f2(ω, τ, µma´x) y de g(ω)
es ω+(τ).
Por otro lado, por la monoton´ıa de fi(ω, τ, µ), i = 2, 3 con respecto a ω
se tiene que
ma´x {|λ| |µβ ≤ µ ≤ µma´x} =
{
g(ω) para 0 < ω ≤ ω+(τ)
f2(ω, τ, µma´x) para ω+(τ) < ω < 2.
Como ω−(τ) ≤ ω+(τ) < 1 ≤ ω0(τ) ≤ ω̂0(τ), por la monoton´ıa de
f2(ω, τ, µ) respecto a ω, se tiene que
f2(ω, τ, µma´x) ≥ f2(ω, τ, µα).
Adema´s, como f1(ω, τ, µmı´n) y f2(ω, τ, µma´x) intersecan en ω0(τ), tene-
mos
ρ(H(ω, τ)) =

g(ω) para 0 < ω < ω−(τ)
f1(ω, τ, µmı´n) para ω−(τ) ≤ ω ≤ ω0(τ)
f2(ω, τ, µma´x) para ω0(τ) < ω < 2.
Por tanto, para cualquier τ ∈
(
1
µma´x
, τ̂
]
fijo
argminωρ(H(ω, τ)) = ω−(τ)
Como ρ(H(ω−(τ), τ)) =
√
1− ω−(τ), el valor de τ tal que ρ(H(ω+(τ), τ))
es mı´nimo es aquel que maximiza ω−(τ).
En conclusio´n, para este caso, los para´metros o´ptimos son
τ
(3)
opt = τ̂ =
1√
µmı´nµma´x
y ω
(3)
opt = ω−(τ̂) =
4
√
µmı´nµma´x
(
√
µmı´n +
√
µma´x)2
y el factor de convergencia o´ptimo asociado es
ρ(H(ω(3)opt, τ
(3)
opt)) =
√
µma´x −√µmı´n√
µma´x +
√
µmı´n
.
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Para el caso en que τ ∈
[
τ̂ , 1µmı´n
)
, se tiene:
ω0(τ) ≤ ω+(τ) ≤ ω−(τ).
Sea α un entero positivo para el que
µα = ma´x
{
µ|µ < 1
τ
y τ̂ ≤ τ < 1
µmı´n
}
.
Consideremos fijos ω, τ , entonces por la monoton´ıa estudiada para las
funciones fi(ω, τ, µ), i = 1, 2, 3 con respecto a µ se tiene que

ma´xµmı´n≤µ≤µα
{
f1(ω, τ, µ)| 4τµ(1+τµ)2 < ω < 21+τµ
}
= f1(ω, τ, µmı´n)
ma´xµmı´n≤µ≤µα
{
f2(ω, τ, µ)|ω ≥ 21+τµ
}
= f2(ω, τ, µα)
ma´xµmı´n≤µ≤µα
{
f3(ω, τ, µ)|ω ≤ 4τµ(1+τµ)2
}
= g(ω)
Adema´s, sabemos que el punto de interseccio´n de f1(ω, τ, µmı´n) y de
f2(ω, τ, µα) es ω̂0(τ) =
4
τ(µmı´n+µα)+2
y la interseccio´n de f1(ω, τ, µmı´n) y de
g(ω) es ω−(τ) y de las funciones f2(ω, τ, µα) y de g(ω) es ω̂+(τ) = 4τµα(1+τµα)2 .
Por otro lado, por la monoton´ıa de fi(ω, τ, µ), i = 1, 2, 3 con respecto a
ω se tiene que
ma´x {|λ| |µmı´n ≤ µ ≤ µα} =

g(ω) para 0 < ω < ω−(τ)
f1(ω, τ, µmı´n) para ω−(τ) ≤ ω ≤ ω̂0(τ)
f2(ω, τ, µα) para ω̂0(τ) < ω < 2.
De forma similar, sea β un entero positivo tal que
µβ = mı´n
{
µ|µ > 1
τ
y τ̂ ≤ τ < 1
µmı´n
}
.
Consideremos fijos ω, τ , entonces por la monoton´ıa estudiada para las
funciones fi(ω, τ, µ), i = 2, 3 con respecto a µ se tiene que

ma´xµβ≤µ≤µma´x
{
f2(ω, τ, µ)|ω > 4τµ(1+τµ)2
}
= f2(ω, τ, µma´x)
ma´xµβ≤µ≤µma´x
{
f3(ω, τ, µ)|ω ≤ 4τµ(1+τµ)2
}
= g(ω)
Adema´s, sabemos que el punto de interseccio´n de la interseccio´n de
f2(ω, τ, µma´x) y de g(ω) es ω+(τ).
Por otro lado, por la monoton´ıa de fi(ω, τ, µ), i = 2, 3 con respecto a ω
se tiene que
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ma´x {|λ| |µβ ≤ µ ≤ µma´x} =
{
g(ω) para 0 < ω < ω+(τ)
f2(ω, τ, µma´x) para ω+(τ) < ω < 2.
Como ω0(τ) ≤ ω+(τ) ≤ ω−(τ) < 1 ≤ ω̂0(τ), por la monoton´ıa de
f2(ω, τ, µ) respecto a ω, se tiene que
f2(ω, τ, µma´x) ≥ f2(ω, τ, µα).
Adema´s, como f1(ω, τ, µmı´n) y f2(ω, τ, µma´x) intersecan en ω0(τ), tene-
mos
ρ(H(ω, τ)) =
{
g(ω) para 0 < ω < ω+(τ)
f2(ω, τ, µma´x) para ω+(τ) < ω < 2.
Por tanto, para cualquier τ ∈
[
τ̂ , 1µmı´n
)
fijo
argminωρ(H(ω, τ)) = ω+(τ)
Como ρ(H(ω+(τ), τ)) =
√
1− ω+(τ), el valor de τ tal que ρ(H(ω+(τ), τ))
es mı´nimo es aquel que maximiza ω+(τ).
En conclusio´n, para este caso, los para´metros o´ptimos son
τ
(4)
opt = τ̂ =
1√
µmı´nµma´x
y ω
(4)
opt = ω+(τ̂) =
4µmı´nµma´x
(
√
µmı´n +
√
µma´x)2
y el factor de convergencia o´ptimo asociado es
ρ(H(ω(4)opt, τ
(4)
opt)) =
√
µma´x −√µmı´n√
µma´x +
√
µmı´n
.
De los tres casos (a), (b), (c) podemos deducir que los para´metros o´pti-
mos son
τopt =
1√
µmı´nµma´x
y ωopt =
4µmı´nµma´x
(
√
µmı´n +
√
µma´x)2
y el factor de convergencia o´ptimo asociado para el me´todo GSOR es
ρ(H(ωopt, τopt)) =
√
µma´x −√µmı´n√
µma´x +
√
µmı´n
.
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Cap´ıtulo 3
Me´todos HSS para sistemas
generales y sistemas aumentados
3.1. Introduccio´n
Consideremos el sistema(
A BH
B −C
)(
u
p
)
=
(
f
g
)
.
donde A ∈ Cn×n, B ∈ Cm×n, C ∈ Cm×m, f ∈ Cn, g ∈ Cm y m ≤ n.
Asumimos que A, B y C son matrices grandes y dispersas.
Un caso particular del anterior con especial intere´s es el correspondiente
a problemas de punto de silla, para el cual la matriz A es sime´trica definidda
positiva, C = 0, B tiene rango ma´ximo, m y ker(A)∩ker(B) = {0}. En este
caso el problema tiene solucio´n u´nica.
Podemos considerar tambie´n problemas generalizados de punto de silla.
En este caso, la matriz A tiene una parte sime´trica y semidefinida positiva,
H = 12(A+A
H); el rango de B es m; ker(H)∩ ker(B) = {0}; C es sime´trica
y semidefinida positiva.
De forma equivalente al sistema que estamos considerando, podemos
resolver el sistema (
A BH
−B C
)(
u
p
)
=
(
f
−g
)
(3.1)
o Ax = b, donde llamamos A a la matriz del sistema (3.1), x =
(
u
p
)
y
b =
(
f
−g
)
.
El desarrollo de este u´ltimo cap´ıtulo esta´ fundamentado en los art´ıculos
[1] y [4] .
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3.2. El me´todo HSS para sistemas aumentados
Consideremos el sistema Ax = b que proviene de un problema de punto
de silla, donde
A =
(
A BH
−B 0
)
, x =
(
u
p
)
, b =
(
f
−g
)
.
donde A ∈ Cn×n es una matriz hermı´tica y semidefinida positiva, B ∈ Cm×n
tiene rango ma´ximo (m ≤ n), f ∈ Cn y g ∈ Cm.
Denotemos ahora, H = 12(A+AH), a la parte hermı´tica de A. Entonces,
H =
(
A 0
0 0
)
.
Denotemos tambie´n, S = 12(A − AH), a la parte anti-hermı´tica de A.
Entonces,
S =
(
0 BH
−B 0
)
.
Consideremos las dos siguientes escisiones de la matriz A, donde α > 0
es un para´metro e I denota la matriz indentidad (n+m)× (n+m):
A = (H+ αI)− (αI − S)
A = (S + αI)− (αI −H)
Observemos que tanto
H+ αI =
(
A+ αIn 0
0 αIm
)
como
S + αI =
(
αIn B
H
−B αIm
)
son matrices regulares. La iteracio´n hermı´tica/anti-hermı´tica (HSS) se ob-
tiene alternando las dos escisiones anteriores en la definicio´n de los iterantes.
Para un vector inicial x(0) = (u(0), p(0)), la secuencia de vectores {x(m)} para
el me´todo HSS viene dada por:{
(H+ αI)x(m+1/2) = (αI − S)x(m) + b,
(S + αI)x(m+1) = (αI −H)x(m+1/2) + b. (3.2)
La primera ecuacio´n se traduce en(
A+ αIn 0
0 αIm
)(
u(m+1/2)
p(m+1/2)
)
=
(
αIn −BH
B αIm
)(
u(m)
p(m)
)
+
(
f
−g
)
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Entonces, {
(A+ αIn)u
(m+1/2) = αu(m) −BHp(m) + f
p(m+1/2) = p(m) + 1α(Bu
(m) − g) (3.3)
Como la matriz (A+αIn) es no singular, el sistema tiene solucio´n u´nica que
podemos determinar. Adema´s, la matriz es hermı´tica y definida positiva,
por lo que para determinar la solucio´n se puede emplear cualquiera de los
me´todos para resolver sistemas con matriz hermı´tica y definida positiva,
como pueden ser la factorizacio´n de Cholesky o el me´todo del gradiente
conjugado.
Para resolver la segunda parte de (3.2), nos encontramos con el siguiente
sistema(
αIn B
H
−B αIm
)(
u(m+1)
p(m+1)
)
=
(
αIn −A 0
0 αIm
)(
u(m+1/2)
p(m+1/2)
)
+
(
f
−g
)
es decir, {
αu(m+1) +BHp(m+1) = (αIn −A)u(m+1/2 + f
−Bu(m+1) + αp(m+1) = αp(m+1/2) − g (3.4)
Para resolver este sistema, denotemos
f (m) := (αIn −A)u(m+1/2) + f
y
g(m) := αp(m+1/2) − g.
Entonces podemos reducir el sistema anterior eliminando u(m+1) obteniendo
(BBH + α2Im)p
(m+1) = Bf (m) + αg(m)
y despue´s, despejando de la primera ecuacio´n tenemos que
u(m+1) =
1
α
(f (m) −BHp(m+1)).
Sin embargo, observemos que el me´todo HSS se puede usar como preacon-
dicionamiento, sin necesidad de resolver los sistemas (3.3) y (3.4) de forma
exacta. Se pueden resolver de forma inexacta (IHSS) para hacer este me´todo
ma´s competitivo.
3.3. Convergencia del me´todo HSS
Para analizar la convergencia del me´todo HSS (3.2) podemos eliminar
el vector intermedio x(m+1/2) de (3.2), para ello utlizamos el siguiente lema
que describe un criterio de convergencia para me´todos con iteracio´n en dos
pasos.
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3.1 Lema. Sea A ∈ Cn×n. Consideremos dos escisiones para A, A = Mi−Ni
para i = 1, 2, donde las matrices M1 y M2 son no singulares. Sea entonces
x(0) ∈ Cn un vector inicial dado. Si la secuencia de iterantes {x(m)} viene
descrita por: {
M1x
(m+1/2) = N1x
(m) + b,
M2x
(m+1) = N2x
(m+1/2) + b,
para m = 0, 1, 2, . . .. Entonces, se puede escribir
x(m+1) = M−12 N2M
−1
1 N1x
(m) +M−12 (I +N2M
−1
1 )b, m = 0, 1, 2, . . .
Adema´s, si el radio espectral de la matriz de iteracio´n M−12 N2M
−1
1 N1 es
ρ(M−12 N2M
−1
1 N1) < 1, entonces la secuencia de iterantes {x(m)} converge
a la solucio´n u´nica x∗ ∈ Cn del sistema de ecuaciones lineales anterior para
todo vector inicial x(0) ∈ Cn.
Tomemos entonces en el lema anterior, M1 = αI + H, N1 = αI − S,
M2 = αI + S y N2 = αI −H.
As´ı, podemos escribir el me´todo como
x(m+1) = Tαx(m) + c, (3.5)
donde la matriz de iteracio´n del me´todo es
Tα := (S + αI)−1(αI −H)(H+ αI)−1(αI − S) (3.6)
y
c := (S + αI)−1[I + (αI −H)(H+ αI)−1]b.
Por otro lado, este me´todo HSS tambie´n puede escribirse en ”forma
corregida”:
x(m+1) = x(m) +M−1α r(m),
donde la matriz de iteracio´n es M−1α para
Mα := 1
2α
(H+ αI)(S + αI),
y
r(m) = b−Ax(m).
Observemos que Tα = I −M−1α A.
3.1 Teorema. Sea A ∈ Cn×n una matriz definida positiva y α una constante
positiva. Consideremos el me´todo HSS para esta matriz, donde la matriz de
iteracio´n del me´todo viene dada por
Tα = (S + αI)−1(αI −H)(H+ αI)−1(αI − S),
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para S = 12(A − AH) y H = 12(A + AH). Entonces, para el radio espectral
de esta matriz se tiene que
ρ(Tα) ≤ σ(α) < 1, ∀α > 0,
es decir, el me´todo HSS converge a la solucio´n u´nica x∗ ∈ Cn del sistema
de ecuaciones lineales Ax = b, para
σ(α) = ma´x
λi∈λ(H)
∣∣∣∣α− λiα+ λi
∣∣∣∣
donde λ(H) es el espectro de la matriz H.
Demostracio´n. Observemos que las matrices (αI + S)−1(αI − H)(αI +
H)−1(αI − S) y (αI − H)(αI + H)−1(αI − S)(αI + S)−1 son matrices
semejantes. Por tanto, como el espectro de una matriz es invariante por
semejanza, se tiene que
ρ(Tα) = ρ((αI + S)−1(αI −H)(αI +H)−1(αI − S))
= ρ((αI −H)(αI +H)−1(αI − S)(αI + S)−1)
≤ ‖(αI −H)(αI +H)−1(αI − S)(αI + S)−1‖2
≤ ‖(αI −H)(αI +H)−1‖2‖(αI − S)(αI + S)−1‖2.
Veamos que ‖(αI − S)(αI + S)−1‖2 = 1. Denotemos para ello Q(α) =
(αI −S)(αI+S)−1 y como sabemos que S es anti-hermı´tica, es decir SH =
−S, tenemos que
Q(α)HQ(α) = {(αI − S)(αI + S)−1}H(αI − S)(αI + S)−1
= {(αI + S)−1}H(αI − S)H(αI − S)(αI + S)−1
= {(αI + S)H}−1{(αI)H − (S)H}(αI − S)(αI + S)−1
= (αI − S)−1(αI + S)−1(αI − S)(αI + S)−1
= (αI − S)−1(αI − S)−1(αI + S)(αI + S)−1
= I
Por tanto, ‖Q(α)‖2 = 1. De aqu´ı se deduce que
ρ(Tα) ≤ ‖(αI −H)(αI +H)−1‖2 = ma´x
λi∈λH
∣∣∣∣α− λiα+ λi
∣∣∣∣ .
Como A es definida positiva, tambie´n lo es H y, por tanto λi > 0 para todo
i = 1, 2, . . . , n. Adema´s, α > 0, luego se deduce que ρ(Tα) ≤ σ(α) < 1.
Como acabamos de ver, para el caso en que la matriz A es definida posi-
tiva, el me´todo HSS es convergente para cualquier valor de α. Sin embargo,
para el caso de problemas generales de punto de silla, la matriz H es solo
semidefinida positiva y es, en general, singular. Por tanto, no es aplicable a
este caso el ana´lisis de convergencia anterior.
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3.2 Teorema. Para el problema (3.1) supongamos que la matriz A es una
matriz real y positiva, C es una matriz sime´trica y semidefinida positiva
y B tiene rango ma´ximo. Entonces, para la iteracio´n (3.5) se tiene que
ρ(Tα) < 1 para todo α > 0.
Demostracio´n. La matriz de iteracio´n del me´todo, Tα := (S + αI)−1(αI −
H)(H + αI)−1(αI − S) es semejante a Tˆα := (αI − H)(H + αI)−1(αI −
S)(S + αI)−1 = RU , para
R = (αI −H)(H+ αI)−1
y
U = (αI − S)(S + αI)−1.
Observemos que la matriz R es sime´trica por serlo H y la matriz U es
ortogonal, es decir, su inversa coincide con su traspuesta. La matriz R es
ortogonalmete semejante a la matriz diagonal (n+m)×(n+m), D, es decir,
existe una matriz ortogonal P tal que R = P TDP , donde la matriz D viene
dada por
D =

α−µ1
α+µ1
α−µ2
α+µ2
. . .
α−µn
α+µn
α−ν1
α+ν1
α−ν2
α+ν2
. . .
α−νm
α+νm

=
(
D1 0
0 D2
)
para µi , i = 1, . . . n autovalores de H y νi , i = 1, . . . n son los autovalores
no negativos de C. D1 es la matriz diagonal n × n cuyas entradas son los
autovalores de H y D2 es la matriz diagonal m×m cuyas entradas son los
autovalores no negativos de C.
Observemos que
∣∣∣α−µiα+µi ∣∣∣ < 1 para i = 1, . . . , n y ∣∣∣α−νiα+νi ∣∣∣ < 1 para i =
1, . . . ,m. Como para R tenemos P TRP = D, entonces RU es ortogonal-
mente semejante a
P TRUP = (P TRP )(P TUP ) = DQ
para Q = P TUP . Adema´s, por ser producto de matrices ortogonales es una
matriz ortogonal. Entonces, la matriz Tα es semejante a DQ, luego
ρ(Tα) = ρ(DQ) = ρ(QD).
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Veamos ahora que ρ(QD) < 1 para todo α > 0. Consideremos la parti-
cio´n de Q,
Q =
(
Q1,1 Q1,2
Q2,1 Q2,2
)
.
Entonces,
QD =
(
Q1,1D1 Q1,2D2
Q2,1D1 Q2,2D2
)
.
Sea λ ∈ C un autovalor de QD y sea x ∈ Cn+m un autovector asociado.
Podemos suponer, sin pe´rdida de generalidad que ‖x‖2 = 1.
Si λ = 0, entonces es obvio que |λ| < 1, luego no hay nada que probar.
Supongamos entonces que λ 6= 0. Como λ es autovalor, tenemos QDx =
λx, luego por ser Q ortogonal se tiene que Dx = λQtx. Luego
‖Dx‖2 = |λ|‖QTx‖2 = |λ|.
Luego,
|λ|2 = ‖Dx‖22 =
n∑
i=1
(
α− µi
α+ µi
)2
xix˜i +
n+m∑
i=n+1
(
α− νi
α+ νi
)2
xix˜i ≤ ‖x‖22 = 1.
(3.7)
Por tanto, |λ| ≤ 1. Veamos que, de hecho, esta desigualdad es estricta.
Para ello vamos a probar que existe, al menos, un i (1 ≤ i ≤ n) tal que
xi 6= 0. Si fuera xi = 0 para todo i = 1, . . . , n, es decir, si fuera x =
(
0
xˆ
)
,
entonces QDx = λx ser´ıa
QDx =
(
Q1,1D1 Q1,2D2
Q2,1D1 Q2,2D2
)(
0
xˆ
)
=
(
Q1,2D2xˆ
Q2,2D2xˆ
)
=
(
0
λxˆ
)
.
De forma que ser´ıa Q1,2D2xˆ = 0.
Veamos ahora que Q1,2 tiene rango ma´ximo. Recordemos que Q =
P TUP , con P =
(
P1,1 0
0 P2,2
)
. Donde P1,1 ∈ Rn es la matriz ortogonal
que diagonaliza (αIn −H)(αIn + H)−1 y P2,2 ∈ Rm es la matriz ortogonal
que diagonaliza (αIm − C)(αIm + C)−1. Recordemos adema´s que la matriz
U viene dada por
U = (αI − S)(αI + S)−1 =
(
αIn − S −BT
B αIm
)(
αIn + S B
T
−B αIm
)−1
=
(
U1,1 U1,2
U2,1 U2,2
)
.
Operando,
U1,2 = −
[
(αIn − S)(αIn + S)−1 + In
]
BT
[
αIm +B(αIn + S)
−1BT
]−1
.
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Observemos que (αIn−S)(αIn+S)−1 no puede tener a −1 como autovalor,
por tanto, (αIn−S)(αIn+S)−1 +In es no singular. Adema´s, como B(αIn+
S)−1BT es real y positiva, la matriz αIn +B(αIn + S)−1BT es no singular.
Tambie´n,
Q = P TUP =
(
P T1,1U1,1P1,1 P
T
1,1U1,2P2,2
P T2,2U2,1P1,1 P
T
2,2U2,2P2,2
)
.
Luego,
Q1,2 = P
T
1,1U1,2P2,2
= −P T1,1
[
(αIn − S)(αIn + S)−1 + In
]
BT
[
αIm +B(αIn + S)
−1BT
]−1
P2,2.
Esto implica que Q1,2 tiene rango ma´ximo puesto que tanto P
T
1,1 como
P2,2 son ortogonales y B
T tiene rango ma´ximo.
Recordemos que ten´ıamos que Q1,2D2xˆ = 0 y como acabamos de probar
que Q1,2 tiene rango ma´ximo, entonces ha de ser D2xˆ = 0. Pero por otro
lado ten´ıamos que Q2,2D2xˆ = λxˆ, luego tendr´ıamos que λxˆ = 0 y como
hab´ıamos asumido que λ 6= 0, entonces deber´ıa ser xˆ = 0, y por tanto,
x = 0. Sin embargo, esto contradice el hecho de que ‖x‖2 = 1, por tanto,
debe existir al menos un i (1 ≤ i ≤ n) tal que xi 6= 0. Entonces de (3.7)
y como
∣∣∣α−µiα+µi ∣∣∣ < 1 para 1 ≤ i ≤ n, se deduce que |λ| < 1. Por tanto, el
me´todo es convergente.
3.4. Optimizacio´n del para´metro para el me´todo HSS
Usando el primer teorema de la seccio´n anterior y conociendo el ma´ximo
autovalor y el mı´nimo autovalor de la matriz H podemos obtener el valor de
α que optimiza σ(α).
3.1 Proposicio´n. Sea A ∈ Cn×n una matriz definida positiva y sean γmı´n
y γma´x los autovalores mı´nimos y ma´ximos, respectivamente, de la matriz
H = 12(A+AH) y sea α una constante positiva. Entonces,
α∗ = arg mı´n
α
{
ma´x
γmı´n≤λ≤γma´x
∣∣∣∣α− λα+ λ
∣∣∣∣} = √γmı´nγma´x
y
σ(α∗) =
√
γma´x −√γmı´n√
γma´x +
√
γmı´n
=
√
κ(H)− 1√
κ(H) + 1
donde κ(H) es el nu´mero de condicio´n espectral de H.
Demostracio´n. En este caso,
σ(α) = ma´x
γmı´n≤λ≤γma´x
∣∣∣∣α− λα+ λ
∣∣∣∣ = ma´x{∣∣∣∣α− γmı´nα+ γmı´n
∣∣∣∣ , ∣∣∣∣α− γma´xα+ γma´x
∣∣∣∣} .
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Para obtener una aproximacio´n al factor α que optimice ρ(Tα), podemos
minimizar la cota superior que tenemos para ρ(Tα), es decir, minimizamos
σ(α). Sea α∗ ese valor que minimiza σ(α). Entonces, α∗ debe satisfacer,
α∗ − γmı´n > 0, α∗ − γma´x < 0 y
α∗ − γmı´n
α∗ + γmı´n
=
γma´x − α∗
γma´x + α∗
.
Operando,
(α∗ − γmı´n)(γma´x + α∗) = (γma´x − α∗)(α∗ + γmı´n)
α∗γma´x + (α∗)2 − γmı´nγma´x − α∗γmı´n = α∗γma´x + γma´xγmı´n − (α∗)2 − α∗γmı´n
2(α∗)2 = 2γma´xγmı´n
α∗ =
√
γma´xγmı´n
Entonces,
σ(α) =
√
γma´xγmı´n−γmı´n√
γma´xγmı´n+γmı´n
=
√
γma´xγmı´n−
√
γ2mı´n√
γma´xγmı´n+
√
γ2mı´n
=
√
γmı´n√
γmı´n
(
√
γma´x−√γmı´n)
(
√
γma´x+
√
γmı´n)
=
√
γma´x−√γmı´n√
γma´x+
√
γmı´n
.
No´tese que este corolario nos da el valor o´ptimo α∗ que minimiza la cota
superior del radio espectral de la matriz de iteracio´n, pero no minimiza el
radio espectral en s´ı.
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