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Abstract
This work gives an overview of analytic tools for the design, analysis, and modelling of com-
munication systems which can be described by linear vector channels such as y = Hx+z where
the number of components in each vector is large. Tools from probability theory, operator al-
gebra, and statistical physics are reviewed. The survey of analytical tools is complemented by
examples of applications in communications engineering.
Asymptotic eigenvalue distributions of many classes of random matrices are given. The
treatment includes the problem of moments and the introduction of the Stieltjes transform.
Free probability theory, which evolved from non-commutative operator algebras, is ex-
plained from a probabilistic point of view in order to better fit the engineering community.
For that purpose freeness is defined without reference to non-commutative algebras. The treat-
ment includes additive and multiplicative free convolution, the R-transform, the S-transform,
and the free central limit theorem.
The replica method developed in statistical physics for the purpose of analyzing spin glasses
is reviewed from the viewpoint of its applications in communications engineering. Correspon-
dences between free energy and mutual information as well as energy functions and detector
metrics are established.
These analytic tools are applied to the design and the analysis of linear multiuser detectors,
the modelling of scattering in communication channels with dual antennas arrays, and the
analysis of optimal detection for communication via code-division multiple-access and/or dual
antenna array channels.
1 Introduction
In a multi-dimensional communication system many data streams are transmitted from various
sources to various sinks via a common medium called a channel. This situation is almost as old as
mankind and appears whenever more than two people start discussing with each other. Technical
systems handling this task are telephone networks, both fixed and wireless, the internet, local area
networks, computers’ data buses, etc.
The complexity of such communication systems increases with the number of people or data
streams to be handled simultaneously. This rise in complexity is not limited to the hardware
to be deployed, but also affects the design, the modeling, and the analysis of the system. From
an engineering point of view, it is particularly important to be able to predict the behavior of a
technical system before it is actually built. With an ever increasing number of people using various
kinds of communications technology, this challenge appears to become, sooner or later, a hopeless
task. At first sight, that is.
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In a combustion engine, many fuel and oxygen molecules interact with each other. However,
although we cannot control the individual behavior of each molecule (and do not attempt to do
so), we can trust that the mixture of gas and air will explode upon ignition, heat up, expand, and
drive the engine. Physicists have successfully built a theory that links the evolution of macroscopic
quantities such as temperature and pressure to the microscopic behavior of molecules, which is only
described statistically. The theory that builds the bridge between quantum mechanics (statistically
describing the behavior of individual molecules) and thermodynamics (deterministically describing
the properties of large systems) is known as statistical physics. Simply the fact that there are
enough objects interacting randomly makes the collection of these objects obey certain rules. This
collective behavior depends, amongst other things, on the kind of interactions present, and it can
be understood as a generalization of the law of large numbers.
Communication systems for multiple data streams may also be modeled by the statistical
interactions between signals belonging to the different streams. Provided that the number of
data streams transmitted simultaneously through the system is large enough, similar effects as in
thermodynamics should occur. Indeed recent research has found theoretical and numerical evidence
for the occurrence of phase transitions in large code-division multiple-access (CDMA) systems, cf.
Section 6, which correspond to the hysteresis behavior of magnetic materials.
The use of microscopic statistical models to predict macroscopic quantities in physics is not
limited to thermodynamics. It was already used by Wigner in the 1950s in order to predict
the spacings of nuclear energy levels. Nowadays, it has become a well-established method in
quantum physics to describe the energy-levels of heavy nuclei by the eigenvalue distributions of
large dimensional random matrices [1]. Random matrices and their applications in communications
engineering are discussed in Section 3.
The interest in free probability theory was originally driven by mathematicians, particularly
those who were interested in operator algebras and the Riemann hypothesis. When numerical evi-
dence showed a striking connection between the zeros of Riemann’s zeta function and the spacings
of adjacent eigenvalues of large random matrices, physicists became interested in the subject hop-
ing for new insights into their problems. However, the first concrete meaning for the R-transform,
one of the most fundamental concepts in free probability theory, was found in the theory of large
CDMA systems. A detailed discussion on free probability and its applications in communications
engineering is given in Section 4.
Random matrix and free probability theory are concepts well suited to analyze the interaction
of many Gaussian random processes. However, modern communication systems operate in finite
(often binary) fields rather than real or complex numbers. This is reminiscent of the intrinsic
angular momentum of particles (spin), which, by the laws of quantum mechanics, can only have a
finite number of projections along any given direction. To analyze the thermodynamic properties
of magnetic materials comprising many such spins, physicists have developed a powerful analytic
tool known as the replica method. The replica method is able to predict the macroscopic behavior
of spin glasses just as well as bit error rates of maximum a-posteriori detectors for CDMA signals.
A detailed discussion of the replica method and its applications in communications engineering is
given in Section 6.
Mathematical formulas allow for simplications when variables approach either zero or infinity.
This work aims to show that engineering can also get easier as system size becomes either large or
small. Decades ago communication engineers already made use of this effect summarizing all kinds
of additive distortion in the universal additive Gaussian noise. The authors believe that Gaussian
noise was just the beginning, and that the semicircle distribution and the R-transform will be
become standard tools in multi-user communications, just as common as the Gaussian distribution
2
and the Fourier transform are in single user digital communications.
2 Communication Systems
The principles summarized in this paper apply to a broad class of communication channels. We
do not aim to cover all of them, and restrict ourselves to the discrete vector-valued additive noise
channel, which is general enough to develop rich examples, and simple enough to keep equations
illustrating.
In vector notation the vector-valued noise channel is given by
y[ν] = H[ν]x[ν] + n[ν] (1)
with
• the K × 1 vector of transmitted symbols x[ν],
• the N × 1 vector of received symbols y[ν],
• the N ×K channel matrix H[ν],
• the N × 1 vector of additive noise n[ν],
• and discrete time ν.
In order to simplify notation, the time index will be dropped whenever it is not needed to explicitly
express the dependence on discrete time.
It is well known in literature [2] that, for Gaussian noise that is i.i.d., i.e.
E n[ν]n†[ν′] = σ20Iδνν′ , (2)
the signal
r[ν] = H†[ν]y[ν] (3)
= H†[ν]H[ν]x[ν] +H†[ν]n[ν] (4)
provides sufficient statistics for the estimation of the signal x[ν]. This means that all information
about x[ν] that could be extracted from the received signal y[ν] can also be extracted from the
signal r[ν]. For i.i.d. Gaussian noise, the two channels (1) and (3) are actually equivalent in terms
of all performance measures such as bit error rate, signal-to-noise ratio, channel capacity, etc.
Channels (1) and (3) appear in several areas of wireless and wireline communications:
• In CDMA, the components of the vector x are regarded as the signals of K individual users
while the matrix H contains their spreading sequences as columns. See e.g. [2].
• In antenna array communications, the components of the vectors x and y represent the
signals sent and received by the K transmit and N receive antenna elements, respectively.
See e.g. [3].
• In cable transmission, the components of the vector x contain the signals sent on the bundled
twisted pairs within a cable. The coefficients in the matrixH†H describe the electromagnetic
crosstalk between the respective twisted pairs. See e.g. [4].
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• For block transmission over a dispersive channel, the components of the vectors x and y
contain the symbols sent and received consecutively in time. Discrete time ν counts blocks,
and the matrix H is a circulant matrix of the channel’s discrete-time impulse response. See
e.g. [5].
• In orthogonal frequency-division multiplexing (OFDM), the components of the vectors x and
r represent the K sub-carriers at transmitter and receiver site, respectively, and the matrix
H†H accounts for inter-carrier interference. See e.g. [6].
• In (linear)1 forward-error correction coding, the components of the vectors x and y are the
information symbols and code symbols, respectively. The matrix H is called the generator
matrix of the code. Discrete time counts codewords. In this application, summation and
multiplication run in finite, often binary, fields. See e.g. [7].
• In compressed sensing, the components of the vectors x and y are the (K-dimensional) true
data and the (N -dimensional) sensed observations, respectively. The N ×K matrix H is the
sampling basis, characterized by the fact of being generally N  K. See e.g. [8].
Irrespective of the application one has in mind, the performance of digital communication via
channel (1) can be analyzed for a variety of receiver algorithms and assumptions on the properties
of the channel matrix H. Numerous results are reported in literature [2,9] and we do not attempt
to be fully comprehensive in this review. In the following, we summarize only those of the known
results which are needed in subsequent sections.
2.1 Uncoded Error Probability
The purpose of a detector is to estimate a transmitted signal xˆ given the observation of the received
signal y (or equivalently the sufficient statistics r). The larger the overlap between the estimated
signals and the signals actually sent, the better the detector is.
When the estimated signal and the true signal do not fully overlap, an error occurs. Two kinds
of errors are defined:
Symbol errors occur if the estimated vector differs from the transmitted vector, i.e. xˆ 6= x.
Bit errors occur if a component of the estimated vector differs from the respective component
of the transmitted vector, i.e. xˆk 6= xk for some k.
In literature [2], the detectors minimizing symbol and bit error probability are called jointly and
individually optimum detectors, respectively. The only difference between the cost functions of
the two optimization criteria is that the individually optimum detector counts multiple differences
within the components of the same symbol, while the jointly optimum detector does not do so.
Both detectors are special cases of the marginal posterior mode detector. The marginal pos-
terior mode detector tries to individually minimize bit error probability under the generally false
assumption that the variance of the noise is σ2 instead of σ20 . The assumed noise variance σ
2 is a
control parameter of the marginal posterior mode detector. If the assumed noise variance is the
true noise variance, i.e. σ = σ0, it becomes the individually optimum detector. If the assumed
noise variance tends to zero, i.e. σ → 0, it becomes the jointly optimum detector [2].
1Nonlinear codes have very limited practical importance.
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For white Gaussian noise, the received signal y conditioned on the transmitted signal x and
the channel realization H follows a probability distribution with density
py|x,H(y,x,H) =
e−σ
−2
0 (y−Hx)†(y−Hx)
(piσ0)
K
. (5)
By Bayes’ law, we find
px|y,H(x,y,H) =
py|x,H(y,x,H) px|H(x,H)
py|H(y,H)
. (6)
Thus, the marginal posterior mode detector with perfect channel state information at receiver side
and parameter σ is given by
xˆk(σ) = argmax
ξ
∑
x:xk=ξ
e−σ
−2(y−Hx)†(y−Hx)px|H(x,H) . (7)
For general matricesH, the optimization problem (7) cannot be solved with polynomial complexity
in K [2]. Bit error probability is given by
Pb(σ) =
1
K
K∑
k=1
Pr
(
xˆk(σ) 6= xk
)
. (8)
2.2 Linear Detection
Since the complexity of the optimum detectors is exponential in K, they are often infeasible in
practice. In order to circumvent this obstacle, suboptimum approaches were proposed, see e.g.
[2, 10–12] for a survey of literature. The most common family of suboptimum detectors are the
linear detectors. They implement the detection rule
xˆ = quantX (Ly) (9)
where L is a K ×N matrix whose construction characterizes the linear detector and the function
quantX (·) quantizes a vector component-wise towards the nearest element of the symbol alphabet
X . For binary antipodal transmission, i.e. X = {+1,−1}, the function quantX (·) is the sign
function.
The best linear detector in terms of bit error probability is very difficult to construct [2].
Minimizing the mean-squared error
E
x,n|H
(x−Ly)† (x−Ly) (10)
instead, results in a linear detector performing similarly well. This detector results from applying
the optimum decision rule (7) under the generally false assumption that the symbol alphabet is
Gaussian distributed with true mean and true variance. It can be expressed explicitly in terms of
channel matrix H, true noise variance σ20 , and signal power P as [2]
xˆ = quantX
(√
P
(
σ20I + PH
†H
)−1
H†y
)
. (11)
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The detector (11) also maximizes the ratio of useful signal powerto interference and noise power
(SINR). For the kth component of the vector x, this ratio is given by [2]
SINRk = Ph
†
k
(
σ20I + PHH
† − Phkh†k
)−1
hk, (12)
where P is the useful signal power, and hk denotes the k
th column of H. With the singular value
decomposition
H = V †
√
ΛU (13)
and the matrix inversion lemma, the SINR can also be written as
SINRk = Pu
†
k
(
σ20Λ
−1 + P I− Puku†k
)−1
uk (14)
=
1
1− Pu†k
(
σ20Λ
−1 + P I
)−1
uk
− 1. (15)
Note that the SINR depends on all eigenvalues of the matrix H†H, but only on the kth column
of the eigenvector matrix U . Note, however, that due to definition (30), the eigenvectors are not
the columns, but the rows of U .
2.3 Vector Precoding
Another example for a fundamental system model that falls within the framework of (1) is that of
the MIMO Gaussian broadcast channel (GBC). The model corresponds, in particular, to the down-
link channel in cellular communication systems, when multiple transmit antennas are employed at
the cell-sites. The MIMO GBC has drawn a lot of attention in recent years in view of the worldwide
overwhelmingly increasing demand for high data-rate mobile communication services. For simplic-
ity, we focus here on the more practical setting in which multiple transmit antennas are employed
at the cell-site, while each mobile receiver is only equipped with a single receive antenna. It is
noted, however, that multiple receive antennas at the mobile terminals can be straightforwardly
incorporated into the model as well.
Referring to (1) in the context of the cellular downlink and considering the νth time instance,
we have that
• x[ν] represents the K × 1 vector of symbols transmitted by the cell-site (where K designates
the number of transmit antennas),
• y[ν] represents the vector of signals received by the N (single antenna) mobile users,
• H is the channel transfer matrix, where [H]i,j is the channel coefficient between the jth
transmit antenna and the ith user,
• n[ν] is the vector of noise samples at the receivers of the N users, assumed to be independent
identically distributed zero-mean proper2 complex Gaussian random variables satisfying (2).
The strategy which achieves the information theoretic capacity for the MIMO GBC is known as
dirty paper coding (DPC) [14,15]. DPC is a transmission scheme that effectively eliminates the im-
pact of additive interference if known noncausally at the transmitter, but unknown at the receiver.
2A complex random variable is said to be proper if real and imaginary part are independent and identically
distributed [13].
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In the GBC setting, while employing a successive encoding procedure, codewords corresponding
to previously encoded users’ messages can be treated as noncausally known interference. Thus,
applying DPC, the part of the transmitted signal corresponding to these codewords effectively
induces no interference on subsequently encoded messages. The downside of DPC is its prohibitive
computational complexity, which motivates the search for more simplified suboptimal alternatives
(see, e.g., [16–18] for some practically oriented attempts of implementing DPC).
One such alternative transmission scheme for the MIMO GBC is commonly referred to as
vector precoding (see, e.g., [19–22] and references therein). The scheme is inspired by the idea of
Tomlinson-Harashima Precoding (THP) [23, 24], and can be generally described as follows, while
adhering to the representation in [21,22].
The precoding process, namely the construction of the signal vector x transmitted by the cell-
site, can be summarized in three consecutive stages. The first stage performs encoding of the users’
messages. The encoding stage comprises a bank of N independent single-user encoders. That is,
each encoder produces a codeword per each of the corresponding user’s messages, independently
of the other users’ codewords (in contrast to DPC). We denote the code-symbols produced by the
encoders at some arbitrary time-instance by {sn}Nn=1, and assume for simplicity that all symbols
are taken from the same discrete alphabet S . We also use s[N×1] to compactly denote the vector
of the encoders’ outputs, i.e., s = [s1, . . . , sN ]
T ∈ S N . The code symbols are commonly treated
as random variables, independent across users, and subject (by assumption) to some identical un-
derlying discrete probability distribution PS(s˜), s˜ ∈ S . For convenience, the following probability
density function (pdf) formulation shall be used henceforth
dFS(s) , fS(s) ds ,
∑
s˜∈S
PS(s˜)δ(s− s˜) ds . (16)
The second stage takes s as input, performs a nonlinear operation, and outputs the N -
dimensional vector w, a function of s and H as described in detail below. The third and final
stage comprises a linear front-end. It multiplies the vector w by a matrix T [K×N ], which is, in
general, a function of the channel transfer matrix H. The result is then normalized so that the
transmitted vector x[K×1] satisfies an instantaneous total power (energy per symbol) constraint
Ptot. More specifically, x is given by
x =
√
Ptot
Tw
‖Tw‖ ,
√
Ptot
E tot(T ,w)
Tw , (17)
where E tot(T ,w) denotes the “energy penalty” induced by the precoding matrix T , and the partic-
ular choice of w, as well as the average symbol energy of the underlying alphabet S (the explicit
dependence on the arguments is henceforth omitted for simplicity). Denoting by P the individual
power constraint per user (taken as equal for all), so that Ptot = NP , we define the transmit SNR
as
SNR , Ptot
Nσ2
=
P
σ2
. (18)
The objective of the second (nonlinear) stage of the precoding scheme is to minimize the “energy
penalty” E tot. This is performed by extending (“relaxing”) the original input alphabet S to a
larger alphabet set B =
⋃
s˜∈S Bs˜, where the subsets {Bs˜} are disjoint. The idea here is that
every coded symbol s ∈ S can be represented without ambiguity using any element of Bs [21].
The vector w = [w1, . . . , wN ]
T thus satisfies
w = argminw˜∈Bs1×···×BsN ‖T w˜‖
2
. (19)
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Commonly, B is taken as the complex integer lattice in which case the minimization in (19) is NP-
hard (often implemented using the sphere-decoding algorithm [25]). However, a notable feature
of vector precoding in its current formulation is that it allows for the use of convex extended
alphabets, which lend themselves to efficient practical energy penalty minimization algorithms.
Let
E¯ , E
tot
N
, (20)
denote the energy penalty per symbol. Then, in order to differentiate between the energy penalty
induced by the precoding scheme, and the effect of the underlying symbol energy of the input
alphabet S , one can alternatively represent the quantities of interest in terms of what we refer to
here as the precoding efficiency, defined through
ζ , E¯
σ2s
, (21)
where σ2s = E{|s|2} (with the expectation taken with respect to (16)). Note in this respect that
the normalization in (17) makes the system insensitive to any scaling of the underlying alphabet
S .
One should also note here that a weaker average transmit power constraint can also be straight-
forwardly applied in this setting, by replacing E tot with E {E tot} in (17). However, the two types
of energy constraints yield the same asymptotic results in the large system limit, on which we focus
in the sequel (see in particular Section 6.11). We thus restrict the discussion for convenience to
the instantaneous power constraint implied by (17).
2.4 Compressed Sensing
Compressed Sensing is a branch of signal processing, devoted to the reconstruction of signals and
fields from an apparently under dimensioned number of collected samples. Indeed, while most of
the signals arising from natural phenomena do present non-zero spectral components in a relatively
large range of frequencies, there can be some which exhibit the feature of being the superposition
of relatively few meaningful spectral components. These signals could be referred to, without loss
of generality, as spectrally sparse or, more in general, as sparse signals. Of course, the concept
of sparseness can be applied to any domain of the signal for which its samples are meaningfully
collected, not just the frequency domain. If information on the signal sparseness were available
already at the sampling stage, one could think of obtaining a compressed representation of the
signal by first computing the expansion coefficients in a properly chosen basis, and then keeping
only the largest coefficients while setting the rest to zero. This is, however, time and resource
consuming, in that only few coefficients eventually survive the post-sampling processing, while the
sampling process could, according to Nyquist theory, require the collection of a huge amount of
data.
The main purpose of compressed sensing is obtaining a suitable compressed version of a signal
by performing only a small number of linear and non-adaptive measurements. Compressed sensing
theory, in its very basic definition, predicts that recovering a sparse signal from these undersampled
measurements can be done with computationally efficient methods, provided some conditions are
fulfilled. Since we are dealing with linear measurements, with reference to the previously introduced
model (1), the constraints leading to efficient reconstruction of sparse signals should be met by the
measurements matrix H.
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Current applications of compressed sensing include imaging [26, 27], radar [28] and wireless
communication [29]3. The purpose of this Section is to provide a general description of compressed
sensing, that is the idea of collecting as few samples as possible (below the constraints of traditional
signal theory) to recover a sparse signal behavior.
Referring to the linear channel (1), we can identify that the problem of recovering the data
vector x, of length K, from the measurement vector y, of length N  K, in a Gaussian vector
channel would lead to strong ill-conditioning. However, it can be solved even if N  K provided
that x is s-sparse (it has no more than s  N non-zero entries), and the system matrix H
satisfies the null-space property [32, Def.(2.1)] or, equivalently, the Restricted-Isometry-Property
(hereinafter referred to as RIP), i.e.
Definition 2.1 For all s-sparse x ∈ CK , the restricted isometry constant δs of the system matrix
H is defined as the smallest δs for which
(1− δs)||x||2 ≤ ||Hx||2 ≤ (1 + δs)||x||2 .
If δs is small for reasonably large s, then H is said to fulfill the RIP
4.
By the above definition, we can say that RIP requires all column submatrices of the measurement
matrix of a certain size to be well-conditioned, in relation with the sparsity index s of the original
data vector. While it turns out to be quite difficult to check this condition for deterministic
matrices, this can be quite satisfactorily performed for random matrices with independent entries,
like Gaussian or Bernoulli matrices [8,31], but also, more recently, for structured random matrices,
like (partially) Fourier or circulant matrices, [32, and references therein]. This allows for the
embodiment of the physical constraints (mostly of geometrical nature) in the system structure,
rather than considering sampling coordinates to be decoupled from each other as in independent
and identically distributed system matrices.
It is worth stressing that RIP is required to solve a relaxed version of the compressed sensing
problem. The original (noiseless) statement would be
min
x∈CK
||x||0 subject to Hx = y ,
with || · ||0 the `0-norm (the number of non-zero entries in the sparse vector). But by ensuring the
system matrix H fulfills RIP one may instead solve
min
x∈CK
||x||1 subject to Hx = y ,
which is a convex relaxation of the original statement, and whose solution is unfortunately NP
hard. The relaxed version solution of the compressed sensing problem thus depends only on the
eigenvalues of well-conditioned submatrices of the system matrix H, due to the definition of the
RIP. On the other hand, recent attempts to solve the noisy problem in its original setting
min
x∈CK
||x||0 subject to Hx+ n = y
on average (i.e. giving an asymptotic estimate of the error rate in recovering the support of the
data vector x), show instead that the solution depends on both the eigenvalues and the eigenvectors
of H [33].
3Indeed, many (lossy) compression techniques (such as JPEG or MP3) are based on the fact that real-world
signals can be approximated by an expansion over a suitably chosen basis, with only few non-zero coefficients.
Seminal papers in this area are [8, 30,31]
4As specified in [32], small and reasonably large depend both on the application under exam.
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2.5 Low Density Parity Check Codes
Low density parity check (LDPC) codes are a subclass of linear block codes. They were invented
by Gallager [34] in 1962 and forgotten for several decades before they were re-discovered in the
1990s. They are now the most widely used method of forward-error correction coding. In the
sequel, we will focus on binary LDPC codes since they are most widely used in practice, although
non-binary LDPC codes have, in theory, slightly better peformance.
The purpose of a binary linear block code is to protect a vector of binary data symbols x ∈
{0, 1}K against bit flips. To achieve robustness against bit flips, redundancy is added by means
of multiplying the vector of data symbols by a tall5 matrix H ∈ {0, 1}N×K over the finite field
of binary numbers. The matrix H is called generator matrix. The components of the resulting
(binary) vector are called code symbols. The ratio of the number of data symbols to the number
of code symbols
R =
K
N
< 1, (22)
i.e. the aspect ratio of the generator matrix, is called the rate of the code.
The effect of bit-flips can be modeled by adding a binary noise vector to the code symbols.
Noise components that are ones flip the respective symbols, noise components that are zeros do
not. The received vector y ∈ {0, 1}N is given by (1) where all additions and multiplications are
performed modulo 2. The task of reconstructing the data vector given the received vector is called
decoding and various methods and algorithms dedicated to this task are reported in literature [35].
For binary noise, (3) are not sufficient statistics. However, sufficient statistics in K dimensions
can be obtained by
r = H⊥y = H⊥n (23)
with H⊥ denoting the orthogonal complement of H, i.e. H⊥H = 0K×K . The matrix H⊥ is
called parity check matrix and the vector of sufficient statistics r is called syndrome.
A generator matrix is said to be in systematic form if it obeys the structure
H =
[
IK×K
P
]
(24)
for some matrix P . For systematic generator matrices, the parity check matrix is easily found to
be
H⊥ = [P |IN−K×N−K ] (25)
since in modulo-two arithmetic P + P = 0∀P .
The following phase transition is the celebrated channel coding theorem in information theory:
For K,N →∞, with the rate R = K/N fixed, there exists a sequence of generator matrices, such
that the data vector can be reconstructed with arbitrarily low probability of error, if and only if
the rate is below a certain threshold rate C. The threshold rate is called channel capacity and
depends only on the probability of ones in the noise vector:
σ20 = Pr(nk = 1). (26)
For the channel in (1) which is called binary symmetric channel, the channel capacity is given by
C = 1 + σ20 log2(σ
2
0) + (1− σ20) log2(1− σ20). (27)
5With the notable exception of [7], most texts on coding theory use row vectors instead of column vectors
resulting in not tall, but wide generator matrices.
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More general forms of the channel coding theorem exist for non-binary channels and non-linear
codes [7].
While the channel coding theorem was known since 1948 [36], explicit codes that work well
for code rates close to the capacity C of the binary symmetric channel were unknown until the
1990s. A breakthrough occurred with the use of iterative decoding and the introduction of turbo
codes proposed in [37]. Soon, LDPC codes were re-discovered and belief propagation became the
method of choice for decoding [7]. The term LDPC codes does not refer to a specific code design,
but to all linear block codes whose parity check matrix is sparse. The sparsity of the parity check
matrix reduces complexity but, even more importantly, ensures convergence of belief propagation
to sensible data estimates even when the rate of the code is close to channel capacity [38].
2.6 Capacity of Gaussian Vector Channel
Channel capacity is the maximum data rate which can be transmitted reliably over a channel.
For the Gaussian vector channel (1) and many other channels with continuous input and output
alphabet, channel capacity is infinite unless a constraint on the input alphabet is imposed. There
are many ways to define such constraints. The most widely used ones are upper bounds on the
moments of the amplitude of the input signal, particularly on the second moment
E
ν
x†x ≤ KP (28)
which is actually an average power constraint. Note that P is the average power per component
of x.
Channel capacity crucially depends on the statistics of the noise process n[ν] and the avail-
ability of channel state information to either receiver or transmitter or both, that is whether the
transmitter and/or receiver is aware of the realization of the channel matrix H. Perfect channel
state information means full knowledge about H. Assuming perfect channel state information at
the receiver, but no channel state information at the transmitter and a zero-mean (E n = 0) white
Gaussian noise process (2), the channel capacity of (1) is given by [39]
C = E
H
log det
(
I +
P
σ20
H†H
)
. (29)
With the eigenvalue decomposition
H†H = U †ΛU (30)
where U is a unitary matrix containing the eigenvectors of H†H and Λ = diag(λ1, . . . , λK) is a
diagonal matrix containing the eigenvalues of H†H, the channel capacity can also be written as
C = E
Λ
log det
(
I +
P
σ20
Λ
)
(31)
=
K∑
k=1
E
λk
log
(
1 +
P
σ20
λk
)
(32)
= KE
λ
log
(
1 +
P
σ20
λ
)
(33)
where λ denotes a randomly chosen eigenvalue of H†H. Therefore, channel capacity is determined
by the eigenvalue distribution of the channel, the power constraint, and the noise variance.
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3 Random Matrix Theory
The channel matrix H introduced in (1) is composed of NK random elements. Though it can
be simply considered as an NK dimensional random object, it has also some more interesting
interpretations.
Consider a scalar zero-mean random process Hη[µ] over discrete time µ. Stack the time samples
into the column dimensions of the matrix H and the ensembles η into the row dimensions of H
such that
H =

H1[0] H2[0] H3[0] · · ·
H1[1] H2[1] H3[1] · · ·
H1[2] H2[2] H3[2] · · ·
...
...
...
. . .
 . (34)
If we let the dimensions N,K →∞, the matrixH describes a whole random process. Nevertheless,
we can still think of it as a single realization of a many-dimensional random variable. This double
interpretation results in the self-averaging property of many finite-dimensional functions of infinite-
dimensional random matrices.
Consider the function rowsum : X ∈ CN×K 7→ K− 12X1 ∈ CN with 1 denoting the all one
vector. It simply sums up the rows of its argument and normalizes the result. As K → ∞, the
value of this function
h = rowsum(H) (35)
is an N -dimensional Gaussian random vector due to the central limit theorem. As N → ∞, the
empirical distribution function of its components hi
Ph(x) =
1
N
∣∣ {hi : hi < x} ∣∣ (36)
converges to a Gaussian distribution. Communications engineering builds upon this result, when-
ever something is modeled as a Gaussian random process.
The type of distribution h follows does not depend on the distribution of H as N → ∞.
Instead, the distribution of h is determined by the mapping from N×K-dimensional space into N -
dimensional space. For many linear mappings, such as rowsum(·), the projection follows a Gaussian
distribution. For non-linear mappings, however, a rich plurality of other limit distributions occurs.
3.1 Convergence of Eigenvalues
The eigenvalues of random matrices were found to be particularly important to characterize some
performance measures in communications engineering, cf. Section 2. Calculating the eigenvalues
of (a function of) a random matrix, is a projection similar to the rowsum function in (35). The
main difference between the two is the, in general, non-linear nature of the projection.
Calculating the eigenvalues λk of a square N×N matrixH is a non-linear operation, in general.
The moments of the eigenvalue distribution are conveniently calculated by a normalized trace since
1
N
N∑
k=1
λmk = tr (H
m) (37)
with
tr(H)
4
=
1
N
trace(H). (38)
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In the following, we also use
Tr(H)
4
= lim
N→∞
tr(H). (39)
to denote the normalized trace in the large matrix limit. The eigenvalue distributions of several
types of random matrices are examined in greater detail in the following.
3.1.1 Full Circle Law
Let the random matrix H be square N ×N with independent identically distributed entries with
zero mean and variance 1/N . Let L denote the set containing the eigenvalues of H. Then, the
empirical distribution of the eigenvalues
PH(z) =
1
N
∣∣ {λ ∈ L : <λ < <z ∧ =λ < =z} ∣∣ (40)
converges to a non-random distribution function as N →∞ whose density is given by
pH(z) =
{
1
pi |z| < 1
0 elsewhere
. (41)
The eigenvalues are uniformly distributed within the complex unit circle.
3.1.2 Semi-Circle Law
Let the random matrix H fulfill the same conditions as needed for the full circle law. Let
K =
H +H†√
2
. (42)
Then, the empirical distribution of the eigenvalues of K converge to a non-random distribution
function as N →∞ whose density is given by
pK(x) =
{
1
2pi
√
4− x2 |x| < 2
0 elsewhere
. (43)
The semicircle distribution plays a central role in free probability theory, cf. Section 4, where
it serves as the equivalent to the Gaussian distribution in classical probability theory. Its even
moments are the Catalan numbers Cn
Tr (Km) =
1
2pi
+2∫
−2
xm
√
4− x2dx (44)
= Cm/2 ∀m even (45)
4
=
1
m/2 + 1
(
m
m/2
)
(46)
which play a crucial role in combinatorics, see [40] for further reading. Since the semicircular
density is symmetric, the odd moments vanish.
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3.1.3 Quarter Circle Law
Let the random matrix H fulfill the same conditions as needed for the full circle law. Then, the
empirical distribution of the singular values of H, i.e. the eigenvalues of
Q =
√
HH†, (47)
converge to a non-random distribution function as N →∞ whose density is given by
pQ(x) =
{
1
pi
√
4− x2 0 ≤ x < 2
0 elsewhere
. (48)
This distribution is called the quarter circle distribution. Obviously, its even moments are identical
to those of the semicircular distribution. However, its odd moments do not vanish. They are given
by
Tr (Qm) =
1
pi
2∫
0
xm
√
4− x2dx (49)
=
22m
pim
(
m
2 + 1
)( m− 1
m−1
2
) ∀m odd. (50)
With standard methods for the transformation of probability densities, see [41], the asymptotic
eigenvalue distribution of Q2 = HH† can be derived. It reads
pQ2(x) =
{
1
2pi
√
4−x
x 0 < x < 4
0 elsewhere
. (51)
Its mth moments (even and odd) are the Catalan numbers Cm. This distribution is a special case
of the Marcˇenko-Pastur distribution (see next subsection) which also plays a central role in free
probability theory.
3.1.4 Deformed Quarter Circle Law
The quarter circle law is part of a more general result for rectangular matrices: Let the entries of
the N × K matrix H be independent identically distributed with zero mean and variance 1/N .
Then, the empirical distribution of the singular values of H, i.e. the eigenvalues of
R =
√
HH† (52)
converges to a non-random distribution function as N,K →∞ with β = K/N fixed and its density
is given by
pR(x) =

√
4β−(x2−1−β)2
pix
|1−√β| < x < 1 +√β
[1− β]+ δ(x) elsewhere
. (53)
Again, we also consider the eigenvalue distribution of R2 = HH† and find
pR2(x) =

√
4β−(x−1−β)2
2pix
(1−√β)2 < x < (1 +√β)2
[1− β]+ δ(x) elsewhere
. (54)
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This distribution is known as the Marcˇenko-Pastur distribution and its moments are given by
Tr
(
R2m
)
=
1
m
m∑
i=1
(
m
i
)(
m
i− 1
)
βi. (55)
It has been used in [42] to calculate channel capacity (29) for CDMA with independent identically
distributed random spreading.
3.1.5 Haar Distribution
Let the random matrix H be square N ×N with independent identically complex Gaussian dis-
tributed proper entries with zero mean and finite positive variance. Then, the empirical distribution
of the eigenvalues of the unitary random matrix
T = H
(
H†H
)− 12
(56)
converges to a non-random distribution function as N →∞ whose density is given by
pT (z) =
1
2pi
δ(|z| − 1). (57)
Obviously, all of its moments E |z|m = 1 equal unity.
It is obvious that all eigenvalues lie on the complex unit circle, since the matrix T is unitary.
The essential statement of (57) is that the eigenvalues are uniformly distributed.
Note that unlike the circle laws in previous subsections, (57) demands Gaussian distributed
entries in the random matrix H. This Gaussian condition does not seem to be necessary, yet
allowing for any complex distribution with zero mean and finite variance is not sufficient [43].
3.1.6 Inverse Semi-Circle Law
Let the random matrix T fulfill the same conditions and be defined in the same way as in Sec-
tion 3.1.5. Let
Y = T + T †. (58)
Then, the empirical distribution of the eigenvalues of Y converges to a non-random distribution
function as N →∞ whose density is given by
pY (x) =
{
1
pi
1√
4−x2 |x| < 2
0 elsewhere
. (59)
3.2 Stieltjes Transform
There are only few kinds of random matrices for which the corresponding asymptotic eigenvalue
distributions are known explicitly. For a wider class of random matrices, however, explicit calcu-
lation of the moments turns out to be feasible, see Section 4.10 for an example.
The task of finding an unknown probability distribution given its moments is known as the
problem of moments. It was addressed by Stieltjes in 1894 [44] using the integral transform
G(s)
4
=
∫
dP(x)
x− s (60)
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with =s > 0. It is now commonly referred to as the Stieltjes transform. A simple Taylor series
expansion of the kernel of the Stieltjes transform
− lim
s→0
dm
dsm
G
(
s−1
)
s
= m!
∫
xmdP(x) (61)
shows how the moments can be found given the Stieltjes transform without the need for integration.
In order to recover the probability density function from its Stieltjes transform, note that
lim
→0+
= 1
x− j = piδ(x). (62)
The probability density function can thus be obtained from the Stieltjes transform simply taking
the limit
p(x) = lim
y→0+
1
pi
=G(x+ jy) (63)
which is often called the Stieltjes inversion formula [45].
3.2.1 Products of Random Matrices
Let the random matrix H fulfill the same conditions as needed for the deformed quarter circle
law. Moreover, let X = X† be an N ×N Hermitian matrix, independent of H, with an empirical
eigenvalue distribution converging almost surely in distribution to a distribution function PX(x)
as N →∞. Then, almost surely, the eigenvalue distribution of the matrix product
P = HH†X (64)
converges in distribution, as K,N →∞, but β = K/N fixed, to a nonrandom distribution function
whose Stieltjes transform satisfies
GP (s) =
∫
dPX(x)
x
(
1− β − βsGP (s)
)− s (65)
for =s > 0.
This result was proven in its present form by Silverstein [46]. Under less general conditions on
the statistics of H and X, it can be found in the earlier work of Yin [47].
3.2.2 Sums of Random Matrices
Let the random matrix H fulfill the same conditions as needed for the deformed quarter circle law.
Let X = X† be an N ×N Hermitian matrix with an eigenvalue distribution function converging
weakly to PX(x) almost surely. Let Y = diag (y1, . . . , yK) be a K ×K diagonal matrix and the
empirical distribution function of {y1, . . . , yK} ∈ RK converge almost surely in distribution to a
probability distribution function PY (x) as K →∞. Moreover, let the matrices H,X,Y be jointly
independent. Then, almost surely, the empirical eigenvalue distribution of the random matrix
S = X +HYH† (66)
converges weakly, as K,N →∞, but β = K/N fixed, to a nonrandom distribution function whose
Stieltjes transform satisfies
GS(s) = GX
(
s− β
∫
y dPY (y)
1 + yGS(s)
)
(67)
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for =s > 0.
This result was proven in its present form by Silverstein and Bai [48]. Under less general
conditions on the statistics of H and X, it can be found in the earlier work of Marcˇenko and
Pastur [49]. It was used by Tse and Hanly [50] to derive asymptotic results for the SINR of linear
multiuser receivers. Subsequently, it was used by Shamai and Verdu´ [51] to derive the capacity of
the flat fading Gaussian CDMA channel with several types of receivers.
3.2.3 Girko’s Law
Let the N ×K random matrix H be composed of independent entries (H)ij with zero-mean and
variances wij/N such that all wij are uniformly bounded from above. Assume that the empirical
joint distribution of variances w : [0, 1]× [0, β] 7→ R defined by w(x, y) = wij for i, j satisfying
i
N
≤ x ≤ i+ 1
N
and
j
N
≤ y ≤ j + 1
N
(68)
converges to a bounded joint limit distribution w(x, y) as K = βN → ∞. Then, for each a, b ∈
[0, 1], a < b, and =(s) > 0
1
N
dbNe∑
i=daNe
(
HH† − sI
)−1
ii
−→
b∫
a
u(x, s)dx (69)
where convergence is in probability and u(x, s) satisfies the fixed point equation
u(x, s) =
−s+
β∫
0
w(x, y) dy
1 +
1∫
0
u(x′, s)w(x′, y) dx′

−1
(70)
for every x ∈ [0, 1]. The solution to (70) exists and is unique in the class of functions u(x, s) ≥ 0,
analytic for =(s) > 0 and continuous on x ∈ [0, 1].
Moreover, almost surely, the empirical eigenvalue distribution of HH† converges weakly to a
limiting distribution whose Stieltjes transform is given by
GHH†(s) =
1∫
0
u(x, s) dx. (71)
This theorem is due to Girko [52]. It has been used in [53] to prove certain properties of chips and
receive antennas in CDMA systems with antenna diversity.
3.2.4 Kronecker Products
Let the N ×K random matrix H fulfill the same conditions as needed for the deformed quarter
circle law. Let the entries of the R ×K random matrix Y be i.i.d. distributed with a circularly
symmetric distribution on C. Denote the columns of H and Y by hk and yk, respectively, and
define the matrix
H˜ = [y1 ⊗ h1,y2 ⊗ h2, . . . ,yK ⊗ hK ] (72)
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with ⊗ denoting the Kronecker product. Let the empirical distribution of {y†1y1, . . . ,y†KyK}
converge to a limit distribution PY (y). Then, the empirical eigenvalue distribution of the random
matrix
R = H˜H˜
†
(73)
converges almost surely, as K,N → ∞, but β = K/N and R fixed, to a nonrandom distribution
function whose Stieltjes transform satisfies
GR(s) =
(
s− β
R
∫
ydPY (y)
1 + yGR(s)
)−1
(74)
for =s > 0.
This result was proven by Hanly and Tse [53]. It shows a striking similarity with (67). In fact,
for X = 0 and R = 1, both results are identical. It is remarkable, however, that increasing R
beyond 1 has the same effect as dividing N by R. This effect has been called resource pooling in
[53] where R takes the role of the number of antenna elements and N the number of chips per
symbol.
The entries of the random matrix H˜ are correlated. However, the asymptotic eigenvalue distri-
bution is the same as if they were statistically independent. Correlation among matrix entries may,
but need not influence the asymptotic eigenvalue distribution. If one gives up the i.i.d. assumption
on Y , the asymptotic eigenvalue distribution gets affected [54,55].
3.2.5 Stieltjes Transforms of Some Distributions
The Stieltjes transforms of the distributions in Table 1 can be found either via the defining integral
or (often easier) via solving (65). The Stieltjes transforms in Table 1 hold for all s ∈ C \R. Due
to the multiple branches of the complex square root, some formulas can be further simplified in
the local neighborhoods of particular s.
3.3 Convergence Properties of Eigenvectors
While there are many results known in literature about the eigenvalues of large random matrices,
little is known about the eigenvectors. However, there is one particular result which proves helpful
for communications engineering applications:
LetH be an N×K random matrix with independent identically distributed real-valued random
entries with zero mean and all positive moments bounded from above. Let the orthogonal matrix
U be defined be the eigenvalue decomposition
UTΛU = HTH. (75)
Note that the rows of U are the eigenvectors of HTH. Let x ∈ RN with ||x|| = 1 be an arbitrary
vector with unit Euclidean norm and the random vector y = [y1, . . . , yN ]
T be defined as
y = Ux. (76)
Then, as N,K →∞, but β = K/N fixed,
dtNe∑
k=1
y2k −→ t (77)
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Table 1: Table of Stieltjes transforms (=s > 0).
GαI(s) =
1
α− s
GK(s) =
s
2
√
1− 4
s2
− s
2
GQ(s) =
2
√
4− s2
pi
ln
(
2 +
√
4− s2
−s
)
− s
2
− 2
pi
GQ2(s) =
1
2
√
1− 4
s
− 1
2
GQ−2(s) =
1− 2s−√1− 4s
2s2
GR2(s) =
√
(1− β)2
4s2
− 1 + β
2s
+
1
4
− 1
2
− 1− β
2s
GR−2(s) =
1− (1 + β)s−√(1− β)2s2 − 2(1 + β)s+ 1
2s2
GY (s) =
1√
s2 − 4
almost surely for every t ∈ [0; 1] with dxe denoting the nearest integer to x which is not smaller
than x [43].
This result is like a law of large numbers for the components of any linear combination of the
components of the eigenvectors of HTH. It is not obvious to hold, since the elements of the
eigenvector matrix UT are not statistically independent. However, this theorem shows that, for
the purpose of summing its squared elements, we can assume they are statistically independent in
the large matrix limit.
The convergence in (77) straightforwardly implies the following extension: Let the real-valued
sequence αk be uniformly bounded from below by a constant larger than zero. Then, under the
same conditions as required for (77) to hold, we have almost surely
dtNe∑
k=1
αky
2
k −→ lim
N→∞
1
N
dtNe∑
k=1
αk. (78)
This result can be used to show the almost sure convergence of the SINRs of linear minimum
mean-squared error (MMSE) detectors, see Section 3.4.
3.4 Applications
In the following, some examples are given to demonstrate the usefulness of the previous results
form random matrix theory to communications engineering.
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Table 2: Properties of the Stieltjes transform (for any N × βN matrix X).
Gλ2(s) =
Gλ(
√
s)−Gλ(−
√
s)
2
√
s
Gλ−1(s) = −s−2Gλ
(
s−1
)− s−1
GXX†(s) = βGX†X(s) +
β − 1
s
=G(s) ≥ 0
3.4.1 Convergence of the SINR of the Linear MMSE Detector
Consider the linear MMSE detector studied in Section 2.2 with a real-valued channel matrix H.
Its SINR is given by (15) as
SINRk =
1
1− PuTk
(
σ20Λ
−1 + P I
)−1
uk
− 1. (79)
In general, it is different for each user k. However, if the channel matrix H is composed of
independent identically random entries with zero mean, variance 1/N and all other moments
finite, we can use the deformed quarter circle law and (78) to show almost sure convergence of the
SINR of all users to the same deterministic limit, as the matrix size grows large.
If we let xk = 1⇒ x 6=k = 0 in (76), we find from (78) the almost sure convergence
1− PuTk
(
σ20Λ
−1 + P I
)−1
uk
−→ 1− P Tr (σ20Λ−1 + P I)−1 (80)
=
σ20
P
Tr
(
σ20
P
I +Λ
)−1
. (81)
From (60) and the deformed quarter circle law, we get the almost sure identity
Tr
(
σ20
P
I +Λ
)−1
= GHTH
(
−σ
2
0
P
)
. (82)
With Table 2, the Stieltjes transform GHTH(s) can be expressed in terms of GHHT(s). The latter
is given explicitly in Table 1. Thus, combining (79), (81), and (82) gives after some trivial algebra
the large system limit for the SINR of user k
SINRk −→ (1− β)P
2σ20
− 1
2
+
√
(1− β)2P 2
4σ40
+
(1 + β)P
2σ20
+
1
4
. (83)
This derivation was limited to real-valued channel matrices due to technical reasons (a convergence
property for eigenvectors of complex matrices similar to (78) has not been established so far).
However, it can be shown (via more involved methods) that it also does hold for complex channel
matrices.
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If the powers of the users differ, an explicit expression for the asymptotic SINRs is not possible.
However, the SINRs still converge to asymptotic limits as shown by Tse and Hanly [50]. They
turn out to be not identical, but linear functions of the power of the user of interest. Denoting the
power of user k by Pk and assuming the empirical distribution of powers over the user population
to converge to a limiting distribution PP (p) as K = βN →∞, we find [50]
SINRk −→ Pkη (84)
with
η =
1
σ20 + β
∞∫
0
pdPP(p)
1+pη
. (85)
Tse and Hanly’s asymptotic result has become very common in wireless communications to estimate
the system performance. It was used e.g. in [56] to optimze power control in iteratively decoded
CDMA systems which a large number of users.
3.4.2 Implementation of the Linear MMSE Detector
The linear MMSE detector, see Section 2.2, reduces complexity of detection from exponential
to polynomial dependency on the system dimension K. Nevertheless, it still requires a matrix
inversion in (11) for performing its task. This matrix inversion is computationally very costly, if it
is performed by algorithms which cannot be implemented on parallel hardware architecture such
as Gauss elimination.
Parallel algorithms for matrix inversion operate iteratively. The classical Gauss-Seidel algorithm
approximates the inverse matrix by a matrix-valued Taylor approximation
X−1 = α
∞∑
i=0
(I− αX)i (86)
in the neighborhood of some multiple α−1 of the identity matrix which converges if all eigenvalues
of the matrix X lie within the interval (0; 2α ) [57]. By appropriate choice of the parameter α,
convergence can always be ensured for positive definite matrices.
In principle, α can be chosen arbitrarily tiny ensuring convergence for any positive definite
matrix. In practice, however, one would like to choose α not too small to avoid numerical inaccu-
racies due to quantization errors. For the latter purpose an upper bound on the eigenvalues of the
matrix X is helpful. For asymptotically large random matrices such upper bounds are provided by
random matrix theory. If the channel matrix is composed of independent identically distributed
random entries, for instance, the eigenvalues of HH† are asymptotically upper bounded by
λk <
(
1 +
√
β
)2
(87)
via (54). The matrix to be inverted for the linear MMSE detector is σ20I +PHH
†. Since addition
of identity matrices increases all eigenvalues by 1, convergence is ensured if
σ20 + P
(
1 +
√
β
)2
<
2
α
. (88)
In practice, one would like to fulfill this condition with some margin to speed up convergence and
to cope with deviations of the eigenvalue distributions of finite-size random matrices from their
asymptotic behavior. A more comprehensive treatment of this matter can be found in the work of
Trichard et al. [58].
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3.4.3 Polynomial Expansion Detectors
The iterative method for matrix inversion presented in the previous subsection can be parallelized
to run on up to K processors. Though, it may still require many iterations to converge. The
convergence can be accelerated significantly making use of the asymptotic convergence of the
eigenvalue distribution of the matrix to be inverted.
Assume you want to invert a K×K matrixX whose eigenvalues L = {λ1, . . . , λK} are known to
you. Note that due to the Cayley-Hamilton Theorem [59] any matrix is a zero of its characteristic
polynomial
K∏
k=1
(X − λkI) = 0. (89)
Expanding the product into a sum, we find
K∑
k=0
ck(L)Xk = 0 (90)
with some coefficients ck depending on the eigenvalues of X. Solving this equation for X
0 = I and
multiplying both sides X−1 gives the desired inverse matrix as a (K − 1)st order polynomial in X
X−1 = −
K−1∑
k=0
ck+1(L)
c0(L) X
k 4=
K−1∑
k=0
w˜k(L)Xk. (91)
Since the eigenvalue distribution depends only on the statistics of X, the coefficients w˜k =
−ck+1/c0 can be pre-computed for large-dimensional random matrices.
While the Gauss-Seidel iteration (86) requires, in principle, the summation of an infinite number
of terms to achieve arbitrary precision, the knowledge of the eigenvalues reduces the number of
terms to be summed to the dimension of the matrix.
Evaluating a polynomial of degree K− 1 can still be a task too complicated to perform in real-
time for large matrix dimension K. Though polynomials with lower degrees can, in general, not
equal the inverse of the matrix, they may be accurate approximations. For expansions with reduced
degree D < K−1, the approximation error is reduced by replacing the coefficients {w˜0, . . . , w˜K−1}
with different coefficients {w0, . . . , wD}. Thus, we get
X−1 ≈
D∑
i=0
wi(L)Xi. (92)
Depending on the cost function for the approximation error, various designs for the coefficients wi
are sensible.
In communications engineering the most common cost function is the mean-squared error (10).
Thus, we find the coefficients wi by minimizing (10) while imposing a polynomial expansion struc-
ture onto the linear detector
L =
D∑
i=0
wiR
iH† (93)
with R = H†H. With the channel model (1), i.i.d. noise (2), and standard arguments of linear
algebra, the optimum coefficients are straightforwardly shown to be determined by a system of
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Yule-Walker equations [60]
m1
m2
...
mD+1
 =

m2 + σ
2
0m1 . . . mD+2 + σ
2
0mD+1
m3 + σ
2
0m2 . . . mD+3 + σ
2
0mD+2
...
. . .
...
mD+2 + σ
2
0mD+1 . . . m2D+2 + σ
2
0m2D+1


w0
w1
...
wD
 (94)
where
mk
4
=
1
K
K∑
i=1
λki . (95)
Moshavi et al. [60] suggested to track the empirical eigenvalue moments mk adaptively and to solve
the Yule-Walker equations (94) in real-time. The weights can also be directly tracked adaptively
interpreting the polynomial expansion detector as a multistage Wiener filter [61,62].
The moments (95) converge to non-random deterministic limits for a large class of random
matrices, they can be computed analytically as functions of the channel statistics and so can the
weights. This approach was proposed by Mu¨ller and Verdu´ [63] and explicit expressions for the
optimum weights and the achievable SINRs were given for channel matrices with independent
identically distributed entries based on (55). For i.i.d. entries and users with identical powers
Pk = P , the large-system SINR is given by the recursion [64]
SINRD =
P
σ20 +
βP
1 + SINRD−1
(96)
with SINR0 = 0. This recursion shows that the SINR of the polynomial expansion detector
converges to the exact solution as a continued fraction. A generalization for users with different
powers can be found in [65]. Loubaton and Hachem [66] highlighted the connection between the
Marcˇenko-Pastur distribution, continued fractions, and orthogonal polynomials for the analysis of
polynomial expansion detectors. Such connection is well-established in mathematical literature
[67], but took its time to find its way into the design and analysis of code-division multiple-access.
Asymptotic design and analysis of polynomial expansion detectors for random matrices with non-
i.i.d. entries are well-studied in the literature of communications engineering, see e.g. [11, 68–71].
Some of these works make use of results of Section 4.
For random matrices with non-i.i.d. entries, the polynomial expansion detector in (93) can
be improved by allowing the coefficients wi to be diagonal matrices instead of scalars [11]. This
does hardly affect the complexity of implementation, but makes the coefficients to also depend on
other statistical properties of the random matrix than the eigenvalue moments alone. Nevertheless,
convergence of the optimal weights to deterministic limits could be proven.
4 Free Probability Theory
While random matrix theory considers a large random matrix as a whole ensemble and proves
convergence results, free probability looks at a random matrix from a different point of view: A
random matrix is primarily seen as a linear random operator. Free probability theory provides a
framework for dealing with certain classes of linear random operators.
The essential feature that distinguishes random operators including random matrices from
scalar random variables is the commutative law which, in general, does not hold for matrices and
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other operators. In order to see why this causes problems for probability theory, think of a random
matrix as a single (non-commutative) random variable and consider the expectations
E {(xy)m} = E {xmym} (97)
E
free
{(XY )m} 6= E
free
{XmY m} (98)
where x, y are standard scalar random variables, X,Y are random operators, and Efree denotes
free expectation, i.e. an expectation operator relevant to the probability theory of non-commutative
random operators (see Section 4.1).
For independent random variables, all joint moments must factorize which implies
E {(xy)m} = E {xmym} = E {xm}E {ym} . (99)
However, for statistically independent random matrices X and Y , such a factorization cannot hold
in general due to the non-commutative nature of matrix multiplication. Thus, the fundamental
concept of statistical independence does not make sense if a random matrix is considered as a
single random object6. Random matrix theory circumvented this problem by considering a ran-
dom matrix as being composed of standard scalar random variables. Thus, it defines statistical
independence of two random matrices if all entries of the one matrix are jointly independent from
all entries of the other matrix. Both approaches (a single random object, and a collection of scalar
random variables) make sense and can enrich each other. In this section, we take the viewpoint
of free probability. However, we restrict ourselves to asymptotically large random matrices as free
random variables. Free probability theory also applies to other classes of random operators.
4.1 Free Expectation
An expectation operator should be linear and should assign 1 to the identity matrix (the unit
element of the matrix algebra). It turns out that
E
free
{·} 4= Tr(·) (100)
is the right definition for some random matrices to fit into the framework of free probability theory.
We call those random matrices converging random matrices. All random matrices discussed in
Section 3 are converging. For those random matrices, Tr(·) is indeed (almost surely) a deterministic
quantity (as any expectation should be) due to the asymptotic convergence of their eigenvalues.
4.2 Freeness
Freeness is the conceptual counterpart in free probability to independence in classical probability
theory. Unfortunately, defining freeness is considerably more involved than defining independence.
The reason for this is due to the non-commutative nature of matrix multiplication and will soon
become clear.
Consider the following example of four random matrices and assume that they satisfy
Tr(ABCD) = Tr(AB)Tr(CD) (101)
Tr(ACBD) 6= Tr(AB)Tr(CD) (102)
Tr(ACBD) 6= Tr(AC)Tr(BD). (103)
6Note that the more common definition of statistical independence by factorization of densities fails even more
obviously, since it is not possible to even define a joint density in a sensible way due to the lack of appropriate
relation operators “≤” and “>”.
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For classical random variables and classical expectation operators, (101) and (102) would contradict
each other, since (101) implies that the random variablesAB and CD are uncorrelated while (102)
implies that they are not. For non-commutative multiplication, however, (101), (102), and (103)
can be true at the same time. In fact, with an appropriate definition of freeness, we find that (101),
(102), and (103) are implied by the assumption that the sets {A,B} and {C,D} form a family of
free random variables while the sets {A,C} and {B,D} do not. Note, however, that (101), (102),
and (103) do not imply freeness of the family
({A,B}, {C,D}), but additional conditions need
to be satisfied. In particular, the definition of freeness must respect the ordering of matrix factors
in all possible products (joint moments).
4.2.1 Non-Commutative Polynomials
Due to the non-commutative nature of matrix-multiplication, there are more different matrix
polynomials of two or more variables for a fixed degree than for commutative variables such as
the real or complex numbers. On one hand, let x, y be real numbers. The set of all nth order
polynomials in two variables x and y is given by
Pn(x, y) 4=
{ ∞∑
i=1
αix
`iymi :
`i,mi ∈ {0, 1, . . . , n} ∧ αi ∈ R∀i
}
. (104)
For order two for instance, it is canonically given by a sum with only nine terms
α1x
2y2 + α2x
2y + α3xy
2 + α4x
2 + α5xy + α6y
2+
+ α7x+ α8y + α9.
(105)
On the other hand, letA,B be real matrices. The set of all nth order non-commutative polynomials
in two variables A and B is given by
Pn(A,B) 4=
{ ∞∑
i=1
αi
n∏
k=1
A`i,kBmi,k :
n∑
k=1
`i,k,
n∑
k=1
mi,k ∈ {0, 1, . . . , n} ∧ αi ∈ R∀i
}
. (106)
For order two for instance, it is canonically given by a sum of 19 terms
α1A
2B2 + α2AB
2A+ α3ABAB + α4BABA+
α5BA
2B + α6B
2A2 + α7A
2B + α8ABA+ α9AB
2 +
α10BA
2 + α11BAB + α12B
2A+ α13A
2 + α14AB +
α15BA+ α16B
2 + α17A+ α18B + α19I.
(107)
A non-commutative polynomial in p variables of order n can be defined by
Pn(A1, . . . ,Ap) 4=
{ ∞∑
i=1
αi
n∏
k=1
p∏
q=1
A`i,k,qq :
n∑
k=1
`i,k,q ∈ {0, 1, . . . , n} ∧ αi ∈ R∀i, q
}
. (108)
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Note that the number of terms can be considerably large even for small values of n and p.
4.2.2 Definition of Freeness
In literature [45, 72–74], freeness is defined in terms of algebras and sub-algebras. Here we avoid
referring to algebras, and define freeness in terms of non-commutative polynomials.
Definition 4.1 Let sk ∈ {1, 2, . . . , r} be a sequence of integers such that
sk − sk−1 6= 0. (109)
Then, the sets Q1 4= {A1, . . . ,Aa}, Q2 4= {B1, . . . ,Bb}, . . ., Qr form a free family (Q1, . . . ,Qr)
if, for every sequence sk obeying (109), any sequence of polynomials Qk such that Qk ∈ P∞(Qsk),
and any positive integer n,
Tr (Q1) = . . . = Tr (Qn) = 0 =⇒ Tr (Q1Q2 · · ·Qn) = 0. (110)
Note that due to (109) adjacent factors in the productQ1Q2 · · ·Qn must be polynomials of different
sets of the family. This reflects the non-commutative nature in the definition of freeness.
4.2.3 Calculation of Expectations
Though the definition of freeness is very implicit, it can be used to recursively calculate cross-family
joint moments of non-commutative random variables out of inter-family joint moments.
For instance, consider (102) and assume that the factors are chosen from the free family({A,B}, {C,D}). Choose the non-commutative polynomials
Q1 = A− Tr(A)I (111)
Q2 = C − Tr(C)I (112)
Q3 = B − Tr(B)I (113)
Q4 = D − Tr(D)I. (114)
Note that polynomials with adjacent indices are built of matrices belonging to different sets of the
family. Since
Tr(Qk) = Tr
(
X − Tr(X)I) = 0 (115)
by the linearity of the expectation operator, Definition 4.1 implies
Tr(Q1Q2Q3Q4) = 0. (116)
Plugging (111) to (114) into (116) and expanding the products, we find with the linearity of the
trace
Tr(ACBD) = Tr(B)Tr(ACD) + Tr(D)Tr(ACB)+
+ Tr(A)Tr(CBD) + Tr(C)Tr(ABD)
− Tr(B)Tr(D)Tr(AC)
− Tr(A)Tr(B)Tr(CD)
− Tr(A)Tr(D)Tr(CB)
− Tr(C)Tr(B)Tr(AD)
− Tr(C)Tr(D)Tr(AB)
− Tr(A)Tr(C)Tr(BD)+
+ 3Tr(A)Tr(B)Tr(C)Tr(D).
(117)
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Now, we have broken down an expectation of four factors into sums of expectations of up to three
factors.
The expectations of three factors can be broken down into sums of expectations of up to two
factors. This is demonstrated at the example of Tr(ACD). Since the neighboring factors C and
D belong to the same set of the free family, we must define the non-commutative polynomials in
a different way as in (111) to (114). Now, an appropriate definition is
Q1 = A− Tr(A)I (118)
Q2 = CD − Tr(CD)I. (119)
Note that with definitions (118) and (119), adjacent polynomials in Tr(Q1Q2) belong to different
sets of the free family. Proceeding this way for all remaining matrix products involving factors
belonging to different sets of the family
({A,B}, {C,D}), we finally arrive at
Tr(ACBD) = Tr(A)Tr(B)Tr(CD) +
+Tr(C)Tr(D)Tr(AB)
−Tr(A)Tr(B)Tr(C)Tr(D). (120)
The procedure for products of more than four factors is obvious, but can be very tedious. The
key point to succeed with this procedure is to define the non-commutative polynomials in an
appropriate way which simply consists of collecting all factors belonging to identical sets of the
free family and subtract its expectation.
4.3 Free Random Matrices
Random matrices are a very popular and practically relevant example of non-commutative random
variables. However, not all sets of statistically independent random matrices are capable of forming
free families. So far, only a few examples of random matrices are known which form free families
as their dimensions grow large. Most of them were discovered by Voiculescu [72, 75]. His results
were strengthened and extended by Thorbjørnsen and Hiai and Petz [45,76] later on.
4.3.1 Gaussian Random Matrices
Let the random matrices Hi,∀i, be square N ×N with independent identically complex Gaussian
distributed proper7 entries with zero mean and variance 1/N . Moreover, let Xj ,∀j, be an N ×N
matrices with upper bounded norm and a limit distribution as N →∞. Then the family({
X1,X
†
1,X2,X
†
2, . . .
}
,
{
H1,H
†
1
}
,
{
H2,H
†
2
}
, . . .
)
(121)
is asymptotically free as N →∞ almost surely [45,76].
4.3.2 Hermitian Random Matrices
Let the random matrices Hi,∀i, be N × K with independent identically complex Gaussian dis-
tributed proper entries with zero mean and variance 1/N . Moreover, let the matrices Xj ,∀j, be
as in Section 4.3.1 and let Si = HiH
†
i ,∀i. Then the family({
X1,X
†
1,X2,X
†
2, . . .
}
, {S1} , {S2} , . . .
)
(122)
7A complex random variable is said to be proper if real and imaginary part are independent and identically
distributed [13].
27
is almost surely asymptotically free as N,K →∞ with β = K/N fixed [45,76].
The asymptotic freeness of Hermitian random matrices has been used by Biglieri et al. [77] to
calculate error rates of space-time codes.
4.3.3 Unitary Random Matrices
Let the random matrices T i,∀i, be N × N Haar distributed random matrices as defined in Sec-
tion 3.1.5. Moreover, let the matrices Xj ,∀j, be as in Section 4.3.1. Then, the family({
X1,X
†
1,X2,X
†
2, . . .
}
,
{
T 1,T
†
1
}
,
{
T 2,T
†
2
}
, . . .
)
(123)
is almost surely asymptotically free as N →∞ [45, 76].
The asymptotic freeness of such unitary random matrices has been used by Debbah et. al. [78]
for the analysis of multi-carrier systems.
4.3.4 Similar Random Matrices
Let the N ×N matrices Xi be such that their inverses X−1i exist for all i and
Tr
(
XiX
−1
j
)
= 0 ∀i 6= j (124)
holds almost surely. Moreover, let there be an N ×N matrix H such that the family({
X1,X
−1
1 ,X2,X
1
2, . . .
}
, {H}) (125)
is almost surely asymptotically free, as N →∞. Then, the family({
X1HX
−1
1
}
,
{
X2HX
−1
2
}
, . . .
)
(126)
is almost surely asymptotically free, too, as N →∞.
A weaker version of this result (without almost sure convergence) was proven by Evans and
Tse [79] to analyze multiuser channel estimation in large CDMA systems. Note that this results
implies that the identity matrix is free from itself which can also be easily proven directly from the
definition of freeness. It also shows that the entries of free random matrices need not necessarily
be independent: If one uses permutation matrices for the matrices Xi in (125), one obtains free
random matrices in (126) that only differ by a re-ordering of their entries.
4.4 R-Transform
The calculation of distributions of functions of several free random variables via the definition of
freeness is often a very tedious task. However, for some operations such as summation, significant
simplifications are possible.
Let A = A† and B = B† be two non-commutative random variables belonging to different sets
of a free family. Further, let
C
4
= A+B. (127)
Then, we call the probability measure (asymptotic eigenvalue distribution) pC(x) the additive
free convolution of the probability measures pA(x) and pB(x). Unlike classical convolution which
provides the distribution of a sum of independent commutative random variables, additive free
convolution is a highly non-linear operation and, thus, cannot be performed by simple integration.
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In principle, the moments of pC(x) could be found from the moments of pA(x) and pB(x) via
the definition of freeness. Then, the distributions could be recovered from the moments solving the
problem of moments via the Stieltjes transform. However, this is a very tedious task. Significant
simplification is achieved via the R-transform. The R-transform is defined in terms of the Stieltjes
transform as
R(w)
4
= G−1(−w)− 1
w
(128)
where G−1(·) denotes the inverse function of the Stieltjes transform with respect to composition
(this should not be confused with the Stieltjes inversion formula defined in (63)).
The R-transform linearizes additive free convolution of two non-commutative probability mea-
sures [72]. Thus, we have
RC(w) = RA(w) + RB(w) . (129)
Then, the distribution of C can be recovered from the R-transform via
GC
(
RC(−w)− w−1
)
= w (130)
which follows directly from (128) and the Stieltjes inversion formula (63).
Tse [80] discovered that the additivity of the R-transform is responsible for the decoupling of
interference powers in the SINRs of asymptotically large random CDMA with linear multiuser
receivers.
In Table 3, R-transforms of some of the random matrices introduced in Section 3.1 are listed.
Table 4 shows some general properties of the R-transform. The R-transform is decreasing on the
Table 3: Table of R-transforms.
RαI(w) = α
RK(w) = w
RQ2(w) =
1
1− w
RQ−2(w) =
1√−w
RR2(w) =
β
1− w
RR−2(w) =
β − 1−√(β − 1)2 − 4w
2w
RY (w) =
−1 +√1 + 4w2
w
real line and strictly decreasing unless the distribution is a single point mass [22].
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Table 4: Properties of the R-transform.
RαX(w) = αRX(αw)
1
RX(w)
= RX−1(−RX(w) (1 + wRX(w)))
lim
w→0
R(w) =
∫
xdP(x)
4.5 Free Convolution of Binary Measures
Assume that the two free random variables in (127) are binary distributed
pA(x) = pB(x) =
1
2
δ(x− 1) + 1
2
δ(x+ 1). (131)
Then, by (60), the Stieltjes transforms of their distributions are
GA(s) = GB(s) =
s
1− s2 . (132)
With definition (128), we find that the R-transform is given by
RA(w) = RB(w) =
−1 +√1 + 4w2
2w
. (133)
Here, we have discarded the other branch of the square root, since limw→0 RA(w) = 0 by Table 4.
The R-transform of the distribution of C is the sum of the R-transforms of the distributions of
the matrices A and B. Thus, we find
RC(w) =
−1 +√1 + 4w2
w
. (134)
Though it differs only by a factor of 2 from the R-transforms in (133), it corresponds to an
essentially different distribution function. Using Table 3, we find that the additive free convolution
of two binary measures gives the inverse semicircle law
pC(x) =
{
1
pi
1√
4−x2 |x| < 2
0 elsewhere
. (135)
This procedure can be used, in principle, for the additive free convolution of any distributions.
Practical problems occur, when calculating the inverse functions in (128) and (130), since these
function can happen to not allow for an inverse function in closed form, e.g. since they are poly-
nomials of fifth or higher order. In some of these cases, it helps to apply the Stieltjes inversion
formula (63) to an implicit equation for the Stieltjes transform GC(s). This results in solving a
system of two equations for the real and imaginary part of GC(s). In the worst case, one might
succeed to develop those functions which cause trouble into power series. The latter approach,
however, is rather complicated. It can be simplified, making use of the Kreweras complement, see
Section 4.9.
The additive free convolution of two binary distributions has turned out to be a continuous
distribution. This is in sharp contrast to what we are used to from adding (classical) commutative
random variables.
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4.6 Free Central Limit Theorem
In classical (commutative) probability theory, the sum of an infinite number of independent identi-
cally distributed zero-mean terms is Gaussian distributed. This is well-known as the central limit
theorem. It seems obvious that there should be some counterpart in free probability as well. It
is intuitive that the notion of statistical independence should be replaced by freeness, but what is
the counterpart of the Gaussian distribution?
Consider again the additive free convolution of free binary measures as in the previous sub-
section. However, let there be now n terms to be summed and the sum to be normalized to unit
variance
Cn
4
=
1√
n
n∑
k=1
Ak. (136)
We know from (133) and Table 4 that
RCn(w) =
√
n2 + 4nw2 − n
2w
. (137)
In the Stieltjes domain, this reads
GCn(s) =
1
2
(n− 2)s−√n2s2 − 4n2 + 4n
s2 − n (138)
which, for n > 1, corresponds to the density
pCn(x) =
{
1
2pi
√
4n2−4n−n2x2
n−x2 |x| < 2
√
1− 1/n
0 elsewhere
. (139)
The densities for n < 8 are shown in Fig. 1. One can observe that they approach the semicircular
distribution. This can be easily verified from (137) since
lim
n→∞RCn(w) = w (140)
and w is the R-transform of the semicircle law by Table 3. It can also be seen, taking directly the
limit n→∞ in (139).
The semicircular distribution is not only the limit distribution for the additive free convolution
of many binary measures, but any appropriately scaled zero-mean measures with finite moments,
as proven in the following.
The R-transform is an analytic function within the neighborhood of w = 0. Thus, we can write
it as
RAk(w) =
∞∑
`=0
α`,kw
` (141)
where α0,k = 0 since we assume Tr(Ak) = 0. From (133), (136), and Table 4, we find
lim
n→∞RCn(w) = limn→∞
1√
n
n∑
k=1
RAk
(
w√
n
)
(142)
= lim
n→∞
1√
n
n∑
k=1
∞∑
`=1
α`,k
(
w√
n
)`
(143)
= lim
n→∞
1
n
n∑
k=1
α1,kw. (144)
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Figure 1: Additive free convolution of several binary measures.
Using Tables 3 and 4, this can be identified as a scaled semicircle distribution regardless of the
higher order moments of the distributions of the terms to be summed.
The coefficients of the series expansion of the R-transform are the free cumulants. In analogy to
classical (commutative) probability theory, all cumulants of the limit distribution PC∞(x) except
for mean and variance vanish. Therefore, the classical central limit theorem can easily be proven
along the same lines as (141) and (144). The limit distribution is called the normal distribution, in
general, and Gaussian and semicircle distribution for commutative and non-commutative random
variables, respectively.
According to the classical definition of the cumulant generating function, the mean of the
distribution is the coefficient of the linear term. For the R-transform, however, the mean is given
as R(0), i.e. the coefficient of the constant term w0. Some authors, e.g. [45], dislike that, and use
the R-series defined as wR(w) instead. In communications engineering, Voiculescu’s [75] original
notation in terms of R-transform is common. Despite the discrepancy to the definition of the
cumulant generation function in cummutative probability theory, we will call it free cumulant
generating function in the sequel.
4.7 Free Fourier Transform
The moment generating function is defined as the Fourier transform of the probability distribution
(for both commutative and non-commutative random variables). In classical probability theory, the
cumulant generating function is simply given as the logarithm of the moment generating function.
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In free probability theory, the similar interrelationship
lim
K→∞
1
K
logE
J
eKtrace[JQ] =
1∫
0
trace [QRJ (Qw)] dw (145)
=
K∑
k=1
λk(Q)∫
0
RJ (w) dw (146)
holds, if rank(Q) = o(
√
K) [81].
This result is referred to as the Harish-Chandra [82] and as the Itzykson-Zuber [83] integral
in mathematics and physics, respectively. Its representation in terms of the R-transform by [81]
is rather recent. It was re-derived in wireless communications literature in [84] and has helped to
derive general large-system results for CDMA and MIMO systems in dependency of the systems
eigenvalue distributions, see e.g. [21,85]. An example for its application will be given in Section 6.11.
Recently, a new non-asymptotic version of the free Fourier transform has been reported in context
of diversity-multiplexing trade-offs in MIMO systems [86].
4.8 S-Transform
In analogy to additive free convolution, we define
D
4
= AB (147)
and call the probability measure pD(x) the multiplicative free convolution of the two probability
measures pA(x) and pB(x), again under the restriction that A = A
† and B = B† belong to
different sets of a free family of non-commutative random variables. Although the factors are
non-commutative operators, multiplicative free convolution is commutative [72].
Under the additional assumption that the probability measures of both factors have non-zero
mean, i.e. Tr(A) 6= 0 6= Tr(B), we can linearize multiplicative free convolutional via the definition
of an appropriate transform such that
SD(z) = SA(z) SB(z) (148)
where S(·) is called the S-transform. In order to define the S-transform explicitly, we first introduce
an auxiliary transform
Υ(s)
4
=
∫
sx
1− sx dP(x) (149)
= −s−1G(s−1)− 1 (150)
which can be obtained either directly by integrating an appropriate kernel with respect to the
measure of interest (149) or in terms of the Stieltjes transform (150). Since the definition in terms
of the Stieltjes transform is rather straightforward, we do not provide a table for the auxiliary
transform Υ(·). Calculating the inverse with respect to composition of this auxiliary transform,
the S-transform is given as
S(z)
4
=
1 + z
z
Υ−1(z) . (151)
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In order to return to the probability distribution, you return to the Stieltjes domain via (151) and
(150) and then apply the Stieltjes inversion formula (63).
S-transforms of some of the random matrices introduced in Section 3.1 are listed in Table 5.
General properties of the S-transform and its connection to the R-transform are shown in Table 6.
The S-transform is decreasing on the real line and strictly decreasing unless the distribution is a
Table 5: Table of S-transforms.
SαI(z) =
1
α
SK(z) =
1√
z
SQ2(z) =
1
1 + z
SR2(z) =
1
β + z
SR−2(z) = β − 1− z
SY (z) =
√
1
4
+
1
2z
Table 6: Properties of the S-transform.
SαX(z) = αSX(z)
S(z) =
1
R(zS(z))
lim
z→0
1
S(z)
=
∫
x dP(x)
single point mass.
It was shown in [87] that Silverstein’s formula (65) for products of some asymptotic random
matrices is equivalent to applying the S-transform. Thus, the S-transform is not restricted to free
random matrices, but also applies to any asymptotic random matrices which obey the conditions
of Section 3.2.1.
4.9 Non-Crossing Partitions
As explained in Section 4.6, the classical central limit theorem can easily be proven along the same
lines as (141) and (144). The limit distribution is called the normal distribution, in general, and
Gaussian and semicircle distribution for commutative and non-commutative random variables,
respectively.
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And just like there is an isomorphism between the mth moment of a Gaussian random variable
and the number of ways a set of cardinality m can be partitioned into subsets, there is also an
isomorphism between the mth moment of a semicircular random variable and the number of ways
a set of cardinality m can be partitioned into subsets in a certain, so-called non-crossing way.
This isomorphism can be used to convert moments series into cumulant series and vice versa. The
present section provides an introduction to this theory.
A partition pi
4
= {V1, . . . , Vk} of the set {1, . . . ,m} is a decomposition of {1, . . . ,m} into disjoint
and non-empty sets Vi such that
⋃k
i=1 Vi = {1, . . . ,m}. The elements Vi are called the blocks of
the partition pi. We will denote the set of all partitions of {1, . . . ,m} by P(m). If for two distinct
partitions of the same set, each block of the first partition is a union of the blocks of the second
partition, we call the first partition greater than the second partition. We denote the smallest and
largest partition of {1, 2, . . . ,m} by
0m = {(1), (2), . . . , (m)} (152)
1m = {(1, 2, . . . ,m)}, (153)
respectively.
A partition pi ∈ P(m) is called crossing, or, more specifically 1-crossing8, if there exist four
numbers 1 ≤ i1 < i2 < i3 < i4 ≤ m such that i1 and i3 are in some block V ∈ pi and i2 and i4 are
in a different block V ′ ∈ pi. The set of all non-crossing partitions of P(m) is denoted by NC(m).
A toy example where non-crossing partitions arise as solution to a combinatorial problem is
shown in the following.
Problem: Consider m balls arranged on a circle, numbered from 1 to m clockwise. Among
all the partitions of the m balls into k disjoint sets, such that the cardinalities of these sets are
m1, . . . ,mk, how many among them are non-crossing? The solution is given by the coefficient
c(m1, . . . ,mk) =
m!
(m− k + 1)! · f(m1, . . . ,mk) , (154)
with
f(m1, . . . ,mk) = f1! · · · fn! ,
where a vector of k integers m1, . . . ,mk is partitioned into n equivalence classes under the equiva-
lence relation a = b, and the cardinalities of the equivalence classes are given by f1, . . . , fn.
The proof of this statement, originally given in [68] for a combinatorial problem posed in [64],
is shown below.
The problem is stated in such a way that sets that contain the same number of elements are
considered indistinguishable. For sake of simplicity, we start from the case in which these sets are
distinguishable and prove that the number of non-crossing partitions is given by
m!
(m− k + 1)! . (155)
Afterwards, to make the sets distinguishable, we label them by numbering from 1 to k, where
the cardinality associated to set Si is mi (1 ≤ i ≤ k). Selecting a ball, denoted by b1, from the m
balls, then another, say b2, from the remaining m − 1 balls, and so on until we select bk−1, it is
easy to see that there are m!/(m− k + 1)! ways to make this selection.
8Partitions with more complicated crossings between blocks are recent subject of investigation (see e.g. [88, and
refs. therein]) for different modeling purposes.
35
Once we have carried on the selections, we describe a procedure that generates a non-crossing
partition from any such selection. Then we prove that non-crossing partitions generated from
different selections must also be different, and for each non-crossing partition, there must exist a
selection that generates it. Assume, without loss of generality, that b2 is located after b1 on the
circle, and so on.
(i) Suppose b1, . . . , bk−1 are selected. Being m1 + · · · + mk = m, there must exist i such that
there are at least mi balls between bi and bi+1, with bi included and bi+1 excluded. We assign the
mi balls starting from bi (bi included) to set Si, and we take away the already assigned mi balls
from the circle. Now we have a smaller circle of m − mi balls. Following the same steps, there
exists j such that there are at least mj balls between bj and the next selected ball after bj , with
bj included and the next selected ball after bj excluded. We then assign mj balls starting from bj
to set Sj . Then the already assigned mj balls are taken away from the circle. By iterating the
procedure until the k − 1 selected balls are used up, we get m−m1 − · · · −mk−1 = mk balls left,
and we naturally assign them to set Sk.
Since at each stage of the procedure described above, we always assign a continuous block of
balls to a set, it is readily shown by induction that a partition generated by this procedure is
non-crossing.
(ii) The fact that two different selections of balls, say b1, . . . , bk−1 and
b′1, . . . , b
′
k−1, generate different partitions can be easily proven by contradiction.
(iii) It remains to be proven that for every non-crossing partition, there exists a set of k − 1
selected balls that generates it. This can be done through the application of the following
Lemma: For a given non-crossing partition, there exists a set Si such that all the balls in Si
form a continuous block on the original circle.
Suppose that Si is such a set, we select the first ball (in clockwise direction) of Si as bi. Then
we take away Si from the circle, getting a partition of m−mi balls into k− 1 disjoint sets which is
non- crossing. The lemma above can be iterated until k − 1 balls are selected. It is easy to verify
that this set of selected balls indeed generates the same partition that we start with.
From (i), (ii), and (iii), a bijection from the selections of k−1 balls to the non-crossing partitions
has been established. Therefore, the number of non-crossing partitions is given by
m!
(m− k + 1)! (156)
when sets are distinguishable.
Moving to our case, where sets are considered indistinguishable and all that matters is their
cardinality, the number of non-crossing partitions will be reduced, with combinatorial arguments,
by a factor f(m1, . . . ,mk) as previously described. The factor f(m1, . . . ,mk) makes the sets of the
same size indistinguishable by mixing up these sets.
Two particularly meaningful operations can be defined over the NC(m) lattice. In particular,
observe first that given any two partitions pi, σ ∈ NC(m) with pi ≤ σ, one can define an interval of
NC(m) as follows:
[pi, σ] = {ρ ∈ NC(m) : pi ≤ ρ ≤ σ} .
Such an interval can be always factorized, i.e. there exist canonical natural numbers k1, k2, . . . ,
such that
[pi, σ] ∼= NC(1)k1 × NC(2)k2 × · · · (157)
From this factorization property one can define a multiplicative function f (for non-crossing
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partitions) corresponding to a sequence (a1, a2, . . .) of complex numbers by requirement that:
f(pi, σ)
4
=
{
ak11 a
k2
2 · · ·
0 whenever pi 6≤ σ (158)
if [pi, σ] has a factorization as above. Via this operation over the above-considered partition lattice,
the spectrum of sub-matrices has been characterized in [89].
The second interesting operation one can define over NC(m) is called (combinatorial) convo-
lution (· ∗ ·) of f and g defined as in (158), and is given by
(f ∗ g) 4=
∑
τ ∈ NC(m)
pi ≤ τ ≤ σ
f(pi, τ)g(τ, σ) (159)
for pi ≤ σ ∈ NC(m).
We may further notice that the lattice NC(m) is self-dual, and the isomorphism K : NC(m)→
NC(m) implementing such a self-duality (also called complementation map [90]) is defined as fol-
lows: Let pi ∈ NC(m), and consider also numbers 1, . . . ,m, ordered in alternating way such that
1, 1, 2, 2, . . . ,m,m.
The Kreweras complement K(pi) of pi ∈ NC(m) is by definition the biggest σ ∈ NC(1, . . . ,m) such
that pi ∪ σ ∈ NC(1, 1, 2, 2, . . . ,m,m), and can be usefully exploited to simplify computation of the
free convolution, as already mentioned in (see Sec.4.5).
Examples of the exploitation of the abovementioned combinatorial operations in the field of
wireless communications are mainly [89] and [91]. In [89] the authors use (159) to provide a
characterization of the capacity of channels affected by severe impairments in time and frequency.
In [91] the focus is on the study of the spectral properties of matrices arising from the collection
of sample measurments in sensor networks with randomly placed nodes.
4.10 1st Example: Channel Modeling
Asymptotic freeness of certain large random matrices can be used to characterize the properties of
communication channels with antenna arrays at both ends of the communication link in terms of
the singular values of the channel’s transfer matrix. This approach was studied by Mu¨ller [92] for
the first time decomposing the channel matrix into a product of three asymptotically free matrices:
the steering matrix at transmitter side, a scattering matrix, and a steering matrix at receiver side.
The approach was generalized to matrix products of more factors by Mu¨ller in [87] and dispersive
channels with decaying power-delay profile in [93] and confirmed by measurements in [94]. As an
example the asymptotic eigenvalue distribution associated with a channel composed of an arbitrary
number of free matrix factors is calculated by means of the S-transform.
Consider a communication channel with K0 transmitting and KN receiving antennas grouped
into a transmitter and a receiver array, respectively. Let there be N − 1 clusters of scatterers each
with Kn, 1 ≤ n ≤ N − 1, scattering objects. Assume that the vector-valued transmitted signal
propagates from the transmitter array to the first cluster of scatterers, from the first to the second
cluster, and so on, until it is received from the (N − 1)st cluster by the receiver array. Such a
channel model is discussed and physical motivation is given in [95, Sec. 3]. Indoor propagation
between different floors, for instance, may serve as an environment where multifold scattering can
be typical, cf. [96, Sec. 13.4.1].
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The communication link outlined above is a linear vector channel that is canonically described
by a channel matrix
HN = MNMN−1 · · ·M2M1 4=
N∏
n=1
Mn (160)
where the matrices M1, M1<n<N , and MN denote the subchannels from the transmitter array
to the first cluster of scatterers, from the (n−1)st cluster of scatterers to the nth cluster, and from
the (N−1)st cluster to the receiving array, respectively. This means that Mn is of size Kn×Kn−1.
The performance of communication via linear vector channels described as in (160) is deter-
mined by the KN eigenvalues of the covariance matrix CN
4
= HNH
†
N for many practically relevant
cases. In the following, the asymptotic distributions of these eigenvalues are calculated.
Assume that the family
({M †1M1}, {M †2M2}, . . ., {M †NMN}) is asymptotically free as all
sizes Kn tend to infinity with the ratios
χn
4
=
Kn−1
Kn
, 1 ≤ n ≤ N, (161)
remaining constant. Consider the random covariance matrices
Ci
4
= HiH
†
i =
(
i∏
n=1
Mn
)(
i∏
n=1
Mn
)†
. (162)
In the following, the asymptotic eigenvalue distribution of CN is recursively calculated applying
the S-transform.
For that purpose, note that the non-zero eigenvalues of the matrices
C˜i
4
=
(
i−1∏
n=1
Mn
)(
i−1∏
n=1
Mn
)†
M †iM i. (163)
and Ci are identical and that
C˜i+1 = CiM
†
i+1M i+1 ∀i. (164)
Since the non-zero eigenvalues of the matrices Ci and C˜i are identical, their empirical dis-
tributions differ only by a scaling factor and a point mass at zero. In the Stieltjes domain, this
translates with Table 2 into
GCi (s) +
1
s
= χiGC˜i (s) +
χi
s
. (165)
It is straightforward from (150) and (151) that (165) reads in terms of Υ (s) and S(z) as
ΥCi(s) = χiΥC˜i(s) (166)
SCi(z) =
z + 1
z + χi
SC˜i
(
z
χi
)
, (167)
respectively. Let the entries of M1≤n≤N be independent and identically distributed with zero-mean
and respective variances 1/Kn. Then, Table 5 yields
SMiM†i
(z) =
1
z + χi
(168)
SM†iMi
(z) =
1
1 + zχi
. (169)
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Now, we proof by induction:
Lemma 4.1 Define the ratios
ρn
4
=
Kn
KN
. (170)
Let Kn →∞, but the ratios ρn remain fixed for all 0 ≤ n ≤ N . Then,
SCN (z) =
N∏
n=1
ρn
z + ρn−1
. (171)
Proof: Since the ratios ρn depend on N via (170), (171) is re-written into
SCN (z) =
N∏
n=1
Kn
zKN +Kn−1
. (172)
First, (172) is verified for N = 1. (168) directly gives
SC1(z) =
1
z + χ
1
=
K1
zK1 +K0
(173)
which proofs (172) for N = 1.
Second, assuming (172) holding for the i-fold product, (172) is shown to also hold for the
(i+ 1)-fold product. Transforming (164) into the S-domain gives
SC˜N+1(z) = SCN (z)
1
1 + zKN/KN+1
. (174)
The rotation formula (167) yields
SCN+1(z) =
z + 1
z +KN/KN+1
SC˜N+1
(
z
KN+1
KN
)
(175)
which gives with (174)
SCN+1(z) =
KN+1
zKN+1 +KN
SCN
(
z
KN+1
KN
)
. (176)
We make use of the assumption that (172) is valid for the N -fold product and find
SCN+1(z) =
KN+1
zKN+1 +KN
N∏
n=1
Kn
zKN+1 +Kn−1
(177)
=
N+1∏
n=1
Kn
zKN+1 +Kn−1
. (178)
Hereby, the induction is complete. 2
The lemma yields with (151) and (150)
s
(
ΥCN (s) + 1
) N∏
n=1
ΥCN (s) + ρn−1
ρn
= ΥCN (s) (179)
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GCN (s)
N∏
n=1
ρn−1 − 1− sGCN (s)
ρn
− sGCN (s) = 1. (180)
The Stieltjes transform of the asymptotic eigenvalue distribution of CN is determined in (180) by
a polynomial equation of (N + 1)st order. For N > 3, it cannot be resolved with respect to the
Stieltjes transform, in general. However, it is shown in [87] how to obtain an infinite power series
for ΥCN (s) and calculate the moments of the asymptotic eigenvalue distribution.
4.11 2nd Example: Correlated MIMO Channels
As shown above, random matrices with independent entries are nowadays quite well understood
and there exist many analytic results on their asymptotic eigenvalue distribution. Some special
cases of the correlated situation have also been treated in the literature. One such case with
relevance in communications engineering is separable correlation, when the channel matrix of a
MIMO system can be expressed as
H = Θ
1/2
R WΘ
1/2
T , (181)
where the (N×K) matrix W has i.i.d. zero-mean unit-variance complex Gaussian random entries,
and the entries of ΘT and ΘR indicate, respectively, the correlation between transmit and between
receive antennas. This is equivalent to say that the correlation among the entries of H factorizes
so that E[hp,jh∗q,k] = (ΘT)j,k(ΘR)p,q.
In this section, we describe a realistic MIMO setting with ISI (inter-symbol-interference),
where the separability assumption (181) does not hold. In this case, the channel impulse re-
sponse between the transmitter antenna j and the receiver antenna i is a (length-L) vector, say
hi,j = [hi,j1 , h
i,j
2 , . . . , h
i,j
L−1, h
i,j
L ] where L is the number of the channel taps. The channel matrix,
for a length-M frame, may then be written as
H =

A1 A2 . . . AL 0 0 . . . 0
0 A1 A2 . . . AL 0 . . . 0
0 0 A1 A2 . . . AL 0 . . . 0
...
...
. . .
. . . . . .
. . . . . .
0 . . . . . . 0 0 A1 A2 . . . AL
 (182)
where there are M − 1 null matrices in each row and A` = (hi,j` )i=1,...,Nj=1,...,K . Notice that, due to the
ISI modeling, the role of single-channel usage is herein played by A`, which plays then the role of
H in (1).
This kind of channel matrix does not fall into the class of separable correlation, thus one needs
to develop new tools to deal with the problem of evaluating the eigenvalue distribution of HH†.
The needed characterization is given by the following Theorem [97].
Theorem 4.1 Let a real-valued covariance function τ(i, k; j, l) be such that τ(i, k; j, l) = τ(j, l; i, k),
for i, j,= 1, . . . , a and k, l = 1, . . . , b, where a and b are fixed natural numbers. Assume, for n ∈ N,
that {h(i,j)rp |i = 1, . . . , a; k = 1, . . . , b; r, p = 1, . . . , n} are jointly Gaussian complex random vari-
ables, with the prescription of mean zero and covariance
E[h(i,k)rp h
(j,l)
sq ] =
1
(b+ a)n
δrsδpqτ(i, k; j, l). (183)
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Assume further circular complex Gaussian law, i.e., E[(h(i,k)rp )2] = 0, and consider block matrices
Hn = (H
(i,k))j=1,...,bi=1,...,a, whose blocks are given by H
(i,k) = (h
(i,k)
rp )nr,p=1 for i = 1, . . . , a and k =
1, . . . , b.
It follows that, as n → ∞, the square an-dimensional matrix HnH†n has almost surely a
limiting eigenvalue distribution whose Stieltjes transform is given by G(z) = Tra(G1(z)). Here,
G1(z) is an analytic function (in the upper half of the complex plane) with values in the set of
square a-dimensional matrices with complex entries. Such function is uniquely determined by both
lim|z|→∞,=(z)>0 zG1(z) = Ia together with
zG1(z) = Ia + η1
(
(Ib − η2(G1(z)))−1
)
. (184)
In (184), η1 and η2 are complex, matrix-valued, covariance mappings defined by
[η1(D)]i,j =
1
b+ a
b∑
k,l=1
τ(i, k; j, l)[D]k,l , (185)
[η2(D)]k,l =
1
b+ a
a∑
i,j=1
τ(i, k; j, l)[D]j,i , (186)
and, defining Md(C) as the set of complex d-dimensional square matrices, η1 : Mb(C) → Ma(C)
and η2 : Ma(C)→Mb(C).
Notice that the sought-for Stieltjes transform G(z) is given as a function (trace) of a matrix-
valued quantity, i.e. G1(z). The corresponding eigenvalue distribution for the channel matrix
of interest is then recovered through (63). The proof of this statement involves very advanced
arguments from operator-valued free probability theory and is out of the scope of this tutorial pa-
per9*, where we rather aim at remarking the possibility of characterizing the asymptotic eigenvalue
distribution needed in (29) through the inversion formula even in the non-separable case.
4.12 3rd Example: Cellular Systems
Random band matrices, already exploited in the previous Section for the analysis of correlated
MIMO channels with ISI, are well suited to model a setting where multiple users and base stations
(BS) coexist in a geographic area and the BS are arranged forming a regular cellular pattern. In
this context, the band structure reproduced in (182) adequately models a one-dimensional@ 10
cellular communication setting governed by the linear relationship (1)
y = Hx+ n, (187)
where in this context
• x represents a K(M + 1)-dimensional vector of symbols transmitted by the K active users
present at each of the M + 1 cells constituting the system (irrespective of scheduling policy),
• y represents a MN -dimensional vector of symbols received by the M BS in the system, each
equipped with the same number N of receive antennas,
9*We refer the interested reader to [97] for the complete proof with some toy examples.
10@ We refer to this cellular scenario as one-dimensional in that all cells are assumed to be located on a line and
no grid, hexagonal coverage or more complicated structures are analyzed hereinafter.
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• H represents the MN ×K(M + 1) channel matrix (182),
• n represents a MN -dimensional vector of additive noise,
• the number of meaningful interfering cells for a reference communication is L− 1.
The actual number of interfering cells maps directly onto the number of secondary non-zero diag-
onals in the overall system matrix.
Tools from operator-valued free-probability theory can be exploited to investigate the spectral
behavior of non-separable correlation matrices and provide an implicit characterization of the
spectrum of the channel matrix Gramian in terms of its Stieltjes transform. We would like to
obtain a somewhat more explicit solution, in order to ease the channel capacity evaluation for the
cellular setting. However, no general solution is available in closed-form for arbitrary values of N
(number of receive antenna at each BS) and L− 1 (number of interfering cells). Meanwhile, high-
SNR affine expansions of the capacity can be provided in the simplest case of a single interfering
cell and single-antenna equipped BS (N = 1 and L = 2) [99]. In this case, let us assume that the
block matrices Ai (which reduce to row vectors of length K, say ai) have i.i.d. entries, and that
the marginal law of the elements of A1 is pia, while we denote by pib the law of the entries of A2 (by
assumption, only matrix blocks over the main diagonal and the second main diagonal are non-zero,
that is Al = 0 for l >2)*.
11 The main performance index we are interested in is the per-cell
sum-rate, which can be expressed in slightly different form from (29) due to the normalizations
over the number of users/cells, as follows
CM (P ) =
1
M
E
H
log det
(
I + ρHH†
)
, (188)
where P = Kρ is the average transmit power per-cell and ρ the transmit power per single user.
Borrowing results from [99], we can state the following:
Theorem 4.2 Assume
i Epia log(|x|)2 <∞ , Epib log(|x|);
ii pia and pib are absolutely continuous with respect to Lebesgue measure on C;
iii There exists a real M such that if x ∼ pia (resp. x ∼ pib), then the density of |x|2 is strictly
positive on the interval [M,+∞)12;**
iv There exists a ball in C such that the Lebesgue measure outside that ball is absolutely con-
tinuous with respect to pia and pib.
Then, as M grows large, CM (P ) converges, ∀P > 0, to a nonrandom limit, say C(P ), whose
behavior is bounded as follows
max(E
pia
log(1 + P |x|2),E
pib
log(1 + P |y|2)) ≤ C(P ) ≤ E
pia,pib
log(1 + P (|x|2 + |y|2)).
Moreover, as P goes to infinity,
C(P ) = logP + 2 max(E
pia
log(|x|),E
pib
log(|x|)) + o(1).
11* We remark that this is strictly related with the celebrated model of Wyner [98].
12**This assumption should in some cases be strengthened, see [99, Sec. II.A].
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The proof hinges on arguments from Markov chains theory, and its length keeps us from including
it in this work. Moreover, it relies on the fact that, for L = 2, HH† turns out to be a tri-
diagonal (Jacobi) matrix ([59, p.28]), and a particular expression for its determinant ([99, and
references therein]) is available. This, unfortunately, cannot be extended to a matrix with more
than three non-zero diagonals. The result given above holds under ideal intra-cell Time Division
Multiple Access scheduling enforcing the additional constraint of K = 1 (only one user at time is
transmitting). Simple steps allow the analysis to be extended to the general case of simultaneous
transmissions with arbitrary K > 1, and the sum-rate behavior is analyzed in [99, Thm. 2].
Slightly more complicated is the case of L > 2, for which (still assuming the number of BS
receive antenna to be limited to N = 1) one can rely on the theory of product of random matrices
[100, and references therein] to prove the following behavior for the sum-rate capacity in the high-
SNR regime:
Theorem 4.3 Assume
i All rows of H, say ai’s, i = 1, . . . , L and all their sub-vectors of fixed length form a stationary
and ergodic sequence;
ii There exists ε > 0 such that for 0 ≤ i ≤ L− 1, Epii | log |x||1+ε <∞;
iv If (x1, . . . , xL) is distributed according to pi, then almost surely x1x
†
L 6= 0.
Then, as M grows large, CM (ρ) converges, ∀ ρ > 0, to a nonrandom limit, say C(ρ), whose behavior
is
C(ρ) = log ρ+E
pi
log |a1aL|+ 1
L
γ(ρ)
Moreover, as ρ goes to infinity,
C(ρ) = log ρ+E
pi
log |a1aL|+ 1
L
γ(ρ) + o(1) ,
where γ(ρ) is a function of the entries of the channel matrix and both its definition as well as its
convergence to a bounded value as ρ→∞ are proven in [101, Sec. III and Appendices].
We have to stress that, unlike the case of tri-diagonal matrices, here the entries in the rows
of H are allowed to be arbitrarily correlated, once they fulfill the ergodicity assumption. This
reverts into a condition of arbitrary correlation of the fading process, while the previous theorem
only dealt with independent fading.
An even easier way to cope with the difficulties arising from the multiple-cell setting is that
of asymptotically approximating the eigenvalues of the matrix HH†, by the root of a properly
built matrix polynomial as per [102, Theorem V], and numerically evaluate the ergodic capacity
via (29). While conceptually this method would be easier than resorting to the operator-valued
free probability counterpart, a computational efficiency comparison is yet to be performed. It is
worth noting that this approach would, however, only work for complex Gaussian fading, for which
explicit results are somewhat expected.
The results above depend on the actual distribution of the matrix entries, joint or marginal,
depending on the desired degree of generality. This is a feature of band matrices with relatively
few non-zero diagonals. Above a certain number of non-zero diagonals, the asymptotic spectral
behavior of the matrix resembles that of a Wigner matrix, and indeed converges towards it as
recently proven [103].
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5 Complex-Valued Distributions
The treatment of eigenvalue distributions by means of moments and cumulants in previous sections
is restricted to random matrices with real eigenvalues. It cannot be applied to the full circle law
and other random matrices with complex-valued eigenvalues straightforwardly. A method to deal
with circularly symmetric complex eigenvalue distributions was proposed in [104]. In the sequel,
we present the ideas proposed in [105, 106], which allow for the treatment of general complex
eigenvalue distributions.
The method of choice when dealing with real-valued eigenvalue distributions in previous sections
is the use of complex analysis, i.e. presenting real-valued eigenvalue distributions as a limit of a
complex-valued holomorphic function, cf. (63). Complex-valued eigenvalue distributions are often
circularly symmetric and thus not holomorphic. They can be represented by a pair of holomorphic
functions representing the real and imaginary parts. Or, instead of the real and imaginary part of
a complex variable z, one can also consider z and its complex conjugate z∗, and then apply the
Wirtinger rule [107] for differentiation, i.e.
∂z∗
∂z
=
∂z
∂z∗
= 0. (189)
5.1 Stieltjes Transform
In order to generalize the Stieltjes transform introduced in Section 3.2 to two complex variables z
and z∗, we first rewrite (60) as
G(s) = − d
ds
∫
log(x− s)dP(x) . (190)
Note that the Dirac function of a complex argument can be represented as the limit
δ(z) =
1
pi
lim
→0
2
(|z|2 + 2)2 . (191)
Thus, we have
p(z) =
1
pi
lim
→0
∂2
∂z∂z∗
∫
log
[|z′ − z|2 + 2] dP(z′) . (192)
We define the bivariate Stieltjes transform by
G(s, ) =
∂
∂s
∫
log
[|z − s|2 + 2] dP(z) (193)
and get the bivariate Stieltjes inversion formula to read
p(z) =
1
pi
lim
→0
∂
∂z∗
G(z, ) . (194)
At first sight, the bivariate Stieltjes transform looks quite different from (60). However, we can
rewrite (193) as
G(s, ) =
∫ [(
z − s j
j z∗ − s∗
)−1]
1,1
dP(z) , (195)
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which clearly resembles the form of (60). To get an even more striking analogy with (60), we can
introduce the Stieltjes transform with quaterionic argument q = v + iw, (v, w) ∈ C2, i2 = −1, ij =
−ji
G(q) =
∫
dP(z)
z − q (196)
with the respective inversion formula
p(z) =
1
pi
lim
→0
=G(z + i) (197)
and the definition =(v+iw) = w. Quaternions are inconvenient to deal with, since multiplication of
quaternions does not generally commute. However, any quaternion q = v+ iw can be conveniently
represented by the complex-valued 2× 2 matrix(
v w
−w∗ v∗
)
. (198)
This matrix representation directly connects (195) with (196).
5.2 R-Diagonal Random Matrices
R-diagonal random matrices are an important subset of random matrices with complex eigenvalues.
Definition 5.1 A random matrix X is called R-diagonal, if it can be decomposed as X = UY
where Y =
√
XXH and U is Haar distributed and free of Y .
All asymptotically large bi-unitarily invariant random matrices are R-diagonal. Furthermore, their
eigenvalue distribution is circularly symmetric in the complex plane. For R-diagonal random
matrix, the quaternion-valued calculus introduced in Section 5.1 can be avoided, as outlined below.
Let the random matrix H be R-diagonal and denote its eigenvalue distribution by pH(z). Let
SHH†(s) denote the S-transform of the asymptotic eigenvalue distribution of HH
† and define the
function
f(s) =
1√
SHH†(s− 1)
. (199)
Then, we have
pH(z) =
1
2pisf ′ [f−1(z)]
(200)
with f ′(s) = df(s)/ds wherever the density is positive and continuous [104].
Let the random matrices A and B be asymptotically free and R-diagonal and denote their
respective asymptotic singular value distributions by PA(x) and PB(x). Define the symmetrization
of a density by
p˜(x) =
p(x) + p(−x)
2
. (201)
Then, we have for the respective R-transforms of the symmetrized singular value distributions
R˜A+B(w) = R˜A(w) + R˜B(w). (202)
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Let the matrices ({H1}, . . . , {HL}) form a free family and follow the full circle law. Define
H =
L∏
`=1
H`. (203)
Then, we have
pH(z) =
{
1
Lpi|z|L−1 |z| ≤ 1
0 elsewhere
. (204)
With the help of (194) and the Wirtinger rule (189), we find
G(s, s∗) =
1
s∗∫
−1
s∗
ds∗
L|s|L−1 = 2 (205)
Using this result, concatenated vector channels as in Section 4.10 can be analyzed much more
easily. In fact, the analysis becomes straightforward for square matrices. The above calculus was
used to characterize multiuser MIMO channels with line-of-sight in [108].
5.3 Free Convolution
We define the R-transform of quaternion argument p in complete analogy to the complex case
(128) as
R(p)
4
= G−1(−p)− 1
p
(206)
and obtain for free random matrices A and B, with RA(p) and RB(p) denoting the R-transforms
of the respective asymptotic eigenvalue distributions,
RA+B(p) = RA(p) + RB(p) . (207)
The scaling law of the R-transform generalizes as follows
RzH(p) = zRH(pz) (208)
for z ∈ C. Note that the order of factors does matter here, since pz 6= zp, in general.
Multiplicative free convolution does not generalize as straightforwardly as additive free convo-
lution does. The interested reader is referred to [109].
6 The Replica Method
In physics it is accepted that there are microscopic variables (possibly random) and macroscopic
variables (whose evolution is deterministic). Microscopic variables represent physical properties of
small systems, e.g. the speed of a gas molecule or the (z-projection) spin of an electron. Macroscopic
variables represent the collective properties of ensembles made up of many such small systems, e.g.
the temperature or pressure of a gas, the radiation of a hot object, or the magnetic field of a piece
of ferromagnetic material. From a physics point of view, it is clear which variables are macroscopic
and which ones are microscopic depending on the properties they represent.
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The study of the evolution and relationships between properties described by macroscopic
variables is known as thermodynamics. Thermodynamics does not take into consideration the
microscopic structure of the system, it is an experimental science that concerns itself only with
macroscopic properties. Statistical physics, however, is a theoretical construct that allows (under
a series of assumptions) for the determination of thermodynamic variables when the value (or the
statistics) of microscopic variables can be determined.
In the following subsections we shall introduce how the machinery of statistical physics, in
particular the so-called replica method, may be used as an alternative to and as an extension of
RMT and FPT.
6.1 The Thermodynamic Limit
As described above, statistical mechanics is the bridge between the microscopic and the thermody-
namic domains; it explains why thermodynamics works. It turns out thermodynamics can afford to
ignore microscopic variables because it only considers systems that are so large as not to be affected
by any microscopic event. These systems which allow themselves to be accurately described by
thermodynamics are known as thermodynamic systems, and the size that a system must approach
to be thermodynamic is known as the thermodynamic limit.
Random matrix theory and free probability theory prove the (almost sure) convergence of
some random variables to deterministic values in the large matrix limit [45,76]. However, statistical
physics does not always do so; it is just assumed that all microscopic variables converge to their own
average in the thermodynamic limit. An explicit proof that a particular variable is self-averaging
is a nice result, but not of great important to the physics community.
The replica method is a tool of statistical physics to compute macroscopic properties by aver-
aging over microscopic variables. Therefore, when applying the replica method, random variables
are often assumed (without proof) to be self-averaging.
6.2 Free Energy
The second law of thermodynamics demands the entropy of any physical system with conserved
energy to converge to its maximum as time evolves. If the system is described by a probability
distribution px(x) of states x ∈ RK×1, this means that in the thermodynamic equilibrium the
(normalized) entropy
H(x) = − 1
K
∑
x
Pr(x) log Pr(x) (209)
is maximized while keeping the (normalized) energy
E(x) =
1
K
∑
x
Pr(x)||x|| (210)
constant. Hereby, the energy function ||x|| can be any measure which is uniformly bounded from
below.
The distribution at thermodynamic equilibrium is easily shown by the method of Lagrange
multipliers to be
Pr(x) =
e−
1
T ||x||∑
x
e−
1
T ||x||
(211)
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and called the Boltzmann distribution. The parameter T is called the temperature of the system
and determined by (210). For a Euclidean energy measure, the Boltzmann distribution takes on the
form of a Gaussian distribution, which is well-known in information theory to maximize entropy
for given average energy.
A helpful quantity in statistical mechanics is the (normalized) free energy13* defined as
F(x)
4
= E(x)− TH(x) (212)
= − T
K
log
(∑
x
e−
1
T ||x||
)
. (213)
In thermodynamic equilibrium the entropy is maximized, and the free energy minimized since the
energy is constant. The free energy normalized to the dimension of the system is a self averaging
quantity.
6.3 The Replica Trick
The explicit evaluation of the free energy turns out to be very complicated in many cases of interest.
One major obstacle is the occurrence of the expectation of the logarithm of a function of a random
variable
E
z
log f(z, T ). (214)
In order to circumvent this expectation, which also appears frequently in information theory, we
can exploit the Riesz equality [110]
E
z
log f(z, T ) = lim
n→0
E
z
[f(z, T )]
n − 1
n
, (215)
which for convenience we write as 14**
E
z
log f(z, T ) = lim
n→0
∂
∂n
logE
z
[f(z, T )]
n
. (216)
Equation (216) reduces the problem to the calculation of the nth moment in the neighborhood
of n = 0. However, in order to perform the limit operation, the expectation must be calculated
for real-valued variables n, which is far from trivial. At this point the assumption is made that,
although n is treated as a positive integer, we may nevertheless continually extend the result of the
expectation to n→ 0. This may sound odd at first, but it can indeed be proven to hold rigorously
provided that the function log f(z, T ) allows for a series expansion in T [111]. This surprising
result is connected to the well-known fact that knowing an analytic function in any arbitrarily tiny
neighborhood about some point is equivalent to knowing it everywhere.
The invocation of analytic continuity from integer to real n will be referred to as replica conti-
nuity. The combination of expression (216) and replica continuity is known as the replica trick, and
it is the cornerstone of the so called replica method. The name replica stems from the expectation
in the right hand side of equation (216), which may be seen as that of a product of n identical
replicas (1, 2, . . . , n) of f(z, T ):
E
z
[f(z, T )]
n
= E
z
n∏
a=1
fa(z, T ). (217)
13*The free energy is not related to freeness in free probability theory.
14**The mild assumption is made that limit in n and expectation in z commute.
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To help see how replica continuity can prove helpful, let
y =
∫ ∫
ef(x,z) dxdz (218)
for some function f(x, z). Since the variable of integration is arbitrary, analytic continuity on n
implies
yn =
(∫ ∫
ef(x,z)dxdz
)n
(219)
=
∫ n∏
a=1
∫
ef(xa,z)dxadz (220)
=
∫ ∫
· · ·
∫
e
n∑
a=1
f(xa,z)
n∏
a=1
dxadz. (221)
Assume now that in (219) the integration over x can be performed in closed form, while the
integration over z cannot. Without replica continuity, one would be stuck with the nth power of
an integral over z. However, with the help of replica continuity, we can perform the integrations
over all replicated variables of x and finally arrive to (221) only with an integral over z left, but
without an nth power on top of it.
The replica method consists of generating replicas of x instead of getting stuck with calculating
the nth power of y. These replicated variables xa are arbitrary and, as we shall discuss in the next
section, they may be assigned helpful properties such as symmetries.
This ingenious trick was first proposed by Kac in 1968 while analyzing lattice vibrations at the
Trondheim Theoretical Physics Seminar [112]. However, its proving ground was the spin glass (a
disordered magnetic system in which the local couplings vary randomly in sign and magnitude)
where Edwards and Anderson boiled the problem down to its physical essentials in 1975 [113].
6.4 Replica Symmetry
Integrals arising from the replica method are typically solved by saddle point integration.
The general idea of saddle point integration is as follows: Consider an integral of the form
1
K
log
∫
In×n
eKf(Q)dQ. (222)
In the limit K → ∞ the integral is dominated by that matrix Q which maximizes the function
f(Q). Thus, we have
lim
K→∞
1
K
log
∫
In×n
eKf(Q)dQ = max
Q∈In×n
f(Q). (223)
That means, the integral can be solved taking the derivative of the argument of the exponential
function.
Since the function in the exponent is multivariate, one would need to find the extremum of an
n2-variate function for an arbitrary number of arguments. This can easily become a hopeless task,
unless one can exploit some properties of the exponential argument.
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When it was first developed, the replica method considered all copies of the system (1, 2, . . . , n)
as identical, in what is known as the replica symmetry (RS) ansatz. Assuming RS means that one
imposes a certain structure onto the matrix Q, i.e.
Q = q01n×n + χ0In×nT (224)
where 1n×n denotes the n× n all-one matrix and T denotes temperature. Then, the multivariate
optimization problem reduces to a two-variate one, i.e. maxq0,χ0 f(q01+χ0IT ). Replica symmetry
imposes that all diagonal entries and all off-diagonal entries respectively equal each other. It is a
critical assumption.
6.5 Replica Symmetry Breaking
The assumption of replica symmetry was, from its dawn, successful in finding known correct results
for some simple spin glass models, see e.g. [114]. However, the infinite ranged model by Sherrington
and Kirkpatrick [115, 116] proved extremely difficult to treat and unphysical solutions were being
produced.
In 1978, Almeida and Thouless suggested the possibility of assuming that, somehow, perhaps
different copies of the system would not be regarded as identical [117]. In 1980, Parisi formally
proposed the replica symmetry breaking (RSB) approach [118] which took many years to interpret,
see e.g. [111,119,120] and has only recently been proven to be the correct solution [121].
Replica symmetry breaking comes in steps. The philosophy behind it is somehow similar to
that of Taylor or Laurent series expansions of analytic functions with replica symmetry taking the
role of the expansion of first order.
For 1-step replica symmetry breaking (1RSB) assume that the matrix Q has the, compared to
(224), slightly more general structure
Q = q11n×n + p1I nµ1T ×
n
µ1T
⊗ 1µ1T×µ1T + χ1In×nT (225)
with ⊗ denoting the Kronecker product. Now, there are four parameters {q1, p1, µ1, χ1} to opti-
mize. The 1RSB ansatz leads to correct results in some cases where the RS ansatz fails. Nev-
ertheless, the 1RSB ansatz may fail as well in certain cases. Such failures typically occur for
NP-complete problems at low temperature. To improve accuracy of the solution, one can move
onward to r-step RSB defined by the ansatz
Q = qr1n×n +
r∑
i=1
p(i)r I n
µ
(i)
r T
× n
µ
(i)
r T
⊗ 1
µ
(i)
r T×µ(i)r T + χrIn×nT. (226)
The number of parameters to optimize increases linearly with r. The saddle point equations
determining these parameters are typically not linear and one often reaches the limits of analytical
tractability for low values of r. The limit r → ∞ is called full replica symmetry breaking. It is
believed—and actually proven for certain cases—that full RSB always gives correct results.
6.6 An Engineering Perspective of the Hamiltonian
The free energy is clearly related in statistical mechanics to the entropy of the system at a given
energy due to (212). This establishes the usefulness of the free energy for information theoretic
tasks like calculations of channel capacities. Moreover, the free energy is a tool to analyze various
types of multiuser detectors. In fact, the free energy is such a powerful concept that it needs not
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any coding to be involved in the communication system to yield striking results. All it requires
is the existence of macroscopic variables, microscopic random variables and the existence of an
energy function. For communication systems, this requires, in practice, nothing more than their
size growing above all bounds.
The broad applicability of the statistical mechanics approach to communication systems stems
form the validity of (212) for any definition of the energy function. The performance measures of
a detector need not only be based on the eigenvalues of the channel matrix in the large system
limit. Instead, the energy function can be interpreted as the metric of a detector. Thus, any
detector parameterized by a certain metric can be analyzed with the tools of statistical mechanics
in the large system limit. However, there is a practical limit to the applicability of the statistical
mechanics framework to the analysis of large communication systems: The analytical calculations
required to solve the equations arising from (212) are not always feasible. The replica method
was introduced to circumvent such difficulties in certain cases. Many other cases, however, have
remained intractable until present time.
Consider a communication channel uniquely characterized by a conditional probability density
py|x(y, x) and a source uniquely characterized by a prior density px(x). Consider a detector for
the output of this channel characterized by an assumed channel transition probability p˘y|x(y, x)
and an assumed prior distribution p˘x(x). Let the detector minimize some kind of cost function,
e.g. bit error probability, subject to its hypotheses on the channel transition probability p˘y|x(y, x)
and the prior distribution p˘x(x). If the assumed distributions equal the true distributions, the
detector is optimum with respect to its cost function. If the assumed distributions differ from the
true ones, the detector is mismatched in some sense. Many popular detectors can be described
with this framework, see Sections 2.1 and 2.2 for a few examples.
The minimization of a cost function subject to some hypothesis on the channel transition
probability and some hypothesis on the prior distribution defines a metric which is to be optimized.
This metric corresponds to the energy function in thermodynamics and determines the distribution
of the microscopic variables at thermodynamic equilibrium. In analogy to (211), we find
p˘x|y,H(x,y,H) =
e−
1
T ||x||∫
e−
1
T ||x|| dx
(227)
where the dependency on y, H, and the assumed distributions is implicit via the definition of the
energy function || · ||. The energy function reflects the properties of the detector. Using Bayes’ law,
the appropriate energy function corresponding to particular hypotheses on the channel transition
function and the prior distribution can be calculated via (227).
In order to study macroscopic properties of the system, we must calculate the free energy
of the system. For that purpose, we make use of the self-averaging property of thermodynamic
equilibrium and (213):
F (x) = F (x|y,H) (228)
= E
y,H
F (x|y,H) (229)
=
T
K
E
H
∫
log
1∫
e−
1
T ||x|| dx
dPy(y) . (230)
Note that, inside the logarithm, expectations are taken with respect to the assumed distribution
via the definition of the energy function, while, outside the logarithm, expectations are taken with
respect to the true distribution.
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In the case of matched detection, i.e. the assumed distributions equal the true distributions,
the argument of the logarithm in (230) becomes py(y) up to a normalizing factor. Thus, the free
energy becomes the entropy of y up to a scaling factor and an additive constant.
Statistical mechanics provides an excellent framework to study not only matched, but also
mismatched detection. The analysis of mismatched detection in large communication systems
without exploiting the tools provided by statistical mechanics, and purely based on asymptotic
properties of large random matrices, has been very limited so far. One exception is the asymptotic
SINR of linear MMSE multiuser detectors with erroneous assumptions on the powers of interfering
users by Mu¨ller and Caire in [122].
6.7 1st Example: CDMA Systems
The replica method was introduced into multiuser communications by the landmark paper of
Tanaka [123] for the purpose of studying the performance of the maximum a-posteriori detector.
Subsequently his work was generalized and extended to other areas of communications by Guo and
Verdu´ [124–127] and Mu¨ller et al. [128–134]. An analysis of an asymptotically large CDMA system
with arbitrary joint distribution of the variances of the random chips is given in [135]. It includes
the practically important case of multi-carrier CDMA transmission with users of arbitrary powers
in frequency-selective fading as a special case. In the sequel, we give an overview of the initial
treatment of the subject by Tanaka [123].
Consider a vector-valued real additive white Gaussian noise channel characterized by the con-
ditional probability distribution.
py|x,H(y,x,H) =
e
− 1
2σ20
(y−Hx)T(y−Hx)
(2piσ20)
N
2
(231)
with x,y, N, σ20 ,H denoting the channel input, channel output, the latter’s number of components,
the noise variance, and the channel matrix, respectively. Moreover, let the detector be characterized
by the assumed conditional probability distribution
p˘y|x,H(y,x,H) =
e−
1
2σ2
(y−Hx)T(y−Hx)
(2piσ2)
N
2
(232)
and the assumed prior distribution p˘x(x). Let the entries of H be independent zero-mean with
vanishing odd order moments and variance 1/N . Applying Bayes’ law, we find
p˘x|y,H(x,y,H) =
e−
1
2σ2
(y−Hx)T(y−Hx)+log p˘x(x)∫
e−
1
2σ2
(y−Hx)T(y−Hx) dP˘x(x)
. (233)
Since (211) holds for any temperature T , we set without loss of generality T = 1 in (211) and find
the appropriate energy function to be
||x|| = 1
2σ2
(y −Hx)T (y −Hx)− log p˘x(x) . (234)
This choice of the energy function ensures that the thermodynamic equilibrium models the detector
defined by the assumed conditional and prior distributions.
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Let K denote the number of users, that is the dimensionality of the input vector x. Applying
successively (230) with (231), (216), replica continuity (217), (221), and (234) we find for the free
energy per user
F(x)
K
= − 1
K
E
H
∫ ∫
RN
e
− 1
2σ20
(y−Hx)T(y−Hx)
(2piσ20)
N
2
×
log
∫
RK
e−||x||dxdydPx(x) (235)
= − 1
K
lim
n→0
∂
∂n
logE
H
∫ ∫
RN
 ∫
RK
e−||x||dx

n
×
e
− 1
2σ20
(y−Hx)T(y−Hx)
(2piσ20)
N
2
dydPx(x) (236)
= − 1
K
lim
n→0
∂
∂n
log
∫
RN
E
H
n∏
a=0
∫
e
− 1
2σ2a
(y−Hxa)T(y−Hxa)
dPa(xa) dy
(2piσ20)
N
2︸ ︷︷ ︸
4
=Ξn
with σa = σ, ∀a ≥ 1, P0(x) = Px(x), and Pa(x) = P˘x(x) ,∀a ≥ 1.
The integral in (236) is given by
Ξn =
∫

∫
R
E
H
n∏
a=0
exp
− 1
2σ2a
(
y −
K∑
k=1
h1kxak
)2dy
√
2piσ0

N
dPa(xa) , (237)
with xak, and h1k denoting the k
th component of xa, and the (1, k)
th entry of H, respectively.
The integrand depends on xa only through
va
4
=
1√
β
K∑
k=1
h1kxak, a = 0, . . . , n (238)
with the load β being defined as β
4
= K/N . Following [123], the quantities va can be regarded, in
the limit K →∞ as jointly Gaussian random variables with zero mean and covariances
Qab = E
H
vavb =
1
K
xa • xb (239)
where we defined the following inner products
xa • xb 4=
K∑
k=1
xakxbk. (240)
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In order to perform the integration in (237), the K(n + 1)-dimensional space spanned by the
replicas and the vector x0 is split into subshells
S{Q} 4= {x0, . . . ,xn |xa • xb = KQab } (241)
where the inner product of two different vectors xa and xb is constant*.
15 With this splitting of
the space, we find**16
Ξn =
∫
RN(n+1)(n+2)/2
eKI{Q}eNG{Q}
∏
a≤b
dQab, (242)
where
eβI{Q} =
∫ ∏
a≤b
δ
(xa • xb
N
− βQab
) n∏
a=0
dPa(xa) (243)
denotes the probability weight of the subshell and
eG{Q} =
1√
2piσ0
∫
R
E
H
n∏
a=0
exp
[
− β
2σ2a
(
y√
β
− va{Q}
)2]
dy. (244)
This procedure is a change of integration variables in multiple dimensions where the integration of
an exponential function over the replicas has been replaced by integration over the variables {Q}.
In the following the two exponential terms in (242) are evaluated separately.
First, we turn to the evaluation of the measure eβI{Q}. Since for some t ∈ R, we have the
Fourier expansions of the Dirac measure
δ
(xa • xb
N
− βQab
)
=
1
2pij
∫
J
exp
[
Q˜ab
(xa • xb
N
− βQab
)]
dQ˜ab
with J = (t− j∞; t+ j∞), the measure eβI{Q} can be expressed as
eβI{Q} =
∫ ∏
a≤b
∫
J
eQ˜ab(
xa•xb
N −βQab) dQ˜ab
2pij
 n∏
a=0
dPa(xa) (245)
=
∫
JN(n+2)(n+1)/2
e
−β
N∑
c=1
∑
a≤b
Q˜abQab (
M
{
Q˜
})K ∏
a≤b
dQ˜ab
2pij
(246)
with
M
{
Q˜
}
=
∫
exp
∑
a≤b
Q˜abxaxb
 n∏
a=0
dPa(xa). (247)
In the limit of K →∞ one of the exponential terms in (242) will dominate over all others. Thus,
only the maximum value of the correlation Qab is relevant for calculation of the integral, as shown
in Section 6.4.
15*The notation f{Q} expresses the dependency of the function f(·) on all Qab, 0 ≤ a ≤ b ≤ n.
16**The notation
∏
a≤b is used as shortcut for
∏n
a=0
∏n
b=a.
54
At this point, we assume that the replicas have a certain symmetry, as outlined in Section 6.4.
This means, that in order to find the maximum of the objective function, we consider only a
subset of the potential possibilities that the variables Qab could take. Here, we restrict them to the
following four different possibilities Q00 = p0, Q0a = m,∀a 6= 0, Qaa = p,∀a 6= 0, Qab = q,∀0 6=
a 6= b 6= 0. One case distinction has been made, as zero and non-zero replica indices correspond to
the true and the assumed distributions, respectively, and thus will differ, in general. Another case
distinction has been made to distinguish correlations Qab which correspond to correlations between
different and identical replica indices. This gives four cases to consider in total. We apply the same
idea to the correlation variables in the Fourier domain and set Q˜00 = G0/2, Q˜aa = G/2,∀a 6= 0,
Q˜0a = E,∀a 6= 0, and Q˜ab = F,∀0 6= a 6= b 6= 0.
At this point the crucial benefit of the replica method becomes obvious. Assuming replica
continuity, we have managed to reduce the evaluation of a continuous function to sampling it at
integer points. Assuming replica symmetry, we have reduced the task of evaluating infinitely many
integer points to calculating eight different correlations (four in the original and four in the Fourier
domain).
The assumption of replica symmetry leads to∑
a≤b
Q˜abQab = nEm+
n(n− 1)
2
Fq +
G0p0
2
+
n
2
Gp (248)
and
M{E,F,G,G0} =
∫
e
G0
2 x
2
0+
n∑
a=1
Ex0xa+
G
2 x
2
a+
n∑
b=a+1
Fxaxb
n∏
a=0
dPa(xa) (249)
Note that the prior distribution enters the free energy only via (249). We will focus on this later
on after having finished with the other terms.
For the evaluation of eG{Q} in (242), we can use the replica symmetry to construct the corre-
lated Gaussian random variables va out of independent zero-mean, unit-variance Gaussian random
variables u, t, za by
v0 = u
√
p0 − m
2
q
− t m√
q
(250)
va = za
√
p− q − t√q, a > 0. (251)
With that substitution, we get
eG(m,q,p,p0) = (252)
=
1√
2piσ0
∫
R2
∫
R
exp
− β
2σ20
(
u
√
p0 − m
2
q
− tm√
q
− y√
β
)2Du
×
∫
R
exp
[
− β
2σ2
(
z
√
p− q − t√q − y√
β
)2]
Dz

n
Dtdy
=
√√√√ (1 + βσ2 (p− q))1−n
1 + βσ2 (p− q) + n βσ2
(
σ20
β + p0 − 2m+ q
) (253)
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with the Gaussian measure Dz = exp(−z2/2) dz/√2pi. Since the integral in (242) is dominated by
the maximum argument of the exponential function, the derivatives of
G{Q} − β
∑
a≤b
Q˜abQab (254)
with respect to m, q, p and p0 must vanish as N →∞. Taking derivatives after plugging (248) and
(253) into (254), solving for E,F,G, and G0 and letting n→ 0 yields
E =
1
σ2 + β(p− q) (255)
F =
σ20 + β (p0 − 2m+ q)
[σ2 + β(p− q)]2 (256)
G = F − E (257)
G0 = 0. (258)
In the following, the calculations are shown explicitly for Gaussian and binary priors. Additionally,
a general formula for arbitrary priors is given.
6.8 Gaussian Prior Distribution
Assume a Gaussian prior distribution
pa(xa) =
1√
2pi
e−x
2
a/2 ∀a. (259)
Thus, the integration in (249) can be performed explicitly and we find with [123, (87)]
M {E,F,G,G0} =
√
(1 + F −G)1−n
(1−G0) (1 + F −G− nF )− nE2 . (260)
In the large system limit, the integral in (246) is also dominated by that value of the integration
variable which maximizes the argument of the exponential function. Thus, partial derivatives of
logM {E,F,G,G0} − nEm− n(n− 1)
2
Fq − G0p0
2
− n
2
Gp (261)
with respect to E,F,G,G0 must vanish as N → ∞. An explicit calculation of these derivatives
yields
m =
E
1 + E
(262)
q =
E2 + F
(1 + E)
2 (263)
p =
E2 + E + F + 1
(1 + E)
2 (264)
p0 = 1 (265)
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in the limit n→ 0 with (257) and (258). Surprisingly, if we let the true prior to be binary and only
the replicas to be Gaussian we also find (262) to (265). This setting corresponds to linear MMSE
detection [2].
Returning to our initial goal, the evaluation of the free energy, and collecting our previous
results, we find@17
F(x)
K
= − 1
K
lim
n→0
∂
∂n
logΞn (266)
= lim
n→0
∂
∂n
1
β
[
−G(m, q, p, p0) + βn(n− 1)
2
Fq+
+βnEm+
βn
2
Gp
]
− logM {E,F,G, 0} (267)
=
1
2β
lim
n→0
[
log
(
1 +
β
σ2
(p− q)
)
+ 2βEm+ βGp
+β(2n− 1)Fq + σ
2
0 + β(p0 − 2m+ q)
σ2 + β(p− q) + nσ20 + nβ(p0 − 2m+ q)
]
+
1
2
lim
n→0
log (1 + E)− E
2 + F
1 + E − nE2 − nF (268)
=
1
2β
[
log
(
1 +
β
σ2
(p− q)
)
+
F
E
+ βE(2m− p) + βF (p− q)
]
+
1
2
log (1 + E)− E
2 + F
2(1 + E)
. (269)
This is the final result for the free energy of the mismatched detector assuming noise variance σ2
instead of the true noise variance σ20 . The five macroscopic parameters E,F,m, q, p are implicitly
given by the simultaneous solution of the system of equations (255) to (256) and (262) to (264).
This system of equations can only be solved numerically.
Specializing our result to the matched detector assuming the true noise variance by letting
σ → σ0, we have F → E, q → m, p→ p0. This makes the free energy simplify to
F(x)
K
=
1
2β
[
σ20E − log
(
σ20E
)]
+
1
2
log (1 + E) . (270)
with
1
E
= σ20 +
β
1 + E
(271)
This result is more compact and it requires only to solve (271) numerically which is conveniently
done by fixed-point iteration.
It can be shown that the parameter E is actually the signal-to-interference and noise ratio. It
has been derived independently by Tse and Hanly [50] in context of CDMA using results from
random matrix theory, cf. (83) and (85).
The similarity of free energy with the entropy of the channel output mentioned at the end of
Section 6.6 is expressed by the simple relationship
I(x,y)
K
=
F(x)
K
− 1
2β
(272)
17@Eq. (269) is inconsistent with [135, (8.62)] due to a typo in [135].
57
between the (normalized) free energy and the (normalized) mutual information between channel
input signal x and channel output signal y given the channel matrixH. Assuming that the channel
is perfectly known to the receiver, but totally unknown to the transmitter, (272) gives the channel
capacity per user.
6.9 Binary Prior Distribution
Now, we assume a binary prior distribution
pa(xa) =
1
2
δ(xa − 1) + 1
2
δ(xa + 1). (273)
For uniform binary prior distributions, the calculations can be simplified assuming without loss
of generality that all users have transmitted the symbol x0k = +1. In statistical mechanics this
simplification is called the gauge transformation.
Plugging the prior distribution into (249), we find
M {E,F,G,G0} =
=
∫
Rn
e
G0+nG
2 +
n∑
a=1
Exa+
n∑
b=a+1
Fxaxb
n∏
a=1
dPa(xa) (274)
=e
1
2 (G0+nG−nF )
∑
{xa,a=1,...,n}
{
exp
[
F
2
(
n∑
a=1
xa
)2
+ E
n∑
a=1
xa
]}
n∏
a=1
Pr(xa) (275)
where we can use the following property of the Gaussian measure
exp
(
F
S2
2
)
=
∫
exp
(
±
√
FzS
)
Dz ∀S ∈ R (276)
which is also called the Hubbard-Stratonovich transform to linearize the exponents
M {E,F,G,G0} =
=e
1
2 (G0+nG−nF ) ∑
{xa,a=1,...,n}
∫
exp
[(
z
√
F + E
) n∑
a=1
xa
]
Dz
n∏
a=1
Pr(xa). (277)
Since
fn
4
=
∑
{xa,a=1,...,n}
exp
[(
z
√
F + E
) n∑
a=1
xa
]
n∏
a=1
Pr(xa) (278)
=
∑
xn
Pr(xn)fn−1 exp
[(
z
√
F + E
)
xn
]
(279)
= fn−1 cosh
(
z
√
F + E
)
(280)
= coshn
(
z
√
F + E
)
, (281)
we find
M {E,F,G,G0} =
∫
coshn
(
z
√
F + E
)
Dz
exp
(
nF−G0−nG
2
) . (282)
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In the large system limit, the integral in (246) is dominated by that value of the integration
variable which maximizes the argument of the exponential function. Thus, partial derivations
of (261) with respect to E,F,G,G0 must vanish as N → ∞. An explicit calculation of these
derivatives gives
m =
∫
tanh
(
z
√
F + E
)
Dz (283)
q =
∫
tanh2
(
z
√
F + E
)
Dz (284)
p = p0 = 1 (285)
in the limit n → 0. In order to obtain (284), note from (275) that the first order deriva-
tive of M{·} exp(nF/2) with respect to F is identical to half of the second order derivative of
M{·} exp(nF/2) with respect to E.
Returning to our initial goal, the evaluation of the free energy, and collecting our previous
results, we find@@18
F(x)
K
= − 1
K
lim
n→0
∂
∂n
logΞn
= lim
n→0
∂
∂n
1
β
[
−G(m, q, 1, 1) + βnEm+ βn(n− 1)
2
Fq +
βn
2
G
]
− logM {E,F,G, 0} (286)
=
1
2β
[
log
(
1 +
β
σ2
(1− q)
)
+
F
E
+ βE(2m− 1) + βF (1− q)
]
+
E
2
− F −
∫
log cosh
(
z
√
F + E
)
Dz (287)
This is the final result for the free energy of the mismatched detector assuming noise variance σ2
instead of the true noise variance σ20 . The four macroscopic parameters E,F,m, q are implicitly
given by the simultaneous solution of the system of equations (255), (256) and (283) to (284). This
system of equations can only be solved numerically. Moreover, it can have multiple solutions. In
case of multiple solutions, the correct solution is that one which minimizes the free energy, since
in the thermodynamic equilibrium the free energy is always minimized, cf. Section 6.2.
Specializing our result to the matched detector assuming the true noise variance by letting
σ → σ0, we have F → E, G→ G0, q → m which makes the free energy simplify to
F(x)
K
=
1
2β
[
σ20E − log
(
σ20E
)]− ∫ log cosh(z√E + E)Dz (288)
where the macroscopic parameter E is given by
1
E
= σ20 + β
∫
1− tanh
(
z
√
E + E
)
Dz. (289)
Similar to the case of Gaussian priors, E can be shown to be a kind of signal-to-interference
and noise ratio, in the sense that the bit error probability is given by
Pr(xˆk 6= xk) =
∞∫
√
E
Dz. (290)
18@@(287) is inconsistent with [135, (8.62)] due to a typo in [135].
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In fact, it can even be shown that in the large system limit, an equivalent additive white Gaussian
noise channel can be defined to model the multiuser interference [127,131]. Constraining the input
alphabet of the channel to follow the non-uniform binary distribution (273) and assuming channel
state information being available only at the transmitter, channel capacity is given by (272) with
the free energy given in (288).
Large system results for binary prior (even for uniform binary prior) have not yet been able to
be derived by means of rigorous mathematics despite intense effort to do so. Only for the case of
vanishing noise variance a fully mathematically rigorous result was found by Tse and Verdu´ [136]
which does not rely on the replica method.
6.10 Arbitrary Prior Distribution
Consider now an arbitrary prior distribution. As shown by Guo and Verdu´ [127], this still allows to
reduce the multi-dimensional integration over all replicated random variables to a scalar integration
over the prior distribution. Consider (249) giving the only term that involves the prior distribution
and apply the Hubbard-Stratonovich transform (276)
M{E,F,G,G0} =
=
∫
e
G0
2 x
2
0+
n∑
a=1
Ex0xa+
G
2 x
2
a+
n∑
b=a+1
Fxaxb
n∏
a=0
dPa(xa) (291)
=
∫
e
G0
2 x
2
0+
F
2
(
n∑
a=1
xa
)2
+
n∑
a=1
Ex0xa+
G−F
2 x
2
a
n∏
a=0
dPa(xa) (292)
=
∫∫
e
G0
2 x
2
0+
n∑
a=1
E˜x0xa+
√
Fzxa+
G−F
2 x
2
a
Dz
n∏
a=0
dPa(xa) (293)
=
∫
e
G0
2 x
2
∫ (∫
eExx˘+
√
Fzx˘+G−F2 x˘
2
dP˘x˘ (x˘)
)n
DzdPx(x)
(294)
In the large system limit, the integral in (246) is dominated by that value of the integration
variable which maximizes the argument of the exponential function. Thus, partial derivations of
(261) with respect to E,F,G,G0 must vanish as N → ∞. While taking derivatives with respect
to E,G and G0 straightforwardly lead to suitable results, the derivative with respect to F requires
a little trick: Note for the integrand I in (292), we have
∂I
∂F
=
1
2x20
∂2I
∂E2
− ∂I
∂G
. (295)
With the help of (295), an explicit calculation of the four derivatives gives the following expres-
sions for the macroscopic parameters m, q, p and p0
m =
∫∫
x
∫
x˘e
E
(
xx˘− x˘22
)
+
√
Fzx˘
dP˘x˘(x˘)∫
e
E
(
xx˘− x˘22
)
+
√
Fzx˘
dP˘x˘(x˘)
DzdPx(x) (296)
q =
∫∫ ∫ x˘eE(xx˘− x˘22 )+√Fzx˘dP˘x˘(x˘)∫
e
E
(
xx˘− x˘22
)
+
√
Fzx˘
dP˘x˘(x˘)
2DzdPx(x) (297)
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p =
∫∫ ∫
x˘2e
E
(
xx˘− x˘22
)
+
√
Fzx˘
dP˘x˘(x˘)∫
e
E
(
xx˘− x˘22
)
+
√
Fzx˘
dP˘x˘(x˘)
DzdPx(x) (298)
(299)
p0 =
∫
x2dPx(x) (300)
with (257) and (258) in the limit n→ 0.
Returning to our initial goal, the evaluation of the free energy, and collecting our previous
results, we find∗19
F(x)
K
=
1
2β
[
log
(
1 +
β
σ2
(p− q)
)
+
F
E
+ βE(2m− p) + βF (p− q)
]
−
∫∫
log
∫
e
E
(
xx˘− x˘22
)
+
√
Fzx˘
dP˘x˘(x˘) DzdPx(x) (301)
This is the final result for the free energy of the mismatched detector assuming noise variance σ2
instead of the true noise variance σ20 . The five macroscopic parameters E,F,m, q, p are implicitly
given by the simultaneous solution of the system of equations (255), (256) and (283) to (285). This
system of equations can only be solved numerically. Moreover, it can have multiple solutions. In
case of multiple solutions, the correct solution is that one which minimizes the free energy, since
in the thermodynamic equilibrium the free energy is always minimized, cf. Section 6.2.
6.11 2nd Example: Vector Precoding
In the following we shortly outline the application of the replica analysis to the setting described
in Section 2.3, and summarize some of the main results in [22]. We start by focusing on the energy
penalty, and recall that the task of the nonlinear stage at the transmitter (namely, the nonlinear
precoding stage) can be described as follows. It is equivalent to the minimization of an objective
function, which we interpret here as the Hamiltonian, having the quadratic form
H(w) = w†Jw , (302)
where J is a random matrix of dimensions N ×N . Thus, the minimum energy penalty per symbol
can be expressed as
1
N
min
w∈Bs
H(w) , (303)
where we use the shortened notation Bs , Bs1 × · · · ×BsN as in equation (19) above. Note that
in order to comply with (19) one should take J = T †T , however since the results in the sequel
hold for a more general class of matrices, we proceed with the formulation suggested in (302).
To calculate the minimum of the objective function (302), we use notions from statistical
physics as defined in Section 6.2 above, albeit with a slight adaptation to the problem at hand. In
particular, we define the Boltzmann distribution on the set of state vectors {w} as
PB(w) =
1
Z e
−βH(w) , (304)
19∗This equation is inconsistent with [135, (8.74)] due to a typo in [135].
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where the parameter β > 0 is referred to as the inverse temperature β = 1/T (cf. (211)), while the
normalization factor Z is the partition function
Z =
∑
w∈Bs
e−βH(w) . (305)
The energy of the system is given by
E(β) =
∑
w∈Bs
PB(w)H(w) . (306)
The definitions above hold for both discrete and continuous alphabets Bs. The only difference
is that for continuous alphabets the sums over w ∈ Bs are replaced by integrals. At thermal
equilibrium, the free energy can be expressed as
F(β) = − 1
β
logZ . (307)
With that in mind, and while relying on the self-averaging property (see Section 6.2), the
limiting energy penalty (per symbol) can be represented as
E¯ = lim
N→∞
1
N minw∈Bs
w†Jw
= − lim
N→∞
lim
β→∞
1
βNE
{
log
∑
w∈Bs
e−βw
†Jw
}
= lim
N→∞
lim
β→∞
E
{
F(β)
N
}
.
(308)
The rationale behind the above formulation is that as β → ∞, the partition function becomes
dominated by the terms corresponding to the minimum energy. Hence, taking the logarithm and
further normalizing with respect to β produces the desired limiting quantity at the minimum energy
subspace of Bs. Note that the expectation in (308) is over all realizations of J and s, and it is
the self-averaging property that ensures convergence of the normalized free energy (as N → ∞)
to a deterministic quantity. We further note here that even if the energy minimizing vector is not
unique, or in fact even if the number of such vectors is exponential in N , one still gets the desired
quantity when taking the limit β →∞.
Another useful characteristic of the precoding scheme is the joint input-output distribution of
the nonlinear precoding stage. We first define the empirical joint distribution (for general β) of
the precoder input s and output w as
P
(N)
W,S(ξ, υ) =
1
N
∑
w∈Bs
PB(w)
N∑
k=1
1 {(wk, sk) = (ξ, υ)} , (309)
where 1 {·} denotes the indicator function. To obtain the limiting empirical joint distribution PW,S ,
we introduce a dummy variable h ∈ R [137], as well as the function
V (h) = −h
N∑
k=1
1 {(wk, sk) = (ξ, υ)} . (310)
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Adding this term to the Hamiltonian H(w), the partition function gets modified to
Z(h) =
∑
w∈Bs
e−β(H(w)+V (h)) , (311)
which using (307) yields a modified expression for the free energy. Now, differentiating with respect
to h, setting h = 0, and letting β →∞ we get
PW,S(ξ, υ) = lim
N→∞
P
(N)
W,S(ξ, υ)
= lim
N→∞
1
N limβ→∞
E
{
∂F(β,h)
∂h
∣∣∣∣
h=0
}
(312)
where F(β, h) denotes the free energy that corresponds to the modified partition function Z(h).
The self-averaging property of the free energy implies that the empirical joint distribution is self-
averaging as well.
We next invoke the following underlying assumption on the matrix J .
Assumption 6.1 Let the random matrix J be decomposable into
J = UDU † , (313)
where U is a unitary Haar distributed matrix, and D is a diagonal matrix with its diagonal
elements being the eigenvalues of J whose empirical distribution converges to a nonrandom distri-
bution uniquely characterized by its R-transform R(·), which is assumed to exist.
Denoting the limiting normalized energy for some inverse temperature β as
E (β) , lim
N→∞
1
N
E {E(β)} , (314)
then applying the replica method we get that the limiting energy penalty at zero temperature
(β →∞) can be expressed as (cf. (308) and (215)–(221))
E¯ = limβ→∞ E (β)
= − limβ→∞ limn→0+ limN→∞ 1nβN logE
{(∑
w∈Bs e
−βw†Jw
)n}
= − limβ→∞ limn→0 limN→∞ 1nβN logE
{∑
{wa} e
∑n
a=1−βw†aJwa
}
(315)
= − limβ→∞ limn→0 limN→∞ 1nβN logE
{∑
{wa} e
−Tr(βJ∑na=1waw†a)} ,
where we use the notation
∑
{wa} =
∑
w1∈Bs · · ·
∑
wn∈Bs , Tr(·) denotes the trace operator, and
it is assumed that the limits with respect to N and n can be interchanged (which is the common
practice in replica analyses).
The summation over the replicated precoder output vectors {wa}na=1 in (315) is performed by
splitting the replicas into subshells, defined through a matrix Q[n×n] as follows
S(Q) ,
{
w1, . . . ,wn
∣∣w†awb = NQab} . (316)
The limit N → ∞ allows the application of saddle point integration, which yields the following
general result [22].
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Proposition 6.2 ([22, Proposition III.2]) For any inverse temperature β, any structure of Q
consistent with (316), and any random matrix fulfilling Assumption 6.1, the energy is given by
E (β) = lim
n→0
1
n
Tr [QR(−βQ)] , (317)
where Q is the solution to the saddle point equation
Q =
∫ ∑
w∈Bns
ww†e−βw
†R(−βQ)w
∑
w∈Bns
e−βw†R(−βQ)w
dFS(s) (318)
with Bns denoting the n-fold Cartesian product of Bs.
Note that in (318) w is an n-dimensional vector and its components represent replicas of the same
user, while the elements of w in (315) represent precoder outputs of different users.
To produce explicit results, certain structures were imposed in [22] onto the matrix Q. More
specifically, the limiting energy penalty and the limiting conditional distribution of the precoder’s
outputs were derived while employing the 1RSB ansatz, as well as the simpler RS ansatz (see,
respectively, (225) and (224)). In the following we only review the 1RSB results, and the reader
is referred to [22] for the full scope of the analysis. As demonstrated therein, when compared to
simulation results at finite numbers of antennas, 1RSB gives quite accurate approximations for the
quantities of interest, while the RS ansatz does so only in special cases.
As discussed in Section 6.5, when applying the 1RSB ansatz the limiting properties of the
precoder output are characterized by means of four macroscopic parameters q1, p1, χ1, µ1 ∈ (0,∞),
which are determined for the vector precoding setting as specified below. Let J be an N × N
random matrix satisfying the decomposability property (313), and let R(·) denote the R-transform
of its limiting eigenvalue distribution. Consider now the following function of complex arguments
גs(y, z) , e
−µ1 min
w∈Bs
ε1|w|2−2<{w(f1z∗+g1y∗)}
, (y, z) ∈ C2 , (319)
where <{·} takes the real part of the argument, and the parameters ε1, g1 and f1 are defined as
ε1 = R(−χ1) , (320)
g1 =
√
R(−χ1)− R(−χ1 − µ1p1)
µ1
, (321)
f1 =
√
q1R′(−χ1 − µ1p1) , (322)
where R′(·) denotes the derivative of the R-transform. Furthermore, we denote the normalized
version of גs(y, z) by
˜גs(y, z) =
גs(y, z)∫
C גs(y˜, z)dy˜
. (323)
Then, using the two following integral notations
∫
C
(·) Dz ,
∞∫
−∞
∞∫
−∞
(·) e
−|z|2
pi
dzre dzim (324)
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and ∫
C2
(·) DyDz ,
∫
C
∫
C
(·) DyDz (325)
(with zre, zim ∈ R and z , zre+jzim), the parameters {q1, p1, χ1, µ1} are solutions to the four
following coupled equations:
χ1 + p1µ1 =
1
f1
∫∫
C2 <
{
z∗ argminw∈Bs |f1z + g1y − ε1w|
}
· ˜גs(y, z)DyDz dFS(s) , (326)
χ1 + (q1 + p1)µ1 =
1
g1
∫∫
C2 <
{
y∗ argminw∈Bs |f1z + g1y − ε1w|
}
· ˜גs(y, z)DyDz dFS(s) , (327)
q1 + p1 =
∫∫
C2
∣∣argminw∈Bs |f1z + g1y − ε1w|∣∣2
· ˜גs(y, z)DyDz dFS(s) , (328)
and
χ1+µ1p1∫
χ1
R(−ω) dω = ∫∫C log (∫C גs(y, z) Dy) Dz dFS(s)
−2χ1R(−χ1)
+(µ1q1 + 2χ1 + 2µ1p1)R(−χ1 − µ1p1)
−2µ1q1(χ1 + µ1p1)R′(−χ1 − µ1p1) . (329)
These coupled equations have in general multiple solutions, which were found by minimizing the
free energy with respect to the crosscorrelation matrix Q at the saddle point. Since the energy
penalty coincides with the free energy at zero temperature (β → ∞), in case of multiple sets of
solutions one has to choose that set which minimizes the energy penalty.
The limiting properties of the precoder outputs can now be summarized by means of the
following two propositions.
Proposition 6.3 ([22, Proposition IV.1]) Suppose the random matrix J satisfies the decom-
posability property (313). Then under some technical assumptions, including in particular one-step
replica symmetry breaking, the effective energy penalty per symbol E tot/N converges in probability
as K,N →∞, N/K → α <∞, to
E¯rsb1 ,
(
q1 + p1 +
χ1
µ1
)
R(−χ1 − µ1p1)
−χ1µ1 R(−χ1)− q1(χ1 + µ1p1)R′(−χ1 − µ1p1) . (330)
Proposition 6.4 ([22, Proposition IV.2]) With the same underlying assumptions as in Propo-
sition 6.3, the limiting conditional empirical distribution of the nonlinear precoder’s outputs given
an input symbol s satisfies
PW |S(ξ|υ) =
∫
C2 1
{
ξ = argminw∈Bυ |f1z + g1y − ε1w|
}
· ˜גυ(y, z)DyDz . (331)
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The above properties were used in [22] to conduct an information-theoretic analysis of vector
precoding. Particularizing to a zero-forcing (ZF) linear front-end and to Gaussian channel transfer
matrices, the spectral efficiency of vector precoding was expressed via the input-output mutual
information of the equivalent single-user channel observed by each of the receivers. The analysis
was then applied to particular families of extended alphabet sets (following [21]), focusing on a
quaternary phase shift-keying (QPSK) input (while demonstrating the RSB phenomenon). Nu-
merical results therein indicate significant performance enhancement over linear ZF for medium
to high SNRs. Furthermore, performance enhancement is also revealed compared to a generalized
THP approach (which is a popular practical nonlinear precoding alternative for MIMO GBCs).
The reader is referred to [22] for the full details.
6.12 3rd Example: Replica-based Estimation for Compressed Sensing
The recovery of a sparse vector through linear observation as in (1) can be cast (see Section 2.4)
as a noisy compressive sensing problem, i.e.
min
x∈RK
||x||0 subject to Hx+ n = y .
Assume the observation matrix to have a product form, i.e. H = AS1/2. Here the matrix A is an
N×K measurement matrix with i.i.d. entries with finite moments of any order, Ai,j = 1/
√
NA, for
some zero-mean unit variance random variable A. And the matrix S is a diagonal matrix containing
positive scale factors, sj , j = 1, . . . ,K, which scale up the variance of the j-th component of x
by sj , and which are represented by random variable with finite moments. This model is able to
capture variations in power of the sensed signal which are apriori known to the estimator, while
possible unknown variations should be embodied in the distribution of x.
Throughout this Section, we will assume that the components xj of x are i.i.d. with probability
distribution p0(xj), whose moments are all finite. The noise is such that w ∼ N (0, σ20IN ), and w,
x, A and S are independent of each other.
The `0-norm regularized estimator for x can be written as
x̂0(y) = argmin
x∈RK
1
2γ
||y −AS1/2x||22 + ||x||0 , (332)
or, equivalently, as
x̂0(y) = argmin
x∈RK
1
2γ
||y −AS1/2x||22 +
K∑
j=1
f(xj) , (333)
with γ > 0 an algorithm parameter and f(x) the support function of the vector x (i.e. f(xj) = 0 if
xj = 0 and f(xj) = 1 otherwise). In the form (333), x̂
0 can be seen as a postulated MAP (PMAP)
estimator [30, Sec. IV], where a prior distribution on x, say pu(x) driven by a positive parameter
u, is postulated, and the estimator performance and complexity depend on the choice of the scalar
valued, non-negative cost function f : Ξ → R, where Ξ is a measurable set such that x ∈ ΞK .
The performance analysis of the estimator in (332) can be carried over via Replica method,
assuming the symmetry is not broken.
The possibility of decoupling the estimation of a vector of considerable size into the scalar
estimation of each of its components separately is a crucial feature in the choice of the estimator
to be implemented, since it clearly leads to enormous gain in terms of complexity. In [127], such a
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decoupling is stated for the postulated MMSE (PMMSE) estimators in the large-system limit and
under several assumptions regarding the replica symmetry and the cost function behavior.
In [30], instead, a framework for Replica analysis of PMAP estimators is provided. However,
while in [127] an analytic test for the replica symmetry to hold is formulated, no such test is yet
available for checking validity of symmetry assumptions in the MAP case.
The Replica analysis of PMAP estimators is obtained in [30] as a limiting expression of the
corresponding analysis for the PMMSE estimators, asymptotically in the driving parameter u.
Following [30], we herein list the assumptions to be fulfilled in order for the PMAP estimator
of x to be decoupled into K scalar estimation problems, separately for each of its components.
• Given a prior
pu(x) =
[∫
x∈ΞK
e−uf(x)dx
]−1
e−uf(x)
and a postulated noise level σ2u = γ/u, assume that for sufficiently large u the postulated
MMSE estimator
x̂pmmse(y) =
∫
x∈ΞK
xpx|y(x|y; ppost, σ2post)dx (334)
satisfies the Replica Symmetric decoupling property, i.e. there exists scalar MMSE estimators
separately for each xj component [127];
• Let σ2eff (u) and σ2p,eff (u) be the effective noise levels@20, i.e. the noise levels associated
with the resulting decoupled scalar estimation problems, when using the postulated prior
pu and noise level σ
2
u, assuming that there exist both σ
2
eff,map(u) = limu→∞ σ
2
eff (u) and
γp = limu→∞ uσ2p,eff (u);
• Let x̂uj (K) be the MMSE estimate of xj with postulated pu and σ2u, and assume that the
following holds in distribution:
lim
u→∞ limK→∞
x̂uj (K) = lim
K→∞
lim
u→∞ x̂
u
j (K);
• For every A, S, and K, and for almost every y, (333) achieves a unique essential minimum;
• Assume f(x) is non-negative and satisfies lim|x|→∞ f(x)log |x| = ∞ for all sequences in Ξ with
|x| → ∞;
• Defined the scalar postulated MAP estimator
x̂pmap(z;λ) = argmin
x∈Ξ
F (x, z, λ) , (335)
with F (x, z, λ) = 12λ |z − x|2 + f(x) and λ and algorithm parameter, assume that (335) has
a unique essential minimum and that, for almost all λ and z, there exists σ2(z, λ) such that
lim
x→x̂
|x− x̂|2
2(F (x, z, λ)− F (x̂, z, λ)) = σ
2(z, λ) ,
with x̂ = x̂pmap(z;λ).
20@The effective noise level can be thought of as the noise seen by the linear scalar system when, while estimating
a single component xj of the vector x, all the contributions related to the remaining components xi i 6= j are
aggregate to the Gaussian noise and hence perceived as noise. It is reminiscent of the concept of effective interference
in multiuser detection, see [53].
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Under the abovelisted assumptions and asK →∞, the random triplet (xj , sj , x̂jpmap) converges
in distribution to the triplet (x, s, x̂) with independent components, distributed according x ∼
p0(x), s ∼ pS(s), and v ∼ N (0, 1), with x̂ = x̂pmap(z;λp), z = x + √µv, µ = σ2eff,map/s and
λp = γp/s.
The limiting effective noise levels can be determined from the set of coupled equations
σ2eff,map = σ
2
0 + βE[s|x− x̂|2] , (336)
γp = γ + βE[sσ2(z;λp)] , (337)
with expectations taken over the laws of s, x and v, in turn.
In our specific case, i.e. as the cost function coincides with the `0-norm, the scalar MAP
estimator is given by
x̂pmap(z;λ) =
{
z |z| > √2λ
0 elsewhere
.
It can be shown [30] that the solution to the set of fixed point equations
σ2eff,map = σ
2
0 + βE[s|x− x̂|2] , (338)
γp = γ + βγp Pr(|z| >
√
2λ) , (339)
with expectations over x ∼ p0(x), s ∼ pS(s), z = x+√µv, are the effective noise levels such that
the random triplet (xj , sj , x̂j) converges in distribution to (x, s, x̂(z)), with z = x +
√
µv. These
fixed-point equations can be numerically solved.
6.13 Phase Transitions
In thermodynamics, the occurrence of phase transitions, i.e. melting ice becomes water, is a well-
known phenomenon. In digital communications, however, such phenomena are less known, though
they do occur. The similarity between thermodynamics and multiuser detection pointed out in
Section 6.7, should be sufficient to convince the reader that phase transitions in digital communi-
cations do occur. Phase transitions in turbo decoding and detection of CDMA were found in [138]
and [123], respectively.
The phase transitions in digital communications are similar to the hysteresis in ferro-magnetic
materials. They occur if the equations determining the macroscopic parameters, e.g. E determined
by (289), have multiple solutions. Then, it is the free energy who decides which of the solutions
correspond to thermodynamic equilibrium. If a system parameter, e.g. the load or the noise
variance, changes, the free energy may shift its favor from the present to another solution. Since
each solution corresponds to a different macroscopic property of the system, changing the valid
solution means that a phase transition takes place.
In digital communications, a popular macroscopic property is the bit error probability. It is
related to the macroscopic property E in (289) by (290) for the case considered in Section 6.7.
Numerical results are depicted in Fig. 2. The thick curve shows the bit error probability of the
individually optimum detector as a function of the load. The thin curves show alternative solu-
tions for the bit error probability corresponding to alternative solutions to the equations for the
macroscopic variable E˜k. Only for a certain interval of the load, approximately 1.73 ≤ β ≤ 3.56
in Fig. 2, multiple solutions occur. As expected, the bit error probability increases with the load.
At a load of approximately β = 1.986 a phase transition occurs and lets the bit error probability
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Figure 2: Bit error probability for the individually optimum detector with uniform binary prior
distribution versus system load for 10 log10(Es/N0) = 6 dB.
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jump. Unlike ferromagnetic materials, there is no hysteresis effect for the bit error probability of
the individually optimum detector, but only a phase transition.
In order to observe a hysteresis behavior, we can expand our scope to neural networks. Consider
a Hopfield neural network [139] implementation of the individually optimum multiuser detector
which is an algorithm based on non-linear gradient search maximizing the energy function associ-
ated with the detector. Its application to the problem of multiuser detection is discussed in [140].
With an appropriate definition of the energy function, such a detector will achieve the performance
of the upper curve in Fig. 2 in the large system limit. Thus, in the interval 1.73 ≤ β ≤ 1.986 where
the free energy favors the curve with lower bit error probability, the Hopfield neural network is
suboptimum (labeled with a). The curve labeled with b can also be achieved by the Hopfield neural
network, but only with the help of a genie. In order to achieve a point in that area, cancel with
the help of a genie as many interferers as needed to push the load below the area where multiple
solutions occur, i.e. β < 1.73. Then, initialize the Hopfield neural network with the received vector
where the interference has been canceled and let it converge to the thermodynamic equilibrium.
Then, slowly add one by one the interferers you had canceled with the help of the genie while the
Hopfield neural network remains in the thermodynamic equilibrium by performing iterations. If
all the interference suppressed by the genie has been added again, the targeted point on the lower
curve in area b is reached. The Hopfield neural network follows the lower curve, if interference is
added, and it follows the upper line, if it is removed.
It should be remarked that a hysteresis behavior of the Hopfield neural network detector does
not occur for any definition of the energy function and any prior distribution of the data to be
detected, but additional conditions on the microscopic configuration of the system need to be
fulfilled.
6.14 3rd Example: Compressed Sensing
An interesting instance of a phase transition is observed in compressed sensing (Section 2.4). Such
a transition occurs in the dependence of the sparsity of the signal. As mentioned in Section 2.4,
most results are available for IID measurement matrices, but most physical phenomena indeed
produce correlated measurements. An index of statistical independence among entries or columns
of a random matrix, particularly meaningful in the Compressed Sensing setting, is the so-called
coherence. It is defined as the largest magnitude of the off-diagonal entries of the sample correlation
(resp. covariance) matrix generated from the random matrix itself. Let us denote the correlation-
based coherence of the N×K random matrix H as
LN = max
1≤i≤j≤K
|ρi,j | ,
and the covariance-based, respectively, as
L˜N = max
1≤i≤j≤K
|ρ˜i,j | .
The condition that ensures both exact recovery in the noiseless case as well as and the stable
recovery in the noisy case, for an s-sparse signal is [141,142]
(2s− 1)L˜N < 1 . (340)
Clearly, L˜N is a random variable, driving the reconstruction performance. Interestingly, its
law undergoes phase transition depending on the scaling of the dimension of the sensed signal K
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versus the sample size N . This basically means that an increasing value of the coherence yields to
ever worsening reconstruction performance, up to a certain point where phase transition occurs,
and traditional sampling theory should be used therebeyond.
In particular, it can be shown that [103, Theorems IV and V]
Theorem 6.1 Assume the K columns of H are independent N -dimensional random vectors with
a common spherical distribution (which may depend on N) having no probability masses in the
origin, and let T˜N = log(1− L˜2N ). Then,
• If we assume that (logK)/N → 0 as n→∞, then L˜N → 0 in probability and
NT˜N + 4 logK − log logK
converges weakly in distribution to the law
F (y) = 1− exp
{
− e
y/2
√
8pi
}
,
for any real y.
• If we are in the transitional case for which (logK)/√N → α ∈ [0,∞) as N →∞, then
NL˜2N − 4 logK + log logK
converges weakly to the distribution function
F (y) = exp
{
−e
−(y+8α2)/2
√
8pi
}
,
for any real y.
• If (logK)/N → c ∈ (0,∞), then L˜N →
√
1− e−4c in probability and
NT˜N + 4 logK − log logK
converges weakly in distribution to the law
F (y) = 1− exp
{
−
√
c
2pi(1− e−4c)e
(y+8c)/2
}
,
for any real y.
• If (logK)/N → ∞ as N → ∞, then L˜N → 1 in probability and NT˜NlogK → −4 always in
probability as N →∞, while
NT˜N +
4N logK
N − 1 − logN
converges weakly in distribution to the law
F (y) = 1− exp
{
ey/2√
2pi
}
,
for any real y.
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By the above-listed results, explicit bounds to signal sparsity can be stated. In particular, taking
as an instance the sub-exponential case, e.g. (logK)/N → 0 as N →∞, we recover
L˜2 ∼ 2
√
logK
N
,
and in order to meet the condition on the coherence behavior (340), the signal sparsity s should
satisfy
s <
1
4
√
N
logK
.
6.15 4th Example: Low-Density Parity Check Codes
The analysis of error-correcting codes by means of the replica method was first performed by
Sourlas [143]. A helpful tutorial treatment can be found in [120]. Both works describe error-
correcting codes from a purely physics perspective. In the following, we try to present the analysis
keeping a balance between physics and engineering perspectives.
Define the operator ·˜ as follows
x˜ = 1− 2x. (341)
For vectors the operator works component by component. It is helpful to express modulo-2 arith-
metic with standard algebra since
x˜⊕ y = x˜y˜ (342)
where ⊕ denotes modulo-2 addition. Consider a binary symmetric channel. Define the inverse
temperature
β =
1
2
ln
1− σ20
σ20
. (343)
With the help of the inverse temperature, the binary symmetric channel can be described as
Pr(yn|x) = e
βy˜n
∏
k∈Hn
x˜k
2 coshβ
(344)
where Hn = {k : (H)n,k = 1} is the set that contains the indices of the symbols that enter the
nth paritity check equation, yn the code symbol received at time instant n, and xk the k
th source
symbol. For a memoryless channel, we have
Pr(y|x) =
N∏
n=1
Pr(yn|x) = e
β
N∑
n=1
y˜n
∏
k∈Hn
x˜k
(2 coshβ)N
. (345)
Using Bayes law, the posterior probability is given by
Pr(x|y) = Pr(y|x) · Pr(x)
Pr(y)
(346)
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On symmetric channels, the highest data rate is achieved for uniform input distribution (also
referred to as uniform prior), i.e. Pr(x) = 2−K . For uniform prior, we get
Pr(x|y) = e
β
N∑
n=1
y˜n
∏
k∈Hn
x˜k
∑
x
e
β
N∑
n=1
y˜n
∏
k∈Hn
x˜k
. (347)
Consider now a binary input Gaussian channel with received signal y containing noise of vari-
ance σ20 and useful signals components of power P . Note that on the Gaussian channel, the received
signal y is not binary. Define the inverse temperature
β =
√
P
σ20
. (348)
With the help of the inverse temperature, the binary input Gaussian channel can be described as
Py|x(y,x) =
N∏
n=1
e
− β
2
√
P
(
yn−
√
P
∏
k∈Hn
x˜k
)2
√
2piσ0
. (349)
Using Bayes law (346), the posterior probability for uniform prior on a memoryless channel is given
by
Px|y(x,y) =
e
β
N∑
n=1
yn
∏
k∈Hn
x˜k
∑
x
e
β
N∑
n=1
yn
∏
k∈Hn
x˜k
. (350)
which is a generalization of (347) for non-binary output. Apparently, the posterior probability
of a binary symmetric channel is a special case of its counterpart for the binary input Gaussian
channel under the bijective transformation yn 7→ y˜n. Thus, there is no need to distinguish these
two channels in the sequel.
The mth power of the partition function is given by
Zm =
∑
{xa}
e
β
N∑
n=1
yn
m∑
a=1
∏
k∈Hn
x˜a,k
(351)
and its configurational average for uniform prior, i.e. Pr(x) = 2−K
E
y
Zm =
∫
ZmdPy(y) (352)
=
∫ ∑
x
Zm Pr(x)dPy|x(y,x) (353)
= 2−K
∫ ∑
x0
ZmdPy|x(y,x0) (354)
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= 2−K
∫
RN
∑
x0
∑
{xa}
N∏
n=1
e
βyn
m∑
a=1
∏
k∈Hn
x˜a,k
×e
− β
2
√
P
(
yn−
√
P
∏
k∈Hn
x˜0,k
)2
√
2piσ0
dyn. (355)
Now, we apply a change of variables. We substitute
υn = yn
∏
k∈Hn
x˜0,k (356)
ξa,k = x˜a,kx˜0,k (357)
and get
E
y
Zm =
∑
{ξa}
∫
RN
N∏
n=1
e
βυn
m∑
a=1
∏
k∈Hn
ξa,k · e
− β
2
√
P
(υn−
√
P)
2
√
2piσ0
dυn (358)
=
∑
{ξa}
N∏
n=1
e
β
2
√
P
(
m∑
a=1
∏
k∈Hn
ξa,k
)2
+β
√
P
m∑
a=1
∏
k∈Hn
ξa,k
(359)
=
∑
{ξa}
N∏
n=1
e
β
√
P
m∑
a=1
∏
k∈Hn
ξa,k+
1
2
m∑
b=1
∏
k∈Hn
ξa,kξb,k
(360)
The substitutions (356) and (357) are known as the gauge transformation in physics literature [120].
In coding theory, it is a well-known property of linear codes that one can assume transmission of
the all-zero codeword x = 0, i.e. x˜k = +1,∀k without loss of generality [7]. Depending on the
code properties, i.e. the choice of the sets Hn, a large variety of codes can be analyzed and various
results are obtained. For further results, the reader is referred to, e.g. [144,145].
The replica method is not the only tool from statistical physics that is applied for the analysis
of error correction codes. Further approaches can be found in, e.g. [146,147]
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