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Abstract
Reservoir simulation serves as an important tool for reservoir management to
predict and optimize the future performance of a reservoir. Modeling multiphase
fluid flow in porous media can be computationally challenging due to heteroge-
neous geologic features and sharp, moving fluid interfaces. Low-order convergence
of conventional reservoir simulators, often based on finite volume or finite element
methods, can be computationally prohibitive to fully resolve the physics of flows
with sharp fronts. A high-order numerical scheme with strong stability properties
and robustness to accurately resolve the physics of reservoir flows is thus highly
desirable.
The current research work focuses on the case of two-phase immiscible, incom-
pressible fluid flow in oil reservoirs and seeks to develop a high-order accurate nu-
merical scheme. Governing equations for two-phase incompressible flow in porous
media, derived in terms of pressure p and saturation s, are a coupled system
of partial differential equations (PDEs) with elliptic-parabolic nature in general.
Under certain conditions, the governing equations can become elliptic-hyperbolic
in nature. Computational challenges in numerically solving PDEs with discontin-
uous solutions or discontinuous data are identified and various numerical schemes
reviewed for meeting desired goals of accuracy and stability. In particular, numer-
ical comparisons are given for convective hyperbolic PDEs using (a) a first-order
upwind finite volume method, (b) a hybrid 1st/2nd order Jameson-Schmidt-Turkel
scheme, (c) explicit Runge-Kutta Discontinuous Galerkin method of Cockburn
and Shu, and (d) an implicit Discontinuous Galerkin method.
Based on the conclusions drawn from these schemes, a fully coupled implicit
Discontinuous Galerkin spectral element method (DGSEM) is proposed to solve
ii
the two non-linear governing equations in pressure and saturation. The pro-
posed DGSEM scheme is capable of using high-order spectral elements and con-
trolled amount of artificial diffusion to achieve stable, robust numerical solutions.
Spectral/hp-convergence of DGSEM scheme is demonstrated for quarter five-spot
pattern flow in homogeneous reservoirs. Superior performance capabilities of the
DGSEM scheme in resolving heterogeneous geologic features are demonstrated.
A novel approach for using volumetric source terms for injection/production wells
on spectral element grids not required to be conforming with geometric or geo-
logic features is presented. Numerical results are presented for simulations with
different types of geologic heterogeneities and injection/production patterns for
2D reservoirs.
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Chapter 1
Introduction
Oil reservoirs are porous media with heterogeneous geologic features. Understand-
ing fluid flow in reservoirs is crucial for planning oil recovery strategies and man-
aging a reservoir. Key physical quantities desirable for accurate prediction include
pressure fields, flow rates, time-dependent location of fluid interfaces, etc. Multi-
ple fluid phases present in a reservoir strongly affect the dynamics of fluid flow,
exhibiting a variety of flow features in different regions of the reservoir. Reservoir
models are designed to approximate the fluid dynamics by a set of fundamental
governing equations and geologic models describing the reservoir. Reservoir sim-
ulators act as convenient tools to numerically solve the set of equations (often,
partial differential equations) in the reservoir model for a wide range of possible
reservoir scenarios with varying geometry and geological features. Owing to non-
linear fluid properties and large-scale heterogeneities in reservoir geology, design-
ing an accurate and stable numerical scheme presents a considerable challenge.
Computational costs (for setup- and solve-phase of the simulator), approxima-
tions made in the reservoir model and capability to handle a range of geologic
and geometric complexities are some of the key concerns affecting the adoption
of a reservoir simulator as an important tool in a reservoir engineer’s workflow.
This work aims to demonstrate the development and performance of a robust,
stable high-order accurate numerical scheme to model two-phase immiscible, in-
compressible flow in reservoirs to address these concerns.
Two-phase immiscible, incompressible flow in reservoirs is modeled as a system
of two coupled partial-differential equations (PDEs) that express conservation of
mass and momentum for the two phases. The equations are nonlinear, time-
dependent PDEs of elliptic-parabolic nature for the two primary variables - pres-
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sure p and saturation s, (volume fraction of one of the fluid phases). These PDEs
can pose significant challenges in the development of a stable and accurate nu-
merical scheme. A review of various approaches and challenges encountered in
modeling multiphase flow in reservoirs is given in Gerritsen and Durlofsky (2005).
Key challenges to be addressed by a suitable numerical scheme are sharp mov-
ing interfaces between the two immiscible fluids, irregular reservoir geometries,
and geologic heterogeneities such as variations in rock permeability in different
regions of a reservoir, faults, fractures etc. Current reservoir simulators are typ-
ically based on finite-difference (FD) or finite-volume (FV) methods (Peaceman
(1977), Aziz and Settari (1979)), with low-order spatial accuracy.
In the last decade, various finite element (FE) methods have been proposed to
model a variety of multiphase flow problems in reservoirs including immiscible dis-
placement (Epshteyn and Rivie`re (2007), Bastian (2014)), miscible displacement
(Li and Riviere (2015), Riviere and Wheeler (2002)), viscous fingering (Scovazzi
et al. (2013), Huang and Scovazzi (2013)), etc. FE methods are better equipped
to deal with complex geometries and by using a discontinuous Galerkin (DG) vari-
ational principle, they provide high-order accuracy even in the presence of discon-
tinuous properties. Researchers have used a variety of DG formulations including
interior penalty methods (Arnold (1982), Wheeler (1978)), local discontinuous
Galerkin (LDG) methods (Cockburn and Shu (1998a)), and compact discontin-
uous Galerkin methods (Peraire and Persson (2008)). The work of Arnold et al.
(2002) presented a coherent unified analysis of various DG methods by defining
so-called primal forms for each of the various DG formulations.
Most of the works using discontinuous Galerkin methods for reservoir simulation
have used basis functions of moderate order, incorporating at most 3rd order
interpolants for saturation, and at most 5th order interpolants for pressure. Ex-
plicit methods with flux reconstruction as well as fully implicit methods have been
demonstrated to give high-order accuracy. However, alignment of finite element
grids with geometric features, e.g. well placement and discontinuities in geologic
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data is necessary to limit overshoots or undershoots in the numerical solution, and
to obtain optimal convergence rates. Requiring the generation of multiple finite
element grids for testing the simulator on a variety of hypothetical scenarios can
be an additional hurdle in a reservoir engineer’s workflow. It is desirable to design
a numerical scheme which would allow the engineer to use a fixed numerical grid
for various test simulations, without sacrificing the high-order accuracy of DG
finite element methods.
In this work, we present a discontinuous Galerkin spectral element method (DGSEM)
for solving the governing equations describing multiphase flow in porous media to
obtain stable, high-order accurate numerical solutions. Spectral element methods
use high-order shape functions for approximating numerical solutions as well as
defining element mappings from an arbitrary shaped domain to a standard domain
shape (e.g. square domain in two dimensions). Shape functions are usually chosen
to be Lagrangian interpolants through Gauss-Legendre basis points (Karniadakis
and Sherwin (2013)). Significant reductions in computational cost result by using
Gauss-Lobatto-Legendre points for defining shape functions as well as for numer-
ical quadrature rules. We leverage the reduced computational cost and highly
sparse nature of resulting matrices to use as high as 9th order basis functions in
this work. High-order basis functions are demonstrated to be capable of resolving
sharp variations in geologic features without conforming the spectral element grid
to such features. Our goal in this work is to demonstrate the effectiveness of the
proposed DGSEM scheme in simplifying a reservoir engineer’s workflow to test
what-if scenarios with various geometric and geologic complexities in a simplified,
easy-to-use manner.
This dissertation is developed as follows: Chapter 2 introduces the governing
equations for two-phase flow in reservoirs and identifies key characteristics of
the governing PDEs. Chapter 3 discusses a limiting case of saturation PDE:
first-order hyperbolic PDE. Computational challenges in numerical schemes for
hyperbolic PDEs are also identified in Chapter 3. Chapter 4 provides comparisons
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of various numerical schemes for hyperbolic PDEs by considering three model
problems. Based on the conclusions of Chapter 4, a fully coupled DG spectral
element formulation is proposed to solve the governing equations of reservoir flow
in Chapter 5. Chapter 5 describes the numerical formulation of the proposed
scheme, its convergence properties and numerical results obtained for a variety of
geologically heterogeneous reservoirs. Chapter 6 provides a brief summary of the
original contributions made in this dissertation work.
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Chapter 2
Mathematical model of reservoir simulation
2.1 Governing equations
Flow of two immiscible fluid phases, such as oil and water, in porous media is
described using Darcy’s law for multiphase systems. Darcy’s law for single phase
flow in porous media is well known to describe the fluid velocity u in terms of
applied pressure gradient ∇p as,
u = −K
µ
∇p (2.1)
where, K is the absolute permeability tensor for the reservoir rock and µ is the
fluid viscosity. In this work, we ignore hydrostatic pressure variations owing to
gravity; however inclusion of such terms is straightforward in the formulation.
In multiphase systems, the effective permeability of a fluid phase in the reservoir
is affected by the mass fraction of that phase. The effective permeability of phase
j, Kj, is often represented as a correction to single-phase rock permeability K
by defining a relative permeability krj for the phase j, so that Kj = krjK. The
relative permeability krj is usually assumed to be a function of phase j’s mass
fraction, or saturation in reservoir simulation studies. Darcy’s law can then be
extended to multiphase flow as,
uj = −λjK∇pj (2.2)
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where λj is known as the mobility of phase j and,
λj =
krj
µj
(2.3)
Here, uj is the superficial fluid velocity which gives the volumetric flow rate of
phase j through a given cross-sectional area.
In the current work, we assume the reservoir to consist of two immiscible, incom-
pressible fluid phases, water phase w and oil phase o. Assume that a fraction φ
(rock porosity) of reservoir volume is porous to the fluids. The governing equa-
tions for fluid flow in reservoirs can be obtained by applying mass balances on the
two phases j = w, o to obtain
∂
∂t
(
φρjsj
)
+∇ ·
(
ρjuj
)
= ρj(q
I
j − qPj ); j = w, o (2.4)
where, ρj is the density and q
I
j , q
P
j are the rates of volumetric fluid injection and
production respectively for phase j. Using Darcy’s law at the wells and defining
λT = λw + λo, the injection and production flow rates q
I
j , q
P
j may be written in
terms of total fluid injection or production rate qI , qP as
qIj = fj(sbc)q
I , qPj = fj(sP )q
P ; fj(s) =
λj(s)
λT (s)
(2.5)
where, variables describing fluid properties like krj, λj, fj; j = w, o are expressed as
functions of water phase saturation, and sbc and sP are the water phase saturations
at injection and production respectively.
Using the incompressibility constraint ρj = constant, constraint on saturations∑
j sj = 1, and defining
u = uw + uo = −λwK∇pw − λoK∇po (2.6)
the two phase mass balances can be expressed as a total fluid mass balance and
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a water phase mass balance as,
∇ · u = qI − qP (2.7a)
φ
∂s
∂t
+∇ · uw = qIw − qPw (2.7b)
(Henceforth, we use s to refer to water saturation sw)
Interfacial tension between two immiscible phases occupying the same pores gives
rise to a pressure difference across the interface, known as capillary pressure Pc,
where
Pc = po − pw (2.8)
In oil reservoirs, Pc is assumed to be an empirical function of phase saturations,
Pc = Pc0Φc(s). Here, Pc0 has the units of pressure and is a function of interfacial
tension, pore size, fluids properties and contact angle. Φc(s) is a dimensionless
function of saturation s, usually a known empirical function.
One may define a new pressure variable p as
p = pw +
∫ s
0
fo(s)P
′
c(s)ds (2.9)
where
P ′c = Pc0
dΦc
ds
(2.10)
From the definitions (2.8) and (2.9), we obtain
∇pw = ∇p− foP ′c∇s (2.11)
and,
∇po = P ′c∇s+∇pw = ∇p+ fwP ′c∇s (2.12)
Substituting for ∇pw and ∇po in (2.6) and using (2.7), the system of governing
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equations for p(t,x) and s(t,x) in the domain Ω are,
−∇ ·
(
λT (s)K∇p
)
= qI − qP (2.13a)
φ
∂s
∂t
−∇ ·
(
λw(s)K∇p
)
−∇ ·
(
D(s)∇s
)
+ fw(s)q
P = fw(sbc)q
I (2.13b)
These two coupled partial differential equations (PDEs) are the final governing
equations used in this work. The first PDE (the pressure equation) is an elliptic
PDE with variable coefficient diffusivity λTK. The second PDE (the saturation
equation) is a convective-diffusive PDE with convective flux −λwK∇p associated
with the velocity field, and diffusive flux D associated with capillary pressure
effects as,
D(s) = −fo(s)λw(s)Pc0dΦc
ds
K (2.14)
Using the definitions of λw(s) and fo(s), Equation (2.14) can be simplified as
D(s) = G
(
s,
µo
µw
)Pc0
µw
K (2.15)
where G
(
s, µo
µw
)
is a dimensionless scalar quantity which depends only on satura-
tion s and the viscosity ratio of fluids, and is given by
G
(
s,
µo
µw
)
=
−krw
1 + µo
µw
krw
kro
dΦc
ds
(2.16)
The numerical model describing fluid flow in reservoirs is completed by specifying
an appropriate set of initial and boundary conditions. Let the domain boundary
∂Ω be divided into two non-overlapping sets ΓjD and Γ
j
N , such that for the variable
j = p, s, Dirichlet boundary conditions are specified on ΓjD and Neumann bound-
ary conditions are specfied on ΓjN . We assume the following initial and boundary
8
conditions to be specified:
s(0,x) = s0(x) in Ω (2.17a)
p(t,x) = pbc(t,x) on Γ
p
D , t > 0 (2.17b)
−λTK∇p · nˆ = un(t,x) on ΓpN , t > 0 (2.17c)
s(t,x) = sbc(t,x) on Γ
s
D , t > 0 (2.17d)
D∇s · nˆ = vn(t,x) on ΓsN , t > 0 (2.17e)
One may show that for the existence and uniqueness of solution to the governing
equations, the inflow boundaries must have Dirichlet boundary conditions on the
saturation. Hence, the saturation at injection wells is a known quantity, whereas
the source term for production wells is kept on the left hand side of the saturation
equation as an unknown function of s.
2.2 Fluid and reservoir properties
In reservoir simulation, we assume that the relative permeabilities and capillary
pressure functions are empirically known functions of saturation s. In the current
work, we follow standard practice in the petroleum industry and assume that
a Brooks-Corey model Brooks and Corey (1964) describes the fluid properties.
The Brooks-Corey model specifies krj(s) and Φc(s) in terms of a dimensionless
parameter θ ∈ [0.2, 3.0] describing the inhomogeneity of the porous medium as,
krw(s) = s
2+3θ
θ , kro(s) = (1− s)2(1− s 2+θθ ), Φc(s) = s− 1θ (2.18)
Plots in Figure 2.1 show relative permeability krj, capillary pressure Φc and cap-
illary diffusivity function G
(
s, µo
µw
)
as functions of s for Brooks-Corey model with
θ = 3.
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Figure 2.1: Brooks-Corey model with θ = 3. (a) Relative permeability, (b)
Capillary pressure, (c) Diffusivity
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Figure 2.1: (cont.)
2.3 A summary of governing PDEs
A general system of coupled PDEs for immiscible, incompressible flow in oil reser-
voirs was obtained in Equation (2.13) in terms of two key variables, p and s. For
convenience, the coupled PDE system is rewritten here
−∇ ·
(
λT (s)K∇p
)
= qI − qP (2.19a)
φ
∂s
∂t
−∇ ·
(
λw(s)K∇p
)
−∇ ·
(
D(s)∇s
)
+ fw(s)q
P = fw(sbc)q
I (2.19b)
We observed that the pressure equation (2.19a) is elliptic in nature and the satu-
ration equation (2.19b) is parabolic in nature in the most general case. Of special
11
interest however is the diffusivity term D(s)∇s in the saturation equation. Here,
D(s) = G
(
s,
µo
µw
)Pc0
µw
K (2.20)
Typically, the relevant length scale for the reservoir domain under consideration
is orders of magnitude larger than the relevant length scale for capillary pressure
effects. In many circumstances, one may choose to ignore the effects of capillary
pressure (i.e. Pc0 = 0) in a simulation study, which would render the saturation
equation to be hyperbolic in nature. The resulting hyperbolic PDE resembles a
convection equation with a highly non-linear flux function.
Notice that even in the presence of capillary pressure effects, convection effects
dominate the diffusive effects of capillary pressure owing to the length scale vari-
ation argument presented above. Thus, the parabolic saturation PDE resembles
a non-linear convective-diffusive equation with dominating convection effects.
The above two scenarios demonstrate the significance of understanding the stabil-
ity and robustness of various numerical schemes for both hyperbolic and convection-
dominated parabolic PDEs for designing a reliable reservoir simulator. Hyperbolic
PDEs often have severe stability and convergence limitations and offer more chal-
lenges than parabolic systems in designing numerical schemes. Thus, we shall
first study various numerical schemes for hyperbolic PDEs with the goal of eval-
uating their effectiveness for obtaining high-order convergence in a robust, stable
manner.
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Chapter 3
Hyperbolic PDEs
Before describing various numerical schemes for hyperbolic PDEs, we provide a
brief discussion of hyperbolic PDEs and their relevant mathematical properties in
this chapter. We shall also outline three model problems to be used as test cases
for evaluating the performance of various numerical schemes in Chapter 4.
3.1 Hyperbolic PDEs as limiting case
In the absence of capillary pressure effects, the saturation governing equation (2.19b)
becomes
φ
∂s
∂t
−∇ ·
(
λw(s)K∇p
)
+ fw(s)q
P = fw(sbc)q
I (3.1)
Ignoring the injection and production terms for now (which are trivial to consider
later), the resulting homogeneous hyperbolic PDE can be written as
φ
∂s
∂t
−∇ ·
(
λw(s)K∇p
)
= 0 (3.2)
As described earlier, in reservoir simulation this saturation equation is coupled
with an elliptic pressure equation (2.19a). In Equation (2.19a), if we define a
convective velocity term u(p, s) as
u(p, s) = −λT (s)K∇p (3.3)
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then Equation (3.2) can be written as
φ
∂s
∂t
+∇ ·
(
fw(s)u(p, s)
)
= 0 (3.4)
Recall that, here fw(s) is the fractional flow function defined earlier as
fw(s) =
λw(s)
λT (s)
(3.5)
In order to understand the effectiveness of various numerical schemes for hyper-
bolic PDEs, we consider a decoupled version of saturation equation (3.4). Assume
that the vector field u is a known function (either a constant function, or a func-
tion of spatial variables x). This is a common assumption for the so-called IMPES
schemes (implicit in pressure, explicit in saturation) in reservoir simulation (e.g.
see Aziz and Settari (1979)). In IMPES schemes, the pressure equation is solved
implicitly for a known saturation value, and the evaluated velocity field is used
for explicit update of saturation. Decoupling of saturation equation also helps
illustrate key challenges in the numerical solution of hyperbolic PDEs.
Consider a decoupled system with a known vector field u(x). The hyperbolic
saturation equation can be written in a compact form by making a change of
variable t← t/φ for simplicity and defining a non-linear flux function F (s,x)
F (s,x) = fw(s)u(x) (3.6)
as
∂s
∂t
+∇ · F (s,x) = 0 (3.7)
This first-order hyperbolic PDE system for s(t,x) is completed with the specifi-
cation of an initial condition
s(t0,x) = s0(x) (3.8)
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and for simplicity, we assume periodic boundary conditions.
We shall devote Chapter 4 to compare various numerical scheme for solving Equa-
tion (3.7) by considering three model problems.
3.2 Model problems for decoupled saturation equation
We begin with considering model problems for a simplified flux function F (s,x) =
F (s), i.e. where flux F is a function of saturation s only. This simplification helps
in understanding the effect of non-linearity in flux due to saturation on solutions
of the PDE. Later, we shall also include the effect of spatial dependence on flux
function F .
With the restriction to constant velocity, it is convenient to define
u(x) = β
for some constant vector β, so that
F (s) = fw(s)β (3.9)
Expanding the definition of fw(s) in terms of relative permeability functions krw(s)
and kro(s), we can write
fw(s) =
krw(s)
µw
krw(s)
µw
+ kro(s)
µo
=
krw(s)
krw(s) +
µw
µo
kro(s)
(3.10)
Thus, the fractional flow function fw depends on the viscosity ratio of the two
fluids, and their respective relative permeability models. We have seen the non-
linear dependence of relative permeabilities krw and kro on saturation s in oil
reservoirs in Figure 2.1. It also proves useful to consider simpler models of relative
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permeabilities in order to understand the effect of increasing non-linearities on
the stability and robustness of various numerical schemes. Therefore, we consider
three model fluid phases with different relative permeability models here:
1. Consider adding two colored dyes, say red and blue, to a fluid such that the
two colored phases are immiscible and the addition of dye does not change
the physical or chemical properties of the fluid. Thus, µw = µo and relative
permeability varies linearly with saturation s of one phase as
krw(s) = s, kro(s) = 1− s (3.11)
This results in a linear flux function F resembling a linear advection model.
F (s) = sβ (3.12)
2. Again, consider the addition of two colored dyes, red and blue, to a fluid.
Assume that the resulting immiscible phases have the same viscosity ratio,
but a convex quadratic variation of relative permeability on saturation s
given by
krw(s) = s
2, kro(s) = 1− s2 (3.13)
This approximation resembles an inviscid Burgers equation with convective
flux function given by
F (s) = s2β (3.14)
3. Finally, consider the two fluid phases to be water and oil respectively. In this
case, the two fluids have different viscosities as well as relative permeability
models. For simplicity, we assume µo/µw = 2 here. As described in Sec-
tion 2.2, various empirical models, like the Brooks-Corey model, have been
reported in the literature for approximating two-phase flow in reservoirs.
Another empirical model, known as the Buckley-Leverett (BL) model, is
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often used as a simpler test model for oil-water flow in porous media. We
assume the BL model for relative permeabilities here given by
krw(s) = s
2, kro(s) = (1− s)2 (3.15)
This results in a convective flux function F of the form
F (s) =
s2
s2 + 1
2
(1− s)2β (3.16)
Figure 3.1 illustrates the three fractional flow functions fw(s) considered in the
above model problems. Notice that the three models introduce a gradually in-
creasing level of complexity in the functional dependence on saturation, starting
from a linear model to a convex non-linear model and finally considering a non-
convex non-linear dependence in oil-water flow in porous media.
Figure 3.1: Fractional flow functions for three model problems. (left to right)
Linear advection, Burgers equation, Buckley-Leverett equation
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3.3 Mathematical analysis of hyperbolic PDEs
3.3.1 Saturation equation as conservation law
The saturation PDE of interest Equation (3.7)
∂s
∂t
+∇ · F (s,x) = 0 (3.17)
is a first-order hyperbolic PDE with non-linear flux function F . Such first-order
PDEs are often obtained by conservation laws applied on conservative physical
quantities of interest. Recall that we also obtained the saturation equation by
applying mass conservation on the two fluid phases. The conservation property
of the PDE may be understood by considering the integral form of the PDE over
a domain Ω: ∫
Ω
∂s
∂t
dV +
∫
Ω
∇ · F dV = 0 (3.18)
Defining s¯ to be the spatial average of saturation field s over domain Ω with
volume V , i.e.
s¯ =
1
V
∫
Ω
sdV (3.19)
and using divergence theorem on the second integral in the equation above, we
obtain
ds¯
dt
+
1
V
∫
∂Ω
F · nˆdS = 0 (3.20)
Here, nˆ is the outward unit normal vector on the surface boundary ∂Ω and∫
∂Ω
F · nˆdS represents the net outflow of fluid from domain Ω. Clearly, if this net
outflow term is zero, then
ds¯
dt
= 0 (3.21)
implying average saturation in a given domain is conserved with time.
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3.3.2 Method of characteristics for hyperbolic PDEs
A useful technique to obtain analytical solutions to hyperbolic PDEs in certain
scenarios and obtain key qualitative insights into the numerical solutions in gen-
eral is provided by the method of characteristics. Method of characteristics is an
often used technique to study PDEs and is described in numerous advanced math-
ematics textbooks (see e.g. Kreyszig (2010)). The general idea of the method of
characteristics for a first-order hyperbolic PDE is to determine a characteristic
curve along which the PDE may be represented as an ordinary differential equa-
tion (ODE). Characteristic curves are defined to be the family of curves in space
along which the state variable of interest (saturation s here) remains constant.
The resulting ODE may then be solved along the characteristic curve and the
solution transformed back to the original PDE.
Starting with the hyperbolic PDE (3.7) and the assumption F (s,x) = F (s), we
obtain
∂s
∂t
+∇ · F (s) = 0 (3.22)
or,
∂s
∂t
+
dF
ds
·∇s = 0 (3.23)
Let
a(s) =
dF
ds
denote the advection velocity.
Along the characteristic curve Γchar, s(t,x) is constant, i.e.
ds
dt
= 0 (3.24)
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Expanding in terms of variables t and x,
∂s
∂t
+
dx
dt
·∇s = 0 (3.25)
Comparing with equation (3.23), we observe that the characteristic curve Γchar =
Γchar(x) is given by
dx
dt
= a(s) (3.26)
If (t0,x0) denote the initial condition of the ODE system (3.26), then saturation
field s(t,x) may be evaluated by using the property
s(t,x) = s(t0,x0) (3.27)
However, we observe that in general, the characteristic curve (equation (3.26))
is non-trivial to evaluate due to the non-linear dependence on s(t,x). One may
however obtain either an analytical solution, or some qualitative insights into the
solution for simpler models of F (s) as for example considered earlier in Section 3.2.
Let us consider each of the three model problems one by one:
1. Linear advection: For linear advection, we have F (s) = sβ. Thus, the
characteristic curves are given by
dx
dt
= β (3.28)
which can be solved analytically for the j components of x and β as (j =
number of spatial dimensions)
∫ xj
x0j
dxj
βj
=
∫ t
t0
dt (3.29)
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In 1D, the characteristic curve family is given by
∫ x
x0
dx
β
= t− t0 (3.30)
or,
x− x0 = β(t− t0) (3.31)
These characteristic curves are a family of parallel straight lines in the (t, x)
domain.
Similarly, in 2D, the characteristic curves are given by
∫ x
x0
dx
β1(x, y)
=
∫ y
y0
dy
β2(x, y)
=
∫ t
t0
dt (3.32)
For a spatially varying vector field β(x, y), the shape of characteristic curves
is often quite complicated.
2. Burger’s equation: In this case, F (s) = s2β, so that the characteristic
curves are given by
dx
dt
= 2sβ (3.33)
Since the saturation field s is itself a function of both t and x, it is non-trivial
to solve this ODE system in general. To gain some qualitative insights into
the effect of a quadratic dependence on s in F (s), let us consider the 1D
case first, so that the characteristic curves are given by
dx
dt
= 2βs (3.34)
From the definition of characteristic curves, along the curve given by Equa-
tion (3.34),
ds
dt
= 0 (3.35)
For a given saturation value s = S, the characteristic curve is a straight line
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in (t, x) space with the intercept value dependent on S, i.e.
x = 2βSt+ C(S) (3.36)
As can be seen, the slope and intercept of a given characteristic straight line
varies with t and x. Multiple characteristics may intersect after a certain
time t. At that time instant, s becomes a multiple valued function mathe-
matically. However, physically s can only have one unique value at a given
point in the (t, x) space. Such a problem manifests itself by the formation
of a shock or an expansion fan, depending on whether the curves converge
or diverge at the intersecting line. The so-called entropy conditions may be
used to determine physically acceptable solutions in such scenarios. For the
sake of brevity, we choose not to describe these concepts here and refer the
reader to standard manuscripts on hyperbolic PDEs, e.g. LeVeque (2002),
for more details.
To obtain a qualitative understanding of shock and expansion fan formation,
consider a sinusoidal curve as the initial condition, for example
s =
1
2
(
1− cos(2pix)
)
in the domain x ∈ [0, 1] (see Figure 3.2). Advection velocity a(s) = dF/ds =
2βs is a monotonic function of s. Thus, in the domain x ∈ [0, 1
2
] where s is
a monotonically increasing function, advection velocity is higher for higher
s and the curve expands forming an expansion fan. In the domain x ∈ [1
2
, 1]
however, advection velocity decreases with decreasing s. Physical constraint
of having a unique value of s at a certain x imply that the incoming faster
curve cannot ”overtake” the slower moving curve on its right, and a sharp
front is formed.
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Figure 3.2: Sinusoidal initial condition: s = 1
2
(
1− cos(2pix)
)
Similarly in 2D, while the equations become slightly more complicated to
be shown here, the formation of sharp fronts as shocks and expansion fans
is still observed in Burger’s flow.
3. Buckley-Leverett equation: In this case, F (s) has an S-shaped profile
given by the equation
F (s) =
s2
s2 + 1
2
(1− s)2β (3.37)
A similar procedure as in the Burger’s equation may be adopted to determine
the equation of characteristic curves for BL equation. Mathematically, the
equations offer no simplified form to draw significant conclusions. However,
we can still draw similar qualitative conclusions in order to understand the
effect of non-linearity in F (s) on flow physics by considering a 1D example.
In BL flow, the advection velocity a(s) is given by
a(s) =
dF
ds
=
s(1− s)
(s2 + 1
2
(1− s)2)2β (3.38)
which has a bell shaped profile as shown in Figure 3.3a with a maxima at
s = smax = 0.3869.
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Figure 3.3: Buckley-Leverett equation
Again, to obtain a qualitative understanding of flow dynamics, assume a
sinusoidal curve as shown in Figure 3.3b as the initial condition. In this
case, as the advection velocity has a maxima at s = smax, it is useful to
divide the sinusoidal curve into four regions as shown in Figure 3.3b. In
regions I and II, s is a monotonically increasing function of x with an
advection velocity maxima at s = smax, thus an expansion fan is formed in
region I and a shock front is formed in region II. Similarly, in regions III
and IV where s is a monotonically decreasing function of x, a shock front
is formed in region IV and a fan (known as a rarefaction fan for decreasing
s) is formed in region III. Such transitions from expansion fans to shock
fronts is quite common for oil-water flow physics in porous media, for which
BL flow is a close approximation indeed.
3.4 Computational challenges in solving hyperbolic PDEs
The previous section on method of characteristics illustrates the inconvenience of
obtaining analytical solutions for non-linear hyperbolic PDEs. Such PDEs can
then be solved only through numerical approaches. Before describing some of
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the most commonly used numerical methods for hyperbolic PDEs, it is impor-
tant to identify key challenges encountered in the development of these numerical
methods.
Non-linear flux functions lead to the formation of flow features like shocks and
expansion fans, as seen earlier. Development of shocks means that even if one
begins with a smooth initial condition for saturation profile, a sharp discontinuity
is formed in the numerical solution after a certain time instant. Discontinuities are
also present in the geological model of the reservoir itself, as rock permeability
or porosity can have abrupt changes in different regions of the reservoir. It is
common for multiple rock types, an impermeable shale barrier or a fracture to be
present in a reservoir.
Most commonly used numerical methods for reservoir simulation are based on
finite volume (FV) or finite element (FE) methods. In their standard approach,
both FV and FE methods utilize continuous interpolants to approximate the nu-
merical solution. Using continuous interpolants for approximating discontinuous
solutions is well known to exhibit Gibbs phenomenon, which is the formation of
spurious wiggles around a jump discontinuity. Even as high order interpolants
are used for approximation, the overshoots around a jump discontinuity do not
die out, but approach a finite limit. Gibbs phenomenon then affects both the
accuracy and the stability of a numerical scheme. Due to finite size overshoots,
even a high-order numerical scheme can be limited to first-order convergence in
the vicinity of discontinuity. Non-linearities in flux can introduce growing numer-
ical instabilities as local saturation values take physically unrealistic values due
to overshoots or undershoots. A vast amount of literature exists dealing with the
resolution of Gibbs phenomenon and an excellent review of these approaches is
given in Gottlieb and Shu (1997).
Two key approaches for obtaining numerical solutions without any spurious wig-
gles around discontinuities generally are:
25
1. To use a post-processing filter or limiter to remove high-frequency modes
from the numerical solution. These can either be spectral filters as used
in spectral methods, or slope/flux limiters as in finite element/finite vol-
ume methods. Slope limiters attempt to constrain function slopes within
admissible ranges at the element boundaries to ensure monotonicity of the
numerical solution.
2. To introduce small amounts of artificial diffusion by the addition of a second-
order or fourth-order diffusivity term. This essentially converts the PDE
from a purely convective hyperbolic PDE to a convective-diffusive parabolic
PDE with dominating convective terms.
We shall illustrate the use of both techniques in two different numerical schemes
and identify their key advantages and disadvantages next.
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Chapter 4
Numerical methods for hyperbolic PDEs
In this chapter, we focus on studying various numerical methods used for solving
hyperbolic PDEs with non-linear fluxes and discontinuous solutions. We shall
show the use of artificial diffusion as well as slope limiters in resolving Gibbs
phenomenon. For simplicity, we first present various numerical scheme for a 1D
hyperbolic PDE, and then extend the best numerical scheme for our requirements
to 2D.
4.1 Finite Volume method
4.1.1 Numerical formulation
Consider the 1D hyperbolic PDE
∂s
∂t
+
∂F (s)
∂x
= 0; t > 0, x ∈ [xL, xR] (4.1)
with initial condition
s(0, x) = s0(x) ∀ x ∈ [−1, 1] (4.2)
and periodic boundary conditions.
We consider a finite volume (FV) method to solve Equation (4.1). Divide the
domain Ω = [xL, xR] is divided into N control volumes Ωi
Ωi = [xi−1/2, xi+1/2]; i = 1, 2, ..., N (4.3)
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Here,
x1/2 = xL, xN+1/2 = xR (4.4)
Let ∆xi denote the width of the i-th control volume
∆xi = xi+1/2 − xi−1/2 (4.5)
FV method is then defined by integrating Equation (4.1) over each control volume
domain Ωi ∫ xi+1/2
xi−1/2
∂s
∂t
dx+
∫ xi+1/2
xi−1/2
∂F
∂x
dx = 0 (4.6)
or, ∫ xi+1/2
xi−1/2
∂s
∂t
dx+
(
Fi+1/2 − Fi−1/2
)
= 0 (4.7)
where Fi−1/2 and Fi+1/2 are the evaluations of flux F (s) at x = xi−1/2, xi+1/2
respectively.
If we define an average saturation s¯i over each control volume Ωi as
s¯i(t) =
1
∆xi
∫ xi+1/2
xi−1/2
s(t, x)dx (4.8)
then Equation (4.7) becomes
ds¯i
dt
+
Fi+1/2 − Fi−1/2
∆xi
= 0 (4.9)
Equation (4.9) then represents a semi-discrete form of Equation (3.7).
Define
R(s¯i) = − 1
∆x
[
Fi+1/2 − Fi−1/2
]
(4.10)
so that the semi-discrete equation (4.9) can be written as
ds¯i
dt
= R(s¯i) (4.11)
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Equation (4.11) is integrated in time using an explicit 2nd-order Runge-Kutta
scheme. Let the time domain [0, T ] be divided into M time intervals [tn, tn+1] of
step size ∆tn = tn+1 − tn. Let the superscript n on saturation s¯i denote s¯i(tn) so
that an explicit update of saturation s¯ni is made as
s¯
(1)
i = s¯
n
i + ∆tnR(s¯
n
i )
s¯n+1i = s¯
n
i +
∆tn
2
(
R(s¯ni ) +R(s¯
(1)
i )
) (4.12)
4.1.2 Choosing numerical fluxes
Now, one may approximate the fluxes Fi−1/2, Fi+1/2 by finite-difference approxi-
mations of desirable orders of accuracy. Two standard approximations in the FV
literature are a first-order upwind differencing scheme and a second-order central
differencing scheme.
F upwindi+1/2 =
1
2
(
F (s¯i) + F (s¯i+1)
)
− 1
2
|ai+1/2|(s¯i+1 − s¯i)
F centrali+1/2 =
1
2
(
F (s¯i) + F (s¯i+1)
) (4.13)
where, ai+1/2 is the convective velocity defined as
ai+1/2 =

F (s¯i+1)−F (s¯i)
s¯i+1−s¯i if s¯i+1 6= s¯i
dF
ds
∣∣∣
s¯i
otherwise
(4.14)
As standard texts on FV methods (e.g. see LeVeque (2002), Laney (1998)) show,
choosing upwind approximation F upwind is equivalent to introducing second-order
diffusivity in the numerical solution which is capable of removing spurious os-
cillations around discontinuities. However, first-order convergence is often too
limiting for realistic computations. As an example, consider a linear advection
flux F (s) = s and a square wave approximation s0(x) as the initial condition,
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where s0(s) is given by
s0(x) =
1
2
(
tanh(100(x+ 0.50))− tanh(100(x− 0.50))
)
; −1 ≤ x ≤ 1 (4.15)
Figure 4.1a shows the advection of square wave s0(x) with periodic boundary
conditions at t = 2, 4, 8 (i.e. after 1, 2, 4 time-periods) and a uniform time-step
of ∆t = 0.0025. The upwind differencing method is capable of removing spurious
oscillations near the discontinuities by introducing significant amounts of diffusion.
In order to achieve higher than first-order convergence, one might choose a cen-
tral differencing approximation F central. However, choosing central differencing
F central with explicit time-stepping leads to an unconditionally unstable scheme.
One can stabilize the numerical scheme by adding an effectively fourth-order dif-
fusion term, for example, as
F centrali+1/2 =
1
2
(
F (s¯i) + F (s¯i+1)
)
− 1
2
|ai+1/2|δ(s¯i+2 − 3s¯i+1 + 3s¯i − s¯i−1) (4.16)
where, δ is a scalar parameter controlling the amount of diffusion introduced.
This modification is similar to what was suggested in Jameson et al. (1981) to
remove spurious wiggles from numerical solution.
Figure 4.1b shows the advection profile of square wave s0(x) using the modified
central differencing scheme (using δ = 1/4). 2nd order central scheme behaves
better than 1st order upwind scheme in limiting amount of diffusion introduced;
however significant numerical oscillations are present around the discontinuities
in the downwind direction.
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(a) 1st order upwind scheme
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(b) 2nd order central scheme
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(c) JST scheme
Figure 4.1: Linear advection of a periodic square wave
These observations provide motivations for choosing a flux approximation which
is second order accurate in most parts of the domain, but transitions to first-order
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upwind scheme in the vicinity of sharp fronts like shocks. One such approximation
widely adopted in the aerodynamics community is the Jameson-Schmidt-Turkel
(JST) scheme of Jameson et al. (1981). Here, we use a very similar approach for
defining a shock detector to transition from central to upwind differencing in the
presence of shocks.
4.1.3 A hybrid first/second order FV scheme
We define θi as a shock detector in the i-th control volume (Laney (1998)) as:
θi =
κ
|s¯i+1−2s¯i+s¯i−1|
|s¯i+1|+2|s¯i|+|s¯i−1| if |s¯i+1|+ 2|s¯i|+ |s¯i−1| > δ′
0 if |s¯i+1|+ 2|s¯i|+ |s¯i−1| ≤ δ′
(4.17)
where, κ and δ′ are user-defined scalar parameters.
One may then define a modified flux Fi+1/2 to be a weighted average of F
upwnd
and F central as
Fˆi+1/2 =
1
2
(
F (s¯i+1) + F (s¯i)
)
− 1
2
∣∣∣ai+1/2∣∣∣[θi+1/2(s¯i+1 − s¯i)−
δmax
(
0, 1− 1
δ
θi+1/2
)
(s¯i+2 − 3s¯i+1 + 3s¯i − s¯i−1)
] (4.18)
In Equation (4.18), θi+1/2 is a scalar weight parameter to transition between an
upwind and a central differencing scheme depending on shock detection in the
control volumes Ωi and Ωi+1. θi+1/2 is defined as
θi+1/2 = max(θi, θi+1) (4.19)
Typical values of various constants in the above expressions used in this work are
κ = 1, δ =
1
4
, δ′ = 10−5
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To compare the performance of the hybrid scheme with 1st order upwind and 2nd
order central scheme considered earlier, we again obtain solution profiles for linear
advection of a square wave at multiple time-instants, as shown in Figure 4.1c. The
hybrid scheme numerical flux is capable of retaining low-diffusion property of 2nd
order scheme while also removing spurious wiggles in the downstream direction
of flow. Significant overshoots are still observed near the upstream discontinuity.
In Figure 4.2a and Figure 4.2b, we also show solution profiles obtained by the
convection of square wave s0(x) using two model non-linear fluxes
F (s) =
s2
2
and
F (s) =
0.5s2
s2 + 1
2
(1− s)2
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Figure 4.2: Advection profiles of square wave for different non-linear fluxes:
Finite volume method
Following conclusions can be drawn from the solution profiles observed in Fig-
ure 4.2a and 4.2b:
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1. In Figure 4.2a, correct flow features corresponding to Burger’s equations
are observed in the numerical solution. For Burger’s equation, advection
velocity a(s) = s is a monotonically increasing function of s (for s > 0).
Thus, one observes an expansion fan on the downstream side of square wave
and a shock front maintained on the upstream direction.
2. Figure 4.2b also shows expansion fans and shocks forming on either side
of the square wave, consistent with the flow physics of Buckley-Leverett
equation.
3. Monotonicity of numerical solutions is violated in parts of saturation profiles.
This can be seen as spurious wiggles near shocks for Burger’s equation, and
in expansion fans for Buckley-Leverett equation.
4. In order to improve accuracy, one can attempt to increase spatial and/or
temporal resolution. Low-order convergence of the hybrid scheme (2nd order
at best and 1st order near discontinuities), however, requires very fine spa-
tial resolution to fully resolve developing flow features for non-linear fluxes.
Computational costs for fine resolutions are potentially inhibiting due to
CFL stability criterion for explicit time-stepping.
5. User-defined parameters κ, δ, δ′ may need to be adjusted as different flow
features develop in different parts of a reservoir to maintain stability. This
choice, however, is not trivial and not guaranteed to remove all numerical
instabilities from solutions as seen above.
4.1.4 Beyond finite volume methods:
One could next attempt to develop FV methods using high-order approximations
to convective flux term ∂F
∂x
in Equation 4.1. High-order finite differencing approx-
imations, however, widely increase the stencil size of the numerical scheme and
may increase dispersion effects in the presence of non-linear fluxes. Obtaining a
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high-order representation of saturation in a localized region without increasing
the stencil size drastically would however be desirable.
In FV methods, a physical quantity of interest (saturation, here) was represented
by piecewise constant functions over each control volume. One could next envis-
age representing the physical quantity by piecewise linear or even higher-order
functions over each control volume. Finite element (FE) methods are in fact
developed using the same principle. Traditional FE methods are use piecewise
polynomials as basis functions to interpolate functions over each element and are
based on Galerkin principle to minimize the residual of the PDE in an appropriate
norm. As one might expect, continuous interpolants leads to Gibbs phenomenon
in the presence of discontinuities. Various stabilization schemes have been pro-
posed in the literature to resolve spurious wiggles due to Gibbs phenomenon; refer
to the SUPG method of Brooks and Hughes (1982), stabilized FE formulations
presented in Tezduyar (1991) as some key examples.
An alternative approach is to use discontinuous Galerkin approach for handling
discontinuities in data or solution. Discontinuous Galerkin (DG) methods use
piecewise continuous polynomial interpolants as basis functions. The basis func-
tions are defined to be continuous within each element, but allowed to have dis-
continuities at the element boundaries. Continuity across element boundaries are
enforced much like FV methods by defining a numerical flux at the element bound-
aries. The difference between numerical flux and flux approximation from local
elemental interpolants serves as a penalty term for enforcing continuity require-
ments in a weak sense. This process will be described in detail mathematically in
Section 4.2 and Chapter 5. The first DG method was introduced in Reed and Hill
(1973) for a time-dependent linear hyperbolic PDE. DG methods were extended
for non-linear hyperbolic PDEs in the pioneer works of Cockburn and Shu (1989),
Cockburn et al. (1989), Cockburn et al. (1990), Cockburn and Shu (1998b) by
using local projection slope limiters and explicit Runge-Kutta (RK) time-stepping
to resolve spurious wiggles due to Gibbs phenomenon. In the next section, we in-
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vestigate the local projection limiter based RKDG method of Cockburn and Shu
(1989) for a 1D non-linear hyperbolic PDE.
4.2 Explicit Runge-Kutta DG method of Cockburn and
Shu
The DG formulation presented here for the 1D non-linear hyperbolic PDE
∂s
∂t
+
∂F (s)
∂x
= 0, t > 0, x ∈ [xL, xR] (4.20)
closely follows the RKDG method outlined in Cockburn and Shu (1989). More
details on RKDG method for non-linear hyperbolic PDEs in multi-dimensions
and PDE systems can be found in Cockburn et al. (1989), Cockburn et al. (1990),
Cockburn and Shu (1998b) and Karniadakis and Sherwin (2013).
4.2.1 Numerical formulation
Let the domain [xL, xR] be divided into Nh elements Ee; e = 1, 2, ..., Nh
Ee =
(
xe− 1
2
, xe+ 1
2
)
so that
x1/2 = xL, xNh+1/2 = xR
Let ∆xe denote the width of element Ee
∆xe = xe+ 1
2
− xe− 1
2
and define
h = sup
e
∆xe
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Let sh(t, x) be the discrete approximation for s(t, x). In DG method, we define the
basis functions to be piecewise continuous polynomials over domain Ω = [xL, xR]
with compact local support, so that each basis function is non-zero over one
element only. If {ψl(x)}; l = 1, 2, ..., N denotes the set of global basis functions,
then sh(t, x) is approximated as
sh(t, x) =
N∑
l=1
sˆl(t)ψl(x) (4.21)
where sˆl(t) are the N time-dependent degrees of freedom to be evaluated. If Np
denotes the number of basis functions defined over each element, then
N = NhNp
For example, Np = 1 corresponds to piecewise constant polynomials over each
element as basis functions (e.g. in finite volume methods), Np = 2 corresponds to
linear basis functions, Np = 3 to quadratic basis functions and so on.
Using compact support argument, we can also write
sh(t, x) =
Nh∑
e=1
Np∑
j=1
sˆej(t)ψ
e
j (x) (4.22)
For each element Ee, we define a linear mapping xe(ξ) for −1 ≤ ξ ≤ 1 as
xe(ξ) =
xe−1/2 + xe+1/2
2
+
xe+1/2 − xe−1/2
2
ξ (4.23)
Polynomial basis functions ψej (x) are then defined as Lagrange interpolants through
Np Gauss-Legendre-Lobatto (GLL) points. If {ξk}; k = 1, 2, ..., Np denote Np GLL
points, then
ψej (x) = φj(ξ) =
k=Np∏
k=1(k 6=j)
ξ − ξk
ξj − ξk (4.24)
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where, x = xe(ξ)
With Lagrange interpolants as basis functions, note that sˆej represent the values
of sh(t, x) at GLL nodes.
DG variational principle is obtained by minimizing the residual of the PDE and
boundary conditions at the element boundaries with respect to a test function
over each element. Test functions are chosen to be the same functions as the basis
functions. Thus, the variational principle for Equation (4.20) reads
∫ xe+1/2
xe−1/2
∂sh
∂t
ψejdx+
∫ xe+1/2
xe−1/2
∂F (sh)
∂x
ψejdx+
(
F˜ (sh)− F (sh)
)
ψej |xe+1/2xe−1/2 = 0 (4.25)
∀e = 1, 2, ..., Nh and j = 1, 2, ..., Np
where, the numerical flux F˜ (sh) is chosen to be an upwind flux approximation.
Therefore,
F˜ (sh(xe+1/2)) =
F (sˆ
e
Np
), if dF
ds
|xe+1/2 > 0
F (sˆe+11 ), otherwise
(4.26)
Changing variable of integration from x to ξ so that
dxe
dξ
=
∆xe
2
and using the property ψej (ξk) = δjk, we obtain
∆xe
2
∫ 1
−1
∂sh
∂t
φj(ξ)dξ +
∫ 1
−1
∂F (sh)
∂ξ
φj(ξ)dξ +
(
F˜ (sh(xe+1/2))− F (sˆeNp)
)
δjNp
−
(
F˜ (sh(xe−1/2))− F (sˆe1)
)
δj1 = 0
(4.27)
Assembling all the N = NhNp equations, we can obtain a semi-discrete system of
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ODEs in terms of the vector sˆ (vector of all nodal values of sh)
M
dsˆ
dt
+ l(sˆ) = b(t) (4.28)
where, M is the mass-matrix of the system and b(t) is a vector of relevant bound-
ary conditions.
Local Projection Limiter: This is the key part of the RKDG scheme for
containing spurious wiggles in the numerical solution. A local projection slope
limiter is defined to modify saturation values at the element boundaries s+e+1/2
and s−e+1/2 in order to preserve the monotonicity of the solution averages, without
changing the high-order coefficients[Karniadakis and Sherwin (2013), page 528].
Cockburn and Shu (1989)showed that monotonicity of solution average can be
guaranteed for Np ≤ 3 by modifying the elemental boundary values of saturation
as follows:
Let the spatial solution average (over Ee) be s¯
e(t)
s¯e =
1
∆xe
∫ xe+1/2
xe−1/2
sh (t, x) dx (4.29)
Then, the terms s+e+1/2 and s
−
e+1/2 are modified as follows:
s
−(mod)
e+1/2 = s¯
e + minmod(s−e+1/2 − s¯e, s¯e − s¯e−1, s¯e+1 − s¯e) (4.30)
s
+(mod)
e+1/2 = s¯
e −minmod
(
s¯e − s+e+1/2, s¯e − s¯e−1, s¯e+1 − s¯e
)
(4.31)
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where,
minmod(a, b, c) =
sgn(a) min(|a|, |b|, |c|), if sgn(a) = sgn(b) = sgn(c).0, otherwise.
(4.32)
Now, Equation (4.28) can be written as
dsˆ
dt
= L (sˆ, t) (4.33)
where,
L(sˆ, t) = M−1
(
b(t)− l(sˆ)
)
Note that M is a diagonal matrix and hence trivial to invert.
We use an explicit second-order Runge-Kutta scheme, as given in Equation (4.12),
to integrate Equation (4.33).
4.2.2 Performance
In order to study the performance of RKDG scheme, we first look at the first model
problem of linear advection with F (s) = s. The domain [−1, 1] is divided into
Nh = 100 elements and advection profiles for a square wave s0(x) (as described in
Section 4.1) are observed for different values of Np. Figure 4.3 shows the advection
profiles at 3 different time instants for Np = 3, 5, 8. Note that Np = 3 corresponds
to using quadratic basis functions over each element, Np = 5 to using 4
th order
basis functions and similarly Np = 8 to using 7
th order basis functions over each
element.
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(a) Np = 3: No slope limiters
−1.0 −0.5 0.0 0.5 1.0
x
−0.2
0.0
0.2
0.4
0.6
0.8
1.0
1.2
s
Nh =100, Np =3,∆t=0. 00250
t=2. 00
t=4. 00
t=8. 00
(b) Np = 3
−1.0 −0.5 0.0 0.5 1.0
x
−0.2
0.0
0.2
0.4
0.6
0.8
1.0
1.2
s
Nh =100, Np =5,∆t=0. 00250
t=2. 00
t=4. 00
t=8. 00
(c) Np = 5
−1.0 −0.5 0.0 0.5 1.0
x
−0.2
0.0
0.2
0.4
0.6
0.8
1.0
1.2
s
Nh =100, Np =8,∆t=0. 00250
t=2. 00
t=4. 00
t=8. 00
(d) Np = 8
Figure 4.3: Linear advection profiles of square wave: RKDG scheme
Minmod-type slope limiter is capable of removing all spurious wiggles around
discontinuities in the first case of Np = 3. Monotonicity of numerical solution is
violated as Np is increased. This can be understood by noticing that the choice of
slope limiter approach assumed in the RKDG scheme was to enforce monotonicity
on solution averages in each element. As noticed in Cockburn and Shu (1989), the
modifications of s+e+1/2 and s
−
e+1/2 are not uniquely determined for Np > 3 with
the constraint of requiring solution average to be monotone. One has to impose
monotonicity constraints on higher-order moments of solution in order to do so.
As seen in Figure 4.3, numerical solution tends to be non-monotone at the element
boundaries near discontinuities for Np = 5, 8. Determining modifications to be
made to Np nodal values in each element guaranteeing monotonicity of relevant
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orders of moment is non-trivial and hence, difficult to extend beyond Np = 3.
Next, we study the RKDG approach for the second model problem of Burger’s
equation with F (s) = s
2
2
. Figure 4.4 shows the advection profile of a square
wave for Burger’s equation at a time instant after the expansion fan and shock
front collide with each other. Figure 4.4a shows the advection profile for Np = 3
without using the minmod-type slope limiter and Figure 4.4b shows the same
profile obtained by using the slope limiter. We can clearly observe the effect of the
slope limiter to remove all spurious wiggles in the numerical solution. As for the
case of linear advection, we also observe that using Np > 3, slight perturbations
or non-monotonicities start to develop in the numerical solution.
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Figure 4.4: Burger’s equation solution profiles: RKDG scheme
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Using RKDG approach with the third model problem of Buckley-Leverett (BL)
equation did not result in stable numerical solutions. Highly non-linear flux func-
tion in BL equation can cause any spurious wiggles to grow rapidly and generate
highly oscillatory numerical solutions. If one is restricted to Np ≤ 3 in order for
slope limiter to generate monotone solutions, a very fine finite element grid is to
be used for resolving various developing flow features. Explicit time-stepping can
be quite restrictive in such a case because of CFL stability criterion.
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Figure 4.5: Buckley-Leverett equation solution profiles: RKDG scheme
We also notice that extending the minmod-type slope limiter to multi-dimensions
is highly complex, especially for an unstructured finite element grid. By its very
definition, the slope limiter defined here is limited to second order accuracy in
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the vicinity of discontinuities. Computational costs can often be quite prohibitive
with low-order spatial convergence and CFL stability criteria dictating temporal
resolution. Thus, it is next desirable to consider an alternative DG approach
which does not rely on slope limiters and which does not offer strict stability con-
ditions on spatial and temporal resolution for obtaining wiggles-free and accurate
numerical solution.
4.3 An implicit DG method with artificial diffusion
In the last two sections detailing two different numerical approaches for solving
hyperbolic PDEs, we observed that Gibbs phenomenon may be resolved either by
modifying the hyperbolic PDE by adding artificial diffusion or using modifications
like slope limiters on variables of interest. The key lessons from studying both
the schemes were that low-order convergence of numerical schemes and stability
concerns arising from explicit time-stepping limit the capabilities of both numer-
ical schemes for non-linear flows. DG finite elements presented earlier provide a
convenient framework for approximating numerical solution with high-order in-
terpolants. We propose to utilize the high-order DG finite element basis functions
for resolving sharp flow features like jump discontinuities by adding artificial dif-
fusive terms for stabilization. We also propose to enhance the stability region of
the semi-discrete system by developing a fully implicit time integration procedure.
In this section, we shall outline one such algorithm and study its performance ca-
pabilities for various model problems. Before describing the DG algorithm, we
mention that implicit schemes with DG finite element methods have been used
in the literature for reservoir simulation problems, e.g. in Epshteyn and Rivie`re
(2007), Bastian (2014), Scovazzi et al. (2013). A key difference here will be to con-
sider DG schemes which can be extended beyond 3rd or 4th order basis functions,
as has been the general practice in the reservoir simulation community.
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We outline the DG algorithm for a 2D system here, as a similar 1D algorithm has
already been described in the previous section. We shall also consider 2D model
problems in this section for studying the performance capabilities of the implicit
DG scheme.
4.3.1 Numerical formulation
Consider the PDE
∂s
∂t
+∇ · F (s,x) = 0, t > 0,x ∈ Ω (4.34)
Let domain Ω be divided into Nh non-overlapping elements Ωe. In 2D, we choose
the elements to be quadrilateral in shape. DG basis functions for 2D domain are
defined as tensor products of 1D Lagrange interpolants through Gauss-Legendre-
Lobatto (GLL) points.
Let sh(t,x) be the discrete approximation of s(t,x).
The DG variational principle for Equation (4.34) is then written as :
∫
Ωe
w
∂sh
∂t
dV +
∫
Ωe
w∇·F (sh)dV +
∫
∂Ωe
w
(
F˜ (sint, sext)−F (sh)
)
·nˆdS = 0 (4.35)
∀ test functions w for each element Ωe in the domain (Karniadakis and Sherwin
(2013)).
Notice again that this formulation differs from the standard Galerkin FEM by the
introduction of a numerical flux term F˜ on the element boundary. The surface
integral along the element boundary enforces weak continuity of the flux and the
discontinuous interpolants across the element boundaries allow to capture the
discontinuities in the numerical solution. Numerical flux in Equation (4.34) can
be defined as any monotone flux as usually used in the FV literature (LeVeque
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(2002)).
We have seen earlier that in the presence of discontinuities, stabilization is required
to obtain wiggles-free solutions. In the implicit DG method here, we propose to
stabilize the numerical scheme by adding artificial diffusion. Typically, a second-
order diffusion term is added to modify Equation (4.34) as
∂s
∂t
+∇ · F (s,x)−∇ · (D∇s) = 0 (4.36)
where D is the artificial diffusivity tensor, which can be a function of spatial
variables x in the most general case.
Addition of second-order diffusivity transforms the hyperbolic PDE into a parabolic
PDE, and the solution of original hyperbolic PDE can be interpreted as the ”van-
ishing viscosity” solution of the modified parabolic PDE as D → 0. DG method,
as for example described in the previous section, is only valid for first-order PDEs
and requires significant modifications to incorporate second-order terms. Some of
the most common approaches for solving second-order PDEs with DG methods
are the Interior-Penalty methods (Arnold (1982), Riviere (2008)) and the local-
DG method (Cockburn and Shu (1998a), Arnold et al. (2002)). In particular, we
shall describe the local-DG method for second-order PDEs in the next chapter
for solving elliptic pressure equation and parabolic saturation equation. As a first
concept of proof that implicit time-stepping with high-order DG finite elements
can provide stable solutions, we attempt to retain the hyperbolic nature of our
model PDE and propose an alternative approach of introducing artificial diffusion.
The alternative artificial diffusion approach is best explained by considering a
simplified 1D linear advection equation:
∂s
∂t
+ U
∂s
∂x
= 0 (4.37)
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and its modified form with artificial diffusion D:
∂s
∂t
+ U
∂s
∂x
− ∂
∂x
(
D ∂s
∂x
)
= 0 (4.38)
From Equation (4.37), notice that
∂s
∂x
= − 1
U
∂s
∂t
(4.39)
Substituting in Equation (4.38), we obtain
∂s
∂t
+ U
∂s
∂x
+
∂
∂x
(D
U
∂s
∂t
)
= 0 (4.40)
or, defining a diffusivity parameter α
α =
D
U2
(4.41)
we can write
∂s
∂t
+ U
∂
∂x
(
s+ α
∂s
∂t
)
= 0 (4.42)
Now, Equation (4.42) contains only first-order spatial derivatives and one may
use similar DG variational principles as used in the previous section. In general,
one can show that for a non-linear hyperbolic PDE
∂s
∂t
+∇ · F (s,x) = 0 (4.43)
the modified PDE
∂s
∂t
+∇ · F (s+ α∂s
∂t
,x) = 0 (4.44)
can be viewed as the analogue of a convective-diffusive equation, where amount
of diffusion introduced is controlled by the parameter α.
Applying DG variational principle like Equation (4.35) on Equation (4.44) and
48
evaluating all the integrals in Equation (4.35) would lead to a non-linear ODE
system of the form
L
dsˆ
dt
+ l(sˆ) = b(t) (4.45)
where, sˆ is the vector of nodal values of sh. L contains contributions of mass
matrix M and artificial diffusive terms.
4.3.2 Flux linearization
In order to use an implicit time-stepping approach for enhanced stability, one
has to solve non-linear system of equations in general. Once again for concept
of proof, we proceed with linearizing the flux function F about previous time-
step and develop a numerical scheme accurate upto O(∆t2). Higher order time
accuracy can also be achieved by using the Rosenbrock methods, instead of a
nonlinear solver (Birken et al. (2012), Wanner and Hairer (1991)) as shall be
shown in detail in the next chapter.
Given F n = F (sn), we choose to linearize the flux at the next time-step around
F n, and define sˆ(t,x) = s(t,x)− sn
F n+1 = F (sn+1) = F n +
∂F
∂s
∣∣∣
n
sˆ+O(sˆ2)
Equation (4.34) can thus be written as a PDE accurate upto O(sˆ2):
∂sˆ
∂t
+∇ · (ansˆ) = −∇ · F n (4.46)
where, an = ∂F
∂s
∣∣∣
n
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Thus, to evaluate sˆn+1, the weak form accurate up to O(sˆ2) = O(∆t2) is∫
Ωe
w
∂sˆ
∂t
dV +
∫
Ωe
w∇ ·
(
ansˆ
)
dV +
∫
∂Ωe
w(˜ˆs− sˆ)an · nˆdV = −∫
Ωe
w∇ · F ndV
−
∫
∂Ωe
w
(
F˜ n − F n
)
· nˆdS
(4.47)
Next, we add the artificial dissipation term for numerical stability.∫
Ωe
w
∂sˆ
∂t
dV +
∫
Ωe
w∇ ·
(
an(sˆ+ α
∂sˆ
∂t
)
)
dV +
∫
∂Ωe
w(˜ˆs− sˆ)an · nˆdV
= −
∫
Ωe
w∇ · F ndV −
∫
∂Ωe
w
(
F˜ n − F n
)
· nˆdS
(4.48)
Choosing a local basis set for sˆ and assembling the system over all the elements
results in a linear system of equations of the form:
L
dsˆ
dt
= Asˆ+ b (4.49)
which is solved by the 2nd-order Diagonally-Implicit Runge-Kutta (DIRK) scheme
(mid-point implicit rule)(Wanner and Hairer (1991)):
(
L− ∆t
2
A
)
sˆn+1 =
(
L+
∆t
2
A
)
sˆn + ∆tb (4.50)
4.3.3 1D performance tests
As a first test for the implicit DGM approach, we test the advection of a periodic
square wave (s0(x) given in Equation (4.15)) over the 1D domain [−1, 1] for 4
time periods. The domain [−1, 1] is divided into 100 elements and interpolants
with Np = 3, 5, 8 used over each element. In these tests, we use α = 2.5 × 10−4
for artificial dissipation. Advection profiles obtained by the implicit DG method
are shown in Figure 4.6.
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Figure 4.6: Linear advection profiles of square wave: Implicit DG scheme
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Unlike the hybrid FV scheme of Section 4.1, we observe that advection profiles
are free of spurious wiggles around discontinuities and only a small amount of
diffusion has been introduced in the numerical solution even after 4 periodic cycles.
Compared to the RKDG scheme of Section 4.2, we observe that numerical solution
is stable and monotonicity is maintained even with high-order basis functions.
This is particularly interesting because the ability to use high-order basis functions
can help resolve sharp discontinuities without the need of slope or flux limiters.
As we shall explain in the next chapter, a spectral element formulation provides
a convenient framework of using high-order basis functions in a computationally
efficient manner.
Next, we consider the two non-linear model problems, Burgers equation and the
Buckley-Leverett (BL) equation. Figure 4.7 and Figure 4.8 show the advection
profile of a square wave as initial condition for Burgers equation and BL equation
respectively. For the two non-linear model problems, we use α = 10−2 for artificial
dissipation.
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Figure 4.7: Burger’s equation solution profiles: Implicit DG scheme
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Figure 4.8: Buckley-Leverett equation solution profiles: Implicit DG scheme
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Similar conclusions can be drawn for non-linear model problems as well, where
we observe the formation of correct flow features like expansion fans and shock
fronts in different parts of the flow. These sharp features are captured without any
significant formation of wiggles. Resolution of jump discontinuities is improved
as one uses a higher Np.
These observations for 1D flows are very promising as they provide supportive
evidence for an implicit DG scheme to be capable of resolving sharp discontinuities
in a stable, robust manner. It is thus interesting to also study the performance of
implicit DG scheme for 2D flows.
4.3.4 2D performance tests
To test the implicit DG method for 2D flows, we consider the model hyperbolic
PDE:
∂s
∂t
+∇ · F (s,x) = 0 (4.51)
In this section, we also include the effects of spatial dependence on flux F . In
particular, we assume that
F (s, x, y) = fw(s)U(x, y) (4.52)
where, U(x, y) is a two-dimensional velocity field.
We again consider three model problems for non-linearities in flux by choosing
fw(s) =

s; Linear Advection
s2
2
; Burgers equation
s2
s2+0.5(1−s)2) ; BL equation
(4.53)
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Let the velocity field U(x, y) be given by
U(x, y) =
(
1 + 0.90 sin(pix) cos(piy), 1− 0.90 cos(pix) sin(piy)
)T
(4.54)
We consider a 2D analogue of a square wave as the initial condition. The initial
condition used (square wave) and the streamlines for U(x, y) are shown in Fig-
ure 4.9. In the following tests, a Cartesian mesh of 15 × 15 elements was used
with 10 GLL points as basis points in each direction, i.e. Np = 10× 10.
(a) Initial Condition (b) 2D streamlines
Figure 4.9: Initial condition and streamlines for 2D tests
Figure 4.10 shows advection profiles at three different time instants for linear
advection. Due to a spatially varying velocity field, different parts of square wave
move with different velocities. We observe that implicit DG scheme is capable of
resolving sharp discontinuities without significant overshoots or undershoots.
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(a) t = 0.5 (b) t = 1.0
(c) t = 2.0
Figure 4.10: Linear advection profiles of 2D square wave: Implicit DG scheme
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Next, we consider a 2D Burger’s equation as the model PDE. For convenience,
we first recall the results obtained for 1D Burger’s equation considered earlier.
Figure 4.11 shows the 1D saturation profiles obtained as solutions to the Burger’s
equation and Figure 4.12 shows the same profiles as 2D contours. We can observe
that in Figure 4.12, shocks are present at regions with sharp color change from
red to blue and gradual color change from blue to red corresponds to the region
with the formation of expansion fans.
−1.0 −0.5 0.0 0.5 1.0
x
−0.2
0.0
0.2
0.4
0.6
0.8
1.0
1.2
s
Nh =100, Np =8,∆t=0. 00250
t=0. 50
t=1. 00
t=2. 00
Figure 4.11: 1D Burger’s equation solution profiles: Implicit DG scheme with
Np = 8
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(c) t = 2.0
Figure 4.12: 1D Burger’s equation solution profiles: Implicit DG scheme
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(a) t = 0.5 (b) t = 1.0
(c) t = 2.0
Figure 4.13: 2D Burger’s equation solution profiles: Implicit DG scheme
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Having seen the development of flow features in 1D example, we now consider a
2D problem with spatially varying velocity field U(x, y). Assume that U(x, y)
is chosen as given in Equation (4.54). Saturation profiles obtained at different
time instants as solutions to the Burger’s equation are plotted in Figure 4.13.
Comparing with results presented for 1D Burger’s equation, we can then observe
similar flow features being formed in the flow. We observe an expansion fan
forming in the downstream direction, reflected by a gradual blue to red color
transition, and a shock front in the upstream direction. Jumps at the shock
front are resolved within a single element in the domain, exhibiting the enhanced
resolution properties of high-order basis functions.
Finally, we consider a 2D Buckley-Leverett equation, which we have seen is a close
analogue of saturation equation in reservoir flows. For comparison, saturation
profiles obtained for the 1D BL equation are shown as 1D plots in Figure 4.14
and as 2D contours in Figure 4.15.
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Figure 4.14: 1D Buckley-Leverett equation solution profiles: Implicit DG scheme
with Np = 8
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Figure 4.15: 1D Buckley-Leverett equation solution profiles: Implicit DG scheme
Notice in the first figure of Figure 4.15 for example, that there are different flow
features formed as follows: a small expansion fan on the left where the blue
color fades to almost white color and then a shock front represented by sudden
change to red color. Further on the right, the red color fades to white reflecting
the formation of a rarefaction fan, followed by a jump to blue color reflecting a
shock front. These flow features are observed similarly in the solutions of 2D BL
equation in Figure 4.16, where fading blue color represents expansion fans with a
sudden jump to red reflecting a shock front. Similarly, fading red color represents
rarefaction fans followed by sharp fronts with sudden transition to blue color. It is
again worth noticing that jump discontinuities at sharp fronts are resolved within
a small region.
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(a) t = 0.5 (b) t = 0.75
(c) t = 1.0
Figure 4.16: 2D Buckley-Leverett equation solution profiles: Implicit DG scheme
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Figures 4.10, 4.13 and 4.16 provide a proof of concept that high-order DG finite
element method with implicit time-stepping is capable of resolving sharp flow fea-
tures commonly encountered in non-linear hyperbolic PDEs. Sharp flow features
are resolved by introducing a controlled amount of artificial diffusion, such that
the diffused numerical solution is within the approximation space of high-order
basis functions. While we used a simplified model of artificial diffusion here to
retain the hyperbolic character of PDE, a more convenient and robust way of
adding diffusion is to use a second-order diffusion term. Thus, the saturation
equation is modified into a parabolic PDE. In the next chapter, we shall outline
a DG approach also applicable to second-order PDEs.
The observations of this chapter guide us to develop a finite-element based nu-
merical scheme with high-order basis functions. Spectral element methods prove
very useful in defining multi-dimensional high-order basis functions over irregu-
lar geometries in a computationally convenient manner. A brief overview of the
spectral element method and its applicability to develop a high-order accurate
simulator shall be given in the next chapter. Finally, we shall also describe a
coupled scheme for solving both the pressure and the saturation equation in an
implicit manner using DG spectral element method in the next chapter.
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Chapter 5
A fully-coupled DG method for reservoir
simulation
In this chapter, we describe a fully coupled, implicit DG spectral element method
(DGSEM) for solving the governing equations for immiscible, incompressible oil-
water flow in reservoirs. Recall from Equation (2.13) that the governing equations
for the two key variables of interest, pressure p and saturation s, are:
−∇ ·
(
λT (s)K∇p
)
= qI − qP (5.1a)
φ
∂s
∂t
−∇ ·
(
λw(s)K∇p
)
−∇ ·
(
D(s)∇s
)
+ fw(s)q
P = fw(sbc)q
I (5.1b)
with initial and boundary conditions:
s(0,x) = s0(x) in Ω (5.2a)
p(t,x) = pbc(t,x) on Γ
p
D , t > 0 (5.2b)
−λTK∇p · nˆ = un(t,x) on ΓpN , t > 0 (5.2c)
s(t,x) = sbc(t,x) on Γ
s
D , t > 0 (5.2d)
D∇s · nˆ = vn(t,x) on ΓsN , t > 0 (5.2e)
5.1 Discontinuous Galerkin scheme
We employ a discontinuous Galerkin (DG) scheme for numerically solving the
governing equations. The proposed DG scheme uses the local-DG (LDG) method
of Cockburn and Shu (1998a) to impose boundary conditions in a weak sense
at the element boundaries. A fully-coupled algorithm is developed for spatial
discretization of the pressure and the saturation equation using the LDG method.
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Implicit Rosenbrock methods Wanner and Hairer (1991) are used for stable time-
integration of the semi-discrete system. We proceed next to introduce the DG
notation and the spatial and temporal discretization of the governing equations.
5.1.1 Notation
For the formulation of the DG discretization, we closely follow the approach out-
lined in Arnold et al. (2002) with important distinctions described here. Consider
the domain Ω divided into a non-overlapping set T e of Nh elements (of maximum
diameter h), each with domain ∂Ωe and elemental boundary Γe. The scalar DG
approximation space consists of piecewise continuous functions in Ω with discon-
tinuities allowed only at element boundaries. Within each element e ∈ T e, the
approximation space consists of continuously differentiable functions. The vector
DG approximation space is defined similarly as tensor product of the scalar DG
approximation space functions. The discrete analogue of approximation spaces
are defined as piecewise continuous functions in Ω with continuous differentiabil-
ity upto order r in each element as
Srh = {ν ∈ L2(Ω) : ν|Ωe ∈ Pr(Ωe), ∀Ωe ∈ T e} (5.3a)
Vrh = {σ ∈ (L2(Ω))d : σ|Ωe ∈ (Pr(Ωe))d, ∀Ωe ∈ T e} (5.3b)
where, d is the number of spatial dimensions. In the context of quadrilateral
elements used in the current work, Pr(Ωe) is the space of tensor products of
Lagrange polynomials of order at most r.
We define the inner products over a volume ω (·, ·)ω and over a boundary γ
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< ·, · >γ as,
(v, w)ω =
∫
ω
vw dω, (v,w)ω =
∫
ω
v ·w dω (5.4a)
< v,w >γ =
∫
γ
vw dγ, < v,w >γ=
∫
γ
v ·w dγ (5.4b)
For two elements E+, E− ∈ T e with intersecting boundary ΓE, let the restriction
of a scalar field v (or, a vector field v) to ΓE be v
+(or,v+) on the side containing
E+ and v−(or,v−) on the side containing E−. Let nˆ+ (or, nˆ−) denote the outward
unit normal vector on E+ (or, E−). Here, nˆ+ = −nˆ− because the geometric
boundaries are strictly continuous across elements. It proves useful to define the
jump operator [[·]] and average operator {{·}} as
[[v]] = v+nˆ+ + v−nˆ−, [[v]] = v+ · nˆ+ + v− · nˆ− (5.5)
{{v}} = 1
2
(v+ + v−), {{v}} = 1
2
(v+ + v−) (5.6)
Notice that with these definitions, the jump operator of a scalar quantity is defined
to be a vector quantity. Similarly, the jump of a vector quantity is a scalar quantity
measuring the jump in the normal component of the vectors across a boundary.
These definitions are consistent with the nomenclature used in the DG literature
(e.g. see Cockburn and Shu (1998a)) and are useful to remove ambiguity in the
proper normal vector to use in various surface integrals and definitions to follow
next in discretizing the PDEs.
5.1.2 DG discretization of pressure equation
The elliptic pressure equation is discretized using the local-DG (LDG) method of
Cockburn and Shu (1998a). In the LDG method, second-order PDE in (5.1a) is
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replaced with two first-order PDEs by defining an auxiliary gradient term gp as
gp = −∇p (5.7)
with associated flux λTKgp. Substituting gp in (5.1a) gives the mixed formulation
gp +∇p = 0 (5.8a)
∇ · (λTKgp) = qI − qP (5.8b)
The variational problem for a continuous Galerkin scheme is formulated by mini-
mizing the residual of the governing equations in the entire domain. In DG scheme
however, the functional to be minimized consists of the residual of the governing
equations over each element as well as the jump in discontinuous function data
at the element boundaries. A numerical approximation to the quantity p and its
associated flux λTKgp is defined at the element boundaries as p˜ and ˜λTKgp re-
spectively. (In the DG literature, these numerical approximations are often called
as numerical fluxes, e.g. see Cockburn and Shu (1998a))
The DG variational problem for Equation (5.8) is to find discrete analogues ghp ∈
Vrh and ph ∈ Srh such that ∀τ hp ∈ Vrh and whp ∈ Srh:
(
τ hp , g
h
p
)
Ωe
+
(
τ hp ,∇ph
)
Ωe
+
〈
τ hp · nˆ, p˜h − ph
〉
Γe
= 0 (5.9a)(
whp ,∇ · (λTKghp)
)
Ωe
+
〈
whp ,
( ˜λTKghp − λTKghp) · nˆ〉
Γe
=
(
whp , q
I − qP
)
Ωe
(5.9b)
Cockburn and Shu (1998a) demonstrated the conditions on numerical flux defini-
tions to ensure the stability of the LDG scheme. Let the internal element bound-
aries be denoted by Γ =
( ⋃
e∈T e
Γe
)
\∂Ω. For a vector-valued function β ∈ (L2(Γ))d
which is constant on each edge, the numerical flux for ph is defined on Γ as a
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weighted average of value of ph on either side of element boundary. The numer-
ical flux for flux λTKg
h
p is a weighted average of flux on either sides of element
boundaries plus a flux proportional to jump in pressure ph across the element
boundary, i.e.
p˜h = {{ph}} − β · [[ph]] on Γ (5.10a)˜λTKghp = {{λTKghp}}+ β[[λTKghp ]] + αst[[ph]] on Γ (5.10b)
The proportionality constant αst is a positive stabilization parameter required to
enforce constraints on pressure continuity across element boundaries in a weak
sense. Note that with this definition of numerical fluxes, ghp in Equation (5.9a)
can be eliminated locally over each element. This elimination will prove useful
later in obtaining the final semi-discrete system for the pressure equation in terms
of p alone.
Pressure boundary conditions are satisfied in a weak sense by defining the LDG
numerical fluxes on domain boundaries as,
p˜h =
pbc on Γ
p
D
ph on ΓpN
(5.11a)
˜λTKghp =
λTKg
h
p + αst(p
h − pbc)nˆ on ΓpD
unnˆ on Γ
p
N
(5.11b)
Equation (5.9) is the DG variational principle written over each element e. Sub-
stituting for numerical fluxes from Equation (5.10) and (5.11) in Equation (5.9)
and summing over all elements in the domain, one may obtain a global form of
the variational principle for the pressure equation (as is presented in detail in
Appendix A).
Remark 1: A convenient way of defining β is to define scalar switches β−+ , β
+
− =
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0 or 1 on all boundaries between intersecting elements, such that β−+ + β
+
− = 1
and then define
β =
1
2
(β−+nˆ
+ + β+−nˆ
−) (5.12)
This definition of β results in p˜h being evaluated on one side of the intersecting
elements edge, and ˜λTKghp being evaluated on the opposite side. While this
definition of β is in fact used in the numerical tests to follow later, a general
outline of the numerical scheme for arbitrary β is presented here.
Remark 2: One can view the stabilization parameter αst as the analogue of
a heat transfer coefficient k relating heat flux q and temperature difference ∆T
across a boundary by q = k∆T . As k = 0 and k →∞ represent the two extremes
of enforcing a no-flux boundary condition and a Dirichlet boundary condition
∆T = 0 respectively, a positive finite αst can similarly be interpreted as enforcing
constraint on jump in ph in a weak sense.
Remark 3: Stabilization parameter αst is scaled with the spatial resolution of
the numerical grid. For a spectral element grid (as described later in Section 5.1.4)
with maximum diameter h and Np = np×np-point Lagrange interpolants as basis
functions, αst is scaled as
αst = ε
n2p
h
(5.13)
where, ε is a user-defined positive scalar quantity. In the current work, we use
ε = 10.
5.1.3 DG discretization of saturation equation
The DG discretization of the convective-diffusive saturation equation (5.1b) is
obtained by following a method similar to the LDG approach used for the pressure
equation above. The variational statement for the saturation equation is defined
by introducing appropriate numerical approximations to s and the associated
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fluxes.
Define an auxiliary gradient gs as
gs = ∇s (5.14)
with associated diffusive flux Dgs, so that (5.1b) results in the mixed form
gs −∇s = 0 (5.15a)
φ
∂s
∂t
+∇ · (λwKgp)−∇ ·
(
Dgs
)
+ fw(s)q
P = fIq
I (5.15b)
where, fI = fw(sbc)
The DG variational problem for (5.15) is to find ghs ∈ Vrh and sh ∈ Srh such that
∀τ hs ∈ Vrh and whs ∈ Srh:
(
τ hs , g
h
s
)
Ωe
−
(
τ hs ,∇sh
)
Ωe
−
〈
τ hs · nˆ, s˜h − sh
〉
Γe
= 0 (5.16a)(
whs , φ
∂sh
∂t
)
Ωe
+
(
whs ,∇ · (λwKghp)
)
Ωe
−
(
whs ,∇ · (Dghs )
)
Ωe
+
〈
whs ,
( ˜λwKghp − λwKghp) · nˆ〉
Γe
−
〈
whs ,
(
D˜ghs −Dghs
)
· nˆ
〉
Γe
+
(
whs , fwq
P
)
Ωe
=
(
whs , fIq
I
)
Ωe
(5.16b)
As in the previous section, the LDG numerical fluxes in (5.16) are defined on
internal element boundaries Γ as,
s˜h = {{sh}} − β · [[sh]] on Γ (5.17a)
D˜ghs = {{Dghs}}+ β[[Dghs ]] + αst[[sh]] on Γ (5.17b)
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and, on domain boundaries as,
s˜h =
sbc on Γ
s
D
sh on ΓsN
(5.18a)
D˜ghs =
Dg
h
s + αst(s
h − sbc)nˆ on ΓsD
vnnˆ on Γ
s
N
(5.18b)
The additional flux term in the saturation equation λwKg
h
p is convective in na-
ture, and hence requires a different treatment than the LDG diffusive fluxes. We
choose an upwind treatment for the convective flux term to ensure stability of the
numerical scheme.
For a convective flux function f(s), if we define convective velocity a(s) as
a(s) =
df(s)
ds
(5.19)
then, the sign of a·nˆ determines the upwind direction. Let f in denote f evaluated
on the inflow side of an element edge where a · nˆ > 0
With this definition, the convective numerical flux ˜λwKghp is defined on the in-
ternal element boundaries Γ as
˜λwKghp = (λwKghp)in (5.20)
and, on domain boundaries as
˜λwKghp =
λw(sbc)Kg
h
p on Γ
s
D
λwKg
h
p on Γ
s
N
(5.21)
Again, Equation (5.16) is the DG variational principle for the saturation equation
expressed over each element in the domain. Substituting for the definitions of
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various numerical fluxes in Equation (5.16) and summing over all elements gives
the global form of the DG variational principle for the saturation equation (see
Appendix A for more details).
5.1.4 Spectral element method for spatial discretization
In this section, we outline the spectral element method which is used in the current
work for spatial discretization. We closely follow the standard spectral element
formulation, as for example reviewed in Karniadakis and Sherwin (2013). Here,
we include a brief summary of the notation and essential definitions required
to obtain the final system of equations from the DG variational principles (5.9)
and (5.16).
In the spectral element method, each element is mapped onto a standard element
shape. In the current work, we restrict attention to quadrilateral elements, in
which case each element Ωe(x, y) is mapped onto a standard square element Ωst =
{(ξ, η) : −1 ≤ ξ, η ≤ 1} in the (ξ, η) domain by defining elemental mappings
(Figure 5.1),
xe = xe(ξ, η), ye = ye(ξ, η); e = 1, 2, ..., Nh (5.22)
Figure 5.1: Iso-parametric mapping of an element in (x, y) space onto a
standard element in (ξ, η) space. Black dots represent the
Gauss-Lobatto-Legendre quadrature points.
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Approximation space: The elemental approximation space in this work consists of
tensor products of Lagrange interpolants passing through Gauss-Lobatto-Legendre
(GLL) points. Let {ψNi (ζ), 1 ≤ i ≤ N} be the set of 1D Lagrange interpolants
through N GLL points {ζm, 1 ≤ m ≤ N}. ψNi is defined as
ψNi (ζ) =
∏
1≤m≤N
m 6=i
ζ − ζm
ζi − ζm (5.23)
Note that the 1D Lagrange interpolants satisfy a useful collocation property
ψi(ζl) = δil. The 2D elemental basis functions are then defined to be the ten-
sor product of N1-point Lagrange interpolants in the ξ-direction, and N2-point
Lagrange interpolants in the η-direction, i.e {ψN1i (ξ)ψN2j (η); 1 ≤ i ≤ N1, 1 ≤ j ≤
N2}.
A global set of basis functions is obtained by extending the Np = N1 ×N2 tensor
products of elemental basis functions over the entire domain Ω. This is achieved
by defining an elemental step function He(x, y) ∀ e = 1, 2, ..., Nh. Here e is the
global number of the element. We write
He(x, y) =
1, if (x, y) ∈ Ω
e
0, otherwise
(5.24)
so that global basis functions Ψeij(x, y) are given by
Ψeij(x, y) = ψ
N1
i (ξ)ψ
N2
j (η)He(x, y) (5.25)
for positive integers e ∈ [1, Nh], i ∈ [1, N1], j ∈ [1, N2] and (ξ, η) mapping given in
Equation (5.22). (Henceforth, we drop the superscript N1 and N2 on ψ with the
observation that the superscript is evident from the range of subscript i and j).
Note that the set containing the functions Ψeij forms a complete basis for Srh with
r=Np−1.
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Therefore, for any point (x, y) ∈ Ωe, a function f(x, y) is approximated as
f(x, y) =
N1∑
i=1
N2∑
j=1
fˆeijΨeij(x, y) =
N1∑
i=1
N2∑
j=1
fˆeijψi(ξ)ψj(η) (5.26)
where, fˆeij = f(x
e(ξi, ηj), y
e(ξi, ηj)) are the nodal values of function f(x, y).
Similarly, global basis functions Σ1eij,Σ
2
eij are defined for approximating vector
functions, such that
Σ1eij =
ψi(ξ)ψj(η)
0
He(x, y), Σ2eij =
 0
ψi(ξ)ψj(η)
He(x, y) (5.27)
Again, note that the set containing Σ1eij and Σ
2
eij forms a complete basis for Vrh
with r=Np−1, and thus a vector function g(x, y) = (g1(x, y), g2(x, y))T can be
approximated as
g(x, y) =
N1∑
i=1
N2∑
j=1
(
gˆ1eijΣ
1
eij(x, y) + gˆ2eijΣ
2
eij(x, y)
)
(5.28)
Element mapping: Element mappings xe(ξ, η) and ye(ξ, η) are constructed using
the same basis functions as used for approximating functions. Such a mapping is
known as iso-parametric mapping. Thus,
xe(ξ, η) =
N1∑
i=1
N2∑
j=1
xˆeijψi(ξ)ψj(η), y
e(ξ, η) =
N1∑
i=1
N2∑
j=1
yˆeijψi(ξ)ψj(η) (5.29)
It proves useful to define the jacobian matrix J e of element mapping as
J e(ξ, η) =
∂xe∂ξ ∂ye∂ξ
∂xe
∂η
∂ye
∂η
 (5.30)
Iso-parametric mapping also helps in convenient evaluation of gradient and diver-
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gence terms by defining the differentiation matrix D as
Dki =
dψi
dξ
(ξk) (5.31)
so that derivatives of a nodal function f(ξ, η) can be expressed in the compact
forms
∂f
∂ξ
(ξk, ηl) = Dkifil,
∂f
∂η
(ξk, ηl) = Dljfkj (5.32)
Thus, the element mapping Jacobian matrix can be conveniently represented as
J e(ξk, ηl) =
Dkixˆeil Dkiyˆeil
Dljxˆekj Dlj yˆekj
 =
Dki 0
0 Dlj
 xˆeil yˆeil
xˆekj yˆekj
 (5.33)
and, gradient and divergence terms containing ∂f
∂x
, ∂f
∂y
can be evaluated on nodal
points using ∂f∂x
∂f
∂y
 = (J e)−1
∂f∂ξ
∂f
∂η
 (5.34)
Jacobian matrix being a 2× 2 matrix is trivial to invert
(J e)−1 =
1
|J e|
 ∂ye∂η −∂ye∂ξ
−∂xe
∂η
∂xe
∂ξ
 (5.35)
Numerical quadrature: Using the approximation spaces and iso-parametric ele-
ments as defined above, various volume and surface integral terms are evaluated
using numerical quadrature. We use Gaussian quadrature rules with GLL quadra-
ture points for numerical integration.
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Volume integrals of the form (Ψeij, f)Ω are evaluated as
(
Ψeij, f
)
Ω
=
∫
Ωe
ψiψjfdV =
∫
Ωst
ψi(ξ)ψj(η)f(x
e(ξ, η), ye(ξ, η))|J e(ξ, η)|dξdη
=
N1∑
m=1
N2∑
n=1
ψi(ξm)ψj(ηn)fˆemn|J e(ξm, ηn)|ωmωn
(5.36)
where, ωm and ωn are the quadrature weights for the N1 and N2 point GLL
quadrature rules.
Using the collocation property of basis functions ψk(ξl) = δkl, we obtain
(
Ψeij, f
)
Ω
= fˆeij|J eij|ωiωj (5.37)
Similarly, volume integrals involving vector functions are evaluated as
(
Σ1eij, g
)
Ω
= gˆ1eij|J eij|ωiωj(
Σ2eij, g
)
Ω
= gˆ2eij|J eij|ωiωj
(5.38)
Surface integrals of the form < Ψeij, f >Γ are evaluated by adding up the con-
tributions of each edge a = 1, 2, 3, 4 of an element e ∈ T e. Let Γe,a; a = 1, 2, 3, 4
represent the element edges η = −1, ξ = 1, η = 1, ξ = −1 in an element e.
respectively. As an example, surface integral over Γe,1 is evaluated as
〈
Ψeij, f
〉
Γe,1
=
〈
ψi(ξ)ψj(−1), f
〉
Γe,1
=
∫ 1
−1
ψi(ξ)δj1fJ
(1)dξ
=
N1∑
m=1
ψi(ξm)δj1fˆem1J
(1)
m ωm = δj1J
(1)
i ωifˆei1
(5.39)
where, J (1) is the arc length along the curve Γe,1 = (xe,1(ξ), ye,1(ξ)) defined as
J (1)(ξ) =
√(dxe,1
dξ
)2
+
(dye,1
dξ
)2
(5.40)
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Similarly, surface integrals over Γe,a; a = 2, 3, 4 are evaluated and their contribu-
tions added up to obtain surface integral over Γe and Γ. Surface integrals involving
Σ1eij,Σ
2
eij are also evaluated in a similar fashion by considering the appropriate
component of the vector function involved.
5.1.5 Fully coupled formulation
Using spectral element basis functions defined in the previous section, the variables
ph, sh, ghp , g
h
s are expressed in terms of their nodal values. As noted before, a key
feature of the LDG method is that the auxiliary gradient terms ghp and g
h
s can be
eliminated locally over each element, and the global variational principle written
in terms of only ph and sh. Evaluating various volume and surface integrals in the
global variational principles derived in Appendix A, one may obtain a non-linear
system of equations in the global nodal values of pressure and saturation, pˆ and sˆ.
As shown in detail in Appendix B, the semi-discrete system of equations obtained
can be written in a compact form as
Lp(sˆ)pˆ+ lp(sˆ) = bp(t)
φM
dsˆ
dt
+Lc(sˆ)pˆ+Ls(sˆ)sˆ+ ls(sˆ) = bs(t)
(5.41)
5.1.6 Implicit solution of semi-discrete system
For stable time integration of the differential-algebraic equations (DAE) system
(5.42) with strong non-linearities, we choose an implicit scheme for temporal dis-
cretization. In particular, Rosenbrock schemes described in Wanner and Hairer
(1991) provide a robust way of integrating in time with high-order accuracy in a
stable manner.
To describe the Rosenbrock scheme, we write Equation (5.41) in a simplified form
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by defining
y(t, pˆ, sˆ) = bp(t)−Lp(sˆ)pˆ− lp(sˆ)
z(t, pˆ, sˆ) =
1
φ
(
bs(t)−Lc(sˆ)pˆ−Ls(sˆ)sˆ− ls(sˆ)
)
so that Equation (5.41) can be written as
O = y(t, pˆ, sˆ)
M
dsˆ
dt
= z(t, pˆ, sˆ)
(5.42)
We use the Rosenbrock-W method of Rang and Angermann (2005) for solv-
ing (5.42). An ns-stage Rosenbrock-W method for DAE systems is given by
vi
wi
 =
pˆn
sˆn
+ i−1∑
j=1
αij
kj
lj
 (5.43a)
 O
Mli
 = ∆t
y(tn + αi∆t,vi,wi)
z(tn + αi∆t,vi,wi)
+ ∆tJn i∑
j=1
γij
kj
lj
 (5.43b)
pˆn+1
sˆn+1
 =
pˆn
sˆn
+ ns∑
i=1
bi
ki
li
 (5.43c)
where,
αi =
i−1∑
j=1
αij, Jn =
dydpˆ dydsˆ
dz
dpˆ
dz
dsˆ
∣∣∣
(tn,pˆn,sˆn)
Here, αij, γij, bi are coefficients describing the Rosenbrock scheme for a given order
of accuracy. Note that Equation (5.43b) uses Jacobian matrix defined at the
previous time-step t = tn so that the left-hand side matrix in the linear system
is constant throughout the multiple stages in a time-step. Thus, we only require
1 LU decomposition per time-step irrespective of the number of stages, gaining
significant computational speed-up.
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Numerical results presented in this work use the ROS34PW2 scheme of Rang and
Angermann (2005), which is a 4-stage 3rd-order A−stable scheme with coefficients
described in Table 5.1. The linear system in Equation (5.43b) is solved using a
direct multifrontal solver to gain computational efficiency owing to the highly
sparse nature of the matrices involved.
γ11 = γ22 = γ33 = γ44 = 0.4358665215084590
α21 = 0.87173304301691801 γ21 = −0.87173304301691801
α31 = 0.84457060015369423 γ31 = −0.90338057013044082
α32 = −0.11299064236484185 γ32 = 0.054180672388095326
α41 = 0 γ41 = 0.24212380706095346
α42 = 0 γ42 = −1.2232505839045147
α43 = 1 γ43 = 0.54526025533510214
b1 = 0.24212380706095346 b3 = 1.5452602553351020
b2 = −1.2232505839045147 b4 = 0.43586652150845900
Table 5.1: Coefficients for ROS34PW2 Rosenbrock scheme
5.2 Reference variables and reservoir geometry
In this section, we outline various test problems to be considered in evaluating
the performance of the DGSEM scheme. We note that reservoir geometry, fluid
and rock properties are often described as dimensional quantities in reservoir sim-
ulation studies, both in the literature and in the petroleum industry. Comparing
simulation results for a range of geometries or fluid and rock properties is not
trivial in such cases. Thus, it proves useful to define a set of reference values for
key parameters and key dimensionless quantities for comparing various simulation
results. Various reservoir geometries considered in the current work are described
next.
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5.2.1 Reference variables for numerical tests
We define a minimal set of reference variables required to characterize reservoir
geometry and system description for a simulation. A reservoir is characterized by
a measure of its total surface area Aref , or an associated reference length-scale
Lref such that L
2
ref = Aref . Let φref and kref be the characterisitic porosity and
permeability of the reservoir respectively. Thus, the interstitial volume of the
reservoir is φrefL
2
ref . For a given injection flow rate V˙ of a fluid with viscosity
µref , a meaningful reference time-scale, tref , can then be defined as
tref =
φrefL
2
ref
V˙
(5.44)
In other words, t = tref corresponds to the time it takes to inject one reservoir
volume of fluid.
A reference pressure, pref , can be defined using Darcy’s law as
pref =
L2ref
tref
µref
kref
(5.45)
A reservoir can thus be completely characterized by defining a set of five reference
variables
Lref , V˙ , kref , φref , µref
To complete a reservoir model for numerical simulations, one must also specify a
reference value for capillary pressure Pc0 and the viscosity ratio of oil and water
µo/µw. Note that these two values are properties of the two fluid phases and can
be specified independently of the five reference variables describing a reservoir.
Assuming both capillary pressure artificial diffusion contributions,
D(s) = Dcap(s) +Dart (5.46)
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where, Dcap is the diffusivity due to capillary pressure effects
Dcap = G
(
s,
µo
µw
)Pc0
µw
K (5.47)
and Dart is artificial diffusivity introduced for numerical stability.
Using the definition of pref we can obtain a dimensionless form of diffusivity tensor
Dcap as
Dcaptref
L2ref
= G
Pc0
pref
µref
µw
K
kref
(5.48)
In this work, we consider only isotropic rock permeability K = kI, so that if we
define a dimensionless diffusivity corresponding to capillary pressure effects
ωcap = G
Pc0
pref
µref
µw
k
kref
(5.49)
we have,
Dcaptref
L2ref
= ωcapI (5.50)
In a similar fashion, we assume that artificial diffusivity tensor Dart is given as
Darttref
L2ref
= ωartI (5.51)
for some user-defined dimensionless scalar ωart.
Thus, total diffusivity tensor D can be written in dimensionless form as
Dtref
L2ref
=
(
ωcap + ωart
)
I (5.52)
5.2.2 Reservoir geometry
In order to test the numerical scheme developed in Section ??, we consider a
reservoir domain with multiple injection and production wells. A typical reservoir
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geometry layout is a staggered grid of uniformly distributed injection and pro-
duction wells. The repeating sub-block of one production well and four injection
wells shown in Figure 5.2 is known as a five-spot pattern. In the five-spot reservoir
simulation, the reservoir is considered to be saturated with an initial oil-rich fluid
mixture, and water (or, a water-rich mixture) is introduced through the injection
wells. One typically studies the displacement of oil by the injected fluid until a
point where the recovery operation is terminated when the production wells pro-
duce mostly water (perhaps as high as 90% water saturation). For computational
speed-up, we exploit the symmetry of the repeating sub-blocks and consider a
quarter of the five-spot profile in numerical tests to follow. A quarter five-spot
pattern consists of one injection and one production well.
Figure 5.2: Five-spot pattern: blue = injection well, orange = production well.
Quarter five-spot pattern shown in lower left quadrant.
In numerical tests to follow, the reservoir is saturated with an oil-water mixture
of initial saturation s0 at t = 0, and fluid mixture containing mostly water (of
saturation sinj) is injected at t > 0 at a constant injection rate V˙ . To ensure
numerical stability, a smooth but sharp injection profile sI(t) is defined to jump
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from s0 to sinj as
sI(t) = s0 +
1 + tanh
(
βt(
t
tref
− tinj)
)
2
(sinj − s0) (5.53)
Unless otherwise noted, all simulations in the current work use s0 = 0.2, sinj =
0.85, tinj = 0.02, βt = 300. The injection profile with these parameters is shown
in Figure 5.3.
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Figure 5.3: Injection profile in quarter five-spot simulations
5.2.3 Spectral element grids
We shall use two types of spectral element grids for assessing the performance of
the DGSEM scheme, as shown in Figure 5.4.
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(a) Gridded to wells (b) Cartesian Mesh
Figure 5.4: Spectral element grids of 8× 8 quadrilateral elements
First, we consider a structured spectral element grid with boundaries conforming
to the injection and production wells, an example of which is shown in Figure 5.4a.
Since the numerical grid has no fluid generation/consumption in its interior, qI =
qP = 0. Let the domain boundary ∂Ω be divided into three disjoint subsets: Γinj
= the lower left circular arc, Γprod = the upper right circular arc, and ΓN = the
four straight edges of the domain boundary. The prescribed boundary conditions
are then as given in Equation (2.17) with ΓpD = Γinj ∪Γprod and pbc = pinj on Γinj,
pbc = pprod on Γprod; un = 0 on Γ
p
N = ΓN ; sbc = sI on Γ
s
D = Γinj; and vn = 0 on
ΓsN = ΓN ∪ Γprod.
Second, we consider a structured Cartesian mesh of rectangular elements (Fig-
ure 5.4b) in which the injection and production wells are described using appro-
priate volumetric source terms qI and qP . For a Cartesian mesh of rectangular
elements, one can define qI and qP by considering an injection/production well
rectangular domain ΩI (or, ΩP )
ΩI = {(x, y) : x ∈ [xI1, xI2], y ∈ [yI1 , yI2 ]}
ΩP = {(x, y) : x ∈ [xP1 , xP2 ], y ∈ [yP1 , yP2 ]}
(5.54)
Here, ΩI represents a rectangular domain of dimensions (x
I
2 − xI1) × (yI2 − yI1)
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containing the injection well.
A simple qI and qP profile which gives a radially outward (or, inward) flux and is
continuous throughout Ω is a quadratic expression of the form
qI(x, y) =
QI(x− x
I
1)(x− xI2)(y − yI1)(y − yI2) in ΩI
0 in Ω\ΩI
qP (x, y) =
QP (x− x
P
1 )(x− xP2 )(y − yP1 )(y − yP2 ) in ΩP
0 in Ω\ΩP
(5.55)
where, the scalar coefficients QI and QP are chosen such that the mass balance
condition ∫
ΩI
qIdV =
∫
ΩP
qPdV (5.56)
is satisfied. This choice of expressions for qI and qP is convenient because one may
easily choose to constrain the injection and production wells to a single element,
if desired.
For higher order expressions of volumetric source terms, one may also consider
expressions of the form QI
(
(x− xI1)(x− xI2)(y − yI1)(y − yI2)
)n
;n = 2, 3, 4...
For Cartesian mesh, the prescribed boundary conditions are no-flow boundary
conditions (un = vn = 0 in Equation (5.2)) on ∂Ω. An additional constraint
on pressure is required to ensure uniqueness of the solution with only Neumann
boundary condition data prescribed.
5.3 Convergence tests
In this section, we demonstrate the convergence properties of the DGSEM scheme
for quarter five-spot pattern flows in reservoirs. Oil-water flows in reservoirs are
often convection-dominated, and it is important to assess the impact of diffusive
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fluxes on the accuracy of the DGSEM scheme. In this section, we assume a
constant diffusivity tensor D = Dart and ignore non-linear capillary pressure
effects, setting Pc0 = 0. Non-zero capillary diffusivity Dcap will be considered in
the next section. Note that adding capillary diffusivity will simply enhance the
smoothness and convergence rates of the numerical solutions.
In the following convergence tests, we assume the reservoir to have uniform poros-
ity φ = φref , uniform permeabilityK = kref I, and a viscosity ratio of µo/µw = 4.
Let the spectral element grid be divided into Nh = nh × nh elements. Assume
that the 1D Lagrange interpolants are defined as basis functions through np GLL
points along both ξ- and η-direction, so that Np = np×np. We define the L2-error
in saturation for a simulation with resolution (nh, np) as
e(nh, np) = ||s(nh, np)− sfine||2 (5.57)
where, sfine is representative of the analytical solution obtained by using a very
fine resolution in the DGSEM scheme.
5.3.1 Grid to wells
First, we consider the spectral element grid conforming to the injection and pro-
duction wells, as described in Section 5.2.3.
5.3.1.1 p-convergence
To demonstrate p−convergence of the DGSEM scheme, we fix the number of
elements nh in the mesh at 8, 12 or 16, and vary np from 4 to 9. In this case,
the finest resolution used for sfine is (16, 10). We also use three different values
of artificial diffusivity coefficient ωart in order to study the impact of numerical
86
diffusion on the accuracy of the scheme. We use
ωart = ω1, 2ω1, 4ω1, where ω1 = 10
−2
Figure 5.5 shows a sample of pressure and saturation solutions along the line
x = y obtained for the three different levels of diffusivity ωart using a resolution
of (12, 9). The effect of artificial diffusion is clearly apparent as it smoooths the
transition in saturation from the water rich region to the oil rich region.
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Figure 5.5: 1D slices through x = y at t/tref = 0.15: Effect of diffusivity on
spatial resolution
Next, we plot e(8, np), e(12, np), and e(16, np) vs np on a semilog scale in Figure 5.6
for the three levels of diffusivity ωart at t/tref = 0.15. Straight line plots observed
for L2-errors demonstrate the p−convergence property e ∼ c−np of the DGSEM
numerical scheme. Note that in Figure 5.6c, the plateau observed in the red curve
around errors of O(10−9) are due to the temporal discretization errors becoming
comparable to spatial discretization errors.
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(a) nh=8 (b) nh=12
(c) nh=16
Figure 5.6: p-convergence: Gridded to wells. Plots of log e vs np
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5.3.1.2 h-convergence
To demonstrate h−convergence, we plot e(nh, 4), e(nh, 6) and e(nh, 8) vs nh on a
log-log scale for three different levels of diffusivity ωart in Figure 5.7. For np = 4,
optimal order of convergence np is observed, whereas for np = 6, 8, we observe an
order of convergence close to np−1. Various studies have proved optimal order of
convergence np for LDG method applied to elliptic problems on Cartesian mesh
with tensor product interpolants (e.g. see Castillo et al. (2000), Karniadakis and
Sherwin (2013)), and sub-optimal orders of convergence for non-Cartesian grids.
The curvilinear nature of elements used in the spectral element grid could explain
the loss of one order of convergence from optimal order in Figure 5.7b and 5.7c.
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(a) np=4 (b) np=6
(c) np=8
Figure 5.7: h-convergence: Gridded to wells. Plots of log e vs log nh. Black dashed lines show lines of slope m.
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5.3.2 Cartesian grid with volumetric sources
We also consider a Cartesian mesh of Nh = nh × nh square elements as shown in
Figure 5.4b, with volumetric sources used to describe the injection and production
wells. Volumetric source terms qI and qP are assumed to be continuous functions
in Ω. It is interesting to study the effect of volumetric source terms on the
convergence properties of the DGSEM numerical scheme.
First, consider the injection and production wells to be contained within a sin-
gle element. In this case, assume the lower left corner element contains the
injection well so that xI1 = y
I
1 = 0, x
I
2 = y
I
2 = Lref/nh in Equation (5.55)
and the upper right corner element contains the production well so that xP1 =
yP1 = Lref − Lref/nh, xP2 = yP2 = Lref . Similar to the previous section, we plot
log e(10, np) vs np in Figure 5.8a, demonstrating essentially straight line plots with
some plateauing in the tail end.
Next, we demonstrate h−convergence property of the DGSEM scheme by fixing
np and varying the number of elements nh. In this case, the rectangular domains
ΩI and ΩP containing the injection and production wells are spread out over
multiple elements, such that the boundaries of ΩI and ΩP align with element
boundaries of the Cartesian grid. Here, we consider xI1 = y
I
1 = 0, x
I
2 = y
I
2 =
Lref/4 and x
P
1 = y
P
1 = 3Lref/4, x
P
2 = y
P
2 = Lref and measure e(nh, 5) for nh =
4, 8, 12, 16, 20. Figure 5.8b shows the plot of log e vs log nh demonstrating optimal
order of convergence n−5h for Cartesian mesh.
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(a) p-convergence: nh=10
(b) h-convergence: np=5
Figure 5.8: p- and h-convergence: Cartesian grid. (a): Plot of log e vs np. (b):
Plot of log e vs log nh
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5.4 Numerical results
5.4.1 Description
In the oil industry, reservoir simulators are often used as part of a petroleum
engineer’s workflow for reservoir management and planning. Simulators are used
to evaluate the effect of various geometric and geologic features on fluid flow in
reservoirs to guide the engineer in predicting oil production profiles and optimizing
the placement of injection and production wells. Certain geometric and geologic
features might be known a priori , and the engineer is interested in investigating
their effects on reservoir performance. In many cases however, details of these
features are not known exactly, and the engineer is interested in considering a
number of hypothetical scenarios. Some typical examples of such scenarios could
be:
1. What effect does a barrier in a certain location have on fluid flow?
2. What effect does variation in rock permeability in different regions of reser-
voir have on oil production?
3. What effect do fractures have on fluid flow in the reservoir?
4. What effect does the addition of wells at different locations in the reservoir
have on oil production rates and water breakthrough time?
5. What effect does a reservoir’s geometry have on flow profiles?
Our goal in the current work is to provide a convenient tool to allow the petroleum
engineer to evaluate a number of different scenarios. To this end, we will illustrate
the performance of the DGSEM scheme in this section by considering the following
cases:
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6.2.1 Homogeneous porous medium. Quarter five-spot pattern flow. Varying
viscosity ratio
6.2.2 Heterogeneous porous medium: compact regions of low permeability
6.2.3 Shale barriers: thin regions of low permeability
6.2.4 Heterogeneous porous medium: high permeability channels and thin frac-
tures
6.2.5 Quarter five-spot pattern flow in irregular reservoir geometry
To aid the engineer in rapidly considering various scenarios while making minimal
changes to the numerical grid , we shall present the DGSEM scheme with some
novel features for resolving geologic heterogeneities and managing wells. To illus-
trate the simplest approach, we use a structured Cartesian mesh (or a mapped
equivalent thereof), similar to one shown in Figure 5.4b, which is not aligned to
any of the geologic heterogeneous features. We show the effectiveness of the high-
order spectral element method in accurately resolving sharp changes in reservoir
geology without changing the spectral element grid used. We also present a novel
method for wells description and placement which makes it easier for the engineer
to include multiple wells in a simulation without altering the spectral element
grid.
Finally, the reader is advised that in this work we intend to demonstrate the ef-
fectiveness of the DGSEM scheme as a novel method by studying these different
scenarios, rather than presenting a comprehensive survey of all possible combina-
tions of heterogeneous features. In addition, we restrict our attention to incom-
pressible fluids and known volume flow rates at the injection and production well
sites. As an alternative, specifying known pressures at injection/production sites
is straightforward and we have also used that approach in additional simulations
not presented here. The consideration of compressible fluids is also straightfor-
ward, converting the pressure equation from an elliptic PDE to a parabolic PDE.
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From a computational viewpoint this is a less challenging problem, converting
from a differential algeabraic system to a system of straight differential equations
with a better conditioned system matrix.
5.4.2 Numerical simulations
We divide the reservoir domain into Nh = nh × nh square elements. An injection
well is located in the lower left element with element number einj, and a produc-
tion well is located in the upper right element with element number eprod. No-flow
boundary conditions are prescribed on the domain boundaries. It is trivial to de-
fine volumetric source terms qI and qP in a similar fashion as in Equation (5.55),
but in terms of local elemental coordinates ξ and η as
qI(ξ, η) =
QI(1− ξ
2)(1− η2) in ΩI = Ωeinj
0 in Ω\ΩI
qP (ξ, η) =
QP (1− ξ
2)(1− η2) in ΩP = Ωeprod
0 in Ω\ΩP
(5.58)
Unless stated otherwise, nh=12, np=8 in all tests. ROS34PW2 Rosenbrock scheme
of Table 5.1 is used for time-stepping with a uniform time-step ∆t given by
∆t
tref
= 2× 10−4 (5.59)
5.4.2.1 Homogeneous medium
Consider a homogeneous porous medium with K = kI, where k = kref . We
simulate a basic quarter five-spot reservoir flow and study the effect of viscosity
ratio by considering viscosity ratios µo/µw = 2, 4, 10 (µref = µw).
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The diffusivity tensor D from Equation (5.52) including both capillary pressure
and artificial diffusivity, is given by
Dtref
L2ref
=
(
ωcap + ωart
)
I (5.60)
In the numerical results to follow, we assume a capillary pressure with Pc0/pref =
0.1 and use ωart = 10
−3. With this level of capillary pressure, a plot comparing
capillary diffusivity with artificial diffusivity would appear as Figure 2.1c with a
horizontal line at 10−2 for the artificial diffusivity. Thus, we ensure that artificial
diffusivity does not dominate capillary pressure effects, especially near the fluid
interface and is introduced only as a stabilizing mechanism for the DGSEM nu-
merical scheme. From a scaling analysis, we may define a diffusion length scaling
as
√
ωart t which with t = 0.4 implies that the artificial diffusion will have blurred
the sharpness of the front by approximately 2% of the reservoir length scale by
the end of the simulation.
Figure 5.10 shows the saturation contours for the flow at 4 different time instants
t/tref = 0.1, 0.2, 0.3 and 0.4 for each of the three viscosity ratios. (A colorbar
showing the range of s values corresponding the all contour plots in the current
paper is shown in Figure 5.9). Video files showing saturation contours at vari-
ous time instants are made available as supplementary material, as described in
Appendix C.
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Figure 5.9: Colorbar corresponding to all the contour plots in the current work
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(a) µo/µw = 2
(b) µo/µw = 4
(c) µo/µw = 10
Figure 5.10: Saturation contours in a homogeneous medium for different
viscosity ratios µo/µw. nh=12, np=8
We note three important features in examining the contour plots at different vis-
cosity ratios. First, we observe a sharp transition zone at the saturation front
in the regions colored red to yellow. This is consistent with the aforementioned
statement that the artificial diffusivity has little effect on the results. Second, we
observe that there is a broad disperse pattern – yellow to green to blue behind
the front. This is not a diffusive effect, but rather the correct dispersive behavior
associated with the non-linear flux relation in the relative permeability equation.
Such dispersion is a natural physical consequence of any plausible relative perme-
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ability model and is not limited to the Brooks-Corey model which is standard in
the petroleum industry. To explain the dispersive behavior observed here, a 1D
flow illustration may be helpful. Consider a 1D flow in a homogeneous medium in
the absence of diffusive effects. One may then use the pressure equation (5.1a) to
conclude that −λTk∂p/∂x is a constant, say u. Substituting into the saturation
equation (5.1b) and recalling that fw = λw/λT , we obtain
∂s
∂t
+ f ′wu
∂s
∂x
= 0 (5.61)
Equation (5.61) is analogous to a material derivative of s with convective ve-
locity f ′wu. Thus, in the absence of diffusivity, the saturation moving at local
velocity f ′wu remains unchanged with time. Next, to explain front sharpening
and dispersive behavior observed in the flow, one may take the first derivative of
Equation (5.61) w.r.t. x and obtain
∂
∂t
(∂s
∂x
)
+ f ′wu
∂
∂x
(∂s
∂x
)
= −f ′′wu
(∂s
∂x
)2
(5.62)
The term on the left hand side of Equation (5.62) represents the material deriva-
tive of quantity ∂s
∂x
with convective velocity f ′wu. Notice that while the material
derivative of s at the same convective velocity is zero, the same derivative for ∂s
∂x
depends on the sign of f ′′w(s). Figure 5.11 shows the plots of f
′
w and f
′′
w vs s using
Brooks-Corey model for different viscosity ratios.
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Figure 5.11: Plots of f ′w and f
′′
w vs s for Brooks-Corey model
If f ′′w < 0, the material derivative is positive and
∂s
∂x
is a monotonically increasing
function of x. From Figure 5.11b, we can then conclude that increased dispersion
with increasing viscosity ratio is associated with a larger range of saturation values
for which f ′′w(s) < 0. Similarly, if f
′′
w > 0, the material derivative of
∂s
∂x
is negative
and we observe a sharp front being formed in the corresponding region.
The third observation we make in the contour plots at different viscosity ratios is
that the high viscosity ratios show significant increases in sharpening the curvature
of the front with a sharp spike appearing at earlier times for the higher viscosity
ratios. For single phase Darcy flows, it is well known that a high mobility fluid
(like water) displacing a low mobility fluid (like oil) leads to an unstable front
susceptible to fingering or spike formation like those observed in Figure 5.10. For
multiphase flow with relative permeability functions, it is a bit more subtle. If
one refers back to Figure 2.1, we observe that the relative permeability (and hence
the mobility) for both phases is significantly lower at intermediate saturations (as
occur at the front) than for either pure phase. Observe the mobility behavior in
Figure 5.12 for the case µo/µw = 2, where mobility λT (s) is plotted along the
main diagonal x = y for simplicity. While the mobility of the water rich region
is overall higher than the oil rich region, the relative permeability causes a sharp
dip at the front with higher mobility ahead of the front in the oil region. This
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helps to stabilize the front and we see no spike for the µo/µw = 2 run. As the
viscosity ratio increases, the same behavior arises, somewhat stabilizing the front,
but with less effect at viscosity ratio 4 than for the first case with viscosity ratio
2. Finally at viscosity ratio 10 the dip at the front is nearly eliminated and the
mobility is almost monotonically decreasing - hence the instability of the front
and the early spiking. This reduced stability of the front is extremely important
for petroleum recovery operations because it leads to earlier water breakthrough
at the production well and hence earlier termination of recovery operations. This
leads to a higher percentage of unrecovered oil left behind in the reservoir.
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Figure 5.12: 1D slices through x = y at t/tref = 0.20: Effect of viscosity ratio
µo/µw
Given the focus of this paper on computational algorithms for petroleum reservoir
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simulations, we comment briefly on the computations times for the simulations
discussed above. Taking the intermediate case µo/µw=4, the computation time
tcomp = tstd observed for simulation with ”standard” resolution ( nh = 12, np=8
and 3000 time-steps at ∆tstd/tref = 2 × 10−4) is shown in the first row of Ta-
ble 5.2. Computation times for the same time interval but larger time step ∆t
and/or for fewer elements nh are shown in the following rows in the tables. Com-
putation times tcomp are reported for a Intel(R) Core(TM) i7-6700 CPU @ 3.40
GHz. The last column in Table 5.2 lists tcomp/tstd. Figure 5.13 shows the effect
of changing number of elements nh on the resolution of sharp fluid interface by
plotting saturation profile along x = y line. We see that reducing the number of
elements has small effect on the overall accuracy, however, small wiggles appear
in the saturation profile near the front where the lower resolution cannot fully
resolve the sharp interface. Further reduction in resolution would lead to desta-
bilzation of the algorithm via a Gibbs phenomenon. This is classic behavior for
high order methods in hyperbolic dominated systems. We may either increase
the resolution to fully resolve smooth but rapidly changing (“sharp”) fronts or
increase the numerical diffusivity ωart to blur the sharpness of the front.
nh ∆t/∆tstd tcomp(mins) tcomp/tstd
12 1 201 1.0
12 2 98 0.49
8 1 68 0.34
8 2 34 0.17
Table 5.2: Computation time for different resolutions
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Figure 5.13: Saturation along x = y line. nh = 12, 8, np = 8,∆t/tref = 2× 10−4
5.4.2.2 Heterogeneous medium: Impermeable barriers
Next, we study the performance of the DGSEM scheme in the presence of geologic
heterogeneities in reservoirs. We assume the viscosity ratio µo/µw = 4 and ωart =
2 × 10−3 in the simulations to follow. All other fluid and rock properties are
assumed the same as before.
First, we consider a square barrier with low permeability kb given by kb/kref =
10−4 aligned with the elemental boundaries of the mesh, as shown in Figure 5.14a.
The dashed lines show the boundaries of the low permeability region. This is an
important test case as it includes a a strict discontinuity in the permeability
distribution. Such a discontinuity would lead to destabilization if it occurred
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in the interior of an element owing to the inability of a continuous polynomial
basis to resolve a discontinuous function. By contrast, saturation contours shown
in Figure 5.15 illustrate an advantage of the DG method as jumps across an
elemental boundary are easily handled without spurious numerical oscillations in
adjacent elements. Note that the Darcy like character of flow past embedded
obstacles resembles potential flow. There is no ”wake” behind the object and
flow wraps around the obstacle with only a small indentation in the profile of
the front. At later times, the front is nearly indistinguishable from the case for a
homogeneous medium.
(a) Barrier conforming with mesh (b) Barrier non-conforming with mesh
Figure 5.14: Permeability field: Filled contour plot of log(k/kref ). Blue lines
show the elemental boundaries.
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Figure 5.15: Saturation contours in reservoir with a conforming square barrier.
nh=12, np=8
Next, we introduce a rectangular barrier in the reservoir where the barrier does
not conform with the elemental boundaries. Here a true discontinuity would
destabilize the simulation, and instead we use a smoothed jump condition with
tanh functions in (x, y) analogous to those specified for the time smoothing in
equation (5.53). The barrier position relative to the grid is shown in Figure 5.14b
with local permeability kb in the interior of the block given by kb/kref = 10
−4.
Figure 5.16 shows the saturation contours for this simulation. Note that the flow
remains stable with a sharply defined obstacle barrier shown by the dashed lines.
There is just a slight penetration of the obstacle boundary associated with the
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continuously varying permeability field in the narrow boundary region.
Figure 5.16: Saturation contours in reservoir with a rectangular barrier.
nh=12, np=8
For a reservoir example where the discontinuous permeability field shows a greater
departure from the Cartesian grid geometry, we consider a curved impermeable
barrier (with kb/kref = 10
−4) arising in the vicinity of the right boundary of
the reservoir domain (Figure 5.17). As in previous examples, the dashed curve
shows the boundaries of the obstacle and tanh functions are used to smooth
the permeability in a narrow zone across the obstacle boundary. As before, the
DGSEM simulations provide good resolution of the low permeability region with
only slight penetration of the flow near the end of the barrier. In contrast to
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previous results for small, isolated compact barriers, this simulation shows that
the large curved barrier adjacent to the reservoir boundary effectively blocks a
substantial portion of the reservoir leaving a large region of reservoir oil unswept
by the injected fluid. Such a bypassed region might benefit from modifications in
well placement to recover the remaining oil from the reservoir; however, a later
example will show that the consequences of additional well placements may not
always be as intended.
Figure 5.17: Saturation contours in a reservoir with a curved barrier.
nh=12, np=8
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5.4.2.3 Impermeable shale barriers
Heterogeneities in the permeability field in a petroleum reservoir may arise owing
to different geophysical mechanisms in the lifetime of the reservoir. Thick ob-
stacles or regions of varying permeability such as those in the simulations above
might be due to the deposition environment when the reservoir rock was laid down
in sedimentary processes. The coverage of such regions might be hundreds of me-
ters or kilometers in extent. Another important source of geologic heterogeneity
commonly encountered in reservoirs is a thin impermeable shale barrier which is
created when adjoining sections of reservoir rock shear past each other under the
action of tectonic shifts or large scale displacements owing to other geophysical
mechanisms. Even if the original permeability field were homogeneous, the shear-
ing of the rock faces may lead to a distribution of fine particulates filling the pore
spaces and leading to faces with reduced or negligible permeability. These shale
barriers may have thicknesses on the order of one meter - far thinner than the
obstacles considered above. Shale barriers offer significant resistance to fluid flow
and can often cause regions of trapped oil in a reservoir. The thin profile of a
shale barrier might normally require a mesh with extremely fine local spatial res-
olution in order to resolve the flow and eliminate numerical oscillations. We again
find however that the high-order resolution of the DGSEM may be exploited to
model slender shale barriers with no modification to the Cartesian grid used for
all previous simulations.
As a first example, consider a shale barrier aligned along the x + y = 1 diago-
nal. The shale barrier has a local permeability kb/kref = 10
−4. Smoothing of
the discontinuous permeability fields via tanh functions is utilized as in previous
examples. Figure 5.18 shows the saturation contours at different time instants for
this case. The shale barrier offers a significant resistance in the direct pathway
between the injection and production well. In previous examples of small isolated
barriers, we observed little effect on the overall profile of the displacement front.
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Here the retention of oil against the forward face of the shale barrier reduces the
mobility of oil-water mixture, and retards the progress of the fluid as it makes its
way around the long, slender barrier. This reduced velocity gives the appearance
of a wake like region behind the extended width of the shale barrier. Note that
this ”wake” is quite different from low pressure wake in separated flows at high
Reynolds number. Here the pressure field is almost symmetric and the reduced
wake velocity is primarily a function of the reduced mobility of fluid as a function
of saturation. Irrespective of the physical origin, the wake retards the progress of
the injected fluid and hence increases the water breakthrough time. Note that for
computational convenience, the shale barrier consider here is slender, but not as
thin as might actually be encountered in practice. Nonetheless, thinner barriers
would show negligible difference in their impact on the overall appearance of the
displacement front. Thinner barriers would however require more computational
effort in order to resolve the sharper, more nearly discontinuous permeability field.
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Figure 5.18: Saturation contours in a reservoir with a shale barrier. nh=12, np=8
As a second example, we consider a shale barrier placed near one of the corners
of the reservoir. Figure 5.19 shows the location of the shale barrier as well as the
saturation contours for flooding of the reservoir with water. The corner placement
of shale barrier in this case causes an oil trap to form, and leaves a significant
fraction of unswept oil in the reservoir.
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Figure 5.19: Saturation contours in a reservoir with a shale barrier in a corner.
nh=12, np=8
5.4.2.4 High permeability channels
We have discussed reservoirs with wide regions of low permeability which might
be formed by the sedimentary processes involved in the original deposition of the
reservoir rock. By a similar process a reservoir might contain regions with signifi-
cantly higher permeability. Typically, particles layed down near the main channel
of meandering rivers would be of larger size and lead to such high permeability
features in the reservoir rock. If low permeability obstacles block the flow and
lead to trapped regions of oil, one might anticipate that high permeability regions
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would enhances the transport of the oil. Such structures do create a preferen-
tial pathway for reservoir fluids, however they can also lead to uneven flooding
of the reservoir and premature water breakthrough with early termination of the
recovery process.
Figure 5.20 shows a reservoir with a high permeability channel with permeability
kc given by kc/kref = 10. Saturation contours are shown for various time instants.
Unlike the high resistance offered by the curved shale barrier considered earlier
in Section 5.4.2.2, this channel offers a preferential pathway of least resistance to
water. As is evident from the saturation contours, the establishment of such a
pathway does lead to highly uneven reservoir flooding and poor efficiency in the
oil recovery process.
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Figure 5.20: Saturation contours in a reservoir with a curved high permeability
channel. nh=12, np=8
In the case of low permeability barriers, we found that broad regions of low per-
meability were likely associated with the deposition process creating the reservoir,
while slender shale barriers were more likely associated with geological displace-
ments later in the life of the reservoir. In a similar fashion, broad regions of high
permeability are likely associated with deposition processes, but fractures in the
reservoir rock might lead to extremely slender channels of high permeability. Such
fractures might be artificially induced by high pressure injection of fluid or may
be induced by naturally occurring geological processes.
The saturation contours for a reservoir with thin high permeability channels with
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permeability kc given by kc/kref = 100 are shown in Figure 5.21. This exam-
ple shows a reservoir with two slender fractures oriented at different angles. A
permeability ratio of 100 compared with the surroundings is quite sufficient to
induce significant disruption in the saturation profile, despite the small flow area
offered by the fracture pathway. As can be seen from the figures, the orientation
of high permeability channel is also of great importance. The longer channel being
aligned along the general direction of flow has a major impact, while the shorter
channel perpendicular to the main flow direction causes only minor modifications
to the saturation front.
Figure 5.21: Saturation contours in a reservoir with multiple high permeability
channels. nh=12, np=8
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5.4.2.5 Mapped reservoir geometry
As a final example, we demonstrate the capability of the DGSEM scheme to
simulate fluid flow in a reservoir with an arbitrary shape. Consider a reservoir
domain with curved boundaries as shown in Figure 5.22. Given that the precise
geometry of the reservoir border is known a priori, it is natural to exploit the
isoparametric mapping capabilities of the spectral element method and define a
grid conforming to the shape of the exterior boundary. As is standard in spectral
element approaches, no elaborate grid generation is required. A simple functional
description of the boundary curves is transferred over the interior of the domain
by a bidirectional quasi-linear interpolation from the edges. The high order poly-
nomial basis for the geometric mapping yields a smooth collection of elemental
borders as shown in Figure 5.22. We consider a simulation with a single injection
well at the bottom left and a single production well at the upper right analogous
to previous simulation examples.
Figure 5.22: Mapped spectral element grid
Figure 5.23a shows the saturation contours for flooding pattern observed in this
domain. Owing to the location of the wells and the irregular shape of the reservoir,
115
water breakthrough occurs well before all of the oil is produced from the reservoir.
This would seem to be a natural case for including an additional injection well
to more effectively sweep the full extent of the reservoir. As noted earlier in the
numerical methods section, it is convenient to specify the volume source for an
injection well confined to a single spectral element in the domain. This allows
specification of additional wells or movement of wells to different sites with no
modification to the spectral element grid. Following this strategy, we introduce
an additional injection well in the lower right corner element of the reservoir.
Here we choose each injection well to have half the initial volume flow rate, so the
total rate of fluid injection is the same as the initial case, and the reference time
for our dimensionless time variable remains the same. Figure 5.23b shows the
saturation contours for the simulation with two injection wells. While the overall
flood has produced more oil for the same volume of injected fluid (at t = 0.6)
water breakthrough at an unfavorably high saturation may have occurred sooner
in the two well injection case. Choosing different injection rates or a time varying
injection distribution may have yielded a more optimal flooding pattern.
Owing to the complexity of the strongly non-linear fluid mechanics in reservoir
simulations, the optimal choice for well injection rates could not be determined
in advance without the full detailed time evolved reservoir simulations. This un-
certainty arises even if the more difficult question of the best placement of the
injection wells had been determined in advance. This example illustrates that
prediction of optimum strategies for reservoir management with placement and
operation of injection and production wells is an outstanding problem of great
complexity. When one factors in uncertainties due to unknown quantities such
as the exact specification of the permeability field, positions, orientations and
properties of obstacles or reservoir fractures and potential non-uniformities in the
initial reservoir saturation field, one sees the enormous challenges facing the reser-
voir engineer. To assist in the process of developing an effective reservoir strategy,
we have attempted to show how DGSEM tools may be employed to investigate a
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wide range of scenarios with high resolution and minimal attention to numerical
regridding efforts. Briefly, with this final example, we hope to have shown that
where geometric or geological details are known with some degree of certainty, that
information may easily be incorporated in the simulation through isoparametric
mapping of the element boundaries. Where geologic information is uncertain or
features/properties such as the displacement front are time dependent, the high-
order basis of the spectral element grid may be relied upon to provide sufficient
accuracy to resolve the saturation and pressure fields. While strictly discontinuous
fluid or reservoir properties remain a challenge for high-order methods in convec-
tion dominated systems, mild smoothing of the discontinuous functions may be
exploited to yield stable and accurate solutions of the smoothed problems with
negligible impact on the quality of the solutions needed for engineering decisions.
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(a) 1 injection well, 1 production well
Figure 5.23: Saturation contours in a reservoir with mapped geometry.
nh=12, np=8
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(b) 2 injection wells, 1 production well
Figure 5.23: (cont.)
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Chapter 6
Conclusions
This chapter summarizes the key conclusions and original contributions of the
current work.
The first original contribution made by this work was to review and compare
various finite volume and finite element based numerical schemes for solving 1D
non-linear first-order hyperbolic PDEs. We reported the comparison of a hybrid
finite volume method, the explicit RKDG method of Cockburn and Shu (1989)
with slope limiters and an implicit DG spectral element method with artificial
diffusion for three hyperbolic PDEs of interest: linear advection, inviscid Burger’s
equation and Buckley-Leverett equation. We identified the superior performance
of the implicit DG method for obtaining high-order accuracy without sacrificing
the monotonicity of numerical solutions by using an artificial diffusion term for
stabilization.
The second contribution of this work was to develop a discontinuous Galerkin
spectral element method for solving the governing equations of two-phase incom-
pressible flow in petroleum reservoirs. The two governing PDEs were solved in a
fully coupled manner by forming a non-linear semi-discrete system of differential-
algebraic equations in nodal values of pressure p and saturation s. Spectral/hp-
convergence of the proposed numerical scheme was demonstrated for quarter five-
spot pattern flow of water displacing oil in a homogeneous reservoir. To the best of
authors’ knowledge, high-order convergence for fully coupled, non-linear reservoir
flow equations has not been reported in the literature before.
The third contribution of this work was to demonstrate the effectiveness of the
proposed numerical scheme to perform stable, robust numerical simulations for
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non-conforming, non-smooth geometric and geologic features. A novel approach
for obtaining stable solutions without conforming the spectral element grid to
reservoir geometry or geologic heterogeneities was presented. We demonstrated
the performance capabilities of the reservoir simulator developed in this work to
study the impact of various geologic heterogeneities, such as impermeable regions,
shale barriers, high permeability channels and fractures, on oil production pro-
files. Examples were presented for adding additional injection/production wells or
arbitrary shaped heterogeneities without altering the underlying spectral element
grid.
The final contribution of this work is to provide a convenient tool for reservoir
engineers and scientists for improved reservoir management. As identified above,
the reservoir simulator developed here is capable of testing a variety of hypothet-
ical scenarios a reservoir engineer might be interested in, without requiring the
additional step of modifying the spectral element grid before each test. A key
advantage of this feature is that it enables the reservoir simulator to be used as a
black-box fluid flow solver in a broader reservoir management problem. As an ex-
ample, this reservoir simulator can be used as a forward solver for determining the
”best” placement and strength of injection/production wells for maximum oil pro-
duction as part of an optimization algorithm. High-order accuracy of the spectral
element method can be leveraged to obtain high-order derivatives of function data
and improve the convergence rates of gradient-based optimization algorithms. As
a second example, high-order approximations of functions allows accurate shape
parameterization of complex geologic features. Such approximations may be done
independently of grid generation and thus, uncertainties in geologic models can
be reduced by solving an optimization problem of determining the best location
and shape of such geologic features for improved match between simulation and
experimental production data. Thus, we hope that the convenience and capa-
bilities of the reservoir simulator described here may be beneficial in improving
history-matching algorithms and developing a unified approach for reservoir man-
121
agement, where the simulator provides relevant feedback for improvements in the
geologic model as well.
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Appendix A
DG variational principle
In this appendix, we derive the global forms of variational principles for the pres-
sure and saturation equation, starting from the element-level variational princi-
ples.
Equation (5.9) describes the variational principle applied to the pressure equa-
tion over each element e in the domain. Substituting for numerical fluxes from
Equations (5.10) and (5.11) in Equation (5.9) and summing over all elements, we
obtain a global form of the variational principle. It proves convenient to use the
identity ∑
e∈T e
〈
w · nˆ, v
〉
Γe
=
〈
[[v]], {{w}}
〉
Γ
+
〈
{{v}}, [[w]]
〉
Γ
(A.1)
to represent the global variational principle in a simplified form. Further, notice
that {{p˜h − ph}} = −β · [[ph]], [[p˜h − ph]] = −[[ph]] on Γ, so that the summation
of (5.9) over all elements e ∈ T e results in,
(
τ hp , g
h
p
)
Ω
+
(
τ hp ,∇ph
)
Ω
−
〈
{{τ hp}}+ β[[τ hp ]], [[ph]]
〉
Γ
−
〈
τ hp · nˆ, pbc − ph
〉
ΓpD
= 0
(A.2a)(
whp ,∇ · (λTKghp)
)
Ω
−
〈
{{whp}} − β · [[whp ]], [[λTKghp ]]
〉
Γ
+
〈
[[whp ]], αst[[p
h]]
〉
Γ
+
〈
whp , αst(p
h − pbc)
〉
ΓpD
+
〈
whp , un
〉
ΓpN
−
〈
whp , λTKg
h
p · nˆ
〉
ΓpN
=
(
whp , q
I − qP
)
Ω
(A.2b)
This equation system describes the global form of the variational statement for
the pressure equation. For efficiency in numerical computations, it is important to
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recognize that gp can be eliminated using (A.2a) and total number of unknowns
in the system matrix be reduced significantly. This elimination process is detailed
in Appendix B.
Similarly, starting from the elemental variational principle for the saturation
equation in Equation (5.16), and using numerical flux definitions from Equa-
tions (5.17), (5.18) and (5.20), one can follow a similar approach as for the pressure
equation and obtain a global form of the variational principle for the saturation
equation as
(
τ hs , g
h
s
)
Ω
−
(
τ hs ,∇sh
)
Ω
+
〈
{{τ hs}}+ β[[τ hs ]], [[sh]]
〉
Γ
+
〈
τ hs · nˆ, sbc − sh
〉
ΓsD
= 0
(A.3a)(
whs , φ
∂sh
∂t
)
Ω
+
(
whs ,∇ · (λwKghp)
)
Ω
−
(
whs ,∇ · (Dghs )
)
Ω
+
〈
whs ,
(
(λwKg
h
p)
in − λwKghp
)
· nˆ
〉
Γ
+
〈
{{whs}} − β · [[whs ]], [[Dghs ]]
〉
Γ
−
〈
[[whs ]], αst[[s
h]]
〉
Γ
+
〈
whs ,
(
λw(sbc)− λw
)
Kghp · nˆ
〉
ΓsD
−
〈
whs , αst(s
h − sbc)
〉
ΓsD
−
〈
whs , vn
〉
ΓsN
+
〈
whs ,Dghs · nˆ
〉
ΓsN
+
(
whs , fwq
P
)
Ω
=
(
whs , fIq
I
)
Ω
(A.3b)
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Appendix B
Spectral element method discretization
In this appendix, we describe the formulation of the semi-discrete system of equa-
tions by evaluating various integrals in the global variational statements given in
Equations (A.2) and (A.3).
Evaluating the volume and surface integrals in Equation (A.2a) using τ hp =
Σ1eij,Σ
2
eij gives 2NhNp equations in the nodal values of g
h
p and p
h. Let gˆp1, gˆp2
represent the NhNp global nodal values of x− and y− components of ghp respec-
tively, and let pˆ represent the global nodal values of ph. Then, Equation (A.2a)
gives M O
O M
gˆp1
gˆp2
+
MDx − C1 + P 1D
MDy − C2 + P 2D
 pˆ−
P 1D
P 2D
 pˆbc = 0 (B.1)
where, M is the block-diagonal mass matrix of diagonal elemental mass matri-
ces M e = diag(|J eij|ωiωj). Similarly, Dx and Dy are block-diagonal matrices
of elemental differentiation matrices defined by Equation 5.34. Other matrices
appearing in the equation are defined as the discrete analogues of various inner
products and are listed in Table B.1. Table B.1 lists various matrix definitions
in Column 2 with their corresponding inner-product analogue in Column 1. Note
that since surface integrals are defined on various subsets of total NhNp nodes,
their corresponding matrix analogues (of size NhNp ×NhNp) are highly sparse.
M , being a diagonal matrix, is trivial to invert, and gˆp1 and gˆp2 can be eliminated
and represented in terms of pˆ and pˆbc:gˆp1
gˆp2
 =
−Dx +M−1(C1 − P 1D)
−Dy +M−1(C2 − P 2D)
 pˆ+
M−1P 1D
M−1P 2D
 pˆbc (B.2)
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Let
Ap1 = −Dx +M−1(C1 − P 1D)
Ap2 = −Dy +M−1(C2 − P 2D)
Substituting for gˆp1 and gˆp2 in Equation (A.2b) and recalling that wp = Ψeij,
we evaluate the volume and surface integrals as described above. If we define a
diagonal matrix Λ as
Λmn(sˆ) = diag(λT (sˆ)kmn); m,n = 1, 2
and, matrices Q1 and Q2 as
Q1(sˆ) = M
(
DxΛ11(sˆ) +DyΛ21(sˆ)
)
− C1p(sˆ)− P 1N(sˆ)
Q2(sˆ) = M
(
DxΛ12(sˆ) +DyΛ22(sˆ)
)
− C2p(sˆ)− P 2N(sˆ)
then Equation A.2b can be written in a compact form as
Lp(sˆ)pˆ+ lp(sˆ) = bp(t) (B.3)
where,
Lp(sˆ) = Q1(sˆ)Ap1 +Q2(sˆ)Ap2 + αstC
st + αstPD
lp(sˆ) =
(
Q1(sˆ)M
−1P 1D +Q2(sˆ)M
−1P 2D
)
pˆbc
bp(t) = M (qˆI(t)− qˆP (t)) + αstPDpˆbc(t)− PN uˆn(t)
(B.4)
Notice that the system matrix Lp is a function of nodal values of saturation
sˆ because of mobility function λT (s) terms in the governing equation. Lp is the
discrete analogue of the second-order Laplacian operator in the pressure equation.
Equation (B.3) then is a system of NhNp equations representing the discretized
form of the pressure governing equation using the LDG method.
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Inner product Matrix analogue
Pressure BC matrices〈
Ψeij,Ψe′i′j′
〉
ΓpD
(PD)KL〈
Ψeij,Ψe′i′j′
〉
ΓpN
(PN)KL〈
Σαeij · nˆ,Ψe′i′j′
〉
ΓpD
(P αD)KL〈
Ψeij, λTKΣ
α
e′i′j′ · nˆ
〉
ΓpN
(P αN)KL
Saturation BC matrices〈
Ψeij,Ψe′i′j′
〉
ΓsD
(SD)KL〈
Ψeij,Ψe′i′j′
〉
ΓsN
(SN)KL〈
Σαeij · nˆ,Ψe′i′j′
〉
ΓsD
(SαD)KL〈
Ψeij,DΣαe′i′j′ · nˆ
〉
ΓsN
(SαN)KL〈
Ψeij, λwKΣ
α
e′i′j′ · nˆ
〉
ΓsD
(F α)KL
Continuity matrices〈
{{Σαeij}}+ β[[Σαeij]], [[Ψe′i′j′ ]]
〉
Γ
(Cα)KL〈
{{Ψeij}} − β · [[Ψeij]], [[λTKΣαe′i′j′ ]]
〉
Γ
(Cαp )KL〈
{{Ψeij}} − β · [[Ψeij]], [[DΣαe′i′j′ ]]
〉
Γ
(Cαs )KL〈
Ψeij, ((λwKΣ
α
e′i′j′)
in − λwKΣαe′i′j′) · nˆ
〉
Γ
(Cαc )KL〈
[[Ψeij]], [[Ψe′i′j′ ]]
〉
Γ
(Cst)KL
Table B.1: Matrices defined as discrete analogues of inner-products. K and L
are global nodal indices for nodes with local indices (e, i, j) and (e′, i′, j′)
respectively. α = 1, 2
Following a similar procedure for evaluating the volume and surface integral terms
in the discretization of saturation equation (A.3a), we obtain expressions for gˆs1
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and gˆs2 of the form:gˆs1
gˆs2
 =
Dx −M−1(C1 − S1D)
Dy −M−1(C2 − S2D)
 sˆ−
M−1S1D
M−1S2D
 sˆbc (B.5)
Let
As1 = Dx −M−1(C1 − S1D)
As2 = Dy −M−1(C2 − S2D)
Substitute for gˆs1, gˆs2, gˆp1 and gˆp2 in Equation (A.3b), and define diagonal ma-
trices
Λsmn(sˆ) = diag(dmn(sˆ)); m,n = 1, 2
Λwmn(sˆ) = diag(λw(sˆ)kmn); m,n = 1, 2
ΛI = diag(fw(sˆI))
Next, define intermediate matrices
R1(sˆ) = M
(
DxΛ
s
11(sˆ) +DyΛ
s
21(sˆ)
)
− C1s(sˆ)− S1N(sˆ)
R2(sˆ) = M
(
DxΛ
s
12(sˆ) +DyΛ
s
22(sˆ)
)
− C2s(sˆ)− S2N(sˆ)
T 1(sˆ) = M
(
DxΛ
w
11(sˆ) +DyΛ
w
21(sˆ)
)
+ C1c(sˆ)− F 1(sˆ)
T 2(sˆ) = M
(
DxΛ
w
12(sˆ) +DyΛ
w
22(sˆ)
)
+ C2c(sˆ)− F 2(sˆ)
XD = F
1(sˆbc)M
−1P 1D + F
2(sˆbc)M
−1P 2D
so that the final discretized equation for saturation can be written in a compact
form as
φM
dsˆ
dt
+Lc(sˆ)pˆ+Ls(sˆ)sˆ+ ls(sˆ) = bs(t) (B.6)
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where,
Lc(sˆ) =
(
T 1(sˆ) + F
1(sˆbc)
)
Ap1 +
(
T 2(sˆ) + F
2(sˆbc)
)
Ap2
Ls(sˆ) = −
(
R1(sˆ)As1 +R2(sˆ)As2 + αstC
st + αstSD
)
ls(sˆ) =
(
T 1(sˆ)M
−1P 1D + T 2(sˆ)M
−1P 2D
)
pˆbc
−
(
R1(sˆ)M
−1S1D +R2(sˆ)M
−1S2D
)
sˆbc
bs(t) = MΛI qˆ
I(t)− αstSDsˆbc(t)−XDpˆbc(t) + SN vˆn(t)
(B.7)
Here, Lc is the discrete analogue of the convective flux operator and Ls is the
discrete analogue of the second-order diffusive operator in the saturation equation.
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Appendix C
List of supplementary material
We have included supplementary material with this dissertation in the form of
video files showing saturation profiles throughout a simulation corresponding to
the numerical results presented in Chapter 5. Video files are named corresponding
to Figure numbers of their corresponding snapshots presented in this dissertation.
A brief description of video files provided is as follows:
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fig 5-10a.mp4 Quarter five-spot flow in homogeneous medium with viscosity
ratio = 2
fig 5-10b.mp4 Quarter five-spot flow in homogeneous medium with viscosity
ratio = 4
fig 5-10c.mp4 Quarter five-spot flow in homogeneous medium with viscosity
ratio = 10
fig 5-15.mp4 Quarter five-spot flow in reservoir with a conforming square
barrier
fig 5-16.mp4 Quarter five-spot flow in reservoir with a non-conforming rect-
angular barrier
fig 5-17.mp4 Quarter five-spot flow in reservoir with a curved barrier
fig 5-18.mp4 Quarter five-spot flow in reservoir with a shalebarrier
fig 5-19.mp4 Quarter five-spot flow in reservoir with shalebarrier in a cor-
ner
fig 5-20.mp4 Quarter five-spot flow in reservoir with a curved high-
permeability channel
fig 5-21.mp4 Quarter five-spot flow in reservoir with fractures
fig 5-23a.mp4 Quarter five-spot flow in mapped geometry with 1 injection
and 1 production well
fig 5-23b.mp4 Quarter five-spot flow in mapped geometry with 2 injection
and 1 production well
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