Abstract-We consider the sparse stochastic block model in the case where the degrees are uninformative. The case where the two communities have approximately the same size has been extensively studied and we concentrate here on the community detection problem in the case of unbalanced communities. In this setting, spectral algorithms based on the non-backtracking matrix are known to solve the community detection problem (i.e., do strictly better than a random guess) when the signal is sufficiently large namely above the so-called Kesten-Stigum threshold. In this regime and when the average degree tends to infinity, we show that if the community of a vanishing fraction of the vertices is revealed, then a local algorithm (belief propagation) is optimal down to Kesten-Stigum threshold and we quantify explicitly its performance. Below the Kesten-Stigum threshold, we show that, in the large degree limit, there is a second threshold called the spinodal curve below which, the community detection problem is not solvable. The spinodal curve is equal to the Kesten-Stigum threshold when the fraction of vertices in the smallest community is above
p , so that the Kesten-Stigum threshold is the threshold for solvability of the community detection in this case. However when the smallest community is smaller than p Ã , the spinodal curve only provides a lower bound on the threshold for solvability. In the regime below the Kesten-Stigum bound and above the spinodal curve, we also characterize the performance of best local algorithms as a function of the fraction of revealed vertices. Our proof relies on a careful analysis of the associated reconstruction problem on trees which might be of independent interest. In particular, we show that the spinodal curve corresponds to the reconstruction threshold on the tree.
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INTRODUCTION
T HE community detection problem is fundamental problem in statistics. It consists in dividing the vertices of a given graph into groups which are more densely connected than the rest of the graph. The stochastic block model is a popular model of random graphs that exhibit communities: it is generated according to an underlying partition of the vertices. This model has been studied for a long time in statistics (see [1] ) computer science (see [2] ) and more recently in statistical physics (see [3] ).
Definition 1 (Stochastic block model (SBM))
. Let M be a 2 Â 2 symmetric matrix whose entries are in ½0; 1. Let n 2 N Ã and p 2 ½0; 1. We define the stochastic block model with parameters ðM; n; pÞ as the random graph G defined by:
(1) The vertices of G are the integers in f1; . . . ; ng.
(2) For each vertex i 2 f1; . . . ; ng one draws independently X i 2 f1; 2g according to PðX i ¼ 1Þ ¼ p. X i will be called the label (or the class, or the community) of the vertex i. (3) For each pair of vertices fi; jg the unoriented edge G i;j is then drawn conditionally on X i and X j according to a Bernoulli distribution with mean M X i ;X j .
Our main focus will be on the community detection problem: given the graph G, is it possible to retrieve the labels X better than a random guess?
We investigate this question in the asymptotic of large sparse graphs, when n ! þ1 while the average degree remains fixed. Our quantitative results will then be obtained when the average degree tends to infinity. We define the connectivity matrix M as follows:
where a; b; c; d remain fixed as n ! þ1. In this case, it is not possible to correctly classify more than a certain fraction of the vertices correctly and we will say that community detection is solvable if there is some algorithm that recovers the communities more accurately than a random guess would. The symmetric case where p ¼ 1=2 and a ¼ c has been extensively studied starting with [3] and gives rise to an interesting phenomenon: if dð1 À bÞ 2 < 1 then community detection is not solvable [4] , while if dð1 À bÞ 2 > 1, it is solvable (in polynomial time) [5] , [6] . Much less is known in the case where (2) holds and p < 1=2. The aim of this work is to investigate this asymmetric case. The main question is: does the asymmetry change the location of the above mentioned threshold?
A simple argument (see below) shows that if pa þ ð1 À pÞ b 6 ¼ pb þ ð1 À pÞc then non-trivial information on the community of a vertex can be gained just by looking at its degree and the community detection is then solvable. In this paper, we concentrate on the case
Under condition (2), the matrix R defined by
is a stochastic matrix with two eigenvalues:
If > 1, it is shown in [7] that it is easy to distinguish G from an Erdo s-R enyi model with the same average degree. In this regime, the spectral algorithm based on the nonbacktracking matrix solves the community detection problem [8] , [9] . Here, we prove that if a vanishing fraction of labels is given, then a local algorithm (belief propagation) allows to solve the community detection problem. The case < 1 (known as below the Kesten-Stigum bound) is more challenging. It is shown in [7] , that the community detection problem is still solvable for some values of p but it is expected in [3] that no computationally efficient reconstruction is possible. In [7] , some bounds are given on the nonreconstructability region but they are not expected to be tight.
In this work, we are mainly interested in a regime where d tends to infinity while ¼ dð1 À bÞ 2 remains constant (in particular a; b; c tend to one). Note that we first let n tend to infinity and then let d tend to infinity mainly in order to get explicit formulas. In this regime, we show that for all values of p 2 ðp Ã ; 1=2Þ with
p , the situation is similar to the balanced case: below the Kesten-Stigum bound, i.e., when < 1, the community detection problem is not solvable. For p < p Ã , we compute a function p 7 ! sp ðpÞ < 1 such that for < sp ðpÞ, the community detection problem is not solvable. As shown by [7] , there are points in the region sp ðpÞ < < 1 where the community detection problem is solvable but we do not expect the bound sp ðpÞ to be tight, i.e., the information theoretic threshold for community detection should be above sp ðpÞ for p < p Ã . There is an important probabilistic interpretation of the matrix R relating to the local structure of the SBM. As explained below, the SBM converges locally toward a labeled Poisson Galton-Watson branching process with mean offspring d: the label of the root is 1 with probability p and 2 with probability 1 À p and then conditioned on the parent's label being i, its children's labels are independently chosen to be j with probability R ij . A problem closely related to the detection problem in the SBM is the reconstruction problem on this random tree: given some information about the labels at depth n from the root, is it possible to infer some information about the label of the root when n ! 1? It is known [10] that the Kesten-Stigum bound corresponds to census-solvability (i.e., knowing only the number of labels 1 and 2 at depth n allows to get some information about the label of the root). When d ! 1, we show that sp ðpÞ corresponds to the solvability threshold for the reconstruction problem on the tree (i.e., knowing the labels at depth n allows to get some information about the label of the root). We also consider the reconstruction problem where the label of each node at depth n is revealed with probability q. Then in the region sp ðpÞ < < 1, we compute the minimal value of q such that some information about the label of the root can be recovered from the revealed labels. Above the Kesten-Stigum bound, i.e., when 1 < , this minimal value is 0.
We summarize our main results on the phase diagram of Fig. 1 :
Above the Kesten-Stigum bound (blue line), reconstruction is possible by a local algorithm given that an arbitrary small fraction of the labels is revealed. Moreover, the local algorithms (with this arbitrary small side information) achieve then the best possible performance without side information (see Proposition 7) . Between the blue and the red line, we show that local algorithms are efficient for reconstruction when a certain fraction of labels is revealed (see Proposition 10) . We show that reconstruction is impossible below the spinodal curve (red line), see Proposition 9. In Section 2, we define the community detection problem and its variation when some labels are revealed. In Section 3, we give our main results about reconstruction above the Kesten-Stigum bound and in Section 4, we describe what happens below the Kesten-Stigum bound. Section 5 defines the various notions of solvability for the problem of reconstruction on trees and gives our main result for this problem. We first use the cavity method on trees in Section 6 and then relate these results to the original problem of community detection in Section 7.
COMMUNITY DETECTION IN THE STOCHASTIC BLOCK MODEL
We are interested in inferring the labels X from the graph G.
To do so, we aim at constructing an estimator (i.e., a function of the observation G) T ðGÞ ¼ ðT 1 ðGÞ; . . . ; T n ðGÞÞ 2 f1; 2g n , such that T i ðGÞ is 'close' to X i . We will measure the performance of T using the 'rescaled average success probability' defined as follows: The easy phase follows from [8] , the impossible phase below the spinodal curve (red curve) is proved in this paper and the hard phase is a conjecture. The dotted curve corresponding to c ðpÞ is the conjectured curve for solvability of the community detection problem (see discussion in Section 4).
The 'À1' is here to rescale the success probability and to ensure that P suc ¼ 0 for 'dummy estimators' (i.e., estimators that do not depend on the observed graph G). The optimal test with respect to this metric is
Let s 0 be uniformly chosen among the vertices of G, independently of all other random variables. The maximal achievable rescaled success probability reduces then to
We define a notion of solvability for the community detection problem.
Definition 2. We say that the community detection problem on a given stochastic block model is solvable if
We have another equivalent characterization for solvability given by the following proposition: Proposition 3. We have
where P 1 and P 2 denote the conditional distribution of the graph G, conditionally respectively on X s 0 ¼ 1 and X s 0 ¼ 2, where s 0 is a uniformly chosen random vertex of G. D TV denotes the total variation distance.
Proof. The set of estimators of X s 0 is precisely f1 þ 1 A j A measurable setg. Consequently
In our setting (1), the asymptotic degree distribution of a given vertex is a Poisson random variable. Let i 2 f1; . . . ; ng be a vertex of G, we will denote by d i its degree. Then we have
If the asymptotic average degrees differ from class 1 to class 2, we see easily that the problem is solvable.
Proof. Using the definition of solvability in terms of the total variation distance, we have
In the rest of the paper, we will always assume that (2) is valid, so that the average degree in the graph is d. Most of our results below will be obtained in the limit where first n tends to infinity and then d tends to infinity but the parameter will always remain fixed, as well as the parameter p 2 ½0; 1=2 corresponding to the proportion of nodes in the first community.
We now introduce a variation of the standard community detection problem where a fraction q of the vertices have their labels revealed. This labels correspond to 'sideinformation' given with the graph. More formally, in this setting the label X v of each vertex v 2 f1; . . . ; ng is observed with probability q 2 ½0; 1 independently of everything else and the estimator T ðG; qÞ ¼ ðT 1 ðG; qÞ; . . . ; T n ðG; qÞÞ is then a function of the observed graph G and the observed labels. The probability of success is again defined by (5) so that the notion of solvability of Definition 2 does not make sense in this case where we have some side-information.
We end this section by some technical definitions. In order to state our main results, we need to define the following function
where Z $ N ð0; 1Þ. Note that F is also a function of the parameters and p which are considered as fixed.
Definition 5 (Spinodal curve). The spinodal curve is defined
as the function
Let us define
The spinodal curve sp and p Ã are represented on Fig. 1 . p Ã corresponds to the critical value of p below which sp goes strictly below the 'Kesten-Stigum' line ¼ 1. As we can see on the phase diagram Fig. 1 , a "hard region" appears when p < p Ã . The following conjecture shows that sp is well defined and summarizes its main properties.
Conjecture 6.
(i) If > 1, then F has two fixed points: 0 and a > 0.
Moreover, 0 is unstable and a is stable.
we have sp ðpÞ < 1 and if sp ðpÞ < < 1, then F has three fixed points: 0 < b < a. Moreover, 0 and a are stable and b is unstable.
The analysis of the function F seems challenging and we were only able to verify Conjecture 6 numerically.
Proof. The exact value of p Ã follows from the following (non-rigorous) argument. A small m expansion of the function F gives
Thus, if 1 À 6pð1 À pÞ > 0 (i.e., if p < p Ã ), then F is convex in a neighborhood of 0. Thus, when < 1, F is likely to have 3 fixed points. t u
RECONSTRUCTABILITY ABOVE THE KESTEN-STIGUM BOUND
We first consider the case > 1. where a > 0 is the stable fixed point in Conjecture 6 (i). Moreover, for all 0 < q < 1, we have
P suc ðT opt ðG; qÞÞ ! 2PðN ða=2; aÞ > 0Þ À 1:
Proposition 7 will follow from Corollaries 27 and 28 below.
In words, we see that if a vanishing fraction of the labels is revealed, then the probability to recover the true label of a typical vertex by the optimal algorithm is 2PðN ða=2; aÞ > 0Þ À 1. Indeed, we believe that (9) should be an equality. On Fig. 2 , we give a drawing of this curve as a function of for p ¼ 0:25 > p Ã and on Fig. 3 for p ¼ 0:005 < p Ã . Note that at this stage, we only gave an interpretation of the curve for > 1. We deal with the case < 1 in the next section.
Before that, we give a result which shows that if a vanishing fraction of the labels is revealed then the optimal recovery is achieved by a local algorithm. Similar results in the case where (2) does not hold have been proved in [11] . In the large degree regime, our result improves Proposition 3 in [12] which deals only with the case p ¼ 0:5 and larger than a large constant C. The fact that local algorithms are very efficient as soon as q > 0 (even optimal in the limit q ! 0) leads to linear time algorithms for community detection (when some labels are revealed). Indeed from a practical perspective, we believe that our analysis carries over to the labeled stochastic block model [13] , [14] . It is then possible to devise new clustering algorithms based on a similarity graph which are shown to be optimal for a wide range of models [15] and also local semi-supervised learning clustering algorithms, see [16] for more details in this direction.
We now define local algorithms. For an integer t, a test T ðG; qÞ ¼ ðT 1 ðG; qÞ; . . . ; T n ðG; qÞÞ is t-local if each T i ðG; qÞ is a function of the graph B t ðG; iÞ induced by the vertices of G whose distance from i is at most t. We denote by Loc t the set of t-local tests and by Loc ¼ [ t!0 Loc t the set of local tests. where a > 0 is the stable fixed point in Conjecture 6 (i).
Proposition 8 will follow from Corollary 28. Note in particular that as a vanishing fraction of labels is revealed, i.e., q ! 0, the best local algorithm performs at least as well as the optimal algorithm with no revealed labels. An explicit Fig. 3 . Necessary fraction of revealed labels (green) and corresponding lower bound of probability to recover the true label of a typical vertex by an optimal local algorithm (blue)
NON RECONSTRUCTABILITY BELOW THE SPINODAL CURVE
We now state our second main result which states that reconstruction is impossible below the spinodal curve.
Proposition 8) , the spinodal curve is equal to the Kesten-Stigum threshold by Conjecture 6 (ii), so that we have in this case c ðpÞ ¼ 1 and moreover as soon as the community detection problem is solvable, it is solvable in polynomial time thanks to the results in [8] . Fig. 2 is valid for < 1. However for p < p Ã , there is a gap between the spinodal curve and Kesten-Stigum threshold and we conjecture that sp ðpÞ < c ðpÞ < 1, see Fig. 1 . In the case of dense graphs (where the average degree d is of order n), the value of c ðpÞ has been computed in the recent works [17] and [18] . We conjecture that their expression (used in Fig. 1 ) is still valid for sparse graphs in the large degree regime.
Our next result states that it is possible to reconstruct the communities below the spinodal curve, given a sufficient amount of side-information. where 0 < b < a are the fixed points defined in Conjecture 6 (iii).
Proposition 10 will follow from Corollary 28. In the regime of Proposition 10 ( sp ðpÞ < < 1 and q > bpð1ÀpÞ ), we believe that local algorithms are indeed optimal. Fig. 3 illustrates the case p < p Ã with p ¼ 0:05 for which we have sp ð0:05Þ % 0:58. Also, if the number of revealed entries is sufficiently high (i.e., above the green curve) then local algorithms provide a great improvement in the probability of successfully recovering the label of a typical vertex (the blue curve). A description of a local algorithm (belief-propagation) achieving the lower bound in Proposition 10 is provided in the proof.
RECONSTRUCTION ON TREES
We will first concentrate on the reconstruction of the labels on trees. The tree structure makes the analysis simpler and allows to deduce results for the stochastic block model, because the SBM is asymptotically locally tree-like. In this section we are going to state the analogous of the well known (see for instance [19] ) local convergence of the Erdo s-R enyi random graph towards the Galton-Watson branching process, in terms of labeled graphs. The labeled stochastic block model ðG; XÞ will converge locally towards a random labeled tree. We have to introduce first the notion of pointed labeled graphs.
Definition 11 (Pointed labeled graphs).
A pointed labeled graph is a triple G ¼ ðg; s 0 ; xÞ where g is a countable, locally finite and connected graph, s 0 is a distinguished vertex of g called the root of the graph and x ¼ ðx s Þ s2V g 2 f1; 2g
Vg are the labels of the vertices. Two pointed labeled graphs are equivalent if there exists a graph isomorphism between them, that preserves the root and the labels. We define, for r 2 N, ½G r , the ball of radius r of G, as the pointed labeled graph induced by the root of G and all the vertices at distance at most r from the root.
The randomly rooted stochastic block model ðG; s 0 ; XÞ with parameters ðM; n; pÞ is therefore a random pointed labeled graph, that we will denote SBM n from now. We will also be interested in a second family of random pointed labeled graphs, that will correspond to the local limits of stochastic block models.
Definition 12 (Labeled Poisson Galton-Watson branching process). Let
be a transition matrix. The labeled Poisson Galton-Watson branching process with parameters ðA; p; dÞ is a random pointed labeled graph ðT; s 0 ; XÞ, where ðT; s 0 Þ is a Galton-Watson tree with offspring distribution PoiðdÞ rooted at s 0 . The labels X of the vertices of T are then chosen as follows: (1) The label of the root X s 0 2 f1; 2g is chosen accordingly to PðX s 0 ¼ 1Þ ¼ p. (2) Given the label X p of the parent p of a node s, the probability that X s ¼ i 2 f1; 2g is equal to A Xp;i independently from all other random variables.
In the following, we will denote GW ¼ ðT; s 0 ; XÞ, the labeled Galton-Watson branching process with parameters ðR; d; pÞ with R defined by (3). The next well known result states that SBM n converges locally toward GW. 
Theorem 13 leads us to study the reconstruction problem on random trees, which will be connected later to the community detection problem. A main ingredient for our proof will be the analysis of this well-studied problem of reconstruction on trees [10] , [20] , [21] . In the rest of this section, we define the reconstruction problem on trees and give the required results.
We consider here GW ¼ ðT; s 0 ; XÞ the labeled Poisson Galton-Watson branching process with parameters ðR; p; dÞ. We denote L n ¼ fv 2 V T j dðs 0 ; vÞ ¼ ng, the set of vertices at distance n from the root. We define then X ðnÞ ¼ ðX s Þ s2L n and c ðnÞ ¼ ðc
We also define a random subset E n of the nodes at depth n as follows: let q 2 ½0; 1 and for n 2 N, let E n be the random subset of L n obtained by including in E n each vertex s 2 L n independently with probability q.
We have three kinds of reconstruction problems.
Definition 14 (Solvability, q-solvability and census solvability). We say that the reconstruction problem is solv- Solvability corresponds thus to the special case q ¼ 1. Obviously, census solvability and q-solvability imply solvability, but we will see that solvability does not always imply census solvability.
Similarly to the stochastic block model case, this characterization of solvability in terms of total variation can be rewritten in terms of the maximal achievable success probability for the estimation of X s 0 , given X ðnÞ (or c ðnÞ ). We define the rescaled success probability of an estimator T as
The maximal rescaled success probability is then defined as D n ¼ sup T P suc ðT Þ where the supremum is taken over all measurable function of X ðnÞ . Even though we defined these quantities for the solvability problem, these definitions and the following result can be straightforwardly extended to qsolvability and census-solvability. The following lemma is the analog of Proposition 3. We recall here the census-solvability criterion for our particular case (which is a straightforward extension of the results presented in [10] ).
Theorem 16. We consider the Poisson Galton-Watson branching process with parameter ðR; p; dÞ. If > 1, then the problem is census-solvable and q-solvable for all 0 < q 1. If < 1, then the problem is not census-solvable.
In the large d limit, we are able to get more quantitative results. We define In particular, Proposition 17 shows that the spinodal curve is the solvability threshold for the reconstruction on trees. Proposition 17 is proved at the end of the next section.
CAVITY METHOD ON TREES
To compute the optimal success probability D n ¼ D TV ðP ðnÞ 1 ; P ðnÞ 2 Þ for the reconstruction problem on trees, we need to study the behaviour of the optimal estimator. This estimator is computed, similarly to (6), using the marginal distributions of the labels. We aim therefore at computing these marginals.
Our approach here is closely related to the one of [22] which studies the problem of finding one single community. We establish rigorously the 'cavity equations', a recursive method to compute marginals, that originate from statistical physics.
We consider here the labeled branching process GW ¼ ðT; s 0 ; XÞ with parameter ðR; p; dÞ. In order to obtain quantitative results, we will be interested in the asymptotic of large degrees d ! 1 while remains fixed. We also define
The Cavity Recursions
Let r 2 N Ã . For a given vertex s of GW ¼ ðT; s 0 ; XÞ, we note T s the subtree induced by s and its progeny.
With a slight abuse of notation, we write pðxÞ ¼ p 1 x¼1 ð1 À pÞ 1 x¼2 . We define also cðx; yÞ ¼ a 1 y¼x¼1 b 1 y6 ¼x c 1 y¼x¼2 . We now introduce the belief-propagation algorithm for label reconstruction. This algorithm computes 'messages', that approximate the marginal distributions of the labels. The message of the vertex s 2 ½T r is defined as the following function from f1; 2g ! R: where / means equality up to a multiplicative constant that is independent of x s .
Proof. We show this lemma by induction on dðs 0 ; sÞ. t u
For a vertex
The next lemma states the well known fact that beliefpropagation computes the exact marginals on trees.
Proof. The structure of T outside of ½T r does not provide any information about the labels of the vertices, thus, using Lemma 18 
where h ¼ log ð p 1Àp Þ and f : x 7 ! log ae x þb be x þc .
Definition 20. We define P r as the law of r are independent, identically distributed according to P rÀ1 . Then, (10) leads to the following distributional recursion:
where r $ P r , L $ PoiðdÞ, rÀ1;k $ P rÀ1 are independent random variables.
Using similar arguments as before, (10) implies also 
rÀ1;i $ P
rÀ1 , and all these variables are independent.
Gaussian Limit
We are interested in the limit distributions of P ð1Þ r and P ð2Þ r , because they encode the marginal distributions of the labels and thus allow to derive the optimal reconstruction performances. We study the recursions (11) and (12) . More precisely, we show that P Proposition 23. For all r ! 1,
where ! W denote the convergence in the sense of the Wasserstein metric and ðm r Þ is defined by where m 1 is the limit of ðm r Þ defined in (13) .
Proof. The optimal test according the performance measure
Analogously 
where we have used Proposition 23. t u
PROOFS FOR THE STOCHASTIC BLOCK MODEL
In this section, we apply the results that we obtained for the reconstruction on the branching process to derive bounds for the community detection problem on the stochastic block model. Consider the case, where a fraction 0 q 1 is revealed: one observes the graph G and additionally each label X v with probability q, for 1 v n, independently of everything else. Let us denote E G ¼ f1 v n j X v is revealedg.
Let s 0 be uniformly chosen among the vertices of G. For r ! 0 we define (analogously to the case of the branching process) E G;r ¼ @½G r \ E G , i.e., the vertices at the boundary of the ball of center s 0 and radius r, whose label has been revealed. Define
Let us denote P 
Another consequence of the local convergence of ðSBM n Þ toward GW is that one can couple ðSBM n ; E G;r Þ n and ðGW; E r Þ on a probability space such that there exists n 0 2 N such that 8n ! n 0 ; ½SBM n ; E G;r r ¼ ½GW; E r r :
Let n ! n 0 ' n ðSBM n ; E G;r Þ ¼ ' n ðGW; E r Þ À ! ½n!1
On this probability space ' n ðSBM n ; E G;r Þ converges almost surely to ' 1 ðGW; E r Þ, hence the convergence of the conditional distributions. t u
Define the local test
T loc r is the optimal r-local test, with side information ðX s Þ s2E G;r . Note that G;r (and thus T loc r ) is computed by the belief propagation algorithm. Using the results on the branching process, we are now able to fully characterize the performance of T loc . ( where m r is defined by the recursion (13) . Therefore (recall that h ¼ log 
Upper Bound
We can now deduce an upper bound on the optimal performance for the community detection problem.
Corollary 27. We have: where m 1 is the limit of the sequence defined by (13) in the case q ¼ 1.
Proposition 9 and the first part of Proposition 7 are then consequences of this corollary: when < sp ðpÞ, m 1 ¼ 0 and consequently lim d!1 lim sup n!1 P suc ðT opt Þ ¼ 0. when > 1, then m 1 ¼ a, hence the first bound of Proposition 7.
Proof. Let r > 0. Let s 0 be uniformly chosen from the vertices of G. We aim at estimating X s 0 from the rooted graph ðG; s 0 Þ. As seen in Section 2, the optimal test in terms of rescaled success probability P suc is Ã G;r is thus equal to G;r from Equation (15), when q ¼ 1.
We conclude using Proposition 26 and the fact P suc ðT opt Þ P suc ðT Ã r Þ. t u
Lower Bound
We now establish a lower bound for estimation when a fraction q of the labels is revealed. 
where m 1 is the limit of the sequence defined by (13) .
The second part of Proposition 7 follows from this corollary. Indeed, when > 1 and q > 0, m 1 ¼ a > 0.
Corollary 28 leads also to proposition 10: when q > bpð1ÀpÞ , then m 1 > b and thus ðm k Þ converges to the fixed point a > b of G: m 1 ¼ a > 0.
We deduce also Proposition 8 from the proof of Corollary 28. Indeed, we will see that the lower bound in (18) is achieved by a local test.
Proof. Here, we are going to bound by below P suc ðT opt ðG; qÞÞ by the performance of the local test T loc r (that corresponds to the estimator derived from beliefpropagation) defined by (17) . Obviously, P suc ðT opt ðG; qÞÞ ! P suc ðT loc r Þ:
Proposition 26 gives then the result. t u
CONCLUSION
In this work, we have computed a lower bound (the spinodal curve) for the reconstruction threshold in the asymmetric stochastic block model, in the limit of large degrees. We also computed the asymptotic optimal performance achievable by any local algorithm, given some side-information. One of the main future challenge would be to determine rigorously the actual reconstruction threshold, our lower bound is indeed conjectured to be not always tight, see Fig. 1 . Another direction of work would be to investigate the case where the average degree d remains fixed. It would be interesting to see how the reconstruction threshold for finite d compares with the one for d ! 1. In particular, one may for instance ask if the "tricritical point" at p Ã ¼ Fig. 1 ) remains at the same position.
