Singular points of a fingerprint image are special locations having high curvature properties. They can play a pivotal role in fingerprint normalization and reliable feature extraction. Accurate and efficient extraction of a singular point plays a major role in successful fingerprint recognition and indexing. In this paper, a novel deep learning based architecture is proposed for one shot (end-to-end) singular point detection from an input fingerprint image. The model consists of a Macro-Localization Network and a MicroRegression Network along with three stacked hourglass as a bottleneck. The proposed model has been tested on three databases viz. FVC2002 DB1_A, FVC2002 DB2_A and FPL30K and has been found to achieve true detection rate of 98.75%, 97.5% and 92.72% respectively, which is better than any other state-of-the-art technique.
Introduction
Authentication is the need of any secure system. Over the past, we have seen numerous attempts for its automation. Starting from a token-based system, it has grown to include PIN, password and their combinations to recognize a user. Despite all these approaches being efficient and accurate, their susceptibility to loss and leakage makes them fragile. A higher level of security mechanism for the authentication can be achieved by using physiological or behavioral characteristic of the user called biometrics. It uses more intuitive cues such as a face, iris or fingerprint for recognition. Use of these characteristics provides additional advantages in terms of convenience and non-repudiation. Over the period, it has been observed that many biometric traits such as palmprint, knuckle, ear, vein pattern, gait, handwriting, etc. are also suitable for the same [7] .
Fingerprint is an impression that gets develop on a surface touched by the upper part of a human finger [10] . It is one of the most mature among all biometric traits. Evidences are found in ancient clay models that humans at that time were aware of the fact that the fingerprint of every finger is unique. An automatic fingerprint recognition system broadly involves modules for feature extraction, comparison, and decision making. When two fingerprints are given to determine whether they belong to the same person or not, the first step is to extract features from both the fingerprints. Minutiae are one of the standard features that correspond to the location of ridge ending and bifurcation. The comparison module would utilize the location and orientation of minutiae to produce a similarity score, which is the basis for the decision module to categorize whether they are of the same finger or not. This one-to-one comparison can efficiently be performed in constant time for verification.
Identification is another interesting application where a single fingerprint is provided to the system, and the target is to determine the identity of the right person in the database to whom this fingerprint should belong. Identification can be performed by applying verification on all the fingerprints in the database. This process is very compute intensive as it involves number of verification proportional to the size of database [16] . As the size of the database grows, identification needs more number of comparisons leading to the worsening of system efficiency. To fix the efficiency deterioration, there is a need to develop a strategy that can perform pre-filtering on the database in constant time to produce a small fixedlength candidate set of fingerprints having probabilistic guarantees of hit rate. Such methods are known as Indexing [4] , and they need singular points for normalizing a fingerprint for reliable feature extraction. Singular points are special locations in a fingerprint having high curvature properties. Singular point is shown in some of the fingerprint images of FVC2002 DB1_A, FVC2002 DB2_A and FPL30K database in Figure 1 . True and efficient extraction of the singular point plays a major role in successful fingerprint recognition. This paper proposes a novel deep learning based architecture for one shot (end-to-end) singular point detection for a fingerprint image. The model takes a fingerprint image as an input and outputs the location coordinates of the singular point in it. Orientation map could then be used to determine its direction. Proposed model consists of a Macro-Localization Network and a Micro-Regression Network. The Macro-Localization network has a three stacked hourglass as a bottleneck that effectively transforms features. The proposed model has been evaluated on three databases viz. FVC2002 DB1_A, FVC2002 DB2_A and FPL30K. Next section reviews important work in singular point detection and highlights novelty of this work.
Related Work
A multi-scale detection algorithm for detecting singular points in a fingerprint image has been proposed in [2] . The approach has used Poincare index to detect probable blocks where the singular points could be present and then, used those blocks to identify the location of the singular point. The advantage of this approach is its efficiency as there is no need to calculate the value of Poincare index at every pixel. It only detects the singularities in the effective regions. However, it is susceptible to false detection [6] . A hybrid approach using orientation field, directional filtering and Poincare index has been proposed in [5] . This approach has been tested on Biostar, FVC2004 DB1 and FVC2004 DB2 database and achieved an accuracy of 97.80%, 98.12%, and 96.38% respectively. This approach was able to detect singular points in low-quality images or where the singular point is occluded. An approach that uses the walking directional field (WDF), established from the orientation field in [21] . This introduces a walking algorithm that walks to the singular point using the defined WDF instead of scanning the whole fingerprint image. The experimentation has been conducted on subset of FVC2000 DB2, FVC2002 DB2, and FVC2004 DB2 databases. From all the three databases, first fingerprint impression of every subject has been taken, making it a total of 330 fingerprints. Out of these, 30 has been used for training and the remaining 300 fingerprints has been used for testing. The proposed approach achieved 59% accuracy on the subset of the mentioned databases. An extension of the previous approach has been proposed in [3] . While walking on the singularity, the location of the detected singular point is further refined using an enhancement method based on the mean-shift concept.
An approach utilizing meandering energy potential (MEP) for detection of singular point has been proposed in [17] . The advantage of this approach is that it does not require any prior knowledge of the fingerprint structure under evaluation. The proposal has been tested on FVC2002 database. Another approach based on discrete curvature and bending energy that operates in one dimension has been proposed in [19] . The paper proposes a modified k-curvature method to find the high-curvature area of fingerprint ridges. The localization of the reference point is done based on the property of the ridge bending energy. The method has been tested on FVC2002 and FVC2004 datasets.
A technique to detect singular point utilizing a sliding window by viewing local region of the image has been proposed in [11] . A window of fixed size, slides through the fingerprint image, to locate the singular point in a partially extracted fingerprint image. The paper uses a complex filter core location method [8] instead of Poincare Index. The approach on FVC2002 database take 0.2 seconds lesser than a procedure that uses the whole fingerprint image for singular point detection. A singular point detection approach based on Faster-RCNN has been proposed in [9] . Faster-RCNN [14] generates region proposals that potentially contain a singular point. The approach then considered top-100 region proposals for singular point detection. 
Our Contribution
To improve the performance of singular point detection, we have developed a novel framework which is a two-step trained end-to-end CNN model, as shown in Figure 2 . This framework consists of two merged networks viz.; Macro-Localization Network (MLN) and MicroRegression Network (MRN). Additionally, MLN is an encoder-decoder network along with three stacked hourglass as a bottleneck. The major contributions of the proposed work are listed as follows:
• A novel CNN architecture for singular point detection has been devised from scratch, that has not used any pre-trained weights as in [13] .
• Scale-down and scale-up operations have been repeatedly introduced in the stacked hourglass network thus, making the network robust to scale difference, blurriness etc.
• Apart from conducting experiments on standard databases, the proposed model has been tested on an in-house dataset to validate the proposed model.
• The ground truth for the in-house dataset (FPL30K), i.e. coordinates of the singular point, has been generated manually.
The next section explains the proposed model in detail highlighting the two sub components; macro localization and micro regression network. Subsequent section explains the experimental setting and the obtained results. Conclusions are presented at the end.
Proposed Approach
This section explains the methodology adopted to localize the singular point in a given fingerprint image. There are two major components in this model that are stacked one over the other. The first component applies segmentation and finds the probable region of singular point while the second one applies regression to localize the singular point in the segmented area. The advantage of the proposed model is that it determines the singular point efficiently and in one go. A block diagram depicting the proposed model is given in Figure 2 . 
Network Architecture
We propose an end-to-end network which takes a fingerprint image as an input and outputs the location of the singular point. It has two sub-modules viz. macro localization and micro regression network as below.
Macro Localization Network (MLN).
It is an encoder-decoder network that maps the input fingerprint image to an image containing a highlighted region having the highest probability of containing the singular point. The encoder and decoder are based on the U-Net architecture [15] . The encoder consists of 3×3 convolutional layer of filter size 16, 64 and 128. Every pair of convolutional layer is followed by a 2×2 max-pool layer. The encoder serves as a feature extractor. The bottleneck is introduced in the form of three-stacked hourglass network between the encoder and decoder. An hourglass network [12] has the ability to capture features at multiple scale and combining them to make pixel-wise predictions. This is made possible by the use of skip-connections that conserve information at every scale. An hourglass network consists of a series of convolution layers followed by a max-pool. This is repeated to process features till a very low scale. The lowest resolution features are then upsampled. Skip connections are introduced to merge the feature maps at two different scales. The architecture of the single hourglass network is separately shown in Figure 4 . Adding hourglass modules subsequently one after the other allows for re-assessment of the features across the whole image. It also allows for going to-and-fro between the scales which further helps in conserving spatial relationship among features. Directly passing the encoded image to the decoder may result in an inappropriate localization, especially in the noisy images. Adding a stacked hourglass network makes our network robust to such situations. MLN was first tested with adding only one hourglass network as a bottleneck. The network showed improvement in result when two and then three hourglass networks were used. however, there was not much improvement when four hourglass networks were stacked in the bottleneck. Hence, MLN has three stacked hourglass networks as the bottleneck. The output of the bottleneck is passed to the decoder that performs segmentation on the input image. The decoder first performs up-sampling using a 3×3 transposed convolution layer. Its output is The merge connections preserve the essential spatial information of the input image that may have lost in the encoder. Using merge connections also eliminates the problem of vanishing gradient during learning. The concatenated feature map is passed to a pair of 3×3 convolution layer followed by ReLU activation. This is repeated for different filters of size 128, 64 and 16. The complete architecture of the network is shown in Figure 3 . Here red, yellow and violet blocks represent 3×3 convolution, 2×2 max-pooling, and 3×3 up-sampling blocks respectively. Micro Regression Network (MRN). This network takes the original fingerprint image along with the output of the previous network i.e. image containing a probable region for singular point proposal as input. The output of MLN gives the probable region that contains the singular point. But, to further trace the location in that region, the original fingerprint image is also passed to MRN that consists of three convolutional blocks with varying filter size 16, 64 and 128 wherein, every block is followed by ReLU activation function and a 2×2 max-pool layer. This is succeeded by a flattening and four fully connected layers. The last fully connected layer outputs two values representing the predicted (x, y) coordinates of the singular point. This network mainly performs regression on the proposed region of interest and outputs the location of the singular point in the fingerprint image. The architecture of the Micro Regression network is graphically shown in Figure 5 .
All these component networks are stacked one over the other after training them individually to build a single network that predicts the location of the singular point in a given fingerprint image. Binary cross entropy and mean squared error are used to train the proposed network. The cross entropy loss is back-propagated by the macro-localization network to learn the proposed region for singular point presence while the mean squared error is back-propagated to the regression network for learning singular point localization.
Network Training
We have trained our network on three datasets viz. FVC2002 DB1_A, FVC2002 DB2_A, and FPL30K. The details of the datasets are given in Section 3.1.Moreover, each dataset has been divided into 80%-20% split for training and testing respectively. Training of this network is broadly separated into two parts. First, the auto-encoder with stacked hourglass has been trained. This network takes a fingerprint image as input and produces a mask for fingerprint. During the training of this network, binary cross-entropy loss function has been used. This loss function investigates each pixel of ground truth mask and corresponding predicted mask individually to calculate the loss. Finally, an average loss is computed over all the pixels of the image. For a given fingerprint image Y of size h×w, corresponding predicted mask [20] Orientation values along a circle (DORIC) 95.95% Xie et al. [18] Inconsistency feature 90.00% Tiwari et al. [17] Meandering energy potential (MEP) 95.75% Liu et al. [9] Faster R-CNN 96.03% Proposed SP-NET (at less than 10 pixels) 96.25%
and ground truth mask are Y pred mask and Y gt mask respectively. The loss between Y pred mask and Y gt mask is defined in Equation 1 . as:
In the second step, the regressor network is separately trained by using mean squared error (MSE) as the loss function. We first compute the distance between the actual coordinates and the one predicted for every image. Then total MSE is computed by adding the error for each image and dividing it by the total number of images, as given in Equation 2. It takes a fingerprint image and corresponding mask concatenated along channel dimension as the input and generates two values depicting the coordinates of the singular point. Later, both the aforementioned networks have been combined by stacking, to form a single end-to-end singular point detection network.
Experimental Analysis and Discussions
This section gives details of the databases used, experimental setting and observations obtained after the experiment. It also specifies the methodology adopted for ground truth generation and evaluation criteria.
Database
Three databases have been used to evaluate the proposed model. Two of them are publicly available databases that are popularly used for singular point localization. The other one has been collected in-house. The ground truth for all these databases has been generated by manually. The mask of singular point was generated by making a square of size 43 × 43 pixels around the marked ground truth. Description of each of the databases is provided below.
FVC2002 DB1_A. It is a public database [1] widely used for fingerprint recognition benchmark. The database was originally used to host fingerprint verification competition. It contains 800 fingerprint images collected from 100 subjects. Each subject has provided eight fingerprint impressions of the same finger. The databases have been collected using an optical sensors namely, TouchView II by Identix. There exists huge intra-class variation among different fingerprint impressions of the same subject due to a difference in placement, pressure etc. FVC2002 DB2_A. This is also a public databases [1] collected in same setting of FVC2002 DB1_A. It also contains 800 fingerprint images collected from 100 subjects. Each subject has provided eight fingerprint impressions of the same finger. DB2_A databases have been collected from a different optical sensors namely FX2000 by Biometrika. It also has huge intra-class variation among different impressions of the same subject due to factors such as placement, pressure etc. FPL30K. This is an in-house database that has been collected from 855 subjects using three different sensors. Subjects are from rural population, involved in laborious field work. Each subject has provided nearly three fingerprint impressions of two of their fingers on each scanner in two phase having gap of two months. Ground truth has been manually generated for all 30,000 fingerprint images. Some of the fingerprint images are shown in Figure 1 .
Evaluation Parameter
True Detection Rate (TDR) has been taken as a measurement index to gauge the performance of the proposed model. The proposed model outputs (x, y) coordinates of the singular point corresponding to the fingerprint sample. The extracted singular point will be considered as a true singular point if the euclidean distance between the original and predicted coordinate is less than or equal to 20 pixels. This can be formulated as given in Equation 3 , where ((C p ) x ,(C p ) y ) and ((C a ) x ,(C a ) y ) refer to the (x,y) coordinates of the predicted and ground truth singular point respectively.
Experimental Setup
The implementation of the proposed network has been done on a Linux based operating system along with NVIDIA GeForce GTX 1080 Ti graphics card with graphics memory of 11 GB. The model has used the Adam optimizer with a learning rate of 0.0005. The network has been trained for 100 epochs with a mini-batch of 8 images (each of size 256 × 320).
Observations
True detection rate (TDR) for all three databases viz. FVC2002 DB1_A, FVC2002 DB2_A, and FPL30K is found to be 98.75%, 97.5% and 92.72% respectively. Results are shown in Table 2 . A distance vs. accuracy graph has been plotted for all the databases, and is shown in Figure 6 . The graph shows the effect of increasing tolerance of difference in distance between the ground truth and the predicted coordinates on the model accuracy.
The proposed model shows a detection rate of 96.25% on FVC2002 DB1_A database when the difference in distance between the ground truth and the predicted coordinates is not more then 10 pixels. This has been compared with other state-of-the-art methods and the same is presented in Table 1 . It can be seen that out model outperforms all of them even when the TDR value was 10 pixels.
Conclusion
This paper presents a novel end-to-end deep network to detect singular point for a fingerprint image. The proposed network consists of two logical parts viz. macro-localization and micro-regression. The approach provides an end-to-end network model ensuring efficient computation of singular-point in one go. Experimental results have been obtained on three databases, FVC2002 DB1_a, FVC2002 DB2_a and FPL30K containing 800, 800 and 30,000 images respectively. The proposed model was tested on 80% of these databases individually and tested on the remaining 20%. The model achieved a TDR of 98.75%, 97.5% and 92.72%, which outperforms any other state-of-the-art technique while still being fast.
