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Abstract
We study the stationary non-local equation which corresponds to the energy functional of a
one-dimensional Ising spin system, in which particles interact via a Kac potential. In particular,
following some of the techniques developed in [1], we construct a time invariant profile for the
model proposed in [2]. The boundary conditions share the same sign and both lie above the value
m∗ (β) =
√
1− 1/β, which divides the metastable region from the unstable one, the inverse
temperature being fixed and larger than the critical value βc = 1. Due to the non-equilibrium
setting, a non zero magnetization current, which scales with the inverse of the size of the volume
ε−1, do flow in the system [3]. Here ε−1 also represents the ratio of macroscopic and mesoscopic
length. We show that for ε > 0 small enough, the stationary profile has no discontinuities so
that no phase transition occurs; although expected when the magnetizations are larger than mβ ,
this turns out to be non trivial at all in the metastable region. Moreover, when ε−1 → ∞, the
solution converges to that of the corresponding macroscopic problem, i.e. the local diffusion
equation. The validity of the Fick’s law in this context is then established.
1 Introduction
The problem of characterizing stationary steady currents is widely addressed in the context of Non-
Equilibrium Statistical Mechanics [4, 5, 6, 7]. Many results have been obtained concerning steady
states with a non zero current when no phase transition occurs. Nevertheless very few is known,
at least mathematically, on the most general case in which, in the thermodynamic limit, sharp
discontinuities may connect regions of different phases.
Non trivial macroscopic effects induced by non-local interactions are known from the 40’s, when
an anti-gradient diffusion was observed in a pioneering experiment performed on weld metals [8].
These evidences have been recently mimicked by running numerical simulations of a discrete-time
1d stochastic cellular automaton, in which particles interact through a long range potential staying
in contact with two infinite reservoirs. When the prescribed boundary densities lie in the metastable
region and are in different phases, the system rearranges in such a way that the current flows from
the reservoir at lower density to that at the higher one (uphill diffusion); this seems to be connected
to the formation of bumps, which turn in boundary layers in the infinite volume limit [3]. The
typical stationary profile is similar to that in Figure 1: depending on the starting configuration, one
of the boundaries jumps to the opposite metastable phase in one mesoscopic unit; in any case, the
current is positive, following the slope of the quasi-linear part.
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Figure 1: Steady magnetization profile resulting from running the stochastic microscopic dynamics
as defined in [3]. As in the mentioned work, here β = 2.5, γ−1 = 30, L = 600. The infinite
reservoirs are at constant values µ− = −0.93 (left), µ+ = 0.93 (right). In one mesoscopic unit the
magnetization jumps from µ− to reach its maximum.
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Figure 2: The double well potential φβ (m) = −
m2
2 −
1
β
Sβ (m). The region between −m
∗ (β) and
m∗ (β) (in white) is unstable and will be avoided.
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In the macroscopic limit, the jumping interval shrinks into a point, so that a singularity arises:
thus, when the limits are performed from the interior of the bulk, it is like the system undergoes
the influence of magnetizations of the same sign.
Kac potentials provide a natural instrument for modeling long range, non-local interactions in
magnetic spin systems. Unlike classical mean field approximations, indeed, particles are affected in
a weakly, decreasing way by spins located at large distances, the typical interaction length scaling
with the inverse of a parameter γ which goes to zero in the mesoscopic limit [9]. In this context,
the purpose would be to built a general theory and prove the existence of bumps when opposite
metastable boundary conditions are imposed. However, the starting point for such an analysis
should be represented by the case in which the boundary magnetizations are constant, both positive
(negative) and larger than m∗ (β). As mentioned above, this is strongly motivated by the fact that
as the size of the system increases, the two solutions get closer one to the each other. In these
hypothesis, even though we expect the Fick’s law to be valid in the stable regime, i.e. for values
larger than mβ as provided by the axiomatic theory, we prove here that it actually holds true even
when the boundaries are strictly metastable.
We thus study the integro-differential equation corresponding to the one dimensional Lebowitz-
Penrose free energy functional of the model introduced in [2]:
Fβ,Λε
[
m | mΛcε
]
= Fβ,Λε [m] +
1
2
∫
Λε
∫
Λcε
J (x, y)
[
m (x)−mΛcε (y)
]2
dxdy (1.1)
Fβ,Λε [m] = −
1
2
∫
Λε
m2 (x) dx−
1
β
∫
Λε
Sβ (m (x)) dx−
1
2
∫
Λε
∫
Λε
J (x, y) [m (x)−m (y)]2 dxdy
(1.2)
Sβ (m) = −
1 +m
2
log
(
1 +m
2
)
−
1−m
2
log
(
1−m
2
)
(1.3)
where Λε ⊆ R is the interval Λε := [0, ε
−1], m ∈ L∞ (Λε) and mΛcε ∈ L
∞ (Λcε).
Given the probability kernel:
J˜ (x, y) = J˜ (0, y − x) , J˜ (0, x) := (1− |x|)1|x|≤1
J (x, y) is defined, in the distributional sense, as:
J (x, y)
D′
:= J˜ (x, y)10≤x≤ε−1 + a− (x) δ0 (y) + a+ (x) δℓ (y) (1.4)
being:
a− (x) :=
∫ 0
−1
J˜ (x, y) dy, a+ (x) :=
∫ ε−1+1
ε−1
J˜ (x, y) dy. (1.5)
One basic ansatz of the axiomatic non equilibrium theory is that the steady current j which flows
in system is related to the free energy by [1, 9]:
j = −ε−1χ (m (x))
d
dx
δFβ,Λε
δm (x)
[
m | mΛcε
]
(1.6)
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so that, once denoted the magnetic susceptibility (mobility coefficient) as:
χ (m) := β
(
1−m2
)
(1.7)
one gets from (1.6):
−
dm
dx
(x) + β
(
1−m2 (x)
) ∫
Λε
J (x, y)
dm
dy
(y) dy = jε x ∈ Λε (1.8)
with boundary conditions:
m (0) = µ− m (ε−1) = µ+. (1.9)
Without loss of generality, we consider here the case in which µ− > µ+ > m
∗ (β), being the
complementary one similar at all (see Figure 1).
Defined the auxiliary magnetic field h (x) through:
χ (m (x))
dh
dx
(x) = −jε (1.10)
it is worth splitting the problem (1.8) in two coupled equations:
m (x) = tanh
{
β
[
(J ∗m) (x) + h (x)
]}
h (x) = T (m (x)) = h˜− jε
∫ x
0
χ−1 (m (y)) dy
(1.11)
with the same boundary conditions as in (1.8), while the constant of integration h˜ is set to the
value:
h˜ =
1
β
arc tanh (µ−)− µ−. (1.12)
The main point is to prove that (1.8) admits a C∞
(
[0, ε−1]
)
solution, being intended that, here
and in the sequel, we say that m ∈ C∞
(
[0, ε−1]
)
if m ∈ C∞
(
(0, ε−1)
)
and m ∈ C∞ (0+), m ∈
C∞
(
(ε−1)−
)
. The approach we have in mind is based on a recursive strategy and is quite similar to
that used in [1] where a diffusion problem has been examined as well. Despite these schemes share
the same logic, both consisting in the change of variables (1.11) and, as we shall see, in constructing
by suitable recursions a fixed point for the problem, the working assumptions and then the technical
issues are different or new. In particular, in [1] the symmetries play a fundamental role, so that
the magnetization and the other relevant quantities are antisymmetric in the considered domain.
Moreover, while j and h˜ are actually fixed, the boundary magnetizations are in that case independent
on these values and the convolutions are defined in terms of Neumann conditions. We will come
back more in detail on this point further on.
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2 Main Results
From now on, Iβ := (m
∗ (β) , 1). We shall prove the following:
Theorem 2.1. There is ε¯ > 0 such that for any ε < ε¯ the problem:
−
dm
dx
(x) + β
(
1−m2 (x)
) ∫ ε−1
0
J (x, y)
dm
dy
(y) dy = jε x ∈ [0, ε−1]
m (0) = µ−
m (ε−1) = µ+
(2.1)
admits a C∞
(
[0, ε−1]
)
solution for any couple of boundary conditions (µ−, µ+) ∈ Iβ × Iβ .
Moreover:
lim
ε ↓ 0
‖m−m0‖∞ = 0 (2.2)
where m0 solves the corresponding macroscopic problem:
−
d
dx
m0 (x) =
j
1− β
(
1−m20 (x)
)ε x ∈ (0, ε−1)
m (0) = µ−
m (ε−1) = µ+.
(2.3)
2.1 Outline of the proof
Most of the results presented here will be discussed and systematically proved in the following
sections.
The iterative scheme.
Once rewritten (2.1) in the form of the coupled equations (1.11), the idea consists in defining a feas-
ible sequence of iterated pairs (mn, hn) which converges to the solution of (2.1). The corresponding
estimates will be performed in a proper weighted norm, whose introduction turns to be useful in
order to take advantage, in the computations, of the finite range nature of the interactions.
The starting element will be the couple (m0, h0) which satisfies the mean field type equation:
m0 (x) = tanh
{
β
[
m0 (x) + h0 (x)
]}
(2.4)
where, by definition:
h0 (x) = h˜− jε
∫ x
0
χ−1 (m0 (y)) dy (2.5)
since m0 solves (2.3) and h˜ is given by (1.12).
As we shall see, this choice is motivated by the the fact that m0 differs from the solution of (1.11)
by a term which is of order ε in the sup norm; thus, m0 almost represents a fixed point for (1.8).
The first iteration is induced by the following:
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Proposition 2.2. For any ε < ε there exists m1 ∈ C
∞([0, ε−1]) which solves:
m1 (x) = tanh
{
β
[
(J ∗m1) (x) + h0 (x)
]}
x ∈ [0, ε−1], (2.6)
h0 as in (2.5), with boundary conditions m1 (0) = µ
−
1 and m1 (ε
−1) = µ+1 , (µ
−
1 , µ
+
1 ) ∈ Iβ × Iβ.
Given m1 solution of (2.6), one defines h1 as:
h1 (x) = h˜− jε
∫ x
0
χ−1 (m1 (y)) dy (2.7)
in order to get the new pair (m1, h1). The following result explicitly defines the whole recursion.
Proposition 2.3. For any ε < ε and n ∈ N∗ there exists mn ∈ C
∞([0, ε−1]) which solves:
mn (x) = tanh
{
β
[
(J ∗mn) (x) + hn−1 (x)
]}
x ∈ [0, ε−1] (2.8)
with:
hn−1 (x) = h˜− jε
∫ x
0
χ−1 (mn−1 (y)) dy, (2.9)
mn (0) = µ
−
n and mn (ε
−1) = µ+n , (µ
−
n , µ
+
n ) ∈ Iβ × Iβ.
It will be then just a matter of computation to prove the convergence of the sequence as defined by
(2.8), (2.9) to a limit pair.
Proposition 2.4. Let (mn, hn) recursively defined by (2.8) and (2.9), with starting element (m0, h0).
For any ε < ε there is a couple (m,h) in C∞([0, ε−1]) such that:
lim
n→∞
‖m−mn‖∞ = 0, (2.10)
lim
n→∞
‖h− hn‖∞ = 0 (2.11)
m solving (1.11) with m (0) = µ−∞ for x ∈ (−∞, 0) and m (ε
−1) = µ+∞, and h satisfying h = T (m),
where:
µ−∞ := lim
n→∞
µ−n µ
+
∞ := lim
n→∞
µ+n (2.12)
and (µ−∞, µ
+
∞) ∈ Iβ × Iβ.
Invertibility of the scheme
The previous results actually imply that for any couple of boundary values (µ−, µ+) and taking m0
solution of (2.3) as starting element of the iteration, the sequence of couples converges to a smooth,
bounded solution of (1.11) corresponding to the boundary conditions (µ−∞, µ
+
∞), which in general
differ of O (ε) from (µ−, µ+). We thus need to prove that the map:(
µ−, µ+
)
7→
(
µ−∞, µ
+
∞
)
(2.13)
is one-to-one and then invertible. Indeed, this would imply that there always exists a certain starting
element (µ−, µ+) which is mapped to the desired couple of boundary magnetizations.
We resume this result, which actually closes the proof of Theorem 2.1, in the following:
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Proposition 2.5. Let F : Iβ× Iβ 7→ Aβ , Aβ subset of Iβ× Iβ, be the updating map of the boundary
conditions:
F
(
µ−n , µ
+
n
)
=
(
µ−n+1, µ
+
n+1
)
(2.14)
with (µ−0 , µ
+
0 ) ≡ (µ−, µ+). Then, for any ε < ε:
JF = diag (1, 1) +O (ε) · J2 (2.15)
where JF indicates the jacobian of (2.14).
In (2.15), J2 stands for the 2× 2 matrix in which all the entries are equal to one. This result says
that, for ε small enough, detJF > 0; in this case F is invertible and thus Aβ coincides with the
open square Iβ when ε→ 0. Proposition 2.5 actually closes the proof of Theorem 2.1.
Formal approach
The proof of Theorem 2.1 consists of two parts: firstly, we shall exhibit a feasible sequence of pairs
(mn, hn) which converges to a fixed point of (1.11) with certain boundary conditions; then, we have
to prove that any couple (µ−∞, µ
+
∞) has a preimage (µ
−, µ+) in the sense of map (2.14).
In the iteration, given hn−1, we solve (2.8) in order to get the new magnetization mn and, according
to (2.9), we compute hn and so on. As clarified in [1], in this recursion the main point consists in
controlling the variation of the magnetization δm when h changes of an amount of δh. Without
claiming to be complete here, consider the first variation of (1.11) with respect to the magnetic
field:
δm (x) = χ (m (x))
[
(J ∗ δm) (x) + δh (x)
]
(2.16)
namely: (
I − χ (m (x)) J ∗
)
δm (x) = χ (m (x)) δh (x) (2.17)
the term in brackets being a linear operator acting on δm (see Section 3). If ‖χ (m)‖∞ < 1,
Lh,m := χ (m)J ∗ is invertible and, moreover, its inverse has an explicit form as a convergent
series:
δm (x) =
(
I −Lh,m
)−1
χ (m (x)) δh (x) =
∞∑
k=0
L
k
h,m χ (m (x)) δh (x) . (2.18)
Due to the presence of the convolution term, expression (2.18) makes clear that the pointwise change
in the magnetization depends on the variation of h on the whole real line. Nevertheless, this is not
completely true since the interaction is long range but finite. This property of the convolution kernel
is magnified and then exploited by the introduction of a weighted norm, which actually provides a
way to bound δm.
One of the issues in [1] consists in the invertibility of Lh,m, because an instanton-shape interface
connects regions of different phases and, thus, a detailed analysis of the spectral properties of Lh,m
is required, and we refer in particular to [10] for an exhaustive treatment of this. In our case, the
magnetization profile is entirely contained in Iβ, so that ‖ph,m‖∞ < 1. What really matters here is
the control of δh, together with its derivatives, with respect to the boundary magnetizations.
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2.2 Structure of the work
The paper is organized as follows:
in Section 3 we prove Proposition 2.2 by showing that there exists an underlying sequence which
converges, in the sup norm, to the solution of (2.6). Uniform estimates are made for the magnetiz-
ation profiles and the corresponding auxiliary magnetic fields.
Section 4 is devoted to the inductive proof of Proposition 2.3 and 2.4. We carefully make cer-
tain that, in the iteration, the magnetization profile stays confined between m∗ (β) and 1.
In Section 5 we collect the previous results and deal with the invertibility issue to finally prove
Theorem 2.1.
3 First iteration
Setting
Following the notation introduced in [9], we indicate the first derivative of the hyperbolic tangent
with respect to the whole argument with:
ph,m (x) :=
β
cosh2
{
β
[
(J ∗m) (x) + h (x)
]} . (3.1)
Notice that ph,m (x) ≡ χ (m (x)) provided m (x) satisfies m (x) = tanh
{
β
[
(J ∗m) (x) + h (x)
]}
.
Consider then the Banach space C∞([0, ε−1]) equipped with the sup norm ‖ ·‖∞ = ‖ ·‖L∞[0,ε−1] and
define the main operator Lh,m ∈ L
(
C∞([0, ε−1])
)
, Lh,m : C
∞([0, ε−1]) 7→ C∞([0, ε−1]) through its
action on a bounded function f :
Lh,mf (x) :=
∫
R
ph,m (y)J (x, y) f (y) dy. (3.2)
If ‖ph,m‖∞ < 1, we are allowed to write:(
I −Lh,m
)−1
=
∞∑
k=0
L
k
h,m =: Uh,m (3.3)
where I stands for the identity operator in the mentioned space. The action of the k-th power of
Lh,m on f ∈ C
∞
(
[0, ε−1]
)
is explicitly given by:
L
k
h,mf (x0) =
∫
Rk
f (xk)
k∏
j=1
ph,m (xj)J (xj−1, xj) dxj. (3.4)
8
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We specify here that, in what follows, the norm of a linear operator acting on a C∞([0, ε−1]) function
will be always the sup norm, i.e.:
‖Lh,m‖∞ := sup
f∈C∞([0,ε−1])
‖Lh,mf‖∞
‖f‖∞
. (3.5)
The starting point
By integrating (2.3) between 0 and ε−1 we get the explicit expression of the mesoscopic current in
terms of the boundary conditions:
j = (1− β) (µ− − µ+) +
β
3
(
µ3− − µ
3
+
)
> 0. (3.6)
while the inverse of the unique real solution of (2.3), depending on µ− and j, is:
x = (jε)−1
[
(1− β) (µ− −m0 (x)) +
β
3
(
µ− −m
3
0 (x)
)]
. (3.7)
Expression (3.7) is actually invertible since:
sign j = −sign
d
dx
m0 (x) (3.8)
furthermore, as a function of m0, x is smooth in [µ−, µ+], and then m0 ∈ C
∞([0, ε−1]).
The choice of (m0, h0) as the starting pair for the scheme is motivated by the fact that, as the size
of the system increases, we expect the true stationary profile to get closer to m0 (x) since, formally,
the variation of the magnetization in a mesoscopic length is small, so that:∫
R
J (x, y)
d
dy
m (y) dy ≃
∫
R
J (x, y)
d
dx
m (x) dy =
d
dx
m (x) (3.9)
thus, equation (1.8) should reduce to (2.3) as ε→ 0.
3.1 Proof of Proposition 2.2
Working hypothesis
The purpose is to write the solution of (2.6) as an infinite sum:
m1 (x) = m0 (x) +
∞∑
k=1
ϕ1,k (x) (3.10)
9
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where each ϕ1,k depends on m0 and on the former ϕ1,j’s, with ϕ1,k ∈ C
∞([0, ε−1]) for any k ∈ N∗.
As we shall see, the scheme actually reduces to a functional Newton’s interpolation method.
By hypothesis, there exists δ > 0 such that µ+ > m
∗ (β)+ δ and µ− < 1− δ. We now fix 0 < δ
′ < δ
and construct the series (3.10) in such a way that:
m∗ (β) + δ′ < ‖m0 + φ1,k‖∞ < 1− δ
′ (3.11)
where, for notational convenience:
φ1,k (x) :=
k∑
j=1
ϕ1,j (x) k ∈ N
∗. (3.12)
In this hypothesis, there is a constant λ (δ′) such that:∥∥ph0,m0+φ1,k∥∥∞ < λ (δ′) < 1 (3.13)
for any k ∈ N∗. We give an explicit expression for λ observing that:
‖J ∗ (m0 + φ1,k) + h0‖∞ ≤ max
{ ∣∣1− δ′ − jχ−1 (m∗ (β) + δ′)∣∣ , ∣∣m∗ (β) + δ′ − jχ−1 (1− δ′)∣∣ }
=: ζδ′ (3.14)
so that, as a consequence:∥∥ph0,m0+φ1,k∥∥∞ < λ (δ′) =: βcosh2 (βζδ′) ∥∥Uh0,m0+φ1,k∥∥∞ < 11− λ (δ′) =: u (δ′) . (3.15)
In the following sections, the dependence on δ′ is dropped to lighten the notation.
Sequence of iterates
In this hypothesis define:
ϕ1,1 (x) := Uh0,m0
(
tanh
{
β
[
(J ∗m0) (x) + h0 (x)
]}
−m0 (x)
)
(3.16)
ϕ1,k+1 (x) := Uh0,m0+φ1,k
(
tanh
{
β
[(
J ∗ (m0 + φ1,k)
)
(x) + h0 (x)
]}
−m0 (x)− φ1,k (x)
)
.(3.17)
The following result holds true:
Proposition 3.1. For any ε < ε∗, where:
ε∗ := min
{ 1
2u2c2
,
δ − δ′
2uc
}
, (3.18)
there are constants 0 < a, b <∞ such that
(a) ‖ϕ1,1‖∞ ≤uaε (3.19)
(b) ‖ϕ1,k+1‖∞ ≤ub ‖ϕ1,k‖
2
∞ (3.20)
for any k ∈ N∗.
10
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Proof. (a)
Compute:∣∣∣tanh{β[ (J ∗m0) (x) + h0 (x) ]}−m0 (x)∣∣∣ ≤ ∣∣∣tanh{β[ (J ∗m0) (x)−m0 (x) ]}∣∣∣
≤ β |(J ∗m0)−m0 (x)|
≤ β sup
y∈[x−1,x+1]
|m0 (y)−m0 (x)| . (3.21)
Using (2.3) we get:
sup
y∈(x,x+1]
|m0 (y)−m0 (x)| ≤ sup
y∈(x,x+1]
∣∣∣∣dm0dy (y)
∣∣∣∣ < j1− β (1− (µ+)2)ε (3.22)
hence: ∥∥∥tanh{β[ (J ∗m0) + h0]}−m0∥∥∥
∞
≤
βj
1− β (1− (µ+)2)
ε =: aε (3.23)
and then, by definition of ϕ1,1, the result.
Proof. (b) Suppose (3.20) to be true for any j ≤ k so that ϕk+1 is actually well defined. Ex-
pand in Taylor series the hyperbolic tangent at the k + 1-th step as follows:
tanh
{
β
[(
J ∗ (m0 + φ1,k)
)
(x) + h0 (x)
]}
= tanh
{
β
[(
J ∗ (m0 + φ1,k−1)
)
(x) + h0 (x)
]}
+ ph0,m0+φ1,k−1 (x) (J ∗ ϕ1,k) (x)
− p′h0,m0+φ1,k−1 (x) (J ∗ ϕ1,k)
2 (x)
+ O
(
(J ∗ ϕ1,k)
3 (x)
)
(3.24)
where:
p′h,m (x) := ph,m (x) tanh
{
β
[
(J ∗m) (x) + h (x)
]}
. (3.25)
Combining the definition of ϕ1,k with (3.25) we get:
ϕ1,k+1 (x) = −Uh0,m0+φ1,k
(
p′h0,m0+φ1,k−1 (x) (J ∗ ϕ1,k)
2 (x) +O
(
(J ∗ ϕ1,k)
3 (x)
))
(3.26)
which implies:
‖ϕ1,k+1‖∞ ≤ u sup
x′∈[0,ε−1]
p′h0,m0+φ1,k−1(x
′) sup
x′′∈[0,ε−1]
(J ∗ ϕ1,k)
2 (x′′). (3.27)
The terms in the right brackets are uniformly bounded, therefore:
‖ϕ1,k+1‖∞ ≤ ub ‖ϕ1,k‖
2
∞ (3.28)
provided:
b ≥ sup
x′∈[0,ε−1]
p′h0,m0+φ1,k−1(x
′) (3.29)
where b do not depend on k.
11
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Convergence of the first term
By iteration of (3.20), for any k ∈ N∗:
‖ϕ1,k+1‖∞ ≤
(
u2b
)2k−1
‖ϕ1,1‖
2k
∞ (3.30)
so that, denoted with c the maximum among a and b, by (3.19):
‖ϕ1,k+1‖∞ ≤
1
uc
(
u2c2
)2k
ε2
k
; (3.31)
summing on k:
∞∑
k=1
‖ϕ1,k (x)‖∞ ≤ ucε+
1
uc
∞∑
k=1
(
u2c2ε
)2k
. (3.32)
Being ε < 1/2u2c2, we get form (3.32):
‖m1 −m0‖∞ ≤
∞∑
k=1
‖ϕ1,k‖∞ ≤ 2ucε < δ − δ
′. (3.33)
The uniform convergence to the solution m1 of (2.6) directly follows from the definition of the ϕ1,j ’s
(Newton’s method).
4 Convergence to the mesoscopic profile
Notation and preliminaries
In the previous section we chose in a feasible way the starting point for the iteration and computed
the new element (m1, h1), with m1 ∈ Iβ for any x ∈ [0, ε
−1] and solving the mean field-type problem
(2.6). We shall repeat this scheme to compute a new pair (m2, h2), satisfying similar equations,
and so on, acting in such a way that (mn, hn) converges to the solution of (1.11) when n→∞. We
expect that this solution, in turn, converges to the macroscopic profile when ε goes to zero.
In this section we prove, by induction, that this convergence is achieved in the weighted α-norm:
‖f‖α := sup
x∈[0,ε−1]
e−αεx |f (x)| f ∈ L∞
(
[0, ε−1]
)
(4.1)
provided α is large enough and ε suitably small. At the same time, we control the uniform variation
with respect to m0 to ensure that at each iteration the magnetization does not enter the forbidden
region and, thus, ‖phn,mm‖∞ < 1.
The whole strategy consists in finding sequences of C∞([0, ε−1]) functions (ϕn,k (x))
∞
k=1 such that:
mn (x) = mn−1 (x) +
∞∑
k=1
ϕn,k (x) ∀n ∈ N
∗ (4.2)
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where mn solves equation (2.8) with certain boundary conditions.
Before proving Proposition 2.3 define, in a consistent way with (3.16), (3.17):
ϕn,1 (x) = Uhn−1,mn−1
(
tanh
{
β
[
(J ∗mn) (x) + hn (x)
]}
−mn (x)
)
(4.3)
ϕn,k+1 (x) = Uhn−1,mn−1+φn,k
(
tanh
{
β
[(
J ∗ (mn + φn,k)
)
(x) + hn (x)
]}
−mn (x)− φn,k (x)
)
(4.4)
being:
φn,k (x) :=
k∑
j=1
ϕn,j (x) k ∈ N
∗. (4.5)
Again, we work in the hypothesis that, in this construction:
m∗ (β) + δ′ < ‖mn + φn,k‖∞ < 1− δ
′ (4.6)
so that (4.3), (4.4) actually exist and
∥∥phn,mn+φn+1,k∥∥∞ < λ < 1.
4.1 Proof of Proposition 2.3
We prove that for any choice of α and ε such that:
α >
8ju
δ′ (2− δ′)
(4.7)
ε < min
{
1
α
log
1 + λ
λ
,
e2α
2
ε∗
}
=: ε˜ (4.8)
the sequence of (mn, hn) is well defined for any n ∈ N and solves equations (2.8), (2.9).
Fix n ∈ N∗ and suppose that to be true for any j ≤ n so that similar bounds to those provided for
the first iterate hold true. Compute, for any x ∈ [0, ε−1], the magnetic field variation:
|hn+1 (x)− hn (x)| ≤
j
βδ′ (2− δ′)
ε
∫ x
0
∣∣m2n+1 (y)−m2n (y)∣∣dy
≤
2j
βδ′ (2− δ′)
ε
∫ x
0
|mn+1 (y)−mn (y)|dy
≤
C
β
ε ‖mn+1 −mn‖α
∫ x
0
eαεy dy
≤
C
βα
eαεx ‖mn+1 −mn‖α (4.9)
so that:
|hn+1 (x)− hn (x)| e
−αεx ≤
C
βα
‖mn+1 −mn‖α . (4.10)
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Taking the supremum with respect to x we get the inequality in the α-norm:
‖hn+1 − hn‖α ≤
C
βα
‖mn+1 −mn‖α . (4.11)
A preliminary result is needed at this point.
Lemma 4.1. Let f, g ∈ C∞
(
[0, ε−1]
)
with:
|f (x0)| ≤ Uh,m |g (x0)| ∀x0 ∈ [0, ε
−1]. (4.12)
Then, at fixed α > 0:
‖f‖α ≤
‖g‖α
1− λeαε
(4.13)
provided ε < 1
α
log λ.
Proof. We have:
L
k
h,m |g (x0)| =
∫
Rk
|g (xk)|
k∏
j=1
ph,m (xj)J (xj−1, xj) dxj
≤ λk ‖g‖α
∫
Rk
eαεxk
k∏
j=1
J (xj−1, xj) dxj (4.14)
hence:
|f (x0)| ≤ ‖g‖α
∞∑
k=0
λk
∫
Rk
eαεxk
k∏
j=1
J (xj−1, xj) dxj . (4.15)
Multiplying both the sides by e−αεx0 we get:
|f (x0)| e
−αεx0 ≤ ‖g‖α
∞∑
k=0
λk
∫
Rk
eαε|xk−x0|
k∏
j=1
J (xj−1, xj) dxj
≤ ‖g‖α
∞∑
k=0
(λeαε)k =
‖g‖α
1− λeαε
. (4.16)
Taking the supremum with respect to x0, we get the result.
Consider now the first correction to the n-th iterate:
|ϕn+1,1 (x)| ≤ Uhn,mn
∣∣∣tanh{β[ (J ∗mn) (x) + hn (x) ]}−mn (x)∣∣∣
≤ βUhn,mn |hn (x)− hn−1 (x)| ; (4.17)
14
DRAFT  --  DRAFT  --  DRAFT  --  DRAFT  --  DRAFT  --  
given the previous bound:
‖ϕn+1,1‖α ≤
β
1− λeαε
‖hn − hn−1‖α ≤
1
1− λeαε
C
α
‖mn −mn−1‖α (4.18)
and, applying again Lemma 4.1 to the k + 1-th correction (4.4):
‖ϕn+1,k+1‖α ≤ uc ‖ϕn+1,k‖
2
α
. (4.19)
where the last inequality follows from the assumptions (4.7), (4.8).
Summing on k we get:
∞∑
k=1
‖ϕn+1,k‖α ≤ ‖ϕn+1,1‖α +
1
uc
∞∑
k=1
(
uc ‖ϕn+1,1‖α
)2k
(4.20)
and then:
‖mn+1 −mn‖α ≤ 2 ‖ϕn+1,k‖α ≤
2
1− λeαε
C
α
‖mn −mn−1‖α ≤
1
2
‖mn −mn−1‖α . (4.21)
Therefore, by recursion:
‖mn+1 −mn‖α ≤
(
1
2
)n
‖m1 −m0‖α ≤ 2
(
1
2
)n
ucε. (4.22)
(4.22) is a contraction in the α-norm. Furthermore, we can immediately check that at each iteration
the magnetization profile is still in Iβ. Indeed, it has to be:
‖mn (x)−m0 (x)‖∞ ≤ δ − δ
′ ∀n ∈ N (4.23)
but:
‖mn (x)−m0 (x)‖∞ ≤
n∑
k=0
‖mk+1 (x)−mk (x)‖∞ ≤
∞∑
k=0
‖mk+1 (x)−mk (x)‖∞
≤ 2e2α ucε
∞∑
k=0
(
1
2
)k
≤ 4e2α ucε (4.24)
where we used the fact that ‖ · ‖α ≤ e
2α ‖ · ‖∞.
Clearly, a similar recurrence relation holds for the variation of subsequent magnetic fields.
4.2 Proof of Proposition 2.4
As a consequence of Proposition 2.3, there exists a limit pair (m,h), with m,h ∈ C∞([0, ε−1]) such
that:
lim
n→∞
‖mn −m‖α = 0 (4.25)
lim
n→∞
‖hn − h‖α = 0. (4.26)
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By continuity:
tanh
{
β
[
(J ∗mn) (x) + hn (x)
]}
α-norm
−−−−→
n→∞
tanh
{
β
[
(J ∗m) (x) + h (x)
]}
(4.27)
thus, (mn, hn) actually converges to the solution of (1.8) with certain boundary magnetizations
(µ−∞, µ
+
∞) when n goes to infinity.
5 Invertibility
Given a stable or metastable couple (µ−, µ+), we proved so far that the iterations lead to a new
pair of boundary magnetizations for which (1.8) admits a smooth bounded solution, provided ε is
small enough. However, since we are interested in finding a profile satisfying (1.8) with prescribed
conditions, we shall prove that the mentioned scheme is invertible, that is (2.14) is one-to-one; in
this case, we could suitably fix the initial magnetizations which are mapped to the established ones.
Nevertheless, this is not trivial at all since this dependence is deeply implicit.
Macroscopic boundary variations
Consider the expression (3.6) of the mesoscopic current and derive it with respect to µ− and µ+:
∂µ−j =
(
1− χ (µ−)
)
ε (5.1)
∂µ+j = −
(
1− χ (µ+)
)
ε (5.2)
so that, from (3.7):
∂µ−m0 (x) =
1− χ (µ−)
1− χ (m0 (x))
(1− εx) (5.3)
∂µ+m0 (x) =
1− χ (µ+)
1− χ (m0 (x))
εx (5.4)
and, as expected: (
∂µ−m0 (0) , ∂µ+m0 (0)
)
= (1, 0) (5.5)(
∂µ−m0 (ε
−1), ∂µ+m0 (ε
−1)
)
= (0, 1) . (5.6)
It is worth writing the jacobian of F as JF = I +∆ where, explicitly:
∆ :=
∂µ−m (0)− ∂µ−m0 (0) ∂µ−m (ε
−1)− ∂µ−m0 (ε
−1)
∂µ+m (0)− ∂µ+m0 (0) ∂µ+m (ε
−1)− ∂µ+m0 (ε
−1)
 (5.7)
indeed, if we are able to prove that det∆ = O (1) · ε, there will exists ε∗ such that for any ε < ε∗
the determinant of the jacobian of (2.14) is strictly positive and, thus, (2.14) is invertible.
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5.1 Proof of Proposition 2.5
In the sequel, µ indicates both the left and the right boundary magnetizations.
Uniform bound on the first iterate
Proposition 5.1. There is d > 0 such that:
‖∂µϕ1,1‖∞ ≤ dε. (5.8)
Proof. Derive (3.16) and (2.4) with respect to µ:
∂µϕ1,1 (x) = Uh0,m0
{
ph0,m0 (x) (J ∗ ∂µm0) (x) + ph0,m0 (x) ∂µh0 (x)− ∂µm0 (x)
+ ∂µph0,m0 (x) (J ∗ ϕ1,1) (x)
}
(5.9)
∂µm0 (x) = χ (m0 (x))
[
∂µm0 (x)− ∂µh0 (x)
]
. (5.10)
Combining the previous expressions we get:
∂µϕ1,1 (x) = Uh0,m0
{
ph0,m0 (x) (J ∗ ∂µm0) (x)− χ (m0 (x)) ∂µm0 (x)
+
[
ph0,m0 (x)− χ (m0 (x))
]
∂µh0 (x) + ∂µph0,m0 (x) (J ∗ ϕ1,1) (x)
}
.
(5.11)
Add and subtract ph0,m0∂µh0 to estimate:
∂µϕ1,1 (x) ≤ u
{
ph0,m0 (x)
[
(J ∗ ∂µm0) (x)− ∂µm0 (x)
]
+
[
ph0,m0 (x)− χ (m0 (x))
][
∂µm0 (x) + ∂µh0 (x)
]
+ ∂µph0,m0 (x) (J ∗ ϕ1,1) (x)
}
(5.12)
and notice that the following estimates hold:
‖(J ∗ ∂µm0)− ∂µm0‖∞ ≤ ε (5.13)
‖ph0,m0 − χ (m0)‖∞ ≤ 2β
∥∥∥tanh{β[ (J ∗m0) + h0]}−m0∥∥∥
∞
≤ 2βcε. (5.14)
‖∂µph0,m0‖∞ ≤ 2βλ ‖(J ∗ ∂µm0) + ∂µh0‖∞ ≤ 2βλ
[
b′ + jχ−1(µ−) + ε
]
. (5.15)
where:
b′ := (1 + j)χ−1(µ−)− 1. (5.16)
Therefore:
‖∂µϕ1,1‖∞ ≤
(
λ+ 4βb′c+ 4βucε
)
uε (5.17)
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Choose then, e.g.:
d := 2max
{
λ, 4βub′c
}
(5.18)
to get the result.
Proposition 5.2. There is a constant γ > 0 such that for any k ∈ N∗:
‖∂µϕ1,k+1‖∞ ≤ γ
2k+1ε2
k
. (5.19)
Proof. The derivative of ϕ1,k+1 with respect to µ consists of two contributes.
First term(
∂µUh0,m0+φ1,k
)(
tanh
{
β
[(
J ∗ (m0 + φ1,k)
)
(x) + h0 (x)
]}
−m0 (x)− φ1,k (x)
)
(5.20)
Second term
Uh0,m0+φ1,k∂µ
(
tanh
{
β
[(
J ∗ (m0 + φ1,k)
)
(x) + h0 (x)
]}
−m0 (x)− φ1,k (x)
)
(5.21)
The first term has the same order as ϕ1,k+1; for what concerns the second one, we write the
contribute in brackets as the rest of order two which remains form the Taylor functional expansion
of the hyperbolic tangent. Since its second Gaˆteaux derivative is:
d2 tanh (u; v) = −2v2 tanh (u)
[
1− tanh2 (u)
]
(5.22)
in the proper regolarity hypothesis on u and v, once defined:
uk (x) := β
[(
J ∗ (m0 + φ1,k−1)
)
(x) + h0 (x)
]
(5.23)
∆uk (x) := β (J ∗ ϕ1,k) (x) (5.24)
we get:
R
(2)
uk,∆uk
= −2
∫ 1
0
(1− t) tanh (uk + t∆uk)
[
1− tanh2 (uk + t∆uk)
]
∆u2k dt. (5.25)
The derivative with respect to µ is thus given by:
∂µR
(2)
uk,∆uk
= −2
∫ 1
0
(1− t)
[
1− tanh2 (uk + t∆uk)
]2
∆u2k (∂µuk + t∂µ∆uk) dt
+ 4
∫ 1
0
(1− t) tanh2 (uk + t∆uk)
[
1− tanh2 (uk + t∆uk)
]
∆u2k (∂µuk + t∂µ∆uk) dt
− 4
∫ 1
0
(1− t) tanh2 (uk + t∆uk)
[
1− tanh2 (uk + t∆uk)
]
∆uk∂µ∆uk dt (5.26)
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from which the estimate in the sup norm:∥∥∥∂µR (2)uk,∆uk∥∥∥∞ ≤ λ(2 ‖∆uk‖∞ + ‖∆uk‖2∞) ‖∂µ∆uk‖∞ + 3λ ‖∆uk‖2∞ ‖∂µuk‖∞ . (5.27)
Since:
‖∂µuk‖∞ ≤ β ‖∂µm0‖∞ + β
k−1∑
j=1
‖∂µϕ1,j‖∞ + β ‖∂µh0‖∞ (5.28)
‖∂µ∆uk‖∞ ≤ β ‖∂µϕ1,k‖∞ (5.29)
we have:∥∥∥∂µR (2)uk,∆uk∥∥∥∞ ≤ 3β2λ
[(
k∑
j=1
‖∂µϕ1,j‖∞ + χ
−1
(
µ−
))
‖ϕ1,k‖
2
∞ + ‖∂µϕ1,k‖∞ ‖ϕ1,k‖∞
]
(5.30)
hence, combining the two terms, the uniform bound:
‖∂µϕ1,k+1‖∞ ≤ 3β
2λu
[(
k∑
j=1
‖∂µϕ1,j‖∞ + c
∗
)
‖ϕ1,k‖
2
∞ + ‖∂µϕ1,k‖∞ ‖ϕ1,k‖∞
]
(5.31)
where:
c∗ :=
1
u
(
χ−1
(
µ−
)
+ u′c
)
(5.32)
and u′ bounds for any k ∈ N∗ the term
∥∥∥(1− ph0,m0+φ1,k)−1∥∥∥
∞
, so that all the constants which
appear in the last expression do not depend on k.
Let be:
γ := max
{
d, c∗, u2c2, 3β2λu
}
; (5.33)
then, from (5.31):
‖∂µϕ1,k+1‖∞ ≤ γ
[(
k∑
j=1
‖∂µϕ1,j‖∞ + γ
)
‖ϕ1,k‖
2
∞ + ‖∂µϕ1,k‖∞ ‖ϕ1,k‖∞
]
. (5.34)
Suppose that for any 1 ≤ j ≤ k, k fixed and larger than 1:
‖∂µϕ1,j‖∞ ≤ γ
2jε2
j−1
; (5.35)
in this hypothesis:
k∑
j=1
‖∂µϕ1,j‖∞ ≤ ‖∂µϕ1,1‖∞ +
k∑
j=1
γ2
k+1ε2
k
≤ γε+ γ2ε ≤ 2γ2ε < γ (5.36)
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therefore:
‖∂µϕ1,k+1‖∞ ≤ γ
(
γγ2
k−1
ε2
k
+ γ
1
2 γ2
k−1
γ2
k
ε2
k
)
≤ γ2
k+1
ε2
k
(5.37)
since, by definition:
γ2
k−1−2k+2 + γ−
1
2 < 1 ∀k ∈ N∗. (5.38)
Proposition 5.2 is proved. The result induces the estimate:
‖∂µm1 − ∂µm0‖∞ ≤
∞∑
k=1
‖∂µϕ1,k‖∞ ≤ 2γ
2ε. (5.39)
Global convergence
We finally prove that also the series of the derivatives converges in the α norm and is bounded by
a term of order ε. The strategy is similar to that used in Section 4.
Compute:
|∂µhn+1 (x)− ∂µhn (x)| ≤ ∂µjε
∫ x
0
∣∣χ−1 (mn+1 (y))− χ−1 (mn (y))∣∣dy
+ 2βjε
∫ x
0
∣∣∣∣mn+1 (y) ∂µmn+1 (y)χ2 (mn+1 (y)) − mn (y) ∂µmn (y)χ2 (mn (y))
∣∣∣∣ dy.
Since for any n ∈ N∗ and x ∈ [0, ε−1]:
mn (x)
[
1−m2n±1 (x)
]
< 1, (5.40)
there exists L > 0 which bounds:∣∣mn+1 (x)χ2 (mn (x)) ∂µmn+1 (x)−mn (x)χ2 (mn+1 (x)) ∂µmn (x)∣∣ ≤ L |∂µmn+1 (x)− ∂µmn (x)|
(5.41)
so that there is C ′ > 0 such that:
|∂µhn+1 (x)− ∂µhn (x)| ≤
(∫ x
0
|mn+1 (y)−mn (y)| dy +
∫ x
0
|∂µmn+1 (y)− ∂µmn (y)| dy
)
C ′ε;
(5.42)
in the α-norm:
‖∂µhn+1 − ∂µhn‖α ≤
C ′
α
(
‖mn+1 −mn‖α + ‖∂µmn+1 − ∂µmn‖α
)
. (5.43)
On the other hand, deriving equation (2.8) with respect to µ:
∂µmn+1 (x) = Uhn,mn
[
χ (mn+1 (x)) ∂µhn (x)
]
(5.44)
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therefore:
|∂µmn+1 (x0)− ∂µmn (x0)| ≤
∞∑
k=0
λk
∫
Rk
|∂µhn (xk)− ∂µhn−1 (xk)|
k∏
j=1
J (xj−1, xj) dxj (5.45)
which implies by Lemma 4.1:
‖∂µmn+1 − ∂µmn‖α ≤
1
1− λeαε
‖∂µhn − ∂µhn−1‖α . (5.46)
Combining (5.43) and (5.46) we finally get the recursion:
‖∂µmn+1 − ∂µmn‖α ≤
C ′u
α
(
‖mn −mn−1‖α + ‖∂µmn − ∂µmn−1‖α
)
, (5.47)
hence, suitably rescaled α with respect its definition (4.7):
‖∂µmn+1 − ∂µmn‖α ≤ (n+ 1)C
′u
(
C ′u
α
)n
ε (5.48)
thus:
∞∑
n=0
‖∂µmn+1 − ∂µmn‖α ≤ C
′uε
∞∑
n=0
(n+ 1)
(
C ′u
α
)n
≤ O (1) · ε. (5.49)
This closes the proof of Proposition 2.5.
5.2 Proof of Theorem 2.1
It is a matter of collecting the previous results. Call ε′ the biggest value of ε such that det∆ < 1
and compute:
‖mn −m0‖∞ ≤ e
2α
∞∑
k=0
‖mn+1 −mn‖α ≤ C
′ue2αε
∞∑
n=0
(
C ′u
α
)n
≤ O (1) · ε. (5.50)
Choose then:
α > max
{
8ju
δ′ (2− δ′)
, 2C ′u
}
(5.51)
ε < min
{
ε˜, ε′, e2α
}
(5.52)
to guarantee the whole scheme to work.
Regarding the convergence to the macroscopic solution in the infinite volume limit:
lim
ε ↓ 0
‖m−m0‖∞ ≤ lim
ε ↓ 0
lim
n→∞
(
‖m−mn‖∞ + ‖mn −m0‖∞
)
= 0. (5.53)
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6 Conclusions
The proof of the existence of a smooth, time-invariant profile for the considered Markov stochastic
dynamics, represents a first step for a more involved treatment of models in which the interactions
are mimicked by long range potentials. The analysis provided here for the peculiar tent shape
chosen, moreover, could also apply for a wider class of Kac potentials.
We were able to establish a precise connection between the mesoscopic, finite-volume solution and
the corresponding profile when the thermodynamic limit is performed, although a proof for the
uniqueness of such a solution is missing. Nevertheless, a further analysis should be performed in
the case in which a phase transition occurs, i.e. when the boundary magnetizations lie in opposite
regions. In this case, the two phases should be connected by an instanton as suggested by numerical
results [3], while a sharp interface appears when passing to the macroscopic scale.
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