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Inverse Problems for Systems of Variable Order Differential
Equations with Singularities on Spatial Networks.
V.Yurko
Abstract. Variable order differential equations with non-integrable singularities are consid-
ered on spatial networks. Properties of the spectrum are established, and the solution of the
inverse spectral problem is obtained.
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1. Consider a compact star-type graph T in Rω with the set of vertices V = {v0, . . . , vp}
and the set of edges E = {e1, . . . , ep}, where v1, . . . , vp are the boundary vertices, v0 is the
internal vertex, and ej = [vj, v0], e1 ∩ . . . ∩ ep = {v0} . Let lj be the length of the edge ej .
For each edge ej ∈ E we introduce the parameter xj ∈ [0, lj] such that xj = 0 corresponds to
the boundary vertices v1, . . . , vp . A function Y on T may be represented as Y = {yj}j=1,p ,
where the function yj(xj) is defined on the edge ej .
Let nj , j = 1, p, be positive integers such that n1 ≥ n2 ≥ . . . ≥ np ≥ 2. Consider the
differential equations on T :
y
(nj)
j (xj) +
nj−2∑
µ=0
( νµj
x
nj−µ
j
+ qµj(xj)
)
y
(µ)
j (xj) = λyj(xj), xj ∈ (0, lj), j = 1, p, (1)
where λ is the spectral parameter, qµj(xj) are complex-valued integrable functions. We call
qj = {qµj}µ=0,nj−2 the potential on the edge ej , and we call q = {qj}j=1,p the potential on
the graph T. In this paper we study inverse spectral problems for system (1). We provide a
procedure for constructing the solution of the inverse problem and prove its uniqueness.
2. Let us construct special fundamental systems of solutions for higher order differential
operators with regular singularities. Consider the differential equation
ℓy := y(n) +
n−2∑
j=0
( νj
xn−j
+ qj(x)
)
y(j) = λy, x > 0 (2)
on the half-line. Let µ1, . . . , µn be the roots of the characteristic polynomial
∆(µ) =
n∑
j=0
νj
j−1∏
k=0
(µ− k), νn = 1, νn−1 = 0.
It is clear that µ1 + . . . + µn = n(n − 2)/2. For definiteness, we assume that µk − µj 6= sn
(s = 0,±1,±2, . . .) ; Reµ1 < . . . < Reµn , µk 6= 0, 1, 2, . . . , n − 3 (the other cases require
minor modifications). Let θn = n− 1−Re(µn − µ1) , q0j(x) = qj(x) for x ≥ 1, and q0j(x) =
qj(x)x
min(θn−j,0) for x ≤ 1 and assume that q0j(x) ∈ L(0,∞), j = 0, n− 2.
First of all, we consider the following differential equation without spectral parameter:
ℓ0y := y
(n) +
n−2∑
j=0
νj
xn−j
y(j) = y. (3)
Let x = r exp(iϕ), r > 0, ϕ ∈ (−π, π], xµ = exp(µ(ln r + iϕ)) and Π− be the x -plane with
the cut along the semi-axis x ≤ 0. Take numbers cj0, j = 1, n from the condition
n∏
j=1
cj0 = (det[µ
ν−1
j ]j,ν=1,n)
−1.
2Then the functions
Cj(x) = x
µj
∞∑
k=0
cjkx
nk, cjk(x) = cj0
( k∏
s=1
∆(µj + sn)
)−1
(4)
are solutions of (3), and det[C
(ν−1)
j (x)]j,ν=1,n ≡ 1. Moreover, the functions Cj(x) are analytic
in Π− . Denote
εk = exp
(2πi(k − 1)
n
)
, Sν =
{
x : arg x ∈
(νπ
n
,
(ν + 1)π
n
)}
,
S∗1 = S¯n−1, S
∗
k = S¯n−2k+1 ∪ S¯n−2k+2, k = 2, n;
Qk =
{
x : arg x ∈
[
max
(
− π, (−2k + 2)
π
n
)
,min
(
π, (2n− 2k + 2)
π
n
)]}
, k = 1, n.
For x ∈ S∗k equation (3) has the solutions ek(x), k = 1, n of the form
e
(ν−1)
k (x) = ε
ν
k exp(εkx)zkν(x), ν = 0, n− 1,
where zkν(x) are solutions of the integral equations
zkν(x) = 1 +
1
n
∫ ∞
x
( n∑
j=1
εν+1j ε
−ν
k exp((εk − εj)(t− x))
)( n−2∑
m=0
νmε
m
k t
m−nzkm(t)
)
dt
(here arg t = arg x, |t| > |x| ). Using the fundamental system of solutions {Cj(x)}j=1,n one
can write
ek(x) =
n∑
j=1
β0kjCj(x). (5)
In particular this gives the analytic continuation for ek(x) on Π−.
Lemma 1. The functions {ek(x)}k=1,n, x ∈ Π− form a fundamental system of solutions of
equation (3), and
det[e
(ν−1)
k (x)]k,ν=1,n = det[ε
ν−1
k ]k,ν=1,n.
The asymptotics
e
(ν−1)
k (x) = ε
ν−1
k exp(εkx)(1 +O(x
−1)), |x| → ∞, x ∈ Qk. (6)
is valid.
We observe that the asymptotics (6) holds in the sectors Qk which are wider that the sectors
S∗k . Next we obtain connections between the Stokes multipliers β
0
kj.
Lemma 2. The following relations hold
β0kj = β
0
1jε
µj
k , j, k = 1, n, (7)
n∏
j=1
β01j = (det[ε
µj
k ]k,j=1,n)
−1 det[εj−1k ]k,j=1,n 6= 0. (8)
Indeed, for arg x ∈ (−π, π − 2πs
n
) we have, by virtue of (4)-(5),
ek(ε
sx) =
n∑
j=1
β0kj(ε
s)µjCj(x). (9)
3It is easily seen from construction of the functions ek(x) that e1(ε
sx) = es+1(x). Substituting
(5) in this equality and comparing the corresponding coefficients, we obtain (7). After that (8)
becomes obvious. 
Now we consider the differential equation
ℓ0y = λy = ρ
ny, x > 0. (10)
It is evident that if y(x) is a solution of (3), then y(ρx) satifies (10). Define Cj(x, λ) by
Cj(x, λ) = ρ
−µjCj(ρx) = x
µj
∞∑
k=0
cjk(ρx)
nk.
The functions Cj(x, λ) are entire in λ , and det[C
(ν−1)
j (x, λ)]j,ν=1,n ≡ 1. From Lemmas 1 and
2 we get the following theorem.
Theorem 1. In each sector Sk0 = {ρ : arg ρ ∈ (
k0π
n
, (k0+1)π
n
)} equation (10) has a funda-
mental system of solutions B0 = {yk(x, ρ)}k=1,n such that yk(x, ρ) = yk(ρx),
|y
(ν)
k (x, ρ)(ρRk)
−ν exp(−ρRkx)− 1| ≤
M0
|ρ|x
, ρ ∈ S¯k0 , |ρ|x ≥ 1, ν = 0, n− 1, (11)
det[y
(ν−1)
k (x, ρ)]k,ν=1,n ≡ ρ
n(n−1)/2Ω, Ω := det[Rν−1k ]k,ν=1,n 6= 0, (12)
yk(x, ρ) =
n∑
j=1
b0kjρ
µjCj(x, λ), b
0
kj = β
0
jR
µj
k , β
0
j 6= 0, (13)
where the constant M0 depens only on νj .
The functions yk(x, ρ) are analogues of the Hankel functions for the Bessel equation. Denote
C∗j (x, λ) = det[C
(ν)
k (x, λ)]ν=0,n−2; k=1,n\n−j+1,
y∗j (x, ρ) = (−1)
n−j
(
ρ(n−1)(n−2)/2Ω
)−1
det[y
(ν)
k (x, ρ)]ν=0,n−2; k=1,n\j,
Fkν(ρx) =
{
Rνk exp(ρRkx), |ρ|x > 1,
(ρx)µ1−ν , |ρ|x ≤ 1,
F ∗k (ρx) =
{
exp(−ρRkx), |ρ|x > 1,
(ρx)n−1−µn , |ρ|x ≤ 1,
U0kν(x, ρ) = y
(ν)
k (x, ρ)(ρ
νFkν(ρx))
−1, U0,∗k (x, ρ) = y
∗
k(x, ρ)(F
∗
k (ρx))
−1,
g(x, t, λ) =
n∑
j=1
(−1)n−jCj(x, λ)C
∗
n−j+1(t, λ) =
1
ρn−1
n∑
j=1
yj(x, ρ)y
∗
j (t, ρ).
The function g(x, t, λ) is the Green’s function of the Cauchy problem ℓ0y−λy = f(x), y
(ν)(0) =
0, ν = 0, n− 1. Using (11)-(13), we obtain
|U0kν(x, ρ)| ≤M1, |U
0,∗
k (x, ρ)| ≤M1, x ≥ 0, ρ ∈ S¯k0 , (14)
|C
(ν)
j (x, λ| ≤M2|x
µj−ν |,
∣∣∣ ∂ν
∂xν
g(x, t, λ)
∣∣∣ ≤M2 n∑
j=1
|xµj−νtn−1−µj |, |ρx| ≤ C0, t ≤ x,


(15)
where M1 depens on νj , and M2 on νj and C0.
4Now we are going to construct fundamental systems of solutions of equation (2). Denote
J(ρ) =
n−2∑
m=0
Jm(ρ),
Jm(ρ) = |ρ|
Re(µ1−µn)
∫ |ρ|−1
0
tθn−m|qm(t)| dt+ |ρ|
m−n+1
∫ ∞
|ρ|−1
|qm(t)| dt.
Lemma 3. The following estimate holds
J(ρ) ≤
Q
|ρ|
, |ρ| ≥ 1, Q :=
n−2∑
m=0
∫ ∞
0
|q0m(t)| dt.
Indeed, if θm −m ≤ 0 , then Re(µn − µ1) ≥ n−m− 1, and consequently
Jm(ρ) ≤ |ρ|
m−n+1
(∫ |ρ|−1
0
tθn−m|qm(t)| dt+
∫ ∞
|ρ|−1
|qm(t)| dt
)
≤ |ρ|m−n+1
∫ ∞
0
|q0m(t)| dt.
If θm −m > 0, then
Jm(ρ) ≤ |ρ|
m−n+1
∫ ∞
0
|qm(t)| dt ≤ |ρ|
m−n+1
∫ ∞
0
|q0m(t)| dt.
Hence J(ρ) ≤ Q|ρ|−1, |ρ| ≥ 1, and Lemma 3 is proved.
We now construct the functions Sj(x, λ), j = 1, n from the system of integral equations
S
(ν)
j (x, λ) = C
(ν)
j (x, λ)−
∫ x
0
∂ν
∂xν
g(x, t, λ)
( n−2∑
m=0
qm(t)S
(m)
j (t, λ)
)
dt, ν = 0, n− 1. (16)
By (15), system (16) has a unique solution; moreover the functions S
(ν)
j (x, λ) are entire in λ for
each x > 0, the functions {Sj(x, λ)}j=1,n form a fundamental system of solutions for equation
(2), det[S
(ν−1)
j (x, λ)}j,ν=1,n ≡ 1, and
S
(ν)
j (x, λ) = O(x
µj−ν), (Sj(x, λ)− Cj(x, λ))x
−µj = o(xµn−µ1), x→ 0. (17)
Let Sk0,α = {ρ : ρ ∈ Sk0 , |ρ| > α}, ρ0 = 2M1Q + 1. For k = 1, n , ρ ∈ S¯k0,ρ0 we consider the
system of integral equations
Ukν(x, ρ) = U
0
kν(x, ρ) +
n−2∑
m=0
∫ ∞
0
Akνm(x, t, ρ)Ukm(t, ρ) dt, x ≥ 0, ν = 0, n− 1, (18)
where
Akνm(x, t, ρ) =
qm(t)Fkm(ρt)
ρn−1−mFkν(ρx)


−
k∑
j=1
Fjν(ρx)U
0
jν(x, ρ)F
∗
j (ρt)U
0,∗
j (t, ρ), t ≤ x,
n∑
j=k+1
Fjν(ρx)U
0
jν(x, ρ)F
∗
j (ρt)U
0,∗
j (t, ρ), t > x.
Using (14) and Lemma 3, we obtain
n−2∑
m=0
∫ ∞
0
|Akνm(x, t, ρ)| dt ≤ M1J(ρ) ≤
M1Q
|ρ|
.
5Consequently, system (18) with ρ ∈ S¯k0,ρ0 has a unique solution, and uniformly in x ≥ 0,
Ukν(x, ρ)− U
0
kν(x, ρ) = O(ρ
−1), ρ ∈ S¯k0,ρ0. (19)
Theorem 2. For x > 0, ρ ∈ S¯k0,ρ0 there exists an fundamental system of solutions of
equation (2), B = {Yk(x, ρ)}k=1,n of the form
Y
(ν)
k (x, ρ) = ρ
νFkν(ρx)Ukν(x, ρ),
where the functions Ukν(x, ρ) are solution of (18), and (19) is true.
The function Y
(ν)
k (x, ρ) considered for each x > 0, are analytic in ρ ∈ Sk0,ρ0, continuous
in ρ ∈ S¯k0,ρ0 and det[Y
(ν−1)
k (x, ρ)]k,ν=1,n = ρ
n(n−1)/2Ω(1+O(ρ−1)) as |ρ| → ∞. The functions
Yk(x, ρ) satisfy the equality
Yk(x, ρ) = yk(x, ρ)−
1
ρn−1
∫ x
0
( k∑
j=1
yj(x, ρ)y
∗
j (t, ρ)
)( n−2∑
m=0
qm(t)Y
(m)
k (t, ρ)
)
dt
+
1
ρn−1
∫ ∞
x
( n∑
j=k+1
yj(x, ρ)y
∗
j (t, ρ)
)( n−2∑
m=0
qm(t)Y
(m)
k (t, ρ)
)
dt.
Moreover, one has the representation
Yk(x, ρ) =
n∑
j=1
bkj(ρ)Sj(x, λ), (20)
where
bkj(ρ) = b
0
kj(ρ)ρ
µj (1 +O(ρ−1)), |ρ| → ∞, ρ ∈ S¯k0,ρ0 . (21)
The only part of the theorem that needs proof is the asymptotic formula (21). Let ρ be
fixed, x ≤ |ρ|−1. Then (13) and (20) become
U0k0(x, ρ) =
n∑
j=1
b0kj(ρx)
µj−µ1Cˆj(x, λ),
Uk0(x, ρ) =
n∑
j=1
bkj(ρ)(ρ)
−µ1xµj−µ1Sˆj(x, λ),


(22)
where
Cˆj(x, λ) = x
−µjCj(x, λ), Sˆj(x, λ) = x
−µjSj(x, λ), Sˆj(0, λ) = Cˆj(0, λ) = cj0 6= 0.
It follows from (22) that
Uk0(x, ρ)− U
0
k0(x, ρ) =
n∑
j=1
(
bkj(ρ)ρ
−µ1 − b0kjρ
µj−µ1
)
xµj−µ1Sˆj(x, λ)
+
n∑
j=1
b0kj(ρx)
µj−µ1(Sˆj(x, λ)− Cˆj(x, λ)). (23)
Denote
Fk1(x, ρ) = Uk0(x, ρ)− U
0
k0(x, ρ),
Fk,s+1(x, ρ) =
(
Fks(x, ρ)− Fks(0, ρ)Sˆs(x, λ)c
−1
s0
)
xµs−µs+1 , s = 1, n− 1.

 (24)
6Lemma 4. The following relations hold
(bks(ρ)ρ
−µ1 − b0ksρ
µs−µ1)cs0 = Fks(x, ρ), s = 1, n, (25)
Fks(x, ρ) = ((Uk0(x, ρ)− U
0
k0(x, ρ))−
s−1∑
j=1
(bkj(ρ)ρ
−µ1 − b0kjρ
µj−µ1)xµj−µ1Sˆj(x, λ))x
µ1−µs, (26)
s = 1, n.
Proof. When s = 1 equality (25) follows from (23) for x = 0, while (26) is obviously true.
Suppose now that (25) and (26) have been proved for s = 1, . . . , N − 1. Then
(
(Uk0(x, ρ)− U
0
k0(x, ρ))−
N−1∑
j=1
(bkj(ρ)ρ
−µ1 − b0kjρ
µj−µ1)xµj−µ1Sˆj(x, λ))
)
xµ1−µN
=
(
(Uk0(x, ρ)− U
0
k0(x, ρ))−
N−2∑
j=1
(bkj(ρ)ρ
−µ1 − b0kjρ
µj−µ1)xµj−µ1Sˆj(x, λ))
)
xµ1−µN−1xµN−1−µN
−(bk,N−1(ρ)ρ
−µ1 − b0k,N−1ρ
µN−1−µ1)SˆN−1(x, λ)x
µN−1−µN = FkN(x, ρ),
which gives (26) for s = N. We now write (23) as
FkN(x, ρ) =
n∑
j=N
(bkj(ρ)ρ
−µ1 − b0kjρ
µj−µ1)xµj−µN Sˆj(x, λ)
+
n∑
j=1
(b0kj(ρx)
µj−µ1(Sˆj(x, λ)− Cˆj(x, λ))x
µ1−µN .
Hence, using (17), we infer FkN(0, ρ) = (bkN(ρ)ρ
−µ1 − b0kNρ
µN−µ1)cN0, which gives (25) for
s = N. Lemma 4 is proved.
Now we write (18) for ν = 0 as
Fk1(x, ρ) =
1
ρn−1
(−
∫ x
0
(
n∑
j=1
(U0j0(x, ρ)U
0,∗
j (t, ρ))(ρt)
n−1−µnVk(t, ρ) dt
+
∫ ∞
0
( n∑
j=k+1
U0j0(x, ρ)U
0,∗
j (t, ρ))F
∗
j (ρt)
)
Vk(t, ρ) dt
)
, (27)
where
Vk(t, ρ) =
n−2∑
m=0
qm(t)ρ
mFkm(ρt)Ukm(t, ρ).
Since for t ≤ x ≤ |ρ|−1 we have
n∑
j=1
U0j0(x, ρ)U
0,∗
j (t, ρ) = ρ
µn−µ1x−µ1t1−n+µng(x, t, λ),
it follows by way of (15) that
∣∣∣ n∑
j=1
U0j0(x, ρ)U
0,∗
j (t, ρ)
∣∣∣ ≤M3|(ρx)µn−µ1 |, 0 ≤ t ≤ x ≤ |ρ|−1. (28)
7Lemma 5. The following relations hold
Fks(0, ρ) = ρ
µs−µ1−n+1cs0
∫ ∞
0
( n∑
j=k+1
b0jsF
∗
j (ρt)U
0,∗
j (t, ρ)
)
Vk(t, ρ) dt, (29)
Fks(x, ρ) =
1
ρn−1
(
− xµ1−µs
∫ x
0
( n∑
j=1
U0j0(x, ρ)U
0,∗
j (t, ρ)
)
(ρt)n−1−µnVk(t, ρ) dt
−
s−1∑
ℓ=1
xµℓ−µs
∫ ∞
0
( n∑
j=k+1
b0jℓρ
µℓ−µ1(Sˆℓ(x, λ)− Cˆℓ(x, λ))F
∗
j (ρt)U
0,∗
j (t, ρ)
)
Vk(t, ρ) dt
+
∫ ∞
0
( n∑
j=k+1
( n∑
ξ=s
b0jξρ
µξ−µ1Cˆξ(x, λ)
)
F ∗j (ρt)U
0,∗
j (t, ρ)
)
Vk(t, ρ) dt
)
, x ≤ |ρ|−1. (30)
Proof. For s = 1, (29) and (30) follow from (27), in view of (22). Suppose now that (29)
and (30) have been proved for s = 1, . . . , N. Then, using (24), we calculate
Fk,N+1(x, ρ) = (FkN(x, ρ)− FkN(0, ρ)SˆN(x, λ)c
−1
N0)x
µN−µN+1
=
1
ρn−1
(
− xµ1−µN+1
∫ x
0
( n∑
j=1
(U0j0(x, ρ)U
0,∗
j (t, ρ)
)
(ρt)n−1−µnVk(t, ρ) dt
−
N−1∑
ℓ=1
xµℓ−µN+1
∫ ∞
0
( n∑
j=k+1
b0jℓρ
µℓ−µ1(Sˆℓ(x, λ)− Cˆℓ(x, λ))F
∗
j (ρt)U
0,∗
j (t, ρ)
)
Vk(t, ρ) dt
+xµN−µN+1
∫ ∞
0
( n∑
j=k+1
( n∑
ξ=N
b0jξρ
µξ−µ1xµξ−µN Cˆξ(x, λ)− b
0
jNρ
µN−µN+1CˆN(x, λ)
−b0jNρ
µN−µN+1(SˆN (x, λ)− CˆN(x, λ))
)
F ∗j (ρt)U
0,∗
j (t, ρ))Vk(t, ρ) dt
)
=
1
ρn−1
(
− xµ1−µN+1
∫ x
0
( n∑
j=1
U0j0(x, ρ)U
0,∗
j (t, ρ)
)
(ρt)n−1−µnVk(t, ρ) dt
−
N∑
ℓ=1
xµℓ−µN+1
∫ ∞
0
( n∑
j=k+1
b0jℓρ
µℓ−µ1(Sˆℓ(x, λ)− Cˆℓ(x, λ))F
∗
j (ρt)U
0,∗
j (t, ρ)
)
Vk(t, ρ) dt
+
∫ ∞
0
( n∑
j=k+1
( n∑
ξ=N+1
b0jξρ
µξ−µ1xµs−µN+1Cˆξ(x, λ)
)
F ∗j (ρt)U
0,∗
j (t, ρ)
)
Vk(t, ρ) dt
)
,
i.e. (30) is valid for s = N +1. We now let x→ 0 in (30) for s = N +1 , using (28), to obtain
(29) for s = N + 1. This proves Lemma 3.
It follows from (25) and (29) that
bks(ρ)ρ
−µs − b0ks =
1
ρn−1
∫ ∞
0
( n∑
j=k+1
b0jsF
∗
j (ρt)U
0,∗
j (t, ρ)
)
Vk(t, ρ) dt. (31)
Using (31), (14), (19) and Lemma 3, we obtain
bks(ρ)ρ
−µs − b0ks = O(J(ρ)) = O(ρ
−1), |ρ| → ∞, ρ ∈ S¯k0 ,
i.e. (21) is valid. Theorem 2 is proved.
83. Using constructed fundamental systems of solutions on each edge we can study spectral
properties of systems on graphs and solve the inverse spectral problem. Let {ξkj}k=1,nj be the
roots of the characteristic polynomial
δj(ξ) =
nj∑
µ=0
νµj
µ−1∏
k=0
(ξ − k), νnj ,j := 1, νnj−1,j := 0.
For definiteness, we assume that ξkj−ξmj 6= snj , s ∈ Z, Re ξ1j < . . . < Re ξnj ,j, ξkj 6= 0, nj − 3
(other cases require minor modifications). We set θj := nj − 1 − Re (ξnj ,j − ξ1j), and assume
that the functions q
(ν)
µj (xj), ν = 0, µ− 1, are absolutely continuous, and q
(µ)
µj (xj)x
θj
j ∈ L(0, lj).
Fix j = 1, p. Let the numbers ckj0, k = 1, nj, be such that
nj∏
k=1
ckj0 =
(
det[ξν−1kj ]k,ν=1,nj
)−1
.
According to results of the previous section one can construct the fundamental systems of so-
lutions {Skj(xj , λ)}k=1,nj of Eq. (1) on the edge ej such that the functions S
(ν)
kj (xj , λ), ν =
0, nj − 1, are entire in λ, and for each fixed λ, and xj → 0, Skj(xj , λ) ∼ ckj0x
ξkj
j Consider
the linear forms
Ujν(yj) =
ν∑
µ=0
γjνµy
(µ)
j (lj), j = 1, p, ν = 0, nj − 1,
where γjνµ are complex numbers, γjν := γjνν 6= 0. Denote 〈n〉 := (|n| + n)/2, i.e. 〈n〉 = n
for n ≥ 0 , and 〈n〉 = 0 for n ≤ 0. Fix s = 1, p, k = 1, ns − 1. Let Ψsk = {ψskj}j=1,p be
solutions of Eq. (1) on the graph T under the boundary conditions
ψsks(xs, λ) ∼ cks0x
ξks
s , xs → 0, (32)
ψskj(xj , λ) = O(x
ξ〈nj−k−1〉+2,j
j ), xj → 0, j = 1, p, j 6= s, (33)
and the matching conditions at the vertex v0 :
U1ν(ψsk1) = Ujν(ψskj), j = 2, p, ν = 0, k − 1, nj > ν + 1, (34)
p∑
j=1, nj>ν
Ujν(ψskj) = 0, ν = k, ns − 1. (35)
Define additionally ψsns(xs, λ) := Sns(xs, λ). Using the solutions {Sµj(xj , λ)} , one can write
ψskj(xj , λ) =
nj∑
µ=1
Mskjµ(λ)Sµj(xj , λ), j = 1, p, k = 1, ns − 1, (36)
where the coefficients Mskjµ(λ) do not depend on xj . It follows from (36) and the boundary
condition (32) for the Weyl-type solutions that
ψsks(xs, λ) = Sks(xs, λ) +
ns∑
µ=k+1
Mskµ(λ)Sµs(xs, λ), Mskµ(λ) := Msksµ(λ). (37)
Denote
Ms(λ) = [Mskµ(λ)]k,µ=1,ns, Mskµ(λ) := δkµ for k ≥ ν.
The matrix Ms(λ) is called the Weyl-type matrix with respect to the boundary vertex vs . The
inverse problem is formulated as follows. Fix w = 2, p.
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Fix s = 1, p, k = 1, ns − 1. Substituting (36) into boundary and matching conditions (32)-
(35), we obtain a linear algebraic system with respect to Mskjµ(λ). Solving this system one gets
Mskjµ(λ) = ∆skjµ(λ)/∆sk(λ), where the functions ∆skjµ(λ) and ∆sk(λ) are entire in λ. In
particular,
Mskµ(λ) = ∆skµ(λ)/∆sk(λ), k ≤ µ,
where ∆skµ(λ) := ∆sksµ(λ).
4. In this section we obtain a constructive procedure for the solution of Inverse problem 1
and prove its uniqueness. First we consider auxiliary inverse problems of recovering the differen-
tial operator on each each fixed edge. Fix s = 1, p, and consider the following inverse problem
on the edge es .
IP(s). Given the matrix Ms , construct the potential qs on the edge es .
Theorem 3. Fix s = 1, p. The specification of the Weyl-type matrix Ms uniquely deter-
mines the potential qs on the edge es .
We omit the proof since it is similar to that in [1, Ch.2]. Moreover, using the method of
spectral mappings, one can get a constructive procedure for the solution of the inverse problem
IP (s) . It can be obtained by the same arguments as for n -th order differential operators on a
finite interval (see [1, Ch.2] for details).
Fix j = 1, p. Let ϕjk(xj , λ), k = 1, nj, be solutions of equation (1) on the edge ej under
the conditions
ϕ
(ν−1)
kj (lj , λ) = δkν , ν = 1, k, ϕkj(xj , λ) = O(x
ξnj−k+1,j
j ), xj → 0.
We introduce the matrix mj(λ) = [mjkν(λ)]k,ν=1,nj , where mjkν(λ) := ϕ
(ν−1)
jk (lj, λ). The matrix
mj(λ) is called the Weyl-type matrix with respect to the internal vertex v0 and the edge ej .
IP[j]. Given the matrix mj , construct qj on the edge ej .
This inverse problem is the classical one, since it is the inverse problem of recovering a higher-
order differential equation on a finite interval from its Weyl-type matrix. This inverse problem
has been solved in [1], where the uniqueness theorem for this inverse problem is proved. Moreover,
in [1] an algorithm for the solution of the inverse problem IP [j] is given, and necessary and
sufficient conditions for the solvability of this inverse problem are provided.
Fix j = 1, p. Then for each fixed s = 1, p \ j,
mj1ν(λ) =
ψ
(ν−1)
s1j (lj, λ)
ψs1j(lj, λ)
, ν = 2, nj , (38)
mjkν(λ) =
det[ψsµj(lj, λ), . . . , ψ
(k−2)
sµj (lj , λ), ψ
(ν−1)
sµj (lj , λ)]µ=1,k
det[ψ
(ξ−1)
sµj (lj, λ)]ξ,µ=1,k
, 2 ≤ k < ν ≤ nj . (39)
Now we are going to obtain a constructive procedure for the solution of Inverse problem
1. For this purpose it is convenient to divide differential equations into m groups with equal
orders. More precisely, let ω1 > ω2 > . . . > ωm > ωm+1 = 1, npj−1+1 = . . . = npj := ωj,
j = 1, m, 0 = p0 < p1 < . . . < pm = p. Take N such that pN = w.
Suppose that we already found the potentials qs , s = 1, p \ pN , on the edges es , s =
1, p \ pN . Then we calculate the functions Skj(xj , λ), j = 1, p \ pN ; here k = 1, ωi for
j = pi−1 + 1, pi.
Fix s = 1, p1 (if N > 1 ), and s = 1, p1 − 1 (if N = 1 ). Our goal now is to construct the
Weyl-type matrix mpN (λ). According to (38)-(39), in order to construct mpN (λ) we have to
calculate the functions
ψ
(ν)
skpN
(lpN , λ), k = 1, ωN − 1, ν = 0, ωN − 1. (40)
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We will find the functions (40) by the following steps.
1) Using (37) we construct the functions
ψ
(ν)
sks(ls, λ), k = 1, ωN − 1, ν = 0, ω1 − 1, (41)
by the formula
ψ
(ν)
sks(ls, λ) = S
(ν)
ks (ls, λ) +
ω1∑
µ=k+1
Mskµ(λ)S
(ν)
µs (ls, λ). (42)
2) Consider a part of the matching conditions (34) on Ψsk . More precisely, let ξ = N,m, k =
ωξ+1, ωξ − 1, l = ξ,m, j = 1, pl − 1. Then, in particular, (34) yields
Upl,ν(ψskpl) = Ujν(ψskj), ν = ωl+1 − 1,min(k − 1, ωl − 2). (43)
Using (43) we can calculate the functions
ψ
(ν)
skj(lj , λ), ξ = N,m, k = ωξ+1, ωξ − 1, l = ξ,m, j = 1, pl, ν = ωl+1 − 1,min(k − 1, ωl − 2).
(44)
3) It follows from (36) and the boundary conditions on Ψsk that
ψ
(ν)
skj(lj, λ) =
ωl∑
µ=max(ωl−k+1)
Mskjµ(λ)C
(ν)
µj (lj , λ), (45)
k = 1, ω1 − 1, l = 1, m, j = pl−1 + 1, pl \ s, ν = 0, ωl − 1.
We consider only a part of relations (45). More precisely, let ξ = N,m, k = ωξ+1, ωξ − 1, l =
1, m, j = pl−1 + 1, pl, j 6= pN , j 6= s, ν = 0,min(k − 1, ωl − 2). Then
ωl∑
µ=max(ωl−k+1)
Mskjµ(λ)C
(ν)
µj (lj , λ) = ψ
(ν)
skj(lj , λ), ν = 0,min(k − 1, ωl − 2). (46)
For this choice of parameters, the right-hand side in (46) are known, since the functions (44)
are known. Relations (46) form a linear algebraic system σskj with respect to the coefficients
Mskjµ(λ). Solving the system σskj we find the functions Mskjµ(λ). Substituting them into
(45), we calculate the functions
ψ
(ν)
skj(lj, λ), k = 1, ωN − 1, l = 1, m, j = pl−1 + 1, pl \ pN , ν = 0, ωl − 1. (47)
Note that for j = s these functions were found earlier.
4) Let us now use the generalized Kirchhoff’s conditions (35) for Ψsk . Since the functions
(47) are known, one can construct by (35) the functions (40) for k = 1, ωN − 1, ν = k, ωN − 1.
Thus, the functions (40) are known for k = 1, ωN − 1, ν = 0, ωN − 1.
Since the functions (40) are known, we construct the Weyl-type matrix mpN (λ) via (38)-(39)
for j = pN . Thus, we have obtained the solution of Inverse problem 1 and proved its uniqueness,
i.e. the following assertion holds.
Theorem 2. The specification of the Weyl-type matrices Ms(λ), s = 1, p \ pN , uniquely
determines the potential q on T. The solution of Inverse problem 1 can be obtained by the
following algorithm.
Algorithm 1. Given the Weyl-type matrices Ms(λ), s = 1, p \ pN .
1) Find qs , s = 1, p\pN , by solving the inverse problem IP (s) for each fixed s = 1, p\pN .
2) Calculate C
(ν)
kj (lj , λ), j = 1, p \ pN ; here k = 1, ωi, ν = 0, ωi − 1 for j = pi−1 + 1, pi.
3) Fix s = 1, p1 (if N > 1 ), and s = 1, p1 − 1 (if N = 1 ). All calculations below will be
made for this fixed s. Construct the functions (41) via (42).
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4) Calculate the functions (44) using (43).
5) Find the functions Mskjµ(λ), by solving the linear algebraic systems σskj .
6) Construct the functions (40) using (35).
7) Calculate the Weyl-type matrix mpN (λ) via (38)-(39) for j = pN .
8) Construct the potential qpN by solving the inverse problem IP [j] for j = pN .
We note that inverse spectral problems for Sturm-Liouville operators on spatial networks
were studied in [2-7], and for higher order operators in [8].
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