ABSTRACT In this paper, robust algorithms for character segmentation and recognition are presented for multilingual Indian document images of Latin and Devanagari scripts. These documents generally suffer from their layout organizations, local skews, and low print quality and contain intermixed texts (machine-printed and handwritten). In the proposed character segmentation algorithm, primary segmentation paths are obtained using structural property of characters, whereas overlapped and joined characters are separated using graph distance theory. Finally, segmentation results are validated using highly accurate support vector machine classifier. For the proposed character recognition algorithm, three new geometrical shape-based features are computed. First and second features are formed with respect to the center pixel of character, whereas neighborhood information of text pixels is used for the calculation of third feature. For recognizing the input character, k-Nearest Neighbor classifier is used, as it has intrinsically zero training time. Comprehensive experiments are carried out on different databases containing printed as well as handwritten texts. Benchmarking results illustrate that proposed algorithms have better performances compared to other contemporary approaches, where highest segmentation and recognition rates of 98.86% and 99.84%, respectively, are obtained.
I. INTRODUCTION
Automated Optical Character Recognition (OCR) finds an important application in building the intelligent indexing systems in today's computer world. This recognition process digitizes the documents and converts them into editable forms. Document image analysis is an area, which deals with scanned images. Apart from this indexing system, other industrial applications of OCR are found in drug and food industries to keep track of life cycle of goods. OCR performance for industries is mainly dependent on the quality of camera, whereas for document analysis, it depends upon the scanner. Non-uniform illumination within the scanner due to shadow, scanning angle and ink diffusion are some of the main problems encountered while scanning.
OCR usually involves three processes, namely text localization, character segmentation and recognition. The recognition is an important area of document image analysis, which is in mature stage for machine-printed text. However, for intermixed texts in multilingual environment, it still remains a challenging problem. Complications arise because of different writing styles and font sizes. For correctly recognizing a character, its segmentation plays an important role, as it is responsible for separating the characters from word images [1] . Sometimes multiple touched characters create problems during segmentation and consequently recognition error takes place. Moreover, Indic script like Devanagari contains vowels and consonants with modifiers, which make complicated compositions and present additional challenges for segmentation and recognition.
A brief description of Latin and Devanagari scripts is given as follows:
(i) Indian documents include English language, which is a Latin script. It contains 26 uppercase and 26 lowercase letters. Out of which, 5 letters (A, E, I, O, U) are vowels and the rest are consonants. Letters of Latin script in uppercase and lowercase are shown in Fig. 1 (a). (ii) Devanagari script has 13 vowels (Swar) and 34 consonants (Vyanjan) with 14 vowel modifiers [3] . These modifiers sometimes connect to consonants either above or below the line and make a whole letter complex. Each letter of this script has a header line called as 'Sirorekha'. Fig. 1(b) shows vowels, consonants and vowel modifiers of Devanagari script. It is observed that most of the character segmentation and recognition methods reported in the literature are developed for specific script and text (either printed or handwritten). Furthermore, performance of Indic script OCRs is poorer than Latin script OCRs [2] . Hence, the focus of the proposed research work is to segment and recognize the characters from scanned multilingual Indian documents with intermixed texts. The main contributions of the proposed research work are as follows:
• For character segmentation, a hybrid scheme is proposed where at the beginning; pre-processing is performed on word images. Subsequently, one pixel width image, i.e. thinning operation is applied on words and projection profile is used to find primary segmentation paths. Later, distance related criteria are utilized to get fine segmentation paths. During post-processing step, over-segmented and overlapped characters are separated using graph distance theory. Finally, a trained Support Vector Machine (SVM) classifier is employed to validate the segmentation results. Proposed character segmentation algorithm is evaluated on publicly available Tobacco-800 database and proprietary database.
• In the proposed character recognition system, three new features are computed, which are based upon structural geometry of characters. For the first feature, distances between center pixel and character pixels are found out in each non-overlapping block. These non-overlapping blocks are formed with respect to center pixel of character. Later on, row wise and column wise distances are normalized. In second feature, cut vectors are generated in eight different directions. These cut vectors represent number of transitions between text and background pixels. For constructing third feature, number of eight neighbors of each character pixel is computed. Proposed character recognition algorithm is evaluated on publicly available CPAR, Dongre and Mankar, CVLSD and Chars74k databases along with the proprietary database. The paper is structured as follows: section II presents the related works of character segmentation and recognition. Proposed character segmentation and recognition algorithms are described in section III. Experimental results are discussed in section IV and finally, conclusion is given in section V.
II. RELATED WORK A. CHARACTER SEGMENTATION
The main aim of character segmentation is to accurately isolate the characters from a word image. These segmentation methods are broadly classified into three categories, (i) only segmentation based (ii) only recognition based and (iii) hybrid of (i) and (ii) [4] .
In segmentation based category, Nomura et al. [1] used histogram technique for primary character segmentation. Later, morphological thickening and thinning operations are used to segment overlapped and touched characters. Garain and Chaudhuri [5] also worked for touched machine-printed characters segmentation using multi-factorial analysis. This analysis is based upon factors like transitions, blob thickness and middleness. Chen and Wang [6] and Nikolaou et al. [7] developed segmentation algorithms for single and multiple touched handwritten English numerals using thinning process on background and foreground regions. Tian et al. [8] designed a novel Harrow space filter and weighted map algorithm for license plate character segmentation. Bansal and Sinha [9] worked on Devanagari characters segmentation using projections and statistical dimensional information of the characters. Zheng et al. [10] used various structural properties between background and foreground regions to detect isolated characters. Later, with vertical projection and some heuristics, touched Arabic characters are segmented. Tripathy and Pal [11] worked on text-line, word and character segmentations using water reservoir based concept for Odia text.
In recognition based category, Sharma and Dhaka [12] - [14] developed a pixel plot and trace based framework to segment the characters using artificial neural network. Grafmüller and Beyerer [15] utilized normalized projection profile and Bayes theorem for character segmentation. Here, segmentation points are determined with the help of maximum a posteriori estimation.
In hybrid based category, Rehman and Saba [4] segmented English cursive characters using their geometrical properties and ligatures. Later, neural network is used to enhance the segmentation results. Roy et al. [16] worked on multi-oriented touched characters segmentation. Initially, connected component analysis is performed to segment individual components, where a trained SVM is used to verify whether the segmented component is isolated or touched characters. Later, dynamic programming algorithm is employed to find out correct segmentation regions of touched characters.
Character segmentation is a very important step for OCR because its efficiency depends on proper character segmentation results [17] . It is observed that segmentation based methods are fast. However, they are efficient for particular type of script and text (e.g. either printed or handwritten) [1] , [5] , [6] . On the other hand, recognition based methods are highly accurate but require high resources both in terms of time and memory, as their performance depends totally upon classifiers [12] - [14] . Hybrid based systems are highly accurate and fast, as the use of classifier is limited only up to postprocessing and verification [4] . These systems, by altering the classifier training, can be used for many scripts having either of the text.
B. CHARACTER RECOGNITION
Nowadays, many algorithms are available commercially for character recognition. These algorithms contain three stages, namely pre-processing, feature extraction and classification. Feature extraction is one of the core steps of recognition. In these algorithms, mainly two types of features are calculated. These features are based on texture appearance and geometrical structure of character. Texture features transform the domain of components and exhibit periodicity [18] , [19] . On the contrary, structural features are dependent on character strokes, their orientations and sizes. These features provide a well-defined symbolic overview of components, which is based upon the spatial arrangement of pixels [20] .
Texture features are calculated using transforms like Fourier transform [18] , [21] , wavelet transform [22] - [24] , Gabor transform [25] and Scale Invariant Feature Transform (SIFT) [26] . Hartley transform is also utilized in [21] to compute features. Low frequency components from these transforms reflect the basic shape of the character, whereas high frequency components provide detail variations [27] , [28] . Conventional transforms like Fourier and wavelet are efficient to capture details in one dimension [29] . In the context of two-dimensional signal like image, these transforms extract details when the two-dimensional signal is represented by collection of one-dimensional signals. In addition, these transforms are unable to handle smooth contours and randomly oriented edges. Gabor filter, somehow overcomes these problems but has spectral limitations. Besides these transforms, gradients features are developed in [20] , [26] , and [30] - [33] , whereas run length features are formed in [23] , [30] , and [34] .
Structural features are computed by Dash et al. [27] , [28] using chords and constellation diagram of characters. Structural stroke features are calculated in [35] - [39] and [40] - [45] , whereas shape features are proposed in [46] - [51] . In addition, fitting models [47] and trajectory models [45] , [52] - [55] are also used to form structural features. The satisfactory performance from these features describes the importance of stroke and structural information of characters [20] . Conversely, the scope of these methods is very limited up to the characters of one or two scripts because structural features are normally script dependent.
In general, performance of recognition system depends upon the features extracted from characters images [47] - [49] . These features should uniquely classify the character in less time. Computing transform feature on the character is a tricky task due to the variation in rotation, direction and frequency [19] . Structural features are very efficient if characters of script (like Indic scripts) are rich in strokes information. If these structural features are normalized, then robustness with respect to font styles, sizes and noise is easily achieved [17] , [20] . Fig. 2 presents the structure of proposed work for character segmentation and recognition. Herein, character segmentation is divided into four phases, whereas character recognition includes training and testing phases. Three features are extracted for recognizing characters.
III. PROPOSED WORK

A. PROPOSED CHARACTER SEGMENTATION ALGORITHM
The proposed character segmentation algorithm consists of pre-processing, segmentation, post-processing and postverification using SVM to validate the segmentation results. These steps are described as follows:
1) PRE-PROCESSING
In pre-processing, gray scale word image I of size X × Y having pixel intensity f (m, n) of the pixel located at (m, n) is binarized. Binarization is performed to reduce computational complexity of the algorithm, as only two colors are present for processing. Morphological erosion operation is then performed on the binarized word image to join disconnected components as shown in Fig. 3(b) . These components are VOLUME 6, 2018 FIGURE 2. Structure of proposed work for character segmentation and recognition.
generally disconnected due to noise. Later, skew of word images is corrected and thinning operation is applied.
2) CHARACTER SEGMENTATION
Initially, vertical projection profile of thinned word image is calculated as shown in Fig. 3(d) . Let, this thinned image is denoted by I th of size X × Y having pixel intensity f th (m, n) and its vertical projection profile is given as,
Here, h n is the number of vertical projection lines varying from 1 to Y . To remove noise and some false projection lines [56] , this projection profile function h n is smoothed using Gaussian low pass filter G [57] with standard deviation σ n in vertical direction given as,
This smoothed projection profile is shown in Fig. 3 (e). Now, to find primarily Segmentation Path (SP), only those projection lines are retained [4] , which contain values in the range '0' to '2' (as threshold). When these projection lines are mapped on word image, over-segmentation occurs as shown in Fig. 3(f) . This over-segmentation is emerged due to the connections or ligatures exist between characters and within the characters like 'r', 'm', 'n', 'u'. To reduce this oversegmentation, some of the projection lines are reduced by applying the following conditions.
(i) If difference of two projection lines is less than or equal to threshold of 3 pixels, retain the right one and remove the left one. (ii) If difference of two projection profile lines is greater than this threshold, an average of two projection lines is calculated. (iii) Still, if problem of over-segmentation persists and whenever difference of two projection lines is greater than threshold, retain the left one. Steps for reducing the over-segmentation are presented in Algorithm 1 and result is shown in Fig. 3(g ).
3) POST-PROCESSING
Prior to this step, characters that are vertically aligned are segmented accurately. Some joined characters whose ligature contains pixels less than threshold are also segmented in precise manner. However, overlapped and joined characters whose ligatures contain pixels more than threshold are segmented using graph distance theory. For this, gray scale part of two joined characters is considered and their middle column is determined. Here, assumption is made that characters are of equal width and segmentation pixels are high intensity pixels. Now, starting in downward direction and in each iteration, present pixel becomes the center pixel of a searching window 3 × 3, which is shown in Fig. 4 . As search is in the downward direction, only next row pixels are considered to decrease the redundancy and to make searching mechanism fast and simple. Search for the next pixel is performed using following conditions and segmentation result is shown in Fig. 5 .
(i) If present pixel's intensity f (m, n) = 255, then pixel at location (m, n) becomes a segmentation pixel and searching mechanism will start exactly from next row and same column pixel, i.e. from the pixel at location (m + 1, n). (ii) If present pixel's intensity f (m, n) = 255, then pixel at location (m, n) becomes a segmentation pixel and searching mechanism will start from next row and any of the next column pixels, i.e. from the pixels at loca-
Here, these pixel positions are considered as nodes of a graph. Therefore, Euclidean distance weights from graph theory are considered for assigning priorities of next row pixels. Steps for searching a next pixel are presented in Algorithm 2.
4) POST-VERIFICATION
Promising results are obtained for character segmentation ahead of this step. However, over-segmentation problem is still persists in open characters like 'n', 'v', 'm', 'w', 'u'. Therefore, to avoid this problem and validate the segmentation results, post-verification is performed using SVM classifier [58] , [59] . SVM is used for binary classification problems. Suppose a training set of label pairs (x i , y i ), i = 1, 2, . . . . m is given, where x i R n and y i {1, −1} m . SVM maximizes the margin between classes by optimizing the hyper-plane given as,
Here, w is weight vector and b is bias. To calculate these parameters, SVM algorithm minimizes the cost function given as,
Here, C controls tradeoff between training error and generalization, whereas ζ i is a slack variable, which tolerate errors and need to be minimized [26] . If training vectors x i are not separable linearly, at that time training vectors are mapped into higher dimensional space through a function φ(x i ) given in (5). In higher dimensional space, SVM finds an optimal hyper-plane with maximal margin. 
Linear Kernel:
Equation (6) defines kernel for SVM and linear kernel is given in (7).
Algorithm 2 Searching Next Pixel
1. Start searching next pixel in downward direction in 3×3 window, 2. If intensity of present pixel f (m, n) = 255 then, assign pixel at location (m, n) as a segmentation pixel and searching will start from pixel at location (m + 1, n). 3. end if 4. If intensity of present pixel f (m, n) = 255 then, find maximum between next row and any of the next column pixels using Euclidean distance weights, i.e., max{ 
are equal then, assign pixel at location f (m + 1, n) as a segmentation pixel.
end if 19. end if
Segmented sections f sect are first categorized into two classes, i.e. correct and incorrect and are stored in training database. Features F 1in and F 2im are generated for each section to train the SVM. These features are vertical and horizontal normalized projection profiles described in Algorithm 3. For validation, features are calculated from segmented sections of a word image and are fed to the trained SVM. If valid character is not found, next segment is merged with the present one and process is repeated as shown in Fig. 6 . Result after post-verification is shown in Fig. 7(b) and its steps are presented in Algorithm 3.
B. PROPOSED CHARACTER RECOGNITION ALGORITHM
Proposed character recognition algorithm contains preprocessing, features extraction and character classification steps. In pre-processing, background pixels are cropped from Algorithm 3 Post-Verification 1. Start with segmented sections f sect 2. For i = 1 to sect 3. Calculate vertical projection feature,
4.
Calculate horizontal projection feature, all four sides so that first pixel from either side becomes the text pixel. Thereafter, gray level character is normalized to locate center pixel and is converted into binary form. This binary image is eroded with suitable structural mask and is thinned to make its width one text pixel. Pre-processing steps for character recognition are shown in Fig. 8 . Three new structural features are computed as follows:
1) FIXED CENTER DISTANCE BASED FEATURE GENERATION (FCDF)
In this feature, thinned character image C th of size M × N having pixel intensity f th (m, n) of the pixel (m, n) is divided into i (four in our case) non-overlapping blocks C thi . These blocks are formed by keeping center pixel (m c , n c ) of thinned image as a reference point given by (8) . 
Here, center pixel (m c , n c ) may be either a background or a text pixel of C th . Size of each block is M i × N i having pixel intensity f thi (m i , n i ). At this moment, center pixel of thinned image is considered as a starting point of each nonoverlapping block and its distance with each text pixel is calculated. This distance is Euclidean distance D it defined by (9) .
Where, (m it , n it ) is a text pixel in each non-overlapping block C thi . Text pixels are present either single or multiple times in each row and column. Average distances of all the text pixels in a row and that of in a column from the center pixel are computed. These row wise and column wise distances are normalized and are rounded to nearest integer. Horizontal FCDF (HFCDF) and Vertical FCDF (VFCDF) defined in (10) and (11) are formed for each non-overlapping block. Fig. 9 shows generation of FCDF from one of the non-overlapping block and Algorithm 4 in Table 1 describe steps for generating FCDF. Generated FCDF feature for (4 Z ) zones is FCDF = (HFCDF)
,
VFCDF i = round Co n i max Co n i ,
Equations (8) (9) (10) (11) are defined for i = 1 to 4 Z where Z = 1, C thi represents four non-overlapping blocks. Ro m i and Co n i denote average distances of rows and columns from center pixel.
2) FIXED CENTER CUT BASED FEATURE GENERATION (FCCF)
In this feature, number of cuts are calculated from the thinned character image with center pixel (m c , n c ) as a reference point in the directions described by (12) . These cuts represent transition between text pixel and background pixel and vice versa as shown in Fig. 10 right diagonal FCCF and lower left diagonal FCCF, respectively and represent number of cuts generated in the directions described by (12) . Fig. 10 shows generation of FCCF and Algorithm 5 in Table 1 describe steps for generating FCCF.
Here, N C is the number of pixels at scan angles defined in (12) with respect to (m c , n c ) and CU is the number of cuts or transitions.
3) NEIGHBORHOOD COUNTS BASED FEATURE GENERATION (NCF)
In this feature, thinned image C th is considered again and number of neighborhood character pixels for each text pixel f tht (m, n) are calculated, which is described by (13) . Each text pixel is centered in a window of size 3 × 3. Generated NCF and its size are
and eight, respectively. Fig. 11 shows the generation of NCF where Algorithm 6 in Table 1 describe steps for generating NCF. Here, A (m − 1 : m + 1, n − 1 : n + 1) are the summations of f tht (m − 1 : m + 1, n − 1 : n + 1) and the conditions are specified in (13).
4) CLASSIFICATION
Subsequent to feature generation, next step is to provide class membership to each character that comes for classification. For this decision making step, k-Nearest Neighbor (k-NN) is used in the proposed character recognition work where features of input character is compared with features of training samples to compute similar k neighbors. Accuracy of k-NN depends upon two factors, (i) distance function used and (ii) value of k. Here, three distances, i.e. Euclidean, city block and cosine are used to calculate distance between an input feature vector a and each training feature vector b. Euclidean distance is given as,
City block distance is given as,
Cosine distance is given as,
Here, N denotes dimension of feature vectors and distances (D, C, and C cos ) between input vector a and b i are calculated using (14) (15) (16) . At this instant, k nearest distances are taken into account and number of times input vector belonging to each class are calculated. Output of classifier is the class that occurs very frequently.
IV. EXPERIMENTAL RESULTS
To validate the proposed character segmentation and recognition algorithms, experiments are performed on publicly available database and proprietary database. For proposed character segmentation algorithm, 10-fold cross validation with multiple runs methodology is adopted. Later, final accuracy is computed by averaging the accuracies from each fold.
A. DATABASES USED
For evaluating proposed character segmentation algorithm, Tobacco-800 [60] -[62] and proprietary databases are used. Tobacco-800 database contains 1290 document images in TIFF format. Image size is varying from 1200 × 1600 to 2500×3200 pixels and scanned at 150-300 dpi. This database consists of documents related to master settlement agreements from Tobacco companies and research industries.
Proprietary database consists of 350 documents collected from government offices, which are generally notices and receipts. These documents contain intermixed texts in Devanagari and Latin scripts scanned at 300 dpi in TIFF format. Noise is introduced in these documents during scanning because of ink spreading and vibrations of the scanner. The different characters of variable font styles and sizes formed VOLUME 6, 2018 printed text. Contrary, handwritten text is formed by diverse human handwritings with different writing apparatus. This handwritten text is characterized by uneven thickness and spacing between characters.
For character recognition of Latin script, Chars74k [63] , CVLSD [64] and proprietary databases are used. Chars74k database contains numerals, uppercase and lowercase characters that make total 62 classes and images are in PNG format. CVLSD database consists of numerals (10 classes) only, for which 303 writers contributed. Training set contains 7000 digits and evaluation set consists of 21780 digits.
For Devanagari characters recognition, CPAR [65] , Dongre and Mankar [66] and proprietary databases are used. CPAR database contains 35,000 isolated handwritten numerals and 83,300 characters. This database is collected from individuals of different ages, religions and educational backgrounds. Dongre and Mankar database contains TIFF format images of 5137 numerals and 20305 characters collected by 750 writers. All experiments are performed in MATLAB environment with Windows 7 operating system. 
B. PERFORMANCE EVALUATION OF CHARACTER SEGMENTATION ALGORITHM
During pre-processing, size of structure element for erosion operation is kept 3 × 3 and threshold for Devanagari script is set to 5. While post-processing, Euclidean distance metric is used because it represents real distance between two nodes. In post-verification step, SVM with linear kernel is employed, as it distinguishes correct and incorrect sections easily and linear kernel is less complex. Fig. 12 The advantage of proposed character segmentation scheme is that two characters are still segmented having tight joints with no ligature. If Gaussian low pass filtering is performed during pre-processing, problem of noise in characters will get resolved and it does not require additional step. Due to touched characters, bad and missed segmentations occur that are handled in post-processing step. Further, oversegmentation problem is resolved by character validation using SVM. Some failure cases of proposed approach are shown in Fig. 13 . For evaluation on Tobacco-800 and proprietary databases, only those approaches are selected that have the integration of some intelligent schemes like neural networks, SVM and so on with segmentation to enhance the accuracy. All these approaches are evaluated on 1290 documents of Tobacco-800 database and 350 documents of proprietary database.
Rehman and Saba [4] obtained 89.91% and 90.28% SRs on Tobacco-800 and proprietary databases, respectively. In the same way, Dhaka and Sharma [13] attained 95.87% and 96.88% SRs on corresponding Tobacco-800 and proprietary databases. Finally, Sharma and Dhaka [12] , [14] obtained average SRs of 96.00% and 97.08% on Tobacco-800 and proprietary databases, respectively. An average processing time consumed by proposed character segmentation algorithm is 1.5 second per word on computer system having 4 GB RAM, INTEL i5-3470 CPU @ 3.20 GHz.
C. PERFORMANCE EVALUATION OF CHARACTER RECOGNITION ALGORITHM
During pre-processing step, size of each character is reformed using bi-cubic interpolation method and size of structure element for erosion operation is kept 3 × 3. For forming FCDF, physical distance between center pixel and text pixel is required and therefore, Euclidean distance is used. training time intrinsically. In addition, it has only requirement to store the training set a priori for classification task. In the evaluation of proposed character recognition algorithm, Recognition Rate (RR) is used, which is given as, RR = Number of correctly classified samples Total number of samples × 100 (20) Proposed features can distinguish between two similar appearing characters to an extent. As, characters contain structurally different distances between text and center pixels along with different number of neighbors. In addition, proposed FCCF is robust to character scaling because number of cuts in each half remain same even if character dimensions are varied. Table 4 shows 10-fold cross validation recognition accuracies of the proposed character recognition scheme over different databases with four runs. Here, k-NN is used with Euclidean distance. Four runs are selected because it is noticed that increasing runs after four does not provide much improvement in accuracy. For 10-fold cross validation recognition accuracy, database is divided into ten equal parts. One of its parts is considered for testing and remaining nine subsets are considered for training. The distribution of training and testing images from different databases is kept in the ratio of 90:10. For CPAR database, out of 83,300 character images, 74,970 images are used for training and 8,330 images are used for testing. It is observed that, 2.7-12.4% higher RRs are obtained on numeral databases, which is due to the presence of less number of overlapping classes. Table 5 illustrates the average performance of proposed features in individual and combined forms using k-NN with Euclidean distance. From this table, it is observed that FCCF is showing slightly less accuracy (on an average 7-10%) than FCDF and NCF, however, high accuracy is obtained in combined form. Overall accuracy of the proposed scheme is marginally less in the range 87.42-90.96% for proprietary database of Devanagari script; otherwise, prominent RRs are obtained. The reason is due to the presence of smeared and compound Devanagari characters. It is seen that some misclassifications occur between 'I' and '1' and '0', 'o' and 'O'. These misclassifications are removed by using local structural features [46] , [51] . To differentiate between 'I' and '1', number of text pixels at top left corner of character are calculated, whereas aspect ratio is calculated to differentiate the characters '0', 'o' and 'O'.
Fig. 14 presents 10-fold cross validation RRs comparison over different databases using Euclidean, city block and cosine distances. It is seen that comparatively higher rates (in the range 0.2-0.5%) are obtained with city block distance as compared to other distances. Table 6 shows comparative analysis of the proposed algorithm with other approaches. Table also consists of additional information as feature types, decision schemes, output classes and databases used by various methods. Proposed algorithm gives better RRs than other approaches on both numerals and alphabets databases. Highest RR of 98.26% is obtained from the proposed algorithm on CPAR database containing 59 classes of Devanagari script. Average recognition time per test image taken by proposed algorithm on this database is 3.252 second. Kumar and Ravulakollu [24] used various transforms for extracting features and obtained 2 nd highest RR of 98.02% with average recognition time 3.296 second. Another Devanagari script database, which is developed by Dongre and Mankar where proposed algorithm has RR of 97.96%. On this database, 25.61% more RR is obtained by proposed algorithm than Dongre and Mankar [67] .
On Chars74k Latin script database, RR of 97.1% is obtained by proposed algorithm on 62 classes with average recognition time 5.881 second. This RR is 26.06% and 21.11% higher than approaches proposed by Shi et al. [20] and Tian et al. [33] , respectively. CVLSD database contains only 10 numerals classes where RR of 97.33% is obtained by proposed algorithm. At a glance, proposed algorithm outperforms other approaches in terms of recognition, whereas recognition times are comparable.
V. CONCLUSION
In this paper, two new algorithms are proposed for character segmentation and recognition for multilingual Indic documents consisting of printed and handwritten texts. Character segmentation is one of the important steps before OCR. Herein, heuristic based algorithm integrated with SVM is proposed for segmenting characters. Overlapped and oversegmented characters are also separated accurately during post-processing and post-verification stages, respectively. Highest SR of 98.86% is obtained on proprietary database of Latin script. For character recognition, three new structural geometry based features are proposed. FCDF and FCCF are calculated with respect to center pixel of thinned character image, whereas NCF is calculated using neighborhood information of text pixels. Proposed recognition algorithm shows highest accuracy of 99.84% on Chars74k numerals database. Comparatively 0.2-0.5% higher RRs are obtained when k-NN VOLUME 6, 2018 is used with city block distance relative to other distances. Proposed algorithm is 2.7-12.4% more efficient on numerals databases as compared to databases contain alphabets.
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