The effect on health of behaviours such as smoking, drinking, illicit drug use, over-eating and exercise are of substantial interest to both academics and policy-makers. However, many of the results in the literature documenting how such behaviours affect health are based on correlations or partial correlations between behaviour and health. Because these correlations are almost always calculated from observational data, the health-related behaviours are not randomly assigned and therefore these correlations generally do not recover the magnitude or possibly even the sign of the underlying causal effect of interest. The research challenge then hinges on inferring causation from such observed patterns of behaviour and health.
causal effect of the behaviour on health, by which we mean: if a given individual is induced to change behaviour exogenously, how will health be affected? (See Pearl, 2000 for an overview of the literature on causation.)
Classical instrumental variables estimation
The canonical econometric approach to estimating the effect of D on a measure of health H begins by specifying the conditional mean of H given D and X, commonly a linear specification such as:
where i indexes individuals, ␤ is a vector of parameters and u i is a zero-mean disturbance term. Interest generally centres on estimation of ␦, the causal effect of the behaviour D on health, holding observed (X) and unobserved (u) determinants of health constant. The fundamental problem arising from the use of observational data is:
generally depends on D i (and possibly X i ). That is, even after conditioning on observed characteristics, unobserved determinants of health u generally vary with the health behaviour D. This covariance arises either because changes in health lead to changes in the behaviour or because unobserved characteristics affect both the behaviour and health. Suppose for example that individuals in poor health are more likely to quit smoking, that is that there is reverse causation in this context. This mechanism induces positive covariance between u and D and might lead a researcher to underestimate the deleterious effects of smoking on health. To see this, consider the extreme case where only healthy people choose to smoke, and those made unhealthy for any reason, including smoking, choose to quit. In a cross-section a researcher would observe that healthy people tend to be smokers and may falsely conclude that smoking is beneficial for health! In addition, it is likely that there are determinants of both health and smoking which are not observed in the dataset, for example, individuals who heavily discount future outcomes may both tend to smoke and fail to engage in health-promoting behaviours. This unobserved heterogeneity across individuals implies that the correlation between behaviour and health, even after holding other factors X constant, does not generally recover the causal effect of the behaviour on health. The estimate of ␦ generated by ordinary least squares estimation of equations such as (4.1) generally tells us little or nothing about the causal effect of the behaviour on health.
Suppose the researcher observes a variable Z which is, according to economic theory or other compelling reasoning, correlated with the behaviour D after conditioning on X but uncorrelated with health after conditioning on both D and X. It is then possible to obtain a consistent estimator of ␦. Formally, given that (X, Z) is of full rank, sufficient conditions for asymptotic identification are:
where n is the sample size, E is the expectation operator, and plim denotes the probability limit operator. The first condition formalizes the requirement that the excluded instrument Z only affects the outcome y through its effect on D. The second condition requires that the instrument and endogenous regressor are asymptotically correlated. Intuitively, a change in Z changes the behaviour D without directly changing health, so it is as if changes in Z comprise randomized experiments: D is not randomly assigned, but Z is randomized with respect to H (conditional on X) and Z affects D. The researcher can proceed under these conditions to estimate causal effects despite the problems of reverse causation or unobserved heterogeneity inherent to observational data, because under these conditions changes in Z form a quasi-experiment and the behaviour is quasirandomized. The linear instrumental variables estimate of the causal effect of D on H under model (4.1) is: where is the variance of u t , such that hypothesis testing can be carried out in a straightforward manner. More efficient estimates may be obtained in some cases by accounting for heteroskedasticity or serial correlation, see Davidson and MacKinnon (2004a, chapter 9) . The difficulty with instrumental variables estimation is not, however, deriving the efficient estimator in the presence of non-spherical disturbances or other such relatively mundane specification issues. Rather, the difficulty lies in finding instruments which are both relevant and excludable, that is, variables which both explain substantial variation in the behaviour D and which are only correlated with health because they are correlated with the behaviour. Since such variables are often difficult to find, the causal effect of behaviour on health remains a challenging research question. Other chapters in this Companion discuss use of instrumental variables in particular health-related applications. See also Angrist and Krueger (2001) for a survey of research exploiting natural experiments in economics more broadly.
Recent literature on finite-sample properties
It is common in econometrics to invoke asymptotic approximations even with fairly small sample sizes. Instrumental variables estimates are, however, often badly behaved even in surprisingly large samples, particularly if the excluded instruments (in the notation above, the variables in Z) do not explain much variation in the exogenous regressors. In these
cases asymptotic distributions such as (4.5) may be very poor approximations to the sampling distribution of the estimator. First, instrumental variable estimates are generally not unbiased even when the model is correctly specified. Models which are exactly identified yield estimates with an infinite first moment, that is, it will not be uncommon to draw estimates which are far away from the population parameter. Overidentified models generally have finite first moments but the estimates will not generally be centred on the population value. Buse (1992) shows the instrumental variables estimates are biased in the same direction as the OLS estimates and that the finite sample bias increases with the degree of overidentification.
Second, if the excluded instruments do not explain substantial variation in the endogenous regressors -the instruments are weak -instrumental variables estimates may exhibit atrocious finite sample properties. Even very small correlation between the instruments and the error term in the equation of interest may cause very large inconsistencies (Bound, Jaeger and Baker, 1995) . The asymptotic inconsistency of the instrumental variables estimate of ␦ relative to ordinary least squares is:
where is the variation in D not attributable to X and R 2 is the population R 2 resulting from regression of D on Z. That is, if after netting out the effect of X the excluded instruments Z explain little variation in D, any inconsistency resulting from invalid exclusion restrictions will be greatly exacerbated and the OLS estimate may be more accurate even if the treatment is highly correlated with the disturbance term.
Third, even if the instruments are truly exogenous such that the instrumental variables estimates are consistent, weak instruments nonetheless lead to finite sample distributions of the estimators which are vastly different from their asymptotic distributions: inference and confidence intervals based on asymptotics such as (4.5) may be very misleading. See Stock, Wright and Yogo (2002) for a survey of this literature. Alternate estimators, such as limited information maximum likelihood (LIML) or the jackknife instrumental variables estimator (JIVE) have been proposed as more well-behaved in the presence of weak instruments (for example, Blomquist and Dahlberg, 1999) , but see Davidson and MacKinnon (2004b) for a critique of this proposal.
Instrumental variables problems in the health economics literature
Since health economists commonly use instrumental variables methods with observational data, problems inherent to instrumental variables estimation frequently arise in the health economics literature. Three papers drawing attention to problems arising from the use of instrumental variables methods are briefly discussed in this section. Dranove and Wehner (1994) conducted an 'anti-test' of a common procedure to measure supplier-induced demand. They regressed number of childbirths by region on socioeconomic control variables and number of obstetricians, instrumenting number of obstetricians with variables such as hotel receipts argued in the literature to affect
Using observational data to identify the causal effects of health-related behaviour 39 physician supply. They demonstrated that this procedure leads to the nonsensical conclusion that obstetricians induce demand for childbirths, and place the blame on invalid exclusion restrictions. Auld and Grootendorst (2004) show that instrumental variables estimates of the estimable rational addiction model are severely biased towards finding evidence of rational addiction when time-series data are used. In an exercise similar in spirit to that of Dranove and Wehner (1994) , they first show that estimation of the model using presumably non-addictive commodities such as milk, yields apparent evidence of addiction. They show through Monte Carlo simulation that finite-sample instrumental variables bias could explain such results. Rashad and Kaestner (2004) argue that instrumental variables estimates of the effect of substance abuse on risky sexual behaviour are unconvincing because the instruments researchers have chosen are either weakly correlated with the risky behaviour or because the instruments are not validly excluded from the equation of interest.
Estimation in the presence of heterogeneous effects
Relatively recently the econometrics literature has devoted considerable attention to a fundamental conceptual difficulty with instrumental variables estimation as discussed above. In our context, the problem arises when we acknowledge that different people will experience different effects on health from a given behaviour. If equation (4.1) is modified to allow the effect of D on H to vary across individuals:
observe that it is no longer sensible to discuss 'the' effect of the behaviour on health: every individual generally experiences a different effect, and the estimation problem centres on recovering properties of the distribution of ␦ i , often certain conditional moments, as discussed below.
The interpretation of instrumental variables estimates
When the parameter of interest is unstable, interpretation of classical instrumental variables of equations such as (4.1) is problematic. Imbens and Angrist (1994) demonstrate that the instrumental variables estimator does not generally recover the mean of ␦ i in the population or in the subpopulation who engage in the behaviour. Rather the IV estimator converges to a weighted average of causal effects where the weights are larger for respondents who vary the behaviour the most in response to changes in the instruments. In particular, if the instrument Z takes G different values, then under fairly general conditions the estimate of 'the' causal effect of D on H using Z as an instrument can be shown to converge to:
where ␦ g is the local average causal effect of D on H in subpopulation g and the 's are weights which depend on how much D varies with Z in subpopulation g. In stark contrast
to the homogeneous case, the instrumental variables estimate admits no straightforward interpretation. Instrumental variables estimates must be interpreted carefully when response is heterogeneous because two researchers who both estimate correctly specified models and who both have access to genuinely quasi-randomized data will generally not estimate the same causal effect, even on average, if they use different instruments. Suppose for example the health behaviour under study is smoking, and smoking is instrumented with the price of a pack of cigarettes. The argument above implies that the instrumental variables estimate of the effect of smoking is a weighted average of effects where the weights depend on the demand elasticity of smoking -individuals who present perfectly price inelastic demands, for example, contribute nothing to the estimate asymptotically. Consider a second related example: suppose instead of price the researcher uses an indicator for the event that the respondent's father smokes as an instrument for the respondent's smoking status. Then the result of Imbens and Angrist implies the instrumental variables estimate may be cleanly interpreted as the average causal effect of smoking on health among individuals who would smoke if their father smokes, but who would not otherwise smoke. A second researcher who used, say, the price of tobacco as an instrument would not generally recover the same estimate of the effect of smoking on health, even assuming the price of tobacco is also a valid instrument.
Concepts of average and marginal causal effects
In light of this problem researchers attempt to estimate some well-defined average effect, concepts of which are discussed recently by Imbens and Angrist (1994) , Angrist, Imbens and Rubin (1996) , Heckman (1997) and Aakvik, Heckman and Vytlacil (2005) The average treatment effect in the population for an individual with characteristics X i is given by:
and measures the effect of treatment on a randomly selected individual with characteristics X i . This effect may be that which researchers commonly have in mind when they attempt to estimate 'the' effect of treatment. Alternately a researcher may attempt to recover:
the effect of treatment on the treated for an individual with characteristics X i ; it measures the average effect of the behaviour on those who actually engage in the behaviour. Neither of these two effects is generally recovered by application of the instrumental variables estimator (4.3) (Heckman, 1997) .
Economists are usually concerned with marginal causal effects: it is often irrelevant for economic calculations how the average person would respond to a change, rather what is
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important is how people near the margin are likely to change behaviour in response to changes in policy or other changes in incentives. These marginal causal effects may be explicitly characterized and estimated. The local average treatment effect (LATE) for an individual with characteristics X i who would engage in behaviour D if the instruments were set to ZϭZЈ but would not engage in the behaviour if the instruments were set to Z ϭZЉ is given by:
Notice that LATE is defined with respect to variation in a given instrument. Heckman and Vytlacil (2005) demonstrate that all of the above effects can be shown to be averages of the marginal treatment effect for an individual with characteristics X i :
where i is individual i's unobserved propensity to be treated.
These various causal effects only coincide if the conditioning on unobserved propensity to be 'treated' is irrelevant, which is only the case if selection into treatment is random with respect to the effect of treatment (Heckman, 1997) . Since health economists rarely have reason to believe that the health impact of some behaviour will not affect an individual's propensity to engage in that behaviour, carefully considering underlying behavioural assumptions when developing and estimating empirical health models is critical. Aakvik et al. (2003) estimated treatment effects on health for back pain patients using observational data from a low-key social insurance reform in Norway. Distance to the nearest hospital was used as an instrument in estimating different treatment effects. They find a positive effect of treatment of around six percentage points on the probability of leaving the sickness benefits scheme after allowing for selection effects and full heterogeneity in treatment effects. Based on simulations they find that there are sound arguments for expanding the multidisciplinary outpatient programme for treating back pain patients. Auld (2005) estimates the effect of starting daily smoking behaviour early on the probability of smoking later in life. Here the health outcome H is an indicator for daily smoking in late adolescence and the 'treatment' D is daily smoking at or before age 14. The key question for policy purposes is not how much a randomly selected youth's smoking behaviour would be changed by early initiation but rather how much the smoking behaviour of youths likely to change early initiation status due to changes in policy is affected by early initiation. Tobacco prices at age 14 act as instruments. The results suggest that exogenously inducing a randomly selected youth to smoke by age 14 greatly increases the chances of smoking later in life. However, youths near the margin are much less affected by early initiation. Figure 4 .1 illustrates the possibly dramatic differences between average and marginal causal effects: the figure shows the distribution (induced by variation in covariates) of the average effect of early initiation on subsequent smoking probability and the distribution of the effect in the subpopulation of youths who did initiate early.
Examples of estimating distributions of causal effects in health economics

Conclusions
Estimating the causal effect on health of behaviours such as substance abuse or exercise is difficult because these behaviours are rarely subject to experimental manipulation. Researchers must then use observational data, which poses the inherent challenges stemming from 'reverse' causation from health to behaviour and unobserved determinants of both health and behaviour confounding the relationship.
Health economists have most often chosen the method of instrumental variables to estimate causal relationships in the presence of these problems. In this chapter we have presented the reasoning underlying this method and emphasized recent literature documenting the conceptual and practical difficulties with this method. The most challenging problem is finding valid instruments, variables correlated with the behaviour but which only affect health through the behaviour under analysis. Recent literature shows that even small correlations between the proposed instruments and health can lead to very misleading estimates, and the instruments often used in the health economics literature are often subject to this criticism. Further, if the instruments are only weakly correlated with the behaviour, the estimator will have very poor finite sample properties and, again, health economists are often faced with the unpalatable prospect of trying to infer causation using such instruments. The conceptual difficulty with classical instrumental variables estimation is revealed by the superficially innocuous observation that different people experience different health effects of the same behaviour. Recent econometric results demonstrate that canonical instrumental variables estimates are difficult to interpret once we allow for such heterogeneity in the causal effect of interest, generally only recovering a weighted average of causal effects rather than an easily interpreted average causal effect. Perhaps more troubling, two researchers who use the same data but different instruments will generally recover different estimates of 'the' causal effect of interest, even on average and even assuming each uses strong instruments which are validly excluded from the equation of interest.
Identifying causation from behaviour to health in future research hinges on finding quasi-experiments induced by nature or governments which involve large changes in behaviour without directly affecting health. Even when such experiments are exploited, researchers must carefully interpret instrumental variables estimates in the presence of heterogeneous effects or, preferably, employ models which explicitly characterize both the distribution of causal effects and the underlying behavioural model.
