The behavior of a large number of persons in big buildings is pretty difficult to predict. Long time observations have to be made and many things have to be tested in the real environment, for example how to route people around locked escalators, how to place vending or ticket machines, or how to place various kinds of advertisements. A lot of experience is needed to make the right decisions and mistakes and omissions can easily happen.
Introduction
In planning railway stations, many design decisions depend on how people navigate through the building. For example, sign posts and advertisements are best placed in locations where most people may be looking, and vending machines should be close to the main pathways without being obstructive.
The objective of the presented application is to aid this design process by creating indoor 3D models of railway stations and to visualize person path trajectories in the created model. This way it should be possible to navigate the model of a 3D environment and see in a simple way where a large number of people can be found in a building. Another major point of interest is, where simulated people are looking when they are walking through the model.
In this project, 3D models of building interiors are created from arbitrary photos. To improve this data, additional CAD plans are manually merged with the created data. Another source of data are time depending person paths. They are displayed with the reconstructed 3D model in an interactive application, allowing the user to explore the given data. The person paths are animated to see the direction and moving speed of the represented persons. The focus of the visualized persons is shown by projecting color coded visibility points onto the model. The user is also able to change the model interactively by importing small 3D models, which leads to an automatic recalculation of the simulated person paths. Subsequently it is also possible to recalculate the shown zones of visibility in the model.
The given visualization can be possibly used to analyze human behavior based on the person path data and the focused points in the environment. The analysis can be used as a basis for the price of advertising space, for a good way to place vending and ticket machines and to analyze how obstacles change the walking behavior of people in buildings.
In the following section, we will describe the related work and afterwards the data acquisition and processing pipeline. Section 4 will present the rendering application and measures for interactive changes, and Section 5 will show results based on test data from two Austrian railway stations. In Section 6 the results are shown and some descriptions can be found, how a user of the presented application may benefit from the application presented.
Related Work
Photogrammetric reconstruction of 3D models has become an intensively studied research area, with many recent advances. For example, Sinha et al. [2008] have proposed an interactive system where users assist a semi-automatic reconstruction process of piecewise planar models from an unordered set of photographs which is quite similar to the system proposed in Debevec et al. [1996] . These systems employ user assistance to directly create planar models from the input images. Fully automatic processes have also been published, for example in Irschara et al. [2007] . The immediate result of these processes is typically a cloud of reconstructed feature points, which then needs to be further processed to acquire a piecewise planar model. This is complicated by reconstruction errors due to noise, feature point mismatches, and partial occlusions.
The quality of photogrammetric reconstruction also depends on the knowledge of intrinsic camera parameters such as focal length and lens distortion characteristics. These parameters are typically computed from a single image of a known target (the most popular being a simple checkerboard image); various camera models exist, one of the most popular being the one proposed by Tsai [1986] . However, some algorithms avoid this requirement and integrate the estimation of camera calibration parameters into the reconstruction process ([Hartley 1994] , [Pollefeys et al. 1996] ).
Another approach for architectural reconstruction is based on laser range scanning, as in Wolfart et al. [1999] or Sun et al. [2002] . Again, the final goal of reconstruction is the creation of a smooth, accurate mesh from the point cloud as well as the recovery of texture information where available.
Both of these approaches work well for diffuse surfaces, but in the interior of public buildings such as railway stations a lot of glass panes and reflecting surfaces lead to relatively poor reconstruction results.
In general passenger flow visualization has been based either on depicting individual people, or on accumulated streams that represent large numbers of people. Both approaches have their advantages and drawbacks, depending on whether the behavior of individuals should be analyzed (for example, to study collision avoidance behavior) or the focus is on the general behavior of all passengers. Nakamura et al. [2005] have presented a combination of both, showing overall behavior with accumulated color coded lines and marking individuals of interest (stationary people or collision avoidance) with dots. Katabira et al. [2008] process the available passenger trajectories further to produce probability density maps, which can be interpreted as crowd density. Very high densities therefore represent areas that are prone to congestion. However, the walking speed of passengers, a parameter that is of significance for the presented application, is not encoded in these representations. The photos of a building are used to create a 3D point cloud. This point cloud is combined with a combination with a triangulated CAD Plan resulting in an improved 3D model. After texturing this model, the person path trajectories from the third party simulation are included, the visibility maps are computed using ray casting, and integrated into the textured 3D model.
Overview

Data acquisition and processing
The data for the construction of the 3D model is taken from several sources to ensure that the reconstruction is an adequate representation of the real building. A good combination had to be found to get the best solution out of the data. The person paths are taken from third party simulations and are used directly without significant adaptation. The focus of the simulated persons can be shown in order to highlight regions that get a lot of attention by the visitors of a building.
Picture Acquisition
The images used for the reconstruction of the real buildings as models can be made by standard, handheld cameras without further aids or registration. The only constraint is a certain amount of overlap between pictures to allow for correct registration.
Point Cloud creation by image processing
The geometry of the interior environment is created by photogrammetric reconstruction from the mentioned images. The used method, dense city modeling, is exactly described by Irschara et al. [2007] . It is necessary to calibrate the images first to rectify them and remove any lens distortion that would introduce reconstruction errors. The user has to take several pictures of calibration markers with the lens used for the construction and use them with a program described by Irschara et al. where the used focal length has to be entered too. With a SIFT-based method pairs of points are found, and with the triangulation of these points the 3d positions of the geometry can be calculated as explained by Irschara et al. [2007] . The manual work for the user is to create the photos and load it into the program with the already camera calibration matrix created with the markers.
The mentioned method was developed for reconstructing facades of houses. Therefore it is limited in its application to interior geometry. Glass and reflective surfaces are especially problematic and do not create useable results. The calculated point clouds include positions far behind the glass surface, where the mirror effect appears. However, some of the data is still usable, since the sections without glass surfaces are created in a correct way and are useful for the 3D model.
Optional inclusion of CAD plans
In many cases the CAD plans of a railway station are readily available. However, this data is created during the planning of the station and therefore it is usually not an exact representation of reality, due to changes during the construction and maintenance of the buildings. Nevertheless, the main dimensions of the data are precisely available in these plans and can be used for an exact 3D reconstruction. The usage of CAD plans can be complicated because it has to be converted to readable file formats. With the right tools it is possibly made in short time.
Optional comparison and adjustment of given data
The possibilities of the mentioned algorithm for 3D reconstructions and also the data of a CAD model are limited, as mentioned. The combination of these two sources leads to improved results, but also to additional, manual work, which might need several days depending on the accuracy level needed. This is done in a common 3D modeling package. To create a good interpretation of the real world the point cloud of the reconstruction program is preferred since the CAD model may not represent the current state of the building. On the other hand, it sometimes shows sections where the reconstruction is wrong and several point clouds can be matched to the CAD model in order to create one complete model. The glass face problem can be avoided this way. The reconstruction with several sources leads to an improved output of the whole reconstruction process.
After the creation of the 3D model it has to be filled with details. Correct sections of the planes in the railway station for textures are taken from the photos which were already rectified and used for the reconstruction. Afterwards they have to be manually put onto the correct parts of the model to create a building model that resembles reality even to non-expert users. It might need some days of work to set the correct textures to the right parts of the model but it is still faster than a complete 3D design process of such a railway station.
Person path trajectories and lines of sight
The person path trajectories are held in a simple data format. They are defined by a person's position vector at regular time intervals. Additionally a view vector is necessary for every point of the person path.
The currently used third party solution does not include a realistic simulation of view directions. Therefore, in the current application the view vector is simple computed as the difference of two consecutive points of the person path, thus representing the walking direction of the simulated persons. With this simple model it is still possible to demonstrate the visualization without dependency on additional third party data.
Creation of the basis for visibility maps
The focus of the simulated persons has to be visualized to create good images for effective visual exploration. Our technique is based on the principle of shadow maps as described by AkenineMöller et al [2008] . The main difference is that instead of illumination, the view focus of the simulated persons is used for updating the "shadow map" (which therefore is called visibility map for clarity, the definition of the word differs from the one used by Goradia et al. [2007] ).
In order to produce such "visibility maps", textures have to be placed on all surfaces of a model. Since the input models are of varying quality, it is necessary to implement an algorithm for finding planar parts of the model and compute suitable texture coordinates for these parts. The employed algorithm groups the triangles into classes based on their position and their normal vector with selectable tolerances in both cases. The triangles that are in the same class, and thus approximately on the same plane are then assigned texture coordinates based on their position within a 2D bounding box that encompasses all of them. Each triangle class then receives a single visibility map, thus large numbers of small coplanar triangles are represented by single visibility maps. These empty visibility maps are subsequently filled with date based on view simulation.
Filling visibility maps by ray shooting
A human view is usually not punctual, but encompasses a certain field of view. To simulate this, ray bundles are used. The number of rays and the view angle to be used per position can be set by the user before the calculation is started. Every ray is shot from the position of the current person path trajectory point. Thus the person path also implicitly defines the eye level for each simulated person. The first ray of the bundle is shot exactly in the direction of the view vector calculated for the person path. The other rays are shot in circles around the center view vector. The first circle uses eight rays and every further circle doubles the number of rays (i.e. 8, 16, 32 rays). If it is not possible to fill a circle with rays with the remaining ones of the number the user entered, the last rays are shot equally distributed on the imagined circle. The deviation angle of every ray in a circle is simply the user defined angle divided through the total number of circles in the current calculation. In Figure 2 an example is shown, where 14 rays are shot from one point. The first eight rays are shot in the middle of the set angle and the rest of the rays is shot regularly on the set angle away from the view direction.
The ray shooting process is optimized by computing a K-d tree for the 3D model as described by Havran and Bittner [2002] . Every ray on a surface hit is reflected in the corresponding visibility map. The value at this point is increased depending on the priority of the ray. Rays closer to the exact view direction are assigned a higher priority than peripheral ones. The exact value change is also adjusted for the total number of person path points and rays per point to create a solution that is independent of the specific input parameters. This approach simulates the fact that peripheral vision receives less attention than a person's central field of view.
Rendering and interaction
The rendering of the application combines simple techniques to get good pictures for exploration of the model. The interaction with the data is pretty important to increase the worth of the person path simulation information.
Model with visibility map rendering
The model is imported and rendered with ambient illumination only. The large number of textures, caused by the different parts of a railway station, leads to the importance of texture atlases to ensure real-time rendering performance.
The created visibility maps are still not directly usable for the visualization of the focus of the simulated persons. The computed values are changed to colors with a transfer function to be able to represent the degree of interest on the railway station model of the simulated persons.
Since the numerous individual visibility maps are relatively small, they can be efficiently combined into larger maps, i.e. texture atlases, which greatly improves rendering performance by avoiding a large number of context switches.
The visibility maps are used like light maps. The base texture and visibility map of a surface are combined in a pixel shader. This approach allows the visibility map to be changed at runtime without affecting the basic textures. Also, base textures can be reused throughout the model without consuming large amounts of texture memory.
Display of person paths
Person path trajectories are rendered as line strips. If solid lines were used directly, the directions of moving persons could not be discerned. Therefore, the individual vertices are assigned alternating one-dimensional texture coordinates of zero and one.
In the vertex shader, these texture coordinates are increased by a small value for every frame. Using a small, two color texture, this creates moving stripes along the pathways. Additionally, since vertices are located at regular time intervals, the length of individual line sections varies with the simulated person's walking speed, which can thus be directly discerned from the animation.
Importing objects
Another important point of the presented application is the interaction of the user with the environment. The standard repertoire for moving is not enough to create satisfying solutions for the exploration of the imported data.
Our application supports the interactive placement and removal of additional 3D Models in the interior of the shown building. Also, the base textures of objects can be changed at runtime, for example to explore the placement of signposts and advertisements.
Recalculation of person paths and visibility maps
The newly imported objects are also integrated into the simulation of person paths and the creation of visibility maps. The third party simulation tool works with a 2D plan of the model environment with information about the position of changing levels on stairways. It is integrated in the tool with an xml-interface where the border information of the newly integrated objects can be found to recalculate the person paths. The newly created paths are directly integrated in the application and replace the old person path trajectory. Afterwards the recalculation of the visibility maps starts in a newly generated thread to keep the standard application running.
Results
Two Austrian railway stations, Vienna West and the main station of Graz, were reconstructed for use with the visualization application. The combination of CAD plans and point clouds lead to models which are easily recognizable. Figure 3 shows an example where the point cloud represented geometry which was not found in the CAD plans. On the left side of the figure you see the point cloud in top view and on the right one the created geometry based on this data. Table 1 where the time values are shown in minutes. The time was measured for the calculation of the main mesh, for the creation of the planar triangle classes, for the calculation of the K-d intersection tree, the shooting of the rays and setting the visibility map values, the combination of the several parts of the model to a complete geometry to be optimized for the rendering process, the packing of the textures to texture atlases and the last calculation of the K-d tree for the complete model by combining the K-d trees for each model part.
The Vienna West model contains 210 sub objects and consists of 65928 triangles. The person paths used in this model have 123307 entries. The model has more small parts and this leads to the longer combination time of several sub-meshes and the longer lasting texture packing as seen in Table 1. The second model, the main railway station of Graz, was made of 140 objects and 170540 triangles. There were a total of 24857 points in the person path trajectories of this model. The longer lasting creation of the main mesh is caused by the larger number of triangles.
In both parts it is obvious that only the actual intersection calculation is influenced by the number of rays. The time for this operation is growing linear. The highest amount of time is needed for the optimization of the model for rendering. This is caused by splitting the model for the calculation of the visibility maps and the subsequently necessary recombination of the whole model. Figure 4 shows the old version of the railway station Vienna West. The red sections of the visibility points are the regions receiving the most attention. The simulated people look into the direction they walk and therefore they look up when they go upstairs. That is the reason for the high attention regions on the top of the back wall seen here.
A user is able to see in this example that the advertisement in the center is really well placed. The attention of people going upstairs is on this and therefore it could be argued to sell the ad space for a high amount. Figure 5 it is possible to see the model of the main station in Graz. The regions of high interest were positioned near the elevator and behind the section where it is possible to go down to reach the trains. In this case an ad space might be installed on the center column on the right side of the picture because the attention of many people lies on it. The shop in the rear left part of the image is positioned rather well because the focus of many persons lie on it and therefore it seems that nearly everyone on his way through the railway station is able to see it.
It is possible to re-simulate the person path analysis after setting some obstacles into the station and afterwards recalculate the lines of sight of the simulated persons in this model. Figure 6 shows the new person path trajectory after a ticket machine object was set as an obstacle into its center. The recalculation of visibility maps was also tested with different numbers of rays. For 10 rays it needed about 1 minute and 45 seconds, for 25 rays it needed 4 minutes and 10 seconds and for 50 rays 8 minutes and 11 seconds. It describes a linear increase but the calculation needs much more time in the complete model than in the prepared one.
This simple example already shows the consequences of the newly set ticket machine. People would have to go around it and are no longer able to go directly on their way to the elevator or stairs behind it. It would be wrong to place this obstacle because it would constrain the smooth person flow.
Conclusion and Future Work
We have shown an application to analyze human behavior in an interior environment on the example of railway stations. Besides the person path analysis the possibility to show lines of sight improves the applicability of the information shown. When the model and person paths are created the user can start the calculation of the visibility maps and the visualization with a few mouse clicks to select the model and the person path file.
The basic data for the 3D models were easy to access and therefore it is possible to create more in a pretty short time, but it is important to get some simulation data for a newly created environment. The CAD plan adds more structure to the reconstructed environment created with photos which produces more actual content on the other side.
The main goal of our application was not to create a fully realistic model with many graphic effects to represent the real world, but to display the simulation results in a recognizable environment.
In addition to the primary exploration of the model the user gets more visual information by the possibility to change the environment to find out more about the new situation in person path simulation and visibility. In some examples in the conclusion we showed simple interpretations of the given data to show the worth of ad space, positions of sales rooms and apparent errors in setting obstacles in a railway station.
There are still many possibilities to improve the whole application. The first point is the reconstruction algorithm, which is focused on city modeling and usually not reliable for building interiors. Due to the large number of glass panes in such interiors, a significant amount of manual modeling had to be performed to arrive at adequate models. To overcome this problem, significant research work would have to be done, so that problematic, reflecting and refracting surfaces can be identified and correctly reconstructed.
The visualization of person path can also be improved by several techniques. If there is a large number of paths within a small area it is difficult to identify the direction and density of the main streams. Bundling of them in small regions, and color coding them according to density would be one of the many possible new ways to visualize them. Another way would be to find the major paths and follow them with the camera to see how they go through the building to see more about the behavior of the simulated persons by watching their way.
The basic visibility maps have all the same size. It would be better to find a way that the basic size of the used maps depend on the size of the plane it covers. A solution has to be created to get a good balance between accuracy and performance to create these faces.
The visualization of the regions of interest in the model might also be improved. On several backgrounds the contrast of visibility maps might not be enough to identify them. A method to always find a good balance between them and the background textures might improve the interpretation of the whole application.
Performance can also be possibly improved if the whole process is analyzed to optimize its parts. Also the use of parallel computation might be improved in order to use more cores of current computer systems simultaneously. Especially the recombination of several paths needs a rather high percentage of the whole preprocessing time, as shown in table 1. The recalculation of the visibility maps can also be improved because a large number of recalculated rays would lead to a rather slow recalculation process.
Another research topic will be the automatic creation of textures for the reconstructed point clouds. Since this is the most time consuming part of the model creation, any improvement in this part of the process will significantly improve the turn-around time for creating useable models for our application.
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