In developmental biology, modeling and simulation play an important role in understanding cellular interactions. We suggest a simple language, the Cell Programming Language (CPL), to write computer programs to describe this behavior. Using these programs, it is possible to simulate and visualize intercellular behavior. We employ CPL to model aggregation in Dictyostelium in response to a chemotactic agent. CPL programs are utilized to model a variety of aggregation behavior including streaming, spiral formation and the e ect of amoeba density on aggregation patterns. We believe CPL is a useful tool for developing, understanding and checking biological models that utilize cellular interactions.
Introduction to the Cell Programming Language
Models in developmental biology are often veri ed by conducting a simulation. The results of the simulations may prove the model to be insu cient or incorrect, and may suggest further experiments. If the simulation results match the predictions of the model, they reinforce belief in the model. Developing a new simulation system, speci cally for every model that needs to be tested, is wasteful and error-prone. We have designed and implemented a Cell Programming Language (CPL), which permits the description and simulation of a range of intercellular behavior. In this paper, we describe the application of CPL to modeling aggregation in Dictyostelium. We have also utilized CPL to model a variety of other phenomena. In collaboration with S.A. Newman and S.A. Downie, we have modeled the formation of skeletal elements in the vertebrate limb (both in vitro and in vivo) employing an activator-inhibitor model (Agarwal, 1993) . A cellular segregation and 1 Currently at the Institute for Biomedical Computing, 700 South Euclid Avenue, St. Louis, MO 63110, USA; email: agarwal@ibc.wustl.edu engulfment model based on di erential adhesion and energy minimization was also tested (Agarwal, 1993) .
Cells communicate with each other and organize themselves in useful patterns to exhibit extraordinary developmental behavior. The genome inside the cells plays a major role in directing cellular behavior. Short Cell Programming Language (CPL) programs encode both the genomic and the environmental in uence on cellular behavior. The idea of encoding each cell by a sequence of instructions has been proposed in various forms by Gordon (1966) , Odell et al. (1981) and J.T. Schwartz (unpublished manuscript). Our proposed solution is inspired by these ideas, and also provides an implementation (Agarwal, 1993) .
Structure of CPL programs
A CPL program for a single cell consists of a set of states. In each state, rules are speci ed which determine the cell properties (i.e. shape, motility, concentrations of various molecular species, etc.). Di erent states of the same cell signify di erent phases in the cell's life. Thus, a cell can be in a state awaiting a signal, and upon receiving the signal, it may enter a di erent state in which chemotactic movement takes place.
Each cell has a tissue type associated with it. Cells of the same tissue type execute the same program.
We use the discrete time simulation model. At every time step, each cell executes all the instructions in its present state sequentially. All cells are assumed to be executing in parallel, with synchronization performed after every time step.
CPL provides us with a mechanism for specifying operations on cell attributes. The main cell attributes are:
Tissue Type: Each cell has a speci c tissue type which dictates the cell's response to its environment. The tissue type determines the program that the cell executes. The program represents the cell's genome, the e ect of the environment on the cell, and the physical chemistry of the cell constituents.
Biochemicals: The concentrations of all the biochemicals present in a cell, along with their equations of catalysis and di usion, can be speci ed. These concentrations may represent either the interior or the surface concentrations. Cells are modeled to be homogeneous; therefore, the biochemical concentration are uniform inside the cell.
Physical presence: A cell has the attributes of area, perimeter and neighbors (other cells).
Only cells in direct physical contact are treated as neighbors. This neighbor attribute forms the basis for all intercellular communication. Cells can sense the attributes of their neighbors and react accordingly. Biochemical di usion also depends on the biochemical concentrations in the neighbors.
Neighbor's attributes: A cell can sense its neighbor's attributes: tissue type, biochemical concentrations, area, perimeter, the contact length between the two cells, as well as the direction in which that neighbor lies.
To access and modify the cell attributes described above, a set of instructions is provided; these are summarized in the next section and explained in detail elsewhere (Agarwal, 1993) .
Introduction to CPL
In this section, we outline some of the CPL instructions to provide a avor of the language.
assignment: In addition to the regular assignment statements (as in the programming language C , (Kernighan and Ritchie, 1988) ), CPL provides a special assignment for biochemicals, which a ects the biochemical value only at the next time step. Such assignments are prefaced with the reserved word deriv.
if-then-else: The if-then-else instruction provides conditional execution of instructions. move: The move instruction causes the cell to move in a speci ed direction by exchanging the location of the cell with that of a neighboring cell in the given direction.
goto: This instruction speci es a state switch. for_each_neighbor_do: This permits the execution of an instruction (or a block of instructions) using the parameters of each of the cell neighbors in sequence.
with_neighbor_in_direction: This instruction is used to employ the attributes of a single speci ed neighbor.
die: This results in cell death; no more instructions of this cell are executed. This paper explores the power and limitations of this small instruction set for simulating aggregation in Dictyostelium. CPL also includes instructions for cell division, growth and rounding up, though these are not utilized for the Dictyostelium aggregation model.
Physical representation of cells
Physically, an actual cell is a solid which may be approximated by a polygonal structure with a speci ed area. It is generally many-sided and not necessarily convex. A cell changes shape, grows in area, divides into two and moves, depending on its own state and the environment. The chosen model should permit all these operations, and above all be exible so as to be able handle additions to the set of operations.
A majority of the models that have been designed for cells so far, including the one CPL uses, model the cell as two dimensional. One such model, used by a number of researchers, treats the cell as a rigid body of xed size and shape (Mostow, 1975) . This model does not permit variable sized cells or cells with di erent shapes. An extension of this model, where each cell is modeled as an aggregate of a large number of discrete rigid objects, overcomes these de ciencies, as it permits cells to have arbitrary shape and size. This is the most general discrete representation. In addition, if all cells have the same shape and size, then each cell can be represented by a single point, providing a compact representation.
In CPL, we chose to represent each cell by a collection of discrete connected points. These points can be regarded as the points in a hexagonal lattice. (The hexagonal structure where each lattice point has six neighbors is better de ned than the four or eight neighbor lattice structure, as the latter violate the Jordan Curve Theorem.) Each cell can occupy one or more of the lattice points. All the lattice points occupied by one cell should be connected, i.e. a cell cannot be disjoint.
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The physical representation of cells is mainly a technical issue and has not for the most part in uenced the design of CPL. The representation of cells could be modi ed without signi cant alterations to CPL. In particular, we could build three dimensional models by representing each cell as a collection of discrete connected points in three dimensional space. The representation of cells is primarily in uenced by the computational frontier.
Dictyostelium description
The cellular slime mold, Dictyostelium discoideum, is a free-living amoeba and is often termed the hydrogen atom of developmental biology. It has an intriguing life cycle with periods of unicellular and multicellular organization. In its vegetative cycle, solitary amoebae eat and multiply. Upon exhausting their food supply, tens of thousands of these amoebae join together to form moving streams of cells which converge at a central point. There they form a conical mound, which eventually absorbs all the streaming cells. This amoeba aggregate bends over to produce a migrating slug. The cells in the slug di erentiate into two varieties: stalk cells and spore cells, which together form a fruiting body. The spore cells disperse, each one becoming a new amoeba.
The cellular aggregation is not due to a simple radial movement. Rather, cells join with each other to form streams; the streams converge into larger streams, and eventually all streams merge in the center. Sometimes amoebae will even move away from the center to join a stream. This directed amoeba motion has been shown to be due to chemotaxis (movement along a chemical gradient), the chemical involved being cyclic adenosine monophosphate (cAMP). There is no dominant cell or predetermined center. Neighboring cells respond to the cAMP in two ways: they initiate a movement towards the cAMP pulse, and they release cAMP of their own (Gilbert, 1991) .
This life cycle has been well researched, and there is a wealth of experimental data available (Bonner, 1967; Alacantra and Monk, 1974; Newell, 1977; Raper, 1984) . Tomchik and Devreotes (1981) accumulated quantitative data on the cAMP wave patterns. Wessels et al.(1992) have conducted experiments on measuring Dictyostelium response to cAMP waves. They concluded that Dictyostelium amoebae respond primarily to the leading edge of the cAMP wave (temporal gradient), rather than to the absolute value of cAMP or the spatial gradient of cAMP. Martiel and Goldbeter (1987) have presented a model based on cAMP-receptor desensitization, which explains both the relayed and autonomous pulses of cAMP. Tyson and Murray (1989) have built mathematical models and conducted numerical simulations on the cAMP wave patterns. Cohen and Robertson (1971) have mathematically analyzed the aggregation process suggesting that signalling delay (and not intercellular di usion) limits wave velocity. They show that the amoeba concentration has a critical density, below which cAMP waves cannot propagate, and thus aggregation cannot occur. Parnas and Segel (1977; 1978) simulated the aggregation of 40 amoebae arranged in a row (one dimensional). Novak and Selig (1976) conducted simulations on a two dimensional (49 49) aggregate of slime mold cells. Mackay (1978) has conducted extensive simulations on various aspects of slime mold aggregation, with images that closely mimic Dictyostelium aggregation. Recently, Kessler and Levine (1993) have conducted similar simulations on larger aggregation territories. Our results are similar to those obtained by both Mackay and Kessler-Levine, but are achieved using a simple versatile discrete model.
Implementation

Aggregation: a quantitative examination
Dictyostelium amoebae are typically 10 m in diameter, and their aggregation may involve up to 100,000 amoebae from as far as 20 mm. The initial stimulus needed to initiate aggregation is starvation. This induces in some cells the ability to produce slow rhythmic pulses of cAMP with an initial frequency of approximately 1 pulse every 7 10 minutes. Meanwhile, the rest of the starving population produce cAMP receptors on their surface which enables them to receive the pulsed signal. The cAMP signal does not di use far from the centers of its production; it is destroyed within 57 m ( 6 cell diameters) by acrasinase (a phosphodiesterase enzyme) also produced by the starving amoebae. An amoeba receiving a cAMP signal responds by moving in the direction of the signal source for 100 seconds covering 20 m, and the amoeba itself emits a pulse of cAMP approximately 12 seconds after receiving the signal (signalling delay). The amoebae respond to the leading edge of the cAMP wave (they are positive edge triggered). The trailing edge elicits no response from the amoebae. The amoeba's own cAMP signal bolsters the cAMP wave. Eventually the wave di uses away. The amoeba then waits for the arrival of a new wave. By this system of relay, a series of waves of cAMP production, destruction and response, move outward from the center as the amoebae move inward. Due to the relay of the pulse by the responding amoebae, the amoebae tend to gather into streams. The streams increasingly act as strong local sources of attraction. Amoebae can, at times, even be observed to move outward from the center in order to join a stream that happens to run behind them. Eventually, the amoebae in these moving streams all reach the aggregation center, and a conical mound of cells is formed. This summary of the aggregation procedure has been modi ed from Newell (1977) .
Model
We wrote programs in CPL to model the aggregation in Dictyostelium. We considered each amoeba to be a hexagon with 10 m sides. We modeled each Dictyostelium amoeba by a single point in our discrete space. Typically, we used a discrete space of 100 100, which translates to 1mm 1mm of real space. The number of amoebae is about 10% of the total points, about 1000, giving them a density of 10 3 mm ?2 , or 10 5 cm ?2 , which is a typical density for laboratory experiments. The concentration of cAMP varies between 10 ?8 M and 10 ?6 M. The signal duration and the strength of the signal are not known; however, the cAMP waves experienced by the amoebae have been described by Tomchik and Devreotes (1981) . In fact, the cAMP waves (also termed pulses) resemble the positive half of a sine wave with a width of 1 to 3:3 minutes, and a period of 7 minutes.
The waves used in the CPL program are shown in gure 1. The cAMP signal duration and strength, and phosphodiesterase activity for the simulation, were selected to produce cAMP waves with the same high and low concentrations (between 10 ?8 M and 10 ?6 M), and duration (1 to 3.3 minutes).
Phosphodiesterase removed a constant fraction (1/12) of the cAMP above the base value (10 ?8 M)
in an amoeba 2 . The cAMP signal strength of each amoeba was 33 10 ?8 M, and it lasted for 60 2 If we assume a Dictyostelium amoeba to be a cube with sides of 10 m, then a concentration 10 ?8 M corresponds to about 6000 molecules per cell. Since all the amoebae have identical volume in our model, we can use concentrations instead of number of molecules for di usion purposes.
seconds. This allowed the concentration of cAMP to build up to about 10 ?6 M. The exact peak concentration depends upon the density of the amoebae 3 . The cAMP pulse weakens in intensity, due to di usion, with increasing distance from the ring amoeba. Only amoebae within 57 m from a ring amoeba can detect and react to the cAMP pulse. This translates to approximately 6 cell diameters; thus, amoebae within 6 discrete points of a ring amoeba in our simulation space can react. The peak cAMP concentration, the cAMP spatial gradient, and the cAMP temporal gradient are qualitatively identical as a function of cell distance from a single ring (cAMP releasing) amoeba. We determined that amoebae should be able to detect 0:02 10 ?8 M=second change in the cAMP level, since this is the temporal gradient experienced by an amoeba 6 cell diameters away, and not experienced by an amoeba 7 cell diameters away. from the ring cell by the process of di usion. The Dictyostelium density also has a minor e ect on wave speed. Each time step in our simulation represents 1 second. The signalling delay is 12 seconds; the amoebae start releasing cAMP 12 seconds after they detect the cAMP wave. The cAMP receptors on the cells require time to recover from a cAMP wave before they are able to detect a new wave, which is termed the relay refractory period and ranges from 3 to 7 minutes. In response to the cAMP wave, the amoebae move 20 m = 2 cell diameters in about 100 seconds. The amoebae also have a random instantaneous velocity of 5 m=min (observed by sampling the displacement every half second) (Wessels et al., 1992 ). This does not cause much overall displacement, but a random motion does help the aggregation process 5 , and we model it as 1 cell diameter every 2 4 minutes.
Program
The CPL program provided in the appendix was utilized to produce the aggregation images in gure 2. It constitutes a complete description of the simulation. It describes a tissue of type generic, which is rectangular in shape (101 101). The outermost cells in this tissue die; thus, their biochemical concentration are frozen. They act as a barrier for di usion to the environment. A tenth of the inner cells are then chosen at random to act as Dictyostelium, while the remaining act as space cells. These space cells are conduits for di usion, and remove cAMP at each point due to This is half of the experimentally measured wave speed 300 m=min. It is possible to conduct simulations with the experimentally measured wave speed, but that requires speeding up di usion, which is only possible by slowing down the simulation considerably. Our tests show that simulations at the experimentally observed wave speed yield identical results.
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Random motion makes the e ective density of amoebae higher, since due to random motion amoebae will stray into the cAMP relaying eld and act as beacons for other amoebae. This enables aggregation over larger territories. the action of the phosphodiesterase enzyme. These properties of the space cells are also properties of all other cells (slimeMold and PaceMaker).
A central cell is chosen to act as a pacemaker (an autonomous source of cAMP). Its job is to release cAMP every relay period (RelayPeriod = 420 seconds) for the signal duration (SignalDuration = 60 seconds).
The slime mold cells cycle between three states. Each amoeba maintains a clock, whose value determines after how much time will the amoeba be responsive to another cAMP signal. This clock is decremented after each time interval. A zero or negative value indicates the amoeba is able to respond to cAMP. A positive clock indicates that the amoeba has received a cAMP signal and is in the process of chemotactic movement and cAMP pulse relay. Upon receiving a cAMP pulse the amoeba's clock is set to the RelayPeriod, indicating the time for which it will be unresponsive to further cAMP pulses. Once the clock falls to the value RelayPeriod ? SignalDelay, the amoeba starts signalling (i.e. relaying) the cAMP pulse, and the amoeba relays as long as the clock is greater than RelayPeriod ? SignalDelay ? SignalDuration. The RelayPeriod of the amoeba is decremented by 10 seconds after every relay cycle.
All the other states are similar to the core state. In the core state, the amoeba computes the change in cAMP due to reaction with phosphodiesterase, and di usion. If the amoeba has received a cAMP pulse (clock > 0), then it moves about two cell diameters every relay period in the direction of the source of the cAMP signal. It also moves one cell diameter every two minutes in a random direction.
The three states that the amoeba cycles among are:
waitForSignal: waiting for a cAMP signal to arrive (detected by the temporal gradient of cAMP being greater than 0.02);
readyToSignal: waiting a short period (SignalDelay) until ready to relay the signal; signal: relaying the signal for SignalDuration, and then reverting to the state of waiting for a signal.
Discussion
Simulation results
The simulation image in gure 2 shows Dictyostelium aggregation results. The pacemaker is located in the center for each subframe. The simulation image contains about a thousand amoebae in an array of 100 100. The wave speed used in this simulation was half of the experimentally observed wave speed. Simulations at the experimentally observed wave speed yield identical results. However, doubling the wave speed reduces the time required for computer simulation by a factor of 10. The e ect of the choice of hexagonal topology is evident in these images. The streams have a tendency to form along the six preferred directions. However, the succeeding images illustrate that the streams are not always formed along the six directions dictated by the choice of topology.
The simulation image in gure 3 exhibits the aggregation with lower amoeba density (only 300 amoebae in the same sized territory 1mm 1mm). In this simulation image, the streaming is more evident, and the hexagonal topology does not seem to have an e ect on the streams. Some streams seem to bend away from the center to join a larger stream. The local distribution of the amoebae determines the location of streams. Due to the limited signalling range at lower densities, all amoebae do not receive the relayed signal from the central pacemaker, and some amoebae on the fringe do not join the aggregation process at this stage. Thus, the presence of amoebae in lower densities results in smaller aggregation territories. The streaming is a result of the limited signalling range of the amoebae. Decreasing the signalling range increases the amount of streaming observed. However, a smaller signalling range makes signal propagation more di cult, and the signal may not reach the more isolated amoebae. Thus, a higher density is needed for propagation to take place.
The simulation images in gures 4 and 5 show Dictyostelium aggregation results with no autonomous pacemaker. Both these simulation images contain about a thousand amoebae in an array of about 200 60. The Dictyostelium in the top half of the array are not responsive to cAMP until 400 seconds of the simulation. (The relay period is 600 seconds in these simulations.) The cAMP wave passes only through the Dictyostelium in the lower half of the array. After 400 seconds, the Dictyostelium in the top half become responsive, and the cAMP wave circles back. It travels in opposite directions in the top and bottom halves. Thus, a self-sustaining cAMP wave may be set up. This leads to a rotating stream of amoebae, with other streams spiraling into it. Eventually, the rotating stream collapses. The rotating stream requires that there are no Dictyostelium within it; however, this need not be arti cially created. In fact, such holes arise naturally due to the streaming process and the rotating cAMP wave.
Distributing the amoebae into disjoint halves, such that the amoebae in the top half are not responsive until 400 seconds, is possibly an arti cial initial situation. However, similar results are obtained when unresponsive amoebae are randomly interspersed with responsive amoebae. The spirals are observed in only some of the aggregations, and if the responsive and response-delayed amoebae are interspersed, the spirals are not as prominent and seem to collapse sooner.
In the simulation image in gure 4, the amoeba that initiated the aggregation by releasing a cAMP pulse is located in the center of the array (100; 30), and a single spiral is observed. In gure 5, the amoeba that initiated the aggregation by releasing a cAMP pulse is located in the left center of the array (30; 30). In this case, the aggregation territory breaks up into two halves with two rotating cAMP waves (one of them rotating clockwise and the other rotating counterclockwise).
Simulation speed
A simulation for 1000 Dictyostelium amoebae on a lattice of 100 100 points for 100 time steps on SPARCstation-10 takes about 30 seconds. Thus, typical aggregation runs of 20,000 seconds (or time steps) can be completed in about 100 minutes of CPU time. In the current implementation, CPL programs are translated into C ++ and then compiled into object code. The running time for the Dictyostelium simulation for a lattice size of 200 200 for 100 time steps is about 120 seconds.
Pro les of the program indicate that most of the compute time is spent calculating the biochemical values at each lattice point. We estimate the complexity of the simulation to be O(lw), where l,w are the length, width of the simulation lattice. There is also a slight dependence of the algorithmic time complexity on Dictyostelium density, since a lattice point with an amoeba requires added computation as opposed to an amoeba-free lattice point.
Future re nements
Some of the approximations we have made involve the cAMP reaction-di usion mechanics and the granularity of the movement and time. Simulations on larger territories should produce also interesting results.
We have not modeled the detailed reaction mechanics as proposed by Martiel and Goldbeter (1987) . Instead, we have assumed the mechanics of the cAMP wave, and modeled the amoeba signalling so as to produce a cAMP wave in conformity with that experimentally observed by Tomchik and Devreotes (1981) .
Modeling each amoeba by a single point provides a reasonable simulation, but the drawback is that the motion of each amoeba is extremely discrete. The smallest step it can move is its own diameter. Reducing the smallest step size may reduce the e ect of the choice of topology.
In fact, Mackay in his simulations found pronounced vertical and horizontal streaming if the movement step size was large (MacKay, 1978) . The hexagonal topology negates most of that e ect.
We are unable to conduct simulations on aggregation in territories larger by an order of magnitude then our current 1mm 1mm due to limitations of computer memory and time.
Simulations on territories of size at least 10mm 10mm are needed to observe the spiraling cAMP wave patterns. We can observe spiraling Dictyostelium motion, but the spiraling nature of the cAMP wave itself needs larger territories to be observable (due to the slow speed of the cAMP wave). The simulations can be extended to three dimensions. In particular, the movement of the Dictyostelium cells, once they form the mound, can be modeled. The mound and later the slug is a three dimensional structure. However, a much larger number of Dictyostelium cells need to be simulated in three dimensions to get a reasonable size. A cube with side 1mm
requires the simulation of a million cells, but only ten thousand cells need to be simulated for a two dimensional square of side 1mm.
A parallel implementation of CPL should provide a near-linear speedup, since all communication is local. Exploring reductions in the amount of synchronization required should prove interesting; after all, biological systems are not synchronous.
Conclusions
Numerous implementations of the cellular automata paradigm are available (To oli, 1987) . Although CPL can mimic cellular automaton behavior (in terms of function, not computing speed), it is not meant to be used as a cellular automata implementation. In theory, CPL programs (and cellular automata) are as powerful as any programming language (Turing computable). However, CPL provides a natural way of writing a program to test a model in developmental biology. The primary aim of this paper was to demonstrate the power of CPL as a means of providing complete and succinct description of a developmental model. We believe CPL is a useful tool for developing, understanding and checking biological models. In addition to the Dictyostelium aggregation discussed in detail in this paper, we have employed CPL to describe the formation of skeletal elements in the vertebrate limb; and cellular segregation due to di erential adhesion (Agarwal, 1993 
