INTRODUCTION
It has become widely accepted that sets of reiterated nucleotide motifs as well as distinct structural conformations of eukaryotic DNA can bind a functionally active nuclear organizing framework [1, 2] . Termed the nuclear matrix (NM), the nuclear scaffold and by some the nucleoskeleton, this framework has now been imaged through both optical [3] [4] [5] and electron microscopy [1, 2] . As summarized in Fig. 1 , imaging has revealed a structure with several distinct and likely functionally differentiated components. The lamina, also termed the peripheral or type I nuclear matrix, is a two dimensional structure, just internal of the inner nuclear membrane. It is tethered at this position by a set of membrane-spanning lamin-binding proteins [6] . The type II inner nuclear matrix forms a three dimensional network throughout the nucleus. Fig. 1 . The nuclear matrix. A -Interphase nucleus. The outer nuclear matrix is represented in black and the inner nuclear matrix is shown in gray. B -Chromatin territories (CTs). Nuclear matrix attachment regions (black dots) decrease the torsional strain on genic domains. These domains then loop into trans-factor reservoirs between CTs to participate in active transcription. C -Metaphase nucleus showing condensed sister chromatids. The outer nuclear matrix will disperse with the nuclear membrane while the inner nuclear matrix partitions into two parts: a central chromosomal scaffold (black core along the length of chromatids) and a perichromosomal layer (green), the majority of which is composed of mRNPs.
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The complex nature of the NM is evidenced by its protein composition. In total, over 500 NM binding proteins are now recorded in the NM protein database [7] . Approximately 200 can be detected at any given time by 2D gel electrophoresis [8] . Laboratory protocols have been developed to isolate both the specific sequences binding to the nuclear matrix and the proteins located on the NM. Some of the most thoroughly investigated NM proteins include SAFB [9] , Topoisomerase II [10] , SATB1 [11] , NFµNR [12] and CTCF [13] . Chromatin staining has demonstrated that the nuclear matrix is broadly enriched in the A and C, as well as the more acidic B1 and B2 lamins that range in size from 60 to 75 kDa [14] . Intermediate fibers are likely formed through the binding of lamins with filamentous actin and actin binding proteins [8, 15] . These fibers are found dispersed throughout the nuclear core where they generate a mesh-like network interlinked by finer 10 nm filaments rich in globular mRNPs [16] [17] [18] [19] . Recent studies show a widespread intermingling of otherwise segregated DNAs from different chromosomes following RNAse treatment [18] . Accordingly, the matrix binding mRNPs may be considered as serving a structural role in the inner NM. The dense lamins that predominantly define the peripheral NM are resistant to solubilization in high salt solutions while the sparse inner nuclear matrix lamins are not. Nonetheless, the inner and peripheral networks appear physically continuous, suggesting that they are physically linked but functionally distinct [20] . Several sub-nuclear structures have been recognized as being NM associated. These include: 1. the central 0.5-1 µm topoisomerase II rich chromosomal scaffold (CS) [21] to which condensing metaphase chromatin attaches; 2. the rosette-like structures at the core of the CS [22] [23] [24] ; 3. the synaptonemal complex, a prophase structure similar to the CS formed during meiotic division [25] ; 4. the perichromosomal mRNP rich layer that covers metaphase chromosomes [26, 27] ; 5. the internal fibrillar and external granular structures observed within nucleoli [28] . Consensus is emerging on the role of the nuclear matrix as a binding framework that is both structurally adaptive and also capable of bringing about a synchronous nuclear coordination. Chromosomes are organized into their segregated chromosome territories (CTs) through binding to this framework. With the exception of rDNA, this organization is maintained even throughout interphase where the chromosomes are relatively dispersed [5] . Time-lapse microscopy reveals that CTs are repositioned slowly relative to each other in contrast to the more dynamic thermally induced intra-CT motion [29] . Without the coordinating influence of a semi-rigid matrix, this lack of relative motion would be perplexing. Actively expressed sequences within CTs are organized by their interactions at discrete matrix binding sites into conformationally open domains that may be both facultatively and constitutively potentiated by NM binding [30] . Examples of such domains include the human β-globin [31] , β-interferon [32] and protamine [33] gene clusters. These domains appear to be actively positioned towards the borders of the territories encompassing highly expressed genes or gene dense clusters [34, 35] . Their repositioning occurs within a 10 second timeframe that has been related to active enzymatic processes [36] . At the perichromatic CT borders, DNA from different chromosomes may overlap, placing actively transcribing segments in juxtaposition with multiple reservoirs of splicing factors [37] [38] [39] . The reduced chromatin density along the perichromatic borders permits a more rapid diffusion of transcripts between CTs, throughout the nucleus and ultimately to the nuclear pores.
FUNCTIONS OF THE MATRIX AND BINDING MODALITIES
Image analysis of binding to the NM suggests that in mammalian genomes, there may be as few as 30,000 or as many as 100,000 sites of DNA attachment to the nuclear matrix [40, 41] . The function of these attachment sites has been widely investigated and linked to: 1. demarcating the ends of genic domains, between which loops of chromatin can be coordinated for transcriptional potentiation [42] ; 2. constraining long range enhancing and silencing elements to their requisite domains [43] ; 3. spatially coordinating transcription and replication [44, 45] ; 4. maintaining chromosome structure and morphology, e.g., though telomeric and centromeric regions [46] ; 5. countering mechanical disruption through structural support [47] . Matrix binding sequences can, to an extent, be qualitatively predicted. They occur frequently, but not exclusively, within AT-rich regions, where the weak AT bond permits the ready binding of duplex-splitting proteins. Serially reiterated simple repeat sequences with distinct higher-order structures such as the telomeric (TTAAGGG) n repeats [48, 49] and the pericentromeric alpha satellite [50] repeats also exhibit a strong nuclear matrix association. Progress in defining other interactors and sites of contact has been hampered by the timeconsuming in-vivo analyses for each well defined target. Of the many thousands of anticipated binding sequences, currently, only 559 have been experimentally verified, each to a various extent and recorded in the scaffold/matrix attachment region transaction database (http://smartdb.bioinf.med.uni-goettingen.de/SMARt DB/browse/index.html) [51] . This is similar to the number of distinct proteins located in the matrix with either a direct or indirect potential to bind DNA.
Computational approaches
The development of in-silico tools has been presented as a means to eliminate the Matrix Attachment Region profiling bottleneck. These approaches have largely arisen alongside techniques used for transcription factor and regulatory These tools adopt sequence pattern approximations to structural models rather than explicitly modeling the structural conformation of the query sequence. Explicit DNA modeling has also been employed which has proven a computationally intensive task. In an attempt to increase specificity and/or selectivity others have adopted meta-approaches where both structural approximations and sequence algorithms are simultaneously applied. Beginning with MarFinder [52] , the software tools to detect MARs including SMARTest, SIDD, ChrClass and MARSCAN [53] have evolved a set of strategies that in some ways now differentiate them from other regulatory sequence detection schemes.
SMARTest
SMARTest [51, 54] has been developed as an element within the Genomatix suite of sequence analysis tools (http://www.genomatix.de) to predict nuclear matrix attachment sites. Detection is determined relative to a set of Position Weight Matrices (PWMs) derived from an unsupervised mining of MAR binding sequences compiled from both the literature, EMBL and S/MARtDB [51] . The sequence alignment tool DiAlign was used to generate representations of the conserved motifs between 34 training sequences from 16 plant (7 in Arabidopsis) and 18 metazoan matrix binding sequences. DiAlign [55] employs a novel approach to sequence alignment relative to the more widely implemented Needlman-Wunsch [56] approach. DiAlign, and later variants specifically target sequences across multiple training sets that share consistently ordered but not necessarily contiguous subsequences. This approach allows once proximate sequences that have moved apart between species or across segmental duplications to be re-identified. As such, the DiAlign strategy is well suited for searching multipartite or highly divergent sequences.
Having been transformed into weight matrices [57] , conserved sequences from DiAlign were screened using a variant of the Genomatix CoreSearch tool [58] . A total of 97 PWMs were initially identified that ranged in size from 10 to 21 bp. They were present at a frequency of ≤ 4 per 10 kb in random genomic DNA. This represents a substantial number of matrices relative to a training set of 34 sequences. When evaluated post-hoc against its training set, SMARTest correctly predicted 27 of its 34 training MARs, suggesting that either more subtle PWMs are required or binding modalities that could not be identified using this PWM approach exist.
A-priori testing of SMARTest using sequences containing known MARs revealed that relative to 37 experimentally verified MARs in 310 kb of DNA, SMARTest correctly predicted 14 and mispredicted a further 9 sequences. If this is representative of genomic sequences, then estimates are subject to an overprediction or type I error rate of 40%. While the type II error rate of not identifying a biologically known MAR is 62%. Analysis of the Arabidopsis genome with SMARTest [54] predicted a MAR approximately every 5.5 kb, a spacing similar to the intergenic distance in this species. The limited sequence diversity of the initial PWM training set as well as the selection of only AT-rich sequences, places a likely lower limit on the type II error possible with the first iteration of this approach. It is noteworthy that this software is under continuous development since its original description in the literature. The predictions made with the tool may be subtly altered over time reflecting the continued refinement of the weight matrices as experimental evidence accumulates.
MARSCAN
MARSCAN is part of the Emboss suite (http://emboss.sourceforge.net/). An online interactive version of the tool has become available at http://bioweb.pasteur.fr/seqanal/interfaces/marscan.html, while a windows executable can be found at http://perso.wanadoo.fr/ablavier/embosswin/ embosswin.html. MARSCAN uses a similar strategy to the transcription factor module search to identify the bipartite MAR Recognition Signal (MRS) [53] . The MRS is comprised of two AT-rich motifs. They are represented by IUPAC sequence strings AWWRTAANNWWGNNNC of 16 bp and AATAAYAA of 8 bp. The two motifs must be present within 200 bp of each other in order for this region to be classified as containing a MAR. One would expect by chance alone that each pattern would occur once every 128 kb and once every 32 kb respectively in a sequence neutral strand of DNA. An alternate 15 bp IUPAC representation AWARTAANNAWGWNN, with somewhat greater sequence specificity can be derived from the original sequence data. Position weight matrices that provide a confidence weighted representation of the information content of sequences can also be generated from this data.
The Emboss implementation of MARSCAN relies on generic DNA sequence search algorithms. A string search based on a Boyer Moore strategy [59] with multiple possible mismatches can be undertaken to find the 16 bp sequence. This relatively CPU intensive approach is necessitated by both the sequence mismatch and ambiguity requirements. The shorter 8 base sequence can be searched through a more direct shift approach [60] . Even with the requirement for a relatively fuzzy search, the Emboss tool is well able to accommodate long sequences in a reasonable time ( Tab. 2).
Tab. 2. MAR detection algorithms explored against the 4.7 Mb human Chromosome 6 MHC locus. Indicated are the times taken to complete the analysis (top row) and mean number of base pairs assigned to be matrix associated per MAR together with the number of distinct MARs (first column). In the body of the table are the total number of base pairs overlapping between algorithms and the number of overlapping MARs between algorithms. Also shown are the anticipated base pair overlaps from a random base selection of equal size relative to which is derived an enrichment metric. *all predictions **time taken on a standard 3GHz windows desktop machine
In the absence of extended reiteration, the relative nucleosomal location of the two motifs should be of significance reflecting the formation of an in vivo protein complex. As shown in Fig. 2 , when the frequency of the distance between the components of the MRS motif [53] is plotted, the distribution reflects the periodicity of the nucleosomally bound DNA. If the motifs are recognized by a single protein complex that binds ~15 bp as in the case of hnRNPa1 [38] , then elements offset by ~60 -80 bp could be on the same side of the nucleosome and aligned end to end. This periodicity of ~86 bp is denoted by the MRS signal immediately upstream of TAP1 indicated by the red arrows in Fig. 2 [61] . With a periodicity of ~155 -200 bp the motifs could colocate with a slightly different orientation on the linker strand crossover. If colocation on Fig. 2 . Spacing between the MRS bipartite AWWRTAANNWWGNNNC and AATAAYAA motifs. The points represent the number of times the MRS bipartite signature with that spacing was identified within non-overlapping 20 base pair windows [52] . The spacing of the major histocompatibility complex MRS sites upstream of TAP1 corresponding to experimentally validated MARs are shown as red arrows [61] . The distribution is indicative of a preferential nucleosomal orientation for the MRS motifs on the 85 nucleotide turn around the nucleosome.
one side of the nucleosome is favored, then an offset around 0 bp would be preferable, as larger offsets would incrementally be more likely to be located on either a linker or neighboring nucleosome depending on the location of the first binding site. Indeed the colocation of several elements at the dyad center of the SV40 nucleosome and at entry and exit locations has been noted [53] . The two components of the motif may share similar nucleosomal positioning as above. MARSCAN could potentially be extended to better predict the in-vivo binding potential if a compound probability density function derived from the inter-motif distance is incorporated as part of the algorithm. The median MRS-MRS distance predicted with MARSCAN in the mammalian genome matches the median periodicity of genes within gene-clusters but not the much longer average intergenic distance outside of these clusters.
STRESS INDUCED DUPLEX DESTABILIZATION (SIDD)
SIDD has been continuously honed since its initial introduction in 1979 [62] [63] [64] [65] . The approach models the distribution of torsional stress along a sequence, dividing this between a non-optimally wound helical structure and base unpaired regions. Identifying regions with a propensity for base unpairing can identify functionally specific sites of protein binding. For example, these base unpaired CELL. MOL. BIOL. LETT. 200 regions are often coincident with sites of transfactor contact that require base unpairing for strand interaction. One of the most energetically favorable regions for strand destabilization is AATATATTT [66] . Depending on context AATATATTT could serve as an AT rich origin of replication. Accordingly, early replicating sequences have been associated with nuclear matrix binding by nascent strand excision [67, 68] . Applying or removing stress always changes the form of superhelical coiling in a manner that is partitioned between its two orthogonal curvature elements, the writhe Wr (number of superhelical turns) and the twist Tw (number of helical turns). In a continuous loop these sum to the structurally constant linking number Lk:
In a relaxed state, β-DNA forms a 10.4 base right handed slightly negatively supercoiled helix that repeats every 3.5 nm. This is a state optimally configured to wrap the strand of DNA around the nucleosome. The energy minima of the relaxed state Lk 0 is achieved with 70:30 Wr:Tw [69] . Any change in Tw that is not compensated by Wr or vice-versa, leads to an accumulation of torsional energy α typically applying a more negative superhelical stress:
Local sequence characteristics can be used to determine how this stress is then distributed along the strand when modeled under physiological conditions in which α/LK 0 can be taken as approximately -0.055 [70] . The process of distributing torsional energy and relieving stress takes place as a competition between sites. Exceeding a sequence-specific threshold initiates the process of destabilizing a duplex at a core unwinding element that is energetically predisposed to initiate base-pair dissociation. Once the energy has been released to split this unbound base pair, the region can readily undergo further destabilization. For a given temperature and salt concentration, the stiffness of both unpaired (freely coiled) and helical structures are experimentally known. Hence the free energy for all possible combinations of destabilized DNA can be calculated. The algorithm reports the propensity to occupy a denatured state for each nucleotide position along the sequence.
SIDD approaches
The initial implementation of SIDD [71] considered that any linking number other than Lk 0 develops additional helical stress that will be distributed between the torsional Tw component D t and an experimentally determined residual Wr bending. The torsional difference D t can either distort without destabilizing the helical structure T helix or be rapidly dispersed in a denatured coiled structure T coil :
It is evident that the energy dispersed through each structure is the product of the rate at which that structure releases excess torsional stress less the energy required to form that structure for a given number of bases. As SIDD was refined, the twist rate R c was permitted to vary with base (k) along the base unpaired region as R c(k) . The free energy of this denatured conformation has three components:
1. the energy required to melt n base pairs where the melting energy of the i'th base pair is B i 2. the additional energy required to melt the first base pair in the sequence A j , 3. the linearly elastic free energy required to maintain a limit thin molecule of coiled torsional stiffness S c at an excess twist relative to the R c over n bases. Since A j and B i are known to trace complex relationships with respect to variables such as temperature, ionic concentration and nearest neighbor, a range of values derived under varying experimental conditions are used. In alternate approaches a single biologically based approximation replaces these terms. With A j and B i mapped, the free energy of the denatured DNA can be represented as:
For non-destabilized helical DNA having a non-optimal twist rate R h over n turns, twist is released at a rate of:
For a retained helical conformation the free energy term does not require a melting energy component. Hence the free energy of a helix of excess twist rate R h and a torsional stiffness S h is represented as:
The energy states of a sequence of N bases in which n are in a coiled state and (N-n) remain in a helical state can now be explicitly calculated. Since the residual superhelicity within the helical region is the difference between the total excess twist and that which is not released in the coiled state, the residual excess helical twist can itself be expressed in terms of the length of the denatured region and the total twist to be relieved is: ) ( Substituting the R h expression into equation (7) and introducing the free energy for n of N bases starting at base j being in a coiled state as derived from [5] yields: Alternatively, the torsional stiffness can be replaced by residual superhelicity due to its relatively small energy contribution and the need to simplify the calculation of the partition function. In either case, three potential sequence states can be identified for a given set of bases and these are largely dependent upon the melting energies B and to a lesser extent A. When B is zero, a helical structure does not form. However, when B is excessive, the helical structure is never destabilized under biological conditions. Only when B lies between these values, as in physiological DNA, can a partially destabilized duplex form. The propensity of a sequence to base-unpair can then be determined by the distribution of possible energy states corresponding to varying values of A (~11 kcal/mol) and B (G≡C: 1.31 kcal/mol) B (A=T: 0.26 kcal/mol) along the sequence [72] . The distribution between the possible energy states E(n j ,N) is modeled as a Boltzmann distribution. The extent to which physiologically constrained and actively maintained DNA will be free to adopt the states of an ideal Boltzmann distribution is interesting. It is then a computationally intensive task to determine the normalizing partition function for the Boltzmann distribution due to the unconstrained number of low occupancy higher energy levels. SIDD employs various simplifying summation schemes over the higher order elements to determine the partition function Z [70] . Once computed, this yields the probability p of any given state as a function of the energy of that state, temperature T and the Boltzmann constant k:
Biologically normal salt and temperature conditions are introduced and the distribution integrated to determine the relative proportion of states lying above the dissociation threshold for each base in a queried sequence. SIDD has been refined to include a more rigorous analysis of the partition function [72] as well as corrections for local stacking [73] energies. It is clear that a SIDD strategy will identify functional binding sites as regions with a propensity for base unpairing. These will include a multitude of elements, e.g., MARs and transcription factors. Given the ongoing development of SIDD, it is valuable to date each profile produced with tools such as WebSIDD [63] . While SIDD identifies DNA conformations that likely approach a base unpaired state, other DNA conformations such as curved and kinked DNA have also been shown by statistical analysis to be bound by matrix proteins. The tools to model these and other conformations could likely be enhanced through sequence affinity and destabilization strategies.
ChrClass
ChrClass [74, 75] (ftp://ftp.bionet.nsc.ru/pub/biology/chrclass/chrclass.zip) uses motif based supervised machine learning to develop a MAR classification function. IUPAC representations of potentially classifying motifs are then assessed relative to known S/MAR binding sites through a linear discriminant approach. Many of the motifs used are similar to those detected by MarFinder (Tab. 1). To form the initial training set, 27 animal and plant sequences were collected from the literature. In addition, 16 sequences bound to the protein cores of central rosette-like features of interphase chromosomes, along with 35 bound to the synaptonemal complex, 25 associated with the nuclear lamina and 24 from 1.5 kb 5' promoter regions of facultatively expressed genes were included. The length of each sequence was matched using 116 randomly generated base neutral sequences. The Linear Discriminant Analysis (LDA) based classification was then derived on the basis of the partitioning of the set of published consensus MAR motifs relative to these training sequences.
To generate a classification function with maximal separation, the published classification motifs were evaluated and where predictive power relative to the training sequences was found, used as the independent variables of the classification function with correlation weights b. These independent variables were combined in the ChrClass software to predict the dependent group classifications h for each of a set of tested sequences (equation 12). The training step of an LDA can take various forms and several classification functions can be chosen. However, the assumed prior distribution in the standard Bayesian approach is a variance standardized normal or normal-transformed distribution. The independent variables are weighted to optimize the ratio of the between class variance to within class variance with a view to approaching complete CELL. MOL. BIOL. LETT. 204 linear separation. The approach is particularly suited to MAR analysis, as the classifying sequences are not required to be orthogonal. This approach has the potential to recognize some of the mutual information between classifiers. The canonical root function resembles the integration of the vector input subspaces into the most significant compound (principal) axis generated by:
Where X 1…n are the frequencies of the training motifs in the tested sequences and b kn are the weights for sequence k with respect to sub-sequences 1 to N. Given that the training functions (Tab. 1) are generally AT-rich and hence not orthogonal, the parameters that represent mutual sequence entropy and variance would generally not be simple Euclidian distances, i.e., the estimated covariance matrix elements a ij would not be diagonal:
ChrClass uniquely predicts the nuclear sub-localization of the MAR on the basis of the differences noted in the posterior distributions between several training sequences. For example, rosette-structure (CS) DNA was most readily classified while lamin binding DNA was least readily classified. This is consistent with observations that lamin binding is driven by higher order DNA structure and hence not well represented by simple sub-sequences. The prediction quality of ChrClass is also returned as either a confidence measure for the classification or an indicator of potential binding affinity. While providing a more powerful approach than a simple presence absence test, ChrClass remains limited in the extent that it can model the subtle matrix of cross interactions between candidate MAR sequences that a Markov or ANN approach could incorporate [76] . Given the rapid pace at which the literature describing the modes of matrix binding is growing, the potential for further development of MAR detection using linear, quadratic and flexible discriminant approaches is evident.
MarFinder
MarFinder [77] (http://www.futuresoft.org/MarFinder/), commercialized as MarWiz, uses a semi-supervised approach to MAR detection. The original motifs that define the MAR sequences as well as the higher order DNA structures were derived from the manual curation of the literature. The motifs are represented as IUPAC subsequences that are combined in Boolean sets to form rules. However, the exact combination of the motifs contributing to a MAR is not defined, making the search approach partially unsupervised. MarFinder is essentially a rule density scanner with a correction introduced for local genomic nucleotide bias based on the probability of randomly detecting one of the target sequences. Tab. 1 compares the core motifs employed by MarFinder alongside those of the other strategies. There are 19 core MarFinder motifs that are combined to form 6 core MAR detection rules. A further 20 motifs are under development for inclusion in MarWiz. These are represented by 11 augmented rules [78] . Implementation has met with tempered enthusiasm by the lack of understanding their interdependence. The probability of the background occurrence of each motif relative to the local base sequence bias is first calculated. Accordingly, in an unbiased random sequence the motif AATT would have a 1/256 (0.004) chance of being present, while in a sequence where 40% of bases are A and 20% T, the probability would be 0.4 2 x0.2 2 (0.006). Each rule is then defined as a probabilistic model created by combining the background probabilities of discovering the matching motifs. A 1000 bp sliding window with a 100 bp step was adopted as the default, since MAR binding regions are anticipated to range from 100 -500 bp. The user is able to set various parameters including the rules used, the p value threshold for a MAR (default: 0.7), as well as the number of consecutively detected windows required to indicate the presence of a MAR (default: 3). For each window of length W the background sequence bias is calculated and hence for each rule i the p i of its random occurrence is calculated. The observed rule detection probabilities relative to this background are combined as independent Poisson processes with parameter λ i given by p i W. Hence the probability P of observing a set of f 1...k matches to k rules each with a bias corrected probability of occurring over the W bases of λ 1…k is:
The MAR potential is defined as log(1/α) where α is the probability of rejecting the null hypothesis given x i instances of each rule is: Several elements require consideration. It may be anticipated that sequences that fall below the MAR detection threshold in ChrClass will be reported as candidates by MarFinder, since support will be derived from multiple rules matching the same underlying sequence. For example, multiple ORI (origin of replication initiation) sequences will also be identified by the AT rich rule. A model of independent Poisson processes requires a high degree of rule independence. In its absence, an interdependence or mixing function is required. Clearly this criteria is breached for a set of short largely AT-rich motifs. Hence, a meta or compound Poisson process that introduces mixing density functions may be useful.
DISCUSSION
The in-silico strategies described above include many common elements in part due to the literature they share. As summarized in Tab. 1, SMARTests' PWMs will likely reflect to a certain extent the IUPAC sequences used by both ChrClass and MARFinder. Similarly, SIDD's core base unpairing regions can be CELL. MOL. BIOL. LETT. 206 approximated by AATATT and ATATTT, corresponding to MARFinder's origin of replication initiation motif. The DNAse I sensitive purine-pyrimidinetract (RY) n found in DNA triplex structures is used by ChrClass to represent the core topoisomerase II binding signal that is represented by a consensus binding motif in MARFinder. Like MARFinder, SMARTest uses a pre-determined threshold density of classifier matches to the sequence. The incorporation of a statistical distance correction term and a cross-interaction matrix based on observed coincidence or anti-coincidence of MAR sequences may extend these approaches. Several studies have been pursued to biologically evaluate nuclear matrix binding relative to in-silico predictions [31, 79] . One of the first studies compared the ability of MARFinder, MARSCAN and SMARTest to accurately identify the MARs encompassing the human beta-globin domain [31] . All of the programs tested, over-predicted the sites of attachment. The significance of this discordance is not immediately obvious since the sites of nuclear matrix attachment physically changed depending on cell type and expression status. This exemplifies the complex nature of the nuclear matrix detection problem. Using these and other in-silico approaches and again tolerating a substantial over-prediction, Purbowasito aligned 95% of the experimentally validated MARs [79] with at least one of the predictions. These and other studies have consistently revealed a residual variance even after the substantial overprediction between the in-silico predictions and the in-vivo evidence. Tab. 2, summarizes the extent of inherent concordance between algorithms employed with their default parameters. All were tested on a 4.7 Mb segment of human chromosome 6 that incorporates the major histocompatibility complex (Unigene Build 35.1 Chr6:28,804,582-33,559,407). The left hand column describes the average MAR length per algorithm and total number of MARs discovered. The body of the table records the total length of overlapping predictions and number of mutually distinct overlapping predictions. Given the number of base pairs predicted by each pair of algorithms, the enrichment in overlap between predictions relative to a completely random base selection of equal length is noted. The column header row records the time taken to complete the analysis from which it is clear that only a subset of the approaches are currently suitable for rapid chromosome or genome-level analysis. Of the 282 SMARTest predictions, 220 overlapped at least in part by the 1521 predictions made by ChrClass. Equally, 4 kb of the 16 kb predictions made by MARFinder (MarWiz) overlap the 142 kb of predictions made by SMARTest. In contrast, the predictions made by SIDD relative to those of ChrClass and MARSCAN overlap only slightly. This occurs more often than would be expected by chance alone. That the extent of concordance reflects the approaches to selecting training sequences is beyond doubt. However, since all the approaches are ultimately derived from an evidential base, it raises the issue as to whether multiple and in some cases relatively well differentiated classes of MARs are being predicted. For example, SIDD and MARSCAN predictions are derived from essentially unrelated assumptions. Their oligonucleotide length sequence predictions markedly contrast the requirements made by MarFinder for the extensive classifier reiteration necessary to define MAR sequences. The extent of both over-prediction and algorithm disconcordance supports the conclusion that further algorithmic development may prove beneficial. Several promising routes are already being explored. To address over-prediction, further iterations of SIDD are anticipated that will better differentiate among the different binding features through their iteration profiles. The SIDD approach will nonetheless remain limited by the standard modeling factors. It is inherently a simplification relative to regional topological constraints outside of the modeling parameters. Some of these exogenous factors as well as the subtle electrostatics of thermally perturbed DNA are however already being incorporated in other work [80] . There may well be evidence to suggest that not only are MAR domains differentiated, but that the forms of MAR binding predicted by the algorithms is multi-level. This would extend the notion of biological differentiation around facultative and constitutive MARs and open up the potential for algorithms to target features located at different levels of a hierarchy. This is a modality that has been proposed elsewhere from diverse evidence [32, 81] . Indeed some tools, notably ChrClass, implicitly define a hierarchy by noting different values of n, i.e., the motif reiteration required to demonstrate a MAR. The MRS would lie at the base of such hierarchy, resembling the transcription factor binding site. Major constitutive chromosome organizing sites that coordinate the chromatin domains on a broad scale would require much longer clusters of matrix attachment regions in order to be readily targeted in decondensing chromatin. Such stratified functional differentiation would contribute to the long standing debate over the validity of simple loop models. If a stratified model is accepted, then the compound in-silico approaches to MAR identification will require further development to associate the form of MAR binding to the extent of reiteration, fuzziness and ultimately to broader genomic neighborhood features.
