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Introduction
Cette thèse est consacrée à l'étude des C∗-algèbres graduées par un semi-
treillis.
Dans le cadre de leur travail sur le problème à N corps, A. Boutet de
Monvel et V. Georgescu ont été amenés à introduire dans [9], [10] et [13]
l'étude des C∗-algèbres graduées par un semi-treillis fini.
L'utilisation des C∗-algèbres dans le problème à N corps quantique est
assez récente (cf. [5] - voir aussi par exemple [6] pour d'autres utilisations
récentes).
D'autre part, R.G. Froese et I. Herbst ont introduit dans [17] la notion
d'un semi-treillis toujours en relation avec le problème à N corps. Cette
notion était par la suite utilisée et développée par W.O. Amrein, A. Boutet
de Monvel et V. Georgescu dans [2], [3] et [4] pour donner une description
détaillée des propriétés spectrales des hamiltoniens des systèmes quantiques
à plusieurs corps (en particulier ils ont étudié une classe d'hamiltoniens  de
type A  qui apparaît pour la première fois dans le livre de S. Agmon [1]).
C'est donc tout naturellement que A. Boutet de Monvel et V. Georgescu
ont été amenés à introduire dans [9], [10] et [13] l'étude des C∗-algèbres
graduées par un semi-treillis fini. Les composantes (parties homogènes) de
ces algèbres correspondent aux  niveaux d'intéraction . L'utilisation de ces
C∗-algèbres graduées leur a permis de retrouver des résultats classiques sur
le spectre essentiel des hamiltoniens qui  engendrent  ces algèbres, comme
par exemple le théorème de Hunziker-Van Winter-Zhislin (HVZ) et de donner
une généralisation de l'équation de Weinberg-van Winter (WVW) introduite
dans les années soixante (voir aussi dans [28] pour une première approche).
De plus, dans [11] et dans un cadre plus général dans [13] ils se sont servis
des C∗-algèbres graduées pour faire le calcul de l'estimation de Mourre pour
des systèmes à N corps (cf. aussi [12]). On retrouve les C∗-algèbres graduées
dans l'article de A. Boutet de Monvel, V. Georgescu et A. Soffer [14] pour
l'étude des hamiltoniens d'un système à N -corps avec des interactions très
singulières.
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On pourra consulter [5] pour une présentation plus globale et systéma-
tique des résultats rapidement cités ci-dessus.
Les travaux de M. Damak et V. Georgescu dans [15], [16] ainsi que V.
Georgescu et A. Iftimovici dans [18], [19] et [20] proposent un élargissement
du cadre et une systématisation de l'étude des C∗-algèbres graduées. Dans
ces travaux, les auteurs étudient les C∗-algèbres graduées par des semi-treillis
pouvant être infinis.
Un important résultat de cette série d'articles consiste à reconnaître la
C∗-algèbre graduée considèrée dans [9] comme un produit croisé. Ceci est
démontré par M. Damak et V. Georgescu dans [15] en s'appuyant sur un
résultat donné par V. Georgescu et A. Iftimovici (voir théorème 3.12 dans
[18]). Il s'agit du produit croisé de la C∗-algèbre formée des potentiels d'in-
téraction (qui est une C∗-algèbre graduée et commutative) par le groupe des
translations. Cette nouvelle forme a été très utile pour déterminer le quotient
de cette C∗-algèbre par une algèbre d'opérateurs compacts et par conséquent
pour obtenir des nouveaux résultats dans la théorie spectrale des hamilto-
niens d'un système physique. Ces résultats sont développés dans [15], [18] et
[20].
En dehors de ce produit croisé, un autre exemple de C∗-algèbres graduées
par un semi-treillis, la C∗-algèbre symplectique (qui était déjà apparue dans
[13]), a été étudié par V. Georgescu et A. Iftimovici dans [19].
Dans cette thèse, nous proposons une étude systématique des C∗-algèbres
graduées par un semi-treillis quelconque.
• On simplifie quelques axiomes des C∗-algèbres graduées.
• On reconstruit ces algèbres et on donne une présentation algébrique en
fonction des composantes et de leur produit.
• On établit la stabilité des C∗-algèbres graduées pour des opérations
comme le produit croisé et le produit tensoriel.
• On étudie des propriétés classiques des C∗-algèbres pour les C∗-algèbres
graduées (commutativité, nucléarité, exactitude) ainsi que leurK-théorie.
• On propose enfin l'étude de quelques exemples.
Nous présentons maintenant nos résultats un peu plus en détail.
Soit A une C∗-algèbre. On dit qu'elle est graduée par un semi-treillis L
ou bien qu'elle est L-graduée si l'on s'est donné une famille linéairement
indépendante et totale (Ai)i∈L de sous-C∗-algèbres de A, que l'on appellera
les composantes de A telles que AiAj ⊂ Ai∧j pour tout i, j ∈ L.
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Soit A une C∗-algèbre graduée par un semi-treillis. On dit que (A, (Ai)i∈L)
est une C∗-algèbre L-graduée où pour i ∈ L on a noté Ai la composante de
A correspondante.
On peut remarquer tout de suite qu'une C∗-algèbre graduée par un semi-
treillis L est limite inductive de ses sous-algèbres graduées par les sous-semi-
treillis finis de L. De plus, une C∗-algèbre graduée présente plusieurs suites
exactes scindées qui permettent - dans le cas d'un semi-treillis fini - de la
comprendre inductivement. Dans un sens, on peut considérer qu'une gra-
duation d'une C∗-algèbre par un semi-treillis est une façon d'organiser une
famille de suites exactes scindées  compatibles entre elles . Il s'ensuit que
toute construction  fonctorielle  de C∗-algèbres qui est compatible avec les
suites exactes scindées et les limites inductives, va aussi être compatible avec
les C∗-algèbres graduées. Par exemple, si (A, (Ai)i∈L) est une C∗-algèbre gra-
duée et si un groupe localement compact G opère sur A en préservant les
Ai, alors le produit croisé (plein ou réduit) AoG est gradué par les AioG.
Il en va de même pour les produits tensoriels de C∗-algèbres. De plus, le
même principe montre que la K-théorie d'une C∗-algèbre graduée est somme
directe des K-théories de ses composantes homogènes.
Soit (A, (Ai)i∈L) une C∗-algèbre graduée. La restriction du produit au ni-
veau de ses composantes, fournit des applications qi,j : Ai×Aj → Ai∧j (pour
i, j ∈ L) appelées applications de structure et des morphismes de C∗-algèbres
ϕi,j : Aj → M(Ai) (avec i, j ∈ L tels que i ≤ j) appelés morphismes de
structure - ici M(Ai) désigne l'algèbre des multiplicateurs de Ai. On énonce
immédiatement les propriétés algébriques de la famille (qi,j)i,j∈L et de la fa-
mille (ϕi,j)i≤j qui traduisent l'associativité du produit et les propriétés de
l'involution de la C∗-algèbre A, et il est alors facile de décrire le passage de
l'une à l'autre de ces familles. Nous démontrons en fait que ces applications
et morphismes de structure nous permettent de reconstruire les C∗-algèbres
graduées en ce sens qu'à une famille (Ai)i∈L de C∗-algèbres et une famille
d'applications (qi,j)i,j∈L (ou (ϕi,j)i≤j) vérifiant les propriétés mentionnées ci-
dessus correspond une et une seule C∗-algèbre graduée (à isomorphisme près)
qui admet les Ai comme composantes et les qi,j comme applications de struc-
ture (ou les ϕi,j comme morphismes de structure).
Puisqu'une C∗-algèbre graduée est entièrement décrite par ses compo-
santes homogènes, il est naturel d'essayer de lire des propriétés de cette al-
gèbre uniquement en termes des dites composantes. On démontre ainsi qu'une
C∗-algèbre graduée est commutative, nucléaire ou exacte si et seulement si
ses composantes vérifient cette même propriété. Dans le cas commutatif, on
peut aussi faire un lien entre le spectre d'une algèbre graduée A et ceux
de ses composantes. Dans de bons cas, le spectre des composantes décrit
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complètement celui de A.
Les représentations d'une C∗-algèbre graduée (ainsi que les morphismes
à valeurs dans une autre C∗-algèbre) sont entièrement décrites en termes
des représentations de ses composantes. On peut alors donner les conditions
necéssaires et suffisantes pour qu'un homomorphisme d'une C∗-algèbre gra-
duée à valeurs dans une autre C∗-algèbre soit injectif ou surjectif en termes
de ses restrictions aux composantes. Si le semi-treillis possède un plus petit
élément i0 on étudie plus particulièrement l'injectivité de l'homomorphisme
A→ M(Ai0). Ces résultats nous permettent d'une part de simplifier l'étude
du produit croisé traité par M. Damak et V. Georgescu dans [15] et d'autre
part d'étudier de nombreux exemples de C∗-algèbres graduées.
Nous étudions en particulier deux exemples commutatifs dont nous dé-
terminons le spectre.
• Pour le premier, on considère un sous-semi treillis G du treillis (pour
l'inclusion) de sous espaces d'un espace vectoriel de dimension finie E et
dont les composantes sont AL = C0(E/L) (pour L ∈ G). Nous étudions
particulièrement le cas où E est un plan P et G = {{0}, δ1, ..., δn,P}
où δ1, . . . , δn sont n droites de P . En utilisant la théorie des formes
normales d'une surface de Riemann (voir [24] et [29]) on montre que
le spectre de la C∗-algèbre graduée associée est homéomorphe au tore
Tg à g trous où g = n
2
si n est pair et dans le cas où n est impair ce
spectre est un tore à g = E(
n
2
) trous pincé (i.e. deux de ses points sont
idéntifiés).
• Dans le deuxième exemple, on considère un semi-treillis L et on prend
toutes les composantes Ai égales à C. On identifie le spectre de L
avec l'ensemble des sous-semi treillis finissants (non vides) de L. En
particulier, lorsque L = Q, on montre alors que le spectre de la C∗-
algèbre graduée dont les composantes sont les Ai est en bijection avec
l'ensemble R
∐
Q
∐{−∞}.
Le texte de la thèse se décompose de la manière suivante :
• Dans le premier chapitre, on rappelle les principales définitions et pro-
priétés des C∗-algèbres. On y rappelle en particulier les notions de
multiplicateurs de C∗-algèbres, de produits croisés d'une C∗-algèbre
par une action d'un groupe localement compact et de produit tensoriel
de C∗-algèbres.
• Les C∗-algèbres graduées par un semi-treillis sont introduites dans le
deuxième chapitre. On explore les morphismes de C∗-algèbres graduées
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et on discute l'injectivité et la surjectivité de ces morphismes ; on expli-
cite la relation entre les C∗-algèbres graduées et les suites exactes scin-
dées de C∗-algèbres. Ensuite, on introduit les applications de structure
et les morphismes de structure d'une C∗-algèbre graduée et on étu-
die les propriétés algébriques de ces familles d'applications. On conclut
avec un cas particulier de morphisme de C∗-algèbres graduées dont on
traite l'injectivité qui nous sera utile dans l'étude d'exemples.
• Dans le troisième chapitre on montre comment une C∗-algèbre graduée
peut être entièrement reconstruite à partir de ses composantes et des
morphismes de structure.
• Dans le chapitre 4 on montre que le produit croisé de C∗-algèbres et
le produit tensoriel de C∗-algèbres ont un bon comportement pour les
C∗-algèbres graduées.
• Au chapitre 5 on étudie la commutativité, nucléarité et exactitude d'une
C∗-algèbre graduée et on exprime ses groupes de K-théorie en termes
de ceux des composantes. Enfin, on étudie le spectre des C∗-algèbres
graduées commutatives.
• Enfin le chapitre 6 est consacré à l'étude de quelques exemples de C∗-
algèbres graduées.
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Chapitre 1
Préliminaires, rappels
1.1 C∗-algèbres
On rappelle ici brièvement un certain nombre de définitions et proprié-
tés des C∗-algèbres qui seront utiles dans la suite. Nous ne donnons pas de
démonstrations. Celles-ci peuvent être trouvées dans [25], [26] et [34].
Définition 1.1.1. Soit A une algèbre complexe. Une involution de A est une
application antilinéaire a 7→ a∗ de A dans A telle que pour tout a, b ∈ A on
ait (a∗)∗ = a et (ab)∗ = b∗a∗.
On appelle le couple (A, ∗) une algèbre involutive ou une ∗-algèbre.
Une algèbre de Banach involutive est une algèbre involutiveAmunie d'une
norme sous-multiplicative qui est complète, dont l'involution est isométrique.
Une C∗-algèbre A est une algèbre de Banach involutive telle que pour
tout a ∈ A on ait ||a∗a|| = ||a||2.
Plus généralement, une C∗-(semi)-norme sur une algèbre involutive A
est une (semi)-norme sous-multiplicative N : A → R+ satisfaisant l'égalité
N(a∗a) = N(a)2 pour tout a ∈ A. On vérifie alors que l'on a N(a∗) = N(a).
En ce sens, une C∗-algèbre est une algèbre de Banach involutive dont la
norme est une C∗-norme.
Définition 1.1.2. Soit A une algèbre complexe unifère et a ∈ A. On note
A−1 l'ensemble des éléments inversibles de A. Le spectre de a dans A est le
sous-ensemble SpA(a) = {λ ∈ C ; a− λ /∈ A−1} de C.
Si A est une algèbre non unifère, on peut la plonger dans une algèbre
unifère A˜ qui comme espace vectoriel est isomorphe à A × C et dont la
loi du produit est définie par : (a, λ)(b, µ) = (ab + λa + µb, λµ) (pour tout
a, b ∈ A, λ, µ ∈ C). C'est une algèbre unifère (d'unité (0, 1)) qui contient une
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copie de A, A×{0}. On identifie alors A avec son image dans A˜. Pour a ∈ A
et λ ∈ C on note a+ λ l'élément (a, λ) de A˜.
Si A est une algèbre de Banach qui n'est pas unifère, l'algèbre unifère
A˜ admet une structure d'algèbre de Banach pour la norme définie par :
||(a, λ)|| = ||a||+ |λ| (pour a ∈ A, λ ∈ C).
Remarque 1.1.3. a) Si A est une algèbre non unifère, pour tout a ∈ A,
0 ∈ Sp eA(a).
b) Si l'algèbreA possède déjà un élément unité noté e, l'application (a, λ) 7→
(a+λe, λ) est un isomorphisme entre A˜ et l'algèbre produit A×C. Ceci
montre que Sp eA(a) = SpA(a) ∪ {0} pour tout a ∈ A.
c) Si pi : A → B est un homomorphisme d'algèbres, il existe un unique
homomorphisme unital pi : A˜→ B˜ défini par pi(a+ λ) = pi(a) + λ dont
pi est la restriction. Il est injectif (resp. surjectif) si pi l'est.
Proposition 1.1.4. Soit A une C∗-algèbre (non nécessairement unifère).
Munie de l'involution (a + λ)∗ = a∗ + λ, l'algèbre A˜ est une C∗-algèbre. En
d'autres termes A˜ admet une (nécessairement unique) norme qui en fait une
C∗-algèbre.

Donc l'algèbre A est une sous-algèbre involutive fermée de A˜.
Définition 1.1.5. Soit A une C∗-algèbre et B un sous-ensemble de A, on
pose B∗ = {b∗ | b ∈ B}, on dit que B est autoadjoint si B∗ = B.
Un élément a ∈ A est autoadjoint si a = a∗ et il est normal si a∗a = aa∗.
Si A possède un élément unité, on dit que a ∈ A est unitaire si a∗a =
aa∗ = 1.
Définition 1.1.6. Soient A, B des algèbres involutives. Un homomorphisme
ϕ : A→ B est appelé un ∗-homomorphisme ou un homomorphisme involutif
s'il est stable par l'involution, c'est-à-dire si ϕ(a∗) = (ϕ(a))∗ pour tout a ∈ A.
Si ϕ : A → B est un ∗-homomorphisme, alors ϕ(A) est une sous-∗-algèbre
de B. Si A et B sont des C∗-algèbres on dit aussi que ϕ est un morphisme
de C∗-algèbres.
Exemple 1.1.7. Soit H un espace de Hilbert. On note B(H) l'ensemble
des applications linéaires bornées de H dans lui-même (opérateurs sur H).
L'algèbre B(H) est une C∗-algèbre.
Soit A une C∗-algèbre. Un morphisme de C∗-algèbres A→ B(H) s'appelle
une représentation de A dans H.
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Théorème de Gel'fand. Soit A une algèbre de Banach. On appelle ca-
ractère de A tout homomorphisme d'algèbres continu et non nul de A dans
C.
On appelle spectre d'une algèbre de Banach commutative A et on note
Sp(A) l'ensemble de ses caractères. On munit Sp(A) de la topologie de la
convergence simple. Autrement dit la topologie de Sp(A) est la topologie la
moins fine pour laquelle les applications χ 7→ χ(x) de Sp(A) dans C sont
continues (pour tout x ∈ A).
Proposition 1.1.8. (Transformation de Gel'fand). Soit A une algèbre de
Banach commutative.
a) Pour tout a ∈ A on a SpA(a) = {χ(a) où χ ∈ Sp(A)}.
b) Si A est unifère, Sp(A) est compact.
c) L'application G : A → C(Sp(A)) donnée par G(a) : χ → χ(a) est un
homomorphisme d'algèbres de Banach qui est continu.

Théorème 1.1.9. (Gel'fand). Soit A une C∗-algèbre commutative et unifère.
La transformation de Gel'fand G : A→ C(Sp(A)) de A est un isomorphisme
isométrique de C∗-algèbres.

Remarque 1.1.10. a) Soit A une algèbre de Banach non unifère et χ ∈
Sp(A). On peut étendre χ de manière unique à un caractère χ˜ de A˜
en posant χ˜(a + λ) = χ(a) + λ (pour tout a ∈ A, λ ∈ C). Ceci nous
permet de voir que le spectre de A est la partie du spectre de A˜ formée
des caractères qui ne sont pas nuls sur A.
b) Soit A une algèbre de Banach commutative non nécessairement unifère.
Le spectre de A est un espace localement compact dont le compactifié
d'Alexandroff est le spectre de A˜. La transformation de Gel'fand de
A est l'homomorphisme a 7→ G(a) de A sur C0(Sp(A)) qui est donné
par G(a)(χ) = χ(a) pour tout a ∈ A et χ ∈ Sp(A). Si A est une C∗-
algèbre commutative, le théorème de Gel'fand correspondant nous dit
que l'application G est un isomorphisme isométrique de C∗-algèbres.
Calcul fonctionnel continu. Un cas particulier du théorème de Gel'fand
est le suivant : soit x un élément normal d'une C∗-algèbre unifère A. Notons
B l'adhérence dans A de l'ensemble {P (x, x∗), P ∈ C[X, Y ]}. C'est une sous-
C∗-algèbre commutative de A contenant l'unité, donc isomorphe à C(Sp(B)).
Son spectre Sp(B) s'idéntifie à SpA(x) via l'homéomorphisme χ 7→ χ(x). La
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transformation de Gel'fand de B est un isomorphisme isométrique G : B →
C(SpA(x)) qui associe à x la fonction z qui désigne l'inclusion de SpA(x) dans
C. Pour f ∈ C(SpA(x)) on pose f(x) = G−1(f).
Proposition 1.1.11. a) Soient x un élément normal d'une C∗-algèbre
unifère A et f ∈ C(SpA(x)). On a SpAf(x) = f(SpA(x)), l'élément
f(x) de A est normal et pour toute fonction g ∈ C(SpAf(x)) on a
(g ◦ f)(x) = g(f(x)).
b) Soient pi : A→ B un morphime unital de C∗-algèbres (unifères), x ∈ A
un élément normal de A et f une fonction continue sur SpA(x). Alors
f(pi(x)) = pi(f(x)).

Soient A une C∗-algèbre non unifère, x un élément normal de A et f ∈
C(SpA(x)), alors f(x) ∈ A˜. A l'aide de la proposition precédente (partie b)
appliquée au morphisme  : (a, λ) 7→ λ de A˜ dans C on a f(x) ∈ A si et
seulement si f(0) = 0.
Eléments positifs ; la relation d'ordre d'une C∗-algèbre. Un élément
a ∈ A est positif s'il est autoadjoint et son spectre SpA(a) est un sous-
ensemble de R+.
Proposition 1.1.12. Soit A une C∗-algèbre.
a) Pour un élément autoadjoint h de A les conditions suivantes sont équi-
valentes :
(a) SpA(h) ⊂ R+.
(b) Il existe k ∈ A tel que k = k∗ et k2 = h.
(c) Il existe a ∈ A tel que a∗a = h.
b) Les éléments autoadjoints de A vérifiant ces conditions forment un cône
convexe saillant de A.

Le cône des éléments positifs de A est noté A+. On définit une relation
d'ordre sur l'ensemble des éléments autoadjoints de A par b − a ∈ A+ que
l'on note a ≤ b.
Unités approchées. On appelle unité approchée d'une algèbre de Banach
A une famille (ui)i∈I d'éléments de A indéxée par un ensemble I muni d'un
ordre filtrant croissant telle que, pour tout a ∈ A on ait a = lim aui et
a = limuia.
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Si A est une C∗-algèbre, on dit qu'une unité approchée (ui)i∈I de A est
croissante si pour i ≤ i′ on a ui ≤ ui′ .
Proposition 1.1.13. Toute C∗-algèbre admet une unité approchée crois-
sante.

Morphismes de C∗-algèbres. Un morphisme de C∗-algèbres est continu,
de norme inférieure ou égale à 1. Autrement dit, on a la proposition suivante :
Proposition 1.1.14. Tout morphisme de C∗-algèbres est contractant.

Proposition 1.1.15. Soit ϕ : A → B un morphisme de C∗-algèbres, alors
pour tout y ∈ ϕ(A) il existe x ∈ A tel que ϕ(x) = y et ||x|| = ||y||.
Démonstration. On peut supposer que A et B sont unifères. Soit y ∈ ϕ(A),
il existe z ∈ A tel que ϕ(z) = y. Posons f(s) = inf(1, ||y||√
s
) pour s ≥ 0
(f(0) = 1) et x = zf(z∗z). Pour s ∈ Sp(y∗y) on a s ≤ ||y∗y|| = ||y||2 donc
f(s) = 1 de sorte que f(y∗y) = 1. Puisque ϕ est un morphisme de C∗-algèbres
on a ϕ(x) = yf(y∗y) = y. Par la proposition precédente ϕ est contractant
donc ||y|| = ||ϕ(x)|| ≤ ||x||. Par ailleurs x∗x = g(z∗z) où g(s) = sf(s)2 =
inf(s, ||y||2), donc ||x||2 = ||x∗x|| ≤ ||y||2 d'où l'égalité ||x|| = ||y||.
On en deduit un résultat classique de C∗-algèbres qui sera très utile dans
la suite.
Proposition 1.1.16. Tout morphisme injectif de C∗-algèbres est isomé-
trique. Tout morphisme de C∗-algèbres est d'image fermée.

Idéaux et quotients d'une C∗-algèbre. Un idéal à gauche (resp. à
droite) I, d'une algèbre A est un sous-espace vectoriel de A tel que a ∈ A et
b ∈ I ⇒ ab ∈ I (resp. ba ∈ I). Un idéal bilatère (on l'appellera simplement
idéal) est un idéal à gauche et à droite.
Soit I un idéal d'une algèbre A, alors A/I est une algèbre munie de la
multiplication (a + I)(b + I) = ab + I. Soit I un idéal fermé d'une algèbre
normée A, alors A/I est une algèbre munie de la norme quotient : ||a+ I|| =
inf
b∈I
||a+ b||.
Soient A, B des algèbres involutives. Remarquons que le noyau d'un ho-
momorphisme involutif ϕ : A→ B est un idéal autoadjoint de A.
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Proposition 1.1.17. Soit I un idéal fermé d'une C∗-algèbre A, alors I est
autoadjoint et le quotient A/I est une C∗-algèbre pour la norme quotient.

Proposition 1.1.18. Soit I un idéal fermé d'une C∗-algèbre A et B une
sous-C∗-algèbre de A. Alors I +B est une C∗-algèbre.

Un idéal I d'une C∗-algèbre A est essentiel si pour tout autre idéal non-
nul J de A on a I ∩ J 6= {0}.
Doubles centralisateurs ; multiplicateurs. Soit A une C∗-algèbre.
On appelle double centralisateur de A un couple (L,R) d'applications L,R :
A→ A qui verifie
R(a)b = aL(b)
pour tout a, b ∈ A. On note DC(A) l'ensemble des doubles centralisateurs de
A.
Proposition 1.1.19. Si (L,R) est un double centralisateur de A alors L(ab) =
L(a)b et R(ab) = aR(b) pour tout a, b ∈ A. Les applications L et R sont li-
néaires bornés avec ||L|| = ||R||.

L'ensembleDC(A) est une algèbre de Banach munie de la norme ||(L,R)|| =
||L|| = ||R|| et les opérations suivantes :
(L1, R1) + (L2, R2) = (L1 + L2, R1 +R2),
z(L,R) = (zL, zR) (pour z ∈ C),
(L1, R1)(L2, R2) = (L1L2, R2R1).
Si L : A → A est une application linéaire, on définit L∗ : A → A par
L∗(a) = (L(a∗))∗. Alors L∗ est linéaire et l'application L → L∗ est une
application antilinéaire isometrique de B(A) dans lui-même telle que L∗∗ = L
et (L1L2)
∗ = L∗1L
∗
2. Si (L,R) ∈ DC(A) alors (L,R)∗ = (R∗, L∗) ∈ DC(A).
L'application (L,R) 7→ (L,R)∗ est une involution sur DC(A).
On a la proposition suivante :
Proposition 1.1.20. Si A est une C∗-algèbre, alors DC(A) est une C∗-
algèbre.

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Exemple 1.1.21. Soit A un idéal fermé d'une C∗-algèbre B et soit b ∈ B,
alors Lb : a 7→ ba et Rb : a 7→ ab sont des applications de A dans A et le couple
(Lb, Rb) ∈ DC(A). On remarque que pour tout b ∈ B, ||(Lb, Rb)|| ≤ ||b||.
Si A est une C∗-algèbre, l'application A → DC(A) donnée par a 7→
(La, Ra) est un morphisme de C
∗-algèbres isométrique appelé le plongement
canonique de A dans DC(A). Donc, on idéntifie A avec son image dans DC(A)
qui est un idéal fermé.
Proposition 1.1.22. Soit A un idéal fermé d'une C∗-algèbre B. L'appli-
cation µ : b 7→ (Lb, Rb) est un homomorphisme µ : B → DC(A) dont la
restriction à A est le plongement canonique de A dans DC(A). De plus, µ
est injectif si et seulement si A est essentiel dans B.

Soit A et B des C∗-algèbres. Un morphisme pi : A → DC(B) est non-
dégénéré si pi(A)B = {pi(a)b où a ∈ A, b ∈ B} est dense dans B.
Proposition 1.1.23. Soit A un idéal fermé d'une C∗-algèbre D et pi : A→
DC(B) un morphisme non-dégénéré. Il existe une unique extension pi : D →
DC(B) de pi. En particulier, tout morphisme de C∗-algèbres pi : A→ DC(B)
non-dégénéré s'étend de manière unique en pi : DC(A)→ DC(B).

Remarque 1.1.24. Soit A une C∗-algèbre (non nécessairement unifère) et χ
un caractère de A, alors χ est un morphisme non-dégénéré χ : A→ DC(C) =
C et s'étend donc de manière unique en un homomorphisme χ˜ : DC(A)→ C.
On a χ˜(T )χ(a) = χ(Ta) pour tout T ∈ DC(A) et a ∈ A.
Remarque 1.1.25. Soit pi : A → DC(B) un morphisme non-dégénéré de
C∗-algèbres. Alors il existe une application continue pi∗ : Sp(B) → Sp(A)
satisfaisant pi∗(χ)(a) = χ(pi(a)b) pour tout a ∈ A et b ∈ B tel que χ(b) = 1.
Soient A une algèbre involutive et H un espace hilbertien. On dit qu'une
représentation L : A→ B(H) de A est non-dégénerée si l'ensemble {L(a)h :
a ∈ A, h ∈ H} engendre un sous-espace dense de H. On dit que L est fidèle
si kerL = {0}.
Proposition 1.1.26. Soit A un idéal fermé d'une C∗-algèbre B et piA une
représentation non-dégénerée de A. Alors piA se prolonge de façon unique en
une représentation (non-dégénerée) piB de B.

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Supposons que A est une sous-C∗-algèbre de B(H) et que AH = H.
Définition 1.1.27. On appelle algèbre de multiplicateurs de A l'ensemble
M(A) := {x ∈ B(H) |xA ⊂ A etAx ⊂ A}.
L'algèbre M(A) est une C∗-algèbre contenant A comme idéal essentiel.
Exemple 1.1.28. Soit H un espace de Hilbert. On note K(H) ⊂ B(H) l'en-
semble des opérateurs compacts définis sur H. En fait, K(H) est un idéal
fermé de B(H), représenté de façon non-degenerée et l'on a M(K(H)) =
B(H).
Suite à la proposition 1.1.22 on a :
Proposition 1.1.29. Si A est représenté de façon fidèle et non-dégénérée,
alors l'application x 7→ (Lx, Rx) de M(A)→ DC(A) est un isomorphisme de
C∗-algèbres.

Remarque 1.1.30. L'application réciproque est donnée par la proposition
1.1.26 appliqué à B = DC(A).
On idéntifiera dans la suite M(A) avec DC(A).
1.2 Produits tensoriels
On va donner rapidement quelques résultats classiques sur les produits
tensoriels de C∗-algèbres qui seront utiles dans la suite (cf. [25], [31], [33] et
[34]).
Soient A et B des espaces vectoriels. On note A B le produit tensoriel
algébrique de A et B et a ⊗ b le tenseur élémentaire qui est un élément de
AB avec a ∈ A et b ∈ B.
Si A et B sont deux algèbres, la formule (a1 ⊗ b1, a2 ⊗ b2) 7→ (a1a2) ⊗
(b1b2) pour les tenseurs élémentaires permet de munir AB d'une structure
d'algèbre. Si A et B sont des algèbres involutives, la formule (a⊗b)∗ = a∗⊗b∗
permet de définir une involution sur AB.
Soient A, B et C des algèbres involutives. Soient ϕ : A → C, ψ : B →
C des homomorphismes involutifs tels que ϕ(a)ψ(b) = ψ(b)ϕ(a) pour tout
a ∈ A, b ∈ B, alors l'application linéaire ϕ × ψ : A  B → C satisfaisant
(ϕ× ψ)(a⊗ b) = ϕ(a)ψ(b) est un homomorphisme involutif.
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Soient A,B,C,D des algèbres involutives et ϕ : A → C, ψ : B → D des
homomorphismes involutifs. Alors l'application linéaire ϕψ : AB → CD
vérifiant (ϕ ψ)(a⊗ b) = ϕ(a)⊗ ψ(b) est un homomorphisme involutif.
Soient A et B des C∗-algèbres et || · ||α une C∗-norme sur l'agèbre involu-
tive AB. Le complété de AB par rapport à la norme || · ||α est le produit
tensoriel de A par B, noté A⊗α B. C'est une C∗-algèbre.
SoientH et K des espaces hilbertiens, le produit tensoriel hilbertien H⊗K
est l'espace hilbertien obtenu en complétant HK pour le produit scalaire
défini par < h1 ⊗ k1, h2 ⊗ k2 >=< h1, h2 >< k1, k2 >.
Soient H1 et H2 des espaces de Hilbert. Pour T1 ∈ B(H1), T2 ∈ B(H2)
l'application linéaire T1  T2 de H1  H2 dans lui-même définie par (T1 
T2)(h1 ⊗ h2) = T1h1 ⊗ T2h2 s'étend en un opérateur (T1 ⊗ T2) ∈ B(H1 ⊗H2)
et l'on a ||T1 ⊗ T2|| ≤ ||T1|| ||T2||. On décrit ainsi l'injection naturelle de
B(H1) B(H2) comme une sous-algèbre involutive de B(H1 ⊗H2). De plus
on a ||T1 ⊗ T2|| = ||T1|| ||T2||.
Si pi1 : A1 → B(H1) et pi2 : A2 → B(H2) sont des représentations de C∗-
algèbres, il existe un unique homomorphisme involutif pi1  pi2 : A1  A2 →
B(H1 ⊗H2) vérifiant (pi1  pi2)(a1 ⊗ a2) = pi1(a1)⊗ pi2(a2) pour tout a1 ∈ A1
et a2 ∈ A2. Si pi1 et pi2 sont fidèles, pi1  pi2 est injectif.
Produit tensoriel maximal ; produit tensoriel minimal. En général,
on n'a pas unicité de C∗-norme sur le produit tensoriel algébrique de C∗-
algèbres. Ici on va discuter les deux cas extrêmes de C∗-normes.
Proposition 1.2.1. Soient A1 et A2 des C
∗-algèbres. Toute C∗-semi-norme
|| · ||ν sur A1A2 vérifie ||a1⊗a2||ν ≤ ||a1|| ||a2|| pour tout a1 ∈ A1, a2 ∈ A2.

Pour t ∈ A1  A2 on définit
||t||max = sup{||t||ν où || · ||ν est uneC∗-semi-norme surA1  A2}.
Suite à la proposition précédente || · ||max est finie et on peut voir que c'est
une C∗-norme sur A1A2 qui majore toutes les C∗-semi-normes de A1A2
et qui vérifie : ||a1 ⊗ a2||max = ||a1|| ||a2||, pour tout a1 ∈ A1, a2 ∈ A2.
Cette C∗-norme est appelée la C∗-norme maximale de A1  A2. Le com-
plété de A1A2 pour la norme maximale, notée A1⊗maxA2 est une C∗-algèbre
que l'on appelle le produit tensoriel maximal de A1 et A2.
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Proposition 1.2.2. Si ψ1 : A1 → B, ψ2 : A2 → B sont des morphismes
de C∗-algèbres tels que ψ1(a1)ψ2(a2) = ψ2(a2)ψ1(a1) pour tout a1 ∈ A1 et
a2 ∈ A2, alors ψ1 × ψ2 s'étend en un morphisme ψ1 × ψ2 : A1 ⊗max A2 → B.
Soient ϕ1 : A1 → B1 et ϕ2 : A2 → B2 des morphismes de C∗-algèbres,
alors ϕ1ϕ2 s'étend en un morphisme ϕ1⊗maxϕ2 : A1⊗maxA2 → B1⊗maxB2.
Si ϕ1 et ϕ2 sont surjectifs alors ϕ1 ⊗max ϕ2 est surjectif.
Si A1 et A2 sont des idéaux fermés de B1 et B2 respectivement alors
ϕ1 ⊗max ϕ2 est un morphisme injectif.

Proposition 1.2.3. Soient A1 et A2 des C
∗-algèbres et pi1 : A1 → B(H1),
pi2 : A2 → B(H2), ρ1 : A1 → B(K1), ρ2 : A2 → B(K2) des représentations
fidèles. Alors, ||(pi1  pi2)(t)|| = ||(ρ1  ρ2)(t)|| pour tout t ∈ A1  A2.

On définit ainsi une C∗-norme surA1A2 par t 7→ ||(pi1pi2)(t)|| = ||t||min,
où pi1 et pi2 sont des représentations fidèles de A1 et A2 qu'on appelle norme
minimale ou spatiale et elle vérifie ||a1 ⊗ a2||min = ||a1|| ||a2||, pout tout
a1 ∈ A1, a2 ∈ A2.
Le complété de A1  A2 pour cette norme est une C∗-algèbre qu'on la note
A1 ⊗min A2 et on l'appelle le produit tensoriel minimal ou spatial de A1 et
A2.
Proposition 1.2.4. Soient pi1 et pi2 des représentations (non nécessairement
fidèles) de A1 et A2, alors on a ||(pi1pi2)(t)|| ≤ ||t||min pour tout t ∈ A1A2.
Autrement dit, il existe une unique représentation pi1 ⊗ pi2 : A1 ⊗min A2 →
B(H1 ⊗H2) vérifiant (pi1 ⊗ pi2)(a1 ⊗ a2) = pi1(a1)⊗ pi2(a2) pour tout a1 ∈ A1
et a2 ∈ A2.
Si pi1 et pi2 sont fidèles, pi1⊗pi2 est une représentation fidèle de A1⊗minA2.

Proposition 1.2.5. Soient ϕ1 : A1 → B1 et ϕ2 : A2 → B2 deux morphismes
de C∗-algèbres, alors il existe un unique morphisme ϕ1⊗minϕ2 : A1⊗minA2 →
B1⊗minB2 tel que (ϕ1⊗minϕ2)(a1⊗a2) = ϕ1(a1)⊗minϕ2(a2) pour tout a1 ∈ A1
et a2 ∈ A2. De plus, si ϕ1 et ϕ2 sont injectifs, alors ϕ1 ⊗min ϕ2 est injectif,
si ϕ1 et ϕ2 sont surjectifs, alors ϕ1 ⊗min ϕ2 est surjectif.

Proposition 1.2.6. (cf. [31]) La norme spatiale est minimum. Autrement
dit, si A et B sont des C∗-algèbres, toute C∗-norme || · ||α sur AB domine
la norme spatiale, i.e. ||t||min ≤ ||t||α pour tout t ∈ AB.

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Proposition 1.2.7. Soient A1 et A2 des C
∗-algèbres. Soit || · ||α une C∗-
norme sur A1  A2. Il existe des morphismes injectifs iA1 : M(A1) →
M(A1 ⊗α A2) et iA2 : M(A2) → M(A1 ⊗α A2) tels que iA1(a1)iA2(a2) =
iA2(a2)iA1(a1) = a1 ⊗ a2 pour tout a1 ∈ A1, a2 ∈ A2.

Remarque 1.2.8. Soient A et B des C∗-algèbres. Par les propositions 1.2.7
et 1.2.2 on obtient un morphisme M(A)⊗max M(B)→M(A⊗max B).
Soient pi1 : A → B(H1) et pi2 : B → B(H2) des représentations fidèles.
Par la proposition 1.2.4 la représentation pi1⊗pi2 de A⊗minB est aussi fidèle.
Notons pi1 l'extension de pi1 à M(A) et pi2 celle de pi2 à M(B). Alors pi1 et
pi2 sont fidèles et on obtient une représentation fidèle pi1 ⊗ pi2 de M(A)⊗min
M(B). En idéntifiant A ⊗min B avec son image par pi1 ⊗ pi2 on remarque
que l'image de pi1 ⊗ pi2 est contenue dans M(A⊗min B). Autrement dit on a
M(A)⊗min M(B) ⊂M(A⊗min B).
Corollaire 1.2.9. Soient ϕ1 : A1 →M(B1) et ϕ2 : A2 →M(B2) deux mor-
phismes de C∗-algèbres. En composant ϕ1⊗minϕ2 avec l'inclusionM(B1)⊗min
M(B2)→M(B1⊗min B2) on a un morphisme A1⊗min A2 →M(B1⊗min B2)
que l'on note aussi ϕ1⊗min ϕ2. Remarquons que le morphisme ϕ1⊗min ϕ2 est
injectif ou non-dégénéré si ϕ1 et ϕ2 vérifient la même propriété.

Remarque 1.2.10. Soient B1, B2 des C
∗-algèbres et A1 (resp. A2) un idéal
fermé de B1 (resp. B2), alors A1  A2 est un idéal de B1 B2.
Posons α = min ou max. Notons i1 : A1 → B1 et i2 : A2 → B2 les
inclusions naturelles, puisque i1 ⊗α i2 : A1 ⊗α A2 → B1 ⊗α B2 est continue
alors (i1⊗α i2)(A1⊗αA2) est un idéal fermé de B1⊗αB2. De plus, i1⊗α i2 est
injectif d'après les propositions 1.2.2 et 1.2.5, donc on peut idéntifier A1⊗αA2
à un idéal fermé de B1 ⊗α B2.
Remarque 1.2.11. Soient A et B des C∗-algèbres et || · ||α, || · ||β des C∗-
normes sur AB telles que || · ||α ≤ || · ||β, alors A⊗α B est un quotient de
A⊗β B.
On en deduit que pour tout C∗-norme || · ||α sur AB, A⊗min B est un
quotient de A⊗α B qui lui-même est un quotient de A⊗max B.
Proposition 1.2.12. Soit D une C∗-algèbre et 0 → A i−→ B p−→ C → 0 une
suite exacte de C∗-algèbres, alors
0→ A⊗max D i⊗maxId−−−−−→ B ⊗max D p⊗maxId−−−−−→ C ⊗max D → 0
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est une suite exacte de C∗-algèbres. De plus, elle est scindée si la suite
0→ A i−→ B
p

σ
C → 0 est exacte scindée.

Proposition 1.2.13. Soit D une C∗-algèbre et 0 → A i−→ B
p

σ
C → 0 une
suite exacte scindée de C∗-algèbres, alors on a une suite exacte scindée de
produits tensoriels minimaux
0 // A⊗min Di⊗minId// B ⊗min D
p⊗minId// C ⊗min D
σ⊗minId
oo // 0.

C∗-algèbres nucléaires. Une C∗-algèbre A est nucléaire si pour toute
C∗-algèbre B, il existe une unique C∗-norme sur A B, autrement dit si le
morphisme naturel A⊗maxB → A⊗minB est injectif (dans ce cas A⊗maxB '
A⊗min B).
Rappelons quelques propriétés des C∗-algèbres nucléaires.
• Un idéal fermé I d'une C∗-algèbre nucléaire A est nucléaire et le quo-
tient A/I est aussi nucléaire.
• L'extension d'une C∗-algèbre nucléaire par une C∗-algèbre nucléaire
est nucléaire. Plus précisement : si la suite 0 → A → B → C → 0 est
exacte et A et C sont nucléaires, alors B est nucléaire.
• Toute C∗-algèbre commutative est nucléaire.
• Une limite inductive de C∗-algèbres nucléaires est nucléaire.
On pourrait consulter [32], [33] ou [34] pour les démonstrations de ces résul-
tats.
C∗-algèbres exactes. Une C∗-algèbre D est exacte si pour toute suite
exacte de C∗-algèbres 0→ A i−→ B p−→ C → 0, la suite
0→ A⊗min D i⊗minId−−−−→ B ⊗min D p⊗minId−−−−−→ C ⊗min D → 0
est exacte.
Rappelons quelques propriétes des C∗-algèbres exactes.
• Une sous-algèbre d'une C∗-algèbre exacte est exacte.
• Une C∗-algèbre nucléaire est exacte.
• Un quotient d'une C∗-algèbre exacte est exact (Kirchberg).
• Une limite inductive de C∗-algèbres exactes est exacte.
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On peut trouver ces propriétés dans [33]. Signalons l'important résultat
qu'ont récemment démontré Kirchberg et Philips dans [23]. Une C∗-algèbre
séparable est exacte si et seulement si elle peut être plongée dans une C∗-
algèbre nucléaire.
1.3 Produits croisés
C∗-systèmes dynamiques. On appele C∗-système dynamique un triplet
(A,G, α) où A est une C∗-algèbre, G un groupe localement compact et α
une application g 7→ αg qui est un homomorphisme continu de G dans le
groupe Aut(A) des automorphismes involutifs de A muni de la topologie de
la convergence simple (i.e. pour tout a ∈ A l'application g 7→ αg(a) est
continue).
Soit (A,G, α) un C∗-système dynamique. Notons λ une mesure de Haar
à gauche sur G. Notons ∆ : G→ R∗+ la fonction modulaire de G définie par :
∆(r)
∫
G
h(sr)dλ(s) =
∫
G
h(s)dλ(s) pour touth ∈ Cc(G), r ∈ G.
Rappelons que pour tout f ∈ Cc(G),∫
G
f(s−1)∆(s−1)dλ(s) =
∫
G
f(s)dλ(s).
L'algèbre involutive. L'espace Cc(G,A) des fonctions continues φ : G→
A à support compact est muni d'une structure d'algèbre involutive donnée
par :
a) un produit appelé convolution
(f ∗ g)(s) =
∫
G
f(r)αr(g(r
−1s))dλ(r), f, g ∈ Cc(G,A), s ∈ G,
b) une involution
f ∗(s) = ∆(s−1)αs(f(s−1)
∗
), f ∈ Cc(G,A)
On définit une norme sur Cc(G,A) par :
||f ||1 =
∫
G
||f(s)||dλ(s).
Elle verifie ||f ||1 = ||f ∗||1 et ||f ∗ g||1 ≤ ||f ||1||g||1 grâce aux propriétés de la
mesure de Haar. On l'appellera norme L1. Le complèté de Cc(G,A) pour la
norme L1 est une algèbre de Banach involutive notée L1(G,A).
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Représentations covariantes. Soit (A,G, α) un C∗-système dynamique.
On appelle représentation covariante de (A,G, α) une paire (piA, U) où piA :
A → B(H) est une représentation de A et U : G → U(H) est un homomor-
phisme ∗-fortement continu de G dans le groupe des unitaires de B(H) (on
l'appelera aussi une représentation unitaire de G) notée U(g) = Ug et telle
que, piA(αs(a)) = UspiA(a)U
∗
s pour tout a ∈ A, s ∈ G.
On dira que (piA, U) est non-dégénérée si piA est non-dégénérée.
Exemple 1.3.1. Représentations régulières à gauche
Soit ρA : A → B(H) une représentation de A sur H. Le couple (ρ˜A, U) de
représentations sur l'espace de Hilbert L2(G,H) définies par :
ρ˜A : A → B(L2(G,H)) telle que ρ˜A(a)h(r) = ρA(α−1r (a))(h(r)), a ∈ A, r ∈
G, h ∈ L2(G,H) et U : G → U(L2(G,H)) telle que Ush(r) = h(s−1r) pour
r, s ∈ G, h ∈ L2(G,H) est une représentation covariante de (A,G, α) qu'on
appelle représentation régulière à gauche associée à ρA. De plus elle est non-
dégénerée si ρA l'est.
Proposition 1.3.2. Soit (piA, U) une représentation covariante de (A,G, α)
sur H. Alors
(piA × U)(f) =
∫
G
piA(f(s))Usdλ(s) , f ∈ Cc(G,A)
définit une représentation involutive de Cc(G,A) sur H qui est bornée pour
la norme L1. Par conséquent elle définit une représentation involutive de
l'algèbre de Banach involutive L1(G,A).
La représentation (piA × U) est non-dégénerée si piA est non-dégénerée.
De plus, l'application (piA, U) 7→ piA × U est une bijection entre les re-
présentations covariantes non-dégénerées de (A,G, α) et les représentations
non-dégenerées de L1(G,A).

Produit croisé. Soit (A,G, α) un C∗-système dynamique. On définit une
norme sur Cc(G,A) par
||f ||u = sup{||(piA×U)(f)|| où (piA, U) représentation covariante de (A,G, α)}.
On l'appelle norme universelle et elle majorée par la norme L1. Le completé
de Cc(G,A) ou de L
1(G,A) pour la norme universelle, noté AoαG est le
produit croisé maximal de A par G et c'est une C∗-algèbre.
Remarquons que l'on a (par la proposition 1.3.2)
||f ||u = sup{||L(f)|| où L représentation de L1(G,A)}.
20
En d'autres termes, AoαG est la C∗-algèbre enveloppante de L1(G,A).
Le complété de Cc(G,A) ou de L
1(G,A) pour la norme
||f ||r = sup{||(ρ˜A × U)(f)|| où ρA représentation de A}
est le produit croisé reduit de A par G qu'on le note Aor,αG et qui est une
C∗-algèbre.
Proposition 1.3.3. Soit (A,G, α) un C∗-systeme dynamique et piA une re-
présentation fidèle de A alors piA×U est une représentation fidèle de Aor,αG.

Donnons trois autres façons d'énoncer cette proposition. On suppose
qu'on a un C∗-systeme dynamique (A,G, α) et une représentation fidéle piA
de A, alors
• ||f ||r = ||piA × U(f)|| pour tout f ∈ Cc(G,A).
• Aor,αG = AoαG/ ker(piA × U).
• Aor,αG ' (piA × U)(AoαG).
Exemple 1.3.4. (cf. [30]) Soit G un groupe localement compact et C0(G)
la C∗-algèbre des fonctions continues définies sur G qui tendent vers zèro à
l'infini. Alors le produit croisé C0(G)oG pour l'action continue de G donnée
par les translations à gauche est isomorphe à la C∗-algèbre K(L2(G)) des
opérateurs compacts définis sur L2(G).
Morphismes équivariants. Soient A,B des C∗-algèbres munies des ac-
tions α, β d'un groupe G et soit ϕ : A → B un morphisme de C∗-algèbres.
On dit que ϕ est équivariant si ϕ[αg(a)] = βg[ϕ(a)] pour tout g ∈ G et tout
a ∈ A.
Pour g ∈ G notons β˜g l'extension de βg à l'algèbre des multiplicateurs
M(B) qui est donnée par : β˜g(b)βg(b
′) = βg(bb′) pour tout b ∈M(B), b′ ∈ B
et g ∈ G. On dit qu'un morphisme pi : A → M(B) est équivariant si
pi(αg(a)) = β˜g(pi(a)) pour tout g ∈ G, a ∈ A, autrement dit si pi(αg(a))βg(b) =
βg(pi(a)b) pour tout g ∈ G, a ∈ A et b ∈ B.
Proposition 1.3.5. Soient (A,G, α) et (B,G, β) deux C∗-systémes dyna-
miques et ϕ : A → B un morphisme équivariant. Alors il existe un unique
morphisme ϕ∗ : AoαG → BoβG donné par ϕ∗(f)(s) = ϕ(f(s)) pour tout
f ∈ Cc(G,A). Plus précisément, on a un diagramme commutatif
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Cc(G,A)
ϕ∗ //

Cc(G,B)

AoαG ϕ∗ // BoβG
où les flèches verticales sont les applications canoniques dans le complèté et
où l'on a noté ϕ∗ : Cc(G,A)→ Cc(G,B) l'application f 7→ ϕ ◦ f .
Démonstration. Puisque ϕ est équivariant on vérifie immédiatement que l'ap-
plication ϕ∗ : Cc(G,A)→ Cc(G,B) est un homomorphisme involutif.
De plus, puisque ϕ est un morphisme de C∗-algèbres, on a ||ϕ∗(f)||1 =∫
G
||ϕ(f(s))||dλ(s) ≤
∫
G
||f(s)||dλ(s) = ||f ||1. Donc ϕ∗ admet un unique
prolongement à L1(G,A).
Soit L une représentation de L1(G,B), alors L◦ϕ∗ est une représentation
de L1(G,A) et ||L ◦ ϕ∗(f)|| ≤ ||f ||u pour tout f ∈ L1(G,A). On en deduit
que ||ϕ∗(f)||u ≤ ||f ||u pour tout f ∈ L1(G,A). Donc il existe une unique
extension de ϕ∗ à un morphisme ϕ∗ : AoαG→ BoβG.
On a également,
Proposition 1.3.6. Soient (A,G, α) et (B,G, β) deux C∗-systémes dyna-
miques et ϕ : A → B un morphisme équivariant. Alors il existe un unique
morphisme ϕ∗,r : Aor,αG → Bor,βG donné par ϕ∗,r(f)(s) = ϕ(f(s)) pour
tout f ∈ Cc(G,A).
Démonstration. Soit piB une représentation fidéle de B et soit piB × U la re-
présentation de BoβG correspondante à la représentation (piB, U). En posant
piB ◦ ϕ ≡ piA on a par un simple calcul que (piB × U) ◦ ϕ∗ = (piA × U) donc
||ϕ∗(f)||r ≤ ||f ||r pour tout f ∈ Cc(G,A) et ϕ∗ admet un unique prolonge-
ment à Aor,αG.
Corollaire 1.3.7. Soient (A,G, α) et (B,G, β) deux C∗-systémes dynamiques
et ϕ : A → B un morphisme équivariant. Soient λA (resp.λB) la surjection
canonique AoαG → Aor,αG (resp.BoβG → Bor,βG), alors le diagramme
suivant est commutatif :
AoαG
ϕ∗ //
λA

BoβG
λB

Aor,αG ϕ∗,r // Bor,βG.

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Il est clair que la construction est naturelle au sens suivant
Proposition 1.3.8. (Naturalité des produits croisés)
Soient (A,G, α), (B,G, β), (C,G, γ) des C∗-systèmes dynamiques et soient
ϕ : A→ B, ψ : B → C des morphismes equivariants. On a (IdA)∗ = IdAoαG,
(IdA)∗,r = IdAor,αG et (ψ ◦ ϕ)∗ = ψ∗ ◦ ϕ∗, (ψ ◦ ϕ)∗,r = ψ∗,r ◦ ϕ∗,r.

On dit qu'une sous-C∗-algèbre B de A est G-invariante si elle est stable
par les automorphismes αg , g ∈ G.
Proposition 1.3.9. Soit (B,G, β) un C∗-système dynamique et soit A un
idéal fermé G-invariant de B. Notons i : A ↪→ B l'inclusion et encore βg la
restriction de βg à A. Alors le morphisme i∗ : AoβG→ BoβG est injectif.
Démonstration. Soit || · ||u,B la norme universelle sur Cc(G,B) et || · ||u,A la
norme universelle sur Cc(G,A).
Pour tout f ∈ AoβG on a ||i∗(f)|| ≤ ||f || parce que i∗ est un morphisme
de C∗-algèbres.
D'autre part soit pi×U une représentation fidèle non-dégénerée de AoβG.
La représentation pi : A→ B(H) admet une unique extension piB : B → B(H)
et par unicité de l'extension (piB, U) est une représentation covariante de
(B,G, β). Donc on a ||f ||u,A = ||pi×U(f)|| = ||piB×U(f)|| ≤ ||f ||u,B pour tout
f ∈ Cc(G,A). On en deduit que ||f ||u,A = ||f ||u,B pour tout f ∈ Cc(G,A)
donc i∗ est injectif.
Proposition 1.3.10. Soit p : A → B un morphisme équivariant surjectif
alors p∗ : AoαG→ BoβG et p∗,r : Aor,αG→ Bor,βG sont des morphismes
surjectifs.
Démonstration. On note B l'espace de fonctions de la forme
n∑
i=1
ϕibi , ϕi ∈
Cc(G), bi ∈ B. L'espace B est dense dans Cc(G,B) pour la topologie de la
convergence uniforme à support contenu dans un compact fixé, donc B est
dense dans Cc(G,B) pour la norme L
1 et par suite il est dense dans BoβG.
On a de plus que p∗(AoαG) est une sous-algèbre fermée de BoβG car p∗
est un morphisme de C∗-algèbres. Puisque l'image Imp∗ contient B qui lui
même est dense dans BoβG, p∗ est surjectif.
A l'aide de 1.3.7 on a que p∗,r est aussi surjectif.
Proposition 1.3.11. Si i : A→ B est un morphisme équivariant injectif de
C∗-algèbres alors, i∗,r : Aor,αG→ Bor,βG est injectif.
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Démonstration. Le resultat est immediat suite à la proposition 1.3.3
Soit (B,G, β) un C∗-systeme dynamique et A un idéal (fermé)G-invariant
de B. Notons i : A→ B l'inclusion. Alors Cc(G,A) est un ideal de Cc(G,B).
Puisque i∗ : AoβG→ BoβG et i∗,r : Aor,βG→ Bor,βG sont continus alors
i∗(AoβG) (resp. i∗,r(Aor,βG)) est un idéal fermé de BoβG (resp. Bor,βG).
Puisque i∗, i∗,r sont injectifs on idéntifiera AoβG (resp. Aor,βG) à un idéal
fermé de BoβG (resp.Bor,βG).
Proposition 1.3.12. Soient (A,G, α) et (B,G, β) deux C∗-systémes dyna-
miques. Soit pi : A → M(B) un morphisme équivariant. Alors il existe des
morphismes uniques pi : AoαG→M(BoβG) et pir : Aor,αG→M(Bor,βG)
donnés par
(pi(f)h)(s) = (pir(f)h)(s) =
∫
G
pi(f(r))βr(h(r
−1s))dλ(r),
pour tout f ∈ Cc(G,A), h ∈ Cc(G,B) et s ∈ G. De plus, si pi est injective
alors pir l'est aussi.
Démonstration. Soit L une représentation fidèle non-dégénérée de BoβG.
Par la proposition 1.3.2, la représentation L est de la forme L = ϕB ×
U où (ϕB, U) est une représentation covariante non-dégénérée de (B,G, β).
Notons L = ϕB × U : M(B oβ G) → B(H) son extension à l'algèbre des
multiplicateurs qui est aussi fidèle.
On définit ϕA = ϕB ◦ pi où ϕB est l'unique extension de la représentation
ϕB : B → B(H) à l'algèbre des multiplicateurs M(B). Alors, ϕA est une re-
présentation de A et avec un simple calcul, en utilisant que pi est équivariante,
on montre que la représentation (ϕA, U) est covariante. Donc par la propo-
sition 1.3.2, on peut définir une représentation ϕA × U de AoαG. L'image
de AoαG est dans les multiplicateurs et l'on obtient un homomorphisme
pi : AoαG→M(BoβG) tel que ϕA × U = ϕB × U ◦ pi.
Pour le produit croisé reduit, soit ϕB une représentation fidèle et non-
degenerée de B et ϕB son extension à l'algèbre des multiplicateurs qui est
aussi fidèle. Par la proposition 1.3.3, L = ϕ˜B × U est une représentation
fidèle non-degénérée de Bor,βG, avec (ϕ˜B, U) la représentation régulière à
gauche de (B,G, β) associée à ϕB. Il est clair que ϕ˜A = (ϕ˜B ◦ pi, U) est la
représentation régulière à gauche de (A,G, α) associée à ϕA = ϕB ◦pi, qui est
covariante. Donc, ϕ˜A×U est une représentation de Aor,αG et on obtient un
homomorphisme pir : Aor,αG→M(Bor,βG) tel que ϕ˜A × U = ϕ˜B × U ◦ pir.
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Si pi est injective ϕA = ϕB ◦ pi est fidèle. Donc la représentation ϕ˜A × U
est fidèle et on en deduit que pir est injective.
Proposition 1.3.13. Soient (A,G, α), (B,G, β), (C,G, γ) des C∗-systèmes
dynamiques. On suppose qu'on a une suite exacte de C∗-algèbres,
0→ A i−→ B p−→ C → 0
où i, p sont des morphismes équivariants. Alors les produits croisés maximaux
forment aussi une suite exacte :
0→ AoαG i∗−→ BoβG p∗−→ CoγG→ 0.
Démonstration. Par la proposition 1.3.9, puisque AoαG est un ideal de
BoβG on a que i∗ est injectif. Par la proposition 1.3.10, p∗ est surjectif.
Montrons que ker p∗ =Imi∗ = AoαG. Nous devons démontrer que le
morphisme j : BoβG/AoαG → CoγG déduit de p∗ est injectif. Soit L
une représentation fidèle non-dégénerée de BoβG/AoαG alors L est de la
forme suivante : L = piB × U représentation non-dégénerée de BoβG (où
(piB, U) est une représentation covariante de (B,G, β) et piB représentation
non-dégénerée de B) telle que (piB × U)(AoαG) = 0.
On a piB(A)(piB×U)(BoβG) ⊂ (piB×U)(AoαG). Puisque (piB×U)(AoαG)
= 0 alors piB(A)(piB×U)(BoβG) = 0, or la représentation piB×U de BoβG
est non-dégénerée donc piB|A = 0. Il existe donc une unique représentation
piC de C telle que piB = piC ◦ p. Or, (piC , U) est une représentation covariante
de (C,G, γ) car : d'une part on a piB(βg(b)) = piC(p(βg(b))) = piC(γg(p(b)))
pour tout g ∈ G, b ∈ B et d'autre part on a piB(βg(b)) = UgpiB(b)U∗g =
Ug(piC(p(b))U
∗
g pour tout g ∈ G. Alors, L = (piC×U)◦j. Comme L est fidèle,
j est injectif.
Il est clair que p∗ ◦ i∗ = 0.
Corollaire 1.3.14. Si on suppose que la suite exacte
0→ A i−→ B
p

σ
C → 0
est scindée (avec i, p, et σ des morphismes équivariants), alors on obtient
aussi une suite exacte scindée des produits croisés maximaux,
0→ AoαG i∗−→ BoβG
p∗

σ∗
CoγG→ 0.
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Démonstration. C'est évident puisque par la proposition 1.3.8 on a (p ◦ σ)∗ =
p∗ ◦ σ∗ = IdCoγG.
En d'autre termes, on a un isomorphisme linéaire
BoβG = i∗(AoαG)⊕ σ∗(CoγG) ' (AoαG)⊕ (CoγG).
Proposition 1.3.15. Soient (A,G, α) , (B,G, β) , (C,G, γ) des C∗-systemes
dynamiques. On suppose qu'on a une suite exacte scindée de C∗-algèbres,
0→ A i−→ B
p

σ
C → 0
où i, p et σ sont des morphismes équivariants. Alors les produits croisés re-
duits forment aussi une suite exacte scindée :
0→ Aor,αG i∗,r−−→ Bor,βG
p∗,r

σ∗,r
Cor,γG→ 0.
Démonstration. On a vu que i∗,r est injective (proposition 1.3.11) et on a
p∗,r ◦ σ∗,r = IdCor,γG.
Notons λK avec K = A,B,C les surjections canoniques respectivement
de KokG→ Kor,kG, k = α, β, γ. Puisqu'on a une suite exacte scindée
BoβG = i∗(AoαG)⊕ σ∗(CoγG),
le diagramme
0 // AoαG
i∗ //
λA

BoβG
p∗ //
λB

CoγG
σ∗
oo //
λC

0
0 // Aor,αG
i∗,r // Bor,βG
p∗,r // Cor,γG
σ∗,r
oo // 0
est commutatif et comme λB est surjective, on a
Bor,βG = i∗,r(Aor,αG)⊕ σ∗,r(Cor,γG).
1.4 K-théorie de C∗-algèbres
La K-théorie de C∗-algèbres est un domaine qui s'est beaucoup developpé
depuis une trentaine d'années. Il y a plusieurs livres consacrés à la K-théorie,
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par exemple on pourrait consulter les livres [7], [22] et [34] pour se familiariser
avec cette théorie.
La K-théorie K0 et K1 est un foncteur covariant de la catégorie des C
∗-
algèbres dans la catégorie des groupes commutatifs.
Ce n'est pas le but de ce travail de la présenter. Signalons ici les deux
propriétés élémentaires, qui nous seront utiles, sans du tout rentrer dans sa
définition.
• Si A est une C∗-algèbre qui est une limite inductive des C∗-algèbres i.e.
A = lim−→Ai, alors Kk(A), k = 0, 1 est une limite inductive des groupes
K0, K1 correspodants, i.e. Kk(A) = lim−→Kk(Ai) pour k = 0, 1.
• Si 0 → A → B C → 0 est une suite exacte scindée de C∗-algèbres,
alors 0→ Kk(A)→ Kk(B) Kk(C)→ 0 pour k = 0, 1, est une suite
exacte scindée de groupes.
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Chapitre 2
C∗-algèbres graduées
2.1 Semi-treillis
Soit (L,≤) un ensemble ordonné. On dit que (L,≤) est un semi-treillis
si pour tout k, ` ∈ L, l'ensemble {m ∈ L; m ≤ k et m ≤ `} possède un
plus grand élément noté k ∧ `. On dira parfois (improprement) que L est un
semi-treillis.
Soit (L,≤) un semi-treillis.
• Si F est une partie finie non vide de L l'ensemble {k ∈ L; ∀` ∈ F, k ≤
`} possède un plus grand élément noté ∧`∈F `. Cela se voit immédiate-
ment à l'aide d'une récurrence sur le nombre d'éléments de F .
• Une partieM de L est appelée un sous-semi-treillis de L si pour tout
k, ` ∈M, on a k ∧ ` ∈M.
• Une partie commençante de L est une partie M de L telle que pour
tout a ∈ M on ait {b ∈ L; b ≤ a} ⊂ M. Toute partie commençante
de L est un sous-semi-treillis de L.
• Un sous-semi-treillis finissant de L est un sous-semi-treillisM qui soit
une partie finissante i.e. telle que, pour tout a ∈M, on ait {b ∈ L; a ≤
b} ⊂ M.
• Soit k ∈ L. L'ensemble Lk = {` ∈ L; k ≤ `} est un sous-semi-treillis
finissant de L. Remarquons que le complémentaire d'une partie finis-
sante est commençante. En particulier l'ensemble L′k = L \ Lk est un
sous-semi-treillis de L.
• L'ensemble des sous-semi-treillis de L est stable par intersection. En
particulier, siM est une partie de L, il existe un plus petit sous-semi-
treillis de L contenant M ; on l'appelle le sous-semi-treillis engendré
par M. Il est en fait facile de caractériser ce sous-semi-treillis : c'est
l'ensemble des ∧a∈Fa pour F parcourrant l'ensemble des parties finies
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non-vides deM.
• Toute partie finie M de L est contenue dans un sous-semi-treillis fini
de L. En effet, il est clair que le sous-semi-treillis engendré parM est
fini.
• On dit que L est un bon semi-treillis si toute partie totalement ordonnée
non vide de L est bien ordonnée (i.e. tout sous-ensemble non vide de
cette partie admet un plus petit élément).
Remarque 2.1.1. Soit (Lk)nk=1, n ∈ N une famille finie de semi-treillis. Le
produit L =
n∏
k=1
Lk est muni de l'ordre :
pour tout a = (ak), b = (bk) ∈ L alors, a ≤ b⇔ ak ≤ bk pour tout k.
De plus, pour tout a, b ∈ L on a a∧b = (ak∧bk)nk=1, donc L est un semi-treillis.
Remarque 2.1.2. Soit L un semi-treillis. On a les equivalences suivantes :
a) L'ensemble L est un bon semi-treillis.
b) Toute partie totalement ordonnée non vide de L admet un plus petit
élément.
c) Tout sous-semi-treillis non vide de L admet un plus petit élément.
d) Tout sous-semi-treillis finissant non vide de L admet un plus petit élé-
ment.
C'est evident que a)⇔ b).
Montrons b) ⇒ c). Soit F un sous-semi-treillis non vide de L. Par le
lemme de Zorn il existe une partie A totalement ordonnée maximale de F .
Notons a son plus petit élément et prenons x ∈ F . Puisque F est un sous-
semi-treillis a∧x ∈ F . Comme l'ensemble {a∧x}∪A est totalement ordonnée
et A est maximal alors a∧x ∈ A et donc a ≤ a∧x. Cela implique a∧x = a.
D'autre part, on a a ∧ x ≤ x et par conséquent a ≤ x. En d'autres termes a
est le plus petit élément de F .
Puisqu'une partie totalement ordonnée de L est un sous-semi-treillis de
L on a c)⇒ b).
C'est evident que c)⇒ d).
Pour montrer que d) ⇒ c), on considère I un sous-semi-treillis de L et
soit J = {j ∈ L;∃i ∈ I; i ≤ j}. Alors J est un sous-semi-treillis finissant de
L. Par hypothèse J admet un plus petit élément, notons-le j0. Alors puisque
j0 ∈ J il existe i0 ∈ I tel que i0 ≤ j0. Mais puisque par construction I ⊂ J ,
i0 ∈ J . Donc j0 ≤ i0 et on a l'égalité, autrement dit i0 est le plus petit
élément de I.
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2.2 C∗-algèbres graduées
Rappels
• Soit E un espace vectoriel. On dit qu'une famille (Ei)i∈I de sous-espaces
vectoriels de E est en somme directe (ou linéairement indépendante)
si pour toute famille (Si)i∈I telle que Si ∈ Ei, i ∈ I et Si 6= 0 pour
seulement un nombre fini au maximum de i, alors si
∑
i∈I
Si = 0 on a
Si = 0 pour tout i ∈ I.
• Soit E un espace vectoriel normé. Une partie de E est dite totale si
le sous-espace vectoriel de E qu'elle engendre est dense dans E. Une
famille (Ti)i∈I de parties de E est dite totale si
⋃
i∈I
Ti est une partie
totale de E.
Soit (L,≤) un semi-treillis.
Définition 2.2.1. Une C∗-algèbre A est dite graduée par L ou L-graduée si
l'on s'est donné une famille linéairement indépendante et totale (Ai)i∈L de
sous-C∗-algèbres de A telles que AiAj ⊂ Ai∧j pour tout i, j ∈ L.
On dira alors que (A, (Ai)i∈L) est une C∗-algèbre graduée et on appellera
les Ai, i ∈ L les composantes de A.
Définition 2.2.2. Soit B une sous-C∗-algèbre de A. Posons Bi = Ai ∩B.
On dit que B est une sous-algèbre L-graduée si
⊕
i∈L
Bi = B.
Soit (A, (Ai)i∈L) une C∗-algèbre graduée. Pour toute partieM de L no-
tons AM le sous-espace de L somme de la famille Ai pour i ∈M.
On a immédiatement :
Proposition 2.2.3. a) Si M est un sous-semi-treillis de L, l'ensemble
AM est une sous-C∗-algèbre de A. Elle est graduée parM.
b) Si M est une partie commençante de L, l'ensemble AM est un idéal
fermé de A.

Le résultat suivant sera très utile dans toute la suite :
Proposition 2.2.4. Si F est un sous-semi-treillis fini de L, l'ensemble AF
est fermé dans A. C'est une sous-C∗-algèbre de A.
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Démonstration. On va le démontrer par récurrence sur le nombre d'éléments
de F .
Si F possède un seul élément F = {i} alors Ai est fermé par hypothèse.
Supposons que c'est vrai pour tout sous-semi-treillis possèdent un nombre
d'éléments inférieur ou égal à n− 1. On va le montrer pour F à n éléments.
Soit i un élément maximal de F et soit S = F\{i}. L'ensemble S est un
sous-semi-treillis de F à n− 1 éléments.
On a AF = AS ⊕ Ai et on remarque que S est une partie commençante
de F , donc par la proposition précedente AS est un idéal fermé de AF . Par
l'hypothèse de récurrence AS est un idéal fermé de AS ⊕ Ai.
L'application Ai → AS ⊕ Ai/AS est un isomorphisme de C∗-algèbres
puisque son noyau est nul et son image est dense.
Soit x ∈ AS ⊕ Ai, il existe y ∈ Ai tel que la classe de x modulo AS soit
égale à la classe de y modulo AS. Alors x − y ∈ AS ⇒ x ∈ y + AS ⇒ x ∈
AS ⊕ Ai et AF est fermé dans A.
Notons FL l'ensemble des sous-semi-treillis finis de L.
Si F1, F2 ∈ FL alors il existe F3 ∈ FL tel que F1 ⊂ F3 et F2 ⊂ F3. Par
définition pour F ,M ∈ FL tels que M ⊂ F on a AM ⊂ AF . En d'autres
termes les (AF)F∈FL forment un système inductif de sous-C
∗-algèbres de A.
Puisque
⋃
F∈FL
AF =
∑
i∈L
Ai = AL contient les Ai, i ∈ L et (Ai)i∈L est une
famille totale alors AL est dense dans A. On en deduit que la C∗-algèbre A
est la limite inductive des (AF)F∈FL .
Proposition 2.2.5. Soient L1 et L2 des semi-treillis et (A, (Ai)i∈L1) (resp.
(A, (Bj)j∈L2)) une C
∗-algèbre L1-graduée (resp. L2-graduée). Supposons que
la somme
∑
(i,j)∈L1×L2
(Ai ∩ Bj) est dense dans A. Alors, A est aussi une C∗-
algèbre L1×L2-graduée dont les composantes sont les Ai∩Bj, i ∈ L1, j ∈ L2.
Démonstration. Montrons que la famille (Ai ∩Bj)(i,j)∈L1×L2 est linéairement
indépendente. Soit (Sij)(i,j)∈L1×L2 une famille telle que Sij ∈ (Ai ∩ Bj) pour
tout i ∈ L1, j ∈ L2 et
∑
(i,j)∈L1×L2
Sij = 0. Alors,
∑
i∈L1
∑
j∈L2
Sij = 0 et puisque
Sij ∈ Ai et la famille (Ai)i∈L1 est linéairement indépendent on a
∑
j∈L2
Sij = 0
pour tout i ∈ L1. Mais puisque Sij ∈ Bj et la famille (Bj)j∈L2 est linéairement
indépendente, donc Sij = 0 pour tout j ∈ L2 et i ∈ L1.
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Par hypothèse elle est aussi totale, donc il suffit de montrer que (Ai ∩
Bj) · (A` ∩ Bk) ⊂ (Ai∧` ∩ Bj∧k) pour tout i, ` ∈ L1 et j, k ∈ L2. Pour cela,
soient Sij ∈ (Ai ∩ Bj) et D`k ∈ (A` ∩ Bk). Puisque Sij ∈ Ai, D`k ∈ A` et
(A, (Ai)i∈L1) est graduée, on a SijD`k ∈ Ai∧`. On a également SijD`k ∈ Bj∧k,
d'où le résultat.
2.3 Morphismes de C∗-algèbres graduées
Définition 2.3.1. Soit L un semi-treillis et soient (A, (Ai)i∈L) et (B, (Bi)i∈L)
des C∗-algèbres L-graduées. On dit qu'un homomorphisme ψ : A → B est
un homomorphisme de C∗-algèbres graduées si ψ(Ai) ⊂ Bi pour tout i ∈ L.
Proposition 2.3.2. Soient (A, (Ai)i∈L) une C∗-algèbre graduée, B une C∗-
algèbre et ψ : A → B un homomorphisme. Pour tout sous-semi-treillis fini
F de L, notons ψF : AF → B la restriction de ψ à AF . Pour i ∈ L on écrit
ψi : Ai → B plutôt que ψ{i}.
a) Pour tout j, k ∈ L et tout x ∈ Aj, y ∈ Ak on a ψj∧k(xy) = ψj(x)ψk(y).
b) Les conditions suivantes sont équivalentes :
(i) L'application ψ est surjective.
(ii) La famille ψi(Ai) est totale.
c) Les conditions suivantes sont équivalentes :
(i) L'application ψ est injective.
(ii) Pour tout sous-semi-treillis fini F de L, ψF est injective.
(iii) Pour tout i ∈ L l'application ψi est injective et la famille ψi(Ai)
de sous-espaces de B est en somme directe.
Démonstration. a) est clair.
b) Puisque l'image d'un homomorphisme de C∗-algèbres est fermé et que
la famille (Ai)i∈L est totale dans A, l'image de ψ est le sous-espace
fermé de B engendré par les ψi(Ai).
c) Remarquons que la condition (iii) équivaut à : (iii)′ la restriction ψL
de ψ à AL est injective. Il est alors clair que (i)⇒ (iii)⇒ (ii).
Supposons que (ii) soit satisfait. Soit x ∈ AL. Il existe un sous-semi-
treillis fini F ⊂ L tel que x ∈ AF ⊂ AL. Le morphisme ψF de C∗-
algèbres étant injectif, il est isométrique. On a donc ||ψ(x)|| = ||x||
pour tout x ∈ AL et, par densité, pour tout x ∈ A.
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Proposition 2.3.3. Soient (A, (Ai)i∈L) une C∗-algèbre graduée et B une
C∗-algèbre. Donnons-nous pour tout i ∈ L un homomorphisme ψi : Ai → B.
On suppose que pour tout j, k ∈ L et tout x ∈ Aj, y ∈ Ak on a ψj∧k(xy) =
ψj(x)ψk(y). Alors il existe un unique homomorphisme ψ : A → B dont la
restriction à Ai soit ψi pour tout i ∈ L.
Démonstration. Puisque les Ai sont indépendants, il existe une unique appli-
cation linéaire ψL : AL → B dont la restriction aux Ai soit ψi. L'application
ψL est un homomorphisme d'algèbres involutives. Soit x ∈ AL. Il existe un
sous-semi-treillis fini F ⊂ L tel que x ∈ AF ⊂ AL. La restriction de ψL
à AF est un homomorphisme de C∗-algèbres ψF : AF → B. On a donc
||ψL(x)|| = ||ψF(x)|| ≤ ||x||. On en déduit que ψL admet un unique prolon-
gement à l'adhérence A de AL.
On remplace maintenant la C∗-algèbre B dans les propositions 2.3.2, 2.3.3
par une C∗- algèbre L-graduée (B, (Bi)i∈L), donc on a
Corollaire 2.3.4. Soit L un semi-treillis et soient (A, (Ai)i∈L) et (B, (Bi)i∈L)
deux C∗-algèbres L-graduées. Soit ρi : Ai → Bi un morphisme tel que
ρi(x)ρj(y) = ρi∧j(xy) pour tout i, j ∈ L et pour tout x ∈ Ai, y ∈ Aj. Alors
il existe un unique morphisme ρ : A → B qui soit un morphisme de C∗-
algèbres graduées. De plus si pour tout i ∈ L le morphisme ρi est injectif
(resp. surjectif) alors ρ est injectif (resp. surjectif).
Démonstration. Cela résulte de 2.3.2 et 2.3.3.
2.4 Sous-semi-treillis finissants et suites exactes
scindées
Proposition 2.4.1. Soit L un semi-treillis etM un sous-semi-treillis finis-
sant de L ; notons M′ son complémentaire dans L. Il existe un unique ho-
momorphisme p : A→ AM dont la restriction à Ai soit égale à IdAi si i ∈M
et 0 si i ∈M′. On a ker p = AM′. En d'autres termes, on a A = AM′ ⊕AM
et une suite exacte scindée
0→ AM′ i−→ A
p

σ
AM → 0,
où i et σ sont les inclusions naturelles.
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Démonstration. Soit Bi =
{
Ai si i ∈M
0 si i ∈M′ alors l'algèbre (AM, (Bi)i∈L) est
une C∗-algèbre L graduée.
Soit pi : Ai → Bi le morphisme défini par pi =
{
IdAi si i ∈M
0 si i ∈M′.
D'après le corollaire 2.3.4 il existe un unique homomorphisme p : A→ AM
tel que p|Ai = pi pour tout i ∈ L. Alors p|AM′ = 0 et p|AM = IdAM de sorte
que AM′ ∩ AM = {0}.
D'autre part, AM′ est un idéal fermé de A et AM est une sous-C∗-algèbre
de A (proposition 2.2.3), donc AM′ + AM est fermé (proposition 1.1.18).
Comme AM′ + AM contient AL qui est dense dans A on a A = AM′ + AM,
autrement dit on a A = AM′ ⊕ AM.
En particulier, l'ensemble La = {b ∈ L; a ≤ b} étant un sous-semi-treillis
finissant, on obtient une suite exacte scindée
0→ AL′a → A
pa

σa
ALa → 0
où l'on a noté L′a = {b ∈ L; a 6≤ b} le complémentaire de La.
Corollaire 2.4.2. Soit L un semi-treillis et soient (A, (Ai)i∈L) et (B, (Bi)i∈L)
des C∗-algèbres L-graduées. Soit ρ : A → B un morphisme de C∗-algèbres
graduées. Notons ρi sa restriction à Ai pour tout i ∈ L. Si ρ est surjectif
alors ρi est surjectif pour tout i ∈ L.
Démonstration. Supposons que ρ soit surjective et soit i ∈ L. Par la prop.
2.4.1, on a A = ALi ⊕ AL′i de sorte que B = ρ(A) = ρ
(
ALi
)
+ ρ
(
AL′i
)
.
Remarquons que l'on a ρ
(
ALi
) ⊂ BLi et ρ(AL′i) ⊂ BL′i Comme de plus
B = BLi ⊕BL′i , il vient ρ
(
ALi
)
= BLi et ρ
(
AL′i
)
= BL′i .
Soit alors b ∈ Bi ⊂ BLi . Il existe c ∈ ALi tel que ρ(c) = b. Soit ε > 0. Il
existe un sous-semi-treillis fini F de Li et x ∈ AF tel que ‖x− c‖ < ε.
Posons T = F \ {i} et, pour j ∈ T , notons pj : B → BLj l'homomor-
phisme associé et P : B →
∏
j∈T
BLj l'homomorphisme y 7→ (pj(y))j∈T . On a
P (b) = 0, de sorte que ‖P (ρ(x))‖ = ‖P (ρ(x− c))‖ < ε.
Lemme 2.4.3. On a kerP ∩BF ⊂ Bi.
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Démonstration. On raisonne par récurrence sur le nombre d'éléments de F .
Si F ⊂ {i} il n'y a rien à montrer. Sinon, soit j un élément maximal de T et
posons F1 = F \ {j}. Soit y =
∑
k∈F
yk ∈ kerP ∩BF . Puisque yj = pj(y) = 0,
on a y =
∑
k∈F1
yk, de sorte que par hypothèse de récurrence y ∈ Bi.
Comme les ρ(Ak) sont contenus dans Bk qui sont en somme directe, il
vient ρ(AF) ∩ kerP = ρ(AF) ∩ BF ∩ kerP ⊂ ρ(AF) ∩ Bi ⊂ ρ(Ai). Par la
proposition 1.1.15 appliquée à P : ρ(AF) →
∏
j∈T
BLj , il existe h ∈ ρ(AF) tel
que P (h) = P (ρ(x)) et ‖h‖ = ‖P (ρ(x))‖ < ε. Posons z = ρ(x) − h. On a
z ∈ ρ(AF) ∩ kerP ⊂ ρ(Ai) et ‖ρ(x) − z‖ < ε. Alors ‖z − b‖ < 2ε. Comme
ρ(Ai) est fermée, on trouve b ∈ ρ(Ai).
Par la proposition 2.3.2 et le corollaire précedent on a alors
Corollaire 2.4.4. Soit L un semi-treillis et soient (A, (Ai)i∈L) et (B, (Bi)i∈L)
des C∗-algèbres L-graduées. Soit ρ : A → B un morphisme de C∗-algèbres
graduées. Notons ρi sa restriction à Ai pour tout i ∈ L. Alors ρ est surjectif
(resp. injectif) si et seulement si ρi est surjectif (resp. injectif) pour tout
i ∈ L.

On en deduit aussi
Corollaire 2.4.5. Soient L un semi-treillis, A une C∗-algèbre et (Ai)i∈L,
(Bi)i∈L des familles de sous-C∗-algèbres de A telles que (Ai) soit totale, (Bi)
soit linéairement indépendente, AiAj ⊂ Ai∧j pour tout i, j ∈ L, BiBj ⊂
Bi∧j pour tout i, j ∈ L et Ai ⊂ Bi pour tout i ∈ L. Alors (A, (Ai)i∈L) et
(A, (Bi)i∈L) sont L-graduées et Ai = Bi pour tout i ∈ L.
Démonstration. C'est clair par la définition d'une C∗-algèbre L-graduée que
A est une C∗-algèbre L-graduée dont les composantes sont les Ai et les Bi.
L'égalité de ces deux composantes résulte du corollaire 2.4.2.
Remarque 2.4.6. SoitM un sous-semi-treillis de L. L'algèbre AM est une
sous-C∗-algèbre de A, L-graduée et on a AM ∩ Ai =
{
Ai si i ∈M
0 si i /∈M.
En effet, c'est clair que si i ∈M on a AM ∩ Ai = Ai.
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Supposons que i /∈ M. Soit Li = {j ∈ L; i ≤ j} et L′i = {j ∈ L; i 6≤ j}.
Alors on a une suite exacte scindée
0→ AL′i → A
pi

σi
ALi → 0.
Prenons x ∈ AM ∩ Ai non nul. Comme x ∈ Ai on a pi(x) = x.
L'ensembleM ∩ Li est un sous-semi-treillis finissant deM et son com-
plémentaire dans M est l'ensemble M ∩ L′i. En appliquant la proposition
précedente on obtient une suite exacte scindée
0→ AM∩L′i → AM
qi

σi
AM∩Li → 0.
Or, qi(x) = x si x ∈ Aj ; j ∈ M ∩ Li et qi(x) = 0 si x ∈ Aj ; j ∈ M ∩ L′i,
donc qi est la restriction de pi à AM. Puisque x ∈ AM et on a x = pi(x) alors
x ∈ pi(AM) = qi(AM) = AM∩Li .
Comme M ∩ Li est un sous-semi-treillis finissant de (M ∩ Li) ∪ {i} et
{i} est son complémentaire dans (M ∩ Li) ∪ {i}, on a aussi A(M∩Li)∪{i} =
AM∩Li ⊕ Ai. Puisque x ∈ AM∩Li ∩ Ai, on en deduit que x = 0.
2.5 Morphismes de structure de C∗-algèbres gra-
duées
Soit L un semi-treillis et (A, (Aa)a∈L) une C∗-algèbre L-graduée. Comme
{a} est une partie commençante de La, Aa est un idéal fermé dans ALa .
On obtient donc un morphisme ϕa : ALa → M(Aa) et donc un morphisme
pia = ϕa ◦ pa : A→M(Aa).
Soient a, b ∈ L tels que a ≤ b. Notons ϕa,b : Ab → M(Aa) la restriction
à Ab de ϕa : ALa →M(Aa). Les morphismes ϕi,j s'appellent les morphismes
de structure de l'algèbre graduée (A, (Ai)i∈L).
Proposition 2.5.1. Soit (A, (Ai)i∈L) une C
∗-algèbre L-graduée. Alors,
(i) pour tout i, j ∈ L tels que i ≤ j, il existe un unique morphisme
ϕi,j : Aj → M(Ai) satisfaisant ϕi,j(y)x = yx, x ∈ Ai, y ∈ Aj. Les
morphismes ϕi,j vérifient:
a) ϕi,i = IdAi pour tout i ∈ L,
b) pour tout i, j ∈ L posons k = i ∧ j et prenons m ≤ i ∧ j alors,
ϕk,i(x)ϕk,j(y) ∈ Ak
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et
ϕm,k(ϕk,i(x)ϕk,j(y)) = ϕm,i(x)ϕm,j(y),
pour tout x ∈ Ai, y ∈ Aj.
(ii) pour tout i, j ∈ L il existe une unique application
qi,j : Ai × Aj → Ai∧j satisfaisant qi,j(x, y) = xy, x ∈ Ai, y ∈ Aj. Les
applications qi,j sont bilinéaires et verifient:
a′) qi,i(x, y) = xy pour tout i ∈ L,
b′) pour tout i, j ∈ L et x ∈ Ai, y ∈ Aj, qi,j(x, y) = qj,i(y∗, x∗)∗ et
c′) pour tout i, j, k ∈ L et x ∈ Ai, y ∈ Aj, z ∈ Ak on a
qi∧j,k(qi,j(x, y), z) = qi,j∧k(x, qj,k(y, z)).
Démonstration. (i) Par définition on a AiAj ⊂ Ai∧j pour tout i, j ∈ L.
Si i ≤ j alors AiAj ⊂ Ai donc si x ∈ Ai, y ∈ Aj ⇒ xy ∈ Ai et on
peut définir un morphisme ϕi,j : Aj → M(Ai) par ϕi,j(y)x = yx. On
va démontrer que ϕi,j vérifie les conditions a) et b). En effet,
a) ϕi,i est le plongement canonique de Ai →M(Ai).
b) Soit i, j ∈ L et x ∈ Ai, y ∈ Aj. Posons k = i ∧ j et prenons
z ∈ Ak, alors par hypothése on a AiAj ⊂ Ak. Par les applications
ϕk,i(x) : z 7→ xz et ϕk,j(y) : z 7→ yz on a, ϕk,i(x)[ϕk,j(y)(z)] =
ϕk,i(x)(yz) = xyz, donc ϕk,i(x)ϕk,j(y) = ϕk,k(xy) = xy ∈ Ak.
Soit maintenant m ≤ k et w ∈ Am, alors
ϕm,k(ϕk,i(x)ϕk,j(y))(w) = ϕm,k(xy)(w) = (xy)w.
D'autre part ϕm,i(x)[ϕm,j(y)(w)] = ϕm,i(x)[yw] = x(yw).
Puisque w ∈ Am est quelconque on obtient l'égalité :
ϕm,k(ϕk,i(x)ϕk,j(y)) = ϕm,i(x)ϕm,i(y).
(ii) Puisque AiAj ⊂ Ai∧j pour tout i, j ∈ L on peut définir une application
qi,j : Ai × Aj → Ai∧j par (x, y) 7→ qi,j(x, y) = xy qui est bilinéaire. On
va démontrer qu'elle verifie les conditions a′), b′), c′). En effet,
a′) c'est évident.
b′) Soient i, j ∈ L et x ∈ Ai, y ∈ Aj, par définition on a qi,j(x, y)∗ =
(xy)∗ = y∗x∗ = qj,i(y∗, x∗).
c′) Soient i, j, k ∈ L et x ∈ Ai, y ∈ Aj, z ∈ Ak alors,
qi∧j,k(qi,j(x, y), z) = qi∧j,k(xy, z) = xyz = qi,j∧k(x, yz)
= qi,j∧k(x, qj,k(y, z)).
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Remarque 2.5.2. Soient i, j ∈ L tels que i ≤ j. On suppose que le mor-
phisme ϕi,j est non-dégénéré i.e. ϕi,j(Aj)Ai = Aiϕi,j(Aj) = Ai. Suite à la
proposition 1.1.23 ϕi,j admet un unique prolongement en un morphisme
ϕ˜i,j : M(Aj)→M(Ai).
Si pour tout a, b ∈ L, a ≤ b les morphismes ϕa,b sont non-dégénérés, la
condition b) de la proposition précedente est équivalente à la condition
ϕ˜a,b ◦ ϕ˜b,c = ϕ˜a,c , avec a ≤ b ≤ c, a, b, c ∈ L.
Proposition 2.5.3. Soit (A, (A`)`∈L) une C∗-algèbre graduée. On suppose
que les morphismes de structure ϕk,` : A` → M(Ak), k ≤ ` satisfont
ϕ−1k,`(Ak) = {0}, alors pour tout i ∈ L, l'application ϕi : ALi → M(Ai)
est injective.
Démonstration. Soit F un sous-semi-treillis fini non vide de L. Notons ` son
plus petit élément. Montrons par récurrence sur le nombre d'éléments de F
que l'application ϕ` : AF →M(A`) est injective.
Soient (xk)k∈F une famille d'éléments de AF avec xk ∈ Ak et
∑
k∈F
ϕ`,k(xk) =
0.
Si F a deux éléments, `, k, avec ` ≤ k, on a ϕ`,k(xk) = −ϕ`,`(x`) = −x`,
donc ϕ`,k(xk) ∈ A`, d'où l'on déduit xk = 0 et x` = −ϕ`,k(xk) = 0.
Supposons que F a au moins trois éléments et que, pour tout sous-semi-
treillis F ′ de F distinct de F de plus petit élément `′, l'application ϕ`′ :
AF ′ →M(A`′) est injective.
Soit k ∈ F un élément tel que k 6= ` et que k ne soit pas le plus grand
élément de F . Posons F ′ = {j ∈ F ; j ≤ k}. Posons aussi Fk = {j ∈ F ; k ≤
j} et F ′k = {j ∈ F ; k 6≤ j}. Remarquons que F ′, Fk, F ′k sont distincts de F .
Donnons-nous un élément
∑
j∈F
xj ∈ kerϕ` et soit x ∈ Ak. Le produit
x
∑
j∈F
xj s'écrit
∑
j∈F ′
yj, où pour j ∈ F ′, on a posé yj = x
∑
i∈F ; i∧k=j
xi. Comme
ϕ`
(
x
∑
j∈F
xj
)
= 0, on trouve ϕ`
(∑
j∈F ′
yj
)
= 0. Par hypothèse de récurrence,
on trouve yj = 0 pour tout j ∈ F ′ ; en particulier, yk = 0. Or yk =
∑
j∈Fk
xxj =
xϕk(
∑
j∈Fk
xj). Ceci étant vrai pour tout x ∈ Ak, le multiplicateur ϕk(
∑
j∈Fk
xj)
est nul. Par hypothèse de récurrence l'application ϕk : AFk → M(Ak) est
injective, donc tous les xj sont nuls pour j ∈ Fk. Appliquant une dernière
fois l'hypothèse de récurrence à F ′k, on trouve que tous les xj sont nuls.
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Soit enfin i ∈ L. Pour tout sous-semi-treillis fini F de Li, l'ensemble
F ′ = F ∪{i} est un sous-semi-treillis (fini) de L de plus petit élément i, donc
la restriction de ϕi à AF ′ est injective, donc la restriction de ϕi à AF ⊂ AF ′
est injective. Par la proposition 2.3.2, ϕi : ALi →M(Ai) est injective.
Soit (A, (A`)`∈L) une C∗-algèbre graduée. Rappelons qu'on obtient des
morphismes pii : A→M(Ai) par pii = ϕi ◦ pi pour tout i ∈ L, où ϕi : ALi →
M(Ai) et pi : A→ ALi . Suite à la proposition 2.5.3 on a le corollaire suivant :
Corollaire 2.5.4. Supposons que L possède un plus petit élément, `0 et que
les morphismes de structure ϕk,` avec k ≤ ` satisfont ϕ−1k,`(Ak) = {0}. Alors
le morphisme ϕ`0 = pi`0 est injectif.

Remarque 2.5.5. Soit L un semi-treillis et (A, (A`)`∈L) une C∗-algèbre gra-
duée. Supposons que les morphismes de structure ϕk,`, k ≤ ` satisfont
ϕ−1k,`(Ak) = {0}.
La proposition 2.5.3 montre que kerpii = AL′i où L′i = {j ∈ L; i 6≤ j}.
Soit I un ensemble (infini) et (Bi)i∈I une famille de C∗-algèbres. Rappe-
lons que le produit `∞ des Bi que nous noterons ici
`∞∏
i∈I
Bi est
`∞∏
i∈I
Bi = {(xi)i∈I ; xi ∈ Bi et sup
i∈I
||xi|| soit fini}
et la somme directe co des Bi que nous noterons ici
co⊕
i∈I
Bi est
co⊕
i∈I
Bi = {(xi)i∈I ; xi ∈ Bi et ||xi|| → 0 quand i→∞}.
Soit M une partie de L. Posons BM = M(
co⊕
m∈M
Am) =
`∞∏
m∈M
M(Am).
Notons pi = (pim)m∈M : A → BM le morphisme donné par a 7→ pi(a) =
(pim(a))m∈M. On en deduit que
kerpi = ker (pim)m∈M =
⋂
m∈M
kerpim = AJ où J = {j ∈ L : ∀m ∈M, m  j}.
Donc le morphisme A/AJ → BM est injectif.
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Supposons de plus que L a un plus petit élément, `0. On rappelle qu'un
atome de L est un élément a 6= `0 tel que si b ≤ a ⇒ b = `0 ou b = a. On
dit que L est atomique si tout élément i ∈ L différent de `0 est minoré par
un atome. Notons encoreM l'ensemble des atomes de L. On remarque que
l'ensemble J possède un seul élément `0 et que le morphisme A/A`0 → BM est
injectif. Notons A˜ =
`∞∏
m∈M
ALm . On en deduit que le morphisme A/A`0 → A˜
est injectif.
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Chapitre 3
Reconstruction des C∗-algèbres
graduées
3.1 Reconstruction
Nous démontrons ici que les morphismes de structure nous permettent de
construire les C∗-algèbres graduées.
Soit L un semi-treillis et (Ai)i∈L une famille de C∗-algèbres indixées par
L.
On veut construire une C∗-algèbre graduée A dont la composante indexée
par i soit Ai. Si une telle C
∗-algèbre graduée est donnée, on dispose par la
proposition 2.5.1
(i) des morphismes ϕi,j : Aj → M(Ai), pour tout i, j ∈ L tels que i ≤ j,
vérifiant les conditions
a) ϕi,i = IdAi pour tout i ∈ L,
b) pour tout i, j ∈ L,m ≤ i∧j et tout x ∈ Ai, y ∈ Aj posons k = i∧j
alors,
ϕk,i(x)ϕk,j(y) ∈ Ak
et
ϕm,k(ϕk,i(x)ϕk,j(y)) = ϕm,i(x)ϕm,j(y).
(ii) des applications bilinéaires qi,j : Ai × Aj → Ai∧j, pour tout i, j ∈ L,
vérifiant les conditions
a′) qi,i(x, y) = xy pour tout i ∈ L,
b′) pour tout i, j ∈ L et x ∈ Ai, y ∈ Aj, qi,j(x, y) = qj,i(y∗, x∗)∗ et
c′) pour tout i, j, k ∈ L et x ∈ Ai, y ∈ Aj, z ∈ Ak on a
qi∧j,k(qi,j(x, y), z) = qi,j∧k(x, qj,k(y, z)).
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Proposition 3.1.1. Soit L un semi-treillis et (Ai)i∈L une famille de C∗-
algèbres.
(1) On se donne pour tout i, j ∈ L tels que i ≤ j, des morphismes ϕi,j :
Aj →M(Ai) qui vérifient les conditions a) et b). Pour i, j ∈ L notons
qi,j : Ai×Aj → Ai∧j l'application (x, y) 7→ ϕi∧j,i(x)ϕi∧j,j(y). La famille
d'applications qi,j vérifie les conditions a
′), b′), c′) ci-dessus.
(2) Inversement, on se donne pour tout i, j ∈ L des applications qi,j :
Ai × Aj → Ai∧j qui vérifient les conditions a′), b′) et c′) ci-dessus.
Pour i, j ∈ L tels que i ≤ j il existe un morphisme ϕi,j : Aj → M(Ai)
qui est donné par ϕi,j(y)x = qj,i(y, x) et xϕi,j(y) = qi,j(x, y) pour x ∈
Ai, y ∈ Aj. La famille de morphismes ϕi,j vérifie les conditions a), b)
ci-dessus.
Démonstration. (1) Soient i, j ∈ L et x ∈ Ai, y ∈ Aj.
La condition a′) est satisfaite car par a) on a qi,i(x, y) = ϕi,i(x)ϕi,i(y) =
xy.
On a b′) puisque
qj,i(y
∗, x∗) = ϕi∧j,j(y∗)ϕi∧j,i(x∗) = ϕi∧j,j(y)
∗ϕi∧j,i(x)
∗
= (ϕi∧j,i(x)ϕi∧j,j(y))
∗ = qi,j(x, y)
∗.
Soit aussi z ∈ Ak, en utilisant b) on a
qi,j∧k(x, qj,k(y, z)) = ϕi∧j∧k,i(x)ϕi∧j∧k,j∧k(qj,k(y, z))
= ϕi∧j∧k,i(x)ϕi∧j∧k,j∧k(ϕj∧k,j(y)ϕj∧k,k(z))
= ϕi∧j∧k,i(x)ϕi∧j∧k,j(y)ϕi∧j∧k,k(z).
De même on a qi∧j,k(qi,j(x, y), z) = ϕi∧j∧k,i(x)ϕi∧j∧k,j(y)ϕi∧j∧k,k(z) donc
la famille qi,j vérifie aussi c
′).
(2) Soient i, j ∈ L tels que i ≤ j et x ∈ Ai, y ∈ Aj. Le morphisme ϕi,j(y)
est un multiplicateur puisque si x′ ∈ Ai alors on a
x′(ϕi,j(y)x) = x′qj,i(y, x) = qi,i(x′, qj,i(y, x)) = qi,i(qi,j(x′, y), x)
= qi,j(x
′, y)x = (x′ϕi,j(y))x.
En utilisant les propriétés b′) et c′) des qi,j c'est facile de montrer que
ϕi,j est un morphisme de C
∗-algèbres.
C'est évident qu'on a a).
Soient i, j ∈ L et posons k = i ∧ j alors j ∧ k = k. Soient x ∈ Ai, y ∈
Aj, z ∈ Ak, en utilisant c′) on va démontrer b).
ϕi∧j,i(x)ϕi∧j,j(y)(z) = ϕi∧j,i(x)(qj,i∧j(y, z)) = qi,i∧j(x, qj,i∧j(y, z))
= qi,j∧k(x, qj,k(y, z)) = qi∧j,k(qi,j(x, y), z)
= qk,k(qi,j(x, y), z) = qi,j(x, y)z.
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Donc ϕi∧j,i(x)ϕi∧j,j(y) = qi,j(x, y) ∈ Ak.
Soit m ≤ i ∧ j et z ∈ Am, alors
ϕm,i∧j(ϕi∧j,i(x)ϕi∧j,j(y))z = qi∧j,m(qi,j(x, y), z) = qi,j∧m(x, qj,m(y, z))
= qi,m(x, qj,m(y, z)) = ϕm,i(x)qj,m(y, z)
= ϕm,i(x)ϕm,j(y)z.
Donc ϕm,i∧j(ϕi∧j,i(x)ϕi∧j,j(y)) = ϕm,i(x)ϕm,j(y).
Théorème 3.1.2. Soit L un semi-treillis et (Ai)i∈L une famille de C∗-
algèbres. On se donne des morphismes
ϕi,j : Aj →M(Ai) pour i ≤ j, i, j ∈ L,
qui verifient les propriétes a) et b) de la proposition 2.5.1. Alors, il existe
à isomorphisme près une unique C∗-algèbre L-graduée (A, (Ai)i∈L) dont les
morphismes de structure soient les ϕi,j.
Démonstration. On va faire la démonstration par étapes :
I) existence
On définit AL =
⊕
i∈L
Ai et on idéntifie Ai avec son image canonique dans
AL. Un élément x ∈ AL est écrit sous la forme x =
∑
i∈L
xi avec xi 6= 0 pour
seulement un nombre fini de i ∈ L. On va démontrer que le complété de AL
pour une norme qu'on définira est une C∗-algèbre L-graduée. On notera A
ce complété.
Soient x, y ∈ AL alors x =
∑
i∈L
xi = (xi)i∈L et y =
∑
j∈L
yj = (yj)j∈L avec
xi ∈ Ai, yj ∈ Aj pour tout i, j ∈ L.
• Pour tout i, j ∈ L on pose k = i ∧ j et on définit le produit :
xiyj = ϕk,i(xi)ϕk,j(yj) ∈ Ak.
Soit x et y ∈ AL. On définit le produit dans AL par :
xy =
∑
i,j∈L
xiyj.
Il résulte immédiatement de la proposition 3.1.1 que ce produit est
associatif.
Définissons une application ∗ de AL dans lui-même par x 7→ x∗ =
∑
i∈L
x∗i
pour tout x ∈ AL. C'est clair qu'on a x∗∗ = x et (xy)∗ = y∗x∗ pour
tout x, y ∈ AL, donc cette application est une involution.
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L'espace AL muni de ce produit et de cette involution est une algèbre
involutive.
Définissons la norme de AL.
• Pour tout i ∈ L, on définit une application linéaire
pii : AL →M(Ai)
par
pii(x) = pii(
∑
j∈L
xj) =
∑
j∈L;i≤j
ϕi,j(xj) pourx =
∑
j∈L
xj.
Montrons que pii est un morphisme d'algèbres involutives.
Par bilinéarité il suffit de montrer que pour tout i, j, k ∈ L et pour tout
xk ∈ Ak, yj ∈ Aj on a pii(xkyj) = pii(xk)pii(yj).
Si i ∈ L est tel que i 6≤ k ∧ j alors i 6≤ j ou i 6≤ k, donc
pii(xk)pii(yj) = 0 = pii(xkyj).
Si i ≤ i ∧ j alors
pii(xkyj) = ϕi,k∧j(xkyj) = ϕi,k∧j(ϕk∧j,k(xk)ϕk∧j,j(yj)) = ϕi,k(xk)ϕi,j(yj)
= pii(xk)pii(yj).
De plus on a pour tout x ∈ AL et tout i ∈ L,
pii(x
∗) =
∑
j∈L:
i≤j
ϕi,j(x
∗
j) =
∑
j∈L:
i≤j
ϕi,j(xj)
∗ = pii(x)
∗.
• Soit S ⊂ L une partie quelconque, on définit ||x||S = sup
i∈S
||pii(x)||.
Remarquons tout d'abord que pour tout S, || · ||S est finie :
||x||S = sup
i∈S
||pii(x)|| = sup
i∈S
||
∑
j:i≤j
ϕi,j(xj)||
≤ sup
i∈S
∑
j:i≤j
||ϕi,j(xj)|| ≤ sup
i∈S
∑
j:i≤j
||xj|| ≤
∑
j∈S
||xj||.
De plus, || · ||S est une C∗-semi-norme puisque c'est le supremum d'une
famille de C∗-semi-normes.
Lemme 3.1.3. Si m est maximal dans le support de x ∈ AL alors xm =
pim(x).
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Démonstration. Le résultat est immediat par définition i.e.
pim(x) =
∑
j∈L
pim(xj) =
∑
j∈L:m≤j
ϕm,j(xj) = ϕm,m(xm) = xm.
Proposition 3.1.4. || · ||L est une C∗-norme sur AL.
Démonstration. Soit x ∈ AL non nul, alors x =
∑
i∈L
xi avec xi 6= 0 pour
seulement un nombre fini de i ∈ L. Notons Ω = {j ∈ L : xj 6= 0} le support
de x. Soit m ∈ Ω un élément maximal alors xm 6= 0 par définition de Ω. Par
le lemme précedent on a pim(x) 6= 0 ⇒ ||pim(x)|| 6= 0 ⇒ sup
k∈Ω
||pik(x)|| 6= 0 ⇒
||x||L 6= 0.
Le completé de AL par rapport à la norme || · ||L est une C∗-algèbre.
Montrons que A est L-graduée. Les Ai sont linéairement independents
car ils le sont dans AL (par définition) et || · ||L étant une norme sur AL,
l'application AL → A est injective.
De plus par la définition du produit on a AiAj ⊂ Ai∧j pour tout i, j ∈ L
et finalement par construction on a que
⋃
F∈FL
AF ≡
⊕
i∈L
Ai = AL est dense
dans son complété A pour la norme || · ||L.
II) unicité
Soit B = A pour une autre norme || · ||∗. Pour i ∈ L notons ρi : Ai →
Bi = Ai l'idéntité IdAi . C'est évident qu'on a ρi(x)ρj(y) = ρi∧j(xy) pour tout
x ∈ Ai, y ∈ Aj et i, j ∈ L. Donc par le corollaire 2.3.4 il existe un unique
morphisme ρ : A→ B qui est injectif donc isométrique, d'où l'unicité.
Corollaire 3.1.5. Soient (A, (Ai)i∈L) et (B, (Bi)i∈L) des C
∗-algèbres
L-graduées. On se donne un morphisme ρ : A→ B de C∗-algèbres graduées.
Notons ρi la restriction de ρ à Ai. Alors
a) ker ρ =
⊕
i∈L
ker ρi et
b) Imρ =
⊕
i∈L
Imρi.
Démonstration. a) Pour tout i ∈ L on a ker ρi ⊂ ker ρ, donc
⊕
i∈L
ker ρi ⊂
ker ρ.
Soit F un sous-semi-treillis fini de L. Montrons
⊕
i∈F
ker ρi = ker ρF .
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Soit x =
∑
i∈F
xi ∈ ker ρF alors ρF(x) = 0 donc
∑
i∈F
ρi(xi) = 0. Puisque
ρi(xi) ∈ Bi pour tout i ∈ F et (Bi)i∈F est une famille linéairement
indépendente on a ρi(xi) = 0 pour tout i ∈ F . Donc xi ∈ ker ρi pour
tout i ∈ F et x ∈
⊕
i∈F
ker ρi.
Si x ∈ ker ρ alors pour tout ε > 0 il existe F un sous-semi-treillis fini de
L et il existe y ∈ AF tel que ||x−y|| < ε
2
. On a ||ρ(y)|| = ||ρ(y−x)|| ≤
ε
2
. Puisque ρ(y) ∈ ρ(AF) par la proposition 1.1.15 il existe z ∈ AF tel
que ρ(z) = ρ(y) et ||z|| = ||ρ(y)|| < ε
2
.
Mais ρ(y − z) = 0⇒ y − z ∈ ker ρ∩AF ⇒ y − z ∈ ker ρF =
⊕
i∈F
ker ρi.
Alors ||x− (y − z)|| ≤ ||x− y|| + ||z|| < ε i.e. on a trouvé un élément
y − z dans ker ρF qui est proche de x ∈ ker ρ, donc ker ρ =
⊕
i∈L
ker ρi.
b) Comme (Ai)i∈L est totale dans A, (ρ(Ai))i∈L est totale dans ρ(A).
3.2 Idéaux et quotients de C∗-algèbres graduées
De la proposition 2.3.2 et du corollaire 3.1.5 on deduit immediatement :
Corollaire 3.2.1. Soient (J, (J`)`∈L), (A, (A`)`∈L) et (B, (B`)`∈L) des C
∗-
algèbres L-graduées. On se donne i : J → A et p : A → B des morphismes
de C∗-algèbres graduées. Si pour tout ` ∈ L la suite 0→ J` → A` → B` → 0
est exacte, alors la suite 0→ J→ A→ B→ 0 est exacte.

Proposition 3.2.2. Soit (A, (Ai)i∈L) une C∗-algèbre graduée et prenons la
surjection canonique pi : A → A/I où I est un idéal fermé de A. On pose
pi(Ai) = Bi. Alors on a une équivalence entre :
a) I est une sous-C∗-algèbre L-graduée de A (et dans ce cas on a⊕
i∈L
I ∩ Ai = I d'après la définition 2.2.2).
b) La famille (Bi) est linéairement indépendente, autrement dit
(A/I, (Bi)i∈L) est une C
∗-algèbre L-graduée.
Démonstration. b)⇒ a) On applique le corollaire 3.1.5 pour kerpi = I.
48
a)⇒ b). Comme A est une C∗-algèbre L graduée, par la proposition 2.5.1
il existe une unique application bilinéaire qi,j : Ai × Aj → Ai∧j définie par
qi,j(x, y) = xy pour tout x ∈ Ai et y ∈ Aj qui vérifie les conditions a′), b′), c′)
de cette proposition. On a le diagramme suivant :
Ai × Aj qi,j //
pii,j

Ai∧j
pii∧j

Bi ×Bj
q′i,j
// Bi∧j
où q′i,j est une application bien définie. En effet, soit xi = pi(x
′
i) ∈ Bi et
yj = pi(y
′
j) ∈ Bj (avec x′i ∈ Ai et y′j ∈ Aj) alors xiyj = pi(x′iy′j) ∈ Bi∧j et
q′i,j(xi, yj) = xiyj est bien définie.
Comme les applications pii,j et pii∧j sont surjectives q′i,j vérifie aussi les
conditions a′), b′), c′) de la proposition 2.5.1.
Alors d'après le théorème 3.1.2 il existe à isomorphisme près une unique
C∗-algèbre L-graduée (B, (Bi)i∈L) dont les applications de structure soient
les q′i,j.
Pour tout i ∈ L, notons pii la restriction de pi à Ai. D'après le corollaire
2.3.4 il existe un unique morphisme pi′ : A→ B dont la restriction à Ai soit
pii pour tout i ∈ L. Comme kerpii = I ∩Ai pour tout i ∈ L et par hypothèse,
on a kerpi′ =
⊕
i∈L
kerpii =
⊕
i∈L
I ∩ Ai = I = ker pi. Les applications pi et pi′
sont surjectives et ont même noyau. Il existe donc un unique isomorphisme
ρ : B→ A/I tel que ρ ◦ pi′ = pi.
Comme (B, (Bi)i∈L) est une C
∗-algèbre graduée (A/I, (ρ(Bi))i∈L) est gra-
duée. Or, en considérant la restriction de ρ◦pi′ et pi à Ai, on trouve ρ|Bi = IdBi
de sorte que ρ(Bi) = Bi, d'où le résultat.
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Chapitre 4
Produits tensoriels et produits
croisés de C∗-algèbres graduées
4.1 Produits tensoriels
Les produits tensoriels de deux (un nombre fini) C∗-algèbres graduées
par des semi-treillis finis ont été étudiés dans [21]. Nous généralisons ici leur
résultat dans le cas de semi-treillis quelconques.
Notons α la C∗-norme minimale min ou maximale max.
Lemme 4.1.1. Soit (A, (A`)`∈L) une C∗-algèbre graduée et C une C∗-algèbre.
Alors (A⊗α C, (A` ⊗α C)`∈L) est aussi une C∗-algèbre L-graduée.
Démonstration. Tout d'abord, montrons que pour tout ` ∈ L l'inclusion
naturelle ϕ` : A` ↪→ A induit un morphisme injectif ϕ` ⊗α IdC : A` ⊗α C →
A ⊗α C. En d'autres termes, montrons que (A` ⊗α C)`∈L est une famille de
sous-C∗-algèbres de A⊗α C.
C'est immédiat pour le produit tensoriel minimal.
Montrons-le pour le produit tensoriel maximal. Soit ` ∈ L, puisque A est
une C∗-algèbre graduée on a par la proposition 2.4.1 une suite exacte scindée
0→ AL′` −→ A
p`

σ`
AL` → 0.
Par la proposition 1.2.2 on a des morphismes
A⊗max C
p`⊗maxIdC// AL` ⊗max C
σ`⊗maxIdC
oo
et (p` ⊗max IdC) ◦ (σ` ⊗max IdC) = (p` ◦ σ`) ⊗ IdC = IdAL`⊗maxC . Donc
le morphisme σ` ⊗max IdC est injectif. Puisque A` ⊗max C est un idéal de
AL` ⊗max C on a le diagramme suivant :
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A` ⊗max C   //
ϕ`⊗maxIdC ''OOO
OOO
OOO
OOO
AL` ⊗max C
σ`⊗maxIdC

A⊗max C
et par conséquent ϕ` ⊗max IdC est injectif.
Montrons ensuite que (A`⊗α C)`∈L est une famille linéairement indépen-
dente. Soit (xi)i∈L une famille telle que xi ∈ Ai ⊗α C pour tout i ∈ L et
notons I = {j ∈ L : xj 6= 0} le support de x =
∑
i∈L
xi. On va montrer par
recurrence sur le nombre d'éléments de I que si
∑
i∈I
xi = 0 alors xi = 0 pour
tout i ∈ I.
C'est evident si I a un seul élément. Supposons que c'est vrai pour tout
sous ensemble de I distinct de I. Soit m ∈ I un élément maximal et x =∑
i∈I
xi = 0. Puisque A est graduée on a
0→ AL′m −→ A
pm

σm
ALm → 0.
Par les propositions 1.2.12 et 1.2.13 on a aussi :
0 // AL′m ⊗α C // A⊗α C
pm⊗αIdC//
ALm ⊗α C
σm⊗αIdC
oo // 0.
Donc (pm⊗α IdC)(x) = xm = 0 et
∑
i∈I\{m}
xi = 0. Comme I\{m} est un sous-
ensemble de I par hypothèse de recurrence on a xi = 0 pour tout i ∈ I\{m},
d'où le résultat.
La famille (A` ⊗α C)`∈L est clairement totale.
Soient `, `′ ∈ L, on vérifie facilement avec les tenseurs élémentaires qu'on
a (A` ⊗α C)(A′` ⊗α C) ⊂ A`∧`′ ⊗α C.
On va généraliser ce résultat par la proposition suivante
Proposition 4.1.2. Soient L etM deux semi-treillis. Soit (A, (A`)`∈L) une
C∗-algèbre L-graduée et (B, (Bm)m∈M) une C∗-algèbre M-graduée, alors
(A⊗αB, (A` ⊗α Bm)(`,m)∈L×M) est une C∗-algèbre L ×M-graduée.
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Démonstration. Soit ` ∈ L,m ∈ M, puisque A et B sont des C∗-algèbres
graduées on a par la proposition 2.4.1 des suites exactes scindées
0→ AL′` −→ A
p`

σ`
AL` → 0,
0→ BM′m −→ B
p′m

σ′m
BMm → 0.
On remarque que si ϕ` : A` ↪→ A et ψm : Bm ↪→ B sont les inclusions
naturelles pour tout ` ∈ L et m ∈M, alors par les propositions 1.2.5 et 1.2.2
on peut définir un morphisme ϕ` ⊗α ψm : A` ⊗α Bm → A ⊗α B pour tout
` ∈ L et m ∈M. Montrons que ϕ` ⊗α ψm est injectif.
Par la proposition 1.2.5 le morphisme ϕ`⊗minψm est injectif donc A`⊗min
Bm est une sous-C
∗-algèbre de A⊗min B pour tout ` ∈ L et m ∈M.
Montrons-le pour le produit croisé maximal. Soit ` ∈ L et m ∈ M.
Puisque B est une C∗-algèbre graduée en appliquant le lemme 4.1.1 pour
C = A` on a un morphisme injectif
IdA` ⊗max ψm : A` ⊗max Bm → A` ⊗max B.
Maintenant on utilise la graduation de A et on applique une deuxième fois
le lemme 4.1.1 avec C = B. On obtient donc un morphisme injectif
ϕ` ⊗max IdB : A` ⊗max B→ A⊗max B.
La composition de ces deux morphismes injectifs (ϕ` ⊗max IdB) ◦ (IdA` ⊗max
ψm) = ϕ`⊗maxψm est aussi un morphisme injectif. Autrement dit A`⊗maxBm
est une sous-C∗-algèbre de A⊗max B pour tout ` ∈ L et m ∈M.
Montrons ensuite que la famille (A` ⊗α Bm)(`,m)∈L×M est linéairement
indépendente. Il est clair (sur les tenseurs elémentaires) que A` ⊗α Bm ⊂
(A`⊗αB)∩ (A⊗α Bm) pour tout ` ∈ L et m ∈M. Mais par le lemme 4.1.1
les familles (A`⊗αB)`∈L et (A⊗αBm)m∈M sont linéairement indépendentes,
d'où le résultat.
La famille (A` ⊗α Bm)(`,m)∈L×M est clairement totale.
Finalement, soient (`,m), (`′,m′) ∈ L × M et α` ⊗ βm, α`′ ⊗ βm′ des
tenseurs elémentaires de A`⊗αBm, A`′ ⊗αBm′ . Alors (α`⊗βm)(α`′ ⊗βm′) =
α`α`′⊗βmβm′ ∈ A`∧`′⊗αBm∧m′ . On en deduit que (A`⊗αBm)(A`′⊗αBm′) ⊂
A`∧`′ ⊗α Bm∧m′ .
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Remarque 4.1.3. Par la proposition précedente on a une C∗-algèbre L×M-
graduée (A ⊗α B, (A` ⊗α Bm)(`,m)∈L×M) et on a montré que A` ⊗α Bm ⊂
(A` ⊗αB) ∩ (A⊗α Bm) pour tout ` ∈ L et m ∈M. Montrons l'égalité.
Par le lemme 4.1.1 la C∗-algèbre (A ⊗α B, (A` ⊗α B)`∈L) est L-graduée
et (A ⊗α B, (A ⊗α Bm)m∈M) estM-graduée. Puisque
∑
(`,m)∈L×M
(A` ⊗α Bm)
est dense dans A ⊗α B, en appliquant la proposition 2.2.5, on a que (A ⊗α
B, ((A`⊗αB)∩(A⊗αBm))(`,m)∈L×M) est aussi une C∗-algèbre graduée. L'éga-
lité A`⊗αBm = (A`⊗αB)∩(A⊗αBm) résulte maintenant du corollaire 2.4.5.
Remarque 4.1.4. On reprend les hypothèses de la proposition 4.1.2. Suite
a la proposition 2.5.1 on remarque que les morphismes de structure de la
C∗-algèbre L×M-graduée (A⊗αB, (A` ⊗α Bm)(`,m)∈L×M) sont donnés par
ϕ(`,m),(`′,m′) = ϕ`,`′ ⊗α ϕm,m′ pour (`,m), (`′,m′) ∈ L ×M tels que ` ≤ `′ et
m ≤ m′ où ϕ`,`′ , ϕm,m′ sont les morphismes de structure de la C∗-algèbre
graduée (A, (A`)`∈L) et (B, (Bm)m∈M) respectivement. Plus precisement, si
α` ⊗ βm, α`′ ⊗ βm′ sont des tenseurs elémentaires de A` ⊗α Bm, A`′ ⊗α Bm′
respectivement avec ` ≤ `′ et m ≤ m′ alors le morphisme
ϕ`,`′ ⊗α ϕm,m′ : A`′ ⊗α Bm′ →M(A` ⊗α Bm)
est donné par
(ϕ`,`′⊗αϕm,m′)(α`′⊗βm′) = ϕ`,`′(α`′)⊗αϕm,m′(βm′) : α`⊗βm 7→ α`′α`⊗βm′βm.
On peut voir facilement que les morphismes ϕ(`,m),(`′,m′) vérifient les condi-
tions a) et b) de la proposition 2.5.1.
Remarque 4.1.5. Soient L et M des semi-treillis qui chacun possède un
plus petit élément noté `0 et m0 respectivement. Alors le semi-treillis produit
L ×M possède aussi un plus petit élément noté (`0,m0).
Soit (A⊗αB, (A` ⊗α Bm)(`,m)∈L×M) une C∗-algèbre L×M-graduée. On
suppose que les morphismes de structure ϕ`,`′ avec ` ≤ `′ et ϕm,m′ avec
m ≤ m′ de l'algèbre (A, (A`)`∈L) et (B, (Bm)m∈M) respectivement vérifient
ϕ−1`,`′(A`) = {0} et ϕ−1m,m′(Bm) = {0}. Alors, par le corollaire 2.5.4 les mor-
phismes ϕ`0 : A→M(A`0) et ϕm0 : B→M(Bm0) sont injectifs.
D'après le corollaire 1.2.9 le morphisme
ϕ`0 ⊗min ϕm0 : A⊗min B→M(A`0 ⊗min Bm0)
est injectif.
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On peut généraliser ces résultats par recurrence pour une famille finie
de semi-treillis (Lk)nk=1, n ∈ N et une famille finie de C∗-algèbres (Ak)nk=1
graduées par Lk, k ∈ N respectivement.
4.2 Produits croisés
Proposition 4.2.1. Soit L un semi-treillis et soit (A, (Ai)i∈L) une C∗-algèbre
L-graduée, munie d'une action continue d'un groupe localement compact G.
Supposons que pour tout i ∈ L la C∗-algèbre Ai est G-invariante i.e. stable
par les automorphismes de A, αg , g ∈ G.
Alors le produit croisé maximal (AoαG, (AioαG)i∈L) et le produit croisé
reduit (Aor,αG, (Aior,αG)i∈L) sont des C
∗-algèbres L-graduées.
Démonstration. On va faire la démonstration pour le produit croisé maximal
puisque le même raisonment démontre que le produit croisé reduit est aussi
une C∗-algèbre L-graduée.
Soit k ∈ L et Lk = {j ∈ L|k ≤ j}, L′k = {j ∈ L|k  j}. Puisque
(A, (Ai)i∈L) une C
∗-algèbre L-graduée par la proposition 2.4.1 on obtient
que A = AL′k ⊕ ALk . Par le corollaire 1.3.14 on a donc une suite exacte
scindée des produits croisés maximaux,
0→ AL′koαG
i∗−→ AoαG
p∗

σ∗
ALkoαG→ 0.
Autrement dit on a
AoαG ' (AL′koαG)⊕ (ALkoαG)
On va démontrer que :
i) hk : AkoαG→ AoαG est injectif pour tout k ∈ L.
ii) La famille de C∗-algèbres (AioαG)i∈L est linéairement indépendante,
iii) (AioαG)(AjoαG) ⊂ Ai∧joαG , ∀i, j ∈ L,
iv)
⋃
F∈FL
AFoαG ≡
∑
i∈L
AioαG est dense dans AoαG.
i) Comme Ak est un idéal de ALk alors AkoαG est un idéal de ALkoαG
et on a
AkoαG 
 //
hk &&LL
LLL
LLL
LLL
ALkoαG
σ∗

AoαG.
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ii) Soit f ∈ AoαG, f =
∑
i∈L
fi = 0 avec fi 6= 0 pour seulement un nombre
fini de i ∈ L. Notons Ω = {j ∈ L : fj 6= 0} le support de f . Supposons
que Ω 6= ∅ et soitm ∈ Ω un élément maximal alors fm 6= 0⇒ ||fm|| 6= 0.
On a Lm∩Ω = {m} et puisque p∗ est un morphisme ||fm|| ≤ ||
∑
i∈L
fi||.
Mais
∑
i∈L
fi = 0⇒ fm = 0, ce qui est absurde.
iii) Soient i, j ∈ L et soit fi ∈ Cc(G,Ai) , fj ∈ Cc(G,Aj) alors par la
définition du produit dans l'algèbre involutive Cc(G,A), pour tout s ∈
G on a (fi ∗ fj)(s) ∈ Ai∧j. Donc Cc(G,Ai)Cc(G,Aj) ⊂ Cc(G,Ai∧j) et
par continuité du produit on a (AioαG)(AjoαG) ⊂ (Ai∧joαG).
iv) Par hypothese on a que l'algèbre
⋃
F∈FL
AF ≡
∑
i∈L
Ai est dense dans la
C∗-algèbre A. Puisque le produit croisé des limites inductives est la
limite inductive des produits croisés on a iv).
Remarque 4.2.2. On reprend les hypothèses de la proposition 4.2.1. Les
morphismes de structure de A, ϕi,j : Aj → M(Ai) avec i ≤ j, sont équi-
variants. Suite à la proposition 1.3.12, on remarque que les morphismes de
structure de la C∗ algèbre graduée (AoαG, (AioαG)i∈L) sont les morphismes
ϕαi,j : AjoαG→M(AioαG)
pour tout i, j ∈ L tels que i ≤ j satisfaisant ϕαi,j(f)g = f ∗ g pour tout
f ∈ AjoαG, g ∈ AioαG.
Egalement, pour le produit croisé reduit (Aor,αG, (Aior,αG)i∈L) on re-
marque que ses morphismes de structure sont les morphismes
ϕr,αi,j : Ajor,αG→M(Aior,αG)
satisfaisant ϕr,αi,j (f)g = f ∗ g pour tout f ∈ Ajor,αG, g ∈ Aior,αG.
Remarque 4.2.3. Soit (A, (Ai)i∈L) une C∗-algèbre graduée. On suppose que
L a un plus petit élément qu'on note `0 et que les morphismes de structure
ϕk,` : A` → M(Ak) satisfont ϕ−1k,`(Ak) = {0}. Alors, par le corollaire 2.5.4 on
obtient que ϕ`0 : A→M(A`0) est injectif.
Soit G un groupe localement compact agissant sur A et préservent les
Ai, notons α cette action. Par la proposition 4.2.1 on a que Aor,αG est une
C∗-algèbre graduée. Le morphisme équivariant ϕ`0 est injectif, alors par la
proposition 1.3.12, le morphisme ϕr,α`0 : Aor,αG→M(A`0or,αG) est injectif.
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Chapitre 5
Propriétés des C∗-algèbres
graduées
On suppose dans la suite qu'on se donne un semi-treillis L et une C∗-
algèbre L-graduée (A, (Ai)i∈L).
5.1 Commutativité
Proposition 5.1.1. La C∗-algèbre A est commutative si et seulement si les
composantes Ai sont commutatifs pour tout i ∈ L.
Démonstration. C'est évident que si A est une C∗-algèbre commutative alors
toute sous-C∗-algèbre de A est commutative. Donc Ai est commutative pour
tout i ∈ L.
Supposons que Ai est commutatif pour tout i ∈ L. Par densité, il suffit
de montrer que pour tout i, j ∈ L et xi ∈ Ai, yj ∈ Aj on a xiyj = yjxi. Mais
xiyj = ϕi∧j,i(xi)ϕi∧j,j(yj) et comme Ai∧j est une C∗-algèbre commutative,
l'algèbre de multiplicateursM(Ai∧j) l'est aussi, donc xiyj = ϕi∧j,i(xi)ϕi∧j,j(yj)
= ϕi∧j,j(yj)ϕi∧j,i(xi) = yjxi.
Etudions le spectre de C∗-algèbres graduées commutatives.
Remarque 5.1.2. Soit (A, (A`)`∈L) une C∗-algèbre graduée et commutative.
Soit i ∈ L et χi un caractère de Ai. Notons χ˜i son extension dans l'algèbre
des multiplicateurs M(Ai). Alors, on définit de façon unique un caractère de
A par χ = χ˜i ◦ pii où pii = ϕi ◦ pi est le morphisme A → M(Ai). On obtient
ainsi une application continue injective ψi : Sp(Ai)→ Sp(A).
Soit χ un caractère de A et supposons qu'il existe i, j ∈ L tels que χ = χ˜i◦
pii = χ˜j ◦ pij. On peut supposer que i 6≤ j. Alors pii|Aj = 0 donc χ˜i ◦ pii|Aj = 0
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or χ˜j ◦ pij |Aj = χj 6= 0 d'où la contradiction. Autrement dit les images des ψi
sont disjoints.
Proposition 5.1.3. Soit (A, (A`)`∈L) une C∗-algèbre graduée et commuta-
tive. Si L est un bon semi-treillis alors
Sp(A) =
⋃
i∈L
ψi(Sp(Ai)).
Démonstration. Soit χ ∈ Sp(A). On considère l'ensemble I = {i ∈ L;χ|Ai 6=
0}. On remarque que I est un sous-semi-treillis de L car si i, j ∈ I prenons
ai ∈ Ai, aj ∈ Aj tels que χ(ai) 6= 0 et χ(aj) 6= 0, alors puisque χ est un
morphisme de C∗-algèbres on a χ(aiaj) = χ(ai)χ(aj) 6= 0 donc χ|Ai∧j 6= 0.
Par hypothèse et par la remarque 2.1.2 l'ensemble I admet un plus petit
élément qu'on note i0. On pose χi0 = χ|Ai0 , alors χi0 6= 0. On va montrer
que χ = ψi0(χi0). Pour cela il suffit de montrer que pour tout j ∈ L et
aj ∈ Aj, χ(aj) = ψi0(χi0)(aj) car alors par linéarité l'égalité sera vraie pour
tout x ∈ AL et par densité pour tout x ∈ A.
Soit j ∈ L. Si i0  j, puisque i0 est le plus petit élément de I, alors j /∈ I
et par consequent χ|Aj = 0. D'autre part si aj ∈ Aj, alors ψi0(χi0)(aj) =
χ˜i0 ◦ pii0(aj) = 0.
Si i0 ≤ j, puisque χi0 6= 0 il existe ai0 ∈ Ai0 tel que χi0(ai0) = χ(ai0) = 1
et comme pii0(ai0) = ai0 alors ψi0(χi0)(ai0) = 1. Soit aj ∈ Aj, alors
ψi0(χi0)(aj) = ψi0(χi0)(aj)ψi0(χi0)(ai0) = ψi0(χi0)(ajai0) = χi0(ajai0)
= χ(ajai0) = χ(aj)χ(ai0) = χ(aj)
d'où le résultat.
Remarque 5.1.4. Soit L un bon semi-treillis et (A, (A`)`∈L) une C∗-algèbre
graduée, commutative. On suppose que les morphismes de structure ϕi,j sont
non-dégénérés pour tout i, j ∈ L tels que i ≤ j.
SoitM un sous-semi-treillis de L. On a AM ⊂ A. Supposons que AMA =
A, autrement dit que tout élément de L est majoré par un élément de
M. A l'inclusion ι : AM → A correspond alors l'application continue Ψ :
Sp(A) → Sp(AM) donnée par χ 7→ χ ◦ ι. Etudions cette application à
la lumière des décompositions Sp(A) =
⋃
i∈L
ψi(Sp(Ai)) et comme un sous-
semi-treillis d'un bon semi-treillis est un bon semi-treillis écrivons de même
Sp(AM) =
⋃
m∈M
ρm(Sp(Am)).
Soit χ ∈ Sp(A). Il existe un unique i ∈ L tel que χ = ψi(χi) ∈ ψi(Sp(Ai)).
Soit Li = {j ∈ L; i ≤ j}. Comme χ|Ai 6= 0 et les morphismes ϕi,j sont non-
dégénérés pour tout j ∈ L tel que i ≤ j, χ est non nul sur AjAi donc χ|Aj 6= 0.
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En d'autres termes on a Li = {j ∈ L; i ≤ j} = {j ∈ L;χ|Aj 6= 0}. Posons
Mi = M ∩ Li = {m ∈ M; i ≤ m} = {j ∈ M;χ|Aj 6= 0}, alors Mi est
un sous-semi-treillis finissant deM . Puisque L est un bon semi-treillis,M
admet un plus petit élément (remarque 2.1.2). Soit m0 ≡ m(i) = infMi.
Alors χ|Am0 = χm0 6= 0.
Le morphisme ϕi,m0 : Am0 → M(Ai) détermine une application continue
Ψi : Sp(Ai)→ Sp(Am0) qui est donnée par Ψi(χi) = χ˜i ◦ ϕi,m0 . Notons ϕ˜i,m0
l'extension de ϕi,m0 à l'algèbre des multiplicateurs M(Am0). Le diagramme
AM //

A

M(Am0) //M(Ai)
est commutatif (on le vérifie sur les composantes de AM). Par conséquent le
diagramme
Sp(Ai)
Ψi //
ψi

Sp(Am0)
ρm0

Sp(A) Ψ // Sp(AM)
est commutatif. En d'autres termes l'application Ψ est entierement décrite
par l'application Ψi.
5.2 Nucléarité
Proposition 5.2.1. La C∗-algèbre A est nucléaire si et seulement si les
composantes Ai sont nucléaires pour tout i ∈ L.
Démonstration. Supposons que pour tout i ∈ L, Ai est nucléaire. Soit B une
C∗-algèbre. Par le lemme 4.1.1, (A⊗max B, (Ai ⊗max B)i∈L) et
(A⊗min B, (Ai ⊗min B)i∈L) sont des C∗-algèbres L-graduées.
Notons ρ : A ⊗max B → A ⊗min B l'homomorphisme naturel. Pour tout
i ∈ L, ρ(Ai ⊗max B) ⊂ Ai ⊗min B. Donc ρ est un homomorphisme de C∗-
algèbres graduées. Notons ρi la restriction de ρ sur Ai⊗maxB. Par hypothèse
ρi : Ai ⊗max B → Ai ⊗min B est un isomorphisme de C∗-algèbres donc en
appliquant la proposition 2.3.2 on a que ρ est un isomorphisme.
Supposons que A est une C∗-algèbre nucléaire. Soit i ∈ L, alors ALi qui
est un quotient de A est nucléaire. Donc Ai qui est un idéal fermé de ALi est
nucléaire.
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5.3 Exactitude
Proposition 5.3.1. La C∗-algèbre A est exacte si et seulement si Ai est
exacte pour tout i ∈ L.
Démonstration. Si A est exacte, comme pour tout i ∈ L, Ai est une sous-
C∗-algèbre de A, alors Ai est exacte.
Supposons que A` est exacte pour tout ` ∈ L. Soit 0→ A i−→ B p−→ C → 0
une suite exacte de C∗-algèbres. Par le lemme 4.1.1 les C∗-algèbres (A⊗min
A, (A⊗min A`)`∈L), (B ⊗min A, (B ⊗min A`)`∈L) et (C ⊗min A, (C ⊗min A`)`∈L)
sont L-graduées. On vérifie facilement que les morphismes induits A ⊗min
A
i⊗minIdA−−−−−→ B⊗minA et B⊗minA p⊗minIdA−−−−−→ C ⊗minA sont des morphismes de
C∗-algèbres graduées. Comme A` est exacte la suite
0→ A⊗min A`
i⊗minIdA`−−−−−−→ B ⊗min A`
p⊗minIdA`−−−−−−→ C ⊗min A` → 0
est exacte donc par le corollaire 3.2.1 la suite
0→ A⊗min A i⊗minIdA−−−−−→ B ⊗min A p⊗minIdA−−−−−→ C ⊗min A→ 0
est exacte. Cela prouve que A est exacte.
5.4 K-théorie
L'inclusion naturelle de Ai ↪→ A pour tout i ∈ L définit un morphisme
de groupes K, Kk(Ai)→ Kk(A), k = 0, 1. Donc on en deduit un morphisme
Φ des groupes K0 et K1,
Φ :
⊕
i∈L
Kk(Ai)→ Kk(A), k = 0, 1.
Proposition 5.4.1. Φ est un isomorphisme.
Démonstration. Soit F ∈ FL. On va montrer par recurrence sur le nombre
d'éléments de F que ΦF :
⊕
i∈F
Kk(Ai) → Kk(AF), k = 0, 1 est un isomor-
phisme de groupes.
C'est clair si F possède un seul élément. Supposons que F a au moins
deux éléments et que pour tout sous-semi-treillis distinct de F , F ′ le résultat
est vrai.
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Soit ` 6= minF , puisque AF est une C∗-algèbre F -graduée, par la propo-
sition 2.4.1 on a une suite exacte scindée de C∗-algèbres
0→ AF ′`
i`−→ AF
p`

σ`
AF` → 0.
Donc, on en deduit une suite exacte scindée de groupes
0→ Kk(AF ′`)
i−→ Kk(AF)
p

σ
Kk(AF`)→ 0, k = 0, 1,
et on a le diagramme suivant :
0 // Kk(AF ′`)
i // Kk(AF)
p // Kk(AF`)σoo
// 0
0 //
⊕
j∈F ′`
Kk(Aj) i′ //
ΦF′
`
OO
⊕
j∈F
Kk(Aj)
p′ //
ΦF
OO
⊕
j∈F`
Kk(Aj)
σ′
oo //
ΦF`
OO
0.
Par hypothèse de recurrence, on a que ΦF ′` et ΦF` sont des isomorphismes,
donc ΦF l'est aussi.
Puisque la K-théorie preserve la limite inductive, on a le même résultat
pour un semi-treillis infini L.
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Chapitre 6
Exemples de C∗-algèbres graduées
6.1 Semi-treillis de sous-groupes
Soit G un groupe localement compact. L'ensemble G des sous-groupes
fermés de G est un treillis (complet) pour l'inclusion : si (Hi)i∈I est une
famille quelconque de sous-groupes fermés de G, leur intersection
⋂
i∈I
Hi est
bien le plus grand élément de {H ∈ G; ∀i ∈ I, H ⊂ Hi} ; le plus petit élément
de {H ∈ G; ∀i ∈ I, Hi ⊂ H} est l'adhérence du sous-groupe engendré par
les Hi.
Pour H ∈ G, posons AH = C0(G/H). Si H,K ∈ G sont tels que K ⊂
H, toute classe à gauche x ∈ G/K est contenue dans une classe à gauche
pK,H(x) ∈ G/H, d'où une application continue pK,H : G/K → G/H. On en
déduit un homomorphisme ϕK,H : AH = C0(G/H)→ Cb(G/K) = M(AK).
Lemme 6.1.1. Soient H,K ∈ G. Les conditions suivantes sont équivalentes :
(i) On a ϕH∩K,H(AH)ϕH∩K,K(AK) ⊂ AH∩K.
(ii) L'application q : x 7→ (pH∩K,H(x), pH∩K,K(x)) de G/(H ∩ K) dans
G/H ×G/K est fermée.
(iii) Le sous-ensemble HK = {xy; x ∈ H, y ∈ K} est fermé dans G et
l'application produit H ×K → HK, (x, y) 7→ xy, est ouverte.
(iv) pH(K) est fermé (dans G/H) et l'application K → pH(K) obtenue par
restriction de pH est ouverte.
(v) pK(H) est fermé (dans G/K) et l'application H → pK(H) obtenue par
restriction de pK est ouverte.
Démonstration. Tout d'abord on remarque que q est une application injec-
tive.
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Montrons (ii)⇒ (i). Puisque q est continue, injective et fermée, c'est une
application propre donc pour tout C sous-espace compact de G/H × G/K,
q−1(C) est un sous-espace compact de G/(H ∩K). Soit f ∈ C0(G/H), g ∈
C0(G/K) et supposons que ||f ||∞ ≤ 1, ||g||∞ ≤ 1, on va montrer que fg =
ϕH∩K,H(f)ϕH∩K,K(g) ∈ C0(G/(H ∩ K)). On doit montrer que pour tout
ε > 0 le sous ensembleM := {x ∈ G/(H ∩K) : |(fg)(x)| ≥ ε} de G/(H ∩K)
est compact.
Soient C1 = {x ∈ G/H : |f(x)| ≥ ε}, C2 = {x ∈ G/K : |g(x)| ≥ ε}.
Par hypothèse, ce sont des sous-ensembles compacts de G/H, G/K. En uti-
lisant le fait que ϕH∩K,H et ϕH∩K,K sont des morphismes de C∗-algèbres on
a M ⊂ q−1(C1 × C2). Puisque C1 × C2 est compact et q est propre, alors
q−1(C1 × C2) est compact et par suite M est compact.
Montrons (i) ⇒ (ii). Montrons en fait que q est propre. Soit C un com-
pact de G/H × G/K et montrons que q−1(C) est compact. Il existe C1, C2
compacts de G/H et G/K tels que C ⊂ C1 × C2. Comme q−1(C) est un
fermé il suffit de montrer que q−1(C1 × C2) est un compact.
Soit f ∈ C0(G/H) telle que f = 1 sur C1 et soit g ∈ C0(G/K) telle que
g = 1 sur C2. Par hypothèse on a fg = ϕH∩K,H(f)ϕH∩K,K(g) ∈ C0(G/(H ∩
K)). L'ensemble S = {x ∈ G/(H ∩ K) : (fg)(x) = 1} est un compact de
G/(H ∩K), or q−1(C1 × C2) ⊂ S donc q−1(C1 × C2) est compact.
Montrons que (ii) ⇔ (iii). Soit r : G → G/H × G/K l'application
x 7→ (pH(x), pK(x)). Puisque q est injective, p : G→ G/(H∩K) est surjective
et ouverte et r = q ◦ p, on a les équivalences suivantes :
a) q : G/(H ∩K)→ G/H ×G/K est fermée.
b) q(G/(H ∩K)) est fermé et G/(H ∩K)→ q(G/(H ∩K)) est un homéo-
morphisme.
c) r(G) est fermé et r : G→ r(G) est ouverte.
Rappelons d'abord qu'un carré cartésien (d'espaces topologiques) est un
carré commutatif d'applications continues
X //

Y
g

Z
f
// T
tel que l'application X → Y×TZ déduite soit un homéomorphisme de X sur
le produit fibré {(y, z) ∈ Y × Z; g(y) = f(z)}.
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On considére le diagramme suivant
G //
p
 r ((QQ
QQQ
QQQ
QQQ
QQQ
Q G×G
t

G/(H ∩K) q // G/H ×G/K
Puisque les applications pH : G→ G/H et pK : G→ G/K sont ouvertes,
l'application t : G×G→ G/H×G/K est ouverte. En d'autres termes l'appli-
cation naturelle (G×G)/(H ×K)→ G/H ×G/K est un homéomorphisme.
On a r(G) = q(G/(H ∩K))
= {(x, y) ∈ G/H ×G/K; ∃g ∈ G : x = gH, y = gK}, alors
t−1(r(G)) = {(g1, g2) ∈ G×G; ∃g ∈ G, ∃h ∈ H, k ∈ K : g1 = gh, g2 = gk}
= {(g1, g2) ∈ G×G; ∃h ∈ H, k ∈ K : g−11 g2 = h−1k}
= {(g1, g2) ∈ G×G : g−11 g2 ∈ HK}.
On en déduit que HK est fermé si et seulement si t−1(r(G)) est fermé
dans G×G, autrement dit si et seulement si r(G) est fermé.
Remarquons que le produit fibré de G par t−1(r(G)) au-dessus de r(G)
s'écrit
G×r(G)t−1(r(G)) = G×G/H×G/K(G×G)
= {(x, y, z) ∈ G×G×G; r(x) = t(y, z)}
= {(x, y, z) ∈ G×G×G;x−1y ∈ H, x−1z ∈ K}
Pour (g, h, k) ∈ G×H×K posons s(g, h, k) = g et ϕ(g, h, k) = (gh, gk) ∈
t−1(r(G)). L'application ψ : G × H × K → G×r(G)t−1(r(G)) donné par
(g, h, k) 7→ (g, gh, gk) est un homéomorphisme. Donc le diagramme suivant
est un carré cartésien
G×H ×K φ //
s
 ''O
OOO
OOO
OOO
OO
t−1(r(G))
tr(G)

G r
// r(G).
Les applications du diagramme ci-dessus sont surjectives. De plus tr(G) est
ouverte car t l'est. Puisque G×H ×K est le produit fibré G×r(G)t−1(r(G))
alors r est ouverte si et seulement si φ l'est. L'application t′ : t−1(r(G)) →
G × HK donnée par (g1, g2) 7→ (g1, g−11 g2) est un homéomorphisme. Donc
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l'application φ′ = t′◦φ : G×H×K → G×HK définie par φ′(g, h, k) = (g, hk)
est ouverte si et seulement si l'application H × K → HK est ouverte d'où
l'équivalence (ii)⇔ (iii).
On va montrer que (iii)⇔ (iv). Tout d'abord on remarque que
p−1H pH(K) = {g ∈ G : pH(g) ∈ pH(K)} = {g ∈ G; ∃k ∈ K, gH = kH}
= {g ∈ G; ∃k ∈ K, ∃h ∈ H : g = kh} = KH.
Donc pH(K) est fermé dans G/H si et seulement si KH est fermé et par
passage aux éléments inverses de KH on a que pH(K) fermé si et seulement
si HK est fermé.
D'autre part, l'application K ×H → K×pH(K)KH donnée par (k, h) 7→
(k, kh) est un homéomorphisme. Donc on a un carré cartésien :
K ×H //

KH

K // pH(K).
Donc l'application K → pH(K) est ouverte si et seulement si l'application
K × H → KH est ouverte, ce qui a lieu si et seulement si l'application
H ×K → HK est ouverte.
Par symmetrie on obtient aussi que (iii)⇔ (v).
Donnons-nous un sous-semi-treillis L de G et supposons que tout H,K ∈
L satisfont les conditions équivalentes du lemme 6.1.1. On déduit du théo-
rème 3.1.2 :
Proposition 6.1.2. Il existe une algèbre graduée (A, (AH)H∈L) dont les mor-
phismes de structure soient les ϕK,H définis ci-dessus.

L'algèbre des multiplicateurs de C0(G) est l'algèbre Cb(G) des fonctions
continues bornées sur G.
Pour H ∈ L. Notons pH : G→ G/H l'application quotient. L'application
f 7→ f ◦ pH identifie C0(G/H) à une sous-C∗-algèbre de Cb(G).
On obtient des morphismes ϕH qui sont non-dénégérés pour tout H ∈ L
donc ils se prolongent à des morphismes ϕ˜H définis sur l'algèbre de multi-
plicateurs Cb(G/H). Il est clair que ϕH = ϕ˜K ◦ ϕK,H pour tout H,K ∈ L
tels que K ⊂ H. Ceci implique que ϕH(f)ϕK(g) = ϕH∩K(fg) pour tout
K,H ∈ L et f ∈ C0(G/H), g ∈ C0(G/K). On en deduit un homomorphisme
ϕ : A→ Cb(G).
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Proposition 6.1.3. L'homomorphisme ϕ : A → Cb(G) est injectif si et
seulement si, pour tout H,K ∈ L tels que K ⊂ H et H 6= K l'espace
quotient H/K n'est pas compact.
Nous aurons besoin d'un lemme :
Lemme 6.1.4. Soient K,H deux sous-groupes de G avec K ⊂ H.
a) Si H/K est compact on a ϕK,H(C0(G/H)) ⊂ C0(G/K).
b) Si H/K n'est pas compact on a ϕK,H(C0(G/H)) ∩ C0(G/K) = {0}.
Pour cela on démontre le lemme suivant :
Lemme 6.1.5. Soit G un groupe localement compact et soient H et K des
sous-groupes fermés de G tels que K ⊂ H.
a) Si H/K est compact, l'application pK,H est propre.
b) Si H/K n'est pas compact, pour tout a ∈ G/H la partie p−1K,H({a}) n'est
pas relativement compacte dans G/K.
Démonstration. a) Soit C une partie compacte de G/H, puisque G est lo-
calement compact et l'application pH est ouverte et surjective, il existe
une partie compacte A de G telle que pH(A) = C. On a p
−1
K,H(C) =
{ax; a ∈ A, x ∈ H/K}, c'est l'image du compact A×H/K, donc une
partie compacte de G/K.
b) Soit g ∈ G dont la classe est a, l'application x 7→ gx est un homéomor-
phisme de G/K qui envoie H/K dans p−1K,H({a}). Or, comme H/K
est fermé dans G/K et n'est pas compact, il n'est pas relativement
compact.
Démonstration du lemme 6.1.4.
a) Soit f ∈ C0(G/H). Pour tout ε > 0, l'ensemble {x ∈ G/K; |f ◦
pK,H(x)| ≥ ε} = p−1K,H({x ∈ G/H; |f(x)| ≥ ε}) est compact, donc
f ◦ pK,H ∈ C0(G/K).
b) Soit f ∈ C0(G/K)∩ϕK,H(C0(G/H)). Pour tout a ∈ G/H, l'application
f , constante sur p−1K,H({a}), y est donc nulle.

Démonstration de la proposition 6.1.3. S'il existe H,K avec K ⊂ H,
H 6= K et H/K compact, alors pour f ∈ C0(G/H) on a
ϕ(f − ϕK,H(f)) = ϕH(f)− ϕK(ϕK,H(f)) = 0,
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donc ϕ n'est pas injective.
Supposons inversement que pour tout H,K ∈ L tels que K ⊂ H et
H 6= K l'espace quotient H/K n'est pas compact. Nous distinguons trois
cas :
a) Si {e} ∈ L. Ce cas résulte immédiatement du lemme 6.1.4 et de la
prop. 2.5.3.
b) Si aucun H ∈ L n'est compact, on pose L′ = L ∪ {{e}} et on revient
au premier cas.
c) S'il existe H ∈ L avec H compact, alors pour tout K ∈ L, l'espace
H/H ∩ K est compact. Cela n'est possible que si H ∩ K = H. Donc
H est le plus petit élément de L. Par a prop. 2.5.3, l'application piH :
A→ Cb(G/H) ⊂ Cb(G) est injective.

6.2 Exemple non-commutatif
On en déduit que si on a un semi-treillis de sous-groupes fermés vérifiant
les conditions du lemme 6.1.1 et de la proposition 6.1.3, les sous-C∗-algèbres
C0(G/H)oG ⊂ B(L2(G)) forment une sous-C∗-algèbre de B(L2(G)) graduée
(à l'aide de la proposition 4.2.1).
Exemple 6.2.1. Soit X un espace vectoriel de dimension finie et soit G le
treillis pour l'inclusion de tous les sous-espaces vectoriels de X. En dimen-
sion finie, un sous-espace vectoriel est fermé et toute application linéaire et
surjective est ouverte. Donc la condition (iii) du lemme 6.1.1 est satisfaite
et on a pour tout Y, Z ∈ G que C0(X/Y )C0(X/Z) ⊂ C0(X/(Y ∩ Z)). Par
la proposition 6.1.2, on a pour tout sous-semi-treillis L de G une C∗-algèbre
graduée
A =
⊕
Y ∈L
C0(X/Y ).
De plus, un espace vectoriel n'est pas compact, donc la condition b) du lemme
6.1.5 est aussi satisfaite et on peut considerer A comme une sous-C∗-algèbre
de Cb(X) = M(C0(X)) ⊂ B(L2(X)) où la deuxième inclusion est donnée par
l'application qui à une fonction u ∈ Cb(X) associe un opérateur de multipli-
cation par u défini sur L2(X).
On remarque que A est stable par translations. On considère le produit
croisé AoX pour l'action continue de X donnée par les translations. Par la
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proposition 4.2.1 ce produit croisé est aussi une C∗-algèbre G-graduée i.e.
AoX =
⊕
Y ∈L
(C0(X/Y )oX).
En appliquant une nouvelle fois la proposition 6.1.3 et par l'exemple 1.3.4 on a
AoX =
⊕
Y ∈L
(C0(X/Y )oX) ⊂M(C0(X)oX) = M(K(L2(X)))
= B(L2(X)).
En d'autres termes A o X est aussi une C∗-algèbre d'opérateurs définis
sur l'espace de Hilbert L2(X).
L'exemple précedent est une autre approche du produit croisé considéré
et étudié par M. Damak et V. Georgescu dans [15] et par V. Georgescu et A.
Iftimovici dans [18] (voir en particulier théorème 3.12).
6.3 Exemples commutatifs
Exemple 6.3.1. On se donne un plan P et n droites δi, i = 1, ..., n de P . On
définit n formes linéaires fi, i = 1, ..., n de P telles que ker fi = δi, i = 1, ..., n.
On a un treillis d'espaces vectoriels F ′ = {{0}, δ1, ..., δn,P}. Par l'exemple
précedent on a une C∗-algèbre F ′-graduée :
B =
⊕
Y ∈F ′
C0(P/Y ) ⊂ Cb(P).
On se propose de déterminer le spectre de la C∗-algèbre commutative et
unifère B.
On commence par traiter le cas n = 1. Alors le treillis F ′ = {{0}, δ1,P}
et l'algèbre B = C0(P)⊕ C0(P/δ1)⊕ C.
On considère le sous-treillis de F ′, F1 = {{0}, δ1}. Alors, on a un idéal
B1 = C0(P)⊕ C0(P/δ1) ⊂ Cb(P). Par le théorème de Gelfand-Naimark on
a B1 ' C0(SpB1).
Idéntifions P à R2 et δ1 à l' axe des x (i.e. {(x, y); y = 0}). Alors un
élément de C0(P/δ1) est de la forme (x, y) 7→ g(y) où g ∈ C0(R). Posons
T = P 1(R) = R ∪ {∞} qui est homéomorphe au cercle. On a alors les
inclusions ψ0 : C0(P) ↪→ C0(T× R) et ψδ1 : C0(P/δ1) ↪→ C0(T× R) données
par :
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ψ0(f) : (x, y) 7→
{
f(x, y) si x ∈ R
0 si x =∞ etψδ1(g) : (x, y) 7→ g(y).
On vérifie facilement que les morphismes ψ0 et ψδ1 satisfont les hypothèses
de la proposition 2.3.3, i.e.
ψ0∧δ1(fg) = ψ0(fg) = ψ0(f)ψδ1(g),∀f ∈ C0(P), g ∈ C0(P/δ1),
où le produit fg = ϕ0,0(f)ϕ0,δ1(g) est donné par (fg)(x, y) = f(x, y)g(y)
pour tout (x, y) ∈ T × R. Donc il existe un unique homomorphisme ψ :
B1 → C0(T × R) dont la restriction à C0(P) et C0(P/δ1) soit ψ0 et ψδ1
respectivement. De plus, comme le diagramme
B1
ψ //
 _
ϕ

C0(T× R)
xxqqq
qqq
qqq
q
Cb(P).
est commutatif, le morphisme ψ est injectif.
L'algèbre B est obtenue en adjoignant une unité à B1, i.e. B = B˜1
et le morphisme ψ s'étend de manière unique à un morphisme ψ˜ : B →
C((T × R) ∪ {∞}) où (T × R) ∪ {∞} est le compactifié d'Alexandroff de
T×R. C'est évident que le morphisme ψ˜ est injectif et de plus il est surjectif
d'après le théorème de Stones-Weiestrass car l'algèbre ψ˜(B) separe les points
de (T×R)∪{∞}. Donc B ' C((T×R)∪{∞}), autrement dit le spectre de
B est homéomorphe à (T×R)∪{∞} qui topologiquement est homéomorphe
à une sphère pincée.
Pour n ≥ 2, on commence par considérer un autre exemple d'algèbres
graduées : considérons une base de l'espace vectoriel E = Rn, (e1, ..., en). Soit
I un sous-ensemble de {1, ..., n}. Notons PI le sous-espace vectoriel engendré
par (ei)i∈I . Soit F l'ensemble {PI ; I ⊆ {1, ..., n}}, alors F est un treillis dont
le plus petit élément est {0}. On remarque que l'application I 7→ PI est un
isomorphisme de treillis.
On va plonger P dans E par l'application linéaire (f1, ..., fn) : P → Rn.
On a P ∩ PI = {0} pour tout I tel que dimPI ≤ n − 2. Notons Hi =
P{1,...,n}\{i}, i = 1, ..., n les hyperplans de E, alors les droites δi = P ∩ {xi =
0} = P ∩Hi avec i = 1, ..., n.
Puisque les conditions équivalentes du lemme 6.1.1 sont satisfaites pour
tout H, K ∈ F on a par la proposition 6.1.2 une C∗-algèbre F -graduée
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(A, (C0(E/H))H∈F) dont les morphismes de structure soient les ϕK,H définis
ci-dessus. Elle est donnée par :
A =
⊕
H∈F
C0(E/H).
On remarque que A est commutative et unifère donc par le théorème de
Gelfand-Naimark on a
A ' C(Sp(A)).
Puisque les hypothèses de la proposition 6.1.3 sont satisfaites on peut
considerer A et par consequence C(Sp(A)) comme une sous-C∗-algèbre de
l'algèbre Cb(E). On appelle encore ϕ cette inclusion. En d'autres termes,
Sp(A) est un compactifié de E.
On va montrer que l'image de A dans Cb(E) est l'espace de fonctions
continues sur le tore de dimension n, Tn, autrement dit que Sp A = Tn.
Puisque Tn est un compactifié de E, la C∗-algèbre C0(E) est un idéal
essentiel de C(Tn). On obtient donc un morphisme injectif p : C(Tn) →
Cb(E) = M(C0(E)).
Notons J l'ensemble {1, ..., n} et soit I ⊂ J . Notons I ′ = J\I et soit pPI
l'application quotient
pPI : E → E/PI ' PI′ .
Soient ρE et ρPI′ les inclusions naturelles de E et PI′ dans leurs compactifiés
Tn et TI′ , donc par continuité on peut prolonger pPI en une application
p˜PI : T
n → TI′ . Autrement dit, on obtient le diagramme commutatif
E
pPI //
ρE

PI′
ρPI′

Tn
gpPI // TI′ .
Soit H ∈ F alors H = PI , I ⊆ J . Par le diagramme précedent on
en deduit un morphisme ψH : C0(E/H) → C(Tn) et on a le diagramme
commutatif :
C0(E/H)
ψH //
ϕ0,H

C(Tn)
p
yyrrr
rrr
rrr
r
Cb(E).
Comme p est injective, le morphisme ψH = p
−1 ◦ϕ0,H satisfait les hypothèses
de la proposition 2.3.3, alors il existe un unique homomorphisme ψ : A →
C(Tn) dont la restriction sur C0(E/H) soit ψH . Donc on a le diagramme
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A
ψ //
 _
ϕ

C(Tn)
lL
p
zzuuu
uu
uu
uu
Cb(E)
qui est commutatif et par consequent le morphisme ψ est injectif.
Pour montrer qu'il est surjectif, par le théorème de Stone-Weiestrass, il
suffit de montrer que ψ(A) sépare les points de Tn. Soient x, y ∈ Tn tels
que x 6= y, alors il existe j ∈ {1, ..., n} tel que xj 6= yj avec xj, yj ∈ T.
Donc il existe f ∈ C0(R) telle que f(xj) 6= f(yj). Or l'application ψj(f) :
(z1, ..., zn) 7→ f(zj) est un élément de ψ(A) et ψj(f)(x) 6= ψj(f)(y) d'où la
surjectivité voulue.
On revient dans notre cas de l'algèbre B. On va montrer que B est l'al-
gèbre des fonctions continues définies sur le tore Tg à g trous où g = E(n
2
)
qui, dans le cas où n est impair, est pincé i.e. deux de ses points sont identifiés.
A l'inclusion (propre) P → E correspond un homomorphisme (surjectif)
Cb(E) → Cb(P). Puisqu'on a A ⊂ Cb(E), on obtient donc un morphisme
Φ : A→ Cb(P).
Pour tout PI ; I ⊆ {1, ..., n}, soit ΦPI la restriction de Φ sur les composants
de A, C0(E/PI).
Si dimPI ≤ n − 2 on a P ↪→ E/PI et par suite l'image par ΦPI de
C0(E/PI) dans Cb(P) est C0(P).
Si PI = Hi, i = 1, ..., n alors pour tout i, E/Hi est homéomorphe à P/δi
et on a un isomorphisme donné par ΦHi : C0(E/Hi) ' C0(P/δi).
Donc on a montré que Φ(A) = B.
D'autre part A = C(Tn) et en considèrant C(P) comme une sous-algèbre
de Cb(P) alors Φ est la réstriction de C(Tn) à P i.e. C(P) = Φ(A) = B. En
d'autres terms, Sp(B) est l'adhérence de P dans Tn.
Décrivons un peu plus cette adhérence. Avec les hypothèses de départ le
plan P sera de la forme suivante :
P = {(x1, ..., xn) ∈ Rn; xk = Aijkxi +Bijkxj},
avec i, k, j ∈ {1, ..., n}, i, j fixés, k /∈ {i, j} et les coefficients réels Aijk, Bijk
sont non nuls et ils vérifient BijkAij` 6= AijkBij` pour tout k, ` /∈ {i, j}
distincts.
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Notons par Q l'adhérence de P dans (R)n. Alors l'adherence de P dans
Tn, P = ρ(Q) où ρ est la surjection canonique (R)n → Tn.
Soit (a1, ..., an) ∈ Q alors il existe une suite de vecteurs (x1,k, ..., xn,k)k ∈ P
telle que (x1,k, ..., xn,k)→ (a1, ..., an) quand k →∞.
Supposons qu'au moins deux coéfficients de (a1, ..., an) soient finis, ai, aj,
et soit m ∈ {1, ..., n}\{i, j}. Alors si xi,k → ai et xj,k → aj quand k →∞ on
obtient que xm,k = Aijmxi,k + Bijmxj,k → Aijmai + Bijmaj, donc am est fini.
On en deduit que la limite de (x1,k, ..., xn,k) quand k →∞ est dans P .
Supposons qu'un seul coéfficient ai est fini. Alors si j ∈ {1, ..., n}\{i} et
xi,k → ai quand k →∞ et si xj,k → aj =∞, où∞ signifie +∞ ou−∞, pour
m ∈ {1, ..., n}\{i, j} on a xm,k → Aijmai +Bijmaj = Aijmai +Bijm(∞) =∞,
où le signe de l'infini depend du signe de l'infini limite de xj,k et du signe de
Bijm, i.e. am = Bijm(aj). Donc dans Q on a des vecteurs dont un coefficient
est fini et les autres sont infinis. On les appelle les droites à l'infini et puisque
i parcourt l'ensemble {1, ..., n} il y en a 2n. On va montrer que le nombre
des points d'intersection de ces droites, qu'on appelera points à l'infini, est
également 2n. Par consequent Q aura la forme d'un polygone à 2n côtés.
En effet, choisissons une orientation de P et un point A ∈ P\∪ni=1 δi. On
réindexe les droites de la façon suivante : on choisit d'appeller la première
droite qu'on rencontre dans le sens direct par δ1, la deuxième δ2 jusqu'à la
nième δn, i.e. on obtient
On choisit les n formes linéaires fi, i = 1, ..., n telles que fi(A) = 1 pour
tout i. Donc, dans le secteur formé par les droites δ1 et δn qui contient le
point A, les signes du point à l'infini seront tous positifs. Si on traverse la
droite δ1 et on passe dans le secteur formé par δ1 et δ2 au-dessus du point A,
les valeurs de f1 deviennent negatives, donc on a un changement du premier
signe en negatif i.e. le point à l'infini sera (−∞,+∞, ...,+∞). Avec la même
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procedure on ne trouve que 2n possibilités de signes qui sont de la forme
(+, ...,+,−, ...,−) et (−, ...,−,+, ...,+).
Donc l'adhérence de P dans (R)n est un polygone à 2n côtés. En passant
de (R)n à Tn, on idéntifie +∞ et −∞, ce qui revient à
a) identifier chaque côté au côté opposé
b) identifier tous les sommets.
La première identification, donne lieu à la surface de Riemann Yg dont la
forme normale est α1α2...αnα
−1
1 α
−1
2 ...α
−1
n (voir par exemple dans [24], [29])
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qui est équivalente à
α1α2α
−1
1 α
−1
2 ...αn−1αnα
−1
n−1α
−1
n
si n est pair et à
α1α2α
−1
1 α
−1
2 ...αn−2αn−1α
−1
n−2α
−1
n−1αnα
−1
n
si n est impair. C'est donc un tore à g trous où g = E(
n
2
).
Indexons les sommets par Z/2nZ. En faisant l'identification des côtés on
identifie aussi le j-ième sommet avec le sommet j+n−1 pour tout j ∈ Z/2nZ.
En d'autres termes deux sommets sont identifiés si et seulement si ils sont
dans la même orbite pour l'addition de (n− 1) dans Z/2nZ. Or, si n est pair
PGCD(n− 1, 2n) = 1 et si n est impair PGCD(n− 1, 2n) = 2.
Donc l'application Yg → Sp(B) est un homéomorphisme lorsque n est
pair.
Lorsque n est impair, on passe de Yg à Sp(B) en idéntifiant ces deux
points, Sp(B) est donc une surface de genre g pincée.
Appliquons la remarque 5.1.4 à cet exemple.
Remarque 6.3.2. Notons F le treillis donné par F = {{0}, δ1, ..., δn,P}
et F ′ le treillis qui contient une droite de moins, par exemple choisissons
F ′ = {{0}, δ1, ..., δn−1,P} = F\{δn}.
Soit AF =
⊕
H∈F
C0(P/H) et AF ′ =
⊕
K∈F ′
C0(P/K) les C∗-algèbres graduées
correspondantes. Elles sont commutatives et unifères. On a AF ′ ⊂ AF et par
conséquent on a une application Ψ : Sp(AF) → Sp(AF ′). Notons AH =
C0(P/H) pour tout H ∈ F .
Puisque F et F ′ sont finis, ce sont de bons treillis et on a Sp(AF) =⋃
H∈F
Sp(AH) et Sp(AF ′) =
⋃
K∈F ′
Sp(AK) (proposition 5.1.3).
Soit χ ∈ Sp(AF). Il existe un unique H ∈ F tel que χ = χH ∈ Sp(AH).
En appliquant la remarque 5.1.4 on obtient que : Si H ∈ F ′, l'image de χH
par l'application Ψ est lui-même. Si H ∈ F\F ′ i.e. H = δn, alors inf{K ∈
F ′; δn ⊆ K} = P et l'image de χδn par l'application Ψ est dans Sp(AP) i.e.
c'est le point à l'infini.
En d'autres termes, on passe du spectre de AF à AF ′ en contractant la
droite P/δn en un seul point : le point à l'infini.
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Exemple 6.3.3. Soit L un semi-treillis et (Ai)i∈L la famille de C∗-algèbres
définie par Ai = C pour tout i ∈ L. Pour i, j ∈ L tels que i ≤ j posons
ϕi,j = IdC. Ces morphismes vérifient les propriétés a) et b) de la proposition
2.5.1, donc par le théorème 3.1.2 il existe à isomorphisme près une unique
C∗-algèbre L-graduée (A, (Ai)i∈L) dont les morphismes de structure soient
les ϕi,j. On veut ici calculer son spectre Sp(A).
Montrons que l'ensemble des sous-semi-treillis finissants non vides de L
est en bijection avec l'ensemble des caractères de A.
Notons ei, i ∈ L l'image de 1 ∈ Ai dans A. C'est clair que ei est un
idémpotent pour tout i ∈ L donc si χ est un caractère de A on a χ(ei) ∈
{0, 1}. De plus, par la définition du produit dans A on a eiej = ei∧j pour
tout i, j ∈ L.
Soit χ un caractère de A. PosonsMχ = {i ∈ L;χ(ei) = 1}. C'est un sous-
semi-treillis de L car si i, j ∈ Mχ on a χ(ei∧j) = χ(eiej) = χ(ei)χ(ej) = 1
donc i ∧ j ∈ Mχ. C'est un sous-semi-treillis finissant car pour i ∈ Mχ et
j ∈ L tel que i ≤ j on a χ(ej) = χ(ei)χ(ej) = χ(eiej) = χ(ei) = 1 i.e.
j ∈Mχ.
Soit M un sous-semi-treillis finissant non vide de L. D'après la pro-
position 2.3.3 il existe un unique homomorphisme χM : A → C satis-
faisant χM(λei) =
{
λ, i ∈M
0, i /∈M pour tout λ ∈ C et tout i ∈ L. En ef-
fet, il est facile de voir que, puisque M est un sous-semi-treillis finissant,
χM(λei)χM(µej) = χM(λµei∧j). CommeM 6= ∅, χM est un caractère de A.
Remarquant que tout caractère est déterminé par sa valeur sur ei (i ∈ L)
on a montré que les applications χ 7→ Mχ etM 7→ χM sont des bijections
inverses l'une de l'autre.
Remarquons enfin que, puisque Ai = C, Sp(Ai) a un seul point IdC. On
a ψi(IdC)(ej) =
{
1, i ≤ j
0, i  j
i.e. ψi(IdC) = χLi . Il en résulte qu'un caractère
χ de A est dans
⋃
i∈L
ψi(Sp(Ai)) si et seulement si Mχ est de la forme Li
i.e. si et seulement s'il possède un plus petit élément. Finalement Sp(A) =⋃
i∈L
ψi(Sp(Ai)) si et seulement si L est un bon semi-treillis.
Etudions un cas particulier de cet exemple.
Exemple 6.3.4. On considère l'ensemble Q avec son ordre. Remarquons
que Q étant totalement ordonné, c'est un semi-treillis mais ce n'est pas un
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bon semi-treillis. On prend alors L = Q et on va étudier le spectre de la
C∗-algèbre graduée correspondante (A, (Ai)i∈Q).
Notons Bb(R) la C∗-algèbre des fonctions complexes boreliennes bornées
définies sur R.
Pour tout i ∈ Q on définit une application τi : Ai → Bb(R) par τi(λei) =
λ1]−∞,i] où 1 est la fonction caractéristique. On vérifie facilement que τi
est un morphisme injectif de C∗-algèbres satisfaisant l'égalité τi∧j(λeiµej) =
τi(λei)τj(µej) pour tout i, j ∈ Q et λ, µ ∈ C. Par conséquent, suite à la
proposition 2.3.3 il existe un unique morphisme τ : A → Bb(R) dont la
restriction à Ai soit τi pour tout i ∈ Q.
Montrons que τ est injectif. D'après la proposition 2.3.2 il suffit de l'étu-
dier pour tout sous-semi-treillis fini F de Q. Soit F ∈ FQ. Supposons que
F possède n éléments. Puisque l'ordre est total on peut aussi supposer que
F = {i1, ..., in} avec i1 < i2 < ... < in. Soit τF la restriction de τ à AF et
x ∈ ker τF . Alors x =
∑
i∈F
λiei et
∑
i∈F
λi1]−∞,i](s) = 0 pour tout s ∈ R. Pour s
tel que in−1 < s ≤ in on trouve λn = 0. Si on prend s tel que in−2 < s ≤ in−1
on a λn−1 + λn = 0 et par conséquent λn−1 = 0. On continue de la même
manière et on démontre que λi = 0 pour tout i ∈ F . Autrement dit x = 0 et
τF est injectif.
On peut idéntifier donc A avec son image par τ . Décrivons cette image.
On va montrer que τ(A) = A où A est l'espace des fonctions complexes
boreliennes bornées définies sur R qui sont reglées, continues à gauche en
tout point de R, continues sur R\Q, nulles en +∞ et qui admettent une
limite en −∞.
Montrons d'abord que A est une sous-C∗-algèbre de Bb(R). Il suffit de
montrer qu'elle est fermée. Ceci est clair car une limite uniforme de fonctions
reglées (resp. continues à gauche en tout point de R, resp. continues sur R\Q,
resp. nulles en +∞, resp. qui admettent une limite en −∞) est reglée (resp.
continue à gauche en tout point de R, resp. continue sur R\Q, resp. nulle en
+∞, resp. admet une limite en −∞).
Pour tout i ∈ L, τ(ei) ∈ A donc τ(AL) ⊂ A. Puisque A est fermé et AL
est dense dans A on a τ(A) ⊂ A.
Soit f ∈ A. Supposons que la limite de f en −∞ est égale à λ, donc
soit ε > 0, il existe a ∈ Q tel que pour tout x ≤ a on ait |f(x) − λ| < ε.
D'autre part f est nulle en +∞ donc il existe A ∈ Q tel que pour tout
x ≥ A on ait |f(x)| < ε. Autrement dit, pour tout x ∈]−∞, a]∪]A,+∞[ on
a |f(x)− λ1]−∞,a](x)| < ε.
Puisque f est une fonction reglée, elle est reglée sur [a,A] et il existe une
fonction en escaliers g sur [a,A] telle que ||f − g||∞ = sup{|f(t) − g(t)|, t ∈
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[a,A]} < ε. Il existe donc une subdivision i0, i1, ..., is de [a,A] telle que i0 = a
et is = A et g est égale à une constante cr sur ]ir−1, ir[ pour tout r ∈ {1, ..., s}.
Par hypothèse f est continue à gauche en ir pour tout r ∈ {0, ..., s} donc
|f(ir)− cr| = lim
t→ir−
|f(t)− g(t)| ≤ ε.
Si ir /∈ Q, la fonction f est continue en ir donc il existe jr ∈]ir, ir+1[∩Q
tel que pour tout t ∈ [ir, jr] on ait |f(t) − f(ir)| < ε. Pour t ∈ [ir, jr] on a
|f(t)− cr| ≤ |f(t)− f(ir)|+ |f(ir)− cr| < 2ε.
Si ir ∈ Q, on pose jr = ir.
Maintenant on a une nouvelle subdivision j0, ..., js de [a,A]. Soit g la
fonction définie par
g(t) =

0, t > A
λ, t ≤ a
cr, t ∈]jr−1, jr] avec r ∈ {1, ..., s}.
On a g = λ1]−∞,a] +
s∑
r=1
cr1]jr−1,jr] = λτ(ea)+
s∑
r=1
crτ(ejr −ejr−1) ∈ τ(AF)
où F = {j0, ..., js} ∈ FQ. Comme ||f − g||∞ = sup
t∈R
|f(t)− g(t)| < 2ε et τ(A)
est fermé on en deduit que f ∈ τ(A).
On a Sp(A) = Sp(τ(A)) = Sp(A). Par l'exemple précedent il y a une
bijection entre les caractères de A et les sous-semi-treillis finissants non vides
M deQ. Remarquons que les seules formes possibles deM sont les suivantes :
M = Q ou M = Q ∩ [t,+∞[≡ Lt ou M = Q∩]t,+∞[≡ Mt avec t ∈ Q.
Remarquons que si t ∈ R\Q alors Lt =Mt. On a donc une bijection naturelle
entre les caractères de A et {Q} ∪ {Lt; t ∈ R} ∪ {Mt; t ∈ Q}.
Idéntifions le caractère qui correspond à chacun de ces sous-semi-treillis
finissants à travers l'isomorphisme τ : A → A décrit ci-dessus. En vérifiant
qu'il coïncide sur les générateurs ei (i ∈ L) on trouve :
• χQ(a) = lim
s→−∞
τ(a)(s),
• χLt(a) = τ(a)(t) pour tout t ∈ R,
• χMt(a) = lim
s→t+
τ(a)(s) pour tout t ∈ Q.
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