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Abstract

Most natural acoustic sounds consist of multiple frequencies. An important auditory
perceptual ability to resolve such acoustic properties is referred to as spectral processing and
includes frequency resolution, frequency selectivity and spectral envelope perception. Frequency
resolution, as demonstrated by masking techniques, indicates that our auditory system functions
as an auditory filter bank with overlapping bandpass filters. These filters allow for the effective
separation of sounds into different frequency bands or channels. Acoustic components that fall
within a given filter or passband are considered to be processed “within channel” and are
perceptually resolved using “local” spectral cues, whereas components in different passbands are
processed “across channel” and perceived using “global” spectral cues. Spectral envelope
perception is one aspect of spectral processing known to be important for segregating sounds in
complex listening environments and relies on both local and global spectral cues. The purpose of
this dissertation is to better understand how humans perceive and neurally encode perceptual cues
associated with spectral envelope perception using spectral modulation detection tasks. This
project addressed three primary aims; 1) characterize the effects of stimulus duration and level on
behavioral detection of spectral modulation, 2) index neural encoding of global (i.e., spectral
modulation frequency) versus local (i.e., carrier frequency) spectral cues and the role of selective
attention to those cues during spectral modulation identification using cortical auditory evoked
potentials (CAEP), and 3) quantify the relative weights of global and local cues using conditionon-a-single-stimulus (COSS) analysis with simultaneous CAEP recording in a spectral modulation

vii

identification task. The major results of the project show that 1) changes in both stimulus duration
and presentation level impact spectral modulation detection thresholds, 2) CAEP components (N1,
P2, LLP) are differentially modulated when attentional demands are varied, but spectral processing
remains dominant in left hemisphere compared to right hemisphere regardless of attentional
demands, and 3) individuals differentially place perceptual weights on both global and local cues,
with CAEP responses reflecting those differences in weights and also being predictive of
behavioral decisions on a trial-by-trial basis.

viii

1. Introduction

The basic physical properties of sound include amplitude or intensity, audio frequency, and
time. Each of those dimensions can be considered over different measurement scales. For example,
the rapid variation in sound amplitude and frequency over time is referred to as the temporal fine
structure, whereas slower fluctuations in amplitude over time is referred to as the temporal
envelope. Likewise, most sounds consist of multiple frequencies occurring simultaneously and can
be analyzed by decomposing the sound into frequency components or the sound spectrum. The
amplitude at individual frequencies or within a local frequency region can be evaluated using a
detailed spectral analysis to obtain the spectral fine structure. The pattern of changes in amplitude
across a broader frequency range yields a spectral envelope. Thus, the temporal fine structure
carries the temporal envelope and the spectral fine structure carries the spectral envelope. In
addition to these basic features, several more complex features can be considered, including a
comparison of the sound at the two ears, which corresponds to binaural acoustic features. The
investigations that comprise this dissertation will focus on spectral features of sound including the
spectral fine structure and the spectral envelope.
1.1. Auditory Spectral Processing
Almost all natural sounds are composed of multiple frequencies. In order to resolve spectral
properties of sounds, we consider auditory perceptual abilities, including frequency resolution,
frequency selectivity, and spectral envelope perception. The term frequency resolution has been
used to describe several auditory perceptual abilities including: (1) the ability to “resolve” or detect
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one spectral component in the presence of one or more spectral components; (2) the ability to
detect a change in the frequency of a sound (the just noticeable difference in frequency); and (3)
the ability to selectively attend to one frequency region or a change in one frequency region in the
presence of sound in other frequency regions. One method used to evaluate spectral resolution
abilities includes manipulation of the density of spectral features such that different densities are
compared to determine the just noticeable difference (i.e., spectral ripple discrimination and
spectral ripple phase reversal detection). Implicit in the description of these perceptual abilities is
the notion of channels or bands in the audio-frequency domain, within which and across which
stimulus features can occur. Measures of across channel spectral processing have been referred to
as spectral envelope perception or spectral shape perception. These across-channel processes
reflect the ability to encode changes in amplitude across frequency channels. One method of
evaluating across-channel spectral shape perception is spectral profile analysis which typically
measures the ability to detect an increment in a multitone complex (Green, 1983). Another measure
of across-channel spectral shape perception involves the detection of a sinusoidal spectral
modulation (SM) superimposed on a carrier with a flat spectrum over some range. This method is
attractive, because the sum of spectral modulation components can be used to represent arbitrary
spectral shapes including those of the steady-state portions of speech (van Veen & Houtgast,
1985). Moreover, the spectral cues related to the perception of sound elevation also have been
characterized by spectral modulation (e.g., Qian & Eddins, 2008) and those “pinna cues” have
modulation spectra that are remarkably similar to vowels.
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1.1.1. Frequency Resolution
1.1.1.1.Spectral Masking
One way of demonstrating frequency resolution is with masking. Masking is referred to as
a process by which detection threshold for a sound increases (becomes worse) when another sound
is present. Fletcher (1940) measured masked tone detection threshold as a function of bandwidth
of the masking noise. The masked threshold increased as the bandwidth of a bandpass noise
increased and then reached a plateau when the bandwidth reached a certain critical bandwidth.
These results were consistent with the notion that our auditory system functions as an auditory
filter bank with many overlapping bandpass filters that allow for the effective separation and
discrimination of two sounds of different frequency. This filtering is based on the tonotopic
representation of frequency from the auditory periphery throughout the central auditory system.
The shape of the auditory filter can be analyzed by quantifying masking using a bandpass noise, a
notched noise, or off-frequency masking in the context of establishing psychoacoustic tuning
curves (PTC).
Estimation of frequency selectivity often involves a masking experiment whereby the
extent to which remote frequency components mask the detection of a target frequency component
is represented by a function that defines a “critical band” or “auditory channel,” both of which are
analogous to a bandpass filter. Thus, components within that passband are considered “within
channel” and components in separate passbands are considered to be “across channel.”
1.1.1.2.Spectral Ripple Resolution
Rather than creating an entire masking function to indicate the width and shape of the
auditory filter, an alternative measure of frequency selectivity rapidly establishes a single-value
index of spectral resolution is the spectral ripple resolution or spectral ripple phase reversal task.
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This task has been implemented in several ways, but each involves a stimulus with periodic
spectral modulation superimposed onto a spectral carrier. Often, that periodic modulation is
sinusoidal either on a linear or on a logarithmic (dB) amplitude scale. The general approach to
estimate spectral resolution is to estimate the highest resolvable spectral modulation frequency. In
one approach, the spectral ripple density is fixed and the modulation depth is varied to determine
the smallest depth required to detect a reversal in the phase of modulation (e.g., Supin et al., 1999).
In a second approach, the modulation depth is fixed and the modulation frequency (i.e., spectral
density) is varied to determine the highest modulation frequency at which the phase reversal is
detectable (e.g., Supin et al., 1998). This value is represented in cycles/octave and thus can be
mapped back to critical bandwidth (e.g., a spectral ripple resolution threshold of 3 cycles/octave
resolution is analogous to a 1/3 octave critical bandwidth).
1.1.2. Spectral Envelope Perception
1.1.2.1.Profile Analysis
Profile analysis is another measure of spectral envelope perception in which the typical
tasks involves detection of an intensity increment in a single sinusoidal component of a multi-tone
complex (Green, 1983). It is typical to have a standard stimulus made of multiple equal amplitude
sinusoidal components logarithmically spaced over a wide frequency region (several octaves) and
a signal stimulus with a component having a level increment. When the number of components in
the complex is increased from 3 to 21 over the frequency range of 200 to 5000 Hz, the detection
threshold of an increment in the component at 1000 Hz decreases (Bernstein & Green, 1987). An
increment for a frequency located in the midrange of the complex is typically the easiest to detect
(Green & Mason, 1985; Green et al., 1987). The ability to detect an increment is improved when
the non-signal components are further away in frequency from the signal component (Green et al.,
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1983). Dai & Green (1993) and Green et al. (1984) have shown that threshold for detecting the
change in profile is dependent on duration for durations less than 100 ms but not for durations
greater than 100 ms, up to 1000 ms. The threshold, however, depends little on the stimulus level
(Mason et al., 1984)
1.1.2.2.Sinusoidal Spectral Modulation
In contrast to traditional profile analysis, sinusoidal spectral modulation (SM) has a
sinusoidal pattern of amplitude change over a range of audio frequencies instead of an increment
in a single spectral component (Bernstein & Green, 1987). SM can be conceptualized as a
sinusoidal modulator imposed on a carrier where the carrier could be a noise, a tonal complex, or
some other arbitrary spectral shape. The main parameters of the modulation function include the
amplitude scale of the modulator (linear or logarithmic), the spectral modulation frequency (SMF;
in cycles/octave), the modulator starting phase (e.g., random between 0-2π or fixed in radians),
and the modulation depth (e.g., peak-to-valley difference in dB or midpoint-to-peak difference in
20log (m)). The carrier stimulus typically is either noise (e.g., Eddins & Bero, 2007; Summers &
Leek, 1994) or equal-amplitude tone complex (e.g., Amagai et al., 1999; Bernstein & Green, 1987;
Chi et al., 1999). For tone complex carriers, the carrier density, the number of tone components
per octave, and types of component spacing (i.e., equally spaced on linear or logarithmic frequency
scale) should be defined. Other parameters of the carrier include the duration, level, nominal
bandwidth either defined by the lower and upper cutoff frequencies or bandwidth with a center
carrier frequency and spectral roll-off slope types (i.e., infinite or gradual slope). Several
investigators have used different methods and related stimulus parameters to impose a modulator
on a carrier. We recently completed a study that showed how different parameters impact the SM
detection (Isarangura et al., 2019). The results of this study indicated that different methods have
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only a modest effect on behavioral modulation detection thresholds in young listeners with normal
hearing sensitivity.
Previous investigations have included behavioral or electrophysiological methods to study
spectral modulation detection and coding in both human and animal subjects. Below we provide a
brief though not comprehensive overview of that research.
1.2. Behavioral Studies
1.2.1. Human
Eddins & Bero (2007) reported that the SMTF resembles a bandpass function with peak
sensitivity around 2 to 4 cycles/octave and that carrier bandwidth, carrier frequency region, level
roving, and SM starting phase had little effect on the shape or height of the SMTF. Isarangura et
al. (2019) reported on the influence of different modulator shapes as defined by whether or not the
modulator was sinusoidal when considered on a linear amplitude scale (e.g., Bernstein & Green,
1987; Bilsen et al., 1975; Green et al., 1987) or on a logarithmic amplitude scale (e.g., Eddins &
Bero, 2007; Hoover et al., 2018; Liu & Eddins, 2008; O’Connor et al., 2000; Ozmeral et al., 2018;
Summers & Leek, 1994). Results indicated that spectral envelope shape imposed by either a linear
or logarithmic modulator has a modest but significant effect on detection thresholds. When
equating for modulation depth (but not shape), modulation detection thresholds are lower for the
modulator that is sinusoidal on a logarithmic amplitude scale than for the modulator that is
sinusoidal on a linear amplitude scale. For further investigation among different populations, SM
detection thresholds were measured in normal hearing listeners (n = 49) aged from 18 to 35 years
old for modulation frequencies of 0.25 to 8 cycles/octave (Hoover et al., 2018). The results showed
SMTF reflecting a passband with the best sensitivity around 1 to 4 cycles/octave. Thresholds
slightly increased at both low (0.25 and 0.5 cycles/octave) and high (8 cycles/octave) modulation
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frequencies. Summers & Leek (1994) measured SM detection thresholds in hearing-impaired
listeners and found that the SMTFs were proportionally elevated for hearing-impaired relative to
normal-hearing listeners. For cochlear implant users, the SMTFs varied in shape reflecting
multiple underlying factors (e.g., spectral resolution), yet thresholds at low modulation frequencies
were correlated with speech identification task (Saoji et al., 2009). Ozmeral et al. (2018) confirmed
the impact of mild and moderate hearing loss on the SMTF but established that age alone (young
adult versus elderly adult) does not impact the SMTF.
The detection or discrimination of changes in SM relies on the ability to perceive changes
in the spectral envelope of a modulated signal compared to an unmodulated standard. There are
two possible comparisons that are theoretically possible when detecting SM. One is referred to as
a within-channel comparison, a sequential comparison, or a burst comparison. In theory, this
comparison is based on a local spectral cue where the difference in intensity within a certain
frequency channel (i.e., critical band) is compared between observation intervals. This type of
comparison has been emphasized in intensity discrimination tasks (e.g., Florentine, 1983, 1986).
A second possible comparison is referred to as an across-channel or simultaneous comparison.
This comparison, on the other hand, is based on a global spectral cue where the intensity
differences across frequency channels (different critical bands) are compared within a single
interval, perhaps allowing for an overall spectral shape to be perceived. This type of comparison
is thought to be used in profile analysis to detect the difference produced by an increment in a
single component of a tonal complex (e.g., Green, 1983; Green et al., 1983). Two efforts have been
introduced to discourage the use of within-channel processes and to encourage the use of acrosschannel processes. Both involve randomizing some aspect of the stimulus to make within-channel
cues less reliable. The first is roving overall level in a random fashion, such that local level cues
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become less reliable, which presumably encourages across-channel spectral pattern evaluation.
The second is randomizing the starting phase of the spectral modulation, which has the same effect
as roving level.
1.2.2. Animal
Amagai et al. (1999) reported that SM detection thresholds for SM frequencies ranging
from 0.5 to 10 cycles/octave measured in budgerigars were similar to human SM detection
thresholds. Although the avian auditory system differs from that of humans, their spectral
modulation transfer functions (SMTFs), SM detection thresholds over a range of modulation
frequencies, showed a similar pattern to that of human listeners in that they are most sensitive to
SM at 2 cycles/octave. In contrast, O’Connor et al. (2000) reported that SM detection thresholds
were different between macaques and humans at modulation frequencies of 0.5 to 2 cycles/octave.
Although the monkeys had almost three times higher thresholds than humans, their overall hit rate
was equal to 100% as well as having a lower false-alarm rate than humans. The researchers
suggested that this result was indicative of a species difference in the ability to combine spectral
components into a spectral pattern rather than a task-related deficiency, though this is somewhat
hard to reconcile given other parallels between avian, macaque, and human auditory perception.
1.3. Neurophysiological Studies
Early work investigating SM encoding in the auditory system showed that the neurons in
the primary auditory cortex were tuned to characteristics of SM stimuli such as the SM frequency,
the starting modulation phase (which dictates the audio-frequency region), and modulation depth
(e.g., Schreiner & Calhoun, 1994). Shamma et al. (1995) also showed that neurons in ferret primary
auditory cortex function as SM filters, with groups of neurons firing best in response to specific
SM frequencies. Although similar results can be observed in the inferior colliculus, activity in
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response to spectral modulation is typically smaller in magnitude than in cortex (Depireux et al.,
1996). In macaques, however, most neurons in auditory cortex were tuned to modulation
frequency, bandwidth or both with an interaction between the two variables (O’Connor et al.,
2010). There have been many subsequent investigations using stimuli with a variety of spectral
and spectro-temporal modulation patterns designed to investigate a variety of questions, but the
primary outcomes support representation of SM encoding within the auditory cortex.
1.4. Electrophysiological Studies
One unpublished study using electrophysiological methods was conducted at the
University of Buffalo by Dr. Carrie Secor (now in the Auditory & Speech Sciences Laboratory at
USF) along with Drs. Ann and David Eddins. The results revealed that cortical auditory evoked
potentials (CAEP) could be used to index the cortical representation of spectral modulation. In an
acoustic change complex (ACC) method, the evoked response to a change from unmodulated to
spectrally modulated sound was proportional to the behavioral SM detection threshold across a
wide range of SM frequencies, resulting in off-set but parallel SMTFs. More recently, Stoody et
al. (2011) used mismatch negativity (MMN) to measure passive cortical responses to varying SM
depth in young normal hearing listeners. The MMN magnitude and latency in response to a small
or medium spectral modulation depth were directly proportional to stimulus SM depth. Note that
they only measured MMN at fixed modulation depths of 5, 10, and 20 dB with 0.5 cycles/octave
modulation frequency. It has been shown that behavioral thresholds can vary substantially among
listeners, particularly at the lower SM frequencies (e.g., Eddins & Bero, 2007). Thus, we know
that human cortex is sensitive to SM and its related stimulus parameters. In addition to SM
encoding, it is of interest to understand the cortical sources or locations in the brain that underlie
the specific spectral cues available during SM identification (SM frequency, carrier frequency),
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specifically whether there is hemispheric specialization for processing such cues. Further, it is
important to understand the potential contribution of top-down influences with attentional
demands during the task.
It has been known for several decades that there is cortical asymmetry in processing
acoustic stimulus features, where the left auditory cortex is relatively more sensitive to temporal
processing and the right auditory cortex is relatively more sensitive to spectral processing (Zatorre
& Belin, 2001). Eddins & Eddins (2015) used electrophysiological methods to measure cortical
responses to spectral (SM), temporal (TM), and spectro-temporal (STM) modulation (similar to
stimuli used in this dissertation) and their results showed that SM generated more robust activity
in the right temporal lobe and TM more robust processing in the left temporal lobe, whereas STM
showed relatively balanced activity in both hemispheres. When more specific aspects of temporal
processing are considered, however, the asymmetric sampling in time (AST) theory of Poeppel
(2003) posits that rapid temporal changes are processed in the left hemisphere while slower
temporal changes are processed in the right hemisphere. With regard to both temporal and spectral
processing, Zatorre & Belin (2001) used functional magnetic resonance imaging (fMRI) and
showed that temporal processing was dominant in the left hemisphere and spectral processing was
dominant in the right hemisphere. In contrast, when Thivard et al. (2000) used positron emission
tomography (PET) to scan subjects while listening to SM stimuli, they showed that SM had
increased activation in the left hemisphere (left primary auditory cortex, superior temporal gyri
and left planum temporale) relative to baseline scans. Note that their SM stimulus was the steadystate portion of speech synthesis. Thus, as summarized in Table 1.1, the hemispheric processing
for both temporal and spectral modulation appears to be dependent on the nature of the stimuli
used in the investigation as well as the task used to evaluate processing.
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Table 1.1. A summary of previous investigation in hemispheric asymmetry.
Temporal
General
Envelope
Fine structure

Spectral

Left

Right

(Eddins & Eddins, 2015; Zatorre & Belin, 2001)

(Eddins & Eddins, 2015; Zatorre & Belin, 2001)

Right

Left

(Poeppel, 2003)

(Thivard et al., 2000)

Left
(Poeppel, 2003)

In addition to the influence of stimulus features, auditory attention is known to modulate
cortical neural encoding in the human auditory cortex (Hillyard et al., 1973; Woldorff et al., 1993).
Interestingly, little is known about the influence of auditory attention on spectral processing and
the representation of that processing in the cortex. For example, based on previous investigations
of auditory attention, one would assume that selective attention to spectral cues would enhance
CAEPs, but the nature of that enhancement and relation to stimulus parameters and auditory
perceptual abilities is unknown and unexplored. As noted above, there is strong evidence of
differential representation of temporal and spectral features that depend on scale (e.g., local,
global). One research question to be addressed in this study is whether or not selective (directed)
attention to a specific spectral cue (e.g., envelope vs. carrier) will modulate the CAEP
differentially. Given that these spectral cues can co-occur and co-vary (i.e., spectral modulation
frequency; SMF and the carrier frequency; CF), a second research question is how the perception
and neural representation of the cues might differ when attention is not explicitly directed toward
one cue or the other. An earlier unpublished study conducted in 2002 at the University at Buffalo
by Dr. Ann Eddins used PET imaging to measure cortical activity while listeners were instructed
to pay attention to either an SMF or CF feature when those features were randomized across trials.
The results showed that the spectral envelope processing was dominant in left hemisphere while
the carrier frequency processing was dominant in the right hemisphere. This indicates that the
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spectral processing can be altered by auditory directed attention. The current study was designed
to expand on that pilot work to gain a better understanding of auditory spectral processing and the
role of selective attention on the hemispheric distribution of activity.
In sum, the overall goal of this dissertation is to better understand how humans perceive
and encode SM, a well-controlled stimulus that represents attributes of natural sounds such as the
spectral envelope of natural speech and provides an informative, accessible, and efficient means
of assessing spectral envelope perception. Although the perception of SM has been investigated in
many contexts, and in some clinical populations, this dissertation aims to answer three major
questions related to the perception and neural encoding of spectral modulation.
1.

How does stimulus duration and presentation level impact behavioral detection of
spectral modulation?

2.

How is SM encoded at the cortical level and how does auditory selective attention
impact that encoding?

3.

How do individuals weigh two different spectral cues (i.e., SMF and CF) when they
co-occur and co-vary in an SM identification task, and how does neural encoding
at the cortical level relate to the individual perceptual weights given to those cues?

This dissertation contains three separate studies associated with each of these questions.
The content in Chapter 2 includes the effects of stimulus duration and level on behavioral detection
of spectral modulation. Chapter 3 reports on the investigation of neural encoding of spectral
modulation frequency versus carrier frequency and the role of selective attention using cortical
auditory evoked potentials (CAEP). Chapter 4 describes the results of the relative weights on
spectral modulation frequency and carrier frequency cues, quantified using a Condition-on-a-

12

single-stimulus (COSS) analysis for both behavioral and simultaneously measured CAEP
responses. Last, Chapter 5 provides an overall discussion and conclusions of the dissertation.
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2. The Effects of Duration and Level on Spectral Modulation Perception1

2.1. Abstract
Purpose: Spectral modulation detection is an increasingly common assay of supra-threshold
auditory perception and has been correlated with speech perception performance. Here the
potential effects of stimulus duration and stimulus presentation level on spectral modulation
detection was investigated.
Method: Spectral modulation detection thresholds were measured as a function of modulation
frequency in young, normal-hearing listeners. The standard stimulus was a bandpass noise, and
signal stimuli were created by superimposing sinusoidal spectral modulation on the bandpass noise
carrier. The modulation was sinusoidal on a log2 frequency axis and a log10 (dB) amplitude scale
with a random starting phase (0 to 2π radians). In one experiment, stimulus durations were 50,
100, 200, or 400 ms (at fixed level 81 dB SPL). In a second experiment, stimuli were presented at
sensation levels of 10, 20, 30, 40, and 60 dB SL (fixed at a duration of 400 ms).
Results: Spectral modulation detection thresholds were similarly low for the 400 and 200 ms
durations, increased slightly for the 100 ms duration, and increased markedly for the 50 ms
duration. Thresholds were lowest for 40 dB SL, increased slightly for 20, 30, and 60 dB SL, and
markedly higher for the 10 dB SL condition.

1

This article (Isarangura, S., Eddins, A. C., Ozmeral, E. J., & Eddins, D. A. (2019). The Effects of Duration and Level on Spectral Modulation
Perception. Journal of Speech, Language, and Hearing Research, 62(10), 3876-3886.) is published and the copyright permission can be found in
Appendix A
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Conclusions: The increase in thresholds for the shortest durations and lowest sensational levels is
consistent with previous investigations of auditory spectral profile analysis. The effects of
presentation level and stimulus duration are important considerations in the context of
understanding potential relationships between the perception of spectral cues and speech
perception, when designing investigations and interpreting data related to spectral envelope
perception, and in the context of models of auditory perception. As examples, two simple models
based on auditory nerve output that have been used to explain spectro-temporal modulation in
previous investigations produced output inconsistent with the present results.
2.2. Introduction
The detection of sinusoidal spectral modulation is commonly used as a general measure of
auditory spectral shape perception, a fundamental auditory perceptual ability. Spectral modulation
detection is analogous to the detection of sinusoidal amplitude modulation, a common index of
auditory temporal processing. Measures of fundamental auditory perceptual abilities are often
dependent to some extent on the duration and/or the level of the stimuli used to measure those
abilities. Such abilities sub-serve more complex perceptual tasks such as the coding of specific
acoustic features, auditory object formation, and auditory stream segregation (e.g., Shihab A.
Shamma et al., 2011). It is important, therefore, to establish the effects of duration and level on
basic auditory perception and, perhaps in the foreseeable future, to build any associated
dependencies into computational models that might be used to better understand and predict more
complex auditory processing.
It is known that amplitude modulation detection is robust to a wide range of presentation
levels and a wide range of durations, limited only at very low sensation levels and for durations
that result in low numbers of modulation cycles (Viemeister, 1979). However, it is unknown how
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spectral modulation depends on those two basic stimulus properties. Furthermore, knowledge of
duration and/or level dependencies is important when designing and interpreting experimental
tasks or clinically relevant tasks that include measures of basic auditory perception. Most
investigations of spectral modulation detection have used relatively long-duration stimuli (e.g.,
400 to 500 ms) and relatively high presentation levels (spectrum levels between 30 and 50 dB),
though the utility of these choices will depend on the goals of the investigation. Investigations
comparing the performance of listeners with normal hearing to those with hearing loss face the
dilemma of whether it is better to make comparisons at equal sensation levels or an equal overall
level. If high sensational levels are desirable to achieve optimum performance, then the presence
of hearing loss may pose a measurement challenge because of the limited dynamic range of many
listeners with hearing loss. Similarly, studies of auditory profile analysis, typically have used
durations of around 100 ms, limiting any direct comparisons to more recent studies of spectral
modulation. Investigations that have considered the relationship between performance on speech
perception tasks and performance on spectral modulation detection task also have measured
spectral modulation superimposed on stimuli with long durations (e.g., Saoji et al., 2009) while
the spectral modulations in speech are commonly on the order of 50 to 150 ms rather than 400 or
500 ms. If, for example, spectral modulation detection is inversely related to duration, then
estimates of the strength of such relationships may be artificially low by virtue of the choice of
stimulus duration.
Spectral envelope perception involves the encoding of patterns of intensity change across
frequency and builds on the basic auditory abilities of intensity discrimination and frequency
selectivity. A common measure of spectral envelope perception is spectral modulation detection,
and when measured across a range of modulation frequencies, the spectral modulation transfer
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function (SMTF) provides a broad characterization of spectral envelope perception. Spectral
modulation detection thresholds have been used to predict aspects of speech perception in listeners
with hearing loss (e.g., Bernstein et al., 2013; Saoji et al., 2009). Van Veen & Houtgast (1985)
illustrated the relation between spectral modulation and speech, noting for example that vowels
can be distinguished on the basis of variations in their spectral modulation characteristics, with
modulation frequencies near 2 cycles/octave being most different among vowel stimuli. Similarly,
Qian & Eddins (2008) demonstrated the importance of the same modulation frequency range in
variations in an elevation-related spectral shape introduced by the pinnae.
Spectral modulation detection often is measured using a noise carrier that is modulated
such that the amplitude of that carrier varies sinusoidally on a logarithmic frequency axis from low
to high audio frequency. Typically, the modulation phase is chosen at random to reduce the
likelihood that detection is based simply on a local intensity comparison across noise bursts
representing the flat-spectrum standard and the modulated signal in multi-interval listening tasks.
This spectral modulation creates a series of peaks and valleys in the spectrum that, to a first
approximation, are represented along cochlear space and, in theory, are represented tonotopically
throughout the auditory system. As can be seen in Figure 2.1, increases in the modulation
frequency from low (panel A) to high (panel B) lead to increases in the density of the
corresponding spectral peaks and valleys, and corresponding changes in estimated excitation
patterns (panels C and D, respectively; Moore & Glasberg (2004). A typical spectral modulation
transfer function is shown in panel E. Threshold for any given modulation frequency, and thus the
shape of the function, depends in part on the ability to detect a change in intensity across frequency.
This ability may be limited by the frequency resolving power of the auditory system. These basic
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abilities, combined with the ability of the system to compare intensity across a range of audiofrequencies, ultimately determine the sensitivity to spectral modulation.

Figure 2.1. Examples of spectral modulation superimposed on a 3 octave carrier (400 to 3200 Hz). In Panel
A, the signal stimulus has a modulation frequency of 0.5 cycles/octave (black line) at a 20-dB modulation
depth (solid black line) and the standard stimulus is unmodulated (blue dashed line). Panel B shows a
similar example for 2 cycles/octave. Panels C and D show estimated excitation patterns (EP) for the
standard unmodulated noise (black line) and modulated signal (blue dashed line). Panel E depicts an
average spectral modulation transfer function (SMTF) for a 400-ms duration.
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Accordingly, to anticipate the potential effects of stimulus duration and/or level on spectral
modulation detection, one may consider the known effects of duration and level on level
discrimination, frequency selectivity, and on other measures of spectral envelope perception such
as auditory profile analysis. Because spectral modulation detection is known to be limited to some
degree by the limited frequency resolving power of the auditory system (e.g., Summers & Leek
1994), we also consider how such limits may interact with stimulus duration and level in this
context.
2.2.1. The Potential Effect of Duration on Spectral Modulation Detection
With respect to level discrimination, the spectral modulation detection task provides two
possible cues. One is a “burst comparison” analogous to the investigation reported by Florentine
(1986) and a second is an across-frequency intensity comparison analogous to the profile analysis
task (e.g., Green 1982). In terms of the burst comparison, if a fixed modulation phase is used, then
a listener could, in theory, focus on one or more fixed frequency regions where the intensity in the
signal interval is expected to increase or decrease. The data from Florentine (1986) indicate that
such comparisons should result in systematic and nearly linear decreases in detection threshold
with increasing duration over the range from a few milliseconds (e.g., 2 ms) to several seconds
(e.g., 2 s). With random modulation starting phase, a focus on local level differences across
presentation intervals is made less reliable than with a fixed modulation phase, but it is the case
that comparisons across intervals at some frequency regions might provide access to stable
intensity differences. Thus, one may hypothesize that if local sequential comparisons of level
across interval bursts is the cue for spectral modulation detection, then detection threshold should
improve systematically and linearly over a wide range of stimulus durations from short to long
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based on Florentine, (1986). In terms of simultaneous, across-frequency level comparisons, the
spectral profile analysis method provides the most comprehensive body of data to date. With such
methods, it is typical to have a standard stimulus made of multiple equal amplitude (typically 11
to 21) sinusoidal components logarithmically spaced over a wide frequency region (several
octaves) and a signal stimulus with one or more components having a level increment. Because
the incremented component(s) is (are) fixed within a block of trials, the potential to make a local
level comparison across intervals is high. To minimize the potential to use such a cue, the overall
stimulus level is randomly selected (i.e., roved) from interval to interval. In this case, Green et al.,
(1984) and Dai & Green (1993) have shown that threshold for detecting the change in profile is
dependent on duration below 100 ms but not dependent on duration between 100 and 1000 ms.
Thus, one may hypothesize that if simultaneous, across-frequency level comparisons serve as the
basis for spectral modulation detection threshold, changes in duration should have the greatest
impact on spectral modulation detection below about 100 ms, resulting in higher thresholds,
whereas changes in duration beyond about 100 ms or so should have little impact on detection
thresholds.
2.2.2. The Potential Effect of Level on Spectral Modulation Detection
To anticipate potential changes in spectral modulation detection with level, we can look to
the same basic experimental methods. Intensity discrimination as a function of level (ΔI/I or the
change in intensity divided by intensity) in a burst paradigm indicates a systematic reduction in
ΔI/I from about 0.4 to about 0.1 as a function of sensation level over the range of 10 to 90 dB SL
that is independent of frequency region (Wier et al., 1977). On the contrary, spectral profile
analysis depends little on the stimulus level (Mason et al., 1984), with only a slight decrease in
threshold (~2.5 dB in units of 20log10[ΔA/A] where A is amplitude and ΔA is a change in
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amplitude) over a wide range of levels. Note that this scale is highly expansive relative to the ΔI/I
scale used by Wier et al. (1977), which when represented in units of 20log10 [ΔA/A], would have
resulted in thresholds that spanned from about -14 to about -26 dB from 10 to 90 dB SL. We also
know from the recent work of Magits et al. (2019) that spectro-temporal modulation detection
thresholds increase at high presentation levels (≥ 75 dB SPL).
Thus, like duration, previous data lead to a testable hypothesis. If spectral modulation
detection is based on sequential, across-interval level comparisons (i.e., across interval bursts),
then thresholds should be systematically dependent on level across a wide range of levels. In
contrast, if spectral modulation detection is based on simultaneous, across-frequency level
comparisons, then thresholds should not be strongly dependent on presentation level.
2.2.3. The Potential Effect of Frequency Selectivity on Spectral Modulation
Detection
It is important to consider the potential impact of frequency selectivity on spectral
modulation detection. As demonstrated by Summers & Leek (1994), spectral modulation detection
for high modulation frequencies, where spectral peaks (and valleys) are closely spaced relative to
the width of the auditory filter (e.g., Figure 2.1, B and D), frequency selectivity will limit the
internal spectral contrast and result in higher detection thresholds. Similarly, as shown by Eddins
& Bero 2007), at low spectral modulation frequencies, frequency selectivity has progressively less
impact on thresholds and changes in threshold with decreasing modulation frequency cannot be
explained solely by the limits of frequency selectivity. To our knowledge, the only published
investigation of the effect of duration on frequency selectivity was presented by Wriaht & Dai
(1994). They used a notched noise method to estimate the filter width and filter shape at 2500 Hz
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for short (5 ms) and long (295 ms) stimuli. The results indicated little change in filter width or
shape with duration.
It is known that estimates of frequency selectivity vary with increasing level in a complex
manner. In general, estimates of the width of the auditory filter increase monotonically with
increasing level (e.g., Glasberg & Moore, 2000; Moore & Glasberg, 1987; Rosen & Stock, 1992).
That increase in auditory filter width with level is small at very low frequencies (e.g., 125 Hz) and
increases systematically with increasing frequency (Rosen & Stock, 1992). Likewise, the
estimated shape of the auditory filter is level dependent, with a progressively shallower lowfrequency side as stimulus level is increased. Since spectral modulation detection requires
resolution of spectral peaks and valleys, and limited frequency selectivity will effectively reduce
the spectral contrast as the density of the modulation peaks and valleys increase, one would expect
that spectral modulation detection at high modulation frequencies will be impacted by limited
frequency selectivity. These results lead to the hypothesis that the stronger the dependence of
spectral modulation detection on frequency selectivity, the more that spectral modulation detection
thresholds should increase (get worse) with increasing level. On this basis, one could put forth the
hypothesis that higher spectral modulation frequencies should be impacted more with increasing
level than lower spectral modulation frequencies.
At high spectral modulation frequencies, multiple modulation peaks could fall within a
single auditory filter bandwidth, resulting in beating among peaks, and thereby potentially
providing a temporal cue to detection. If so, this temporal cue should be stronger for broader
auditory filters, encompassing a greater number of spectral peaks. Because the auditory filter width
increases with increasing level (Moore & Glasberg, 1987), this raises the possibility that such a
temporal cue could be stronger for higher than lower presentation levels. On this basis, one might
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predict that threshold for 8 cycles/octave (the highest frequency tested here) might change with
level to a greater extent than lower modulation frequencies as the stimulus increases from moderate
to high presentation levels. Likewise, it is well established that the perception of temporal
fluctuations is strongly dependent on carrier bandwidth (Eddins 1993; 1999). Thus, if the carrier
bandwidth is doubled, one might predict that any level effect at 8 cycles/octave would be even
stronger than for a narrower bandwidth. Finally, if the increased bandwidth encroaches higher
audio-frequencies, where the relative auditory filter width, defined as the equivalent rectangle
bandwidth divided by center frequency (e.g., ERB/fc) increases (Moore & Glasberg, 1987), any
temporal effects should be magnified even further. To evaluate these possibilities, we repeated the
presentation level experiment for a carrier bandwidth of 3 octaves, spanning 400 to 3200 Hz to
compare to a carrier bandwidth of 6 octaves, spanning 200 to 12800 Hz.
The goal of the current study is to evaluate the effects of level and duration on spectral
modulation detection. The modulation detection task, in theory, could be based on one of two
fundamental processes. One is based on a simultaneous, across-frequency comparison of
amplitude to encode spectral shape. The second is based on a sequential, across-interval (bursts),
frequency specific comparison of level. Randomization of modulation starting phase should
discourage the use of the second process, reinforcing the use of overall spectral shape (the first
process) to detect spectral modulation. On the basis of corresponding spectral profile analysis and
level discrimination experiments that have manipulated stimulus duration, we evaluate several
hypotheses. First, that the dependence of spectral modulation detection on stimulus duration will
be restricted to durations less than about 100 ms, in agreement with both types of experiments
(e.g., Florentine, 1986; Dai & Green, 1993). Second, that the sensitivity of the spectral modulation
transfer function depends upon stimulus presentation level for presentation levels very near
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absolute detection threshold (i.e., for detecting the presence of the noise carrier). Third, based on
the discussion of frequency selectivity above, we evaluate the hypothesis that at higher
presentation levels, any effect on spectral modulation detection should differentially impact higher
relative to lower modulation frequencies. In addition to evaluating these hypotheses, this
investigation will provide information that would be essential in the development of any models
of auditory perception intended to encompass spectral or spectro-temporal modulation perception.
We illustrate this by evaluating the output of a simple peripheral auditory model developed by
Zilany and colleagues (Zilany et al., 2014; 2009) with two different decision statistics. Ultimately,
we anticipate that mapping out the effects of level and duration on spectral modulation detection
can provide theoretically and practically useful information.
2.3. Method
2.3.1. Participants
Participants included six young listeners (20 to 25 years of age) with normal audiometric
hearing thresholds (≤ 20 dB HL) in the range of 250 to 8000 Hz. They had no history of middle
ear disorders or ear surgery. Data collection was completed over 12 to 15 sessions lasting
approximately 2 hours each, for a total of approximately 25 to 30 hours of testing per subject. The
listeners provided written consent for study participation, and all procedures were approved by the
university Institutional Review Board. Participants were compensated for their participation time
with an hourly wage.
2.3.2. Stimuli
All stimuli were generated in MATLAB (The Mathworks, Inc; Natick, MA). Stimuli were
similar to those reported by Eddins & Bero (2007). The modulators were sinusoidal on a
logarithmic frequency axis (log2) and a logarithmic amplitude scale (dB), such that the internal
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representation of the spectral modulation was, to a first approximation, sinusoidal (e.g., Figure 2.1
C and D). The function representing the modulation waveform is shown by equation (1). The
spectral modulation frequencies were 0.25, 0.5, 1, 2, 4, and 8 cycles/octave. Modulators had a
random starting phase (uniform distribution between 0 and 2π radians) and the modulation depth
was specified as the peak-to-valley difference in dB as shown in Figure 2.1 A and B. The
modulator spanned the full audio-frequency spectrum and was scaled to the desired modulation
depth prior to modulation of the carrier. The noise carrier stimuli had nominal bandwidths of either
three octaves (400 to 3200 Hz) or six octaves (200 to 12800 Hz) with a slope outside the nominal
bandwidth of -36 dB per octave. The sampling frequency was 40984 Hz.
𝑀

𝑥(𝑓) = 1020 sin(2𝜋𝛺𝑓+𝜃) ; M = depth in dB

(1)

2.3.3. Equipment
Digital stimuli were presented through a soundcard (Realtek High Definition Audio) and
the analog output was amplified (Studio Linear Amplifier; SLA4) prior to routing to an insert
earphone (Etymotic Research; ER-2) and presented to the left ear of the participant at experimentspecific levels as noted below. To calibrate stimulus level, earphones were coupled to a Zwislocki
ear simulator (Bruel & Kjaer DB-100), fitted with a G.R.A.S. 40 AG ½” externally polarized
pressure microphone, connected to a G.R.A.S. 26 AK ½” preamplifier, routed to a G.R.A.S. 12AA
power supply, the output of which was measured with a Fluke 45 multi-meter. Prior to calibrating
the desired stimulus, relative level was established by coupling a sound calibrator (Bruel & Kjaer
type 4230) directly to the microphone in the circuit described above.

25

2.3.4. Procedure
Participants were seated comfortably at a desk inside a double-walled sound-attenuating
chamber. Detection thresholds were estimated using a three-down, one-up adaptive staircase
method estimating 79.4% correct detection (Levitt, 1971). Stimuli were presented in a threeinterval, two-alternative, forced-choice (3I-2AFC) presentation paradigm in which the first
interval always consisted of the standard unmodulated stimulus. Responses were collected using a
graphical user interface (GUI) in the MATLAB environment. The GUI featured three rectangular
boxes from left to right that corresponded to intervals one, two, and three. During each interval,
the respective box changed color. Subject responses were made by using a mouse device to click
on either the interval 2 or interval 3 box. Feedback consisted of a red light above the interval button
that was repeatedly flashed on and off over the correct intervals. A single threshold estimate was
based on a block of 60 trials that included at least 7 reversals. The first three reversals were always
excluded from the threshold computation. The threshold for a run was based on an average of the
modulation depth that occurred on the next even number of reversals, with a minimum of four
reversals required to compute a threshold. The final threshold for a condition was based on the
average of three such blocks. Each participant completed both experiments, beginning with the
duration experiment. Conditions within an experiment were presented in random order across
participants. A given participant was provided two practice runs (~10 minutes) on their first
duration condition prior to collection of the data reported here.
Duration experiment: There were a total of 24 conditions (a combination of 6 modulation
frequencies and 4 stimulus durations) including frequencies of 0.25, 0.5, 1, 2, 4, 8 cycles/octave
and durations of 50, 100, 200, and 400 ms. The noise carrier had a six-octave bandwidth (200 to
12800 Hz) and stimuli were presented at an overall level of 81 dB SPL. For each adaptive track,
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the starting modulation depth was 25 dB that was adjusted using a multiplicative step that initially
was a factor of 1.587 dB (i.e., the next step down would be 15.749 dB) for the first three reversals,
after which the factor was reduced to 1.122 dB. Threshold estimates for each block were based on
the last even number of reversals obtained with the smaller multiplier.
Level experiment: In this experiment, two carrier bandwidths were evaluated, a 3-ocative
bandwidth (400 to 3200 Hz) and a six-octave bandwidth (200 to 12,800 Hz). To support
presentation at specific sensation levels, thresholds for detecting the unmodulated bandpass noise
carriers were measured first. The adaptive tracking procedure for these conditions had an initial
stimulus level of 50 dB SPL that was varied adaptively using an additive step size that was 5 dB
for the first three reversals and then was reduced to 2 dB for the remainder of the block of trials.
Threshold estimates for each block were based on the last even number of reversals obtained with
the smaller step size (after the three reversals). Spectral modulation detection thresholds were
measured for each modulation frequency (0.25, 0.5, 1, 2, 4, 8 cycles/octave) at stimulus levels of
10, 20, 30, 40, and 60 dB SL for a total of 60 conditions (6 modulation frequencies, 5 levels, 2
bandwidths). The duration was fixed at 400 ms. The psychophysical methods for these conditions
were the same as for the duration experiment. The order of conditions was randomized separately
for each participant for each experiment.
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2.4. Results
2.4.1. Effects of Duration

Figure 2.2. Spectral modulation detection versus stimulus duration. This graph shows spectral modulation
detection thresholds as a function of modulation frequency (mean and standard error) with duration as the
parameter indicated by symbol type.

The effect of stimulus duration on spectral modulation detection thresholds (modulation
depth in dB) and modulation frequency (cycles/octave) is shown in Figure 2.2 with duration
indicated by symbol color and type. Overall, the SMTFs demonstrate a shallow band-pass shape
with peak sensitivity between 1 and 4 cycles/octave (mean threshold ranging from 4.22 to 5.38 dB
across conditions for a duration of 400 ms). Visual inspection of Figure 2.2 indicates that the
lowest modulation detection thresholds occur for the two longest durations (200 and 400 ms) and
that thresholds are noticeably higher for the 50 ms condition. This effect is most pronounced for
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modulation frequencies greater than 0.5 cycles/octave. A two-way repeated-measures analyses of
variance (ANOVA) with a Greenhouse-Geisser correction for sphericity revealed statistically
significant effects of modulation frequency (F1.44, 7.22 = 16.19, p = 0.003), stimulus duration (F1.06,
5.28

= 27.27, p = 0.003), and an interaction between stimulus duration and modulation frequency

(F1.84, 9.18 = 4.70, p = 0.041). Table 1 shows the results of separate post-hoc one-way repeatedmeasures analyses of variance (ANOVA) that were completed with duration as a factor for each
modulation frequency. This illustrates that the significant effects were mainly driven by the
duration effects at all modulation frequencies except at 0.25 cycles/octave. Visual inspection of
Figure 2.2 at 0.25 cycles/octave shows that thresholds increased markedly for the 100-ms
condition as well as the 50-ms condition.

Table 2.1. F value of duration effect at each modulation frequency

Spectral modulation frequency
Duration effect at each modulation frequency
(cycles/octave)
0.25

F1.26,3.00 = 3.903, p = 0.089

0.5

F2.13,10.65 = 8.423, p = 0.006

1

F2.04,10.22 = 28.51, p < 0.001

2

F1.84,9.18 = 15.66, p = 0.001

4

F1.71,8.53 = 75.13, p < 0.001

8

F1.03,5.13 = 10.54, p = 0.022

2.4.2. Effects of Level
To evaluate the potential effects of presentation level, spectral modulation detection was
measured at five sensation levels relative to absolute detection threshold for each individual
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participant. The average detection threshold for the unmodulated, six-octave carrier was 22.5 dB
SPL (standard error = 2.0 dB), and ranged from 28 to 91 dB SPL. Average presentation levels
ranged from 32.5 (10 dB SL) to 82.5 (60 dB SL).

Figure 2.3. Spectral modulation detection versus presentation level (6-octave carrier bandwidth). This graph
shows spectral modulation detection thresholds as a function of modulation frequency (mean and standard
error) with stimulus sensation level as the parameter indicated by symbol type.

Figure 2.3 displays the resulting SMTFs as a function of sensation level for the six-octave
carrier (200-12800 Hz) with symbol type and color denoting the different sensation level
conditions. Visual inspection reveals little difference in the resulting SMTFs for sensation levels
of 20, 30, 40, and 60 dB. On the contrary, modulation detection thresholds increase markedly for
the 10 dB SL condition. A two-way repeated measures analysis of variance (ANOVA) was
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completed with sensation level and modulation frequency for the six-octave bandwidth. Using the
Greenhouse-Geisser correction for sphericity, the results revealed significant main effects of
modulation frequency (F2.21, 11.05 = 17.86, p < 0.001), and sensation level (F1.02, 5.10 = 8.348, p =
0.033). There was no significant interaction. Post-hoc one-way repeated-measures analyses of
variance (ANOVA) were completed with sensation level as a factor for each modulation
frequency. The results showed that the significant main effect was driven primarily by the effect
of sensation level at 0.5 and 8 cycles/octave.

Table 2.2. F value of sensation-level effect at each modulation frequency

Spectral modulation frequency
Sensation level effect at each modulation frequency
(cycles/octave)
0.25

F1.17,5.87 = 4.84, p = 0.068

0.5

F1.16,5.79 = 8.56, p = 0.025

1

F1.24,6.18 = 4.73, p = 0.067

2

F1.01,5.05 = 2.15, p = 0.203

4

F1.11,5.53 = 3.12, p = 0.131

8

F1.07,5.35 = 14.93, p = 0.010

2.4.3. Effects of Carrier Bandwidth
To determine if the effect of level varies with carrier bandwidth, the level experiment was
repeated for the three-octave carrier (400 to 3200 Hz) at all previous modulation frequencies except
0.25 cycles/octave (only considering at least one and a half cycles of modulation). The average
detection thresholds for the unmodulated, three-octave carrier was 19.4 dB SPL (standard error =
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1.5 dB). In comparing across carrier bandwidths, a three-way repeated measures analyses of
variance (ANOVA) was computed with sensation level, modulation frequency and bandwidth as
within-subject factors. The results confirmed the same main effects of level and modulation
frequency as previously identified, but no significant main effect of bandwidth (F1.00, 5.00 = 0.158,
p = 0.708) or interactions, as shown in Figure 2.4A (SMTF comparison between 3- and 6-octave
carrier bandwidth, dashed versus solid lines, respectively) and 4B (the differences between two
carrier bandwidths).
In the Introduction, several hypotheses regarding the potential availability of temporal cues
to detection were discussed. It was noted that temporal modulation detection might be related to
an interaction among adjacent spectral peaks, resulting in a temporal cue analogous to beats. This
interaction should be greatest for the highest spectral modulation frequency, which has the most
closely spaced spectral peaks. It also should increase with increasing auditory filter width, which
in turn should increase as the presentation level increased from 40 to 60 dB SL. Contrary to this
prediction, threshold at 8 cycles/octave changed little with increasing level from 40 to 60 dB SL
(the largest change was from 20 to 10 dB SL). Auditory filter width would be greatest at the highest
center frequency available, which would correspond to the 200 to 12800 Hz carrier bandwidth
rather than the 400 to 3200 Hz carrier bandwidth. At 8 cycles/octave, and the higher presentation
levels, there was no difference in spectral modulation detection threshold, consistent with the lack
of a robust temporal cue.
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Figure 2.4. The effect of sensation level as a function of carrier bandwidth. Panel A displays a comparison
of SMTFs for two bandwidth conditions as a function of sensation level. The solid lines represent the results
for a six-octave carrier bandwidth (200 – 12800 Hz) and the dashed lines represent the results for a 3-octave
carrier bandwidth (400 – 3200 Hz). Panel B shows the difference between the spectral modulation detection
thresholds obtained with each of two bandwidth conditions (with standard error).

2.4.4. Computational Auditory Model
In the Introduction, it was suggested that models that are presumed to encompass
fundamental auditory perception, including spectral shape perception, should be able to account
for any effects of stimulus duration or level upon detection. To illustrate this concept, we
considered a simple peripheral auditory model developed by Zilany and colleagues (Zilany et al.,
2014; 2009) that was used previously to explain stimulus effects in spectro-temporal modulation
detection (Magits et al., 2019). As a first step, we investigated whether or not this model would
produce output qualitatively consistent with the effects of stimulus duration and level observed in
the current behavioral data. For each duration or level condition, we submitted three stimulus types
to the model: the unmodulated standard or carrier, the signal with a modulation depth equal to the
average threshold shown in Fig. 2 or 3, and the signal with a modulation depth equal to 10 dB
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above the average threshold shown in Fig. 2 or 3. To explore the effect of duration, the presentation
level was fixed at 81 dB SPL, and duration was either 50, 100, 200, or 400 ms, as in the duration
experiment above. To explore the effect of level, the stimulus duration was fixed at 400 ms, and
level was either 10, 20, 30, 40, and 60 dB SL (relative to an average detection threshold of the
unmodulated stimulus of 22 dB SPL).
Briefly, the peripheral model consists of an inner hair cell (IHC) stage with a front end
including a middle-ear filter, basilar membrane tuning and the frequency-offset of the control-path
filter (Zilany et al., 2014; 2009). The output is then fed into a “synapse” stage. Synapses of the
auditory nerve are generated as a mean rate-per-center-frequency (CF) with 128 CFs
logarithmically spaced between 125 to 15000 Hz. For each CF, the responses were simulated as
the average of 50 auditory nerve (AN) fibers with different spontaneous rates: low (10), medium
(10), and high (30). The resulting output across time and frequency has been termed the early stage
neurogram (ESN) as shown in Figure 2.5A. The ESN of the signal and standard were averaged
across the full duration of the stimulus in each condition, as there were no obvious or expected
temporal changes in the stimuli, referred to here as a frequency profile (Figure 2.5B; signal - blue
solid line and standard - black solid line). We adopted the first decision statistic from Magits et al.
(2019), along with their terminology, to quantify the variability (i.e., dispersion) as shown in
equation (2) that is proportional to the stimulus conditions. The median of the interquartile
frequency range (IQR) at each duration or level was computed and then compared for the signal
and standard versions of each stimulus, as shown in Figure 2.5C and 5D.
𝑑𝑖𝑠𝑝𝑒𝑟𝑠𝑖𝑜𝑛 = 𝑀𝑒𝑑𝑖𝑎𝑛(𝐼𝑄𝑅(𝑓𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦 𝑝𝑟𝑜𝑓𝑖𝑙𝑒))

(2)

The simple assumption of any model of spectral modulation detection is that variations in
the output of the model reflect variations in behavioral threshold in the modulation detection task.
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Thus, if the input to the model is the modulation depth that corresponds to behavioral threshold in
each stimulus condition, then the output of the model should be constant across stimulus conditions
(i.e., modulation frequency, stimulus duration, stimulus level) and equally different from the model
output for the standard (unmodulated) stimulus for the same stimulus condition. The reference
condition is the model output (dispersion) for the unmodulated standard condition (carrier alone)
as shown by the asterisks for each stimulus duration (Figure 2.5C) or presentation level (Figure
2.5D), respectively. Clearly the dispersion varies with both parameters as indicated by separation
among asterisks within a panel. The signal conditions reflect the model output (dispersion)
corresponding to modulation detection threshold (MDT; dashed lines) or modulation depths 10 dB
above threshold (MDT + 10 dB; solid lines) for each condition shown as a function of modulation
frequency in Figures 2.5C and 2.5D. If modulation detection is proportional to the change in
dispersion (from the standard) produced by the signal modulation depth, then model output for the
signal depths corresponding to modulation detection threshold should be roughly equal across
modulation frequency and equally different from the model output for the standard stimulus across
stimulus condition (duration or level). The model data are not consistent across stimulus conditions
and the deviation is greatest for lower modulation frequencies and for the higher presentation
levels.
As a second method of estimating sensitivity from the ESN, we subtracted the frequency
profile for the standard condition from the frequency profile for a signal condition and then
computed the maximum difference in the remaining function, referred to as the dispersion
difference. Since the modulation depth for each condition at the input to the model was either equal
to the average behavioral threshold or was relative to (10 dB above) behavioral threshold for that
condition, the pattern of dispersion differences at the output of the model should be constant across
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conditions if the model accurately captures variations associated with the stimulus conditions. For
the duration experiment (Figure 2.5E), we first consider the results as a function of modulation
frequency. The dispersion differences are smaller for the higher than the lower modulation
frequencies and vary little from 4 to 8 cycles/octave. As the modulation frequency decreases, the
dispersion differences increase. Thus, the model output is not constant as a function of modulation
frequency, indicating that dispersion difference is not directly proportional to threshold. For the
model to accurately capture changes in sensitivity to modulation with increasing duration, again
one would expect the dispersion difference at threshold or 10 dB above threshold to be constant
with duration. In fact, there is irregular variation with duration. For the level experiment (Figure
2.5F), the dispersion differences again vary with modulation frequency, being smallest for 4 and
8 cycles/octave and increasing with lower modulation frequencies. Even more dramatic are the
changes in model output with changing level. In the case of modulation frequency, stimulus
duration, and stimulus presentation level, the model output is inconsistent with a constant
dispersion difference at threshold and to a first approximation this inconsistency is inversely
proportional to modulation frequency. In other words, the model is most closely related to
behavioral performance for the highest modulation frequencies and increases in divergence as the
modulation frequency decreases. This result is similar to the correspondence between changes in
the excitation pattern and behavioral threshold as a function of modulation frequency, as
demonstrated by Ozmeral et al. (2018) in the context of variations in spectral modulation threshold
with hearing loss and age.
In sum, the instantiation of the simple AN model here, and the associated qualitative
analyses, illustrate that the model output is not consistent with behavioral thresholds and their
dependencies on modulation frequency, stimulus duration, and presentation level. In this regard,
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the present results are inconsistent with those of Magits et al. (2019) who reported output from the
same model that was consistent with the detection of spectro-temporal modulation as a function of
presentation level. We conclude that a more sophisticated model is needed to better capture
stimulus dependencies in the spectral modulation detection task.
2.5. Discussion and Conclusions
The spectral modulation detection thresholds measured in this study for long stimulus
durations and moderate stimulus levels are consistent with previous measures of spectral
modulation detection using similar durations and levels, both in terms of absolute threshold value
and the general bandpass shape of the spectral modulation transfer function (e.g., Eddins & Bero,
2007; Ozmeral et al., 2018). Thresholds were stable with decreasing stimulus duration from 400
to 200 ms. Further reduction in duration to 100 ms produced small but significant increases in
modulation detection thresholds and reduction to 50 ms produced large increases in thresholds.
Thus, modulation detection was robust for shorter durations until the stimulus was less than 100
ms. Such changes are consistent with previous data involving simultaneous, across-frequency level
comparisons such as auditory profile analysis (e.g., Dai & Green, 1993) and are inconsistent with
investigations involving sequential, across-interval level comparisons (e.g., Florentine & Buus,
1987).
Similarly, spectral modulation detection changed little as the stimulus level was reduced
from 60 dB SL to 20 dB SL. When the presentation level was 10 dB SL, however, spectral
modulation detection thresholds increased considerably. Thus, spectral modulation detection is
quite robust to variations in presentation level between 20 and 60 dB above detection threshold for
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Figure 2.5. Example of the AN model output for a spectral modulation frequency of 1 cycle/octave. Panel
A: The so-called Early stage neurogram (ESN). Panel B: The frequency profile for a modulated signal (solid
blue line) and the unmodulated standard (solid black line) shown as the normalized neural activity as a
function of the center frequency. Panel C: Dispersion plotted as a function of modulation frequency with
stimulus duration and depth indicated by the solid and dashed lines. Panel D: Dispersion plotted as a
function of modulation frequency with presentation level and depth indicated by the solid and dashed lines.
Panel E: Dispersion difference plotted as in Panel C. Panel F: Dispersion difference plotted as in Panel D.
See text for definitions of terminology.
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modulation detection among individuals with normal hearing and those with hearing loss may be
carried out at equal and modest sensation level values, such as 20 or 30 dB, or at equal suprathreshold levels, while avoiding a stimulus that is too loud for a hearing-impaired listener with a
markedly reduced dynamic range. Furthermore, changes with level were greatest for the highest
spectral modulation frequency (8 cycles/octave), consistent with the greatest influence of leveldependent frequency selectivity on the modulation frequency with the highest spectral density.
This pattern of results was similar for a 6-octave and a 3-octave bandwidth. At very low sensation
levels, the shape of the internal representation of the modulator will deviate from sinusoidal, with
low amplitude portions of the spectrum being defined by audibility rather than the modulation
shape, partially rectifying the modulator.
The lack of a bandwidth effect and the lack of a bandwidth-by-level interaction weakens
any assertion that, at high modulation frequencies (i.e., 8 cycles/octave), a temporal cue due to
beating spectral peaks within a single auditory filter could facilitate detection. Above it was
reasoned that three factors might increase the availability of any temporal cue: (1) increasing the
level, thereby increasing the auditory filter bandwidth; increasing the level thereby the auditory
filter bandwidth; (2) increasing the audio frequency region spanned by the carrier, thereby
providing access to even broader auditory filter widths; and (3) increasing the bandwidth from 3
to 6 octaves (2800 to 12600 Hz), thereby increasing the sensitivity to temporal modulation. With
all three combined, there remained no significant difference in modulation detection thresholds,
even at 8 cycles/octave.
Implementation of a simple AN model of auditory processing, the output of which has been
related to spectro-temporal modulation detection, was not consistent with the present data.
Comprehensive models of auditory perception should be able to account for basic stimulus
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parameter variables such as duration and level. It is possible that the AN model described here
requires the inclusion of subsequent stages of auditory processing to fully account for spectral
modulation detection. The present results demonstrate significant interactions between spectral
modulation frequencies and both level and duration, such that future tests that rely on spectral
modulation sensitivity should take each factor into account. If the goal is to leverage the
relationship between spectral modulation detection and speech perception in noise that exists in
listeners with hearing loss, then one might choose a relatively low sensation level (e.g., 20 to 30
dB) to support comparisons across individuals with substantial hearing loss. Similarly, spectral
modulation detection was stable for durations equal to or greater than 200 ms, increased slightly
for a duration of 100 ms, and increased markedly for a duration of 50 ms. These results were
consistent with previous investigations of spectral envelope perception using the auditory profile
analysis paradigm and should prove useful in the design and interpretation of future experiments
involving spectral envelope perception.
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3. Neural Encoding of Spectral Cues and the Role of Selective Attention Using Cortical
Auditory Evoked Potentials (CAEP)

3.1. Abstract
Purpose: The purpose of this study was to gain insight into the neural encoding of two different
spectral cues. These are spectral envelope frequency (SMF), which can be considered a global
spectral feature, and carrier frequency (CF) region, which can be considered a local spectral cue.
The former is more closely related to the sound quality timbre whereas the latter is more closely
related to place pitch. At present, it is not certain how the human auditory system encodes these
cues or how such encoding may be influenced by selective attention to a given cue.
Method: Fifteen young adult listeners with normal hearing sensitivity participated in the study.
First, behavioral SM detection thresholds were obtained for four stimulus combinations that
included a global cue (SM frequency of 2 or 4 cycles/octave) and a local cue (3-octave band noise
centered at 1500 or 1700 Hz). Next, on every trial a single stimulus was selected from the four
stimulus types and was presented diotically at 25 dB modulation depth relative to SM detection
threshold. Using a single-interval, two-alternative (low, high), forced-choice method, four
listening conditions were evaluated: passive listening (EEG only); undirected attention using EEG
plus behavior, where the listener had to judge low or high frequency using either the SMF or the
CF cue; and directed attention to the SMF or directed attention to the CF, where the listener was
instructed to attend to one cue or the other and judge the stimulus as low or high frequency.
Analyses of the 64-channel electroencephalographic (EEG) included quantification of the CAEP
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component amplitudes (N1, P2, late latency potential - LLP) using both global field power (GFP)
and source-localized measures.
Results: The results revealed that stimulus-type effects were only observed in the LLP, such that
the LLP amplitude for the low SMF-low CF stimulus combination was significantly larger than
for the low SMF-high CF stimulus combination and for the high SMF-high CF stimulus
combination. For listening condition effects, P2 amplitudes during the directed attention to both
SMF and CF were significantly larger than the amplitude during the undirected conditions, while
LLP amplitudes during all three attention conditions were significantly larger than those during
passive listening. Only P2 amplitudes showed a significant hemispheric asymmetry, where
responses were larger in the left hemisphere than the right hemisphere during all listening
conditions.
Conclusions: First, the late component (LLP) was particularly sensitive to the combined envelope
and carrier frequency features indicating a potential stimulus-dependent neural marker of spectral
encoding. Second, P2 provided the most robust indicator of attention type (i.e., directed versus
undirected attention or passive listening) in both GFP measures and source-localized responses
from dorsal PCC, with more limited information in the LLP response. Last, significant hemispheric
differences were observed for P2 such that the left hemisphere consistently produced stronger
responses than the right hemisphere across all listening conditions indicating the hemispheric
asymmetry of spectral encoding was not influenced by attention.
3.2. Introduction
In daily listening environments, humans often perceive incoming sounds as separate
auditory objects associated with the physical sound sources rather than an amalgam of coincident
sounds that merely represent the complex input waveform formed by the linear sum of sounds.
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Auditory object formation is promoted by the unique perceptual properties of each individual
source, including source-related spectral shape, periodicity, and spatial location. Selective
attention is thought to give rise to the distinction between foreground versus background sound
and has been linked to an emphasis on acoustic features associated with the attended auditory
object (Shamma et al., 2011; Shinn-Cunningham, 2008). In the classic cocktail party scenario,
listeners in a conversation must maintain their attention on specific speech properties associated
with the target while allowing for background sounds to be future objects of attention. The current
study investigates the effects of attention on spectral processing.
One of the fundamental acoustic features that characterizes the sound source is the spectral
envelope of a sound. Measures of spectral modulation (SM) sensitivity have been used to further
understand the parameters and potential mechanisms associated with complex auditory processing.
In such SM research, the most common stimulus is sinusoidal spectral modulation superimposed
on a carrier spanning a given frequency region. The main parameters of the sinusoidal modulation
function include spectral modulation frequency (SMF; in cycles/octave), the starting phase (e.g.,
random between 0 − 2𝜋 or fixed in radians), and the modulation depth (e.g., peak-to-valley
difference in dB). The carrier stimulus typically is either an equal-amplitude tone complex (e.g.,
Amagai et al., 1999; Bernstein & Green, 1987; Chi et al., 1999) or noise (e.g., Eddins & Bero,
2007; Summers & Leek, 1994). The main parameters of the carrier include the duration, level,
bandwidth, and the lower and upper cutoff frequencies (i.e., bandwidth). To measure listener SM
sensitivity, listeners are tasked with detecting the smallest SM depth relative to an unmodulated
(flat spectrum) signal.
The carrier itself represents a second important spectral feature of sounds. Carrier sound
can range in bandwidth from broad to narrow, in center frequency from high to low, and in
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component spacing from dense to sparse. Because tonotopicity, the spatial arrangement of
different audio-frequency sounds processing, is such a fundamental element of auditory
processing, variations in the center frequency of a narrowband carrier, or the information-baring
frequency regions of a carrier, garners particular emphasis.
From a linear systems approach, measuring SM detection over a range of modulation
frequencies results in the spectral modulation transfer function (SMTF) which reflects the
characteristics of spectral envelope perception (Summers & Leek, 1994), a key feature needed for
speech identification and discrimination. Van Veen & Houtgast (1985) showed that the spectral
envelope of a vowel can be represented by a summation of multiple SM spectra. Furthermore, they
reported that the ability to discriminate between different vowels is mainly determined by an SM
frequency at around 1.5 to 2 cycles/octave whereas the timbre of the vowel is determined by the
higher modulation frequencies. Several investigations have also shown a strong correlation
between SM perception and speech perception (Davies-Venn et al., 2015; Henry et al., 2005;
Litvak et al., 2007; Liu & Eddins, 2008; Saoji et al., 2009; Won et al., 2007).
A number of parametric studies have explored the dependency of SM detection on stimulus
parameters. Eddins & Bero (2007) reported that the SMTF resembles a bandpass function with
peak sensitivity around 2 to 4 cycles/octave and that carrier bandwidth, carrier frequency region,
level roving, and SM starting phase had little effect on the shape or height of the SMTF. Isarangura
et al. (2019) reported on the influence of different modulator shapes as defined by whether or not
the modulator was sinusoidal when considered on a linear amplitude scale (e.g., Bernstein &
Green, 1987; Bilsen et al., 1975; Green et al., 1987) or on a logarithmic amplitude scale (e.g.,
Eddins & Bero, 2007; Hoover et al., 2018; Liu & Eddins, 2008; O’Connor et al., 2000; Ozmeral
et al., 2018; Summers & Leek, 1994). Results indicated that spectral envelope shape imposed by
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either a linear or logarithmic modulator has a modest but significant effect on detection thresholds,
such that a logarithmic modulator leads to lower thresholds. In addition to the specific SM
parameters, general stimulus parameters such as duration and presentation level also have an
influence on SM perception as reported by Isarangura et al. (2019). In that study, results showed
that SM detection thresholds were similar for durations of 400 and 200 ms, increased slightly for
the 100 ms duration, and increased markedly for the 50 ms duration. With level, SM detection
thresholds were lowest for 40 dB sensation level (SL), increased slightly for 20, 30, and 60 dB SL,
and were markedly higher for the 10 dB SL condition.
At the neural level, Schreiner & Calhoun (1994) have shown that neurons in the primary
auditory cortex of cat are tuned to many characteristics of SM including modulation frequency,
starting phase, modulation depth, intensity, fundamental frequency of the profile, and bandwidth.
Likewise, Shamma et al. (1995) reported similar results in ferret primary auditory cortex, and they
suggested that cortical neurons behave like spectral modulation filters with groups of neurons
firing best at a specific SM frequency. Although similar results can be observed at the inferior
colliculus, the neural activity in response to spectral modulation is typically smaller in magnitude
than in the cortex (Depireux et al. 1996). Amagai et al. (1999b) reported that SM detection
thresholds measured in budgerigars were similar to human detection thresholds for SM frequencies
ranging from 0.5 to 10 cycles/octave, even though their auditory anatomical structures differ from
humans. Early work by O’Connor et al. (2000) showed that spectral modulation detection
thresholds measured behaviorally in macaques were poorer compared to human performance;
however, later results from the same research group (O’Connor et al., 2010) showed that neural
responses in the primary auditory cortex (A1) of awake macaques demonstrated tuning to spectral
patterns (i.e., modulation frequency) and spectral bandwidths. These data indicate that while
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macaques may not demonstrate the same behavioral sensitivity as humans, the underlying
encoding for SM perception is readily present in the macaque cortex. This raises the question as
to how acoustic features of spectral modulation are encoded in the human auditory system and
cortex.
Research over the past two decades indicates that an asymmetry exists in how the two
cortical hemispheres process spectral and temporal acoustic information, particularly as it relates
to speech perception. The prevailing theories hypothesize that the left hemisphere is dominant for
rapid temporal processing, whereas the right hemisphere is dominant for spectral processing
(Poeppel, 2003; Zatorre & Belin, 2001). While the simplicity of this functional organization is
appealing, it has been challenged by other studies that have shown bilateral processing for
amplitude modulation, spectral modulation and both combined (Narain et al., 2003; Rosen et al.,
2011). Further, when attentional demands are varied in the listening task, top-down influence on
the dominance of one hemisphere over the other may be diminished or eliminated (Assaneo et al.,
2019). Moreover, additional cortical regions beyond the auditory cortex that may also be involved
include those linked to memory, recall, and attentional focus, such as the dorsal and ventral
posterior cingulate cortices (Leech & Sharp, 2014), or that associated with attention and decision
making, such as the orbitofrontal cortex (Torregrossa et al., 2008). Specifically, with regard to
spectral processing, hemispheric dominance or additional cortical regions associated with
attentional demands have not be reported nor have specific cortical locations responsible for
processing SMF or CF spectral features of SM stimuli been identified.
To date, there are only a few published studies related to SM perception using
electrophysiological measures in humans. Stoody et al. (2011) used mismatch negativity (MMN)
to measure passive cortical responses to varying SM depth in young normal hearing listeners. They
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reported that MMN sensitivities (magnitude and latency) in response to a small or medium spectral
modulation depth were directly proportional to stimulus SM depth. Note that they only measured
MMN at fixed modulation depths of 5, 10, and 20 dB with 0.5 cycles/octave while the behavioral
thresholds among listeners can vary substantially, particularly at the lower modulation frequencies
(e.g., Eddins & Bero, 2007). In a later study, Lopez Valdes et al. (2014) measured spectral
modulation discrimination thresholds both behaviorally and physiologically in cochlear implant
listeners. Their data were highly correlated across tasks, and they suggested that an unattended
oddball paradigm was a good predictor of behavioral thresholds. It is still unknown whether
attention can further modulate (i.e., enhance) neural processing during active discrimination versus
passive listening to SM, as what might occur during perception of spectral cues in a complex
acoustic scene. From past research, voluntary attention has been shown to modulate the encoding
of specific acoustic properties (e.g., pitch and space; Hillyard et al., 1973; Woldorff et al., 1993),
thus, it is conceivable that attention may also play a role in the neural processing and perception
of spectral cues.
Spectral processing is one of the main perceptual phenomena that is critical for auditory
object formation. It is essential to understand how spectral features are encoded at the cortical level
and how attention during discrimination or identification of these features may influence neural
processing. The present study aims to explore the dependency of the stimulus parameters of SM
frequency and carrier frequency on the perception of spectral features and to investigate the effects
of attention on the neural encoding during spectral discrimination by directing listeners to attend
to specific SM frequencies, CF frequencies, or to provide no direction. We hypothesize that the
patterns of neural activity (over time and space) will reflect differences between stimulus feature
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encoding, and directed attention to either spectral modulation (global) or carrier (local) frequency
cues as well as undirected attention will enhance the neural response relative to passive listening.
3.3. Method
3.3.1. Participants
Fifteen young adults (aged 20 to 36 years; mean = 23) with normal hearing sensitivity
(pure-tone thresholds ≤ 20 dB HL at octave frequencies from 0.25 to 8 kHz in both ears and no
history of hearing problems). Each of the participants completed two test sessions lasting
approximately 2.5 hours each. All participants provided written consent before study participation
and were compensated for their time. All procedures were approved by the University of South
Florida Institutional Review Board.
3.3.2. Stimuli
Stimuli were generated and presented through a sound card (Tucker-Davis Technology
Multi I/O Processor Model RZ6) diotically via insert earphones (Etymotic Research; ER-2) at an
overall level of 81 dB SPL. To calibrate stimulus level, earphones were coupled to a Zwislocki ear
simulator (Bruel & Kjaer DB-100), fitted with a G.R.A.S. 40 AG ½” externally polarized pressure
microphone, connected to a G.R.A.S. 26 AK ½” preamplifier, routed to a G.R.A.S. 12AA power
supply, the output of which was measured with a Fluke 45 multi-meter. Prior to calibrating the
desired stimulus, relative level was established by coupling a sound calibrator (Bruel & Kjaer type
4230) directly to the microphone in the circuit described above.
3.3.2.1. Experiment I: Behavior
The first experiment was designed to establish SM detection thresholds across a range of
SM frequencies. Sound files with the desired stimulus characteristics were generated on line using
a customized MATLAB script, as reported in Isarangura et al. (2019). Briefly, the sampling
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frequency was 48828 Hz and the stimulus duration was 600 ms. The noise carrier had a nominal
bandwidth of three octaves centered at 1500 Hz with a slope outside the passband of -36 dB per
octave. The modulator was sinusoidal on a logarithmic frequency axis (log2) and a logarithmic
amplitude scale (dB) with a random starting phase (uniform distribution between 0 and 2π radians).
The internal auditory representation of the stimulus, to a first approximation, should be sinusoidal
excitation across cochlear space. For the threshold detection task, the standard stimulus was an
unmodulated stimulus and the signal stimulus had sinusoidal spectral modulation at frequencies of
either 0.5, 1, 2, 4, or 8 cycles/octave. The modulation depth was specified as the peak-to-valley
difference in dB and was the independent variable in the task. Figure 3.1 shows an example of the
unmodulated standard and a modulated signal with a carrier frequency centered at 1500 Hz, a
spectral modulation frequency of 2 cycles/octave, and a modulation depth of 25 dB.

Figure 3.1. Examples of stimuli spectra used in Experiment I. Left panel: unmodulated signal or standard.
Right panel: modulated signal with a 25dB depth SMF 2 cycles/octave centered at 1500 Hz.

3.3.2.2.Experiment II: Electrophysiology
Similar stimulus generation was used in the second experiment. Each possible combination
of two modulation frequencies (2 and 4 cycles/octave) and two carrier center frequencies (1500
and 1700 Hz) was presented. The carrier bandwidth was always 3 octaves wide. A total of four
stimulus parameter sets included: 1) carrier frequency centered at 1500 Hz (low CF) with spectral
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modulation of 2 cycles/octave (low SMF), referred to as the “LCLE” condition; 2) carrier
frequency centered at 1500 Hz (low CF) with spectral modulation of 4 cycles/octave (high SMF),
referred to as the “LCHE” condition; 3) carrier frequency centered at 1700 Hz (high CF) with
spectral modulation of 2 cycles/octave (low SMF), referred to as the “HCLE” condition; and 4)
carrier frequency centered at 1700 Hz (high CF) with spectral modulation of 4 cycles/octave (high
SMF), referred to as the “HCHE” condition (Figure 3.2). The modulation depth was at 25 dB SL
relative to behavioral thresholds.

Figure 3.2. Examples of stimuli spectra used in Experiment II. Assuming the behavioral detection threshold
is 2.5 dB depth, all four stimuli are plotted at a modulation depth of 27.5 dB depth. Top left: modulated
signal with a SMF 2 cycles/octave (low SMF) centered at 1500 Hz (low CF) so called “LCLE”. Top right:
modulated signal with a SMF 4 cycles/octave (high SMF) centered at 1500 Hz (low CF) so called “LCHE”.
Bottom left: modulated signal with a SMF 2 cycles/octave (low SMF) centered at 1700 Hz (high CF) so
called “HCLE”. Bottom right: modulated signal with a SMF 4 cycles/octave (high SMF) centered at 1700
Hz (high CF) so called “HCHE”.
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3.3.3. Procedure
3.3.3.1.Experiment I: Behavior
Participants were seated in a sound treated booth in front of a touch-screen monitor.
Stimulus presentation and response collection were facilitated by a custom graphical user interface
(GUI) in the MATLAB environment (MathWorks Inc., Natick, MA). SM detection thresholds
were estimated using a 3-down, 1-up adaptive staircase method to obtain thresholds corresponding
the 79.4% landing point (Levitt, 1971). Stimuli were presented in a three-interval, two-alternative,
forced-choice (3I-2AFC) paradigm. Visual feedback was provided after each trial. The listeners
responded by selecting a button on the touchscreen monitor corresponding to the sound that was
different from the others. The threshold estimate for each condition was an average of at least 3
blocks of 60 trials, where the threshold of each block was estimated based on the average of the
last even number of reversals for each block. Listeners were required to take a break regularly.
Prior to the testing, all listeners completed a 15-minute practice session at the untested modulation
frequency of 1 cycle/octave (not included in the results).
3.3.3.2.Experiment II: Electrophysiology
Listeners were seated comfortably in the same sound-treated booth as in Experiment I. The
continuous EEG was recorded using eego™ mylab software from Advanced Neuro-Technology
(ANT) with a 64-electrode (10-20 system) shielded waveguard cap. Sampling frequency was 500
Hz with 24-bit resolution. Two pairs of additional bipolar eye electrodes were placed vertically
and horizontally about the right eye for monitoring blink artifacts. Cap placement was performed
by experienced researchers, and all electrode impedances were minimized to less than 10 kΩ.
A single-trial stimulus paradigm was used in this experiment in which one of four stimuli
were randomly presented on a trial at modulation depth of 25 dB SL (relative to the behavioral
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detection thresholds) in one of four listening conditions: 1) Passive listening in which listeners
were asked to remain as still as possible while watching a silent movie with no captions and were
instructed to ignore the acoustic stimuli; 2) Undirected attention in which listeners were asked to
attend to each trial and make a judgement whether the stimulus on that trial was ‘low’ or ‘high’
without direct instruction to a specific feature (no aspect of low or high was discussed with the
subject); 3) Directed attention to carrier frequency in which the listener was instructed to focus
on the carrier frequency when making a low or high judgment; 4) Directed attention to spectral
modulation frequency in which the listener was instructed to focus on the modulation frequency
when making the low or high judgment.
The last three attention conditions were performed using a 2-alternative, singleinterval, forced-choice task in which listeners were asked to respond “low” or “high” after each
stimulus presentation using the touchscreen monitor by tapping the corresponding button. Note
that all listeners first completed the passive listening condition followed by the undirected attention
condition to control for undue attention and to minimize any effects of prior instruction. The last
two directed attention conditions were then counterbalanced across listeners. Listeners were
presented with a total of 400 trials (125 trials per stimulus with random order) for each listening
condition. Visual feedback was provided after each trial only for the last two directed attention
conditions.
3.3.4. EEG Analysis
All EEG recordings were analyzed offline using the software package Brainstorm (Tadel
et al., 2011). The raw EEG data were pre-processed including: 1) notch filtering at 60 Hz; 2)
bandpass filtering between 0.1 to 100 Hz; 3) eye blink detection from two pairs of the bipolar eye
electrodes as well as Fp1 and Fp2; 4) eye blink removal based on Signal Space Projections (SSP);
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and 5) re-referencing to the average EEG. After pre-processing, the continuous recording for each
condition was epoched by trial type within the time window between -100 to 1000 ms. Each epoch
was corrected for direct current (DC) offset and linear drift was removed. Finally, manual
inspection was conducted to identify any remaining artifacts (e.g., trials with abnormally large
amplitudes) and to remove bad trials if necessary (roughly 2 to 3 trials out of 125 trials in only 3
subjects). Epochs of a given trial type then were averaged and grand averages across subjects were
also computed.
The global field power (GFP), or the root-mean-square (RMS), across all 64 electrode
channels, was computed to explore the effects of the stimulus and listening condition on overall
sensor activity. In addition, source localization analyses were conducted to identify regions of
interest (ROIs) within the cortex that were active during the tasks. The source localized responses
were estimated using dynamic Statistical Parametric Mapping (dSPM; Dale et al., 2000) as
implemented in Brainstorm. This method produces spatiotemporal estimates of brain activity by
normalizing the activity at each location within a current-density map by the noise sensitivity at
each location. The resulting statistical parametric maps (SPMs) reflect the statistical reliability of
the signal, referenced in unitless z-score values, at each location with millisecond accuracy. Using
the anatomical atlas introduced by Destrieux et al. (2010), responses in the present study were
parsed into four selected region of interests (ROIs) in each hemisphere. The first two ROIs, left
and right auditory cortices, were defined to facilitate discovery of potential hemispheric
differences in processing. Within the left and right auditory cortex, the following five subregions
were combined; the anterior transverse temporal gyrus of Heschl, the temporal plane of the
superior temporal gyrus, the posterior segment of the lateral sulcus, the inferior segment of the
circular sulcus of the insula, and the transverse temporal sulcus. To evaluate contributions from
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anatomical regions associated with attention, two divisions of the posterior cingulate cortex (PCC)
was defined as a third and fourth ROI (Leech & Sharp, 2014). The ventral PCC is involved in
processes associated with internal memory retrieval and planning, while the dorsal PCC is
involved in controlling attentional focus and has additional network connections to the frontal lobe.
For the ventral PCC, two sub-regions were combined including the left and right subparietal
sulcus, and for the dorsal PCC, the left and right marginal branch of the cingulate sulcus were
combined. Finally, a fourth ROI to be evaluated was the orbitofrontal cortex, including the orbital
gyrus, whose function has been associated with decision making and response selection in
prefrontal cortex.
Both raw 64-channel waveforms and source localized waveforms consisted of a series of
peaks that were analyzed including: 1) N1, a negative deflection occurring around 100 ms, 2) P2,
a positive deflection occurring around 200 ms, and 3) a late latency potential (LLP), a broad
temporally negative deflection occurring between 300 to 600 ms. Note that the RMS of the raw
waveforms as well as the source-localized waveforms were computed, thus peak amplitudes
became positive. For statistical comparison, the maximum peak amplitudes for the N1, P2, and
LLP peaks were estimated for each participant from the average waveform (across trials) in a predefined latency window (i.e., N1: 70 to 150 ms; P2: 150 to 230 ms; LLP: 400 to 600ms) using a
custom MATLAB script. The latency windows were determined by quantifying the maximum
peak amplitude from average GFP waveforms.
3.4. Results
3.4.1. Experiment I: Behavior
Behavioral spectral modulation detection thresholds were measured over a range of
spectral modulation frequencies ranging from 0.5 to 8 cycles/octave to obtain a spectral
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modulation transfer function (SMTF) for each individual. This information was used as the basis
for presenting stimuli at an equal suprathreshold sensation level in the subsequent
electrophysiological measurement (Experiment II). Average thresholds across the fifteen listeners,
representing a mean SMTF, and corresponding descriptive statistics are shown in Figure 3.3.
Spectral modulation detection thresholds ranged from 2.40 to 5.15 dB (peak-to-valley depth).
These results are consistent with previous human behavioral studies (e.g., Eddins & Bero, 2007;
Isarangura et al., 2019) and with the study of Amagai et al. (1999) in budgerigars including a
minimum in the SMTF around 2 to 4 cycles/octave.

Figure 3.3. Spectral modulation transfer functions (SMTFs; 0.5 to 8 cycles/ocatve) based on the average
thresholds of 15 subjects are shown by the blue circle symbols within each boxplot. The red line in the
middle of each boxplot represents the median threshold for each condition. The 25th and 75th percentiles are
shown at the top and bottom extremes. Outliers are plotted individually using red plus symbols.

3.4.2. Experiment II: Electrophysiology
For illustration purposes, Figure 3.4 shows the grand average data across all 15 participants
for three electrodes (FCz, Cz, Pz; rows) over the time period of 0 to 800 ms post-stimulus onset
for the four stimulus types (columns) and the four listening conditions (indicated by line type).
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Each column corresponds to the stimulus type from left to right including low CF and low SMF
(LCLE), low CF and high SMF (LCHE), high CF and low SMF (HCLE), and high CF and high
SMF (HCHE). The single electrode grand average results show robust responses for all stimulus
types and all listening conditions, with the strongest responses represented at frontal (FCz, top
row) and central (Cz, middle row) electrodes, and the weakest responses at more posterior
locations (Pz, bottom row).

Figure 3.4. Cortical responses averaged across 15 subjects are shown for four conditions as indicated by
the different lines in each panel, coded as follows: passive (black dotted line), undirected attention (red
dash line), attended spectral modulation frequency (blue solid line), and attended carrier frequency
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(green dotted-dash line). Each row includes responses from three different electrode channels (FCz, Cz,
and Pz). Columns represent the four different stimulus types.

To evaluate neural activity across all electrodes, the GFP was computed and analyzed.
Figure 3.5 (top row) shows the average GFP waveforms for each stimulus type (from left to right;
LCLE, LCHE, HCLE, and HCHE) and all four listening conditions (Passive [black dotted line],
Undirected [red dash line], Attended SMF [blue solid line], and Attended CF [green dotted-dash
line]). Waveforms were quite similar across stimulus type (columns); however, there were minor
differences among listening conditions, particularly for the N1, P2, and LLP peaks. Extracted peak
amplitudes were analyzed using a two-way, repeated-measures analysis of variance (RMANOVA)
with stimulus type and listening condition as factors. Using the Greenhouse–Geisser correction for
sphericity, the results for N1 revealed significant main effects of listening condition (F1.73, 24.24 =
4.66, p = 0.023). For P2, the results revealed significant main effects of listening condition (F1.94,
27.20

= 8.99, p = 0.001) and significant interaction effects (F5.43, 76.05 = 2.38, p = 0.042). For LLP,

main effects of both stimulus type (F2.35, 32.93 = 8.76, p = 0.001) and listening condition (F2.20, 30.84
= 10.12, p < 0.0001) were significant. These results indicate that although the early CAEP
components of N1 and P2 were not able to differentiate between stimulus types, the LLP did show
differences and could be a possible neural marker of spectral features. Importantly, the effects of
attention imposed across the listening conditions significantly influenced neural encoding for all
CAEP neural markers of N1, P2 and LLP.
Next consider the averaged cortical source localization waveforms based on the left
auditory cortex (left AC) ROI which were computed for each of the four stimulus types and the
four listening conditions as shown in Figure 3.5 (row 2). The extracted peak amplitudes were
analyzed using a two-way RMANOVA with stimulus type and listening condition as factors.
Using the Greenhouse–Geisser correction for sphericity, there were no significant main effects for
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any of the three peak amplitudes (i.e., N1, P2, LLP). Likewise, the same analysis of the amplitudes
estimated from the right auditory cortex (right AC) ROI (Figure 3.5, row 3) revealed no
significant main effects. These results indicate that both left and right auditory cortices are
similarly sensitive to the four stimulus type and the four listening conditions.
The averaged source localized waveforms from the ventral posterior cingulate gyrus
(ventral PCC) ROI are shown in Figure 3.5 (row 4). Again, the extracted peak amplitudes were
analyzed using a two-way RMANOVA with stimulus type and listening condition as factors.
Using the Greenhouse–Geisser correction for sphericity, there were no significant main effects on
N1 amplitudes. For P2, however, the results revealed a significant main effect of listening
condition (F2.26, 31.64 = 6.87, p = 0.001). For LLP, the factors of stimulus type (F2.47, 34.63 = 5.98, p
= 0.002) and listening condition (F2.03, 28.46 = 8.78, p = 0.001) both showed significant main effects
but no significant interactions. As the ventral PCC is associated with memory retrieval, these
results show that memory retrieval was reflected in both the P2 and LLP across listening
conditions, while those same memory effects across stimulus type were only reflected in the LLP.
The averaged source localized waveforms from the dorsal posterior cingulate gyrus
(dorsal PCC) ROI are shown in Figure 3.5 (row 5). The two-way, RMANOVA with Greenhouse–
Geisser correction revealed significant main effects for N1 of listening condition (F2.21, 30.94 = 3.66,
p = 0.034). For P2, the results revealed significant main effects of listening condition (F2.28, 31.94 =
9.45, p < 0.0001). For LLP, the effects of stimulus type (F2.07, 28.90 = 3.87, p = 0.031) and listening
condition (F2.39, 33.42 = 9.26, p < 0.0001) were significant with no significant interactions. Because
the dorsal PCC is related to attentional focus and decision making, these results show that such
processes across listening condition was reflected in all components of N1, P2 and LLP, while
those same attentional effects across stimulus type were only reflected in the LLP.
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Finally, the averaged source localized waveforms from the orbitofrontal cortex (OFC)
ROI are shown in Figure 3.5 (row 6). The two-way RMANOVA with Greenhouse–Geisser
correction showed that there was a significant main effect of listening condition only for P2 (F2.53,
35.48 = 5.41, p = 0.005) with no main effect

of stimulus type and no significant interactions. Because

the OFC is related to decision making control, these results indicate that decision making control
during these listening conditions is best reflected by the P2 component.
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Figure 3.5. The averaged cortical responses across 15 subjects of global field power (GFP; row 1) and
cortical source localization from 5 areas including left auditory cortex (left. AC; row 2), right auditory
cortex (right. AC; row 3), ventral posterior cingulate gyrus (ventral PCC; row 4), dorsal posterior cingulate
gyrus (dorsal PCC; row 5), orbitofrontal cortex (OFC; row 6) are shown in list of four conditions where
passive (black dotted line), undirected attention (red dash line), attended spectral modulation
frequency (blue solid line), and attended carrier frequency (green dotted-dashed line). Each column
corresponds to the stimuli including (from left to right; low CF low SMF (LCLE), low CF high SMF
(LCHE), high CF low SMF (HCLE), and high CF high SMF (HCHE).

3.4.2.1.Stimulus Effects
To further evaluate the main effect of stimulus type, post-hoc analyses were completed
using pairwise comparisons with Bonferroni corrections. Given that stimulus type was only a
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significant factor for LLP, only the LLP response is considered here. Figure 3.6 shows the average
response amplitude for the LLP across the four stimulus types. The three panels show data
computed from the GFP, the ventral PCC, and the dorsal PCC. Results of the pairwise comparisons
showed that LLP peak amplitudes from the GFP (left panel) and ventral PCC (middle panel) were
significantly larger for the LCLE condition than for either the LCHE (GFP: p = 0.005, ventral
PCC: p = 0.017) or the HCHE (GFP: p = 0.034, ventral PCC: p = 0.012). This indicates that the
low frequency of the envelope features produces the most robust responses. Results from the dorsal
PCC (right panel) showed a similar pattern with peak amplitudes being significantly larger for the
LCLE (p = 0.036) relative to the LCHE condition. These results indicate that stimulus envelope
differences contributed more to the response amplitude differences than stimulus carrier
differences as reflected in the LLP response.
GFP

Ventral PCC

Dorsal PCC

Figure 3.6. The averaged and standard error of extracted LLP peak amplitudes are plotted as a function of
stimulus type. The bars and asterisks represent significant pairwise comparisons where * p < 0.05, ** p<
0.001, and *** p<0.0001.

3.4.2.2.Listening Condition Effects
To evaluate the main effect of listening condition on cortical responses, post-hoc analyses
using pairwise comparisons with Bonferroni corrections were also completed. Figure 3.7 shows
the average response amplitude for the N1, P2, and LLP responses in separate rows. For N1, the
GFP results showed that the cortical activity during the directed attention to SMF (p = 0.005) and
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to CF (p = 0.021) were significantly larger than those to the undirected attention condition. For P2,
the activity at GFP and dorsal PCC showed that the peak amplitude during directed attention to
SMF (GFP: p = 0.002, dorsal PCC: p = 0.050) and to CF (GFP: p < 0.0001, dorsal PCC: p = 0.005)
were significantly larger than during the undirected attention condition, but there was no
significant difference between amplitudes when attending to SMF or CF. In addition, P2 peak
amplitudes during directed attention to CF were significantly larger than during passive listening
(GFP: p = 0.040, dorsal PCC: p = 0.002). For the LLP, the GFP and both ventral and dorsal PCC
during all three attention conditions were significantly larger than during passive listening;
undirected attention (GFP: p = 0.015, ventral PCC: p = 0.035, dorsal PCC: p = 0.004), directed
attention to SMF (GFP: p = 0.003, ventral PCC: p = 0.010, dorsal PCC: p = 0.002), and directed
attention to CF (GFP: p = 0.004, ventral PCC: p = 0.001, dorsal PCC: p = 0.002).
GFP

Ventral PCC

Dorsal PCC

62

Figure 3.7. The averaged and standard error of extracted peak amplitudes are plotted as a function of
stimulus type across peaks (rows) for GFP, ventral PCC, and dorsal PCC. The bars and asterisks represent
significant pairwise comparisons where * p < 0.05, ** p< 0.001, and *** p<0.0001.

3.4.2.3.Hemispheric Effects
To evaluate hemispheric effects, comparisons were made across the left and right auditory
cortex ROIs. A three-way repeated measure analysis of variance (ANOVA) was conducted for
each peak independently with hemisphere, stimulus type and listening condition as factors. Using
the Greenhouse–Geisser correction for sphericity, there were no significant main effects of
stimulus type or listening condition in either hemisphere for any of the three peaks. There was,
however, a significant main effect of hemisphere for P2 (F1, 14 = 9.25, p = 0.009) such that larger
amplitudes were measured in left hemisphere relative to right hemisphere. A post hoc analysis
using pairwise comparisons was completed for P2 amplitudes, including all stimulus types, to
determine if there were hemispheric differences across different listening conditions. These results
showed significant hemispheric differences for all four listening conditions (passive, t (59) = -3.13,
p = 0.003; undirected, t (59) = -4.6, p < 0.0001; SMF, t (59) = -2.73, p = 0.008; CF, t (59) = -5.95,
p < 0.001). Because the left hemisphere was consistently more active across listening conditions,
these data suggest that attention does not impact hemispheric asymmetry.
3.5. Discussion
The current study investigated how the human auditory system encodes specific spectral
characteristics using a single-trial stimulus paradigm at a supra-modulation threshold level. In the
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first experiment, the SMTF for each individual was measured at the center frequency of 1500 Hz
and the average SMTFs showed a bandpass function that was most sensitive and plateaued at
approximately 2 to 4 cycles/octave as shown in Figure 3.3. Eddins & Bero (2007) showed that
there was no frequency region effects, therefore the behavioral thresholds at 2 and 4 cycles/octave
were used as baseline behavioral thresholds for a supra-modulation threshold level at both 1500
and 1700 Hz center frequencies in the subsequent electrophysiological measures. In the second
experiment, cortical recordings were measured in response to four different stimuli (a combination
of SMF at 2 or 4 cycles/octave and CF at 1500 or 1700 Hz.) during four separate listening
conditions (Passive, Undirected, Direction to SMF, and Direction to CF). The main results are
described below.
3.5.1. Stimulus Effects
Given that the audio-frequency of pure tone stimuli (especially higher than 1000 Hz) can
influence evoked response amplitudes, such that the amplitude increases with decreasing
frequency (Antinoro et al., 1969; Hall, 2007; Picton, 2010), it was anticipated that the spectral
features SMF and CF might lead to amplitude differences across stimulus type, but it was uncertain
how their complex, co-occurring nature might interact or be differentiated. The results showed that
the overall effects of stimulus type were not prominent in early cortical response components (e.g.,
N1, P2), but the later, LLP peaks in the GFP were significantly different across stimulus type,
where the combined low envelope and low carrier produced the most robust LLP responses
indicating a stimulus-dependent neural encoding. These results were confirmed in the sourcelocalized responses of the LLP from ventral PCC and dorsal PCC for the same low-frequency
envelope and carrier combination where responses were larger than for higher SM frequencies,
regardless of carrier frequency. Although this represents an apparent amplitude dependence on
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SMF or envelope frequency as compared to CF, it is possible that it is more a reflection of the
differences in the selected stimulus parameters (1 octave from 2.0 to 4.0 cycles/octave versus 0.18
octaves from 1500 to 1700 Hz) than spectral feature-specific effects. This open up an opportunity
to further investigate the stimulus effects at equal difference for both spectral cues.
3.5.2. Listening Condition Effects
It has long been known that attention enhances cortical neural activity (Hillyard et al.,
1973; Woldorff et al., 1993), especially during late latency responses such as the P300, which is
elicited in a defined stimulus paradigm (i.e., oddball) in which one or more stimulus parameters
are varied on a small proportion of trials (e.g., 10%; Polich, 2007). In the present study, the role
of attention was investigated in a spectral identification task using a single-interval identification
paradigm where the effects of attention on the CAEP response have previously not been defined.
The results showed that the CAEP responses were differentially modulated by the tasks associated
with the four listening conditions. The two cortical response components, P2 and LLP, revealed a
significant listening-condition effect in the GFP and the source-localized ventral and dorsal PCC,
which are known to be involved in memory retrieval and attentional focus during the decisionmaking process (Leech & Sharp, 2014). Specifically, P2 peak amplitudes during both directed
attention conditions were significantly larger than the undirected attention condition. Moreover,
P2 peak amplitude was surprisingly not enhanced during undirected attention relative to passive
listening, thus this cortical enhanced activity is not due solely to attention, but rather, the
intentional focus of the attention. It is important to note, that during the undirected attention
condition, there were two cues co-occurring in each single trial upon which listeners based their
decision, whether it was ‘low’ or ‘high’. Though they were required to pay attention to the stimuli,
they were free to attend to whichever cue may have been more useful. It is possible that listeners
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failed to consistently identify a “most useful” feature, because both cues were co-occurring at
presumably equal salience. Nonetheless, these results indicate that P2 could potentially serve as a
neural marker of attention type (i.e., directed versus undirected attention) but may not differentiate
between attention targets.
The LLP peak amplitudes measured from GFP and posterior cingulate gyri during the
passive condition was significantly smaller than both undirected and directed attention to SMF and
CF conditions, suggesting that the LLP is an attentional marker. That is, the LLP may indicate
whether there is attention involved in the task, but it cannot be used to differentiate between types
of attention as in the P2.
3.5.3. Hemispheric Differences.
To evaluate hemispheric differences (also see Table 1.1), source-localized responses from
the right and left auditory cortices were compared. In previous studies comparing spectral and
temporal processing, results have shown that activity associated with temporal processing is
greater in the left hemisphere while activity associated with spectral processing is greater in the
right hemisphere (Zatorre & Belin, 2001; Zatorre et al., 2002). Considering only temporal
processing, results showed that left hemisphere was more often associated with rapid temporal
processing while right hemisphere was associated with spectral processing, albeit not based on
spectral stimuli like SM or its spectral features of SMF and CF (Poeppel, 2003). In contrast,
Thivard et al. (2000) showed that SM, based on the steady-state portion of a speech stimulus,
produced greater activation in the left hemisphere (left primary auditory cortex, superior temporal
gyri and left planum temporale) relative to baseline measures. Consistent with these latter results,
the present study showed that P2 source-localized responses from the left hemisphere were greater
than those from the right hemisphere across all listening conditions. These results also indicate
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that attention does not play a significant role in the hemispheric asymmetry associated with
spectral feature processing in this SM identification task.
3.6. Conclusion
In summary, auditory spectral processing during a single-interval spectral identification
task engages not only the auditory cortex in both left and right hemispheres but also attentionrelated centers, including the dorsal and ventral posterior cingulate gyri and orbitofrontal cortex.
Although early cortical components (N1, P2) were not differentially sensitive to the spectral cues
co-occurring in the chosen stimuli (envelope, carrier), the later component (LLP) was particularly
sensitive to the combined low envelope and low carrier frequency features, indicating a potential
stimulus-dependent neural marker of spectral encoding. Across listening conditions, during which
different levels of attention were engaged, P2 provided the most robust indicator of attention in
both GFP measures and source-localized responses from dorsal PCC, with more limited
information in the LLP response. Further, significant hemispheric differences were observed for
P2 such that the left hemisphere consistently produced stronger responses than the right
hemisphere across all listening conditions. Despite these strong results, one important area for
further exploration is to determine what perceptual cues participants use in more natural situations,
such as the undirected attention condition (when they are not instructed to listen to one feature or
the other), and the underlying neural markers for how they weight those cues. Understanding how
individuals differ in their perceptual abilities and their underlying neural correlates may help guide
personalized approaches for intervention (e.g., listening training, hearing aid feature enhancement)
should deficits be identified.
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4. Behavioral and Physiological Relative weights on Specific Spectral Cues

4.1. Abstract
Purpose: The perception of features of acoustic spectra can be influenced by many factors and
measured in many ways. The overall spectral envelope is defined by the pattern of intensity
variations across audio frequency and spans the entire spectrum of interest. A common method for
measuring spectral envelope perception is spectral modulation (SM) detection, which involves a
modulator and a carrier. In this study, the carrier was a narrowband noise with a specific carrier
center frequency (CF).
Method: To estimate how listeners perceptually weight the two spectral cues SM and CF, a
condition-on-a-single-stimulus (COSS) analysis was used (Berg, 1989). SM stimuli were drawn
at random from either low- or high-frequency distributions of each spectral parameter defined by
the mean and standard deviation of SMF and CF. Fifteen young adults with normal hearing
sensitivity were asked to judge whether the sounds came from the ‘low’ or ‘high’ distributions
without specific directions to listen to SMF or CF. During the behavioral task, 64-channel EEG
was recorded simultaneously to investigate neural encoding during decision making. Average EEG
responses were analyzed using (1) cortical evoked response peak amplitudes (N1, P2, late latency
peak - LLP), (2) area under the curve calculations extracted from global field power (GFP), and
(3) source localized waveforms from left and right auditory cortices and other attention-related
cortical areas (e.g., ventral and dorsal posterior cingulate gyrus and orbitofrontal cortex).
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Results: The results revealed that some listeners placed more weight on the SMF cue, some
weighted the CF more, and one listener weighted the two cues almost equally. This weighting
difference was reflected in time waveforms of source localized responses in both right and left
auditory cortices in which the difference was significant during a late latency potential (LLP)
occurring between 400 to 600 ms post-stimulus onset. To further evaluate whether EEG responses
can predict behavioral responses, peak amplitudes and area under the curve of each single trial
were fitted with simple and multiple logistic regression models. Model performance showed that
approximately 47 to 71 percent of the behavioral responses were accurately predicted given EEG
data alone, with a majority of those predictions above chance performance. When stimulus
parameters were included as additional predictors, model performance improved leading to 67 to
95 percent correct predictions.
Conclusion: The overall results indicate that relative weights can be measured behaviorally in a
spectral identification task, and that single-trial EEG responses can be used to differentiate
listeners based on their weights to predict behavioral responses with better than chance
performance.
4.2. Introduction
There are several parameters of the acoustic spectrum that are important in auditory
perception. Two such parameters are the spectral envelope and the carrier of that spectral envelope.
From a synthesis perspective, the unmodulated carrier can be specified as a range of audiofrequencies with a bandwidth and center frequency (or lower and upper cutoff frequencies) and a
certain spectral density ranging from sparse to dense. The spectral envelope is comprised of the
pattern of intensity variations across audio-frequency. Following the principles of linear systems
and Fourier synthesis, any arbitrary spectral envelope can be represented as a sum of simple
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sinusoidal spectral envelopes with specific component frequencies, amplitudes, and phases. In so
doing, it is common to represent the magnitude on log-amplitude (dB) and log-frequency (Hz)
scales.
The present study aims to understand how listeners weight two spectral features - carrier
center frequency (CF; local) and spectral modulation frequency (SMF; global), and to infer which
comparisons listeners use to classify those spectral features as either low or high in frequency. To
do so, we use a condition-on-a-single-stimulus (COSS) analysis, introduced by Berg (1989), as a
quantitative tool to estimate the relative weights on spectral cues, similar to the approach used in
studies of profile analysis (Berg & Green, 1990; Doherty & Lutfi, 1996; 1999; Green & Berg,
1991), auditory categorization (Holt & Lotto, 2006), sound localization (Stecker & Hafter, 2002),
and inter-aural time difference (ITD; Brown & Stecker, 2010). This analysis decomposes given
stimulus parameters into independent components and determines the relative influence of each
component on a listener’s behavioral response. A multiple logistic regression is used to find the
best predictors of binomial behavioral responses given independent components of the stimulus
parameters. The coefficients of the regression function are then used to calculate the relative
weights (for more details see analysis sub-section).
COSS analysis has been used previously to investigate relative weights in spectral shape
perception tasks such as the profile analysis task. Profile analysis is a measure of spectral envelope
perception in which listeners detect an intensity increment of a tone in a flat spectrum tonal
complex (e.g., Bernstein & Green, 1987). Detection of the signal increment is easiest when its
position is near the middle of the tone complex (Green & Mason, 1985). This result was confirmed
by Berg & Green (1990) using a COSS analysis to evaluate the relative weights on individual
components in the profile analysis task. Results revealed that all listeners’ weights were similar to
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an ideal model where the estimated weight was unity for the middle signal component and the
weights of non-signal components were negative. The negative weights on non-signal components
supports the idea that profile analysis involves across-channel (simultaneous) comparison since
listeners weight non-signal components (in sum) as much as they did on the signal but in the
opposite direction. In that work, weights were assigned to different audio-frequency components
and thus were in the same feature domain. In natural situations, a listener may have access to and
focus on across-channel comparisons (i.e., global cue; SMF) as well as within-channel
comparisons (i.e., local cue; CF). To our knowledge, the relative weights for spectral cues have
not been measured, especially in a spectral identification task that includes two primary cooccurring spectral features (i.e., SMF and CF). If listeners perform like ideal observers, then the
perceptual weights assigned to each cue will be approximately equal in value.
The auditory system is known to be able to decompose a complex spectral envelope to a
simpler sinusoidal spectral modulation component via specific channels tuned to SM frequency
and phase (Schreiner & Calhoun, 1994; Shamma et al., 1995). To date, there has been limited
investigation of human spectral processing involving electrophysiological methods. Two such
investigations have been completed in listeners with acoustic hearing. First, an unpublished study
was conducted in 2002 at University of Buffalo by Dr. Carrie Secor and her advisors Drs. Ann and
David Eddins. The acoustic change complex (ACC) method was used to measure evoked response
to a change from an unmodulated to spectrally modulated signal across a range of SM frequencies.
The results showed detection thresholds estimated from CAEP responses were proportionally
higher than behavioral thresholds reflecting off-set but parallel spectral modulation transfer
functions (SMTFs). Second, Stoody et al. (2011) measured the mismatch negativity (MMN)
responses to 0.5 cycles/octave SM stimuli with various modulation depths including 5, 10, and 20
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dB using an oddball paradigm. The unmodulated noise as a standard and the spectrally modulated
noise as a deviant were presented to 10 young normal hearing listeners with a ratio of 85 %
standards and 15 % deviants. The results confirmed that the cortical responses can be elicited by
SM stimuli even at a small modulation depth.
Thus, in addition to behavioral measurements of spectral weights, it is of interest to
determine whether such weights can be mapped on to specific neural markers or cortical regions
during the decision-making process. Here, we recorded simultaneous electroencephalography
(EEG) measures to explore whether the neural encodings are different when listeners’ weight
differently using the global field power (GFP) and source-localized responses, especially in the
auditory cortex and attention-related areas. Specific regions of the cortex that have been associated
with attention and decision-making function are the posterior cingulate cortex (PCC), particularly
at dorsal and ventral sub-regions of PCC (Leech & Sharp, 2014). Moreover, the dorsal PCC shows
a prominent connection to the prefrontal cortex, orbitofrontal cortex (OFC), which is critical to
decision-making and response-selection (Torregrossa et al., 2008). We hypothesize that the
difference in neural encoding across different weights can be observed in those attention-related
areas.
Furthermore, COSS analysis was extended from behavior to single-trial EEG to evaluate
neural measures of trial-by-trial decision making. A number of studies have used single-trial EEG
data and different quantitative analyses primarily based on machine learning algorithms to predict
accuracy of stimulus encoding in the EEG response (e.g., Horton et al., 2014; Yi et al., 2017). In
contrast, the goal of the present study was to determine the accuracy of predicting the behavioral
responses based on single-trial EEG data that consisted of peak amplitudes (N1, P2, and LLP) and
corresponding areas under the curve. We hypothesized that single-trial EEG information would
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predict listeners’ behavioral responses during the spectral identification task at a level better than
chance performance.
4.3. Method
4.3.1. Participants
Fifteen young adult listeners (aged 20 to 36 years; mean = 23 years) with normal (≤ 20 dB
HL) pure-tone thresholds from 0.25 to 8 kHz in both ears participated in the study. They reported
no history of ear disease, head injury, neurological conditions, or significant noise exposure. Each
participant completed two test sessions, each lasting approximately 2.5 hours. Each participant
provided written consent before study participation and were compensated their time with an
hourly wage. All procedures were approved by University of South Florida Institutional Review
Board.
4.3.2. Stimuli
Stimuli were generated using a customized MATLAB script as reported in Isarangura et
al. (2019). The sampling frequency was 48828 Hz with a stimulus duration of 600 ms. Stimuli
consisted of a 3-octave band noise carrier, with a slope outside the passband of -36 dB per octave,
centered at the mean of either 1500 or 1700 Hz and a sinusoidal modulation frequency with the
mean of either 2 or 4 cycles/octave, as shown in Figure 4.1. The modulation depth was fixed at 30
dB.
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Figure 4.1. Examples of stimulus spectra with a modulation depth of 30 dB depth. Left: modulated signal
with an SMF 2 cycles/octave (low SMF) centered at 1500 Hz (low CF), so called ‘low’. Right: modulated
signal with an SMF 4 cycles/octave (high SMF) centered at 1700 Hz (high CF), so called ‘high’.

To construct the COSS analysis, perturbations were added to both low and high frequencies
of each spectral cue where the difference of the distribution is defined by the stimulus d prime
′
(𝑑𝑠𝑡𝑖𝑚
) equal to 4 (see Equation 1).
′
𝑑𝑠𝑡𝑖𝑚
=

∆𝜇
𝜎

(1)

Where
′
𝑑𝑠𝑡𝑖𝑚
is a constant defined by the normalized distance between two distributions.

∆𝜇 is a difference of means (mean of high frequency − mean of low frequency).
𝜎 is the standard deviation of the distribution. (Note that the distributions of both
low and high frequencies have equal standard deviations)
The stimulus parameters are illustrated in Figure 4.2. As mentioned, for each trial, stimulus
parameters including both SMF and CF were drawn randomly from either low (blue dots) or high
(orange dots) frequency distributions in Figure 4.2 panel C. For a specific cue, panel A shows
histograms of the same SMFs in panel C with the low SMFs shown by the blue histogram (𝜇 =2
cycles/octave; 𝜎 = 0.5) and the high SMFs shown by the orange histogram (𝜇 = 4 cycles/octave;
𝜎 = 0.5). Likewise, panel B shows histograms of the same CFs in panel C with the low CFs shown
by the blue histogram (𝜇 = 1500 Hz; 𝜎 = 50) and the high CFs shown by the orange histogram (𝜇
= 1700 Hz; 𝜎 = 50).
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B
C

Figure 4.2. The sample of two stimulus sets including low CF low SMF (blue) and high CF high SMF
(orange). Panel A shows the histogram of low SMF and high SMF samples. Panel B shows the histogram
of low CF and high CF samples. Panel C represents the combined SMF and CF stimulus parameters a set
of 400 trials.

4.3.3. Equipment
Precomputed stimuli were converted from digital to analog and attenuated using a TuckerDavis Technology (TDT) Multi I/O Processor (RZ6) and were presented via insert earphones
(Etymotic Research; ER-2) diotically at 81 dB SPL. To calibrate stimulus level, earphones were
coupled to a Zwislocki ear simulator (Bruel & Kjaer DB-100), fitted with a G.R.A.S. 40 AG ½”
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externally polarized pressure microphone, connected to a G.R.A.S. 26 AK ½” preamplifier, routed
to a G.R.A.S. 12AA power supply, the output of which was measured with a Fluke 45 multi-meter.
Prior to calibrating the desired stimulus, relative level was established by coupling a sound
calibrator (Bruel & Kjaer type 4230) directly to the microphone in the circuit described above. In
addition, eego™ mylab software and ANT high-speed amplifier from Advanced NeuroTechnology (ANT) was used to record continuous EEG data at a sampling frequency of 500 Hz
with 24-bit resolution via a 64 sintered Ag-AgCl electrodes (International 10-20 electrode system)
shielded Waveguard cap. All electrode impedances were minimized to less than 10kΩ. Two
additional pairs of bipolar electrodes were placed vertically and horizontally about the right eye to
record electrooculography for eye blink artifact detection.
4.3.4. Procedure
Listeners were seated comfortably in a sound-treated booth with a touchscreen monitor
used for response selection. Before testing, all listeners were introduced to the two spectral cues
by listening to 40 samples of sound from the ‘low’ and ‘high’ distributions of SMF (with CF fixed
at 1500 Hz), and from the ‘low’ and ‘high’ distributions of CF (with SMF fixed at 2 cycles/octave).
A single-interval, two-alternative forced-choice task then was used to estimate the relative weights
of the two cues on two different days. On day 1, behavioral measures for the relative weight in
spectral identification task were completed, and on day two, EEG was recorded simultaneously
with behavioral measures in the same identification task. During each phase of the experiment
(day 1 and day 2), a total 400 trials were drawn randomly from either the low (low CF low SMF)
or the high (high CF high SMF) distributions as illustrated in Figure 4.2 (panel C). After each
presentation, listeners judged whether the signal belonged to the ‘low’ or ‘high’ stimulus set by
responding via the touchscreen monitor.
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4.3.5. Analysis
4.3.5.1.Measure of Relative Weights
The COSS analysis was used to estimate the relative weights on the spectral cues (i.e., SMF
and CF) that listeners used during the identification task. Instead of categorizing data into two
groups (‘low’ or ‘high’), we considered all 400 trials at once. Using a built-in MATLAB known
as glmfit.m, a multiple logistic regression (Equation 3) was used to predict binomial behavioral
responses (‘low’ = 0 and ‘high’ = 1) for 400-trials given the two vectors of perturbed stimulus
parameters as predictor variables on a trial-by-trial basis.
𝑙𝑜𝑔𝑖𝑡[𝑃𝐻𝐻 ] = 𝑤𝐴 ∙ 𝑓𝑆𝑀𝐹 + 𝑤𝐵 ∙ 𝑓𝐶𝐹 + 𝑤𝐶 + 𝑒

(2)

where 𝑃𝐻𝐻 is the probability of the ‘high’ responses, 𝑓𝑆𝑀𝐹 and 𝑓𝐶𝐹 are vectors of the perturbed
SMF and CF values, 𝑤𝐴 , 𝑤𝐵 and 𝑤𝐶 are coefficients, and 𝑒 is an error term representing imperfect
perception (internal noise). This model is referred to as Pr(R|S), a model that predicts the
behavioral response (R) given stimulus parameters (S). The model performance is defined by a
percent of the behavioral response correctly predicted.
The magnitudes of the relative weights were computed using the following equations; Ideal
observers would weight these two cues equally (i.e., weight = 0.5 and CF weight = 0.5.)
𝑆𝑀𝐹 𝑤𝑒𝑖𝑔ℎ𝑡 =

𝐶𝐹 𝑤𝑒𝑖𝑔ℎ𝑡 =

𝑤𝐴
|𝑤𝐴 |+|𝑤𝐵 |

𝑤𝐵
|𝑤𝐴 |+|𝑤𝐵 |

(3)

(4)

4.3.5.2.EEG Analysis
The EEG recordings were analyzed offline using the software package Brainstorm (Tadel
et al., 2011). The raw EEG data were pre-processed using the following steps; (1) bandpass
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filtering from 0.1 to 100 Hz, (2) notch filtering at 60 Hz, (3) eye blink detection based on bipolar
eye electrodes, and Fp1 and Fp2 electrodes, (4) removal of eye blink artifacts using Signal Space
Projections (SSP), and (5) re-referencing to the average EEG. After pre-processing, the continuous
recording was epoched by trigger name with a time window of -100 to 1000 ms relative to the
stimulus onset trigger. Each epoch was corrected for direct current (DC) offsets and linear
detrending. For each listener, 400-trial responses corresponding to the two stimulus categories,
‘low’ and ‘high’, were extracted and used for single trial EEG prediction and were also averaged
across trials for additional analyses. Both the global field power (GFP), which corresponds to the
spatial standard deviation of activity across the electrode array, and the response root-mean-square
(RMS) across electrodes were computed for single trials and averaged waveforms (Lehmann &
Skrandies, 1980). In addition, source localization was estimated using dynamical Statistical
Parametric Mapping (Dale et al., 2000) as implemented in Brainstorm. Based on the cortical atlas
by Destrieux et al. (2010), five regions of interest (ROIs) were identified empirically and evaluated
in this study; (1) left and (2) right auditory cortex including anterior transverse temporal gyrus of
Heschl, planum temporale of the superior temporal gyrus, posterior segment of the lateral sulcus,
inferior segment of the circular sulcus of the insula, and transverse temporal sulcus, (3) ventral
posterior cingulate gyrus including left and right subparietal sulcus, (4) dorsal posterior cingulate
gyrus including left and right marginal branch (or part) of the cingulate sulcus, (5) orbitofrontal
cortex including orbital gyri. While the left and right auditory cortices play the dominant role in
audition, the ventral posterior cingulate is thought to be involved in memory retrieval and planning
while the dorsal posterior cingulate is thought to help control attentional focus (Leech & Sharp,
2014). The orbitofrontal cortex, on the other hand, is thought to play a central role in adaptive
decision-making, response selection, and the encoding of choice, such that anticipatory activity
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about an upcoming choice may be present even before stimulus onset and continues to build up
after a stimulus has been presented (Nogueira et al., 2017).
Note that the RMS of both raw waveforms
and

sourced-localized

waveforms

were

computed, resulting in positive amplitudes. As
shown in Figure 4.3, waveforms were analyzed
based on a series of three peaks and the area
under-the-curve (AUC) associated with those
peaks, including (1) N1 from 70 to 150 ms, (2) P2
from 150 to 230 ms, and (3) a Late Latency

Figure 4.3. Illustration of peak amplitudes and
areas under the curves that were extracted and
analyzed.

Potential (LLP) from 400 to 600 ms. For the logistic regression analysis, the maximum peak
amplitudes of N1, P2, and LLP and the AUC were extracted within the pre-determined latency
window (indicated above) for each stimulus trial and averaged stimulus types for each of the 15
participants.
4.3.5.3.Multiple Logistic Regression on Single Trial EEG Data
Similar to the logistic regression used in the COSS analysis of the behavioral data, the
predictor variables were either the peak amplitudes or areas under the curve for peaks N1, P2, and
LLP, their combinations. The predicted variable was the value of the behavioral response (‘low’,
‘high’). Thus, the logistic regression equation was
𝑙𝑜𝑔𝑖𝑡[𝑃𝐻𝐻 ] = ∑𝑛−1
𝑖=1 (𝑤𝑖 ∙ 𝑋𝑖 ) + 𝑤𝑗 + 𝑒

(5)

where 𝑃𝐻𝐻 is the probability of the ‘high’ response, 𝑛 is the number of predictor(s), 𝑤𝑖 and 𝑤𝑗 the
regression coefficients, 𝑋𝑖 is a vector of the predictor variable, and 𝑒 is an error term. This model
is referred to as Pr(R|E), a model that predicts the behavioral response (R) given EEG data (E) or
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Pr(R|SE), a model that predicts the behavioral response (R) given EEG data (E) and stimulus
parameters (S). Similar to COSS analysis, a percent of behavioral response correctly predicted was
used to define the model performance.
A comparison was computed by calculating the probability of percent correct classification
based on a binomial distribution and comparing to probability of chance performance or comparing
between model performances and testing a significant difference using a build-in function
(binopdf) in MATLAB.
4.4. Results
4.4.1. Behavioral Relative Weights
The relative weights computed from the behavioral judgments for the 15 listeners, as
measured on two different days, are shown in Figure 4.4. The ordinate represents the probability
of the response ‘high’, and the abscissa represents the obtained decision variable as a z-score. The
obtained variable was constructed by sorting the trials corresponding to ‘high’ into 11 bins ranging
from – 5 to 5 on the z-score axis. Then, the probability of each bin was calculated as the number
of ‘high’ responses divided by the total number of trials in that bin.
The predictions (solid curves) fit the obtained decisions (symbols) quite well for both day
1 and day 2. These results indicate consistent fit across repeated test sessions, albeit the weights
can vary across days. The model, Pr(R|S), performance on both days are shown in Figure 4.5 in
both graphic and table format. In the graphic, the model, Pr(R|S), performance is on the ordinate,
and the listeners’ performance defined by percent of behavioral response that listeners performed
correctly is on the abscissa. The line in Figure 4.5 indicates equal performance between the model
and listeners data. Data points above the line signify that the model prediction was better
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Figure 4.4. COSS functions for all 15 listeners shown in separate panels. Means and 95% confidence
intervals of the obtained variables are plotted as circles (for day 1) and triangles (for day 2). The predicted
function represents as a solid line.

than the listeners themselves. Overall, the results demonstrate that the model predictions were
equal to or better than the listeners’ performance.
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Figure 4.5. The relationship between listeners’ performance and model predictions of behavioral
performance. The table inset shows model fit performance on both days.

A summary of the relative weight values for all 15 participants is reported in Table 4.1.
Since weights were similar for both days, only the weights measured on day two during the EEG
recording are reported here. Considering 0.5 as a criterion, there were 6 of 15 listeners with
stronger SMF than CF weights and 9 of 15 with stronger CF than SMF weights.

Table 4.1. Relative weights on both SMF and CF for all 15 listeners. Red text indicates which cue had the
greatest weight.

Listener

SMF weight

CF weight

Listener

SMF weight

CF weight

L1

0.5290

0.4710

L9

0.9458

0.0542

L2

0.5268

0.4732

L10

0.9296

0.0704

L3

0.4986

0.5014

L11

0.3816

0.6184

L4

0.3568

0.6432

L12

0.3512

0.6488

L5

0.7449

0.2551

L13

0.2361

0.7639

L6

0.3276

0.6724

L14

0.1643

0.8357

L7

0.3807

0.6193

L15

0.6578

0.3422

L8

0.4771

0.5229
82

4.4.2. Neural Encoding and Relative Weights
To evaluate the EEG data relative to each participants’ relative weights, the listeners were
divided into 2 groups using a relative weight of 0.5 as a criterion; the ‘SMF group’ (n = 6) and the
‘CF group’ (n = 9). Figure 4.6 shows the GFP and the estimated source localization waveforms
from the 5 ROIs (left and right auditory cortex, ventral posterior cingulate gyrus, dorsal posterior
cingulate gyrus, and orbitofrontal cortex), averaged first across 400 trials for each subject and then
across individuals in the respective relative weight group.

Figure 4.6. Average waveforms with standard error of GFP and focused ROIs based on relative weights
where the waveforms of SMF group (in blue) and CF group (in orange). The asterisk indicates significance
(p-value < 0.05).
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The extracted peaks of the GFP and source-localized ROIs were analyzed for group
differences using independent t-tests for each comparison. Results from all three peaks (i.e., N1,
P2, and LLP) comparisons showed that only the LLP peak amplitudes of SMF group were
significantly larger than those of the CF group for left (F1,14 = 5.12, p = 0.042) and right (F1,14 =
7.12, p = 0.019) auditory cortices. There were no significant group differences observed in the
GFP and other attention-related ROIs. Considering hemispheric difference, the activity in left
auditory cortex was larger than the activity in the right auditory cortex (F1,14 = 9.96, p = 0.007).
To illustrate the relationship between the behavioral relative weights and LLP peak amplitudes,
the LLP peak amplitudes of both auditory cortices were plotted against the actual relative weights
to SMF in Figure 4.7. The results shows a weak non-significant correlation between relative
weights and LLP peak amplitudes (r = 0.223, p = 0.425 for left auditory cortex and r = 0.299, p =
0.279 for right auditory cortex) indicating that the significance repeated above and shown in Figure
4.6.

Figure 4.7. Illustration of the relationship between the LLP peaks amplitudes at both left (blue circles) and
right (orange triangles) auditory cortices.
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4.4.3. Neural Markers of Spectral Weighting
The single-trial EEG recordings were evaluated further to examine the relationship
between individual behavioral responses and the neural responses. As noted previously, the EEG
responses from single trials were quantified by computing both peak amplitudes (N1, P2, and LLP)
and the AUC corresponding to each of the peaks. These two data sets were each analyzed using
single and multiple logistic regression to assess whether specific neural markers were predictive
of the behavioral response. The results of the analyses are reported in terms of model fit
performance as a function of predictors (i.e., EEG amplitudes, AUC, stimulus parameters, or some
combination) used in the regression analysis. Initial analyses completed using individual peak or
AUC data (e.g., N1 vs. P2 vs LLP) showed no significant difference in performance across
individual measures, thus the models were combined using all amplitude or AUC data. Figure 4.8
shows the model performance based on peak amplitude data (left panel) and the AUC data (right
panel). When only the stimulus parameter information (e.g., a vector of SMFs and CFs) was used
in the model [Pr(R|S)], the probability of accurately predicting the behavioral response ranged
from 67 to 94% correct. In comparison, when only single-trial peak amplitude data [Pr(R|E)] were
used, model performance was significantly less (p < 0.05; 1-tailed), ranging from 47 to 71 %
correct, yet it was still better than chance performance on average, (p < 0.05; 1-tailed). Combining
both peak amplitude and stimulus information [Pr(R|SE)] only improved performance by about
1% relative to that based on stimulus only information. One additional analysis used peak
amplitude data to predict the stimulus [Pr(S|E)] instead of the behavioral response. The results
showed the poorest model performance, ranging from 46 to 58 % correct predictions, indicating
that little stimulus information was represent in the EEG data. Model performance using the AUC
data as predictor(s) instead of the peak amplitudes (Figure 4.8, right panel) were nearly identical
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to the peak amplitude analysis across each model fit. Notably, model performance in which single
trial EEG AUC data was used to predict single trial behavioral responses [Pr(R|E)] was
significantly better than chance performance, (p < 0.05; 1-tailed), ranging from 52 to 67% correct.

Figure 4.8. Multiple logistic regression model results using single trial EEG peak amplitude (left panel) and
AUC (right panel) information for 15 listeners to predict behavioral responses on individual trials. Each
boxplot represents the model fit performance reported as percent of responses correctly predicted, with the
red line representing the median and the range representing the 25th and 75th percentiles. Error bars or
whiskers indicate the smallest and largest performances that are not outliers where the outliers are indicated
by plus symbols. The dashed line represents chance performance (1-tailed). The bars and asterisks above
the boxplots reflect significance levels for differences between model fits (** p < 0.01 and *** p < 0.001).

Overall, there is some evidence that information in EEG response reflects the behavioral
decision response, though there the individual differences were substantial. However, the results
from 86.7% of the listeners indicated that when adding stimulus parameters to the behavioral
response prediction, the performance improves significantly (p < 0.05; 1-sided). In few listeners,
the predictions show a tendency of significantly improving when adding the peak amplitudes or
the areas under the curve of LLP (p < 0.05; 1-sided). These results indicate that without knowing
the stimulus parameters, we were still able to predict binomial behavioral responses (low or high)
with this current stimulus presentation paradigm.
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4.5. Discussion and Conclusions
The current study aims to evaluate the relative weights listeners place on the two spectral
cues (i.e., SMF; global and CF; local cues) and the underlying neural correlates of those weights.
First, we applied a condition-on-a-single-stimulus (COSS) analysis, a quantitative method for
estimating relative weights on acoustic features in spectral feature identification task. During the
task, two spectral cues co-occurred and co-varied: the spectral modulation frequency (SMF) and
the carrier frequency (CF). Results of the COSS analyses indicated that the relative weights
assigned to those two cues could be reliably estimated from the single interval, two-alternative
spectral identification task used in this study. Despite some individual variability in the results
when measuring behavioral performance across two different days, the relative weights were
reliably estimated for each day (see Figure 4.4) and half of listeners (7 of 15) weighted the cues
similarly across days. Importantly, the COSS analysis also provided the opportunity to determine
if listeners’ high/low decisions were based on within-channel (local) or across-channel (global)
spectral comparisons. The results showed that listeners weighted their decisions on both cues, with
6 of 15 (40%) favoring SMF cues and 9 of 15 (60%) favoring CF cues, based on a weighting
criterion of 0.5, but neither cue was used exclusively for any listener. This indicates that listeners
are able to make use of both local and global spectral cues interchangeably during the decisionmaking process. In sum, when both spectral cues are available with roughly equal salience, some
individuals inherently use local spectral cues in a sequential comparison, while others inherently
use more global spectral cues in a simultaneous comparison.
Simultaneously recorded EEG responses during the spectral identification task that were
averaged across listeners based on their relative weights were significantly different between those
with stronger SMF weights (n = 6) compared to those with stronger CF weights (n = 9).
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Specifically, differences were observed in the source-localized waveforms of the left and right
auditory cortices during a time window (400 to 600 ms) corresponding to a late latency potential
(LLP). Although this response corresponds to the time frame and attentional processes associated
with the P300 response (Polich, 2007), we chose to apply a more general label since it was not
elicited using an implicit deviance detection (i.e., oddball) paradigm often associated with the P300
response. Nonetheless, we interpret this response as a reflection of attentional processes occurring
in both auditory cortices that are influenced by individual spectral cue weights during the decisionmaking task. Thus, differences in perceptual strategies using local versus global spectral cues are
represented in neural coding within the auditory cortex. Note that the peak amplitudes of the LLP
were quite broad, and the relative weights were varied across individuals within each group,
suggesting that the relationship will be stronger with a larger sample size.
Lastly, the individual trial-by-trial relationship between the EEG and behavioral responses
was explored to determine what, if any, neural markers might be most predictive of an individual’s
behavioral decision. The results of fitting the multiple logistic regression model to the data
demonstrated that behavioral responses could be predicted from single-trial peak amplitude data
(N1, P2, LLP and their combinations) with an accuracy of about 47 to 71 percent correct (mean of
57.72) and from AUC data with about 52 to 67 percent correct (mean of 57.12). These results were
significantly better than chance performance and significantly better than predicting the stimulus
from the EEG data. Thus, the results provide strong evidence that some degree of the trial-by-trial
decision making process is represented in the auditory EEG response alone. One factor that may
have limited model performance with the single trial EEG data is related to the stimulus paradigm
used in this study. Each stimulus was presented in a single, burst-type interval, which is known to
elicit the characteristic cortical auditory evoked response (P1-N1-P2) following stimulus onset and

88

offset. Thus, it is perhaps not surprising that the EEG responses were not able to predict the
stimulus as well as the behavioral responses (see Figure 4.8). This may also lead to poorer
performance of the EEG measures in predicting behavioral performance. An alternative
methodology that may avoid the strong onset response would be a change-detection paradigm, in
which a target stimulus is randomly interleaved into a continuous standard stimulus. This approach
would still allow for single interval behavioral identification measures but may provide a more
direct neural marker of stimulus identification in the EEG (Martin & Boothroyd, 2000). Although
we considered main cortical components (i.e., N1, P2 and LLP), it would be important to take all
time points in waveforms into account. Likewise, it may demonstrate that the neural responses
encode even more information about behavioral relative weights than what was achieved in this
study.
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5. General Discussion and Conclusion

Natural sounds consist of multiple spectral properties such as audio-frequency region
(bandwidth and center frequency) and spectral envelope. Auditory spectral processing involves
abilities such as frequency resolution and spectral envelope perception. Frequency resolution, in
broad terms, is the ability to process or focus on one spectral region even though there exists
stimulus content in another spectral region. Spectral masking and spectral density resolution tasks
are commonly used to index frequency resolution. Spectral envelope perception is an ability to
perceive patterns of intensity across broader spectral regions and can be indexed by methods such
as spectral profile analysis and spectral modulation (SM) detection.
SM has been used widely in investigations of auditory perception as a way to understand
how the human auditory system encodes and perceives such stimuli. A potential limitation of
previous investigations of spectral modulation is that stimuli have been relatively long in duration
(e.g., 500 ms) while steady-state portions of actual speech tend to be much shorter (50 to 300 ms).
Furthermore, the range of sound pressure levels associated with natural speech spans about 70 dB
under typical communication conditions yet to date it is unknown how spectral modulation
detection varies with sound level. Likewise, when evaluating spectral modulation detection in
persons with hearing loss, the range of possible presentation levels is reduced, and knowledge of
how spectral modulation detection varies with level can inform parameter selection in measures
with such a population. Thus, there is a critical need to determine how stimulus duration and
stimulus level impact spectral modulation detection. In Chapter 2, spectral modulation detection
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thresholds were reported for a various stimulus durations and presentation levels. SM detection
thresholds were measured for SM frequencies ranging from 0.25 to 8 cycles/octave. Thresholds
were stable with decreasing stimulus duration from 400 to 200 ms. With additional reduction in
duration to 100 ms, SM detection thresholds increased (worse) significantly. A significant and
obvious increase in SM detection thresholds was observed when the duration was reduced further
to 50 ms. Thus, greater depth is needed to detect SM when the duration is approximately 100 ms
or shorter relative to durations longer than 100 ms. It was noted in Chapter 2 that, in theory, the
SM detection task could be achieved in one of two ways: a within audio frequency channel
comparison of local intensity across sequential listening trials, or a within listening trial, across
audio frequency channel comparison of intensity. The present results are in agreement with the
latter process, analogous to the process presumed to be used in an auditory profile analysis task
(e.g., Green et al., 1984), and are not consistent with investigations involving sequential
comparisons such as across-trial intensity discrimination (Florentine, 1986). Similar results were
obtained when investigating the effects of presentation level on SM detection. The SM detection
thresholds were comparable the presentation level decreasing from 60 to 20 dB SL (relative to the
unmodulated, same bandpass, noise detection thresholds). This results are consistent with changes
in detection thresholds observed in profile analysis task with a simultaneous comparison (e.g.,
Mason et al., 1984) rather than in intensity discrimination with a sequential comparison (Dai &
Green, 1993). SM detection thresholds were noticeably different only when the presentation level
was decreased to 10 dB SL which is likely due to effective “rectification” of the shape of the
spectral envelope, causing the internal representation to deviate from sinusoidal. The overall
pattern of results from the duration and level experiments are consistent with previous studies
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using durations and levels from within the range sampled here (e.g., Eddins & Bero, 2007; Hoover
et al., 2018; Ozmeral et al., 2018).
Besides behavioral studies, there are a few electrophysiological studies on spectral
processing using SM. An unpublished study conducted by Drs. Secor, Eddins, and Eddins in 2002
showed that thresholds estimated from CAEP responses to SM over the range of 0.5 to 8
cycles/octave were proportionally higher than behavioral thresholds but followed exactly the same
band-pass pattern. Stoody et al. (2011) also confirmed that cortical auditory evoked potential
(CAEP) is sensitive to changes in SM frequencies (SMF) and modulation depth. In Chapter 3, we
considered how auditory system encodes two spectral features, spectral envelope and carrier center
frequency, during inattention and selective attention to the stimuli and to features of either the
envelope or carrier. Four stimulus parameters included low or high carrier center frequency and
low or high SM frequency. EEG was measured while listeners ignored the stimuli (passive
listening), while they attended to the stimuli (undirected) and responded either low or high, and
while they were directed to attend to either the SMF to the CF. The results showed that stimulus
effects were not prominent as early as N1 and P2, but later at LLP was observed significantly
difference at global field power (GFP) and posterior cingulate gyri. In agreement with Hillyard et
al. (1973), the cortical responses revealed a significant listening condition effects at P2 and LLP.
Interestingly, P2 peak amplitudes during the undirected attention were significantly lower than
peak amplitudes during two other directed attention and passive listening indicated that P2 could
potentially be an attention type neural marker. On the other hand, the LLP peak amplitudes during
the passive listening were significantly smaller than the when either undirected or directed
attention to SMF and CF was encouraged, indicating that the LLP difference observed is associated
with attentional processes similar to P300 (Polich, 2007). That is, the LLP may indicate whether
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there is attention involved in the task, but it cannot be used to differentiate between types of
attention as in the P2.
As shown in Table 1.1, there is evidence of hemispheric asymmetry associated with both
temporal and spectral processing as well as local versus global processing. For example, Zatorre
& Belin (2001) reported that the left auditory cortex was more sensitive to temporal processing
while the right auditory cortex was more sensitive to spectral processing. In addition, several
subsequent studies have reported hemispheric asymmetry for specific temporal and spectral cues.
For instance, Poeppel (2003) reported that rapid changes in amplitude over time elicited greater
activity in left hemisphere while slower changes in amplitude over time produced greater activity
in right hemisphere . In terms of investigations of spectral processing without attention, the results
from a PET scan study showed that SM provided differentially greater activation in the left
temporal lobe (Thivard et al., 2000). However, when listeners were instructed to selectively attend
to specific spectral cues (SMF or CF), the PET results showed that cortical activity associated with
SMF was greater in left thalamus whereas cortical activity associated with CF was greater in the
right middle inferior temporal lobe. The results from the current studies of this dissertation using
EEG (with a single-trial stimulus paradigm) showed a significant hemispheric effect at P2 peak
where the left auditory cortex had larger activity than the right auditory cortex in both passive
listening and attention conditions (i.e., directed and undirected conditions). In another word,
regardless of attention, spectral processing lead to greater activity in the left auditory cortex. It
should be noted that the stimuli of the present study had relatively small SMF and CF differences
as compared to the earlier PET investigation, which may have led to differing results.
Based on the study reported in Chapter 3, we know that cortical responses during an
undirected condition (attention condition without a specific direction) can differ from the
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responses during a directed attention condition. A logical extension to this result is to determine
how subjects weight two spectral cues that are present simultaneously, how cortical responses
might vary when perceptual weights are determined to be greater for one versus the other cue, and
whether or not those cortical responses can explain behavioral responses. The two spectral cues
were investigated using a condition-on-a-single-stimulus (COSS) analysis to estimate relative
decision weights during a single-trial behavior task on two different days. The COSS analysis
results revealed that the weights on the spectral cues could be consistently estimated from a single
trial SM identification task. Despite the variability in individuals’ weights, the estimated weights
were reliable across different days and many listeners weighted the cues similarly on both days.
There were about 40 percent of the listeners who weighted the SMF cue greater than the CF cue,
indicating that those listeners used a global cue more often than a local cue during the task, while
60 percent of the listeners used the CF more than the SMF cue. However, the fact that neither cue
was used exclusively indicated that listeners mostly used both spectral cues. To further investigate
cortical responses corresponding to the decision weights, the electroencephalography (EEG)
recorded during the same SM identification task was evaluated. The listeners were divided into
two groups based on their behavioral decision weights with a criterion of 0.5. Those with stronger
SMF weights (n=6) showed larger amplitudes in the source-localized LLP from both the left and
right auditory cortices as compared to listeners with stronger CF weights (n=9). Since the LLP
corresponds to an attentional process, similar to the P300 response (Polich, 2007), these results
were interpreted as an indication that auditory cortical activity in both hemispheres reflects
attention to spectral cue weighting during the SM identification task. Lastly, single-trial EEG data
were explored to determine if any neural markers might be predictive of an individual’s behavioral
responses. Using simple and multiple logistic regression analyses to evaluate the possible
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predictive value of the EEG data, results showed that individual’s behavioral responses could be
predicted from single trial EEG data (e.g., peak amplitudes and area under the curves) with an
accuracy of about 47 to 71% correct. These levels of performance were significantly better than
chance performance and better than performance when predicting the stimulus category (e.g., low,
high frequency) given the same EEG data. One factor that may have limited the prediction
accuracy is the nature of the EEG stimulus and recording paradigm. As noted in Chapter 4, a
change-detection paradigm would likely evoke responses more closely related to the acoustic
characteristics of the stimuli than the burst procedures used in this project, potentially leading to
better prediction of the behavioral responses with the single-trial EEG data.
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