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NOTE ON MAXIMAL ESTIMATES OF GENERALIZED
SCHRO¨DINGER EQUATION
CHU-HEE CHO AND HYERIM KO
Abstract. In this study we extend the recent works on the pointwise convergence
for the solutions of Schro¨dinger equations based on Du, Guth, and Li [13] and Du
and Zhang [16] to generalized Schro¨dinger equations. We establish the associated
maximal estimates for a general class of phase functions, which give the pointwise
convergence for f ∈ Hs(Rd) whenever s > d
2(d+1)
.
1. Introduction
Let us consider a generalized Schro¨dinger equation defined on Rd+1 such that
(1.1)
{
iut − Φ(D)u = 0,
u(x, 0) = f(x)
where f ∈ Hs(Rd) for the L2-Sobolev space of order s > 0. Here, Φ(D) is a multiplier
operator defined on Rd. The solution of (1.1) can be formally written as
eitΦf(x) =
1
(2π)d
∫
Rd
ei(x·ξ+tΦ(ξ))f̂(ξ)dξ.
A generalization of Carleson’s problem is to verify the optimal regularity s for which
(1.2) lim
t→0
eitΦf(x) = f(x) a.e. x
whenever f ∈ Hs. For the free Schro¨dinger equation, Carleson [9] observed that (1.2)
holds for s ≥ 1/4 in one dimension. The convergence generally fails when s < 1/4 for all
dimensions as derived from Dahlberg and Kenig [12].
In higher dimensions, Sjo¨lin [28] and Vega [31] independently showed that (1.2) is
valid for s > 1/2. It was improved to s > 12 − 14d for d = 2 by Lee [21] and to d ≥ 3
by Bourgain [4] ([8, 11, 3, 27, 30] for the previous results). Bourgain [6] provided an
example that shows that s ≥ d2(d+1) is necessary to hold (1.2). Recently, Du, Guth, and
Li [13] and Du and Zhang [16] proved the convergence holds for this range except for the
endpoint ([24, 25, 14] for the earlier work).
In this note, we consider a class of the generalized phase functions Φ which are smooth
for ξ 6= 0. In addition, for all multi-indices γ, c, C > 0 and α > 1 exist such that
(1.3) |DγΦ(ξ)| ≤ C|ξ|α−|γ|, |∇Φ(ξ)| ≥ c|ξ|α−1,
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(1.4) the Hessian matrix of Φ is positive definite.
This includes the phase function of the fractional Schro¨dinger operator eit(−∆)
α/2
f and
is a natural extension of the generalized Schro¨dinger operator as considered in [21, 4].
For the pointwise convergence of the fractional Schro¨dinger operator, Sjo¨lin [28] proved
that (1.2) holds if and only if s ≥ 1/4 when d = 1. For higher dimensions, he obtained
positive results when s ≥ 1/2 for d = 2, and s > 1/2 for d ≥ 3. By using the iterative
argument developed in [4], Miao, Yang, and Zheng [26] improved this result to s > 3/8
when d = 2 and also for higher dimensions. We obtain an almost everywhere convergence
for a more generalized Schro¨dinger operator in all dimensions as follows.
Theorem 1.1. Suppose that Φ satisfies (1.3) and (1.4). Then (1.2) holds for f ∈ Hs(Rd)
whenever s > d2(d+1) .
Reduction. Bd(x, r) denotes the ball of radius r centered at x in Rd, and Ad(r) := {ξ ∈
Rd : 2−1r ≤ |ξ| ≤ r} denotes the annulus. To prove Theorem 1.1, it suffices to estimate
the associated maximal functions
(1.5) ‖ sup
0<t≤1
|eitΦf |‖Lp(Bd(0,1)) ≤ C‖f‖Hs(Rd)
for s > d2(d+1) and some p ≥ 1. By the Littlewood-Paley inequality and triangle inequal-
ity, it is enough to prove that
(1.6) ‖ sup
0<t≤1
|eitΦf |‖Lp(Bd(0,1)) ≤ CǫR
d
2(d+1)
+ǫ‖f‖2
where f has Fourier support in the annulus Ad(R) for R ≥ 1. By a parabolic rescaling
ξ → Rξ and (x, t)→ (R−1x,R−αt), (1.6) is reduced to showing that
(1.7) ‖ sup
0<t≤Rα
|eitΦαf |‖Lp(Bd(0,R)) ≤ CǫR
d
2(d+1)
− d2+
d
p+ǫ‖f‖2
where f̂ is supported on Ad(1). Here Φα(ξ) = R
−αΦ(Rξ) and it also satisfies (1.3) and
(1.4). By giving the conditions (1.3) and (1.4), we can further reduce the problem to
considering the time range (0, R] by a localization lemma in [10] (see also [21, 23, 26]).
Thus it suffices to prove the following in the case of p = 2.
Theorem 1.2. For ǫ > 0 and Φ satisfying (1.3) and (1.4), Cǫ > 0 exists such that
‖ sup
0<t≤R
|eitΦf |‖L2(Bd(0,R)) ≤ CǫR
d
2(d+1)
+ǫ‖f‖2
whenever f̂ is supported on Ad(1).
Thus Theorem 1.2 gives the pointwise convergence for the desired range of s > 0.
Particularly for d = 2, we can obtain improved maximal estimates in Theorem 1.2 to
p = 3 as follows.
Theorem 1.3. Let ǫ > 0. For any Φ satisfying (1.3) and (1.4), Cǫ > 0 exists such that
for all R ≥ 1,
‖ sup
0<t≤R
|eitΦf |‖L3(B2(0,R)) ≤ CǫRǫ‖f‖2
whenever support of f̂ is on A2(1).
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By the localization argument, we may assume that the associated phase functions Φ
are elliptic. After a parabolic rescaling, a fixed phase function changes to a different
one, unlike in the Schro¨dinger case. In addition, it seems difficult to apply typical
mollification arguments using convolution estimates or Fourier series expansions with
preserving induction hypothesis in Propositions 3.4 and 4.1 such as tangential properties
(see subsection 3.1.3 for the definition). We overcome this by considering a class of
elliptic functions and adding an induction assumption (see (3.22) and (4.14)) based on a
dyadic pigeonholing argument so that we do not depend on the concrete structure of a
given function Φ.
Moreover, applying a decoupling inequality in a lower dimensional hyperplane after
parabolic rescaling is then possible. The decoupling inequality holds for elliptic surfaces
by following the same line of proof of that of a paraboloid as remarked in [7]. However,
applying the lower dimensional decoupling inequality for elliptic surfaces is not clear
when we restrict an elliptic surface to a hyperplane. We follow the argument of Du,
Guth, and Li that the projection of a paraboloid onto a hyperplane can be viewed as a
lower dimensional paraboloid. We clarify this issue in Theorem 3.6.
Our proof is based on the recent works of [13, 16]. As mentioned in earlier studies
[15, 16], the maximal estimates for the Schro¨dinger equation seem generally to extend
to elliptic cases. We fully clearify this to construct an induction step on the class of
elliptic phase functions and give a detailed proof to treat the error terms. For the
proof of Theorem 1.2, we use the multilinear restriction theorem derived from Bennett,
Carbery and Tao [2] and establish refined Strichartz estimates for a class of general
elliptic functions. We also use the l2-decoupling inequality in [7] for elliptic surfaces in
lower dimensional space. Additional effort is required to establish Theorem 1.3 using
polynomial partitioning. We divide the original operator into cells as well as transversal
and tangential parts, and use an induction argument for cells and transversal part. To
estimate the tangential term, we apply another version of refined Strichartz estimates for
the two dimensional case.
Outline of the paper. This paper is organized as follows. In Sections 2 and 3, we provide
the proof of Theorem 1.3. In Section 2, we apply polynomial partitioning and estimate
the cellular and transversal parts. The tangential term is established in Theorem 3.1
given in section 4 by using refined bilinear Strichartz estimates in Proposition 3.10 with
different frequency scales. To prove Proposition 3.10, we first establish a linear refined
Strichartz estimate in Proposition 3.4 based on the induction argument using decou-
pling inequality. We then obtain a bilinear generalization of this in Proposition 3.9. To
show the implication from Proposition 3.9 to 3.10, we use parabolic rescaling and the
pigeonholing argument to adjust frequency support. In Section 5, we prove Theorem 1.2.
2. Proof of Theorem 1.3
Let us set BR = B
2(0, R)× [0, R]. To show Theorem 1.3, we discuss more constructive
estimates as follows.
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Theorem 2.1. Let p > 3, R ≥ 1 and 0 < r ≤ 1/2. For any ǫ > 0 and Φ satisfying (1.3)
and (1.4), a constant Cǫ > 0 exists such that for q > ǫ
−4,
(2.1) ‖eitΦf‖LpxLqt (BR) ≤ Cǫrǫ
2
Rǫ‖f‖2
holds whenever support of f̂ is in a ball B2(ξ0, r) for some ξ0 ∈ A2(1).
We choose balls B2(ξ0, 1) to coverA
2(1) and apply the dominated convergence theorem
to obtain
‖eitΦf‖LpxL∞t (BR) ≤ CǫRǫ‖f‖2
for any p > 3. In particular, for p = 3, we interpolate this with a trivial estimate
‖eitΦf‖L2xL∞t (BR) . R‖f‖2.
Therefore, Theorem 1.3 can be deduced from Theorem 2.1. Before giving a proof, we
construct a wave packet decomposition and recall polynomial partitioning.
2.1. Wave packet decomposition. Let Φ be a function satisfying (1.3) and (1.4)
supported on Ad(1). Suppose that f̂ is supported on a ball Bd(0, 1). We also let
V = R−1/2Zd ∩ Bd(0, 2) and Y = R1/2Zd ∩ Bd(0, R). For ψ̂ ∈ C∞0 (Bd(0, 4/5)) such
that
∑
k∈Zd |ψ̂(· − k)|2 = 1 on Rd and for y ∈ Y, v ∈ V , we set
(2.2) ψ̂v(ξ) = R
d/4ψ̂(R1/2(ξ − v)), ψ̂y,v(ξ) = e−iy·ξψ̂v(ξ).
By the Poisson summation formula, we can easily see that∑
y,v
ψy,v(x)ψ̂y,v(ξ) = (2π)
−deix·ξ
(see for example [17, exercise 6.1.9]). Let us set
fy,v := 〈f, ψy,v〉ψy,v
so that fy,v has Fourier support on a ball of radius ∼ R−1/2 and is essentially supported
on a ball of radius ∼ R1/2 in physical space. Then, f can be formally represented by∑
(y,v)∈Y×V
fy,v(x) =
∑
y,v
∫
f̂(ξ)ψ̂y,v(ξ) dξ ψy,v(x) = f(x).(2.3)
A simple calculation yields
∑
(y,v)∈Y×V |〈f, ψy,v〉|2 . ‖f‖22. By the stationary phase
method, we obtain
|eitΦψy,v(x, t)| ≤ R−d/4χTy,v (x, t) +O(R−N )‖f‖2
for sufficiently large N > 0. Here a tube Ty,v is defined by
(2.4) Ty,v = {(x, t) : |x− y + t∇Φ(v)| ≤ R1/2+δ, 0 ≤ t ≤ R}
for a small δ > 0 and eitΦfy,v restricted to B
d+1(0, R) is essentially supported on a tube
Ty,v. We denote the set of all tubes Ty,v by T .
If all wave packets are arranged in one direction, then we find that
‖
∑
y
eitΦfTy,v0 ‖LpxLqt (BR) . R−
d
4+
1
q ‖
∑
y
〈f, ηy,v0〉χTy,v0 ‖LpxL∞t (BR)
MAXIMAL ESTIMATES FOR SCHRO¨DINGER EQUATION 5
Therefore, we obtain
‖
∑
y
eitΦfTy,v0 ‖LpxLqt (BR) . R−
d
4+
1
q
∑
y
|〈f, ηy,v0〉|‖ sup
y
χTy,v0 ‖LpxL∞t (BR)(2.5)
. R−
d
4+
1
qR
d+1
2p +
δ
p ‖f‖2.
Let ǫ > 0 and f be a Schwartz function such that f̂ is supported in a ball Bd(ξ0, r)
for some ξ0 ∈ Ad(1) and 0 < r ≤ 12 ≤ R. To prove Theorem 2.1, we argue by induction
on the size of balls in physical and frequency space. If r ≤ R−10, (2.1) follows from
|eitΦf(x)| ≤ r‖f‖2 by Ho¨lder’s inequality. For a given ǫ > 0, if R−10 ≤ r ≤ R− 12+O(δ),
we notice that all the associated wave packets have the same direction. Then by (2.5),
we have (2.1) whenever p ≥ 3 for sufficiently large q > ǫ−4 with small δ = δ(ǫ). In
addition, it is clear that (2.1) holds trivially for R ∼ 1 and therefore we need to consider
only the cases R ≫ 1 and r ≥ R−1/2. From this point forward, we assume that R ≫ 1
and r ≥ R−1/2. We also assume that (2.1) holds for either the radius of balls in (x, t)
space being less than R/2 or being smaller than R and the radius of balls in frequency
space being less than r/2.
2.2. Polynomial partitioning. The part of the proof concerning polynomial partition-
ing is mostly based on the previous article [13] and we provide details as follows. We
denote by Z(P ) the zero set of a polynomial P and call P a non-singular polynomial if
∇P (z) 6= 0 for all z ∈ Z(P ). Throughout this paper, we assume that the polynomial P
is a product of non-singular polynomials by the density argument in [18]. We can next
state the polynomial partitioning theorem.
Theorem 2.2 (Theorem 3.2, [13]). Let g ∈ L1xLst (Rd+1) be a nonzero function and
1 ≤ s < ∞ and D > 0. Then a nonzero polynomial P exists of degree ≤ D defined on
Rd+1 which is the product of distinct non-singular polynomials and a collection of disjoint
open sets Oi exists satisfying
(2.6) (Rd × R) \ Z(P ) =
⋃
i∈I
Oi
with #I ∼ Dd+1. Moreover, for each i, a constant C1 exists independent on i such that
‖g‖L1xLst (Rd+1) ≤ C1Dd+1‖gχOi‖L1xLst (Rd+1).
We substitute |eitΦf |pχBR to g in Theorem 2.2 with s = q/p and D = Rǫ
4
. Then a
polynomial P is of degree ≤ D obeying (2.6) and
(2.7) ‖eitΦf‖p
LpxL
q
t (BR)
≤ C1D3‖eitΦfχOi‖pLpxLqt (BR).
Let us denote a R
1
2+δ neighborhood of Z(P ) by a wall W and also call O˜i = Oi \W
by a cell. Then we have
‖eitΦf‖p
LpxL
q
t (BR)
=
∑
i∈I
‖eitΦfχO˜i‖
p
LpxL
q
t (BR)
+ ‖eitΦfχW ‖pLpxLqt (BR)
and treat cell dominated case and the remaining case by dividing transversal and tan-
gential part.
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2.2.1. Cellular part. Let us define a subcollection I˜ of an index set I by
I˜ = {i ∈ I : ‖eitΦf‖p
LpxL
q
t (BR)
≤ 2C1D3‖eitΦfχO˜i‖
p
LpxL
q
t (BR)
}
for the constant C1 appeared in (2.7). We assume that I˜ = I and the other case will be
treated in 2.2.2. Let us set fi =
∑
T :T∩O˜i 6=∅
fT for each i. Then by definition (2.4), we
have for (x, t) ∈ O˜i,
|eitΦf(x)| ≤ |eitΦfi(x)|+O(R−N )‖f‖2
for a sufficiently large N . Note that any tube T ∈ T can meet at most (D + 1) cells Oi
since the axis of T meets Z(P ) at most D times. Therefore, we obtain∑
i∈I
‖fi‖22 =
∑
i∈I,T∈T :
T∩O˜i 6=∅
‖fT ‖22 . D‖f‖22.
By the pigeonholing argument, i◦ ∈ I˜ exists such that ‖fi◦‖22 . D−2‖f‖22 since #I˜ ∼ D3.
Now we cover BR by B
′
R/2 translations of the cylinder BR/2 and obtain
‖eitΦf‖p
LpxL
q
t (BR)
≤ 2C1D3‖eitΦfχO˜i◦‖
p
LpxL
q
t (BR)
≤ 2C1D3
∑
B′
R/2
‖
∑
T : T∩O˜i◦ 6=∅
eitΦfT ‖pLpxLqt (B′R/2) +O(R
−N )‖f‖p2.
By applying the induction hypothesis, it follows that
‖eitΦf‖p
LpxL
q
t (BR)
≤ C′D3[Cǫrǫ2(R/2)ǫ‖fi◦‖2]p +O(R−N )‖f‖p2
≤ C′′2−pǫD3[Cǫrǫ2RǫD−1‖f‖2]p.
Since p > 3 and D = Rǫ
4
, we can see that C′′2−pǫD3−p ≤ (1/2)p for sufficiently large R.
Then it gives (2.1) when the cell part dominates.
2.2.2. Wall part. In the opposite case to section 2.2.1 we can choose i◦ ∈ I \ I˜. By (2.7),
we see that
‖eitΦf‖p
LpxL
q
t (BR)
≤ C1D3‖eitΦfχO˜i◦‖
p
LpxL
q
t (BR)
+ C1D
3‖eitΦfχOi◦∩W ‖pLpxLqt (BR).
By the definition of (I˜)c, we have
‖eitΦf‖p
LpxL
q
t (BR)
≤ 2C1D3‖eitΦfχOi◦∩W ‖pLpxLqt (BR) ≤ 2C1D
3‖eitΦfχW ‖pLpxLqt (BR).
Thus we only need to consider the wave packets which are concentrated on the wall.
Partition BR into balls Bj of radius R
1−δ. Let us denote by Tz(Z(P )) the tangent
plane of Z(P ) at a fixed point z and by D(T ) the direction of a tube T = Ty,v which is
D(T ) = (−∇Φ(v), 1).
Then we define tangential and transversal tubes on each Bj as follows.
Definition 2.1 (tangential and transversal tubes). We say that a tube T is tangent to the
wall W in Bj if T intersecting Bj and W satisfies
(2.8) Angle(D(T ), Tz(Z(P )) ≤ R− 12+2δ
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for any nonsingular point z ∈ Z(P )∩ 10T ∩ 2Bj . Otherwise, we say that T is transversal
to the wall W in Bj .
We let T aj be the collection of all tubes T ∈ T such that T is tangent to the wall in
Bj and T rj be the collection of tubes such that T is transversal. We also set
faj =
∑
T∈T aj
fT and f
r
j =
∑
T∈T rj
fT .
Now we define wave packets tangent to Z = Z(P ) and a function concentrated on
that wave packets as follows.
Definition 2.2 (concentrated on the wave packets). Let δ′ > 0. We say that a tube
T = Ty,v is R
−1/2+δ′-tangent to Z if it obeys
(2.9) Ty,v ⊂ NR1/2+δ′Z ∩BR, Angle(D(Ty,v), TzZ(P )) ≤ R−1/2+δ
′
for all non-singular point z ∈ N2R1/2+δ′ (Ty,v) ∩ 2BR ∩ Z. Let us set TZ(R−1/2+δ
′
) by
TZ(R
−1/2+δ′) = {(y, v) : Ty,v is R−1/2+δ′ -tangent to Z}.
We say that f is concentrated on wave packets from TZ(R
−1/2+δ′) with respect to Φ if
the corresponding phase function of the wave packets T is Φ and∑
(y,v)/∈TZ(R−1/2+δ
′ )
‖fT‖2 = O(R−N )‖f‖2
for a sufficiently large N > 0. We say that f is concentrated on the wave packets from
TZ(R
−1/2+δ′) when Φ is determined.
Return to estimating wall part and recall that f̂ is supported on a ball B2(ξ0, r).
For 1 ≪ K ≪ Rǫ, we cover B2(ξ0, r) by boundedly overlapping collection of balls ω of
radius K−1r and let f =
∑
ω fω where f̂ω is supported on ω. For each fixed Bj , we set
f rω,j = (fω)
r
j , f
a
ω,j = (fω)
a
j and define a bilinear tangential operator by
Bil(eitΦfaj )(x) =
∑
dist (ω1,ω2)≥K−1r
|eitΦfaω1,j(x)|1/2|eitΦfaω2,j(x)|1/2.
In order to facilitate the understanding, let us define B and Ω by
B = {(x, t) ∈ BR : Kǫ3 max
ω
|eitΦfω(x)| ≤ |eitΦf(x)| }
and for (x, t) ∈ B ∩W ,
Ω = {ω : |eitΦfaω,j(x)| ≤ K−4|eitΦf(x)| }.
Let us fix Bj and (x, t) ∈ Bj ∩W ∩B. Suppose that all ω ∈ Ωc are adjacent. Then there
are . 1 balls ω in Ωc. Then by the definition of B,∑
ω∈Ωc
|eitΦfω(x)| ≤ 1
2
|eitΦf(x)|.
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Therefore, we obtain
1
2
|eitΦf(x)| ≤ |
∑
ω∈Ω
eitΦfω(x)| ≤ |
∑
ω∈Ω
eitΦf rω,j(x)| + |
∑
ω∈Ω
eitΦfaω,j(x)|+O(R−N )‖f‖2
≤ |
∑
ω∈Ω
eitΦf rω,j(x)| +K−2|eitΦf(x)|+O(R−N )‖f‖2
since the total number of ω is ≤ 10K2. Otherwise, for (x, t) ∈ Bj ∩W ∩ B, there are
ω1, ω2 ∈ Ωc such that dist(ω1, ω2) & K−1r. Then by the definition of Ω,
|eitΦf(x)| ≤ K4Bil(eitΦfaj )(x).
Therefore, we have the following decomposition.
Lemma 2.3. For each point (x, t) ∈ W ∩ BR, there exists a collection Ω of balls ω of
radius K−1r such that
|eitΦf(x)χW |p . |eitΦf(x)χW∩Bc |p +
∑
j
|
∑
ω∈Ω
eitΦf rω,j(x)χW∩Bj |p
+
∑
j
K4p|Bil(eitΦfaj )(x)χW∩Bj |p +O(R−N )‖f‖p2.
By Lemma 2.3, we see that
‖eitΦf‖p
LpxL
q
t (W∩BR)
. ‖eitΦf‖p
LpxL
q
t (W∩B
c)
+
∑
j
‖
∑
ω∈Ω
eitΦf rω,j‖pLpxLqt (W∩Bj)(2.10)
+
∑
j
‖K4Bil(eitΦfaj )‖pLpxLqt (W∩Bj) +O(R
−N )‖f‖p2.
By the definition of Bc, the first term on the right-hand side of (2.10) can be handled
by
(2.11) ‖eitΦf‖p
LpxL
q
t (W∩B
c)
≤ Kǫ3p
∑
ω
‖eitΦfω‖pLpxLqt (BR).
By applying the induction hypothesis (2.1), we see that (2.11) is bounded by
Kǫ
3p
∑
ω
[
Cǫ(K
−1r)ǫ
2
Rǫ‖fω‖2
]p ≤ 10K(ǫ3−ǫ2)p[Cǫrǫ2Rǫ‖f‖2]p.
For a sufficiently small ǫ > 0, we have 10Kǫ
3−ǫ2 ≤ 1/6. This completes the induction
step for the first term of (2.10). In the subsequent section, we estimate the second and
third terms of (2.10) which are transversal and tangential term separately.
2.2.3. Transversal case. Let us recall an algebraic property for transverse tubes.
Lemma 2.4 (Lemma 3.5. in [18]). For each tube T ∈ T , #{j : T ∈ T rj } ≤ Poly (D) =
RO(ǫ
4).
Since #Ω ≤ 210K2 , we note that the second term in (2.10) is controlled by∑
j
‖max
Ω
|
∑
ω∈Ω
eitΦf rω,j |‖pLpxLqt (W∩Bj) ≤
∑
j
210K
2‖
∑
ω∈Ω
eitΦf rω,j‖pLpxLqt (Bj)(2.12)
≤
∑
j
210K
2[
Cǫr
ǫ2R(1−δ)ǫ‖f rj ‖2
]p
.
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For the last inequality, we use the induction hypothesis on a ball Bj of radius R
1−δ. By
Lemma 2.4, (2.12) is bounded by RO(ǫ
4)210K
2
R−δǫp
[
Cǫr
ǫ2Rǫ‖f‖2
]p
. Since K ≪ Rǫ, we
take δ = ǫ2 and obtain 210K
2
RO(ǫ
4)−ǫ3p ≤ 1/6 for a sufficiently large R > 0. Therefore
the induction closes for the transversal term.
2.2.4. Bilinear tangential case. To estimate the third term of (2.10), it remains to prove
the following bilinear maximal estimates.
Theorem 2.5. For p > 3 and any small ǫ > 0, there exists Cǫ > 0 such that( ∫
BR
sup
t:(x,t)∈W∩Bj
|Bil(eitΦfaj )(x)|p dx
)1/p ≤ CǫRǫ/2‖f‖2.
Assuming Theorem 2.5, it follows that for q > ǫ−4∑
j
K4p‖Bil(eitΦfaj )‖pLpxLqt (W∩Bj) ≤
∑
j
K4pRǫ
4p‖Bil(eitΦfaj )‖pLpxL∞t (W∩Bj)
≤ R3δK4pRǫ4p[CǫRǫ/2‖f‖2]p.
For the first inequality, we use Ho¨lder’s inequality. Since δ = ǫ2 and K ≪ Rǫ and the
number of j is . R3δ, we sum over all j and obtain K4Rǫ
4+ǫ/2+3δ/p ≤ 1/6Rǫ. This
completes the proof of Theorem 2.1.
3. Proof of Theorem 2.5
In this section, we will prove the maximal estimate for bilinear tangential terms. First,
we prove the following maximal estimates which lead Theorem 2.5.
Theorem 3.1. Let 0 < r ≤ 1/2 and 1 ≪ K ≪ R. Assume that supports of f̂ and
ĝ are contained in B2(ξ0, r) for some ξ0 ∈ A2(1) and separated by K−1r. If f, g are
concentrated on the wave packets from TZ(R
− 12+δ
′
1 ) with δ
′ ≥ 100δ and R1 = R1−δ, then
(3.1) ‖|eitΦf |1/2|eitΦg|1/2‖L3xL∞t (BR) ≤ CǫRǫ‖f‖
1/2
2 ‖g‖1/22 .
Theorem 3.1 implies Theorem 2.5. Let (faj ) be given as Theorem 2.5 and consider the
wave packet decomposition
(3.2) faj =
∑
y,v
(faj )y,v
where (faj )y,v is essentially supported on a tube Ty,v. Since we have different scales in
Theorem 2.5 compared with (3.1), we have to change wave packets defined on a smaller
ball Bj = B(a,R1) with R1 = R
1−δ. Let us take δ′ ≥ 100δ such that R1/2+δ ≤ R1/2+δ′1 .
To treat the translated ball B(a,R1), we define new coordinate with a = (a, a3) and
(3.3) (x, t) = (x′, t′) + (a, a3).
We set
(3.4) ĥ(ξ) = ei(a,a3)·(ξ,Φ(ξ))f̂aj (ξ)
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so that eitΦfaj (x) = e
it′Φh(x′) is defined on B3(0, R1) in (x
′, t′)-coordinate (and defined
on B3(a,R1) in (x, t)-coordinate). We can write a wave packet decomposition of h by
(3.5) h =
∑
y˜,v˜
hy˜,v˜ +O(R
−N
1 )‖h‖2,
where hy˜,v˜ has Fourier support on a ball of radius R
−1/2
1 centered at v˜ and e
it′Φhy˜,v˜(x
′)
is essentially supported on the tube Ty˜,v˜ of size R
1/2+δ′
1 × · · ·×R1/2+δ
′
1 ×R1 on B(0, R1)
in (x′, t′)-coordinate.
It is enough to show that h is concentrated on the wave packets from TZ(R
−1/2+δ′
1 )
on Bj = B(a,R1) in (x, t)-coordinate whenever a tube Ty,v with respect to (f
a
j )y,v is
tangent to the wall W in Bj , i.e. for each Ty˜,v˜,
(3.6) Ty˜,v˜ ⊂ NR1/2+δ′1 (Z) ∩Bj , Angle(D(Ty˜,v˜), TzZ(P )) . R
−1/2+δ′
1
for any z ∈ Z ∩ 2Bj with |(x, t)− z| . 2R1/2+δ
′
1 for some (x, t) ∈ Ty˜,v˜. To give a relation
between the wave packet faj =
∑
y,v(f
a
j )y,v given in (3.2) and h =
∑
y˜,v˜ hy˜,v˜ in (3.5), we
define
(3.7) T˜y,v = {(y˜, v˜) : |v − v˜| . R−1/21 , |y + a+ a3∇Φ(v) − y˜| . R1/2+δ/2}.
We also set hy,v similar to (3.4) so that
(3.8) F(hy,v)(ξ) = ei(a,a3)·(ξ,Φ(ξ))F((faj )y,v)(ξ).
Now we compare wave packets Ty,v and Ty˜,v˜ by using the following two lemmas which
are appeared in [19, Lemmas 7.1, 7.2].
Lemma 3.2. For each Ty,v and (f
a
j )y,v, let hy,v be given by the relation (3.8). Then it
holds
(3.9) ‖hy,v −
∑
(y˜,v˜)∈T˜y,v
(hy,v)y˜,v˜‖∞ = O(R−N )‖f‖2.
Hence, we need to consider only new wave packets (hy,v)y˜,v˜ satisfying (y˜, v˜) ∈ T˜y,v for
a given (faj )y,v (i.e. hy,v). Thus tubes Ty,v and Ty˜,v˜ are close to each other whenever
(y˜, v˜) ∈ T˜y,v as follows.
Lemma 3.3. For each (y˜, v˜) ∈ T˜y,v, we have
(3.10) Ty˜,v˜ ⊂ NCR1/2+δ(Ty,v ∩B3(a,R1)), Angle(D(Ty˜,v˜), D(Ty,v)) . R−1/21 .
Now we prove (3.6). Since faj is tangent to the wall W in Bj , Ty,v ∩ Bj is contained
in NR1/2+δ(Z) ∩ 2Bj . By Lemma 3.2, it suffices to consider (y˜, v˜) ∈ T˜y,v. Therefore, for
(y˜, v˜) ∈ T˜y,v, we see that Ty˜,v˜ satisfies (3.6) by using (3.10) with R1/2+δ ≤ R1/2+δ
′
1 . Also,
R−1/2+2δ ≤ R−1/2+δ′1 gives the desired angle condition. 
3.1. Linear refined Strichartz estimates. In this subsection we prepare some defini-
tions and lemmas for the proof of Proposition 3.4.
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3.1.1. Class of phase functions. Let 0 < c0 ≪ 1 and L ∈ N be sufficiently large. We
consider a collection of normalized phase functions defined by
N (L, c0) = {φ ∈ C∞0 (Bd(0, 2)) : ‖φ− |ξ|2/2‖CL(Bd(0,1)) ≤ c0}.
Remark 1. We can reduce phase functions Φ defined on Ad(1) satisfying (1.4) to the
function in class N (L, c0) as follows. Let HΦ(ξ0) be the Hessian matrix of Φ(ξ) at ξ0.
We can write HΦ(ξ0) = T
−1DT for a diagonal matrix D = (λ1e1, . . . , λded) and a
symmetric matrix T . We set
(3.11) Φρ,ξ0(ξ) = ρ
−2(Φ(ρH−1ξ + ξ0)− Φ(ξ0)− ρ∇Φ(ξ0) ·H−1ξ)
where H =
√
HΦ(ξ0) := T
−1D
1
2 T for D
1
2 = (
√
λ1e1, . . . ,
√
λded). By the Taylor expan-
sion, we can see that |Φρ,ξ0(ξ) − |ξ|2/2| ≤ ρ‖Φ‖C3(Ad(1)) sup|ξ|≤2 |H−1ξ|3 ≤ 100d!ρ(1 +
‖Φ‖C3(Ad(1)))2d+2. Similarly we have |∂γξ (Φρ,ξ0 (ξ) − |ξ|2/2)| ≤ 100|γ|d!ρ(‖Φ‖C3)2d+2 for
|γ| ≤ 2 and |∂γξ (Φρ,ξ0(ξ)− |ξ|2/2)| ≤ 100|γ|d!ρ|γ|−2(1+ ‖Φ‖C|γ|+3)2d+2 for |γ| ≥ 3. Hence
Φρ,ξ0 ∈ N (L, c0) for a sufficiently small ρ = ρ(Φ, L, c0) > 0.
3.1.2. Parabolic rescaling. Let φ ∈ N (L, c0). Suppose that f̂ is supported on a ball
Bd(ξ0, ρ) for some ρ > 0 and φρ,ξ0 and H =
√
Hφ(ξ0) are as above. By change of
variables ξ → ρH−1ξ + ξ0, we have
|eitφf(x)| = ρd|H |−1
∣∣∣ ∫ ei(x,t)·(ρH−1ξ+ξ0,φ(ρH−1ξ+ξ0))f̂(ρH−1ξ + ξ0) dξ∣∣∣
= ρd|H |−1
∣∣∣ ∫ ei(ρH−tx+ρtH−t∇φ(ξ0),ρ2t)·(ξ,φρ,ξ0(ξ))f̂(ρH−1ξ + ξ0) dξ∣∣∣.
Here |H | denotes the determinant of H . By the parabolic scaling
(3.12) ξ′ = ρ−1H(ξ − ξ0), (x′, t′) = H−1ρ,ξ0(x, t) := (ρH−t(x+ t∇φ(ξ0)), ρ2t),
we obtain
(3.13) ‖eitφf‖Lq(S) = ρ
d
2−
d+2
q |H | 1q− 12 ‖eitφρ,ξ0 fρ,ξ0‖Lq(H−1ρ,ξ0(S))
for f̂ρ,ξ0 = ρ
d/2|H |−1/2f̂(ρH−1ξ + ξ0) such that ‖f‖2 = ‖fρ,ξ0‖2.
Suppose that S is a tube of size ρ−1M × · · · × ρ−1M × ρ−2M centered at the origin
with long axis along (−∇φ(ξ0), 1) which is defined by
S = {(x, t) : |x+ t∇φ(ξ0)| ≤ ρ−1M, |t| ≤ ρ−2M}.
Then by the parabolic rescaling (3.12) with (x′, t′) = H−1ρ,ξ0(x, t), S is changed into the
set H−1ρ,ξ0(S) = {(x′, t′) : |ρ−1Htx′| ≤ ρ−1M, |ρ−2t′| ≤ ρ−2M} which is contained a cube
of side length CM for some C = 2d!(1 + c0)
2d+1.
Remark 2. As mentioned in Remark 1 for a fixed 0 < ρ ≤ 1, even if φ ∈ N (L, c0) the
function φρ,ξ0 may not contained in N (L, c0). So, we need a further decomposition of
Bd(0, 1). Partition Bd(0, 1) into small balls of radius 1/(100Ld!) and apply the parabolic
scaling (3.12) to functions on each small ball. Then the phase function φρ,ξ0 is still
contained in N (L, c0) with O(d!d) terms.
We next prove Propositions 3.4 and 3.9 which will be ingredients of the proof of
Theorem 3.1. These Propositions explain a certain cancellation property in that the
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norm of the solution operator decreases as the number of cubes in the domain increases.
We extend the previous result on refined Strichartz estimates in [13] to a class of functions
as follows.
Proposition 3.4 (linear refined Strichartz estimates). Let φ ∈ N (L, c0) for sufficiently
small c0 > 0. Suppose that f̂ is supported on B
2(0, 1) and f is concentrated on the
wave packets from TZ(R
−1/2+δ′). We also let Q1, Q2, . . . be cubes of side length R
1/2 in
B3(0, R) such that there are ∼M cubes Qj in B2(R)×[t0, t0+R1/2] for t0 ∈ R1/2Z∩[0, R].
Suppose further that for each Qj there is a dyadic constant h0 such that
(3.14) h0 ≤ ‖eitφf‖L6(Qj) ≤ 2h0.
Then for any ǫ > 0, Cǫ, C ≥ 1 exist such that
(3.15) ‖eitφf‖L6(∪jQj) ≤ CǫR−1/6+ǫ+Cδ
′
M−1/3‖f‖2.
3.1.3. Tangential Properties. Suppose that T is R−1/2+δ
′
-tangent to Z for some Z =
Z(P ). We shall verify that parabolic rescaling (3.12) preserves tangential property. For
φρ,ξ0 , fρ,ξ0 , H =
√
Hφ(ξ0) and Hρ,ξ0 defined in (3.11) and (3.12) and (3.13), we have
the following.
Lemma 3.5. Assume that f is concentrated on the wave packets from TZ(P )(R
−1/2+δ′)
with respect to φ for some polynomial P . After the parabolic rescaling (3.12), fρ,ξ0 is
concentrated on the wave packets from TZ(Q)(ρ
−1R−1/2+δ
′
) with respect to φρ,ξ0 for a
polynomial Q such that Q = P ◦ Hρ,ξ0 .
Proof. We claim that the parabolic scaling (3.12) preserves the angle condition (2.9). It
suffices to show that
(3.16)
|(−∇ξ′φρ,ξ0(ξ′), 1) · (Qx′(x′0, t′0), Qt′(x′0, t′0))|
|(Qx′(x′0, t′0), Qt′(x′0, t′0))|
. ρ−1R−1/2+δ
′
for some polynomial Q(x′, t′) in the coordinate system given by ξ′ = ρ−1H(ξ − ξ0) and
(x′, t′) = H−1ρ,ξ0(x, t). Setting Q(x′, t′) = Q(ρH−t(x+ t∇φ(ξ0)), ρ2t) = P (x, t) yields
Qx′ = ρ
−1HPx, Qt′ = ρ
−2
(
Pt − Px · ∇φ(ξ0)).
Since ∇ξ′φρ,ξ0(ξ′) = ρ−1H−t(∇φ(ξ) −∇φ(ξ0)), it follows that
(−∇ξ′φρ,ξ0 (ξ′), 1) · (Qx′ , Qt′) = ρ−2(−∇φ(ξ), 1) · (Px, Pt).
We can observe that |(Qx′ , Qt′)| = ρ−1|(HPx, ρ−1(Pt − Px · ∇φ(ξ0)))| & ρ−1|(Px, Pt)| by
considering |Pt| ≥ 2|Px · ∇φ(ξ0)| and |Pt| ≤ 2|Px · ∇φ(ξ0)| respectively. Therefore, we
obtain (3.16). 
3.1.4. Decoupling inequality. Before giving a proof of Proposition 4.1, let us consider
wave packets f =
∑
b,θ fTb,θ of different scales where fTb,θ has Fourier support on a ball
of radius 1/K centered at θ and it is essentially supported on a ball of radius R/K in
physical space. This kind of wave packet decomposition can be obtained similarly as
in section 2.1. Then we have the l2-decoupling inequality for elliptic surfaces which are
located near a hyperplane.
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Theorem 3.6. Let ǫ > 0 and K = Rδ for some sufficiently small δ = δ(ǫ). We also let
W be a d-dimensional hyperplane in Rd+1 and BK2 be a ball of radius K
2 in Rd+1. If
φ ∈ N (L, c0) for sufficiently small c0 > 0, then for p = 2(d+1)d−1 ,
(3.17) ‖
∑
θ∼W,b
eitφfb,θ‖Lp(BK2 ) .ǫ Kǫ
( ∑
θ∼W,b
‖eitφfb,θ‖2Lp(ωB
K2
)
)1/2
+O(R−N )‖f‖2,
where θ ∼ W denotes Angle(D(Tb,θ),W ) ≤ 1/K. Here, ωBK2 (x, t) = (1 + K−2|(x −
x0, t− t0)|)−N ′ for sufficiently large N ′ > 0 where (x0, t0) is the center of BK2 .
Now we consider another wave packet decomposition f =
∑
z,w fTz,w where fTz,w has
Fourier support on a ball of radius R−1/4 and is essentially supported on a ball of radius
R3/4. Then eitΦfTz,w is essentially supported on a R
δ-neighborhood of Tz,w where Tz,w
is a tube of size R3/4×R3/4×R. As a corollary, we have the following. Here, we assume
that Rδ
′ ≤ R 14 since (3.15) is trivial in the other case.
Corollary 3.7. Assume that Rδ
′ ≤ R 14 . Let φ ∈ N (L, c0) for a sufficiently small c0 > 0
and f be concentrated on the wave packets from TZ(R
−1/2+δ′) for some Z = Z(P ).
Assume that Qj are contained in the 2R
1/2+δ′-neighborhood of Z. If fTz,w has Fourier
support on a cap of radius R−1/4 which is supported on a ball of radius R3/4, then
‖eitφf‖L6(Qj) .ǫ Rǫ
(∑
z,w
‖eitφfTz,w‖2L6(ωQj )
)1/2
+O(R−N )‖f‖2.
Proof of Corollary 3.7. Since f is concentrated on the wave packets from TZ(R
−1/2+δ′),
it suffices to consider the case
Angle(D(Ty,v), TzZ(P )) ≤ R−1/2+δ′
for all non-singular point z ∈ N2R1/2+δ′ (Ty,v)∩2BR∩Z. Then Corollary 3.7 follows from
Theorem 3.6 by taking W = TzZ(P ) and K = R
1/4. 
The following is the l2-decoupling inequality for elliptic surfaces which can be obtained
by [7].
Theorem 3.8 ([7]). Suppose that ĝ is supported in a σ-neighborhood of an elliptic sur-
faces S in Rd. If τ is a rectangle of size σ1/2 × · · · × σ1/2 × σ inside σ-neighborhood of
S and ĝτ = ĝχτ , then for p =
2(d+1)
d−1 and ǫ > 0,
‖g‖Lp(Rd) ≤ Cǫσ−ǫ
(∑
τ
‖gτ‖2Lp(Rd)
)1/2
.
Proof of Theorem 3.6. Let f =
∑
θ∼W,b fb,θ. We divide physical space into hyperplane
W and its normal and use a lower dimensional decoupling inequality for an elliptic surface
defined on W . Let (a1, . . . , ad+1) be the unit normal vector of W . For a tangent wave
packet Tb,θ, we have for |ξ − θ| ≤ 1/K,
|(−∇φ(ξ), 1) · (a1, . . . , ad+1)| . 1/K
where |(a1, . . . , ad)| ∼ 1 since f̂ is supported on Bd(0, 1). For a rotation matrix L ∈
SO(d), we note that φL(ξ) := φ(Lξ) ∈ N (L, c0) whenever φ ∈ N (L, c0). Hence we may
14 CHU-HEE CHO AND HYERIM KO
assume that
(3.18) |(−∇φ(ξ), 1) · (ed, ad+1)| . 1/K
with |ad+1| . 1 and ed = (0, . . . , 1) ∈ Rd.
Suppose that (−∇φ(ξ0), 1) · (ed, ad+1) = 0 for some ξ0 ∈ Bd(0, 1). Since ∂2ξdφ(ξ) 6= 0
on Bd(0, 1), by the implicit function theorem there is a g ∈ C∞(Bd−1(0, 1)) such that
for ξ = (ζ, ξd),
(3.19) (−∇φ(ζ, g(ζ)), 1) · (ed, ad+1) = 0.
From (3.18) and (3.19), note that
K−1 & |((−∇φ(ζ, ξd), 1)− (−∇φ(ζ, g(ζ)), 1)) · (ed, ad+1)| ∼ |∂2ξdφ(ζ, ξ∗d)||ξd − g(ζ)|
for some ξ∗d between ξd and g(ζ). It implies that |ξd − g(ζ)| . 1/K and
(ξ, φ(ξ)) = (ζ, 0, [φ(ζ, g(ζ)) − ad+1g(ζ)]) + (0, ξd, [φ(ζ, ξd)− φ(ζ, g(ζ)) + ad+1g(ζ)])
= (ζ, 0, [φ(ζ, g(ζ)) − ad+1g(ζ)]) + (ed, ad+1)ξd
+ (0, 0, [φ(ζ, ξd)− φ(ζ, g(ζ)) − ad+1(ξd − g(ζ))])
with 0 = (0, · · · , 0) ∈ Rd−1. The last term is O(|ξd−g(ζ)|2) = O(K−2) since ∂ξdφ(ζ, g(ζ)) =
ad+1 by (3.19) and the last before vanishes over the hyperplane W . Thus it suffices to
estimate the first one and we observe that ∇ζ [φ(ζ, g(ζ)) − ad+1g(ζ)] = ∇ζφ(ζ, g(ζ)) and
(3.20) Dζζ [φ(ζ, g(ζ)) − ad+1g(ζ)] = Dζζφ(ζ, g(ζ)) + ∂ξd∇ζφ(ζ, g(ζ))∇g(ζ)t .
For φ ∈ N (L, c0) with sufficiently small c0 > 0, we see that (3.20) is positive definite.
Thus the surface S parametrized by ζ → φ(ζ, g(ζ))− ad+1g(ζ) over the hyperplane W is
contained in K−2-neighborhood of (d− 1)-dimensional elliptic surface.
Now we estimate (3.17). Let ψK2 ∈ C∞0 (Rd+1) such that ψK2 = 1 on a ball BK2 of
radius K2 and ψ̂K2 is supported on a ball of radius K
−2. Then we have
‖eitφf‖Lq(BK2 ) . ‖eitφfψK2‖Lq .
Thus for a function f =
∑
θ∼W,b fb,θ, as observed above, F(eitφf) restricted to W is
supported on aK−1 neighborhood of (d−1)–dimensional elliptic surface. Hence eitφfψK2
is also contained in a K−1 neighborhood of (d − 1)–dimensional elliptic surface. In
addition, F(eitφfb,θψK2) over W is in a rectangle of size ∼ (K−1)d−1×K−2. Therefore,
we can apply Theorem 3.8 and obtain
‖eitφfψK2‖Lq(W ) ≤ Cǫ/4Kǫ/2
( ∑
θ∼W
, b‖eitφfb,θψK2‖2Lq(W )
)1/2
+O(R−N )‖f‖2
for q = 2(d+1)d−1 . Here we use the fact that #b ≪ Rǫ since the number of tubes Tb,θ
intersect BK2 for fixed θ is . 1. By integrating along W
⊥ axis and using Minkowski’s
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inequality and Fubini’s theorem, we obtain
‖eitφf‖Lq(BK2 ) . Cǫ/4Kǫ/2
( ∑
θ∼W,b
‖eitφfTb,θψK2‖2Lq(Rd+1)
)1/2
+O(R−N )‖f‖2
. CǫK
ǫ
( ∑
θ∼W,b
‖eitφfTb,θ‖2Lq(ωB
K2
)
)1/2
+O(R−N )‖f‖2.
For the last inequality, we use ψK2 .
∑∞
m=0 2
−N ′mχB2mK2 for a ball B2mK2 of radius
2mK2 for large N ′ > 0. By considering |2m| ≤ Kδ0 and |2m| ≥ Kδ0 separately for some
sufficiently small δ0 = δ0(ǫ), we get the desired result. 
3.1.5. Reduction by pigeonholing. We consider a wave packet decomposition f =
∑
z,w fTz,w
for fTz,w = fz,w where the Fourier support of fTz,w is B
2(w,R−1/4) and fTz,w is essen-
tially supported on B(z,R3/4). Then eitφfTz,w on the ball B
3(0, R) is rapidly decreasing
outside a Rδ-neighborhood of tube T˜z,w of size R
3/4 × R3/4 × R. These tubes T˜z,w are
not the same with Tz,w defined in the wave packet decomposition. Here, we abuse of
notation and write Tz,w instead of T˜z,w for simplicity. Let us define T to be the collection
of tubes T = Tz,w.
For a fixed tube T = Tz,w, there is a cube QT of side length CR
1/2 in R3 such
that T ⊂ HR−1/4,z(QT ) where HR−1/4,z defined by (3.12) with ρ = R−1/4 and ξ0 =
z. We decompose QT = ∪lS′l where S′l are horizontal strips in QT with height R1/4.
Further, decompose each strip S′l by cubes Q
′ = Q′l,m of side length R
1/4. Then T ′l,m :=
HR−1/4,z(Q′l,m) is a tube of size ∼ R1/2 × R1/2 × R3/4 such that the union of all T ′l,m
covers T . We define T ′ be the set of all T ′l,m.
Let 0 < h1, h2,M
′, µ ≤ Rc be dyadic numbers. We consider a set of tubes T such that
(3.21) T (h1) = {T ∈ T : ‖fT‖2 ∼ h1}.
Then for a fixed tube T ∈ T (h1), we define T ′(h2) by
{T ′l,m ∈ T ′ : ‖eitφfT ‖L6(T ′l,m) ∼ h2}.(3.22)
We further sort T ′l,m by the number of T
′
l,m arranged along the short axis of T . To be
precise, we define T ′(h2,M ′) by
{T ′l,m ∈ T ′(h2) : #{m : T ′l,m ⊂ HR−1/4,z(S′l)} ∼M ′}.
For simplicity, we let T ′ = T ′l,m and ⊔T ′ = ∪T ′∈T ′(h2,M ′)T ′. If one of h1, h2,M ′ is smaller
than R−100, then it can be treated trivially. Thus by the pigeonholing argument, we may
choose h1(j), h2(j) and M
′(j) such that
(3.23) ‖eitφf‖L6(Qj) . (logR)3‖
∑
T∈T (h1(j))
∑
T ′∈T ′(h2(j),M ′(j))
(eitφfT )χ⊔T ′‖L6(Qj).
Finally, we define
Q(h1, h2,M ′, µ) = {Qj : (3.23) holds for h1(j) = h1, h2(j) = h2,M ′(j) =M ′,
(3.24)
#{T ∈ T (h1) : Qj ⊂ T ′ ⊂ T for some T ′ ∈ T ′(h2,M ′)} ∼ µ}.
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We may discard the case µ ≤ R−100 and by pigeonholing, there are h1, h2,M ′, µ such
that
(3.25) #Q(h1, h2,M ′, µ) & (logR)−4M.
From now on, we simply denote by T = T (h1), T ′ = T ′(h2,M ′), ⊔T ′ = ∪T ′∈T ′T ′ and
Q = Q(h1, h2,M ′, µ).
Proof of Proposition 3.4. Let T , T ′,Q as above. By Corollary 3.7 and (3.23) and Ho¨lder’s
inequality, we can see that for EN = O(R
−N )‖f‖2,
‖eitφf‖L6(Qj) ≤ C′ǫ(logR)3R
ǫ
10
( ∑
T∈T
‖(eitφfT )χ⊔T ′‖2L6(ωQj )
)1/2
+ EN(3.26)
≤ C′ǫ(logR)3R
ǫ
10µ1/3
( ∑
T∈T
‖(eitφfT )χ⊔T ′‖6L6(ωQj )
)1/6
+ EN .
If the first term of the above line is smaller thanEN , it gives (3.15) trivially. Therefore it is
enough to consider the first term only. Let us fix T = Tz,w. Recall that T
′ = H−1
R−1/4,z
(Q′)
for a cube Q′ of side length R1/4. By the parabolic scaling (3.12) with ρ = R−1/4 and
ξ0 = z, we have∑
Qj∈Q
‖eitφfTχ⊔T ′‖6L6(ωQj ) . R
− 64+1R
ǫ
10 ‖eitφR−1/4fT,R−1/4‖6L6(∪Q′).(3.27)
Here, φR−1/4 = φR−1/4,z and fT,R−1/4 = (fT )R−1/4,z defined by (3.13) so that ‖fT,R−1/4‖2 =
‖fT ‖2. By the hypothesis (3.14) and (3.25), we note that
‖eitφf‖6L6(∪jQj) . (logR)4‖eitφf‖6L6(∪Qj∈QQj).
Therefore, combining this with (3.26) and (3.27), we have
‖eitφf‖6L6(∪jQj) . C′′ǫ µ2(logR)22R−
6
4+1+ǫ
∑
T∈T
‖eitφR−1/4fT,R−1/4‖6L6(∪Q′).(3.28)
By choice of (3.22), it follows that ‖eitφR−1/4fT,R−1/4‖L6(Q′) is essentially constant for
each Q′. We may assume that φR−1/4 ∈ N (L, c0) since φ ∈ N (L, c0). Therefore, we
can apply the induction hypothesis of scale R1/2 instead of R and M ′ instead of M
respectively. Using (3.21), we can estimate (3.28) by
‖eitφf‖6L6(∪jQj) ≤ C′′ǫ µ2R−
6
4+1+3ǫ
∑
T∈T
C ǫ
2
R−
1
2+3ǫ+3Cδ
′
(M ′)−2‖fT ‖62(3.29)
≤ CǫR−1+6ǫ+3Cδ′
( µ
#T
)2
(M ′)−2‖f‖62.
Now we give relations between constants. We observe that
(logR)−4Mµ . #{(Qj , T ) : Qj ⊂ S0 ∩ T ′ for some T ′ ⊂ T, T ∈ T }
. #{(Qj , T ) : Qj ⊂ T ′ for some T ′ ⊂ HR−1/4,z(S′l), T = Tz,w ∈ T }.
Since the angle between long axis of T ′ and x-plane R2 has angle & 1, each tube T ′ may
contain at most ∼ 1 cubes Qj arranged along the strip S0 = R2× [t0, t0+R1/2] for some
t0 ∈ [0, R] ∩ R1/2Z. In the same way, the number of l such that S0 ∩ HR−1/4,z(S′l) 6= ∅
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for each T = Tz,w is . 1. For such l, we have
(logR)−4Mµ . 1×#{(T ′, T ) : T ′ ⊂ HR−1/4,z(S′l), T = Tz,w ∈ T } .M ′#T .
Therefore, (3.29) is bounded by
‖eitφf‖6L6(∪jQj) ≤ CǫR−1+6ǫ+3Cδ
′
M−2‖f‖62.
This completes the proof. 
3.2. Bilinear refined Strichartz estimates. Now we establish the bilinear version of
refined Strichartz estimates.
Proposition 3.9. Let φr ∈ N (L, c0) for sufficiently small c0 > 0. Suppose that the
Fourier support of fr, gr are contained in B
2(0, 1) and separated by 1/K. We also assume
that fr and gr are concentrated on the wave packets from TZ(R
−1/2+δ′) for δ′ ≥ 100δ. If
there are dyadic numbers h0, h
′
0 such that
‖eitφrfr‖L6(Qj) ∼ h0, ‖eitφrgr‖L6(Qj) ∼ h′0
for all cubes Q1, . . . , QM of radius R
1/2, then for any ǫ > 0, there are Cǫ, C ≥ 1 such
that
(3.30) ‖|eitφrfreitφrgr|1/2‖L6(∪jQj) ≤ CǫR−1/6+ǫ+Cδ
′
M−1/6‖fr‖1/22 ‖gr‖1/22 .
3.2.1. Reduction by pigeonholing. As in the proof of Proposition 3.4, we have the wave
packet decompositions f =
∑
T fT and g =
∑
T˜ gT˜ . For dyadic numbers
R−100 < h1, h2, h˜1, h˜2,M
′, M˜ ′, µ, µ˜ ≤ Rc,
we have collections of tubes T ′ = T ′(h2,M ′) for f and T˜ ′ = T ′(h˜2, M˜ ′) for g. Recall the
collection of cubes Q(h1, h2,M ′, µ) and Q(h˜1, h˜2, M˜ ′, µ˜) defined in (3.24) with respect to
f, T ′ and g, T˜ ′ respectively. We define
Q(h1, . . . , h˜2,M ′, M˜ ′, µ, µ˜) = Q(h1, h2,M ′, µ) ∩Q(h˜1, h˜2, M˜ ′, µ˜).
By the pigeonholing principle, we can take h1, . . . , h˜2,M
′, M˜ ′, µ, µ˜ such that
#Q(h1, . . . , µ˜) & (logR)−8M.
For each T ′ ∈ T ′ and T˜ ′ ∈ T˜ ′, the angle between T ′ and T˜ ′ is ∼ 1/K. Thus ⊔T ′ ∩ ⊔T˜ ′
contains numbers of .M ′M˜ ′ cubes Q′′ of side length ∼K R1/2. Therefore, we obtain
Mµµ˜ . {(Qj, T, T˜ ) : Qj ⊂ T ′ ∩ T˜ ′ for some T ′ ⊂ T, T˜ ′ ⊂ T˜ , T ∈ T , T˜ ∈ T˜ }(3.31)
. {(Q′′, T, T˜ ) : Q′′ ⊂ T ′ ∩ T˜ ′ for some T ′ ⊂ T, T˜ ′ ⊂ T˜ , T ∈ T , T˜ ∈ T˜ }
.M ′M˜ ′#T #T˜ .
Proof of Proposition 3.9. By Ho¨lder’s inequality,
‖|eitφfeitφg|1/2‖6L6(∪jQj) ≤ ‖eitφf‖3L6(∪jQj)‖eitφg‖3L6(∪jQj).
We apply (3.29) for each f and g to obtain
‖|eitφfeitφg|1/2‖6L6(∪jQj) ≤ CǫR−1+6ǫ+3Cδ
′ µµ˜
#T #T˜ (M
′M˜ ′)−1‖f‖32‖g‖32.
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By substituting (3.31), we have
‖|eitφfeitφg|1/2‖6L6(∪jQj) ≤ CǫR−1+6ǫ+3Cδ
′
M−1‖f‖32‖g‖32.
This completes the proof. 
Now we shall establish the bilinear Strichartz estimates for functions φ ∈ N (L, c0)
where f has Fourier support on a smaller ball.
Proposition 3.10 (bilinear Strichartz estimates). Let φ ∈ N (L, c0) for sufficiently small
c0 > 0 and f, g be concentrated on the wave packets from TZ(R
−1/2+δ′) for Z = Z(P )
with δ′ ≥ 100δ. Suppose that supp f̂ , supp ĝ are contained in B2(ξ0, r) and separated
by K−1r for some 1 ≪ K ≪ R and R−1/2 ≤ r ≤ 1/2. We also assume that for some
dyadic number h0 and all cubes Qj of side length R
1/2 for j = 1, · · · ,M , it holds that
(3.32) h0 ≤ ‖|eitφfeitφg|1/2‖L6(Qj) ≤ 2h0.
Then for any ǫ > 0, there are Cǫ, C ≥ 1 such that
‖|eitφfeitφg|1/2‖L6(∪Mj=1Qj) ≤ Cǫr
−1/6M−1/6R−1/6+ǫ+Cδ
′‖f‖1/22 ‖g‖1/22 .(3.33)
We prove Proposition 3.10 by using parabolic rescaling (3.12) and Proposition 3.9.
3.2.2. Parabolic rescaling. Let φ ∈ N (L, c0). Assume that Fourier supports of f and
g are contained on B2(ξ0, r) and separated by K
−1r. By parabolic rescaling (3.12) for
ρ = r, then we have (3.13) for H =
√
Hφ(ξ0), fr = fr,ξ0 , gr = gr,ξ0 and φr = φr,ξ0 such
that f̂r and ĝr are supported in B
2(0, 1) and the Fourier supports are separated by K−1.
Since Qj of side length R
1/2 is contained in BR, a tube Pj = H−1r,ξ0(Qj) of dimensions
∼ CrR1/2 × CrR1/2 × r2R1/2 is contained in a large tube H−1r,ξ0(BR) of dimensions ∼
CrR×CrR×r2R. Moreover, Lemma 3.5 shows that each fr is r−1R−1/2+δ′ -concentrated
in the wave packets from TZ(r
−1R−1/2+δ
′
) with respect to φr for Z = Z(Q) for some Q.
By (3.13), we see that
‖|eitφfeitφg|1/2‖L6(∪Mj=1Qj) . r
1/3‖|eitφrfreitφrgr|1/2‖L6(∪jPj).
Therefore (3.33) is reduced to showing that
(3.34) ‖|eitφrfreitφrgr|1/2‖L6(∪jPj) . Cǫr−1/2M−1/6R−1/6+ǫ+Cδ
′‖fr‖1/22 ‖gr‖1/22 .
3.2.3. Pigeonholing. Let us set r1 = r
2R and r2 = r
1/2
1 . Divide a tube H−1r,ξ0(BR) of
size ∼ (r−1r1)2 × r1 into cubes Qr1k of side length r1. For a fixed cube Qr1k , set Qr2k,l
be a cube of side length r2 inside Q
r1
k which covers ∪jPj ∩ Qr1k . Let dyadic numbers
R−100 ≤ ν0, ν1, ν˜1, ν2, ν˜2 ≤ Rc. We defineQr2k (ν2, ν˜2) as the set of all cubes Qr2k,l satisfying
(3.35) ‖eitφrfr‖L2(Qr2k,l) ∼ ν2, ‖e
itφrgr‖L2(Qr2k,l) ∼ ν˜2.
Let us set ⊔Qr2k (ν2, ν˜2) = ∪Qr2k.l∈Qr2k (ν2,ν˜2)Q
r2
k,l. We also denote the collection of cubes
Qr1k by Qr1(ν0, ν1, ν˜1, ν2, ν˜2) which satisfies
‖|eitφrfreitφrgr|1/2‖L6(⊔Qr2k (ν2,ν˜2)) ∼ ν0,(3.36)
‖eitφrfr‖L2(R2aQr1
k
) ∼ ν1, ‖eitφrgr‖L2(R2aQr1
k
) ∼ ν˜1.(3.37)
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Here, R2aQr1k denote the concentric cubes with Q
r1
k of side length R
2ar1 for some a = a(ǫ)
will be determined later. Let us consider
P(ν0, ν1, ν˜1, ν2, ν˜2) = {Pj :Pj ⊂ ∪k,lQr2k,l, Qr2k,l ∈ Qr2k (ν2, ν˜2), Qr1k ∈ Qr1(ν0, ν1, ν˜1, ν2, ν˜2)}.
We ignore one of them ν0, ν1, ν˜1, ν2, ν˜2 are smaller than R
−100 and by pigeonholing, there
are ν0, ν1, ν˜1, ν2, ν˜2 such that
(3.38) #P(ν0, ν1, ν˜1, ν2, ν˜2) & (logR)−5M.
For such ν0, . . . , ν˜2, we denote by Qr2k = Qr2k (ν2, ν˜2), ⊔Qr2k = ⊔Qr2k (ν2, ν˜2), Qr1 =
Qr1(ν0, ν1, ν˜1, ν2, ν˜2) and P = P(ν0, ν1, ν˜1, ν2, ν˜2). We also put M1 = #Qr1 and M2 =
#Qr2k .
From (3.32) and (3.38), it follows that
‖|eitφrfreitφrgr|1/2‖L6(∪jPj) . (logR)5‖|eitφrfreitφrgr|1/2‖L6(∪Pj∈PPj).
Since ∪Pj∈PPj ⊂ ∪k ⊔Qr2k , by (3.36), we have
‖|eitφrfreitφrgr|1/2‖L6(∪jPj) . (logR)5M1/61 ‖|eitφrfreitφrgr|1/2‖L6(⊔Qr2k ).(3.39)
Proof of Proposition 3.10. We fix k. From now on, we are going to estimate the right-
hand side of (3.39) by applying the induction hypothesis. We consider wave packets
fr =
∑
Tr
fr,Tr and gr =
∑
T ′r
gr,T ′r . Here fr,Tr has Fourier support on a ball of radius
r
−1/2
1 and is essentially supported on a ball of radius r
1/2
1 . Then e
itφfr,Tr restricted to
B3(0, r1) is essentially supported on a tube Tr is a tube of dimension ∼ r1/21 × r1/21 × r1.
Let us fix t0 such that (x, t0) ∈ Qr1k for some x and set Qr1,t0k = Qr1k ∩ {t = t0}. Since
⊔Qr2k ⊂ Qr1k , it suffices to consider the tube Tr, T ′r which intersect RaQr1,t0k . Therefore,
for EN = O(R
−N )‖f‖1/22 ‖g‖1/22 ,
‖|eitφrfreitφrgr|1/2‖L6(⊔Qr2k )
. ‖|
∑
Tr,T
′
r : Tr∩R
aQ
r1,t0
k 6=∅,
T ′r∩R
aQ
r1,t0
k 6=∅
eitφrfr,Tre
itφrgr,T ′r |1/2‖L6(⊔Qr2k ) + EN .
Since it satisfies the essential constant property (3.35), we can apply (3.30) and Plancherel’s
theorem to obtain
‖|eitφrfreitφrgr|1/2‖L6(⊔Qr2k )
.C ǫ
6
r
− 16+
ǫ
6+Cδ
′
1 M
− 16
2 ‖
∑
Tr:Tr∩RaQ
r1,t0
k 6=∅
eit0φrfr,Tr‖
1
2
L2x
‖
∑
T ′r:T
′
r∩R
aQ
r1,t0
k 6=∅
eit0φrgr,T ′r‖
1
2
L2x
+ EN .
Since side length of the short axis of tube Tr is smaller than that of cube R
aQr1k , i.e.,
Cr2 . R
ar1, the intersection of Tr and {t = t0} is contained in R2aQr1k ∩ {t = t0} for
sufficiently large R > 0. Therefore, this gives
‖|eitφrfreitφrgr|1/2‖L6(⊔Qr2k )
. C ǫ
6
r
− 16+
ǫ
6+Cδ
′
1 M
− 16
2 ‖eit0φrfr‖
1
2
L2x,t(R
2aQ
r1,t0
k )
‖eit0φrgr‖
1
2
L2x,t(R
2aQ
r1,t0
k )
+ EN .
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We can ignore EN and integrate with respect to t0 and using r1 = r
2R, we obtain
‖|eitφrfreitφrgr|1/2‖L6(⊔Qr2k )(3.40)
. C ǫ
6
(r2R)−
1
6+
ǫ
6+Cδ
′
M
− 16
2
(
r2R1+2a
)− 12 ‖eitφrfr‖ 12L2(R2aQr1k )‖eitφrgr‖ 12L2(R2aQr1k ).
Combining (3.40) with (3.39), we have
‖|eitφrfreitφrgr|1/2‖L6(∪jPj)(3.41)
.C ǫ
6
(logR)5RαrβM
1
6
1 M
− 16
2 ‖eitφrfr‖
1
2
L2(R2aQ
r1
k )
‖eitφrgr‖
1
2
L2(R2aQ
r1
k )
.
where α = −2/3 + ǫ/6− a+ Cδ′ and β = −4/3 + ǫ/3 + 2Cδ′.
Since ∪kR2aQr1k ⊂ H−1r,ξ0(BR1+3a) for large R > 0, by using (3.37) and (3.13), we have
‖eitφrfr‖L2(R2aQr1k ) .M
− 1
2
1 ‖eitφrfr‖L2(H−1r,ξ0(BR1+3a ))
.M
− 12
1 r‖eitφf‖L2(BR1+3a ) .M
−1/2
1 rR
1/2+3a/2‖f‖2.
For the last inequality, we use Plancherel’s theorem. Combining this with (3.41) for a
sufficiently small a = a(ǫ), we obtain
‖|eitφrfreitφrgr|1/2‖L6(∪jPj) . C ǫ6R−
1
6+
ǫ
2+Cδ
′
r−
1
3+
ǫ
3+2Cδ
′
M
− 13
1 M
− 16
2 ‖f‖
1
2
2 ‖g‖
1
2
2 .(3.42)
Since the number of Pj ∈ P contained in Qr2k,l is at most r−1, this gives
(logR)−5M .
∑
k,l
#{Pj : Pj ⊂ Qr2k,l, Qr2k,l ∈ Qr2k , Qr1k ∈ Qr1} . r−1M2M1.
Therefore, (3.42) gives
‖|eitφrfreitφrgr|1/2‖L6(∪jPj) ≤ CǫR−
1
6+ǫ+Cδ
′
r−
1
2M−
1
6M
− 16
1 ‖f‖
1
2
2 ‖g‖
1
2
2 .
Since M1 ≥ 1, we obtain (3.34) and this completes the proof. 
3.3. Proof of Theorem 3.1. We prove that L3 maximal estimates can be deduced from
the bilinear refined Strichartz estimates in Proposition 3.10.
3.3.1. Reduction. Let ǫ > 0 and Φ satisfies (1.3) and (1.4). Assume that f̂ , ĝ are sup-
ported in B2(ξ0, r) for some 0 < r < 1/2 for some ξ0 ∈ A2(1). For a dyadic number λ
with R−100 ≤ λ ≤ Rc, define a set Xλ by
Xλ = {x ∈ B2(0, R) : λ ≤ sup
0<t<R
|eitΦf(x)eitΦg(x)| ≤ 2λ}.
For Q1/r be cubes of side length r
−1 in R3, we define Sλ by the union of Q1/r satisfying
λ ≤ sup
(x,t)∈Q1/r
|eitΦf(x)eitΦg(x)| ≤ 2λ.
We may assume that all projections of Q1/r onto x-plane R
2 are finitely overlapping.
Thus we get
(3.43) |Xλ| . r|Sλ|.
By the partition of unity, we decompose B2(ξ0, r) in the frequency space by balls or
radius ǫ1r for sufficiently small ǫ1 = ǫ1(d) > 0 to make sure that a phase function is
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contained in N (L, c0). We may assume that supp f̂ , supp ĝ ⊂ (η0, ǫ1r) for some ǫ1
and η0 since f and g have Fourier support separated by K
−1r for some K−1 ≪ ǫ1 (see
Remark 2). After parabolic scaling (3.12) for ρ = ǫ1 > 0 and ξ0 = η0, we simply set
fǫ1 = fǫ1,η0 , gǫ1 = gǫ1,η0 and Φǫ1 = Φǫ1,η0 . Note that Φǫ1 ∈ N (L, c0) and fǫ1 and gǫ1
have Fourier supports on a ball B2(0, r) separated by ǫ−1K−1r. Also, fǫ1 and gǫ1 are
concentrated on the wave packets from TZ(ǫ
−1
1 R
−1/2+δ′) by Lemma 3.5.
We cover NR1/2+δ′ (Z) with cubes Qj of radius R
1/2 for 1 ≤ j ≤ M and let R2δ1Q1/r
be the concentric cube with Q1/r of side length R
2δ1r−1 for some constant δ1 = δ1(ǫ) > 0
will be specified later. For a dyadic number R−100 ≤ h1 ≤ Rc, we sort Qj by considering
(3.44) Q(h1) = {Qj : ‖|eitΦǫ1 fǫ1eitΦǫ1 gǫ1 |1/2‖L6(R2δ1Qj) ∼ h1}.
Note that the projections of Q1/r onto x-space are finitely overlapping, the number of
Q1/r inside Qj is at most a constant times (R
1/2/r−1)2. Thus by pigeonholing principle,
there is h1 such that
|Sλ| . logR
∑
Qj∈Q(h1)
∑
Q1/r :Qj∩R
2δ1Q1/r 6=∅
|Q1/r| . (logR)M(R 12 /r−1)2r−3.(3.45)
Proof of Theorem 3.1. Since f̂ and ĝ are supported in B2(ξ0, r), we have
F(eitΦfeitΦg)(ξ, ξ3) = F(eitΦfeitΦg)(ξ, ξ3)ψ̂Q1/r (ξ, ξ3).
Here, ψ̂Q1/r ∈ C∞0 (B3(0, 1)) such that ψ̂Q1/r = 1 on a ball of radius r > 0 and |ψQ1/r | .∑∞
m=0 2
−N ′r3χB3(0,2mr−1) for sufficiently large N
′ > 0. Therefore,
(3.46) |Q1/r| sup
(x,t)∈Q1/r
|eitΦf(x)eitΦg(x)| .
∞∑
m=0
2−N
′
∫
2m+1Q1/r
|eitΦf(x)eitΦg(x)| dx.
Summing over |2m| ≤ Rδ1/2 and |2m| ≥ Rδ1/2 respectively, (3.46) is bounded by
C logR
∫
Rδ1Q1/r
|eitΦf(x)eitΦg(x)| dx +O(R−N )‖f‖2‖g‖2.(3.47)
The case
∫
Rδ1Q1/r
|eitΦf(x)eitΦg(x)| dx . O(R−N )‖f‖2‖g‖2 can be treated trivially.
Thus it suffices to consider the left-hand side of (3.47). By parabolic rescaling explained
(3.43) below, we have
|Q1/r| sup
(x,t)∈Q1/r
|eitΦf(x)eitΦg(x)| . logR
∫
(Hǫ1,η0 )
−1(Rδ1Q1/r)
|eitΦǫ1 fǫ1(x)eitΦǫ1 gǫ1(x)| dx.
Since (Hǫ1,η0)−1(Rδ1Q1/r) ⊂ R2δ1Q1/r for large R > 0, Ho¨lder’s inequality gives
|Q1/r| sup
(x,t)∈Q1/r
|eitΦf(x)eitΦg(x)|(3.48)
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(∫
R2δ1Q1/r
|eitΦǫ1 fǫ1(x)eitΦǫ1 gǫ1(x)|3 dx
) 1
3
.
By taking the third power of (3.48), we obtain
|Q1/r| sup
(x,t)∈Q1/r
|eitΦf(x)eitΦg(x)|3 . (logR)3R4δ1
∫
R2δ1Q1/r
|eitΦǫ1 fǫ1(x)eitΦǫ1 gǫ1(x)|3 dx.
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We sum over all Q1/r ⊂ ∪jQj and use (3.44) to get
(3.49) λ3|Sλ| . (logR)4R4δ1‖|eitΦǫ1 fǫ1eitΦǫ1 gǫ1 |1/2‖6L6(∪Qj∈Q(h1)R2δ1Qj).
By (3.43) and (3.45), we have
λ1/2|Xλ|1/3 . λ1/2|Sλ|1/6r1/3|Sλ|1/6 ≤ (λ3|Sλ|)1/6r1/6M1/6R1/6+ǫ/6.
Therefore, combining this with (3.49) gives
λ1/2|Xλ|1/3 . r1/6M1/6R1/6+2δ1/3+ǫ/3‖|eitΦǫ1 fǫ1eitΦǫ1 gǫ1 |1/2‖L6(∪Qj∈Q(h1)R2δ1Qj).
Let us take δ1 = δ1(ǫ) small enough. Since f is concentrated on the wave packets from
TZ(R
−1/2+(1+4δ1)δ
′
), we can apply Proposition 3.10 for φ = Φǫ1 and R
1+4δ1 instead of
R. This completes the proof. 
4. Proof of Theorem 1.2
In this section, we shall show sharp L2-estimates for generalized Schro¨dinger maximal
functions in Rd+1. Theorem 1.2 can be obtained by multilinear restriction and refined
Strichartz estimates. Now we give refined Strichartz estimates for a class of functions as
follows.
Proposition 4.1 (refined Strichartz estmates for higher dimension). Let ǫ > 0 and
K = Rδ for sufficiently small δ = δ(ǫ) > 0. We also let φ ∈ N (L, c0) for a small c0 > 0
and f̂ is supported on Bd(0, 1). If Qj’s are lattice cubes of side length K
2 such that
‖eitφf‖Lq(Qj) ∼ h for each j = 1, . . . ,M
for some dyadic number h > 0, then for q = 2(d+1)d−1 , we have
‖eitφf‖Lq(∪Mj=1Qj) ≤ CǫM
1
q−
1
2 γ(K2)
1
2−
1
qR
d
2(d+1)
+ǫ‖f‖2.(4.1)
Here, γ(K2) is the density given by
γ(K2) = max
Bd+1(x′,r)⊂Bd+1(0,R)
r≥K2
#{Qj : Qj ⊂ Bd+1(x′, r)}
rd
.
In the proof of Proposition 4.1, we frequently use that eitφf is essentially constant on
a ball of radius K in Rd+1 when f̂ is supported on the cap of radius K−1. To give a
rigorous proof of this, for m ∈ Zd, let us define
τmf(x) = f(x+m), am = CN (1 + |m|)−N
for sufficiently large N > 0 and observe the following.
Lemma 4.2 (Lemma 2.13 in [22]). Suppose that F̂ is supported on a ball Bd(ξ0,K
−1).
Then for x ∈ Bd(x0,K),
(4.2) |F (x)| ≤
∑
m∈Zd
am|τKmF (x0)| ≤
∑
m1,m2∈Zd
am1am2 |τKm1τKm2F (x)|.
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Proof. Let us consider τx0F and e
−ix·ξ0F (x) instead of F (x) and we may assume that
x0 = 0 and ξ0 = 0. By the Fourier inversion formula, we have
F (x) = (2π)−d
∫
eix·ξF̂ (ξ) dξ.
For ψ◦ ∈ C∞0 (Rd) such that ψ◦ = 1 on a ball Bd(0, 1) and vanishes outside Bd(0, 2) we
have for x ∈ Bd(0,K),
(4.3) F (x) = (2π)−d
∫
eiK
−1x·Kξψ◦(Kξ)ψ◦(K
−1x)F̂ (ξ) dξ.
Note that eix·ξψ◦(ξ) has the Fourier series expansion e
ix·ξψ◦(ξ) =
∑
m∈Zd ψ̂◦(m−x)eim·ξ.
It gives
(4.4) eiK
−1x·Kξψ◦(Kξ) =
∑
m∈Zd
ψ̂◦(m−K−1x)eiKm·ξ.
By substituting (4.4) into (4.3), we obtain
F (x) = (2π)−d
∑
m∈Zd
ψ◦(K
−1x)ψ̂◦(m−K−1x)
∫
eiKm·ξF̂ (ξ) dξ.
Since ψ̂◦ is rapidly decreasing, we obtain the first inequality in (4.2). For the second
inequality of (4.2), we repeat this process for τKmF (x0). This finishes the proof. 
4.1. Proof of Proposition 4.1. Let ‖f‖2 = 1. We decompose frequency space Bd(0, 1)
by balls of radius K−1. For ψ ∈ C∞0 (Bd(0, 2)) such that ψ = 1 on Bd(0, 1) and∑
k∈Zd ψ(· − k) = 1, we define ψθ(ξ) = ψ(K(ξ − θ)) for θ ∈ Θ := K−1Zd ∩ Bd(0, 2).
We also let f̂θ = f̂ψθ so that f =
∑
θ fθ. For each Qj , we define a significant set of Qj
by
(4.5) Θj = {θ ∈ Θ : ‖eitφfθ‖Lq(Qj) ≥
1
100#Θ
‖eitφf‖Lq(Qj)}.
If θ /∈ Θj , then ‖eitφfθ‖Lq(Qj) can be absorbed to ‖eitφf‖Lq(Qj). Therefore it suffices to
consider θ ∈ Θj . If the set of normal directions of φ(ξ) at ξ = θ for all θ ∈ Θj are in
the 1/(100dK)-neighborhood of a d-dimensional hyperplane W , then we say that Qj is
a narrow cube. Otherwise, we say that Qj is a broad cube. In the case of a broad cube
Qj , we can choose θ1, . . . , θd+1 ∈ Θj such that
(4.6) |D(w1) ∧D(w2) ∧ · · · ∧D(wd+1)| > K−C for all |wi − θi| ≤ K−1
for large C > 0. Here, D(w) denotes the direction of normal vectors at w which is
D(w) = (−∇φ(w), 1). Let us set the union of broad cubes Qj by Qbroad and the union
of narrow cubes Qj by Qnarrow. If #Qbroad ≥ [M2 ] holds, then we say we are in broad
case. Otherwise, we say that we are in a narrow case.
4.1.1. Broad case. As mentioned above, for eachQj ∈ Qbroad, there are θ1, . . . , θd+1 ∈ Θj
satisfying (4.6) and by (4.5) we have
‖eitφf‖qLq(Qj) . Kdq
d+1∏
i=1
( ∫
Qj
|eitφfθi |q dxdt
) 1
d+1 .(4.7)
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Suppose that Qj = Q(a,K
2) where Q(a,K2) denotes the cube in Rd+1 of side length K2
centered at a. We cover Qj by cubes Q(a + n,K) for n ∈ K10Zd+1 ∩ Bd+1(0,K2). For
each 1 ≤ i ≤ d+ 1, we may take ni ∈ K10Zd+1 such that
‖eitφfθi‖Lq(Q(a+ni,K)) = max
n∈K10Z
d+1∩Bd+1(0,K2)
‖eitφfθi‖Lq(Q(a+n,K)).
By translating (x, t) → (x, t) + ni and taking fniθi such that f̂niθi (ξ) = f̂θi(ξ)eini·(ξ,φ(ξ)),
then (4.7) can be estimated by
(4.8) ‖eitφf‖qLq(Qj) . Kdq+d+1
d+1∏
i=1
( ∫
Q(a,K)
|eitφfniθi |q dxdt
) 1
d+1 .
We apply Lemma 4.2 for a = (a, ad+1) in place of x0 and obtain
(4.9) sup
(x,t)∈Q(a,K)
|eitφfniθi (x)|q ≤
( ∑
m∈Zd+1
am|τKmeiad+1φfniθi (a)|
)q
.
Integrating (4.9) over Q(a,K) for each i = 1, · · · , d+ 1 and product of them gives
d+1∏
i=1
‖eitφfniθi ‖
q
d+1
Lq(Q(a,K)) ≤ Kd+1
d+1∏
i=1
( ∑
m∈Zd+1
am|τKmeiad+1φfniθi (a)|
) q
d+1 .
Applying Lemma 4.2, Ho¨lder’s inequality and averaging over Q(a,K) gives
d+1∏
i=1
‖eitφfniθi ‖
q
d+1
Lq(Q(a,K))
≤(logK)C
∫
Q(a,K)
d+1∏
i=1
( ∑
m1,m2∈Zd+1
am1am2 |τKm1τKm2eitφfniθi (x)|q
) 1
d+1 dxdt.
Since am1 , am2 are rapidly decreasing, we only need to consider |m1|, |m2| ≤ Kδ. We
ignore the error term O(K−N )‖f‖q2 and we can write
(4.10)
d+1∏
i=1
‖eitφfniθi ‖
q
d+1
Lq(Q(a,K)) . (logK)
2C
∫
Q(a,K1+δ)
d+1∏
i=1
|eitφfniθi (x)|
q
d+1 dxdt
for a sufficiently small δ = δ(ǫ) will be specified below. Combining (4.10) with (4.8) gives
(4.11) ‖eitφf‖qLq(Qj) ≤ K100d
∫
Q(a,K1+δ)
d+1∏
i=1
|eitφfniθi (x)|
q
d+1 dxdt.
Now we proceed by pigeonholing argument as before. For each 1 ≤ i ≤ d + 1, let
θ˜ = (θ˜1, . . . , θ˜d+1) and n˜ = (n˜1, . . . , n˜d+1) for θ˜i ∈ Θ, n˜i ∈ K10Zd+1 ∩ Bd+1(a,K2). For a
dyadic number R−100 ≤ h0 ≤ Rc, we define
Q(θ˜, n˜, h0) = {Qj : (4.11), h0 ≤
∥∥∥ d+1∏
i=1
|eitφfniθi |
1
d+1
∥∥∥
L∞(Q(a,K1+δ))
≤ 2h0
holds for θi = θ˜i, ni = n˜i for 1 ≤ i ≤ d+ 1}.(4.12)
Since #(θ˜, n˜, h0) . K
100d2 , there is a pair (θ˜, n˜, h0) such that #Q(θ˜, n˜, h0) ≥ K−100d2M
by the pigeonholing argument. For such (θ˜, n˜, h0), we simply denote by Q = Q(θ˜, n˜, h0)
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and fi = f
n˜i
θ˜i
.By summing over all Qj and (4.11), we obtain
‖eitφf‖qLq(∪Qj) . (logK)10d‖eitφf‖
q
Lq(∪Qj∈QQj)
. K200d
∥∥∥ d+1∏
i=1
|eitφfi(x)| 1d+1
∥∥∥q
Lq(∪Qj∈QR
δQj)
.
For the last inequality, we use Qj = Q(a,K
2) and Q(a,K1+δ) ⊂ RδQj. By (4.12), for
q ≥ r and #Q ≥ K−100d2M , we have
(4.13) ‖eitφf‖Lq(∪Qj) . K300d
2
M
1
q−
1
r
∥∥∥ d+1∏
i=1
|eitφfi(x)| 1d+1
∥∥∥
Lr(∪Qj∈QR
δQj)
.
Then we can apply multilinear restriction theorem in [2].
Theorem 4.3 ([2]). Let ǫ > 0, 1 ≪ K ≪ R and φ ∈ N (L, c0) for sufficiently small
c0 > 0. Assume that (4.6) holds whenever wi are contained in support of f̂i for each
1 ≤ i ≤ d+ 1. Then there is a constant c depend only on c0, d and Cǫ > 0 such that∥∥∥ d+1∏
i=1
|eitφfi| 1d+1
∥∥∥
L
2(d+1)
d (B(0,R))
≤ cKCǫRǫ
d+1∏
i=1
‖fi‖
1
d+1
2 .
If we apply Theorem 4.3 to (4.13) with r = 2(d+1)/d with q = 2(d+1)d−1 over B(0, R
1+δ),
(4.13) is bounded by
‖eitφf‖Lq(∪Qj) . KCǫ/4+300d
2
M−
1
2(d+1)R(1+δ)
ǫ
4 ‖f‖2
for some C > 0. By the definition of γ(K2) we can see that M ≤ γ(K2)Rd and γ(K2) ≥
K−2d, which gives
M
1
2(d+1) ≤ γ(K2) 12(d+1)R d2(d+1) ≤ K− dd+1 γ(K2) 1d+1R d2(d+1) .
Hence it follows that there is a C > 0 such that
‖eitφf‖Lq(∪Qj) . KCM−
1
d+1 γ(K2)
1
d+1R
d
2(d+1)
+ ǫ2 ‖f‖2.
If we take δ = δ(ǫ) sufficiently small enough for K = Rδ, it gives (4.1).
4.1.2. Narrow case. Let b ∈ B := RKZd∩Bd(0, R) and η̂ ∈ C∞0 (Bd(0, 2)) and
∑
k∈Zd η(·−
k) = 1. We set ηb(x) = η(K/R(x − b)) and fb,θ = fθηb so that f =
∑
b,θ fb,θ. Then
fb,θ has Fourier support on a ball of radius K
−1 centered at θ and fb,θ is essentially
supported on a ball of radius R/K centered at b. Also, we have
eitφf =
∑
b,θ
eitφfTb,θ
and the restriction of eitφfT on B
d+1(0, R) is essentially supported on a tube T = Tb,θ
of size (R/K)d ×R. Let T be the set of tubes T = Tb,θ.
By parabolic rescaling (3.12) for ρ = K−1 and ξ0 = θ for each T = Tb,θ, there is a
cube QR/K2 of side length CR/K
2 for some C ≥ 1 such that T ⊂ HK−1,θ(QR/K2). Let
R1 = R/K
2 and K1 = R
δ
1. We also denote a lattice cube of side length K
2
1 by QK21 . For
a fixed tube T = Tb,θ, we consider a tube T
′ = HK−1,θ(QK21 ) which is arranged along
the long direction of T of size ∼ (KK21 )d ×K2K21 .
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Let h1, h2, h3,M1, γ
′ ≤ KC be dyadic numbers. We define T ′ be the set of T ′ contained
in T such that
(4.14) T ′(h1) = {T ′ ⊂ T : ‖eitφfT ‖Lq(T ′) ∼ h1}.
We further sort T ′ according to the number of cubes Qj by
T ′(h1,M1) = {T ′ ∈ T ′(h1) : #{Qj ∈ Qnarrow : Qj ⊂ T ′ for some T ′} ∼M1}.
We let Tr be a tube of size (Kr)
d ×K2r defined by Tr = HK−1,θ(Bd+1(x′, r)) for a ball
Bd+1(x′, r) and set γ′(K21 ) be the associate density defined by
(4.15) γ′(K21 ) = max
Tr⊂T,r≥K
2
1
#{T ′ ∈ T ′(h1, h2) : T ′ ⊂ Tr}
rd
.
Consider a collection of tubes T by
T (h1, h2, h3,M1, γ′) = {T ∈ T : #T ′(h1,M1) ∼ h2, γ′(K21 ) ∼ γ′, ‖fT‖2 ∼ h3}.
We may assume that Qj ∈ Qnarrow for all j = 1, . . . , [M2 ]. If one of h1, h2, h3,M1, γ′
are smaller than R−100, (4.1) follows trivially. Thus there are O((logR)5)-choices of
h1(j), . . . , γ
′(j) such that
(4.16) ‖eitφf‖Lq(Qj) . (logR)5‖
∑
T∈T (h1(j),...,γ′(j))
eitφfT ‖Lq(Qj).
For a dyadic number R−100 ≤ µ ≤ Rc, we take µ = µ(j) such that
(4.17) #{T ∈ T (h1(j), . . . , γ′(j)) : Qj ⊂ T ′ for some T ′ ∈ T ′(h1(j),M1(j))} ∼ µ(j).
Then we consider a collection Q(h1, h2, h3,M1, γ′, µ) of cubes defined by
{Qj ∈ Qnarrow : (4.16) and (4.17) holds for h1(j) = h1, . . . , µ(j) = µ}.
By pigeonholing argument, there is a pair (h1, h2, h3,M1, γ
′, µ) such that #Q(h1, h2, h3,M1, γ′, µ) &
(logR)−6M . For such h1, . . . , µ, we simply denote T ′ = T ′(h1,M2), T = T (h1, h2, h3,M1, γ′, µ),
⊔T ′ = ∪T ′∈T ′T ′. We also let Q = Q(h1, h2, h3,M1, γ′, µ) with M = #{Q ∈ Q}.
Proof of Proposition 4.1 for a narrow case. By applying Theorem 3.6 to (4.16), we see
that for EN = O(R
−N )‖f‖2,
‖eitφf‖Lq(Qj) . (logR)5Kǫ
4( ∑
T∈T
‖eitφfTχ⊔T ′‖2Lq(ωQj )
)1/2
+ EN(4.18)
. (logR)5Kǫ
4
µ
1
2−
1
q
( ∑
T∈T
‖eitφfTχ⊔T ′‖qLq(ωQj )
) 1
q + EN .
The last inequality follows from Ho¨lder’s inequality. We may ignore EN terms in (4.18)
by the same argument as before. Summing over all j and using #Q ≥ (logR)−6M , we
have
‖eitφf‖qLq(∪jQj) . (logR)6‖eitφf‖
q
Lq(∪Qj∈QQj)
(4.19)
. (logR)6+5qKǫ
4qµ
q
2−1
∑
T∈T
‖eitφfT ‖qLq(⊔T ′).
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For dyadic numbers R−100 ≤M ′, γ ≤ Rc, by pigeonholing, we may assume that
#{QK21 : QK21 ⊂ QR/K2} ∼M ′.
Recall that T ′ is given by T ′ = HK−1,θ(QK21 ) if T = Tb,θ. We apply a parabolic rescaling
(3.12) for ρ = K−1 and ξ0 = θ and obtain
‖eitφfT ‖Lq(⊔T ′) . (logK)
1
qK
d+2
q −
d
2 ‖eitφK−1fT,K−1‖Lq(∪∼M′QK21 )
where φK−1 = φK−1,θ and fT,K−1 := (fT )K−1,θ with ‖fT,K−1‖2 = ‖fT ‖2. Note that by
choice of γ′(K21 ), we can see that
max
Bd+1(x′,r)⊂Bd+1(0,R)
r≥K21
#{QK21 : QK21 ⊂ Bd+1(x′, r)}
rd
∼ γ′.
We apply the induction hypothesis with cubes of side length K21 and fT,K−1 instead of
K2 and f and obtain
‖eitφf‖Lq(⊔T ′) ≤ C ǫ2 (logK)
1
q (M ′)
1
q−
1
2K
d+2
q −
d
2 (γ′)
1
2−
1
q (
R
K2
)
d
2(d+1)
+ ǫ2 ‖fT ‖2.
Therefore, combining with (4.19) and using the fact that ‖fT‖2 is essentially constant,
‖eitφf‖Lq(∪jQj)(4.20)
. (logR)
7
q+5Kǫ
4( µ
#T
) 1
2−
1
q (M ′)
1
q−
1
2K
d+2
q −
d
2 (γ′)
1
2−
1
q (
R
K2
)
d
2(d+1)+
ǫ
2 ‖f‖2.
Now we compare constants µ,#T , γ, γ′,M1,M ′. We note that
(logR)−6Mµ . #{(Qj, T ) : T ∈ T , Qj ∈ Q and Qj ⊂ ⊔T ′, T ′ ⊂ T } . (#T )M ′M1.
The second inequality follows from the fact that there are ∼ M ′ number of tubes T ′ in
T and ∼M1 number of cubes Qj inside T ′.
We also observe that
γ′M1 ∼ max
Tr⊂⊔T,r≥K21
#{T ′ ∈ T ′ : T ′ ⊂ Tr}
rd
·#{Qj ∈ Qnarrow : Qj ⊂ T ′ for some T ′}
. max
Tr⊂⊔T,r≥K21
#{Qj ⊂ ⊔T ′ : Qj ⊂ Tr}
rd
. K max
x′∈Bd+1(0,R),r≥K21
#{Qj ⊂ ⊔T ′ : Qj ⊂ B(x′,Kr)}
K−d(Kr)d
. γKd+1.
The inequality before the last one follows from that the tube Tr can be divided into ∼ K
cubes of side length Kr. Therefore,
µ
#T . (logR)
6M
′
M
M1 . (logR)
6M
′
M
γ
γ′
Kd+1.
Combining this with (4.20) with q = 2(d+1)d−1 , it gives
‖eitφf‖Lq(∪jQj) .M−
1
d+1 γ
1
d+1R
d
2(d+1)
+ǫ‖f‖2.
This completes the proof of Proposition 4.1. 
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4.2. Proof of Theorem 1.2. Now we prove L2-maximal estimates for higher dimen-
sional case. Let ǫ > 0 be given. Assume that Φ satisfies (1.3), (1.4) and supp f̂ ⊂ B(ξ0, ρ)
for some ξ0 ∈ Ad(1) with 1/8 < ρ ≤ 1/4. For a dyadic number R−100 ≤ H ≤ R10d,
consider a set
XH = {x ∈ B(0, R) : H ≤ sup
0<t<R
|eitΦf(x)| ≤ 2H}.
We also set SH by the union of lattice cubes Q1 of side length 1 in R
d+1 which satisfy
H . sup
(x,t)∈Q1
|eitΦf(x)|.
Then we can choose a set of cubes Q1 such that all projections of 10Q1 onto x-plane R
d
may cover XH and they are boundedly overlapping. Therefore, we have
(4.21) |XH | . |SH |.
For each cube Q1, we apply Lemma 4.2 and Ho¨lder’s inequality to obtain
|Q1| sup
(x,t)∈Q1
|eitΦf(x)|2 .
∑
m1,m2∈Zd+1
|am1am2 | sup
m1,m2∈Zd+1
∫
Q1
|τm1τm2eitΦf(x)|2 dxdt.
By the rapidly decreasing property of am1 , am2 , it suffices to consider |m1|, |m2| ≤ Rδ/2.
Then we get for large R ≥ 1,
|Q1| sup
(x,t)∈Q1
|eitΦf(x)|2 . logR
∫
Rδ/2Q1
|eitΦf(x)|2 dxdt+O(R−N )‖f‖22
where Rδ/2Q1 is the concentric cube with Q1 with side length R
δ/2. Thus for sufficiently
large R > 0, we have
sup
(x,t)∈Q1
|eitΦf(x)|2 . logR
∫
Hρ,ξ0(R
δQ1)
|eitΦf(x)|2 dxdt +O(R−N )‖f‖22.
Then we apply parabolic rescaling (3.12) for ρ, ξ0, and denote by Φρ = Φρ,ξ0 and
fρ = fρ,ξ0 . Then Φρ ∈ N (L, c0) (see Remark 2). We sum over all Q1 and use (4.21) to
obtain
H2|XH | . logR
∫
∪RδQ1
|eitΦρf(x)|2 dx+O(R−N )‖f‖22.
Let M be the number of such cubes RδQ1. By Ho¨lder’s inequality, we get
H2|XH | . (logR)M1− 2p ‖eitΦρf‖2Lp(∪RδQ1) +O(R−N )‖f‖22.
By applying Proposition 4.1 with K = Rδ, we obtain
H2|XH | . C2ǫ/2γ(K2)1−
2
pR
2d
2(d+1)
+ǫ‖f‖22.
Since γ(K2) . 1, this proves Theorem 1.2. 
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