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Abstract
Affine quantum gravity involves (i) affine commutation relations to
ensure metric positivity, (ii) a regularized projection operator proce-
dure to accomodate first- and second-class quantum constraints, and
(iii) a hard-core interpretation of nonlinear interactions to understand
and potentially overcome nonrenormalizability. In this program, some
of the less traditional mathematical methods employed are (i) coher-
ent state representations, (ii) reproducing kernel Hilbert spaces, and
(iii) functional integral representations involving a continuous-time
regularization. Of special importance is the profoundly different in-
tegration measure used for the Lagrange multiplier (shift and lapse)
functions. These various concepts are first introduced on elementary
systems to help motivate their application to affine quantum gravity.
Introduction
The unification of gravity and quantum theory offers a major challenge to
theoretical physics. The favored approaches of string theory and loop plus
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spin foam gravity use formulations that are in some sense rather far from
the original classical theory of Einstein. Most workers feel this is necessary
because of the usual difficulties encountered in quantizing gravity, namely,
nonrenormalizability and anomalies, to mention just two. The program of
affine quantum gravity, which is relatively new [1], attempts to stay closer to
the standard classical theory so as to provide suitable touchstones along the
way. As a consequence it becomes necessary to deal directly with some of
the major problems, such as the two mentioned above. How one deals with
such difficult issues, and especially the role played by coherent states in this
effort, are part of the story told in this article.
As a pedagogical device we illustrate our basic methodology on simple
quantum mechanical systems before we discuss the case of quantum gravity.
Coherent state basics
It is well known that coherent states provide a useful bridge between a clas-
sical theory and the corresponding quantum theory. Let us briefly recall how
that bridge works with a simple example. Let Q and P denote standard
Heisenberg self-adjoint operators satisfying the usual commutation relation
[Q,P ] = i1 with ~ = 1. Then we define canonical coherent states by the
relation
|p, q〉 ≡ e−iqP eipQ |η〉 , (1)
where |η〉 denotes a normalized vector called the fiducial vector, which, in
terms of the abbreviation 〈(·)〉 ≡ 〈η|(·)|η〉, is subject to the modest require-
ments that 〈Q〉 = 0 and 〈P 〉 = 0. This condition on |η〉 has been referred
to as “physically centered”. Here, we add the additional requirement that
lim
~→0
〈(P 2 +Q2)〉 = 0 , (2)
a relation we refer to as “physically attractive”. Given appropriate domain
conditions, it follows from (2) that
lim
~→0
〈(P 2 +Q2)m 〉 = 0 (3)
for arbitrarym > 0. It is clear that the ground state of an harmonic oscillator
satisfies these conditions, but so do many other vectors as well.
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If G denotes a quantum “generator” in a wide sense, then we assert that
G(p, q) ≡ 〈p, q|G |p, q〉 (4)
defines the (~ augmented) classical generator G(p, q) associated with G. Of
course, this connection is not strictly what we usually mean by the classical
generator since ~ has not been set equal to zero – which explains the “(~
augmented)” phrase. In addition, we can also consider the expression
Gc(p, q) ≡ lim
~→0
〈p, q|G |p, q〉 , (5)
which corresponds to the complete classical limit. The association between
a quantum and classical generator illustrated by (4) and (5) is known as the
“weak correspondence principle” [2].
To illustrate this situation, let us discuss a few examples. For example,
it follows that
〈p, q|Q|p, q〉 = q , 〈p, q|P |p, q〉 = p , (6)
while
〈p, q|Q2 |p, q〉 = q2 + 〈Q2 〉 , 〈p, q|P 2|p, q〉 = p2 + 〈P 2〉 . (7)
More generally, if W(P,Q) denotes an arbitrary polynomial, and subject to
suitable domain conditions, then
W (p, q) ≡ 〈p, q|W(P,Q)|p, q〉 =W(p, q) +O(~; p, q) , (8)
where under the condition (3), it follows that O(~; p, q)→ 0 as ~→ 0.
A complete characterization of an operator is given in terms of its matrix
elements. In particular, it is clear that
〈p, q|W(P,Q)|p′, q′〉 (9)
fully determines the operator in question.
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Reproducing kernel Hilbert space
By assumption the coherent states span the Hilbert space. Therefore a dense
set of vectors may be written in the form
|ψ〉 =
J∑
j=1
αj |pj , qj〉 , (10)
where (pj, qj) ∈ R2, αj ∈ C, and J <∞. Another such vector may be taken
as
|φ〉 =
K∑
k=1
βk |p(k), q(k)〉 , K <∞ . (11)
As functional representatives of these abstract vectors let us choose their
inner product with arbitrary coherent states which leads to
ψ(p, q) ≡ 〈p, q|ψ〉 =
J∑
j=1
αj 〈p, q|pj, qj〉 , (12)
φ(p, q) ≡ 〈p, q|φ〉 =
K∑
k=1
βk 〈p, q|p(k), q(k)〉 . (13)
As the inner product between two such functional representatives we take
(ψ, φ) ≡ 〈ψ|φ〉 =
J,K∑
j,k=1
α∗j βk 〈pj , qj|p(k), q(k)〉 , (14)
as follows from (10) and (11). We now have functional representatives,
ψ(p, q), φ(p, q), etc., and an inner product between them; all that remains to
make a Hilbert space is to complete the space by including the limits of all
Cauchy sequences in the norm ‖ψ‖ ≡ +
√
(ψ, ψ). The result is the so-called
(separable) reproducing kernel Hilbert space in which the continuous func-
tion given by the coherent state overlap function serves as the reproducing
kernel. For additional information about such Hilbert spaces see [3].
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Affine Field Operators
In a 3 + 1 split of space and time, a subset of the basic kinematical oper-
ators chosen for affine quantum field theory involves the self-adjoint spatial
metric gˆab(x), where a, b = 1, 2, 3. Moreover, we insist that the spectrum
of the spatial metric is restricted so that ua gˆab(x)u
b > 0 for any set {ua}
for which Σa(u
a)2 > 0, a requirement that we call “metric positivity”. To
complete the set of basic kinematical operators we employ the “momentric”
field πˆbd(x). The latter field is the self-adjoint operator associated with the
classical momentric field πbd(x) ≡ π
bc(x)gcd(x), which involves both the ADM
classical momentum πbc(x) and spatial metric gcd(x). Promoting the Poisson
brackets satisfied by the fields πcd and gab to commutators leads us directly
to the affine commutation relations (for ~ = 1) given by
[πˆab (x), πˆ
c
d(y)] =
1
2
i[δcb πˆ
a
d(x)− δ
a
d πˆ
c
b(x)] δ(x, y) ,
[gˆab(x), πˆ
c
d(y)] =
1
2
i[δcagˆbd(x) + δ
c
b gˆad(x)] δ(x, y) , (15)
[gˆab(x), gˆcd(y)] = 0 .
Observe, that these relations define an infinite dimensional Lie algebra. The
reason for choosing these particular kinematical commutators follows directly
from the fact that
ei
∫
γa
b
(y) πˆba(y) d
3y gˆrs(x) e
−i
∫
γa
b
(y) πˆba(y) d
3y = (eγ(x)/2 )tr gˆtu(x) (e
γ(x)/2 )us . (16)
The meaning of this relation is clear: Unitary transformations generated
by the self-adjoint momentric field manifestly preserve the desired spectral
domain of the spatial metric tensor ensuring that ua gˆab(x)u
b > 0 for any set
{ua} that is not identically zero.
Affine coherent states
A representation of the basic affine operators is determined by a state on the
algebra they generate – or equivalently, by the set of coherent states
|π, γ〉 ≡ ei
∫
πab(x) gˆab(x) d
3x e−i
∫
γa
b
(x) πˆba(x) d
3x |η〉 (17)
for all smooth functions πab and γab of compact support. Here |η〉 is a suitable
fiducial vector which, in effect, determines the field operator representation.
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The appropriate (physical) restriction on this operator representation arises
from fully enforcing the gravitational constraints. However, according to
Dirac [4], quantization should be carried out first while the introduction of
constraints should come second. Thus, we are obliged to choose an initial –
and temporary – field operator representation just to get started. To this
end it proves convenient to choose |η〉 so that
〈π′′, γ′′|π′, γ′〉 ≡ 〈π′′, g′′|π′, g′〉 = exp
[
−
∫
b(x) d3x
× ln
(det{1
2
[g′′ab(x) + g′ab(x)] + ib(x)−1[π′′ab(x)− π′ab(x)]}
{det[g′′ab(x)] det[g′ab(x)]}1/2
)]
.(18)
Here, the symmetry of |η〉 is such that instead of all nine components of
γ, the coherent states depend on only the six components of g, which are
defined by
gab(x) ≡ (e
γ(x)/2 )ca g˜cd(x) (e
γ(x)/2 )db , (19)
where
g˜ab(x) ≡ 〈η| gˆab(x)|η〉 (20)
arises as a property of |η〉. The scalar density b(x), 0 < b(x) < ∞, arises as
a property of |η〉 as well. As usual, gab(x) is the inverse metric defined by
gab(x)gbc(x) = δ
a
c for each x.
Observe that the coherent state overlap (18) is a jointly continuous func-
tion of its arguments, e.g., in the topology of the test function space D.
Reproducing kernel Hilbert space
Just as in the elementary example, we can use the coherent state overlap func-
tion (18) as a reproducing kernel to construct a reproducing kernel Hilbert
space. In particular, functional representatives in a dense set of the Hilbert
space may be given by
ψ(π, g) ≡
J∑
j=1
αj 〈π, g|πj, gj〉 , J <∞ , (21)
φ(π, g) ≡
K∑
k=1
βj 〈π, g|π(k), g(k)〉 , K <∞ , (22)
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etc. As an inner product between two such vectors we choose
(ψ, φ) ≡
J,K∑
j,k=1
α∗j βk 〈πj , gj|π(k), g(k)〉 . (23)
We may complete this Hilbert space by introducing all limit elements of
Cauchy sequences in the norm ‖ψ‖ ≡ +
√
(ψ, ψ), in complete analogy to what
we did in the elementary example. The result is the separable reproducing
kernel Hilbert space with (18) serving as the reproducing kernel.
Imposition of Constraints
To explain our procedure for the imposition of constraints we return to an
N degree-of-freedom model, N < ∞. Let us suppose there are classical
constraints for this model given by the conditions φα(p, q) = 0 for 1 ≤ α ≤ A,
where p = (p1, p2, . . . , pN) and q = (q1, q2, . . . , qN). Upon quantization, these
constraints become self-adjoint operators Φα(P,Q), 1 ≤ α ≤ A. Ideally,
there should be a nonvanishing subspace Hphys of the original Hilbert space
H for which Φα |ψ〉phys = 0 for all |ψ〉phys ∈ Hphys [4]. Unfortunately, this
ideal situation does not always occur. As a replacement for this criterion we
introduce a projection operator
IE = IE(ΣΦ2α ≤ δ(~)
2) , (24)
i.e., a projection operator such that
0 ≤ IE(ΣΦ2α)IE ≤ δ(~)
21 , (25)
where δ(~) is a regularization parameter. We define Hphys = IEH as the regu-
larized physical Hilbert space. The general idea is to reduce the regularization
parameter δ(~) to an appropriate value for each situation. For example, if
ΣΦ2a = J
2
1 + J
2
2 + J
2
3 , the Casimir operator for SU(2), then δ(~)
2 = 1
2
~2
(or any δ(~), 0 ≤ δ(~)2 < (3/4)~2) is sufficient to ensure that ΣJ2k = 0. If
ΣΦ2a = P
2 + Q2, then δ(~)2 = ~ (or any δ(~), ~ ≤ δ(~)2 < 3~) ensures that
IE projects unto vectors |ψ〉phys for which (Q + iP )|ψ〉phys = 0. This proce-
dure enables a consideration of first- and second-class constraints within the
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same formulation without any need either to eliminate the second-class con-
straints before quantization or to introduce Dirac brackets for them. Other
constraint situations can also be treated; see [5].
It is noteworthy that for any set of constraint operators, there exists a
universal integral representation to construct the projection operator [6]. In
particular, it follows that
IE(ΣΦ2a ≤ δ(~)
2) ≡
∫
Te
−i
∫
t2
t1
λα(t)Φα dt
DR(λ) , (26)
where T denotes time ordering, R(λ) is a formal measure on c-number func-
tions {λα(t)}, and t2 − t1 corresponds to any positive time interval. The
integral in (26) is constructed in a two-step procedure. First, a Gaussian
functional integral leads to
eiγ (t2−t1)ΣΦ
2
α = N
∫
Te−i
∫
λα(t)Φα dt−(i/4γ)
∫
Σλα(t)2 dtΠDλα . (27)
Second, we integrate over γ as follows:
lim
ζ→0+
∫
sin[γ (t2 − t1)(δ(~)2 + ζ)]
πγ
eiγ (t2−t1)ΣΦ
2
α dγ = IE(ΣΦ2α ≤ δ(~)
2) . (28)
The integral representation (26) may be used within a coherent state path
integral representation of the propagator. We focus on [5]
〈p′′, q′′|IEe−i(IEHIE)T IE|p′, q′〉
= lim
ǫ→0
〈p′′, q′′|e−iHǫIEe−iHǫIE · · · e−iHǫIE|p′, q′〉 , (29)
where there are (L+1) short-time evolution operators e−iHǫ, and (L+1)ǫ = T .
Insertion of L coherent state resolutions of unity leads to
lim
ǫ→0
∫
· · ·
∫ L∏
l=0
〈pl+1, ql+1|e
−iHǫIE|pl, ql〉
L∏
l=1
dNpl d
Nql/(2π)
N , (30)
where pL+1, qL+1 = p
′′, q′′ and p0, q0 = p
′, q′. In turn, it follows that
〈p′′, q′′|IEe−i(IEHIE)T IE|p′, q′〉
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= lim
ǫ→0
∫
· · ·
∫ L∏
l=0
〈pl+1, ql+1|e
−iǫ(H+λα
l
Φα)|pl, ql〉
×
L∏
l=1
dNpl d
Nql/(2π)
N DR(λl)
=M
∫
ei
∫
[p·q˙−H(p,q)−λα(t)φα(p,q)] dtDpDqDR(λ) , (31)
where H(p, q) ≡ 〈p, q|H|p, q〉 and φα(p, q) ≡ 〈p, q|Φα|p, q〉.
In this fashion we see how repeated insertions of the projection operator
lead to temporal evolution entirely within the physical Hilbert space. More-
over, we see how this evolution can be realized by a suitably interpreted path
integral which does not involve the usual flat measure on the Lagrange mul-
tipliers but, instead, uses the measure R(λ) that is designed to enforce the
quantum constraints rather than the classical constraints.
Although this is not the only way the integral representation for the pro-
jection operator (26) can be used to formulate a path integral, it is probably
the most straightforward construction and readily illustrates the basic prin-
ciples involved.
Constraints in quantum gravity
For quantum gravity, there are four constraint fields, which, from a classical
point of view, comprise an open first-class system. The quantum constraints,
however, exhibit an anomaly, and thus they are partially second class in
nature. In particular, the diffeomorphism (Ha, a = 1, 2, 3), and Hamiltonian
(H) constraint operator fields fulfill the commutation relations
[Ha(x),Hb(y)] = i[δ,a(x, y)Hb(x)− δ,b(x, y)Ha(x)] , (32)
[Ha(x),H(y)] = iδ,a(x, y)H(x) , (33)
[H(x),H(y)] = i 1
2
δ,a(x, y)[ gˆ
ab(x)Hb(x) +Hb(x) gˆab(x) ] . (34)
Ideally, one asks that Ha(x)|ψ〉phys = 0 as well as H(x)|ψ〉phys = 0 for all
a and x, and for all |ψ〉phys ∈ Hphys. However, this ideal situation is not
possible because it is almost surely the case that gˆab(x)|ψ〉phys 6∈ Hphys, and
therefore it does not follow that [H(x),H(y)]|ψ〉phys = 0 as would be re-
quired. This inconsistency of Eq. (34) gives rise to the gravitational anomaly
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– a partially second-class behavior – that makes conventional treatments of
quantum gravity especially difficult. However, as noted above the projection
operator method treats first- and second-class constraints in the very same
manner, the only difference being how small the regularization parameter
δ(~)2 can be made.
By introducing a cutoff to regularize the quantum constraints, we can
imagine constructing a projection operator IE onto a regularized physical
Hilbert space in which the regularized quantum constraints are fulfilled to a
certain degree. Such a cutoff can be introduced in a variety of ways, and for
simplicity we will leave this necessary cutoff implicit. At a later point in the
calculation it would be necessary to remove this cutoff as well, but we will
not examine this important issue either. Instead, we go straight to the heart
of the matter and note that there is a functional integral representation [1]
for the coherent-state matrix elements of the projection operator onto the
regularized physical Hilbert space given by
〈π′′, g′′|IE|π′, g′〉
=
∫
〈π′′, g′′|T e−i
∫
[NaHa+NH ] d3x dt |π′, g′〉 DR(Na, N)
= lim
ν→∞
N ν
∫
e−i
∫
[gabπ˙
ab+NaHa+NH] d3x dt
× exp{−(1/2ν)
∫
[b(x)−1gabgcdπ˙
bcπ˙da + b(x)gabgcdg˙bcg˙da] d
3x dt}
×
[
Πx,tΠa≤b dπ
ab(x, t) dgab(x, t)
]
DR(Na, N) . (35)
Implicit in these expressions are cutoffs in the constraint operators Ha and
H, and correspondingly in the c-number symbols Ha and H that arise from
the constraint operators and which appear in the functional integral as their
representatives.
Note the appearance of the measure DR(Na, N) on the Lagrange multi-
plier fields, Na (the shift) and N (the lapse). It is this measure, in contrast to
the usual flat measure on these fields, which leads to the projection operator
IE that projects the original Hilbert space H onto the regularized physical
Hilbert space Hphys.
Note also the appearance of a limit as ν → ∞ as well as a ν depen-
dent factor in the integrand. This factor and the limit are connected with a
different kind of regularization of the functional integral that may be used
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instead of the usual lattice regularization. The indicated form represents
a continuous-time regularization which involves a Wiener-like measure that
controls the nature of the paths. The result of interest arises in the ultra-
diffusive limit in which the diffusion constant ν diverges. Continuous-time
regularization procedures have been well studied for phase-space path inte-
grals approriate to canonical, spin, and affine variables [7], and they have the
virtue that they automatically lead to a quantum mechanical representation
of the corresponding expression in terms of coherent states with a fiducial
vector given by an extremal weight vector. Recently, additional studies of
such path integral representations have been made in the case of weak co-
herent states for the affine group when a traditional resolution of unity as a
local integral fails to exist [8].
Let us add that the quantity 〈π′′, g′′|IE|π′, g′〉 may also be used as a repro-
ducing kernel to build the reproducing kernel Hilbert space associated with
the regularized physical Hilbert space Hphys in exactly the same way that
the original coherent state overlap 〈π′′, g′′|π′, g′〉 may be used to build the
reproducing kernel Hilbert space associated with the original Hilbert space
H.
Equation (35) represents as far as we can presently go in our formal de-
velopment. Despite the canonical appearance of (35), we emphasize that this
functional integral representation has been based on the affine commutation
relations (15) and not on any canonical commutation relations.
Hard-Core Interactions in Quantum
Mechanics
Let us again return to the world of quantum mechanics to motivate the
next issue of concern. Consider an imaginary-time path integral for a single
degree-of-freedom problem formally given by
I(λ) ≡ N
∫
exp{−1
2
∫
[x˙(t)2 +m2x(t)2] dt− λ
∫
x(t)−4 dt}Dx , (36)
where the path integral runs over continuous paths for which x(0) = x′
and x(T ) = x′′, namely, all paths are pinned at the initial and final times,
t = 0 and t = T , respectively. This example clearly pertains to an oscillator
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with a singular potential and a coupling constant λ that we require to be
nonnegative, λ ≥ 0. To help interpret (36), it proves useful to first regularize
the singularity of the inverse quartic interaction. However, no matter how
one attempts to regularize the singularity of the inverse quartic interaction,
so as to give unambiguous meaning to the path integral, and subsequently
proceeds to remove that regularization, it is known that the result leads to a
discontinuous perturbation of the oscillator [9]. A discontinuous perturbation
has the property that it leaves an indelible imprint on the original system
such that once the interaction is introduced it cannot be completely removed
as the coupling constant λ→ 0. In other words,
lim
λ→0
I(λ) = I ′(0) 6= I(0) . (37)
Singular interactions with this property are called hard-core interactions.
What happens is the following. Whenever λ > 0, those paths allowed by
the free action that reach or cross the point of singularity, x = 0, lead to a
divergent value for the interaction term, with the property that the paths
in question are all projected out of the integration for any positive value
of λ, however small. Thus those paths make no contribution to the path
integral I(λ) for any λ > 0, and, as a consequence, as λ → 0, those paths
never reappear, and the result I ′(0) is based on the oscillator but has a
contribution from only those continuous paths x(t) for which x(t) 6= 0 for all
t such that 0 ≤ t ≤ T . The evaluation of the resultant path integral with
the restricted set of paths defines the expression I ′(0) and it clearly gives
rise to a different result than if the interaction had never been present in the
first place, namely, I(0), which corresponds to the free theory, i.e., the usual
imaginary-time oscillator. The theory implictly defined by I ′(0) is called the
“pseudofree theory”.
Hard-core interactions in field theory
The kind of behavior illustrated above is not limited to the inverse quartic
interaction but arises for any interaction of the form |x|−α whenever α > 2.
There are good reasons to make the analogy of such discontinuous perturba-
tions with nonrenormalizable interactions as they are known in quantum field
theory. The full story of this analogy is presented in Chap. 8 in [9]. In other
words, it is reasonable to suppose that what are regarded as nonrenormaliz-
able interactions in quantum field theory behave as they do because they are
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in fact discontinuous perturbations that act as hard cores within appropriate
functional integral formulations. Moreover, certain specialized nonrenormal-
izable models exhibit exactly the stated behavior; see, e.g., Chaps. 9 & 10
in [9]. These models possess enough symmetry so that solutions can be con-
structed outside of perturbation theory on the basis of generally accepted
principles. Based on the experience gained with such models, it is our strong
conviction that all nonrenormalizable quantum field theories can be under-
stood as discontinuous perturbations that act as hard cores within functional
integrals.
Of course, there is an important difference in the nature of the excluded
paths between what happens in the quantum mechanical case and the field
theory case. For quantum mechanics, the interactions exhibit singularities at
finite positions (e.g., x = 0, as is the case for the interaction x−4), while for
the field case, the interactions exhibit singularities for fields that themselves
have singular behavior at some point in Euclidean spacetime, e.g., a field
having the distributional behavior |x|−γ near x = 0, where γ is chosen such
that this local behavior is acceptable for the free term but unacceptable for
the interaction term; see Chap. 8 in [9].
For quantum mechanical cases it is quite straightforward to identify which
paths should be excluded and which paths are to be retained. On the other
hand, in the case of quantum fields the situation is far more difficult. In
addition, it is one thing to say that functions with certain singular behavior
are to be excluded, but it is a far more difficult thing to say how, in fact,
operationally to accomplish that exclusion. For covariant, nonrenormalizable
scalar fields, a proposal has recently been put forward [10] that identifies a
novel, nonclassical (∝ ~2) counterterm, which, it is conjectured, captures the
effect of the hard-core character of the interaction, a counterterm that re-
mains behind – as any hard-core portion of an interaction must certainly do
– even after the strength of the interaction is reduced to zero. The proposal
offered is at a stage where Monte Carlo computer studies could illuminate
this proposal to a considerable degree; unfortunately, such computer studies
have yet to be made. If such computer studies were made, however, and
they confirmed that the hard-core picture makes good sense and also led
to nontrivial results for such nonrenormalizable models as φ4n, for spacetime
dimensions n ≥ 5, then we would have greater confidence in their possible
utility in the study of quantum gravity. Since we do not yet have this ad-
ditional degree of support, we are obliged to rely on the conjecture that the
13
nonrenormalizable aspect of traditional quantum gravity can be understood
– and eventually dealt with – by invoking the hard-core hypothesis, even if
at this stage we do not fully know how to actually realize this proposal.
At any rate, we can make a few reasonable conjectures as to how the
appearance of the hard-core terms may enter. Just as with covariant scalar
fields, we expect the counterterm(s) to be atypical and not what would be
predicted on the basis of perturbation theory. After all, perturbation theory
is based on the assumption that the interacting theory is continuously con-
nected to the noninteracting theory, indeed, explicitly in such a way that as
the coupling constant goes to zero, one passes continuously from the inter-
acting theory to the noninteracting one. But, for hard-core interactions, that
is exactly what cannot happen. Thus we are led to expect modifications of the
constraint operators Ha and H, which will then lead to O(~) modifications
to their c-number symbols Ha and H that enter into the functional integral
(35). Since these all-important modifications are unknown at present, we
are not yet in a position to try to use (35) in order to evaluate, even ap-
proximately, the coherent state matrix element of the projection operator,
〈π′′, g′′|IE|π′, g′〉.
In conclusion, we expect the next level of understanding in this program
to arise from the study of (i) φ4n, n ≥ 5, models and (ii) simple models with
anomalous constraint behavior. However, predicting the future is known to
be fairly risky!
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