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 The influence of cationic disorder on the electronic structure of ternary 
compounds, here exemplified on AgBiS2 material, is studied by means of accurate first 
principles periodic density functional theory based calculations. For AgBiS2 cationic 
disorder in going from semiconducting matildite to a metallic arrangement crystal 
structure is found to induce a significant decrease on the band gap, as a result from 
cation-disorder conduction band tail states penetrating into the matildite bandgap. 
Properly aligned conduction band minimum and valence band maximum shows that 
cationic disorders leads to a noticeable drop of the former and slight increase of the 
latter. The present results indicate that temperature effects triggering cationic disorder 
will have a beneficial effect on the photoactivity of AgBiS2 samples provided that the 




The scientific interest on mixed Silver-Bismuth sulphur (AgBiS2), minerally named 
matildite, has recently been renewed given its outstanding performance in high-
performance environmentally friendly solar cells, 1  yet was previously posed as 
sensitizer or counter-electrode in sensitized solar cells.2,3 Other authors highlight its 
usage for thermoelectric power generation given its ultralow thermal conductivity.4,5 
Indeed, AgBiS2 is just a textbook example of I-V-VI2 family of compounds —I = Cu, 
Ag, or an alkali metal; V = Sb or Bi, and VI = S, Se, or Te—. The different polymorphs 
of such materials can be described using a cubic Fm3m type of crystallographic 
structure supercell, i.e., a rocksalt arrangement of VI anions, where I and V cations are 
embedded in a specific arrangement, where specific primitive unit cells, such as the 
most stable P3m1 of AgBiS2 can be contained.   
Many physicochemical properties of interest for practical applications actually 
rely on the specific cationic ordering inside the bulk material. Among this family of 
materials, AgBiSe2 and AgSbTe2 have been highlighted as excellent low-temperature 
thermoelectrics.4,6,7 Such low-temperature thermoelectric materials are interesting as 
well as phase-change memory devices, and competition between different ground state 
cationic orderings on AgBiTe2 has been pointed out as an efficient phonon scatter.8 In 
the particular case of AgBiSe2 it has been observed that the thermoelectric power seems 
to be affected by temperature, especially when other phases of this material, involving 
some degree of cation disorder, are sampled.6 Moreover, AgBiS2 high thermoelectric 
power is found to be heavily decimated at around 610 K, a temperature in which its 
well-defined matildite crystal structure transforms into a cation disordered one.2,9 
Such property change with respect the cationic ordering may well be interpreted 
based on the band broadening of disordered systems. Notice that bandgap reduction is 
experimentally observed i.e. when thermalizing,10 and is conceptualized based on 
Urbach tails, where valence band features an exponential decaying tail appearing when 
band dispersion is suppressed as a result of the material disordering. Urbach tails are 
found when disorders or impurities as significant,11 and should be discerned to point 
defects, such as low-concentration vacancies, which display discrete states within the 
otherwise unchanged materials bandgap.12 Such tails are interpreted in terms of thermal 
fluctuations arising from temperature-dependent coupling of excitons and phonons,13 
although other authors affirm that the origin stems out from a dependence of the 
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bandgap with respect an appearing tail of the density of states (DOS) when having 
disordered systems.14 
Related to the above point, here we show that the photochemical response of 
AgBiS2 is highly dependent on the specific cation arrangement, i.e. the cationic 
disorder, and suggest that this disorder can be thermally controlled at will to fine-tune 
the light absorbance spectrum and band edge positions. Previously, it has been shown 
that matildite AgBiS2 is a semiconductor, whereas another specific well-defined 
cationic arrangement of this material, containing parallel squared Ag-S and Bi-S planes, 
is metallic.15 Here we hypothesize that other cationic ordering may be considered as 
middle states in between these two extreme cases. To prove that, accurate ab initio 
density functional theory (DFT) simulations have been carried out for the 
semiconductor (matildite) and metallic limit cationic arrangements, as well as for a total 
of 26 different cationic disorders, randomly generated by successive Ag-Bi site 
permutations within the crystal unit cell. Notice that such a large phase sampling 
ensures a proper description of the structural diversity when cations are free to exchange 
their positions, as observed at the phase transition temperature of 610 K,9 and well 
surpasses previous analysis of cationic arrangement on I-V-VI2 compounds, where only 
a few specific positions, still with a high degree of ordering, were contemplated,8-16 thus 
biasing the results to a very narrow region of the configurational space.  
The cationic disorders have been applied on the cubic, rocksalt like, unit 
supercells of matildite and the metallic ordering, see Fig. 1, containing 32 S, and 16 Ag 
and Bi atoms. For each structure, unit cell dimensions and atomic positions have been 
optimized so as to feature an internal pressure under 1 bar and forces acting on atoms 
below 0.01 eV Å-1. Briefly, DFT based calculations have been carried out using the 
Perdew-Burke-Ernzerhof (PBE) exchange correlation potential, 17  with the valence 
electron density expanded in a plane wave basis set with a kinetic energy cutoff of 415 
eV, and a reciprocal space Monkhorst-Pack k-point sampling using a 5×5×5 grid; 
further computational details are found elsewhere.15 The bandgaps, Eg, are obtained 
from the difference in energy of the valence band maximum (VBM) and conduction 
band minimum (CBM), extracted from the systems DOS with an energy resolution of 
0.001 eV. Notice that from a rigorous point of view Eg should be obtained from 
appropriate quasi-particle calculations as in the GW approach;18 below we tackle this 
issue.  
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It is worth pointing out that DFT based calculations with the PBE functional 
severely underestimate the Eg values due to the known self-interaction error. The use of 
the hybrid functionals, adding a fraction of non-local, exact, Fock exchange, such as 
Heyd-Scuseria-Ernzerhof (HSE06),19 overcomes this limitation, generally resulting in 
values closer to experiment.20 Using the HSE06 functional matildite is predicted to 
exhibit a bandgap of 1.54 eV, close to recent experimental estimates in the range of 1.1-
1.32 eV,1,3,21-23 whereas the metallic arrangement is preserved even when carrying out 
HSE06 calculations on top. The overall good performance of HSE06 in predicting band 
gap values20 provides the required confidence on the observed trend, regardless of the 
PBE underestimation. In the following, the PBE Eg estimates are scaled to the results 
predicted by the more accurate HSE06 hybrid functional using previously obtained 
HSE06 results on the matildite and metallic solutions for so,15 yet energetics is treated 
at the already realistic PBE level.  
As shown in Fig. 1 any cationic exchange from matildite tessellated structure 
implies a structure higher in energy, as evidenced by the difference in total energy per 
AgBiS2 unit, ΔE, between the (semi)disordered structure and that of matildite. On the 
other hand, any cationic exchange from the metallic ordering is energetically beneficial. 
Therefore, it seems as metallic AgBiS2 represents indeed a limit of stability. All other 
partially disordered structures exhibit ΔE values in between these two limit polymorphs 
of AgBiS2. Notice in Fig. 1 insets how the internal ordering is perfectly defined in the 
limit cases, although interatomic distances become somewhat disrupted for intermediate 
situations. In any case, the overall Fm3m crystallographic arrangement is maintained, 
that is, no other internal arrangements are observed, with the exception of matildite 
P3m1 one.    
Another important feature observed in Fig. 1 is that it evidences a clear trend of 
the calculated Eg when going from the semiconductor to metallic solutions. Thus, 
simple Ag-Bi swap exchanges decimate not only stability with respect matildite, but 
also the energy bandgap with none of the explored situations enlarging this property. 
Thus, evidently, when one anneals matildite AgBiS2, cationic disorder is triggered, 
making other metastable minima reachable displaying different cationic ordering, and 
effectively reducing the materials bandgap. This is particularly achievable given the 
close energetic proximity of the semi(disordered) phases. The reason for such Eg decay 
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seems to be the appearance of a DOS tail in the conduction band in accordance to the 
above-commented Urbach tails.14 Fig. 2 shows the PBE DOS of matildite and metallic 
limit situations, scaled to their respective Fermi levels, as well as selected intermediate 
(semi)disordered situations. Clearly, the inclusion of disorder broadens the conduction 
band, placing a DOS tail into the matildite bandgap. The higher the disorder, the deeper 
sinks the tail into the bandgap, up to reaching the metallic limit situation. Notice that 
while the conduction band is broadened is flattened, the valence band remains tail-free 
and essentially unperturbed, with a somewhat narrowing, at most, in accordance with 
the above-commented trend on other semiconductors.26  
This is further illustrated in Fig. 3 with the atom-decomposed bandstructure Γ-
centred plots of valence and conduction bands near the Fermi level. Clearly, the 
inclusion of a small degree of cationic disorder already disrupts the very nature of the 
semiconductor bandgap, transforming it from an indirect gap15 to a direct gap 
semiconductor located at Γ  point. Moreover, the addition of more cationic disorder 
reduces the bandgap at Γ, where the above-commented lowering of CBM becomes 
evident, as well as the essentially unperturbed VBM band edge. Notice as well the 
bands dispersion flattening when cationic disorder is introduced. Last but not least, the 
Bi sp character of the conduction band becomes S sp alongside the bandgap narrowing, 
to a final mixture and conversion at the metallic solution.   
Given the observed trend, the cationic (dis)ordering can be effectively used to 
reduce the materials bandgap, serving as a counterbalance to the observed bandgap 
increase by matildite AgBiS2 nanostructuring as observed on AgBiS2 nanoparticles, 
where, due to quantum confinement effects, Eg values of 2.67 eV on quantum dots of 
8.5 ± 1.2 nm size are observed,24 or a reported value of 2.78 eV is obtained for a sample 
of nanoparticles of average 7.6 nm size.25 However, the observed decrease of the Eg 
with respect disorder is not linear, and, for a given reachable energy window, many bulk 
orderings are possible, with a diversity of associated bandgaps. Therefore, a statistically 
averaged bandgap reduction is to be expected, unless the disorder is externally induced 
or kinetically controlled.  
This overall trend is not necessarily unique to AgBiS2, but probably the case of 
other I-V-VI2 compounds displaying a lowest in energy matildite semiconductor type of 
structure and a highest in energy metallic type. Previous DFT estimates using a similar 
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functional to PBE pointed this to be the case for AgSbTe2 and AgSbSe2,16 but not 
AgSbS2, where most stable polymorph is already metallic. Clearly composition, the 
existence of polymorphism, and the different cationic arrangements within the bulk 
solid are key features to fine-tune the electronic structure in general, and the bandgap in 
particular, on this class of materials.   
As far as disorder is concerned, notice that, given that all cationic sites could 
well be indistinctly occupied by either Ag or Bi atoms, an aspect of interest would be 
whether the configurational entropy could play a key role in the stabilization of such 
disordered phases. The number of combinations of Ag and Bi cations within the 
employed unit supercell is 32!/(16!)2. Notice that such large amount of possibilities is 
unreachable, even when one could reduce the number by equivalent situations. Indeed, a 
gross approximation to reduce equivalent configurations would be to divide the number 
of combinations by the Fm3m total number of symmetry operations, thus assuming that 
periodic crystal symmetry is maintained although disorder effectively reduces the total 
number of symmetry operations, but even in that case the sampling would be 
unreachable. Another possibility would be to sample a larger amount of possibilities as 
a representative set of reality and fit it to a model distribution, but even here the 
required distribution is far beyond what can be achieved nowadays. Thus, we decide to 
explore the maximum configurational entropy stabilization limit case by considering no 
reduction by crystal symmetry and considering all situations equally reachable. Then, 
according to Boltzmann entropy formula S=kB·lnW, the estimated entropy reduction to 
the Gibbs free energy at 610 K would be of 0.066 eV per formula unit. Notice that this 
idealized maximum stabilization is to be heavily hindered for situations with low 
degeneracy, such as matildite and the ordered metallic solution, but can be significant in 
the intermediate situations with higher disorder. However, given the higher energy of 
disordered cases and the symmetry point operations applicable, in the real case such 
entropy stabilization would be significantly reduced. Thus, yet accounting for only a 
few meV per formula unit, configurational entropy contribute in defining the 
stabilization and sampling of (semi)disordered situations at finite temperatures. 
A remaining question mark is how the above-commented Eg reduction by 
cationic disorder is accompanied by a band edge level alteration, as seen in Fig. 3. To 
further investigate this in more detail, the VBM and CBM of matildite, the metallic 
limit, and all semi(disordered situations) obtained from the corresponding DOS have 
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been aligned taking as reference the mean energy value for the deepest Bi 1s core level,  
a strategy used in a previous work involving several ZnO polymorphs.26 In addition, the 
VBM of matildite has been taken as a common zero energy reference, and the Eg 
estimates scaled to the results predicted by the more accurate HSE06 hybrid functional 
to avoid unrealistic band edge crossings.  
Fig. 4 reports the corresponding aligned results and show that VBM and CBM 
are placed well apart in the highly ordered matildite semiconductor crystal, whereas for 
the metallic structure both band edges coincide at an energy in between the band limits 
of matildite. This latter crystal domains, when present, could serve as electron/hole 
recombination centres of light triggered excitons in AgBiS2 samples, yet, luckily, are 
the highest energy limit. Even more interesting are the more reachable-in-energy 
intermediate (semi)disordered situations where a clear CBM drop is observed, together 
with a slight increase in energy of VBM. This goes along with previous studies in which 
CBM position was more affected than VBM when structural changes are applied, as 
CBM state features a more dispersion than VBM, and, consequently, structural 
disruptions localizing states are more prone to flatten CBM than VBM.15,26 Notice that 
CBM is found to be mainly composed by overlapping Bi sp states, which, given their 
diffusive nature, favour such couplings and are the origin of a higher dispersion of the 
band compared to VBM, mainly composed or more localized S sp states.  
In any case, a clear trend towards schapbachite is clearly observed although the 
implications of VBM and CBM position in these particular cationic arrangements are 
different: Given that at moderate temperatures these intermediate, partially disordered, 
situations would be present in AgBiS2 samples, the different excitation/deexcitation 
energy for electrons and remaining holes suggests a distinct rate of dispersion over the 
material which would be translated into a more inefficient exciton recombination, and, 
therefore, a better photochemical activity, thus supporting, although in an indirect way, 
the efficient AgBiS2 photoactivity found in slightly disordered AgBiS2 samples, where a 
disordered cationic arrangement is intuited from X-ray diffraction patterns.1 
In summary, we have shown here that the photochemical response of bulk 
AgBiS2 is highly dependent on the specific cation arrangement, i.e. the cationic 
disorder. Arrangements different from the highly ordered matildite are accessible in 
energy, fostered by a configurational entropy energy stabilization, as observed in the 
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phase change temperature of 610 K, with the metallic crystal structure being the highest 
energy limit. Notice in passing by that the energetic feasibility of such disorders may be 
affected by surface effects on nanocrystallite materials, where here only bulk aspects are 
considered. However, the bulk (semi)disordered arrangements feature a reduced 
bandgap Eg, and a substantial reduction of the CBM edge, with a slight increase of the 
CBM. This different (de)stabilization of the band edge limits is to be a key determinant 
factor in allowing for the survival of light-triggered excitons, and therefore, help to 
explain the efficient AgBiS2 photoactivity. Yet, the existence of highest-in-energy 
metallic domains could serve as recombination centres. Therefore, only slight disorders 
from matildite are to be considered useful for optoelectronic devices. 
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Fig. 1. Bandgap, Eg, variation (as HSE06 corrected on PBE estimates) as a function of 
the energy difference, ΔE, per AgBiS2 unit (from PBE estimates), of cation disordered 
structures with respect matildite arrangement. Insets depict initial matildite, final 
metallic solution, and some intermediate structures. Grey, pink, and yellow spheres 
denote Ag, Bi, and S atoms, respectively. Yellow background guides the eye on the 









Fig. 2. Total DOS of AgBiS2 semiconductor matildite (black), of the metallic limit 
(orange) and selected cation semi-disordered situations encompassing intermediate 













Fig. 3. Bandstructures nearby Γ  point —± 0.1 Å-1— in the energy range of ± 1 eV from 
EF for the situations shown in Fig. 2. Color code follows atomic contributions as in Fig. 


















Fig. 4. Conduction Band Minimum (CBM) and Valence Band Maximum (VBM) 
energy levels, HSE06 corrected, and aligned with respect to average Bi (1s) core level 
binding energy, for matildite (left), schapbachite (right), and (semi)disordered situations 
(in between), as a function of the energy difference per AgBiS2 unit with respect 
matildite phase. Notice that matildite VBM is taken as zero energy reference. All values 
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