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Abstract. We study energy functionals obtained by adding a possibly discontinu-
ous potential to an interaction term modeled upon a Gagliardo-type fractional semi-
norm. We prove that minimizers of such non-differentiable functionals are locally
bounded, Ho¨lder continuous, and that they satisfy a suitable Harnack inequality.
Hence, we provide an extension of celebrated results of M. Giaquinta and E. Giusti
to the nonlocal setting. To do this, we introduce a particular class of fractional
Sobolev functions, reminiscent of that considered by E. De Giorgi in his seminal
paper of 1957. The flexibility of these classes allows us to also establish regularity of
solutions to rather general nonlinear integral equations.
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2 MATTEO COZZI
1. Introduction
The aim of the present paper is to provide a rather general and comprehensive
basic regularity theory for various problems connected to the minimization of nonlocal
elliptic energy functionals. The simplest class of problems that we address here can
be briefly described as follows.
1.1. Description of the main results. Let n ∈ N, s ∈ (0, 1) and p ∈ (1,+∞).
Let F : R→ R be a bounded measurable function. Given a bounded domain Ω ⊂ Rn,
we consider a minimizer u of the functional
(1.1) Gs(v) := (1− s)[v]
p
W s,p(Rn) +
∫
Rn
F (v(x)) dx,
within all functions v ∈ W s,p(Rn) that are equal to some given bounded function u0
outside of Ω.1 Here, [ · ]W s,p(Rn) denotes the standard Gagliardo seminorm of the frac-
tional Sobolev space W s,p(Rn). The main question that we positively answer in this
work is the following:
Is it true that u is locally bounded and Ho¨lder continuous inside Ω?
In their important paper [33], M. Giaquinta and E. Giusti studied the regularity of
the minimizers of the energy
(1.2) G1(v) := ‖∇v‖
p
Lp(Rn) +
∫
Rn
F (v(x)) dx,
and of more general functionals with Lp gradient structure. In particular, they proved
interior L∞ and Cα estimates for the minimizers of (1.2), when F is bounded (or
even subcritical at infinity). One of the most prominent aspects of their work is that
the potential term F may be discontinuous, and thus their theory can be applied to
various non-differentiable functionals that arise for instance in connection with minimal
surfaces, fluid dynamics, and free boundary problems.
Here, we provide an extension of these results to the nonlocal functional Gs displayed
in (1.1) and to more general variants. Following an idea of L. Caffarelli, C. H. Chan
and A. Vasseur [14], we prove that the minimizers of Gs satisfy an improved frac-
tional Caccioppoli inequality and therefore belong to a particular subset of W s,p. We
then show that the elements of this subset—which we call a fractional De Giorgi class,
in honor of the one introduced by E. De Giorgi in [24]—are locally bounded, Ho¨lder
continuous functions that satisfy a Harnack estimate. By interpolating the technique
of [14] with a suitable isoperimetric-type inequality (that is proved to hold in W s,p for
large s), we obtain estimates which are uniform as the differentiability order s goes
to 1−. We stress that our results are new even in the quadratic case p = 2.
As said previously, one key point of our analysis is that no differentiability is assumed
on the potential F . Instead, when F is, say, of class C1, we can differentiate the
functional Gs and deduce that u is a weak solution of the Euler-Lagrange equation
(1.3) Ls,pu = f(u) in Ω,
1Note that any well-defined notion of minimizer of the functional Gs as defined in (1.1) should
involve some kind of restriction of Gs to the set Ω, when comparing the energy of u to those of
its competitors. Otherwise, in fact, Gs might be always infinite, as a consequence of the prescribed
values u0 outside of Ω. We will be more precise on the concept of minimizers that we take into account
in Section 2. For the moment, we take the liberty of being slightly inaccurate and not worrying much
about technicalities.
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where f = F ′ and Ls,p is formally defined in the principal value sense by
Ls,pu(x) := (1− s) P.V.
∫
Rn
|u(x)− u(y)|p−2(u(x)− u(y))
|x− y|n+sp
dy,
up to an irrelevant positive factor.
The nonlinear singular integral operator Ls,p is often called fractional p-Laplacian
and has been extensively studied in the last few years. A first, localized version of Ls,p
has been originally introduced by H. Ishii and G. Nakamura in [36], where the authors
dealt with the solvability (in the viscosity sense) of the associated Dirichlet prob-
lem and established a connection with the classical p-Laplace operator in the limit
as s → 1−. The first interior Ho¨lder continuity results for Ls,p have been obtained
by A. Di Castro, T. Kuusi and G. Palatucci in [27], concerning weak solutions of
equations with vanishing right-hand side, and by E. Lindgren in [47], for viscosity
solutions of equations with a bounded right-hand side. Global regularity for weak
solutions of the Dirichlet problem has been then proved by A. Iannizzotto, S. Mosconi
and M. Squassina in [35]. The Ho¨lder continuity of first derivatives is, to the best
of our knowledge, still unknown. See the paper [8] by L. Brasco and E. Lindgren for
regularity results in fractional Sobolev spaces of higher order.
Of course, when p = 2 the operator Ls,p boils down to the well-known fractional
Laplacian
(−∆)su(x) := (1− s) P.V.
∫
Rn
u(x)− u(y)
|x− y|n+2s
dy.
In this case, the theory is much more developed. See e.g. the works [5, 37, 39, 40]
of R. Bass and M. Kassmann and [60, 19, 20] of L. Caffarelli and L. Silvestre for regu-
larity results for weak and viscosity solutions, respectively. See also [55, 56] by X. Ros-
Oton and J. Serra in relation to the fine boundary behavior of solutions to Dirichlet
problems.
With the help of fractional De Giorgi classes, we can address here also the regularity
of solutions to (1.3) and to equations driven by more general integral operators. Under
some mild hypotheses on the growth of f , we show that the solutions of (1.3) are locally
bounded, Ho¨lder continuous, and satisfy a Harnack-type inequality. In this way, we
provide a full extension of the De Giorgi regularity theory to this nonlocal nonlinear
setting.
1.2. Motivations and applications. Our principal motivation for studying this reg-
ularity problem comes from the couple of papers [22, 23] where E. Valdinoci and the
author prove the existence of a particular class of minimizers for an energy similar
to (1.1), connected to phase-separation phenomena. There, p = 2 and the term F is a
double-well potential essentially modeled upon the functions
(1.4) Fd(u) := |1− u
2|d, with d > 0.
In local settings, potentials of this kind were considered for instance by L. Caffarelli
and A. Cordoba in [15, 16].
The strategy followed in [22, 23] for the construction of those minimizers relies
on several considerations that involve only the energy functional. The correspond-
ing Euler-Lagrange equation is never used, if not for recovering minimal continuity
properties of its solutions, via the already known regularity theory summarized in the
previous subsection. This forced us there to stick with differentiable potentials, as
such as Fd with d > 1.
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With the aid of the results obtained in the present paper, one could perform the
same construction for a wider class of F ’s, as for instance the whole range of explicit
double-well potentials considered in (1.4).2
As a matter of fact, the most adopted model in the context of phase-separation
phenomena is that obtained by taking d = 2 in (1.4)—which indeed gives a C∞
potential. This particular choice leads to the so-called fractional Allen-Cahn equation
−(−∆)su = u− u3,
and to questions related to the nonlocal version of a famous conjecture by E. De Giorgi.
See [13, 61, 10, 11, 12] for progresses in this direction and [32, 3, 57, 25, 30, 31] for
the state-of-the-art results on the conjecture in the classical case, formally obtained
by taking s = 1. However, we believe that the analysis of the whole gamut of mod-
els given by (1.4) might still be very interesting. It would be particularly important
to understand the way in which the minimizers approach the pure states ±1—either
asymptotically or with the formation of free-boundaries—in relation to the parame-
ters s and d. For d = 2 this has been accomplished in [13, 53, 12]. See instead [16] for
related results in the local case.
Of course, the regularity results provided here apply to much more general poten-
tials F . Other important classes of examples are given by
(1.5)
F (1)(u) := χ(0,+∞)(u),
F (2)(u) := χ(−1,1)(u),
F (3)(u) := λ1χ(−∞,0)(u) + λ2χ(0,+∞)(u),
with λ1 6= λ2. All these choices lead to nonlocal variants of functionals connected
to free boundary problems and often arising in fluid dynamics. In the classical case,
they have been diffusely studied by H. Alt, L. Caffarelli and A. Friedman in e.g. [1, 2].
In nonlocal settings, functionals of this kind have been considered by L. Caffarelli,
J.-M. Roquejoffre and O. Savin [18].
1.3. Strategy of the proof. Our approach to the proof of the regularity of minimizers
of the energy introduced in (1.1) follows, in its most general lines, the one developed
by M. Giaquinta and E. Giusti in [33] for functionals such as G1 in (1.2).
With the aid of Widman’s hole-filling technique [62] and of a suitable iteration
lemma, the authors showed that any minimizer u of G1 satisfies a family of Caccioppoli
inequalities. More precisely, given any k ∈ R, the upper truncation (u− k)− satisfies
(1.6)
‖∇(u− k)−‖
p
Lp(Br(x0))
6 H
[
1
(R− r)p
‖(u− k)−‖
p
Lp(BR(x0))
+ dp |BR(x0) ∩ {u < k}|
]
,
for any x0 ∈ Ω, any 0 < r < R < dist(x0, ∂Ω) and some constants d > 0, H > 1. And
analogously for the lower truncation (u− k)+.
A slightly simpler version of (1.6) was first obtained by E. De Giorgi in his pio-
neering work [24], where he singled out such inequality as the object encoding all the
information about the Ho¨lder continuity of the minimizers. The set of functions sat-
isfying (1.6)—and more general inequalities of the same type—is now typically called
a De Giorgi class, in his honor.
2Of course, the potentials Fd introduced in (1.4) are not bounded. However, the arguments pre-
sented in [22, 23] always involve functions that assume values between −1 and 1. Therefore, the local
boundedness of Fd is enough in this case.
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The way one usually proceeds to prove that the elements of De Giorgi classes are
Ho¨lder continuous functions is through the application of a so-called growth lemma. In
its most basic formulation, the growth lemma tells that there exists a small universal
constant δ > 0 such that
u satisfies (1.6),
u > 0 in BR(x0),
|BR(x0) ∩ {u > 1}|
|BR|
>
1
2
,
d 6 δ,
=⇒ u > δ in BR
2
(x0),
where d > 0 is the constant multiplying the last summand on the right-hand side
of (1.6). By scaling and iterating this result on concentric balls of halving radii, at
each step one obtains that either the lower bound of u increases of a small but universal
quantity, or, thanks to a completely specular statement, the upper bound decreases of
the same quantity. The quantification of this fact yields the desired Ho¨lder continuity
of u.
The proof of the growth lemma is usually split into two sublemmata. First, one
shows that if the superlevel set BR(x0) ∩ {u > 2δ} occupies a large portion of the
ballBR(x0)—say, having measure larger than (1−η)|BR|, with η small and independent
of δ—, then u > δ in BR/2(x0). At a second stage, one checks that the assumption
on the size of the measure of the 2δ-superlevel set is verified, provided δ is chosen
small enough. This last step is essentially a consequence of the following isoperimetric
inequality for level sets of Sobolev functions:
(1.7)
[
|B1 ∩ {v 6 0}| |B1 ∩ {v > 1}|
]n−1
n
6 C‖∇v‖Lp(B1) |B1 ∩ {0 < v < 1}|
p−1
p ,
for some constant C > 1 depending only on n and p. We stress that (1.7) holds for
any v ∈ W 1,p(B1), not only for minimizers. This inequality is due to De Giorgi and is
already contained in [24]. See also [34, Lemma 7.2 or 7.4], [21] or Section 5 here for
more elementary proofs.3
In order to adapt this strategy to the minimizers of functional Gs in (1.1), we mainly
need to establish two things: a Caccioppoli-type inequality and an isoperimetric lemma
such as (1.7).
Caccioppoli inequalities for the solutions of (1.3) have already been obtained by
many authors (see for instance [27, 43, 9]). In our setting, they may be written,
e.g. for lower truncations, as
(1.8)
(1− s)[(u− k)−]
p
W s,p(Br(x0))
6 H
[
R(1−s)p
(R− r)p
‖(u− k)−‖
p
Lp(BR(x0))
+ dp |BR(x0) ∩ {u < k}|
+ (1− s)
Rn+sp
(R− r)n+sp
‖(u− k)−‖L1(BR(x0))
∫
Rn\Br(x0)
(u(x)− k)p−1−
|x|n+sp
dx
]
,
3Notice that the exponents to which the two factors on the left-hand side of (1.7) are raised may
be slightly different in the works [24, 34, 21]. We refer to Lemma 5.2 here for a proof of (1.7) (and
more general inequalities) in this exact fashion.
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where, as before, we denote by [ · ]W s,p(U) the standard Gagliardo seminorm for frac-
tional Sobolev functions over a measurable set U ⊆ Rn, that is
(1.9) [v]W s,p(U) :=
(∫
U
∫
U
|v(x)− v(y)|p
|x− y|n+sp
dxdy
) 1
p
, for v ∈ W s,p(U).
It can be checked that inequality (1.8) also holds true for the minimizers of (1.1).
Notice the presence of an additional tail term on the third line of (1.8), that takes
into account the nonlocality of the functional Gs or of the operator Ls,p. Moreover, the
constants H and d are independent of s (the term d is essentially the L∞ norm of F
or F ′). Consequently, by the results of e.g. [6], we see that inequality (1.8) correctly
approaches (1.6), in the limit as s→ 1−. We further observe that the idea of deducing
regularity properties from a fractional Caccioppoli inequality as (1.8) has been first
considered by G. Mingione in [51]. In this work, the author uses such approach in a
local setting, and therefore the inequality considered there does not take into account
any tail term. Nevertheless, the underlying philosophy is the same.
In light of these facts, one might be tempted to consider the functions that sat-
isfy (1.8) as elements of the fractional analogue of De Giorgi classes, and prove their
Ho¨lder continuity. This brings us to the second key ingredient: the De Giorgi isoperi-
metric inequality (1.7). As observed by L. Caffarelli and A. Vasseur [21] in the
case p = 2, formula (1.7) “may be considered as a quantitative version of the fact
that a function with jump discontinuity cannot be in H1”. But functions with such
discontinuity features may well belong to fractional Sobolev spaces: for instance, char-
acteristic functions of sets with smooth boundaries are in W s,p, if sp < 1. In fact, they
play a central role in the theory of nonlocal perimeters recently developed by L. Caf-
farelli, J.-M. Roquejoffre and O. Savin in [17]. Therefore, the hopes of finding an
appropriate generalization of (1.7) to fractional Sobolev spaces are low, at least for
small s.
While for s close to 1 we are able to partially extend inequality (1.7) to W s,p (see
Proposition 5.1) and therefore reproduce the strategy outlined before with no sub-
stantial modifications—thus proving a regularity result which is uniform as s→ 1−—,
the case of a small s seems to require a different approach. Indeed, in this situation
one needs to find an inequality providing the same information of (1.7), and holding
at least for the minimizers of Gs and the solutions of (1.3), instead of all functions in
a Sobolev space. Inspired by [14], where the authors develop a regularity theory for
parabolic equations driven by nonlocal operators with general kernels, we propose the
following definition: a function u belongs to a fractional De Giorgi class in a bounded
domain Ω if and only if it satisfies the improved Caccioppoli inequality
(1.10)
(1− s)
[
[(u− k)−]
p
W s,p(Br(x0))
+
∫∫
Br(x0)2
(u(y)− k)p−1+ (u(x)− k)−
|x− y|n+sp
dxdy
]
6 H
[
R(1−s)p
(R− r)p
‖(u− k)−‖
p
Lp(BR(x0))
+ dp |BR(x0) ∩ {u < k}|
+ (1− s)
Rn+sp
(R− r)n+sp
‖(u− k)−‖L1(BR(x0))
∫
Rn\Br(x0)
(u(x)− k)p−1−
|x|n+sp
dx
]
,
for any k ∈ R, x0 ∈ Ω, 0 < r < R < dist(x0, ∂Ω), and similarly for the upper
truncations of u.
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Observe that, unlike in (1.8), we have now two terms on the left-hand side. The
newly added quantity
(1.11) (1− s)
∫∫
Br(x0)2
(u(y)− k)p−1+ (u(x)− k)−
|x− y|n+sp
dxdy,
is precisely the one that carries with itself all the information that we are missing not
having an inequality as (1.7) at hand. Indeed, when e.g. k = 1/2, one can bound this
term from below by
1− s
Crn+sp
|Br(x0) ∩ {u 6 0}||Br(x0) ∩ {u > 1}|,
with C > 1 depending only on n and p. The above quantity is similar to the one
appearing on the left-hand side of (1.7). For functions in fractional De Giorgi classes,
it can be bounded in terms of the right-hand side of (1.10), and this fact is the much
needed replacement for inequality (1.7).
In addition, it is not hard to show that, for instance when u ∈ W 1,p(Br(x0)), the
quantity in (1.11) vanishes as s→ 1−. Therefore, our definition of fractional De Giorgi
classes as given by inequality (1.10) is consistent with the classical notion, in the limit
as s→ 1−.
The main goal of the paper is to prove that the elements of fractional De Giorgi
classes are locally bounded and Ho¨lder continuous functions. Once we have this,
the problem of establishing regularity for the minimizers of the functional Gs defined
in (1.1) and the solutions of equation (1.3) is reduced to show that these critical points
belong to those classes.
In the next section we give the definitions of the objects that we take into con-
sideration, in their greater generality, and we present the rigorous statements of the
results already discussed up to here for the simplified model governed by the energy
functional (1.1).
2. Precise formulation of the setting and of the main results
Let n ∈ N, s ∈ (0, 1) and p ∈ (1,+∞) be fixed parameters.
Let K : Rn × Rn → [0,+∞] be a measurable function satisfying
(2.1) K(x, y) = K(y, x) for a.a. x, y ∈ Rn,
and
(2.2)
(1− s)χBr0 (x− y)
Λ|x− y|n+sp
6 K(x, y) 6
(1− s)Λ
|x− y|n+sp
for a.a. x, y ∈ Rn,
for some Λ > 1 and r0 > 0.
Let F : Rn × R → R be a measurable function such that the composition F ◦ v
is measurable, for any given measurable function v : Rn → R.4 For any measurable
set Ω ⊆ Rn and measurable function u : Rn → R, we consider the energy functional
(2.3) E(u; Ω) :=
1
2p
∫∫
CΩ
|u(x)− u(y)|pK(x, y) dxdy +
∫
Ω
F (x, u(x)) dx,
4As it is customary, one can take as F any Carathe´odory function, i.e. such that F (·, v) is mea-
surable for any v ∈ R and F (x, ·) is continuous for a.a. x ∈ Rn. Indeed, when F is a Carathe´odory
function, then F ◦ v is measurable every time v is. However, we adopted a slightly broader definition
in order to take into account for instance the examples listed in (1.5) and many more.
8 MATTEO COZZI
where
(2.4) CΩ := R
2n \ (Rn \ Ω)2 .
Note that, if one takes as K the standard kernel
(2.5) K0(x, y) :=
1− s
|x− y|n+sp
,
then E is the energy Gs considered in the introduction, up to a negligible factor.
However, hypothesis (2.2) allows for a much richer variety of kernels. Indeed, we can
equivalently rewrite (2.2) as
K(x, y) = (1− s)
a(x, y)
|x− y|n+sp
, with
χBr0 (x−y)
Λ
6 a(x, y) 6 Λ.
Then one can choose for instance
(2.6)
a(x, y) = a0
(
x− y
|x− y|
)
, with a0 : S
n−1 →
[
1
Λ
,Λ
]
,
a(x, y) = a0 (x− y) , with a0 : R→
[
1
Λ
,Λ
]
,
or a(x, y) = χD(x− y), with D ⊂ R
n, such that Br0 ⊆ D ⊆ Br1 ,
with 0 < r0 6 r1, and even some more general non-translation-invariant kernels. The
last possibility in (2.6), in particular, yields a truncated kernel.
We now introduce the concept of minimizers of E that we shall work with. Before,
we need a few definitions of the functional spaces involved.
We denote by Lp−1s (R
n) the space composed by the functions u : Rn → R that
satisfy ∫
Rn
|u(x)|p−1
(1 + |x|)n+sp
dx < +∞.
An object that will play an important role in encoding the behavior of functions
in Lp−1s (R
n) at large scales is the so-called Tail defined by
(2.7) Tail(u; x0, R) :=
[
(1− s)Rsp
∫
Rn\BR(x0)
|u(x)|p−1
|x− x0|n+sp
dx
] 1
p−1
,
for any fixed x0 ∈ R
n and R > 0. The above scale-invariant quantity has been
introduced in [26, 27] and also considered in several other papers, such as [9, 44].
Observe in particular that it is finite, provided u ∈ Lp−1s (R
n).
Another functional space that we will need is a modified fractional Sobolev space.
Given an open set Ω ⊆ Rn, we denote as Ws,p(Ω) the space of measurable functions u :
R
n → R such that
u|Ω ∈ L
p(Ω) and (x, y) 7−→
|u(x)− u(y)|p
|x− y|n+sp
∈ L1(CΩ),
with CΩ as in (2.4). In the quadratic case p = 2, spaces of this kind have been for
instance considered in [58, 59]. Note that W s,p(Rn) ⊆Ws,p(Ω) ⊆W s,p(Ω).
We can now proceed to define the minimizers of the energy functional E in (2.3).
Definition 2.1. Let Ω ⊂ Rn be a bounded open set. A function u ∈ Ws,p(Ω) is said
to be a minimizer of E in Ω if F (·, u) ∈ L1(Ω) and
E(u; Ω) 6 E(v; Ω),
for any measurable function v : Rn → R such that v = u a.e. in Rn \ Ω.
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If u ∈Ws,p(Ω) is such that F (·, u) ∈ L1(Ω), then the energy E(u; Ω) is finite, thanks
to (2.2). Therefore, Definition 2.1 is meaningful.
On top of this, notice that F (·, u) is bounded, and thus integrable, whenever u is
bounded and F is locally bounded in u, uniformly with respect to x ∈ Ω. When n <
sp, this is true in particular for any u ∈ W s,p(Ω), thanks to the fractional Sobolev
embedding (see e.g. [28]). On the contrary, when n > sp, we will often requre F to
satisfy
(2.8) |F (x, u)| 6 d1 + d2|u|
q for a.a. x ∈ Ω and any u ∈ R,
with 1 6 q < p∗s, where p
∗
s is the fractional Sobolev exponent given by
(2.9) p∗s :=
np
n− sp
.
When n = sp, we simply assume F to satisfy (2.8) for some 1 6 q < +∞, that is, we
formally set p∗s := +∞ in such case. Note that, under (2.8), we have F (·, u) ∈ L
1(Ω)
for any u ∈ W s,p(Ω).
In parallel to the energy E considered in (2.3) and its minimizers, we take into
account weak solutions to equations driven by integral operators with kernel K. For K
satisfying (2.1) and (2.2), we formally define
Lu(x) :=P.V.
∫
Rn
|u(x)− u(y)|p−2(u(x)− u(y))K(x, y) dy
= lim
δ→0+
∫
Rn\Bδ(x)
|u(x)− u(y)|p−2(u(x)− u(y))K(x, y) dy.
When K is of the form (2.5), we recover the operator Ls,p defined in the introduction
and, in particular, the fractional Laplacian (−∆)s if p = 2.
Let f : Rn × R → R be a measurable function such that the composition f(·, v) is
measurable whenever v : Rn → R is measurable. We are interested in studying weak
solutions of the equation
(2.10) −Lu = f(·, u),
in bounded domains of Rn. Notice that, when F is differentiable u, this is the Euler-
Lagrange equation of E , with f = Fu.
The precise notion of weak solution of (2.10) that we take into account is as follows.
Definition 2.2. Let Ω ⊂ Rn be a bounded open set. A function u ∈ Ws,p(Ω) is said
to be a weak solution of (2.10) in Ω if
−
1
2
∫
Rn
∫
Rn
|u(x)− u(y)|p−2 (u(x)− u(y)) (ϕ(x)− ϕ(y))K(x, y) dxdy
=
∫
Rn
f(x, u(x))ϕ(x) dx,
for any ϕ ∈ W s,p(Rn) with supp(ϕ) ⊂⊂ Ω and such that the right-hand side above is
well-defined.
We have been rather sloppy in our definition of weak solutions, with respect to
the choice of test functions that make the right-hand side of the identity written
above converge. A sufficient condition to have it well-defined for any ϕ ∈ W s,p(Ω) is
that f(·, u) ∈ L(p
∗
s)
′
(Ω) when n > sp, and simply f(·, u) ∈ L1(Ω) when n < sp, thanks
to the fractional Sobolev embeddings. In the case n < sp, in particular, this last
requirement on f(·, u) is fulfilled whenever f is locally bounded in u ∈ R, uniformly
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w.r.t. x ∈ Ω, by employing the Sobolev embedding once again. On the other hand,
when n > sp we will almost always ask that
(2.11) |f(x, u)| 6 d1 + d2|u|
q−1 for a.a. x ∈ Ω and any u ∈ R,
for some 1 < q < p∗s, similarly to what we did in (2.8) (again, with the understanding
that p∗s = +∞ if n = sp). We remark that, with this choice, f(·, u)ϕ ∈ L
1(Ω) for
any ϕ ∈ W s,p(Ω). We also notice that f(·, u)ϕ ∈ L1(Ω) for all such ϕ’s if f is locally
bounded in u, uniformly w.r.t. x, and u is bounded, regardless to the values of n, s
and p.
After all these necessary premises, we can now proceed to state our main contribu-
tions to the regularity theory for the minimizers of E and the solutions of (2.10).
First, we have the following result concerning the local boundedness of these crit-
ical points. Of course, we can restrict ourselves to take n > sp, as otherwise the
boundedness is warranted by the fractional Sobolev embedding.
Theorem 2.3 (Local boundedness). Let n ∈ N, s ∈ (0, 1) and p > 1 be such
that n > sp. Let Ω be an open bounded subset of Rn. Suppose that the kernel K
satisfies hypotheses (2.1) and (2.2). Let u ∈ Lp−1s (R
n) ∩Ws,p(Ω) be either
(a) a minimizer of E in Ω, with F satisfying (2.8), or
(b) a weak solution of (2.10) in Ω, with f satisfying (2.11).
Then, u ∈ L∞loc(Ω). In particular, for any x0 ∈ Ω and 0 < R < dist(x0, ∂Ω)/2, it holds
‖u‖L∞(BR(x0)) 6 C,
for some constant
C = C
(
n, s, p, q,Λ, d1, d2, R, r0, ‖u‖Lp(B2R(x0)),Tail(u; x0, 2R), ‖u‖Lλ(Ω)
)
,
and λ > p. When n > sp, we can take λ = p∗s, while when n > p, the constant C does
not blow up as s→ 1−.
The estimate of Theorem 2.3 is given in terms of an implicit constant C that is
meant to depend at most on the parameters listed. Indeed, in many specific cases
(such as when d2 = 0 or 1 6 q 6 p) the constant C may be chosen to depend on fewer
quantities. We refer the reader to Theorems 7.1 and 8.1—respectively for minimizers
and solutions—for a more detailed account of the dependencies of C.
We point out that, at least when n > p, the estimate provided in Theorem 2.3 is
independent of s, for s close to 1. This is not surprising at all, in view of the normal-
ization of the kernel K by means of the factor (1− s), implied by (2.2). Indeed, this is
consistent with the fact that, for certain choices of kernels, the energy E approaches,
as s → 1−, a local functional driven by a gradient-type Dirichlet term, such as G1
in (1.2). And similarly for the operator L.
Theorem 2.3 has been obtained in [27] for the case of solutions of an equation
like (2.10). In [27], the result is stated assuming the right-hand side f to be zero,
although the techniques displayed there should apply also to more general situations.
This is true, since the boundedness of u may be recovered right from a standard Cac-
cioppoli inequality of the form (1.8), and does not require its improved variant (1.10).
We refer the interested reader to the proof of Proposition 6.1 for a verification of this
fact.
Other results related to Theorem 2.3 can be found for instance in [44, 35, 46, 4].
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Next is the main contribution of the present paper, ensuring the Ho¨lder continuity
of the minimizers of E and of the solutions of (2.10). Again, we only deal with the
case n > sp. Moreover, by virtue of the boundedness result of Theorem 2.3, we can
now simply assume the potential F and the right-hand side f to be locally bounded
functions.
The statement of the Ho¨lder continuity result is as follows.
Theorem 2.4 (Ho¨lder continuity). Let n ∈ N, 0 < s0 6 s < 1 and p > 1 be
such that n > sp. Let Ω be an open bounded subset of Rn. Suppose that the kernel K
satisfies hypotheses (2.1) and (2.2). Let u ∈ Lp−1s (R
n) ∩Ws,p(Ω) be either
(a) a minimizer of E in Ω, with F locally bounded in u, uniformly w.r.t. x ∈ Ω, or
(b) a weak solution of (2.10) in Ω, with f locally bounded in u, uniformly w.r.t. x ∈ Ω.
Then, u ∈ Cαloc(Ω), for some α ∈ (0, 1). In particular, there exists a constant C > 1
such that, for any x0 ∈ Ω and 0 < R < min{r0, dist(x0, ∂Ω)}/4, it holds
[u]Cα(BR(x0)) 6
C
Rα
(
‖u‖L∞(B2R(x0)) + Tail(u; x0, 2R) + F
)
,
where
(2.12) F :=

Rs‖F (·, u)‖
1/p
L∞(B2R(x0))
if (a) is in force,
R
sp
p−1‖f(·, u)‖
1/(p−1)
L∞(B2R(x0))
if (b) is in force.
The constants α and C depend only on n, s0, p and Λ.
Analogously to Theorem 2.3, the quantities determining the Ho¨lder character of,
say, a minimizer of E stay bounded as s goes to 1. Again, this is consistent with
the local scenario (formally represented by the choice s = 1) where such results were
proved in [33].
In the case of a solution u of (2.10), estimates like the one established in Theorem 2.4
have been obtained in [27], for f = 0, and in [35], for Dirichlet problems driven by the
specific operator Ls,p defined in the introduction (i.e. the operator L with kernel K
given by (2.5)). When p = 2, the literature is richer: similar results have been obtained
in [5, 37, 39, 40] and [60, 19, 20]. We also mention [44], where the authors show the
continuity of u under very mild hypotheses on the right-hand side f . Their potential
theoretic approach should also yield an Ho¨lder modulus of continuity for u, once f is
chosen sufficiently regular.
As pointed out in the introduction, Theorems 2.3 and 2.4 are, to the best of our
knowledge, completely new for minimizers of E , even if p = 2.
The verification of Theorem 2.4 is split between Section 7—for minimizers—and
Section 8—for solutions. The Cα estimate in the two different situations is respectively
given by Theorem 7.2 in Section 7 and Theorem 8.2 in Section 8. We remark that the
statements of these two results partially differ from that of Theorem 2.4, with respect
to some limitations on the radius R. As for Theorem 2.3 and Theorems 7.1-8.1, the
result stated right above can be easily recovered from those of Sections 7-8 with the
help of a straightforward covering argument.
A key ingredient of the proof of Theorem 2.4 is the improved Caccioppoli inequal-
ity (1.10). With the aid of this estimate—that holds, in a sometimes slightly weaker
form, for both solutions and minimizers—we are able to prove a growth lemma, the
crucial step for the Ho¨lder continuity. In particular, we use the bound for the second
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member on the left-hand side of (1.10) to replace the De Giorgi isoperimetric-type
inequality (1.7), which may fail in the context of fractional Sobolev spaces.
Observe once again that the estimate provided in Theorem 2.4 is uniform in s, at
least when s is bounded away from 0. On the other hand, the information represented
by the upper bound for the second term on the left-hand side of (1.10) tends to
disappear as s approaches 1. As a result, one would naturally expect Ho¨lder estimates
which blow up as s → 1−. To resolve this apparent inconsistency, in Proposition 5.1
we obtain an estimate in the spirit of (1.7) for functions belonging to (large regions
of) the fractional Sobolev space W s,p, with s sufficiently close to 1. The interpolation
of this result with inequality (1.10) yields Cα estimates uniform in s.
The last result that we present in this section is a Harnack-type inequality. Note
that here we do not limit ourselves to n > sp, as the result is now meaningful for the
full range of parameters. On the other hand, in place of (2.2), we take into account
the following slightly more restrictive hypothesis on K:
(2.13)
1− s
Λ|x− y|n+sp
6 K(x, y) 6
(1− s)Λ
|x− y|n+sp
for a.a. x, y ∈ Rn,
with Λ > 1. Observe that (2.13) differs from (2.2) in that the left-hand inequality—
i.e. the ellipticity assumption on K—is now required to hold everywhere, instead of
only in a neighborhood of the diagonal {x = y}. Hypothesis (2.13) formally corre-
sponds to (2.2) with r0 = +∞.
The statement of the Harnack inequality may now follow.
Theorem 2.5 (Harnack inequality). Let n ∈ N, s ∈ (0, 1) and p > 1. Let Ω ⊂ Rn
be an open bounded subset of Rn. Suppose that K satisfies hypotheses (2.1) and (2.13).
Let u, F and f be as in Theorem 2.4, and assume in addition that u > 0 in Ω. Then,
there exists a constant C > 1 such that, for any x0 ∈ Ω and 0 < R < dist(x0, ∂Ω)/2,
it holds
sup
BR(x0)
u 6 C
(
inf
BR(x0)
u+ Tail(u−; x0, R) + F
)
,
with F as in (2.12). The constant C depends only on n, s, p and Λ. When n /∈ {1, p},
the constant C does not blow up as s→ 1−.
Harnack inequalities for solutions to integral equations like (2.10) have been obtained
in [40, 26], both considering the homogeneous case (i.e. with no right-hand side). For
minimizers, this is the first available result in this direction.
When comparing Theorem 2.5 to the classical Harnack inequalities for second-order
partial differential equations (see e.g. [52, 29]), we immediately notice the presence
here of an additional Tail term. As noted in [38, 40], this is the correct formulation of
the Harnack inequality for nonlocal operators. Of course, when u is non-negative on
the whole of Rn, one recovers the classical inequality.
Moreover, as the radius R of the ball BR(x0) over which the inequality is set can
be chosen freely (as long as B2R(x0) is contained in Ω), this is a global inequality. As
a consequence, one can deduce from it a Liouville-type theorem for entire solutions
of Lu = 0 which are bounded from above or below.
We do not know whether or not the stronger assumption (2.13), in place of (2.2), is
necessary for the validity of Theorem 2.5. The only place where we take full advantage
of (2.13) is in Theorem 6.9: it is used to deduce formula (6.47), which gives a bound
for the Tail of the positive part of u. We believe it to be an interesting problem to
understand if a similar Harnack inequality might be obtained for more general kernels.
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To this aim, it would possibly be convenient to take into account a Tail term tailored
on the kernel K under consideration, rather than the canonical choice (2.7) given
by (2.5).
We also stress that, coherently with the path traced in [33], one could be interested
in understanding if the minimizers and solutions under consideration belong to frac-
tional Sobolev spaces of higher integrability order. This has been proved in [43] for
equations driven by nonlocal operators with linear growth and barely measurable ker-
nels. Quite surprisingly and differently from the local scenario, the authors obtained
there that the solutions embed in Sobolev spaces having also higher order of (frac-
tional) differentiability. As noted at the end of Section 1B in [43], their techniques
should extend without too many difficulties to solutions of nonlinear equations with
more general growths and, possibly, to minimizers. This might be the object of future
works.
As anticipated in the introductory section, we obtain Theorems 2.3, 2.4 and 2.5
by showing that the minimizers of E and the solutions of (2.10) equally satisfy an
improved Caccioppoli inequality of the form (1.10). We consider the set of all functions
fulfilling (1.10) and more general inequalities—which we call a fractional De Giorgi
class—and prove that they are locally bounded, Ho¨lder continuous and that, when
non-negative, they satisfy a Harnack inequality.
In light of this, the present paper extends various results and techniques displayed
in the classical references [24, 45, 33, 29, 34] to a nonlocal setting.
The remaining part of the paper is organized as follows.
First, in Section 3 we fix some terminology that is often adopted in the paper.
In the preparatory Section 4 we include a collection of numerical and functional
inequalities that will be largely used in the subsequent sections.
Section 5 is devoted to the proof of a De Giorgi isoperimetric-type inequality for the
level sets of functions that belong to fractional Sobolev spaces with large differentia-
bility order s.
In Section 6 we introduce fractional De Giorgi classes in the full generality needed
for our applications. There, we also show that their elements are locally bounded,
Ho¨lder continuous functions that satisfy an Harnack-type theorem. These three facts
are proved in Theorems 6.2, 6.4 and 6.9.
The conclusive Sections 7 and 8 contain the proofs of Theorems 2.3, 2.4, 2.5: these
results are restated as Theorems 7.1, 7.2, 7.3 for minimizers, in Section 7, and as
Theorems 8.1, 8.2, 8.3 for solutions, in Section 8.
3. Notation
In this brief section, we formally specify some of the notation that will be used more
frequently in the remainder of the paper.
First of all, the dimension of the space in which we are set is always indicated by n,
which is normally meant to be any natural number.
As we did in the two previous sections, we denote by BR(x0) the open Euclidean
ball of radius R > 0, centered at x0 ∈ R
n. That is,
BR(x0) :=
{
x ∈ Rn : |x− x0| < R
}
.
When x0 is the origin, we simply write BR in place of BR(0).
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We use the symbol χΩ to indicate the characteristic function of a set Ω ⊆ R
n, i.e.
χΩ(x) :=
{
1 if x ∈ Ω,
0 if x ∈ Rn \ Ω.
For any two given parameters s ∈ (0, 1), p > 1 and any measurable set U ⊆ Rn, we
have already introduced the fractional Sobolev space W s,p(U) as the subset of Lp(U)
made up by those functions that have finite Gagliardo seminorm [ · ]W s,p(U), as given
by (1.9). For n > sp, the important fractional Sobolev exponent p∗s has been defined
in (2.9). In section 2, we also considered the modified Sobolev space Ws,p(U) and the
weighted Lebesgue space Lp−1s (R
n). For u ∈ Lp−1s (R
n) and any x0 ∈ R
n, R > 0, we
saw that the quantity Tail(u; x0, R), as in (2.7), is well-defined and finite. For some
later purposes, it is convenient to introduce also the related non-scaling-invariant Tail
term
(3.1)
Tail(u; x0, R) :=
[
(1− s)
∫
Rn\BR(x0)
|u(x)|p−1
|x− x0|n+sp
dx
] 1
p−1
=R−
sp
p−1 Tail(u; x0, R).
We adopt a short-hand notation for the level sets of functions. Given u : Rn → R
and k ∈ R, we denote the superlevel set of u of level k as
{u > k} :=
{
x ∈ Rn : u(x) > k
}
.
Similarly, we write {u < k} for the sublevel set {x ∈ Rn : u(x) < k}. The other
notations {u = k}, {u > k} and {u 6 k} all have analogous meanings.
As it is customary, the positive and negative parts of a function (or a real number) u
are indicated by u+ and u−, respectively. This means that we have u+ := max{u, 0}
and u− := −min{u, 0}.
Of particular interest are also the lower truncation (u − k)+ and the upper trun-
cation (u − k)− of a function u at level k ∈ R. We often refer to their supports
as
(3.2)
A+(k) := supp((u− k)+) = {u > k},
A−(k) := supp((u− k)−) = {u < k}.
The intersections of these sets with the ball BR(x0) are denoted by A
+(k, x0, R)
and A−(k, x0, R), respectively. As before, we drop reference to x0 when it is the
origin, and simply write A+(k, R) and A−(k, R).
In Sections 7 and 8, we will frequently consider the measure element
(3.3) dµ = dµK(x, y) := K(x, y) dxdy.
This terminology is used for the sole purpose of abbreviating several integral formulas.
Finally, we remark that we use several letters (roman or greek characters, in upper
or lower cases) to denote constants and parameters. Sometimes—as in Theorem 2.3
or Proposition 7.5—we write the quantities on which some constant depends between
round brackets, right after the symbol used for said constant. We always use the
letter C to denote a general constant, greater or equal to 1. The value of C may
change within the same statement, proof or even between different lines of the same
formula. During proofs, we usually specify on which parameters a certain constant C
depends as soon as it appears in a formula; eventual other occurrences of C in the
same proof are supposed to depend on the same exact parameters, unless otherwise
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specified. When we need to be more precise on the value of some particular occurrence,
we use subscripts, such as C⋆, C♯, C1, C2, etc.
4. Some auxiliary results
Here we present several ancillary lemmata that will be used in the remainder of
the paper. For their technical nature and rather general applicability, we preferred to
collect them in this separate section.
The first four results are standard numerical inequalities. Most of them are probably
well-known to the reader or very easy to be obtained. For the sake of completeness,
we include their proofs in full details.
Lemma 4.1. Let p > 1 and a, b > 0. Then,
(4.1) (a+ b)p − ap > θpap−1b+ (1− θ)bp,
for any θ ∈ [0, 1].
Proof. Of course, it is enough to prove (4.1) for θ = 0, 1. Indeed, the case θ = 0
plainly follows from the standard fact that the p-norm |x|p is monotone non-increasing
in p ∈ [1,+∞), for any fixed x ∈ R2. On the other hand,
(a + b)p − ap = p
∫ a+b
a
tp−1 dt > pap−1b,
which is (4.1) for θ = 1. 
We observe that, when p > 2, a simpler and stronger inequality holds true. Es-
sentially, in this case one can replace both coefficients θ and 1 − θ on the right-hand
side of (4.1) with 1. However, for our applications the interpolation inequality of
Lemma 4.1 will suffice.
Next are other three lemmata providing numerical estimates.
Lemma 4.2. Let p > 1, µ ∈ [0, 1] and a, b > 0. Then,
(4.2) |µa− b|p − |a− b|p 6 pbp−1a.
Proof. We consider separately the three possibilities b > a, µa 6 b < a and b < µa. In
the first case,
|µa− b|p − |a− b|p = (b− µa)p − (b− a)p = p
∫ b−µa
b−a
tp−1 dt 6 pbp−1a.
On the other hand, if µa 6 b < a, then
|µa− b|p − |a− b|p = (b− µa)p − (a− b)p = p
∫ b−µa
a−b
tp−1 dt
6 p(b− µa)p−1(2b− (1 + µ)a) 6 pbp−1a.
Finally, when b < µa the thesis is trivially verified, as the left-hand side of (4.2) is
negative. 
Lemma 4.3. Let p > 1 and a > b > 0. Then,
ap − bp 6 εap +
(
p− 1
ε
)p−1
(a− b)p,
for any ε > 0.
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Proof. We compute
ap − bp = (b+ (a− b))p − bp = p
∫ a−b
0
(b+ t)p−1 dt 6 pap−1(a− b).
For a fixed δ > 0, we use Young’s inequality to deduce
ap − bp 6 p
(
δ
1
pa
)p−1(a− b
δ
p−1
p
)
6 (p− 1)δap + δ1−p(a− b)p,
and the conclusion follows by taking δ = ε/(p− 1). 
Lemma 4.4. Let p > 1, a ∈ R and b > 0. Then,
(4.3) (a− b)p−1+ > min{1, 2
2−p}ap−1+ − b
p−1.
Proof. We consider separately the three possibilities a > b, 0 6 a < b and a < 0.
If a > b, it easy to see that
(a− b)p−1 + bp−1 > min{1, 22−p}ap−1,
which is (4.3). If 0 6 a < b, then
(a− b)p−1+ −min{1, 2
2−p}ap−1+ = −min{1, 2
2−p}ap−1 > −bp−1,
and (4.3) follows as well. In the case a < 0, inequality (4.3) is also trivially true. 
The next six results contain well-know functional inequalities in fractional Sobolev
spaces. Our estimates are usually minor modifications of those available in the litera-
ture. We write them here in order to keep better track of the values of the constants
involved and to have them ready for applications in the subsequent sections.
First is a weighted estimate related to the embeddings of fractional Sobolev spaces
as the differentiability order varies.
Lemma 4.5. Let n ∈ N, p > 1, 0 < σ 6 s < 1 and R > 0. Then, for any u ∈
W s,p(BR), it holds
[u]pWσ,p(BR) 6 δ
(s−σ)p[u]pW s,p(BR) +
2p|B1|
σp
χ(0,2R)(δ)δ
−σp‖u‖pLp(BR),
for any δ > 0.
Proof. The result is a weighted version of, say, [28, Proposition 2.1] and the proof
follows the same lines of that presented there. However, we report it here for the
reader’s convenience.
First of all, it is enough to deal with R = 1, as a scaling argument readily shows.
Fix δ > 0. On the one hand, we have∫
B1
[∫
B1∩Bδ(x)
|u(x)− u(y)|p
|x− y|n+σp
dy
]
dx
=
1
δn+σp
∫
B1
[∫
B1∩Bδ(x)
|u(x)− u(y)|p
(
δ
|x− y|
)n+σp
dy
]
dx
6
1
δn+σp
∫
B1
[∫
B1∩Bδ(x)
|u(x)− u(y)|p
(
δ
|x− y|
)n+sp
dy
]
dx
6 δ(s−σ)p
∫
B1
∫
B1
|u(x)− u(y)|p
|x− y|n+sp
dxdy.
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Of course, if δ > 2, we have already proved the claim. On the other hand, by Jensen’s
inequality∫
B1
[∫
B1\Bδ(x)
|u(x)− u(y)|p
|x− y|n+σp
dy
]
dx 6 2p
∫
B1
|u(x)|p
[∫
Rn\Bδ(x)
dy
|x− y|n+σp
]
dx
=
2p|B1|
σp
δ−σp
∫
B1
|u(x)|p dx.
These two formulas lead to the desired estimate. 
In the following result we deal with Sobolev spaces having different orders of inte-
grability and differentiability. Unlike in Lemma 4.5, this estimate involves only the
Gagliardo seminorms of these spaces, and no Lebesgue norms. Moreover, the inequal-
ity is stated for more general quantities than the Gagliardo seminorms, allowing for
slightly more freedom in the choice of the domains of integration. This small tweak is
of some importance for a future application in Lemma 6.3.
Lemma 4.6. Let n ∈ N, 1 6 q < p and 0 < σ < s < 1. Let Ω′ ⊆ Ω ⊂ Rn be two
bounded measurable sets. Then, for any u ∈ W s,p(Ω), it holds[∫
Ω
∫
Ω′
|u(x)− u(y)|q
|x− y|n+σq
dxdy
] 1
q
6 C0|Ω
′|
p−q
pq diam(Ω)s−σ
[∫
Ω
∫
Ω′
|u(x)− u(y)|p
|x− y|n+sp
dxdy
] 1
p
,
with
C0 :=
[
n(p− q)
(s− σ)pq
|B1|
]p−q
pq
.
Proof. By Ho¨lder’s inequality, we have∫
Ω
∫
Ω′
|u(x)− u(y)|q
|x− y|n+σq
dxdy
=
∫
Ω
∫
Ω′
|u(x)− u(y)|q
|x− y|
q
p
(n+sp)
1
|x− y|
p−q
p
n−(s−σ)q
dxdy
6
(∫
Ω
∫
Ω′
|u(x)− u(y)|p
|x− y|n+sp
dxdy
) q
p
(∫
Ω
∫
Ω′
dxdy
|x− y|n−
(s−σ)pq
p−q
) p−q
p
.
Then, letting d := diam(Ω) and changing variables appropriately, we compute∫
Ω
∫
Ω′
dxdy
|x− y|n−
(s−σ)pq
p−q
6
∫
Ω′
(∫
Bd
dz
|z|n−
(s−σ)pq
p−q
)
dx =
n(p− q)
(s− σ)pq
|B1||Ω
′|d
(s−σ)pq
p−q ,
and the thesis follows. 
Next is a fractional Poincare´ inequality for functions having fat zero level sets. The
corresponding Poincare´-Wirtinger-type inequality for functions with vanishing integral
mean is due to [7, 54]. Notice that the dependence of the constant on the parameter s
is explicit, at least when s is far from 0.
Lemma 4.7. Let n ∈ N, p > 1, 0 < s0 6 s < 1 and R > 0. Let u ∈ W
s,p(BR) be such
that u = 0 a.e. on a set Ω0 ⊆ BR, with |Ω0| > γ|BR|, for some γ ∈ (0, 1]. Then,∫
BR
|u(x)|p dx 6 C1(1− s)R
sp
∫
BR
∫
BR
|u(x)− u(y)|p
|x− y|n+sp
dxdy,
for some constant C1 > 1 depending only on n, s0, p and γ.
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Proof. First, we restrict ourselves to take R = 1, as the general estimate follows then
by scaling. Moreover, we may as well consider the unit cube Q1 = (−1/2, 1/2)
n instead
of the ball B1, by applying a suitable bi-Lipschitz diffeomorphism T : Q1 → B1. More
precisely, if v := u ◦ T , then v ∈ W s,p(Q1), with
(4.4)
C−1⋆ ‖u‖
p
Lp(B1)
6 ‖v‖pLp(Q1) 6 C⋆‖u‖
p
Lp(B1)
,
C−1⋆ [u]
p
W s,p(B1)
6 [v]pW s,p(Q1) 6 C⋆[u]
p
W s,p(B1)
,
and
(4.5) |{v = 0} ∩Q1| >
γ
C⋆
|Q1|,
for some dimensional constant C⋆ > 1.
Applying for instance [54, Corollary 2.1], we know that there is a constant C♯ > 1,
depending only on n, s0 and p, such that
(4.6) ‖v − vQ1‖
p
Lp(Q1)
6 C♯(1− s) [v]
p
W s,p(Q1)
,
where
vQ1 := −
∫
Q1
v(x) dx.
But, by (4.5),
‖v − vQ1‖
p
Lp(Q1)
> |{v = 0} ∩Q1| |vQ|
p >
γ
C⋆
|vQ1|
p,
and hence
‖v‖Lp(Q1) 6 ‖v − vQ1‖Lp(Q1) + |vQ1| 6
[
1 +
(
C⋆
γ
)1/p]
‖v − vQ1‖Lp(Q1).
This, (4.6) and (4.4) yield the thesis. 
We stress that a Poincare´-type inequality of this kind can be obtained with a simpler
and more direct computation in the spirit of formula (4.2) in [50]. However, this
strategy does not seem to yield a constant with the needed dependence on s.
We now have a couple of fractional Sobolev inequalities in balls. To deduce them,
we report here below an analogous result by [7, 49], set in the whole Euclidean space.
Lemma 4.8 ([49, Theorem 1]). Let n ∈ N, p > 1 and s ∈ (0, 1) be such that n > sp.
Then, for any W s,p(Rn), it holds(∫
Rn
|u(x)|p
∗
s dx
) p
p∗s
6 C2
s(1− s)
(n− sp)p−1
∫
Rn
∫
Rn
|u(x)− u(y)|p
|x− y|n+sp
dxdy,
for some constant C2 > 1 depending only on n and p.
We recall that p∗s denotes the fractional Sobolev exponent defined in (2.9).
As a first corollary of Lemmas 4.7 and 4.8, we deduce the following homogeneous
fractional Sobolev inequality in a ball.
Corollary 4.9. Let n ∈ N, p > 1 and 0 < s0 6 s < 1 be such that n > sp.
Let u ∈ W s,p0 (BR) and suppose that u = 0 on a set Ω0 ⊆ BR with |Ω0| > γ|BR|, for
some γ ∈ (0, 1]. Then,(∫
BR
|u(x)|p
∗
s dx
) p
p∗s
6 C3
1− s
(n− sp)p−1
∫
BR
∫
BR
|u(x)− u(y)|p
|x− y|n+sp
dxdy,
for some constant C3 > 1 depending only on n, s0, p and γ.
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Proof. Of course, we can reduce to the case R = 1, as the inequality is scaling invariant.
In view of [28, Theorem 5.4], we know that there exists a function u˜ ∈ W s,p(Rn) such
that u˜|B1 = u and ‖u˜‖W s,p(Rn) 6 C
′‖u‖W s,p(B1), for some constant C
′ > 1. A careful
inspection of the several estimates leading to the proof of this result shows that,
actually, one has
(4.7) [u˜]pW s,p(Rn) 6 C
(
[u]pW s,p(B1) +
‖u‖pLp(B1)
s(1− s)
)
,
with C > 1 depending only on n and p. The conclusion of the corollary now follows
by applying this with Lemmas 4.7 and 4.8. 
When the zero level set of a function does not occupy a region as large as a fraction
of the ball, but, instead, the function is supported well inside of that ball, we can still
take advantage of Lemma 4.8 to get the following estimate.
Corollary 4.10. Let n ∈ N, p > 1 and s ∈ (0, 1) be such that n > sp. Let u ∈
W s,p0 (BR) be such that supp(u) ⊆ Br, with 0 < r < R. Then,(∫
BR
|u(x)|p
∗
s dx
) p
p∗s
6 C4
1− s
(n− sp)p−1
[∫
BR
∫
BR
|u(x)− u(y)|p
|x− y|n+sp
dxdy +
1
(R− r)sp
∫
Br
|u(x)|pdx
]
,
for some constant C4 > 1 depending only on n and p.
Proof. First, we apply Lemma 4.8 to obtain(∫
BR
|u(x)|p
∗
s dx
) p
p∗s
=
(∫
Rn
|u(x)|p
∗
s dx
) p
p∗s
6 C2
s(1− s)
(n− sp)p−1
∫
Rn
∫
Rn
|u(x)− u(y)|p
|x− y|n+sp
dxdy.
Now, we essentially use [28, Lemma 5.1] to deduce a bound for the right-hand side of
the inequality above in terms of quantities integrated over the ball BR alone. In fact,
we redo the computation in order to keep track of the constants involved. By using
that supp(u) ⊆ Br and changing variables appropriately, we compute∫
Rn
∫
Rn
|u(x)− u(y)|p
|x− y|n+sp
dxdy
=
∫
BR
∫
BR
|u(x)− u(y)|p
|x− y|n+sp
dxdy + 2
∫
Br
|u(x)|p
[∫
Rn\BR
dy
|x− y|n+sp
]
dx
6
∫
BR
∫
BR
|u(x)− u(y)|p
|x− y|n+sp
dxdy +
2n|B1|
sp
1
(R− r)sp
∫
Br
|u(x)|pdx,
from which the thesis follows. 
We conclude the section with an iteration lemma similar to e.g. [33, Lemma 1.1].
For the reader’s convenience, we provide its simple proof in full details.
Lemma 4.11. Let 0 < r < R and Φ : [r, R]→ [0,+∞) be a bounded function. Suppose
that, for any r 6 ρ < τ 6 R, it holds
(4.8) Φ(ρ) 6 γΦ(τ) + A+
B
(τ − ρ)α
+
D
(τ − ρ)β
,
20 MATTEO COZZI
for some constants A,B,D, α, β > 0 and γ ∈ (0, 1). Then, for any 0 < r < R,
(4.9) Φ(r) 6 C
[
A+
B
(R− r)α
+
D
(R− r)β
]
,
with C > 1 depending only on α, β and γ.
Proof. Take θ ∈ (0, 1) to be later specified and consider the sequence {ρi} of positive
numbers inductively defined by{
ρi − ρi−1 = (1− θ)θ
i−1(R− r) for i ∈ N
ρ0 = r.
This sequence is obviously increasing and ρi → R as i→ +∞. We claim that
(4.10)
Φ(r) 6 γkΦ(ρk) + A
1− γk
1− γ
+
B
(1− θ)α(R− r)α
1−
(
γ
θα
)k
1− γ
θα
+
D
(1− θ)β(R− r)β
1−
(
γ
θβ
)k
1− γ
θβ
,
for any k ∈ N ∪ {0}.
We prove (4.10) by induction. Clearly, such inequality holds true for k = 0. Thus,
we take j ∈ N and assume that (4.11) is valid for k = j − 1. With the aid of (4.8) we
compute
Φ(r) 6 γj−1
[
γΦ(ρj) + A +
B
(ρj − ρj−1)α
+
D
(ρj − ρj−1)β
]
+ A
1− γj−1
1− γ
+
B
(1− θ)α(R− r)α
1−
(
γ
θα
)j−1
1− γ
θα
+
D
(1− θ)β(R− r)β
1−
(
γ
θβ
)j−1
1− γ
θβ
= γjΦ(ρj) + A
[
1− γj−1
1− γ
+ γj−1
]
+
B
(1− θ)α(R− r)α
[
1−
(
γ
θα
)j−1
1− γ
θα
+
( γ
θα
)j−1]
+
D
(1− θ)β(R− r)β
[
1−
(
γ
θβ
)j−1
1− γ
θβ
+
( γ
θβ
)j−1]
= γjΦ(ρj) + A
1− γj
1− γ
+
B
(1− θ)α(R− r)α
1−
(
γ
θα
)j
1− γ
θα
+
D
(1− θ)β(R− r)β
1−
(
γ
θβ
)j
1− γ
θβ
,
which is precisely (4.10) with k = j. We can therefore conclude that (4.10) holds for
any k > 0. Taking the limit as k → +∞ in (4.10), we are finally led to (4.9), provided
we choose θ in such a way that γθ−α and γθ−β are both strictly smaller than 1. 
5. A fractional De Giorgi isoperimetric-type inequality
In this section, we establish an isoperimetric-type inequality for the level sets of
functions belonging to W s,p, when s is close to 1. This estimate will turn out to be
crucial in the next section, where we use it to obtain Cα estimates uniform in the
parameter s, as s→ 1−.
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Proposition 5.1. Let n > 2 be an integer and p > 1. Fix M > 0 and γ1, γ2 ∈ (0, 1).
Then, there exist two constants s¯ ∈ (0, 1) and C > 0 such that, given any s ∈ [s¯, 1)
and R > 0, it holds
(5.1)
(k − h)
[
|BR ∩ {u 6 h}||BR ∩ {u > k}|
]n−1
n
6 CRn−2+s(1− s)1/p[u]W s,p(BR)|BR ∩ {h < u < k}|
p−1
p ,
for any two real numbers h < k and any u ∈ W s,p(BR) satisfying
‖u‖pLp(BR) + (1− s)R
sp[u]pW s,p(BR) 6MR
n(k − h)p,
|BR ∩ {u 6 h}| > γ1|BR| and |BR ∩ {u > k}| > γ2|BR|.
The constant C depends only on n and p, while s¯ may also depend on M , γ1 and γ2.
Inequality (5.1) gives a bound from below for the measures of intermediate level sets
of functions in fractional Sobolev spaces of differentiability order s close to 1. In partic-
ular, it provides a partial fractional counterpart to the classical result by E. De Giorgi
that states that functions in W 1,p cannot have jump discontinuities.
The constant s¯, which unfortunately is not explicitly determined, acts as a threshold,
separating well-behaved from ill-behaved functions in the scale W s,p, as s ∈ (0, 1). As
noted in the introduction, characteristic functions may belong to W s,p, if sp < 1. This
suggests that s¯ > 1/p.
Since s¯ may not depend solely on n and p, we do not get a clear, global separa-
tion between good and bad Sobolev spaces. Instead, we identify a transversal region
of, say, ∪s∈(0,1)W
s,p(B1), composed by functions that satisfy (5.1) for various param-
eters M , γ1 and γ2. It would be interesting to understand whether or not s¯ could be
chosen independently from M , γ1 or γ2. See the brief discussion following the proof
of Lemma 6.3 in Section 6 for some comments on the implications of such possible
uniformity on the regularity of functions in fractional De Giorgi classes.
We now focus on the proof of Proposition 5.1. Our aim is to deduce it from the
already mentioned isoperimetric-type inequality obtained by E. De Giorgi in [24]. We
recall here below this classical result and provide a short proof of it. Our argument
follows the strategy outlined in [34], which is essentially based on the Poincare´-Sobolev
inequality.
Lemma 5.2. Let n > 2 be an integer and p > 1. Then, for any two real numbers ℓ < m
and any u ∈ W 1,p(B1), it holds[
|B1 ∩ {u 6 ℓ}||B1 ∩ {u > m}|
]n−1
n
6
C•
m− ℓ
‖∇u‖Lp(B1)|B1 ∩ {ℓ < u < m}|
p−1
p ,
for some constant C• > 1 depending only on n and p.
Proof. Clearly, we can suppose that both sets B1 ∩ {u 6 ℓ} and B1 ∩ {u > m} have
positive measure, otherwise there is nothing to prove. Define
w(x) :=

m− ℓ if u(x) > m,
u(x)− ℓ if ℓ < u(x) < m,
0 if u(x) 6 ℓ.
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By applying Poincare´-Sobolev inequality (see e.g. [34, Theorem 3.16]) to this function,
we get
(m− ℓ)|B1 ∩ {u > m}|
n−1
n =
(∫
B1∩{u>m}
w(x)
n
n−1 dx
)n−1
n
6 ‖w‖
L
n
n−1 (B1)
6
C•
|B1 ∩ {u 6 ℓ}|
n−1
n
‖∇w‖L1(B1),
for some C• > 1 depending only on n and p. Using then Ho¨lder’s inequality,
‖∇w‖L1(B1) =
∫
B1∩{ℓ<u<m}
|∇u(x)| dx 6 ‖∇u‖Lp(B1)|B1 ∩ {ℓ < u < m}|
p−1
p .
The combination of these two estimates leads to the thesis. 
With this result at hand, we can deduce Proposition 5.1 via a contradiction argu-
ment. Here follow the details.
Proof of Proposition 5.1. First of all, we suppose that R = 1, as the general case can
then be obtained by scaling.
We claim that (5.1) holds true with
C :=
4C•
D∗
,
where C• is as in Lemma 5.2 and D∗ is defined by
(5.2) D∗ :=
[
1
p
∫
Sn−1
|e1 · σ|
p dHn−1(σ)
] 1
p
.
To prove this fact, we argue by contradiction. Observe that we can limit ourselves
to deal with the case of h = 0 and k > 0, since the inequality is invariant under
translations in the dependent variable u. Therefore, we suppose that there exist three
sequences {sj}j∈N ⊂ (0, 1), {kj}j∈N ⊂ (0,+∞) and {uj}j∈N ⊂ L
p(B1), such that
lim
j→+∞
sj = 1,
uj ∈ W
sj ,p(B1), with ‖uj‖
p
Lp(B1)
+ (1− sj)[uj ]
p
W sj,p(B1)
6Mkpj ,
|B1 ∩ {uj 6 0}| > γ1|B1|, |B1 ∩ {uj > kj}| > γ2|B1|,
and
kj
[
|B1 ∩ {uj 6 0}||B1 ∩ {uj > kj}|
]n−1
n
> 4C•
(1− sj)
1/p[uj]W sj,p(B1)
D∗
|B1 ∩ {0 < uj < kj}|
p−1
p ,
for any j ∈ N.
We now normalize the uj’s over the sequence {kj}, i.e. we define vj := uj/kj. Observe
that vj ∈ W
sj ,p(B1) satisfies
‖vj‖
p
Lp(B1)
+ (1− sj)[vj ]
p
W sj,p(B1)
6M,(5.3)
|B1 ∩ {vj 6 0}| > γ1|B1|, |B1 ∩ {vj > 1}| > γ2|B1|,(5.4)
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and
(5.5)
[
|B1 ∩ {vj 6 0}||B1 ∩ {vj > 1}|
]n−1
n
> 4C•
(1− sj)
1/p[vj]W sj ,p(B1)
D∗
|B1 ∩ {0 < vj < 1}|
p−1
p ,
for any j ∈ N.
Thanks to (5.3), we may apply [6, Corollary 7] or [54, Theorem 1.2] and deduce
that, up to subsequences, vj converges in L
p(B1) to some function v∞ ∈ W
1,p(B1),
as j → +∞. Up to extracting a further subsequence, we may suppose that vj → v∞
a.e. in B1 and that (1 − sj)
1/p[vj ]W sj,p(B1) has a limit as j → +∞, which, by [54,
Theorem 1.2], necessarily satisfies
(5.6) lim
j→+∞
(1− sj)
1/p[vj]W sj,p(B1) > D∗‖∇v∞‖Lp(B1),
with D∗ as in (5.2).
Since v∞ ∈ W
1,p(B1), we know that |B1 ∩{v∞ = t}| = 0, for a.a. t ∈ R. To see this,
one could apply e.g. [48, Theorem 1.1] and conclude that almost all level sets of (a
specific representative of) v∞ are countable (n− 1)-rectifiable sets, and thus have zero
Lebesgue measure. Choose now ε ∈ (0, 1/4] in a way that
(5.7) |B1 ∩ {v∞ = ε}| = |B1 ∩ {v∞ = 1− ε}| = 0.
It is not hard to see that
(5.8)
lim
j→+∞
|B1 ∩ {vj < ε}| = |B1 ∩ {v∞ < ε}|,
lim
j→+∞
|B1 ∩ {vj > 1− ε}| = |B1 ∩ {v∞ > 1− ε}|,
lim
j→+∞
|B1 ∩ {ε < vj < 1− ε}| = |B1 ∩ {ε < v∞ < 1− ε}|.
We prove for instance the validity of the first limit in (5.8). Notice that
(5.9) lim
j→+∞
χ{vj<ε} = χ{v∞<ε} a.e. in B1.
Indeed, for a.a. x ∈ {v∞ < ε}, we have that vj(x) < ε for all but a finite number of j’s,
since vj → v∞ a.e. in B1, as j → +∞. Therefore,
lim
j→+∞
χ{vj<ε}(x) = 1 = χ{v∞<ε}(x) for a.a. x in B1 ∩ {v∞ < ε}.
Similarly,
lim
j→+∞
χ{vj<ε}(x) = 0 = χ{v∞<ε}(x) for a.a. x in B1 ∩ {v∞ > ε},
and (5.9) follows, thanks to (5.7). By (5.9), we may apply Lebesgue’s dominated
convergence theorem to obtain that
lim
j→+∞
∫
B1
χ{vj<ε}(x) dx =
∫
B1
χ{v∞<ε}(x) dx.
This gives the first formula in (5.8). Analogously, one gets the other two. In particular,
we deduce from (5.4) and the first two limits in (5.8) that
(5.10) |B1 ∩ {v∞ < ε}| > γ1|B1| and |B1 ∩ {v∞ > 1− ε}| > γ2|B1|.
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In view of (5.6) and (5.8), by letting j → +∞ in (5.5) we immediately see that[
|B1 ∩ {v∞ < ε}||B1 ∩ {v∞ > 1− ε}|
]n−1
n
> 4C•‖∇v∞‖Lp(B1)|B1 ∩ {ε < v∞ < 1− ε}|
p−1
p .
By comparing this with the inequality of Lemma 5.2 and taking advantage of the fact
that, by definition of ε, it holds 2(1− 2ε) > 1, we finally obtain that[
|B1 ∩ {v∞ < ε}||B1 ∩ {v∞ > 1− ε}|
]n−1
n
> 4(1− 2ε)
[
|B1 ∩ {v∞ 6 ε}||B1 ∩ {v∞ > 1− ε}|
]n−1
n
> 2
[
|B1 ∩ {v∞ < ε}||B1 ∩ {v∞ > 1− ε}|
]n−1
n
.
This is clearly a contradiction, since both sides are positive, by (5.10). We therefore
conclude that (5.1) holds true and the proposition is proved. 
6. Fractional De Giorgi classes
In this section we introduce the notion of fractional De Giorgi classes that we take
into consideration and prove that their elements are bounded, Ho¨lder continuous func-
tions. On top of this, we show that where they are non-negative, they also satisfy a
nonlocal version of the Harnack inequality.
6.1. Definition and first properties. In this first subsection, we give our definition
of fractional De Giorgi classes and point out some elementary features of them. These
classes are composed by functions that satisfy an improved Caccioppoli-type inequality,
such as formula (1.10) in the introduction. In fact, we consider here a broader family
of inequalities, that depend on a number of parameters.
Let n ∈ N, s ∈ (0, 1) and p > 1. Let Ω be an open subset of Rn.
Also fix d > 0, H > 1, k0 ∈ R, ε ∈ (0, sp/n], λ > 0 and R0 ∈ (0,+∞].
Let u ∈ Lp−1s (R
n)∩W s,p(Ω) be a given function. We say that u belongs to the frac-
tional De Giorgi class DGs,p+ (Ω; d,H, k0, ε, λ, R0) if and only if it holds
(6.1)
[(u− k)+]
p
W s,p(Br(x0))
+
∫
Br(x0)
(u(x)− k)+
[∫
B2R0 (x)
(u(y)− k)p−1−
|x− y|n+sp
dy
]
dx
6
H
1− s
[(
Rλdp +
|k|p
Rnε
)
|A+(k, x0, R)|
1− sp
n
+ε +
R(1−s)p
(R− r)p
‖(u− k)+‖
p
Lp(BR(x0))
+
Rn+sp
(R − r)n+sp
‖(u− k)+‖L1(BR(x0))Tail((u− k)+; x0, r)
p−1
]
,
for any point x0 ∈ Ω, radii 0 < r < R < min{R0, dist (x0, ∂Ω)} and k > k0. Recall
that the set A+(k, x0, R) has been defined right below (3.2).
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Analogously, u ∈ DGs,p− (Ω; d,H, k0, ε, λ, R0) if and only if
(6.2)
[(u− k)−]
p
W s,p(Br(x0))
+
∫
Br(x0)
(u(x)− k)−
[∫
B2R0 (x)
(u(y)− k)p−1+
|x− y|n+sp
dy
]
dx
6
H
1− s
[(
Rλdp +
|k|p
Rnε
)
|A−(k, x0, R)|
1− sp
n
+ε +
R(1−s)p
(R− r)p
‖(u− k)−‖
p
Lp(BR(x0))
+
Rn+sp
(R − r)n+sp
‖(u− k)−‖L1(BR(x0))Tail((u− k)−; x0, r)
p−1
]
,
for any x0 ∈ Ω, 0 < r < R < min{R0, dist (x0, ∂Ω)} and k 6 −k0.
Finally, we set
DGs,p(Ω; d,H, k0, ε, λ, R0) := DG
s,p
+ (Ω; d,H, k0, ε, λ, R0) ∩DG
s,p
− (Ω; d,H, k0, ε, λ, R0).
With a slight abuse of notation, we denote by DGs,p+ (Ω; d,H,−∞, ε, λ, R0) the class
of functions that satisfy (6.1) for any k ∈ R, and similarly for the spaces DGs,p−
and DGs,p.
Notice that, with the above definitions, we have
u ∈ DGs,p+ (Ω; d,H, k0, ε, λ, R0) iff − u ∈ DG
s,p
− (Ω; d,H, k0, ε, λ, R0),
Furthermore, it is not hard to see that the following scaling properties hold true:
u ∈ DGs,p+ (Ω; d,H, k0, ε, λ, R0) iff uz,ρ ∈ DG
s,p
+
(
ρΩ+ z; ρ−
λ+nε
p d,H, k0, ε, λ, ρR0
)
,
u ∈ DGs,p+ (Ω; d,H, k0, ε, λ, R0) iff u
(µ) ∈ DGs,p+ (Ω;µd,H, µk0, ε, λ, R0),
where, for any z ∈ Rn, ρ, µ > 0, we set
uz,ρ(x) := u
(
x− z
ρ
)
, u(µ)(x) := µu(x),
and, as customary, we wrote ρΩ+z = {ρx+z : x ∈ Ω}. Analogous statements clearly
hold for the spaces DGs,p− and DG
s,p.
We now proceed to inspect the regularity properties of the elements of the just
defined classes.
6.2. Local boundedness. We prove that the elements of fractional De Giorgi classes
are locally bounded functions. Observe that here we only consider choices of param-
eters n, s, p that satisfy the condition n > sp. Indeed, this is not at all a strong
limitation, as when n < sp the boundedness and the Ho¨lder continuity of the func-
tions in DGs,p—and, more generally, in W s,p—is warranted by the fractional Morrey
embedding (see e.g. [28]).
We begin with the following proposition, that establishes interior upper bounds
for u ∈ DGs,p+ .
Proposition 6.1. Let u ∈ DGs,p+ (Ω; d,H, k0, ε, λ, R0), with n > sp, k0 > 0 and 0 <
ε0 6 ε 6 sp/n. Then, there exist C > 1 and θ ∈ (0, ε0/2], such that, for any x0 ∈ Ω
and 0 < R < min{dist (x0, ∂Ω) , R0}/2, it holds
(6.3)
sup
BR(x0)
(u− k0)+ 6 C
δ−
p−1
(ε−θ)p
(n− sp+ nθ)
p−1
(ε−θ)p
(
−
∫
B2R(x0)
(u(x)− k0)
p
+ dx
) 1
p
+ δTail((u− k0)+; x0, R) + δ
p−1
p
(
R
λ+nε
p d+ k0
)
,
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for any δ ∈ (0, 1]. The constant θ depends on n, p and ε0, while C also on H.
When n > sp, we can even take θ = 0.
Proof. Suppose without loss of generality that x0 = 0.
LetR 6 ρ < τ 6 2R and consider a cut-off function η ∈ C∞0 (R
n) such that 0 6 η 6 1
in Rn, supp(η) ⊆ B(τ+3ρ)/4, η = 1 in Bρ and |∇η| 6 8/(τ−ρ) in R
n. Fix k > k0 > 0 and
set wk := (u−k)+, v := ηwk. Notice that supp(v) ⊆ B(τ+3ρ)/4. Let σ ∈ [s−nε0/(2p), s]
be given by
σ :=
{
s if n > sp,
max
{
2s− 1, s− nε0
2p
}
if n = sp.
Observe that, with this choice, n > σp. Also, 1−σ 6 2(1− s). By Ho¨lder’s inequality
and Corollary 4.10, we have
(6.4)
‖wk‖
p
Lp(Bρ)
6 |A+(k, ρ)|
σp
n ‖v‖p
Lp
∗
σ (B(τ+ρ)/2)
6
C(1− σ)
(n− σp)p−1
|A+(k, ρ)|
σp
n
[
[v]pWσ,p(B(τ+ρ)/2) +
‖v‖pLp(B(τ+ρ)/2)
(r − ρ)σp
]
6
C(1− s)
(n− σp)p−1
|A+(k, ρ)|
σp
n
(τ − ρ)σp
[
(τ − ρ)sp[v]pW s,p(B(τ+ρ)/2) + ‖wk‖
p
Lp(Bτ )
]
,
with C > 1 depending only on n, p and ε0. Notice that, when n = sp we also took
advantage of Lemma 4.5 (with δ = τ − ρ), to deduce the last inequality. Using then
Young’s inequality and the definition of η, we compute
[v]pW s,p(B(τ+ρ)/2) 6 C
[
[wk]
p
W s,p(B(τ+ρ)/2)
+
∫
Bτ
wk(x)
p
[∫
Bτ
|η(x)− η(y)|p
|x− y|n+sp
dy
]
dx
]
6 C
[
[wk]
p
W s,p(B(τ+ρ)/2)
+
1
(τ − ρ)p
∫
Bτ
wk(x)
p
[∫
Bτ
dy
|x− y|n−p+sp
]
dx
]
6 C
[
[wk]
p
W s,p(B(τ+ρ)/2)
+
1
1− s
τ (1−s)p
(τ − ρ)p
‖wk‖
p
Lp(Bτ )
]
.
By combining this with (6.4) and (6.1), we are led to the estimate
(6.5)
‖wk‖
p
Lp(Bρ)
6
C
(n− σp)p−1
|A+(k, ρ)|
σp
n
[(
τλdp +
kp
τnε
)
τ (s−σ)p|A+(k, τ)|1−
sp
n
+ε
+
τ (1−σ)p
(τ − ρ)p
‖wk‖
p
Lp(Bτ )
+
τn+sp
(τ − ρ)n+σp
‖wk‖L1(Bτ )Tail(wk;R)
p−1
]
,
where C now depends on H too.
Fix 0 < h < k. For x ∈ A+(k) ⊆ A+(h), we have
wh(x) = u(x)− h > k − h,
and
wh(x) = u(x)− h > u(x)− k = wk(x).
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Accordingly, given any r > 0,
‖wh‖
p
Lp(Br)
>
∫
A+(k,r)
wh(x)
p dx > (k − h)p|A+(k, r)|,
‖wh‖
p
Lp(Br)
>
∫
A+(k,r)
wk(x)
p dx = ‖wk‖
p
Lp(Br)
,
‖wh‖
p
Lp(Br)
> (k − h)p−1
∫
A+(k,r)
wk(x) dx = (k − h)
p−1‖wk‖L1(Br).
That is,
|A+(k, r)| 6
‖wh‖
p
Lp(Br)
(k − h)p
, ‖wk‖
p
Lp(Br)
6 ‖wh‖
p
Lp(Br)
and ‖wk‖L1(Br) 6
‖wh‖
p
Lp(Br)
(k − h)p−1
.
With the aid of these estimates, inequality (6.5) yields
‖wk‖
p
Lp(Bρ)
6
C
(n− σp)p−1
[
τλ+nεdp + kp
(k − h)p
(
|A+(k, τ)|
|Bτ |
)ε− (s−σ)p
n
+
(
|A+(k, τ)|
|Bτ |
)σp
n
(
τ p
(τ − ρ)p
+
τn+(s+σ)p Tail(wk;R)
p−1
(τ − ρ)n+σp(k − h)p−1
)]
‖wh‖
p
Lp(Bτ )
6
C
(n− σp)p−1
τ−nεσ
(k − h)εσp
[
τλ+nεdp + kp
(k − h)p
+
τ p
(τ − ρ)p
+
τn+(s+σ)p Tail(wk;R)
p−1
(τ − ρ)n+σp(k − h)p−1
]
‖wh‖
(1+εσ)p
Lp(Bτ )
,
with εσ := ε− (s− σ)p/n 6 σp/n. Setting
ϕ(ℓ, σ) := ‖wℓ‖
p
Lp(Bσ)
, for any ℓ, σ > 0,
we get
(6.6)
ϕ(k, ρ) 6
C
(n− σp)p−1
τ−nεσ
(k − h)εσp
[
τλ+nεdp + kp
(k − h)p
+
τ p
(τ − ρ)p
+
τn+(s+σ)p Tail(wk;R)
p−1
(τ − ρ)n+σp(k − h)p−1
]
ϕ(h, τ)1+εσ .
Consider now the two sequences of positive numbers {ki} and {ρi}, defined by
ki := k0 +M(1− 2
−i) and ρi := (1 + 2
−i)R,
for i ∈ N ∪ {0} and for some M > 0 to be determined. Note that {ki} is increasing,
while {ρi} is decreasing. Also set ϕi := ϕ(ki, ρi). Recalling definitions (2.7) and (3.1),
Tail(wki+1;R)
p−1 = (1− s)
∫
A(ki+1)\BR
(u(x)− ki+1)
p−1
|x|n+sp
dx
6 (1− s)
∫
A(k0)\BR
(u(x)− k0)
p−1
|x|n+sp
dx = R−spTail(wk0;R)
p−1.
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By this and (6.6), we compute
ϕi+1 6
C
(n− σp)p−1
ρ−nεσi
(ki+1 − ki)εσp
[
ρλ+nεi d
p + kpi+1
(ki+1 − ki)p
+
ρpi
(ρi − ρi+1)p
+
ρ
n+(s+σ)p
i Tail(wki+1;R)
p−1
(ρi − ρi+1)n+σp(ki+1 − ki)p−1
]
ϕ1+εσi
6
C
(n− σp)p−1
2(n+3p)i
RnεσMεσp
[
Rλ+nεdp + kp0 +M
p
Mp
+ 1 +
Tail(wk0;R)
p−1
Mp−1
]
ϕ1+εσi
6
Cδ−1+p
(n− σp)p−1
2(n+3p)i
RnεσMεσp
ϕ1+εσi ,
if we choose
M >M1 := δTail(wk0;R) + δ
p−1
p
(
R
λ+nε
p d+ k0
)
,
for any fixed δ ∈ (0, 1]. By applying for instance [34, Lemma 7.1], we infer that ϕi → 0
as i→ +∞, and hence u 6 k0 +M in BR, provided it holds
ϕ0 6 Cδ
p−1
εσ (n− σp)
p−1
εσ RnMp,
that is
M > M2 :=
Cδ−
p−1
εσp
(n− σp)
p−1
εσp
(
1
Rn
∫
B2R
wk0(x)
p dx
) 1
p
.
Estimate (6.3) then follows by taking e.g. M :=M1 +M2. 
By applying Proposition 6.1 to both u and −u, we get the desired two-sided bound-
edness result.
Theorem 6.2 (Local boundedness of fractional De Giorgi functions).
Let u ∈ DGs,p(Ω; d,H, k0, ε, λ, R0), with n > sp, k0 > 0 and 0 < ε0 6 ε 6 sp/n.
Then, u ∈ L∞loc(Ω). In particular, there exists a constant C > 1, such that, for any x0 ∈
Ω and 0 < R < min{dist(x0, ∂Ω), R0}/2,
‖u‖L∞(BR(x0)) 6 CR
−n
p ‖u‖Lp(B2R(x0)) + Tail(u; x0, R) + dR
λ+nε
p + 2k0,
The constant C depends on n, s, p, ε0 and H. When n > p, it does not blow up
as s→ 1−.
We remark that up to now we have not fully exploited inequalities (6.1)-(6.2), that
define the fractional De Giorgi classes. Indeed, to obtain the previous results we
only took advantage of the bounds that those inequalities provide for the Gagliardo
seminorm of the truncations (u − k)±, i.e. the first term appearing on the left-hand
sides of (6.1) and (6.2).
In the next subsection, on the contrary, we will make full use of such defining
inequalities.
6.3. Ho¨lder continuity. We focus here on establishing Ho¨lder continuity estimates
for functions belonging to fractional De Giorgi classes. As before, we might well restrict
ourselves to the case n > sp. However, since we will need some of the results obtained
here in the following subsection, we do not make such assumption.
The fundamental step in recovering the Ho¨lder regularity is made in the follow-
ing growth lemma.
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Lemma 6.3. Let u ∈ DGs,p− (B4R; d,H,−1, ε, λ, R0), for some values R > 0, R0 > 4R
and 0 < ε0 6 ε 6 sp/n. Suppose that
(6.7) u > 0 in B4R,
and
(6.8) |B2R ∩ {u > 1}| > γ|B2R|,
for some γ ∈ (0, 1). There exist a small constant δ ∈ (0, 1/8], such that, if
(6.9) R
λ+nε
p d+ Tail(u−; 4R) 6 δ,
then,
(6.10) u > δ in BR.
The constant δ depends only on n, p, ε0, H, γ when n > 2, and also on s, when n = 1.
Proof. First of all, by scaling, we can restrict ourselves to take R = 1. Let δ ∈ (0, 1/64]
and τ ∈ (0, 2−n−1] to be specified later. Let then δ 6 h < k 6 2δ and 1 6 ρ < r 6 2.
We initially suppose that
(6.11) |B2 ∩ {u < 2δ}| 6 τ |B2|.
Under this additional assumption (and if τ is sufficiently small), we prove that (6.10)
holds true. Then, at a second stage, we will show that (6.11) is in fact a consequence
of the hypotheses made in the statement of the lemma, provided δ is chosen small
enough.
By (6.11) and the upper bound on τ , we have
(6.12)
|Bρ ∩ {(u− k)− = 0}| = |Bρ \ {u < k}| > |Bρ| − |B2 ∩ {u < 2δ}|
>
[
1− τ
(
2
ρ
)n]
|Bρ| > (1− 2
nτ)|Bρ|
>
1
2
|Bρ|.
Let σ ∈ (0, s) be defined by
σ := max
{
2s− 1, s−
nε0
2p
}
,
and notice that n > 1 > σ. Also, 1−σ 6 2(1− s) and C−1(1− s) 6 s−σ 6 1− s, for
some C > 1 depending on n, p and ε0. By using (6.12), Corollary 4.9 and Lemma 4.6,
we find that
(k − h)|A−(h, ρ)|
n−σ
n 6
[∫
A−(h,ρ)
(k − u(x))
n
n−σ dx
]n−σ
n
6
[∫
Bρ
(u(x)− k)
1∗σ
− dx
] 1
1∗σ
6 C(1− σ)
∫
Bρ
∫
Bρ
|(u(x)− k)− − (u(y)− k)−|
|x− y|n+σ
dxdy
6 C(1− s)
∫
A−(k,ρ)
∫
Bρ
|(u(x)− k)− − (u(y)− k)−|
|x− y|n+σ
dxdy
6 C(1− s)
1
p |A−(k, ρ)|
p−1
p [(u− k)−]W s,p(Bρ).
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By raising the above inequality to the p power and applying (6.2), we then get
(6.13)
(k − h)p|A−(h, ρ)|
n−σ
n
p 6 C|A−(k, ρ)|p−1
[
(dp + kp)|A−(k, r)|1−
sp
n
+ε
+
‖(u− k)−‖
p
Lp(Br)
(r − ρ)p
+
‖(u− k)−‖L1(Br))Tail((u− k)−; ρ)
p−1
(r − ρ)n+sp
]
,
where C may now depend on H too. On the one hand, thanks to (6.7),
(6.14) ‖(u− k)−‖
q
Lq(Br)
=
∫
A−(k,r)
(k − u(x))q dx 6 |A−(k, r)|kq,
for any q > 1. On the other hand, using (6.9), once again (6.7) and that k > δ, we
compute
Tail((u− k)−; ρ)
p−1 = (1− s)
∫
Rn\Bρ
(k − u(x))p−1+
|x|n+sp
dx
6 C
[
kp−1
∫
Rn\Bρ
dx
|x|n+sp
+ (1− s)
∫
Rn\B4
u−(x)
p−1
|x|n+sp
dx
]
= C
[
ρ−sp
nε0
kp−1 + 4−spTail(u−; 4)
p−1
]
6 C
[
kp−1 + δp−1
]
6 Ckp−1.
By exploiting the last two estimates in (6.13), together with the fact that, by assump-
tion (6.9), d 6 δ 6 k, we easily conclude that
(k − h)p|A−(h, ρ)|
n−σ
n
p 6 C(r − ρ)−n−spkp|A−(k, r)|p−
sp
n
+ε,
which, thanks to the definition of σ, in turn implies that
(6.15) (k − h)
n
n−σ |A−(h, ρ)| 6 C(r − ρ)
−n(n+p)
(n−1)p k
n
n−σ |A−(k, r)|1+
ε0
2p ,
at least when n > 2.
Consider the sequences {ri} and {ki} defined by ri := 1 + 2
−i and ki := (1 + 2
−i)δ.
Also set φi := |A
−(ki, ri)|/|Bri|. By applying (6.15) with h = ki, k = ki−1, ρ = ri
and r = ri−1, we obtain
φi 6 C2
n(n+2p)
(n−1)p
iφ
1+
ε0
2p
i−1 .
Note that, by (6.11), we know that
φ0 =
|A−(2δ, 2)|
|B2|
6 τ.
Therefore, we may apply e.g. [34, Lemma 7.1] to deduce that (6.10) holds true, at least
if τ is chosen sufficiently small, in dependence of n, p, ε0 and H only.
Note that, when n = 1, one can deduce the same fact as above. But in this case τ
would depend on s too.
In order to conclude the proof, we now only need to show that the additional as-
sumption (6.11) can be deduced from the hypotheses of lemma, provided δ is small
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enough. To do so, we argue by contradiction and suppose that
(6.16) |B2 ∩ {u < 2δ}| > τ |B2|,
with τ fixed as before.
We employ once again inequality (6.2). Notice that, up to here, we only took
advantage of the estimate for the first term on the left-hand side of (6.2). Now we use
it to obtain a bound for the second summand too. By arguing as before, we deduce
from (6.2)—applied with r = 2 and R = 3—that, for any ℓ ∈ [δ, 1],
(6.17) (1− s)
[
[(u− ℓ)−]
p
W s,p(B2)
+
∫
B2
∫
B2
(u(x)− ℓ)p−1+ (u(y)− ℓ)−
|x− y|n+sp
dxdy
]
6 C1ℓ
p,
with C1 > 1 only depending on n, p, ε0 and H .
We start by addressing the case n > 2. Let s¯ ∈ (0, 1) be the parameter found
in Proposition 5.1, in correspondence to the choices M = 8p (|B1|+ C1), γ1 = τ
and γ2 = γ. Observe that s¯ depends only on n, p, ε0, H and γ.
Suppose that s ∈ [s¯, 1). Let m > 5 be the unique integer for which
(6.18) 2−m−1 6 δ < 2−m.
Consider the decreasing sequence ki := 2
−i, for i ∈ {0, . . . , m}. Notice that ki ∈ (2δ, 1]
for any i ∈ {1, . . . , m− 1}. Moreover, by (6.8), (6.14), (6.16) and (6.17) it is easy to
see that
|B2 ∩ {(u− ki−1)− 6 2
−i}| = |B2 ∩ {u > ki}| > |B2 ∩ {u > 1}| > γ|B2|,
|B2 ∩ {(u− ki−1)− > 3 · 2
−i−1}| = |B2 ∩ {u 6 ki+1}| > |B2 ∩ {u < 2δ}| > τ |B2|,
and
(6.19)
‖(u− ki−1)−‖
p
Lp(B2)
+ (1− s)[(u− ki−1)−]
p
W s,p(B2)
6
(
|A−(ki−1, 2)|+ C1
)
kpi−1 6 4
p (|B1|+ C1) 2
n(ki − ki+1)
p,
for any i ∈ {1, . . . , m − 2}. Consequently, we can apply Proposition 5.1 to the func-
tion (u − ki−1)−, with h = ki−1 − ki = 2
−i and k = ki−1 − ki+1 = 3 · 2
−i−1. We easily
get
|B2 ∩ {u 6 ki+1}|
n−1
n 6 C 2i(1− s)1/p[(u− ki−1)−]W s,p(B2)|B2 ∩ {ki+1 < u < ki}|
p−1
p ,
for some C > 1 depending only on n, p and γ. By means of (6.19), we can control the
Gagliardo seminorm of (u− ki−1)− and deduce that, for any i ∈ {1, . . . , m− 2},
|B2 ∩ {u < 2δ}|
(n−1)p
n(p−1) 6 |B2 ∩ {u 6 ki+1}|
(n−1)p
n(p−1) 6 C|B2 ∩ {ki+1 < u < ki}|,
where C may now depend on ε0 and H too. By adding up the above inequality as i
ranges between 1 and m− 2, we find
(m− 2)|B2 ∩ {u < 2δ}|
(n−1)p
n(p−1) 6 C
m−2∑
i=1
|B2 ∩ {ki+1 < u < ki}| 6 C,
which in turn yields that
|B2 ∩ {u < 2δ}| 6 C m
−
n(p−1)
(n−1)p 6 C| log δ|−
n(p−1)
(n−1)p ,
thanks to (6.18). But this is in contradiction with (6.16), if δ is sufficiently small.
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On the other hand, when s ∈ (0, s¯), we simply estimate
(1− s)
∫
B2
∫
B2
(u(x)− 4δ)p−1+ (u(y)− 4δ)−
|x− y|n+sp
dxdy
>
1− s¯
4n+p
∫
B2∩{u>1}
(u(x)− 4δ)p−1 dx
∫
B2∩{u<2δ}
(4δ − u(y)) dy
>
1− s¯
4n+p
2δ
2p−1
|B2 ∩ {u > 1}||B2 ∩ {u < 2δ}|
>
δ
C
|B2 ∩ {u < 2δ}|,
where we used (6.7), (6.8), that δ 6 1/8 and the fact that |x − y|n+sp 6 4n+p, for
any x, y ∈ B2. By comparing this inequality with (6.17)—used here with ℓ = 4δ—, we
readily get
|B2 ∩ {u < 2δ}| 6 Cδ
p−1,
which, again, contradicts (6.16), provided δ is chosen small enough.
The case n = 1 can be treated exactly in the same way as we just did, for n > 2
and s ∈ (0, s¯). Of course, this time δ may not be independent of s. The proof is
therefore complete. 
We remark that the proof just displayed makes complete use of inequality (6.2) only
when s is smaller than the parameter s¯ found in Proposition 5.1 (and when n > 2).
Indeed, when s > s¯, we only needed estimate (6.2) to control the first summand on its
left-hand side. If s¯ could be chosen to depend only on n and p in Proposition 5.1, then
when s > s¯ one would be able to prove Lemma 6.3—and thus, Ho¨lder continuity, as we
shall see momentarily—for a larger class of functions than DGs,p. Namely, one could
drop the second term on the left-hand side of inequalities (6.1)-(6.2) and hence prove
regularity for all functions that satisfy a more standard Caccioppoli-type inequality
such as (1.8).
Also notice that Proposition 5.1 has been used for the sole purpose of having δ
independent of s. This mainly implies that our Cα estimates will be independent
of s as well, for s far from 0. On the contrary, if one is not interested in obtaining
uniform estimates, then the proof of Lemma 6.3 simplifies, as the same argument that
we adopted for s 6 s¯ can be reproduced in the case of a general s ∈ (0, 1).
Thanks to Lemma 6.3, we are now in position to prove the Ho¨lder regularity of
functions in fractional De Giorgi classes.
Theorem 6.4 (Ho¨lder continuity of fractional De Giorgi functions).
Let u ∈ DGs,p(Ω; d,H,−∞, ε, λ, R0), with 0 < ε0 6 ε 6 sp/n. Then u ∈ C
α
loc(Ω), for
some α ∈ (0, 1). Moreover, given any x0 ∈ Ω and 0 < R < min{dist (x0, ∂Ω) , R0}/8,
it holds
[u]Cα(BR(x0)) 6
C
Rα
(
‖u‖L∞(B4R(x0)) + Tail(u; x0, 4R) +R
λ+nε
p d
)
,
for some C > 1. The constants α and C depend only on n, p, ε0, H when n > 2, and
also on s when n = 1.
Proof. Assume without loss of generality that x0 = 0. Let δ ∈ (0, 1/8] be the constant
found in Lemma 6.3—with γ = 1/2 and 4pH instead of H . Take
(6.20) 0 < α 6 min
{
nε0
2p
, log4
(
2
2− δ
)}
,
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in such a way that
(6.21)
∫ +∞
4
(ρα − 1)p−1
ρ1+nε0
dρ 6
ε0δ
8p+1pmax{1, |B1|}
.
Observe that, by Lebesgue’s dominated convergence theorem, the integral appearing
in (6.21) can be made as small as desired, by taking α sufficiently small. Set
(6.22) j0 :=
⌈
2
nε0
log4
(
8p+1pmax{1, |B1|}
ε0δ
)⌉
.
We claim that there exist a non-decreasing sequence {mi} and a non-increasing
sequence {Mi} of real numbers, such that, for any i ∈ N ∪ {0},
(6.23) mi 6 u 6 Mi in B41−iR and Mi −mi = 4
−αiL,
with
(6.24) L := 2 · 4
nε0
2p
j0‖u‖L∞(B4R) + Tail(u; 4R) +R
λ+nε
p d.
We proceed by induction on the index i. Set mi := −4
−αiL/2 and Mi := 4
−αiL/2,
for any i = 0, . . . , j0. Then, (6.23) holds for these i’s, thanks to (6.20) and (6.24).
Now we fix an integer j > j0 and suppose that the sequences {mi} and {Mi} have
been constructed up to i = j. Claim (6.23) will be proved once we construct mj+1
and Mj+1 appropriately.
Consider the function
(6.25) v :=
2 · 4αj
L
(
u−
Mj +mj
2
)
.
By (6.23) and the monotonicity of {mj}, {Mj}, we have that
(6.26) |Mj +mj | 6
(
1− 4−αj
)
L.
Then, it is not hard to see that
(6.27) v ∈ DGs,p
(
B8R;
2 · 4αj
L
d+R−
nε+λ
p
(
4αj − 1
)
, 2pH,−∞, ε, λ, R0
)
,
and
(6.28) |v| 6 1 in B41−jR.
Take now x ∈ B4R \ B41−jR and let ℓ ∈ {0, . . . , j − 1} be the unique integer for
which x ∈ B41−ℓR \B4−ℓR. By (6.23) and the monotonicity of {mi} we have
v(x) 6
2 · 4αj
L
[
Mℓ −mℓ +mℓ −
Mj +mj
2
]
6
2 · 4αj
L
[
Mℓ −mℓ +mj −
Mj +mj
2
]
=
2 · 4αj
L
[
Mℓ −mℓ −
Mj −mj
2
]
= 2 · 4α(j−ℓ) − 1
6 2
(
4j
|x|
R
)α
− 1.
Similarly, one checks that v(x) > −2 (4j|x|/R)
α
+ 1, and hence
(6.29) (1± v(x))p−1− 6 2
p−1
[(
4j
|x|
R
)α
− 1
]p−1
for a.a. x ∈ B4R \B41−jR.
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On the other hand, using (6.26) we easily get that
(6.30) (1± v)p−1− 6 2
p−1
[(
2 · 4αj
L
)p−1
|u|p−1 + 4α(p−1)j
]
a.e. in Rn \B4R.
With the help of (6.29), (6.30) and changing variables appropriately, we compute
Tail((1± v)−; 4
1−jR)p−1
6 4−jsp+2pRsp
∫
Rn\B
41−jR
[(
4j |x|
R
)α
− 1
]p−1
|x|n+sp
dx
+ (1− s)
(
4αj
L
)p−1 ∫
Rn\B4R
|u(x)|p−1
|x|n+sp
dx+ 4α(p−1)j
∫
Rn\B4R
dx
|x|n+sp

6
8ppmax{1, |B1|}
ε0
[∫ +∞
4
(ρα − 1)p−1
ρ1+nε0
dρ+ 4(αp−nε0)j
(
Tail(u; 4R)p−1
Lp−1
+ 1
)]
.
Recalling (6.20), (6.21), (6.22) and (6.24), we are led to conclude that
(6.31) Tail((1± v)−; 4
1−jR) 6
δ
2
.
Now, we have that either
(6.32)
∣∣B41−jR/2 ∩ {v > 0}∣∣ > 1
2
∣∣B41−jR/2∣∣ or ∣∣B41−jR/2 ∩ {v > 0}∣∣ < 1
2
∣∣B41−jR/2∣∣ .
In the first of the two situations described by (6.32) we set w := 1 + v, while in the
second w := 1− v. In any case, we obtain∣∣B41−jR/2 ∩ {w > 1}∣∣ > 1
2
∣∣B41−jR/2∣∣ .
Furthermore,
w ∈ DGs,p
(
B41−jR;
2 · 4αj
L
d+R−
nε+λ
p 4αj , 4pH,−∞, ε, λ, R0
)
,
w > 0 in B41−jR,
and (
4−jR
)λ+nε
p
[
2 · 4αj
L
d+R−
nε+λ
p 4αj
]
+ Tail(w−; 4
1−jR) 6 δ,
thanks to (6.27), (6.28), (6.31), (6.20) and (6.22). Therefore, we are in position to
apply Lemma 6.3 to w. We deduce that
w > δ in B4−jR.
Assume for instance that the first alternative in (6.32) is satisfied. By taking advantage
of the above estimate, (6.25) and (6.23),
u(x) =
Mj +mj
2
+
L
2 · 4αj
v(x) =
Mj +mj
2
+
L
2 · 4αj
(w(x)− 1)
>Mj −
Mj −mj
2
−
L
2 · 4αj
(1− δ)
>Mj −
L
4αj
2− δ
2
,
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for any x ∈ B4−jR. In view of (6.20), we finally conclude that
Mj − 4
−(j+1)αL 6 u 6Mj in B4−jR,
that is, (6.23) is true for i = j + 1, with Mj+1 := Mj and mj+1 := Mj+1 − 4
−(j+1)αL.
Of course, if instead the second alternative in (6.32) is valid, an analogous argument
leads to the same conclusion, with mj+1 := mj and Mj+1 := mj+1 + 4
−(j+1)αL.
Claim (6.23) holds therefore for any i ∈ N ∪ {0}, and the Ho¨lder continuity of u
follows in a standard way. 
6.4. Harnack inequality. The conclusive part of this section is devoted to establish-
ing a Harnack-type inequality for functions in fractional De Giorgi classes.
For simplicity of exposition, we restrict ourselves to assume n > 2 throughout the
whole subsection. In this way, the constants involved in the various propositions are
independent of s, if s is bounded away from 0 (at least if p 6= n). When n = 1, all the
arguments displayed are still valid, but several estimates may not be uniform in s.
As a first step towards the aforementioned goal, we have the following result, that
slightly improves Lemma 6.3.
Lemma 6.5. Let t > 0 and u ∈ DGs,p− (B4R(x0); d,H,−t, ε, λ, R0), for some x0 ∈ R
n
and R > 0, with R0 > 4R and 0 < ε0 6 ε 6 sp/n. Suppose that
u > 0 in B4R(x0),
and
|BR(x0) ∩ {u > t}| > γ|BR|,
for some γ ∈ (0, 1). There exists a constant δ > 0, depending only on n, p, ε0, H
and γ, such that, if
R
λ+nε
p d+ Tail(u−; x0, 4R) 6 δt,
then,
u > δt in BR(x0).
Proof. Of course, we can assume x0 to be the origin. We begin by addressing the case
of t = 1. Set
γ˜ := 2−nγ ∈ (0, 1),
and let δ be the constant found in Lemma 6.3, corresponding to the above defined γ˜.
It holds
|B2R ∩ {u > 1}| > |BR ∩ {u > 1}| > γ|BR| = γ˜|B2R|.
Hence, we are in position to apply Lemma 6.3 and deduce that
u > δ in BR.
The lemma is therefore proved, for t = 1.
The general case of t > 0 can be then easily deduced. Indeed, let v := t−1u. The
function v belongs to DGs,p− (B4R; d/t,H,−1, ε, R0) and fulfills the hypotheses of the
lemma with t = 1 and d/t in place of d. Thus, from the preceding argument we deduce
that u = tv > tδ, and the proof is complete. 
Next, we use Lemma 6.5 to prove a weak Harnack inequality, which, together with
Proposition 6.1, will lead to the proper Harnack inequality.
In order to do this, we first recall a classical covering lemma of Krylov and Sa-
fonov [42]. We present it here in a version with balls in place of cubes, due to [41].
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Lemma 6.6 ([41, Lemma 7.2]). Let γ ∈ (0, 1), R > 0 and E ⊆ BR be a measurable
set. Define
Eγ :=
⋃{
BR ∩ B3r(x0) : x0 ∈ BR, r > 0 and |B3r(x0) ∩ E| > γ|Br|
}
.
Then, either Eγ = BR or
|Eγ| >
1
2nγ
|E|.
With the aid of Lemma 6.6 we can now prove the following result.
Lemma 6.7. Let γ ∈ (0, 1), t > 0 and k ∈ N. Let u ∈ DGs,p− (B16R; d,H,−t, ε, λ, R0),
with R > 0, R0 > 16R and 0 < ε0 6 ε 6 sp/n. Suppose that
(6.33) u > 0 in B16R,
and
(6.34) |BR ∩ {u > t}| > γ
k|BR|.
There exists a constant δ ∈ (0, 1/8], depending only on n, p, ε0, H and γ, such that, if
(6.35) R
λ+nε
p d+ Tail(u−; 16R) 6 δ
kt,
then
u > δkt in BR.
Proof. Set γ1 := 2
−nγ and γ2 := 3
−nγ1 = 6
−nγ. Let δ ∈ (0, 1/8] be the constant found
in Lemma 6.5, in correspondence to γ2. For any i ∈ N ∩ {0}, write
Ai := BR ∩
{
u > δit
}
.
Clearly,
(6.36) Ai−1 ⊆ Ai for any i ∈ N,
as δ 6 1.
Notice that, in order to prove the lemma, it suffices to show that
(6.37) |Ak−1| > γ2|BR|,
since then an application of Lemma 6.5 would yield the thesis.
Let i ∈ {1, . . . , k − 1} be fixed and suppose that, in the notation of Lemma 6.6, it
holds BR ∩ B3r(x0) ⊆ (A
i−1)γ1 , for some x0 ∈ BR and r > 0. This implies that
|B3r(x0) ∩ {u > δ
i−1t}| > |B3r(x0) ∩ A
i−1| > γ1|Br| = γ2|B3r|.
Moreover, since we may suppose without loss of generality that r 6 R/3, we have
u > 0 in B12r(x0),
(3r)
λ+nε
p d 6 R
λ+nε
p d 6 δkt 6
δit
2
and
Tail(u−; x0, 12r) =
(
12r
16R
) sp
p−1
Tail(u−; 16R) 6 Tail(u−; 16R) 6 δ
kt 6
δit
2
,
thanks to (6.33), (6.35) and the fact that δ 6 1/2. Accordingly, an application of
Lemma 6.5 gives that
u > δit in B3r(x0).
REGULARITY RESULTS AND HARNACK INEQUALITIES FOR NONLOCAL PROBLEMS 37
We have therefore proved that
(6.38) (Ai−1)γ1 ⊆ A
i for any i ∈ {1, . . . , k − 1}.
We now claim that either
(6.39)
there exists i ∈ {1, . . . , k − 1} such that Ai = BR,
or |Ai| >
1
γ
|Ai−1| for any i ∈ {1, . . . , k − 1}.
Indeed, suppose that γ|Ai| < |Ai−1| for some index i ∈ {1, . . . , k − 1}. By (6.38), we
deduce that (2nγ1)|(A
i−1)γ1 | = γ|(A
i−1)γ1 | < |A
i−1|. But then Lemma 6.6 yields
that (Ai−1)γ1 = BR and thus A
i = BR, using once again (6.38). Consequently,
claim (6.39) holds true.
We now show that (6.39) implies (6.37). As noted before, this will conclude the
proof. Indeed, if Ai = BR for some i ∈ {1, . . . , k − 1}, then A
k−1 = BR, thanks
to (6.36), and (6.37) follows trivially. On the other hand, if the other option in (6.39)
is verified, then
|Ak−1| >
1
γ
|Ak−2| >
1
γ2
|Ak−3| > . . . >
1
γk−1
|A0| > γ|BR|,
where the last inequality is true in view of (6.34). Hence, we have verified the validity
of the bound (6.37) also in this case, since γ = 6nγ2 > γ2. Thence, the proof is
complete. 
Starting from this result, the derivation of the weak Harnack inequality is rather
straightforward.
Proposition 6.8. Let u ∈ DGs,p− (B16R; d,H,−∞, ε, λ, R0), with R > 0, R0 > 16R
and 0 < ε0 6 ε 6 sp/n, and suppose that (6.33) holds true. Then, there exist a
small q ∈ (0, 1) and a large C > 1, both depending only on n, p, ε0 and H, such that
(6.40)
(
−
∫
BR
u(x)q dx
) 1
q
6 C
(
inf
BR
u+ Tail(u−;R) +R
λ+nε
p d
)
.
Proof. Of course, we can assume that u does not vanish identically on BR, other-
wise (6.40) is obviously true. Let δ ∈ (0, 1/8] be the constant given by Lemma 6.7,
for γ = 1/2. Set
a :=
log γ
log δ
=
1
log 1
2
δ
∈ (0, 1).
We claim that
(6.41) inf
BR
u+ Tail(u−; 16R) +R
λ+nε
p d > δ
(
|A+(t, R)|
|BR|
) 1
a
t,
for any t > 0. Notice that, if u is bounded from above in BR, then, by (6.33),
inequality (6.41) holds trivially for any t > supBR u. Thus, it suffices to verify (6.41)
for any t ∈ [0, u∗), where u∗ ∈ (0,+∞] denotes the supremum of u in BR.
Given t ∈ [0, u∗), let k = k(t) be the smallest integer for which
(6.42) |A+(t, R)| > 2−k|BR|,
i.e., k is the only integer for which
log 1
2
|A+(t, R)|
|BR|
6 k < 1 + log 1
2
|A+(t, R)|
|BR|
.
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Observe that, with this choice, it holds
(6.43) δk > δ
(
|A+(t, R)|
|BR|
) 1
a
.
Furthermore,
(6.44) inf
BR
u+ Tail(u−; 16R) +R
λ+nε
p d > δkt.
Indeed, if Tail(u−; 16R)+R
λ+nε
p d > δkt, then (6.44) is true, thanks to hypothesis (6.33).
On the other hand, if Tail(u−; 16R) +R
λ+nε
p d < δkt, then this and (6.42) enable us to
apply Lemma 6.7 and deduce that
u > δkt in BR.
Again, (6.44) follows. Putting together (6.44) and (6.43), we see that (6.41) is valid
for any t > 0.
Write now
L := inf
BR
u+ Tail(u−; 16R) +R
λ+nε
p d,
and note that (6.41) is equivalent to
|A+(t, R)|
|BR|
6
(
L
δt
)a
.
Using this inequality and Cavalieri’s principle, for any q > 0 we compute
−
∫
BR
u(x)q dx = q
∫ +∞
0
|A+(t, R)|
|BR|
tq−1 dt 6 q
[∫ L
0
tq−1 dt+
(
L
δ
)a ∫ +∞
L
tq−1−a dt
]
.
Choosing q = a/2, we then get
−
∫
BR
u(x)q dx 6 (1 + δ−a)Lq,
that is (
−
∫
BR
u(x)q dx
) 1
q
6 (1 + δ−a)
2
a
(
inf
BR
u+ Tail(u−; 16R) +R
λ+nε
p d
)
6 (1 + δ−a)
2
a
(
inf
BR
u+ 16
p
p−1 Tail(u−;R) +R
λ+nε
p d
)
.
This yields (6.40). 
With this, we are now in position to prove the Harnack inequality for fractional
De Giorgi classes with r0 = +∞.
Theorem 6.9 (Harnack inequality for fractional De Giorgi functions).
Let u ∈ DGs,p(Ω; d,H,−∞, ε, λ,+∞), with 0 < ε0 6 ε 6 sp/n and 0 6 λ 6 λ0.
Suppose that u > 0 in Ω. Then, for any x0 ∈ Ω and 0 < R < dist(x0, ∂Ω)/2, it holds
(6.45) sup
BR(x0)
u 6 C
(
inf
BR(x0)
u+ Tail(u−; x0, R) +R
λ+nε
p d
)
,
for some C > 1 depending on n, s, p, ε0, λ0 and H. When n 6= p, the constant C does
not blow up as s→ 1−.
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Proof. We start supposing that x0 and R are such that
(6.46) 0 < R <
dist(x0, ∂Ω)
64
.
At the end of the proof we will in fact show that this assumption is unnecessary.
We now prove that (6.45) holds true under (6.46). Up to a translation, we may
assume x0 to be the origin. As a preliminary observation, we claim that, for any z ∈ BR
and 0 < r 6 2R,
(6.47) Tail(u+; z, r) 6 C
(
sup
Br(z)
u+ Tail(u−; z, r) + r
λ+nε
p d
)
,
for some constant C > 1 depending only on n, p, ε0 and H . To check the validity
of (6.47), we apply (6.2) with k := 2M and
M := max
{
sup
Br(z)
u, r
λ+nε
p d
}
.
Focusing on just the second term on the left-hand side of such inequality, we get
(6.48)
∫
B r
2
(z)
(u(x)− 2M)−
[∫
Rn
(u(y)− 2M)p−1+
|x− y|n+sp
dy
]
dx
6
C
1− s
[(
rλdp +
Mp
rnε
)
|A−(2M, z, r)|1−
sp
n
+ε + r−sp‖(u− 2M)−‖
p
Lp(Br(z))
+ ‖(u− 2M)−‖L1(Br(z))Tail((u− 2M)−; z, r/2)
p−1
]
with C > 1 depending on n, p and H .
We begin by dealing with the left-hand side. Observe that |x − y| 6 2|y − z|, for
any x ∈ Br(z) and y ∈ R
n \Br(z). Moreover, by Lemma 4.4, we know that
(u(y)− 2M)p−1+ > min{1, 2
2−p}u+(y)
p−1 − 2p−1Mp−1.
Using these two facts and that u 6 M on Br(z), we compute∫
B r
2
(z)
(u(x)− 2M)−
[∫
Rn
(u(y)− 2M)p−1+
|x− y|n+sp
dy
]
dx
> 2−n−spM
∫
B r
2
(z)
[∫
Rn\Br(z)
min{1, 22−p}u+(y)
p−1 − 2p−1Mp−1
|y − z|n+sp
dy
]
dx
>
Mrn−sp
C(1− s)
Tail(u+; z, r)
p−1 − Crn−spMp,
where C now depends on ε0 too.
On the other hand, by taking advantage once again of Lemma 4.4 and of the fact
that u > 0 on Br(z), it is not hard to check that the right-hand side of (6.48) can be
bounded by
Crn−sp
1− s
(
Mp +M Tail(u−; z, r)
p−1
)
.
By comparing these last two estimates with (6.48), we are easily led to (6.47).
We now proceed to prove the actual theorem. We consider separately the two
cases n > sp and n < sp.
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If n > sp, we take advantage of the boundedness given by Proposition 6.1. We
notice that estimate (6.3) implies in this setting that, for any δ1 ∈ (0, 1],
(6.49) sup
Br(z)
u 6 C δ
− p−1
βp
1
(
−
∫
B2r(z)
u(x)p dx
) 1
p
+ δ1Tail(u+; z, r) + δ
p−1
p
1 r
λ+nε
p d,
where C > 1 and β > ε0/2 depend on n, s, p, ε0 and H . Both constants do not blow
up as s→ 1−, when n > p. By (6.47), this becomes
sup
Br(z)
u 6 C
[
δ
− p−1
βp
1
(
−
∫
B2r(z)
u(x)p dx
) 1
p
+ δ
p−1
p
1
(
sup
Br(z)
u+ Tail(u−; z, r) + r
λ+nε
p d
)]
.
Fix now any q ∈ (0, p). Using the weighted Young’s inequality, we have(
−
∫
B2r(z)
u(x)p dx
) 1
p
6
(
sup
B2r(z)
u
)p−q
p (
−
∫
B2r(z)
u(x)q dx
) 1
p
6 δ
p
p−q
2 sup
B2r(z)
u+ δ
− p
q
2
(
−
∫
B2r(z)
u(x)q dx
) 1
q
,
for any δ2 > 0. By taking δ1, δ2 sufficiently small, we obtain
(6.50) sup
Br(z)
u 6
1
2
sup
B2r(z)
u+ C
[(
−
∫
B2r(z)
u(x)q dx
) 1
q
+ Tail(u−; z, r) + r
λ+nε
p d
]
.
On the other hand, when n < sp, we already know from the fractional Morrey
embedding that u is bounded. In particular, a careful analysis of the proofs of [28,
Theorem 8.2] and [34, Lemma 2.2] reveals, together with the sharp Poincare´-Wirtinger-
type estimate of [7, 54] and the extension inequality (4.7), that
sup
Br(z)
up 6
C(
2
sp−n
p − 1
)p [(1− s)δsp−n3 rsp−n[u+]pW s,p(Br(z)) + δ−n3 r−n‖u+‖pLp(Br(z))] ,
for any δ3 ∈ [0, 1] and for some constant C > 1 depending only on n and p. To
get this estimate, one could prove it first in the case r = 1 and then scale it. The
arbitrary parameter δ3 is essentially the constant R0 appearing in [28, formula (8.9)],
while the denominator of the fraction in front of the square brackets comes from the
proof of [34, Lemma 2.2]. By using (6.1)—with k = 0, x0 = z and R = 2r—to estimate
the Gagliardo seminorm of u+, we are led to
sup
Br(z)
up 6 C
[
δ−n3 −
∫
B2r(z)
u(x)p dx+ δsp−n3
(
Tail(u+; z, r)
p + rλ+nεdp
)]
,
where C now depends on n, s, p and H , but does not blow as s→ 1− if p > n is fixed.
By arguing as before, in the case n > sp, and starting from this last inequality instead
of (6.49), we deduce (6.50) once again.
We plan to take advantage of [34, Lemma 7.1]—or Lemma 4.11 here—to reabsorb
the term (1/2) supB2r(z) u on the left-hand side of (6.50). To do it, we first need to
perform an easy covering argument. Let R 6 ρ < τ 6 2R be fixed. Note that
Bρ =
⋃
z∈B2ρ−τ
Bτ−ρ(z) and B2(τ−ρ)(z) ⊂ Bτ for any z ∈ B2ρ−τ .
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Therefore, by using (6.50) with r = τ − ρ, we get
sup
Bρ
u = sup
z∈B2ρ−τ
sup
Bτ−ρ(z)
u
6
1
2
sup
Bτ
u+ C sup
z∈B2ρ−τ
[
‖u‖Lq(B2(τ−ρ)(z))
(τ − ρ)
n
q
+ Tail(u−; z, τ − ρ) + (τ − ρ)
λ+nε
p d
]
6
1
2
sup
Bτ
u+ C
[
‖u‖Lq(B2R)
(τ − ρ)
n
q
+ Tail(u−;R) +R
λ+nε
p d
]
,
where we also used that u > 0 in BR. Now we are in position to apply [34, Lemma 7.1]
and finally deduce that
sup
BR
u 6 C
[(
−
∫
B2R
u(x)q dx
) 1
q
+ Tail(u−;R) +R
λ+nε
p d
]
.
By choosing q as in Proposition 6.8 and combining the above estimate with (6.40), we
conclude that (6.45) follows, at least when (6.46) is in force.
To finish the proof, we only need to show that the additional assumption (6.46) is not
necessary, and that in fact (6.45) is true for any x0 ∈ Ω and 0 < R < dist(x0, ∂Ω)/2.
Let x0 and R be as such, and take any z ∈ BR(x0). Obviously, BR(z) ⊂ B2R(x0) ⊂ Ω.
Moreover, as (6.45) holds under (6.46) and u > 0 in B2R(x0), we know that
sup
BR/64(z)
u 6 C
(
inf
BR/64(z)
u+ Tail
(
u−; z,
R
64
)
+
(
R
64
)λ+nε
p
d
)
6 C
(
inf
BR/64(z)
u+ Tail (u−; x0, R) +R
λ+nε
p d
)
.
In particular, this implies that, for any x′, y′ ∈ BR(x0) such that |x
′ − y′| < R/32, we
have
(6.51) u(x′) 6 C⋆
(
u(y′) + Tail (u−; x0, R) +R
λ+nε
p d
)
,
with C⋆ depending only on n, s, p, ε0, λ0 and H . Clearly, we can suppose that C⋆ > 2.
Let x, y ∈ BR(x0) be any two points. We now show that (6.51) is also true with x, y
in place of x′, y′, up to raising C⋆ to a universal power. Of course, we can suppose
that |x − y| > R/32, otherwise (6.51) applies to them directly. Denoting by −→xy the
oriented segment with end points x and y, we consider N consecutive points {xi}
N
i=0 ⊂−→xy such that x0 = x, xN = y and R/64 6 |xi − xi−1| < R/32 for any i ∈ {1, . . . , N}.
It is immediate to check that N 6 128. By applying (6.51) with x′ = xi−1 and y
′ = xi,
we get
u(xi−1) 6 C⋆
(
u(xi) + Tail (u−; x0, R) +R
λ+nε
p d
)
.
Iterating such estimate over i ∈ {1, . . . , N}, we easily find that
u(x) 6 CN⋆ u(y) +
(
Tail (u−; x0, R) +R
λ+nε
p d
) N∑
i=1
C i⋆
6 C129⋆
(
u(y) + Tail (u−; x0, R) +R
λ+nε
p d
)
.
This leads to (6.45), in its full generality. 
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7. Applications to minimizers
In this section, we show that the minimizers of the energy E introduced in (2.3)
are locally bounded and Ho¨lder continuous functions that satisfy a nonlocal Harnack
inequality wherever non-negative. That is, we prove Theorems 2.3, 2.4 and 2.5 for
minimizers. Those three results are rephrased—and sometimes more precisely stated—
as follows.
Theorem 7.1 (Local boundedness of minimizers).
Let n ∈ N, s ∈ (0, 1) and p > 1 be such that n > sp. Let Ω be an open bounded subset
of Rn. Assume that K and F respectively satisfy hypotheses (2.1), (2.2) and (2.8).
If u is a minimizer of E in Ω, then u ∈ L∞loc(Ω). In particular, there exist four
constants C > 1, R0 ∈ (0,min{1, r0/2}], ε ∈ (0, sp/n] and κ ∈ {0, 1} such that, given
any x0 ∈ Ω and 0 < R 6 min{R0, dist (x0, ∂Ω)}/4, it holds
5
‖u‖L∞(BR(x0)) 6 CR
−n
p ‖u‖Lp(B2R(x0)) + Tail(u; x0, R) + d
1
p
1R
nε
p + 2κ.
Moreover, the constants can be chosen as follows:
• if d2 = 0, then
C = C(n, s, p,Λ), R0 =
r0
2
, ε =
sp
n
and κ = 0;
• if d2 > 0 and 1 6 q 6 p, then
C = C(n, s, p,Λ, d2), R0 = min
{
1,
r0
2
}
, ε =
sp
n
and κ = 1;
• if d2 > 0 and p < q < p
∗
s, then
C = C(n, s, p, q,Λ, d2), R0 = R0(n, s, p, q,Λ, d2, r0, ‖u‖Lp∗σ (Ω)),
ε = 1−
q
p∗σ
and κ = 0, for some σ = σ(n, s, p, q) ∈ (0, s).
When n > sp we can even take σ = s, while when n > p both constants C and R0 do
not blow up as s→ 1−.
Theorem 7.2 (Ho¨lder continuity of minimizers).
Let n ∈ N, 0 < s0 6 s < 1 and p > 1 be such that n > sp. Let Ω be an open
bounded subset of Rn. Assume that K satisfies hypotheses (2.1), (2.2) and that F is
locally bounded in u ∈ R, uniformly w.r.t x ∈ Ω. If u is a minimizer of E in Ω,
then, u ∈ Cαloc(Ω) for some α ∈ (0, 1). In particular, there exists a constant C > 1
such that, given any x0 ∈ Ω and 0 < R 6 min{r0/2, dist (x0, ∂Ω)}/16, it holds
[u]Cα(BR(x0)) 6
C
Rα
(
‖u‖L∞(B4R(x0)) + Tail(u; x0, 4R) +R
s‖F (·, u)‖
1/p
L∞(B8R(x0))
)
.
The constants α and C depend only on n, s0, p and Λ.
Theorem 7.3 (Harnack inequality for minimizers).
Let n ∈ N, s ∈ (0, 1) and p > 1. Let Ω be an open bounded subset of Rn. Assume
that K satisfies hypotheses (2.1), (2.13) and that F is locally bounded in u ∈ R,
uniformly w.r.t x ∈ Ω. Let u be a minimizer of E in Ω such that u > 0 in Ω. Then,
for any x0 ∈ Ω and 0 < R < dist(x0, ∂Ω)/2, it holds
sup
BR(x0)
u 6 C
(
inf
BR(x0)
u+ Tail(u−; x0, R) +R
s‖F (·, u)‖
1/p
L∞(B2R(x0))
)
,
5Here and in Proposition 7.5 we continue to understand p∗s = +∞, when n = sp. The same
convention will still be valid in Section 8.
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for some C > 1 depending only on n, s, p and Λ. When n /∈ {1, p}, the constant C
does not blow up as s→ 1−.
Theorems 7.1-7.3 will be proved by showing that the minimizers of E belong to a
fractional De Giorgi class, so that Theorems 6.2,6.4 and 6.9 may be applied to them.
Before proceeding to the proof of this inclusion, we define the notions of sub- and
superminimizers as one-sided generalizations of the minimizers introduced in Defini-
tion 2.1.
Definition 7.4. Let Ω ⊂ Rn be a bounded measurable set. A function u ∈Ws,p(Ω) is
said to be a subminimizer ( superminimizer) of E in Ω if
(7.1) E(u; Ω) 6 E(u+ ϕ; Ω),
for any non-positive (non-negative) measurable function ϕ : Rn → R supported in-
side Ω.
Recalling Definition 2.1, minimizers are, in particular, sub- and superminimizers.
Conversely, it is not hard to see that if u is at the same time a sub- and a supermini-
mizer, then it is a minimizer as well.
Even if not immediately obvious, the minimality property introduced above behaves
well with respect to set inclusion. That is, if Ω′ ⊂ Ω ⊂ Rn and u is a sub- or
superminimizer in Ω, then u is also a sub- or superminimizer in Ω′ (see e.g. [22,
Remark 1.2] for a more detailed explanation in the case of minimizers).
Furthermore, it is easy to check that u is a subminimizer (superminimizer) for E
if and only if −u is a superminimizer (subminimizer) for the energy having the same
interaction term and potential determined by F˜ (x, u) = F (x,−u). Noticing that F˜
satisfies the same growth assumption (2.8) of F , this allows us to focus on submini-
mizers only.
We can now state the following result, where we prove that the minimizers of E
belong to a suitable fractional De Giorgi class.
Unless otherwise specified, in what follows we assume n ∈ N, s ∈ (0, 1), p > 1 to be
given parameters, and that K and F satisfy (2.1), (2.2) and (2.8), respectively.
Proposition 7.5. Let u be a subminimizer of E in a bounded open set Ω ⊂ Rn. Then,
there exist four constants R0 ∈ (0, r0/2], k0 ∈ [−∞, 1], H > 1 and ε ∈ (0, sp/n], such
that
(7.2)
[(u− k)+]
p
W s,p(Br(x0))
+
∫
Br(x0)
(u(x)− k)+
[∫
B2R0 (x)
(u(y)− k)p−1−
|x− y|n+sp
dy
]
dx
6
H
1− s
[(
d1 +
|k|p
Rnε
)
|A+(k, x0, R)|
1− sp
n
+ε +
R(1−s)p
(R− r)p
‖(u− k)+‖
p
Lp(BR(x0))
+
Rn+sp
(R− r)n+sp
‖(u− k)+‖L1(BR(x0))Tail((u− k)+; x0, r)
p−1
]
,
for any x0 ∈ Ω, 0 < r < R 6 min{R0, dist(x0, ∂Ω)} and k > k0. Consequently, u
belongs to the following fractional De Giorgi classes:
• if d2 = 0, then
u ∈ DGs,p+
(
Ω; d
1
p
1 , H,−∞,
sp
n
, 0,
r0
2
)
,
with H = H(n, p,Λ);
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• if d2 > 0 and 1 6 q 6 p, then
u ∈ DGs,p+
(
Ω; d
1
p
1 , H, 1,
sp
n
, 0,min
{
1,
r0
2
})
,
with H = H(n, p,Λ, d2);
• if d2 > 0, n > sp and p < q < p
∗
s, then
u ∈ DGs,p+
(
Ω; d
1
p
1 , H, 0, 1−
q
p∗σ
, 0, R0
)
,
with H = H(n, p, q,Λ, d2), R0 = R0(n, s, p, q,Λ, d2, r0, ‖u‖Lp∗σ (Ω)) and for some con-
stant σ = σ(n, s, p, q) ∈ (0, s). When n > sp we can even take σ = s, while
when n > p the constant R0 does not blow up as s→ 1
−.
An analogous statement holds for superminimizers and the classes DGs,p− .
Proof. Without loss of generality, we suppose x0 = 0.
Let r 6 ρ < τ 6 R and consider a cut-off function η ∈ C∞0 (R
n) satisfying 0 6 η 6 1
in Rn, supp(η) = B(τ+ρ)/2, η = 1 in Bρ and |∇η| 6 4/(τ−ρ) in R
n. For any fixed k > 0,
we write w± := (u − k)± and choose v := u− ηw+ as a test function in (7.1). Notice
that supp(ηw+) = A
+(k, (τ+ρ)/2). Hence, and recalling (2.8) as well as notation (3.3),
we get
0 6
1
2p
∫∫
CBτ
[
|v(x)− v(y)|p − |u(x)− u(y)|p
]
dµ
+
∫
A+(k, τ+ρ2 )
[
2d1 + d2 (|u(x)|
q + |v(x)|q)
]
dx.
Recalling (2.1) and (2.4), this is equivalent to
(7.3)
0 6
∫
Bτ
∫
Bτ
[
|v(x)− v(y)|p − |u(x)− u(y)|p
]
dµ
+ 2
∫
Bτ
∫
Rn\Bτ
[
|v(x)− v(y)|p − |u(x)− u(y)|p
]
dµ
+ 2p
∫
A+(k, τ+ρ2 )
[
2d1 + d2 (|u(x)|
q + |v(x)|q)
]
dx.
We begin by dealing with the two terms involving double integrals. The following
facts hold true:
if either x /∈ A+(k) or y /∈ A+(k), then |v(x)− v(y)|p 6 |u(x)− u(y)|p,(7.4)
if x, y ∈ A+(k, ρ), then |v(x)− v(y)|p − |u(x)− u(y)|p = −|w+(x)− w+(y)|
p,(7.5)
if x ∈ A+(k, ρ) and y /∈ A+(k), then
|v(x)− v(y)|p − |u(x)− u(y)|p 6 −
1
2
|w+(x)− w+(y)|
p −
p
2
w−(y)
p−1w+(x),
(7.6)
if x, y ∈ A+(k), then
|v(x)− v(y)|p 6 C
[
(1− η(x))p|w+(x)− w+(y)|
p + w+(y)
p |x− y|
p
(τ − ρ)p
]
,
(7.7)
for some constant C > 1 depending only on p.
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Indeed, (7.4) and (7.5) are immediate consequences of the definition of v. On the
other hand, for general x, y ∈ A+(k) we may compute
|v(x)− v(y)|p = |(1− η(x))w+(x)− (1− η(y))w+(y)|
p
6 2p−1
[
(1− η(x))p|w+(x)− w+(y)|
p + w+(y)
p|η(x)− η(y)|p
]
,
and (7.7) follows in view of the properties of η. Finally, to get (7.6) we observe that
for x ∈ A+(k, τ) and y /∈ A+(k),
|v(x)− v(y)|p − |u(x)− u(y)|p = ((1− η(x))w+(x) + w−(y))
p − (w+(x) + w−(y))
p ,
and then apply Lemma 4.1 (with θ = 1/2).
Thanks to properties (7.4)-(7.7), we are in position to estimate the first double
integral in (7.3). By (7.4), (7.5), (7.6), the symmetry assumption (2.1) on K and the
properties of w±, we get∫
Bρ
∫
Bρ
[
|v(x)− v(y)|p − |u(x)− u(y)|p
]
dµ
6 −
1
2
∫
Bρ
∫
Bρ
|w+(x)− w+(y)|
p dµ−
p
2
∫
Bρ
∫
Bρ
w−(y)
p−1w+(x) dµ.
On the other hand, after applying (7.4), (7.6), (7.7) and (2.2), an immediate compu-
tation reveals that∫∫
B2τ\B
2
ρ
[
|v(x)− v(y)|p − |u(x)− u(y)|p
]
dµ
6 C
[∫∫
B2τ\B
2
ρ
|w+(x)− w+(y)|
p dµ+
R(1−s)p
(τ − ρ)p
∫
BR
w+(x)
p dx
]
−
p
2
∫
Bρ
w+(x)
(∫
Bτ\Bρ
w−(y)
p−1K(x, y) dy
)
dx,
with C now depending also on n and Λ. The combination of these last two estimates
and another use of (2.2) yield
(7.8)
∫
Bτ
∫
Bτ
[
|v(x)− v(y)|p − |u(x)− u(y)|p
]
dµ
6 −
1 − s
C
[
[w+]
p
W s,p(Bρ)
+
∫
Bρ
w+(x)
(∫
Bτ
w−(y)
p−1
|x− y|n+sp
dy
)
dx
]
+ C
[
(1− s)
∫∫
B2τ\B
2
ρ
|w+(x)− w+(y)|
p
|x− y|n+sp
dxdy +
R(1−s)p
(τ − ρ)p
‖w+‖
p
Lp(BR)
]
.
Now we deal with the second double integral in (7.3). We claim that
if x, y /∈ A+
(
k,
τ + ρ
2
)
, then |v(x)− v(y)|p = |u(x)− u(y)|p,(7.9)
if x ∈ A+(k) and y ∈ A+(k) \Bτ , then
|v(x)− v(y)|p − |u(x)− u(y)|p 6 pw+(y)
p−1w+(x).
(7.10)
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Since (7.9) is an obvious consequence of the fact that supp(ηw+) = A(k, (τ + ρ)/2),
we can concentrate on (7.10). Letting x and y as prescribed, we have
|v(x)− v(y)|p − |u(x)− u(y)|p = |(1− η(x))w+(x)− w+(y)|
p − |w+(x)− w+(y)|
p.
The inequality stated in (7.10) can then be obtained by employing Lemma 4.2.
In view of (2.2), (7.9), (7.10), again (7.4), (7.6) and the fact that
|x− y| > |y| − |x| >
(
1−
τ + ρ
2τ
)
|y| =
τ − ρ
2τ
|y| >
τ − ρ
2R
|y|,
for any x ∈ B(τ+ρ)/2 and y /∈ Bτ , it is not hard to see that∫
Bτ
∫
Rn\Bτ
[
|v(x)− v(y)|p − |u(x)− u(y)|p
]
dµ
6 C
Rn+sp
(τ − ρ)n+sp
‖w+‖L1(BR)Tail(w+; r)
p−1
−
1− s
C
∫
Bρ
w+(x)
(∫
Br0 (x)\Bτ
w−(y)
p−1
|x− y|n+sp
dy
)
dx.
By putting together this last inequality with (7.3) and (7.8), we obtain
(7.11)
[w+]
p
W s,p(Bρ)
+
∫
Bρ
w+(x)
(∫
Br0 (x)
w−(y)
p−1
|x− y|n+sp
dy
)
dx
6 C
∫∫
B2τ\B
2
ρ
|w+(x)− w+(y)|
p
|x− y|n+sp
dxdy
+
C
1− s
[
Rn+sp
(τ − ρ)n+sp
‖w+‖L1(BR)Tail(w+; r)
p−1 +
R(1−s)p
(τ − ρ)p
‖w+‖
p
Lp(BR)
+ d1|A
+(k, R)|+ d2
∫
A+(k,τ)
(|u(x)|q + |v(x)|q) dx
]
,
for some C > 1 depending only on n, p and Λ.
We set
(7.12) Φ(t) := [w+]
p
W s,p(Bt)
+
∫
Bt
w+(x)
(∫
Br0 (x)
w−(y)
p−1
|x− y|n+sp
dy
)
dx+Ψ(t),
with
Ψ(t) :=

0 if d2 = 0, or d2 > 0, n > sp and 1 6 q 6 p,
d2
1− s
‖u‖qLq(A+(k,t)) if d2 > 0, n > sp and p < q < p
∗
s,
for any 0 < t 6 R, and we claim that
(7.13)
Φ(ρ) 6 C♭ [Φ(τ)− Φ(ρ)] +
C♭
1− s
[
Rn+sp
(τ − ρ)n+sp
‖w+‖L1(BR)Tail(w+; r)
p−1
+ (1 + d2)
R(1−s)p
(τ − ρ)p
‖w+‖
p
Lp(BR)
+ (d1 + d2k
pR−nε)|A+(k, R)|1−
sp
n
+ε
]
,
for some C♭ > 1 possibly depending on n, p, q, Λ, and ε ∈ (0, sp/n].
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Note that, in the case of d2 = 0, claim (7.13) follows immediately from (7.11),
with ε = sp/n. To check the validity of (7.13) when d2 > 0, we consider separately
the two possibilities 1 6 q 6 p and p < q < p∗s (with n > sp in the latter case).
Suppose that 1 6 q 6 p. Assuming k > 1, for x ∈ A+(k) we have
u(x) > k > 1 and v(x) = (1− η(x))w+(x) + k > k > 1.
Therefore,
|u(x)|q + |v(x)|q 6 |u(x)|p + |v(x)|p = |w+(x) + k|
p + |(1− η(x))w+(x) + k|
p
6 2p (w+(x)
p + kp) .
By taking R 6 1, it follows that∫
A+(k,τ)
(|u(x)|q + |v(x)|q) dx 6 2p
∫
A+(k,τ)
(w+(x)
p + kp) dx
6 2p
[
R(1−s)p
(τ − ρ)p
‖w+‖
p
Lp(BR)
+ kpR−sp|A+(k, R)|
]
.
Using this with (7.11), we easily deduce (7.13), again with ε = sp/n.
We now deal with the case of n > sp and p < q < p∗s. Let
(7.14) σ :=
s if n > sp,max{2s− 1, (2q − p)n
2pq
}
if n = sp,
and notice that n > σp and q < p∗σ in both cases n > sp and n = sp. Also set
(7.15) εσ := 1−
q
p∗σ
∈
(
0,
sp
n
)
.
We add to both sides of (7.11) the quantity d2(1− s)
−1‖u‖qLq(A+(k,ρ)). We obtain
(7.16)
Φ(ρ) 6
C1
1− s
[
(1− s)
∫∫
B2τ\B
2
ρ
|w+(x)− w+(y)|
p
|x− y|n+sp
dxdy
+
Rn+sp
(τ − ρ)n+sp
‖w+‖L1(BR)Tail(w+; r)
p−1 +
R(1−s)p
(τ − ρ)p
‖w+‖
p
Lp(BR)
+ d1|A
+(k, R)|+ d2
∫
A+(k,τ)
(|u(x)|q + |v(x)|q) dx
]
,
with C1 > 1 depending on n, p and Λ. We proceed to estimate the last term of (7.16).
By restricting ourselves to k > 0, on A+(k) we have
(7.17)
|u|q + |v|q = |(1− η)u+ ηw+ + ηk|
q + |(1− η)u+ ηk|q
6 3q
(
(1− η)q|u|q + (ηw+)
q + kq
)
.
On the one hand, it holds
kp
∗
σ |A+(k, R)| 6
∫
A+(k,R)
u(x)p
∗
σ dx 6
∫
Ω
|u(x)|p
∗
σ dx,
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and thus
(7.18)
3q
∫
A+(k,τ)
kq dx = 3qkp
(
kp
∗
σ |A+(k, R)|
) q−p
p∗σ |A+(k, R)|
1− q−p
p∗σ
6 3q‖u‖q−p
Lp
∗
σ (Ω)
kp|BR|
(s−σ)p
n |A+(k, R)|1−
sp
n
+εσ
6 kpR−nεσ |A+(k, R)|1−
sp
n
+εσ ,
provided
R 6 R0 6
 1
3q|B1|
(s−σ)p
n ‖u‖q−p
Lp
∗
σ (Ω)

1
nεσ+(s−σ)p
.
On the other hand, with the help of Ho¨lder’s inequality and Corollary 4.10, we compute
∫
A+(k,τ)
(η(x)w+(x))
q dx 6 |BR|
εσ
[∫
Bτ
w+(x)
p∗σ dx
] q−p
p∗σ
[∫
Bτ
(η(x)w+(x))
p∗σ dx
] p
p∗σ
6 C2
(1− σ)Rnεσ
(n− σp)p−1
‖u‖q−p
Lp
∗
σ (Ω)
[
[w+]
p
Wσ,p(Bτ )
+
‖w+‖
p
Lp(BR)
(τ − ρ)σp
]
,
with C2 > 1 depending only on n and p. Notice that 1 − σ 6 2(1 − s), by definition
of σ. By taking
R 6 R0 6 min
12 ,
[
(n− σp)p−1
4C1C2d23q‖u‖
q−p
Lp
∗
σ (Ω)
] 1
nεσ
 ,
in the previous estimate and using Lemma 4.5 (with δ = 1), we get
3qC1d2
1− s
∫
A+(k,τ)
(η(x)w+(x))
q dx 6
1
2
(
[w+]
p
Wσ,p(Bτ )
+
‖w+‖
p
Lp(BR)
(τ − ρ)σp
)
6
1
2
(
[w+]
p
W s,p(Bτ )
+
R(1−s)p
(τ − ρ)p
‖w+‖
p
Lp(BR)
)
.
By this, (7.17), (7.18) and the definition (7.12) of Φ, we see that
C1d2
1− s
∫
A+(k,τ)
(|u(x)|q + |v(x)|q) dx
6
1
2
(
[w+]
p
W s,p(Bτ )
+
R(1−s)p
(τ − ρ)p
‖w+‖
p
Lp(BR)
)
+
C1d2
1− s
(
3q
∫
Bτ\Bρ
|u(x)|q dx+
kp
Rnεσ
|A+(k, R)|1−
sp
n
+εσ
)
6
1
2
Φ(ρ) + C
[
Φ(τ)− Φ(ρ) +
R(1−s)p
(τ − ρ)p
‖w+‖
p
Lp(BR)
+
d2k
p|A+(k, R)|1−
sp
n
+εσ
(1− s)Rnεσ
]
,
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for some C > 1 depending on n, p, q and Λ. This and (7.16) yield
Φ(ρ) 6
1
2
Φ(ρ) + C [Φ(τ)− Φ(ρ)] +
C
1− s
[
Rn+sp
(τ − ρ)n+sp
‖w+‖L1(BR)Tail(w+; r)
p−1
+
R(1−s)p
(τ − ρ)p
‖w+‖
p
Lp(BR)
+ (d1 + d2k
pR−nεσ)|A+(k, R)|1−
sp
n
+εσ
]
,
at least if
R 6 R0 6 |B1|
− 1
n ,
since εσ 6 sp/n. After subtracting to both sides the term Φ(ρ)/2, we reach (7.13),
with ε = εσ.
By adding the quantity C♭Φ(ρ) to both sides of (7.13) and dividing by 1 + C♭, we
get
Φ(ρ) 6 γΦ(τ) +
γ
1− s
[
Rn+sp
(τ − ρ)n+sp
‖w+‖L1(BR)Tail(w+; r)
p−1
+ (1 + d2)
R(1−s)p
(τ − ρ)p
‖w+‖
p
Lp(BR)
+ (d1 + d2k
pR−nε)|A+(k, R)|1−
sp
n
+ε
]
,
for any 0 < r 6 ρ < τ 6 R, with γ = C♭/(1 + C♭) ∈ (0, 1). Inequality (7.2) then
follows after an application of Lemma 4.11. 
In view of Proposition 7.5 and the three main results of Section 6, the validity of
Theorems 7.1-7.3 is easily deduced.
Proofs of Theorems 7.1, 7.2 and 7.3. The local boundedness of u claimed in Theo-
rem 7.1 is an immediate consequence of Proposition 7.5 and Theorem 6.2 combined.
To check that also Theorem 7.2 is true, we first observe that, since we already know
that u is locally bounded, we may view it as a minimizer of E in B8R(x0) ⊂⊂ Ω, with
potential F now fulfilling (2.8) with d1 = ‖F (·, u)‖L∞(B8R(x0)) and d2 = 0. Theorem 7.2
then follows by a straightforward application of Proposition 7.5 and Theorem 6.4.
Notice that the quantities α and C are both claimed to be independent of s in the
statement of Theorem 7.2, even when n = 1. Apparently, this is in contradiction with
Theorem 6.4. However, going through the proofs of Lemma 6.3 it can be checked
that α and C can be chosen to be uniform in s, as long as s is far from 1. This is the
case here, since, by assumption, s 6 1/p < 1, if n = 1.
In an analogous way, we deduce Theorem 7.3 from Theorem 6.9. For the case n = 1,
recall the opening remark of Subsection 6.4. 
8. Applications to solutions
In the present section, we prove Theorems 2.3, 2.4 and 2.5 in the case of solutions.
Similarly to what we did in Section 7, we show that weak solutions of the integral
equation (2.10) are in a fractional De Giorgi class, so that their boundedness, Ho¨lder
continuity and Harnack property are readily deduced from Theorems 6.2, 6.4 and 6.9,
respectively. The detailed statements of these results are reported here below.
Theorem 8.1 (Local boundedness of solutions).
Let n ∈ N, s ∈ (0, 1) and p > 1 be such that n > sp. Let Ω be an open bounded subset
of Rn. Assume that K and f respectively satisfy hypotheses (2.1), (2.2) and (2.11).
If u is a weak solution of (2.10) in Ω, then u ∈ L∞loc(Ω). In particular, there exist
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four constants C > 1, R0 ∈ (0, r0/2], ε ∈ (0, sp/n] and κ ∈ {0, 1} such that, given
any x0 ∈ Ω and 0 < R 6 min{R0, dist (x0, ∂Ω)}/4, it holds
‖u‖L∞(BR(x0)) 6 CR
−n
p ‖u‖Lp(B2R(x0)) + Tail(u; x0, R) + d
1
p−1
1 R
nε
p
+ s
p−1 + 2κ.
Moreover, the constants can be chosen as follows:
• if d2 = 0, then
C = C(n, s, p,Λ), R0 =
r0
2
, ε =
sp
n
and κ = 0;
• if d2 > 0 and 1 6 q 6 p, then
C = C(n, s, p,Λ, d2), R0 = min
{
1,
r0
2
}
, ε =
sp
n
and κ = 1;
• if d2 > 0 and p < q < p
∗
s, then
C = C(n, s, p, q,Λ, d2), R0 = R0(n, s, p, q,Λ, d2, ‖u‖Lp∗σ (Ω), r0),
ε = 1−
q
p∗σ
and κ = 0, for some σ = σ(n, s, p, q) ∈ (0, s).
When n > sp we can even take σ = s, while when n > p both constants C and R0 do
not blow up as s→ 1−.
Theorem 8.2 (Ho¨lder continuity of solutions).
Let n ∈ N, 0 < s0 6 s < 1 and p > 1 be such that n > sp. Let Ω be an open bounded
subset of Rn. Assume that K satisfies hypotheses (2.1), (2.2) and that f is locally
bounded in u ∈ R, uniformly w.r.t. x ∈ Ω. If u is a weak solution of (2.10) in Ω,
then u ∈ Cαloc(Ω) for some α ∈ (0, 1). In particular, there exists a constant C > 1 such
that, given any x0 ∈ Ω and 0 < R 6 min{r0/2, dist (x0, ∂Ω)}/16, it holds
[u]Cα(BR(x0)) 6
C
Rα
(
‖u‖L∞(B4R(x0)) + Tail(u; x0, 4R) +R
sp
p−1‖f(·, u)‖
1/(p−1)
L∞(B8R(x0))
)
.
The constants α and C depend only on n, s0, p and Λ.
Theorem 8.3 (Harnack inequality for solutions).
Let n ∈ N, s ∈ (0, 1) and p > 1. Let Ω be an open bounded subset of Rn. Assume thatK
satisfies hypotheses (2.1), (2.13) and that f is locally bounded in u ∈ R, uniformly
w.r.t. x ∈ Ω. Let u be a weak solution of (2.10) in Ω such that u > 0 in Ω. Then, for
any x0 ∈ Ω and 0 < R < dist(x0, ∂Ω)/2, it holds
sup
BR(x0)
u 6 C
(
inf
BR(x0)
u+ Tail(u−; x0, R) +R
sp
p−1‖f(·, u)‖
1/(p−1)
L∞(B2R(x0))
)
,
for some C > 1 depending only on n, s, p and Λ. When n /∈ {1, p}, the constant C
does not blow up as s→ 1−.
Observe that the statements of Theorems 8.1-8.3 are almost completely identical
to those of Theorems 7.1-7.3, in Section 7. The only notable difference resides in the
diverse powers to which the quantities involving the potential and the forcing term—
including d1 in Theorems 7.1 and 8.1—are raised. Of course, this is coherent with the
different homogeneity properties of energy E and equation (2.10).
The notion of weak solutions of equation (2.10) that we take into account has already
been specified in Definition 2.2. We now introduce the concepts of weak sub- and
supersolutions.
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Definition 8.4. Let Ω ⊂ Rn be a bounded open set and u ∈Ws,p(Ω). The function u
is said to be a weak subsolution ( supersolution) of (2.10) in Ω if
(8.1)
∫
Rn
∫
Rn
|u(x)− u(y)|p−2 (u(x)− u(y)) (ϕ(x)− ϕ(y))K(x, y) dxdy
6
∫
Rn
f(x, u(x))ϕ(x) dx,
for any non-negative (non-positive) ϕ ∈ W s,p(Rn) with supp(ϕ) ⊂⊂ Ω.
Of course, a function u is a solution of (2.10) if and only if it is at the same time
a sub- and a supersolution. Moreover, u is a subsolution (supersolution) of (2.10)
if and only if −u is a supersolution (subsolution) of the same equation, but with
right-hand side given by f˜(x, u) := f(x,−u). Hence, we can restrict ourselves to, say,
subsolutions, as supersolutions may be dealt with in a specular way.
In the next proposition, we show the crucial step in the proof of our regularity
results, namely that solutions of (2.10) are contained in a fractional De Giorgi class.
Proposition 8.5. Let u be a weak subsolution of (2.10) in a bounded open set Ω ⊂ Rn.
Then, there exist four constants R0 ∈ (0, r0/2], k0 ∈ [−∞, 1], H > 1 and ε ∈ (0, sp/n],
such that
(8.2)
[(u− k)+]
p
W s,p(Br(x0))
+
∫
Br(x0)
[
(u(x)− k)+
∫
B2R0 (x)
(u(y)− k)p−1−
|x− y|n+sp
dy
]
6
H
1− s
[(
R
sp
p−1d
p
p−1
1 +
|k|p
Rnε
)
|A+(k, x0, R)|
1− sp
n
+ε
+
R(1−s)p
(R− r)p
‖(u− k)+‖
p
Lp(BR(x0))
+
Rn+sp
(R− r)n+sp
‖(u− k)+‖L1(BR(x0))Tail((u− k)+; x0, r)
p−1
]
,
for any x0 ∈ Ω, 0 < r < R 6 min{R0, dist(x0, ∂Ω)} and k > k0. Consequently, u
belongs to the following fractional De Giorgi classes:
• if d2 = 0, then
u ∈ DGs,p+
(
Ω; d
1
p−1
1 , H,−∞,
sp
n
,
sp
p− 1
,
r0
2
)
,
with H = H(n, p,Λ);
• if d2 > 0 and 1 < q 6 p, then
u ∈ DGs,p+
(
Ω; d
1
p−1
1 , H, 1,
sp
n
,
sp
p− 1
,min
{
1,
r0
2
})
,
with H = H(n, p,Λ, d2);
• if d2 > 0, n > sp and p < q < p
∗
s, then
u ∈ DGs,p+
(
Ω; d
1
p−1
1 , H, 0, 1−
q
p∗σ
,
sp
p− 1
, R0
)
,
with H = H(n, p, q,Λ, d2), R0 = R0(n, s, p, q,Λ, d2, r0, ‖u‖Lp∗σ (Ω)) and for some con-
stant σ = σ(n, s, p, q) ∈ (0, s). When n > sp we can even take σ = s, while
when n > p the constant R0 does not blow up as s→ 1
−.
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An analogous statement holds for weak supersolutions and the classes DGs,p− .
Proof. The argument is similar to that presented in Proposition 7.5 for minimizers and
the computations are simpler. Nevertheless, we report all the details, for the reader’s
convenience.
Clearly, we can suppose x0 = 0. Take r 6 ρ < τ 6 R and let η ∈ C
∞
0 (R
n)
be a cut-off function satisfying 0 6 η 6 1 in Rn, supp(η) = B(τ+ρ)/2, η = 1 in Bρ
and |∇η| 6 4/(τ − ρ) in Rn. Fix k ∈ R and write w± := (u − k)±. By testing
formulation (8.1) with ϕ := ηpw+ and recalling notation (3.3), we obtain
(8.3)
∫∫
CBτ
|u(x)− u(y)|p−2 (u(x)− u(y)) (ϕ(x)− ϕ(y)) dµ 6
∫
Bτ
f(x, u(x))ϕ(x) dx.
We begin to study the term on the left-hand side of (8.3). In particular, we now
deal with the contributions to the double integral coming from the set Bτ × Bτ . We
claim that
if x, y /∈ A+(k), then |u(x)− u(y)|p−2 (u(x)− u(y)) (ϕ(x)− ϕ(y)) = 0,(8.4)
if x ∈ A+(k, τ) and y ∈ Bτ \ A
+(k, τ), then
|u(x)− u(y)|p−2 (u(x)− u(y)) (ϕ(x)− ϕ(y))
> min{2p−2, 1}
[
|w+(x)− w+(y)|
p + w−(y)
p−1w+(x)
]
η(x)p,
(8.5)
if x, y ∈ A+(k, τ), then
|u(x)− u(y)|p−2 (u(x)− u(y)) (ϕ(x)− ϕ(y))
>
1
2
|w+(x)− w+(y)|
pmax{η(x), η(y)}p
− Cmax{w+(x), w+(y)}
p|η(x)− η(y)|p,
(8.6)
for some C > 1 depending only on p. Indeed, (8.4) is a consequence of the fact
that supp(ϕ) ⊂ A+(k). Inequality (8.5) is also almost immediate, since, if x ∈ A+(k, τ)
and y ∈ Bτ \ A
+(k, τ),
|u(x)− u(y)|p−2 (u(x)− u(y)) (ϕ(x)− ϕ(y)) = η(x)p(w+(x) + w−(y))
p−1w+(x),
and the conclusion follows by e.g. Lemma 4.1 (with θ = 0) when p > 2, and Jensen’s
inequality when p ∈ (1, 2). Finally, to prove (8.6) we assume without loss of generality
that u(x) > u(y). As x, y ∈ A+(k, τ), we have
|u(x)− u(y)|p−2 (u(x)− u(y)) (ϕ(x)− ϕ(y))
= (w+(x)− w+(y))
p−1 (η(x)pw+(x)− η(y)
pw+(y)) .
Notice that, if η(x) > η(y), then
|u(x)− u(y)|p−2 (u(x)− u(y)) (ϕ(x)− ϕ(y)) > (w+(x)− w+(y))
p η(x)p,
and (8.6) trivially follows. On the other hand, if η(x) < η(y), we further compute
(8.7)
|u(x)− u(y)|p−2 (u(x)− u(y)) (ϕ(x)− ϕ(y))
= (w+(x)− w+(y))
p η(y)p − (w+(x)− w+(y))
p−1w+(x) (η(y)
p − η(x)p) .
Then, we apply Lemma 4.3 with a = η(y), b = η(x) and
ε =
1
2
w+(x)− w+(y)
w+(x)
,
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to obtain that
(w+(x)− w+(y))
p−1w+(x) (η(y)
p − η(x)p)
6
1
2
(w+(x)− w+(y))
p η(y)p + [2(p− 1)]p−1w+(x)
p(η(y)− η(x))p.
This and (8.7) lead to (8.6) also when η(x) < η(y).
By virtue of (8.4), (8.5), (8.6) and (2.2), we estimate
(8.8)
∫
Bτ
∫
Bτ
|u(x)− u(y)|p−2 (u(x)− u(y)) (ϕ(x)− ϕ(y))dµ
>
1− s
C
[
[w+]
p
W s,p(Bρ)
+
∫
Bρ
w+(x)
(∫
Bτ
w−(y)
p−1
|x− y|n+sp
dy
)
dx
]
− C(1− s)
∫
Bτ
∫
Bτ
max{w+(x), w+(y)}
p |η(x)− η(y)|
p
|x− y|n+sp
dxdy,
for some C > 1 depending on p and Λ. Then, recalling the properties of η, we get
(1− s)
∫
Bτ
∫
Bτ
max{w+(x), w+(y)}
p |η(x)− η(y)|
p
|x− y|n+sp
dxdy
6 2(1− s)
∫
Bτ
w+(x)
p
(∫
Bτ
|η(x)− η(y)|p
|x− y|n+sp
dy
)
dx
6
41+p(1− s)
(τ − ρ)p
∫
Bτ
w+(x)
p
(∫
Bτ
dy
|x− y|n−(1−s)p
)
dx
6 C
R(1−s)p
(τ − ρ)p
‖w+‖
p
Lp(BR)
,
with C now depending also on n. By this, inequality (8.8) becomes
(8.9)
∫
Bτ
∫
Bτ
|u(x)− u(y)|p−2 (u(x)− u(y)) (ϕ(x)− ϕ(y)) dµ
>
1− s
C
[
[w+]
p
W s,p(Bρ)
+
∫
Bρ
w+(x)
(∫
Bτ
w−(y)
p−1
|x− y|n+sp
dy
)
dx
]
− C
R(1−s)p
(τ − ρ)p
‖w+‖
p
Lp(BR)
.
We now turn our attention to the term integrated over CBτ \ B
2
τ on the left-hand
side of (8.3). By (2.1), (2.2) and the properties of η, we have
(8.10)
∫∫
CBτ \B
2
τ
|u(x)− u(y)|p−2 (u(x)− u(y)) (ϕ(x)− ϕ(y))dµ
= 2
∫
Bτ
η(x)pw+(x)
[∫
Rn\Bτ
|u(x)− u(y)|p−2 (u(x)− u(y))K(x, y) dy
]
dx
>
2(1− s)
Λ
∫
A+(k,ρ)
w+(x)
[∫
(Br0 (x)∩{u(x)>u(y)})\Bτ
(u(x)− u(y))p−1
|x− y|n+sp
dy
]
dx
− 2(1− s)Λ
∫
A+(k, τ+ρ2 )
w+(x)
[∫
{u(y)>u(x)}\Bτ
(u(y)− u(x))p−1
|x− y|n+sp
dy
]
dx.
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Now, on the one hand
(8.11)
∫
A+(k,ρ)
w+(x)
[∫
(Br0 (x)∩{u(x)>u(y)})\Bτ
(u(x)− u(y))p−1
|x− y|n+sp
dy
]
dx
>
∫
Bρ
w+(x)
[∫
(Br0 (x)∩A−(k))\Bτ
(w+(x) + w−(y))
p−1
|x− y|n+sp
dy
]
dx
>
∫
Bρ
w+(x)
(∫
Br0 (x)\Bτ
w−(y)
p−1
|x− y|n+sp
dy
)
dx.
On the other hand, for x ∈ B(τ+ρ)/2 and y ∈ R
n \Bτ , it holds
|x− y| > |y| − |x| > |y| −
τ + ρ
2τ
|y| =
τ − ρ
2τ
|y| >
τ − ρ
2R
|y|,
and therefore, recalling definition (3.1),∫
A+(k, τ+ρ2 )
w+(x)
[∫
{u(y)>u(x)}\Bτ
(u(y)− u(x))p−1
|x− y|n+sp
dy
]
dx
6
(
2R
τ − ρ
)n+sp ∫
B τ+ρ
2
w+(x)
[∫
Rn\Bτ
w+(y)
p−1
|y|n+sp
dy
]
dx
6
C
1− s
Rn+sp
(τ − ρ)n+sp
‖w+‖L1(BR)Tail(w+; r)
p−1.
By this, (8.10) and (8.11), it follows that
(8.12)
∫∫
CBτ \B
2
τ
|u(x)− u(y)|p−2 (u(x)− u(y)) (ϕ(x)− ϕ(y)) dµ
>
1− s
C
∫
Bρ
w+(x)
(∫
Br0 (x)\Bτ
w−(y)
p−1
|x− y|n+sp
dy
)
dx
− C
Rn+sp
(τ − ρ)n+sp
‖w+‖L1(BR)Tail(w+; r)
p−1.
By putting together (8.3), (8.9) and (8.12), we find that
(8.13)
[w+]
p
W s,p(Bρ)
+
∫
Bρ
w+(x)
(∫
Br0 (x)
w−(y)
p−1
|x− y|n+sp
dy
)
dx
6
C
1− s
[
R(1−s)p
(τ − ρ)p
‖w+‖
p
Lp(BR)
+
Rn+sp
(τ − ρ)n+sp
‖w+‖L1(BR)Tail(w+; r)
p−1
]
+
C
1− s
∫
Rn
f(x, u(x))ϕ(x) dx.
To finish the proof, we now only need to control the term appearing on the third
line of (8.13). By (2.11) and the properties of η, we have
(8.14)
∫
Rn
f(x, u(x))ϕ(x) dx 6
∫
A+(k, τ+ρ2 )
(
d1 + d2|u(x)|
q−1
)
η(x)pw+(x) dx.
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To estimate the term involving d1, we simply apply weighted Young’s inequality to get∫
A+(k, τ+ρ2 )
d1η(x)
pw+(x) dx 6 C
(
(δd1)
p
p−1 |A+(k, R)|+
‖w+‖
p
Lp(BR)
δp
)
,
for any δ > 0. By choosing δ := (τ − ρ)Rs−1 6 Rs, this yields in turn
(8.15)
∫
A+(k, τ+ρ2 )
d1η(x)
pw+(x) dx
6 C
(
R
sp
p−1d
p
p−1
1 |A
+(k, R)|+
R(1−s)p
(τ − ρ)p
‖w+‖
p
Lp(BR)
)
.
Note that, when d2 = 0 we are already led to (8.2), with ε = sp/n. On the other
hand, when d2 > 0 the proof of (8.2) is more involved. We consider separately the two
possibilities 1 < q 6 p and p < q < p∗s.
Suppose that 1 < q 6 p. In this case, we take k > 1. For x ∈ A+(k) we have
that u(x) > k > 1, and thus
|u(x)|q−1 6 |u(x)|p−1 = |w+(x) + k|
p−1 6 max
{
1, 2p−2
} (
w+(x)
p−1 + kp−1
)
.
Accordingly, by Young’s inequality∫
A+(k, τ+ρ2 )
d2|u(x)|
q−1η(x)pw+(x) dx 6 C
∫
A+(k, τ+ρ2 )
(
w+(x)
p + kp−1w+(x)
)
dx
6 C
(
‖w+‖
p
Lp(BR)
+ kp|A+(k, R)|
)
6 C
[
R(1−s)p
(τ − ρ)p
‖w+‖
p
Lp(BR)
+
kp
Rsp
|A+(k, R)|
]
,
provided R 6 1 and with C depending also on d2. This and estimates (8.13), (8.14)
yield (8.2) when 1 < q 6 p, again with ε = sp/n.
Finally, we deal with the second case, when p < q < p∗s, with n > sp. By adding the
quantity d2(1 − s)
−1‖u‖qLq(A+(k,ρ)) to both sides of (8.13) and recalling (8.14), (8.15),
we get
(8.16)
[w+]
p
W s,p(Bρ)
+
d2
1− s
‖u‖qLq(A+(k,ρ)) +
∫
Bρ
w+(x)
(∫
Br0 (x)
w−(y)
p−1
|x− y|n+sp
dy
)
dx
6
C1
1− s
[
R(1−s)p
(τ − ρ)p
‖w+‖
p
Lp(BR)
+
Rn+sp
(τ − ρ)n+sp
‖w+‖L1(BR)Tail(w+; r)
p−1
+ d
p
p−1
1 |A
+(k, R)|+ d2
∫
A+(k, τ+ρ2 )
|u(x)|q−1
(
|u(x)|+ η(x)w+(x)
)
dx
]
,
for some C1 > 1 depending only on n, p and Λ. Then, we observe that, if k > 0,
|u(x)|q = |(1− η(x))u(x) + η(x)w+(x) + η(x)k|
q
6 3q−1
(
(1− η(x))q|u(x)|q + (η(x)w+(x))
q + kq
)
,
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for any x ∈ A+(k). Hence, using once again Young’s inequality,
d2
∫
A+(k, τ+ρ2 )
|u(x)|q−1
(
|u(x)|+ η(x)w+(x)
)
dx
6 2d2
∫
A+(k, τ+ρ2 )
[
|u(x)|q + (η(x)w+(x))
q
]
dx
6 4qd2
∫
A+(k,τ)
[
(1− η(x))q|u(x)|q + (η(x)w+(x))
q + kq
]
dx.
Consider now the two quantities σ ∈ (0, s] and εσ ∈ (0, sp/n) defined in (7.14)
and (7.15), respectively. By arguing as in the last part of the proof of Proposition 7.5,
we deduce from the estimate above that
C1d2
1− s
∫
A+(k, τ+ρ2 )
|u(x)|q−1
(
|u(x)|+ η(x)w+(x)
)
dx
6
1
2
[w+]
p
W s,p(Bτ )
+
Cd2
1− s
‖u‖qLq(Bτ\Bρ)
+
C
1− s
[
R(1−s)p
(τ − ρ)p
‖w+‖
p
Lp(BR)
+ d2k
pR−nεσ |A+(k, R)|1−
sp
n
+εσ
]
,
where C may now depend on q as well, and provided R is smaller than a quantity R0
depending only on n, s, p, q, Λ, d2, ‖u‖Lp∗σ . Combining this with (8.16) and rearranging
appropriately the summands, we find that
(8.17)
Φ(ρ) 6 C♭ [Φ(τ)− Φ(ρ)] +
C♭
1− s
[(
d
p
p−1
1 + d2k
pR−nεσ
)
|A+(k, R)|1−
sp
n
+εσ
+
R(1−s)p
(τ − ρ)p
‖w+‖
p
Lp(BR)
+
Rn+sp
(τ − ρ)n+sp
‖w+‖L1(BR)Tail(w+; r)
p−1
]
,
for some C♭ > 1 depending on n, p, q, Λ, and with
Φ(t) := [w+]
p
W s,p(Bt)
+
d2
1− s
‖u‖qLq(Bt) +
∫
Bt
w+(x)
(∫
Br0 (x)
w−(y)
p−1
|x− y|n+sp
dy
)
dx,
for any 0 < t 6 R. Estimate (8.2) (with ε = εσ) now follows by adding the quan-
tity C♭Φ(ρ) to both sides of (8.17), dividing by 1 + C♭ and applying Lemma 4.11. 
With the aid of Proposition 8.5 and Theorems 6.2, 6.4, the boundedness and Ho¨lder
continuity of the solutions of (2.10) are readily established. Furthermore, the Harnack
inequality for non-negative solutions follows by Theorem 6.9. Thus, Theorems 8.1-8.3
are proved. For more details, see the proofs of the analogous Theorems 7.1-7.3 for
minimizers, at the end of Section 7.
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