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Abstract 
This dissertation was written as a part of the MSc in Energy Systems Program at the 
International Hellenic University. The present dissertation is dealing with the 
observation of the causal relationships in oil markets and more specifically is dealing 
with the observation of the causal relationships between the crude oil and natural gas 
prices. The econometric literature review highlights that the causality between these 
two variables is one-way, only crude oil causes natural gas. This opinion will be 
tested at the E-views Program with two different financial theories, the Granger 
causality and the Toda-Yamamoto. The results confirm the econometric literature 
review, leading to the fact that there is not bidirectional causality between these two 
variables, which means that only crude oil prices causes natural gas prices. 
Sofia Antoniadou 
11/12/2015 
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Section 1: Introduction 
This thesis examines the causal relationships in oil markets and more specifically the 
causal relationships between the crude oil and natural gas prices. The economic 
literature review, in general, proposes that natural gas and crude oil prices must be 
considered as substitutes regarding the consumption as well as opponents regarding 
the production. Nevertheless, for some reasons natural gas and crude oil prices seem 
to move irrespectively one from another in several time periods. Additionally, for a 
large period of time (over the past 10 years) there were periods that the natural gas 
prices seemed to decouple from the crude oil prices. This phenomenon happened with 
a high frequency and led to the fact that the natural gas prices increased above the 
historical crude oil prices within the years of 2001, 2003 and 2005. That sudden 
change led the academic society to examine if the natural gas prices and the crude oil 
prices are affiliated. 
As it is known, there is a link between natural gas prices and crude oil prices in supply 
and demand that is driven by some economic factors. From the various changes that 
throughout the years have happened in the markets, it is observed that the changes in 
the price of oil created several changes also in the natural gas prices. Nevertheless, the 
opposite didn’t occur. The reason for this outcome can be searched in the relative size 
of the markets. In other words, the crude oil price plays a major role to the world 
market whereas natural gas markets seem to be segmented. Therefore, it is reasonable 
that the global crude oil market possesses the most of the power of the global oil 
market whereas the domestic natural gas market owns a small part of it. So, it seems 
really unlikely the various events and conditions in the US natural gas market to affect 
the price of oil. 
The economic factors that affect the link between natural gas prices and crude oil 
prices play an important role and it will be helpful and useful a brief mention at them. 
Due to the fact that crude oil prices can only influence the natural gas prices the 
changes that will happen concern only this case. So, if there are increases in the price 
of the crude oil, then the natural gas prices will be affected in many ways. 
First of all, this increase affects not only the demand side but also the supply side. To 
be more specific, regarding the demand side, in case the crude oil prices go up the 
consumers have a motivation to replace natural gas for petroleum products in the 
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consumption field. This increases the demand for natural gas and apart from that its 
prices. The Manufacturing Energy Consumption Survey of the EIA in 2002 
mentioned that 18 percent of natural gas usage can be changed to petroleum products. 
Apart from that, the National Petroleum Council in 2003 reported that there are 5 
percent of several industrial boilers that can be changed from natural gas to petroleum 
products as well. Moreover, there are others analysts that state that up to 20 percent of 
the power that is generated can be considered as dual-fired while in reality the 
percentage is a lot less. The process of fuel switching, though, cannot be narrowed 
only to the dual-fires units. Apart from that, there is some degree of the additional fuel 
switching. This degree can be accomplished with dispatching the rulings in order to 
change from single-fired boilers of one type to that of the other. 
As far as the supply side is concerned, in case there is a raise in crude oil prices, 
which is caused by a raise in the demand for crude oil, that may lead to an increase in 
the production of the natural gas (which is considered as a co-product of the oil) and 
that may lead to a decrease in the natural gas prices. There are two types of natural 
gas: the first one is the associated gas and the second one is the non-associated gas. 
The associated gas is the natural gas that exists in the oil reservoirs as free gas or as a 
form of gas that co-exists with crude oil. The second type, the non-associated gas, is a 
type of gas that has no contact with notable quantities of crude oil in the reservoir. 
In addition, in case there is a raise in crude oil prices that comes from a raise in the 
demand of crude oil, that may lead to an increase in the costs that are necessary in 
order the natural gas to be produced and developed while simultaneously there is an 
upward pressure regarding the natural gas prices. Labor and drilling rigs are two main 
economic resources that the operators of natural gas and crude fight for. In case there 
is an increase in the price of oil the levels of the drilling rigs and the production 
activities will be higher because of the fact that the operators investigate and deploy 
oil prospects at a higher rate. The fact that there will be an increase in this activity, 
will lead to the bidding up the cost of the particular factors and that will lead to an 
increase at the necessary costs of finding and developing the natural gas prospects. 
Apart from these cases, there is a third scenario which states that in case there is a 
raise in crude oil prices that occurs from a raise in the demand for crude oil, there is a 
possibility to lead to even more drilling and developing of the natural gas projects and 
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that will lead to an increase in the production of natural gas prices while will lead to a 
decrease in those prices. The growth that takes place in oil prices has the power to 
influence the cash flow that can finance new drillings or project developments. Any 
shifts that take place in the relative price structure can lead to a raise that will take 
place in drilling for one fuel at the expense of the other. But, it is known that the 
increase in the expected cash flow gives the ability to extend the supply activities for 
supply and demand for natural gas and crude oil. 
Last but not least, appears the liquefied natural gas (LNG) as another factor which 
creates a linkage between the natural gas and the crude oil markets. The LNG allows 
the transoceanic delivery of natural gas from distant gas producing countries to others 
countries with a large consumption of natural gas, such as the Lower 48 States. The 
fact that LNG is imported to the lower 48 States there is a possibility that there is an 
influence in the relative economics of the crude oil and also the natural gas in a sense 
that the natural gas consumption occurs at a margin. The majority of the LNG 
contracts are indexed on oil prices and this leads to the linkage between natural gas 
and crude oil prices. Many of the indexed contracts take place in the Pasific Basin, the 
short term markets of LNG take place on the other side of the Pasific Basin making 
easier the competitiveness that exists between the United States and Europe. [1] 
These economic factors may show how they affect this linkage but in order to 
understand the reason why there is a linkage between natural gas and crude oil prices, 
it is necessary for us to gather some information regarding the crude oil and natural 
gas history. 
Starting with the oil history, it is crucial to mention that the oil market in the US was 
firstly developed in the late 1800’s in Pennsylvania. To be more specific, crude oil 
first made its appearance in 1850’s, where it was gathered from several sources such 
as either from lard or whale, or alcohol from agricultural products and turpenite from 
wood. Everything in history, though, changed when Edwin Drake managed to 
produce in a successful way quantities that could be used in a commercial way of 
crude oil from a 69-foot (or 21 meters) well in Pennsylvania in 1859. Since its first 
appearance, crude oil showed that it must be considered as an extremely valuable 
commodity. Drake saw an opportunity, because the production of oil from coal and 
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the other stuff was extremely expensive. So, he figured out that the drilling into the 
earth in order to obtain the necessary quantities of oil would be a real bargain. 
Due to the fact that, the production from Pennsylvania was increasing over and over, 
it was logical the quick fall in crude oil prices. In this case, it is obvious that the law 
of demand exists because there is an increase in the supply/quantity of the commodity 
but there is a decrease in price, which indicates the negative association between price 
and quantity. 
In the period of 1862-1864 there was the first oil shock. The US Civil War made its 
appearance at that time and that led to a decline not only in prices but also in the 
commodity demands. The introduction of the alcohol tax was a strict measure that 
managed to eliminate alcohol as a competitor against the petroleum, that it is used as a 
source for illuminants. The outcome of this situation was that the production of oil 
started to fall after the year 1862 against the fact that there was an increase on the 
demand side. 
As it was expected, after the discovering that Drake made, it was logical for the 
industry to grow. That happened during the years 1865-1899. The civil war caused a 
drop in the demand for all the commodities. While there was a fall in all the 
commodities, in Pennsylvania had already stated the drilling in new promising areas 
that could lead to a new growth in oil production. Apparently, that led to a second 
prices collapse in 1866, which was worse than the collapse in prices that had 
happened in 1860-1861. So, when 1890 came to an end the production of oil in 
Pennsylvania and New York was five times more than it had been in 1870. But, the 
fact that the production in other states had grown enough and simultaneously Russia 
could produce the same amount of oil as the US, led to the recession in 1890-91. That 
seemed to be the end of production from Pennsylvania, as the production fell 
dramatically and despite the fact that there were technologically advanced recovery 
techniques the production could seem to reach that one of 1891. 
The next era is that one of 1900-1945 where electric lighting came to stay and also the 
petroleum at that time started to be used for commercial and industrial heat and for 
power and for transportation. Additionally, as time went by, the crude oil had started 
to become important not only as an economic value but also in other economic 
sectors, such as manufacturing and sales. 
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At that time there were extremely huge earnings in production from Texas, California 
and Oklahoma. These earnings eliminated the shortages of 1920 and created a 
downturn trend in oil prices leading to a decline in oil prices approximately about 40 
percent for 1920 and 1926. This decline along with the Great Depression that 
appeared in 1929 led to another drop in the price approximately around 66 percent of 
its value in 1926. Another issue that had occurred was how efficiently the people 
might manage a reservoir. Due to the lack of ruling this procedure had turned out to 
be a chaotic race between the producers in order to extract oil in adequate quantities. 
Since the Great Depression appeared the legitimate need seemed to be more and more 
necessary in order to be applied some restrictions to the competition.  That led to 
several changes in the US regarding the government supervision of the industry and 
simultaneously to the creation of the regulatory agencies in each and every one state 
separately. These changes had spectacular results in a sense that the fields of 
Oklahoma and Texas, before the regulation, were producing less than 1/10 of what 
they had at their peak. In contrast with the period after the regulation was established, 
where the same field produced 50-60 percent of their peak levels at that time and at 15 
years later on. 
Later on at 1946- 1972 was the early postwar era. At that time and also nowadays the 
US has been the biggest consumer of oil in the world and this stayed that way until 
1974 when the Soviet Union surpassed the US. In this period others smaller periods 
are included: 1947-1948 is the period right after the World War II and there was a 
need to speed up the things in order to be inserted into the new automotive era. 1952-
1953 was the time where the Korean War took place. In addition to that, in summer of 
1951the Iran oil industry became national and it was boycotted and that led the US to 
order a 30 percent cut in the delivery of fuel for the flights of the civilian and also 
Canada suspended all the private flying. On 1956-1957 there was the Suez Crisis, 
which had serious economic effects for Europe. At that time there was no heat in the 
buildings or the hotels while there some blocks that they were closed in order to save 
some fuel. On 1969-1970 the oil prices increased because they are part of a bigger 
system, which suffered from inflationary pressures in the late 1960s. 
The age of OPEC (1973-1996) is about the transition from a world petroleum market, 
which is based on the Gulf of Mexico to another one, which is based on the Persian 
Gulf. Before the age of OPEC, though, there was the Bretton Woods system (1948-
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1973), which led to a depreciation of the dollar and parallel led to a raise in the price 
of the dollar especially for the most internationally traded commodities. On 1973-
1974 there was an embargo in the OPEC system, where the Arab members of the 
OPEC announced an embargo on oil exports only to some countries. Moreover, on 
1981 till 1986 another price collapses. That comes from the fact that the economies 
managed to adopt new technologies. In the first Persian Gulf War (1990-1991) Iraq 
and Kuwait possessed 9 percent of the world production of oil and that had as a result 
the price of crude oil to be doubled in a small time period(only a few months). 
From 1997 till 2010 and onwards is considered to be a new industrial era. That 
happens because the last generation has come up with many changes and 
transformations in many fields. The most important field is the transition from 
agricultural to modern industrial economies. That type of change had a huge impact 
and huge differences on the standards of their living and of course for the world oil 
market. In 1998 the new industrialized companies used only 17 percent of the global 
petroleum in contrast with nowadays that the industrialized companies are using a 
way more increased quantity. It is considered to be 69 percent of the global oil 
consumption. [2] 
Concluding, the crude oil is considered nowadays as a worldwide commodity. It is 
shipped via pipelines, tanker trucks, rail lines or seagoing oil tankers. There are two 
markets for the crude oil in general: the Brent North Sea crude and the West Texas 
Intermediate (WTI). There are also other types of crude oil that are priced with the 
help of the volume in crude they have, through a comparison in their quality that it is 
made and it is measured by their API gravity. [3] 
As far as the gas history is concerned, the course of it at some points resembles the 
oil history. Natural gas was at first a by-product of the crude oil exploration process. 
By many, natural gas was considered as a really useful fuel but the difficulty started 
because it was gaseous and its transportation was not only hard but also impossible 
due to technological limitations. The technology of that time, such as the pipelines, 
couldn’t contain successfully the natural gas without the possible danger of leakage or 
loss of the production.  Apart from that particular type of natural gas, there is another 
type, which is produced by coal. This type of coal was used in towns because its 
danger was less, and additionally this type was really useful in many fields in the 
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towns, such as street lighting and heating. On 1930 the previous problem with the 
pipelines had been solved and from now on more and more pipelines were built in 
order to service other distant areas by using the original natural gas product and not 
the one that is produced from coal. 
As time went by, natural gas was used more and more in several fields of the 
everyday life. Firstly, substitute the town gas for heating, cooking and also street 
lighting. Moving forwards, natural gas was used as fuel in the industrial sector and in 
the electricity generation and also in the transport sector. Due to the fact that there 
were price controls from 1950 till 1970 in the US, natural gas didn’t spread widely as 
it should, because the producers couldn’t cover the costs of exploration and 
production. Since that matter was solved, the natural gas market extended. At that 
helped the fact that the majority of the homes chose natural gas for heating and for 
electric utilities because natural gas is considered to cost lower than other types of 
energy, such as nuclear, wind or solar and simultaneously it pollutes less than coal, 
regarding the power generation. 
The seasonality of natural gas is a parameter that plays an important role. The 
heaviest usage of natural gas seems to be during the winter for heating. Crude oil, on 
the other hand, is used mostly for plastics, chemicals and transportation fuel. 
Therefore, natural gas is considered to be more seasonal than crude oil. The 
seasonality exists over the year despite the fact that in half of the places on earth is 
summer and on other half places is winter. That happens due to the fact that the 
natural gas market is regional because there are other difficulties, such as overseas 
transportation. On the contrary, the crude oil is a global market, which contains a 
huge supply and also a common pattern for crude oil prices. That is why Henry Hub 
natural gas prices are more volatile than WTI crude oil prices. 
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 Figure 1.1: HH Spot Weekly Price and Historical Events  
 
Figure 1.1 indicates the weekly spot movements for HH natural gas from the last 
week of January 1991 through December 2008.  As it is obvious there are some spikes 
in 1998, which might be an indication of forecasts for cold weather or flooding in the 
Northwest and Midwest. The graph illustrates that the first spike in prices happened in 
early 2000 and reached until summer of 2001. From the graph it is obvious that on the 
early 2000 the California Energy Crisis happened. This combined with other factors 
had as a result the natural gas prices to increase dramatically. To be more specific, 
California, at that time, was at the peak of its business cycle, thus the demand for 
electricity was extremely high independently from the weather effects. Moreover, the 
prices during the year 2001 clearly are fluctuating due to the weather and gas issues. 
On 2002 and 2003 the spikes that appear make more clear the linkage between oil and 
natural gas markets. During the second Iraq War the oil prices rose steadily while 
there was an assumption that the supply shortages could lead to a greater increase of 
the crude oil prices. It doesn’t cause any surprise when the gas prices increased too. 
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Figure 1.2: Price Discount –AECO HH Natural Gas  
One reason that could explain why a rise in crude oil prices could create an increase 
also in natural gas prices can be answered though the figure 1.2. Natural gas is used in 
petroleum in refining and exploration. There are some oil sands industries that are 
based on Canada. These industries claim that the production of synthetic crude oil can 
make a reasonable profit in case the oil prices are above $40/Bbl. The prices at the 
AECO are traded with a discount to the domestic natural gas. When the high oil prices 
lead to several investments in oil sands fields then the price advantage is gone. Figure 
1.2 can confirm this theory. During the 1990 gas had been selling at discounts for 
about $2/Bbl and all of a sudden it changed and it was traded for a dollar of Henry 
Hub prices. Also, the summer of 2005 the double strike of the hurricanes Katrina and 
Rita led to a decline in gas prices at Henry Hub. On 2007 and 2008 there was a trend 
of increasing prices of natural gas. This increase reflected the explosion of the global 
crude oil prices. This increased activity it is possible to be owed in the production of 
conventional crude oil refining and also in the production of synthetic crudes, which 
pressure the gas supplies because they are competing with the uses for heating and 
power generation. 
All this analysis was made in order for us to be able to make a small summary in 
order to understand fully how natural gas and crude oil prices are linked and moving 
together. The first possibility regarding this is the direct competition between them at 
the drilling resources. Secondly, the sectors of manufacturing and generating, it is 
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known that, they use machines that are able to change from one product to the other. 
This happens when oil and natural gas are used as fuels. In addition to that, we should 
forget the fact that natural gas can be used as a feedstock for petroleum refining and 
oil sands operations. [3] 
The structure of this thesis is the following: 
Section 2 includes the literature review, where it analyses and defines the necessary 
and useful terms for this thesis. Apart from that, it studies the integration and the co-
integration in energy markets, the co-integration between natural gas and crude oil 
prices, the causality between natural gas and crude oil prices and finally the 
bidirectional causality between them. 
Section 3 describes the Financial Theories that in this thesis have been used. The 
financial theories are the Granger Causality Test and the Toda-Yamamoto Test. 
Section 4 includes the data that are used. 
Section 5 entails the models that are being estimated and the whole procedure that has 
been followed. 
Section 6 involves the empirical results that the estimation of the VARs led to. 
Section 7 includes the conclusions that I have come up to while I was running the 
tests. 
Section 8 contains all the references and the bibliography that was used for this thesis. 
Section 9 includes the appendix, with the data that have been obtained from the 
Bloomberg database in order to be used in this thesis. 
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Section 2: Literature Review 
2.1 Defining the terms 
To begin with, we should be familiar with the basic concepts of the causality. In other 
words, we should take a closer look at some terms that are related and mentioned 
repeatedly. 
First and foremost, comes the term of time-series. Time series is a sequence of data in 
successive order gathered in several periods of time. Time series analyses help us to 
see how a given asset, security or economic variable changes over time. Differently, it 
indicates how it changes compared to other variables for the same period of time. [4] 
In order for us to better understand the term we should take into consideration the 
several unemployment rates. This fact depicts an important measure of a healthy 
economy. Every month comes up a new variable, which help the whole procedure. All 
these variables added lead to a graph, which lead to a specific time series, according 
to Clive Granger. There is a possibility that the several time series can diversify in 
many ways. Some of them may be gathered more often than others that may be 
gathered less regularly. [5] 
Secondly, must be defined the terms of “non-stationarity” and “stationarity”. Non-
stationary behavior is considered to be the trends, cycles, random walks or a 
combination of the previous three. The “non- stationarity” data cannot be predicted, 
modeled or anticipated. The results that come up from the non-stationarity data can be 
false, meaning that they may show a relationship between two variables that does not 
exist. In order to receive true results the non stationarity data must be transformed into 
stationarity data. The non-stationarity data has a variable variance in contrast with the 
stationarity data that have a constant variance which does not depend of time. [6] 
Following there is a graph which depicts the non-stationarity data: 
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Figure 2.3: Non-stationarity behavior 
 
As far as the “stationarity” data is concerned we know that stationarity means that our 
data have constant mean, constant variance and that is a constant mean reverting 
procedure. [6] 
Following there is another figure, which shows how stationarity looks like: 
Figure 2.4: Stationary behavior 
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As far as the term “co-integration” is concerned, it turns out that the definition for the 
simplest case of two time series (xt and yt) that are both integrated and the their order 
of integration is 1 (meaning that they contain a unit root) is: 
Xt and Yt are said to be co integrated, if there exists a parameter α that ut= yt - αxt is a 
stationary process. [7] 
On the other hand Clive Granger has found another equation regarding this subject: 
Yt= a+ βxt+ εt, 
Where y is the dependent variable, xt is the single regression and εt is a mean-zero 
constant. Moreover, Granger supported that the equation must have a proper meaning 
and be consistent in a way that the right hand sight must produce the major properties 
of the variable that is being explained. That’s why Granger mentioned the concept of 
order of integration. More specific, if a variable can be stationary by differencing it d 
times, then the order of integration is d or else is I(d). 
Moving back to the Granger equation let us assume that xt and yt are I(1) variables. 
Then is also yt-βxt a I(1) variable. In case that the term εt is Ι(0), then the other part  yt 
- βxt is I(0), which means that this combination has similar statistical properties as and 
I(0) variables. But there is only one combination that the coefficient β is unique. In 
this rare case the variables xt and yt are called co-integrated. If a pair of variables is 
both co-integrated possessing the same hidden common factor, they can be considered 
as the “error correction model”. 
An “Error Correction Model” gives the chance of one variable of the series to be 
interpreted in terms of the lags of the differences between the series. The leftover 
series can be presented by a similar equation. All the data that are gathered from a 
model like this one are going to be definitely co-integrated. Due to the Error 
Correction Model the idea of co-integration became viable.  The Error Correction 
Models have contributed a lot in macro economy, which is why they have become a 
popular form of macro models while the co-integration constitutes a common element 
in them. There have been several applications of the Error Correction Model by using 
all the major variables, such as investment, taxes, consumption, employment, interest 
rates, government expenditure. 
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The main uses for “co-integration”, was to build statistical models linking major 
economic variables that both fit the available data better and agree with the 
conceptions of the model constructors about what the construction should look like. A 
major use of these models has been to provide short and medium term forecasts for 
important macro variables, such as consumption, income, investment, and 
unemployment, all of which are integrated series. The derived growth rates can be 
forecasted. The variables that can be forecasted not so easily are inflation rates and 
returns from speculative markets, such as stocks, bonds, and exchange rates. 
 
There are a number of stages to the forecasting process, getting the central forecast 
and then uncertainty bounds around it to give some idea of the risks involved in using 
this forecast. Finally, previous forecasts have to be gathered and evaluated. Hopefully 
any tendencies, trends, or swings in the errors can be detected so that one can learn 
and produce better forecasts in the future. Forecasts, also, do not just come from time 
series, but also from panels of data, which can be thought of as a group of series of a 
similar nature measured from different source. [5] 
 
Another concept, that made Clive Granger really skeptical, is the “causality”. The 
concept of causality is simple. There is a pair of interrelated time series and the user is 
interested in knowing if there are simple relations between these variables and which 
causes other. 
The statement about causality has just two components: 
1. The cause occurs before the effect and 
2. The cause contains information about the effect that that is unique, and is in no 
other variable. [8] 
 
2.2: Energy Economics Research 
In energy economics literature there are two categories that are interested in the 
applied econometric methods. The first one is the integration properties of energy 
variables and the second one is the co-integration and the Granger causality analysis. 
Narayan and Smyth propose two messages, which occur to have great importance in 
the energy economics field. The first one mentions that, there is a consensus that the 
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variables are stationary if tests use large-time data. Due to the fact that the panel data 
are powerful enough to reject the null hypothesis, the majority of these data unit root 
models that include several structural breaks indicate that most of the energy variables 
are stationary. The main point here regarding this information is that the literature 
regarding the energy unit root tests has reached to a certain point of consensus but in 
case there aren’t any new developments in the unit root tests, then the information 
regarding this specific application of the unit root tests does not offer new 
information. The second one refers to the question whether or not there is co-
integration among energy variables and non-energy variables. The answer to that is 
considered to be positive while the existence of a long run relationship between these 
two categories is considered as a fact. Regarding the interpretation of the evidence 
with the use of Granger causality tests there was no consensus fulfilled, taking into 
account the fact that the evidence is mixed. The mixed findings for Granger causality 
come up from various factors, such as the institutional differences between countries, 
the model specification and the econometric approach. Using the model specification 
and the econometric testing as terms that need to be treated with respect, there are at 
least two important considerations. The first one is that Granger causality usually can 
be tested in a multivariate framework, while the fact that the sample size that is used 
in order to begin with is small, this multivariate framework leads to loss of degrees of 
freedom. The second one refers to the optimal choice of lag length. Despite the fact 
that there is a choice that it is based on the lag length selection criteria, in case the 
selected lag length is high, the model results to be problematic because the sample 
period that is estimated is already small. That leads to an over-parameterized model. 
Alternatively, a multivariate model is more appropriate. But, this type of empirical 
specification needs a large sample size. In case large historical time-series data are 
absent, there is an alternative framework. These are the bi-variate models. There is 
obviously a trade-off. For a bi-variate model the problems and the concerns are 
connected with several omitted variables, whereas, for a multivariate model the 
problems and the concerns deal with the over-parameterization and also the loss of 
degrees of freedom, which leads to the error estimation. [9] 
2.2.1 Integration of energy variables 
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To be more specific, the main motivation as far as the integration properties of energy 
variables are concerned is to make sure if the shocks have permanent or temporary 
effects. In case the energy consumption or production entails a unit root then the 
shocks will have permanent effects. On the other hand, in case the energy 
consumption or production is stationary a shock will result in a deviation from its long 
run growth path. There are several parameters resulting from the fact that the shocks 
from the energy variables could be permanent or temporary. The most important 
effect in this situation is connected with the hypothesis that these shocks concern a 
policy change, which is designed either to reduce consumption of fossil fuels or 
promote the consumption of the renewable energy. In case the fossil fuels include a 
unit root, the policies which are designed to reduce the consumption, could have 
greater effects due to the fact that the negative shock, which are provoked by the 
change in the policy, will be insistent. Otherwise, in case the renewable energy entails 
a unit root, the policies, which are responsible to urge permanent changes, could result 
to be more effective in comparison with the policies, that are designed to provoke to 
temporary changes. An example of this could be the tax incentives. 
However, there are, also, several other outcomes as well. The first one deals with the 
fact that in case the energy is integrated into the real economy, it is expected that if 
shocks follow the energy production or consumption that leads to the fact that the 
non-stationarities will be transported to other macroeconomic variables, such as 
employment. Secondly, in case the shocks to energy variables lead to a persistence 
spreading to other macroeconomic variables, several questions are born about all the  
economic theories, such as the real business cycle models. Thirdly, if the energy 
variables include a unit root, this affects the forecasting in energy demand and also in 
the choice of the correct modeling of energy and other variables. 
 
The first studies that have studied this case and also have run the Augmented Dickey-
Fuller (ADF) unit root test for energy consumption for a lot of countries. These unit 
root tests concluded that the unit root test can be rejected for approximately one third 
of the countries.  The disadvantage, though, of these unit root tests (including the 
ADF) is the limitations that have. In other words they lack of power in ejecting the 
null hypothesis. 
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More and more studies have repeatedly mentioned the issue of lack of power of these 
tests in order to reject the null hypothesis while one or more structural breaks exist. 
There were several studies that used different kinds of unit root tests. These studies 
found out that the energy consumption is stationary around a broken trend. However, 
there are some studies that have reached to inconclusive results or found out that some 
energy variables contain a unit root, even after the accommodation of the structural 
breaks. Apart from that, there are studies that have examined the energy variables for 
fractional integration with or without structural breaks. The findings were that the 
degree of integration is between 0.5 and 1, which means that there is a high level of 
persistence. 
There are, also some last studies that have used panel data. One category of them have 
used traditional panel data unit roots tests in the absence of structural breaks, which 
led to indications in favor of a panel unit root. The second one has used panel tests 
that adjust several structural breaks to energy production or consumption. The 
majority of these studies have concluded that the energy production and consumption 
are stationary. [9] 
2.2.2. Co-integration, Granger Causality and long-run estimation 
Regarding the second part, which is the co-integration, the granger causality and the 
long-run estimation there is, also a motivation. The relationship between energy and 
GDP is motivated by the close relationship among these two variables. There are four 
hypotheses with important effects. These are: 
1. The conservation hypothesis: is the unidirectional Granger causality between 
GDP and energy 
2. The growth hypothesis: is the unidirectional Granger causality from GDP to 
energy 
3. The feedback hypothesis: is the bilateral Granger causality among energy and 
GDP 
4. The neutrality hypothesis: where energy and GDP are independent. 
Many studies of the early literature examine the causal relationship between energy 
and GDP in a bi-variate framework. A problem that occurs from this method is that 
there are variables that are skipped and they can result to wrong conclusions about 
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the causal inference between the variables. Therefore, the literature that follows is in 
charge of examining the causal relationship between energy and GDP in a 
multivariate framework adding in this form one or more variables, apart from the 
existing ones(energy and GDP). However, these models are more likely to the growth 
hypothesis in contrast with the bi-variate models. Although, from this procedure 
occurs another problem. It is not correct to add random variables due to the fact that 
the choice of the additional variables is defined from the beginning. 
There are quite a few papers that examine the relationship among energy and GDP 
with a third or a forth variable. The majority of these studies run an augmented 
production function model, where the third or the forth variable are placed on the 
right-hand side. To be more specific, one category of these studies, studies the 
relationship among energy, urbanization and GDP. Another one studies the 
relationship among energy, financial development and GDP. A third category studies 
the relationship between energy consumption, financial development, GDP and trade 
in China, while o a forth category studies the relationship among energy 
consumption, GDP and a foreign investment. 
The differences among these categories mirror inter alia differences not only in 
several econometric approaches but also in institutional characteristics in specific 
countries, in model specification, in variable selection and in time period. On the 
other hand it is noted that significantly smaller samples have the ability to produce in 
the samples a larger variability. The problem lies in the fact that for most countries an 
extremely long time series is not an option. There is, though, an alternative solution to 
this problem. That is the application of panel data models. 
There is a restriction though, while using the total energy data to study the energy-
GDP grid. The total energy does not show the extent that every one of the specific 
countries relies on the different energy sources. Therefore, the procedure of finding, 
or failing to find, a relationship among the aggregated energy consumption and the 
economic growth, might lead to covering the real relationships among all the energy 
types and the economic growth. Some studies, beginning with the Yang’s, think of the 
relationship between energy consumption and economic growth disaggregated by 
type. Other studies focus mainly on the relationship between specific fossil fuels, like 
natural gas, and oil. Apart from these studies there are others that examine the 
relationship between both aggregated and disaggregate energy consumption and 
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economic growth in different and alternative specifications, while others examine the 
relationship between economic growth and disaggregated data regarding several 
energy types with the use of an augmented production function model. One problem 
that might occur is that the outcomes of these studies might be misunderstood due to 
the fact that some energy types might be as independent as they should be of the total 
energy. 
As far as the geographic focus is concerned, most of the studies pay attention to the 
developed and industrializes countries, mirroring the availability of the data. One 
particular study had stated that the granger causality for the competing hypotheses is 
linked with the support for the growth hypothesis in terms of the economic 
development. The results from these studies do not cover the whole world generally 
but they provide information for particular countries and specifically for the industrial 
sector. 
From this analysis several results come out regarding the energy and GDP 
relationship. First and foremost, is that the models must be multivariate in order to 
avoid the problem of omitting some variables. The models should, also, entail a 
production function that incorporates the complexities between energy and other 
inputs. In case where there are few data available the research should pay attention on 
the other individual countries, where there is a trade-off. The trade-off takes place for 
applying it to a bi-variate framework, which probably leads to over-parameterising the 
model and also leads to loss of degrees of freedom. 
Secondly, the most appropriate data that should be used in these models are the ones 
that enhance the power of the unit root and co integration tests. Additionally, in case 
data are being used for single countries the long-term data are preferable. 
Moreover, in various analyses must be presented and calculated not only the Granger 
causality results from the production function, that was used, but also the magnitude, 
the sign and the significance of the long-run elasticities. Except from all these, the 
energy data must be disaggregated by type and sector in order to take into 
consideration the differences in energy intensity. The studies must compare the 
outcomes from the aggregated and disaggregated energy consumption data. 
Furthermore, the energy consumption data should be transformed in order to be 
compatible with the quality of the energy source. Last but not least, the most 
important, though, of all is that the maximum attention should be paid to identify how 
results differ according to the level of the economic development. [9] 
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Since it was thoroughly discussed the energy economics research, regarding the 
integration of the variables and the Granger causality for all the energy types it is 
necessary to mention a few things regarding the co-integration in energy markets. 
 
3. Co-integration in energy markets 
This chapter discuss about the long-term relationships that may occur in energy 
markets. In order to analyze these relationships, firstly, we should consider that crude 
oil; unleaded gasoline and heating oil future prices are co-integrated. That means that, 
the crack spreads
1
 will not deviate without bounds and they will return to their 
normal levels. Otherwise, if crude oil, unleaded gasoline and heating oil future prices 
are not co-integrated the crack spreads can deviate without bounds. The use of these 
spreads as a risk management mechanism will be questionable. Co-integration, 
therefore, is used among these future prices as statistical tools for determining the 
extremes. Following, the extremes can be used as a basis for trading strategies, in 
order to seek for arbitrage opportunities in crack spreads. In other words, co-
integration results are used for the identification of the mispricing that may occur. 
Natural gas and electricity prices are connected with equilibrium relationships in 
energy markets and more specifically in the power production. In the long run it is 
noted that the importance of succeeding in the electricity generating technologies, 
taking into consideration the fact that the fuels have a competitive behavior in the 
electricity production. Moreover, the fuel substitution capabilities in the electricity 
sector should not be forgotten because they contribute to the cointegration between 
the energy prices. That means that, substitutability between crude oil and gas 
products, while they are used directly and also the co-generation of electricity can 
influence the commodity price relationship. [10] 
The co-integration in energy markets is a matter of controversial issue. This means 
that, it had been examined thoroughly. The most important literature regarding co-
integration is divided into three categories: 
                                                          
1
 Spread is defined as the purchase of oil futures while offsetting its position by selling gasoline and 
heating oil futures. It is named crack due to the fact that from cracking oil are produced gasoline and 
heating oil. 
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I. Petroleum products 
II. Oil, gas and coal prices 
III. Electricity and fuel prices. 
 
I. Petroleum products. 
There are four researchers that have examined this specific issue: Chaudhuri, Asche, 
Lanza and Murat and Tokat. 
Chaudhuri tries to define which the role of real oil prices is in order to explain the 
volatility, which occurs in the prices of the primary commodities, taking into 
consideration the oil price shocks. He proves that the real commodity prices and the 
real oil prices have a co-integrated relationship at the time period of 1973-1996 and 
the magnitude of oil prices shocks is claimed to have substantial differences among 
the markets.  Furthermore, the real commodity price transformation is stimulated by 
the error correction term. 
 
Asche examined the relationship between Brent crude oil and refined product prices 
in the period of 1992–2000. The results of this examination were that there is a long-
run relationship between crude oil prices and gasoil prices. They find empirical 
evidence of a long-run relationship between the prices of crude oil, gasoil, kerosene 
and naphtha. Also, this examination showed that the crude oil prices are considered as 
weakly exogenous. Finally, this examination showed also that there is any co-
integration relationship between crude oil and heavy fuel oil. 
 
The analysis of Lanza presented that the dynamic of the prices are between 10 
varieties of heavy crude oils 
2
 and product prices
3
 not only in Europe but also in USA 
during 1994–2002. Apart from that, they proved that (i) the product prices are 
considered as statistically relative in the procedure of explaining the short- and the 
long-run adaptation in the field of petroleum markets, and (ii) the long-run adaptation 
of coefficients are considered as very sensitive in relation to the gravity of the specific 
crude. 
                                                          
2
 For example: Brent crude oil. 
3
 For example: gasoil  
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Murat and Tokat in their paper estimate the crack spread on the WTI crude oil with 
the use of weekly NYMEX futures for the period of 2000–2008. In their research they 
found that there is a causal effect of the crack spread futures on crude oil markets not 
only in the long but also and in the short run after the year 2003. In parallel to that 
Westgaard studied too the spread between gasoil and Brent crude oil using several 
futures on ICE Futures platform for the period of 1994–2009.  The results from these 
studies were that there is a co-integration relationship not only for the first but also for 
the second month of the futures contracts in the period of 1994– 2009. However, for 
the period of 2002-2009 any co-integrated relationships found. Due to the fact that 
these periods are known for their high levels of volatility it is reasonable that the 
spread between gasoil and crude oil has a high possibility to deviate and thus after 
several years it could return to its equilibrium value. The result of those facts is that 
the energy traders and hedgers should be aware of the situation in a sense that they 
know the dangers and the exposures to the crack spread should be treated with great 
consideration. [10] 
 
 
 
II. Oil, Gas and Coal Prices 
This subject was examined thoroughly by four researchers: 
1. Serletis and Herbert in 1999 
2. Bachmeier and Griffin in 2006 
3. Panagiotidis and Rutledge in 2007 and 
4. Moutinho et al in 2011. 
Serletis and Herbert in their paper mention that there are shared trends between the 
US Henry Hub natural gas and fuel oil prices at the time period of 1996-1997. An 
interesting notification is the fact that feedback relationships make their appearance, 
which is an indication of the fact that there are efficient arbitraging mechanisms 
across the two markets. 
Bachmeier and Griffin, on the other hand, evaluate the degree of the market 
integration for both crude oil and natural gas markets in the period of 1989-2004. 
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Their paper found out that the prices of crude oil at the world, such as WTI at 
Cushing, Oklahoma, are indeed co-integrated but the degree of market co-integration 
is weakly integrated for the US coal prices. This is an indication that crude oil, 
natural gas and coal markets their integration is considered to be weak. 
Panagiotidis and Rutledge found out the co-integrated relationship between UK gas 
prices and Brent oil prices for the time period 1996-2013. The highly liberalized 
nature of the UK natural gas market did not affect the time period that gas and oil 
prices were still moving together in the long run. The result of this study is debatable, 
though. Villar and Joutz published in 2006 that based on a co-integration analysis the 
oil and gas prices may have been decoupled in the period of 1985-2005. Brown and 
Yucel and Hartley have found out a co-integration relationship between the WTI 
crude oil and HH natural gas during 1994-2007 and 1990-2006. Brown and Yucel 
discovered that the short-run deviations that occur from the valued long-run 
relationship are able to be explained and interpreted by the various influences of 
weather and of seasonality. On the other hand, Hartley mentioned that due to the fact 
that there are seasonal fluctuations as well as other factors, for example weather 
socks and changes in storage, might lead to considerable influence on the short-run 
dynamic adaptation of prices. 
Moutinho show that the prices of Zeebrugge gas, fuel oil and Brent crude oil are 
considered to be co-integrated in Spainin the period of 2002-2005. Additionally, the 
prices of the Brent crude oil have the tension to move wanting to re-establish the price 
equilibrium. There is a suggested economic mechanism, which states that: in case 
there is an raise in demand, while taking into consideration that there is a fixed 
production capacity, the fuel as well as the raw material from which it is made, leads  
crude oil to become scarcer. If we take into account these characteristics the authors 
fortell that the trend for crude oil and other fossil fuel prices (gas, coal and fuel oil) to 
move fast while following one another will become even more strength , due to the 
fact that the four products in the heating and electricity markets are substitutes. [10] 
 
II. Electricity and fuel prices 
 
In this section there are other researchers that have examined this issue: Asche, 
Mjelde and Bessler, Mohammadi and Bencivenga. 
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Asche showed that natural gas, crude oil and electricity prices have a co-integrating 
relationship for the years 1995–1998. In this relationship the most important 
commodity in the long-term was the crude oil. 
 
Mjelde and Bessler in their paper found out that the price series of natural gas, crude 
oil, coal and uranium have a co-integrated relationship along with the electricity 
prices that come from the US Pennsylvania–New Jersey–Maryland Interconnection 
(PJM) at the period of 2001–2008. The authors, though, could not find any sign of are 
common trend. The only thing they found out was that the fuel prices have the 
tendency to move the electricity prices. 
 
Mohammadi in his paper leads to his result by indicating that coal, natural gas and 
crude oil do not influence the electricity prices during the years of 1960-2007. 
Important relations in the long run have been found only among electricity and coal 
prices. 
 
Bencivenga in his paper tried to analyze the relationships that already exist among 
crude oil, natural gas and electricity prices not only in the USA but also in Europe 
with the help of the Error Correction Model (ECM) in the years 2001-2010. This 
research showed that there is a long-run equilibrium among the several pairs of 
energy commodities both in Europe and in the America. 
 
All these studies together and gathered prove that there is a link between crude oil and 
fuel prices in the long term. This outcome has an explanation which comes from the 
economic theory, due to the fact that there is an indexation of many long term futures 
contract regarding the oil price and also the decision of the other prices, which are 
based on the different qualities of the oil products. However, there was a downfall 
regarding the link between crude oil and natural gas recently because of there were 
many changes in the industrial sector regarding the production of natural gas as far as 
the regional sector is concerned. [10] 
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After examining all the researchers that have been interested in these several fields it 
is useful to examine a little bit more the co-integration analyses regarding the energy 
markets. 
 
 
3.1: Co-integration analyses for energy markets. 
The energy markets, as it was repeatedly mentioned before, are strongly inter-related. 
More specifically, it was clear the presence of the co-integration either between 
petroleum products or between oil and gas prices. The heart of the results leads to the 
fact that the energy markets share several ordinary trends over time. An example 
might be the worldwide demand for energy that has come up against an extremely 
high growth over the last decades. Except for all the above, the energy sources 
provide the producers and the consumers with the ability of substitution, meaning that 
the energy sources can be substituted, or in other words switched one for another. The 
substitution is depending on the fact of which one of the energy sources is the 
cheapest one. The most obvious in this case is the fact that the crude oil, using as 
benchmark the WTI, consists the leader of all the other energy sources due to the fact 
that most of the time it triggers the adaptation of the long term stationary equilibrium 
among the variables in the co-integration system. [10] 
 
The most important thing, however, lies in the relationship that exists between the 
crude oil and the natural gas. Therefore, it is presented below the relationship 
between them, regarding not only their co-integration but also their causality 
relationship. 
 
3.2: The co-integration relationship between oil and gas prices 
 
Most of the recent studies have proved that there is a co integrating relationship 
between oil and gas prices. Most of the papers that have studied this topic, they have 
not included the presence of the structural breaks in this relationship. That happened 
due to the fact that over the last 30 years there has been a variation regarding the ratio 
of crude oil to natural gas prices. This ratio was above 10 for 1985-1995 and then 
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below 10 until 2005. After 2009 the ration increased above 30. This change in ratio 
has confirmed the speculation of decoupling between the prices. 
It is necessary the structural breaks to be modeled in the pricing relationship regarding 
them as switches among the co integration regimes while these switches are 
considered to be determined according to a first-Markov process. There are some 
clues that cause the regime switches in this relationship. The most common are the 
technological changes and the changes in the legislation. These structural breaks are 
important for incorporating them in the model because they can lead to a forecast 
failure. The analysis that the author made incorporates these elements into the co 
integration equation and that leads to the incorporation in the error correction model 
(ECM). 
Furthermore, an answer is given to the question about the decoupling that appeared to 
have between oil and gas prices. The regime switching model is used and also the 
necessary data and it is showed that indeed the parameters that drove the relationship 
between oil and gas prices changed from 2000 to 2009 and they have returned to their 
pre 2000 values. 
Previous studies had two regimes regarding the natural gas and crude oil relationship: 
the first one is where the oil prices are high in comparison to natural gas while the 
second one shows that the natural gas prices are higher than the oil prices. 
In order, though, to determine the most suitable number of states the author used the 
co integration equation with a ranger from one till three.  After following the 
necessary procedure (comparison of the results of each model, the estimation of the 
probabilities and the Akaike’s Information Criteria) the conclusion that has been 
reached is that the states should be two. 
In order to compare the one and two state models must not be turned down the fact 
that there is a unit root in the residuals in the one state equation while using weekly or 
monthly based data. This is an indication that in this type of model the logs of natural 
gas and crude oil are not co integrated. On the other hand, at the other type of model 
that are turned down, the fact that there is a null unit root in the residuals in the 
equation while weekly and monthly data are used. This, alternatively, means that 
there is co-integration among them in the two stated model. 
In addition to that, the probabilities that exist in the two state models are considered to 
be stable in comparison with the one-state model in a given state for some time. From 
all these factors is showed that the two-state model is the most appropriate model in 
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order to figure out whether there is a co-integration between natural gas and crude oil 
prices. 
 
The major point of this analysis is to introduce a regime-switching relationship among 
crude oil and natural gas prices. That is proved by the fact that the equation among 
these two prices works within the framework of a two-stated model. As far as the one 
state model is concerned, the residuals from this equation have a stationary 
distribution and contain only one unit root. That shows that the two-state model is 
widely acceptable and suitable for longer periods that the one-state equation. Apart 
from that, there some extra clues that indicate that the two-stated model is more 
superior to the one-stated model, through a comparison of the results of the ECM for 
both cases. This fact entails a choice of t a time interval, in which the one-state model 
turns down a unit root, then the ECM model that has run through for the two stated 
model is better and more suitable in comparison with the one-state model. 
Moreover, it is quite clear from the results that there was not any “decoupling” in 
crude oil and natural gas prices in 2000 but there was a turnover in August of 2000, 
which showed that the natural gas prices performed better than the crude oil prices. 
This regime collapses while Enron collapsed too. After May 2009 the relationship 
returned to its previous condition, the crude oil prices are increasing more than the 
natural gas prices. [11] 
 
Since the co-integration between crude oil prices and natural gas prices has been 
mentioned, it would useful to report a bit further the causality that exists between 
these two elements and to look for if the causality between them is bidirectional or 
not. 
 
4. Causality between crude oil prices and natural gas prices 
 
One might wonder why it is important to examine the causal relationship between 
crude oil prices and natural gas prices, since these two elements have different uses 
and apart from that they are used in separate markets. That question can be answered 
through two different perspectives: 
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i. The industry participants 
ii. The policy makers. 
 
i. Regarding the industry participants there are more than one reasons that 
justify the fact that the relationship between crude oil prices and natural 
gas prices is useful. There are more than one major players connected with 
that field, such as the international energy majors, the independent power 
producers and also the energy traders and marketers. 
 
As far as the international energy majors are concerned, these take place both in 
oil and natural gas markets. The most important thing is to understand the 
connection between the price movements and the commodities in order to predict 
the price behavior in the long run, to ease the various project planning and profit 
maximization and parallel to recognize the potential hedging strategies. Natural 
gas is considered as a feedstock in petroleum refining operations. The industry 
players, though, consider that their knowledge about the subject are superior than 
others and that leads to the fact that they know better the outcome of the demand 
on the natural gas over the overall prices of natural gas. 
 
The power producers have the ability to build several power plants. The cost of 
building one power plant can reach the amount of 1 billion dollars and parallel to 
that the operating expenses are determined by the fuel costs. The right choice of 
fuel is necessary in order to maximize the essential profits and to minimize the 
losses. The question about which type of fuel the power plants should use is major 
and the options are narrowed between crude oil and natural gas. Knowing, 
although, that the prices of natural gas are fluctuating because of the influence of 
the movements of the crude oil industry, it should be wise to take second opinions 
regarding this major decision. 
 
Apart from them, there is, also, other energy dependent industries, such as large 
factories, can use the option of fuels in the boiler. That leads, usually, to the 
choices between fuel-oil, coal or natural gas boilers. The fact that, there is a bunch 
of information regarding the relationship between crude oil and natural gas prices 
gives the ability to these industries to choose the best option for them. That 
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indicates that the fuel decision has a huge impact on the costs of these industries 
for a very long time. 
 
ii. The policy makers, due to the fact that they know exactly how their sector 
functions have the advantage that they obtain a wide variety of data in 
order to make the right decision about the most suitable fuel. Policy 
makers have the great advantage that they are tasked with decisions 
making that affect a wide range of the economy but the greatest 
disadvantage comes in the field of knowledge of the field and expertise 
about that. [3] 
 
 
 
 
4.1 Bidirectional Causality among Oil and Gas Prices 
 
It is well known that there is a relationship of co integration between these two 
elements. Although, through several studies it is known that the gas market affects the 
oil market and parallel the oil market also affects the gas market. It is shown that the 
results from the gas inventory on oil price volatility are stronger than the results of oil 
inventory on gas price volatility. In addition to that, there are some spillover effects 
from the gas market to the oil market. These spillover effects present some crucial 
swings regarding the values of the future contracts. 
If we take into consideration the economic theory, it proposes that the bidirectional 
causality between oil and gas prices is necessary for many reasons. The demand side 
claims that oil and gas are substitutes due to the fact that not only the power of 
generation but also the industrial sector can change during the production input from 
gas to products refined from crude oil. In this situation if there is an increase in the 
price of one energy source, then the firms might move to other energy sources. 
As far as the supply side is concerned, now, an increase in oil prices might lead to 
positive and negative changes regarding the gas prices. That happens because oil and 
gas most of the times are produced by the same underground reservoirs. That leads to 
the fact that if the oil price goes up then also the gas supply will go up, resulting to the 
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lower gas prices. Simultaneously, in case there is an increase in oil prices the 
competition between the resources is growing and new resources appear. Such as, 
drilling rigs, production facilities and also engineering and operations staff, which are 
used for exploring and producing oil and gas resulting to an increase of the supplying 
gas and leading to an increase on its price? 
 
In order to reach into a conclusion, it was necessary a methodology to be adopted. 
This methodology used two different ways of studying the linkage between oil and 
gas. The first step, states that the link between them should be checked for the 
volatility. More specifically, it should be checked about the volatility technique and 
graphs that show the realized volatility against the time-intervals of 1 minute. This 
study ended up that the appropriate length for this is the 10-time interval in order to 
stabilize the volatility. Secondly, they used the future contracts. To be more accurate, 
the trade of oil stops on the third business day prior to the twenty-fifth calendar day of 
the month that is about to happen the delivery. On the expiration date oil must be 
delivered to Cushing, OK. On the other hand, the trading of gas stops on the third 
business day prior to the first delivery month. On the expiration date gas must be 
delivered to Henry Hub, LA. The most common phenomenon is that the least of the 
market participants make physical delivery while the contract is expiring. 
Alternatively, they roll over positions in order to create a new contract. These 
contracts are future contracts and they are made up by using the current contracts until 
they expire. The volatility was checked and measured in absolute terms. In order the 
hypothesis to be more valid it was necessary a testing also for stationarity of the 
return of the series. 
Regarding the results that came up they were separated in two sub files: the first one 
has to do with the oil price volatility and the second one refers to the robustness 
checks. 
As far as the price volatility is concerned several other parameters are referred to, 
such as the graphs, the cross-commodity effect, the joint model of oil and gas price 
volatility, the effect across futures contract maturities and the pre-announced and the 
post-announcement effects. As far as the robustness checks are concerned only the 
structural breaks and business cycle was referred to. 
Starting with the oil price volatility and the results that came across regarding the 
parameters, it was stated that, across different time zones in the days there were 
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fluctuations. The reasons for these fluctuations may be the opening and the closing of 
the market, the different time zones or the changes in the volatility pattern. 
 
The cross-commodity effect talks about the results for the price volatility of the oil for 
the futures contract. 
 
The joint model of gas and oil volatility describes that in order to analyze the effects 
of gas inventory on the oil price volatility we should compare them. The errors that 
may occur for both gas and oil regressions are estimated while the coefficients can be 
measured because the data cover the whole day. There is a change, though, on the 
effects of gas gluts and on shortages on the volatility of oil, which show that the 
spillover effect across the markets leads to the expected directional impact on the gas 
volatility. The most important thing is that the impact that gas gluts and gas shortages 
have on oil gluts and oil shortages is twice as strong as it is considered on the gas 
volatility. 
 
Regarding the effects on the futures contract, in order to be examined the fact of how 
the news have an impact on the future price volatility into the future,  the model for 
the upcoming contract was run and for the following six months contracts for both oil 
and gas. This test shows that the bidirectional causality showed by the cross 
commodity effect holds the maturity structure as the oil and gas inventory variables 
are still important for the longer maturities. 
 
For the pre-announcement and post-announcement effects it was proven that there is 
an impact of oil and gas inventory announcements on the oil price volatility before the 
announcement. The dummy variables, that were used, indicate that the volatility is 
lower than it is usual for 70 min before the oil announcement for oil and 30 min for 
gas. After the announcement the oil volatility stays higher for 60 min and for the gas 
volatility is 20 min. That indicates that the oil market participants lower their trading 
activity while they are waiting for the inventory announcements and increase their 
trading activity while the reports are released to the public. 
 
The robustness checks have to do only with the structural breaks and the business 
cycle. More specifically, the oil and gas markets are affected by various developments 
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such as an increase in futures trading or the introduction of the LNG technology and 
also the development of various shale gas fields. That is the reason why they added 
dummy variables for several years. The results from this test show that the two way 
causality among them was unaffected. 
 
From the economic literature review and also from the empirical results, that show 
that the two markets are co-integrated, it is expected that there is a two-way causality 
between these two variables. The previous studies have shown, though, that the oil 
market can cause the natural gas market but not vice versa.  So, it is more than 
obvious that despite the fact that these two markets are co-integrated their causality 
happens only from crude oil to natural gas and not the other way around. [12] 
 
Section 3 will present the two main financial theories that were used in this thesis: the 
Granger causality model and the Toda Yamamoto model. 
Section 3: Financial Theory 
 
3.1 Defining Granger Causality 
 
In this particular field there are two main principles regarding the granger causality 
test that is examined: 
a. The cause happens before the outcome takes place. 
b. The cause contributes in making one and only changes in the outcome. In 
other words, the causal series entails unique information about the outcome 
series that is not accessible otherwise. [8] 
The Granger causality test is a statistical hypothesis test in order to specify whether 
one time series could help in the procedure of the forecasting of another one. 
Ordinarily, all the regressions reflect "simple" correlations, but Clive Granger 
supported that causality in economics could be tested, by measuring the ability to 
predict the future values of a time series using the previous values of another time 
series. That means that the Granger causality is used to specify whether one time 
series help in the forecasting procedure of another one. It also, claims that we should 
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move beyond correlation in order to test for any causation and it can only be applied 
to pairs of variables while it may be misleading if true relationship involves three or 
more variables. [13] 
 
According to Granger causality, if a variable X1 granger-causes a variable X2, then 
past values of X1 probably include information that give a hint in predicting X2 
variable. The Granger Causality test consists of the null hypothesis (Ho) and the 
hypothesis one (H1). The Ho says that all regression coefficients of P1t on the lagged 
prices P2t-1 , …., P2t-p are null. A p-value, which is lower than 0.05 means that Ho can 
be rejected and can be causality accepted with 95 % confidence level. 
 
Figure 3.5: Granger causality 
 
In case a time series X granger causes Y, the models in X are pretty much repeating 
themselves in Y after a certain period of time (two examples are depicted in the above 
figure with arrows). Therefore, the past values of X are used for the prediction of the 
future values of Y. 
 
In case the time series is a stationary process that means that the test is carried out 
with the use of two (or perhaps more) variables. In case the variables are non-
stationary, then the test is carried out by using the first differences. The number of the 
appropriate lags that must be included is usually selected with the help of an 
information criterion, such as the Akaike information criterion or the Schwarz 
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information criterion. In case there are any particular lagged values of one of the 
variables, these are retained in the regression, if firstly it is important according to a 
T-test, and secondly these along with the other lagged values of the variables add up 
illustrative power to the model according to an F-test. Then the null hypothesis of the 
denial of the Granger causality is not rejected under the circumstances that the values 
that are not lagged and consist part of an explanatory variable, have been preserved in 
the regression. 
 
 
 
3.2 Granger Causality Testing: 
According to Freeman (1983) there are two different set of tests in order to define the 
Granger causality. 
 
3.2.1 ARIMA models/Cross-Correlations 
In case the series are stationary ARIMA processes as follows: 
Φ   = θ   -  (1) 
Φ   = θ   -  (2) 
 
Αt that point it is necessary to consider the cross-correlation operations regarding 
these two series. More specifically, regarding the null hypothesis, which states that 
there is no granger causality in both directions, the cross-correlation of the terms uxt 
and uyt   will eventually be zero for both negative and positive lags. 
 
In order for this approach to be carried out, two steps are necessary: 
1. The estimation of an appropriate ARIMA model for each series 
2. The estimation of the cross-correlations of the estimated ˆus. 
 
In this case if the cross-correlation values larger than ±2 standard errors that is an 
indication that there is Granger causality between the variables. 
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As in all methods, also in this one, there are a few drawbacks, such as: 
 
• Firstly, this approach entails the danger of variability as far as the choice of lag 
length is concerned. 
•Secondly, this method is not capable of informing about the directionality of 
causality. Instead it provides information regarding the presence or absence of it. 
•Last but not least, this method of statistic lacks power. 
 
From the above drawbacks we reach to the conclusion that in this approach is not 
used in general. [14] 
 
 
3.2.2 The “Direct Granger Method” 
The second way regarding the granger causality methods is accessible in a more direct 
way. This way uses the regressions of each variable on lagged values both of itself 
and the other. The formula is the following one: 
 
Yt = β0 + ∑βjYt-1+∑ YkXt-k+ut 
 
In order to examine this regression with the simplest way is to use an F-test. The 
selection of the appropriate lags J and K is crucial while the insufficient lags lead to 
auto correlated errors and simultaneously at incorrect test statistics. On the other hand 
the existence of too many lags may lead to a crucial reduction of the power of the test. 
 
The most crucial point of this theory is the fact that the Granger causality testing 
should take place only if there is a fully-specified model. In case the model isn’t well 
determined, “spurious” relationships may be found, despite the fact that there 
relationships among the variables are not actual. [14] 
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3.3 Limitations and Extensions 
 
There are, though, some limitations and extensions. The most important are these 
three parameters in this section: linearity, stationarity and the dependence on the 
observed variables. 
a. Linearity 
Granger causality has been formed in a way that can provide information only about 
the linear features of the signals. However, nowadays, there are some extensions to 
non-linear case, which are more difficult in practice use and apart from that their 
statistical properties are less understood. 
b. Stationarity 
The granger causality supposes that the variables are stationary. In case there are non-
stationary data there is a technique that can facilitate the situation. This technique 
states that the variables are considered as stationary. 
c. Dependence on observed variables 
Generally, granger causality is based on the fact that it is absolutely dependable from 
the suitable choice of variables. Apparently, there are some causal factors that are not 
embodied in the regression. These factors obviously cannot be presented in the 
outcome. [15] 
 
3.4. Methodological Issues 
The Granger causality in general has some methodological issues. These are related 
to the number of variables that are examined, the actual test method and the 
suitability of energy and economic variables that are used. 
i. Number of Variables 
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The majority of the studies that want to test for granger causality in a time series 
analysis framework use bi-variate models, which include an energy variable and 
an economic variable, such as income or employment. There are some other 
cases, such as tri-variate approaches, that use a model that entails three variables 
(energy, income and prices or energy). While others use a multivariate approach 
and the model is contained by the variables of GDP, energy use, capital and labor 
inputs. 
It is proven that a multivariate approach might help avoiding several econometric 
problems, while it also helps in a sense that it creates a wide range of causality 
channels. In comparison with a bi-variate model in which entails the danger of 
leading to spurious correlations and to false outcomes. 
 
ii. Test methods 
As far as the causality test method is concerned, there are the older methods and the 
newest. The oldest are considered to be the standard Granger causality and the Sims 
method. But the fact that some data where non- stationary ended up to the fact that 
the results were spurious. Therefore, after this fact the majority of the studies 
proceeded into not only making unit root tests in order to check for the stationarity of 
the variables, but also they proceeded into making a co-integration analysis and after 
that they formulated a Vector Error Correction model (VEC) so as to have the 
control of the long-term and short-term sources of causality among the variables. 
In recent years, the methods that are used the most are the ones that it is not 
necessary to proceed to a stationarity test or a co-integration test. For example, such 
methods are considered to be the autoregressive distributed lag approach due to the 
Dolado-Lutkepohl and Toda-Yamamoto methods. These methods are using a 
modified Wald test in an augmented vector autoregressive model. The most 
important part of these new methods is that the hypothesis tests can be performed 
either way and it has the least meaning whether or not the variables are stationary or 
if there is a co-integration relationship between them. 
 
 
iii. Type of Variables 
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In most cases the variables that are commonly used are the primary energy 
consumption and the real GDP in several causality studies. But if there is 
dependency from the data availability the specific energy forms must been examined 
separately. 
The major point is the correct selection of the most suitable pairs of energy and 
economic variables so as we are more than sure that the results from the causality 
tests are correct. It is very common that in most regressions the variables are not 
matched with each other. For example, there are some tests that contain the variables 
of total energy consumption and industrial output, or energy industrial use and total 
GDP or energy consumption and GDP per capita. It is known that the energy and the 
economic activities in these cases do not cover the same area or perhaps they are 
expressed in different units. That leads to the question whether or not these results 
will provoke policy implications. [16] 
 
 
3.5 Vector Auto regressions: Granger Causality and Impulse Response 
Functions 
Regarding the Granger causality, the VAR is considered to be a tool that we can 
prosecute several causality tests, or to be more specific, Granger causality tests. 
Granger causality entails a correlation among the today’s value of one variable and 
the past values of others. However, this is not considered as several changes in one 
variable that is causing several changes in another one. The use of an F-test regarding 
testing the significance of the lags regarding the illustrative variables, this takes place 
in the Granger causality tests among these variables. There is a possibility that there is 
a causality running from variable X to Y, but not Y to X, also from Y to X and yet not 
from X to Y while it is possible that there is a causality running from both Y to X and 
X to Y. The last option, though, belongs to the hardest options regarding the 
interpretation of the results. Apart from that, the Granger causality test has another 
use. It can test whether or not a variables is considered to be exogenous. 
As far as the appropriate number of lags in VAR is concerned, there are two well-
known methods in order to estimate the optimal lag length for a VAR. The first one is 
the Akaike information criteria, while the second one is the Schwarz-Bayesian 
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information criteria. In order for us to be sure that the VAR is well specified, are 
necessary to be done the diagnostic checks. More specifically, the LM test for 
autocorrelation must be done in advance. In case there are clues that autocorrelation 
exists, the necessary procedure is that more lags should be added until we reach the 
point that the autocorrelation is eliminated. 
There is also another parameter, the impulse response functions.  This one could be 
useful in order the correct time path of the dependent variables of the VAR to be 
created within the VAR. In case, there is a system of equations and this system is 
constant, if any shock makes its appearance, then this one should decline till it reaches 
zero while the existence of an erratic system would lead to the creation of an eruptive 
time path. In order the procedure to be more comprehensive a simple equation 
procedure follows: 
 
 
 
Consider a basic VAR (1) model: 
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In this VAR the s is a stock price return, if we then assume a simple two stock price 
system, then the matrices and vectors in full would be: 
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After that we have to calculate the value for each dependent variable, with the fact 
that a unit shock to the variable ts1  at time 0t . The value of each dependent 
variable can be decided at 3,2,1,0t etc. In this case there is no effect in the ts2
variable due to the fact of how the model is created, however if the 11 ts  variable had 
been significantly different to zero, then that leads to the fact that the shock would 
have influenced both of the variables. 
 
011 sAs   
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The procedure keeps running until it reaches the point where the dependent variables 
becomes zero, which means that it becomes constant, or on the other hand it becomes 
very large erratic. The same procedure could have been done with ts2 , but in this 
case the dependent variable could have been influenced from both of the illustrative 
variables with the advantage that there are two separate time paths. 
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Impulse response functions have, though, an alternative method, which is the 
Variance Decomposition in order to examine the results that the shocks reach, 
regarding the dependent variables. With this technique is decided the quantity of the 
forecasts, regarding the error variance for any variable in the system, can be 
thoroughly explained with the help of the innovations that take place to each 
explanatory variable. It is common that several series of shocks can provide an 
explanation for the majority of the error variance. However, the shock has also the 
ability to influence also other variables that exist in the system. Another important 
parameter is the ordering of the variables when these tests take place because the error 
terms of these equations in the VAR will probably be correlated and consequently the 
outcome will depend on the equations from which the model is estimated. 
 
Last but not least are the Vector Error Correction Models. These types of models are 
mostly connected with the VAR regarding the co-integration approach. In it necessary 
to make absolutely sure the fact that the variables are co-integrated while the same 
happens with the bi-variate ECMs. However, there are a few thoughts regarding the 
number of the co-integrated vectors. In case that there are more than one, theoretically 
there can be more than error correction terms. Excluding this fact, though, the Vector 
Error Correction Model has the properties that a bi-variate ECM includes. [17] 
 
3. 6 Toda Yamamoto 
3.6.1 Defining the Toda Yamamoto Model 
In econometrics the vector auto regressions (VAR’s) are one of the most overused 
models. There are some cases, though, that have been examined by various 
econometricians, such as Park and Phillips (1989) or Sims, Stock and Watson 
(1990) that have proven that that models are not applicable in case the variables 
are integrated or co-integrated. There is a possibility, that the variables are I (1), 
which means that they are integrated of order 1 but they aren’t co-integrated. In 
this case the next step is the estimation of a VAR with the use of the first 
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differences of the variables in order the theory to be compatible with the 
hypothesis that it is tested in the VAR. Apart from that, there is a possibility, also, 
that the variables are C (1), which means that they are co-integrated of order 1 
while in this case the necessary step is to proceed to an error correction model 
(ECM). The fact is that in most cases it is not known from the beginning whether 
the variables are integrated or co-integrated or stationary. That leads to the fact 
that it is necessary to be run some tests regarding the unit roots and the co-
integration, in order the estimation of the VAR to be correct. 
There is more than one test regarding the unit root tests, such as Dickey-Fuller or 
Phillips and Peron but these tests lack of power in proving the stationarity or not 
of the variables. Apart from these tests, there are also other that have to do with 
the co-integration, such as Stock and Watson. But also these tests is proven that 
are extremely sensitive regarding the nuisance parameters in finite samples, 
leading to the result that they are also not trustworthy for sample sizes. 
The majority of the researchers, though, are not interested in the existence of unit 
roots or co-integration. On the contrary, they are interested in testing several 
economic hypotheses as an expression of the coefficients of the model. The most 
suitable test for this case is a test that is lusty to the integration and co-integration 
stuff in order to be successfully accomplished the avoidance of the pretest biases. 
The Toda and Yamamoto method describes a simple way to overcome all the 
problems that have occurred if the VAR has some unit roots. This particular 
method is applied either when the VAR is stationary or integrated or co-
integrated. Therefore, this method has the ability of testing whether there are 
linear or non linear restrictions regarding the coefficients with the help of the 
application of a VAR model and of the Wald criterion. That means that this 
method’s attention is not focused on the integration or the co-integration of the 
variables but on the results that will occur as soon as the test is done. [18] 
 
 
3.6.2. The Toda Yamamoto Model 
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The Toda Yamamoto method can be better described by distributing the procedure 
into 13 steps, in order to be fully and clearly understood. 
1) First of all, we should test each and every one of the time series in order to 
define the order of the integration. These tests might be either an ADF test 
or a KPSS test. In the ADF test the null hypothesis is non-stationarity, 
while on the other hand in the KPSS test the null hypothesis is stationarity. 
2) The second step is to define the maximum order of integration. In this case 
we consider that the maximum order of integration for a particular time 
series to be m. In case there are two time series and the first is I(1) while 
the other one is I(2) then the maximum order of integration is m=2. In case 
there are other different time series, which are found to be the first one I(1) 
and the second one I(0), then the maximum order of integration m=1. 
3) Following, it is necessary to be set up a VAR model with the data but in 
this step the order of integration isn’t necessary. In this step it has major 
importance the fact that the data mustn’t be differentiated regardless of the 
outcome of the first step. 
4) The next thing is the definition of the maximum lag length for the 
variables. For this the usual criteria can be used, which are the AIC or the 
SIC. 
5) The VAR must be well determined in the sense that there isn’t any serial 
correlation between the residuals. In case that happens, then the maximum 
lag length must be increased in order for this issue to be solved. 
6) In case one, two or more time series are found to have same order of 
integration (and we tested for them on step 1) then we should take into 
consideration the fact that perhaps there is a level of cointegration between 
them. This will be checked by using the Johannes’s methodology in order 
the outcome to be reliable. 
7) It is really important to understand the fact that the Toda-Yamamoto 
method isn’t interested whether the variables are stationary or not, or 
whether they are co-integrated or not. So, in this case, we don’t take into 
consideration the results from step 6 because they don’t affect the 
following steps. This step is useful only because it gives the opportunity of 
a possible cross-check regarding the validity of the results. 
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8) At this step we use the preferred VAR model and at that we add the m 
additional lags of each of the variables in each equation. 
9) After all that, it is necessary to check for grange non-causality. In order the 
procedure to be more explanatory an example is given. The VAR has two 
different equations, one for X and one for Y. Then we should check for the 
hypothesis that the coefficients of the first p lagged values of the X 
variable are zero in the Y equation with the use of a standard Wald test. 
Then the same thing is being repeated for the coefficients of the lagged Y 
value in the X equation. 
10) One thing that has great importance is that we don’t comprise the 
coefficients for the extra “m” lags when the Wald test is taking place. 
These are helpful in order to fix the asymptotics. 
11) The Wald test will be chi-squared allocated. 
12) The rejection of the null hypothesis means that there is a rejection 
regarding of Granger non-causality. This rejection supports the existence 
of granger causality. 
13) Finally, we should take a look at this: “If there are two or more time series 
that are co-integrated there must be between them Granger causality. This 
causality can be either one way or both ways. But the converse in false” 
In this case the result that we came up is the following: 
There is a scenario, which states that our data are co-integrated but we couldn’t find 
any clue of causality between them. In this case we are focusing a conflict in our 
results. There is, though, another scenario, which states that there is co-integration 
between the variables and simultaneously there is a one-way causality. In this case we 
are not facing any problems at all. The third scenario states that, in case our data 
aren’t co-integrated, then perhaps we haven’t any cross-checking in our results. [19] 
The following graph describes the procedure that was mentioned above graphically, in 
order to be fully comprehensive: 
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Figure 3.6: Toda-Yamamoto model 
 
 
 
Section 4: Data 
In this paper the data that are used are collected from Bloomberg database. More 
specifically the data refer to WTI crude oil spot prices and Henry Hub spot prices 
weakly data from 28/09/2001 till 25/9/2015. The program that will be used in order to 
examine the causality among these two variables is the E-views. More specifically, in 
this paper the causality among WTI and HH will examined through the Granger 
causality model and the Toda-Yamamoto causality model. 
WTI is known as Texas light sweet. As it was mentioned in the chapter 3.1 crude oil 
in general is considered to be the leader in the energy market and more specifically is 
used as a benchmark in the pricing of oil. It is depicted as light due to the fact that its 
density is low and also it is depicted as sweet due to the fact that its content in sulfur 
is significantly low. The major trading point for crude oil is the region of Cushing, 
Oklahoma. Apart from that, it is the delivery point of crude oil contracts and the price 
for WTI is settled there. 
Henry Hub natural gas is an allocation hub regarding the natural gas pipeline system 
in Louisiana. It is traded on the NYMEX platform (New York Mercantile Exchange) 
and the ICE platform (Intercontinental Exchange). The owner of Henry Hub is Sabine 
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Pipeline LLC while it’s widely known that it has access to most of the most important 
natural gas markets in the USA. It connects a wide variety of countries with its 
pipeline system, such as Canada, Columbia Gulf Transmission, Gulf South Pipeline 
etc. The trading operations started in the 1950’s. Although, the standardized natural 
gas contracts were first signed and delivered to Henry Hub in 1990 by NYMEX. In 
addition to that, the price that is settled at the Henry Hub is used as the benchmark for 
the entire North American natural gas market. 
 
 
 
Section 5: The Model to be estimated 
The first thing that is necessary to be checked is the stationarity of the two variables. 
WTI, as it is cannot be considered as a stationary variable. This is obvious from the 
graph below: 
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Figure 5.7: WTI non-stationary variable 
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In order to transform WTI from a non stationary to a stationary variable there are four 
unit root tests that must be done. 
WTI spot prices: 
Starting with the WTI crude oil in order to check for the stationarity we run the 
Augmented Dickey Fuller test (ADF), using the logarithmic prices of the data that we 
have acquired and by putting it in the level and not in the first differences. That means 
that we fail to reject the null hypothesis, which stated that WTI has a unit root. In this 
case we continue the test but this time we use the first differences in order to check 
whether the variable is stationary or not. In this case the probability is zero, which 
means that we can reject the null hypothesis. So, LOG_WTI for the ADF is 
stationary. 
Moving on to the second unit root test, which is the Dickey-Fuller GLS. As 
previously, at first we check for the level and we can observe that the T statistic is 
smaller than the critical value, which means that we fail to reject the null hypothesis 
(LOG_WTI has a unit root). Therefore, we run the same unit root test for the first 
differences and in this case it is obvious that the T statistic is bigger than the critical 
value, which means that we can reject the null hypothesis and the variable for this unit 
root test is also stationary. 
The third unit root test is the Phillips-Perron. We run the test as is was mentioned 
above using the option of level and we can observe that the T statistic is lower than 
the critical value, which means that we fail to reject the null hypothesis. We run the 
test again by adjusting the option to the first differences and it is obvious that the T 
statistic is greater than the critical value, which means that we reject the null 
hypothesis. So the variable is stationary. 
The last unit root tests in the category of the LM Statistics and is the KPSS. In this 
case the null hypothesis states that WTI is stationary. The L statistic is 1.9 which is 
greater than 1% and therefore we reject the null hypothesis. So, LOG_WTI for this 
unit root test is a non-stationary variable. 
Since three out of four unit root tests agree that WTI is stationary, then we can also 
consider that WTI is a stationary variable. The table that follows summarizes all the 
results from all the unit root tests that have been done: 
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Unit Root Test Level T-statistic P(probability) Stationarity 
ADF 1
st
 differences  0 I(0) 
DF-GLS 1
st
 differences -2,557693  I(0) 
PP 1
st
 differences -29,24128  I(0) 
 
LM-Statistics 
KPSS  2,058  I(1) 
Table 5.1: Results from unit root tests for WTI 
Henry Hub Spot prices (HH) 
 
As far as HH is concerned, it is obvious from the graph below, that it is not stationary 
in the form that is now. 
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Figure 5.8: HH is a non-stationary variable.  
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Following the same logic, the previous unit root tests must be done too regarding the 
HH. Starting with the ADF test and with the use of the logarithmic prices of the 
variable we run the test. Firstly, we run the test by adjusting the sample into the level 
option and p=0,247 which is greater than 5% and thus we have to reject the null 
hypothesis (LOG_HH has a unit root). According to the previous procedure we run 
the test by adjusting the option to the first differences and p=0 which is lower that 5% 
and that means that we can reject the null hypothesis. So, LOG_HH is stationary. 
For the DF-GLS test when the option is adjusted at the level then the T statistic is 
lower than the critical value, which means that we fail to reject the null hypothesis 
(LOG_HH has a unit root). The test is being run again and this time the option 
changed at the first difference where the T statistic is greater than the critical value, 
which means that the variable is stationary. 
Regarding the PP test we run the test by adjusting the option to the first differences, as 
we have already tried the option of level and the result was to fail to reject the null 
hypothesis, and we observe that the T statistic is greater than the critical value, which 
means that we reject the null hypothesis. So, the variable is stationary. 
The last unit root test is included in the LM-Statistic and its null hypothesis differs 
from the others. The null hypothesis states that LOG_HH is stationary. We run the 
test for the level option and we observe than it is lower than 1% , which means that 
we fail to reject the null hypothesis. So the variable is non stationary. 
Since three out of four tests has proved that HH is stationary, thus we can consider, 
too, that is stationary. Following there is a table in which all the results are 
summarized: 
 
Unit root test Level T-statistic P(probability) Stationarity 
ADF 1
st
 differences  0 I(0) 
DF-GLS  -0,993321  I(0) 
PP 1
st
 differences  0 I(0) 
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LM-Statistics 
KPSS  0,972734  I(1) 
Table 5.2: Results for stationarity for HH 
 
The next step for this procedure is to study the causality between WTI crude oil and 
HH. In order this to be done, it is necessary to construct a VAR model and run two 
equations. WTI crude oil causes HH or HH causes WTI crude oil? For this thesis 
purpose the VAR could be either solved by the Granger causality method or by the 
Toda-Yamamoto approach. 
 
 
Granger Causality 
Granger in his model needs the variables to be stationary in order the result to be 
correct, as it was mentioned in section 3 of the financial theory. Apart from that, he 
uses the past tense variables of WTI and HH. So, we should construct a VAR model 
using the Dlog variables of WTI and HH. More specifically, we will test once again 
for the stationarity of the Dlog_WTI and Dlog_HH. 
We follow the same procedure that we used above for testing for stationarity both in 
WTI crude oil and in HH. The results from all the tests are gathered in these two 
tables: 
Dlog_WTI 
Unit root test Level T-statistic P(probability) Stationarity 
ADF   0 I(0) 
DF-GLS  -2,557693  I(0) 
PP  -29,24128  I(0) 
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LM-Statistics 
KPSS 0,248720   I(1) 
Table 5.3: Unit root test for Dlog_WTI 
 
Since the three out of four unit root tests agree that the variable is stationary, then we 
can consider too that Dlog_WTI is also stationary. 
The same tests must be done, also, for the Dlog_HH. The results from these tests are 
gathered in the table below: 
 
 
 
Dlog_HH 
Unit root test Level T-statistic P(probability) Stationarity 
ADF   0 I(0) 
DF-GLS  -0.993321  I(1) 
PP  -31,06468  I(0) 
 
LM-Statistics 
 
KPSS 0,232221   I(0) 
Table 5.4: Unit root test for Dlog_hh 
 
Since two out of three unit root tests agree that the Dlog_HH is stationary, then the 
variable is considered to be stationary. 
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After checking for the stationarity of the variables, the next step is to construct the 
VAR model. In order to construct the model in the right way, it is useful to find the 
optimal lag length. As it is mentioned above, in section 3 regarding the financial 
theory of the Granger causality, there are two ways in order to estimate the optimal 
lag length, the Akaike Information Criteria and the Schwarz Information Criteria. 
The procedure that it is used at the program is the following: Firstly, we use the 
Dlog_WTI and the Dlog_HH and we open them together as a VAR model. Then we 
select the option of the lag length criteria and at change the option from one to eight. 
The following table depicts the case that we are studying: 
 
 
 
 
 
VAR Lag Order Selection Criteria     
Endogenous variables: DLOG_HH DLOG_WTI    
Exogenous variables: C     
     
Sample: 9/28/2001 9/25/2015     
Included observations: 721     
       
       Lag LogL LR FPE AIC SC HQ 
       
       0 1824.166 NA 2.19e-05 -5.054552 -5.041846* -5.049647 
1 1834.243 20.07088 2.15e-05 -5.071410 -5.033291 -5.056695 
2 1836.943 5.360911 2.16e-05 -5.067802 -5.004270 -5.043277 
3 1852.114 30.04917 2.09e-05 -5.098792 -5.009847 -5.064457 
4 1854.250 4.218627 2.10e-05 -5.093621 -4.979264 -5.049476 
5 1867.584 26.26072 2.05e-05 -5.119512 -4.979743 -5.065557* 
6 1870.606 5.934683 2.06e-05 -5.116799 -4.951616 -5.053034 
7 1875.717 10.00946 2.05e-05 -5.119881 -4.929286 -5.046306 
8 1883.699 15.58655* 2.03e-05* -5.130925* -4.914917 -5.047540 
       
       * indicates lag order selected by the criterion    
LR: sequential modified LR test statistic (each test at 5% level)   
FPE: Final prediction error     
AIC: Akaike information criterion     
SC: Schwarz information criterion     
HQ: Hannan-Quinn information criterion    
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From this table we take into consideration the AIC, which states that the optimal lag 
length for this situation is 8. After defining the optimal lag length for our VAR, we 
continue at the final step, which is the estimation of the causality through the model of 
Granger causality. 
The following table depicts the results that come up from all this procedure: 
Pairwise Granger Causality Tests 
 
Sample: 9/28/2001 9/25/2015 
Lags: 8   
    
    Null Hypothesis: Obs F-Statistic Prob. 
    
    DLOG_WTI does not Granger Cause DLOG_HH 721 2.06542 0.0370 
DLOG_HH does not Granger Cause DLOG_WTI 1.11775 0.3488 
    
    
 
There are two null hypotheses and apparently one of them is false. The first one states 
that: 
Ho: DLOG_WTI does not Granger cause DLOG_HH. 
The term that interests us for deciding whether this null hypothesis is correct or 
incorrect is the Probability. In this case P=0.0370 which is lower than  5% . That leads 
to the assumption that we fail to reject the null hypothesis. So, that means that WTI 
Granger causes HH. 
The second one states that: 
Ho: DLOG_WTI does not Granger cause DLOG_HH. Again the probability is the 
term that interests us the most. P=0.3488 which is greater than 5%. That leads to the 
conclusion that we reject the null hypothesis, meaning that HH does not Granger 
causes WTI. 
 
Toda Yamamoto 
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On the other hand, the Toda-Yamamoto method is not interested in the stationarity of 
variables. So, it is not necessary to go through all the previous unit root tests. 
The Toda-Yamamoto approach, as it has been mentioned in section 3 in its financial 
theory, is another approach for testing the causality between two variables avoiding 
the facts of the integration, the co-integration, the volatility and the seasonality of the 
variables. In other words, the stationarity of the variables does not play the major 
point of it. The Toda-Yamamoto model tests for the linearity and non-linearity of the 
VAR using the Wald criteria. 
While testing the causality with the Toda-Yamamoto model the most important thing 
to know is the fact that the VAR model is being run with the logarithmic variables of 
WTI and HH. 
Another difference that appears on the Toda-Yamamoto model is the estimation of the 
optimal lag length criteria. The Toda-Yamamoto model states that we find the optimal 
lag length, but we proceed to the estimation of the VAR model by using the highest 
order of integration of the variables. This was mentioned thoroughly in section 3 
regarding the methodology of the Toda-Yamamoto model. 
In order to calculate the optimal lag length for this problem we follow the previous 
procedure that was described for the Granger causality. However, instead of 
considering that the optimal lag length in this case is 8, since the theory suggests that 
the estimation of the VAR should be done by using the highest number of order of 
integration, the optimal lag length is our case 9. The variables vary between me (0) 
and me (1). So, the highest order of integration is 1. Since the optimal lag length 
previously was 8, now it is 9. 
The following table depicts the opinion of the criteria that are used in order to define 
the optimal lag length. It is obvious that the AIC criteria agree with our assumption: 
VAR Lag Order Selection Criteria     
Endogenous variables: LOG_WTI LOG_HH    
Exogenous variables: C     
     
Sample: 9/28/2001 9/25/2015     
Included observations: 721     
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During the construction of the VAR model we use the lag length that it is necessary 
for the Toda-Yamamoto model, which are 9. While we are running, though, the VAR 
we use the optimal lag length and not the Toda-Yamamoto lag length. So, we use 
number 8. 
As long as we run the VAR model we reach again at the point where there are two 
hypotheses. Obviously, one of them is incorrect. In order to determine which one of 
them is the correct one we have to check at them first: 
The first null hypothesis (Ho) claims that there isn’t a cause of WTI to HH. After 
running the model the probability that occurs is 0.0364, which is lower than 5 %. That 
means that we should reject the null hypothesis. In other words, WTI causes HH. 
The second null hypothesis (Ho) claims that HH does not cause WTI. The probability 
that occurs is 0.33 which is higher than 5 %, which means that we fail to reject the 
null hypothesis. That means that we fail to reject the fact that HH doesn’t cause WTI. 
In other words, we are not sure whether HH causes WTI. 
Lag LogL LR FPE AIC SC HQ 
       
       0 -828.9044 NA 0.034359 2.304867 2.317573 2.309772 
1 1832.919 5301.497 2.16e-05 -5.067738 -5.029619* -5.053023 
2 1842.142 18.31658 2.13e-05 -5.082224 -5.018692 -5.057699 
3 1845.057 5.773661 2.13e-05 -5.079215 -4.990270 -5.044879 
4 1859.291 28.11226 2.07e-05 -5.107602 -4.993245 -5.063457* 
5 1861.358 4.072591 2.09e-05 -5.102243 -4.962473 -5.048287 
6 1873.856 24.54502 2.04e-05 -5.125815 -4.960633 -5.062050 
7 1877.228 6.602093 2.04e-05 -5.124071 -4.933476 -5.050495 
8 1882.136 9.586365 2.04e-05 -5.126592 -4.910584 -5.043207 
9 1890.681 16.63912* 2.01e-05* -5.139199* -4.897778 -5.046003 
       
       * indicates lag order selected by the criterion    
LR: sequential modified LR test statistic (each test at 5% level)   
FPE: Final prediction error     
AIC: Akaike information criterion     
SC: Schwarz information criterion     
HQ: Hannan-Quinn information criterion    
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Section 6: Results 
The E-views program helped us in order to figure out whether there is one-way 
causality between natural gas prices and crude oil prices or not. With the program we 
managed to run two, with different philosophy, tests and both of them reached to the 
same conclusion. 
In fact, the first method that was used is the Granger causality. In order this method to 
be applied some parameters need to be taken into consideration. The most important 
of them is the fact that the variables must be stationary. The data, though, that we had 
collected from the Bloomberg database weren’t stationary. That leads to the next step, 
which is to transform these variables into stationary. 
This transformation can be accomplished by running some unit root tests, the ADF, 
the DF-GLS, the PP and the KPSS. These tests for both natural gas and crude oil 
prices demonstrated that the variables are stationary, due to the fact that the majority 
of the tests agreed for their stationarity. After that, the rest of the procedure was in 
some way easy. 
Following the creation of a VAR model was necessary and through the estimation of 
this VAR model with the Granger causality method, we reached to the conclusion that 
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the crude oil prices granger causes the natural gas prices, although the opposite 
relationship is not considered to be correct. 
The second method that it was used is the Toda-Yamamoto. This model does not pay 
attention whether or not the variables are stationary, or integrated or co-integrated. 
Another difference that exists in comparison with the Granger causality method is the 
fact that for the estimation of the optimal lag length Toda-Yamamoto method is 
created if in the existing optimal lag length is added the highest order of integration of 
the variables. Another difference is the fact that Toda-Yamamoto uses the Wald 
criteria. These criteria include some restrictions. These restrictions exist due to the 
fact, that it is necessary for the equation to show which one is the dependent variable 
and which one is the independent variable. With the restrictions equality is created 
and the coefficients are squared in order the model to be successful. 
This model led to two cases regarding the null hypothesis. Of course, one of them is 
incorrect. The outcome of this procedure was the same as for the Granger causality. 
The crude oil prices cause the natural gas prices but not the other way around. 
As it is briefly discussed on section 2, which is the literature review, the results that 
both of these methods reached are correct. All the economic literature review 
mentions that these two commodities are governed through a really strong 
relationship. So it is reasonable these two commodities to be intergrated or co-
integrated and one of them can cause an increase or a decline in the other’s 
commodity prices, since their relationship is extremely strong. 
The opposite result could not probably be reasonable. The reason for this can be 
searched into the fact that natural gas constitutes a by-product of crude oil. Apart from 
that, the reservoirs of natural gas are less than these of the crude oil. Additionally, 
crude oil occupies mostly all of the energy markets, as it is a commodity that exists 
for several years and its extraction or production was much easier in comparison with 
the same procedures for natural gas. 
The fact that crude oil and natural gas are integrated does not mean necessary that 
these two are linked in a causal way. But as it seems from the review and the results 
of the models, this strong link between them is something that it can be questioned. 
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Section 7: Conclusion 
In economic theory there is a suggestion that natural gas and crude oil prices are 
related. However, there is an opinion, which states that, a raise in crude oil prices may 
create collisions regarding the results on the natural gas supply and thus in prices. 
There is a possibility that the production of natural gas can be raised due to the fact 
that it is considered as a co-product of oil, but also it can be reduced because it is 
considered as an outcome of higher- production resources. From several researches it 
is proven that the net result while there is a raise in oil prices on the natural gas supply 
might be vague, but the result that has on the demand for natural gas is obvious. That 
leads to the fact that there is a positive relationship between crude oil and natural gas 
prices. [1] 
Starting with, this thesis in the introduction section deals with the economic factors 
that influence the link of natural gas prices and crude oil prices. This link is described 
while it refers both in the demand side and also in the supply side. Apart from that, it 
is reported briefly the historical timeline not only for crude oil but also for natural gas 
due to the fact that it is considered quite important in order to understand in depth the 
reasons and the circumstances that these two elements are related. 
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Regarding the literature review, it would be quite useful, if at first we define all the 
basic terms that are mentioned repeatedly in this paper, such as the “time-series”, 
“non-stationary and stationary behavior”, “co-integration”, “error correction model” 
and the term of “causality”. Additionally, in this section is also described the energy 
economic research that has been done in previous studies regarding the integration of 
the energy variables and the Granger causality tests, the co-integration and the long 
run estimation of these variables. Apart from that, it is mentioned the co-integration 
not only in the energy markets, regarding the petroleum products, the oil and gas 
prices and the electricity and fuel prices, but also it is in depth analyzed the co-
integration regarding the crude oil and natural gas prices. Moreover, there is a 
reference regarding the causality that exists between crude oil and natural gas prices 
that is examined through two different perspectives: the industrial participants and the 
policy makers. This reference leads us, finally, to the question regarding whether or 
not these two elements are linked with bidirectional causality. 
 
In the third section of this thesis are introduced the financial theories that will be used 
in order to test whether or not there is a causality among these two elements and if it 
is a one-way causality or a two-ways causality. The first model is the Granger 
causality model while the second one is the Toda-Yamamoto model. The basic 
difference between these two models is that the first one can only reach to a 
conclusion when the two variables are stationary, while the second one is not 
interested in finding the stationarity in order to run the necessary tests and find the 
desirable result. 
 
In section four are presented the data that was used in this thesis. In this thesis it was 
used the WTI crude oil spot prices and also the Henry Hub spot prices on a weekly 
basis from 28/09/2001 till 25/9/2015.  In section five are presented the models that are 
used in order the economic theories to be tested and the whole procedure that it was 
followed. 
 
Section six, which is the most important, presents the results of our whole research. 
First and foremost, from the literature review we saw that there is a co-integrated 
relationship between crude oil prices and natural gas prices. The co-integration among 
these two, though, does not mean that these two are connected with a causality 
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relationship. That is the reason why we run these two models, so as to check whether 
the literature review is proven or not, the Granger causality and the Toda-Yamamoto. 
 
The first step for the Granger causality method is to transform the non-stationary 
variables into stationary. In order to achieve this we run some unit root tests. The WTI 
spot prices were easily transformed into a stationary variable. The same happened for 
the Henry Hub spot prices. Since, the transformation was completed the next step was 
to run a VAR model. The results that the VAR gave were the expected ones. WTI 
crude oil spot prices Granger cause the Henry Hub natural gas spot prices but not the 
other way around. 
As far as the Toda-Yamamoto model is concerned, the transformation of the variables 
into stationary was not necessary. The Toda-Yamamoto models used the Wald test 
criteria, which include some restrictions and apart from that an important role in the 
methodology plays, also the order of integration. In this model we run also a VAR 
model, which led us also to the same expected result. WTI crude oil spot price causes 
the Henry Hub natural gas spot prices. 
Since these two models agree upon the results and apparently they agree with the 
literature review, it is an indication that our research was successful. However, it is 
quite reasonable, in my opinion, the result due to the fact that natural gas is a by-
product of crude oil. Natural gas, generally, could be considered as a “subsidiary” 
company as far as its relation with the crude oil is considered. If crude oil prices 
change then there is a change too in the prices of natural gas. 
 
In conclusion, the relationship that seems to exist between these two elements has 
only one direction. More specifically, it seems that only crude oil causes the natural 
gas prices not only through the Granger causality model but also through the Toda-
Yamamoto model. 
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Section 9: Appendix 
Date HH WTI 
28/9/2001 1,8628 23,43 
5/10/2001 2,1222 22,39 
12/10/2001 2,2681 22,5 
19/10/2001 2,3085 21,83 
26/10/2001 3,0478 22,03 
2/11/2001 2,9489 20,19 
9/11/2001 2,6198 22,22 
16/11/2001 1,7196 18,03 
23/11/2001 1,9259 17,96 
30/11/2001 1,7609 19,44 
7/12/2001 2,1227 19,04 
14/12/2001 2,4015 19,23 
21/12/2001 2,6279 19,27 
28/12/2001 2,6544 20,41 
4/1/2002 2,3551 21,62 
11/1/2002 2,2974 19,68 
18/1/2002 2,2863 18 
25/1/2002 2,0295 19,72 
1/2/2002 2,1925 20,38 
8/2/2002 2,2126 20,26 
15/2/2002 2,1865 21,5 
22/2/2002 2,4035 20,87 
1/3/2002 2,4984 22,4 
8/3/2002 2,8182 23,84 
15/3/2002 2,99 24,51 
22/3/2002 3,567 24,9 
29/3/2002 3,1844 26,31 
5/4/2002 3,3123 26,21 
12/4/2002 3,078 23,47 
72 
 
19/4/2002 3,3909 26,38 
26/4/2002 3,3218 27,11 
3/5/2002 3,7136 26,62 
10/5/2002 3,7027 27,99 
17/5/2002 3,4121 28,22 
24/5/2002 3,2146 26,78 
31/5/2002 3,1548 25,31 
7/6/2002 3,1079 24,75 
14/6/2002 3,1243 25,94 
21/6/2002 3,1677 25,52 
28/6/2002 3,1994 26,86 
5/7/2002 3,0948 26,8 
12/7/2002 2,8618 27,48 
19/7/2002 2,9503 27,83 
26/7/2002 2,9416 26,54 
2/8/2002 2,9043 26,84 
9/8/2002 2,8267 26,86 
16/8/2002 3,0952 29,33 
23/8/2002 3,4825 29,93 
30/8/2002 3,1225 28,98 
6/9/2002 3,3859 29,61 
13/9/2002 3,3673 29,81 
20/9/2002 3,9376 29,61 
27/9/2002 3,7654 30,54 
4/10/2002 3,8586 29,62 
11/10/2002 3,799 29,37 
18/10/2002 4,1108 29,6 
25/10/2002 4,1155 27,05 
1/11/2002 4,0671 27,13 
8/11/2002 3,7631 25,78 
15/11/2002 3,9148 25,51 
22/11/2002 4,3224 27,67 
29/11/2002 4,187 26,89 
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6/12/2002 4,3895 26,93 
13/12/2002 5,0457 28,44 
20/12/2002 5,0472 30,6 
27/12/2002 4,8038 32,72 
3/1/2003 5,1321 33,08 
10/1/2003 5,1863 31,68 
17/1/2003 5,6563 33,91 
24/1/2003 5,9308 35,08 
31/1/2003 5,5848 33,51 
7/2/2003 6,2964 35,12 
14/2/2003 5,8826 36,8 
21/2/2003 6,7512 36,78 
28/2/2003 10,7793 36,6 
7/3/2003 7,415 37,78 
14/3/2003 5,1732 35,38 
21/3/2003 5,0562 27,36 
28/3/2003 5,0612 30,16 
4/4/2003 4,8615 28,62 
11/4/2003 5,278 28,14 
18/4/2003 5,5427 30,57 
25/4/2003 5,3873 26,36 
2/5/2003 5,2349 25,67 
9/5/2003 5,7319 27,72 
16/5/2003 5,9571 29,14 
23/5/2003 5,916 29,66 
30/5/2003 5,9851 29,56 
6/6/2003 6,2474 31,28 
13/6/2003 5,4353 30,65 
20/6/2003 5,6817 30,82 
27/6/2003 5,2007 29,27 
4/7/2003 4,9656 30,42 
11/7/2003 5,2259 31,28 
18/7/2003 5,0095 31,96 
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25/7/2003 4,6765 30,42 
1/8/2003 4,7083 32,31 
8/8/2003 5,0205 32,18 
15/8/2003 4,8344 31,05 
22/8/2003 5,2392 31,76 
29/8/2003 4,8641 31,57 
5/9/2003 4,7655 28,88 
12/9/2003 4,6608 28,27 
19/9/2003 4,3318 27,03 
26/9/2003 4,4143 28,16 
3/10/2003 4,3431 30,4 
10/10/2003 4,9124 31,97 
17/10/2003 4,5359 30,68 
24/10/2003 4,7834 29,98 
31/10/2003 3,9759 29,11 
7/11/2003 4,4782 30,85 
14/11/2003 4,6326 32,37 
21/11/2003 4,1471 32,11 
28/11/2003 4,8591 30,41 
5/12/2003 6,2737 30,73 
12/12/2003 6,7281 33,04 
19/12/2003 6,9178 33,02 
26/12/2003 5,5034 32,76 
2/1/2004 5,7648 32,52 
9/1/2004 6,9051 34,31 
16/1/2004 5,4312 35,07 
23/1/2004 5,8236 35,04 
30/1/2004 5,7969 33,05 
6/2/2004 5,3806 32,48 
13/2/2004 5,6234 34,56 
20/2/2004 5,1931 35,6 
27/2/2004 5,274 36,16 
5/3/2004 5,3175 37,26 
75 
 
12/3/2004 5,5237 36,19 
19/3/2004 5,4858 38,08 
26/3/2004 5,1577 35,73 
2/4/2004 5,691 34,39 
9/4/2004 5,8448 37,14 
16/4/2004 5,6249 37,74 
23/4/2004 5,5325 37,06 
30/4/2004 5,806 37,38 
7/5/2004 6,1808 39,93 
14/5/2004 6,4301 41,38 
21/5/2004 6,3451 39,93 
28/5/2004 6,4504 39,88 
4/6/2004 6,1498 38,49 
11/6/2004 6,0014 38,45 
18/6/2004 6,4775 38,75 
25/6/2004 6,2757 37,42 
2/7/2004 5,8832 38,39 
9/7/2004 5,8911 39,96 
16/7/2004 5,7703 41,25 
23/7/2004 5,9841 41,76 
30/7/2004 6,0268 43,8 
6/8/2004 5,4152 43,95 
13/8/2004 5,2714 46,58 
20/8/2004 5,3917 47,86 
27/8/2004 5,0458 43,18 
3/9/2004 4,3269 43,99 
10/9/2004 4,5807 42,81 
17/9/2004 4,9548 45,59 
24/9/2004 5,4115 48,83 
1/10/2004 5,3822 50,12 
8/10/2004 5,5931 53,31 
15/10/2004 5,6443 54,93 
22/10/2004 7,1151 56,17 
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29/10/2004 6,4295 51,76 
5/11/2004 6,0767 49,61 
12/11/2004 5,9042 47,32 
19/11/2004 4,8108 48,44 
26/11/2004 5,0142 49,26 
3/12/2004 6,0407 42,54 
10/12/2004 6,2881 40,71 
17/12/2004 7,2641 46,28 
24/12/2004 7,0501 44,03 
31/12/2004 6,0175 43,45 
7/1/2005 5,8245 45,43 
14/1/2005 6,4517 48,38 
21/1/2005 6,433 48,33 
28/1/2005 6,2246 47,18 
4/2/2005 6,1154 46,48 
11/2/2005 6,0216 47,16 
18/2/2005 5,8802 48,35 
25/2/2005 6,2448 50,92 
4/3/2005 6,5116 53,78 
11/3/2005 6,7321 54,43 
18/3/2005 7,1175 56,72 
25/3/2005 7,0754 51,29 
1/4/2005 7,5694 57,27 
8/4/2005 7,2628 53,32 
15/4/2005 6,9538 50,49 
22/4/2005 7,0555 54,39 
29/4/2005 6,6381 49,72 
6/5/2005 6,665 50,96 
13/5/2005 6,4683 48,67 
20/5/2005 6,3616 46,8 
27/5/2005 6,2212 51,85 
3/6/2005 6,6486 55,03 
10/6/2005 7,0866 53,54 
77 
 
17/6/2005 7,6057 58,47 
24/6/2005 7,4495 59,64 
1/7/2005 7,0115 58,75 
8/7/2005 7,8644 59,63 
15/7/2005 8,0186 58,09 
22/7/2005 7,4052 56,65 
29/7/2005 7,7646 60,57 
5/8/2005 8,5988 62,31 
12/8/2005 9,5926 66,86 
19/8/2005 9,0956 65,35 
26/8/2005 9,8562 66,13 
2/9/2005 11,7461 67,57 
9/9/2005 11,0324 64,08 
16/9/2005 11,2485 63 
23/9/2005 14,8423 64,09 
7/10/2005 13,677 61,84 
14/10/2005 12,8071 62,63 
21/10/2005 12,7326 61,23 
28/10/2005 13,1039 61,22 
4/11/2005 9,6734 60,58 
11/11/2005 9,2035 57,53 
18/11/2005 10,0092 56,14 
25/11/2005 11,0189 58,46 
2/12/2005 12,9537 59,32 
9/12/2005 15,0226 59,39 
16/12/2005 13,3628 58,06 
23/12/2005 11,1737 58,23 
30/12/2005 9,522 61,04 
6/1/2006 9,2977 64,21 
13/1/2006 8,5022 63,92 
20/1/2006 8,8025 68,35 
27/1/2006 8,1866 67,76 
3/2/2006 8,0107 65,37 
78 
 
10/2/2006 7,5664 61,84 
17/2/2006 7,3883 59,88 
24/2/2006 7,3907 62,26 
3/3/2006 6,5913 63,67 
10/3/2006 6,4074 59,96 
17/3/2006 7,1662 62,77 
24/3/2006 7,4355 63,95 
31/3/2006 6,9849 66,63 
7/4/2006 6,8103 67,39 
14/4/2006 6,6362 69,32 
21/4/2006 7,6488 73,67 
28/4/2006 6,645 71,88 
5/5/2006 6,8027 70,19 
12/5/2006 6,3466 72,04 
19/5/2006 5,7742 68,53 
26/5/2006 5,7816 71,37 
2/6/2006 6,2261 72,33 
9/6/2006 6,1043 71,63 
16/6/2006 7,0322 69,88 
23/6/2006 6,137 70,69 
30/6/2006 5,8348 73,93 
7/7/2006 5,1818 74,09 
14/7/2006 6,276 77,03 
21/7/2006 5,9044 74,06 
28/7/2006 7,2427 73,24 
4/8/2006 7,4463 74,76 
11/8/2006 7,5596 74,35 
18/8/2006 6,6587 71,14 
25/8/2006 7,4804 72,13 
1/9/2006 5,2366 69,19 
8/9/2006 5,3058 66,25 
15/9/2006 4,4001 63,33 
22/9/2006 4,4706 60,08 
79 
 
29/9/2006 3,6598 62,91 
6/10/2006 4,4084 59,76 
13/10/2006 4,2983 58,57 
20/10/2006 6,876 56,82 
27/10/2006 7,4099 60,75 
3/11/2006 7,4316 59,14 
10/11/2006 7,1592 59,59 
17/11/2006 7,2331 55,81 
24/11/2006 7,4181 58,44 
1/12/2006 8,4149 63,43 
8/12/2006 7,4481 62,03 
15/12/2006 6,8193 63,43 
22/12/2006 5,8771 61,86 
29/12/2006 5,5006 61,05 
5/1/2007 5,5155 56,31 
12/1/2007 5,9739 52,99 
19/1/2007 6,397 51,99 
26/1/2007 6,9537 55,42 
2/2/2007 8,1738 59,02 
9/2/2007 8,1554 59,89 
16/2/2007 8,4515 59,39 
23/2/2007 7,5287 60,52 
2/3/2007 7,2224 61,64 
9/3/2007 7,0457 60,05 
16/3/2007 6,8393 57,11 
23/3/2007 7,1622 61,53 
30/3/2007 7,5028 65,87 
6/4/2007 7,5254 64,28 
13/4/2007 7,9329 63,63 
20/4/2007 7,3219 63,38 
27/4/2007 7,4396 66,46 
4/5/2007 7,8248 61,93 
11/5/2007 7,5323 62,37 
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18/5/2007 7,8736 64,94 
25/5/2007 7,4729 64,75 
1/6/2007 7,5663 65,08 
8/6/2007 7,5248 64,76 
15/6/2007 7,5832 68 
22/6/2007 7,0367 68,89 
29/6/2007 6,4055 70,68 
6/7/2007 6,1458 72,81 
13/7/2007 6,27 73,93 
20/7/2007 6,4607 75,57 
27/7/2007 5,7719 77,02 
3/8/2007 6,112 75,48 
10/8/2007 6,5687 71,47 
17/8/2007 7,1442 71,98 
24/8/2007 5,6918 71,34 
31/8/2007 5,4889 74,04 
7/9/2007 5,5336 76,7 
14/9/2007 6,2289 79,1 
21/9/2007 5,9619 83,42 
28/9/2007 6,1458 81,66 
5/10/2007 6,7715 81,22 
12/10/2007 6,46 83,69 
19/10/2007 6,9079 88,6 
26/10/2007 6,4352 91,86 
2/11/2007 6,6305 95,93 
9/11/2007 6,591 96,32 
16/11/2007 7,2918 95,1 
23/11/2007 6,6683 98,18 
30/11/2007 7,2914 88,71 
7/12/2007 7,0374 88,28 
14/12/2007 7,0931 91,27 
21/12/2007 7,0279 93,26 
28/12/2007 7,108 96 
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4/1/2008 7,5113 97,91 
11/1/2008 8,1258 92,69 
18/1/2008 8,4175 90,57 
25/1/2008 7,7985 90,39 
1/2/2008 7,8861 88,96 
8/2/2008 8,063 91,77 
15/2/2008 8,7269 95,5 
22/2/2008 8,6476 98,96 
29/2/2008 9,1008 101,84 
7/3/2008 9,8185 105,15 
14/3/2008 9,8411 110,21 
21/3/2008 8,5449 102,79 
28/3/2008 9,3677 105,62 
4/4/2008 9,3584 106,23 
11/4/2008 10,0655 110,14 
18/4/2008 10,0796 116,69 
25/4/2008 10,7202 119,7 
2/5/2008 10,3689 116,32 
9/5/2008 11,2916 125,96 
16/5/2008 11,3093 126,29 
23/5/2008 11,5668 131,59 
30/5/2008 11,4337 127,35 
6/6/2008 12,7092 138,54 
13/6/2008 12,5067 134,86 
20/6/2008 12,7588 134,62 
27/6/2008 13,1015 140,21 
4/7/2008 12,9992 145,29 
11/7/2008 12,1488 145,08 
18/7/2008 10,5434 128,88 
25/7/2008 9,3425 122,46 
1/8/2008 9,0483 125,1 
8/8/2008 8,2199 115,2 
15/8/2008 7,8223 113,77 
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22/8/2008 7,9815 114,24 
29/8/2008 8,2355 115,46 
5/9/2008 7,3959 106,23 
12/9/2008 8,0155 101,18 
19/9/2008 7,794 104,55 
26/9/2008 7,4176 106,89 
3/10/2008 7,1625 93,88 
10/10/2008 6,5241 77,7 
17/10/2008 6,764 71,85 
24/10/2008 6,286 63,15 
31/10/2008 6,1779 67,81 
7/11/2008 6,601 61,04 
14/11/2008 6,3265 57,04 
21/11/2008 6,5617 49,03 
28/11/2008 6,4255 54,43 
5/12/2008 5,9913 40,81 
12/12/2008 5,5582 46,28 
19/12/2008 5,6635 33,87 
26/12/2008 5,4376 32,35 
2/1/2009 5,4135 46,34 
9/1/2009 5,604 40,83 
16/1/2009 5,0881 36,51 
23/1/2009 4,7487 45,47 
30/1/2009 4,7696 41,68 
6/2/2009 4,6668 40,17 
13/2/2009 4,5991 37,51 
20/2/2009 4,2144 39,44 
27/2/2009 4,0363 44,76 
6/3/2009 3,9268 45,52 
13/3/2009 3,8953 46,25 
20/3/2009 3,9898 51,06 
27/3/2009 3,7327 52,38 
3/4/2009 3,6632 52,51 
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10/4/2009 3,5878 52,24 
17/4/2009 3,4704 50,33 
24/4/2009 3,3082 50,8 
1/5/2009 3,2951 53,2 
8/5/2009 4,1627 58,63 
15/5/2009 4,0488 56,34 
22/5/2009 3,4109 61,02 
29/5/2009 3,9241 66,31 
5/6/2009 3,511 68,44 
12/6/2009 3,5426 72,04 
19/6/2009 4,0388 69,55 
26/6/2009 3,8062 69,16 
3/7/2009 3,4921 66,73 
10/7/2009 3,2383 59,89 
17/7/2009 3,3924 63,56 
24/7/2009 3,3656 66,55 
31/7/2009 3,3412 69,45 
7/8/2009 3,568 70,93 
14/8/2009 3,1834 67,51 
21/8/2009 2,7796 73,29 
28/8/2009 2,5217 72,74 
4/9/2009 1,8343 68,02 
11/9/2009 2,9386 69,29 
18/9/2009 3,2066 72,04 
25/9/2009 3,6047 65,87 
2/10/2009 2,3188 69,95 
9/10/2009 3,9229 71,77 
16/10/2009 3,943 78,53 
23/10/2009 4,73 80,05 
30/10/2009 4,1067 77 
6/11/2009 3,9453 77,43 
13/11/2009 2,5138 76,35 
20/11/2009 3,0926 76,72 
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27/11/2009 3,3199 76,05 
4/12/2009 4,5297 75,47 
11/12/2009 5,2086 69,87 
18/12/2009 5,8673 73,36 
25/12/2009 5,7559 77,15 
1/1/2010 5,8223 79,36 
8/1/2010 6,5607 82,75 
15/1/2010 5,6639 78 
22/1/2010 5,6689 74,24 
29/1/2010 5,2563 72,89 
5/2/2010 5,6052 71,19 
12/2/2010 5,4819 74,13 
19/2/2010 5,0954 79,81 
26/2/2010 4,72 79,66 
5/3/2010 4,5558 81,5 
12/3/2010 4,3448 81,24 
19/3/2010 4,0126 80,68 
26/3/2010 3,9226 80 
2/4/2010 3,7171 84,87 
9/4/2010 3,8989 84,92 
16/4/2010 3,9656 83,24 
23/4/2010 4,0661 84,42 
30/4/2010 3,9402 86,15 
7/5/2010 3,9102 75,11 
14/5/2010 4,2668 71,61 
21/5/2010 4,1186 68,04 
28/5/2010 4,3117 73,97 
4/6/2010 4,6026 71,51 
11/6/2010 4,6844 73,78 
18/6/2010 5,1726 77,18 
25/6/2010 4,839 78,61 
2/7/2010 4,717 72,14 
9/7/2010 4,3551 76,09 
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16/7/2010 4,6788 76,01 
23/7/2010 4,6941 78,73 
30/7/2010 4,8111 78,95 
6/8/2010 4,6655 80,7 
13/8/2010 4,3512 75,39 
20/8/2010 4,1903 73,46 
27/8/2010 3,754 75,17 
3/9/2010 3,7356 74,6 
10/9/2010 3,7942 76,45 
17/9/2010 4,1109 73,66 
24/9/2010 3,9647 74,94 
1/10/2010 3,6683 81,58 
8/10/2010 3,3589 82,66 
15/10/2010 3,4718 81,25 
22/10/2010 3,1856 81,16 
29/10/2010 3,3555 81,43 
5/11/2010 3,4677 86,85 
12/11/2010 3,5041 84,88 
19/11/2010 3,7917 81,51 
26/11/2010 3,8182 83,76 
3/12/2010 4,2338 89,19 
10/12/2010 4,3679 87,79 
17/12/2010 3,993 88,02 
24/12/2010 4,0848 90,91 
31/12/2010 4,2233 91,38 
7/1/2011 4,4243 88,03 
14/1/2011 4,4273 91,54 
21/1/2011 4,7234 87,96 
28/1/2011 4,266 89,34 
4/2/2011 4,4773 89,03 
11/2/2011 3,9551 85,58 
18/2/2011 3,8367 86,2 
25/2/2011 3,8072 96,98 
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4/3/2011 3,7041 104,42 
11/3/2011 3,7795 101,16 
18/3/2011 3,9827 101,07 
25/3/2011 4,1317 105 
1/4/2011 4,3236 107,94 
8/4/2011 4,0529 112,79 
15/4/2011 4,2105 109,66 
22/4/2011 4,3319 111,71 
29/4/2011 4,5067 113,93 
6/5/2011 4,2413 97,18 
13/5/2011 4,0945 99,65 
20/5/2011 4,0513 99,49 
27/5/2011 4,358 100,59 
3/6/2011 4,7219 100,56 
10/6/2011 4,7201 99,29 
17/6/2011 4,44 93,01 
24/6/2011 4,195 90,83 
1/7/2011 4,3302 94,94 
8/7/2011 4,1932 96,2 
15/7/2011 4,4867 97,24 
22/7/2011 4,4611 99,64 
29/7/2011 4,2629 95,7 
5/8/2011 3,9983 86,88 
12/8/2011 4,1667 85,38 
19/8/2011 3,9934 82,26 
26/8/2011 3,9608 85,37 
2/9/2011 4,1166 86,45 
9/9/2011 3,9567 87,24 
16/9/2011 3,8421 87,96 
23/9/2011 3,736 79,58 
30/9/2011 3,6814 79,2 
7/10/2011 3,3978 82,98 
14/10/2011 3,4854 86,8 
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21/10/2011 3,5387 87,22 
28/10/2011 3,6307 93,32 
4/11/2011 3,4418 94,26 
11/11/2011 3,2871 98,99 
18/11/2011 3,0142 97,41 
25/11/2011 2,8364 96,77 
2/12/2011 3,3483 100,96 
9/12/2011 3,2854 99,41 
16/12/2011 3,0086 93,53 
23/12/2011 2,9651 99,63 
30/12/2011 2,9812 98,83 
6/1/2012 2,8513 101,56 
13/1/2012 2,6717 98,7 
20/1/2012 2,2313 98,46 
27/1/2012 2,5885 99,56 
3/2/2012 2,4036 97,84 
10/2/2012 2,5072 98,67 
17/2/2012 2,6705 103,24 
24/2/2012 2,603 109,49 
2/3/2012 2,376 106,7 
9/3/2012 2,2067 107,4 
16/3/2012 2,0118 107,06 
23/3/2012 2,0738 106,47 
30/3/2012 2,0044 103,02 
6/4/2012 1,9802 103,31 
13/4/2012 1,8662 102,83 
20/4/2012 1,8198 103,05 
27/4/2012 2,045 104,93 
4/5/2012 2,3038 98,49 
11/5/2012 2,3676 96,13 
18/5/2012 2,5638 91,48 
25/5/2012 2,5648 90,66 
1/6/2012 2,235 83,23 
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8/6/2012 2,2156 84,1 
15/6/2012 2,444 84,03 
22/6/2012 2,4964 79,36 
29/6/2012 2,7376 84,96 
6/7/2012 2,9447 84,45 
13/7/2012 2,8822 87,1 
20/7/2012 3,0288 91,44 
27/7/2012 3,0975 90,13 
3/8/2012 2,9139 91,4 
10/8/2012 2,8393 92,87 
17/8/2012 2,704 96,01 
24/8/2012 2,807 95,85 
31/8/2012 2,7212 96,47 
7/9/2012 2,7322 96,42 
14/9/2012 2,9424 99 
21/9/2012 2,7633 92,61 
28/9/2012 3,0823 92,19 
5/10/2012 3,2629 89,88 
12/10/2012 3,3765 91,86 
19/10/2012 3,4333 90,05 
26/10/2012 3,3804 86,28 
2/11/2012 3,4014 84,86 
9/11/2012 3,3338 86,07 
16/11/2012 3,4566 86,67 
23/11/2012 3,5927 88,28 
30/11/2012 3,4618 88,91 
7/12/2012 3,3318 85,93 
14/12/2012 3,1452 86,73 
21/12/2012 3,4242 88,31 
28/12/2012 3,4031 90,8 
4/1/2013 3,1975 93,09 
11/1/2013 3,1843 93,56 
18/1/2013 3,5405 95,56 
89 
 
25/1/2013 3,4188 95,38 
1/2/2013 3,3359 97,77 
8/2/2013 3,2602 95,72 
15/2/2013 3,1941 95,86 
22/2/2013 3,25 92,77 
1/3/2013 3,5423 90,68 
8/3/2013 3,5737 91,95 
15/3/2013 3,889 93,45 
22/3/2013 4,0095 93,39 
29/3/2013 4,0322 97,23 
5/4/2013 3,9802 92,7 
12/4/2013 4,2109 91,29 
19/4/2013 4,3764 88,01 
26/4/2013 4,158 93 
3/5/2013 3,9759 95,61 
10/5/2013 3,8989 96,04 
17/5/2013 3,8914 96,02 
24/5/2013 4,1548 93,85 
31/5/2013 4,0202 91,97 
7/6/2013 3,7866 96,03 
14/6/2013 3,7646 97,85 
21/6/2013 3,8477 93,59 
28/6/2013 3,5733 96,56 
5/7/2013 3,5244 103,22 
12/7/2013 3,608 105,95 
19/7/2013 3,7833 108,05 
26/7/2013 3,5931 104,7 
2/8/2013 3,3882 106,94 
9/8/2013 3,3218 105,97 
16/8/2013 3,3495 107,46 
23/8/2013 3,5022 106,57 
30/8/2013 3,5689 107,65 
6/9/2013 3,545 110,53 
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13/9/2013 3,6028 108,21 
20/9/2013 3,681 104,67 
27/9/2013 3,5016 102,87 
4/10/2013 3,5593 103,84 
11/10/2013 3,7231 102,02 
18/10/2013 3,717 100,81 
25/10/2013 3,6759 97,55 
1/11/2013 3,4575 94,61 
8/11/2013 3,5425 94,6 
15/11/2013 3,5594 93,84 
22/11/2013 3,7714 94,49 
29/11/2013 3,7905 92,72 
6/12/2013 4,1417 97,65 
13/12/2013 4,3553 96,6 
20/12/2013 4,3513 98,92 
27/12/2013 4,3214 100,32 
3/1/2014 4,3404 93,96 
10/1/2014 3,9527 92,72 
17/1/2014 4,3935 94,37 
24/1/2014 5,1853 96,68 
31/1/2014 5,0098 97,49 
7/2/2014 5,8778 99,88 
14/2/2014 5,536 100,3 
21/2/2014 6,2144 102,5 
28/2/2014 4,6963 102,59 
7/3/2014 4,772 102,58 
14/3/2014 4,3796 98,89 
21/3/2014 4,3155 99,96 
28/3/2014 4,4826 101,67 
4/4/2014 4,4791 101,14 
11/4/2014 4,6504 103,74 
18/4/2014 4,5652 104,3 
25/4/2014 4,7015 100,9 
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2/5/2014 4,7133 99,76 
9/5/2014 4,5739 99,99 
16/5/2014 4,4274 102,02 
23/5/2014 4,3827 104,95 
30/5/2014 4,4871 102,71 
6/6/2014 4,6474 102,66 
13/6/2014 4,6676 106,91 
20/6/2014 4,5117 107,26 
27/6/2014 4,3769 105,74 
4/7/2014 4,2927 104,06 
11/7/2014 4,0842 100,83 
18/7/2014 3,9074 103,13 
25/7/2014 3,7851 106,34 
1/8/2014 3,7473 97,88 
8/8/2014 3,914 97,56 
15/8/2014 3,7655 97,35 
22/8/2014 3,8591 96,05 
29/8/2014 4,0267 95,96 
5/9/2014 3,8397 93,29 
12/9/2014 3,8047 92,27 
19/9/2014 3,8594 92,41 
26/9/2014 3,9028 93,54 
3/10/2014 3,9449 89,74 
10/10/2014 3,856 85,82 
17/10/2014 3,7199 82,75 
24/10/2014 3,5324 81,26 
31/10/2014 3,7803 80,54 
7/11/2014 4,0105 78,65 
14/11/2014 4,0392 75,82 
21/11/2014 4,3139 76,41 
28/11/2014 4,2394 66,15 
5/12/2014 3,4266 65,84 
12/12/2014 3,5785 57,81 
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19/12/2014 3,4369 56,52 
26/12/2014 2,7548 54,73 
2/1/2015 2,9902 52,69 
9/1/2015 2,9511 48,36 
16/1/2015 3,0905 48,69 
23/1/2015 2,9637 45,22 
30/1/2015 2,6808 48,24 
6/2/2015 2,5542 51,69 
13/2/2015 2,7292 52,78 
20/2/2015 2,9899 50,34 
27/2/2015 2,7547 49,76 
6/3/2015 2,881 49,61 
13/3/2015 2,6915 44,84 
20/3/2015 2,8232 45,72 
27/3/2015 2,6323 48,87 
3/4/2015 2,5873 49,14 
10/4/2015 2,5449 51,64 
17/4/2015 2,6354 55,74 
24/4/2015 2,5602 55,55 
1/5/2015 2,6662 59,15 
8/5/2015 2,7671 59,39 
15/5/2015 2,958 59,69 
22/5/2015 2,8822 59,02 
29/5/2015 2,6424 60,3 
5/6/2015 2,557 59,13 
12/6/2015 2,7649 59,96 
19/6/2015 2,8089 59,61 
26/6/2015 2,7676 59,63 
3/7/2015 2,786 56,93 
10/7/2015 2,7481 52,74 
17/7/2015 2,8439 50,89 
24/7/2015 2,8156 47,99 
31/7/2015 2,7668 47,12 
93 
 
7/8/2015 2,8019 43,87 
14/8/2015 2,8266 42,5 
21/8/2015 2,6974 40,24 
28/8/2015 2,656 45,22 
4/9/2015 2,6692 46,05 
11/9/2015 2,6646 44,63 
18/9/2015 2,6255 44,68 
25/9/2015 2,5455 45,7 
 
 
